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Abstract 
This study uses a fieldwork-modelling research methodology to investigate hydrological 
pathways and chemical transport in floodplains and riparian zones, which occupy a key 
position in the landscape at the catchment-river interface. A numerical model is developed 
(ESTEL2D-SUBIEF2D) that is capable of modelling subsurface water and chemical 
movement at a high spatial and temporal resolution. The model is used in conjunction with 
data from two field sites (a lowland floodplain on the River Severn, UK, and a headwater 
riparian zone on Sleepers River, USA), and with hypothetical tracers, to quantify the effect 
of a range of factors on the operation of hydrological and biogeochemical processes in 
floodplain systems. 
This study shows the relative importance of river and hillslope inputs of water and chemicals 
to the floodplain, and how the scale of hydrological event (overbank flow, bankfull flow and 
low flow) affects the interaction of these sources. For example, in the case of an overbank 
flood event, hillslope inputs can be held back by the steep hydraulic gradient induced by 
flood water for up to \0 days. A comparison of headwater and lowland floodplains is 
attempted for the first time and indicates that different hydrological processes operate in 
these two environments. This implies that results from existing smaller scale riparian zone 
studies cannot simply be 'scaled up' to larger, lowland floodplain zones. 
The operation of the denitrification process within the floodplain is investigated as a relevant 
example of the more general transport modelling capability of the numerical code. This 
supports and extends the results of previous studies which have suggested that denitrification 
in the floodplain may be fundamentally limited by the interaction of hydrological processes 
and carbon availability. This comprehensive exploration of the full range of subsurface flow 
pathways through the floodplain highlights the importance of an understanding of 
hydrological pathways as critical to understanding chemical transport within the floodplain 
system. 
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1 Introduction 
Floodplains have for millenia been preferred sites for human habitation, due to the proximity 
of water supply, fertile land for agriculture, and navigable waterways for trading (Marriott, 
1998; Petts, 1998). Improvements in flood protection and land drainage techniques aimed at 
improving agricultural land and protecting people and property from flooding have led to 
extensive modification of floodplains worldwide (Bailey, 1998; Gardiner, 1998; Holmes, 
1998). This has resulted in the loss of valuable habitat and reduced the ability of floodplains 
to perform their natural functions, which include: 
• storage of floodwater giving flood defence benefit downstream; 
• reduced risk of bank erosion; 
• nutrient transformation and retention reducing loading from diffuse sources; 
• potential for efficient aquifer recharge (after Holmes, 1998 and Maltby et al., 1998). 
In this chapter, an assessment of the need for an understanding of floodplain hydrological 
and chemical transport processes will be presented, followed by a brief outline of the thesis. 
This chapter will begin with an evaluation of the relevant terminology. 
1.1 Terminology 
The topic of floodplain water and chemical transport, which forms the focus of the present 
research, has been studied by a number of diverse yet interrelated subject area." including 
ecology and hydrology in particular. The description of floodplain processes by different 
research communities has led to a slightly ambiguous terminology with regard to the near-
stream area. Words such as riparian zone, floodplain, buffer zone and hyporheic zone are all 
used in this context, often interchangeably. 
The term 'floodplain' is generally used in a geomorphological sense to describe the area 
beside a river that is inundated when the river floods. The term 'riparian zone' is derived 
from the Latin word ripa, meaning bank and shoreline (Gold and Kellogg, 1997) and was 
first used to refer specifically to the ribbon of deciduous plants that occurs along stream 
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banks (Stanford, 1998). The use of the term 'floodplain' is more generally associated with 
lowland rivers, and the term 'riparian zone' with headwater streams, although several 
researchers now use 'riparian zone' interchangeably with 'floodplain' in describing the near 
stream zone in headwater environments (Pinay and Burt, 2(01). 
The term 'hyporheic zone' is also used extensively in the near-stream literature. It may be 
defined as a subsurface region in unconfined, near-stream aquifers where mixing of stream 
water and groundwater occurs (Triska et al., 1989, Wondzell and Swanson, 1999), although 
a range of definitions have been suggested for this term (Correll, 2(00). The hyporheic 
interstices are functionally a part of both the fluvial and groundwater ecosystems (Brunke 
and Gonser, 1997). Ecotones such as this, which form a boundary between two ecosystems, 
are important regulators of the movement of energy and material through catchments, acting 
as both conduits and barriers. 
Riparian buffer zones are areas of trees, shrubs or perennial grass located adjacent to 
streams, lakes, ponds and wetlands. Buffer zones are implemented as an environmental 
pollution remediation strategy, with the aim of preventing erosion, trapping sediments and 
nutrients from field runoff to protect water quality, and improving wildlife habitats (USDA-
NRCS, 20(0). They are a subset of the wider phenomenon of conservation buffers: "areas or 
strips of land maintained in permanent vegetation to help control pollutants and manage 
other environmental problems" (USDA-NRCS, 20(0). Such conservation buffers (in this 
wider sense) may be located not only along streams, or around lakes and wetlands, but also 
within fields or at field edges. 
1.2 The need for an understanding of floodplain processes 
Very few papers on the water quality effects of riparian buffer zones were published before 
the 1970s (Correll, 1997). Research in this area began with a consideration of surface flow 
processes, and the scientific study of subsurface chemical movement through floodplains has 
been developing since the 1980s (Hedin et al., 1998). In addition, although the longitudinal 
patterns and processes along river courses have long been recognised, it is only in the past 
two decades that the importance of interactive pathways in the lateral and vertical directions 
has been identified (Stanford and Ward, 1993). 
From an ecological standpoint the dynamic convergence of aquifer-riverine components 
adds physical heterogeneity and functional complexity to floodplain landscapes, and they 
can thus sustain exceptionally high biodiversity (Stanford and Ward, 1993). Processes in the 
hyporheic zone appear to exert major influences on riverine species richness, bioproduction, 
and mass transfer of available materials and biota; as an ecotone or boundary, the hyporheic 
zone may modify or control the flow of material or energy between adjacent systems 
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(Hakenkamp et aI., 1993). Microbial transfonnation and transport of solutes in 
groundwaters has been shown to be an important source of nutrients for channel flora in 
streams and rivers (Stanford and Ward, 1993). From the hydrological viewpoint, the 
prevalence of surface and groundwater interactions in the floodplain region also gives these 
areas a central place in the hydrological cycle (Pusch et at., 1998). The importance of 
viewing streams and groundwater as integrated components of a hydrological continuum is 
increasingly recognised (Brunke and Gonser, 1997). 
Ultimately, the ecology and hydrology of near-stream environments are intimately linked, 
and each discipline is increasingly coming to recognise the necessity of the other for a 
holistic understanding of the near-stream environment. For example, geomorphological and 
groundwater controls are increasingly emphasised in studies of near-stream ecology 
(Stanford, 1998). Groundwater-surface water interactions exert major control on structural 
and functional attributes of stream ecosystems (Ward et al., 1999) and any changes to the 
exchange processes that connect running waters to their surroundings will affect the 
ecological integrity of subterranean and surface water environments (Brunke and Gonser. 
1997). In many river valleys. anthropic encroachment and human-induced change has 
occurred across floodplains and within river channels to the point where connectivity 
between these ecosystem subunits has probably been severed completely (Stanford and 
Ward. 1993). An improved understanding of the connectivity between channel. hyporheic 
and riparian attributes of river ecosystems will be an important step in any attempts at 
restoration of these systems. 
Attitudes to floodplain areas are changing towards consideration of the possible negative 
impacts of floodplain development on surface and subsurface water. and there has been 
renewed interest in the broader ecological function of floodplain area., (Burt et at .• 1998). In 
particular. the concept that floodplains may have potential for controlling water-ba.,ed 
pollution. particularly diffuse pollution from agricultural land (Oils and Heathwaite. 1996). 
and for conservation and catchment biodiversity (Norris, 1993; Haycock et at .• 1997; Burt et 
aI., 1998; Maltby et at .• 1998). has been the impetus for much of the research into floodplain 
chemical transport. Most of this work has focused on nutrients. sediments and pesticides. 
While point source pollution has been tackled with some success in recent years. non-point 
source pollution remains difficult to control because it is spatially ill-defined. and the 
principle contaminants are delivered to the stream environment along various dynamic 
pathways (Haycock et at .• 1997; Verchot et aI., 1998). The soil-stream interface is a crucial 
control point for nutrient fluxes between terrestrial and aquatic ecosystems because this area 
has unusually high potential for biogeochemical transfonnations (Dahm et at .• 1998; Hedin 
et at .• 1998). 
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Although the retention of nutrients within riparian buffer strips has been reported in 
numerous locations globally, the role of the riparian zone in regulating chemical movement 
remains unclear and has proved difficult to quantify (Haycock and Pinay, 1993; Cey et al., 
1999). 
There are now over 700 publications on the water quality functions of riparian buffers ... and 
new studies are being published at an accelerating rate. However, our knowledge of the 
functions of these buffers is in many ways inadequate. This is an increasingly important 
problem, since in many parts of the world riparian buffers have become an important part of 
environmental landscape planning for watershed planning. 
(Correll, 2(00) 
Riparian buffers have indeed been implemented a~ part of environmental pollution 
management strategies. To date, one of the most notable schemes involving riparian buffers 
is the National Conservation Buffer Initiative, launched in April 1997 by the United States 
Department of Agriculture (USDA). The aim of this scheme is to help agricultural producers 
and other landowners install two million miles of conservation buffers throughout the United 
States by the year 2002, to protect soil, air and water quality, and improve fish and wildlife 
habitat (NRCS, 1997). The scheme has been supported by nine federal agencies, the 
National Conservation Buffer Council (consisting of seven private sector firms), and more 
than 75 non-profit agricultural and environmental organisations, collectively termed the 
National Conservation Buffer Team. Financial incentives are available to landowners who 
sign up to the initiative. This is clearly a very significant scheme, and illustrates the way in 
which many public and regulatory agencies have accepted the scientific conclusion as to the 
value of riparian buffers for protecting water quality. In many ways, the demand for 
information and utilisation of the practice is advancing faster than the science (Gilliam et al., 
1997). 
Development and implementation of successful control strategies depends on knowledge of 
the solute source areas and the transport pathways involved (Withers and Jarvis, 1998), but 
guidelines for buffer zone establishment remain vague. Conflict about the optimal use of 
these areas is likely to increase in the near future (Bren, 1993), and the economic cost of 
returning floodplains to a more 'natural' condition may be high (Withers and Jarvis, 1998). 
Buffer zones require maintenance and management, and may take valuable agricultural land 
out of production, so there may be tremendous resistance by landowners to installing a 5-30 
m buffer (guidelines vary), where no vegetated buffer currently exists. A sound 




A restrictive feature of floodplain/riparian zone research to date is that it has tended to 
concentrate on upland streams, with relatively few studies of lowland rivers. The reasons for 
this are clear; small experimental catchments are used because they generally require less 
instrumentation to characterise the system behaviour, and it is easier to gain a 'whole-
catchment' perspective from which to develop process understanding. However, with the 
great diversity of near-stream environments in upland and lowland situations, it is perhaps 
unrealistic to expect that a mere 'scaling-up' of upland riparian zone processes will 
accurately represent processes in the larger, lowland floodplain configuration. It is 
reasonable to expect that there may be process differences between these two extremes, but 
the current lack of lowland floodplain research makes it very difficult to quantify this notion. 
Most studies of the near-stream environment have been conducted in the field; there are 
fewer examples of studies where a numerical modelling approach has been used. Current 
models are often constrained by their assumptions, which are unsuited to modelling the near-
stream zone, or they do not have the capacity for modelling chemical transport in addition to 
saturated-unsaturated water movement. However, the growing recognition of the great 
spatial and temporal variability of floodplains has resulted in the realisation that field studies 
alone may be insufficient to unravel the underlying processes (Jolly et al., 1998). The 
application of a suitable numerical model (or a combined fieldwork-modelling approach) to 
the investigation of floodplain water and chemical transport problems is a technique that may 
enhance interpretation of field data, and provide an opportunity for scenario testing which 
may offer new insights into process operation. 
1.3 Thesis outline 
This work will focus on developing a numerical code specifically suitable for modelling 
subsurface hydrological processes and chemical transport in both headwater and lowland 
systems. The application of this model will enable identification of the effect of a range of 
controlling factors on process operation in this dynamic environment, in a way that has 
hitherto not been possible. 
Chapter 2 presents the research context from which this study has arisen. In reviewing the 
current state of floodplain water and chemical transport research, particular consideration is 
given to the field and modelling techniques used in previous studies, and the advantages and 
disadvantages of particular approaches. This provides the justification for the research gap 
that is to be pursued during the course of this study. The particular aims, objectives and 
research methodology that are employed to investigate this research gap are then presented. 
Chapter 3 describes the development of the numerical model, implemented in two stages: 
stage one involves the development of a conceptual model, describing how the system is 
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believed to operate, and stage two (the numerical model development) involves establishing 
how the conceptual model will be expressed in mathematical terms, and how the resulting set 
of equations will be solved. The model performance is then initially evaluated against an 
analytical solution. 
Chapter 4 covers the development of further model features that are required before the 
model can be implemented in the near-stream environment. The first is an ability to simulate 
complete saturation within the variably saturated model domain, which involves a 
consideration of the mechanisms which effect changes in the stored fluid mass of the soil. 
The second is the ability to account for a seepage boundary condition. The assumptions and 
capabilities of the final numerical model are presented. 
Chapter 5 explores issues surrounding the testing of physically-based models, in terms of 
verification, optimisation, sensitivity analysis, calibration and validation. A model testing 
strategy suitable for this study is identified, along with the final field site selection. The 
results of the model tests are then presented and analysed. The assessment process is carried 
out with the aim of establishing confidence in the operation of the model, so that it can be 
taken forward to the next stage of hypothesis testing. 
Chapter 6 looks at the process inferences that can be drawn from the model assessment 
results presented in Chapter 5. The factors controlling hydrological and chemical transport 
processes operating in floodplain environments are then explored more fully using a 
hypothetical (conservative) tracer to investigate specific hypotheses. 
Chapter 7 explores the potential of the model to look at the importance of a range of 
controlling factors on chemical transport and transformation (of a non-conservative tracer) in 
the near-stream environment. This focuses on the denitrification process, as a relevant 
example of the more general chemical transport modelling capability of the numerical code. 
Mathematical equations used to model the denitrification process are reviewed, and the 
denitrification formulation chosen for this study is presented. This part of the model is then 
subjected to a model assessment procedure before being used in a series of hypothetical 
scenarios. 
The thesis ends with a summary showing how the work in this study has responded to the 
research gap identified in Chapter 2. This includes a discussion of the major achievements 
and limitations of the work, and the identification of avenues for further research. 
1.4 Chapter summary 
The soil-stream interface is perhaps the most obvious and important control point along 
paths of nutrient flux from terrestrial to aquatic ecosystems. It has an unusually high 
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potential for biogeochemical transformations, and it can intercept and rapidly transfer 
nutrients from the surrounding terrestrial watershed to the aquatic environment (Hedin et al., 
\998). Floodplains and riparian zones therefore form transitional boundaries between 
terrestrial and aquatic ecosystems, and occupy an important position at the catchment-river 
interface. 
The key position occupied by floodplains within the landscape means that any modification 
of this zone has the potential for repercussions in flood routing, the movement of biota 
between land and water ecosystems, and the transfer of water, sediment, and chemicals 
(including nutrients and pesticides) to water courses, resulting in impacts on stream and 
drinking water quality. Management of this zone, particularly if implemented as part of a 
buffer zone initiative, may also have associated economic costs, both as a result of the extra 
demands for maintenance, and as a consequence of taking valuable agricultural land out of 
production. 
Despite their importance, floodplain hydrological and chemical transport processes are 
relatively poorly understood. The fact that the study of floodplain processes has fallen 
between standard academic divisions may have contributed to the lack of a holistic approach 
to floodplain research, with each subject area considering separate parts of the floodplain 
system in isolation. Although this situation is beginning to change, such a holistic viewpoint 
has yet to be explored in detail. 
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2 Floodplain Hydrological and Chemical Transport 
Processes 
Chapter I has illustrated the need for an understanding of floodplain hydrological and 
chemical transport processes, highlighting the critical position that floodplains occupy at the 
catchment-river interface, and the potential environmental and economic consequences 
involved in development and management of floodplain landscapes. 
Chapter 2 aims to develop the specific aims and objectives to be investigated during this 
project. In order to achieve this, the context of the wider subject of floodplain hydrological 
and chemical transport processes will be explored in some detail, with consideration of the 
methods employed to explore this subject to date, the current state of process knowledge, 
and areas which require further investigation. 
2.1 Development of floodplain water flow and chemical transport 
research 
This section aims to explore how previous studies have contributed to the field of floodplain 
hydrological and chemical transport research. The history of this subject can be 
conveniently broken down into four main phases of related investigation: bank storage 
research, hillslope-channel connection research, hyporheic zone (surface-groundwater 
interaction) research, and buffer zone research. Each of these topics will be presented in 
terms of a description of the research area and its importance, the approach that researchers 
have taken in terms of fieldwork and modelling, and how knowledge of the subject is 
currently limited. 
2.1.1 Bank storage research 
River channels have long been thought of as conduits for water and chemical transport, but 
until the 1950s little serious consideration had been given to how they interacted with the 
surrounding landscape. Identification of the bank storage phenomenon was perhaps the first 
time that this interaction was recognised. In many cases, the bed and banks of river channels 
are composed of permeable sediments through which water can be transmitted. Depending 
Floodplain Hydrological and Chemical Transport Processes 
on the local hydraulic gradient, water may travel from the channel into the surrounding 
floodplain, or from the floodplain into the channel. When the river stage rises above the 
level of the water-table in the floodplain during flood events, a net flux of water into the 
floodplain is induced (Whiting and Pomeranets, 1997). This water is stored temporarily and 
then released during river flow recession as the river level drops but floodplain water-tables 
remain high (Figure 2.1). This process and the volume of water that is stored and released 
from the channel bed and banks is called bank storage (Todd, 1955). Bank storage is a 
significant hydrological process, as it can reduce and delay the flood peak of a river, and can 









Figure 2.1 The bank storage process. At time (a) the river is receiving base flow. at time (b) 
a flood peak is passing and flow is induced into the banks. and at time (c) the peak has 
passed and the bank-storage wedge is draining ifrom Burt et al.. 2002). 
As well as the implications for hydraulic routing, this process also has important physical, 
chemical and ecological consequences for river systems (Whiting and Pomeranets, 1997). 
Baseflow generated by the bank storage process may play a role in sustaining riparian 
vegetation and aquatic organisms, increasing habitat diversity. In addition, bank storage 
affords an opportunity for transforming and immobilising chemicals, including nutrients and 
pollutants, transported by river water (Peterjohn and Correll, 1984). 
A combined strategy of numerical modelling and fieldwork has been employed in two recent 
studies of the bank storage phenomenon. Squillace (1996) constructed a transient two-
dimensional groundwater flow model to quantify the movement of bank storage water, using 
the US Geological Survey's modular finite-difference groundwater flow model MODFLOW. 
This modelling work was combined with a field study of bank storage water in Iowa, USA. 
The area represented by the model was a 320 m-Iong cross-section through the floodplain 
from the hillslope to the river channel, extending to a depth of 30 m (Figure 2.2). The 
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calibrated model indicated that a 2 m rise in river stage caused bank storage water to move 
horizontally at least 30 m into the floodplain aquifer, and vertically about 4 m below the 
river bed. It also illustrated that bank storage water moving through the river bed can be a 
significant portion of the total bank storage, at lea<;t in the case of this wide and shallow 
river. This study was restricted to a two dimensional representation only, and the influence 
of down-valley flow across the floodplain was not considered. Groundwater discharge was 
only to the river, and recharge could occur from the river, precipitation, and an ephemeral 
stream. No hillslope inputs were considered, but this was justified in this case by the 
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Figure 2.2 Domain used for the MODFLOW bank storage flow modelling study, showing 
model grid, extent, and simulated hydrogeologic units (from Squillace, 1996). 
Whiting and Pomeranets (1997) modelled the response of floodplain flow to rapid changes in 
water stage in a river channel. In tackling this problem they recognised an important 
limitation of many of the widely known groundwater modelling packages such as 
MODFLOW when applied to the near-stream area. As these models are designed to model 
extensive regions they make use of the simplifying Dupuit-Forcheimer a<;sumptions, which 
state that head is constant along any vertical and the hydraulic gradient is equal to the slope 
of the free surface. This decreases the complexity of the model, but makes it unsuitable for 
use in situations where the free surface is significantly sloped, as occurs in near-stream areas 
when river stage is changing rapidly (Whiting and Pomeranets, 1997). Consequently, they 
developed an exact, traditional model describing time-dependent unconfined saturated 
groundwater flow, WaTab2D, solved using finite-element techniques. This study indicated 
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that the amount of water stored in the banks, and thus potentially available for release, is 
greater in valleys that are wide, with channels that are deep, and where the floodplain 
material is coarse. The time frame over which water in bank storage contributes to baseflow 
is dependent on hydraulic conductivity, specific yield, width of the valley, and water-table 
drop. This will clearly impact upon water residence time and therefore chemical transport 
and transformation in the floodplain and the channel. 
While these investigations have been valuable in quantifying the timing and extent of the 
bank storage process they are limited in several ways. There has been little consideration of 
the impact of down-valley, three-dimensional flow processes. The studies have also been 
restricted to in-bank flow events and do not consider the hydrological or chemical 
implications of overbank flow, or interactions with other water sources external to the river 
channel (for example, inputs of water from adjacent hillslopes). Where models have been 
used, their utility is sometimes compromised by the limiting assumptions that have to be 
made when representing this highly spatially variable and temporally dynamic environment. 
2.1.2 HiIIslope-channel connection research 
Since the 1970s, hillslope hydrological research has been concerned with investigating the 
flow processes within the soil and over the soil surface responsible for generating and 
controlling runoff to river channels from the wider catchment (Anderson and Burt, 1990). A 
number of different routes by which hillslope water can reach the river channel have been 
identified. These hydrological pathways are important in terms of controlling the timing and 
peak rate of runoff, and also the chemical characteristics of input water (Burt, 1997). 
The prevailing conceptual model of hillslope hydrological flow pathways is illustrated in 
Figure 2.3. Within this framework, several physical components of the hillslope discharge in 
response to a rain event are identified: infiltration-excess overland flow, saturation-excess 
overland flow, return flow, saturated subsurface flow, and groundwater flow. The processes 
that deliver stormflow are found to vary with factors such as topography, soil properties, and 
rainfall characteristics, and indirectly with climate, vegetation, and land use (Dunne, 1978). 
It is evident that this conceptual model includes no formal representation of the floodplain 
and its effects on streamflow generation and runoff processes. 
Part of the reason for this lack of consideration of floodplain influences is that much of this 
research has concentrated on headwater basins, particularly in humid agricultural landscapes, 
where slopes directly adjoin the channel (Hill, 1996; Burt, 1997). These catchments provide 
a more manageable research environment and provide the opportunity for a whole-catchment 
perspective. However, this has the result that hydrological theories of runoff generation have 
been developed for a narrow range of environments, with a limited range of data sets, and 
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the effect of floodplains on these theories has not been fully investigated. If the runoff flow 
path and chemistry from hillslopes can be modified by floodplains before reaching the river, 
then clearly hillslope hydrological processes are only part of the explanation of streamflow 
generation and river water quality. 
seepage 
face 
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Figure 2.3 Conceptual model of hiLLslope hydroLogical processes, showing the hydroLogical 
pathways involved in the delivery of rainfall to a stream chonnel. 1. Infiltration-excess 
overLand flow. 2. Saturation-excess overLand flow: 2a. direct runoff; 2b. return flow. 3. 
Subsutface storm flow. 4. Groundwater flow (from Burt and Haycock, 1996). 
Studies of hillslope-channel connections that include a floodplain have really only developed 
during the 1990s. When a floodplain is introduced to the streamflow generation problem, 
two factors become important; understanding the entry of runoff on to the floodplain 
(external flow pathways, including contributions from hiIIslopes in the form of overland 
storm flow and subsurface contributions, and contributions from the river channel, in the 
form of overbank flood flow and subsurface bank storage), and understanding the 
hydrological processes of the floodplain itself (internal flow pathways). The few studies on 
this subject consider different aspects of this flow system. Haycock and Pinay (1993) 
conducted a field study of groundwater nitrate dynamics at two sites in southern England and 
investigated subsurface water flow and nitrate contributions from the hillslope to the 
floodplain. Haycock and Burt (1993) considered that flow contributions to the floodplain 
might come from three possible sources; the hillslope, the stream, and down-valley water 
movement from the upstream edge of the floodplain. Flows from the floodplain to the river 
channel may take the form of overland flow (where springs emerge near the base of the 
hillslope), and subsurface flow, where water flows up through the floodplain soil and enters 
the stream directly as bed and bank seepage (Hill, 1996). 
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The nature of the connection between the hillslope and the channel clearly has implications 
for the chemical characteristics of floodplain and river water (Correll, 1997), and this has 
recently been the subject of several studies. Heppell et al. (1999) looked at the hydrological 
routes and controls on leaching of a herbicide from an agricultural clay hillslope to the 
adjacent ephemeral stream. Where a floodplain was present, hydrological connectivity of 
the floodplain and the hillslope was important and had implications for chemical transfer. 
Van der Peijl and Verhoeven (2000) investigated geochemical flows across a hillslope and a 
floodplain, both with and without an intervening ditch separating the slope and the 
floodplain. They found that by connecting the slope and the floodplain (i.e. without the 
ditch), more nitrogen and less phosphorus was transferred to the river channel. This 
observation is important because it indicates that the mechanism of transfer is different for 
different chemical species. Hydrological research on storm runoff processes suggests that 
variations in water residence time, degree of interaction of overland flow with soils, and the 
extent of mixing of groundwater, unsaturated zone water, and event water may influence 
chemical transport from floodplains to streams (Cirmo and McDonnell, 1997). 
As well as field studies, runoff generation has also been investigated using modelling 
techniques. The first models of runoff generation were lumped models of the drainage basin 
(FlUgel and Smith, 1999). However, the 1970s and 1980s saw the development of physically 
based distributed models, which have the capability of forecasting the spatial pattern of 
hydrological conditions within a catchment as well as the discharge outflow. Hillslope 
hydrologists were able to take advantage of this advance to improve representation of 
heterogeneous hillslope-channel connections in order to investigate the nature of runoff 
generation processes in more detail. Freeze (1978) presented a mathematical model of 
hillslope-channel hydrological processes, which consisted of three separate models of 
subsurface flow, overland flow, and channel flow. At this early stage, however, no 
consideration was given to the effect of an intervening floodplain. Another example of 
hillslope-channel hydrological modelling is the Variable Source Area Simulator (VSAS), 
which addresses the dynamic nature of the surface and subsurface flow of the contributing 
drainage area to a river channel (Troendle, 1985). More recent modelling efforts have 
included an integrated process study and model simulation of the hydrological dynamics of 
hillslope drainage by Fliigel and Smith (1999). However, this study was still restricted to 
steep, mountainous catchments where hillslopes directly adjoin the channel, and the model 
took no account of the feedback from the water level in the adjacent channel. Despite the 
development of the mathematics for physically-based modelling of streamflow generation in 
the 1970s, very few hillslope hydrological flow path models have been developed to date 
(FlUgel and Smith, 1999). 
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Within models of watershed hydrological processes, hillslope-cbannel connections and 
floodplain flow processes have mostly been crudely treated as the model structure and grid 
scale fail to capture key flood flow attributes (Anderson et ai., 1996). For example, in 
SHETRAN, a model of basin scale hydrological processes developed from the Systeme 
Hydrologique Europeen (SHE) model (Abbott et ai., 1986a), channel reaches are represented 
in one dimension only (Figure 2.4). In addition, the channel system is represented only on 
the boundaries of the grid squares with dimensions of the order of 100 by 100m, resulting in 
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Figure 2.4 SHETRAN grid network and channel system for the Rimbaud catchment, 
showing also the modelled vegetation distribution (from Parkin et aI., 1996). 
The current generation of two dimensional hydraulic models (RMA-2, TELEMAC2D) 
enable the channel to be resolved separately from the floodplain (Bates et at., 1997) and 
offer a much greater resolution of floodplain surface flow processes than had been available 
with the SHE model (Gee et al., 1990). However, modelling with RMA-2 and 
TELEMAC2D is restricted to surface floodplain and channel flow only, presuming zero-flux 
conditions at the hillslope boundary of the floodplain, and zero-flux across the channel bed, 
banks and floodplain surface. The next stage in model development has been to relax these 
zero-flux boundary conditions, by coupling TELEMAC2D with other models that can 
provide the necessary inputs. Price (1997) combined TELEMAC2D (a 2D finite element 
hydraulic model), with a ID infiltration model. This was extended by Bates et at. (1996) 
who combined TELEMAC2D with a pseudo 3D hillslope hydrological flow path model and 
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the ID infUtration model, in order to relax the second zero-flux boundary at the hillslope-
floodplain interface. 
The latest modelling effort in this area was undertaken by Stewart et al. (1999), who 
combined a two-dimensional floodplain hydraulic model with a lumped catchment runoff 
model, a hillslope hydrological flow path model, and a one-dimensional floodplain 
infiltration model, illustrated schematically in Figure 2.5. This approach examined overbank 
flood flows and overland hillslope inputs, but no consideration was given to linkages 
between the hillslope and floodplain subsurface components, and there was only a 
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Figure 2.5 Schemntic representation o/the combined hydrologicallhydraulic model (Stewart 
et al ., 1999). 
A consequence of the extensive, reach-scale nature of these coupled hydrological -hydraulic 
modelling studies has been a lack of sufficient data with which to validate model results. 
Although these simulations have helped constrain estimates of water fluxes, they have not 
led to an improved process understanding. However, they have demonstrated that process 
complexity has hitherto been subsumed in the calibration procedure (Bates et at., 1996), and 
have led to the recognition of a need for a subsurface hydrological floodplain model. 
It seems that the influence of floodplains in relation to hillslope-channel connections is only 
starting to be explored in detail. Although research has been conducted on various aspects of 
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the hillslope-floodplain-channel system, there has been little attempt to bring all the potential 
water and chemical flow pathways together in one study at a scale that would allow 
sufficiently detailed analysis. 
2.1.3 Hyporheic zone and surface-groundwater interactions research 
This section can be broadly described as looking at the study of the interaction of surface 
water and groundwater. This somewhat all-encompassing initial standpoint emphasises that 
there is as yet no general agreement on what constitutes a hyporheic zone. Triska et al. 
(1990), stated that the hyporheic zone may be defined by the penetration of river water into 
fluvial deposits within the active channel and laterally and vertically through floodplain 
substrata. Stanford and Ward (1993) state three different ways of defining the hyporheic 
zone: 
.. .it is a groundwater zone penetrated by amphibiontic stream organisms; it is a groundwater 
zone in which microbially mediated chemical dynamics exert controls on material cycles in 
the active channel and associated riparian vegetation; and physically the hyporheic zone 
includes the groundwater volume that may be hydraulically interactive with the channel 
hydrograph over short time scales. 
(Stanford and Ward, 1993) 
The fact that a single definition for the hyporheic zone has not been accepted is due in large 
part to the differences in terminologies, methodologies, and perspectives between biologists, 
hydrologists, geomorphologists and chemists working in this research area (White, 1993; 
Woessner, 2(00). Indeed, Palmer (1993) has argued that "perhaps it is more worthwhile to 
insist that investigators describe their particular system in a manner relevant to their 
experimental question rather than insisting we find a definition that can be applied across all 
streams". 
The study of surface-groundwater interactions is closely related to hyporheic zone research. 
However, Harvey and Wagner (2000) describe the two fields as being subtly different, 
hyporheic interactions involving repeated interaction of surface and groundwater, while 
surface-groundwater interactions involve groundwater flow paths that enter or leave the 
channel only once. It is quite likely that this distinction is not always made clear in the 
literature. Although the discussion presented here will concentrate on the interaction of 
streams and rivers with a contiguous alluvial aquifer, it should be recognised that types of 
surface water involved in surface-groundwater interactions may also include lakes, wetlands 
and oceans (Winter, 1995). 
Interactions between the stream and surrounding catchment have traditionally been viewed 
as unidirectional. The stream is effectively a pipe receiving water and solutes from the 
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catchment, but the pipe functions purely as the conduit for transport. For many studies of 
stream ecology, these ideas of compartmentalised zones and processes may provide a 
sufficient context for interpretation (Bencala, 1993). An alternative, more holistic. approach 
views the stream as an integral part of the catchment, and focuses on the dynamic. 
bidirectional nature of connections within the system. Adopting this viewpoint moves away 
from the idea of there being a physical spatial zone defined and identified as the 'hyporheic 
zone'. Instead, the part of the continuum that contains water of both surface and subsurface 
origin becomes the dynamic hydrological connection between streams and catchments 
(Bencala, 1993). This approach also recognises the idea that lotic systems are active along 
three spatial dimensions. The longitudinal dimension has long been acknowledged, but it is 
only in more recent work that the importance of interactive pathways in the lateral and 
vertical directions has been recognised (Triska et aI., 1990, White, 1993). 
Prior to the 1980s, work on the hyporheic zone was largely led by ecologists, but the 
contemporary era of hyporheic zone research, stimulated by the work of Hynes (1983), ha'i 
focused attention on the need for integration of groundwater hydrology and stream ecology. 
This ongoing process of integrating academic disciplines is advancing understanding of the 
influence of hydrological processes on hyporheic ecological communities and processes 
(Valett et aI., 1993). Surface-groundwater interactions exert a major control on structural 
and functional attributes of stream ecosystems (Ward et al., 1999). adding physical 
heterogeneity and functional complexity to floodplain landscapes and sustaining 
exceptionally high biodiversity (Stanford and Ward, 1988, 1993). This region can be 
regarded as a crucial point in the landscape for controlling lateral chemical fluxes between 
uplands and aquatic ecosystems (Dahm et al., 1998), and as hyporheic flow can process a 
large percentage of the total volume of river flow along a river channel (Fernald et al., 2000), 
it has the potential to have a substantial impact upon river water quality. 
This recognition of streams and groundwater as integrated components of a hydrological 
continuum has led to the appreciation that human impacts on terrestrial and aquatic systems 
may lead to reductions in the exchange processes that connect streams to their surroundings. 
and thus diminish the ecological integrity of both surface and subsurface water environments 
(Brunke and Gonser. 1997). Understanding how water within the alluvial aquifer and water 
within the stream channel interact is critical to efforts attempting to protect both groundwater 
and surface water resources (Woessner, 2(00). 
There has been a great deal of field work carried out in this area of study. using a wide 
variety of techniques. the measurements from which are regularly interpreted using 
mathematical hydrological models. Groundwater inflow and outflow can be determined 
from stream-flow discharge measurements, which offer a straightforward and efficient 
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means to constrain net groundwater fluxes. Determination of hyporheic exchange fluxes 
involves use of one of the following methods: Darcy-groundwater-flux calculations from 
measurements of water levels in welIs, piezometers and piezometer nests; direct 
measurements of water fluxes across the streambed using devices such as seepage meters; or 
tracer based approaches (using introduced or environmental tracers). 
The Darcy approach uses two-dimensional contour maps of hydraulic head, estimates of 
hydraulic conductivity of the near-channel sediment, and the basic governing equations for 
groundwater flow in order to calculate groundwater fluxes across a streambed (Harvey and 
Wagner, 2(00). Wondzell and Swanson (1996), and Wroblicky et al. (1998) used 
MODFLOW to calculate hyporheic fluxes, and Harvey and Bencala (1993) used a finite 
difference modelling approach to the same problem. Hydraulic measurements and the flow 
pathways inferred from them indicate that streambed fluxes can be directed both into and out 
of the channel and that the direction of the flux can be affected by streambed topography and 
channel features such as meander bends (Harvey and Wagner, 2000). Inevitably there are 
uncertainties associated with this approach, particularly with selecting an appropriate number 
and distribution of monitoring locations to characterise the flow system, and also with 
characterising the hydraulic conductivity of the streambed sediments. 
The use of seepage meters for direct measurement of hydrologic fluxes across the streambed 
is a relatively new approach (Wroblicky et ai., 1998). Whilst they have been tested 
extensively in test tanks and lakes, their performance in a stream environment has not been 
so thoroughly evaluated (Harvey and Wagner, 2(00). 
Tracer based studies may use naturally occurring tracers, such as water temperature (e.g. 
White et ai., 1987), or introduced tracers, such as chloride or bromide (e.g. Triska et al., 
1993), as an indication of hyporheic flow pathways. Hill and Lymburner (1998) confirmed 
that the extent of stream-groundwater exchanges can be successfully estimated using 
naturally occurring background conservative ions as a tracer technique. They delineated the 
hyporheic zone using a chemical mixing equation based on differences in background stream 
and groundwater chloride concentrations. In a typical introduced stream tracer experiment, 
the non-reactive solute tracer is injected into the stream at a constant rate, and concentrations 
of the tracer are monitored over time at several points downstream. A simple one-
dimensional model for in-stream tracer transport is then used to simulate the field data, 
thereby linking the field measurements to advection and longitudinal dispersion in the 
channel, groundwater inflow, and hydrologic retention (storage) in surface or subsurface 
zones (Harvey and Wagner, 2(00). While tracer experiments provide a good method for 
characterising the cumulative effects of storage processes in catchments, only certain 
timescales and dimensions of hyporheic processes are accessible through stream-tracer 
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experimentation, as illustrated in Figure 2.6. In fact, any particular method of investigation 
is likely to provide insight into only a limited subset of the entire spectrum of hyporheic flow 
paths that are present. 
10· 10' 10' 
Hypomelc - zone dimension (m) 
Figure 2.6 Spatial and temporal domain of hyporheic interactions and relation to roughness 
features in channels. The part of the domain with longer timescales and larger spatial 
scales of hyporheic interactions (A) is generally inaccessible to detection by stream tracers. 
The region that is typically accessible by stream tracers is shown by B. Region C shows a 
typical window of detection for a single tracer experiment (from Harvey and Wagner, 2000). 
The use of these alternative techniques highlights the importance of scale considerations in 
surface-groundwater research. Hydrological exchange processes in alluvial floodplains 
occur along several major pathways operating at different scales (Sear et al., 1999; Ward et 
al., 1999; Zijl, 1999). Scales of near-channel hyporheic exchange may range from 
centimetres to tens of metres depending on bed geometry and hydraulic potential 
(Woessner, 2(00). On a wider surface-groundwater interaction scale, flow paths from the 
wider catchment to the river may be composed of local groundwater flow through the 
floodplain, and/or regional groundwater flow by-passing the floodplain (van Lanen and 
Dijksma, 1999). It is important to understand the position of the floodplain in relation to 
local and regional flow systems as differences in the residence time and in the environment 
encountered by groundwater travelling by various hydrologic pathways within the floodplain 
may also have implications for stream and groundwater chemistry (Hill, 1996; Duff and 
Triska, 2000). The restriction of the majority of studies to riparian zones of low order 
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streams in humid landscapes (Winter, 1995; Stanley and Jones, 2(00) may have had a 
significant impact on the scale of hyporheic flow paths that have been identified to date. 
A recent modelling study by Jolly et al. (1998) has aimed to explore the impact of flooding 
on salt transport processes to streams. This research recognised that previous models had 
tended only to take account of the flow of water into and out of bank storage, not considering 
the effect of overbank flow that occurs during flood events. Furthermore, previous studies 
were primarily concerned only with the movement of water between the stream and the 
floodplain, and not the transport of solutes. This study used a US Geological Survey 
saturated-unsaturated groundwater flow and density dependent chemical transport model 
SUTRA to simulate surface-groundwater interaction in an extensive lowland floodplain in 
the Murray-Darling Basin, south-eastern Australia (Figure 2.7). Time-varying pressure head 
boundary conditions were used in the model to represent the rise and fall in river and stream 
levels, and a constant pressure head condition was used to represent the floodplain-hillslope 
boundary. The modelled flow and salt transport results were compared to field observations. 
This study showed that bank storage mixing could only account for the initial period of salt 
concentration recession following flood events, and that the addition of localised recharge on 
the floodplain in the form of overbank flow was a plausible explanation for the later salt 
recessions. The flood event was shown to have a significant effect on solute transport, and 
the mechanism of water transfer between the river channel and the floodplain was also 
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Figure 2.7 Model mesh and boundary conditions of the simulated cross section in the 
SUTRAfloodplainflow study (from Jolly et al., /998). 
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Chakka and Munster (1997) used another US Geological Survey model known as VS2DT 
(Variably Saturated Two Dimensional Transport) to simulate macropore transport of 
agricultural chemicals through a clay soil to the underlying sand and gravel aquifer at a 
research site on the Brazos River floodplain, USA. VS2DT was then used to simulate flow 
through a variably saturated floodplain aquifer in direct hydraulic connection with the 
adjacent river. The model solves the Richards' equation for groundwater flow and the 
advection-dispersion equation for chemical transport in both saturated and unsaturated 
conditions, using two-dimensional finite difference methods. This model also permits inputs 
from surface runoff rainfall events, but overbank flow conditions were not simulated in this 
study. 
A major challenge facing experimental research in the hyporheic zone is the determination of 
the relative importance of surface water versus groundwater inputs on hyporheic processes, 
and the effect of local conditions (Palmer, 1993). Current knowledge of hyporheic zone 
effects on stream chemistry is limited by a failure to understand the hydrogeological setting 
of floodplains and integrate hydrology with the chemistry and biology of these complex 
environments (Hill, 2(00). Comparative research on the role of hillslope, floodplain, 
hyporheic zone and in-stream environments in regulating stream chemistry is limited and has 
only been conducted in a narrow range of watersheds (Hill, 2(00). The view of Bencala 
(I993) that we can move away from compartmentalising the surface water-catchment 
interaction remains primarily theoretical. The notion of storage zones has created a climate 
of thought that encourages partitioning of the system, where water and solutes are 
conceptually passed from one system 'box' to the next. Moves towards a more physically 
based modelling approach capable of addressing this more holistic conceptualisation, such as 
the use of MOD FLOW by Wroblicky et al. (1998), and Wondzell and Swanson (1998), and 
the study of Jolly et al. (1998), may provide the direction for future research. 
2.1.4 Buffer zone research 
There were very few papers on the water quality effects of riparian buffer zones before the 
1970s (Correll, 1997; Gilliam et al., 1997). The idea that floodplains may have great 
potential for controlling water-based pollution (particularly diffuse pollution from 
agricultural land), and for enhancing catchment biodiversity (Haycock and Burt, 1993; 
Norris, 1993; Haycock et al., 1997) is a somewhat intuitive notion that has been the driving 
force behind the extensive buffer zone literature that now exists. 
Research into this subject is important because mitigating non-point source pollution is more 
problematic than dealing with point source pollution (Verchot et al., 1998). Diffuse 
pollution is spatially ill defined and the principal contaminants are delivered to the stream 
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environment along various dynamic pathways (Haycock et al., 1997). Development and 
implementation of successful control strategies depends on knowledge of the source areas 
and transport pathways involved. In addition. implementing a buffer zone as a pollution 
management option has an economic cost (Withers and Jarvis, 1998), so the scientific basis 
for this procedure should be firmly established. 
Most of this research has focused on the transport and transformation of agricultural 
nutrients and pesticides, including nitrogen and phosphorus. The type of hydrological 
pathway studied is often dependent on the particular chemical under consideration. a~ the 
dominant transport pathways are different for different chemical species (e.g. subsurface 
water flow paths for nitrate transport, and surface water flow paths for phosphate transport). 
It is unlikely that retention of all chemical species can be maximised in the same 
environment, with the implication that management options to reduce the loss of one 
chemical may conflict with those intended to reduce the loss of another (Haycock et al .• 
1997; Withers and Jarvis. 1998). 
Correll (2000) stated that one indication of the immaturity of riparian buffer research is the 
lack of a successful. well-tested simulation model. The few models that have been 
developed have been motivated by the need to provide appropriate design specification for 
buffer zones for management purposes. An early attempt to model buffer zone processes 
was made by Chescheir et al. (1987). who developed a modelling approach to determine the 
pollutant removal effectiveness of wetland buffer zones which receive pumped agricultural 
drainage water. The behaviour of five nutrients was investigated. including nitrate. The 
water flow through the drained agricultural areas wa<; modelled using a field scale water 
management model DRAINMOD to provide estimates of the pumped applications to the 
wetland buffer. The water flow through the buffer area itself was simulated using a wetland 
model for overland flow, with no consideration of subsurface flow processes. Nitrate 
removal was considered to be by denitrification, and a subroutine was added to calculate 
nutrient removal based on a first order decay equation: 
2.1 
where c is the nutrient concentration in a water unit 1M L J]. Ci is the initial nutrient 
concentration in water pumped on to the filter 1M L-\ Ch is the background nutrient 
concentration 1M L-3J,j is a decay constant [-TIl. and r is the residence time of the water 
unit on the filter IT]. 
The model was tested using field hydrological and nutrient data. The timing and magnitude 
of the simulated water movement was found to compare well with observations, but 
chemical data showed that the model was least accurate in the prediction of nitrate removal. 
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which was underestimated. This was thought to be because environmental factors such as 
temperature were not included in the decay constant. 
Phillips (1989) also approached the modelling of the floodplain environment from a 
chemical buffering perspective, in an attempt to provide guidelines for establishing riparian 
buffer dimensions. The ability of riparian soil types to assimilate upland runoff was 
compared using the Riparian Buffer Delineation Equation (RBDE). This model compared 
the effectiveness of a given buffer to that of a reference buffer, for a given imposed flow. 
For this analysis it was assumed that buffer effectiveness is directly related to the time it 
takes water to pass through the buffer. Chemical concentration over time was described by 





where Ci [M L,3] and c, lM L 3] are concentrations initially and at time t [T], and j is a rate 
coefficient [-TI]. The model is based on retention time and is applicable to non-
conservative pollutants. 
Phillips (1989) and Chescheir et al. (1987) tackled the problem of buffer zone effectiveness 
in essentially the same way, both a<;suming that the residence time of a nutrient on the filter 
area was the controlling factor in the amount of nutrient decay, and that non-conservative 
nutrient decay followed first order reaction kinetics. However, the assumption of first order 
kinetics, empirical fitting of rate coefficients, and lack of consideration of environmental 
factors such as temperature, soil moisture concentration and aeration lead to problems with 
this approach. Rate coefficients obtained from laboratory studies are only effective rate 
constants, so they include the effects of all parameters influencing the chemical 
transformation process such as pH, available carbon, oxygen concentration and temperature 
(in the case of denitrification). Some authors have attempted to account for the influence of 
environmental factors on the rate of denitrification, including Selim and Iskander (1981) who 
treated the rate coefficients for nitrogen transformations as variables rather than constants. 
In addition, the idea of calculating residence time is, once again, effectively 
compartmental ising the system and moving solute from one notional 'box' to another. 
One more recent modelling example, the Riparian Ecosystem Management Model (REMM) 
has been developed as a tool to determine the effectiveness of riparian buffers in controlling 
non-point source pollutants from agricultural fields (Williams et ai., 2000). REMM is a 
daily time step simulation model which models a buffer as a three zone system. Each zone 
can be a'isigned a separate geometry, soil conditions, chemical concentrations and vegetation 
characteristics. The model then simulates surface and subsurface runoff, evapotranspiration, 
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erosion and sediment transport, plant growth, and nutrient cycling. REMM is a much more 
comprehensive model than those developed by Chescheir et al. (1987) and Phillips (1989), 
incorporating several chemical species, varying buffer zone characteristics, and both surface 
and subsurface flow and solute transport. The use of REMM to design buffers has the 
potential to provide a systematic way to look at how different buffer characteristics affect the 
movement of pollutants from agricultural land to streams, but the model has not yet been 
tested under a wide variety of buffer conditions. 
2.1.5 Factors controlling floodplain water movement and chemical transport 
Studies within the buffer zone literature in particular tend to concentrate on determining the 
factors at each site that affect floodplain hydrological processes and biogeochemical 
properties, but studies from other fields of near-stream research also investigate controlling 
factors. These factors are discussed here under separate headings, but it should be 
appreciated that many of them are interdependent. An indication of these interrelationships 
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Figure 2.8 Factors controlling the transport and transformation of chemicals in floodplain 
environments. 
2.1.5.1 Vegetation 
Some studies have looked at the relative merits of different types of vegetation cover for 
their nitrate buffering capabilities. Addy et al. (1999) compared forested and mowed buffer 
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zones on poorly drained soils and found no significant difference in groundwater nitrate 
removal rates between the two types of vegetation. This study highlighted the need to 
consider the relative importance of vegetation cover versus other site characteristics. 
Haycock and Pinay (1993) compared nitrate transport and transformation under grass and 
poplar cover during the winter months at two floodplain sites in southern England. The 
poplar-vegetated riparian zone was more effective in absorbing nitrate in groundwater flow 
than the grass vegetated site; it was postulated that this was due to the carbon contributed to 
the soil microbial biomass by the above-ground bioma<;s. There is a growing consensus that 
rather than being directly influential (i.e. affecting chemical concentrations by uptake), 
vegetation has an indirect effect on subsoil processes by contributing organic matter (Spruill 
and Galeone, 20(0) which influences microbial activity (Pusch et al., 1998). Seasonal 
changes in vegetation cover may influence the supply rate of organic substances at different 
times of year, and hence the potential for biochemical transformations. 
2.1.5.2 Organic carbon content 
Biogeochemical processes in riparian zones are frequently mediated by soils with low 
oxidation-reduction (redox) potential, which directly affects the types of chemical reactions 
and microbial communities present (Dwire et al., 2000). Redox potential is influenced by 
soil organic carbon content (along with soil moisture content, texture, temperature and 
dissolved oxygen), which provides a source of electron acceptors for a range of 
biogeochemically important redox processes. A study by Hedin et al. (1998) showed that 
redox gradients provided the dominant control on forms of inorganic-N within soil-stream 
interfaces of Smith Creek. This indicated how a mechanistic and predictive understanding of 
stream riparian zone biogeochemistry can be enhanced by considering how microbial 
communities interact with variations in the supply of electron donors and acceptors (Hedin et 
al., 1998), including soil organic carbon. 
Several studies have observed that the distribution of organic carbon in the subsurface 
environment is somewhat patchy, and that this may result in so called 'hotspots' of microbial 
activity (Groffman et al., 1996). This observation has implications for the design of field 
studies, which should take into account the irregular distribution of organic carbon in order 
to avoid incorrect estimation of the potential of a site for biogeochemical transformations. 
Modelling efforts also need to be able to represent spatial heterogeneity in organic carbon 
content and associated chemical transformation potential. 
2.1.5.3 Hydrogeological setting 
The hydrogeological setting of a near-stream zone, including the topography and underlying 
geological configuration, and the position of the stream channel within the fluvial plain 
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(Woessner, 2000), represent major controls on the opportunity for groundwater to interact 
with the riparian zone (lnamdar et al., 2(00). Gold et al. (2000) evaluate the role of 
landscape setting in riparian groundwater nitrate removal, which can influence hydrological 
linkages between uplands and riparian zones as well as groundwater flow path, retention 
time, and nitrate transformation rates within riparian ecosystems. Topographical features at 
a range of scales may be influential on hydrological and chemical transport processes. Hill 
et al. (1998) found that complex vertical and horizontal stream-subsurface water exchanges 
between the streambed and the floodplain of an agricultural stream in Ontario, Canada were 
controlled by stream channel riffle-pool units. 
Studies of nitrate transport and transformation in riparian zones tend to have been largely 
restricted to sites with a simple geological arrangement of a shallow permeable buffer zone 
underlain by an impermeable layer (Cooper, 1990; Haycock and Burt, 1993; Haycock and 
Pinay, 1993; Jordan et al., 1993; Hill, 1996; Hill 2000), where significant vertical flow is 
prohibited. Under this configuration, groundwater flows at a shallow depth above relatively 
impermeable clay or till, and any chemicals transported in the groundwater have the 
opportunity to react with the near-surface floodplain sediments. Very few studies have 
considered more complex hydrogeological environments. As chemical transport and 
transformation is heavily dependent on the hydrological flow paths which are strongly 
controlled by hydrogeological setting, the notion of floodplains acting as buffer zones may 
have more restricted applicability than has been inferred on the basis of studies to date. 
2.1.5.4 Soil stratigraphy and hydraulic characteristics 
Sedimentary structures form a dynamic framework that controls subsurface flow and the 
vertical and horizontal exchange of water between channels and floodplains (Huggenberger 
et al., 1998). Soil characteristics, such as hydraulic conductivity, are of fundamental 
importance for the exchange processes between ecological systems and have a marked effect 
on hydrological residence time, redox conditions, and flow pathways (Hendricks, 1993; 
Brunke and Gonser, 1997; Dahm et al., 1998). Morrice et al. (1997) looked at three 
headwater streams in west and north-central New Mexico, USA, with associated catchments 
of contra<;ting lithology, alluvial grain size, and hydraulic conductivities. Their results 
suggested that hydraulic transport and associated retention of nutrients are affected by these 
characteristics. Wroblicky et al. (1998) also compared streams in catchments with alluvial 
sediments derived from materials of different parent lithology. Pinay et al. (2000), in an 
investigation of the microbial denitrification process in alluvial soils, found a significant 
relationship between denitrification rates in the floodplain soils and their texture. 
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Grimaldi and Chaplot (2000) studied the effect of geological substratum on the downstream 
variation in nitrate contents during baseflow conditions in two small streams of northwestern 
France. The grain-size distribution and permeability of the materials making up the 
hyporheic zone could explain the contrast in behaviour between the stream flowing on 
granite and the stream flowing on schist. They concluded that the relationship between 
permeability and denitrification is complex. A hyporheic zone with low permeability limits 
the input of stream waters towards denitrifying sites and the return of denitrified water 
towards the stream. However, high permeability is not necessarily favourable to nitrate 
removal, because although it allows the transfer of stream water nitrate as far as the 
denitrifying sites, at the same time it brings about a reoxygenation of this environment. This 
reduces the residence time of water and nitrate and limits the effectiveness of nitrate removal 
from streams through processes in the near-stream environment. Chestnut and McDowell 
(2000) also looked at the effect of riparian and hyporheic sediment hydraulic characteristics 
on carbon and nitrogen dynamics. They found significant spatial heterogeneity in the 
hydrologic and chemical properties of near-stream zone sediments, and found that hydraulic 
conductivity explained much of the variation in dissolved organic carbon concentrations, 
with the highest concentrations occurring in sites having low conductivity. 
In addition, it is likely that distinct sediment structures will be present in the floodplain, 
potentially in the form of buried channel deposits. As well as having different hydraulic 
characteristics, these features may well be prime locations for organic carbon and enhanced 
biogeochemical transformation processes. Once again this indicates that chemical activity 
may be restricted to distinct sediment structures within the floodplain, and all areas of the 
floodplain may not be equally active in chemical transformation processes (Haycock and 
Burt, 1993). This has implications for measuring processes in the field as, for example, 
microcosm studies of denitrification potential may miss groundwater transformations that 
occur within microsites (Gold et al., 1998). 
2.1.5.5 Hydrological regime 
Several issues relating to hydrological regime are relevant to near-stream flow and transport 
processes, including the effect of river stage, hydrograph response and extreme hydrological 
events, external hydrological links to floodplains, and seasonal influences. 
The flow, transport and exchange of groundwater and chemicals in the fluvial plain is 
controlled by the relation of stream stage to the adjacent groundwater hydraulic gradients 
(Woessner, 2000). Fluctuations in the water-table elevation and the extent of surface 
saturation in the floodplain, associated with changes in the stage of the hydrograph, drive 
spatial and temporal heterogeneity in soil redox conditions (Dwire et al., 2000). 
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The magnitude of external hydrological connections between the floodplain and the hillslope 
or the stream control the input of chemical constituents, such as nitrogen and dissolved 
oxygen, to the near-stream zone (Duff and Triska, 2000). Devito et al. (1996) carried out a 
study of groundwater-surface water interactions in two conifer swamps located in headwater 
catchments with contrasting till depth. Differences in upland-wetland connections resulted 
in contrasting hydrologic regimes in the two swamps. Both swamps were hydrologically 
connected to the uplands during the winter season when there were large upland water 
inputs, and had a similar hydrological characteristics of a high water-table, rapid storm 
response, and predominance of saturated overland flow. However, during the summer 
months upland water inputs were absent in the catchment with shallow till, resulting in 
cessation of baseflow and a lower water-table that varied in response to precipitation. In the 
catchment with deeper till, upland water inputs continued throughout the summer, sustaining 
baseflow and maintaining the level of the water-table. 
Overbank flood events can provide a pathway for significant surficial deposition of 
suspended organic and mineral matter (Brunet et al., 1994). Flood events can also playa 
significant role in regulating subsurface hydrological and chemical processes, directly 
affecting nutrient cycling in alluvial soils by controlling the duration of oxic and anoxic 
phases (Pi nay et al., 2(00). The nature of the flooding conditions can also be important. 
Sanchez Perez et al. (1999) found that in flooded conditions, nitrate removal was dependent 
on the duration of flooding, and the nature of alternating periods of wet and dry conditions in 
the near-stream zone, which control the equilibrium between the various nitrogen species. 
The hydrological mechanism of inundation will be affected by the antecedent moisture 
content of the floodplain prior to the flooding event, influencing the degree of mixing of 
river water and local water, with associated implications for chemical transport. Mertes 
(1997) demonstrated this phenomenon on the extensive floodplain of the River Amazon. 
Seasonality effects may also be superimposed on these factors. Seasonal changes in 
temperature, stream discharge, and hydrological connectivity between the hillslope, the 
floodplain, and the stream, may affect biogeochemical patterns in groundwater-surface water 
interactions (Hendricks and White, 1995). Field monitoring of groundwater levels and 
stream stage in a study by Wroblicky et al. (1998) indicated systematic variation in the 
orientation of the groundwater system relative to the stream in response to seasonal changes 
in precipitation, snow cover, and stream flow. 
2.1.6 Further issues in floodplain research 
The focus on the idea that floodplains can act as buffer zones has perhaps prevented a more 
general consideration of how water and chemicals move through floodplains, and whether 
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floodplains can be both a source, as well as a sink, of water and chemicals, depending on the 
local conditions. For example, research in agricultural catchments suggests that some 
riparian zones function as a sink for phosphorus during base flow, whereas others are 
seasonal sources (Hill, 2(00). The variable source area concept of stream flow generation 
indicates that riparian zones can be a potential source of runoff during storm events, 
particularly where subsurface storm flow on hillslopes emerges on to the floodplain as 
saturation-excess overland flow. Once floodplains become sufficiently wide, they may 
become an important source of runoff in their own right, a<; well as continuing to provide a 
conduit for slope drainage to the river (Burt, 1997). 
Much of the focus on floodplains as a sink for chemicals has been on nitrogen 
transformations, and denitrification in particular. The studies of Addy et at. (1999) and Cey 
et al. (1999) both found conditions conducive to denitrification, either in the riparian zone or 
at depth near the field-riparian zone boundary. Mengis et al. (1999) used a comprehensive 
multiple geochemical and isotopic approach to assess groundwater nitrate transport and 
transformation processes in a riparian zone at Strawberry Creek, near Waterloo, Canada. 
Their experiment confirmed that denitrification wa<; occurring in the riparian zone and 
contributed to an observed drop in nitrate concentration along the groundwater flow path 
through the riparian zone. 
In contrast, Stanford and Ward (1993) found predominantly oxic conditions in the hyporheic 
zone of the alluvial aquifers of Flathead River, Montana, USA. Nitrate concentrations were 
often more than an order of magnitude higher in the aquifers than in the channel, indicating 
that nitrification is probably an important process in these aquifers. Ohrui and Mitchell 
(1998) also found high nitrification rates in the near-stream zone of two small, forested 
watersheds in Japan. 
2.1.7 Summary of previous research and identification of a research gap 
Research into floodplain hydrological processes and chemical transport ha<; developed in 
several academic disciplines, and within distinct research spheres, each with a focus on a 
different a<;pect of the floodplain hydrological and chemical transport system. Bank storage 
research was really the first time that interaction between a river channel and the adjoining 
floodplain had been considered. At the same time, research into hillslope-channel 
connections wa<; developing, with a particular empha'lis on storm flow generation, but wa'l 
generally limited to headwater catchments with little or no significant floodplain. The more 
comprehensive field of hyporheic zone research advanced the concept of bank storage by 
starting to explore the consequences of surface-groundwater interactions for the chemical 
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Table 2.1 Summary of floodplain hydrological and chemical transport research 
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and ecological quality of riverine systems. This appreciation of the chemical quality effects 
of floodplains has influenced a relatively recent interest in the management use of near-
stream areas for buffering watercourses from chemical inputs from the surrounding 
catchment. A summary of these four research areas is given in Table 2.1. 
Previous investigations of floodplain hydrological processes indicate that the distribution and 
rates of nutrient cycling processes within the near-stream zone are linked to 
interdependencies between hydrological, chemical and biological processes (Valett et aI., 
1996; Dahm et aI., 1998), but that hydrological processes in particular are the key to 
understanding chemical transport and transformation processes (Cooper, 1990; Burt, 1997; 
Correll, 1997; Gilliam et aI., 1997; Hill, 1997). The flow path of water influences chemical 
input (Haycock and Burt, 1993; Burt, 1997) as well as the degree of interaction of water and 
chemicals from different sources within the near-stream zone (Hill, 20(0). Further to this, 
hydrological factors such as hydraulic gradient, water-table position, and water retention 
characteristics of sediments affect riparian zone water and chemical residence time and 
spatial distribution (Gold and Kellogg, 1997), redox conditions, vegetation dynamics, and 
microbial processes. Many of the key chemical transformation processes are bacterially 
mediated, but the opportunity for these bacterial processes to influence contaminant levels is 
highly dependent on the hydrological behaviour of the floodplain, and the source and 
transportation of chemical species (Haycock et al., 1997). 
Most studies of chemical transport suffer from a lack of hydrological data to couple to the 
chemical data. There is thus a need to ensure that hydrological budgets are complete so that 
chemical budgets are based on a sound foundation (Haycock et al., 1997). As it is usually an 
inadequate understanding of hydrological processes that limits quantitative understanding of 
the results (Correll, 1997), it may be appropriate to focus the bulk of future research efforts 
on the hydrological aspects of the system. The understanding of the hydrological 
characteristics of the near-stream zone can then form a template for the successful 
interpretation of chemical transport and transformation processes (Hill, 1996). 
This field of research is at quite an early stage, and the interrelationship of the factors 
affecting floodplain hydrological and chemical transport processes have made it difficult to 
draw general conclusions about the effect of individual factors, particularly as studies have 
remained quite site specific. The great spatial and temporal variability of stream-aquifer 
interactions where the river has an adjacent floodplain dictates that field studies are often 
insufficient to unravel the underlying processes (Jolly et aI., 1998), particularly under 
extreme hydrological conditions. In this context, the use of a combined fieldwork-modelling 
strategy is a powerful methodology. 
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Simulation models test our ability to synthesise our knowledge of the functioning of natural 
systems (Correll, 2000); the very process of model construction forces the organisation of 
ideas about how a system works into a coherent structure (Tanji, 1982), and can highlight 
areas where process understanding is currently weak. In addition, models can enhance 
interpretations of field data (Tychon et al., 1999) and can be used in a propositional sense to 
test hypotheses (Beven, 2000; Bates and Anderson, 2001; Morton and Suarez, 2001). With 
models it may be possible to gain a broader view with the purpose of detecting common 
pattems among sets of climatic and landscape conditions. Models provide an opportunity to 
study combinations of conditions that have not yet been encountered in field studies (Gold 
and Kellogg, 1997). Scenario testing on this scale would be extremely expensive and time 
consuming to undertake in the field, and it would be difficult to account for the effect of all 
the controlling factors. Models can also provide a useful and efficient method of directing 
future fieldwork efforts. 
Current models of floodplain hydrological and chemical transport processes are, however, 
constrained by their assumptions, which are unsuited to modelling near-stream environments 
during flood events when vertical hydraulic gradients may be significant (e.g. the Dupuit-
Forcheimer assumptions of MOD FLOW). Also, not all of the models described deal with 
chemical transport (e.g. MODFLOW, Squillace, 1996 and WaTab2D, Whiting and 
Pomeranets, 1997). SUTRA is primarily intended for two-dimensional simulation of flow, 
and either solute or energy transport in saturated variable-density systems. As such, 
SUTRA's numerical algorithms are not appropriate for the non-linearities of unsaturated 
flow, and it is not an economical tool for extensive unsaturated flow modelling (Voss, 1984). 
The VS2DT model is more appropriate in this sense, but the finite difference formulation for 
solving the governing equations may be unsuitable for rapidly evolving boundary conditions, 
as occur during flood events. Models such as REMM have been specifically designed for 
management purposes. While the simplifying model a<;sumptions introduced make them 
ideal for this objective, they do not have the time resolution or explicit process representation 
needed for exploring process interaction in floodplain environments, particularly under 
rapidly changing boundary conditions. 
Field data are an important feature of a fieldwork-modelling research methodology. The use 
of suitable field data to support the modelling results promotes confidence in the conclusions 
drawn from the study. While such a study may initially be based around specific sites for 
model testing purposes, once there is confidence in the model's ability to represent the 
system the specification of the system parameters can be changed to explore a wider 
spectrum of scenarios. Careful evaluation and recognition of the assumptions and limitations 
of both modelling and fieldwork is also important. 
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The need to expand the study of floodplain hydrological and chemical transport processes 
beyond individual sites is propounded below: 
While we know that exchange of water between surface water and ground water is an 
important regulator of system biogeochemistry and ecology, we do not know how the 
parameters change across streams. This broader perspective is important not only for 
generalisations about subsurface processes but, more fundamentally, for advancing our 
conceptual models of streams. 
(Stanley and Jones, 2(00) 
Field site selection is therefore important if any attempt is to be made to incorporate a 
spectrum of floodplain types. Cross-site comparisons are currently restricted to headwater 
streams, and "an obvious need in the pursuit of general models of exchange is to improve our 
understanding of the hydrology and ecology of subsurface and exchange processes in larger 
channels" (Stanley and Jones, 2(00). It would therefore be instructive to explore the 
behaviour of lowland floodplains, which have received relatively little attention. 
There are clearly many uncertainties over processes of water and chemical movement 
through floodplain systems, and the relative importance of different factors affecting these 
processes. Most studies that have assessed the capacity of the near-stream zone for chemical 
removal have treated the system as a black box and have not provided insight into the 
hydrological and chemical transformation processes that produce different patterns of 
chemical distribution. Previous research has been limited in terms of the characteristics of 
the field sites which have been investigated, mostly limited to headwater catchments and 
only exploring part of the whole spectrum of internal and external flow paths that may exist 
in the floodplain. It has also been limited by the 'compartmentalised' conceptualisation of 
the hillslope-floodplain-channel system. Whilst a fieldwork-modelling strategy is a sound 
methodology with which to explore process interaction in this highly dynamic region, as yet 
no model has been developed which would be suitable for this function. 
2.2 Research proposal 
This section will present the specific research aims that will be pursued during the course of 
this project. A suitable strategy for achieving these aims will also be discussed. 
2.2.1 Research aims 
The aims of the study are twofold: 
I. To develop a model of subsurface hydrological and chemical transport processes through 
both headwater and lowland floodplain systems. 
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2. To use this model to advance process understanding, quantifying the effect of a range of 
factors on the operation of hydrological and biogeochemical processes in floodplain 
systems. 
The following specific hypotheses will be addressed in order to fulfil these aims: 
a. The scale of the hydrological event (overbank flood, bankfull flood and low flow event) 
controls floodplain water and solute source, flow path and residence time. 
b. The scale of the floodplain zone (headwater riparian zone versus lowland floodplain) 
controls floodplain water and solute source, flow path and residence time. 
c. Other factors (such as carbon content and distribution, temperature and soil hydraulic 
characteristics) are important in controlling solute transport and transformation. 
This work is therefore focused on delivering a numerical code specifically suitable for 
modelling hydrological processes and associated chemical transport in floodplain systems. 
This will enable identification of the combination of factors or thresholds of factors that 
determine whether certain processes operate in this environment, in a way that has not 
hitherto been possible. 
2.2.2 Methodological summary 
The outline of the fieldwork-modelling strategy is presented below. The model development 
process will follow standard procedures of development and testing. 
I. Define the problem and identify the processes that are believed to determine the 
movement of water and chemicals in floodplain systems, and factors that may affect the 
operation of these processes. 
2. Develop a hydrological and chemical transport model for application to the floodplain 
environment at a high spatial and temporal resolution, capable of representing the 
processes identified in (I). 
3. Investigate sensitivity of the model to parameters such as the soil hydraulic 
characteristics, and structural parameters such as the mesh resolution and time step. 
4. Validate the hydrological dynamics of the model using data from dedicated floodplain 
monitoring programmes. 
5. Investigate floodplain hydrological and biogeochemical dynamics through further model 
development and use a range of hypothetical scenarios to investigate the hypotheses 
outlined in Section 2.2.1 above. 
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2.3 Chapter summary 
There is a clear scientific and management need to understand water movement and 
chemical transport through floodplains. An understanding of hydrological processes is the 
key to understanding chemical transport and transformation processes, but the details of 
hydrological pathways and chemical transport in the near-stream zone are not yet well 
known, in part because previous approaches to floodplain hydrology have developed along 
rather narrow lines. It seems timely that a more all-encompassing overview of the subject 
should be attempted, not restricted by the demand to find an answer to the question 'How 
wide should a buffer zone beT 
The originality of this study lies in the development of a model specifically suitable for 
studying the movement of water and chemicals within the floodplain, taking into account the 
rapidly changing conditions that are characteristic of flood events, and capable of 
representing water and chemicals derived from both hillslope and riverine sources. This 
floodplain hydrological and chemical transport model, combined with a dedicated floodplain 
monitoring system, will be an important development in its own right, but will also represent 
a significant opportunity to contribute towards process understanding in this subject area by 
tackling questions which have not previously been addressed and which cannot realistically 
be answered by field studies alone. 
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Chapter 2 has considered how the study of floodplain hydrological and chemical transport 
processes has previously been approached, and where the state of process knowledge 
currently lies. A series of aims have been identified which will address current research gaps 
using a combined fieldwork-modelling methodology. Having recognised the lack of a 
suitable model with which to address current issues in floodplain hydrological and chemical 
transport research, the next important step is to develop such a scheme. 
This chapter will be concerned with the model development process, which can be divided 
into two stages. The first stage entails the development of a conceptual model, which is a 
description of how the system is believed to operate. The second stage, numerical model 
development, involves establishing how the conceptual model will be expressed in 
mathematical terms, and how the resulting set of equations will be solved. This chapter will 
conclude with some initial model simulations. 
3.1 Conceptual model 
For a model to have any chance of representing reality, it must include relevant processes 
within an adequate structure (Lane and Richards, 200 I). At the same time, to make the 
solution possible, it is common to introduce simplifying assumptions. These are commonly 
assumptions about the spatial dimensionality of the problem, the temporal scale of the 
problem, and the necessary processes for inclusion in the model. Stating and evaluating 
these assumptions is critical for defining the applicable limits of a particular model. A 
definition of the conceptual model of floodplain hydrological and chemical transport 
processes can be developed from the information presented in the previous chapter. 
The following discussion of floodplain flow representation concentrates on the cross-
sectional hillslope-floodplain-channel view, rather than the alternative plan view. 
Employing only a one-dimensional (I D) vertical or horizontal representation of floodplain 
subsurface flow would not be a suitable way to conceptualise the floodplain environment in 
this study, given the recognition that water exchanges may occur both horizontally between 
the channel banks into the floodplain and also vertically between the floodplain and the 
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channel bed. It is therefore clear that a two- or three-dimensional (2D or 3D) representation 
is essential. 3D flow processes have been identified in some floodplain situations, for 
example Haycock and Burt (1993), where a significant sedimentological feature on the 
floodplain contributed strongly to groundwater flow in a down valley direction, in addition 
to flow perpendicular to the river channel. 3D hydrological representation may present a 
solution that more accurately considers the 3D structure of floodplain flow, but the trade off 
is a much more computationally expensive modelling process. With this in mind. the 
benefits of 3D flow representation as compared to 2D are yet to be established, particularly 
in the case of floodplains with simple sedimentological structures and/or where down valley 
flow is not so pronounced. For example, in the study by Hedin et al. (1998), the steepest 
changes in chemical concentrations across the floodplain were observed in a direction 
perpendicular to the stream. Therefore, while recognising the possibility that down valley 
flow may occur to some extent, it is assumed in this study that the dominant flow processes 
can be adequately represented by a 2D, transverse cross-sectional modelling strategy. This 
conceptual model of floodplain hydrological processes is illustrated in Figure 3.1. 
Overland flow Infiltration of precipitation Evaporation 
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When developing the conceptual model of subsurface floodplain hydrological processes, the 
nature of the soil structure should be taken into consideration. Two flow domains have been 
recognised within the soil system: the micropore domain (soil matrix), where water 
movement is driven by capilliarity and potential flow forces, and the macropore domain, 
where water movement is primarily driven by gravity. Macropores are large openings or 
voids in the soil which may be holes created by soil fauna (such as earthworms), holes 
generated by plant roots, cracks and fissures caused by soil drying and shrinkage. and natural 
soil pipes formed due the erosive nature of subsurface water flow (Beven and Germann, 
1982). In the presence of macropores, soil water flow will not adequately be described by 
equations ba<;ed on Darcy's law, since the assumptions of homogeneous soil hydraulic 
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properties and a well-defined hydraulic gradient will no longer apply (Beven and Gennann. 
1982). 
In examining the mechanisms by which stream flow responds to precipitation. macropores 
have been proposed as an important route by which stonn water can be delivered quickly to 
the stream (the 'macropore' flow hypothesis; Bonell. 1998). The high velocity of macropore 
subsurface flow means that water arriving at the stream channel by this route would almost 
certainly be 'new' water (i.e. water generated by the current storm event). rather than 'old' 
water (i.e. water that was stored in the catchment prior to the storm event). However. field 
experiments using natural isotope tracers increasingly appear to support the view that 'old' 
water dominates the storm runoff hydrograph, even in area~ where the existence of 
macropores is well documented. Diffuse subsurface flow. including both shallow 
throughflow and deeper groundwater flow, may offer a more plausible ba<;is for explaining 
stream flow response to precipitation (the 'displacement' flow hypothesis; Bonell, 1998). 
Further work is required to in order to fully understand the behaviour of flows in 
macropores. Considerable uncertainty exists over the conditions (for example soil type, 
climate. land use, and rainfall rate) under which macropore flow may be important in 
contributing to the rapid movement of water through soils (Bonell, 1998). The existence of 
macropores is not in itself evidence of a significant role in the runoff process. 
Some models have adopted a two domain approach to modelling matrix and macropore flow 
(Bonell. 1998). However. a continuum of pore sizes will often exist within the soil. which 
may invalidate the two-domain representation. There is a need for a coherent theory of flow 
through structural soils that would make the macropore domain concept redundant (Beven 
and Germann. 1982). 





There is no clear consensus on the role that macropore flow plays in contributing to the 
routing of precipitation through the soil to the stream channel. 
There is uncertainty over the circumstances under which macropore flow may be 
important. 
Much is still unknown about the way macropores operate hydrologically. including both 
the nature of macropore flows. and how they interact with the surrounding matrix under 
different flow conditions. 
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• As a result, there is no clear modelling approach to the representation of macropore flow, 
and such models that do exist "cannot easily be applied under field conditions and 
[remainJlargely of value to theoretical or laboratory studies" (Bonell, 1998). 
Exploring ways to incorporate an appropriate representation of macropore flow would be 
distracting from the stated aim of this thesis, and it is felt that adding such a component to 
the model would introduce unwarranted complexity. Unless the modelling exercise is aimed 
specifically at exploring the effects of macropore flow on subsurface flow processes, this 
assumption to neglect the representation of macropore flow is common among subsurface 
hydrological modelling studies (e.g. Hanschke and Baird, 200 I). 
As the aim of this study is specifically to investigate subsurface water flow paths and 
chemical transport, surface flow processes such as channel flow, overbank inundation of the 
floodplain and overland flow will not be modelled explicitly. However, the potential of 
surface flow processes to impact upon subsurface flow paths will certainly need to be 
considered. This will be accomplished by using measurements of surface flow processes, 
such as channel flow and overbank flow, as part of the dynamic boundary condition 
specification for the subsurface flow model. For example, an explicit representation of 
overbank flow will not be incorporated in the model. but the presence of ponded water on the 
floodplain will be allowed to influence subsurface flow patterns by the use of a specified 
head boundary condition along the length of the affected boundary, with a value that 
corresponds to the depth of ponded water. 
The pattern of water and chemical movement through floodplain systems is believed to be 
highly spatially and temporally dynamic. The wide variation in the level of the floodplain 
water-table at different times of year. and the associated variation in the proportions of the 
saturated and unsaturated zones mean that the model must be capable of simulating variably 
saturated conditions. In addition to this, there will potentially be periods (during high flow 
and overbank flow events) when the entire domain is saturated, and the model should be able 
to cope with these situations too. Few variably saturated flow models adequately model a 
fully saturated domain, because most variably saturated models do not lake into account any 
compression properties of the soil or fluid. In this case, a change in stored fluid mass is only 
possible through changes in saturation of the voids; there can be no change in storage due to 
deformation of the porous media or expansion of the fluid. When the domain being 
simulated is saturated or very close to full saturation there is no change in storage over time 
(the capacity is zero), and the Richards' equation is reduced to a steady state condition. 
Therefore, instead of a fully transient simulation, such a model simply calculates a series of 
steady state simulations according to the new boundary conditions given at each time step. 
This phenomenon was recognised by Narasimhan (1979) who stated that "under certain 
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boundary conditions, neglecting deformation with the onset of moisture suction can cause 
the transient equation to break down". The introduction of a storage coefficient to the 
selected variably saturated flow model may therefore be necessary to cope with this problem. 
It is also envisaged that some mechanism will need to be available in the model for 
simulating a seepage face condition. This will be necessary in instances where subsurface 
flow causes saturation of the soil to the ground surface. This may happen because of a break 
in slope that reduces the hydraulic gradient (i.e. at the intersection of the floodplain and the 
toe of the hillslope), or because the ground intersects a free water surface such as a stream 
(i.e. at the intersection of the channel and the floodplain/riparian zone) (Ogden and Watts, 
2(00). The seepage face capability is not commonly incorporated in groundwater flow 
models. 
In summary, this conceptual model implies that the numerical model will have to be capable 
of coping with high spatial and temporal variability. It should allow a 20 cross-sectional 
representation of the floodplain system, as illustrated in Figure 3.1, and be capable of 
representing both saturated and unsaturated conditions within the model domain, including 
an appropriate development of transient flow under conditions of complete saturation. The 
boundary condition options available in the model will need to be capable of simulating a 
seepage face condition. Macropore flow and surface flow processes will not be represented. 
In order to keep the model as simple as possible, the conceptual model described in this 
section incorporates those elements of the system that have been identified as being of key 
importance, while at the same time neglecting those elements (such a'i macropore flow) that 
are less fundamental. 
3.2 Numerical implementation 
In this section the process of translating the conceptual model into a distributed, physically-
ba'ied model will be discussed. This involves establishing equations to describe the relevant 
processes and selecting the most appropriate numerical method for solving these governing 
equations. A review of currently available models will be followed by the criteria that will 
guide model selection for this study. This will be followed by a description of the chosen 
model and identification of those areas where its capabilities need to be further enhanced to 
give the process representation identified above. 
Distributed physically-based models are so called because the model is ba'ied on an 
understanding of the physics of the processes in operation, in this ca'ie the physics of water 
and solute movement through porous media in variably saturated conditions. Physically-
based models are necessarily distributed because the equations on which they are defined 
generally involve one or more space co-ordinates (Beven, 1985). They therefore have the 
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capability of forecasting the spatial pattern of hydrological conditions (such as flow depths 
and velocity values) within the computational domain as well as simple outflows and bulk 
storage volumes (Beven, 1989; Grayson et ai., 1992). This attribute makes them an 
especially attractive choice for modelling the movement of pollutants and sediments and the 
effects of spatially variable inputs and outputs, and these are considered research areas that 
offer the greatest potential for the application of distributed models (Beven, 1985; Stewart et 
al., 1998). 
Several concerns about physically-based modelling have been raised, and a common 
criticism is that these models are often overparameterised. Overparameterisation facilitates a 
good fit of model predictions to field observations that might engender false confidence in 
the results (Christophersen et al., 1993). Alternatively, a model that consists of many 
parameters may be seen as advantageous in a research context, as it permits a researcher to 
test a range of scenarios. It is thus emphasised here that the model developed during this 
study will not be used for making exact predictions of future responses of this hydrological 
system (akin to the use of models as management tools). Rather, it is to be used as a 
research tool, contributing to an understanding of floodplain processes by the development 
and testing of theories and hypotheses. This is a similar rationale to that propounded by 
other model developers (Voss, 1984; Addiscott and Wagenet, 1985; Grayson et al., 1992). 
Under these circumstances, the use of a physically-based model in this study is appropriate. 
A mathematical model consists of a set of equations that, subject to certain assumptions, 
describe physical processes (Mercer and Faust, 1980). The descriptive equations for 
physically-based models are in general non-linear partial differential equations that cannot be 
solved analytically for cases of practical interest. Solutions must then be found using 
approximate numerical methods (Wang and Anderson, 1992; Beven, 1985). Numerical 
methods are based on subdividing the flow region into finite segments bounded and 
represented by a series of nodal points at which a solution is obtained. So, the continuous 
differential equation for groundwater flow, defining hydraulic head everywhere in an 
aquifer, is replaced by a finite number of algebraic equations that define the hydraulic head 
at specific points. The system of algebraic equations can then be solved using iterative 
techniques or by direct matrix methods. Numerical models have proved to be flexible in the 
range of initial and boundary conditions for water and solute they can accommodate; 
numerical approximations are possible for complex, compressible, nonhomogeneous and 
anisotropic flow regions having various boundary configurations (Feddes et al., 1988). 
A variety of numerical methods are available, including finite difference, finite element and 
finite volume, all of which involve some form of discretisation of the space co-ordinates, and 
also, for transient models, of the time ordinate. Solutions are then found for the points or 
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nodes defined by the space-time discretisation (Beven, 1985). The most widely used 
methods in groundwater flow modelling are finite difference and finite element; a 
comparison of their attributes is presented in Table 3. 1. Given the highly dynamic nature of 
the floodplain environment, and the need to incorporate solute transport into the model, the 
finite element technique seems to be superior for this investigation. 
Table 3.1 A comparison of finite difference and finite element numerical solutions (after 
Wang and Anderson, 1982; Beven 1985; Nielsen el at., 1986; Feddes et al., 1988). 
Finite difference method 
Usually implemented with rectangular cells. 
Head is defined only at the nodal points 
themselves. 
More difficult to vary nodal spacing. 
Cannot deal very well with complex 
geometries of flow regions, exhibits slow 
convergence, and it is difficult to treat 
moving boundary conditions. 
Mesh is simpler to construct; simple and 
efficient in treating the time derivatives. 
Finite element method 
Implemented with a variety of element types, 
including triangular elements. 
Interpolation functions are used to define the 
potential throughout the problem domain, within 
each element. 
Easier to vary nodal spacing; more realistic 
representation of heterogeneous or anisotropic 
media. 
Capable of solving complex /low geometries, 
non-linear and time-dependent boundary 
conditions, and a high flexibility in following 
rapid soil water movement, such as near soil 
surface or wetting fronts. Also useful for solving 
coupled problems, such as contaminant transport. 
More time-consuming and laborious preparation 
of the solution mesh, although software now 
exists to overcome this limitation. 
3.2.1 Review of available models and model selection 
Water quality models attempt to simulate changes in the concentration of pollutants as they 
move through the environment (James, 1993), and need to take into account the properties of 
different solutes. Conservative substances are inert, and their concentration remains 
unchanged except by transport phenomena (advection and dispersion). However, for most 
pollutants, physical, chemical and biological processes also cause changes in their 
concentration (James, 1993). Reviews of approaches to solute transport modelling are 
presented by Steele (1985) and Spitz and Moreno (1996) (groundwater quality modelling), 
Addiscott and Wagenet (1985) (solute leaching in soils) and Nielsen et al. (1986) (solute 
transport processes in the unsaturated zone). 
A description of a selection of the available solute transport models is presented in Table 3.2, 
in order of increasing dimensionality. These models vary in the number of dimensions they 
represent, the range of chemical transport processes and geochemical reactions included, in 
the numerical discretisation method employed (finite difference or finite element) and in 
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their cost and availability. The basic model criteria identified for modelling water flow and 
chemical movement through the floodplain system can be summarised a<; follows: 
(i) 2D formulation to represent the dominant flow processes. 
(ii) Finite element discretisation to cope with rapid soil water and chemical movement 
during simulation of flood events. 
(iii) Designed specifically for variably saturated conditions. 
(iv) The transformation of chemicals within the floodplain depends on chemical 
reactions. The choice of equations to describe the geochemistry of the floodplain 
will depend on which chemicals are selected for study in this investigation. The 
model should be flexible in the chemical reaction equations the user can incorporate. 
In addition, the following attributes should either be present in the model, or there should be 
potential for them to be incorporated: 
(v) Capable of simulating extensive areas of saturated soil within the domain. 
(vi) Capable of simulating a seepage boundary condition. 
If requirements (v) and (vi) cannot be met, the source code of the model should be available 
to allow development of suitable model features. 
Models that conform to the basic criteria (see Table 3.2) are BioF&T-2D, SEEP-W, 
ESTEL2D and SUBIEF2D, HYDRUS-2D, and V AM2D. SUTRA is not included in this list 
as it was primarily developed for simulation of 2D flow and either solute or energy transport 
in saturated variable-density systems, while unsaturated flow and transport processes were 
included to allow simulation of some unsaturated problems (Ataie-Ashtiani et al., 1999). 
The highlighted models are broadly similar but vary in details of solver techniques, model 
a<;sumptions, and the method of linking the hydrological and solute transport sections of the 
model. In most solute transport models developed to date, the flow and solute transport 
equations are uncoupled (or 'weakly' coupled) in the sense that a simultaneous solution is 
not required, as it is assumed that changes in concentration do not affect the flow field 
(Anderson, 1979). An important exception to this is the ca.,e of density-dependent flow, 
where changes in concentration affect the density of the water and hence the velocity 
distribution. In this case, it is necessary to iterate between the flow equation and the 
transport equation; this is referred to a<; 'strong' coupling (e.g. SUTRA). As far as can be 
deduced from the available model documentation, none of the models that conform to the 
basic criteria also fulfil both of the additional model criteria. Only SEEP-W, V AM2D and 
HYDRUS-2D incorporate the seepage boundary condition, but none of the models seems to 
account for changes in storage when a fully saturated zone develops in the model domain. 
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2 or 3D mesh or gnd equtllbnum and 
kmettc sorptton and 
+>- two site sorption 
-..l 
HST3D lJSGS SimulatIOn of 3DFD Saturated Saturated groundwater Heat transport equation Solute species may PC 
heat and solute flow equation IS a from the conservatton decay and adsorb onto 
transport in 3D combmation of the of enthalpy for the flUid he porous medium 
groundwater flow conservallon of 10tal and porous medlUm~ t::l 
systems flUid mass and Darcy 's solute transport '" ~ 
law equation from the ~ 
conservatton of mass .g 
for a stngle solute S· OQ 
species S-
HYDROGEO Yeh and '" Hydrologic 3DFE Saturated and The general Ised Transport equattons Aqueous PC or any ~ CHE~ Tnpathi transport and unsaturated Richards' equation and covering advection, comple'Cation, workstatton ~. (1991 ), geochemical Darcy 's law governmg disperSIOn and adsorption/desorption, !:. 
reactIOn model pressure distributIOn dttTusion lon-exchange, ~ and water flow wlthm preclpltatton/dlssolutl 
saturated -unsaturated on, redox and aCld- It 





Table 3.2 continued 
Model Developer/ Description Numerical Saturated! Hydrolo!!:y Solute transport Geochemistry Computer 
Sllpplier.____ discritisation I unsaturated options system 
HYDROGEO Modified from Reactive 3D FE Saturated and As above Transport module Geochemical reaction PC or any 
CHEM2 Yeh and chemical unsaturated designed to simulate module includes nine workstation . 
Trlpatlo transport transport of aqueous types of kinetic and 
(1991) controlled by components and mass eqUIlibrium reactIOns. 
kinetic and balance of absorbent 
eqUIlibrium components and IOn-
reactions exchange Sites: IIlcludes 
advection, 
dispersion/diffusion and 
sl ight deformation 
KYSPTLL American Groundwater 3D dispersion Saturated and Implements new stable semi-analytical solutions of LlIlear kinetic PC 
[nstitute of pollution in sods~ 20 unsaturated the coupled flow and transport equations. Assumes adsorphon isotherm; 
Hydrology forecasting propagation III the Dupuit simplifications to deSCribe the flfst order degradation 
system for aquifers. groundwater flow are valid. process for biological, 
modelling radioactive or 
contammant chemical decay 
-"" 
plumes 
00 Primarily a 
forecasting tool 
MODFLOWT USGS An enhanced 3DFD Saturated Groundwater flow data SImulates transport of Adsorplion and decay PC 
version of sets created using one or more miSCible tl 
:\10DFLOW for MODFLOW. species through 
'" -.:: simulating 3D ad vectlOn and 
'" contaminant dispersion .g 
transport. S· 
Do 
MT3D S S. A modular 3D 3D Saturated Linked with the .\-Iodels advectIon, Models first-order PC S. Papadopulos groundwater ground\vater flov.' anisotropic dispersion. decay and production 
'" and ASSOCiates, solute transport simulator, :VIODFLOW. reactions and linear ;;-
Inc. model and nonlmear s: I:> 
so~tiOn 
-I FD finite difference, FE tillite element. ~ , Cnited States Environmental Protection Agency. ~ 3 Commonwealth SCIentific and Industrial Research Organisation 
, L:llIted States Geological Survey -
"1:1 
, Draper Aden EnVironmental 'v1odeling S" 
• Laboratoire "ational d'Hydraultque d'Electnclte de France ~ 
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The ESTEL2D model confers the advantages of permitting the more accurate spatial 
representation of soil types within the model domain and incorporates recent advances in the 
numerical analysis of the Richards' unsaturated flow equation (Desitter et al., 2000). Both 
the ESTEL2D and SUBIEF2D models have been developed by Laboratoire National 
d'Hydraulique d'Electricite de France (LNH-EDF) in collaboration with the University of 
Bristol, so they also have the advantage of easily accessible in-house expertise, as well as 
access to the model source code. SUBIEF2D also allows great flexibility in the 
geochemistry it can incorporate. The user can implement any suitable chemical reaction 
equation through a water quality file or incorporate an existing geochemical model to 
describe the requisite chemical reactions. Both ESTEL2D and SUBIEF2D are part of the 
TELEMAC suite of water and chemical transport models. SUBIEF2D is currently designed 
for use with a 2D surface water hydraulic modelling code, TELEMAC2D, but potential 
exists for it to be adapted for use with the ESTEL2D subsurface hydrological model. as all 
these models are based on the same architecture and finite element libraries. 
The ESTEL2D model, in conjunction with the SUBIEF2D model, ha .. been selected for use 
in this study because it meets all the basic criteria and it has the additional benefits outlined 
above. It also has the potential for the implementation of an appropriate method to account 
for zones of complete saturation in the model, and for implementing a seepage boundary 
condition. By beginning this study with a thorough investigation of hydrological processes 
using the ESTEL2D model and only later incorporating the chemical transport aspect with 
the SUBIEF2D model. a deliberate attempt is made to prioritise the modelling to reflect the 
opinion of many researchers, highlighted in the previous chapter. that "perhaps the single 
most important key to understanding a solute-transport problem is the development of an 
accurate definition (or model) of the flow system" (Konikow and Patten, 1985). 
The potential for coupling ESTEL2D and SUBIEF2D has been mentioned in a study by 
Lucille et al. (2000). However, their work was concerned with coupling transport 
(SUBIEF2D) with a geochemical model (CHESS), not coupling transport with a 
hydrological model. In addition, the Lucille et al. (2000) study only considered fully 
saturated, steady state cases. The full implications of a variable moisture content, and how 
this should be implemented in the SUBIEF2D model, were not explored. 
3.2.2 Description of model formulation 
The following section will describe the ESTEL2D and SUBlEF2D models, the mathematical 
equations on which they are ba~ed, and the procedure for running a model simulation. 
Assuming a fluid of constant density and viscosity, the governing equation for variably 
saturated flow through incompressible porous media can be derived by combining the 
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momentum equation (Darcy's law) with the mass conservation equation. The resulting 
equation, referred to as the Richards' equation, can be expressed using either the pressure 
head (h), the moisture content (0) or a combination of the two (the 'mixed' form) as the 
unknown variable. The mixed form of the Richards' equation may be given as: 
ao aK 
--V·K(h)Vh--=O at - - az 
3.1 
where t is the time [TJ, 0 is the volumetric moisture content ILJ LJ], h is the pressure head 
ILl, K is the hydraulic conductivity tensor [L TIl, and z is the elevation ILl. When solved 
numerically, the mixed form of the Richards' equation has been shown to lead to significant 
improvements in the solution mass conservation properties when compared to the alternative 
O-based and h-based formulations (Celia et al., 1990). 
In unsaturated conditions both the moisture content (0) and the hydraulic conductivity (K) 
are not constant, but are dependent on the pressure head (h). In order to solve Richards' 
equation, the constitutive relations between the dependent variable (pressure head) and the 
nonlinear terms (moisture content, moisture capacity, and conductivity) must therefore be 
specified. First, the relationship between moisture content and pressure head is provided by 
the soil water retention curve. To define the soil water retention curve, the effective 
saturation is first defined as: 
3.2 
where SF is the effective saturation, Or is the residual saturation Ie L -'I, and 0, IS the 
saturated moisture content [L J L-3]. 
Neglecting any hysteresis effect, the soil water retention curve takes the form of a 
relationship between SF and h that increases from the residual saturation Or to the saturated 
moisture content Os. A number of soil water retention models are included in the code 
including the van Genuchten (van Genuchten, 1980) and Brooks and Corey (Brooks and 
Corey, 1964) relationships. ESTEL2D does not yet incorporate hysteresis as to do so would 
add great complexity to the model. There is no need for a separate expression relating 
moisture capacity and pressure head, as this relation will follow by differentiating the 
moisture content-pressure head function. 
A second relationship is required that describes the manner in which hydraulic conductivity 
decreases with moisture content. Hydraulic conductivity can be decomposed as the product 
of a relative conductivity, which is pressure head (or moisture content) dependent, and a 
saturated conductivity tensor: 
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where K is the hydraulic conductivity [L Til. k, is the relative conductivity «(k k,< I). and 
K"" is the saturated conductivity tensor [L Til. The relative conductivity tends to decrease 
to a null value when the soil dries and is therefore an increasing function of h. It is common 
practice to use a conductivity-pressure head relationship that is derived from the moisture 
content-pressure head function. using some physically based approach such a<; the 
distribution of pore sizes. In this way. the number of fitting parameters in the constitutive 
relations is kept to a minimum (Paniconi et al .• 1991). 
Boundary conditions refer to conditions specified at the edges of the flow domain (Beven. 
1985). Three main types of boundary conditions can be defined within ESTEL2D: Dirichlet 
condition (pressure head is specified). Neuman condition (flux is specified) and Cauchy 
condition (flux is a function of a dependent variable) (Feddes et al .. 1988). At infiltration 
boundaries the boundary condition may change during the simulation from a specified flux 
boundary when the surface is unsaturated (precipitation rate). to a fixed head boundary as 
water starts to pond on the surface. 
When transient soil water flow is modelled. initial conditions must be defined; within 
ESTEL2D these are values of pressure head at each nodal point within the model domain 
(Feddes et al.. 1988). They describe the state of the hydrological system in terms of 
moisture contents and subsurface hydraulic potentials at a time t = 0 from which the 
simulation starts. The initial head distribution can be obtained by solving a steady state 
problem. Alternatively. the initial heads can be generated based on knowledge of the initial 
water-table distribution or initial soil saturation deficits. A water-table depth or soil moisture 
deficit can be converted into a vertical pressure head distribution using. for example. a 
hydrostatic assumption (Paniconi and Wood. 1993). It may take a significant period of start-
up time in the simulation before the forecasts of the model no longer depend significantly on 
the specified initial conditions (Beven. 1985). 
Solution of the above equation system in time and space is achieved by finite element 
numerical methods. The time discretisation for the Richards' equation is defined using the 
modified Picard iterative scheme; this is a widely used procedure. robust and simple to 
implement. but it has been known to fail or converge slowly (Celia et al .• 1990; Paniconi and 
Putti. 1994). The finite element spatial discretisation in ESTEL2D is defined using the 
Galerkin variational formulation. The governing equations are solved to give the pressure 
head. from which values of hydraulic head. Darcian velocity and moisture content can 













Developing the Initial Model Platfonn 
Construct mesh and process using the Stbtel pre-
processor to create geometry file and boundary 
conditions file. 
Create keywords based steering file 
Create FORTRAN file containing a main subroutine and 
any other subroutines that require modification 
Assign the boundary conditions. 
Assign the soil parameters in the soil database file 
Select appropriate numerical schemes and parameters 
(e.g. the iterative scheme for solving the Richards' 
equation, the convergence criterion and the time 
stepping strategy). 
Generate the initial pressure head distribution for the 
dynamic run, by 
(i) solving a steady state problem or 
(ii) using the initial conditions subroutine and converting 
water table depth to a vertical pressure head distribution 
using a hydrostatic assumption. 
Simulate the transient hydrological event, prodUCing 
distributions of pressure head, moisture content, Darcian 
velocity in the domain at the user defined time step. 
View the results using the Rubens post-processing 
package. 
Figure 3.2 Procedure/or running an ESTEL2D simulation 
Two convergence criteria are available as standard in the ESTEL2D model: a relative 
convergence criterion. and the Huang convergence criterion. In addition to these. a further. 
modified Huang convergence criterion has been developed for this study. The relative 
convergence criterion involves both an absolute error and a relative error a~ follows: 
3.4 
where dh is the change in pressure head. h. between two iterations ILl. t>, is the relative 
tolerance. and Ja is the absolute tolerance ILl. Equation 3.4 shows that the relative part can 
become large in comparison with the absolute part when the absolute value of the pressure 
head is high. making this a less strict criterion under these circumstances. Huang et al. 
(1996) introduced a criterion based on the capacity: 
3.5 
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where C is the moisture capacity, and t>c is the Huang tolerance. This has the advantage of 
allowing a relatively large error for regions where the soil is dry but changes in the water 
content are still small. However, this criterion is only valid in unsaturated conditions. 
Wherever the domain is saturated, the capacity is zero (without the storage parameter), with 
the result that the test for convergence will always be true (the left-hand side of Equation 3.5 
will always be zero). A modification of the Huang convergence criterion hao; therefore been 
implemented in ESTEL2D that is applicable in both saturated and unsaturated conditions. 
Where the domain is unsaturated, the standard Huang criterion (Equation 3.5) is maintained. 
Where the domain is saturated, the criterion is modified as follows: 
when C=O 3.6 
where rp is an additional parameter with a value greater than one that is implemented to make 
the convergence criterion less strict in the saturated zone. The greatest accuracy is therefore 
maintained in the unsaturated zone where the capacity can change rapidly for a small change 
in pressure head. 
A more detailed discussion of the governing equations, finite element discretisation and time 
discretisation used in ESTEL2D is contained in Desitter (1998) and Desitter et at. (2000). 
The stages involved in running an ESTEL2D simulation are illustrated in Figure 3.2. 
The equation solved in SUBIEF2D is an advection-dispersion equation, designed for 
sediment and solute transport in open channel flow. This is introduced briefly below, but 
will be considered in more detail in Section 3.5 where the procedure for coupling the models 
is discussed. 
Changes in chemical concentration can occur within a dynamic groundwater system 
primarily a~ a result of three processes: advective transport, hydrodynamic dispersion and 
sources and sinks (Konikow and Patten, 1985). Advective transport (also commonly 
referred to in the literature as convection) refers to the transport of solutes due to water 
moving and carrying solute with it. Hydrodynamic dispersion causes a spreading of the 
solute about the average direction of water flow. Source/sink terms can be divided into two 
general categories: solute mass introduced to or removed from the domain by fluid sources 
and sinks, and mass introduced or removed by chemical reactions occurring within the water 
(e.g. radioactive decay) or between the water and the solid pha<;e (e.g. adsorption and 
desorption). The first two processes are described mathematically by the advection-
dispersion equation. SUBIEF2D solves the following transport equation (Moulin and Ben 
Slama, 1998): 
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ae = ~ 'V.f D'H'Ve)- v.'Ve at H- ~ - - 3.7 
where v is the flow velocity [L rl], H is the depth of water flow [LI, c is the concentration of 
tracer [M L-3] and D' is the dispersion coefficient (L2 Til. The model also includes the 
facility for simulating the erosion and deposition of a particulate tracer. 
The Water Quality 
File and Water 
Quality Directory 
together constitute 





The hydrodynamic results 
file contains information 
about the mesh. the 
moisture content and the 















Figure 3.3 Organisation chart of a SUBIEF2D simulation. 
The Water Quality File is 
a text file built by the usel 
such that the information 
it contains can be easily 
read and modified. 
The Water Quality 
Directory is generated 
from the water quality file 
using the shell script 
wq2slJbief This file can 
be read by SUBIEF2D. 
Other SUBIEF2D 
input files 
Boundary conditions are imposed in SUBIEF2D by specifying for each tracer the type of 
boundary condition (set concentration at a fluid border, free concentration at a fluid border, 
or an impermeable boundary condition), and the values of the imposed concentrations. The 
type of boundary condition is obviously partly dependent on the boundary conditions 
implied by the fluid dynamics in the hydrodynamic results file. The imposed concentrations 
are implemented through the use of an input file that allows the user to define different 
boundary concentrations for different areas of the mesh, and the time period over which 
these boundary conditions apply. Initial tracer concentrations, which may vary in different 
areas of the mesh, are set in another user defined input file. In addition, a source points input 
file allows the user to define the characteristics of solute outfalls located inside the 
computational domain. To solve the governing equations, three advection schemes are 
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available: the Method of Characteristics, the SUPG scheme, and the PSI scheme. The 
properties of these solver schemes will be explored during the model a~sessment procedure. 
The organisation of the SUBIEF2D model is illustrated in Figure 3.3. More information on 
the governing equations of SUBIEF2D, the model structure and model use can be found in 
Moulin and Gailhard (1996). 
In a groundwater flow study, the sediment erosion and deposition capability of the 
SUBIEF2D model will no longer be relevant. The implementation of the advection-
dispersion equation may also need to be altered. These and other issues will need to be 
explored when attempting to couple the ESTEL2D and SUBIEF2D model codes. 
3.3 Initial coupling of SUBIEF2D and ESTEL2D 
SUBIEF2D was designed to work with a hydrodynamic results file from the TELEMAC2D 
surface water hydraulic code. To assess the potential for adapting SUBIEF2D for use with 
the subsurface hydrological processes of ESTEL2D first required an understanding of how 
the model operated with TELEMAC2D. It wa~ then possible to identify the parts of the 
model that could remain unchanged, the parts that were specific to TELEMAC2D use and 
needed to be omitted or modified, and new pieces of code that were necessary. 
A review of the SUBIEF2D model operation with TELEMAC2D hydrodynamic files 
highlighted three main areas that needed careful consideration before SUBIEF2D could be 
used with an ESTEL2D hydrodynamic file. These three areas are the mesh specification, the 
treatment of erosion and deposition, and the implementation of the advection-dispersion 
equation. 
3.3.1 Mesh specification 
When used with a TELEMAC2D hydrodynamic file, the SUBIEF2D code expects to receive 
a 2D mesh in plan view, but with a value of bottom elevation a~sociated with each node, 
giving a pseudo-3D representation of the domain. The inclusion of bottom elevation permits 
erosion and deposition of the bed to be calculated when a particulate tracer is used. The 
meshes used in ESTEL2D applications are 2D but represent a vertical cross-sectional view, 
rather than a plan view, of the domain. The notion of a bed elevation in the sense of the 
TELEMAC2D case is therefore inappropriate, and a meaningful physical interpretation of 
this variable in the ESTEL2D case is not immediately obvious. This issue is considered 
further in the discussion of the modelling of erosion and deposition. 
The 2D vertical cross-sectional mesh of ESTEL2D can be used with the SUBIEF2D code by 
setting the bottom elevation to zero everywhere in the domain. This is done automatically 
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by the SUBIEF2D code if there is no bottom topography file and if no bottom elevation is 
given in the hydrodynamic results file (as is the case with ESTEL2D hydrodynamic results 
files). 
3.3.2 Erosion and deposition 
SUBIEF2D is designed to model the movement of tracers in both dissolved and suspended 
form. In the latter case, SUBIEF2D can calculate their settling on the bottom and their 
return to suspension through erosion. SUBIEF2D therefore includes several variables that 
pertain specifically to particulate (sediment), rather than dissolved, chemical transport. 
The way sediment transport is modelled in the original SUBIEF2D code was quite specific 
to surface water flow situations, given the inclusion of parameters such a<; a friction 
coefficient. Modelling subsurface sediment transport would require more careful 
consideration of the physical meaning of some of the SUBIEF2D variables for an ESTEL2D 
case and possibly extensive modification of the code. This would also involve tackling more 
thoroughly the issue of whether the notions of bed elevation and bed concentration have real 
physical parallels in an ESTEL2D case, or if a totally new approach is needed. In fact, the 
transport of particulate tracers in subsurface flow is a relatively neglected area of interest in 
hydrological modelling and this phenomenon is rarely included in subsurface chemical 
transport models, although they may include chemical adsorption on to stationary sediments 
i.e. the soil matrix. It was therefore felt sufficient for this study to consider only dissolved 
tracers, and not the transport of sediment. This involved a more straightforward application 
of the SUBIEF2D code in its original form. 
It was not immediately obvious how SUBIEF2D made the distinction between a dissolved 
chemical and a suspended particle, as there is no separate water quality file to describe a 
particulate tracer as opposed to a dissolved tracer. It appeared that three external parameters 
were important to this issue; settling velocity of the state variable, critical velocity for 
deposition of the state variable, and critical velocity for erosion of the state variable. If these 
variables are not assigned a value by the user in the water quality file they are given default 
values; the settling velocity and deposition velocity are set artificially low (to zero) and the 
erosion velocity is set artificially high (I x 106 m s\ which effectively means that the 
dissolved tracer will never settle and the 'bottom' will never erode. This is effectively the 
definition of a dissolved tracer. For a dissolved tracer in an ESTEL2D case, it is therefore 
acceptable to leave these three parameters set at their default values. 
Further SUBlEF2D model parameters that needed consideration before the code could be 
used with an ESTEL2D results file are listed in Table 3.3. It wa<; felt that these could present 
difficulties for an ESTEL2D case, where a dissolved tracer is used and where modification 
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of the 'bed' is not desired. These variables mostly relate to erosion and deposition of the 
tracer and associated modifications of the bed. The SUBIEF2D code was thoroughly 
checked for every subroutine where these particulate tracer-related parameters are used. It 
was possible to establish that they are irrelevant in the case of an ESTEL2D hydrodynamic 
file, and importantly, that if they are left at their default values they will pose no problems 
for the computation. 
Table 3.3 SUBIEF2D sediment related model parameters. 
Parameter Default Description Comments 
Bottom 500 gr' Used to set the In the ESTEL2D case where the bed 
concentration concentration of the elevation is set to zero and isn't modified 
layer of sediment settled over time, this variable should become 
at the bed for each of the irrelevant, as it is describing the 
tracers. concentration of a deposit of zero 
thicJcness. It can be left at the default 
value with no computational problems. 
Critical 0.05 This number is the In the ESTEL2D case where the bed 
evolution ratio admissible maximum doesn't evolve, this variable becomes 
ratio between bottom irrelevant and can be left as the default 
evolution and water value with no computational problems 
depth. arising. 
Law of 2 Used to select the law of In SUBIEF2D the friction coefficient 
bottom bottom friction, Chezy plays a role in the calculation of the 
friction (1) or Strickler (2). shear velocity at the bed. This velocity 
in part determines settling and crosion. 
As there is no erosion or deposition, this 
variable becomes irrelevant and can be 
left at the default value. 
Friction 50 Sets the value of the As the friction law is irrelevant, so is the 
coefficient Chezy or Strickler value of the friction coefficient. It can 
coefficient. be left at the default value as it doesn ' t 
play any part in the computation. 
Partheniades 0.00002 Determines the value of As there is no erosion and deposition, 
constant the constant involved in this variable is irrelevant. 
the Partheniades erosion 
law. 
Variable No Allows the user to definc For an ESTEL2D simulation, this logical 
settling a settling velocity at variable should be left at the default 
velocities each point of the mesh setting of false. 
for each state variable. 
One final check of what is happening at the 'bed' in terms of erosion and deposition when 
SUBIEF2D was used with an ESTEL2D results file was performed by checking the 
evolution of the bottom elevation and bed evolution variables which are printed in the 
SUBIEF2D results file. In all simulations where the settling, erosion and deposition 
velocities were given their default values listed above, the bed elevation remained at zero 
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and bed evolution was also zero at all points in time. In summary, it appears that there is no 
direct way to establish that a tracer is dissolved rather than particulate, but by leaving the 
erosion and deposition water quality parameters at their default values, and by setting the bed 
topography to zero, this will automatically ensure that the tracer is treated as dissolved. 
3.3.3 Implementation of the advection-dispersion equation 
This section will provide a more thorough account of the theory of solute transport through 
porous media. This review will enable a suitable form of the advection-dispersion equation 
to be implemented in the revised version of the SUBIEF2D model. The necessary 
modifications to the code will be described at the end of this section in two parts, the first 
describing the treatment of advection in SUBIEF2D and the second describing the treatment 
of dispersion. 
3.3.3.1 Theory of solute transport In porous media 
A summary of the phenomena that affect solute transport is illustrated in Figure 3.4. The 
following discussion will look at each of these phenomena in turn. Some of these 
expressions are used interchangeably in the literature, but in an attempt to clarify the 
nomenclature, the terms used throughout this report will be consistent with the terms used in 
the diagram. 
Chemical mass transport results from the operation of two phenomena: advection and 
hydrodynamic dispersion. Advection is the process by which solutes are transported due to 
the bulk motion of the flowing water. Owing to advection, non-reactive solutes are carried at 
an average rate equal to the average linear velocity of the water (or volumetric flow rate per 
unit area of connected pore space), v IL TIl, where v = q/n, q IL TIl being the specific 
discharge (Darcy velocity) and n [dimensionless I the porosity. The advection process is 
sometimes called convection, a term that is more correctly reserved for use in discussion of 
thermally driven groundwater flow (Anderson, 1979). 
As flow takes place through a porous medium, a ma<;s of solute (tracer) in the flow will 
gradually spread out and occupy an ever-increasing portion of the flow domain, beyond the 
region it is expected to occupy according to the advective hydraulics of the flow system 
alone. This spreading phenomenon is called hydrodynamic dispersion (also referred to as 
dispersion or miscible displacement) in a porous medium. As a result of this process, some 
of the water molecules and solute molecules travel more rapidly than the average linear 
velocity and some travel more slowly. The solute therefore spreads out in the direction of 
flow and declines in concentration (Freeze and Cherry, 1979). If initially a tracer-labelled 
liquid occupies a separate region, with an abrupt interface separating it from an unlabelled 
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liquid, this interface does not remain an abrupt one, the location of which may be determined 
by the average velocity expressed by Darcy's law. Instead, an ever-widening transition zone 
is created, across which the tracer concentration varies from that of the tracer liquid to that of 

















Figure 3.4 Summary diagram of the relationship between phenomena affecting solute 
transport. 
Hydrodynamic dispersion occurs as a result of two processes (see Figure 3.4): firstly, 
mechanical mixing (mechanical dispersion) during fluid advection, and secondly, molecular 
diffusion due to the thermal-kinetic energy of the solute particles. Logically, if mechanical 
dispersion is to be incorporated in the advection-dispersion equation, it should be reflected in 
the velocity term (Domenico and Schwartz, 1990). Unfortunately, it ha~ not been possible to 
do this in a simple way. Instead, the coefficient of hydrodynamic dispersion ha~ been 
introduced to incorporate the combined effect of molecular diffusion and mechanical 
dispersion (in one dimension): 
3.8 
where Dx' is the coefficient of hydrodynamic dispersion in the x direction IL2 TI J, Dx is the 
coefficient of mechanical dispersion in the x direction ILl TI J and D* IL2 TI J is the 
coefficient of molecular diffusion for the solute in the porous medium. The justification for 
treating dispersion in this manner is purely a practical one and stems from the fact that the 
macroscopic outcome is the same for both diffusion and mechanical dispersion (Domenico 
and Schwartz, 1990). The actual physical processes, however, are entirely different. 
Mechanical dispersion is caused by three mechanisms (on a microscopic scale). The first 
occurs in individual pore channels because molecules travel at different velocities at 
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different points across the channel due to the drag exerted on the fluid by the roughness of 
the pore surfaces. The second process is caused by the difference in pore sizes along the 
flow paths followed by the water molecules; because of differences in surface area and 
roughness relative to the volume of water in individual pore channels. different pore 
channels have different bulk fluid velocities. The third dispersive process is related to the 
tortuosity. branching and interfingering of pore channels (Freeze and Cherry. 1979). The 
coefficient of mechanical dispersion. Dx. can be described in the following terms: 
3.9 
where ax ILl is a characteristic property of the porous medium known a'i dynamic 
dispersivity. or simply as dispersivity, and VX [L Til is the average linear velocity in the x 
direction (Bear. 1972). In the case of isotropic media. this equation may be extended to give 
the following relationships (Bear, 1972): 
and 3./0 
where aL is the longitudinal. aT the transverse dispersivity ILl and v is the average linear 
velocity LL TI]. It should be noted that the process of mechanical dispersion is directionally 
dependent (anisotropic) even though the porous medium is isotropic with respect to textural 
properties and hydraulic conductivity. Dispersion is stronger in the direction of flow (the 
longitudinal dispersion) than in directions normal to the flow line (transverse dispersion). so 
the tracer will spread faster in the flow direction than in directions perpendicular to it 
(Dullien. 1979; Freeze and Cherry. 1979). In practice. this means that at. will have a greater 
value than aT. 
With regard to the molecular diffusion coefficient, it has been recognised that there is a 
distinction to be made between the diffusion coefficient of a given ion in open water (bulk 
diffusion coefficient). and the diffusion coefficient of a given ion in porous media (the 
effective or apparent diffusion coefficient). For example. the hydrodynamic dispersion 
coefficient D' IL2 TI] in Nielsen et al. (1986) and Padilla et al. (1999) is described in the 
following terms: 
D'= DoT+ JhlI'l 3.1 I 
where Do is the bulk diffusion coefficient [e TI I. Tis the tortuosity factor (dimensionless). l' 
is the pore water velocity IL TI) and rand 1] are empirical constants where 1] - I and ris the 
dispersivity ILl. In this example. DoT is the effective diffusion coefficient. D* (L2 TI( of 
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Equation 3.8. Freeze and Cherry (1979) also describe the diffusion coefficient in a similar 
way: 
D* = ofJo 3.12 
where D* is the effective diffusion coefficient [L2 T i ], Do is the bulk diffusion coefficient of 
a given ion [L2 Ti] and OJ is an empirical coefficient that "takes into account the effect of the 
solid pha<;e of the porous medium on the diffusion" (Freeze and Cherry, 1979). OJ has a 
value less than I and is typically between 0.5 and 0.01. This coefficient is analogous to 
tortuosity as described in the Nielsen et al. (1986) example. When looking at examples in 
the literature, it is therefore important to establish whether a given diffusion coefficient 
refers to the bulk diffusion coefficient of a chemical species, typically in the range I x 10-9 to 
2 X 10-9 m2 S-i (Freeze and Cherry, 1979), or the effective diffusion coefficient. The effective 
diffusion coefficient is smaller than the bulk diffusion coefficient because the ions follow 
longer paths of diffusion, caused by the presence of the particles in the solid matrix 
(tortuosity). 
The principal differential equation that describes the transport of dissolved reactive 
constituents in saturated isotropic porous media is known a<; the advection-dispersion 
equation (Biggar and Nielsen (1976), one dimensional, steady state case): 
3.13 
where c is the solute concentration [M CO], D' is the coefficient of hydrodynamic dispersion 
[L2 T i ), v is the average pore water velocity [L Ti I and Xd is soil depth ILl. The first term in 
this equation describes solute transport due to hydrodynamic dispersion, and the second term 
describes solute transport due to advection. 
For unsaturated flow, the dispersivity and the coefficient of molecular diffusion in the porous 
medium will depend on the saturation (Bear and Verruijt, 1987). Different authors describe 
different ways to include the moisture content function in the equation. Dagan and Bresler 
(1979) presented the following equation where mechanical dispersion and molecular 
diffusion are treated separately and it is only the mechanical dispersion coefficient that is 
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where c is the solute concentration [M L-31, () is the volumetric water content IL 3 L\ z is 
the vertical coordinate [Ll, D is the mechanical dispersion coefficient IL2 Til, D* is the 
effective molecular diffusivity [L2 Til and v is the pore velocity (average linear velocity) IL 
Til. A rough approximation for D* is 2/3Do, where Do is the diffusivity in the solution 
phase. D = aLV in which aL [Ll is the dispersivity for longitudinal dispersion. 
The advection-dispersion equation as presented in the original. surface water transport 
version of SUBIEF2D is as follows (Moulin and Ben Slama, 1998): 
ac 1 ~ ) 
-=-V· DHVc -v.Vc at H- - - -
3./5 
where v is the flow velocity [L Til, H is the depth of water flow ILl. c is the concentration of 
tracer 1M L-3] and D' is the dispersion coefficient [L2 TI]. In this case, unlike Equation 3.14. 
the mechanical dispersion and molecular diffusion are treated together in one coefficient, and 
therefore both are affected by the value of water content. 
The equation for surface water solute transport is directly analogous to the equation for 
solute transport through porous media. As the two equations are based on the same 
governing principles, the coupling procedure for the two models should not require any 
major alterations to the SUBIEF2D model code. However, the following issues, which 
relate to subtle differences between the surface and subsurface transport equations, will be 
explored in more detail: 
(i) incorporation of the Darcian flow velocity variable for subsurface solute transport; 
(ii) the relationship between water depth in the surface transport equation and moisture 
content in the subsurface transport equation; 
(iii) the relationship between the form of the dispersion coefficient for surface water 
transport and the hydrodynamic dispersion coefficient in the subsurface transport 
equation. 
3.3.3.2 Advection In SUBIEF2D 
To calculate the transport of a tracer from a TELEMAC2D simulation, SUBIEF2D takes 
values of velocity in the X and Y directions and height of water from the TELEMAC2D 
hydrodynamic results file. In an ESTEL2D ca~e. the equivalent variables that are needed to 
solve the advection-dispersion equation are velocity in the X and Y directions and moisture 
content. All the other values in the hydrodynamic results file are not used. 
The use of velocities from an ESTEL2D simulation is directly comparable to the use of 
velocities from a TELEMAC2D simulation. although some modifications arc necessary in 
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the ESTEL2D case. The Darcian velocity from the hydrodynamic ESTEL2D results file is a 
macroscopic value which describes the flow through a unit cross-sectional area of the soil, 
including solids and pore spaces; the actual velocity of the water will overall be greater 
because water really only flows through pore spaces, not through the solid phase of the soil. 
For a SUBIEF2D simulation with an ESTEL2D results file the Darcian velocity values have 
to be changed to values of average linear velocity. A modification has thus been made to the 
SUBIEF2D code to divide the Darcian velocity by the moisture content. The values of 
moisture content are calculated by ESTEL2D and stored in the hydrodynamic results file. 
In an ESTEL2D case, moisture content is used instead of water height. These variables are 
described in different terms; water height is described in units of length, wherea~ volumetric 
moisture content is a dimensionless variable. However, they both constitute a mea~ure of the 
amount of water available for chemical transport, so there is a straightforward way to use 
moisture content in the place of water depth for the ESTEL2D case. The two can be seen to 
be directly interchangeable in the following example where the ESTEL2D case is seen a~ a 
special version of the TELEMAC2D case (Figure 3.5). In each case, the psuedo-3D model 
calculates the volume of water Vw [e) in an element by multiplying the cross-sectional area 
of the element A [L2), by the water depth H [L). The water depth is composed of the 
porosity n, the percentage saturation S and the depth of the element d I L), in effect a measure 
of the capacity of the element for holding water: 
Vw=AH whereH= nSd 3./6 
For an element of unit depth (d = I m) and cross-sectional area 10m2, in the TELEMAC2D 
case n = I and S = I, so H = I and Vw = 10 m3 • 
A 
t 
'1~ ___ .Y (i) (i i) 
Figure 3.5 (iJ TELEMAC2D element and (iiJ ESTEL2D element. 
In the ESTEL2D case, n is always some value less than I (e.g. n = 0.5), because part of the 
element is occupied by soil. If the soil is completely saturated S = I, so H = 0.5 and Vw = 5.0 
m
3
• If the soil is not fully saturated S:::: I (e.g. S = 0.8), in which ca~e H = 0.4 and Vw = 4.0 
m3• 
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So. anywhere in the SUBIEF2D model code where water depth is used. for an ESTEL2D 
case the moisture content is used directly instead. The fact that moisture content ha<; 
dimensions of cubic metres of water per cubic metre. rather than metres (a<; for water depth). 
causes no conflicts of dimensionality in the governing equation (see Equation 3.15). 
SUBIEF2D simulations with TELEMAC2D results files can suffer from computational 
problems in areas of the domain where the water depth tends to zero. This should not be a 
problem for simulations with ESTEL2D results files because the moisture content of soil will 
never become zero; it always has a residual value. 0" as defined in the ESTEL2D soil 
database file (and see Equation 3.2). 
3.3.3.3 Dispersion in SUBIEF2D 
In the unmodified version of the model. the hydrodynamic dispersion coefficient (the 
equivalent of the velocity diffusivity for a TELEMAC2D ca<;e) is calculated in one of three 
ways: 
(i) the dispersion coefficients given in the steering file are used a<; constants; 
(ii) the dispersion coefficients given in the steering file are used in the Euler formula; 
(iii) the dispersion values are taken from the TELEMAC2D simulation results file. 
In subsurface chemical transport. hydrodynamic dispersion comprises two phenomena; 
mechanical dispersion and molecular diffusion. A new equation ha<; therefore been 
programmed into the model (as a replacement for option (ii). the Euler formula). which takes 
both of these components into account: 
3.17 
3.18 
where DL and DT are the longitudinal and transverse coefficients of hydrodynamic dispersion 
II} Til. respectively. aL and aT are the longitudinal and transverse dispersivities ILl. 
respectively, D* is the effective molecular diffusion coefficient Ie T II. and v is the average 
pore water velocity IL Til As much of the chemical transport work in this study is likely to 
be theoretical, and values of these parameters will have to be established from literature 
sources rather than direct mea<;urement. it is preferable to restrict the number of parameters 
to this simple definition. Therefore. tortuosity is not given as a separate variable; it is 
assumed to be subsumed in the effective molecular diffusion coefficient. 
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With this modified version of the code, the values for the longitudinal and transversal 
dispersivities (aL and aT respectively) are defined by the user in the input file in order to 
calculate the hydrodynamic dispersion coefficient according to the Equations 3.17 and 3.18. 
3.4 Initial coupled model runs 
After the implementation of the SUBIEF2D changes needed to use an ESTEL2D 
hydrodynamic results file, the model underwent preliminary tests. This involved comparing 
the results of a numerical simulation with the analytical solution of a simplified solute 
transport problem. The aim of these tests was to verify that the coupling procedure had been 
implemented satisfactorily. 
PLAN VIEW 
VERTICAL SECTION A- A' 
Figure 3.6 Schematic diagram of analytical test case domain (from Wexler, 1992). 
Analytical solutions to a range of J D, 2D and 3D solute transport problems have been 
compiled into a set of computer programs by the US Geological Survey (Wexler, 1992). An 
example from the resulting software, ANALGWST, was used to test the revised SUBIEF2D 
model. The example used here is an idealised semi-infinite, finite width aquifer with a finite 
width (or 'strip ') continuous solute source (illustrated in Figure 3.6). This system has a 
Dirichlet source boundary condition (specified solute concentration) and zero flux Neumann 
boundary conditions on the lateral boundaries. The initial conditions are specified such that 
initial solute concentrations everywhere in the domain are zero. In addition, the following 
assumptions are employed: 
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(i) Fluid is of constant density and viscosity. 
(ii) Flow is in x-direction only, and velocity is constant. 
(iii) The moisture content and longitudinal and transverse dispersion coefficients (DL' 
DT) are constant. 
The model variables for this example are given in Table 3.4. The pattern of solute 
concentration calculated by the analytical solution is output after 25 days and 50 days. 
The corresponding numerical solution has also been calculated using SUBIEF2D and an 
artificially constructed ESTEL2D hydrodynamic results file. The ESTEL2D results file 
contains three variables, each with a constant value: 
Volumetric moisture content e 
Darcian velocity in the x-direction Vx 1.4 X 10-6 m S-I 
Darcian velocity in the y-direction Vy O.Om S-I 
The modified SUBIEF2D code divides the Darcian velocity by the moisture content to give 
an average pore water velocity value of 3.5 x 10-6 m S-I (which corresponds with the 
groundwater velocity value input to the analytical solution). Similarly, the user supplies the 
values of longitudinal dispersivity (57.14 m) and transverse dispersivity (18.57 m), and the 
code calculates the values of dispersion along the flow and across the flow. 
<0-- . Tracer introduced along this 
sec1ion of the boundnry 
Figure 3.7 Finite element mesh for analytical test case, indicating inflow strip of imposed 
solute concentration (between y = 20 m and y = 60 my. 
A finite element mesh has been constructed according to the dimensions used in the 
analytical case (Figure 3.7). The domain therefore has a finite width of 100 m. 'Semi-
infinite' implies that the outflow boundary of the system being simulated is far enough away 
from the solute source that the boundary will not affect solute concentrations within the area 
of interest (WexJer, 1992). The finite element mesh has therefore been specified with a 
much greater length (500 m) than the distance that the solute would be transported in 50 days 
given the parameter values in Table 3.4 (approximately 150 m). As no solute transport is 
66 
Developing the Initial Model Platform 
expected in the portion of the mesh furthest from the solute source, the elements in this area 
of the domain have a much coarser resolution. At this stage, tests of the effect of the model 
structural parameters have not yet been carried out. To circumvent potential problems with 
the numerical solution, these initial model runs have therefore used a high spatial and 
temporal resolution (2.5 m elements, rising to 10m elements in the low resolution section of 
the mesh, and a 200 second timestep). 
Table 3.4 Model variables for the analytical test case. 
Parameter Value 
Aquifer width W 100m 
Lower limit of solute source y/ 20m 
Upper limit of solute source Y2 60m 
Groundwater velocity Vx 3.5 x 10-{i m S· I 
Longitudinal dispersivity aL 57.14 m 
Transverse dispersivity aT 18.57 m 
Solute concentration at source Co 100 mg rl 
From the values given above, the following terms are obtained: 
Dispersion in x-direction 
Dispersion in y-direction 
2.0 x 10-4 m2 S· I 
6.5 x 10.5 m2 S· I 
Figure 3.8a shows the distribution of the tracer in the domain after 50 days. Figure 3.8b 
shows a profile of solute concentration, again after 50 days of solute input, taken along a line 
that passes through y = 40 m (indicated by the line and arrow in Figure 3.8a). This compares 
the solute concentration predicted by the analytical solution with the solute concentration 
obtained using the numerical simulation. Overall, the degree of correspondence between the 
numerical solution and the analytical solution is quite high. However, there is a noticeable, 
if small, discrepancy between the two solutions, with the numerical solution resulting in 
slightly higher concentrations along the profile in comparison with the analytical solution. 
As a further investigation, two more values of constant velocity were tested, which were half 
(1.75 x 10-6 m S· I) and double (7.0 x 10.6 m S· I) the velocity already examined (3.5 x 10 6 m s· 
I), all with an input solute concentration of 100 mg rl. The results of these simulations are 
illustrated in Figure 3.9. These simulations show a similar result to that illustrated in Figure 
3.8b; a fairly good correspondence between the numerical and analytical solutions, but a 
slightly higher concentration resulting from the numerical solution. The discrepancy appears 
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Figure 3.8 Comparison of Ilumerical solution alld analytical solution, with an inflow solute 
concentration of 100 mg rl . a) Distribution of solute after 50 days. b) Profile of solute 
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Figure 3.9 Comparison of numerical solution (broken line) and analytical solution (solid 
line) for three different velocity values: 7.0 x 10.6, 3.5 X 10.6 and 1.75 x 10.6 m S· I. 
Numerical so lutions of the advection-dispersion equation commonly suffer from 
inaccuracies in the so lution, including oscillation in the computed concentration profile, and 
numerical errors that cause a smearing of the concentration front (numerical disper ion). It 
is likely to be thi s kind of phenomenon that is resulting in the ob erved discrepancy between 
the analytical solution and the numerical simulation reported here. The accuracy and error 
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of the numerical solution will be subject to a much more comprehensive assessment during 
the model optimisation procedure in a Chapter 5. In general, the comparison of the 
numerical solution with an analytical solution has established that the computer program 
actually carries out the logical processes expected of it. The SUBIEF2D code has been 
successfully modified for use with ESTEL2D results files. 
3.5 Chapter summary 
During this chapter, a preliminary version of a hydrological and chemical transport model 
has been developed which will be capable of addressing current research questions in 
floodplain hydrological and chemical transport process research. Firstly, a conceptual model 
of how the floodplain system is believed to operate was developed, based upon research to 
date in this field. Available numerical models were reviewed, and a decision wa<; made to 
ba~e the model development around two existing models, ESTEL2D and SUBIEF2D, as 
they fulfil the basic technical criteria for successful modelling of this complex, dynamic 
environment. A description of these models was followed by a detailed exploration of the 
changes which had to be made to the SUBIEF2D model code in order to model solute 
transport in porous media. Once these changes had been implemented, the numerical model 
was subjected to tests against an analytical solution of the advection-dispersion equation. 
This has revealed that the chemical transport computer code is working as intended, and that 
the changes that have been made to the code have been implemented satisfactorily. 
This chapter has also identified two additional features that are necessary for the 
implementation of the conceptual model of floodplain hydrological processes outlined in 
Section 3.1. These attributes are the seepage face boundary condition, and the thorough 
treatment of changes in stored fluid mass under fully saturated conditions. The development 
of these features will be the subject of the following chapter. 
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Chapter 3 was concerned with the selection and description of the ESTEL2D and 
SUBIEF2D models, which will provide the ba~is on which to construct a model of floodplain 
hydrological and chemical transport processes. The initial coupling of these two models was 
described and implemented, along with some comparisons to an analytical solution, which 
indicated that the model is working as intended. 
However, as pointed out in the description of the model criteria, the coupled model requires 
some extra features before it can successfully be implemented in the hillslope-f1oodplain-
channel environment. The first is an ability to simulate periods of complete saturation within 
the model domain, which will involve a consideration of the mechanisms which effect 
changes in the stored fluid mass of the soil. The second is the ability to account for a 
seepage boundary condition, which will be necessary to model ca<;es appropriately where 
hillslope throughflow discharges onto the floodplain surface at the hillslope-floodplain 
interface, or in areas of the floodplain directly adjacent to the stream channel. The 
development of these two features in the ESTEL2D part of the newly coupled model will 
form the subject of this chapter. 
4.1 Accounting for mechanisms of change in water storage 
The intended application of ESTEL2D to the dynamic floodplain environment demands that 
the model should include a way to account for the phenomenon of storage. In order to 
develop an appropriate solution, the literature on this subject will be reviewed, and whether 
and how other variably saturated models incorporate storage properties will also be 
considered. 
4.1.1 Review of storage properties of porous media 
This section aims to draw together some of the work that ha<; been carried out in this subject 
area. Research by Narasimhan in the late 1970s is particularly relevant, as he was 
specifically concerned with the importance of the treatment of water storage in saturated-
unsaturated flow modelling. Since that time there has been relatively little exploration of the 
topic, although work continues to develop on the closely related topics of soil deformation 
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and fluid flow through deforming porous media. In order to set other modelling approaches 
in context, this review begins with a description of the alternative formulations of the 
Richards' equation as implemented in ESTEL2D, and an overview of their relative merits. 
In the modelling of unsaturated-saturated flow processes several alternatives exist for solving 
numerically the governing balance equations with their non-linear constitutive relationships. 
The Darcy equation of fluid motion and the fluid mass conservation equation form the 
physical basis. In the context of unsaturated flow the ba<;ic formulation involves both the 
fluid pressure head h and the saturation S a<; unknown variables. For these two unknowns 
only one balance equation, the basic Richards' equation, is available. To close the 
mathematical model one constitutive relationship in the form of the capillary pressure head-
saturation function (moisture characteristic curve) is additionally needed to convert one 
variable to the other (and vice versa). Consequently, the modeller has to decide between 
primary and secondary variables. Depending on such a choice, different modelling 
approaches result which are mathematically equivalent in the continuous formulation, but 
their discrete analogs are different (Diersch and Perrochet, 1999). Three forms of the 
unsaturated flow equation can be derived: 
(i) the pressure based (h)-form, wherc the primary variable is the pressure head (or the 
hydraulic head; Celia et ai., 1990): 
ah aK C(h)-- V· K(h)Vh-- = 0 at - - az 
4.1 
where h is pressure head [L], C(h) == d(}ldh is the specific moisture capacity function (L I), 
K(h) is the unsaturated hydraulic conductivity [L TI), and z is elevation [L). 
(ii) the saturation-based (S)-form, where the saturation or the moisture content, () 
[dimensionless] is chosen as the primary variable, 
d8 ~8) dK 
--V'K(8)V - --=0 
dt - C dZ 
4.2 
(iii) the mixed (h-S)-form, where both variables are employed and, in solving the discrete 
equation system, the pressure head is actually used a<; the primary variable (Celia et ai., 
1990): 
d8 dK 
--V·K(h)Vh--=O dt - - dZ 
4.3 
Each of the three different forms ha<; advantages and drawbacks. The h-based form can be 
used for both saturated and unsaturated soils. The pressure head variable is unique and 
continuous. But it ha<; been shown that the h-ba<;ed form can produce significant global ma<;s 
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balance errors unless very small time steps are used (Diersch and Perrochet, 1999). In 
addition, the h-based equation may become very difficult to solve when the soil is extremely 
dry. It is therefore best suited to soils of moderate to high saturation (Narasimhan and 
Witherspoon, 1977). Some of these difficulties are avoided when using the mixed-form 
schemes that possess much better properties with respect to accurate mass conservative 
solutions (Diersch and Perrochet, 1999). Numerical schemes based on the S-form of the 
Richards' equation are restricted to unsaturated flow conditions because the saturation 
variable is not unique for saturated regions, where the soil-water diffusivity goes to infinity 
(in Equation 4.2, there would be a division by zero when C = 0) and a pressure-saturation 
relationship no longer exists. However, such a saturation-ba~ed algorithm can result in 
significantly improved performances compared to pressure based methods, especially when 
applied to very dry heterogeneous soils (Diersch and Perrochet, 1999). 
It is the mechanism by which the change in stored fluid ma~s takes place that is the subject 
of this discussion and which will prove crucial to obtaining a transient simulation. In 
ESTEL2D, changes in stored fluid mass with time can only take place as a result of changes 
in saturation of the soil voids. The nature of the soil water retention models used means that 
a change in pressure head will only result in a change in saturation when the medium is 
unsaturated. As soon as the pressure head reaches a critical value the moisture content 
reaches saturation and. critically. no changes in water storage can occur (dOldt = 0; dOldh = 
0). As this review will demonstrate. changes in stored fluid mass can in fact occur by other 
mechanisms. in addition to changes due to saturation of the voids accounted for by the 
ESTEL2D model (and many other saturated-unsaturated flow models). 
The fundamental feature that distinguishes transient fluid flow from the steady state case is 
the phenomenon of change in stored fluid mass (Narasimhan, 1979). The principal physical 
phenomena that govern change in storage in the saturated zone. on one hand. and the 
unsaturated zone on the other. are basically different; the former is dominated by change in 
void volume. and the latter by change in saturation. In unifying saturated-unsaturated flow it 
is therefore essential to consider the mechanism of change in storage. Prior to the work of 
Narasimhan in 1979. very limited attention had been given to a careful treatment of the 
phenomenon of groundwater storage in unifying saturated-unsaturated flow. One reason for 
this may have been that soil physicists generally neglect deformation in the partially 
saturated soil while hydrogeologists and soil engineers devote their attention primarily to 
purely saturated flow. 
The ma~s of fluid stored in a finite volume of a porous medium is given by (Narasimhan. 
1979): 
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4.4 
From empirical observations it is well known that volume of voids VI' [L 'J, fluid density pw 
[M L-3J, and saturation S [dimensionlessJ are all functions of the average fluid pressure head 
h [L] over the volume element. The change in the quantity of fluid mass stored in the 
volume element, as the average pressure head changes, can be quantified by means of the 
parameter 'fluid mass capacity' defined by (Narasimhan, 1979): 
M = dM IV = S dVv + V S dp IV + V dS 
C dh P w dh v dh .Pw dh 
4.5 
This is equivalent to the specific moisture capacity function, C(h) in Equation 4, I which 
describes the change in moisture content due to a change in saturation of the soil voids, In 
Equation 4.5 the mechanism for that change has been expanded into three distinct 
phenomena causing a change in the stored fluid mass: pwS dV/dh is deformation of skeletal 
matrix, V vS dp..ldh is expansion of fluid, and V vPw dSldh is desaturation of voids. In the form 
of the Richards' equation used in ESTEL2D, the only mechanism available to account for a 
change in moisture content is desaturation of the voids. 
Incidentally, in saturated flow models only the first two terms on the right hand side of 
Equation 4.5 will be considered as desaturation of the voids is not an option available to 
create changes in fluid storage (Domenico and Schwartz, 1990). 
In shallow groundwater systems subject to small or moderate changes in h (e.g. floodplain 
areas adjacent to river channels), the expansivity of water, dp..ldh, is relatively small in 
comparison with the deformability or the desaturability of the voids and hence can be 
neglected with justification. Under this circumstance, when the volume element is fully 
saturated, the dominant mechanism controlling change in storage is dV/dh (Narasimhan, 
1979). When the volume element is partially saturated, it is customary in the soil physics 
literature to treat the soil skeleton as rigid, and since dp..ldh is neglected, the soil mechanism 
controlling change in storage is dSldh. However, making dSldh the only cause of release of 
water from storage in partially saturated soils has been known to lead to conceptual 
difficulties either when the soil is very close to full saturation, or when it is fully saturated, 
but has negative pressure head (as is the case in the capillary fringe above the water-table) 
(Narasimhan, 1979). The pressure head has to drop below the air entry value hA of the soil in 
order that desaturation can be initiated. It is obvious that in the range hA < h < 0, dSldh = 0, 
implying that if the soil is assumed to be rigid, the volume element cannot change its storage 
and hence cannot partake in transient fluid flow. 
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Thus it is clear that for a proper unification of the saturated and unsaturated zones it is 
necessary to take into account the deformation of the porous medium in the partially 
saturated zone. In the light of Equation 4.5 this amounts to the evaluation of the quantity 
dV /dh when h < O. 
It seems that there are two general approaches to taking account of the deformation of the 
porous medium. The first is synthesised from independent estimates of fluid 
compressibility, matrix compressibility, and matrix desaturability in accordance with 
existing stress levels and pore pressure at the location of interest, and may therefore change 
over time. The second is a lumped parameter (storage coefficient or specific storage) 
incorporating fluid compressibility as well as matrix porosity and compressibility. 
4.1.2 Approach based on the theory of consolidation 
The model reported in Narasimhan and Witherspoon (1977, 1978), Nara~imhan et al. (1978) 
and Narasimhan (1979) simulates saturated-unsaturated groundwater flow in which the 
deformation of the soil skeleton is handled according to Terzaghi' s (1925, cited in 
Narasimhan, 1979) one-dimensional consolidation theory. This model contains an example 
of the first type of storage parameter, which is not a constant coefficient but changes 
according to the ambient pressure and effective stress levels. The following summary of the 
theory of consolidation is taken from Narasimhan (1979). 
A porous medium deforms in response to changes in its skeletal stresses. Therefore the role 
of h in causing the change in void volume of an element depends on how change in h causes 
the skeletal stresses to change. 
In general, change in volume occurs due to three-dimensional changes in skeletal stresses. 
However, if the stresses acting on the boundary of the region of fluid flow remain constant, 
then one could make certain simplifying assumptions with regard to the relationship between 
h and skeletal stresses, and conveniently avoid the effort needed for solving the three-
dimensional stress-strain equation. Terzaghi (1925) proposed the one-dimensional theory of 
soil consolidation, and introduced the concept of effective stress, which denotes the stresses 
effectively acting on the soil skeleton: 
(J'= (J- Y",h 4.6 
where (J' and (J denote effective stress and total vertical stress 1M LI r21, respectively, and 
y", is the specific weight of water 1M L2 r2]. Assuming that a, the total stress, remains 
constant with time, then any change, t'lh, in pressure head is fully converted to an equivalent 
effective stress. 
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Although Terzaghi's concept has proved to be valid in a multitude of field studies related to 
saturated soils, soil engineers have found that Equation 4.6 does not strictly hold for partially 
saturated soils. Experience shows that in such soils, only part of the pressure head is 
convertible to effective stress. To take this into account, Bishop (1960, cited in Narasimhan 
and Kanehiro, 1980) proposed a modification to Equation 4.6 by introducing a parameter X: 
a'= a - Zy wh 4.7 
where 0 :<::: X:<::: I. The rea<;on why h is not fully convertible to mechanical stresses in a 
partially saturated soil is because as saturation decreases, the surface area of the soil grains, 
over which the fluid exerts its pressure, also decreases. Hence X is a function of saturation. 
The XeS) function will vary from soil to soil, depending on the pore size distribution. 
The change in stored fluid mass in Equation 4.5 can be written: 
4.8 
Using Equation 4.7 and assuming a constant total stress in the soil: 
da' __ d(zh) __ ( +hdZ) 
dh - Y W dh - Y w Z dh 
4.9 
the following definition for the deformation of the skeletal matrix may then be obtained: 
S dVv _ _ S * dV. 
Pw dh - Pw YwZ da' 
4./0 
where X* is equivalent to the expression on the right hand side of Equation 4.9. To evaluate 
change in fluid mass in the volume element due to deformation it is therefore necessary to 
know the relationship between the change in void volume and the change in effective stress 
for the material composing the volume element. In the soil mechanics literature, 
experimental data on soil deformation are usually presented in the form of a plot of void 
ratio, e, as a function of effective stress, a'. Equivalently, since e is uniquely related to 
porosity, n, the same data could be presented in the form of a plot with II a~ a function of a'. 
Either the e versus a' or the n versus a' relationship can be used to evaluate dV/da'. 
If the volume element is defined to have a fixed volume of solids, V" and the solid grains are 
a<;sumed to be incompressible, then: 
_ dV,. = -V deV,. IV,) = -V de = V a 
da' ," da' ,I da' ,f" 
4.11 
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where a. is called the coefficient of compressibility [L T2 M- I ). If the volume element is 
defined to always have a constant bulk volume, V [L3], then: 
dV. dn 
--=-V-=Vm du' du' • 
4.12 
where mv is the coefficient of volumetric compressibility [L T2 M I ). In view of Equations 
4.10,4.11, and 4.12, the fluid mass capacity of the volume element Equation 4.5 may now be 
written as: 
4.13 
for a volume element with constant V,; or 
4.14 
for a volume element with constant bulk volume, V. 
4.1.3 lumped parameter approach 
The saturated-unsaturated models of Cooley (1971), Freeze (1971), Neuman (1973). and 
Vauclin et al. (1975) include flow in both the saturated and the unsaturated domains. but 
these researchers do not treat in detail the fundamental stress-strain relationships of the 
porous medium in response to changes in pore water pressure. Nor do they consider the 
variation in the permeability of the porous medium in response to changes in effective stress. 
They incorporate examples of the second approach to taking account of the deformation of 
the porous medium. Considering Equation 4.5, a single lumped storage parameter, which 
does not explicitly account for deformation of the soil matrix, provides a way of 
incorporating changes in stored fluid mass due to the deformation of the skeletal matrix and 
the expansivity of water. Neuman (1973) used this approach to incorporating storage in a 
saturated-unsaturated model. The Richards' equation then becomes: 
as ah V.K(h)V(h + z) = n-+ S.S,-
- - at -at 
4./5 
where Kis the hydraulic conductivity tensor [L Til, S is the saturation [dimensionless), his 
the pressure head IL) and n is the porosity [dimensionless). The spccific storage, S, ILl). is 
defined as a coefficient: 
4./6 
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where Pw is the density of water [M L-3], g is the acceleration due to gravity [L T2[, fJ is the 
compressibility of water [L T2 M- I] and a is the compressibility of the formation [L T2 M-II. 
This is a lumped parameter incorporating fluid compressibility as well a~ matrix porosity and 
compressibility. In the examples given in Neuman (1973), the value of S, is set to zero, from 
which it can be deduced that in order to obtain a transient model simulation, the soil water 
conditions in this case must have been unsaturated. 
Diersch and Perrochet (1999) suggest a slightly different form for the storage parameter 
known as specific pressure storativity [L T2 M- I I: 
SOP = nfJ + (l-n)a 4.17 
where fJ is water compressibility [L T2 MI], a is soil compressibility [L r Ml I, and n is the 
porosity. 
The specific pressure storativity Sop [L T2 M- I] is the volume of water released from saturated 
pore storage due to a unit drop in fluid pressure per total solid matrix plus pore volume. 
Note that specific storage, Ss [L- I] (which when multiplied by confined aquifer thickness 
gives the storage coefficient [Ll), is related to Sop as Ss = Pw-g.S"p, where g is gravitational 
acceleration [L T 2]. Specific storage, S" expresses the volume of water relea<;ed from pore 
storage due to a unit drop in piezometric head. 
Since matrix compressibility is often a function of the effective stress in shallow clays and 
fine-grained sediments, the storage coefficient as it is defined and used in hydrogeology 
should be applied only to relatively rigid sediments that are subject to small variations in 
pore pressure over which the specific storage is reasonably constant. Because many aquifers 
satisfy these conditions, the use of a constant storage coefficient to characterise them is valid 
and useful. The specific storage has the advantage of being directly determinable from 
various types of well test data (Narasimhan and Kanehiro, 1980). 
4.1.4 Approaches to the storage parameter in commercially available 
saturated-unsaturated models 
The models that have been investigated in this section are all saturated-unsaturated flow 
models. The aim of this investigation wa<; to determine whether these models incorporate a 
storage parameter of some kind, and if so, how it ha<; been defined and implemented, using 
examples from the literature where they are available. The models are 3DFEMW ATER 
(Yeh and Ward, 1980) and SUTRA (Voss, 1984). 
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4.1.4.1 3DFEMWATER 
The user manual of 3DFEMWATER (Yeh and Ward, 1980) states that "due to the relatively 
small influence of compressibility on water capacity in the unsaturated zone (with respect to 
the drainage potential), soil and water compressibility have been ignored in the storage 
term." This has been interpreted as applying to the unsaturated zone only, as later the 
manual refers specifically to the saturated component of flow. The equation governing 
saturated flow represents a limiting case of the Richards' equation where the relative 
hydraulic conductivity is a constant equal to 1.0 and the water capacity (change in storage) is 
a constant equal to the specific yield for an unconfined aquifer. or specific storage for a 
confined aquifer i.e. not equal to zero. This is a simple coefficient of the second type of 
storage parameter discussed in this report (Section 4.1.3). 
4.1.4.2 SUTRA 
Although SUTRA is a saturated-unsaturated flow model, its numerical algorithms are not 
specialised for the non-linearities of unsaturated flow and it is therefore not an economical 
tool for extensive unsaturated flow modelling (Voss, 1984). However, the model does deal 
explicitly with the saturated component of flow, including the changes in storage due to soil 
and water compressibility that are necessary to simulate transient flow. 
The fluid mass balance is a calculation of how the amount of fluid mass contained within the 
void spaces of the solid matrix changes with time. In a particular volume of solid matrix and 
void space, the total fluid mass may change with time due to ambient groundwater inflows or 
outflows, injection or withdrawal wells, changes in fluid density caused by changing 
temperature or concentration, or changes in saturation (which may arise due to changes in 
the soil skeleton). In SUTRA, the fluid mass balance is expressed as: 
4.18 
where p is the pressure, and U represents solute concentration or temperature. In ESTEL2D. 
the last term on the right-hand side of Equation 4.18 is not included as density dependent 
flow is not considered. Sop is the specific pressure storativity, expressed using the same 
equation as that used by Diersch and Perrochet (1999) (Equation 4.17). 
The user has to specify such parameters as water compressibility fJ and soil compressibility 
a., porosity n, and hydraulic conductivity K. The specific pressure storativity Sop is calculated 
by the model using Equation 4.17. An example of SUTRA use, and the kind of values of Sop 
that may be encountered, is provided by Jolly et al. (1998). They used values of the 
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parameters a and fJ of 3 xlO·8 Pa" and 4.5 x 10·'0 Pa" respectively. Then for two soils of 
different porosity, the value of Sop was calculated as shown in Table 4.1. 
Table 4.1 Examples of specific pressure storativity and specific storage calculations and 
values. 
Soil Porosity,n Specific pressure storativity, SOP (pa· t) Specific storage, S, (m") 
type 
= (l-n)a+np =PwIISOD '" 
0.3 = (0.7 x 3 x 10.8) + (0.3 x 45 x 10" 1) = 1000 x 9.80665 x 2. I X 10.8 
= 2.1 X 10.8 = 2.06 X 10-4 
2 0.6 = (0.4 x 3 x 10.8) + (0.6 x 45 x 10.11) = 1000 x 9.80665 x 1.2 x 10 8 
= 1.2 X 10-8 = I. I 8 x 10-4 
* Pw is the density of water (l000 kg m·3) and g is the acceleration due to gravity (9.80665 m S·2). 
This review has demonstrated that groundwater storage has an important role to play in 
unifying saturated-unsaturated flow. Storage properties can be incorporated into a saturated-
unsaturated model in the form of a storage parameter, which may be a simple lumped 
coefficient (specific storage or specific pressure storativity), or a more complex parameter 
that takes into account the influence of effective stress on the soil matrix and the fluid. 
Either way, the storage parameter reflects the idea that under both saturated and unsaturated 
conditions, small changes in water storage are possible due to the compressibility of the soil 
matrix and the fluid. 
4.1.5 Incorporating a storage parameter in ESTEL2D 
Currently, the soil water retention models used in ESTEL2D only permit changes in water 
content as a result of changes in saturation, dS/dh. No changes in moisture content due to 
other forms of storage (expansion of the fluid dp./dh or compression of the soil matrix 
dV/dh) are considered. Initially, the storage properties which result from soil and fluid 
compressibility, and which need to be included to create the transient simulation under fully 
saturated conditions, will be incorporated in the capacity calculation of ESTEL2D in the 
form of a simple lumped coefficient (i.e. the second type of storage specification). It is not 
justifiable to incorporate the more complicated approach (based on the theory of 
consolidation), as the amount of information that would be needed to parameterise the 
storage would be well beyond the level of information that is currently available to the model 
user. 
Given the values of soil and fluid compressibility from the literature, a simple storage 
coefficient will be defined according to Equation 4.16. In practice it may be necessary to 
calibrate this parameter, but this review has at least established its physical basis. As the 
79 
Further Model Developments 
storage parameter is essentially designed to permit changes in capacity d()ldh under 
conditions of positive soil water pressure, it will be incorporated into the model code a~ a 
small value added to the specific moisture capacity as already calculated by the model. For 
the model user, this will involve the specification of a value of specific storage in the soil 
database. 
This storage parameter will be enough to permit a transient simulation by ensuring that 
changes in storage will always be possible, even under fully saturated conditions. It will 
have a negligible effect on capacity when the soil is unsaturated; its effects will only be 
noticeable when the soil reaches full saturation. The effect of this model parameter will be 
explored during the model assessment process in Chapter 5. 
4.2 Accounting for a seepage boundary condition 
A complication in modelling unconfined groundwater flow is the need to simulate seepage 
flow when the water-table intersects the land surface (Romano et al., 1999). Even when 
groundwater seepage is not apparent in the field, the existence of a seepage face is necessary 
to provide a physical transition between a phreatic surface and an equipotential boundary 
when the water-table approaches a surface water body. Incorporating a seepage boundary 
condition in a subsurface hydrological model is an interesting problem because the boundary 
condition along a slope containing a seepage face is a function of the dependent variable h 
and cannot be known a priori (Rulon et al., 1985). This will therefore involve some kind of 
iterative procedure that moves the position of the seepage face until a convergence criterion 
is satisfied. 
4.2.1 Approaches to modelling a seepage face 
A seepage-face is an external boundary of the saturated zone where flux is directed outward 
and there is atmospheric pressure along that boundary (Ataie-Ashtiani et al., 1999). During 
the iterative solution, atmospheric pressure is maintained for all nodes along the seepage face 
and they are treated as Dirichlet nodes with the prescribed pressure head II = O. All nodes 
above the seepage face are specified as no-flux nodes, and are maintained with negative 
pressures. An iterative technique for locating the seepage face initialIy proposed by Rubin 
(1968) and Neuman (1973) has since been used and developed by Cooley (1983), Rulon et 
al. (1985) and Ataie-Ashtiani et al. (1999). This iterative technique is outlined below: 
The position of the seepage faee is initially guessed. Then, for the first iteration, the value of h 
is set equal to zero along the seepage face and this segment of the slope is treated as a 
prescribed h boundary. Then, the nodal nux per unit area Q is set equal to zero along the 
unsaturated portion of the slope and this segment is treated as a prescribed flux boundary. The 
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flow equation is then solved with the expectation that (I) the newly calculated values of Q will 
indicate that flow is directed out of the slope only along the prescribed h segment and (2) the 
newly calculated values of h will be negative only where Q was previously set equal to zero. If 
these expectations are not met. the boundary conditions at the errant nodes are redefined to 
agree with the new solution. This procedure is repeated until the solution converges. 
(Rulon et al .• 1985) 
In order for the solution to converge. the modification of the boundary condition should 
proceed sequentially from node to node. beginning at the saturated end of the seepage face 
(i.e. the lowest point of the seepage face). 
Rulon et al. (1985) approached the seepage face problem by defining a seepage face 
boundary on a slope (DE). and an infiltration boundary (CD) (Figure 4.1). The infiltration 
boundary and the seepage face boundary may contain both prescribed flux and prescribed h 
segments. Where the water-table intersects the infiltration boundary (CD). h is set to zero. 
The remainder of the boundary is unsaturated so that the flux is prescribed equal to the 
rainfall rate. Similarly. those portions of the seepage face boundary (DE) that contain a 
seepage face will have h set equal to zero; those portions that remain unsaturated will have 







A L.-__________ --' B 
Figure 4.1 Implementation of a seepage face boundary condition (after Rulon et al., 19H5). 
Rulon et al. (1985) implemented a modification of the Neuman scheme to allow for the 
development of more than one seepage face. However. their implementation wa~ still 
restricted in several ways. First. a major problem with this approach is that the boundary is 
divided into a section where a seepage face may develop (DE). and a separate section where 
infiltration is permitted (CD). Therefore. a node that is located on the seepage face boundary 
cannot be part of the infiltration boundary. Rainfall must be restricted to the flat. upland 
81 
Further Model Developments 
surface and infiltration cannot be modelled along the slope. Secondly, the model does not 
take into account the interactions between the subsurface flow system and changes in the 
stream level; in effect, the location of the lowest point in the seepage face boundary is fixed. 
Thirdly, although this implementation allows the development of multiple seepage faces on 
one slope, it does not allow the development of seepage faces on more than one slope. This 
restricts the geometry of the hydrological systems that can be modelled. In addition, there is 
no mechanism to route water discharging across the seepage face. The model a~sumes that 
overland flow or evapotranspiration immediately removes water leaving the seepage face. 
The two-dimensional, saturated, steady-state groundwater flow model FLONET, provides an 
example where the potential seepage face boundary also permits infiltration at nodes where 
the pressure head is negative. The seepage face boundary is effectively defined a~ the whole 
of the top boundary CE in Figure 4.1. The seepage face is treated as a system-dependent 
prescribed head boundary where the hydraulic head equals the elevation (and therefore the 
pressure head, h = 0). The remaining nodes along the boundary that can potentially become 
seepage nodes continue to accept recharge and are part of the prescribed flux boundary. The 
lengths of these two boundary segments are continually adjusted during the iterative process 
until flow is inward (into the domain) in areas where the water-table lies below ground 
surface and the pressure head is zero where seepage (outflow) occurs (Romano et al., 1999). 
4.2.2 Incorporating seepage in ESTEL2D 
The seepage face boundary condition has been implemented in ESTEL2D by J. -Po Renaud. 
The iterative scheme has been ba<;ed on the example of Rulon et al. (1985), with several 
modifications. First, the restriction placed on the boundary conditions whereby a node that 
is located on the seepage face boundary cannot be part of the infiltration boundary, has been 
lifted. This effectively means that the whole of the top boundary (CE in Figure 4.1) is a 
system-dependent boundary condition. Nodes that are part of the seepage face are still 
specified a<; h = 0, but unsaturated nodes above the seepage face may be specified with a 
positive flux value. 
Secondly, the potential for multiple seepage face development is retained but extended to 
include multiple seepage development on two slopes. This extends the range of hillslope-
channel geometries that can be modelled to include, for example, seepage face development 
on slopes on both sides of a stream channel (Figure 4.2). The user specifies the potential 
seepage faces by stating the top and bottom node for seepage face one (e.g. A and B in 
Figure 4.2), and the top and bottom node for seepage face two (e.g. C and B in Figure 4.2). 
Multiple seepage faces may still develop along each of these designated boundaries. The 
82 
Further Model Developments 
iterative procedure then works by moving one node on seepage face one, followed by one 
node on seepage face two. 
Thirdly, the new seepage face scheme can simulate a dynamic interaction between the 
seepage face and the river channel as river stage changes over the course of a simulation. 
This is carried out by checking for the location of specified head nodes at the bottom of the 
seepage face, which denote the river stage. For the example in Figure 4.2, the code would 
begin checking for river stage nodes at point B, working sequentially up the boundary 
towards the top (A) until reaching the first node which is not specified head (BI)' This node 
will be temporarily labelled as the new bottom node for this seepage face boundary, and if 






Figure 4.2 Implementation of double seepage/ace boundary in ESTEL2D. 
A 
A further modification was made to the iterative scheme in order to reduce the computation 
time for the simulation. For each new time step, the position of the seepage face at the 
previous time step is retained and used as the initial condition for the new time step. This 
reduces the number of iterations of the seepage face scheme needed to achieve convergence. 
4.3 Assumptions and utility of the final model 
The model now has all the essential features that were deemed necessary to model the 
floodplain hydrological and chemical transport environment outlined in Section 3.1. At this 
stage it is worth summarising the assumptions on which the model is ba.,ed that must be 
taken into consideration when using this model for any particular application. The major 
capabilities of the newly developed model will also be highlighted. 
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4.3.1 Major assumptions 
(i) Water movement is described by Darcy's law and the Richards' equation, flow is 
laminar and isothermal, chemical gradients are neglected, and the air pha~e is 
continuous. 
(ii) There is no hysteresis in the soil water functions. 
(iii) Flow is only within the soil matrix; flow through macropores is not explicitly 
modelled. 
(iv) Water is the only flowing fluid phase (i.e. the air pha~e is a<;sumed to be inactive). 
The soil matrix is considered slightly compressible. 
(v) Gradients of fluid density, viscosity and temperature do not affect the velocity 
distribution, and fluid properties are independent of concentrations of solutes. 
(vi) Injected solutes are miscible with flowing fluid and Fick's law governs dispersive 
transport in the porous medium. 
(vii) The hydrodynamic dispersion coefficient is defined as the sum of the coefficients of 
mechanical dispersion and molecular diffusion. The medium dispersivity is assumed 
to correspond to that of an isotropic medium, where al. and aT are the longitudinal 
and transverse dispersivities, respectively. 
(viii) Water and solute flow can be described by a two-dimensional representation. 
4.3.2 Major capabilities 
(i) The model can represent a range of boundary conditions, including a seepage face. 
(ii) It incorporates a unifying treatment of the saturated and unsaturated zones in the 
form of a specific storage parameter. 
(iii) The finite-element formulation is capable of simulating highly spatially and 
temporally variable boundary conditions, and complex topography. 
(iv) The model can represent a distribution of spatially variable soil types. Anisotropy 
can be easily incorporated within the hydraulic conductivity term. 
(v) The user can incorporate any chemical transformation equations needed in a separate 
user defined input file. 
4.4 Chapter summary 
This chapter ha<; discussed important developments that are needed in the combined 
ESTEL2D-SUBIEF2D model in order to simulate particular aspects of floodplain 
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hydrological processes. Previous approaches to these developments have been reviewed, 
and suitable methods for implementing these developments have been applied to the 
ESTEL2D model. Thus, at this stage, the complete model platform hao; been obtained, 
fulfilling stage two of the research methodology outlined in Section 2.2.2, namely to develop 
a hydrological and chemical transport model for application to the floodplain environment at 
a high spatial and temporal resolution. The model now contains all the elements that were 
deemed necessary in the conceptual model of floodplain hydrological and chemical transport 
processes described at the start of Chapter 3. The following chapter will be concerned with 
the stages three and four of the research methodology, which involve investigating the 
sensitivity of the model to structural, soil hydraulic and chemical transport parameters, and 
validating the hydrological dynamics of the model using data from dedicated floodplain 
monitoring programmes. 
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Chapter 4 was concerned with the further developments to the numerical model that is to be 
used to explore hydrological and chemical transport processes operating in the floodplain 
environment. At this stage, therefore, all the parts of the code needed to implement the 
conceptualisation of the floodplain system have been developed. Initial model runs and 
comparisons with an analytical solution in Chapter 3 indicate that the computer code 
provides an accurate solution to the governing partial differential equations for a particular 
boundary value problem. However, a much more comprehensive programme of model 
testing must be undertaken in order to explore model sensitivity. calibration and validation 
issues. An improved understanding of the way the model reacts to changes in model 
parameters and boundary conditions will permit increased confidence in the model results. 
and confidence in the intended use of the model for scenario testing. 
Chapter 5 will begin by exploring the issues surrounding the testing of physically-ba~ed 
models, followed by the statement of a model testing strategy suitable for this study. The 
field site requirements for model assessment will be outlined. along with the tinal field site 
selection. The results of the model tests will then be presented. 
5.1 Context of model assessment 
A model is a simplification of reality. All natural environmental systems are far too complex 
to describe in totality. In fact. if the natural environment could be described totally, this 
would obviate the need for a model at all. This simplification is a strength because it permits 
the modeller to reduce the system to its most essential features, including only the behaviour 
of the real system which is relevant for the application in mind (Howes and Anderson, 1988). 
However, this same facet can be seen a~ a weakness, a~ it introduces the possibility that the 
model does not include the correct process representation. which may undermine confidence 
in the model results. Of course, the doubt over whether the correct processes are 
implemented is an inevitable consequence of the fact that we do not have perfect knowledge 
of the system. Unless we are just to dismiss the recognised benefits of modelling in terms of 
helping to organise our thinking, and their use for investigating and interpreting the detailed 
causal mechanisms of various processes, the way to approach this problem is to try to 
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increase confidence in the model's ability to represent the natural system. This can be 
achieved through a careful application of a well devised model testing strategy. 
Evaluation is a methodology for establishing the suitability and relevance of a computer 
simulation model for a particular application and for assessing the level of confidence 
associated with the information derived from the model. 
(Howes and Anderson, 191Hl) 
All scientific knowledge is provisional (Oreskes and Belitz, 2(01). However, there are 
particular aspects of numerical simulation models that exacerbate the problem of uncertainty 
to a degree that may be substantially greater than in some other forms of scientific 
endeavour. These features are non-uniqueness (more than one model configuration may 
produce the same output), the problem of temporal and spatial divergence (although the 
model may accurately reproduce available observation data, there is no guarantee that it will 
perform at an equal level when applied over a different spatial or temporal scale), and the 
subjectivity of model assessment (the subjectivity of our judgements of what constitutes a 
good fit). This highlights the importance of model assessment. 
The literature of model a~sessment is littered with inconsistencies over the usage of terms, so 
at this point, a consideration of terminology and semantics is essential (Roache, 1998). A 
particularly strong view, that models cannot be verified or validated, has developed from 
considerations of the philosophy of science (Konikow and Bredehoeft, 1992; Oreskes et al., 
1994). These authors argue that the word 'verify' means an a<;sertion or establishment of 
truth, and it is impossible to demonstrate the truth of any proposition, except in a closed 
system. 
Verification and validation of numerical models of natural systems is impossible. This is 
because natural systems are never closed and because model results are always non-unique. 
Models can be confirmed by the demonstration of agreement between observation and 
prediction, but confirmation is inherently partial.. .models are representations, useful for 
guiding further study but not susceptible to proof. 
(Oreskes el al., 1994) 
The term validation denotes the establishment of legitimacy (Oreskes et al., 1994). Konikow 
and Bredehoeft (1992) pointed out that the term is used misleadingly to suggest that the 
model is an accurate representation of physical reality. However, under the strict conditions 
outlined above, it has been established that this is not even a theoretical possibility. 
Konikow and Bredehoeft (1992) therefore stated that the process of comparing model results 
to observations might be more accurately termed 'history matching'. 
87 
Model Assessment 
A model is "both an embodiment of a hypothesis and the numerical experiment to facilitate 
hypothesis testing" (Bates and Anderson, 2(01). Numerical models are basically a form of 
scientific hypothesis. A model cannot be proved true, in the same way that scientific 
hypotheses can never logically be verified (Oreskes et al., 1994). Even falsification may be 
practically impossible. 
The level of complexity in models of environmental systems is such that falsification is: (i) 
dependent upon what criteria we set as necessary for falsification; (ii) inevitable, given the 
complexity of the real world that is being modelled; and (iii) of no real usc unless it can 
inform the modeller of exactly why the model is failing. 
(Lane and Richards. 20(1) 
The very fact that models apply simplifying assumptions means that there will almost always 
be some evidence with which they are not consistent (Morton and Suarez, 2(01). 
These arguments and conundrums have led some authors to the conclusion that the terms 
verification and validation, with their connotations of truth, are inappropriate, and an 
alternative language of 'confirmation' ha<; been developed to account for this difficulty. In 
the context of model testing, laboratory tests and field data are forms of confirmation. A 
theory or law (or model representing the theory or law) can be 'confirmed' by these 
observations, and the greater the number and diversity of confirming observations, the more 
probable it is that the conceptualisation embodied in the model is not flawed. But 
confirming observations can never demonstrate that the theory is true, they only support its 
probability. No matter how much data we have, there will always be the possibility that 
more than one theory can explain the available observations. 
An alternative viewpoint in this debate is that the terms verification and validation have 
acquired special disciplinary meaning (Rykiel, 1994; Roache. 1998). Roache (1998) 
criticised Oreskes et al. (1994) for trying to define verification and validation according to 
common use (i.e. a dictionary definition). He argued that the technical meaning of terms are 
defined independent of common use, and in a specific technical context. Within this 
framework, he makes clear the essential distinction between verification and validation. 
Verification is 'solving the equations right' and validation is 'solving the right equations'. 
Verification is seen to be essentially an activity in mathematics, and validation is essentially 
an activity in science. An additional argument is that these terms will continue to be used. so 
it is perhaps better to state clearly what is meant by these terms than to adopt an entirely new 
terminology, which may also encounter problems with ambiguous definitions. Rykiel (1994) 




(i) make clear that verification and validation are used in a technical sense; 
(ii) if necessary, don't use terms if they are likely to be misunderstood and create a false 
sense of truth rather than consensus; 
(iii) take care to specify the context of the model; 
(iv) use model acceptability and performance indices rather than simple declarations of 
validation to describe the results of model testing. 
In fact, the two schools of thought are not a<; far apart a<; they at first seem; both are 
advocating a more probabilistic based approach to model a<;sessment (in the sense that 'truth' 
cannot be obtained, so 'confirmation' of a theory is a more realistic goal). From the more 
formalised standpoint of philosophy of science (e.g. Oreskes et al., 1994) the strict 
definitions of validation and verification are seen to be inappropriate, so a new language is 
proposed in order to adopt the more probabilistic framework. From the more applied 
perspective (e.g. Roache, 1998), the definitions of verification and validation are seen to 
have acquired special meanings that already incorporate these probability connotations, 
through the use of clarifying phrases within the definitions. This debate will hopefully 
clarify the usefulness of models as it will provide a clearer appreciation of the utility and 
limitations of models among both model users and those who make use of model results. 
The importance of communicating the meaning of terms used in model assessment to reduce 
confusion is a clear message from this discussion. 
Model evaluation procedures should be carefully considered. As physically-based models 
are complex, there is not the time or the facilities to examine every mode of behaviour under 
all possible combinations of conditions. The assessment of a model must necessarily be 
made from a limited number of experimental frames (Sargent, 1982), and the selection of 
these experimental frames will influence the utility of the conclusions that can be drawn 
regarding the model operation. As model confirmation is a matter of degree, the more 
diverse and wide ranging strategies employed to assess model performance, the better the 
position attained from which to support the probability that the model is not flawed. Lane 
and Richards (200 I) argue that some of these assessment strategies may seem less rigorous, 
but only because more formal procedures are precluded by the complex nature of these 
models. The potential sources of model error are wide ranging (Morel-Seytoux, 2001): 
conceptual errors in the description of the system to be modelled; errors in the model 
equations; parameter estimation errors; input and data errors; and numerical solution errors. 
A wide range of assessment techniques will be needed to explore all these potential sources 
of error, including, but not limited to, comparing predicted and observed results. 
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The overall process undertaken in this chapter is termed a model assessment procedure (Lane 
and Richards, 2(01). Some authors use validation to refer to the whole model a<.;sessment 
process; this use is avoided here. The terms verification and validation will be used, with the 
recognition that they must be defined with appropriate precision. A model testing strategy 
may involve the following five stages: verification, optimisation, sensitivity and/or 
uncertainty analysis, calibration, and validation, each of which will be outlined in this 
section. 
5.1.1 Verification 
The comparison of numerical code results with analytical solutions is a critical step in code 
development as the failure of a numerical code to reproduce an analytical solution indicates 
some problem with the program. It involves ensuring that the computer carries out 
procedures as the programmer intended, and that the program is consistent with the 
functionality of the mathematical model (Howes and Anderson, 1988; Refsgaard and 
Knudsen. 1996). This stage basically assesses the ability of a generic model to give an 
accurate solution to the governing equations. However. even if a numerical solution matches 
an analytical solution, this says nothing about the correspondence of either one to reality 
(Oreskes et al., 1994). In addition. analytical solutions only provide a test for those cases 
defined by the assumptions made to allow analytical solutions to be reached. Oreskes et al. 
(1994) therefore suggested that the practice of comparing numerical and analytical solutions 
is best referred to as bench-marking. However, in a technical context bench-marking is often 
used with the more specific meaning of code-to-code comparison (Roache, 1998). 
5.1.2 Optimisation 
Model optimisation involves checking the sensitivity of the model results to model structural 
parameters, and then adjusting these parameters in such a way a<.; to minimise the 
computation time needed for a simulation, without compromising the accuracy and stability 
of the model results. Typically this involves an investigation of the effect of model element 
size. time step. and numerical solver on the model output, with the investigator making a 
decision about which aspects of the model output to compare. An example of this approach 
is the work of Rogers et al. (1985) who illustrated the effect of changing grid spacing and 
time steps on peak flow predictions of the Institute of Hydrology Distributed Model (lHDM) 
of watershed hydrological processes. 
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5.1.3 Sensitivity analysis and uncertainty analysis 
5.1.3.1 The concept 
For a physically based computer simulation model. sensitivity and uncertainty analyses 
provide excellent quantitative methods of analysing a simulation model (Howes and 
Anderson, 1988). Sensitivity analysis is used to analyse the internal mathematical response 
of a model by determining how small changes in input parameters are translated into 
variations in model outputs, and does not require comparison to a data set. A sensitivity 
analysis can be used to (from Howes and Anderson. 1988): 
(i) demonstrate that in response to representative variation of model input and 
parameter values, theoretically realistic model behaviour is experienced. For 
example, an increase in hydraulic conductivity, with all other parameters held 
constant, should theoretically increase the flux of water through the system. This 
theoretical expectation should be reflected in the model behaviour. 
(ii) illustrate the model to be sufficiently sensitive to represent actual variation in the 
prototype system. 
(iii) identify those model parameters or inputs to which the model is most sensitive. The 
implication of this is that parameters to which the simulations are most sensitive 
need to be evaluated with relatively high accuracy. Therefore, the greatest effort can 
be directed towards the determination of suitable values for these parameters 
(Anderson and Rogers, 1987). Other parameters can potentially be evaluated using 
data available in the literature (Bathurst, 1986). 
Uncertainty analysis attempts to determine the probabilistic uncertainty a'isociated with a 
given model output. Sensitivity analysis and uncertainty analysis are therefore conceptually 
similar, and they both allow the modeller to explore the effects of uncertainty from the 
following sources: 
(i) uncertainty in the conceptual model, reflected in the inability of the simulation 
model to represent the system's physical behaviour; 
(ii) uncertainties resulting from an inability to quantify accurately the model input 
parameters (including boundary conditions), a failure to capture natural parameter 
variability due to unsampled temporal and areal variations. and the discrepancy 
between point measurements and the spatially distributed model (Melching. 1994). 
In the majority of cases, sufficient parameter measurements may not be available due to the 
high cost of in situ acquisition. Where they are available they may be imprecise due to 
mea<;urement errors and there may be uncertainties associated with their spatial and temporal 
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variations (Bronstert. 1999; Freissinet et al .• 1999). This will produce a corresponding level 
of uncertainty in the simulations. Several researchers have therefore advocated the 
importance of viewing the parameters as defined by some (unknown) statistical distribution 
rather than as fixed values truly characteristic of an area (Abbott et at., 1986b; Binley and 
Beven. 1989; Konikow and Patten. 1985; Gold and Kellogg. 1997). 
Parameterising soil hydraulic properties is one of the most challenging aspects of subsurface 
hydrological modelling. A range of field. laboratory and statistical techniques are available 
to estimate soil hydraulic properties such as hydraulic conductivity and the soil moisture 
retention curve. In many cases obtaining field data, or even laboratory data. about these 
parameters can be prohibitively expensive. time consuming and laborious. It can be difficult 
to ensure spatially and temporally representative sampling in a way that is commensurate 
with the distributed nature of the model. as measurements are often only made at the point 
scale . 
.. . measured parameter values do not integrate the response of the "elemental" area, and there 
is an inconsistency in scale between that used in measurement of field variables and the way 
in which they are applied in models. 
Grayson el al., 1992 
Approaches to field measurement are therefore being sought which provide distributed 
estimates of soil parameters. of which ground penetrating radar technology is one example. 
This can provide high resolution information on the nature and distribution of sediments 
within the shallow subsurface of soils (Huggenberger el al .• 1998; Steenhuis el al .• 1998; 
Davis el al., 1999). However. the application of these methods is currently at an early stage 
and the full scope of their use and limitations is yet to be established. 
5.1.3.2 The methodology 
Sensitivity analysis 
Sensitivity analysis at a basic level involves modifying each input parameter within a defined 
range of values. solving the governing equations. and observing the impact of the 
perturbation on the resulting solution (Freissinet et aI., 1999). known as the factor 
perturbation approach. In conducting a sensitivity analysis, the modeller has two basic 
decisions to make: which parameters to vary and which output variables to inspect (Bates el 
al .• 1997). 
In terms of model input. perturbation factors can be chosen by the modeller (deterministic) 
or from a probability distribution (stocha<;tic). The deterministic approach may take the form 
of a so called relative sensitivity coefficient. which looks at the change in some model 
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performance measure per unit fractional change (in percentage terms), of a parameter (Miller 
et al., 1976). 
A simple sensitivity analysis, performed to highlight the effects of varying any single 
parameter on model outcome, does not generate a sense of the interaction of the input 
parameters on the expected outcomes (Addiscott and Wagenet, 1985), and may not capture 
all aspects of model behaviour (Anderson and Rogers, 1987). Ideally, therefore, more 
parameters should be varied simultaneously to create a more comprehensive picture of 
model behaviour. The effect of changing two parameters simultaneously can be shown by 
producing a response surface showing some expression of output difference a<; a function of 
the values of the two parameters (Harlin and Kung, 1992). If more than two parameters are 
varied at a time the output information becomes much more difficult to present and interpret. 
An example of the complexity of model sensitivity to a given parameter is shown in the 
research of Bathurst (1986). This study of the sensitivity of the SHE model of catchment 
hydrological processes revealed that the model output wa<; more sensitive to saturated 
moisture content values than the saturated vertical conductivity. However, the innuence of 
these parameters also depended on how much of the catchment was saturated, and the 
relative importance of the sensitivity of each of these parameters therefore varied between 
hydrological events. 
Uncertainty analysis 
The most commonly used uncertainty analysis methodologies can be c1a<;sified a<; 'statistical 
sampling' methods (Fressinet et al., 1999). They require the definition of some stocha<;tic 
strategy to sample the parameter space (the vector space spanned by all possible 
combinations of parameter values, Hornberger and Spear, 1981) and generate a set of 
simulations. The schemes used include: 
(i) Monte Carlo methods (e.g. Kuczera and Parent, 1998), which involve making 
repeated simulations using randomly generated parameter combinations. 
(ii) Latin Hypercube Simulation, a stratified sampling approach which ha<; been shown 
to converge more quickly than the random sampling employed in Monte Carlo 
simulations (Melching, 1994), but the accuracy of which is still a function of the 
number of samples. 
(iii) Rosenblueth's Point Estimation Method, involving 2" simulations, where n is the 
number of parameters. Thus, while this method is quite efficient for problems with a 
small number of uncertain basic variables, the computational requirements can be 
similar to Monte Carlo simulations when n reaches 10 to 15. 
93 
Model Assessment 
In the Monte Carlo method selected input variables are represented by a probability 
distribution function (PDF) rather than by a single value. A series of simulations is then 
executed. In each simulation the input is obtained from a random selection of values based 
on the PDF of each variable, and the mean, standard deviation and other statistical properties 
of the predicted outputs are obtained (Gold and Kellogg, 1997). The Generalised Likelihood 
Uncertainty Estimation (GLUE) framework of Beven and Binley (1992) and the Metropolis 
algorithm (Kuczera and Parent, 1998) are both based on the Monte Carlo approach. The 
GLUE procedure is based on the premise that a range of different sets of model parameter 
values may be equally likely as simulators of a catchment (Beven and Binley, 1992). Since 
its inception, this methodology has been used by a number of researchers within the 
hydrological sciences community (e.g. Aronica et ai., 1998; Lamb et al., 1998). Apart from 
these statistical sampling methods, other methods of analysing uncertainty include first-order 
uncertainty analysis, Bayesian methods, and the fuzzy-set approach (Fressinet et al., 1999). 
5.1.3.3 Summary of approaches to sensitivity and uncertainty analysis 
The approach to model sensitivity and uncertainty analysis must be considered carefully. 
There is a trade-off to be made between the time taken to perform the analysis, and the 
benefit gained from it in terms of improved undertanding of the model behaviour. In 
conducting a comprehensive uncertainty analysis, the number of simulations (and therefore 
the computer time) necessary to achieve an accurate estimate of uncertainty may become 
prohibitive (Harlin and Kung, 1992; Melching, 1994). There is also an issue of whether a 
Monte Carlo based sampling approach such as GLUE can represent faithfully the prior 
knowledge of the catchment and previous experience of the model that the modeller can 
bring to a particular application (O'Connell and Todini, 1996). In addition, Miller et al. 
(1976) argue that as the model increases in complexity, the source of the most important 
error may remain in just a few mechanisms or submodels, so that practical uncertainty in 
model predictions is a~sociated with a much smaller number of parameters than would be 
expected, given the apparent complexity of the model. A very detailed uncertainty analysis 
may therefore be considered unnecessary, particularly when the model is not to be used for 
prediction. 
A deterministic sensitivity analysis shows the response of the model to absolute values of 
different input parameters, and often provides sufficient information to give an indication of 
how the model behaves (Watts, 1997). However, even without a comprehensive uncertainty 
analysis, model assessment need not end with a simple sensitivity analysis. For example, 
Bates et al. (1997) adopted an approach whereby an initial stage of single-parameter 
sensitivity analysis was carried out, indicating the two most influential parameters. By then 
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going on to study the effect of varying these two parameters simultaneously they were able 
to investigate almost the full range of model responses. In a similar way, Smith (1998) 
tested a physically-based model in the first instance by comparing a simple measure of 
model output from a single-parameter sensitivity analysis. He then took the most sensitive 
parameter from this analysis and subjected it to an analysis that considered a more complex, 
spatially distributed, measure of model output. 
Sensitivity analysis should perhaps then be viewed as a process that involves increasingly 
detailed analysis on those aspects of the model that appear to exert the most influence over 
model results. 
5.1.4 Calibration 
Once the simulation model has been tested to satisfactory standards, application requires that 
suitable initial parameter values for the system be specified. These values are derived from 
measurement of the prototype system (Howes and Anderson, 1988). The main aim in 
calibrating a model is to obtain a unique parameter set which is in some sense physically 
realistic. The main problem that is experienced is an inability to obtain such a solution 
(Howes and Anderson, 1988). 
In principle, the parameter values of a physically ba<;ed model should not need to be 
calibrated as they are based on physical measurements. In practice, some calibration is 
required, as the number of measured values may be insufficient, and measured values arc 
often obtained at the point scale and may not be representative of the grid scale to which the 
model parameters are applied (Abbott et al., I 986b). Calibration is concerned with 
searching a parameter space, in a similar way to sensitivity and uncertainty analysis. The 
parameter space of a physically based model can be huge, so the situation arises where more 
than one set of calibration parameters may fit the available data (Beven, 1989; Bates et al., 
1992; Bates et aI., 1997; Stewart et al., 1998). However, a large amount of a priori 
information and knowledge is used in formulating and parameterising a physically based 
model for a particular catchment. This information is a function of the available knowledge 
of the values of physically based parameters for factors such as vegetation type and soil type; 
of the informal information available on catchment response; and the base of knowledge and 
experience which the modeller brings to the parameterisation process. This greatly reduces 
the space for physically realistic and consistent parameter values (O'Connell and Todini, 
1996). 
The possibility of alternative but physically acceptable parameterisations, consistent with the 
available information, giving rise to the same set of responses, can be further reduced by 
increasing the dimensionality of the measurement space. For example, if only outflow 
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measurements are used then the possibility of non-unique parameterisations becomes more 
likely. However, if multiple measurements are available, particularly measurements internal 
to the model domain, on soil physical properties, moisture contents and tensions in the 
unsaturated zone, groundwater levels, and so on, this further enhances the prospects of a 
unique and physically realistic parameterisation of a catchment (O'Connell and Todini, 
1996). This type of analysis allows a distributed model to be used to its highest potential and 
is of particular importance if a second model, such as a chemical transport model, is to be 
initialised using hydrodynamic results (Bates et al., 1997). 
The knowledge gained from the sensitivity analysis can be used to guide the calibration 
process. In applying the IHDM to an upland catchment in Wales, Binley et al. (1991) used 
sensitivity analysis results to reduce the parameter calibration problem. In their example, 
this meant that only four parameters were calibrated by comparing observed and simulated 
discharges, while the other parameters required were fixed on the basis of field estimates. 
5.1.5 Validation 
In principle, validation is "substantiation that a computerized model within its domain of 
applicability possesses a satisfactory range of accuracy consistent with the intended 
application of the model" (Schlesinger et al., 1979). In practice, this often involves a process 
of comparing model output with actual historical data for that range of conditions which are 
relevant in the context of the proposed model application, but using a different data set to 
that used for model calibration. This permits an assessment of the practical or theoretical 
significance of disparities between the behaviour of the real system and the computer 
simulation model. In association with these comparisons, those conditions beyond the 
model's range of application must also be clearly defined (Howes and Anderson, 1988). 
Refsgaard (2001) and Refsgaard and Knudsen (1996) refer to this as site-specific validation, 
not to be confused with a more general validation of a model code, which will never be 
possible. An assessment of the goodness of fit of the model's behaviour to the measured 
system may be achieved by application of various graphical and numerical comparisons. 
If there is not a good agreement between the model results and the mea~urements of the real 
system, this may imply one (or more) of the following causes: 
(i) Numerical errors in the solution (although these will have been explored to some 
extent in model optimisation). 
(ii) Errors in the conceptualisation of the system, or the way this conceptualisation ha<; 
been implemented. This includes neglecting relevant processes as well as 
representing inappropriate ones. For example, using Darcy's law where significant 
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macropore flow is present, or using a 2D representation where significant flow or 
transport occurs in the third dimension. 
(iii) Errors in the field measurements. 
This last point is particularly interesting because it is often assumed that field mea~urements 
are the reality to which the model results are compared. In fact, field mea~urements can be 
subject to error in a similar way to models; a<;sumptions (which are not always 
acknowledged) made during the design of measurement apparatus, research design (e.g. 
sampling), data analysis and reduction, mean that the representation of reality achieved by 
field data can be highly approximate. 
There is no fundamental reason to suppose that the empirical, observed data describe or 
represent reality with any greater accuracy or precision than the model's predictions. 
(Lane and Richards, 200 I) 
Whilst this may be a somewhat controversial statement, it at least demonstrates the 
importance of stating the margin of error a<;sociated with field mea<;urements. 
Comparison with independent check data does not help us to understand why a model is 
invalid. It could be due to anyone of the reasons suggested above. However, this is why 
validation is not carried out in isolation; the rest of the model assessment process should 
have given a good indication of numerical errors, and a feeling for the sensitivity of the 
model to parameter changes and boundary condition specification. This, coupled with a 
good understanding of the limitations of the field data, should make it possible to narrow 
down the likely explanations for why the model doesn't provide a good fit. 
It is important to point out that discrepancies between the model output and field 
observations are not something to be avoided at all costs. Progress comes not from 
determining the predictive success of a model, but more from understanding and 
investigating those situations where the model fails in a variety of different ways (Kirkby, 
1994). 
Of course, even if the model produces a good fit to the field measurements, it is still 
perfectly possible that one or more of the above errors is present (the idea that the model 
might produce the right results for the wrong reasons, Beven, 1989). The capacity to mimic 
data is not evidence that the underlying processes have been captured, and therefore not 
evidence of predictive capacity (Oreskes and Belitz, 2001). 
Consistency is not equivalent to either accuracy or validity, and a lad of invalidation is not 




However, the use of diverse sets of field data, at different scales of increasing complexity, 
and comparisons with measurements of the internal behaviour of the model system, all help 
to build confidence and increase the probability that the model is not flawed. 
5.2 Fieldsite selection and description 
5.2.1 Justification of fieldsite choice 
In order to obtain a high confidence in the model, it is necessary to compare the model's and 
the system's behaviour under different sets of conditions. The design of such 'experimental 
frames' is crucial (Howes and Anderson, 1988). Part of this design involves choosing 
appropriate field datasets with which to test the model results. To provide a firm ba<;is for 
selecting appropriate fieldsites for this study it is necessary to evaluate the spectrum of 
floodplains that can be identified in the field. However, the development of a c1a<;sification 
of floodplain types within the wider literature is at an early stage, so this discussion will be 
framed in the context of more general classifications of general hillslope-channel 
interactions. 
5.2.1.1 Classifications of floodplain types 
Classification systems have long been used to a<;sign river segments and area<; of land into 
classes within which attributes are sufficiently homogeneous to provide a framework for 
research (Quinn et al., 2(00). Classifications of hillslope-channel interactions seem to have 
developed in terms of landscape development, and the river continuum concept, both of 
which will be examined here. The landscape development c1a'isification is not primarily 
concerned with contemporary processes such a<; hydrological interactions, but it provides a 
starting point for exploring this issue. 
The 'landscape development' c1a'isification of hillslope-channel units is primarily concerned 
with the transport of sediment between the hillslope and the channel, and the way that the 
form of the hillslope-channel profile adjusts over time in response to feedback mechanisms 
between the two. For example, hillslopes influence stream behaviour in that they represent 
source areas for water and sediment that are supplied to streams and to which streams must 
adjust. On the other hand, streams influence hillslopes in that they act a<; local base levels; 
rapid stream downcutting is a'isociated with the development of convex hillslope profiles, 
while aggradation tends to reduce slope-base gradients and leads to the development of 
concave profiles (Knighton, 1998). 
This 'landscape development' classification of hillslope-channel types ha'i been ba'ied on the 
degree of coupling between the hillslope and the channel, essentially in terms of sediment 
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transport. This variable degree of interaction between hillslopes and channels can be 
regarded as a continuum, the two ends of which are represented by 'strongly coupled links' 
and 'completely buffered links' (Rice, 1994). 
Representative cross-sections Riparian classes 
Lower floodplain LF 
Entrenched floodplain EF 
V -shaped entrenched VE 
Upper floodplain low relief UFL 
Upper floodplain high reliefUFH 
V-shaped hill valley VHV 
U-shaped hill valley UHV 
Shallow V -shaped rOiling SVR 
Vegetated drain VO 
Headwater wetland HW 
Figure 5.1 Classification offloodplain types (jrom Quinn et aI., 2000). 
Another, related, way of classifying hillslope-channel links is the river continuum concept, 
which essentially classifies hillslope-channel interactions in tenns of network position. In 
both classifications, the continuum can be given spatial expression: headwater streams, in 
which river flow, sediment and solute load are closely coupled to hillslope processes; the 
middle or transfer zone; and the depositional or storage zone, in which river-to-floodplain 
transfers dominate (Burt, 1997). Although both classifications deal with network position 
and hillslope-channel fonn, they differ in the importance they ascribe to each of these 
properties. In the case of landform development, the c1a<;sification is ba<;ed essentially on 
hillslope-channel profile, and only then implies that certain geometries will occur in certain 
parts of the catchment. In the case of the river continuum concept, the classification states 
that the attributes of a particular hillslope-channel unit will depend on where in a catchment 
the unit occurs, and the implication in this ca<;e is that units in a certain part of the network 
will have a particular geometry. 
Implicit in these classifications is the idea that hillslope-dominated units (i.e. those units with 
a small floodplain) are most likely to occur in headwater reaches, and floodplain dominated 
units are most likely to occur in lowland reaches. In attempting to cover the spectrum of 
floodplain types that exist, therefore, it would be instructive to select a headwater riparian 
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zone and a lowland floodplain for comparison. Within this somewhat crude classification, 
however, it should be recognised what a much wider range of floodplain types exist, 
dependent on factors such as climate, underlying geological formation, and so on. An 
appreciation of the potential scale of the full range of floodplain types can be seen from the 
diagram of Quinn et al. (2000) (Figure 5.1), and this is for just one river. Within the context 
of floodplains as buffer zones, Quinn et al. (2000) then associated each of these riparian 
classes with different characteristics of slope angle, drainage, clay, slope length and filter 
width. An idea of the elements that may eventually need to be incorporated into a floodplain 
classification (with an emphasis here on their function as buffer zones) was also given by 
Correll (2000); these elements included climate (precipitation, temperature), geological 
configuration, soils, associated water body, vegetation and site history. 
The implication of this is that any two hillslope-dominated (or floodplain-dominated) units 
may have very different hydrological and chemical transport characteristics, depending on a 
range of factors other than their position in the landscape. This idea ha~ recently been 
applied by Montgomery (1999) in the Process Domain Concept for the influence of 
geomorphological processes in aquatic ecosystems, which recognised that the response of 
otherwise similar channel reaches can depend upon their geological and geomorphological 
context. Therefore, whilst recognising the simplicity of the headwater-lowland 
classification, comparing a headwater and lowland floodplain/riparian zone is something that 
has not previously been attempted (studies of lowland floodplains being particularly rare), 
and seems a logical starting point. Additional complexity, in the form of other influencing 
factors, is something to be incorporated at a later stage. 
In addition to the above requirements, field site selection is restricted by the limited 
availability of suitable data sets. With this in mind, two field sites have been chosen; a 
lowland floodplain field site on the River Severn, Shropshire, UK, and a headwater riparian 
zone field site at Sleepers River, Vermont, USA. 
5.2.2 River Severn, Shropshire, UK 
Hydrological monitoring at this lowland floodplain site ha'i been in operation since June 
1997, since which time numerous bankfull flow events and six overbank flow events have 
occurred, of which four have been well captured by the monitoring system (Table 5.1). The 
field equipment was originally installed as part of NERC grant GR3/09925, but has 
subsequently been developed and maintained by this project. The subsurface sedimentology 
at this site (down to a depth of approximately five metres), has been explored quite 
extensively and it has been established that the floodplain consists of a gravelly layer 
overlain by soil of a sandy-clay-loam texture. The transition between these two soil types 
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occurs at a depth of approximately three to five metres (representing the depth to which a 
hand-held auger can be used). The broader geological configuration below five metres 
remains more difficult to explore without more sophisticated machinery, so the depth to 
which the gravelly layer extends has not been established. At the least, it is clear that this 
floodplain is not of the type constrained by very shallow bedrock and therefore marks a 
diversion from the type of fieldsite typically selected for a floodplain investigation (see 
Section 2.1.5.3). The effect of the soil characterisation below a depth of 5 m, where 
knowledge of the stratigraphy is more limited, could be explored using the thodel in the first 
instance, to save expensive field explorations that may ultimately be unnecessary. 
Table 5.1 Summary of River Sevemflood event data set. 
Event Date Duration Rainfall Rainfall pattern 
{!!ours) total {mm~ 
Bankfull June 1997 337 106.8 Fairly even throughout the event. 
event A 
Bankfull Nov 1997 265 30.2 Concentrated at the start of the 
eventB event. 
Bankfull Dec 1997 241 8.8 Fairly even throughout the event. 
eventC 
Flood event D Jan 1998 1101 96.4 Concentrated at the start of the 
event. 
Flood event E Mar 1998 451 38.8 One peak near the start and a 
higher peak near the end. 
Flood event F Oct 1998 1001 114.8 Slightly more rainfall near the 
start 0 f the event. 
Flood event G Feb 1999 601 61.0 Fairl~ even throu8hout the event. 
Two broad transects of piezometers (Geotechnical Instruments Vibrating Wire Piezometers: 
VWPI.I - 35T) were installed to monitor soil water pressure in the floodplain . The upstream 
transect (transect S, the glur transect) has four sensors (S I-S4) installed along a line 
perpendicular to the river, down the hillslope and across the floodplain . The downstream 
transect (transect H, the hollow transect) has three sensors (HI -H3) within a hillslope hollow 
and a further sensor (H4) extending onto the floodplain , closer to the river (Figure 5.2). One 
further piezometer was installed on a stake driven into the river bed in order to provide a 
continuous measurement of river stage. Soil moisture blocks were also installed but these 
have not given reliable readings to date and are not considered further. Other instruments at 
the site record soil temperature (soil temperature probes, Campbell type 107), rainfall 
(tipping bucket raingauge, Campbell ARG I (0) and barometric pressure (atmospheric 
pressure sensor, Campbell PTB I 0 tB). Readings are taken automatically from all the sensors 
at five minute intervals, and an hourly average is stored in two onsite data loggers (one for 
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each transect; Campbell CRlOX). This data set is therefore collected at a very high temporal 
resolution. More details on the field site establishment and instrumentation can be found in 
Bates et al. (2000). 
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Figure 5.2 Plan of the Leighton fieLd site on the River Severn showing piezometer Locations 
(Burt et al., 2002). 
During the period June 1998 to March 1999 the barometric pressure sensor was found to 
have malfunctioned. The atmospheric pressure readings are important because they are used 
to correct the piezometer readings for the effects of atmospheric pressure, so an alternative 
source of these data was required for this period. These data were provided by the British 
Atmospheric Data Centre (BADC) , who granted access to their UK Synoptic Database. 
Atmospheric pressure readings from the nearest available weather station (Shawbury), 
approximately 10 miles from the field site, were obtained. In order to check the suitability of 
this data set, a comparison was made between the Shawbury pressure data and the pressure 
data from the field site for a period before the field site sensor malfunctioned. This indicated 
that the two readings usually differed by about ± I to 2 millibars, and never by more than ± 4 
millibars. A difference of ± 4 millibars corresponds to a soil water pressure measurement of 
± 2.9 cm, an acceptable level of error. 
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The piezometer readings recorded by the datalogger need correcting in order to obtain a 
value of the pressure due to the soil water. The first correction takes into account the 
difference in temperature between the current reading and the temperature when the 
piezometer was calibrated: 
5.1 
where Pr is the temperature correction (added to the uncorrected pressure reading), T, is the 
current temperature, To is the temperature at the time of piezometer calibration, and Q is the 
thermal factor. 
The second correction takes into account the difference in atmospheric pressure between the 
current reading and the atmospheric pressure when the piezometer was calibrated: 
5.2 
where PB is the barometric correction (subtracted from the temperature corrected pressure 
reading), B, is the current barometer reading, and Bo is the barometer reading at the time of 
piezometer calibration. The value of atmospheric pressure is then subtracted from the 
corrected piezometer reading to give the pressure due to soil water. 
The range of piezometer data is such that it is possible to compare model results with 
observed hydraulic head values at locations internal to the model domain. This provides a 
somewhat more rigorous test of model performance than comparison with simple outflow 
characteristics. This dataset contains no information on chemical transport. This is not seen 
as a severe limitation considering the emphasis needed on getting a good representation of 
the hydrological processes as the basic prerequisite for getting the chemical transport right. 
The emphasis is on groundwater quantity, not quality. Probably at least 95% of a problem of 
contamination would be solved if one knew where the water is really going. 
(Morel-Seytoux, 200 I) 
5.2.3 Sleepers River, Vermont, USA 
The Sleepers River Research Watershed in northeastern Vermont, USA, is one of five sites 
for research on Water, Energy, and Biogeochemical Budgets (WEBB) under the USGS 
Global Change Hydrology program. This data set comes from a field study conducted in 
1996 by Brian McGlynn in the 14 ha headwater catchment W-9B, nested within the 
intensively instrumented 40.5 ha W-9 catchment. The W-9B catchment is composed of two 
tributaries (Bx and By) and is entirely forested, largely by mixed northern hardwoods. The 
elevation in catchment W-9 ranges from 519 to 686 m, and the slopes average 13 per cent. 
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This study, which was aimed at investigating the flow paths and physical water mixing 
through hillslope and riparian zones, is reported in McGlynn et al. (1999), from which the 
following field site description has been taken. 
Bedrock in the W-9 catchment consists of calcareous granulite interbedded with quartz mica 
phylJite interbedded. The overburden in the Sleepers River area consists mainly of clay-silt 
till. The till is an unsorted mix of pebbles and cobbles suspended in a dense matrix of sand, 
silt and clay. The near-stream zones in the study area consist typically of peat accumulations 
ranging from sapric to fibric up to 0.9 m in depth overlying dense clay-silt till, which in turn 
overlies gravelly till of variable depth above bedrock. This near stream profile grades into a 
more uniform mineral soil further upslope. 
Snow cover in the W-9 catchment is present from mid-November to late April and comprises 
25-30 per cent of the 1000 mrn of annual precipitation. Air temperatures range from - 38 to 
30 °C, with an annual average of 5 °C. Peak runoff typically occurs during spring melt in 
mid-April, and minimum flows occur between July and October. 
Transect By was instrumented with nested piezometers upstream of the tributary confluence 
of Bx and By. The study area was characterised by extensive saturated zones on either side 
of stream By and moderately sloping hillsides farther upslope. Six nests of piezometers were 
installed along the transect (Figure 5.3). Piezometers consisted of 19 mm PVC pipe open 
only at completion depths of up to 1.6 m, depending upon local depth to bedrock. Each nest 
included two or three piezometers. Surface overland flow and shallow subsurface flow were 
colJected in porous cups. One cup was open at the ground surface to capture overland flow. 
A second cup was perforated between 0.08 and 0.12 m to capture shallow subsurface flow. 
Piezometric head values were measured daily in all piezometers with an electronic water 
level probe. The accuracy of this method was estimated to be approximately ±2 cm. Nested 
piezometers, including porous cups within surficial organic muck, were sampled daily for 
calcium, silica, DOC, other major cations, and 1) ' 80 during the 1996 snowmelt period. 
Snowmelt water was colJected daily from four I m2 plexiglass Iysimeters placed above 
ground surface at various aspects within W-9. Precipitation amounts and intensities were 
measured with a weighing bucket rain gauge at the meteorological station near the W-9 weir. 
Data were recorded at one minute intervals on a Campbell CR I 0 datalogger throughout the 
study period. Precipitation was sampled on an event basis. 
Dynamic cone penetrometer profiles were constructed at and between each nest to determine 
local depth to bedrock and layering within the soil profile. Soil pits were excavated at the 
study transect to corroborate determinations made from the dynamic cone penetrometer data. 
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Hydraulic conductivity values were determined with the Hvorslev water level recovery 
method in the piezometers (Hvorslev, 1951). 
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Figure 5.3 Cross section of field installation at Sleepers River, showing location of 
piezometer nests (from McGlynn et aI., 1999). 
The more complex nature of the soil distribution at the Sleepers River fieldsite (in 
comparison with the River Severn site) provides a more rigorous test of the model capability. 
5.2.4 Saturated hydraulic conductivity measurements and potential errors 
Several methods are available for the measurement of saturated hydraulic conductivity in 
soils. These include methods that can be conducted in the field, and those that must be 
carried out in the laboratory. Obtaining undisturbed cores for laboratory tests is difficult 
(Landon, ]984). Combined with the fact that such cores are small and may be 
unrepresentative of the fieldsite soil, it is generally recommended that hydraulic conductivity 
is measured using one of the field techniques. 
The two most commonly used field methods for determining hydraulic conductivity in soils 
are the auger-hole (or dipwell) and piezometer methods. Other soil methods include the use 
of infiltration rings, and borehole pumping tests are extensively used in geological 
formations (Landon, 1984). 
Auger-hole tests allow in situ determination of the saturated hydraulic conductivity value in 
a horizontal direction in a hole of known radius augered to a known depth (Bronders, 1994). 
During a 'normal' auger-hole test, the rate of water flow into the hole from the surrounding 
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soil is measured as a function of time, following a sudden water level drop in the auger-hole. 
The use of the auger-hole method is restricted to area" where a high water table is present. 
The 'inverse' auger-hole method is an auger-hole test above the water table. It consists of 
augering a hole of known radius to a given depth, filling it with water, and mea~uring the 
rate of fall of the water-level. The test should not be carried out on a dry soil but only after 
saturating the test site (Landon, 1984). Further details of the normal auger-hole and inverse 
auger-hole techniques of measuring hydraulic conductivity can be found in Landon (1984). 
The piezometer test is carried out in a standpipe placed in the soil with an open. screened or 
slotted section in the soil layer to be tested (Bronders. 1994). Water enters the standpipe and 
the water level rises until the head of water in the tube balances the pore water pressure at 
the piezometer entry point. Once the head of water in the piezometer is in equilibrium with 
the pore water pressure around the piezometer tip. the test is initiated by causing a sudden 
change in water level in the piezometer, either by the sudden introduction of water (slug-test) 
or removal of water (bail-test). Readings of the recovery of the water level in the piezometer 
are then made over an appropriate time period. and the recovery rate is converted to a 
hydraulic conductivity value using an equation such as that derived by Hvorslev (1951). 
5.2.4.1 River Severn 
At the River Severn fieldsite, inverse auger-hole tests were used to estimate soil saturated 
hydraulic conductivity values. Measurements were taken at five to ten boreholes across the 
floodplain and averaged to give values of hydraulic conductivity of 1.56 x 10~6 m Sl for the 
upper sandy clay layer and 2.54 x IO~6 m S~I for the lower. gravelly layer (Bates et al .. 20(0). 
Each borehole was thoroughly saturated before testing commenced. and the test wa~ 
performed at least three times for each borehole. This method wa~ intended to give an 
indication of the general magnitude of saturated hydraulic conductivity values at the 
fieldsite. In particular, variations in conductivity throughout the profile could not be 
investigated as this method gives only an integrated value over the whole depth to which the 
hole is augered. This may have implications for the value of hydraulic conductivity reported 
for the lower, gravelly layer of the floodplain soil. It is likely that this method was not ideal 
for capturing the hydraulic conductivity of the gravelly layer, as the rate of water level drop 
in boreholes which were augered to the depth of the gravelly layer would have been heavily 
influenced by water flow through the borehole walls in the upper layer of the soil. It ha~ 
been hypothesised that the apparent lack of difference in hydraulic conductivity values 
between the two soil layers may be due to the relatively dispersed nature of the gravels 
within the fine-grained matrix of the lower layer (Bates et al .• 2()(Xl). but is likely to have 
been strongly influenced by the relatively crude nature of the hydraulic conductivity tests. 
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In addition, it has been noted that in general, field measurements of hydraulic conductivity 
may underestimate real values. Bonell (1998) notes that one of the main contributions to 
emerge from environmental isotope studies is the realisation that the effective hydraulic 
conductivity of small catchments is "much higher than previous estimates from in situ 
measurements of field saturated hydraulic conductivity using methodologies from soil 
physics". It is therefore also possible that the values of hydraulic conductivity obtained 
using the inverse auger-hole test at the River Severn site are underestimates of the true 
values. Despite the shortcomings discussed here, these observations are felt to be a 
sufficient guide for initial model analysis, and it is felt that any further data collection needed 
to refine the soil parameters may be directed by model results. 
5.2.4.2 Sleepers River 
Hydraulic conductivity at the Sleepers River fieldsite was measured using the piezometer 
slug-test method of Hvorslev (1951). A number of sources of error can affect the 
performance of an open standpipe piezometer, including changes in the effective stresses in 
the soil around the piezometer tip due to removal or displacement of soil during the 
installation of the piezometer, gas bubbles in the soil or the piezometer, and sedimentation 
and clogging of the piezometer tip. 
Gas bubbles in the soil near the piezometer tip will increase the response time of the 
piezometer by decreasing the conductivity of the soil. The expansion and contraction of gao; 
bubbles as pore water pressure changes in the soil around the tip will also affect response 
time by altering the hydraulic conductivity and storage capacity of the soil (Baird and 
Gaffney, \995). 
Incomplete well development is thought to be a major cause of incorrect measurement of 
hydraulic conductivity values when using a piezometer slug-test method. Incomplete well 
development is the failure to remove drilling-related debris (e.g. fine material mobilised by 
the drilling process) and products of biochemical action from the near-well portions of the 
formation in which hydraulic conductivity is being mea<;ured. Since slug-tests are extremely 
sensitive to near-well conditions, incomplete well development can result in slug-test 
estimates that are more reflective of the altered (lower permeability) near-well material 
(well-skin) than the formation itself (Butler and Healey, 1998). A considerable body of data 
ha~ been amassed that indicates that the hydraulic conductivity estimate from a pumping test 
is, on average, considerably larger than the estimate obtained from a series of slug-tests in 
the same formation. It is suggested that incomplete well development before the slug-test is 
carried out is a major reason for this difference. Low-permeability well-skins can lead to 
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slug-test estimates of hydraulic conductivity that may be orders of magnitude lower than the 
average hydraulic conductivity of the formation in the vicinity of the well screen. 
It is possible that hydraulic conductivity measurements made at the Sleepers River field site 
may be subject to these sources of error. This should be taken into consideration when 
selecting values of hydraulic conductivity to represent the Sleepers River soils within the 
model. 
5.3 Strategy for model assessment 
The model assessment is focused around two floodplain models, based on the two selected 
field sites. The term model is used in this sense to mean an instance of the generic numerical 
code that represents a particular site (e.g. the River Severn model or the Sleepers River 
model). The detailed strategy for model assessment in this study is now outlined according 
to the following five stages: verification, optimisation, sensitivity, calibration, and validation. 
These five stages are each carried out twice: firstly for the ESTEL2D code, and secondly for 
the coupled ESTEL2D-SUBIEF2D code. At each stage, where appropriate, there is a 
consideration of which aspects of the model are being tested and why, and which aspects of 
the model output are being compared to assess model performance. The schedule of model 
runs is then presented, followed by an analysis of the results. These procedures, once 
completed successfully, should establish the model as having a degree of confirmation that 
permits exploration with new combinations of parameters, within the range for which the 
model has been tested. to explore theories about how floodplain hydrological and chemical 
transport processes operate. 
5.3.1 ESTEL2D assessment strategy and results 
5.3.1.1 Verification 
ESTEL2D has already undergone a number of verification tests, with numerical solutions 
compared to analytical solutions for a range of dynamic, unsaturated conditions as presented 
in Tracy (1995). These results are presented in Desitter (1998) and Desitter e/ al. (2()(XI). In 
summary. these tests indicated an excellent correspondence between the numerical and 
analytical solutions. hence providing evidence of the quality of the numerical approximation 
of the ESTEL2D code, and overall software functionality. 
5.3.1.2 Optimisation 
The effect of model structural parameters including the seepage boundary specification. 
convergence criterion for the nonlinear iterative scheme, mesh resolution, the accuracy of the 
iterative schemes. the linear solver of the Richards' equation. the form of the Richards' 
\08 
Model Assessment 
equation (h-based or mixed), and the choice of soil water retention model were all 
investigated according to the research design in Table 5.2. The effect of time step size was 
not investigated as this study made use of the adaptive time step facility that allows time step 
sizes during a transient simulation to be adjusted dynamically according to the convergence 
behaviour of the nonlinear iterative scheme (Paniconi and Putti, 1994). The optimisation 
process was carried out for the River Severn model only. The Sleepers River model was 
optimised according to the results of the Severn model optimisation. 
The boundary conditions for this simulation were as illustrated in Figure 5.4, which also 
illustrates the dimensions of the domain and the appearance of the high resolution finite 
element mesh. The importance of allowing a seepage face boundary condition on the upper 
boundary of the model was investigated as part of the optimisation process. In run 2 (Table 
5.2) the seepage face functionality was disabled, and the upper boundary condition was 
changed to a simple specified flux boundary condition, with a value equal to the rainfall rate. 
Table 5.2 Optimisation research design. Those entries in italics indicate which variable has 
been testedfor each nin. 
Run Seepage Conv. Mesh Accuracy Linear Scheme of Soil water 
no. criterion resolution' solver Richards' retention 
equation modelz 
Yes Modified High Medium mixed BC 
2 No Modified High Medium mixed Be 
3 Yes Standard High Medium mixed Be 
4 Yes Modified Medium Medium mixed Be 
5 Yes Modified Low Medium mixed Be 
6 Yes Modified High High mixed Be 
7 Yes Modified High Low mixed Be 
8 Yes Modified High Medium 2 mixed Be 
9 Yes Modified High Medium 5 mixcd Be 
10 Yes Modified High Medium 6 mixed BC 
11 Yes Modified High Medium 7 mixed Be 
12 Yes Modified High Medium h-based Be 
13 Yes Modified HiSh Medium mixcd VG 
1 Higb mesh resolution: number of elements = 13117; number of nodes = 6741. Medium mesh 
resolution: number of elements = 7954; number of nodes = 4133. Low mesh resolution: number of 
elements = 2092; number of nodes = 1123. 
2 BC = Brooks and Corey, VG = van Genuehten 
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Three mesh resolutions were investigated: a low resolution mesh with 2.0 m elements, a 
medium resolution mesh with 1.0 m elements, and a high resolution mesh with a variable 
element size of 0.5 m at the top of the mesh, degrading to 2.5 m at the base (shown in Figure 
504). Although piezometer information was only recorded to a depth of approximately 5 m, 
the mesh was constructed with an extra 20 m of domain below this. In the absence of field 
information about the lower boundary condition, a no-flow boundary condition was 
assumed. Moving the lower boundary further away from the region of interest was aimed at 
reducing the impact of the lower boundary condition on model results. 
There were two convergence criteria to specify: one for the nonlinear iterative scheme 
(Picard scheme), and one for the linear solver. Three levels of accuracy were investigated: 
high convergence accuracy (l x 10.8 linear solver, I x 10-6 nonlinear iterative scheme), 
medium convergence accuracy (I x 10.6 linear solver, I x 104 nonlinear iterative scheme) 
and a low convergence accuracy (1 x 104 linear solver, I x 10.2 nonlinear iterative scheme). 
The standard and modified Huang convergence criteria for the nonlinear iterative scheme 
were also tested. 
Five different linear solvers were tested, identified in Table 5.2 by their respective codes in 
the ESTEL2D model. Solver J is conjugate gradient, solver 2 is conjugate residual, solver 5 
is squared conjugate gradient, solver 6 is conjugate gradient stabilised, and solver 7 is 
generalised minimum residual. Two schemes for solving the Richards' equation, the h-based 
and the mixed form, were also tested. 
Table 5.3 Soil parameters used in the optimisation process. 
Soil hydraulic parameter 
Residual moisture content ()r 
Saturated moisture content ()s 
Brooks and Corey bubbling pressure parameter (hs) fm] 
Brooks and Corey pore distribution parameter (J.) 
Saturated hydraulic conductivity [m s"] 
Specific storage [m" ] 
Where van Genuchten parameters are used, they have the following values: 
van Genuchten parameter a [m" ] 










To solve the Richards' equation, information on the retention and conductivity curves is 
required. ESTEL2D can either use a van GenuchtenlMualem relationship (van Genuchten, 
1980) or by Brooks and Corey/Burdine relationship (Brooks and Corey, 1964). A Brooks 
and Corey soil water retention model was selected for use during the optimisation process, 
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with average parameter values for a clay loam soil type as reported in Cloke (2(X)J) after 
original statistical distributions given in Meyer et al. (1997). The value of saturated 
hydraulic conductivity, however, was that measured in the field at the River Severn a~ 2.54 x 
10'6 m s". This saturated hydraulic conductivity value is within the 95 per cent confidence 
limits calculated for the distribution of clay loam saturated hydraulic conductivity values. 
Where the van Genuchten soil water retention model was tested, the average van Genuchten 
parameter values (a and n) for a clay loam soil type were used, also taken from Cloke 
(2001). These are very close to the values obtained when using the Brooks and Corey - van 
Genuchten parameter equivalence estimation method of Morel-Seytoux (1996) of fl = A + I, 
and a = I/h ... The full list of soil hydraulic parameters used during the optimisation process 
is given in Table 5.3. 
The hydrological data set used for the optimisation procedure and sensitivity analysis is from 
flood event D (Table 5.1) on transect S (Figure 5.2) at the River Severn field site. The initial 
conditions for these simulations were obtained using a steady state run, during which the 
boundary conditions were held constant. The value of hydraulic head at t = () from the 
hillslope piezometer (S I, Figure 5.2) wa'i used to set the specified head for the left-hand 
boundary, and the value of hydraulic head from the river stage recorder at t = () was used to 
set the specified head for the right-hand boundary (see Figure 5.4 for more details). The flux 
imposed on the surface for the steady state simulation was originally intended to be a 
representative regional flux equivalent to the average yearly rainfall of approximately 1000 
mm per year, or 3.17 x 10'8 m s". However, with the parameter combination chosen for the 
optimisation procedure it was impossible to impose this flux and still obtain a realistic 
pattern of water flow through the domain, and a smaller value of 3.17 x 10 9 m s' wa~ used 
instead. However, it is felt that the validity of the conclusions that are drawn from this 
optimisation procedure, which is assessing model efficiency for a given problem, should not 
be compromised by this approximation. 
The pressure head and moisture content distributions calculated by the steady state 
simulation were used as initial conditions for the subsequent transient model run. During the 
transient simulation, the value of hydraulic head from the hillslope piezometer (over the 
course of the whole flood event) was used to set the specified head for the left-hand 
boundary, and the value of hydraulic head from the river stage recorder wa~ used to set the 
specified head boundary condition for the right-hand boundary. The upper boundary flux 
boundary condition was set using the rainfall rate calculated from rain gauge data collected 
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The model results are not compared to field data during the optimisation process, as the fit of 
the calculated results to the observed results may ultimately be more dependent on the soil 
hydraulic parameter values, which are not being tested at trus stage. This procedure is thus 
aimed at assessing model efficiency for solving a given problem. It must be considered, 
however, that a change in the soil parameters may affect the conclusions drawn from the 
optimisation process, as different model structural parameter values may be better suited to 
different model soil hydraulic parameter values, which display different degrees of non-
linearity. The model optimisation procedure adopted here should at the least enable some 
general initial conclusions to be drawn about the effect of different model structural 
attributes, in preparation for the sensitivity analysis. 
The results of the optimisation process in terms of the time taken to run each simulation are 
presented in Table 5.4. The aspects of model output to be compared are mass balance, 
computational run time, convergence behaviour, and model predictions of pressure head, 
saturation, and Darcian velocity. 
Table 5.4 Results of the ESTEL2D optimisation. For full details of simuLation parameters, 
see Table 5.2. 
Run Properties Run time Run time as a 
no. (seconds)· percentage of base 
run time 
Base run 2265 100 
2 No seepage 1954 86 
3 Standard convergence criterion NC 
4 Medium mesh resolution 996 44 
5 Low mesh resolution NC 
6 High convergence accuracy 3630 160 
7 Low convergence accuracy 562 25 
8 Solver 2 1600 71 
9 Solver 5 2019 89 
10 Solver 6 2108 93 
II Solver 7 2114 98 
12 h-bascd rorm of the Richards' equation 3338 147 
13 van Genuchten soil water retention model 25898 1143 
'" NC = no convergence 
Plotting the convergence behaviour can help to pinpoint trouble spots in a simulation, which 
often occur when the boundary conditions are changing rapidly (Paniconi and Wood, 1993). 
When using the adaptive time step facility, the time step size during the transient simulation 
can be used as a surrogate for convergence behaviour because the time step will be smaller 
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when convergence is more difficult. The ma<;s balance is displayed a'i the cumulative mass 
balance error: this is the cumulative lost mass as a percentage of the total ma'iS in the model 
domain. Where graphs of model variables over time are displayed. they describe the pattern 
of change at one point in the domain (at x = 50 m. y = 27 m). This point is approximately 
halfway along the domain in the x-direction, and close to the top of the domain. to illustrate 
both saturated and unsaturated conditions. 
Seepage face 
The seepage face boundary condition wa'i found to have a significant effect on the prediction 
of model variables. including pressure head and Darcian velocity. The results in Figure 5.5a 
show that a large peak in pressure head is particularly noticeable at approximately 28 days 
into the simulation. with a corresponding response in the x-component of the Darcian 
velocity. 
Further analysis of this point in the simulation revealed that a particular combination of 
conditions on the upper boundary gave rise to this phenomenon. At this time. during 
recession of the flood event, the upper left portion of the boundary (near to the hillslope) wa<; 
unsaturated (specified flux boundary condition). the upper right portion of the boundary was 
still inundated (specified head boundary condition). but the middle portion of the upper 
boundary Was in a transitional phase. It Was no longer inundated, but it wa" still saturated. 
Without the seepage face boundary condition, this portion of the upper boundary wa'i still 
treated as a specified flux boundary. with a flux equal to the precipitation rate. As a large 
rainfall event occurred at this time. the boundary conditions thus specified allowed rainfall to 
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Figure 5.6 Illustration of (a) hydraulic head and (b) Darcian velocity vee/or patterns at time 
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Figure 5.7 Illustration of (a) hydraulic head and (b) Darcian velocity vee/or patterns at time 
= 27 days, with a seepage/ace boundary condition on the upper boundary. 
This large influx of water into the domain created a significant and unrealistic peak in the 
predicted pressure head. With the seepage face boundary condition, this transitional portion 
of the boundary was treated as a seepage face. In practice this meant that this boundary was 
treated as specified head, with a value of zero, and rainfall could not infiltrate this part of the 
boundary, although exfiltration was possible. This illustrates that the seepage face boundary 
condition fulfils an additional role to just permitting exfiltration of water from the domain; it 
also prevents the unrealistic situation of water infiltrating through a saturated boundary. 
115 
Model Assessment 
Unsurprisingly, this marked rise in pressure head had a large influence on the predicted 
patterns of hydraulic head and Darcian velocity in the domain. as illustrated in Figure 5.6 
and Figure 5.7. 
Convergence criterion 
The convergence criterion was found to have a marked effect on simulation run time and 
convergence properties. The simulation using the standard relative convergence criterion 
took much longer to run and eventually failed to converge. The modified Huang criterion 
has a clear advantage and is used in all future simulations. 
Mesh resolution 
The medium resolution mesh simulation ran more quickly than the high resolution mesh 
simulation (Table 5.4), but the low resolution mesh simulation failed to finish. The 
differences between the simulated pressure head, velocity, and saturation were quite small. 
but the mesh resolution had a significant effect on the mass balance calculation (Figure 5.8). 
Decreasing the mesh resolution increased the ma~s balance error. Future simulations 
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Figure 5.8 Graphs showing the effect of mesh resolution on (a) pressure head, (h) the x-
component of the Darcian velocity, and (c) saturation, at the point x = 50 m, y = 27 m, and 




Solution accuracy had a significant effect on simulation run time. The high accuracy 
simulation took 60 per cent longer to run than the medium accuracy simulation, and the low 
accuracy simulation took 75 per cent less time to run. In terms of simulated hydrological 
variables, there was no discernible difference between the medium and high accuracy results 
(Figure 5.9), but the low accuracy results were noticeably different. Changing the solution 
accuracy had a significant effect on the cumulative mass balance error of the simulation. 
with an increasing level of error associated with lower solution accuracy. In summary, even 
though the low solution accuracy generated a much faster run time. the increa~ed error in the 
results makes this level of accuracy unacceptable for future simulations. While the medium 
accuracy simulation produced greater mass balance errors, there wa<; little difference in the 
predicted hydrological variables, and it had the advantage of a much faster run time. The 
medium accuracy level may therefore be preferred over the high accuracy solution, unless a 
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Figure 5.9 Graphs showing the effect (~fsolution accuracy on (a) pressure head. (h) the x-
component of the Dan'ian velocity. and (c) saturation. at the point x = 50 m. y = 27 m. and 




The model solvers gave virtually identical model results in terms of hydrological variable 
predictions. The only differences between the solvers were in terms of run time and 
cumulative mass balance error (Figure 5.10). The only solver that gave a significantly fa~ter 
run time than solver I (the base run solver, conjugate gradient) wa~ solver 2 (conjugate 
residual), but this also gave the greatest mass balance error. In fact. all the solvers tested 
during the optimisation procedure gave greater mass balance errors than solver I, and solver 
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Figure 5./0 Graph showing the effect of model solver on cumulative mass balance error. 
Form of the Richards' equation 
The form of the Richards' equation had no effect on the prediction of hydrological variables. 
but it had a significant effect on the run time, and also on the mass balance error. The h-
based form of the Richards' equation took 47 per cent longer to run than the mixed form of 
the equation. The convergence behaviour of the model during the two simulations was 
explored using the time step size as a surrogate for ease of convergence (Figure 5.11). Both 
simulations used an adaptive time stepping strategy, where the time step is adjusted 
according to the convergence behaviour of the model. Therefore, a reduced time step size 
indicates more difficulty in solution convergence. The initial time step was specified as one 
second. and the maximum time step wa~ specified as 36(X) seconds. Figure 5.11 a clearly 
illustrates the differences between the two simulations: the simulation using the mixed form 
of the equation used a maximum time step of 36(X) seconds throughout the run. wherea~ the 
simulation using the h-based form of the equation often used a much smaller time step. 
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The h-based form of the equation resulted in a much greater ma<;s balance error (Figure 
5.11 b). It can be seen from Figure 5.llc that most of the error accumulated during one part 
of the simulation, which corresponded to a period where the boundary conditions were 
changing particularly rapidly. It is clear that the mixed form of the Richards' equation ha'i a 
great advantage over the h-based form in terms of run time and mass conservation. It is also 
worth noting that the mixed form of the equation has been demonstrated to be perfectly mass 
conservative (Celia et al., 1990). In these optimisation ca<;es, however, the solution is not 
perfectly mass conservative. Some further testing has indicated that this may be because 
perfect mass conservation is only applicable in unsaturated conditions i.e. where no part of 
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Figure 5.11 Graphs showing the effect of the fonn of the Richards' equation 0/1 (a) time 
step, (b) cumulative mass balance error, and (c) current mass balance error. 
Soil water retention model 
Testing the effect of using the Brooks and Corey soil water retention model and the van 
Genuchten model was the last part of the optimisation process. Even though the parameters 
were selected in such a way as to achieve parameter equiValence, Figure 5.12 clearly shows 
the differences between the two models. This difference actually alters the physical problem 
being solved, and therefore the results of the simulations using the two different models are 
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not directly comparable. However, it was the only way to gain some kind of insight into the 
performance of the two model types. 
The simulation using the van Genuchten model took II times longer to run than the 
simulation using the Brooks and Corey model (Table 5.4). This is related to the difference in 
the shape of the O(h) and kjh) curves of the two soil water models, and the impact that this 
has on the accuracy, stability, and rate of convergence of the numerical solution. The choice 
of analytical function for O(h) can significantly affect the predicted kjh) function obtained 
with the statistical pore-size distribution models (Vogel et al., 2001). One rea~on for this is 
that the predicted conductivity function is extremely sensitive to small changes in the shape 
of the retention curve near saturation. This sensitivity is a major cause of the sometimes 
significant differences between predicted kjh) functions obtained with the Brooks and Corey 
and van Genuchten retention functions. The differences are especially apparent in fine-
textured soils which can exhibit extreme non-linearity in kjh) close to saturation when the 
van Genuchten equations are used. In this case, the 'equivalent' van Genuchten parameters 
produce a much steeper kjh) curve near saturation in comparison with the Brooks and Corey 
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Figure 5.12 Graphs showing two soil water retention models of an average day loam soil; 
(a) moisture content versus pressure head O(h) and (bJ relative conductivity versu.\' pres.l"Ure 
head kJhJ. 
The non-linear nature of the van Genuchten conductivity function can cause serious 
numerical convergence problems for van Genuchten parameter n values close to I (Vogel et 
aI., 2(01). Tests of the Picard and Newton iterative schemes by Paniconi and Putti (1994) 
revealed that conductivity curves that are most strongly nonlinear cause the greatest 
convergence difficulties. In addition, the convergence difficulties caused by the strong 
nonlinearities in some of the kjh) curves were compounded in the test ca~c illustrated in 
Paniconi and Putti (1994) by the presence of a water-table and an extended saturated zone, 
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exactly the situation that was modelled during this optimisation process. In particular, the 
steep and near-discontinuous gradients around h == 0 result in sharp changes in k,(h) and its 
derivative across the saturated-unsaturated interface. In the simulations reported for this 
optimisation process, changing to the van Genuchten soil water function increa<;ed the 
difficulty of the problem by increasing the gradient of the k,(h) curve, and hence increased 
the run time. 
It must be appreciated that changing the shape of the soil water retention and conductivity 
curves, whether by changing the parameters of one soil model or changing between soil 
models, actually changes the physical problem that the model is solving. It is therefore 
difficult to say whether the differences in model prediction (e.g. pressure head, saturation) 
and performance (cumulative mass balance error) a~ illustrated in Figure 5.13 are strictly due 
to the choice of soil model, or just a reflection of the change in the shape of the soil water 
retention curves that result from making this choice. 
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Figure 5. J 3 Graphs showing the effect of soil water retention model on (a) pressure head. 
(b) the x-component of Darcian velocity, and (c) saturation, at the point x == 50 m. y == 27 m. 
and (d) cumulative mass balance error. 
As there are no mea<;ured soil water retention data for the field sites used in this study. it is 
impossible to say which soil water model is more appropriate from the perspective of which 
model is better fitting to field data. Future model runs will therefore use the Brooks and 
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Corey model on the basis of run time and ease of convergence, while appreciating that the 
chosen form of the function could potentially impact upon the prediction of model 
hydrological variables. 
In summary, the optimised model has the following attributes: a seepage face boundary 
condition on the upper boundary, high mesh resolution, medium convergence accuracy, 
conjugate gradient solver (solver I), the mixed form of the Richards' equation, and the 
Brooks and Corey soil water retention function. 
5.3.1.3 Sensitivity analysis 
The sensitivity of the model performance to various input parameters and boundary 
specifications will be tested in this section. This will be carried out for the River Severn and 
Sleepers River models, without reference to observed field data. These model runs will use 
the model structural parameters as determined during the optimisation procedure. The 
sensitivity analysis will begin with testing the River Severn model, and the effect of initial 
conditions, soil hydraulic parameters and boundary conditions on model results. 
Initial conditions 
It is extremely rare that detailed knowledge of the distribution of water in a hydrological 
domain is available at an appropriate time to serve as the start of a model simulation: nor, 
indeed, is it expected that this information will become routinely available in the near future. 
(Wood and Calver, 1992) 
Table 5.5 Sensitivity analysis research design for testing the response of the dynamic 






Top boundary flux used for setting initial conditions (m 5.1). 
3.17 X 10'6 
3.17xlO,7 
3.17 X 10'8 
3.17 X 10'9 
No flux 
* This uses the clay loam soil parameters as given in Run I oCTable 5.6. 
This part of the assessment procedure tested model sensitivity to the generation of initial 
conditions. The initial conditions for the River Severn ESTEL2D model repre entation were 
created using a steady state simulation. For the steady state model run, the value of 
hydraulic head from the start of the flood event (I = 0) from the hillslope piezometer was 
used to set the specified head for the left-hand boundary, and the value of the river-stage 
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recorder at t = 0 was used to set the specified head for the right-hand boundary (see Figure 
SA for more details on boundary condition specification). This effectively fixed the level of 
the water-table at the hillslope and channel boundaries. In addition, for this initial steady 
state run, some positive flux of water wa'i specified a'i the upper boundary condition. 
Although the values of specified head for the hillslope and channel boundaries were ba'ied 
on field-measured values, the choice of the surface flux was somewhat more arbitrary, 
although it was aimed at reflecting the antecedent conditions relevant to the hydrological 
event being simulated. The schedule of model runs is listed in Table 5.5. The pressure head 
and moisture content distributions resulting from these five steady state runs were then used 
as the initial conditions for a subsequent transient simulation. This part of the sensitivity 
analysis therefore looked at the response of the dynamic simulation to different values of 
upper boundary flux used in the steady state run which established the initial conditions. 
As the specified upper boundary flux (of the steady state simulation) increased in magnitude, 
it had an impact on the hydraulic head distribution (Figure 5.14), and associated flow 
direction and magnitude. At a flux of 3.17 x 10 6 m s', a region of high hydraulic head was 
created in the centre of the domain that available field piezometer data suggestcd was 
unrealistic. When these steady state simulation results were subsequently used as the initial 
conditions for the transient model run, the results indicated that the initial conditions did not 
impact on model output very far into the transient simulation. However, if the upper 
boundary flux in the steady state simulation was high, the pressure head and saturation at the 
start of the transient simulation were initialised as artificially high values (Figure 5.15). 
These artificially high values persisted for up to 3 days into this 45 day transient simulation. 
Paniconi and Wood (1993) tested various distributions of initial conditions for a simulation 
of catchment hydrological processes. In their case, varying the initial conditions did not 
have as great an effect on the model results as variations in surface saturated hydraulic 
conductivity. 
Further tests have indicated that the value of the upper boundary flux used to generate the 
initial steady state that is associated with an unrealistic hydraulic head pattern in the initial 
conditions (see Figure S.14a) is dependent on the value of saturated hydraulic conductivity; 
for a lower value of saturated hydraulic conductivity, the unrealistic pattern of hydraulic 
head (Figure 5.14a) will be produced with a smaller initial specified flux value. This means 
that for the following sensitivity analysis of soil hydraulic parameters, the initial conditions 
may have to be slightly different for each value of saturated hydraulic conductivity that is 
tested. This, however, should not affect the comparison bctween the simulations, a'i long as 
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Figure 5.14 Diagrams illustrating the effect of initial upper boundary flux on the generation 
of hydraulic head distribution and water-table elevation during the steady state run: (a) 3.17 
x 10.6 m S ·l and (b) 3.17 x 10.8 m S· l. 
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Figure 5.15 Graphs showing the effect of the upper boundary flux used to set up the initial 
conditions on (a) pressure head and (b) saturation predictions over time at the point x = 50 
m, Y = 27 m, during the subsequent transient simulation. 
Soil hydraulic parameters 
The soil hydraulic parameters tested in this section of the sensitivity analysis were saturated 
hydraulic conductivity (Ksat). saturated moisture content (0.). residual moisture content (0,). 
and the Brooks and Corey function parameters J., and air entry value (h.). Parameter sets 
describing two different soil types (clay loam and sandy loam) were tested. Both soil types 
occur in a profile taken in the region of the Severn field site (Brown, 1983). Testing two soil 
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types enabled an exploration of a wider range of model behaviour; the nature of the curves 
produced by the two soil types are quite different in character, with the sandy loam soil 
generally exhibiting much steeper curves than the clay loam soil. The soil type may be 
expected to affect both the physical results, and also the numerical properties of the model 
(e.g. rate of convergence), as highly nonlinear soil characteristics in the unsaturated zone can 
cause greater problems for numerical solutions of the Richards' equation. 
The parameter values selected for the sensitivity analysis for each soil type were taken from 
Cloke (2001) after original statistical distributions given in Meyer et al. (1997). For each 
soil type, the mean parameter values were tested, followed by tests of the values representing 
the upper and lower 95 per cent confidence interval for each parameter in turn. In the case of 
the saturated hydraulic conductivity, the upper and lower 99 per cent confidence intervals 
were also tested. 
As preliminary tests indicated that saturated hydraulic conductivity (K.w,) might be the most 
sensitive parameter, this parameter was tested first. Testing this parameter was especially 
important because reliable estimates of the unsaturated hydraulic conductivity are especially 
difficult to obtain, partly because of its extensive variability in the field, and partly because 
mea~uring this parameter is time consuming and expensive (van Genuchten, 1980). The 
schedule of model runs for this part of the sensitivity analysis is given in Table 5.6. 
Model output wa<; evaluated mainly in terms of model hydrological predictions. Where plots 
of pressure head, velocity and saturation over time are given, they are plotted at one point in 
the domain, as for the results of the optimisation procedure (at x = 50 m, y = 27 m). 
The results of runs 1-5 and \7-21 show that the model hydrological predictions were 
extremely sensitive to the value of saturated hydraulic conductivity (Figure 5.16 for clay 
loam and Figure 5.17 for sandy loam). Decrea<;ing the value of saturated hydraulic 
conductivity also had the effect of increasing the difficulty of the simulation, a~ the upper 
layers of the domain became less conductive. Ultimately this resulted in one ca~e that failed 
to produce a solution (run 21, sandy loam, K"", = 9.45 X ION m Sl). These analyses also 
indicated a limitation of the mixed form of the equation that had not been noted during the 
optimisation procedure. Runs 4-5 and 18-21 failed to converge using the mixed form of the 
equation, but the h-based form of the equation did run in all these cases (except ca~e 21, as 
mentioned above). For future simulations, the mixed form is used where possible due to its 
superior mass conservation properties, but where this scheme fails to converge it seems that 
the h-ba<;ed form can be used instead to produce a solution. 
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Table 5.6 Sensitivity analysis research design for soil hydraulic parameter testing for the 
River Severn model. 
Run K.(m S·l) 0, 0, h,(m) ;. Specific 
number storage 
Clay loam soil 
1* 1.01 x 10-4 0.41 0.0954 0.880 0.318 0.0001 
2 4.39 x 10.6 
3 9.93 X 10-7 
4 3.48 X 10-9 












Sandy loam soil 
17* 3.51 x 10-4 0.41 0.0644 0.177 0.892 0.0001 
18 5.13 x 10.5 
19 1.17 x 10-5 
20 6.46 X 10-7 












* Runs I and 17 may be considered base runs ror each soil type. Runs 2-16 and 18-32 will use the 
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Figure 5.16 Graphs showing the effect of changing the saturated hydraulic conductivity 
(K",) of a clay loam soil on predictions of (a) pressure head and (h) saturation, at the point x 
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Figure 5.17 Graphs showing the eflect of changing the saturated hydraulic conductivity 
(1<".,) of a sandy loam soil on predictio/l,\' of (a) pressure head and (b) saturation. at the {Joint 
x = 50 m. y = 27 m. 
The differences in the simulated pressure head reflect a changing hydrological response to 
the overbank flow situation which begins at approximately t = 12 days. This is illustrated in 
Figure 5.18, which shows what happened during overbank flow (at t = 14 days) for two 
different saturated hydraulic conductivity values in a clay loam soil. Where the saturated 
hydraulic conductivity was high (Figure 5.18a), the soil beneath the inundated boundary was 
quickly saturated, and the water-table moved to the surface. Where the saturated hydraulic 
conductivity was low (Figure 5.18b), the soil beneath the inundated boundary had a very low 
conductivity, and did not completely saturate, leading to the formation of a perched water-
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table above an unsaturated wedge of soil. This was exacerbated in the case of the sandy 
loam, where the k,(h) curve was steeper. The development of this phenomenon also 
coincided with the time at which some simulations failed to converge, and thus indicates the 
kind of boundary condition and parameter combination that the numerical model has 
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Figure 5.18 Diagram showing the effect of hydraulic conductivity on the development of a 
perched water-table in a clay loam soil: (a) saturated hydraulic conductivity = 1.01 x /0.4 m 
S· I (no perched water-table), and (b) saturated hydraulic conductivity = 3.48 x 10 9 m S · I 
(perched water-table developed in the floodplain, near the river channel), at time = 14 days. 
The patterns of water flux across the boundaries of the model domain were also significantly 
altered by a change in saturated hydraulic conductivity (Ksa/). Figure 5.19 shows water flux 
across the river channel boundary, hillslope boundary, and floodplain surface, for three 
different values of saturated hydraulic conductivity in a clay loam soil. As this is a two-
dimensional (rather than three-dimensional) simulation, the flux calculated by the model is in 
units of m2 s· '. In presenting the results here, the floodplain transect ha been assumed to be 
of unit width to enable the flux to be presented in units of m3 s '; the value of the flux does 
not change, but in this standard format the flux is easier to conceptualise. In addition, the 
flux is given as a value per unit area of the boundary, hence compensating for the floodplain 
surface boundary being much longer than the other two boundaries. A positive flux value 




With a changing value of saturated hydraulic conductivity, the pattern of river bank 
infiltration remained fairly similar, although the absolute values of flux did change (they 
were scaled with the /("" value). The pattern of surface infiltration wa'> also similar, with a 
large peak of infiltration in the middle part of the simulation, corresponding with overbank 
flow conditions. 
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Figure 5./9 Graphs showing the effect of a saturated hydraulic conductivity of (a) f.()J x 10 
4 m .1.-1, (b) 4.39 x 10'6 m s'I, and (c) 9.93 x 10 7 m s I of a clay loam soil Oil predictions (~r.f1ux 
through the boundaries of the model domain. 
The pattern of flux though the hillslope boundary, however, changed quite significantly as 
the value of saturated hydraulic conductivity changed, and was not a simple scaling of the 
fluxes according to the value of K.m,. This shows that thc change in hydrological behaviour 
of the system (as highlighted by the earlier perched water-table example) resulting from the 
change in hydraulic conductivity can also impact upon the magnitude and timing of watcr 
fluxes through the floodplain. This would have an associated impact on the timing of 
chemical transport through the floodplain. 
The simulations using the ranges of other soil parameters only resulted in very subtle 
changes in the simulated water fluxes across the boundaries of the domain, insignificant 
when compared to the effect of the change in K.,a" 
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The range of values of residual moisture content tested during this sensitivity analysis, for 
both clay loam and sandy loam, resulted in no noticeable differences in the predicted 
hydrological variables. Changes in the values of the other soil hydrological parameters: 
saturated moisture content, and Brooks and Corey parameters A and air entry value h ... did 
have noticeable effects on the simulated hydrological variables. The results of these 
sensitivity simulations are presented in Figure 5.20 to Figure 5.25. Changing the value of 
saturated moisture content, for both clay loam and sandy loam soil, made only a very small 
difference to the predicted pressure head at x = 50 m, y = 27 m (Figure 5.20 and Figure 
5.21). However, this change obviously had a big impact on the predicted moisture content 
over time. This effect was more pronounced for the sandy loam soil for which the soil water 
retention curves were generally steeper. Thus, a unit change in pressure head resulted in a 
much greater change in moisture content in the sandy loam soil, a<; compared with the clay 
loam soil. 
Changing the value of Brooks and Corey parameter A had a greater effect on the simulated 
saturation change over time than the pressure head (Figure 5.22 and Figure 5.23). A smaller 
value of A resulted in a shallower B(h) curve, with the result that the domain remained at a 
higher level of saturation for a given pressure head. As in the case of the saturated moisture 
content, this effect was more noticeable in the sandy loam soil due to the steeper profile of 
the O( h) curve. 
Changing the air entry value (h,) had the greatest effect on hydrological predictions 'after 
saturated hydraulic conductivity. As with the other soil hydrological parameters, the effect 
on saturation change over time wa~ marked, particularly for the sandy loam soil (Figure 5.24 
and Figure 5.25). A larger value of h .. resulted in a shallower O(h) curve, with the domain 
remaining at a higher level of saturation for a given pressure head. However, the changes in 
air entry value also resulted in a significant change in the k,.(h) curve (Figure 5.24c and 
Figure 5.25c). This produced a noticeable effect on the simulated pressure head over time. 
In this ca<;e, the change in h,l' acted like the change in saturated hydraulic conductivity. As 
illustrated earlier, this reduced the conductivity of the soil near the floodplain surface and 
therefore restricted the amount of water that could infiltrate through this boundary. Once 
again, this effect was more marked for the sandy loam soil, where quite a small change in the 
value of h .. (0.062 m to 0.364 m) created a large difference in the simulated pressure head 
over the course of the simulation. 
The final soil hydrological parameter to be investigated was specific storage. As specific 
storage is incorporated a<; an extra parameter in the soil water retention curve, it was 
expected to have an effect on the prediction of saturation. This is indicated in Figure 5.26, 
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Figure 5.20 Graphs showing the effect oj changing the saturated moisture contellt (theta_.I) 
oj a clay loam soil on predictions oj (a) pressure head and (b) moisture content. at the point 
x = 50 m. y = 27 m. The effect on the soil water junctions is shown in (c). 
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Figure 5.2/ Graphs showing the effect of changing the saturated moisture content (theta_s) 
of a sandy loam soil on predictio/l.l' oj (a) pre.Hure head and (b) moisture content. at the 
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Figure 5.22 Graphs showing the effect of changing the value oj lamhda of a clay loam .l'Oil 
on predictions of (a) pressure head and (b) saturatioll, at the point x = 50 m. y = 27 m. The 
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Figure 5.23 Graphs showing the effect of changing the value of lambda (if a sandy loam soil 
on predictions of (a) pressure head and (h) saturatioll, at the point x = 50 m. y = 27 m. 71ze 
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Figure 5.24 Graphs showing the effect of changing the air entry value (h,) of a clay loam 
soil on predictions of (a) pressure head and (b) saturation. at the point x = 50 m. y = 27 m. 
The effect on the soil water functions is shown in (c). 
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Figure 5.25 Graphs showing the effect of changing the air entry value (h . ) of a mndy loam 
soil on predictions of (a) pressure head and (b) saturation. at the point x = 50 m. y = 27 m. 
The effect on the soil water functions is showll ill (e). 
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Part of the idea of introducing a storage parameter to the ESTEL2D model was to maintain 
the transient behaviour of a simulation under saturated conditions. The indicator of a 
transient simulation is a change in mass over time. As can be seen from Figure 5.26a, the 
total mass in the domain was always changing over time, even when the value of specific 
storage was zero. This indicated that for this simulation of the River Severn floodplain, at no 
point was the domain completely saturated. There wa~ always a small area of unsaturated 
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Figure 5.26 Graphs to show the effect of changing the value of specific storage 011 (a) total 
mass in the domain and (b) saturation prediction at the point x = 50 m, Y = 27 m. 
As this wa~ found to be the ca<;e, some further model simulations were performed with the 
aim of assessing the effect of the storage parameter under fully saturated conditions. In 
order to explore this, the River Severn simulation wa<; re-run for flood event D, but with the 
value of specified hydraulic head on the hillslope and channel boundaries raised by 5 m. The 
results clearly showed that in a completely saturated domain, with no specific storage, no 
change in ma~s over the course of the simulation wa<; possible (Figure 5.27a). This resulted 
in the model running, incorrectly, as a series of steady states, rather than as a full transient 
simulation. Where the specific storage term wa<; introduced, a change in mao;s became 
possible. Figure 5.27b also illustrates how the introduction of the storage parameter resulted 
in a saturation value of over lOOper cent. This small fraction is insignificant when 
compared with the change in saturation that is possible through desaturation of the soil voids 
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Figure 5.27 Graphs to show the effect of changing specific storage. in a completely 
saturated domain. on (a) total mass in the domain and (b) saturation at the point x = 50 m. y 
= 27m. 
Boundary conditions 
Following from the investigation into the sensitivity of model performance to changes in the 
values of soil hydrological parameters, the effect of the choice of boundary condition 
specification was explored. Errors in boundary condition specification can arise from two 
main sources: (i) measurement error in the field data used a~ boundary conditions, and (ii) 
conceptual errors in how the boundaries are physically characterised. In the hydrological 
modelling literature, point (i) is sometimes considered, but the effect of point (ii) is not 
generally investigated. This reflects the fact that field data are often lacking, and that even if 
the data are available, there are still different ways of specifying the boundary. 
In principle the model can handle any type of boundary condition, but there is often a lack of 
knowledge and data concerning now processes across non surface boundaries. 
(Paniconi and Wood, 1991) 
The lower boundary condition of the River Severn domain was specified as no flux. To 
reduce the influence of this boundary, the mesh was deliberately made 30 m deep, even 
though the region of interest (and the region where field data were available) wa~ restricted 
to the upper 5-10 m of the domain. The upper boundary wa~ specified a~ a seepage face 
boundary condition, with the specified flux equal to the precipitation rate, where appropriate. 
The main uncertainty in boundary condition specification therefore occurred when 
considering the hillslope and channel boundaries. 
Several different combinations of specified head and specified flux boundary condition were 
considered for these boundaries, but ultimately, a specification of a hydrostatic boundary 
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condition below the water-table, and a no flux boundary condition above the water-table, 
was found to be the most suitable. Figure 5.28 shows the effect of changing the boundary 
condition specification at the hillslope boundary. The pressure head pattern illustrated in 
Figure 5.28a was created using a specified head boundary condition along the whole 
boundary. This created an unrealistic pattern of pressure head in the upper corner of the 
domain. The more realistic pressure head pattern in Figure 5.28b was created using a 
specified head boundary condition below the water-table and no flux above the water-table. 
(a) 
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Figure 5.28 Diagrams to show the effect of boundary condition specification on pressure 
head pattern at the hillslope boundary (sandy loam soil): (a) specified head, hydrostatic 
boundary condition; (b) no flux boundary specification above the water-table. 
This stage of the sensitivity analysis also considered the effect of errors in the value of 
hydraulic head used in the hillslope and channel boundary condition specification. The 
maximum error that could be incorporated in the measured value of hydraulic head from the 
field data was felt to be of the order of ±IO cm. Figure 5.29 shows the effect on the 
simulated values of pressure head and saturation of changing the boundary input data by ± 10 
cm. These graphs indicate that the error introduced by uncertainty in the boundary data wa 
probably less than the change in predictions that could be introduced by changing the value 
of the soil hydrological parameters, in particular saturated hydraulic conductivity. However, 
the range of possible realistic hydraulic conductivity values for use in representing the River 




The sensitivity analysis has demonstrated the response of the model to changes in initial 
conditions, soil hydrological parameters, and boundary conditions. Interestingly, it has 
demonstrated that certain parameters can have a significant effect on predictions of such 
variables as saturation extent and change in saturation over time, while at the same time 
having only negligible effects on the predictions of hydraulic head, and water-table 
elevation. The wider implication of this is that a modellcr can maintain a prediction of 
hydraulic head that matches well with field data, but with an unrealistic representation of 
other hydrological conditions within the domain, and within the unsaturated zone in 
particular. This must be considered during the calibration of the River Severn model, where 
the available field data relate only to pressure head measurements in the saturated zone, and 
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Figure 5.29 Graph to show the effect of uncertainty in the hil/slope and channel houndary 
condition input data on predictions of (a) pressure head and (h) saturation, at the point x = 
50m, y = 27 m. 
The sensitivity analysis of the River Severn model ha~ also revealed some circumstances 
under which the numerical scheme does not converge to a solution. Maintaining numerical 
accuracy when modelling transient flow in unsaturated, heterogeneous porous media has 
been recognised as a difficult problem (Mitchell and Mayer, 1998). Characteristics which 
can lead to slow convergence of the Picard scheme include (a) complex or time varying 
boundary conditions, (b) steep soil characteristic equations. producing a sharp moisture front 
with a large drop in conductivity and saturation across the front. (c) an initially dry soil near 
the surface, and (d) saturated-unsaturated interfaces (Paniconi and Putti, 1994). These can 
produce ill-conditioned system matrices and adversely affect the convergence behaviour of 
linear and nonlinear iterative solvers (Paniconi and Wood, 1993). Paniconi and Putti (1994) 
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found that some of these problems could be alleviated to an extent by using lumped rather 
than distributed matrices. For a test ca<;e involving infiltration into an unsaturated soil slab, 
mass lumping was able to reduce oscillations at the sharp moisture front, thus resulting in 
good convergence for the Picard scheme. They also found some improvement with the use 
of alternative schemes, for example the Newton scheme. However, these types of 
developments are beyond the scope of this study. 
The combination of boundary conditions and soil hydrological properties tested during this 
sensitivity analysis have provided quite a rigorous test of the model capabilities, covering 
many of the characteristics which cause difficulties for the numerical scheme. This being the 
case, it is not surprising that some of the parameter combinations tested led to long run 
times, or in some cases, non-convergence. The steady state simulations used to set up the 
initial conditions seem to be especially sensitive to some of these problems. When using the 
van Genuchten soil water retention function during the optimisation procedure (Table 5.2 
and Table 5.3), the model failed to converge in steady state, but the dynamic simulation did 
run (although it took a very long time to converge). Other modellers have experienced this 
problem. Romano et at. (1999), using a finite element hydrological model (SWMS-2D) and 
van Genuchten soil water retention function, found that the steady state option failed to 
converge for any of the test cases they investigated. 
Sleepers River 
The sensitivity analysis for the Sleepers River model wa<; designed on the ba~is of the results 
of the River Severn model sensitivity analysis. This model ha~ four soil types as opposed to 
the uniform soil used for the River Severn model. Testing every parameter of the soil water 
retention model for each soil type wa~ felt to be unnecessary, considering the evidence from 
the Severn sensitivity analysis which indicated that the model output is most sensitive to 
saturated hydraulic conductivity (K""/). Paniconi and Wood (1993) simulated a small 
catchment with spatially variable soils, but they only considered spatial variability in 
saturated hydraulic conductivity, keeping the other parameters of the soil model constant 
over the catchment. The sensitivity analysis for the Sleepers River model is therefore 
concerned with the effect of varying K.mh with some additional tests on the effcct of changing 
the boundary condition specification. 
The Sleepers River model domain was constructed to lie between piezometer nests 8 and II 
(Figure 5.30). The data at nest 18 (Figure 5.3) were not felt to be reliable enough to form the 
right hand side boundary. Only the bottom piezometer in this nest wa~ usually below the 
water-table, and a value of piezometric head was rarely recorded for the upper piezometer. 
This restricted the hydrological characterisation at this point, making it a less well-defined 
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position for the model boundary than piezometer nest II. Figure 5.30b shows the 
distribution of soil types within the model domain, each of which is associated with a 
different value of saturated hydraulic conductivity. 
The research design for the Sleepers River model sensitivity analysis is given in Table 5.7. 
Three main aspects of the model parameterisation were tested: the effect of changing the 
upper boundary specificatin (incorporating a seepage face), the effect of changing the lower 
boundary specification, and the effect of changing the value of saturated hydraulic 
conductivity throughout the model domain . The lower boundary was particularly interesting 
in the Sleepers River case. Unlike the River Severn case, the physical depth to bedrock was 
well characterised. However, the hydrological conditions and now pathways at the lower 
boundary were not well known. The specification of this boundary therefore formed part of 
the sensitivity investigation. 
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= 1 x 10-8 m S- I 
Specified nux 
= I x 10-6 m S-I 
No nux 
Saturated hydraulic conductivity m S· I 
Average values: 
Gravelly lill 5.8 x 10 5 
Dense lilliayer 2.9 x 10 6 
Upland mineral soil 1.725 x 10-4 
Riparian peat 5.65 x 10-5 
Gravelly till 
Gravelly till 
Dense till layer 





7.4 x 10 5 (max) 
4.2 x 10-5 (min) 
3.3 x 10-{; (max) 
2.5 x 10 6 (min) 
2.5 x 10-4 (max) 
9.5 x 10 5 (min) 
7.4 x 10 5 (max) 
3.9 x 10 5 (min) 
All soils at maximum 
All soi ls at minimum 
* All runs use the parameters from the base run (I) unless otherwise specified. 
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Figure 5.31 Diagram to show (a) hydraulic head and (b) Darcian veLocity vector pattemfor 




10 12 '4 m 
Figure 5.32 Diagram to show (a) hydraulic head and (b) Darcian velocity vector pat/emfor 
a top boundary condition with seepage. 
As in the River Severn model case, the Sleepers River model was found to be very sensitive 
to the upper boundary condition specification. Without the seepage face specification, no 
water was able to leave the domain except at the stream channel, where the boundary 
condition was defined as specified head (Figure 5.31). This raised the pressure head inside 
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the domain such that the entire domain became saturated, with the water-table lying above 
the surface of the domain, in all but the very top right-hand corner. As no water could leave 
the domain, all the Darcian velocity vectors along the surface followed the contour of the 
upper boundary (Figure 5.3Ib). In contra';t, the simulation using the seepage face boundary 
specification (Figure 5.32) showed a much more realistic development of the Darcian 
velocity vector pattern. Water flowed out of the domain at the break in slope at the junction 
of the hillslope and the riparian zone. This reduced the pressure head in the riparian zone, 
allowing a water-table to develop below the surface of the riparian zone (Figure 5.32a). 
Adding the lower boundary flux did not make a significant difference to the predicted 
hydraulic head patterns. At the highest flux value, I x 10 6 m S I, hydraulic head values 
within the domain changed by a maximum of about 5 cm. Likewise, changing the value of 
saturated hydraulic conductivity of the soils. within the ranges measured in the field, made 
surprisingly little difference to the predictions of hydraulic head. The maximum change in 
hydraulic head from the levels given by the ba<;e run wao; approximately 1.5 cm, and usually 
the difference was much smaller than this. Interestingly. this still does not discount these 
factors as being important to the final calibration of the Sleepers River model (sec Section 
5.3.1.4). With so many possible boundary and parameter combinations, there may be some 
interaction not covered in this sensitivity analysis that results in these factors showing greater 
sensitivity. 
Generally. this sensitivity analysis has demonstrated that model results can be just as 
sensitive to boundary condition specification ao; to soil parameter specification. Out of the 
soil parameters, the model results are very sensitive to the value of saturated hydraulic 
conductivity. The subsequent model calibration process therefore focuses on boundary 
condition specification and saturated hydraulic conductivity, but the choice of unsaturated 
soil parameters is still given careful consideration. 
5.3.1.4 Calibration 
The calibration of the River Severn model was carried out using field data from flood event 
D from the River Severn data set. This left several data sets with which to validate the 
model results. Calibration of the Sleepers River model was more problematic because data 
were only available for one event. In an attempt to take account of the need for some 
validation, the calibration exercise used only half of the available snowmelt event data. The 
validation then used data from the whole snowmelt event. 
Having decided on the most appropriate boundary condition specification during the 
optimisation and sensitivity analysis procedures. the calibration of the River Severn model 
focused on the saturated hydraulic conductivity. The simulated hydraulic head was 
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compared to the observed hydraulic head for the three piezometers on transect S, internal to 
the model domain; S2, S3 and S4, for a range of saturated hydraulic conductivity values (see 
Figure 5.2 for location of piezometers in the field, and Figure 5.33 for location of 
piezometers within the domain). The rest of the soil parameters were specified with values 
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Figure 5.33 Meshes of the two River Severn transects, indicating the location of the 
piezometers within the domain. 
The measured (averaged) values of saturated hydraulic conductivity at the field site ranged 
from 1.56 x 10.6 for the upper soil layer to 2.54 x 10.6 m s I for the lower soil layer. The 
closest value to this tested during calibration, 5 x 10-6 m S· I, produced a fairly unsatisfactory 
fit to the observed piezometer values, with a smoothed respon e and a hydraulic head value 
which was generally too low in the early part of the simulation, and too high at the end 
(Figure 5.34). This was probably because the hydraulic conductivity of the floodplain soil 
near the start of the simulation was too low to allow enough infiltration to raise the hydraulic 
head inside the domain. At the end of the simulation, the conductivity was too low to allow 
enough water to leave the domain, so the hydraulic head inside the domain remained too 
high . The value of saturated hydraulic conductivity selected wa~ 5 x lO s m s I. This is an 
order of magnitude greater than the value obtained from field measurements. However, the 
reliability of these measurements, and how well they represent the floodplain soil, may be 
questionable, as highlighted in Section 5.2.4. (n situ field measurements of saturated 
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hydraulic conductivity may often be an order of magnitude lower than the average hydraulic 
conductivity of the formation being mea-;ured (Bonell. 1998). Under these circumstances. 
changing the hydraulic conductivity to better represent the hydrological processes within 
numerical simulations is a commonly used technique in the hydrological modelling 
community. For example. Paniconi and Wood (1993) found that to reduce the amount of 
catchment runoff in their catchment hydrological simulation it was necessary to increa~e 
surface K.lat from its fitted value of 6.06 x 10 6 m S-I to a value of 6.06 x 10 5 m s I. They 
argued that the higher value may be justified considering the discrepancies they found 
between near-surface remotely sensed soil moisture observations and deeper mea'iuremcnts 
obtained from soil core analyses. since these discrepancies suggested that the soil near the 
catchment surface may be very porous. During their calibration of the SIMULAT model. 
Aden and Diekkruger (2000) adjusted the van Genuchten parameters and the KJal values for 
the soils in their study by up to three orders of magnitude from the mea'iured value. changing 
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Figure 5.34 Graphs comparin[? observed piezometer data with simulated results usin[? jour 
different saturated hydraulic conductivity (K.,at ) values: (a) pit'zometer S2. (b) piezometer S3. 
and (c) piezometer S4. 
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In addition, isotropic soil properties are assumed for the calibrated River Seven model. This 
assumption is based on field observations of the floodplain material characteristics. The 
alluvial soil at the field site shows very little vertical stratification beyond the upper 30 cm of 
organically enriched material. This is a consequence of active channel meandering for this 
reach of the river leading to periodic reworking of the floodplain sediments. 
The calibrated River Severn model assumes fairly wet antecedent conditions, with an initial 
upper boundary flux of 6.17 x 10.8 m s" , (which when extrapolated would be equivalent to 
an average annual rainfall of approximately 1950 mm). As there are no field data to verify 
the pressure head or saturation extent in the unsaturated zone, these initial conditions could 
be considered somewhat arbitrary. However, they are felt to be appropriate for this 
simulation, as this flood event occurred in the winter, after an extended wet period. In 
addition, the sensitivity analysis has demonstrated that the effect of these initial conditions 
should not extend far into the main simulation. 
Unfortunately, the results from the unsaturated zone could not be validated, but a model 
representation of this zone that was at least 'realistic' was still sought. This is sympathetic to 
the notion that sometimes a 'less rigorous' approach to model as es ment (Lane and 
Richards, 2001) may be necessary, or indeed, the only way to proceed. Earlier in this study, 
it has been demonstrated that a good characterisation of the water-table position and 
hydraulic head is possible, but this is not sufficient, particularly where the results are to be 
used for further analysis (i.e. chemical transport analysis). An adequate representation of the 
Darcian velocity vector field, and moisture content throughout the domain, are vital 
considerations, even if they cannot be formally validated. 
The final calibrated parameters for the River Severn model are given in Table 5.8. 
Table 5.8 Final parameter selection for the River Sevem model 
Soil hydraulic parameter 
Residual moisture content Or 
Saturated moisture content 0, 
Brooks and Corey bubbling pressure parameter (II,) [m] 
Brooks and Corey pore distribution parameter (J.) 
Saturated hydraulic conductivity [m s·,] 






5 x lO S 
0.0001 
The starting point for the calibration of the Sleepers River model was the base run from the 
sensitivity analysis (Table 5.7). This used a seepage face boundary condition on the upper 
boundary, a specified head boundary condition on the left- and right-hand side boundaries, 
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and a no flux boundary condition along the lower boundary, with average saturated hydraulic 
conductivity values for each soil type as measured in the field. The results from this model 
run are illustrated in Figure 5.35, which shows the comparison between the observed and 
predicted hydraulic head for all five piezometer nests. This diagram shows that the hydraulic 
head behaviour in piezometer nests 9 and 10 in particular is poorly represented by the model. 
In addition, the use of a specified head boundary condition fails to capture the dynamic 
upward or downward water movement at the left- and right-hand side boundaries (nests 8 
and II, Figure 5.35), suggesting that an alternative boundary condition specification may be 
more appropriate. 
The calibration of the Sleepers River model was somewhat more complex than the 
calibration of the River Severn model. involving consideration of saturated hydraulic 
conductivity values for all four soil types in the model domain, the flux along the lower 
model boundary, and the effect of the side boundary specification. To simplify presentation 
of the results, the final calibrated model will be presented first, followed by the 
consequences of modifying different aspects of this model configuration. The calibrated 
boundary conditions used in the Sleepers River snowmelt event simulation are illustrated in 
Figure 5.36. Figure 5.37 shows the model results using the final boundary conditions and 
calibrated soil hydraulic conductivity values as given in Table 5.9. 
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Figure 5.35 Graphs comparing observed (black) and simulated (red) hydraulic head, using 
average saturated conductivity mlues CIS measured in the field. 
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Table 5.9 Final parameter selection/or the Sleepers River model 
Soil hydraulic parameter 
Residual moisture content (), 
Saturated moisture content (), 
Brooks and Corey bubbling pressure parameter (h.,) [m] 
Brooks and Corey pore distribution parameter (A) 
Specific storage [m· l ] 
Saturated hydraulic conducti vity: gravelly till [m s I] 
Satura ted hydraulic conductivity: den e till layer [m S· I] 
Satura ted hydraul ic conductivi ty: upland mineral o il [m s I] 





0 .3 18 
0.000 1 
5 x 10.5 
3 X 10.6 
I X 10-4 
5 x 10-4, 5 x 10 6 
A ll the values of saturated hydraulic conductiv ity used in the ca li brated model are w ithin the 
range of values measured in the fi e ld , apart from the value for the ripari an peat, which is now 
represented as an ani sotropic soil with a aturated hydraul ic conducti vi ty of 5 x 10-4 m · 1 · In 
the x-di rectio n, and 5 x 10.6 m · 1 in the y-direction (compared to a field measured va lue of 
3.9 x 10 5 to 7.4 X 10.5 m s' \ 
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Figure 5.37 Graphs comparing observed (black) and simulated (red) hydraulic head, usil/g 
calibrated saturated cOl/ductivity values alld calibrated boul/dary condiriol1s. 
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Figure 5.38 Graphs showing the effect of specified flux versus specified head boundary 
condition 011 hydraulic head prediction at nest 8, and hydraulic head pattem ill the domain 
Ilear nest 8, at time = 3 days. 
The first major change that was made to the Sleepers River model as part of the calibration 
process was changing the left- and right-hand side boundary conditions to specified nux, 
rather than specified head. This was because the pecified head repre entation re tricted the 
hydraulic head along the boundary to a hydrostatic condition, where the field data clearly 
indicated that there was some component of vertical flow as the water cro sed thi s point. 
The left-hand side flux was specified by calculating the hydraulic gradient between 
piezometers 8_3 and 15_2, multiplied by the hydraulic conductivity of the gravelly till. The 
right-hand side flux wa pecified by calculating the hydraulic gradient between piezometers 
11 _2 and 18_ 1 (there were no data for piezometer 18_2), multiplied by the hydraulic 
conductivity of the upland mineral soil. The situation at the right-hand side boundary i 
more satisfactorily defined because it involves comparing the hydraulic head at nest II with 
another hydraulic head measurement outside the model domain. On the left-hand side 
boundary, this could not be achieved, because the piezometer nests only extended as far as 
nest 8. This may help to account for the need to increase the flux on the left-hand side 
boundary during the calibration (the value estimated from the hydraulic gradient between 
piezometer 8_3 and 15_2 was multiplied by 4.5) . An alternative would have been to truncate 
the model domain at nest 15, in the stream channel, but this would have excluded an 
interesting part of the domain from further analysis. 
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Figure 5.38 illustrates the effect of changing the left-hand side boundary (piezometer nest 8) 
from a specified head to a specified flux boundary condition. The sharp drop in hydraulic 
head near the start of the simulation seems to be a result of using piezometer 8_3 as part of 
the flux calculation, because this drop occurred in piezometer 8_3, but not in 8_2 or 8_ 1. 
Although the predicted hydraulic head did not completely match the observed values, 
changing to a specified flux did achieve the main aim of creating a more realistic paflem of 
hydraulic head in terms of creating upward flow. The striking effect that this had on the 
pattern of hydraulic head in a wider portion of the domain can also be seen in Figure 5.38. 
With the specified head boundary condition, this part of the domain was saturated right to 
the surface. With the specified flux boundary condition, the water-table developed beneath 
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Figure 5.39 Graphs comparing obsenled (black) alld simulated (red) hydraulic head with a 
110 flux boundary condition along the lower boulldary. 
Improving the representation of the hydraulic head for nests 9. 10 and II involved changing 
the specified fluxes across the lower boundary. During the calibration process it was found 
that an upward flux in the nest 9 region and a downward flux in the region of nests 10 and II 
(see the boundary condition diagram, Figure 5.36), provided a good representation of the 
hydraulic head in nests 9, 10 and II. Figure 5.39 shows the effect of changing the lower 
boundary condition to zero flux. In comparison with the calibrated results, the hydraulic 
head at nest 9 was poorly predicted, with virtually no vertical flow. The correspondance 
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between the observed and simulated hydraulic head at nests 10 and II was also weak, as the 
predicted change in hydraulic head over time was much less dynamic than the behaviour 
observed in the field. 
Although there were no field data to guide the addition of a water flux across the lower 
boundary, the pattern of flux that has been adopted seems reasonable. It corresponds with 
the available piezometer data that suggest downwelling from the soil towards the bedrock at 
the foot of the hillslope where there is a distinct break of slope, and later recharge to the 
riparian zone in the region of piezometer nest 9. 
Improving the representation of the hydraulic head as observed in piezometer nests 9 and 10 
involved changing the characterisation of the riparian peat. During the extensive calibration 
process it was found that an anisotropic saturated hydraulic conductivity of 5 x 10 4 m Sl in 
the x-direction and 5 x 10-6 m S-I in the y-direction provided a good representation of the 
hydraulic head in nests 9 and 10. Figure 5.40, Figure 5.41 and Figure 5.42 illustrate the 
effect of changing the hydraulic conductivity of the riparian peat to three different, isotropic 
values, while keeping all other aspects of the simulation the same. At 5 x 10-4 m S-I (Figure 
5.40), the pattern of flux in terms of the vertical movement of water was poorly represented 
at nests 9 and 10, and the hydraulic head wa~ 10 to 20 cm too low in each ca<;e. At 5 x 10 5 
m Sl (Figure 5.41), the hydraulic head patterns again showed no evidence of vertical water 
movement, and this time, the hydraulic head at nest 10 was predicted a<; approximately 10 to 
20 cm too high, and with little variation over the course of the simulation. The hydraulic 
head predicted at nest II also showed a less dynamic response than the observed behaviour. 
With a hydraulic head value of 5 x 10-6 m S-I (Figure 5.42), the prediction of hydraulic head 
at nest 9 showed a dramatic improvement, with the correct pattern of upward flow indicated 
by the predicted hydraulic head pattern. However, the pattern of water flow predicted at nest 
10 was then in the wrong direction, flowing upwards instead of downwards, and the values 
were 20 to 25 cm too high. The predictions of hydraulic head at nests 8 and 15 were also 
worse in comparison with the measured field data, but this may have been because the flux 
specified on the left-hand side boundary needed to be altered to take account of the change in 
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Figure 5.42 Graphs comparing observed (black) and simulated (red) hydraulic head, using 
saturated hydraulic conductivity valuefor the riparian peat of 5 x 10.6 111 S· I . 
Considering again the calibrated model results (Figure 5.37). the anisolropic peat 
representation helped to create the patterns of hydraulic head in nests 9 and 10 that were 
observed in the field. with upward water flow at nest 9, and downward flow at nest 10. The 
absolute values of hydraulic head were still 10 to 20 cm too low, but it was felt that this wa 
less important than achieving a good representation of the pattern of flow. The anisOlropic 
behaviour of the peat may be explained by the observations of 
... enlarged openings at the interface between soil layers and many root channels - now was 
likely in execs of measured matrix hydraulic conductivity values found with piezometer bail 
tests ... Further. the dense upper till layer at the peal-till interface appeared to inhibit root 
growth. The resulting concentration of roots at this interface could increase lateral water 
transmission. 
(McGlynn el al., 1999) 
There were still some other discrepancie between the observed and predicted hydraulic head 
patterns; at nest IS, the predicted hydraulic head was about 10 cm too high, and suggesting 
slight upward flow, as oppo ed to the light downward flow suggested by the piezometer 
data. However, some of these gradients implied by the field data were so small that they 
could have fallen within the envelope of measurement accuracy (±2 cm), and 0 further 
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calibration of the model, away from those reasonable assumptions that were made so far, 
was resisted. 
In summary, the River Severn model has been calibrated using only the value of saturated 
hydraulic conductivity. The more complex Sleepers River model was calibrated through a 
combination of changing saturated hydraulic conductivity values, and changing the boundary 
conditions. Four specific adaptations were necessary: (a) specified flux boundary conditions 
along the side boundaries, in order to represent correctly the vertical movement of water in 
these zones; (b) an explicit representation of the seepage face on the upper boundary; (c) an 
anisotropic representation of the riparian peat, and (d) a spatially variable flux along the 
lower boundary, down towards the groundwater in the hillslope area, and upwards from the 
groundwater in the riparian zone. Although model calibration efforts in the wider 
hydrological modelling literature tend to focus on the soil characterisation, it appears that the 
boundary conditions can exert just as important a control over the model results a<; the soil 
parameteri sation. 
5.3.1.5 Validation 
This section focuses on using data sets that have not been used so far during the model 
testing. The River Severn model is validated using data from three overbank flood events, 
listed in Table 5.1 as flood event E, F and G, and two bankfull events, listed a<; bankfull 
event A and B, for both transect S and transect H. Validation of the Sleepers River model 
involves using data from the whole 1996 snowmelt event. 
Validation of the River Severn model was carried out by comparing the observed and 
simulated hydraulic head values at points internal to the model domain, corresponding to the 
location of piezometers S2, S3 and S4 on transect S, and H2, H3, and H4 on transect H. The 
location of these points inside the two model domains is illustrated in Figure 5.33. 
Generally, the fit between observed and predicted hydraulic head for all the events tested as 
part of the validation exercise was quite good (Figure 5.45 to Figure 5.44). The fit tended to 
be worse at the beginning and end of the events, but a proportion of this could be explained 
by the performance of the vibrating wire piezometers at these times during the flood events. 
The piezometers were installed as deep as possible using a hand held auger, but even so, 
during long periods of the year, when the water-table was relatively low, the water-table was 
below the level at which the piezometers were installed. These piezometers were not 
designed to record soil water suction; they can only reliably record positive soil water 
pressures. Therefore, at the beginning and end of the flood events, when the water-table was 
relatively low, the piezometers may not have been able to record the soil water pressure. An 
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Figure 5.43 (a) Graphs showing boundary conditions for bankfull event A. (b) Graphs 
comparing observed (thick line) and simulated (thin line) hydraulic head,for transects Sand 
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Figure 5.44 (a) Graphs showing boundary conditions for bankfull event B. (b) Graphs 
comparing observed (thick line) and simulated (thin line) hydraulic head,for transects Sand 
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Figure 5.45 (a) Graphs showing boundary conditions for flood event E. (h) Graphs 
comparing observed (thick line) and simulated (thin line) hydraulic head,for transect,I' S alld 
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Figure 5.46 (a) Graphs showing boundary conditions for flood event F. (b) Graphs 
comparing observed (thick line) and simulated (thin line) hydraulic head. for transects Sand 
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Figure 5.47 (a) Graphs showing boundary conditions for flood event G. (b) Graphs 
comparing observed (thick line) and simulated (thin line) hydraulic head,for transects Sand 
H. Dotted line indicates minimum reliable piezometer measurement. 
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additional line has therefore been added to each graph on the validation diagrams, to indicate 
the hydraulic head value below which the observed piezometer reading may be considered 
unreliable. The biggest problem that this caused was in specifying the hillslope boundary 
condition for each transect, as can be seen in the graphs which illustrate the boundary 
conditions for each validation run (Figure 5.45 to Figure 5.44). For some of these events, the 
hillslope piezometer did not begin recording until half way through the event. This left the 
hillslope boundary condition poorly characterised, and perhaps led to some of the 
discrepancies between observed and simulated hydraulic heads in the piezometers internal to 
the domain , particularly for those piezometers neare t the hillslope (i .e . S2 and H2). 
The results of the Sleepers River validation are illustrated in Figure 5.48, howing model 
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Figure 5.48 Graphs comparing observed (black) and simulared (red) hydraulic head,jor the 
full Sleepers snowmelt event. 
The validation for Sleepers River was certainly less rigorous than the River Severn 
validation , as there was only one event available for both calibration and validation. 
Although the patterns of hydraulic head (in terms of the direction of water flow) were 
generally well represented , there were still some significant di crepancie between the 
observed and predicted hydraulic head values, most notably at piezometer nest 9, where the 
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absolute difference between modelled and measured hydraulic head wa<; of the order of 20 
cm. 
Where such discrepancies occur between the model results and field data, it is possible that 
they may be due to time-lags in the piezometer response to changes in soil water pressure. 
There are four basic types of piezometer: pneumatic, vibrating wire, closed standpipe and 
open standpipe (Baird and Gaffney, 1994). Vibrating wire piezometers. a<; used at the River 
Severn fieldsite, respond to changes in soil pore water pressure almost instantaneously, and 
time lag errors are likely to be minimal. Out of all the piezometer designs, open standpipe 
piezometers, as used at the Sleepers River site, are most likely to be subject to time-lag 
errors. 
Standpipe piezometers take a period of time to register pressure changes because water needs 
to flow into or out of the instrument for equilibration to occur (Hanschke and Baird, 20(H). 
Depending on the exact design of the piezometer, and the hydraulic conductivity of the soil 
around the piezometer, such water exchanges may take hours or days, resulting in misleading 
information on pore-water pressures within the soil (Hanschke and Baird, 200 I). Hanschke 
and Baird (200!) investigated time-lag errors for several combinations of soil type and open 
standpipe piezometer design. In their experiments, the long response time of some 
piezometers led to piezometer readings that indicated not only an incorrect rate of flow. but 
also the wrong pattern of flow (i.e. strong downwardly acting hydraulic gradients instead of 
upwardly acting hydraulic gradients). 
It is also possible that there are errors in the surveyed position of the piezometers. Surveying 
is subject to several sources of error, which can be cla-;sified according to three categories 
(Ritchie et al.. 1988): 
• Gross errors: mistakes that cannot be corrected. They can be of any sizc or nature, and 
tend to occur through carelessness, for example, writing down the wrong value or 
reading the instrument incorrectly. 
• Systematic errors: errors which follow a logical pattern. They can be theoretically 
predicted (and therefore corrected), for example, the effect of temperature on tape 
length. 
• Random errors: errors which reflect the limit of precision of the measurement process. 
They have very definite statistical behaviour and while they cannot be predicted in any 
single mea'iurement, the effects of random errors can be minimised using statistical 
procedures (for example, adopting the mean of a set of values). 
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If such errors occurred during the measurement of the piezometer locations at Sleepers 
River, and were not corrected, they may have resulted in the recorded location of any given 
piezometer being slightly above or below its true position, relative to the datum and to other 
piezometers. This could have two main impacts. First, the measurements of hydraulic head 
may be slightly too high or too low. For example, if the pressure head in a given piezometer 
was measured as 5 cm, and the piezometer was believed to be IDem above the datum, this 
would give a hydraulic head value of 15 cm. However, if the location of the piezometer had 
been measured incorrectly, and the piezometer was really only 8 cm above the datum. this 
would mean that the hydraulic head value wa<; really only 13 cm: an error of 2 cm. This 
could be critical in locations such as piezometer nest 15, where the mea<;ured hydraulic head 
values are usually only a couple of centimetres apart, as it could mean the difference 
between a positive or negative vertical hydraulic gradient (i.e. upward or downward flow). 
In comparison with a domain on the much larger scale of the River Severn, such errors will 
be relatively much more important in the Sleepers River domain because of its small size. 
The second impact of any surveying errors could be that a piezometer is indicated to be 
situated in one soil type, whereas in reality it is located in another soil type. This may be 
particularly relevant for those piezometers located in or near the dense till layer. As this soil 
type has such different hydraulic properties to the surrounding soil layers, it is expected that 
the hydrological response of piezometers located within, in comparison with those just above 
or below this low conductivity layer, will be quite different. This may help to explain some 
of the differences in observed and predicted hydraulic head for piezometers situated in or 
close to the dense till layer, for example, piezometers 15_2 and 9_2. In the model they will 
have been set up to be within one soil type, wherea<; in reality they may be located in a 
different soil type, which would dictate a different hydrological response. A realistic 
representation of these piezometers could therefore never be hoped to be achieved within the 
model. 
The possible existence of such inaccuracies in the Sleepers River piezometer readings makes 
it difficult to draw conclusions about whether the discrepancies between the mea<;ured and 
modelled hydraulic head patterns are due to errors in the field data, or errors in the modelled 
representation of the Sleepers River system. 
5.3.2 Coupled ESTEL2D-SUBIEF2D assessment strategy and results 
5.3.2.1 Verification 
SUBIEF2D has been the subject of a verification exercise during development at EDF, 
although this was for surface water transport problems. Verification of subsurface water 
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transport using SUBIEF2D was carried out using an analytical solution from the USGS 
computer code ANALGWST, and reported in a previous chapter (Section 3.4). 
5.3.2.2 Optimisation 
Optimisation of the model structure of SUBIEF2D involved testing the time step, grid 
spacing, and scheme for solving the advection-dispersion equation (PSI scheme, Method of 
Characteristics, and SUPG). The scenario investigated during this optimisation procedure 
was the same as that used in the verification exercise of Chapter 3, enabling a comparison of 
the numerical solution with an analytical solution. The rectangular mesh illustrated in 
Chapter 3 was also used for the simulations reported here (Figure 5.49), in conjunction with 
a simplified hydrodynamic results file consisting of a constant velocity in the x-direction of I 
x 10-4 m S· I. The output to be compared between the model runs is the profile of solute 
concentration both along the domain (a transect through y = 40 m) and across the domain (a 
transect through x = 40 m), and the minimum solute concentration. 
~ - 40 III 
Figure 5.49 Finite element mesh for analytical test case illustrating the point at which 
transects of solute concentration will be plotted (at y = 40 m and x = 40 my. 
The application of finite element methods to solve advection-dispersion problems is subject 
to local Peclet and Courant number restrictions (Mitchell and Mayer, 1998). These 
dimensionless numbers incorporate aspects of the problem of spatial and temporal 
discretisation, which are the subject of this optimisation procedure: 
vax Pe=-
D' 




where v is the average linear velocity [L Til, D ' is the hydrodynamic dispersion [L2 Til , t:.x 
is the grid spacing [Ll, and Ilt is the time step [Tl . Tests have indicated that for a stable 
solution, the Peclet number should be less than 2, and the Courant number should be less 
than I (Mitchell and Mayer, 1998). 
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The effect of grid spacing was explored by changing the value of the dispersion coefficient. 
This was much easier than changing the mesh, but had the same net effect because the 
dispersion coefficient is combined with the grid spacing in the Peclet number. This still gave 
an idea of whether the River Severn and Sleepers River meshes were of a suitable resolution. 
The time step needed also varies with the grid spacing, with a smaller grid spacing needing a 
smaller time step to maintain a stable solution. This was also explored by testing the effect 
of time step on the results with different values of hydrodynamic dispersion. The schedule 
of model runs is presented in Table 5.10. 
Table 5.10 Schedule of model runs for SUBIEF2D optimisation. 
Run Solver schemel Dispersivlty (m· l ) Time step (s) 
number 
Longitudinal {aL) Transverse (arl 
PSI 100 10 100 
2 PSI 1 0.1 100 
3 MC 100 10 100 
4 MC 0.1 100 
5 SUPG 100 10 100 
6 SUPG 0.1 100 
7 PSI 100 10 
8 PSI 0.1 1000 
9 PSI 100 10 
10 PSI 0.1 1000 
1 PSI = Positive Streamwisc [nvariant scheme; MC = Method of Characteristics; SUPG = Streamwise 
Upwind Petrov-GaJerkin scheme. 
The first part of the optimisation procedure involved looking at the performance of the three 
solver schemes: the PSI scheme, the Method of Characteristics, and the SUPG scheme. With 
high values of dispersivity (runs I, 3 and 5, Table 5.10), all the schemes produced smooth 
decreases in solute concentration along a transect away from the solute source (Figure 5.50), 
and all produced results which were very close to the analytical solution. However, there 
was a marked difference between the performances of the solver schemes in terms of 
negative errors (Figure 5.51). Theoretically, a negative solute concentration is impossible, 
so a negative concentration produced by a scheme is an error. Both the Method of 
Characteristics and the SUPG scheme produced significant negative concentrations, down to 
a minimum of approximately -0.075 mg rl . In contrast, the PSI scheme produced a smaller 
error of approximately -0.025 mg r1. In all three cases, the negative errors persisted for the 
first 5000 seconds of the simulation, and then reduced to near zero. However, in the case of 
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the SUPG scheme, at around 9000 seconds into the simulation the negative errors began to 
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Figure 5.50 Graph illustrating the effect of solver scheme on solute cOllcentration alollg a 
trallsect passing through y = 40 m. after 50 days. with longitudinal dispersivity = 100 111. 











Figure 5.51 Graph illusTratillg the effect of solver scheme all change in minimulII solLite 
concentratioll over time. with longitudinal dispersiviTY = 100 m, transverse dispersiviry = 10 
m 
At lower levels of dispersivity, differences between the performances of the three schemes. 
in terms of the profile of solute concentration, become more apparent (runs 2. 4 and 6, Table 
5.10). At this level of dispersivity, both the Method of Characteristics and the PSJ scheme 
howed a significantly different pattern of solute concentration along the tran eet from that 
indicated by the analytical solution (Figure 5.52). However. Figure 5.53 hows that the 
SUPG scheme still suffered from significant negative concentration error. At this lower 
level of dispersivity. the SUPG scheme had the greate t errors, followed by the Method of 
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Characteristics. After 30 000 seconds, the errors in the SUPG scheme levell ed out to a near 
constant -0.004 mg r', but the PSI scheme showed virtually no negative errors throughout 
the si mulation .. 
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Figure 5.52 Graph illustrating the effect of solver scheme on. solute cOllcentration along a 
transect passing through y = 40 111, after 50 days, with longitudinal dispersivity = 1 111, 
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Figure 5.53 Graph illustrating the effect of solver scheme all change ill minimum solute 
concentratioll over time, with longitudinal dispersivity = I m, transverse dispersiviry = O. J m 
A profile of solute concentration plotted across the domain, passing through x = 40 m, give 
a further indication of how well the result from each of the solver cherne correspond to 
the analytical results (Figure 5.54). The SUPG scheme produced the least mooth profile of 
so lute concentration acros the domain , with notable increases in tracer concentration at 20 
m and 60 m, at the edge of the tracer plume. The PSI scheme produced the sll100the t 
profile, and had the highe t concentration at 40 m, which better matched the pal/em of the 
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analytical solution, even though the magnitude of the olute concentration across the profile 
was not always so well fining. 
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Figure 5.54 Graph illustrating the effect of solver scheme on change ill ma.ximum solute 
concentration over time, with longitudinal dispersi vity = 1 m, transverse dispersivity = 0.1 
m. 
Numerical solutions of the advection-dispersion equation commonly suffer from 
inaccuracies in the solution, ineluding oscillations in the computed concentration profile, and 
numerical errors that cause a smearing of the concentration front (numerical disper ion). To 
ensure numerical stability and minimise numerical dispersion , the cell Peelet number should 
be no greater than 2 (Equation 5.3). For all the simulations reported here, the Peclet number 
was well below 2. However, increasing element size (decreasing dispersivity), even where 
the Peelet number wa very small, clearly did introduce inaccuracies in the solution, and 
increased numerical dispersion in particular. To minimise numerical difficultie when the 
coefficient of dispersion is small, it has been noted that small space increments are neces ary 
(Anderson, 1979). However, there is a limit to the element density that it is reasonable to 
work with without an unacceptable increase in simulation time, or reaching the limit of the 
mesh generation software. 
The results of these simulation are in accordance with the established propertie of the e 
schemes. In particular, the PSI scheme is known to be monotonic (so it is less prone to 
producing negative concentrations, or concentrations which are too high), but it is more 
likely to suffer from problem of numerical diffusion (or ' fal e' diffusion). On the other 
hand , the SUPG scheme is less diffusive (as evidenced by the profile of solute concentration 
in Figure 5.52), but is not monotonic, so if problems occur the cheme can give negative 
concentrations. It i therefore clear that each scheme has its advantages and di advantages. 
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Making any significant developments in terms of advection-dispersion solver schemes is 
clearly beyond the scope of this project, but this optimisation process ha~ at lea~t highlighted 
potential problems with the choice of solver that should be taken into consideration when 
interpreting later results. 
The next part of the optimisation process looked at the effect of time step size on the 
solution. This was carried out for the two different sets of dispersivity values: 100 and 10m, 
and I and 0.1 m, for the PSI scheme only. The PSI scheme was tested over a range of time 
step sizes, between I and 1000 seconds, but for both high and low dispersivity values, time 
step size made no difference to the model results in terms of predicted solute concentration. 
A stable solution over this range of time steps may be expected because for all these 
simulations, the Courant number remained well below a value of I. Of course, changing the 
time step size over this range had a significant effect on the time taken to run the simulation: 
the simulation using a one second time step took approximately three hours to run; the 
simulation using a 100 second time step took approximately 20 minutes to run, and the 
simulation using a 1000 second time step took approximately 1.5 minutes to run. Clearly, 
there is no advantage to be gained from using a very small time step, but a time step of 100 
to 1000 seconds will generate acceptable results without unduly increasing simulation times. 
Solute mass balance results 
It appeared that there was a large error in the ma~s balance results of the SUBIEF2D 
simulations, so the reason for this was investigated further, once again using the analytical 
domain. The parameters used in this simulation are listed in Table 5.11. 
Two simulations were run: one with dispersion values a~ listed in Table 5.11, and one with 
dispersion values set to zero. The time step used for both simulations was 200 seconds. 
Assuming that the domain is of unit width, the imposed flux of solute across the boundary F, 
(g S·I) (due to advection only) can be calculated as follows (Equation 5.5): 
5.5 
(for definition of symbols, see Table 5.11). The solute flux for this model specification wa" 
calculated to be 0.00119 g S·I. 
Despite the change in the values of dispersion, the value of the prescribed flux in the mass 
balance calculation always remained the same, at 0.00119 g s I. This showed that the mass 
balance calculation in SUBIEF2D does not take account of the flux of solute due to 
dispersion. This would probably not have been so noticeable in the original application of 
SUBIEF2D, for surface water transport problems, where the transport due to advection is 
generally much greater than the transport due to dispersion, but it becomes much more 
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noticeable in low velocity, groundwater flow cases. This means that the dispersive part of 
the flux. is treated in the mass balance calculation as part of the error. The mass balance of 
these simulations cannot therefore be reliably quantified. 
Table 5.11 Schedule of model runs for SUB1EF2D solute mass balance investigation. 
Parameter Value 
Aquifer width W lOOm 
Lower limit of solute source Y/ 20m 
Upper limit of solute source Yz 60m 
Area of boundary across which solute is imposed A 42.5 m2 
Volumetric moisture content (j 0.4 m3 m·3 
Average linear flow velocity in the x-direction Vx 7.0 x 10-6 m s" 
Average linear flow velocity in the y-direction vy O.Oms" 
Longitudinal dispersivity (J.L 57.14 m 
Dispersion along the flow DL 4.0 x 10-4 m2 s" 
Transverse dispersivity ar 18.57 m 
Dispersion across the flow Dr 1.3 x 10-4 m2 s" 
Solute concentration at source Co IOmgr' 
Further to this, the simulations revealed that even when dispersion was set to zero, where a 
perfect mass balance calculation would be expected, there was a significant error in the 
solution. After a run of 4000 seconds, the final mass in the domain should have equalled 
4.76 g, providing that no tracer left the domain (and the domain was deliberately made large, 
and the simulation kept short, to ensure this). In fact, the final mass reported in the domain 
was 193.63 g, an excess of 188.87 g. This was despite the error on each time step being of 
the order of 1 x 10·'4 g. Closer inspection of the results revealed that this error was entirely 
introduced during the first time step of the simulation, when a mass of 189.104 g was 
introduced into the domain, instead of 0.238 g (0.001 19 g s·, x 200 s). 
The finite element technique works by linear interpolation of solute concentration across the 
elements. When the tracer concentration of 10 mg r' was introduced at the boundary (at the 
first time step), it produced a linear interpolation of solute concentration across the boundary 
elements between 10 mg r' (at the boundary) and 0 mg r' (the initial concentration inside the 
domain). So, although the tracer concentration was correct at the boundary, and correct at 
the first node inside the boundary, the distribution of tracer across the boundary element was 
incorrect, and generated the error in solute mass balance (Figure 5.55). 
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This error was also a problem when the imposed concentration at the boundary suddenly 
decreased. Although there was no analytical solution for comparison for this scenario, the 
problem can be seen in Figure 5.56. Figure 5.56a shows the pattern of solute concentration 
after 2000 seconds of the low dispersivity simulation. By this time, the concentration across 
the boundary element extended from 10 mg r' to 1.6 mg rio Figure 5.56b shows the pattern 
of solute concentration at the next time step (2200 seconds), after the imposed olute 
concentration at the boundary was reduced to zero. The olute gradient was then linearly 
interpolated between zero on the boundary, and 1.6 mg r' inside the domain, which re ulted 
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Figure 5.55 Diagram illustrating the generation of errors in solure mass balance in 
SUB1EF2D calculations. a) Pallem of solute cOllcentration at the boundary after one 
timestep. b) Comparison of analytical solurion and numerical so/utioll after one timestep 
(200 seconds). 
Reducing the element size at the boundary would reduce the magnitude of thi problem but it 
would never be circumvented completely, and the increa e in mesh density required may 
eventually render the system of model equations too large to be easily olved. Thi problem 
will cause difficulties during later interpretation of mas balance results, particularly between 
domains and between tracers, because the magnitude of the error will vary according to the 




This global (domain wide) error in solute mass is introduced at the boundaries. It increases 
in magnitude as the di persivity decreases (at higher dispersions, a linear interpolation 
becomes a more appropriate approximation to the true tracer dispersion within an element), 
and as the concentration gradient increases. As the concentration gradient across the 
boundary element is likely to be highest at the time in the simulation when flow is first 
directed into the domain across the boundary (or later in the simulation when flow is re-
directed into the domain after a period of outflow across the boundary), this large increase in 
solute mass over the course of one time step may be revealed as a sharp jump in total mass in 
the domain. This sharp change will appear significantly larger than the succeeding changes 
in mass per time step. This may give the potential for a correction to be made to the olute 
mass balance output at the end of the simulation; this will be explored in Chapter 6 for the 
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Figure 5.56 Patrern of solute cOl/centration at the left halld boundary of the analytical me II 
after a) 2000 seconds, with an imposed soillte concentration at the boul/dary of 10 mg 1" , 
and b) 2200 secol/ds, after the imposed solute concel/tratiol/ at the boundary has been 
reduced to zero. Note that the pattern of solute concentration in b) is plolted twice, on two 
different scales. 
Error in the SUBlEF2D simulation is primarily introduced by thi mechani m. To an extent, 
it can be taken into account during interpretation of the results, but it cannot be eliminated. 
Interpretation of the solute mass balance results must therefore be undertaken with caution. 
This error in the simulation has a much more negligible effect on the pattern of solute 
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concentration within the domain, and this aspect of the model output can be interpreted more 
reliably. 
5.3.2.3 Sensitivity analysis 
The River Severn model was used to assess the sensitivity of the SUBIEF2D results to two 
aspects of model configuration: (a) sensitivity to dispersivity, and (b) sensitivity to 
parameterisation of the soil hydraulic properties. 
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Dispersivity values are difficult to estimate. It is well established that the magnitude of 
dispersivity changes, depending on the scale under consideration. For example, laboratory 
measurements of dispersivity yield values in the range of 10'2 to 1 cm, while field 
measurements can be as high as 10 to 100m for regional aquifer studies (Anderson, 1979; 
Freeze and Cherry, 1979). During this sensitivity analysis, three sets of dispersion 
parameters within this broad range were tested (Runs 1-3, Table 5.12). Transverse 
dispersivity is typically 5-20 times smaller than longitudinal dispersivity (Freeze and Cherry, 
1979), and this is also reflected in the choice of dispersion parameters for the sensitivity 
analysis, where the transverse dispersivity is specified as 10 times smaller than the 
longitudinal dispersivity (Table 5.12). The major ions in groundwater have diffusion 
coefficients in the range 1 x 10 9 to 2 X 10,9 m2 slat 2SoC (Freeze and Cherry, 1979). In 
porous media, these values are reduced by 50 to 99 per cent due to the effect of the solid 
phase of the porous medium on the diffusion; the value selected for this sensitivity analysis 
was 5 x 10,10 m2 S' I (50 per cent of J x 10'9 m2 s' I). 
To test the sensitivity of the SUBIEF2D results to uncertainty in the hydrological 
representation of the domain, three different River Severn hydrological results files for flood 
event D were used as input to the SUBJEF2D code: two using a clay loam representation of 
the soi l (with two different values of saturated hydraulic conductivity), and the other using a 
172 
Model Assessment 
sandy loam representation (Runs 1, 4 and 5, Table 5.12). These three representations were 
chosen because they gave very similar predictions of hydraulic head, which matched the 
observed hydraulic head values to a reasonable degree, and yet the characterisation of water 
fluxes through the domain and representation of the unsaturated zone for each simulation 
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Figure 5.57 a) Change in solute concentration over time at the point x = 50 m, y = 27 m 
and b) change in total solute mass in the domain over time, for three different values of 
dispersivity. 
Figure 5.57a shows how solute concentration changed over time at one point in the domain 
(x = 50 m, y = 27 m), approximately halfway between the hillslope boundary of the 
floodplain and the river, and close to the floodplain surface. After approximately 20 days 
(by which time the river water had extended over the floodplain surface), the solute 
concentration for all values of dispersivily had reached a peale This peak was slightly higher 
for the highest dispersivity values. Differences in solute concentration resulting from the 
three levels of dispersivity were more noticeable as the river stage began to drop. Even 
though input of solute from the river ceased after 20 days of the simulation, the solute 
concentration hardly decreased where the dispersivity values were low. Where dispersivity 
values were higher, the solute concentration decreased more rapidly. However, although the 
concentration may have been lower, Figure 5.57b shows that at the higher level of 
dispersivity, a much greater mass of solute was introduced to the domain. 
Figure 5.58 shows how the level of dispersivity affected the pattern of solute concentration 
in the domain at the end of the 45.5 day flood event simulation. At low levels of 
dispersivity, the plume of solute was restricted to the upper 5 m of the domain. As the level 
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of dispersivity increased, the solute plume became increasingly smoothed at its margins, and 
the concentration within the plume decreased. At the highest level of dispersivity, the solute 
plume extended much deeper into the domain. Changing the value of diffusion (run 6, Table 
5.12) had no visible effect on the model output in terms of solute concentration or total 
solute mass. 
Figure 5.59 shows the effect of soil hydraulic properties on a) the change in solute 
concentration over time at one point in the domain, and b) change in total solute mass over 
time. In comparing the two simulations using clay loam soil properties, it can be seen that a~ 
the value of saturated hydraulic conductivity decreased, the total solute ma~s introduced to 
the domain decreased, and the solute concentration at a point was also slightly lower. In 
comparing the two simulations with saturated hydraulic conductivity of I x 104 m s", it can 
be seen that the sandy loam soil allowed a greater mass of solute to infiltrate the domain than 
the clay loam soil. Even though the saturated hydraulic conductivity wa<; the same, the 
difference in conductivity in the unsaturated region (as generated by the soil model 
properties) allowed water and solute to move more rapidly through the sandy loam soil. This 
also meant that after the flood peak had passed, and solute wa~ dispersing through the 
domain, the solute concentration decreased to a greater extent in the case of the sandy loam 
soil than the clay loam soil. This is reflected in Figure 5.60, which shows the pattern of 
solute concentration in the domain at the end of the flood event. In the case of the sandy 
loam soil, more solute had infiltrated and dispersed deeper into the domain than in the ca<;e 
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Figure 5.58 Pattern of solute concentrarion in rhe domain at the end of the 45.5 day flood 
event simulation with a) low dispersivity (run I), b) medium dispersivit)' (rim 2) and c) high 
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Figure 5.59 a) Change in solute concentration over time at the point x = 50 m, Y = 27 m 
and b) change in toral solute mass in the domain over time, for rhree differellT soil 
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Figure 5.60 Palle~ of solute concentration in the dOl11a~n at the en~ of the 45.~ da~f1.0od 
event Slllll/iatlOll with a) clay loam soil, sarurated hydraultc conduc!lvlty = I x 10 111 S (rull 
4), b) clay loam soil, saturated hydraulic conductivity = 5 x ]0.5 III s·/ (run 2) and c) sandy 
loam soil, saturated hydraulic conductivity = 1 x /0.4 III s·/ (run 5). 
5.3.2.4 Calibration 
As the extent of field site chemistry data wa limited , the testing of the SUBIEF2D model 
subsequent to the optimisation proce s and sensitivity analysis was restricted to a calibration 
exercise only, instead of the preferred calibration and validation process. The chemistry data 
set came from the Sleepers nowmelt event of 1996. During the cour e of this event. the 
piezometer nests were sampled for 0180 on seven occa ions. Oxygen- I 8 has been chosen for 
thi s study because it can be modelled without further assumptions about chemical 
transformation ; it is actually a component of the water, reflecting the water source and 
mixing history. 
The boundary conditions for thi s simulation were set up according to the illu tration in 
Figure 5.61 . The measured concentrations at several piezometer locations were used as the 
basis for the chemical boundary conditions. The temporal concentration profile used as 
input to the simulation are illustrated in Figure 5.62 to Figure 5.65. 
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Figure 5.61 Diagram indicating the chemical boundary conditions usedfor the Sleepers River SUBIEF2D simulation. 
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Figure 5.62 Graph iilustrating the b/80 boundary conditions imposed at tile upper boundary 
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Figure 5.63 Graph illustrating the 0/80 boundary conditions imposed at the lower boundary 
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Figure 5.64 Graph illustrating the al80 boundary conditions imposed at the left hand side 













Figure 5.65 Graph illustraTing The alBO boundary conditions imposed at the right hand side 
boundary of the Sleepers River domain for the snowmelt event SUBIEF2D simulation. 
The concentrations on the right and left hand boundaries were et by the concentrations 
measured in nests 8 and II . The concentrations along the upper and lower boundarie of the 
domain were di vi ded into three sections: right, middle and left. The surface concentration on 
the left was et according to the concentration of 0180 measured in shallow piezometer 8_4 
(a porou cup installed 8-12 cm below the soil surface). The surface concentration in the 
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middle was set according to the concentration measured in shallow piezometer 9_4. The 
surface concentration on the right was set according to the concentration in piezometer 10_3. 
The concentrations of groundwater input were based on the concentrations measured in the 
piezometers close t to the bedrock in nest 15 (lower left), nest 9 (lower middle) and nest 10 
(lower right). 
The concentrations within the domain at the start of the simulation were initialised u ing an 
interpolation routine. First, each piezometer point within the domain was allocated with the 
concentration measured in that piezometer at the tart of the event. The concentration was 
then interpolated between these points to initialise the concentration throughout the whole 
domain.The results of the simulation are shown in Figure 5.66 to Figure 5.68 . These graphs 
show the ob erved and simulated OISO concentrations over the 29 day snowmelt event. The 
simulated concentrations of OI SO in nest 15 were of the right magnitude (- I 1.5 to - 11.0 ppt) 
but did not reproduce the observed change in concentration with depth (the concentration in 
piezometer 15_2 should have been les negative than the concentration in piezometer IS_ I, 
Figure 5.66). This may reflect the failure to capture the correct pattern of water now in the 
hydrological simulation , where simulated flow was directed slightly upwards, instead of 
following the observed, downward movement of water. 
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Figure 5.66 Graph comparing obsenled (stars) and simulated (lines) ,5'80 cOllcelltrations 
for nest 15 of the Sleepers River domain. 
The concentrations in nest 9 were rea onably well replicated in the fact that the vertical 
pattern of chemical concentration was correct (the concentration of OI SO became less 
negative with depth, Figure 5.67). The reproduction of the pattern of OI SO concentration 
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change over time varied between the three piezometers. Piezometer 9_ 1 was well replicated 
because the boundary concentration of groundwater input directly beneath it was the 
concentration observed in piezometer 9_ 1. The pattern of concentration change over time 
was also well modelled for piezometer 9_2, but the modelled concentration was too negative. 
This may have been a result of orne uncertainty over the location of this piezometer, and 
whether it was located above or below the dense till layer. Its response should have been 
much closer to that of piezometer 9_ 1 (the lower piezometer in the ne t). In the model it was 
located in the riparian peat, which gave it a modelled response closer to piezometer 9_3, 
which was also in the riparian peat. 
The concentrations in nest 10 were also well replicated in that the concentration varied with 
depth in the correct manner, becoming more negative with depth (Figure 5.68). The 
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Figure 5.67 Graph comparing observed (stars) and simulaTed (lines) OIHO concenTratiolls 
Jor neST 9 of The Sleepers River domain . 
The observed pattern of /) 180 concentration was almo t identical in both piezometer 9_2 and 
15_2, although the concentrations were slightly less negative in piezometer 15_2. This is 
intere ting because the concentration in thesc piezometers were not particularly well 
reproduced by the model, and they were both situated in or close to the den e till layer in the 
field. This suggests that there may be ome hydrological connectivity between the two 
piezometers that was not well captured by the model. In turn , thi may be because the 
positions of these piezometer relative to the den e till layer is crucial and has not been 
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characterised properly, either during field measurement or during the finite element mesh 
construction. The possibility of the discrepancy being due to surveying errors was discus ed 
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Figure 5.68 Graph comparing observed (stars) and simulated (lines) <5/80 cOllcentrations 
for nest 10 of the Sleepers River domail1. 
In summary, replication of the ob erved 0180 data ha been complicated by the uncertainty in 
the hydrological field data caused by possible time-lag errors in the piezometer 
measurements of pressure head, and surveying errors in the location of the piezometer . 
This exercise has served to illustrate the difficulties in generating a detailed hydrological and 
chemical transporr model representation of such a complex upland riparian zone. Further 
interpretation of these result, in terms of implications for the understanding of floodplain 
hydrological proce es, will be explored in the following chapter. 
5.4 Chapter summary 
This chapter has presented the rationale for, and the re lilts of, an extensive programme of 
model as essment. Several key aspects of the model assessment procedure have been 
di cussed. The choice of output parameter to compare and analyse during model le ling is 
important, because it can potentially have a big impact on the conclusions of the a essment 
process. This chapter has highlighted how analysis of model result ba ed on only one tate 
variable (e.g. pressure head, water-table elevation) could disguise problems or unrealistic 
behaviour in other aspects of model performance. In this ca e, a faithful repre entation of 
prcssure head distribution is a necessary, but not ufficient, pre-requi ite for accurate 
simulation of chemical transport. Therefore, even though the data required for validating 
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water fluxes and saturation extent are lacking, the modeller must be prepared to look beyond 
one simple hydrological indicator (e.g. water-table elevation) to consider whether the wider 
elements of the hydrological picture (e.g. saturation extent, seepage face development) at 
least appear intuitively realistic. This brings some 'softer' evaluation techniques to the 
assessment procedure in the form of hydrological expertise. 
This chapter has also demonstrated how model results can be just as sensitive to boundary 
condition specification as to soil parameter specification. Although this may seem somewhat 
intuitive, the potential impacts of boundary condition assumptions on model results have 
received little consideration in the hydrological modelling literature; most attention is 
generally devoted to the impacts of parameter representation. 
The coupled ESTEL2D-SUBIEF2D model ha'i now undergone a rigorous a~sessment 
procedure, including extensive validation using high temporal resolution flood event data 
from a lowland floodplain, and hydrological and isotopic snowmelt event data from a highly 
complex upland riparian zone. This ha'i fulfilled stages three and four of the research 
methodology outlined in Section 2.2.2. This gives confidence that the model is working a<; 
intended, and can be used to investigate new combinations of parameters to explore theories 
about how floodplain hydrological and chemical transport processes operate. These theories 
will be investigated during a set of hypothetical scenario simulations in Chapter 6 and 
Chapter 7. 
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Transport Processes 
During Chapter 5 an extensive programme of model a<;sessment wa<; undertaken. This gives 
confidence in the ability of the model to represent floodplain hydrological and chemical 
systems, and permits an extension of this study into consideration of new parameter 
combinations in order to explore floodplain processes. 
Even a partially validated model may tell us more about processes than continued and 
unfocused empirical investigation. 
(Bates and Anderson, 2(01) 
These hypothetical tests employed in this chapter are, in practice, an extension of the 
sensitivity analysis of Chapter 5, and will form the fulfilment of the fifth and final stage of 
the research methodology outlined in Section 2.2.2: investigate floodplain hydrological and 
biogeochemical dynamics through further model development and use a range of 
hypothetical scenarios to investigate the hypotheses outlined in Section 2.2.1. 
This chapter will begin by looking at the process inference that can be drawn from the model 
sensitivity and validation results presented in Chapter 5. Thus far, these results have only 
been discussed with reference to model operation issues, not in terms of the information they 
provide about process operation in floodplain environments. These process implications will 
then be explored more fully using a hypothetical tracer to investigate more specific 
hypotheses. 
6.1 Initial process inference from model assessment results 
The ESTEL2D and coupled ESTEL2D-SUBIEF2D model validation simulations used in 
Chapter 5 can now be explored in more detail to look at process inference in the floodplain 
zone. The use of the numerical model is important because it enables the visualisation and 
interpretation of water flow paths and fluxes, which cannot be revealed by the field 
piezometric data alone. The general patterns of water flow during a flood event are 
described in the following section. 
Exploring Floodplain Hydrological and Chemical Transport Processes 
6.1.1 Description of River Severn flow processes 
At the start of a flood event, the hydraulic gradient is established in a hills lope to river 
direction . Water flows into the floodplain from the hillslope and out of the floodpl ai n via the 
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Figure 6. 1 Darcian velocity vector patterns during flood event D on transect S at (a) I day, 
(b) J 5.5 days, and (c) 32 days. Red line shows the position of the water-table. 
At this point the water-table is up to 5 m below the floodplain surface. As the river stage 
begins to rise, the hydraulic gradient is reversed, and water begins to flow in a river-to-
hillslope direction through the floodplain . As channel flow goe overbank and begins to 
inundate the floodplain surface, a steep hydrau li c gradient is produced at the floodpl ain 
surface that generates high velocity water flow into the floodplain acro s the floodplain 
surface. This infiltrating watcr is directed towards the hillslope at depth a a result of the 
overriding river-to-hillslope hydraulic gradient (Figure 6.1 b). Thi region of high velocity 
water flow moves towards the hillslope as the region of inundation extends acro the 
floodplain towards the hillslope. By comparison, the region near the ri ver channel i 
subjected to decrea ing water velocities. Atthi time the water-table extends to the surface 
to meet the inundation surface; the model results , in conjunction with the measured 
piezometric data, indicate no unsaturated wedge beneath the inundated section of floodplain . 
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As the water stage falls in the channel, the hydraulic gradient once again reverses and water 
flows in a hiJlslope-lo-river direction (Figure 6.1 c). 
While the velocity vector diagrams indicate the pattern of water movement within the 
floodplain, it is also interesting to look at the magnitude of water fluxes through the model 
boundaries. Figure 6.2 illustrates water fluxes through the model boundaries during two 
flood events, E and F. The first diagram in each pair shows the water flux for the whole 
length of the boundary (imagining that the two dimensional domain is of unit width allows 
the expression of water flux in units of m3 S- I rather than the less intuitive m2 S- I). The 
second diagram gives an idea of the water flux per unit length of the boundary, bearing in 
mjnd that the length of the hillslope boundary is an artefact of the model domain 
discretisation, and the channel boundary in the model is an approximation and really only 
represents half the true channel boundary. The labelling convention in these diagrams is 
such that positive values of water flux represent flux into the floodplain, and negative values 
represent fluxes out of the floodplain. 
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Figure 6.2 Flux oJ water across model boundariesJor (a) flood event E alld (b) flood event 
F. 
These flux diagrams confirm the patterns indicated by the Darcian velocity vector diagrams. 
They also give an indication of the magnitude of water flux across each floodplain boundary, 
but as the magnitude of water flux is sensitive to errors in the saturated hydraulic 
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conductivity parameterisation, the interpretation of actual flux values is made with caution. 
At the beginning and end of the event, there i a flux of water out of the domain across the 
river channel boundary. This is generally matched by a flux of water into the domain 
through the hillslope boundary. Superimposed on this general pattern can be seen some 
small scale fluctuations in the flux across the river channel boundary and hillslope boundary, 
which reflect responses to localised changes in hydraulic gradient. During flood event F, the 
relationship between the river channel boundary fluxes and hillslope boundary fluxe is 
different at the beginning and end of the event. At the beginning of the event, before the 
main period of inundation, there are small scale fluctuations in the flux acro s the river 
channel boundary which are not reflected in fluxes acro s the hi Iisiope boundary (Figure 
6.2b). At the end of the event (post-inundation) these small scale fluctuations occur in both 
the hill lope and river channel boundary fluxes, with an increase in the influx of water across 
the river channel boundary corresponding with an increase in the outward flux of water 
across the hill lope boundary, and vice versa. This probably reflect the more highly 
saturated condition of the floodplain at the end of the event, which means that local changes 
in hydraulic head can be transmitted much more rapidly across the floodplain to the oppo ite 
boundary. In contrast, at the beginning of the event, there is a ignificant lag time before the 
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Figure 6.3 Darcial1 velocity vector pal/ems during bankfull event A on transect S at (a) 1.75 
days, (b) 8.5 days, and (c) 11.5 days. Red line shOlvs the position of the water-table. 
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During the overbank part of the flood event, there is a significant flux of water across the 
floodplain surface. At the start and end of the simulation the rainfall flux through the 
floodplain surface is so small in magnitude in comparison with the rest of the water fluxes 
that it does not show up on the diagram. The timing of this flux of water through the 
floodplain surface during the overbank part of the flood event corresponds to the timing of a 
significant flux out of the floodplain through the hillslope boundary. The near-synchronous 
nature of these fluxes may be a reflection of the near-saturated nature of the floodplain 
materiaJ at trus time. During this period of the flood event, the flux of water though the 
channel bed and banks becomes negligible, reflecting the very low velocity vectors seen at 
this time in the earlier diagram (Figure 6.1 b). 
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Figure 6.4 Flux of water across model boundaries for (a) bankfull event A and (b) bankfull 
event B. 
An interesting comparison can be made between the overbank flood events and the bankfull 
flood events. In terms of water flux through the floodplain boundaries, the infiltration 
through the floodplain surface during the bankfull flood events is, unsurprisingly, quite small 
(this is indicated particularly well by the flux per unit area diagrams, Figure 6.4). The 
response of the water flux across the river channel and hillslope boundaries is more 
revealing. In the case of the bankfull events, the peak in loss of water from the floodplain 
across the hillslope boundary does not match the peak in infiltration of water into the 
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floodplain across the river channel boundary, whereas in the case of the overbank flood 
event, these two fluxes are almost synchronous, for example, at peak inundation (10 days) 
during flood event E (Figure 6.2a). Once again, this probably reflects the difference in 
degree of saturation of the floodplain in these two cases. Under the more fully saturated 
overbank flood conditions, the effect of the water infiltrating across the river channel 
boundary is transmitted much more rapidly to the hillslope boundary than under less 
saturated, bankfull flood conditions, because as the level of saturation decreases. the 
effective hydraulic conductivity also decreases. 
6.1.2 Analysis of River Severn flow processes 
Analysis of the results of the River Severn model runs can begin by reference to some initial 
simulations of this fieldsite reported in Bates et al. (2000). This will draw on ESTEL20 
results a~ obtained during the model assessment process (Chapter 5) that will be used to look 
at process inference in this floodplain zone. 
The Bates et al. (2000) paper made three main process inferences, which will be examined 
here in the light of the simulations carried out thus far in this study: 
I. The unsaturated zone in the floodplain is not significant during overbank flood events. 
2. Floodplain water movement is predominantly a 20 lateral process during flood events, 
although 30 processes may become more significant towards the beginning and. end of 
the event. 
3. Groundwater ridge formation takes place during overbank flood events, and this process 
appears to be distinctly different from the groundwater ridging operating on hillslopes, 
with flow being directed towards the hillslope rather than the channel. 
6.1.2.1 Importance of the unsaturated zone 
The inference that the unsaturated zone in the River Severn floodplain is not significant wa'i 
drawn on the basis of soil hydraulic parameters that were inadvertently prescribed 
incorrectly. The study of Bates et al. (2000) used a van Genuchten soil water retention 
model to describe the floodplain soil, but the value of a, which is comparable to the inverse 
of the air entry value of the Brooks and Corey model, was inadvertently prescribed 104 times 
too small (in the case of the loamy sand, 0.0004 m l instead of 4.0 m I). This is equivalent to 
introducing a capillary fringe of 2500 m instead of 0.25 m. As the zone above the water-
table is approximately 5 m wide at its greatest extent, this very small (l value results in the 
entire domain being virtually 100 per cent saturated at all times, and the interpretation of the 
results was based on simulations where there wa'i effectively no unsaturated zone. 
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This conclusion must now be re-evaluated in the light of new simulations in this study which 
make use of more appropriate model parameters. The new simulations indicate a more 
realistic pattern of water flow in the domain, with horizontal flow in the saturated zone, and 
vertical flow in the unsaturated zone, which is also of a smaller magnitude due to the reduced 
hydraulic conductivity in this area (e.g. Figure 6.1 a). 
The sensitivity analysis revealed a sensitivity to soil hydraulic parameters which naturally 
was not discovered in the previous study. Of particular note is the sensitivity to the value of 
saturated hydraulic conductivity (K,",). In the Bates et at. (2000) simulations, changing K.,", 
made no difference to the predicted hydraulic head. In addition, although the water fluxes 
across the boundaries of the domain were scaled according to the value of K.,.h the pattern of 
water flux was not affected. The introduction of the more realistic representation of the 
unsaturated zone changes these findings completely. 
With changing KS"h the predicted pressure head within the domain changes noticeably 
(Figure 6.5, reproduced from Chapter 5). This basically reflects a change in the way the 
water moves through the unsaturated zone, and hence a change in process operation 
associated with the change in Ksa'. As K,", decreases, the hydraulic conductivity in the 
unsaturated zone becomes too low to allow all the precipitation that is imposed on the 
surface boundary of the domain to infiltrate. This means that the predicted hydraulic head at 
the beginning of the flood event does not rise a~ quickly as has been observed in the field. 
At very low values of Ksah the onset of overbank flow during a flood event is a'isociated with 
the development of a perched water-table near the river channel, extending across the 
floodplain as the extent of floodplain inundation increases. This is because the hydraulic 
conductivity in the unsaturated zone near the floodplain surface is too low to allow water to 
percolate to the water-table. It is therefore possible to distinguish between two separate 
behaviour types during overbank flow, which can be turned on and off by changing the value 
of K,a,; situations where a perched water-table develops, and situations where the main 
water-table quickly rises to the floodplain surface. These two situations are characterised by 
very different patterns of hydraulic head within the domain. On the ba<;is of field 
mea'iurements of hydraulic head it is therefore possible to judge which outcome is more 
likely. In the River Severn case, the predicted hydraulic head a'isociated with the perched 
water-table formation is not at all like the observed hydraulic head; the predicted hydraulic 
head values therefore indicate that the water-table rises quickly after floodplain inundation, 
implying a relatively high value of K .. ,. 
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Figure 6.5 Graphs showing the effect of changing the saturated hydraulic conductivity (K ... ,) 
of a sandy loam soil on predictions of (a) pressure head and (b) saturation, at the point x = 
50 m, y = 27 m. Reproducedfrom Chapter 5. 
The earlier simulations of Bates et al. (2000) essentially provide an example of how the 
floodplain system would behave if it were totally saturated. These results indicate that 
changing the value of K. .. t would have no effect on the pattern of water fluxes through the 
domain, although the absolute magnitude of the fluxes would be scaled with the value of 
K"at. The results presented in this study show that with a more realistic representation of the 
unsaturated zone, K.,at does have a big influence on the pattern of water fluxes. The pattern 
of flux though the hillslope boundary is quite different between different values of saturated 
hydraulic conductivity, and is not a simple scaling of the fluxes according to the value of 
K"at. As the same behaviour was not observed in the fully saturated case of Bates et af. 
(2000), this indicates that the unsaturated zone does have an important role to play in the 
hydrological operation of this lowland floodplain environment. Changing the value of K\at 
essentially changes the process operation of the unsaturated zone. 
An additional implication of the whole domain being saturated in the Bates et al. (2000) 
simulations is that with no proper treatment of storage, the transient simulations essentially 
operated as a series of steady states, instead of demonstrating truly transient behaviour. The 
reason for this behaviour was outlined in Chapter 4. The fundamental feature that 
distinguishes transient fluid flow from the steady state case is the phenomenon of change in 
stored fluid mass (Narasimhan, 1979), so as the moisture content reached saturation in the 
Bates et al. (2000) simulations, no changes in water storage could occur. 
The incorrect soil parameter specification was also observed to have a significant impact on 
simulation time, and on the rate of convergence of the numerical solution. Where soil 
conditions are unsaturated. the non-linearities of the soil water retention model can hinder 
rapid model convergence. In the Bates et al. (2000) simulations the domain wa~ fully 
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saturated. so the non-Iinearities of the unsaturated zone were avoided. and the simulations 
ran quickly and converged easily to a solution. In the simulations reported in this study, the 
presence of an unsaturated zone (up to 5 m in depth) in the domain generally made the 
simulations much slower, and many more problems of numerical stability and convergence 
were encountered. For example. the simulation of a 45 day flood event was reported by 
Bates et al. (2000) to take 21 minutes. A simulation of the same flood event in this study, 
using a van Genuchten soil water retention model, took over 7 hours to run (see Table 5.4). 
6.1.2.2 2D and 3D floodplain flow processes 
The inference that the River Severn floodplain water movement is predominantly a 2D 
process was made by comparing the observed and predicted hydraulic head profiles. These 
seemed to indicate that the fit between observed and simulated hydraulic head was generally 
good, and a more complex, 3D approach to the problem was not justified. More specifically, 
however, it seemed that the fit was better during the peak of the flood event, but that there 
tended to be larger discrepancies between the observed and predicted data towards the 
beginning and end of the event. For example, in Figure 6.6 this effect is particularly 
noticeable for piezometers S3 and H4. This was taken to indicate that 3D processes may 
have greater significance at the beginning and end of flood events (Bates et al., 2(00). 
However, a reappraisal of the field data during the course of this study has indicated that the 
poor fit may be due to less reliable pressure head measurements at the beginning and end of 
flood events. These times correspond to periods of lower water-tables, when the level of the 
water-table may in fact fall below the level of the piezometers. As the vibrating wire 
piezometers installed at the River Severn fieldsite are only designed to record positive pore 
water pressures, the piezometer output may well become unreliable at these times. 
The hydraulic head value at which this happens for each piezometer is indicated in Figure 
6.6. It can clearly be seen that in the case of the two poorly fitting results (S3 and H4), the 
value of hydraulic head taken as ·mea.~ured' in fact corresponds to the minimum value that it 
was possible to measure reliably with that piezometer. This does not discount the possibility 
of an element of 3D flow at the beginning and end of the flood event, but the error 
introduced by the unreliable piezometer measurements must at least contribute to the 
discrepancy that is observed. In general, the evidence is that groundwater flow during flood 
events is 2D lateral across the floodplain and that a profile model oriented perpendicular to 
the channel will be parallel to the main groundwater flow path. 
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Figure 6.6 Graphs comparing observed (thick line) and simulated (thin line) hydraulic 
head, for transects Sand H. Dotted line indicates minimum reliable piezometer 
measurement. Reproduced from Chapter 5. 
6.1.2.3 Groundwater ridging effects 
The new simulations indicate the development of a strong 'groundwater ridge' at the 
inundation front which is in agreement with the findings of the Bates et al. (2000) 
simulations. The Darcian velocity vectors indicate a strong influx of water through the 
floodplain surface near the inundation front, directed towards the hillslope at depth (Figure 
6.7). This is a direct result of the hydraulic gradient imposed by the boundary conditions, 
and is in contrast to the classic view of a groundwater ridge in a hillslope-channel section 
(with no intervening floodplain), where the groundwater ridge causes flow to develop in a 
hillslope-channel direction (Sklash, 1990). 
The newly developed, coupled model in this study will now be used to explore whether 
"such flows may even result in a movement of surface water into hillslope area~" (Bates et 
al., 2(00). By introducing a hypothetical tracer into the river water, the infiltration and 
movement of this water through the floodplain can be examined. 
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Figure 6.7 Groundwater ridge development duringjlood event D af (a) 12.5 days, (b) 15.5 
days and (c) 21.5 days. Red line shows the position of the wafer-table. 
6.1.3 Sleepers River 
Initial analysis of the Sleepers River model runs can begin by reference to some initial 
process implications reported in McGlynn ef al. (1999), which were based on field data 
alone. This analysis will draw on the ESTEL2D and coupled model results from the model 
as essment procedure described in Chapter 5. 
The USe of a numerical model to explore the Sleepers River field data allows the 2D pattern 
of water movement and 8180 concentrations within the domain and how the e change over 
time to be seen, which aids the understanding of the system. On a basic level , it expands the 
visualisation of the sy tern, beyond that which can be inferred from the piezometric and 
solute field data alone. The hydrological and chemical tran port modelling of this y tern 
will be discus ed together, becau e as the 8180 is essentially a perfect tracer for the water 
flow (it is part of the water molecule itself) , an interpretation of the 81 0 concentration 
allows us to infer the pathways of water flow. 
The ESTEL2D results indicated that the changes in hydraulic head and water-table elevation 
over the cour e of the model led snowmelt event at Sleepers River are subtler than the 
changes simulated for the River Severn. This starts to hint at the difference in processes 
that may be introduced by a change in system scale and configuration. Figure 6.8 shows 
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relatively small changes in hydraulic head, with the greatest variation being seen on the 
hillslope at the right hand boundary. The deflection in the hydraulic head contours which 
can be seen in Figure 6.8 results from a combination of boundary condition specification 
and, importantly, the distribution of different soil types implemented in this model, and 
particularly the influence of the riparian peat. The model results corre pond well with the 
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Figure 6.8 Patterns of hydraulic head at Sleepers River at (a) I day, (IJ) 14.5 days, and (c) 
28.5 days. Black line shows the position of the wafer-table. 
Except very locally, there is no inundation of the riparian zone by stream water. This results 
in a marked difference in hydraulic head pattern when compared with the lowland floodplain 
environment of the River Severn , as there is no reversal of the hydraulic gradient between 
the hill lope and the stream channel. This can be seen in Figure 6.8 where the hydraulic 
head is consistently highe t in the hillslope region and lowe t in the channel region, resulting 
in a constant hillslope to river flow direction. While the hydraulic gradient reversal is not 
significant for the upland riparian zone, the influence of seepage through the urface of the 
riparian zone is indicated by the model to be much more important than for the lowland 
floodplain. The eepage face can also be seen to be dynamic; the length of the surface 
boundary across which eepage occurs expands and contracts over the course of the event. 
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These inferences are con istent with the idea that upland zones are area of water generation, 
and that the picture for lowland zones is complex, as the floodplain may act as a water 
source and a waler sink. This preliminary analysis begins 10 reveal the more detailed 
processes behind these ideas, and the subsequent hypothetical tracer scenarios will expand 
upon this by indicating how these hydrological processes impact upon water mixing and 
chemical transport and transformation. 
In terms of chemical transport, the model assessment procedure indicates that the simulated 
patterns of 8180 concentration provide a reasonably good fit to the values of 8180 
concentration observed in the piezometer nests. In particular, the model simulates the 
correct vertical tratification of 8180 concentrations as indicated by the concentrations 
observed in the field. This being the case, it enables LIS to look at the boundary conditions 
(in terms of 8180 concentration, as well as hydrological boundary conditions) that were 
needed to create the simulated pattern of 8180 within the domain, and examine the 
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Figure 6.9 Pafferns of 15180 at Sleepers River at (a) I day, (b) 74.5 days, and (c) 28.5 days. 
As all approximation, the red end of the key indicates groundwater and the blue end of the 
key indicates snowmelt derived water. 
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At piezometer nest 10 (see Figure 5.3 and Figure 5.30 for location of piezometers), the 1)180 
concentrations observed in the field were the most problematic to explain. The water lower 
in the profile (10_1) had a relatively lighter (more negative) composition than the water 
higher in the profile (10_3). This was the opposite to what was expected gi ven that the 
groundwater in the system (and therefore the water found in piezometer 10_1) was expected 
to be relatively heavy (i.e. less negative), and that the input on the surface (and therefore in 
piezometer 10_3) was expected to be snowmelt derived and therefore relatively light. 
So, the modelling process forced a consideration of how the vertical concentration pattern 
observed in nest 10 could be inverted in comparison with what was expected. To produce 
the observed pattern of (l180 concentration in nest 10 required an input of relatively light 
water at the lower boundary in this region, and relatively heavy water at the surface. The 
process operation that this implies is a delivery of new, lighter, (snowmelt derived) water 
from upslope at the lower boundary. This would also fit with the downward water flux 
needed at the lower boundary in the hillslope region during the hydrological simulation. 
This water has moved into the soil in the hillslope area (discharge) and then moves back into 
the soil from the bedrock in the region of nest 10 (recharge). The relatively heavy (less 
negative) water found at the top of the profile could indicate the influence of rainfall events, 
as it is known that the rainfall was isotopically heavier than the snow. At this time in the 
season the ground wa~ clearing of snow cover, which may have left more of the ground 
surface open to direct precipitation. This suggests that it might not be appropriate to apply 
one overall value of snowmelt 1)180 over the whole transect, as the 8180 of the water 
infiltrating through the surface may vary according to how much of that water is derived 
from rain or snow. In addition, local exfiltration and reinfiltration of hillslope water along 
the surface could cause variation in the local input of 8180 in the region of nest 10; this 
exfiltration is clearly indicated by the Darcian velocity vector pattern at the foot of the 
hillslope in the hydrological simulation results. This confirms the interpretation of hillslope 
water penetrating to depth at the hillslope-riparian interface (McGlynn et aI., 1999); the 
model highlights this interface and its sensitivity to hillslope inputs. 
The wider implications of this example are that the model can help to bring into sharp focus 
those areas of a system where process understanding is weak and where there are greatest 
uncertainties over field processes. The nature of the modelling process is such that those 
a~pects of field data that are most difficult to explain, and the related uncertainties over field 
processes, must be confronted, because something ha~ to be prescribed on every boundary. 
Where there is uncertainty, the model can be used to explore the consequences of different 
options, but ultimately, a decision must be made. The model highlights some of the critical 
spatial zones in the riparian-hillslope interaction. 
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6.2 Scenario testing: statement of hypotheses to be tested 
After this preliminary phase of analysis. the coupled model wa<; used to extend these initial 
advances in process understanding. To achieve this. a series of hypotheses about floodplain 
hydrological and chemical transport processes, based on the literature reviews and findings 
of this study thus far, were tested through the simulation of scenarios using a hypothetical 
tracer. The use of the term floodplain here is intended to denote both floodplain systems in 
lowland regions. and riparian zones in headwater regions. 
Water moving through floodplains is believed to come from several different sources. 
Hillslope inputs may be more likely to be significant under low river flow conditions, when 
the hydraulic gradient may be expected to be in the hillslope-river direction. Riverine inputs 
may be expected to increase in importance during high flow conditions, and water may be 
exchanged with the floodplain through the bed and banks of the channel. or via overbank 
flow and infiltration through the floodplain surface. As ha<; already been demonstrated, these 
processes are likely to vary with the scale and configuration of the floodplain system. 
With regard to the floodplain chemistry. several scenarios can be envisaged. It is likely that 
chemical sources will vary during the course of a flood event. Depending on the pathway of 
water movement at anyone time, chemicals may pa'is through the floodplain from hillslope 
sources. or pass into the floodplain from the river. The concentration of chemicals in each of 
these water sources is likely to be temporally variable. For example. the 'flushing' of 
chemicals stored in the soil after an extensive dry period may lead to a significant solute 
pulse being delivered to the floodplain, either by the river or via the hillslope. and the timing 
of this pulse may have important implications for chemical transport and transformation 
within the floodplain. The residence time of chemicals within the floodplain soils is an 
important factor in chemical transport and transformation that is heavily influenced by the 
soil hydraulic conditions. Establishing what happens when waters of different origin and 
different chemical concentration meet in the floodplain. and where the chemicals end up (i.e. 
whether they remain resident in the floodplain or are exported to the river) remains unclear. 
Once a computer simulation model ha'i been satisfactorily tested. it could be applied to an 
almost infinite combination of conditions. Very extensive volumes of information may thus 
be created. As with the model assessment, it is essential that an appropriate research design, 
which meets the aims, requirements and scope of the desired application be well structured 
and defined (Howes and Anderson, 1988). It is important that the model should only be 
applied within the range of the theory from which it ha'i been developed (Howes and 
Anderson, 1988). With this in mind, the broad concepts of floodplain hydrological and 
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chemical transport processes outlined above have been narrowed down into specific 
hypotheses to be addressed during the remainder of this study: 
1. The scale of the hydrological event (overbank flood, bankfull flood and low flow event) 
controls floodplain water and solute source, flow path and residence time. 
2. The scale of the floodplain zone (headwater riparian zone versus lowland floodplain) 
controls floodplain water and solute source, flow path and residence time. 
3. Other factors (such as carbon content and distribution, temperature and soil hydraulic 
characteristics) are important in controlling solute transport and transformation. 
Hypotheses I and 2 will be explored in Chapter 6. Hypothesis 3 will be explored in Chapter 
7. 
6.3 Hypothesis One: scale of hydrological event controls 
floodplain water and solute, flow path and residence time 
In this part of the study, the River Severn model was used to assess the effect of different 
hydrological events on water source and residence time in the floodplain. The River Severn 
model was selected as the associated field data cover a range of hydrological events on 
which to base the study. 
A hypothetical tracer was introduced at the various points in the model domain to indicate 
flow paths and residence time of waters of different provenance: hillslope, floodplain or 
channel. A similar hypothetical approach was used by Woessner (2000) who introduced a 
conservative solute at a concentration of 100 mg rl into his subsurface model domain along 
one boundary to delineate groundwater and surface water and zones of mixing. 
This approach allowed a comparison of the delivery of water and solute under overbank 
flow, bankfull flow and low flow conditions. It also enabled an examination of the 
significance of the groundwater ridging phenomenon in terms of its impact on the flux of 
water, and any associated solutes, through the floodplain. The model was used to examine 
both how the flood event influenced the flux of water through the floodplain surface, but also 
how the hydraulic gradients induced in the floodplain served to affect the introduction of 
hillslope inputs to the floodplain. 
In order to get an indication of the importance of flood events within the broader picture of 
floodplain hydrological and chemical transport processes, two of the flood event simulations 
were extended using a hypothetical hydrological results file which aimed to simulate low 
flow conditions persisting for three months following a flood event. This wa" used to look at 
199 
Exploring Floodplain Hydrological and Chemical Transport Processes 
the residence time of water and chemicals input from the hillslope within the floodplain, and 
the potential persistence of chemicals introduced into bank storage during a flood event. 
6.3.1 Schedule of model runs 
For this set of simulations, three hypothetical tracers were defined: one each to serve as 
markers for hillslope water, river water, and floodplain water. For the hillslope tracer, at any 
time when water flow was directed across the hillslope boundary in a hillslope-f1oodplain 
direction, tracer was introduced into the domain at a concentration of 10 mg rl. When the 
flow direction was reversed, the boundary condition at the hillslope changed to a free flow 
condition, so the tracer concentration at the boundary was no longer imposed but was a 
function of the tracer concentration inside the domain. 
To introduce a tracer in the river water involved a more complex boundary condition 
definition, as unlike the fixed length hillslope boundary, the length of the boundary along 
which the river water could infiltrate varied according to the extent of overbank flow. This 
specification therefore made use of the variable within the hydrological code which 
designated a specified head boundary condition, as this corresponded to those regions of the 
boundary that were subject to inundation by river water. As in the hillslope tracer case, at 
times when the water flow was directed into the floodplain across the channel or surface 
boundary, the tracer was imposed at a concentration of 10 mg rl. When the flow direction 
was reversed, the boundary reverted to a free flow condition. 
In the case of the floodplain water, the tracer was introduced into the domain as four pockets 
of tracer at a concentration of 10 mg rl. These were established in the initial conditions file, 
and no further tracer was added to the floodplain water during the simulation. The aim of 
this was to establish the pattern of movement, and export, of water that was already in the 
floodplain at the start of a flood event. 
This model configuration was run for the four overbank flood events (D-G) and two bankfull 
flood events (A and B) for which field data were available for the River Severn (see Table 
5.1). This wa~ carried out for both the spur and hollow transect models of the River Severn. 
In addition, for one overbank flood event (G) and one bankfull event (A), for the spur 
transect (S), the computation was extended for a hypothetical three-month low flow 
hydrological event. These simulations used the hillslope and channel boundary conditions as 
prescribed by the last time step of the flood event simulation, extended into an artificial 
hydrological results file with constant boundary conditions. These simulations were 
therefore not strictly speaking low flow events, but they did have a hydraulic gradient across 
the floodplain that generated water flow in a hillslope-channel direction. Reliable low flow 
data were not available from the fieldsite due to the problems with piezometer measurements 
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under low water-table conditions; under these circumstances the level of the water-table fell 
below the installation level of the piezometers, leading to unreliable measurements. The 
aim of these simulations was to get an indication of how important the flood events are in 
comparison with the longer tenn, low flow situation, and for what length of time hillslope 
and river derived water from a flood event may remain resident in the floodplain system. 
The dispersivity values chosen for these simulations were 1.0 m longitudinal dispersivity 
(along the flow) and 0.1 m transverse dispersivity (across the flow), ba~ed on the results of 
the sensitivity analysis in Chapter 5. The value of molecular diffusion wa<; 5 x 10 10 m2 s I. 
6.3.2 Results 
The results of these simulations will be presented using a range of indicators including 
graphs of solute concentration, solute mass balance, water fluxes, Darcian velocity vectors, 
and hydraulic head. 
The problems with the interpretation of the solute mass balance results were described in the 
model assessment of Chapter 5 (Section 5.3.2.2). However, it was felt that solute mass 
balance would add a useful dimension to the analysis of the hypothetical scenarios, so these 
results have been included during this part of the study. However, some important points 
must be taken into consideration when interpreting the solute mass balance results of the 
River Severn model simulations. 
In the case of the hillslope water tracer, the error introduced into the mass balance results 
was relatively easy to identify. At any point when a steep concentration gradient occurred 
across the hillslope boundary, this resulted in either the introduction of an excess of solute 
into the domain, or a loss of an excess of solute from the domain, depending on the direction 
of the gradient. For example, when solute was first introduced to the domain, the steep 
concentration gradient between the incoming water and the water in the domain introduced a 
large positive error in the mass of solute in the domain (i.e. too much solute is introduced). 
These events showed up a~ sharp increases or decreases in the total mass in the domain, and 
were therefore relatively easy to correct. This correction was perfonned for the hillslope 
water tracer for each hypothetical simulation, in the manner illustrated in Figure 6.10. 
However, it must be remembered that the excess tracer that was introduced remained in the 
domain, and therefore wa~ still affecting the movement of tracer within the domain during 
the model simulation. Performing this correction also had the effect that it wa<; possible to 
have a negative total solute mass in the domain in the final diagrams. Comparisons of 
absolute values of solute mass are therefore inappropriate, but some interpretation of the 
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Figure 6./0 Illustration of solute mass balance correction carried out for the hills/ope wafer 
tracer for (a) flood event G and (b) bankfull event B. 
In the case of the river water tracer, the incremental nature of the introduction of solute to the 
domain as the water gradually inundated the floodplain made it very difficult to identify the 
excess solute that had been introduced to the domain. Therefore, the solute mass balance for 
the river water tracer was not corrected. The floodplain water tracer wa~ affected by this 
problem to a much lesser degree than the other two tracer sources. This was because 
relatively little of the floodplain water tracer actually crossed the model boundary. The 
solute mass balance for the floodplain water tracer therefore did not need to be corrected. 
The diagrams that show the solute concentration in the River Severn model domain have 
been cropped to focus on regions of interest. In the ca<;e of the river water and floodplain 
water tracer, this involves showing the upper portion of the domain, down to a depth of 15 m 
(Figure 6.11). This also more accurately reflects the fact that the lower 20 m of the model 
domain was added to reduce the impact of the lower boundary condition on the rest of the 
simulated results, but that field information with which to assess the validity of these results 
was only available to a depth of 5- 10m. In the ca<;e of the hillslope water tracer, the region 
displayed in the results is the first 25 m of the domain, extending from the hillslope boundary 
of the model (Figure 6. I I). In the following results, not every combination of tracer source 
and event type is discussed. The discussion is restricted to the situations where new process 
understanding is developed. 
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Figure 6.7 J Diagram showing the extent of the model domain illustrated ill subsequent 
diagrams of this chapter. 
6.3.2.1 River-water tracer: overbank flood event 
Figure 6.12 shows the infiltration and movement of a tracer associated with river-derived 
water in the floodplain, over the course of flood event D, on tran ect S. As the floodplain 
wa inundated (inundation occurred between day 12 and day 32 of the 45.5 day event) , 
strong hydraulic gradients across the floodplain surface allowed river water to enter the 
floodplain (Figure 6.12a). Although the extent of inundation later receded , the river water 
continued to infiltrate to greater depth in the floodplain. Of course, the amount of dispersion 
illustrated in the model results may have been an over- or under-estimation , as the dispersion 
parameters were based on literature values rather than field values, but thi s scenario does at 
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Figure 6.12 Pattern of river water tracer concentration during flood evellf D 011 transect S 
at (a)16 days, (b) 25 days, and (c) 45.5 days. 
By 45.5 days (Figure 6.12c) the hydraulic gradient was re-established in a hillslope-to-river 
direction, and tracer concentration had overall dec rea ed . The decrease in tracer 
concentration was most marked in the near-stream zone (those areas of the floodplain in 
clo est proximity to the river channel bed and bank ), where concentrations had decreased 
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from 10 mg rl to 0-2 mg rl. In contrast, the concentration of tracer near the floodplain 
surface remained high, at up to 7 mg rl . This reflects the much lower velocities in the near-
surface, unsaturated zone, and indicates that a chemical in river water delivered to thi zone 
in overbank flow has the potential to remain resident in the floodp lain for long period of 
time. 
6.3.2.2 Floodplain-water tracer: bankfull and overbank flood event 
Figure 6. 13 shows the movement of a tracer introduced to the floodplain before the tart of a 
flood event. Figure 6.13a shows that thi s hypothetical tracer was initialised in the model as 
four discrete 'parcel ' of tracer, each at a concentration of 10 mg rl . Figure 6.13b shows the 
extent of tracer movement after a bankfull flood event. In 14 days, the floodplain tracer had 
moved little under the influence of advection, although the influence of di persion can be 
clearly seen. Clearly, the influence of the bankfull flood event did not extend very far away 
from the channel in terms of moving tracer that was already pre ent in the floodplain . 
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Figure 6.13 Paltem of concentration of floodplain tracer (a) initial distribution, (b) 
distribution aT the end of banlifull event A, Gnd (c) distribution at the end of flood evelll D. 
Figure 6.13c shows the extent of tracer movement after an overbank flood event. In 
comparison with the bankfull flood event, there was more tracer movement, but much of thi s 
was still a result of movement by di persion rather than advection. Advection may have 
been expected to playa more dominant role considering the high groundwater velocitie that 
were observed in the near-surface zone during overbank flow events. The greatest influence 
of thi s high velocity water therefore seemed to be in terms of the amount of river-derived 
water that was introduced to the floodplain , as water already present in the floodplain was 
not transported by this high velocity water. Thi may indicate that the period of high water 
velocity was too short, or too localised to the floodplain surface, to effect any significant 
transport, at all but very shallow depths in the floodplain . The greate t degree of tracer 
204 
Exploring Floodplain Hydrological and Chemical Transport Processes 
movement was again seen in the near-stream zone, as was indicated in the case of the river-
water tracer (Figure 6.12c). 
The following sets of diagrams show the tracer distribution following a period of low flow, 
with flow in a hillslope-to-river direction. Each diagram ha~ three parts; the tracer 
distribution at the end of the flood event; the tracer distribution after a 40 day low flow 
period, and the tracer distribution after a 90 day low flow period. In total, three different 
events are illustrated: bankfull event A. flood event F, and flood event G. For each event, 
there is an illustration of the distribution of river-derived tracer, hillslope-derived tracer, and 
floodplain-derived tracer. These results will be presented grouped according to the tracer 
source: river-water, hillslope-water and floodplain-water. 
6.3.2.3 River-water tracer: flood event vs low flow event 
The following three diagrams show the distribution of river-water derived tracer to the 
floodplain for bankfull event A (Figure 6.14), flood event F (Figure 6. 15), and flood event G 
(Figure 6.16) (note the different concentration scales for each diagram). As may be 
expected, there was a large contrast in the distribution of tracer between the bankfull flood 
event and overbank flood events. At the end of the bankfull event (Figure 6.14), tracer had 
been introduced only in a localised, near-stream region. The tracer introduced near the 
floodplain surface resulted from a slight inundation of the floodplain close to the channel. 
After 90 days of the low flow period, the tracer in the near-stream zone (adjacent to the bed 
and banks) had reduced to a concentration below 0.72 mg rl, from its initial concentration of 
10 mg )1 introduced during the event. The only tracer that remained wa~ in the zone near the 
floodplain surface, adjacent to the stream. This corresponded with an area of the floodplain 
which was unsaturated by this time. This indicates the important role that the unsaturated 
zone could play in tracer transport through the floodplain environment. 
As explained earlier, it was very difficult to produce total solute ma<;s diagrams for the river 
water tracer, due to the incremental nature of the introduction of solute to the domain. 
However, this was only a problem for the overbank events, where the length of the boundary 
across which tracer was introduced was constantly changing. A total solute mass graph 
could be produced in the case of the bankfull flood event (Figure 6.17a). This shows a sharp 
increase in total ma<;s of tracer coinciding with the rise of the river stage and the water flow 
changing to a river-to-hillslope direction. When the hydraulic gradient later reverses, after 
about II days, water and solute begin to leave the domain across the river channel boundary. 
This pattern continues during the 90 day low flow period, with the mass decreasing at a 
decreasing rate, probably due to the reduction in concentration gradient across the river 
channel boundary. 
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Figure 6.14 Concentration of river water tracer during 101V flow cOllditions following 


















Figure 6. J 5 Concellfration of river lVater 'racer during low flow conditions follOlllillg flood 
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Figure 6.16 Concentration of river water tracer during low flo IV conditions follolVing flood 
event C a' (a) 0 days (end offlood event C), (b) 40 days alld (c) 90 days. 
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In contrast, during the two overbank flood events the river-water derived tracer was 
deposited across a much wider area. Although it is difficult to comment on the mass of 
tracer introduced to the floodplain during the overbank events, it seems reasonable to state 
that the greater area of deposition of the overbank flood events were associated with the 
delivery of a much greater mass of river-water derived tracer than the bankfull flood event. 
The extent of overbank flow meant that there was a much greater surface area over which the 
tracer could be introduced to the floodplain. 
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Figure 6.17 Change in mass of tracer during three jlood evenls and subsequent low flow 
period (a) river water tracer, (b) hillslope water tracer and (c)jloodplain water tracer. 
The areas of the floodplain which received the highest concentration of river water tracer 
were those at which the velocity vectors directed into the floodplain remained highest for the 
longest period of time, which tended to be the region corresponding to the furthest 
inundation extent. It is clear that a greater mass of tracer was introduced to the floodplain 
during flood event F in comparison with flood event G. The duration of the flood event G 
simulation was 601 hours in comparison with 1001 hours for the flood event F simulation. 
But the cruciaJ part of the event in terms of tracer infiltration was the period of floodplain 
inundation; for flood event F, thi was approximately 12 days, whereas for flood event G, the 
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flood water only extended overbank for approximately 6 days. This wa~ reflected in the 
amount of tracer introduced into the floodplain during these two events. 
By the end of the overbank flood event. concentrations of river-derived tracer in the 
floodplain remained high. There was some tracer transport due to advection. in a hillslope-
to-river direction. but there was also a significant degree of tracer movement due to 
dispersion. which acted to move tracer deeper into the floodplain. Once again. the tracer in 
the near stream zone had reduced to a negligible concentration. It can be seen that even after 
a considerable period of time under low flow conditions (an arbitrary three month period). 
there was a significant mass of tracer remaining in the floodplain. at a concentration up to 
7.65 mg r' in the case of flood event F. and 2.85 mg r' in the case of flood event G. This 
effect was enhanced by the low water velocity conditions in the unsaturated zone in the 
upper 5 m of the floodplain. This raises the possibility that precipitation events could take 
on greater significance for transport of this river-derived tracer in the floodplain during these 
low flow periods. During the overbank flow events. the effect of rainfall on hydraulic 
gradients and water velocity near the floodplain surface wa~ found to be negligible in 
comparison with the effect of the overbank flow. During low flow periods the effect of 
rainfall in increasing moisture contents and hydraulic conductivity in the unsaturated zone 
could make a more significant difference to both water and chemical movement in this zone. 
6.3.2.4 Hllisiope-water tracer: flood event vs low flow event 
To set up the hillslope-water derived tracer scenarios. the whole flood event was first run 
with a specified solute concentration of 10 mg r' on the hillslope boundary. This specified 
tracer condition wa~ only applied at times when the water flow wa~ in a hillslope-to-
floodplain direction across the hillslope boundary; at times when flow wa<; in the opposite 
direction. this boundary was specified with a free flow condition. For the subsequent low 
flow simulation. no tracer was input at the boundary. The aim of this was to see how long 
the flood event-derived tracer would remain in the floodplain. and what would happen to the 
distribution of this tracer. 
Each of the diagrams of the hillslope water tracer have the same scale of tracer concentration 
for comparison (Figure 6.18. Figure 6.19. and Figure 6.20), In all ca<;es. it can be seen that 
by the end of the flood event. a plume of hillslope water tracer has been introduced at the 
hillslope boundary. During the low flow period. the tracer proceeded to move through the 
floodplain towards the river channel. In every ca~e. the effect of the unsaturated zone on 
tracer movement was once again clear; in the upper 5 m of the floodplain. the tracer 
concentration remained high. a<; tracer advection and dispersion wa~ low in this low velocity 
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Figure 6./8 Concentration of hillslope water tracer during low flow conditions following 
bankfull event A at (a) 0 days (end of bankfull event A), (b) 40 days and (c) 90 days. 
(0) End of nood e\ enl: 
nl 0 da~lI 
(h) 










, 0 20 
Tracer 
cum,.'e"t r:lfiun 











Figure 6./9 Concen.tratioll of hillslope water tracer durillg low flow conditions followillg 
flood event Fat (a) 0 days (end offload evellt F), (b) 40 days and (c) 90 days. 
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Figure 6.20 Concentration of hillslope water tracer durillg low flow conditions followillg 
flood event G at (a) 0 days (end offlood event G), (b) 40 days alld (c) 90 days. 
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region. In the saturated zone, however, tracer movement was much more rapid, and the 
tracer dispersed so that after 90 days of low flow conditions, the tracer concentration 
throughout the saturated zone of the floodplain had reduced from 10 mg ]' to a maximum of 
I mg rio It is likely that the differences in tracer concentration between the three flood 
events partly reflect the duration of each event simulation. Recalling that the tracer was only 
introduced at the boundary at times when water flow was in a hi lIslope-to-river direction, the 
length of pre- and post- overbank period that was modelled in each simulation affected the 
total mass of tracer introduced to the model domain. 
Despite the aforementioned problems with the tracer ma<;s balance description, the mass 
balance plots in Figure 6.17b start to give an indication of the effect of the hydrological 
event on the introduction of hillslope water tracer to the domain, and the residence time of 
this tracer in the floodplain. As noted earlier in the interpretation of solute concentration, the 
fact that some events had a higher total solute mass than others is not particularly relevant, 
because this was partly dependent on the length of pre- and post-flood event period that wa~ 
simulated. However, the pattern of change in total solute mass over time is important and 
can be interpreted more reliably. For every flood event, the change in hydraulic gradient to a 
river-to-hillslope configuration during peak river flow had an effect as far across the 
floodplain as the hillslope-f1oodplain boundary. This is indicated by the drop in total 
hillslope water-derived tracer mass, at around 16 days for bankfull event A, 20 days for flood 
event F, and 18 days for flood event G (Figure 6.17b). This can be seen more clearly in 
Figure 6.21, which shows each of the simulated flood events without the low flow events 
appended. During the period of overbank flow when the reversal of hydraulic gradient 
occurs, the total mass of hillslope water tracer began to drop, as the tracer in the floodplain 
left the domain through the hillslope boundary. In the case of the longest flood events, this 
period of decreasing tracer mass could last for up to 10 days. When the hydraulic gradient 
re-established in a hillslope-to-river direction, the input of hillslope tracer resumed. In terms 
of the introduction of hillslope water tracer to the floodplain in the long term, this 10 day 
hiatus may not be very significant. But in terms of the potential for interaction between 
tracer introduced in hillslope flow and river water flow, and in holding back the contribution 
of non-point source pollutants from the hillslope, the timing of this delivery of hillslope 
water may take on added importance. 
The effect of the reversed hydraulic gradient holding back the hillslope inputs to the 
floodplain wa<; much more pronounced for the overbank flood events, which may be 
expected due to the much greater hydraulic head gradients measured over relatively short 
distances during these events. But these results do seem to support the idea that even 
bankfull events can hold back the contributions of water (Burt et aI., 20(2), and in this case 
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associated chemical tracers, from the hillslope. These results also illustrate that channel 
processes have the potential to impact on hydrological and chemical conditions right across 
the floodplain and into the adjacent hillslope. 
After the flood event, it appears that any solute that had entered the floodplain from the 
hillslope was likely to remain resident in the floodplain for a considerable period of time. 
Even though the concentration of the tracer in the saturated zone reduced to I mg )1 or less 
over the 90 day period, this was because the tracer wa<; dispersing within the floodplain 
rather than leaving it. This is illustrated by the total solute mass diagram in Figure 6.17b. In 
the 90 days following the main flood event, the total solute mass hardly decrea<;ed. Although 
the tracer did move across the floodplain towards the river channel, hardly any of the tracer 
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Figure 6.21 Concentration of hillslope water tracer at poiflt x = I, y = 15 m over time and 
total mass of hillslope water tracer for transect S for (a) overbank flood events and (b) 
bankfull events. 
6,3.2.5 Floodplain-water tracer: flood event vs low flow event 
To set up the floodplain-water tracer scenarios, the flood event simulation wa<; initialised 
with 'patches' of tracer, as described previously (Figure 6. I 3a). For the subsequent low flow 
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Figure 6.22 Concentration of floodplain water tracer during low flow conditions following 
bankfull event A at (a) 0 days (end of ballkfull event A), (b) 40 days alld (c) 90 days. 
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Figure 6.23 Concentration of floodplain water tracer during low flow conditions following 
flood event Fat (a) o days (end offlood event F), (b) 40 days and (c) 90 days. 
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Figure 6.24 Concentration of floodplain water tracer during low flow conditions following 
flood event Gat (a) 0 days (end offlood event G), (b) 40 days and (c) 90 days. 
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to see what would happen to the distribution of this tracer within the floodplain after the 
flood event, and how long such a tracer would remain resident in the floodplain. Note that 
the second two diagrams in the series (Figure 6.23 and Figure 6.24) have a slightly different 
scale of tracer concentration from the first diagram (Figure 6.22). 
By the end of bankfull event A (Figure 6.22a), the floodplain tracer had hardly moved. This 
partly reflects the fact that the influence of the reversed hydraulic gradient in the unsaturated 
zone of the floodplain, especially at greater distances from the river channel, wa~ not great 
enough to cause significant tracer movement. The lack of tracer movement may also reflect 
the shorter time period of the bankfull event simulation, in comparison with the overbank 
flood event simulations, particularly a<; during the subsequent 90 day low flow event, the 
tracer did disperse to a greater degree. Once again, this dispersion is particularly noticeable 
in the near stream zone, where solute concentration decrea~ed to 7 mg ]' or less after 90 days 
(Figure 6.22c). Thus, the reduction in total solute ma<;s illustrated in Figure 6.17c largely 
reflects the movement of solute from the near stream zone out of the floodplain and into the 
river channel, while most of the ma<;s of solute which originated in the 'patches' further from 
the river channel remained in the floodplain. 
The effect of the two overbank flood events, in comparison with the bankfull flood event, is 
actually very similar. The fact that the final concentrations were lower in the case of the two 
overbank events (Figure 6.23, Figure 6.24) probably reflects the longer period of the 
overbank flood simulations. As a result of this, by the end of the 90 day low flow period the 
two near stream tracer patches had reduced in concentration from ]() mg I ' to 5.7 mg I ' or 
less. The movement of this tracer out of the floodplain and into the stream channel is 
reflected in the reduction of total solute mass for the two overbank flood events illustrated in 
Figure 6.17c. 
There were some noticeable differences between the two overbank flood events. By the end 
of flood event G (Figure 6.24a), the two near-hillslope patches still had a concentration of up 
to ]() mg Ii. By comparison, at the end of flood event F (Figure 6.23a), the two near-
hillslope patches had decreased in concentration to 7.6 mg ]' or less, and the shape of the 
tracer patch had been noticeably modified. This is not simply a consequence of the longer 
time period of the flood event F simulation leading naturally to a higher degree of dispersion, 
because the two tracer patches in the near stream zone remained at a high concentration, 
comparable with those of the flood event G simulation. Compared with flood event G, flood 
event F has a much longer floodplain inundation period. The previous river-water tracer 
simulations indicated how tracer infiltrated further into the floodplain at the maximum extent 
of inundation (Figure 6.15). This region, at a distance of 25 to 50 m from the hillslope 
boundary in the diagram, experienced saturated conditions and a steep hydraulic gradient, 
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inducing high velocity water flow for a longer period of time than area of the floodplain 
directly adjacent to the river channel. This period of high velocity water flow in this region 
of the floodplain during flood event F was enough to induce more significant movement of 
the parcels of tracer nearest the hillslope boundary than was observed for flood event G, or 
bankfull event A. 
6.3.2.6 River-water tracer: comparison of transects 
The three diagrams, Figure 6.25, Figure 6.26, and Figure 6.27, compare the distribution of 
river water tracer on transect S and transect H, at the end of three different flood events. 
Note the different tracer concentration scale on each diagram. 
The effect of topography on tracer infiltration is clearly evident in these diagrams. It appears 
that tracer infiltrates to a greater depth on transect H than on transect S, in the region of 
transect H characterised by a depression in the floodplain (at a distance of approximately 50 
m from the hillslope boundary). As the river water extended across the floodplain during an 
overbank flood event, the depth of water ponded on the floodplain surface was greater above 
the depression than on adjacent areas of the floodplain surface, and greater than at the 
corresponding location on transect S. This resulted in a steeper hydraulic gradient across the 
floodplain surface, with corresponding higher water velocities, by which mechanism the 
solute was able to infiltrate further in this region of the floodplain. However, considering the 
total solute mass diagram (Figure 6.28), which compares the total river water tracer ma~s of 
(a) transect S and (b) transect H over all the simulated flood events, it appears that the 
difference in total solute ma'lS introduced across the whole floodplain is minimal. In the case 
of bankfull flood events, more tracer wa'l introduced on transect S than transect H. This wa~ 
because the 'bankfull' events simulated were not totally in bank. When slight overbank flow 
occurred along the 5 m of the floodplain surface nearest to the river channel, more tracer wa<; 
introduced to the floodplain on transect S because the elevation of the floodplain is slightly 
lower in this area on transect S in comparison with transect H. 
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Figure 6.25 Concentration of river water tracer on (a) transect S and (b) transect H at the 
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Figure 6.26 Concentration of river water tracer on (a) transect S and (b) transect H at the 
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Figure 6.27 Concentration of river lVater tracer on (a) transect S alld (b) transect H attlie 
end of flood event C. 
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Figure 6.28 Total mass of river water tracer over time for (aJ transect S (overbank and 
bankfull flood events) and (bJ transect H (overbank and banlifullflood events). 
6.3.3 Summary of hypothesis one 
The simulations carried out during this section have allowed a refinement of the initial ideas 
about processes of water and chemical mixing, residence time, and export in floodplains, and 
how these processes are affected by hydrological events. 
I. During periods of low flow, the main source of water for the floodplain is the hillslope. 
During the course of a flood event, both overbank and bankfull, the river becomes an 
important source of water and chemicals. The contribution from the river is greater for 
an overbank flood event where the river water extends across the floodplain surface. 
This is the first time that an indication of the relative importance of river and hillslope 
inputs of water and chemicals has been proposed. 
2. Overbank flood events are times of increased hydrological activity and associated 
chemical movement. In contrast, under low flow conditions, water and chemical 
movement is much more restricted. This implies that any solute delivered to the 
floodplain during a flood event ha~ the potential to remain in the floodplain for a long 
period of time. This is a novel finding with the implication that in the long term, flood 
events could be extremely important for solute delivery and residence time in the 
floodplain environment. 
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3. The unsaturated zone near the surface of the floodplain seems to have special 
significance. This region experiences very slow water and chemical movement in 
comparison with the saturated zone. Therefore. any solute delivered to this region 
(which tends to be solute derived from the river water) could remain resident for a long 
period of time. Under these circumstances. it is possible that precipitation events 
occurring between major flood events could take on greater significance by mobilising 
solute retained in the unsaturated zone. The unsaturated zone ha<; a particular influence 
on retaining solute at a high concentration. In the saturated zone. the tracer 
concentration decreases much more rapidly. due to dispersion. but overall the mass of 
tracer in the floodplain may still remain high if the tracer does not reach an outflow 
boundary (for example. the hillslope tracer. Figure 6.18 to Figure 6.20). The indication 
of the importance of the unsaturated zone is in contrast to the findings of Bates et al. 
(2000). 
4. There is no evidence for the movement of river-derived water into hillslope area<;. hence 
refuting the hypothesis of Bates et al. (2000). However. both bankfull and overbank 
flood events have an effect on hydrological behaviour a<; far away from the channel as 
the hillslope-floodplain boundary. Hillslope inputs of water and solute can be held back 
for up to 10 days in the case of an overbank flood event. by the steep hydraulic gradient 
induced by the flood water. In the context of the long term effect of flood events on 
floodplain chemical transport. this 10 day interruption of hillslope inputs may not seem 
very significant. However. more critically. it may affect the potential for interaction 
between solutes in hillslope-derived water. and solutes in river-derived water. 
5. Chemicals already present in the floodplain at the start of the flood event experience 
varying degrees of movement. depending on the hydrological event. The greatest degree 
of tracer movement is seen in the near-stream zone. where saturation is consistently 
higher. Under conditions of steep hydraulic gradients (e.g. across the floodplain surface 
near the hillslope boundary during flood event F). some floodplain-tracer movement can 
be initiated. However. significant solute export. from the floodplain to the river channel. 
does not occur until the flood event ends and low flow conditions are re-established (at 
which time the floodplain becomes a solute source). It seems that the flood event itself 
is a period of net input of water and chemicals to the floodplain (i.e. a solute sink). 
Export of pre-event solute from the floodplain is delayed until after the !lood event, 
which has implications for the timing of solute contributions to river water. and the 
transfer of this solute through the catchment. The indication of which regions of the 
floodplain may be subject to greatest solute movement during a flood event is a novel 
development of this study. 
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6. Floodplain topography has a localised influence on the infiltration of river-water derived 
solutes. Depressions in the floodplain are subject to a greater depth of ponded water. and 
a steeper hydraulic gradient across the floodplain surface, allowing solute to infiltrate to 
a greater depth. This supports the conclusion of Stewart et al. (1998), that infiltration of 
chemicals into the floodplain surface may be spatially variable, and difficult to 
characterise using current field-based techniques. 
6.4 Hypothesis Two: scale of floodplain zone controls floodplain 
water and solute source, flow path and residence time 
The aim of these simulations was to start to explore the kind of process differences that 
might be found between upland and lowland floodplain/riparian zones. To do this. the 
Sleepers River model was run using hypothetical tracers in a similar manner to the Rivcr 
Severn simulations, in order to highlight water flow paths and residence times of water 
originating from different sources. These results were then compared with the results from 
the River Severn simulations from hypothesis one (Section 6.2). The conclusions from this 
section will necessarily be limited by the fact that data are only available from one lowland 
and one headwater catchment, which cannot hope to be representative of all headwater and 
lowland catchments. However, this is the first attempt of such a comparison. so however 
approximate the results, they may at least provide some insight into the kind of differences 
that can be found, and provide a starting point for future exploration of this issue. 
The diagram in Figure 6.29 emphasises the difference in scale that is involved in this 
comparison. This illustrates the limitations of only studying water flow and chemical 
transport processes in headwater catchments, as many previous studies have done. The huge 
difference between the two cross-sections may suggest that it is unrealistic to try to scale up 
results from a headwater study to a lowland environment; the possibility of different 
processes operating over such a wide range of hillslope-channel environments is one that 
should clearly be explored. This reinforces the need for a consideration of lowland hillslope-
channel connections, and comparison of lowlandlheadwater environments, as attempted in 
this study. 
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Figure 6.29 Diagram to show the relative scales of the River Severn domain and the 
Sleepers River domain. 
6.4.1 Schedule of model runs 
Water sources (and tracers a~sociated with these sources) were divided into eight different 
regions of the boundary. These regions are labelled one to eight, and are indicated in Figure 
6.30. 
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Figure 6.30 Diagram showing the boundary regions along which tracer was introduced to 
the Sleepers River domain. 
At any time when the water flow wa~ directed across the boundary, tracer was introduced 
into the domai n at a concentration of JO mg \1, a~ in the Ri ver Severn case. If the flow 
across the boundary wa~ directed out of the domain at any point, the boundary condition 
changed to a free flow condition, so the tracer concentration at the boundary was no longer 
imposed but was a function of the tracer concentration inside the domain, and tracer wa-; able 
to leave the domain across this boundary. This model configuration wa~ run using data from 
the 1996 snowmelt event. In addition, the computation wa~ extended for a hypothetical low 
flow hydrological event. This low flow simulation used the hydrological boundary 
conditions as prescribed by the la~t time step of the snowmelt event simulation, extended 
into an artificial hydrological results file with constant boundary conditions. For the low 
flow chemical transport simulation, the initial conditions were prescribed as the last time 
step of the snowmelt event simulation. No additional tracer was added to the domain during 
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the low flow simulation; the aim of this was to monitor the movement of the existing tracer 
(introduced during the snowmelt event) through the domain. 
Values of dispersivity were specified as 0.1 m longitudinal dispersivity (along the flow) and 
0.01 m transverse dispersivity (across the flow). These values were ten times smaller than 
the values chosen for the River Severn model, to reflect the fact that the Sleepers River 
domain is smaller than the River Severn domain, and that dispersivity values are thought to 
be dependent on the scale of the domain (Freeze and Cherry, 1979). The value of molecular 
diffusion was specified as 5 x 10- 10 m2 S-I. 
6.4.2 Results 
Results from four out of the eight tracer sources (2, 4, 6, and 8) are illustrated in this section. 
Each diagram has four parts: (a) the tracer distribution at the end of the snowmelt event (i.e. 
after 28.5 days of the simulation, after the tracer concentration along the boundary had been 
specified as 10 mg rl for the whole snowmelt simulation); (b) after one day of post-
snowmelt event low flow conditions (the tracer concentration was no longer specified along 
the boundary during the low flow event); (c) after 15 days of the low flow event; and (d) the 
tracer mass in the domain over the course of the simulation, corrected in the manner 
described in Section 6.3.2. 
The maximum tracer mass in the domain varied between the four tracer sources illustrated. 
This reflects both the differing boundary lengths along which the tracer wa" introduced, and 
the length of the flow path that each tracer followed as it was transported to the point of 
export from the domain. In the case of the tracer introduced on the right-hand side riparian 
zone boundary (tracer source 6), this also reflects the dynamic nature of flow across this 
boundary, with flow both into and seepage out of the domain. Generally, once the snowmelt 
event starts, the mass of tracer in the domain quickly reaches a peak, and then levels out to a 
fairly constant value (Figure 6.31 to Figure 6.34, part (d». This constant value is reached 
when the amount of tracer entering the domain approximately equals the amount of tracer 
that is leaving. At the end of the event (i.e. when the tracer input stops), the ma"s of tracer 
quickly decreases to a negligible value. There are some fluctuations in the tracer mass 
during the course of the snowmelt event, which reflect the slight changes in water flux into 
the domain across the boundaries; if the flux decreases slightly, the ma"s of tracer introduced 
to the domain at that time will be slightly reduced. These fluctuations are essentially of the 
same absolute magnitude for each boundary source; the fluctuations for tracer source 6 look 
more significant (Figure 6.33d), but this is because the total solute ma"s in the domain is 
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Figure 6.31 Distribution of tracer introduced at boundary region 2 ill the Sleepers River 
domain (a) at the end of the snowmelt event, (b) after 1 day 10 IV flo IV, and (c) after 15 days 
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Figure 6.32 Distribution of tracer introduced at boundary region 4 ill the Sleepers River 
domain (a) at the end of the snowmelt event, (b) after I day low flow, and (c) after 15 days 
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Figure 6.33 Distribution of tracer illtrodllced at boundary region 6 in the Sleepers River 
domain (a) at the end of the snowmelt evellf, (b) after I day low flow, alld (c) after 15 days 
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Figure 6.34 Distribution of tracer introduced at boul1dary region 8 ill the Sleepers River 
domain (a) at the end of the snowmelt evelll, (b) after 1 day 101Y flow, and (c) after 15 days 
low flow. Note the differel1l cOl1celllratioll scales. Corrected tracer mass is sholYlI ill (d). 
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The scale and configuration of this upland riparian zone, in comparison with the lowland 
floodplain, clearly introduces some significant changes in water and transport flow 
processes, which this hypothetical tracer study helps to demonstrate. First, as the scale of the 
domain is so much smaller, the movement of the tracer through the domain ha~ to he viewed 
from a different perspective. The tracer in the Sleepers River domain appears to be 
transferred more rapidly than in the River Severn ca~e. In fact, the absolute rate of transport 
is similar, and the apparent difference just reflects the much smaller scale of the Sleepers 
River domain. However, in terms of chemical residence time this is an important result, as it 
shows clearly that tracer deposited in the domain during a hydrological event in the 
headwater riparian zone (in this case, a snowmelt event), can be exported from the domain 
within a matter of a few days. This is aided in the Sleepers case by the fact that the riparian 
zone remains almost fully saturated, so transport remains rapid, and there is no accumulation 
of tracer in the unsaturated zone as occurred on the lowland floodplain during post-flood 
event low flow. In the lowland floodplain ca~e, the overall ma'iS of tracer in the domain can 
remain high if the tracer does not reach an outflow boundary: and this may take weeks or 
months, exacerbated when the soil saturation decreases after the flood event. In the Sleepers 
River case, the domain is small and tracer introduced to the riparian zone reaches an outflow 
point within a few hours or days. 
In terms of mixing of water of different provenance, there are significant process differences 
between the two floodplain scales. In the lowland river case, the groundwater ridging 
phenomenon was found to be important in holding up contributions of water and solute from 
the hillslope to the floodplain. This process was not found to be operating in the upland 
ca<;e. For this snowmelt event at Sleepers, there was no input of stream water to the 
floodplain. The configuration of the hillslope-riparian zone-channel and the a'isociated 
hydraulic gradient is such that the stream water does not flow out on to the riparian zone 
(there is no overbank flow, a<; such), and there is no bank storage. Therefore. there is no 
mixing of hillslope water and river-derived water in the riparian zone, an important process 
in the River Severn case. However, this study ha<; only investigated one snowmelt event and 
a hypothetical low flow event at the upland site, and this conclusion may not be valid at all 
sites and under all hydrological conditions. 
In the case of the upland riparian zone, the simulations indicate that (a) contributions from 
groundwater (along the soil-bedrock boundary) could have an important influence on 
riparian zone chemistry, and (b) mixing through surface seepage may be more important 
than at the lowland site. There is a significant input of hillslope water, and also groundwater 
(from the bedrock) to the riparian zone, which wa'i not evident at the lowland floodplain site 
(although the rather poor characterisation of the lower boundary in the River Severn ca~e 
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leaves some uncertainty over this conclusion). Even if the scale of water flowing across the 
soil-bedrock boundary in the Sleepers River case has been incorrectly specified, there can be 
little doubt that because the bedrock is much closer to the surface than at the River Severn, 
whatever happens at this boundary will have a much greater influence on water and chemical 
flow paths within the riparian zone than at the lowland site. There is more significant (or 
more noticeable) exfiltration and reinfiltration at the foot of the hillslope and throughout the 
riparian zone than was found in the lowland floodplain ca~e. This may be evidence of the 
influence of the shallower depth of the domain (i.e. the closer proximity of the bedrock to the 
surface) affecting flow paths within the riparian zone. The steeper gradient of the riparian 
zone and underlying bedrock probably also increases the likelihood of observing exfiltration 
and reinfiltration of water and associated solutes along the surface of the riparian zone. 
Once tracer input has stopped, tracer from each source moves along a well-defined path to 
the stream channel. The rapid transfer time (in comparison with the size of the domain) 
means there is little opportunity for dispersion, and the tracer moves in a well-defined plume, 
retaining a high concentration from the point of input until it leaves the domain. This is in 
contrast with the lowland floodplain site, where long residence times increase the 
opportunity for dispersion, resulting in low concentrations of solute within the domain (in 
the saturated zone), even though the total solute mass remained high. 
Tracer introduced along the lower-middle section of the boundary (to the right-hand side of 
the stream channel, tracer source 2, Figure 6.31) remains in the lower portion of the soil 
profile. Vertical movement of this tracer is probably limited by the low conductivity of the 
thin, dense till layer (see diagram of soil distribution, Figure 5.30 in Chapter 5). However, in 
the region of the stream channel, the distribution of this tracer demonstrates the effect of the 
sharp upward flow directly beneath the stream channel. Virtually no tracer crosses to the 
left-hand side of the riparian zone, indicating that this is effectively a no flow boundary. 
Tracer tends to concentrate in the region directly under the stream channel after several days 
of low flow conditions, although after 15 days of low flow, the tracer concentration is very 
low (Figure 6.3Ic). The distribution of tracer after 15 days of low flow conditions is very 
similar for all four tracer sources illustrated here. 
Tracer introduced along the right-hand side of the boundary (tracer source 4, Figure 6.:12) 
illustrates the contra~t in transport between the upper and lower regions of the domain, as 
separated by the dense till layer. Some of the tracer introduced across this boundary leaves 
the domain across the lower boundary at the far right-hand side. Most of the remaining 
tracer is directed to the upper region of the riparian zone, where hydraulic conductivity is 
generally high. The conductivity in the upper region (the riparian peat) is also higher in the 
horizontal direction than the vertical, which, in combination with the low conductivity of the 
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dense tiIJ layer, restricts vertical movement of the tracer towards the lower part of the 
domain. 
Although the length of boundary specified for tracer source 2 (lower-middle boundary) is 
very similar to the length of boundary specified for tracer source 6 (upper-middle boundary), 
a much smaller tracer mass is introduced to the domain in the case of tracer source 6. This 
reflects the fact that the upper part of the riparian zone is sometimes not fully saturated, 
resulting in a lower conductivity (and associated lower rate of tracer transfer) at these times, 
and that the surface of the riparian zone in this region experiences seepage. At any point 
along the boundary where flow is leaving the domain, tracer does not enter, so the actual 
length of boundary across which tracer can cross is significantly reduced. Overall, the paths 
of tracer movement for tracer entering the domain across this part of the boundary are 
relatively short, and any tracer that does infiltrate the domain is exported again over a very 
short distance, either at or near the stream channel, or via exfiltration across the surface of 
the riparian zone. 
Tracer introduced across the left-hand side boundary (tracer source 8) once again illustrates 
the effect of the no-flow boundary underneath the stream channel (a vertical boundary 
approximately 4 m from the left-hand side boundary). Tracer movement is restricted to the 
left-hand side of the domain, and as tracer approaches this no-flow boundary it is deflected 
upwards so that tracer leaves the domain through the stream bed. Once the input of tracer 
ceases at the beginning of the low flow simulation, the tracer in the upper portion· of the 
riparian zone, above the dense till layer, leaves the domain very quickly. 
6.4.3 Summary of hypothesis two 
The simulations carried out in this section can be contrasted with the results from the River 
Severn simulations of hypothesis one to give an indication of the effect of floodplain scale 
on water source, flow path and residence time. These results are novel because a comparison 
of upland and lowland floodplain/riparian zones has not previously been attempted. 
I. For the upland riparian zone, over the period studied, the main source of water is the 
hillslope. In contrast to the lowland floodplain, the river is not a significant water and 
solute source, as water does not move from the river into the riparian zone under the 
circumstances investigated here. At the upland site. the hydraulic head varies over a 
much greater range at the hillslope boundary. in comparison with the variation in stream 
stage, which means that the hydrological activity at the hillslope boundary therefore ha<; 
a greater controlling influence on flow paths and flow rates throughout the domain. 
This is in contrast to the lowland floodplain, particularly during periods of high flow, 
where the hydrological regime of the river, and a~sociated changes in river stage. have a 
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much more important controlling effect. The difference in the relative importance of 
river and hillslope water and solute inputs in upland versus lowland locations is linked 
to the difference in slope of the land bordering the stream channel, and potentially the 
underlying geological configuration. 
2. Solute delivered to the upland riparian zone has a short residence time in comparison 
with the lowland floodplain site. Tracer introduced to the upland domain reaches an 
outflow boundary on the scale of hours to days in comparison with the lowland 
floodplain which (depending on the tracer source) may take weeks to months. This is 
mainly due to the much smaller scale of the domain, which means that solute appears to 
be transferred through the domain much more rapidly, but also because the riparian 
zone is almost fully saturated throughout the hydrological event studied here. Even 
after the main snowmelt event at Sleepers River, there are only very small area~ of the 
domain that are not fully saturated. At the lowland site there is the potential for an 
unsaturated zone up to 5 m thick, which imposes a severe restriction on the transfer of 
water and solute through this region of the floodplain. The shorter residence time of 
tracer at the upland site also means that the tracer remains at a high concentration until it 
is exported from the domain, whereas in the lowland river case, there is a much greater 
opportunity for dispersion to decrease the tracer concentration. 
3. At the upland site, the soil-bedrock interface is known to be much closer to the surface 
than at the lowland site. The influence of this bedrock boundary on water flow patterns 
is therefore much greater for the upland riparian zone, and further exploration of this 
influence could be important. In the Sleepers River case, the possibility of water and 
tracer being introduced across the lower boundary is important because it is one of the 
few ways that tracer could be transferred through the lower part of the domain. 
4. The heterogeneity of the soil in this upland riparian zone clearly has an important 
influence on the flow paths of water and chemicals from various sources around the 
domain. The dense till layer in particular seems to impede vertical movement of 
chemicals between the upper and lower horizons of the riparian zone. This is not to say 
that heterogeneities are not present at lowland sites, or that, if present. they are not 
important. However, because of the rapid transfer times in the smaller scale upland 
zone, soil heterogeneities could have a proportionally greater influence than at lowland 
sites. Any chemical not directly delivered to a particular region of the floodplain by 
advection (because of restrictions imposed by the distribution of different soil types) 
may never reach this region because of the low potential for dispersion. Conversely. 
some regions of the domain could effectively become conduits for rapid water and 
tracer movement. 
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5. Surface seepage and reinfiltration are more noticeable processes at the upland site than 
on the lowland floodplain. This may be influenced by the steeper overall gradient of the 
riparian zone (and also the underlying bedrock) at the upland site. encouraging 
exfiltration of water along the surface of the riparian zone. At the River Severn site. the 
gradient of the floodplain surface is very shallow and has little influence on hydraulic 
head gradients across the domain and associated flow paths. although localised 
topographical variations do playa role in determining patterns of tracer infiltration into 
the domain. 
6.5 Chapter summary 
This chapter has concentrated on using the coupled ESTEL2D-SUBIEF2D model to 
investigate processes of water and chemical transport in floodplain environments. The 
modelling strategy employed here has provided information about hydrological flow paths 
and mixing processes, and chemical residence times. that has not previously been obtained, 
allowing a new way of visual ising and extending the interpretation of the available fieldsite 
data. 
Investigation of floodplain processes has concentrated on two main themes: (a) the effect of 
the type of hydrological event and (b) the effect of floodplain scale. on water and chemical 
source, flow path and residence time. This study ha<; given an indication of the relative 
importance of river and hillslope inputs of water and chemicals to the near-stream zone. and 
how the scale of hydrological event affects the interaction of these sources. It has suggested 
the important role of the unsaturated zone in regulating chemical transport through the 
floodplain, and has generally indicated the areas of the floodplain that are subject to the 
greatest solute movement. This study has also shown that there are important differences in 
process operation between the Sleepers River (upland) and River Severn (lowland) sites. 
These two sites only represent one example of an upland riparian zone and one example of a 
lowland floodplain respectively, which makes it difficult to draw definite conclusions about 
the differences between upland and lowland sites in general. However. this is possibly the 
first time that such a comparison has been attempted, and this investigation has at least 
highlighted potential area<; for further analysis. The results presented here certainly show the 
importance of expanding the investigation of lowland floodplains; the different processes in 
operation between headwater and lowland near-stream area" mean that the results of existing 
smaller scale riparian zone studies cannot simply be scaled up to the larger. lowland 
floodplains. 
The following chapter will explore the potential of the coupled model to look at the 
importance of other controlling factors (e.g. soil hydraulic characteristics. organic matter 
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content, and temperature) on chemical transport and transformation, in the ca<;e of a non-
conservative solute. 
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7 Exploring Floodplain Biogeochemical Processes 
In Chapter 6, the hydrological processes in floodplain systems were investigated using the 
newly developed and tested numerical code. This has given an indication of the degree of 
movement and mixing of waters of different provenance, under varying hydrological 
conditions and between different scales of floodplain. 
This analysis will be extended in this chapter to explore floodplain biogeochemical 
processes. This exploration will focus on denitrification processes in floodplains, as a 
relevant example of the more general chemical transport modelling capability of this 
numerical code. An explanation of the denitrification process will be presented, followed by 
an exploration of the mathematical equations that have been used to represent this process, 
including a consideration of relevant controlling factors. The exact formulation chosen for 
implementation in ESTEL2D-SUBIEF2D will then be described. This extension to the 
numerical code will then be subject to a model assessment procedure, before being used to 
explore hypothesis three as stated in Chapter 6 (Section 6.2). 
7.1 Denitrification in the floodplain environment 
Nitrogen transport and transformation, and particularly the denitrification process, have been 
a focus of field studies in floodplain chemical transport research. This focus ha~ arisen a'i a 
result of the idea that floodplains can be used a'i buffer zones to protect watercourses from 
non-point agricultural pollutants (e.g. Haycock and Burt, 1993). Specifically, 
environmentalists see the denitrification potential of floodplain soil a~ providing a way to 
prevent excess nitrate concentrations reaching water bodies and causing detrimental water 
quality effects. In the riparian buffer literature, there are more publications on nitrate 
removal than any other category of water quality function (Correll, 2()(X»). 
This focus on nitrate transport and the denitrification process has resulted in a substantial 
body of field evidence for factors that are believed to affect denitrification activity. 
However, these studies remain empirical and site specific, and there ha~ been no substantial 
effort to generalise these results. Of course, part of the rea~on for this is the difficulty and 
expense of conducting denitrification studies in the field. Exploring a wider range of 
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denitrification scenarios and combinations of controlling factors using a modelling approach 
therefore seems appropriate and timely. The basic concepts are sufficiently well developed 
to provide a sound basis for hypothetical scenario testing, and the model will provide a 
suitable base with which to bring these ideas together and explore them more thoroughly. 
In addition, indications from field studies are that the denitrification process is extremely 
spatially and temporally variable (Johnsson et al., 1991). Current uncertainty about the 
efficacy of subsurface denitrification as a mechanism of nitrate removal in riparian zones 
may reflect the difficulty of detecting localised patches of denitrifying activity at depth in 
these environments (Hill et al., 2000). For example, Hill et al. (2000), in a recent study of 
denitrification activity in a floodplain on a similar scale to the River Severn, suggested that 
in riparian zones with deep permeable sediments, the ability to remove nitrate (NO» by 
denitrification is critically dependent on localised supplies of oxidisable carbon. A 
distributed model would be a very useful tool with which to explore the heterogeneity of the 
denitrification process in a way that would be virtually impossible in a field situation. 
Denitrification will therefore be the focus of the exploration of floodplain chemical transport 
and transformations, as an appropriate example of the capabilities of the newly developed 
model. The next section will begin by setting denitrification within the wider context of the 
nitrogen cycle, followed by a more detailed consideration of the denitrification process itself. 
This will include an investigation of the controlling factors, and the formulations available 
for representing the process in mathematical terms. 
7.2 Conceptual model of denitrification 
Gains in soil nitrogen occur through the fixation of molecular dinitrogen (N2) by 
microorganisms, and from the deposition of ammonium (NH4 +) and nitrate in rain water; 
losses occur through vegetation removal, leaching and volatilisation (Figure 7.1). 
Mineralisation is the conversion of organic forms of nitrogen to ammonium and nitrate. The 
initial conversion to ammonium is referred to a<; ammonification; the oxidation of this 
compound to nitrate is termed nitrification. The utilisation of ammonium and nitrate by 
plants and microorganisms constitutes assimilation and immobilisation, respectively. 
Combined nitrogen is ultimately returned to the atmosphere through biological 
denitrification, thereby completing the nitrogen cycle (Stevenson, 1982). 
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Heterotrophic conversion 
Assimilation of nitrogen into organic compounds 
Nitrogen fixation Denitrification 
Figure 7.1 A simplified version of the nitrogen cycle showing some of the important 
biological reactions (from Burt and Haycock, 1992) 
Denitrification is the process by which oxidised and ionic forms of nitrogen are transformed 
into reduced and molecular components (nitric oxide (NO), nitrous oxide (N20) and N2) 
(Paul and Clarke. 1996). Several intermediates are involved: 
--... (NO) 
NO is enclosed in brackets as it is not commonly detected as a free intermediate; in fact. for 
a time there was much debate as to whether it was a true intermediate at all. or merely a by 
product in the denitrification pathway (Matchett. 1998). Denitrification involves a set of 
coupled reduction-oxidation (redox) reactions. Redox reactions involve electron transfer 
between chemical species (Deutsch. 1997). Oxidation occurs if there is a loss of electrons in 
the transfer process and reduction occurs if there is a gain of electrons. The oxidised 
component or oxidant is the electron acceptor and the reduced component or reductant is the 
electron donor (Sparks. 1995). In soils. this transfer process is largely microbiologically 
mediated (Henault and Germon. 2(00). 
Denitrification is understood to occur when facultative anaerobes use nitrate as an alternative 
electron acceptor to oxygen when oxidising carbon (C) under oxygen-deficient conditions 
(Grant. 1991). Soluble nitrate is the electron acceptor for denitrification. and soluble carbon 
is the substrate. A hierarchy exists among the terminal electron acceptors utilised in 
bacterial respiration. Oxygen is the favoured electron acceptor because it hao; a higher 
reduction potential. and ha<; clear precedence over any of the nitrogen oxides as the terminal 
electron acceptor in the respiration of the majority of the denitrifiers studied to date. When 
oxygen is not available, the bacteria use the next best electron acceptor available i.e. nitrate. 
Denitrification is clearly a second choice mechanism for even the most active of the 
denitrifiers, which vary over a significant range in their demands for rigorousness of 
exclusion of oxygen before turning to an alternative form of respiration. Anoxia is required 
233 
Exploring Floodplain Biogeochemical Processes 
by some (Payne, 1981). It has also been demonstrated that aerobic denitrification is a 
process that can occur in soils, even though the notion that denitrification is primarily or 
exclusively an anaerobic process has dominated both theory and practice (Lloyd. 1993). 
Denitrification is controlled by a number of factors, such as soil moisture (which influences 
soil oxygen concentration), nitrate content, temperature and carbon availability, which vary 
irregularly and substantially in time and space and also interact with each other. Field 
measurements of denitrification show a corresponding extreme spatial and temporal 
variability (Henault and Germon. 2000). 
7.2.1 Mathematical models of denitrification 
Mathematical modelling approaches to denitrification include chemical kinetics, enzyme- (or 
biomass-) based kinetics, and empirical equations (Bosatta et al., 1981). 
7.2.1.1 Chemical kinetics 
Kinetics is the study of time-dependent processes (Sparks. 1995). Chemical kinetics can be 
defined as the investigation of chemical reaction rates and the moleeular processes by which 
reactions occur where transport is not limiting. 
The theoretical expressions for reaction rates as functions of the concentrations of reactants 
and products are differential equations of the general form (Rolston ef al .• 1984): 
_dA=k'AaBb ..... N n 
dt 
7.1 
where the order of the reaction is defined as the sum of the exponents (a. h, ... , n) of the 
concentration terms A, B, ... , N, and k' is the reaction rate coefficient. A first order rate 
process means that the flow out of the first pool to the second is proportional to the quantity 
of material remaining in the first pool (Wu and McGeehan, 1998). The orders of reactions 
are experimentally determined (Sparks. 1995). However, whether to use first- or zero- order 
kinetics with respect to nitrate is currently a matter of debate. To take account of the 
sensitivity of such transformations to environmental factors such as temperature and soil 
moisture content. the transformation rate coefficient k' can incorporate a response function 
for each of these factors. 
In Selim and Iskander's (1981) model of nitrogen behaviour in soils irrigated with liquid 
waste, the denitrification process was considered to be of the first-order kinetic type. Soil 
environmental conditions such as soil suction, aeration. temperature, organic matter content. 
and pH were incorporated in the denitrification rate coefficient. Kruh and Segall (1981) 
treated denitrification as a first-order reaction. where the denitrification rate coefficient wa~ a 
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function of various factors: temperature. pH. soil moisture. oxygen concentration and 
availability of electron donors in soil (organic matter). The denitrification routine in the 
DRAINMOD-N model of nitrogen transformation in soil (Breve et al .• 1997) is bCL<;ed on a 
first-order equation, with rate adjustment factors for soil water content. temperature, and 
depth (which is treated as a surrogate for carbon availability). 
7.2.1.2 Enzyme kinetics 
Enzyme kinetics can be seen as an extension of chemical kinetics in which the biological 
limitations on reaction rates are taken into consideration. Two enzyme kinetic models are 
often used: the Michaelis-Menten model, and the Monod model. The first model differs 
from the latter by lack of a growth in microbial population or enzyme concentration while 
the substrate is being degraded. 
The Michaelis-Menten rate law is given by: 
7.2 
where Sb is the substrate, Vmax is the maximum transformation rate. and KSh is the 
concentration of Sb at which the transformation rate is half the fCL<;test possible. When Sh is 
small compared with KSb the rate is first order with respect to substrate concentration. If Sh is 
much larger than KSb , the rate is zero order with respect to Sb' 
Michaelis-Menten kinetic modelling of denitrification may take a single or double form: 
dN KdN 7.3 
dt (Kn +N) 
dN KdN C 7.4 
dt (Kn+N)(Kc+C) 
where Kd represents the maximum denitrification rate, N is the concentration of nitrate. C is 
the concentration of soluble organic carbon, and Kn and K{. are the half-saturation constants 
for nitrate and carbon transformation respectively (Bosatta et al.. 1981). In these 
comprehensive models it is often necessary to model not only the nitrogen- but also the 
carbon-cycle, since the latter is usually the rate-limiting nutrient (Bosatta et al., 1981). The 
maximum denitrification rate can be modified by various non-dimensional reduction factors, 
representing the effects of environmental conditions, as used in the PHOENIX model of 
carbon and nitrogen dynamics in grassland soils (McGill et al .• 1981). 
In Monod kinetic models, the rate of degradation of the chemical is directly coupled to the 
population dynamics of the microbial degraders. The Monod equation is therefore an 
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extension of the Michaelis-Menten expression where Vmax is substituted by a term that takes 
into account the effect of microbial growth on the substrate S. Since microbes are central to 
the dynamics of soil nitrogen, it is highly desirable to describe explicitly the activity, growth, 
and death of the microbes in nitrogen transformations. Van Veen and Frissel (1981) used a 
Monod-type equation to describe denitrification in their simulation of nitrogen behaviour in 
soil. 
7.2.1.3 Summary of kinetic modelling approaches 
The Monod (Michaelis-Menten) kinetic models are theoretically sound and more generally 
applicable than chemical kinetic models since they are linked to microbial bioma~s and 
enzyme-substrate kinetics. Biomass-based models, however, require several parameters that 
are not commonly measured in soil nitrgoen studies in the field and it is difficult to measure 
and/or validate microbial biomass. On the other hand, chemical kinetic models require 
minimal input data and are suitable for low substrate concentrations, but generally do not fit 
the entire time course of change (Bosatta et al., 1981). Another limitation to chemical 
kinetic models is that they assume unlimited biological potential, so there are no upper or 
lower limits on the rate of reaction. Further to the kinetic modelling approaches, empirical 
rate equations have often been used when cause and effect relations are not known or when 
there is an advantage in fitting a model to site-specific experimental data. However, 
empirical models do not have universal applicability as kinetic models do. 
7.2.2 Factors affecting denitrification rate 
There are several factors that have been shown to affect the rate of denitrification in soils 
(Stanford et aI., 1975): 
(i) soil-water relations, a<; they control rate of oxygen replenishment, 
(ii) soil pH and temperature, 
(iii) quantity of easily metabolisable organic matter, 
(iv) concentration of nitrate. 
When modelling the denitrification process using a mechanistic approach, these factors must 
be incorporated, generally in the form of functions that affect the maximum denitrification 
rate. For example, in the soil nitrogen dynamics model SOILN, the denitrification model 
uses response functions to incorporate the effects of soil aeration status em, soil nitrate 
concentration eNO.lo and soil temperature e, (Wu and McGechan, 1998). The denitrification 
rate is expressed as: 
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7.5 
where Kd is the potential denitrification rate and eNO.l is a Michaelis-Menten response 
function of nitrate content. Easily metabolisable organic matter is assumed freely available. 
The form of these functions may exert a considerable influence on the model results 
(Johnsson et al., 1991). In a detailed study comparing the temperature and moisture 
functions of nine models of carbon-nitrogen transformations in soils, Rodrigo et al. (1997) 
found differences in function values that varied with the range of temperature and moisture 
considered. In addition, the effects of each of these factors on rates and extent of 
denitrification in soil are co-dependent and become difficult to examine separately (Payne, 
1981). 
Under optimum conditions, denitrification proceeds rapidly until the substrate and/or one or 
more environmental parameters become rate limiting (Bosatta et al., 1981). 
7.2.2.1 Sail-water and oxygen content 
The relationship between soil water content and microbial processes in soils is complex, 
since several physical processes that can affect microbial activity vary with soil water 
content, particularly water movement, ga., diffusion, solute diffusion and the survival and 
movement of micro-organisms. The water function provides a simple way of accounting for 
the change in oxygen diffusion and storage in the soil as soil-water content changes. This 
relationship can vary with soil type, depending on the moisture-retention curve, porosity, 
concentration of organic matter, and pH. Different studies may use different mea<;ures of 
moisture content (soil water potential, relative water content, or percentage of water-filled 
pore space), depending on the objective of the study. For example, of the four nitrogen 
dynamics models reviewed by Wu and McGeehan (1998), two (SOILN and DAISY) used 
relative water content in the description of denitrification. and two (ANIMO and SUNDIAL) 
used soil water tension. The matric potential theoretically allows comparison of soils of 
different textures; the soil water content can be more useful for describing processes that can 
limit microbial activity in soils such as nutrient and oxygen diffusion; while the percentage 
of water-filled pore space is the best indicator of aerobic/anaerobic microbial activity (Linn 
and Doran, 1984). The percentage of air-filled pores decreases as soi I water content 
increases, resulting in the development of anaerobic conditions. The intuitively obvious 
connection between moisture content and rate of loss of nitrate nitrogen is substantiated by 
both field observation and experimental demonstration in the laboratory (Payne, 1981). If 
other environmental conditions are at optimum levels, denitrification increao;es a<; the soil 
water content increases. 
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A study by Rolston et al. (1984) indicated that model simulations of denitrification are very 
sensitive to the water function. Some modellers explicitly allow denitrification to occur only 
when they assume that anaerobic conditions exist e.g. when the pressure head is 15 cm or 
less or when soil water content is 80 per cent or greater (Bosatta et al., 1981). The soil water 
content adjustment factor fw in the DRAINMOD-N model is calculated with the following 
equations. Denitrification will not occur when the water content in the soil is less than the 
lower threshold water content Bum. 
fw =0 7.6 
Denitrification is at a maximum when the soil is saturated. 
7.7 
The soil water function in the denitrification routine of the SOILN model is: 
(0 < Olim) 7.8 
(0 >= O/im) 
where Bum (%) is the threshold water content for denitrification and d, is an empirical 
constant. Suggested parameter values are 2 for d" and 17 for O"m (Wu and McGechan, 
1998). The soil water content function em is used a~ an indirect expression of the influence 
of soil oxygen status on the denitrification rate, increasing from a threshold point (J',m' to a 
maximum at saturation Ova" Previous implementations of this function have suggested that 
denitrification essentially ceases (i.e. em approaches 0) below 80 per cent of the saturated 
water content value, for oxygen can apparently diffuse readily to most microsites of 
biological activity. The maximum potential for denitrification would Occur at complete 
saturation (em = I), where all the pores are completely filled with water, and the diffusion of 
oxygen is entirely limited by diffusion through soil-water. 
In the NEMIS model of denitrification in soils (Henault and Germon, 2000), the pore space 
occupied by water, bWF, is calculated according to the formula proposed by Linn and Doran 
(1984): 
7.9 
where Ov is the per cent volumetric water content and P, the per cent total soil porosity. 
238 
Exploring Floodplain Biogeochemical Processes 
The soil water content regulates oxygen availability in soil and thus denitrification. Roughly 
half the variation in denitrification rates in the field can be explained by soil moisture (Paul 
and Clarke, 1996). The onset of denitrification occurs at about 60 per cent water filled pore 
space (Linn and Doran, 1984). Grundmann and Rolston (1987) have stated that 
denitrification starts when the water-filled porosity exceeds 62 per cent. 
7.2.2.2 Soli pH and temperature 
Like any other biological activity, the rate of denitrification in soil would be expected to vary 
directly with temperature, and this expectation has been met repeatedly (Payne, 1981). The 
rate of biological processes generally increases exponentially as the temperature increases 
above freezing point, followed by a flattened response until the biological optimum is 
reached, and a negative response above the optimal temperature. Temperature may also 
have an indirect effect on denitrification rate by affecting both oxygen solubility and oxygen 
diffusion in water (Paul and Clarke, 1996). The minimum temperature for denitrification is 
about 5 °C and the maximum is about 75°C (Paul and Clarke, 1996). In experiments with 
Rothamsted clay and sandy loams, activity was minimal at 2-5 °C but progressively 
increased with rises in temperatures ranging up to 25°C. From that temperature to 60 DC, 
denitrifying activity continued to increase slightly, then dropped sharply to inactivity (Payne, 
1981). 
Most functions describing the effect of temperature on microbial processes are based on the 
Arrhenius or Van't Hoff laws. The Arrhenius function ha~ a thermodynamic basis, but this 
may not be useful in a complex system such a soil, where each group of microorganisms is 
likely to have its own temperature response (Rodrigo et al., 1997). The Van't Hoff function 
describes the exponential increase in the transformation rate with temperature: 
f = Q (T-T,)1I0 T 10 7. /() 
where QIO is a constant representing the increase in the transformation rate for a temperature 
increase of 10 DC, T is the actual soil temperature (DC), and Th is the base temperature for 
which microbial activity is defined. This type of temperature function ha<; been used in 
several denitrification models, including DRAINMOD-N. The reported values of QIO vary 
widely depending on the substrate, experimental conditions and the temperature range 
(Rodrigo et al., 1997). Rolston et al. (1984) used a Q/O value of 2. 
The soil temperature response function e, in SOILN is based on a Q/O expression. 
Alternative equations are used dependent on the temperature range: 
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7.11 
where e, is the temperature response function, QIO is the response to a )() °C soil temperature 
change, T is soil temperature (DC), Tb is the base temperature (DC) at which e, = I, and T"m is 
a threshold temperature (DC) below which the temperature response is a linear function of 
temperature. The coefficients suggested by the Wu and McGechan (1998) are a value of 3 
for QIO, a value of 20 for Th, and a value of 5 for Tum. 
In the IMPACT model of nitrogen leaching from soil (Andrews et al., 1997), rates of 
denitrification are based on daily soil temperature at 30 cm depth, T10: 
dN = K .e(T,0 -21) (NO - N) 
dt d 3 (1'.10 2: 10 dc) 
7.12 
In this study, a 10 DC temperature limit and a temperature correction factor E; of 1.07 (after 
Reddy et al., 1979) were selected. 
Rodrigo et al. (1997), in comparing the temperature functions in nine carbon-nitrogen 
transformation models, summarised that selecting an appropriate QIO or base temperature 
value should be more important than deciding which of the two laws, Arrhenius or Van't 
Hoff, should be used. 
Soil pH may also have an influence on denitrification activity, a<; most denitrifying bacteria 
grow best at pH 6-8. Denitrification is capable of proceeding at a much wider range of pH 
values; it becomes slow but may still remain significant below pH 5 (Paul and Clarke, 1996). 
An optimum pH is hard to define as it may depend on the species and age of the denitrifiers, 
together with the nitrate concentration. There are few examples where the effect of pH ha~ 
been included in denitrification models, which may be because of all the environmental 
factors that affect denitrification, the condition of suitable pH is most likely to be met. 
7.2.2.3 Soli carbon content 
As most denitrification is accomplished by heterotrophic bacteria, the process is strongly 
dependent on carbon availability. There is a general correlation between total soil organic 
matter content and denitrification potential, but much better correlation occurs with the 
supply of easily decomposable organic matter. Its decomposition produces carbon dioxide 
(C02) and reduces oxygen (02) levels, thus increasing demand for nitrate as an electron 
acceptor. The type of carbon, and its availability, is therefore another important factor 
regulating the denitrification rate in soils. Jorgensen and Richter (1992) looked at the 
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composition of carbon fractions and potential denitrification in peat soils. The negative 
correlation between potential denitrification and the degree of peat decomposition confirms 
that the solubility of organic matter is an important criterion for its bioavailability. Stanford 
et al. (1975) found that denitrification rates in a number of diverse soils correlated better 
with the soluble fraction of soil carbon (the glucose-equivalent) than with total soil carbon. 
This result is not surprising, because much of the total carbon of soils is highly resistant to 
decomposition. 
The carbon cycle and nitrogen cycle are therefore closely intertwined during the 
denitrification process (Paul and Clarke, 1996). There is, however, a large variation in the 
rigour with which the influence of carbon concentration is incorporated in models of 
denitrification. In the SOILN model, carbon is assumed freely available in the soil and its 
effect on denitrification rates is therefore not represented at all (Johnsson et al., 1991). Kruh 
and Segall (1981) use an approach whereby the denitrification rate is expressed a~ a function 
of the available carbon in soil, including a decomposition rate constant for the carbon 
fraction. Rolston et al. (1984) incorporate the effect of carbon by hypothesising that 
denitrification occurs according to a first order reaction with respect to both nitrate and 
carbon concentrations, giving a second order reaction overall. The more comprehensive soil 
. carbon and nitrogen cycling models can take the calculated value of soluble organic carbon 
concentration to use directly in calculations of denitrification (Wu and McGeehan, 1998). 
7.2.2.4 Nitrate concentration 
The effect of nitrate concentration on denitrification rate is taken into account according to 
the type of kinetic algorithm selected. According to Paul and Clarke (1996), at nitrate 
concentrations exceeding 20 mg N rl the denitrification reaction is independent of the 
amount of nitrate present and follows zero-order kinetics. The reaction rate may be 
determined by the amount of carbon available for metabolism rather than by the nitrate level. 
At low nitrate concentrations, the kinetics of the reduction appear to be first-order. The 
Michaelis-Menten models therefore have more general applicability, because they can be 
applied over the entire range of nitrate concentrations. Choosing a zero-order or first-order 
chemical kinetics model can restrict the application of the model to conditions of high or low 
nitrate concentrations, respectively. 
The effect of nitrate in the SOILN model is controlled by the half-saturation constant Kn, and 
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This is an example of Michaelis-Menten kinetics. A suggested value for the coefficient Kn is 
IO (Wu and McGechan, 1998). 
7.3 Implementation in ESTEL2D-SUBIEF2D 
In summary, denitrification rates in previous models are apparent a'i a multiplicative function 
of (Henault and Germon, 2(00): 
I. either a denitrification rate coefficient or a soil potential denitrification rate 
2. dimensionless functions to account for water content and temperature effects and 
3. either nitrate and available carbon concentrations, or a dimensionless function to account 
for nitrate effect, the effect of available carbon content then being taken into account 
through the soil potential denitrification rate. 
The denitrification process can be modelled by specifying a maximum denitrification rate 
and a series of non-dimensional reduction factors. The reduction factors are formulated as '0 
to I' functions, with the independent variable being an environmental (i.e. temperature or 
moisture) or biological (i.e. elN ratio, microbial population density) condition influencing 
the process. The denitrification model implemented in ESTEL2D-SUBlEF2D follows this 
format, being broadly based on the structure of the denitrification model in SOILN. It also 
takes advantage of the double Michaelis-Menten representation of the transformation of 
nitrate, which is appropriate for a wide range of nitrate concentrations, and which allows for 
explicit representation of the influence of carbon concentration on denitrification rates. This 
is a significant difference from the SOILN model, which assumes a non-limiting carbon 
source. The only way that a variable carbon concentration can be incorporated in the SOILN 
model is by specifying a different potential denitrification rate for different soil layers, 
reflecting a general trend of decrea"ing carbon concentration, and hence denitrification 
activity, with depth. In the light of the hypothesis of authors such a" Hill et al. (2(XX») that 
denitrification activity is limited to specific hotspots within a floodplain soil, linked to the 
availability of carbon, it was felt to be important to allow a spatially variable concentration 
of carbon over the whole model domain, which is then incorporated explicitly in the 
denitrification equation. 
Denitrification in SUBIEF2D is therefore modelled as a double Michaelis-Menten process, 
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where N [M L-3] is nitrate (N03-N) concentration, elM LJI is the dissolved organic carbon 
(DOC) concentration, Kd [M L J T'l is the potential denitrification rate, Kn and K, 1M L'I 
are the half saturation constants for nitrate and carbon respectively, and Fw and FJ' are 
dimensionless functions accounting for the effects of soil water content and soil temperature, 
respectively. The formulation of each function within the denitrification model ha~ been 
based on examples from the literature and other model approaches to denitrification. The 
water content function is: 
Fw= 0 7./5 
Olim < 0 < Osal 
02: o.,al 
where 0 is volumetric moisture content IL' L-\ d/ is an empirical constant, 0.", is the 
saturated moisture content IL' L-3l. and 0lim is the limiting moisture content for denitrification 
activity [L3 L-3]. Figure 7.2 shows the effect of different values of d/ on the moisture 
function. The value of volumetric moisture content is supplied from the ESTEL2D 
hydrodynamic results file. This distributed. high resolution hydrological representation is an 
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Figure 7.2 Dimensionless moisture function, illustrating the effect of differcmt I'alues of d/; 
Olim = 0.1, 0,,,, = 0.4. 
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The temperature function is: 
FT = 0 T:s: Tum 7./6 
Tum < T< Topr 
where T is the current soil temperature, Topr is the optimum temperature for denitrification, 
TUm is the limiting temperature for denitrification, and QIO is the rate of change associated 
with a 10 °C change in soil temperature. This is a Van't Hoff temperature function. The 
microbial activity is assumed to be zero below a limiting temperature, which can result in a 
small discontinuity at this point. Figure 7.3 shows the effect of different values of QIO on the 
temperature function. Figure 7.4 shows the effect of different values of the half-saturation 
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Figure 7.3 Dimensionless temperature function. illustrating the effect of d(fferent values of 
QIO. Topr = 35°C. 
A limitation of this implementation of the denitrification process in SUBlEF2D that the 
change of carbon concentration over time is not modelled; in effect, the carbon is not used up 
by the denitrification process. However, at the very least, the incorporation of the carbon 
function is an advance on previous models (e.g. SOILN). In addition, the finite element 
formulation facilitates a preliminary examination of the effect of a spatially distributed 
carbon content throughout the model domain. with a degree of resolution that has not 
previously been possible. Thus, the present carbon function introduces sufficient complexity 
for the present application. In addition. the way that the denitrification model ha~ been 
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implemented is such that a description of carbon utilisation cou ld easily be incorporated once 
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Figure 7.4 Example of the Michaelis-Menten function, illustrating the effect of different 
values of the half saturation constant. 








These variables can be chemical components, 
tracers, etc. A variable V will be a state variable if 
SUBIEF2D has to compute its variation according 
to a dVldt = ... equation. 
These variables are computed at each point of the 
mesh using the values of other variables. It is then 
possible to write these variables into the SUBIEF 
results file. Tn contrast with state variables, 
computed variables are calculated using a V = .. .. 
equation. 
These are constants used to parameterise the 
equations of the model : 
External parameters are input data for the model, 
whose values are likely to be changed by the user 
during the study. They define a water quality model 
dictionary. The user can change the external 
parameter values directly from a water quality 
steeri ng file. 
Internal parameters appear in the equations of the 
model just as computation intermediaries, necessary 
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The denitrification routine is implemented in SUBIEF20 using the water quality file. This is 
an input file that allows the user to define the variables that are needed and implement 
equations to model the transformation rate. Four different c1a.,ses of objects may be used in 
the SUBIEF20 water quality file, listed in Table 7.1. The carbon concentration will be 
initialised using an initial conditions file. 
7.4 Model assessment incorporating denitrification routine 
This part of the assessment will explore the sensitivity of ESTEL20-SUBIEF20 to the new 
parameters introduced to model denitrification: the water function parameters. the 
temperature function parameters, the half-saturation constants for carbon and nitrate, and the 
denitrification rate. Parameter combinations will be investigated using the analytical case 
study for comparison, first described in Chapter 3, Section 3.4. 
As this part of the study is entirely hypothetical, with no field data on which to base 
parameter selections or against which to compare model results. values for each parameter in 
the denitrification model are based on literature values. 
7.4.1 Parameter values for denitrification model 
7.4.1.1 Potential denitrification lKcJ 
The denitrification potential of a soil has been defined a., the amount of N02 and N20 
released within a given period when a soil amended with KNO] and glucose is incubated 
anaerobically in the presence of acetylene (Simek et al., 20(0). It is essentially the rate of 
denitrification under substrate non-limiting conditions. An assay of Oenitrifying Enzyme 
Activity (DEA) characterises the maximum potential denitrifying activity within a given 
body of soil, and is synonymous with the potential denitrification slurry technique of Smith 
and Tiedje (1979). Literature values of potential denitrification are not ea<;y to compare 
because of variations in potential denitrification measurement procedures. It is well 
documented that different techniques (for example mode of sampling, preparation of soil 
samples, and treatments) can produce different values of denitrification (Simek et al., 2(00); 
see Table 7.2 for examples. 
Matchett (1998) carried out a study of denitrification on a temperate, lowland floodplain on 
the River Thame, UK. in an agricultural catchment. Six zones were identified across a 100 
m cross section of the floodplain: river IAI, oxbow IBI, mid-floodplain IC!, footslopc 101, 
tops lope lEI and scrub IFI. The floodplain vegetation was characterised by rough grass. 
utilised as improved grazing. The present analysis will make use of potential denitrification 
data from Matchett (1998) a<; the characteristics of the River Thame floodplain, in terms of 
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location within the catchment, climate and land-use, are similar to those of the River Severn, 
the model of which will be the basis of the denitrification simulations. These data also give 
a wide range of potential denitrification values on which to base the sensitivity analysis. 
The measurement of potential denitrification was obtained under non-limiting physical and 
chemical conditions: carbon, nitrate, chloramphenicol (which inhibits de novo synthe is of 
reduction enzymes) and water. Values were reported in Matchett (1998) in terms of mass of 
dry soil (Ilg N t' dry soil d" ). These values have been converted to units of mg N r' soil 
water d" using values of gravimetric water content; all values will therefore be expre sed in 
terms of concentration in soil water, rather than concentration in dry soil, as required by this 
modelling approach. This is a rough approximation, but as the range of potential 
denitrification values is so large, the margin of error involved in this conver ion is felt to be 
relatively insignificant. This is especially true given that the aim of the en itivity analysis is 
to test a range of values based on realistic measurements, not anyone specific value. A 
range of potential denitrification values were available from this floodplain site: 
(a) measurements taken over a range of depths at site A (river), site B (oxbow) and site 
C (mid-floodplain) (Table 7.3a); 
(b) the average of denitrification measurements taken over the year at each site, A to F 
(Table 7.3b); 
(c) the average of denitrification measurements taken over the ite for each month; May 
1994 to April 1995 (Table 7.3c). 
Table 7.2 Examples of potential denitrification rates obtained using different methods (cited 
in Bates and Spalding. ]998). 
Methodology Potential 
denltritlcation rate 
mgNr l d"1 
In situ microcosms amended with varying 14-26 
ethanol-C concentrations. 
In situ glucose and N03" amended 0.2 to 3.1 
denitrification using acetylene blockage 
techniques. 
Unamended aquifer core sediment 5 x 10 3 to 0.5 
microcosms. 
Amended sediments -34 
Amended septic drain field sediments - 160 




Bate and Spalding (1998) 
Trudell el al. (\986) 
Smith and Duff(1988) 
Ward (1985) 
Gillham (1991) 
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Table 7.3 Potential denitrification rates calculated from Matchett (/998). 
(a) measurements taken over a range of depths at site A, B, and C 
Site Potential Gravimetric Potential Potential 
denitrification moisture denitrification denitrification 
'!§ N g-I dry soil content mg N rl soli mg N rl soil 
d' ggol water dol water sol 
Depth: site A (Aug-93) 
5-10 113.80 31.78 358. 11 4 .14 x. 1003 
20-25 49.18 31.69 155.21 1.80 x. 1003 
27-32 20.87 30.23 69.05 7 .99 x. 10-4 
40-45 6.03 34.85 17.30 2.00 x. 10-4 
70-75 3.26 59.24 5.50 6.37 x. 100s 
Depth: site B (Aug-93) 
5-10 133.70 28.21 473 .89 5.48 x. 1003 
20-25 3l.68 39.56 80.08 9.27 x. 104 
27-32 15.53 54.20 28.65 3.32 x. 104 
40-45 15.89 63.54 25.01 2.89 x. 104 
70-75 0.99 58.23 1.70 1.97 x. 100s 
Depth: site C (Aug-93) 
5- 10 174. 18 51.20 340.20 3.94 x. 10-3 
20-25 258.99 56.73 456.53 5 .28 x. 10-3 
27-32 3.33 27.83 11.97 1.39 x. 104 
40-45 1.84 21.80 8.44 9.77 x. 10 5 
70-75 0.09 20.22 0.45 5.21 x. 10-6 
(b) annual average potential denitrification values for each site, A to F. 
Site Potential Gravimetric Potential Potential 
denitrification moisture denitrification denitrification 
'!§ N gol dry soil content mgN rl soil mg N rl soil 
dO ggol water dol water sol 
A 55.85 37.07 150.66 1.74 x 10 3 
B 32.98 46.78 70.50 8.16x. 10-4 
C 90.89 65.20 139.40 1.61 x. 10 3 
D 49.46 50.94 97.09 I.t 2 x. 10 3 
E 8.30 22.77 36.45 4.22 x 104 
F 0.93 15.74 5.91 6.84 x. lO S 
248 
Exploring Floodplain Biogeochemical Processes 
(c) whole-site average potential denitrification values for each month. 
Site Potential Gravimetric Potential Potential 
denitrification moisture denitrification denitrification 
~ N g.1 dry soil content mg N rl soil mgN rl soil 
d' gg'l waterd,l water S'I 
May-94 28.14 35.41 79.47 9.20 x 10'" 
Jun-94 82.73 43.39 190.67 2.21 x 10.3 
Jul-94 29.63 24.80 119.48 1.38 x 10'3 
Aug-94 45.33 27.32 165.92 1.92 x 10'3 
Sep-94 52.18 37.81 138.01 1.60 x 10 3 
Oct-94 21.76 36.86 59.03 6.83 x 10'" 
Nov-94 54.57 46.33 117.79 1.36 x 10'3 
Dec-94 45.79 46.14 99.24 1.15 x 10'3 
Jan-95 26.14 42.04 62.18 7.20 x 10-4 
Feb-95 26.71 47.37 56.39 6.53 x 10'" 
Mar-95 56.17 48.78 115.15 1.33 x 10'3 
Apr-95 26.74 40.72 65.67 7.60 x 10'" 
The maximum, minimum, median, upper quartile and lower quartile values of these potential 
denitrification values were calculated, giving a range of 0.45 to 473.89 mg N 1'1 soil water d' i 
(5.21 x 10'6 to 5.48 X 10'3 mg N 1'1 soil water s '), and a median value of 79.49 mg N 1'1 oil 
water d' i (9.20 x 10-4 mg N 1'1 soil water S' I). The median value compares favourably with 
other literature values of potential denitrification rates, as it is of the same order of 
magnitude (see values in Table 7.4 for comparison). These values were therefore felt to be a 
suitable basis for the sensitivity analysis. 
Table 7.4 Potential denitrification rates: values in soil waler were estimated by assuming a 
gravimetric moisture content of 35% (cited in Simek et al. (2000». 
Potential denitrification 
112 N g'l soil mg N rl soH mg N rl soli water S'l 
d:-t waterd,l 




18.86-148.57 2.18 x 10-4 to 1.72 X 10,3 
60.00-128.57 6.94 x 10-4 to 1.49 x 10'3 
J 4.29 1.65 x 10-4 
20.00 2.31 x 10'" 
7.4.1.2 Water function 
References 
Simek et at. (2000) 
Y co mans el 01. (1992) 
Henrich and Hasclwandter (1991) 
Jarvis and Hatch (1994) 
Three parameter values are required for the water function: saturated water content (Oso,) , 
limiting water content (Blim), and the dimensionless parameter d/. Johnsson el at. (1991). who 
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used a similar water function in their denitrification model, used a d{ value of 2. The values 
of d{ that will be tested in this sensitivity analysis are 0.5, I and 2. The values of Olim and o',al 
have been chosen to correspond with saturation levels that have been found by several 
researchers to have particular significance for the denitrification process (for example, 
Bosatta et at. (1981) suggested that several modellers only allow denitrification to occur 
when the soil water content is 80 per cent or greater). OWl has been set at a value of 0.6, and 
values of Olim of 0.3, 0.39 and 0.48 have been selected, corresponding to saturations of 50, 65 
and 80 per cent. respectively (based on a residual moisture content value of zero). 
7.4.1.3 Temperature function 
Three parameter values are required for the temperature function: optimum temperature for 
denitrification (ToPI)' limiting temperature for denitrification (Tlim ), and the rate of change 
associated with a 10 °e change in soil temperature (Ql0). Firestone (1982) reported that Tlim 
ranges from 2.7 to \0 °e, and that Topl is approximately 65 °e. Bates and Spalding (1998) 
reported that T opl ranges from 20 to 25°C. This range in reported T upl values, from 20 to 65 
°e, may be a result of the climatic adaptation of the bacteria which mediate the 
denitrification process (Matchett, 1998). The values of T{lm and T opl selected for the 
sensitivity analysis were 2, 5 and 10 °e for T lim , and 25 and 65 °e for Top" which reflect the 
ranges of values identified from the literature. 
In terms of QIO values, 10hnsson et al. (1991) used a value of 3 in their denitrification model, 
and circa 2 is standard (Matchett, 1998). The values selected for the sensitivity analysis 
were therefore 2 and 3. 
7.4.1.4 Half saturation constant for nitrate (K"J and carbon (K.,) 
Table 7.5 shows a range of Kn values taken from the literature. As they were originally 
presented in units of flg N gl soil, they have been converted to the units to be used in this 
study (mg N rl soil water) for illustrative purposes, assuming a gravimetric moisture content 
of 35 per cent. The reported Kn values for soil water vary over four orders of magnitude, 
from 0.1 to 500 mg N r l approximately, although most are of the order of 5-35 mg N ]1. 
Previous modelling studies have used values of \0 mg N )' (Johnsson et al., 1991), and 22 
mg N kg' soil (which approximates to 63 mg N I' soil water assuming a gravimetric 
moisture content of 35 per cent) (Henault and Germon, 2000). The sensitivity analysis in 
this study will test values of 5, 10 and 30 mg N )', in keeping with values used in previous 
modelling studies, and in the range where the majority of measured values lie. As so few 
modelling studies incorporate the effect of carbon on denitrification, there is a lack of 
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information about suitable carbon half saturation constants. The values of Kc to be tested 
during the sensitivity analysis have therefore been based on the selected values of K •. 
Table 7.5 Examples of K. values from literature sources (cited in Matchett, 1998). 
K" (Jlg N g.1 soil) KII (mg N rl soil water) Reference 
4 11.4 Klemedtsson et al. (1997) 
117-138 334.3-394.3 Malhi et al. (1990) 
0.025-0.2 0.07-0.6 Murray et al. (1989) 
2-5 5.7-14.3 Yoshinari et at. (1977) 
12-164 34.3-468.6 Matchett (1998) 
7.4.1.5 Dissolved organic carbon (DOC) 
Hill et al. (2000) measured DOC levels in their study of a 100-200 m wide forested 
floodplain along a fifth order river in Ontario, Canada, in a region of intensive agricultural 
production. The spatial distribution of DOC concentrations showed a well -defined pattern in 
the riparian zone. DOC levels in sands at depths of 1.5-5.0 m were usually less than 4.0 mg 
rl whereas concentrations were frequently greater than 6.0 mg rl in peats and interbedded 
sands and muds. A well-defined zone of high DOC (13-21 mg rl) concentrations occurred 
in the upper 1-2 m of the aquifer. Over the whole site, concentrations varied in the range 0-
24 mg rl . 
7.4.1.6 Nitrate 
The typical values of nitrate found in groundwater are 0.2 to 20 mg N r l , and an extreme 
value might be of the order of 70 mg N rl (Sparks, 1995). In their study of subsurface 
denitrification in a forest riparian zone, Hill et al. (2000) found that groundwater nitrate 
concentrations entering the riparian zone from the sand plain aquifer ranged from 20-60 mg 
N rl. At the plume margins, nitrate concentrations decreased sharply from 12-16 mg N rl to 
less than I mg N rl . Groundwater nitrate concentrations in peat and buried channel deposits 
were usually less than 1 mg N rl . 
Schipper and Vojvodic-Vukovic (1998) looked at the effect of porous treatment wall, 
constructed below the water-table and perpendicular to the groundwater flow, on 
groundwater nitrate removal . Their study area was on agricultural land on the North Island, 
New Zealand, and their experimental wall was constructed downslope of a site where 
effluent applied to land had contaminated groundwater with nitrate. They found nitrate 
concentrations of up to 50 mg N rl in some groundwater bores in the study area, 
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concentrations sometimes exceeding 20 mg N rl in a stream that flowed through the farm. 
The average nitrate concentration in the groundwater entering the denitrification wall varied 
from 5-16 mg N r l, with individual samples as high as 22 mg N rl. 
Burt et al. (1999), in their study of denitrification on the floodplain of the River Thame, UK, 
found mean nitrate concentrations at this site of 7.7 mg N rl for the river, 25.91 mg N rl for 
a nearby spring, and \ -4 mg N rl in the groundwater. 
7.4.2 Selected parameter values for sensitivity analysis 
The final selection of parameter values for the sensitivity analysis is shown in Table 7.6. 
Where cells are left blank, this indicates that they will take the value given in run number I, 
which can be considered as a base run to which the results of further simulations will be 
compared. All these simulations used a nitrate value of 10 mg N rl , 10 mg rl of DOC, and a 
constant temperature of 15 °c (as used in the model of lohnsson et al., 1991). 
Table 7.6 Denitrification parameter values selected for investigation during sensitivity 
analysis. 
Run Water function Temperature Carbon Nitrate ~ 
no function function function 
Olillt 0"" dl Tlillt Top, QIO Kc KII {mgCrJ~ {mgNrl~ {mgN rl S' I~ 
0.30 (50%) 0.6 5 25 2 10 10 9.2 X JQ.'" 
2 0.39 (65%) 











14 5.2l x 10-6 
15 3.IOx 10'" 
16 1.68 x 10'3 
17 5.48 x 10'3 
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7.4.3 Sensitivity analysis results 
The effect of denitrification on ESTEL2D-SUBIEF2D model results was analysed using the 
numerical model setup that was used for the analytical comparison in Chapter 3. The results 
displayed are solute concentration profiles along the domain, at y = 40 m (for mesh design 
see Chapter 3, Figure 3.7). Figure 7.5a shows the comparison between the analytical 
solution and the numerical solution under conditions of no denitrification. This illustrates 
that the numerical solution accords very well with the analytical solution, giving a sound 
basis on which to analyse the parameter combinations from the sensitivity analysis. 
Figure 7.5b illustrates how a change in the limiting moisture content (O/im) affects the 
decrease in nitrate concentration away from the nitrate source (at x = 0). At O/im of 0.48 
(equivalent to a saturation of 80 per cent), the decrease in nitrate concentration with distance 
is virtually indistinguishable from the original simulation that had no denitrification. As the 
value of 81,m decreases, through 0.39 (65 per cent) to 0.30 (50 per cent), the rate of reduction 
in nitrate concentration with distance is progressively faster. At a 8/im value of 0.30, virtually 
all the nitrate has been denitrified by a distance of 25 m from the nitrate source. At a 81,m 
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Figure 7.5 Results of sensitivity analysis of denitrification model. illustrated usinX profiles 
of nitrate concentration along the analytical transect. (a) no denitrification (comparison of 
analytical solution and numerical solution). (b) influence (if 8lim• (c) influence of d), and (d) 
influence of Top,. 
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Figure 7.5c shows the effect of the water function parameter d, on the rate of decrease in 
nitrate concentration with distance from the nitrate source. All these simulations were 
conducted with a Olim value of 0.30 (50 per cent saturation). With a value of d, below I, the 
nitrate concentration decreases more rapidly with distance from the nitrate source. With a 
value of d, greater than I, the rate of decrease in concentration with distance decrea~es, so 
that there is still a significant concentration of nitrate at a distance of up to 50 m from the 
solute source. 
Figure 7.5d shows the effect of changing the value of the optimum temperature parameter 
Top,' Bearing in mind that the current temperature in all these simulations was kept at a 
constant 15 'c, changing Top, from a value of 25 to 65 'c has a significant effect on 
denitrification rates. With Top, at 65 'c, the current temperature is a long way from the 
optimum, and denitrification rates are correspondingly low; the pattern of decrea<;e in nitrate 
concentration with distance from the solute source is close to the results of the 'no 
denitrification' simulation. With a Top, value of 25 'c, the current temperature is relatively 
close to the optimum, and denitrification rates are correspondingly much greater. 
Incidentally, changing the value of Tlim had no effect on denitrification rate, so the results 
from those simulations are not illustrated here. This was because the values of Tlim tested (2, 
5 and 10 'C) were all below the current temperature of 15 'c used in all simulations. 
Figure 7.6a shows the effect of changing the value of Q/O. Decreasing the value of QIO 
increases the denitrification rate slightly, but over the range of values suggested by the 
literature review (2 and 3), the difference in denitrification rate is minor in comparison with 
some of the other parameters investigated in this study. Figure 7.6b and Figure 7.6c show 
the effect of changing the half saturation constants for carbon and nitrate respectively. Both 
show a similar pattern; as the value of the half saturation constant decrea<;es (from 30 to 5 
mg N r\ the rate of denitrification increases. The effect of the half saturation constants 
obviously depends on the prevailing solute concentration, which is different for DOC and 
nitrate. This is revealed by the subtle differences that can be seen between the K, and Kn 
profiles. In the ca<;e of DOC. the concentration remains constant at 10 mg ]' over the entire 
domain, and for the duration of the event. In the case of nitrate. the concentration introduced 
to the domain is 10 mg ]', but this does not remain constant throughout the domain, a<; the 
effects of denitrification act to reduce this concentration as soon as the solute starts to move 
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Figure 7.6 Results of sensitivity analysis of denitrification model. illustrated using profiles 
of nitrate concentration along the analytical transect. (a) influence of QIO. (b) influence of 
Kc. (c) influence ofK." and (d) influence of K.J. 
The final parameter to be investigated was potential denitrification (Kd). Figure 7.6d shows 
how the values selected for the sensitivity analysis affected denitrification rates. As 
expected. as the value of Kd increased. the rate of denitrification also increa~ed. At the 
smallest value of Kd • 5.21 x 10 6 mg N rl S-I. the rate of denitrification was so low that the 
profile of nitrate concentration was barely distinguishable from the profile resulting from the 
'no denitrification' scenario. At the largest value of Kd, 5.48 x 10-
3 
mg N II Sl, the rate of 
denitrification was very high, so that by the time the nitrate plume reached a distance of 
approximately 12 m from the solute source, the concentration of nitrate had decrea~ed to a 
negligible level. Considering that any of these Kd values, which cover a range of three orders 
of magnitude, could realistically be used in a modelling scenario, this demonstrates the large 
effect that selection of a particular Kd value could have on simulation results. 
In summary, for the ranges tested here the rate of denitrification wa~ most sensitive to 
changes in the value of potential denitrification (Kd), optimum temperature (Tol")' and 
limiting moisture content (Ohm)' The model wa~ least sensitive to changes in the value of 
Q/O. Most importantly, this exercise has demonstrated that the changes in parameter values 
affected the model in the expected manner. 
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7.S Hypothesis Three: other factors (such as carbon content and 
distribution, temperature and soil hydraulic characteristics) 
are important in controlling solute transport and 
transformation 
The aim of this section was to show the potential of the model for exploring the effects of 
other factors that are thought to have an important control on chemical transport through 
floodplain systems. 
The basic set of denitrification model parameters used in the simulations reported in this 
section were derived from the results of the sensitivity analysis, and are felt to reflect 
realistic values obtained from literature sources (Table 7.7). 
Table 7.7 Base parameter values used during scenario testing o/the denitrification model. 
Parameter 
Limiting moisture content for denitrification activity, Bum [L3 e 3] 
Saturated moisture content, BSQ' [L3 L·3] 
Empirical constant in water function, d, [dimensionless] 
Limiting temperature, Tum [DC] 
Optimum temperature for denitrification, Top, [DC] 
Rate of change associated with a woe change in soil temperature, Q/O 
Half saturation constant for carbon, Kc [M L·3l 
Half saturation constant for nitrate, Kn [M L·3l 
Potential denitrification rate, Kd [M L·3 r'l 







20 mg r' 
20mgNr' 
9.2 x 104 mg N r' s· ' 
The scenarios that are explored in this section concentrate on those factors that are thought to 
control the denitrification process in floodplain environments. These factors are temperature 
(for which two different values are tested, representing summer and winter conditions), 
carbon concentration and distribution within the floodplain, hydrological event, oil 
hydraulic characteristics (saturated hydraulic conductivity), source of nitrate-rich water (river 
or hillslope), and the location of the hillslope-floodplain-channel unit within the catchment 
(headwater or lowland). The characteristics of each model run are listed in Table 7.8. 
256 
Exploring Floodplain Biogeochemical Processes 
Simulations 1 to 10 use the River Severn model as a basis. In each of these scenarios, nitrate 
is modelled from one of two input sources: the hillslope water, or the river water. Where a 
bankfull or overbank: flood event is modelled, the boundary conditions are specified such 
that when flow is directed across the hillslope boundary, or across the river 
channeVfloodplain surface boundary, into the domain, the nitrate concentration at that 
boundary is prescribed as 10 mg N rl. At any time that the direction of water flow reverses, 
such that water is flowing out of the model domain, the concentration at this boundary is no 
longer specified (but is a free concentration boundary), and solute is thus able to leave the 
domain. In run number 3, where the original flood event F is extended for a hypothetical 90 
day low flow period, no further nitrate is introduced to the domain after the end of the flood 
event, but that which is already present in the domain is free to undergo tran port and 
transformation. 
Table 7.8 List oj scenarios used during testing oj hypothesis three. 
Run Hydrological Dissolved Organic Carbon Temperature Saturated 
no. event hydraulic 
conductivity· 
Distribution Concentration 
~mg rl~ rC) ~ms·l) 
Flood event F Whole floodplain High (20) Winter (6) 5 x 10.5 (eL) 
2 Bankfull event Whole floodplain High (20) Winlcr (6) 5 x 10.5 (eL) 
A 
3 Extended event Whole floodplain High (20) Winter (6) 5 x 10.5 (eL) 
F(lownow) 
4 Flood event F Whole floodplain Low (3) Winter (6) 5 x 10.5 (eL) 
5 Flood event F Surface layer High (20) at Winter (6) 5 x 10's (CL) 
surface 
6 Flood event F Patches High (20) in Winter (6) 5 x 10.5 (CL) 
patches 
7 Flood event F Whole floodplain Low (3) Summer (17) 5 x 10·s (CL) 
8 Flood event D Whole floodplain Low (3) Winter (6) 5 x 10.5 (CL) 
9 Flood event D Whole floodplain Low (3) Winter (6) 1 x 104 (CL) 
10 Flood event D Whole floodplain Low (3) Winter (6) 1 x 104 (SL) 
11 Sleepers Whole domain High (20) Winter (6) SR4 
12 Sleepers Whole domain Low (3) Winter (6) SR4 
13 Sleepers Riparian peat High (20) in Winter (6) SR4 
Eeat 
*CL = clay loam soil; SL = sandy loam soil; SR4= Sleepers River distribution of four soil types 
Simulations 11 to 13 use the snowmelt event of the Sleepers River model as a basis. In each 
of these scenarios, nitrate is introduced at the two hillslope boundaries, at a concentration of 
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10 mg N rl. As water flow is always directed into the domain across these boundaries, the 
concentration is specified as 10 mg N )"1 for the duration of the snowmelt event. 
7.5.2 Results 
7.5.2.1 Comparison with conservative tracer 
Figure 7.7 shows the distribution of solute within the floodplain after 20 days of flood event 
F, which is after the main flood peak has passed. The two parts to this figure, (a) and (b), 
show a comparison of a conservative tracer and nitrate distribution for solute introduced in 
hillslope water and river water respectively. These simulations have identical initial 
conditions. In the case of the hillslope water source, the difference appears relatively minor. 
Near the top of the domain, the concentration and pattern of nitrate is not very different from 
that observed in the case of the conservative tracer. However, below a depth of 5 m, the 
concentration of nitrate is negligible, and has certainly reduced to a greater extent than in the 
case of the conservative solute, which remains at a higher concentration. As the water flow 
fields are identical in both cases, the reduction in nitrate concentration in this region must be 
due to favourable conditions for denitrification. The difference observed between the upper 
5 m and lower 25 m of the domain probably reflects the contrast in moisture contents (and 
associated hydraulic conductivity) between these two zones. In the lower part of the domain, 
high moisture contents keep the hydraulic conductivity near maximum, so solute is rapidly 
transported away from the source, contributing to lower overall concentrations, while the 
highly saturated conditions are conducive to rapid denitrification (particularly in this case 
where carbon concentrations are high throughout the whole domain). In contra~t, in the 
upper part of the domain moisture contents are generally low, restricting solute movement 
and becoming limiting to the denitrification process. 
Nitrate-rich groundwater from the hillslope water source is clearly resident within the 
floodplain system for a sufficiently long period of time to allow the denitrification process to 
operate effectively, as Figure 7.8 illustrates. In fact, under the conditions in this scenario, 
which are highly conducive to denitrification (in particular the high carbon concentration and 
high moisture content), the mass of nitrate in the domain never reaches such a high level a~ 
that of the conservative tracer, and by the end of the flood event/start of the low flow event, 
there is very little nitrate left in the domain for the denitrification process to act upon. 
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Figure 7.7 Solute distribution: comparison of conservative tracer and NOr N fo r (a) 
hills/ope water source and (b) river water source of solute, after 20 days of flood event F. 
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Figure 7.8 Toto/ solute mass: comparison of conservative tracer and NOr N fo r flood event 
F alld subsequent low flow event, fo r the hillslope water sollite source (scenarios I alld 3; 
see Table 7.8). 
In the case of the nitrate introduced to the domain by the ri ver water, the contras t in pattern 
of nitrate concentrati on in compari on with the conservati ve olute concentration is more 
marked. Once agai n, the pattern of saturation seem to be very important. A s carbon 
concentrati ons are very high, the removal of nitrate from the domain is essentiall y limited by 
the moisture content. In the near-stream w ne, nitrate is effecti vely removed as oon a it 
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enters the domain, as illustrated by the low concentrations of nitrate in this region in 
comparison with the same region for the conservative solute (Figure 7.7b). The only region 
of the floodplain where nitrate remains in any significant concentration is near the floodplain 
surface, and particularly towards the hillslope-floodplain boundary. In this region, high 
water levels are only maintained for a relatively short period of time. The overbank flow 
period is long enough to introduce the river-water derived nitrate to the domain almost as far 
across the floodplain as the hillslope boundary, but the rapid reduction in moisture content in 
this region (a~ the river stage drops and the extent of inundation decrea~es), leaves this patch 
of nitrate isolated in conditions that are no longer conducive to such rapid denitrification. 
7.5.2.2 Effect of hydrological event type 
The hydrological characteristics of a site may affect the denitrification process in several 
different ways: (i) changing the aeration status of the soil, promoting reducing conditions 
during periods of flooding, (ii) delivery of organic material, which may be a source of both 
nitrate and carbon, and (iii) delivery of sediment, which may also have an associated organic 
fraction and may produce a texture favouring denitrifying bacteria. The delivery of water 
and chemicals is in tum affected by the frequency, duration and seasonality of hillslope 
runoff and river flood events. This section aims to look at the effect of hydrological event 
type on the efficacy of the denitrification process. 
In terms of hillslope inputs to the floodplain, the pattern of nitrate concentration at the end of 
overbank flood event F and bankfull event A is very similar (Figure 7.9a and Figure 7. lOa). 
This is influenced by the similar pattern of delivery of nitrate over time to the floodplain for 
both events, (illustrated by the change in mass over time in Figure 7.11). Although flow is 
generally in a hillslope to river direction, there is a period during both events when the flow 
direction is reversed, and any nitrate in the domain can be transported back across the 
hillslope boundary, in addition to being subject to the denitrification process. By the end of 
the flood event, nitrate is once again delivered to the floodplain across the hillslope 
boundary, and will therefore be at a maximum of 10 mg N II right on the boundary. The 
patterns look so similar between the two events because the denitrification rate is very high 
in both ca~es; apart from the upper 5 m of the domain, the level of saturation, and all the 
other denitrification conditions, are the same. Any difference in the amount of nitrate 
delivered to the floodplain between the two events is masked by the rapid denitrification rate 
that keeps nitrate concentrations to a minimum. 
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Figure 7.9 Solute distribution: comparison of conservative tracer alld NOr N for (a) 
hillslope water source alld (b) river water source of solute, at end oj flood event F. Note the 
different concentration scales fo r the river water solute. (Denitrification parameters are as 
specified in scenario 1, Table 7.8). 
In the case of ni trate del ivered via ri ver water, there is an obvious contra t in the di tributi on 
of solute between the overbank and bankfull flood event The difference in the pattern of 
nitrate concentration at the end of the events i largely due to the di f ference in the region of 
the floodplain that the nitrate is deli vered to by the river water, and it re idence time in the 
floodplain. In the case of flood event F, virtually no nitrate remain after the 40 day event; a 
small patch remain near the hillslope, in the surface of the fl oodplain, where condition 
were perhaps slightly less conducive to denitrifi ca ti on (due to lower saturati on level ), but 
even so, the maximum concentrati on in thi s region is only 0.097 mg N rl (Figure 7.9b). In 
contrast, during bankfull event A , nitrate in ri ver water is not deli vered to thi region of the 
floodplain; it remai n vcry localised to the near-stream zone (Figure 7. IOb). It appear from 
these di agrams that denitrification is not so effective in thi s near-stream region during the 
bankfull flood event, as the nitrate concentration remains highcr than for the overbank flo d 
event, up to a max imum of 0.73 mg N r l. However, this i becau e relati ve to the overbank 
flood event, by the end of the bankfull flood event the nitrate ha been resident in the 
floodplain for a much shorter period of time. Under conditions conducive to dcnitrifi cation 
(particul arly the high moisture contents in thi region), nitrate introduced to the near-stream 
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Figure 7.10 Solute distribution: comparison of conservative tracer and NOr N for (a) 
hillslope water source alld (b) river water source of solute, at end of bankfull event A. Note 
the different concentration scales for the river water solute. (Denitrification parameters are 
as specified in scenario 2, Table 7.8). 
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Figure 7.11 Total solute mass: comparison of conservative tracer alld NOr N for (a) flood 
event F and (b) banAfull event A, from both the hillslope water and river water solute source. 
(Denitrification parameters are as specified in scenarios J alld 2, Table 7.8) 
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7.5.2.3 Effect of carbon concentration on denitrification 
The simulations illustrated so far used a high DOC concentration of 20 mg r', effectively 
meaning that carbon was non-limiting to the denitrification proce s. However, carbon is 
generally found at much lower concentrations. Denitrification rates have been found to be 
highly correlated with carbon concentration (Burford and Bremner, 1975; Reddy et al., 
1982); this section looks at the effect of a lower DOC concentration (3 mg )"1 ) on the 
denitri fication process. 
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Figure 7.12 Solute distribution: effect of DOC concentration on NOr N from (a) hills/ope 
warer source and (b) river water source, at end of flood event F. Note the different 
cOllcelltration scaLesfor the river water NOrN. (Denitrification parameters are as specified 
ill scenarios I and 4, Table 7.8). 
Even at quite a low carbon concentration, enough of the other condition needed for rapid 
denitrification are present (particularly the high moisture content in mo t of the domain) to 
leave nitrate level at the end of the 40 day flood event relatively low. However, in 
compari on with the simulation with high carbon concentration, Ie s nitrate is removed 
(Figure 7.12b). As well as providing a substrate for the denitrification proce , carbon al 0 
contributes to reduced oxygen level , as the denitrifier activity con urnes oxygen, thereby 
contributing to reducing condition which favour rapid denitrification. In the case of the 
river water derived solute, maximum nitrate concentration at the end of the nood event was 
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0.097 mg N rl under conditions of high carbon concentration, and 1.42 mg N rl under 
conditions of low carbon concentration (comparison of scenarios I and 4, Table 7.8). 
Once again, the influence of the unsaturated zone is evident in the results. At a lower carbon 
concentration, less denitrification takes place overall, but more specifically, the highest 
concentration of nitrate remains in the uppermost layers of the soil profile, towards the 
hillslope boundary of the floodplain, where the floodplain is unsaturated for the longest 
period of time (Figure 7.12b). 
Figure 7.13 shows a comparison of the change in nitrate mass over the course of the flood 
event, for both the hillslope water derived and river water derived solute, under different 
denitrification conditions. It is clear that given the implementation of the denitrification 
model in this study, the introduction of carbon at even a very low concentration will generate 
high denitrification rates (as long as other conditions are non-limiting); the difference in 
mass between the 20 mg rl and 3 mg rl DOC concentration simulations is much smaller 
than the difference between the 3 mg rl and no denitrification (effectively no carbon) 
simulations. 
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Figure 7./3 Effect of DOC concentration on total NO.rN mass in the domain ./lJr ((I) 
hillslope water and (b) river water NOrN source, for flood event F (scenarios I and 4; see 
Table 7.8). 
7.5.2.4 Effect of carbon distribution on denitrification 
Researchers have come increasingly to realise the importance of not only carbon 
concentration, but also distribution of carbon deposits, for the denitrification process. 
Supplies of oxidisable carbon are rarely uniformly distributed throughout the soil profile. In 
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grassland soils, the potential for loss of nitrogen through biological denitrification is greatest 
in the surface, root zone (0-25 cm) of mineral soils (Matchett, 1998). However, 
denitrification can occur within deeper horizons of organic soils; under arable and grassland, 
significant amounts of organic carbon can be found at depths of 2-3 m. Localised carbon 
supplies may also occur in buried river channel deposits, or where dissolved organic carbon 
is transported by groundwater recharge from overlying organic soils to deeper sediments 
(Hill et al., 20(0). 
These localised DOC deposits have come to be known as 'hotspots' of potential 
denitrification activity (Hill et al., 2(00). However, these hotspots must occur in (a) 
hydrologically active areas, to which nitrate is transported, and (b) saturated areas, in order 
to fulfil this potential. 
The distribution of carbon supplies in these simulations is intended to explore the 
implications of some of these field observations. Hill et al. (2000) found a low dissolved 
oxygen concentration associated with carbon-rich buried channel deposits in the near-stream 
zone; this has been represented in the simulation by the carbon distribution in Figure 7.14b. 
The carbon distribution in Figure 7.14c represents the organic layer that is typically found 
near the surface of soil profiles. The distribution of carbon illustrated in Figure 7.14a is an 
attempt to simulate a 'carbon wall'. The introduction of such a carbon-rich zone at the 
hillslope-floodplain boundary is a technique that has been suggested as a way of alleviating 
nitrate pollution of water courses (Schipper and Vojvodic-Vukovic, 1998). During these 
simulations, distributions (a) and (b) have been combined and are referred to as 'carbon 
patches'; distribution (c) is referred to as 'surface carbon'. 
In the case where the source of nitrate is hiIIslope water and the carbon is located in the 
surface of the floodplain, the nitrate is not transported to the zone rich in carbon, and 
virtually no denitrification takes place (Figure 7.15a(i». This is clearly reflected in Figure 
7.1630 which shows the change in solute mass over the course of the flood event for nitrate 
from a hillslope water source; there is hardly any discernable difference between the no 
denitrification case and the surface carbon case. The simulation with the 'carbon wall' 
shows the potential effectiveness of such a strategy for reducing nitrate concentrations in 
water from a hillslope source, in this deep alluvial material. In this ca~e, the carbon 
coincides with saturated conditions below a depth of approximately 5 m to create conditions 
suitable for rapid denitrification, preventing nitrate from moving across the floodplain 
towards the river in this region. The ma~s of nitrate removed in this ca<;e (in comparison to 
the no denitrification case) is illustrated in Figure 7.16a. 
265 
Exploring Floodplain Biogeochemical Processes 
(a) HiIIslope carbon patch 
m 
.. DOC = 20 rng l ' 
.. DOC = Omg l ' 
(b ) 
m 
Buried channel carbon patch 
(c) Surface carbon 
Figure 7. 14 Distribution of DOC in (a) scenario 5 (hillslope patch of high DOC), (b) 
scenario 5 (buried channel patch of high DOC), and (c) scenario 6 (high DOC concentration 
al floodplain surface). 
While the patch of carbon was more effective in promoting denitrification for the hillslope 
water source of nitrate, the surface carbon deposits were more effective for the river water 
source. During the overbank flood event, nitrate-rich water is delivered to the surface 
horizons of the floodplain oil. This of course correspond with a period of high aturation , 
a combination that promotes high rate of denitrification. By the end of the flood event, 
nitrate concentration has reduced to 5.01 mg N rl or less, compared with a maximum of 8.35 
mg N r l in the scenario with the carbon patches. This show clearly the importance of 
carbon interacting with the active hydrological pathway of nitrate delivery. It is not that the 
near-stream carbon patch is not effective; in fact, in this region the nitrate concentration i 
reduced to 0.83 mg N rl or less (Figure 7.ISb(ii». However, becau e during these overbank 
flood conditions most of the nitrate is delivered to the floodplain through the floodplain 
surface and not through the channel bed and bank , most of the nitrate does not interact with 
the near- tream patch. The contra t is well illustrated by the diagram of change in solute 
ma s over time (Figure 7.16b). If the nitrate was delivered to the floodplain in river water 
during a bankfull flood event, the influence of the near-stream carbon patch on 
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denitrification would appear proportionally greater (in comparison with the overbank flood 
event), as the nitrate would be delivered primarily through the bed and banks; thereby 
interacting with the carbon source. 
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Figure 7. /5 Solute distribution: effect of DOC distribution all NOr N from (a) hill lope 
water source and (b) river water source, at end offload event F. (Denitrification parameters 
are as specified ill scenarios 5 and 6, Table 7.8). 
The results of these simulations support the conclusions of Hill et al. (2000) that the 
influence of the depth of permeable riparian sediments overlyi ng aquitard and the location 
of subsurface deposi ts formed by fluvial processes may be more important than the width of 
vegetated riparian strips in understanding the ability of riparian zones to remove nitrate. 
Deeper nitrate rich groundwater can bypass surface carbon deposits in floodplain with deep 
alluvial sediment, such as the River Severn . The delivery of nitrate to carbon ' hotspots' 
(Groffman et 01., 1996) is fundamental to the denitrification process. 
It is easy to see how current uncertainty about subsurface denitrification as a mechani m of 
nitrate removal in riparian zone may reflect the difficulty of detecting locali sed pattern of 
denitrifying activity at depth in these environment. Field campaigns can only ample 
selectively; if these samples happen to coincide with zones of hi gh carbon concentrat ion, the 
floodplain may be interpreted as an effective denitrifier, even if these zone are 
unrepresentati ve of the floodplain as a whole. On the other hand , studies which find little 
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evidence of denitrification may simply have missed the critical ' hotspots' of high carbon 
concentration. 
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Figure 7.16 Effect of DOC distribution on total NOrN mass in the domain for (aJ hillslope 
water and (b) river water NOrN source, for flood event F (scenarios 1 and 5 and 6; see 
Table 7.8). 
7.5.2.5 Effect of temperature on denitrification 
Seasonality is believed to affect denitrification in many different ways. Seasonal cycres of 
vegetation growth may contribute to seasonality in the supply of organic material. 
Hydrological events may be associated with different times of the year; flooding and high 
water-tables are more characteristic of the winter months, and low flow periods (and short-
duration, high intensity convective storms) are more typical of the summer. 
Temperature, another important factor in the denitrification process, also has a recognisable 
seasonal signature. This section aims to explore the effect of temperature on denitrification . 
Two temperatures were selected for these simulations: 17°C (summer) and 6°C (winter), 
and both were run under conditions of low carbon concentration over the whole domain. 
These temperatures reflect the soil temperature data collected over a period of four years at 
the River Severn floodplain field site. 
Under the implementation of the denitrification model selected for this study, the change in 
temperature between 17°C and 6 °C made only a small difference to the pattern of nitrate 
concentration in nitrate delivered by hillslope water (Figure 7.17a). The effect of the 
temperature change on the denitrification of hillslope-sourced nitrate is more noticeable on 
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the diagram of change in mas over time (Figure 7. ISa); clearly, with a higher temperature, 
there is a greater potential for removal of nitrate mass through denitrification. 
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Figure 7. 17 Solute distribution: eJfect of temperature 011 NOr N from (a) hillslope water 
source and (b) river water source, at end offlood event F. (Denitrification parameters are 
as specified in scenarios 4 and 7, Table 7.8). 
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Figure 7. 18 EJfecI of lemperature on lotal NOr N mass in the domain for (a) hills/ope waler 
source and (b) river water source, fo r flood evenl F (scenarios 4 and 7; see Table 7.8). 
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In the case of the river-water derived nitrate, the effect of temperature on the pattern of 
nitrate concentration remaining in the floodplain at the end of the flood event appears more 
marked. However, the concentrations remaining in the case of the river-derived nitrate are 
overall much lower (a maximum of 1.41 mg N rl) in comparison with the hillslope water 
derived nitrate. In the higher temperature simulation, there is virtually no nitrate remaining 
(Figure 7.17b(ii)). However, this scenario relies on the high temperature coinciding with an 
overbank flood event, which may be considered unlikely to occur, except perhaps during a 
summer convective storm. This illustrates once again the complicated nature of the 
denitrification process, and how one factor cannot be considered in isolation. 
7.5.2.6 Effect of soil type on denitrification 
Sediment permeability is a factor controlling the transfer of water through the floodplain. 
and hence could have an important effect on the residence time of solutes transported in 
association with that water. This section explores the effect of two different values of 
saturated hydraulic conductivity, and two different soil types (as represented by two different 
Brooks and Corey soil moisture parameter sets) on denitrification rates. The three River 
Severn simulations used for the sensitivity analysis of saturated hydraulic conductivity value 
(using flood event D) were used as the basis of these denitrification simulations. These 
simulations are listed in Table 7.8 as scenarios 8, 9, and 10. 
Figure 7.19 shows the infiltration of the nitrate into the domai n after 20 days of flood event 
D, just after the flood peak, as the river-water derived nitrate is introduced to the floodplain. 
In the case of the hillslope-water derived nitrate, there is very little difference between the 
three soil types at this time, except for the most highly conductive (sandy loam) soil. where 
the nitrate is distributed over a very slightly wider area. Most of the nitrate introduced at the 
hillslope boundary left the domain as the hydraulic gradient changed to a river-to-hillslope 
direction. By contrast, at this stage in the flood event, the river-water derived nitrate is 
distributed at high concentrations over a much wider area, having just been introduced to the 
floodplain. Clearly, at a higher conductivity (Figure 7 .19b(ii», nitrate is able to penetrate the 
soil profile to a greater depth than at a lower conductivity (Figure 7.19b(i». Nitrate 
infiltrates to the greatest depth under conditions with the highest hydraulic conductivity. and 
there is no significant difference in the pattern of nitrate concentration between the clay loam 
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Figure 7. 19 Solute distribution: effect of saturated hydraulic conductivity on NOr N from 
(a) hillslope water source and (b) river water source, afrer 20 days of flood event D. 
(Denitrification parameters are as specified ill scenarios 8,9 and la, Table 7.8). 
By the end of the flood event, the effect of hydraulic conductivity on the hillslope-water 
derived nitrate is more noticeable, because the supply of nitrate from this source had been re-
established after the flood peak pa sed. Nitrate penetrates the floodplain to a greater extent 
where the hydraulic conductivity is greatest: nitrate at a concentration of I mg N I I or 
greater penetrates to a di stance of approximately 4 m at the lower conductivity (Figure 
7.20a(i», and approximately 7 m at the hi gher conductivity (Figure 7.20a(ii». For the 
scenarios considered in this study, hydraulic conductivity has a greater effect on nitrate 
di stribution at the end of the flood event than temperature, but a lesser effect than carbon 
concentration or potential denitrification rate. 
Hydraulic conductivity and soil type al so have an effect on the di tribution of nitrate at the 
end of the flood event in the case of the river-water derived nitrate. By the end of the flood 
event, nitrate concentration are generally low; reduced to 3. 15 mg N I I or Ie The 
snapshot of the nitrate distribution hown in Figure 7.20b illustrates an important di tinction 
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Figure 7.20 Soll/te distribution: effect of saturated hydraulic conductivity all NOr N from 
(a) hillslope water SOl/rce alld (b) river water source, at end of flood event D. 
(Denitrification parameters are as specified ill scenarios 8, 9 and 10, Table 7.8). 
A comparison of Figure 7.20b(i) and Figure 7.20b(ii) indicate that an increase in hydraulic 
conductivity from 5 x 10.5 m S· I to I X 10-4 m S· I has little influence on the pattern of nitrate 
concentration. However, a comparison of Figure 7.20b(ii) and Figure 7.20b(iii), which u ed 
the same value of hydraulic conductivity but different Brooks and Corey soil moi ture model 
parameters (to represent a clay loam oil and a sandy loam soil, re pectively), shows some 
significant differences in nitrate concentration. These differences are noticeable in the 
unsaturated zone that form in the upper 5 m of the soil profile. In thi region, the 
importance of the shape of the moisture content - pres ure head (soil water retention curve) 
and hydraulic conductivity - pre sure head relationships i clear. The gradient of both the e 
curves is steeper in the case of the sandy loam soil. This means that the relative conductivity 
(and hence the hydraulic conductivity) reduces more quickly with an increase in negative 
pressure head in the sandy loam soil, restricting water and solute movement in the 
unsaturated zone to a greater degree than in the clay loam soil as the water-table drops. 
However, most of the nitrate transport occurs when the domain is fully aturated (see Figure 
7. 19b), at which time the difference in hydraulic conductivity between the two oi l type is at 
its lowest. Therefore, of the two soil relationships, it is likely that the difference in the 
moisture content - pressure head relationship (the soil water retention curve) is the most 
significant cause of the differences in simulated nitrate concentration. The di fference 
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between these curves for the two soils is such that moisture content will decrease more 
rapidly with an increase in negative pressure head in the case of the sandy loam soil. For a 
given value of negative pressure head, the moisture content will therefore be lower in the 
sandy loam soil than in the clay soil. This means that the unsaturated zone has a lower 
moisture content in the sandy loam simulation, which contributes to lower denitrification 
rates, and higher concentrations of nitrate remaining at the end of the flood event. An 
additional contributing factor may be the greater penetration of nitrate into the domain in the 
sandy loam case, although this is not thought to be significant given the great similarity 
between the concentrations of nitrate introduced to the domain during the flood event in the 
clay loam and sandy loam simulations (Figure 7.I9b(ii) and (iii)). 
7.5.2.7 Upland floodplain scenarios 
The simulations in this section are aimed at exploring the effect of carbon concentration and 
distribution on patterns of denitrification in an upland riparian zone (Sleepers River). The 
results illustrated here are based on scenarios II, 12 and 13 from Table 7.8. Scenario II 
used a uniformly high DOC concentration over the entire domain (20 mg rl). Scenario 12 
used a uniformly low DOC concentration over the whole domain (3 mg II). Scenario 13 
used a high DOC concentration (20 mg II) in the riparian peat soil zone (near the surface of 
the domain), and zero DOC concentration in the rest of the domain, which wa~ an attempt to 
more realistically model the likely distribution of carbon within the domain. All three 
scenarios were compared to the simulation with no denitrification. Nitrate was introduced at 
both hillslope boundaries at a concentration of 10 mg N rl. 
As was noted for the conservative tracer simulations, the solute appears to move much more 
quickly through the upland riparian zone than the lowland floodplain, which is 
predominantly an artefact of the much smaller size of the upland domain. After 1 day of the 
snowmelt event, there are some slight differences in the pattern of nitrate concentration 
between the four scenarios (Figure 7.21). The maximum concentration was 10 mg N II in 
all cases, due to the constant input of nitrate at the hillslope boundaries at that concentration, 
and in each case, the nitrate was transported away from the boundaries (towards the centre of 
the domain) to approximately the same distance. The differences between the scenarios 
were observed in the rate of reduction of nitrate concentration with increa~ing distance from 
the boundary. The influence of denitrification can be seen in Figure 7.21 b (high DOC 
concentration) and Figure 7.21c (low carbon concentration); in comparison with the no 
denitrification simulation, the nitrate decreases more rapidly with distance from the nitrate 
source. This effect is most marked where carbon concentration is highest (Figure 7.21 b). 
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At thi s point in the event, there is no discernable difference between the no denitrification 
case (Figure 7.21 a), and the scenario with carbon in the riparian peat zone only (Figure 
7.21 d). This is becau e after only one day of the event, the majority of the nitrate ha not 
reached the riparian peat, and has not had the opportunity to interact with the high carbon 
concentration in this zone. 
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Figure 7. 21 Effect of DOC concentration and location on NOr N disfriburion ill fhe Sleepers 
River domain after 1 day. (a) conservative tracer, (b) high DOC concentration (scenario 
11). (c ) low DOC concelllration (scenario 12), alld (d) high DOC concentratiol1 in riparian 
pear only (scenario 13). NOr N source is both hillslopes. 
After a further two days of the snowmelt event, the differences between the eenarios appear 
more distinct. A expected, under condition of high carbon concentration (Figure 7.22b), 
the decrease in nitrate concentration with distance from nitrate source is greater than under 
conditions of low carbon concentration (Figure 7.22c). The effect of the high carbon 
concentration in the riparian peat is still relatively difficult to di tinguish (Figure 7.22d), 
although in comparison with the no denitrification case (Figure 7.22a), lightly lower nitrate 
concentrations can be seen in the upper oil layer near the left-hand hillslope boundary (I to 
4 m from the left-hand boundary), and in the near stream zone just to the right-hand side of 
the stream channel (4 to 9 m). This i mainly because the nitrate is tran ported more quickly 
through the riparian peat zone (due to higher conductivity values): nitrate concentration 
therefore builds up in the near-hill lope zone and lower concentrations are found in the 
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riparian peat area, even before the denitrification process has the opportunity to operate. It i 
transport rather than transformation which controls the concentration of nitrate in the riparian 
peat zone. 
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Figure 7.22 Effect of DOC concentration and location on NOr N distribution il/ the Sleepers 
River domain after 3 days. (a) conservative tracer, (b) high DOC COl/centralion (s enario 
11), (c) low DOC concentration (scenario 12), and (d) high DOC concentration in riparian 
peat only (scenario 13). NOr N source is both hillslopes. 
7.5.3 Summary of hypothesis three 
The simulations carried out in this chapter have explored the effect or a range of factors on 
chemical tran port and tran formation in floodplain sy terns, using nitrate (and the 
denitrification process) as an example that is particularly relevant to the floodplain 
environment. The factors that were examined were floodplain hydrological characteristic 
(scale or event, and delivery of water and nitrate), carbon concentration and distribution, 
temperature (seasonality) and soil hydraulic characteristics (hydraulic conductivity and soil 
type, including the influence of the shape of the soil-water retention curve) . The result may 
be summarised as follows : 
I. Differences in nitrate concentration observed between the overbank and bankfull flood 
event on the lowland floodplain related mainly to difference in the region or the 
floodplain that the nitrate was delivered to, e pecially in the ca e of nitrate delivered in 
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river-water. This in itself is important, because it affects whether the nitrate will have 
the opportunity to interact with zones of high denitrification potential. Hydrological 
processes have a more direct influence on nitrate transformation via denitrification by 
influencing the moisture content of the floodplain soil, and the distribution of zones of 
high saturation within the floodplain. Hill et al. (2000) suggested the importance of 
hydrological processes for nitrate delivery; this study has extended that idea to consider 
the impact of specific hydrological event types. 
2. If carbon was distributed evenly throughout the domain, then even at a low 
concentration. significant denitrification occurred (where other factors were non-
limiting). This may reflect the implementation of the carbon function in the model. and 
the fact that the rate of change in denitrification with a change in carbon concentration 
may not be modelled correctly (particularly as it was difficult to find a literature study 
from which to select the value for the half saturation constant for carbon. K..). This 
point does not greatly affect the interpretation of the carbon distribution scenarios. a<; 
whatever the inaccuracy in the modelled relationship between carbon and denitrification 
rate at higher concentrations. the model does reflect the fact that at zero carbon 
concentration there will be no denitrification. 
3. The location of carbon deposits is very important in determining nitrate concentration 
throughout the floodplain. The scenarios investigated in this chapter have indicated that 
critical locations for carbon deposits vary according to the nitrate source. In the case of 
the lowland River Severn floodplain. a 'carbon wall' introduced at the hillslope-
flOOdplain boundary is effective in reducing the concentration of nitrate entering the 
floodplain in hillslope-derived water. However. it has no impact on the concentration of 
nitrate delivered to the floodplain by river water. Near-surface carbon deposits. on the 
other hand. have relatively little effect on hillslope-derived nitrate concentrations. a<; the 
majority of the nitrate from this source flows beneath the carbon-rich zone. However. 
surface carbon deposits do have a significant effect on the concentration of nitrate 
delivered to the floodplain by river water during overbank flood events. In the case of 
the upland Sleepers River model. the influence of high carbon concentrations in the 
riparian peat is hard to distinguish as the high variability in soil hydraulic conductivity 
has a significant effect on the areas of the riparian zone that the nitrate is delivered to. 
Recognition of the importance of the location of carbon deposits within the floodplain 
follows from studies such as Hill et al. (2(X)(). However. this study has extended this 
finding by indicating that the critical location for carbon deposits varies according to the 
nitrate source, which in turn is partly dependent on the location of the 
floodplain/riparian zone in the catchment. This indicates that different management 
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strategies for diffuse nitrate pollution may be needed in different parts of the catchment: 
the 'carbon wall' approach may not be suitable under all circumstances. 
4. Using the denitrification model implemented for this study, temperature is a secondary 
factor in determining denitrification rates. It has a relatively minor effect over the range 
of temperatures studied here (which are felt to reflect temperate climates), and only 
really has an influence once other limiting factors have been overcome. This study has 
supported previous ideas about the relative importance of several controlling factors on 
the denitrification process. 
5. Soil hydraulic characteristics have two main effects on nitrate concentration within the 
floodplain. First, sediment permeability is a factor controlling the delivery of nitrate to 
the floodplain, and influences how much nitrate is able to infiltrate into the soil profile 
through the floodplain surface, or flow across the hillslope-floodplain boundary. 
Second, the shape of the soil water retention curve affects the moisture content of the 
unsaturated zone, and hence the rate of denitrification. 
6. Generally, the areas in which denitrification is rapid may be fundamentally limited by 
the interaction of hydrological processes (both through nitrate delivery and moisture 
content) and carbon availability. If carbon is mostly available in the upper layers of the 
soil profile, these are correspondingly the areas that tend towards unsaturated 
conditions; in this case, water will be the limiting factor. On the other hand, lower 
layers of the soil are much more likely to be saturated, but in these regions, 
concentrations of soluble carbon are likely to be lower, leading to a carbon-limited 
process. Sophisticated understanding of floodplain hydrological processes and 
distributed representation of carbon deposits, such as achieved in this study, are 
therefore critical. 
7.6 Chapter summary 
This chapter has concentrated on using the coupled ESTEL2D-SUBIEF2D model to 
investigate some of the factors (apart from floodplain scale and hydrological event, 
investigated in Chapter 6) considered to be important in determining solute transport and 
transformation in floodplain systems. This work concentrated on nitrate transport and nitrate 
transformation through denitrification, as this process has received much attention in the 
floodplain chemical transport literature. In order to test a new set of hypothetical scenarios, 
a denitrification component for the model was researched, implemented and tested. 
In their review of nitrogen movement within riparian systems, Cirmo and McDonnell (1997) 
highlighted that temporal hydrological variability (high and low flow regimes), 
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biogeochemical conditions, and antecedent soil moisture, were all believed to be important 
in controlling nitrogen dynamics. With the background of years of field studies indicating 
the possibilities for those factors that are most important for the denitrification process, this 
study has been able to take these initial ideas and use the hypothetical scenario platform to 
test their relative importance. Despite the many recognised restrictions of modelling, this is 
a valid and important technique, as it allows all the potential factors to be brought together in 
a controlled environment in a way that is very difficult in the field. 
The results of the these hypothetical scenario simulations have highlighted how large spatial 
and temporal variations in carbon concentration, nitrate delivery and moisture content in 
particular can affect denitrification rates and the resulting patterns of concentration of nitrate 
throughout the floodplain. This supports the conclusion of Hill et al. (2000) that 
denitrification is restricted to narrow zones within the floodplain. A model capable of such 
high spatial and temporal resolution as the one used in this study ha~ provided the ideal 
means to capture such variability, in a way which is simply not possible in the field. Field 
studies of the denitrification process in floodplain environments must be aware of the fact 
that sampling strategies may not adequately capture this variability. 
The interaction of hydrological flow paths (carrying nitrate-rich water) with zones of high 
denitrification potential (i.e. with high carbon concentration and high moisture content) is 
indicated to be crucial to the efficacy of the denitrification process. Of course, nitrate not 
transformed by the denitrification process may still be subject to removal from the floodplain 
system by other mechanisms not covered in this study, such as plant a~similation. 
The next and final chapter will summarise the results of this study as a whole, relating the 
results to the aims and objectives outlined in Chapter 2. It will go on to indicate the potential 
for further research in this area. 
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Nature has not made it a priority to make it easy for us to discover its laws. 
Alhcrt Einstein (190 I) 
It has been the aim of this study to a) develop a model of subsurface hydrological and 
chemical transport processes through both headwater and lowland floodplain systems, and b) 
use this model to advance process understanding, quantifying the effect of a range of factors 
on the operation of hydrological and biogeochemical processes in floodplain systems. This 
concluding chapter considers the success of this study in achieving these aims. Each aim 
will be considered in turn, reflecting on what has, and has not, been achieved, with a focus 
on the original aspects of the research. Avenues for future research that have arisen as a 
result of this work will also be identified and discussed. 
8.1 Assessment of aim one 
The first aim of this study, as presented in Section 2.2.1, was as follows: 
To develop a model of subsurface hydrological and chemical transport processes 
through both headwater and lowland floodplain systems. 
Model development and assessment were the focus of Chapters 3 to 5. The main 
conclusions of these chapters will be summarised in this section. 
8.1.1 Model development 
A focal point of this study was to develop a numerical model that would be suitable for 
modelling subsurface water movement and chemical transport through floodplain systems. 
This model needed certain fundamental characteristics: two-dimensional formulation to 
represent the dominant flow processes, finite element discretisation to cope with rapid soil 
water and chemical movement during simulation of flood events and heterogeneous soil 
parameterisation, suitability for simulating variably saturated conditions, and flexibility in its 
implementation of chemical reaction equations. Two existing models, ESTEL2D and 
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SUBIEF2D, were brought together to produce a coupled model that possesses each of these 
features. This model development was extended to provide further important features: a 
unifying treatment of the saturated and unsaturated zones in the form of a specific storage 
parameter, and the capability of simulating a seepage face boundary condition. 
The final model version represents a significant advance on the previous versions of the 
ESTEL2D and SUBIEF2D codes, as well a~ on other numerical models. For the first time, 
all the elements necessary for simulating the highly dynamic hydrological and chemical 
environment of the near-stream area have been brought together in one model. and it is the 
first time that such a model has been applied to questions of floodplain subsurface 
hydrological and chemical transport processes. 
The model gave the opportunity to study the high spatial and temporal variability of the near-
stream environment. This included, for example, highly dynamic overbank flood events on 
the lowland floodplain of the River Severn, and the variable carbon distribution in the 
denitrification scenarios. 
8.1.2 HOlistic view of floodplain systems 
The development of this physically-based model has been an important means of moving 
away from the view of floodplain system components as a series of 'boxes', towards the 
more holistic view, with the hillslope and channel as integral parts of the floodplain system 
as a whole. This is the first time that the whole spectrum of possible inputs (in terms of 
water and solute sources) to the floodplain system has been modelled. Previous studies have 
considered hillslope inputs of water and chemicals, but neglected inputs from the river 
channel (or vice versa), or only considered transfer of river-derived water across the channel 
bed and banks, but not across the floodplain surface during overbank events. This study 
brought alI these potential sources together so that their relative importance for floodplain 
hydrological and chemical transport processes, and the factors that affect them, could begin 
to be a~sessed. 
8.1.3 Fieldwork-modelling strategy 
The fieldwork-modelling strategy employed in this study proved to be very powerful. Initial 
model simulations and testing were guided by data from two fieldsites: one lowland 
floodplain (River Severn) and one upland riparian zone (Sleepers River). These data were 
invaluable in the model assessment procedure. In addition, initial theories of floodplain 
chemical and water movement in these two contra~ting floodplain systems were then used as 
the basis for assessing in what ways the model could most usefully contribute to further 
understanding of the floodplain system. In turn, the model results have expanded upon these 
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initial theories, by revealing insights into the floodplain system that could not realistically 
have been obtained by field studies alone, owing to the high levels of spatial and temporal 
variability characteristic of this dynamic environment. These findings will be summarised in 
the discussion of the second aim of the study (Section 8.2). 
8.1.4 Headwater and lowland floodplain systems 
Many previous studies have concentrated on the near-stream zones of low-order streams, the 
smaller scale of these systems making it easier to gain a whole-system perspective, from 
which to understand processes of water and chemical movement. In relation to questions of 
floodplain scale, this study has contributed considerably to this field of research in two 
notable ways. 
First, it has included a detailed investigation of lowland floodplain processes, including the 
effect of overbank flood events that had not been considered before. This aspect of the 
research relied on the lowland floodplain data collected as part of this study at the River 
Severn fieldsite, which is in itself a body of information unique in its capture of overbank 
flood events at a high temporal resolution. It also represents one of the first numerical 
modelling attempts of a very complex headwater riparian zone, both in terms of boundary 
conditions and soil parameterisation. 
Second, this study ha'i attempted an initial comparison of headwater and lowland floodplain 
systems. The conclusions drawn from this a'ipect of the study are necessarily limited by the 
fact that only two field sites were studied (one representing a lowland floodplain, the other a 
headwater riparian zone), and these examples may not be representative of headwater and 
lowland floodplains in general, not the mention the whole spectrum of floodplain types that 
may exist outside these two examples. However, as an initial comparison it seems to have 
confirmed speCUlation that moving from the headwater to the lowland floodplain system is 
not a simple matter of 'scaling-up' processes, as different processes operate at the different 
scales (these findings will be summarised in Section 8.2). At the lea~t, this study provides a 
useful starting point for future investigation into the range of processes of floodplain 
hydrological and chemical transport. 
8.1.5 Model use and assessment 
The extensive model assessment procedure also gave new insight into some of the more 
technical a'ipects of model application. Chapter 5 demonstrated how the choice of output 
parameters to compare and analyse during model testing is important, because it can 
potentially have a big impact on the conclusions of the assessment process. Analysis of 
model results based on only one state variable (e.g. pressure head, water-table elevation) 
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could disguise problems or unrealistic behaviour in other aspects of model performance. In 
this study, a faithful representation of pressure head distribution was a necessary, but not 
sufficient, pre-requisite for accurate simulation of chemical transport. The wider 
implications of this are that even though the data required for full validation of the system 
may be lacking (in this study, the lack of information about the unsaturated zone in 
particular), a modeller must be prepared to look beyond one simple hydrological indicator 
(e.g. water-table elevation) to consider whether the wider elements of the hydrological 
picture (e.g. saturation extent, seepage face development) at lea.,t appear intuitively realistic. 
This study therefore lends support to the use of so called 'softer' evaluation techniques in the 
assessment procedure in the form of hydrological expertise (Lane and Richards, 200 I). 
The simulations of Chapter 5 also demonstrated how model results could be just a~ sensitive 
to boundary condition specification as to soil parameter specification. This is something that 
has received little consideration in the hydrological modelling literature, a<; most attention is 
generally devoted to the impacts of parameter representation on model results. 
A thorough model assessment procedure, covering verification, optimisation, sensitivity 
analysis, calibration and validation, gave confidence in the model results so that the study 
could move on to the next important stage: use of the model in a range of hypothetical 
scenarios, to explore theories of water and chemical transport in floodplain systems. This 
was the subject of the next aim of the study. 
8.2 Assessment of aim two 
The second aim of this study, as presented in Section 2.2.1, is as follows: 
To use this model to advance process understanding, quantifying the effect of a 
range of factors on the operation of hydrological and biogeochemical processes in 
floodplain systems. 
Processes of water and chemical movement in floodplains were investigated in Chapter 6 
and 7, using three main hypotheses as the basis for the design of model simulations. These 
hypotheses were posed on the basis of findings published in the literature to date, which 
suggested that certain factors were important to floodplain hydrological and chemical 
transport processes in some way. However, the details of specific impacts of these factors on 
floodplain processes, or their relative importance, were not well understood. It was felt that 
these were important gaps in process knowledge that could be usefully addressed by the 
newly developed model: 
I. The scale of the hydrological event (overbank flood, bankfull flood and low flow event) 
controls floodplain water and solute source, flow path and residence time. 
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2. The scale of the floodplain zone (headwater riparian zone versus lowland floodplain) 
controls floodplain water and solute source, flow path and residence time. 
3. Other factors (such as carbon content and distribution, temperature and soil hydraulic 
characteristics) are important in controlling solute transport and transformation. 
The conclusions from each of these hypotheses will be summarised in this section, along 
with some more general comments about the way the approach used in this study has 
enhanced process understanding. 
8.2.1 New process understanding from hypothetical scenarios 
The conclusions from each of the three hypotheses have been summarised in the form of a 
table (Table 8.1), which illustrates the effect of each factor (hydrological event, scale of 
floodplain and soil hydraulic characteristics, for example) on the operation of processes in 
the floodplain environment (namely the source of water and chemicals. hydrological and 
chemical flow paths, chemical residence time, and nitrate transformation). 
The chart identifies some clear differences in process operation for different controlling 
factors. Under certain combinations of conditions, processes can effectively be turned on 
and off. The simulations have also given an indication of the relative importance of each 
factor for the operation of each of these processes, which will be discussed in the following 
three sub-sections. 
8.2.1.1 Scale of hydrological event 
In the case of the lowland floodplain, scale of hydrological event is a primary control on the 
source of water and solutes. hydrological and chemical flow paths, and delivery of solute to 
different areas of the floodplain. Overbank and bankfull flood events were found to be 
important in providing a source of water from the river channel. a process that does not 
happen under low flow conditions. Overbank flood events also deliver water and solutes to a 
part of the floodplain (the surface soil layers) that low flow events do not. The groundwater 
ridging effect (and its associated impact on inputs of water and chemicals from the hillslope) 
was found to be characteristic of both overbank and bankfull events, but not low flow events. 
However, there was no evidence for the movement of river-derived water into hillslope 
areas, hence refuting the hypothesis of Bates et al. (2000). Flood events are an important 
time of net input of water and chemicals to the floodplain system; net export is a more 
important feature of low flow events. This study is the first time that an indication of the 






Table 8.1 Summary of the effect of controlling factors on floodplain hydrological and chemical processes. 
Controlling factors 
Scale of hydrological 
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Overbank events: nver chrumel is 
an important water source to the 
surface layers of the soil profile . 
Bankfhll events: river water 
infiltration limited to the channel 
bed and banks. 
Low flow conditions: water from 
hill slope IS main water source. 
Significant contrast in dommant 
water source between the two 
t100dplain scales. Lowland case: 
river IS Important control . 
panicularly duri'1\ overbank 
e\'ents Upland case: relallve 
contributIon of hillslope is much 
greater: nver has little controlling 
influence. This is linked to 
topob'faphy of the sItes. 
O ther controlling 'I tA 
factors: 





E!Tect of controlling factors on: 
Hydrological and chemical flow paths 
Overbank and bankfull flow conditions: 
'groundwater ridge' observed to form in 
floodplain, whereby flow is directed back 
towards hiUslope from river channel. 
Water from channel does not move into 
hillslope, but this phenomenon does control 
input of water from hillslope during peak flow 
period, potentially affecting mIxing of solutes 
from hlllsiope and other SOUfces 
Lowland case: floodplain topography and 
dynamic river stage changes lead to formation 
of 'groundwater ridge'. Upland case: this 
does not occur as land bordering the stream 
has steeper gradient, and hlllsiope water stage 
has dominant control on water flow d,rection 
in the nparian zone. Flowpaths in llpland 
riparian zone complicatedby more complex 
soLl dIstribution. Surface seepage and 
remfLltratton have more noticeable effecI on 
flow paths at upland site 
N'A 
Chemical residence time 
Unsaturated zone near surface of 
floodplain experiences very slow water 
and chemical movement in comparison 
with saturated zone. Solute delivered to 
this zone (tends to be solute derived from 
river water during overbank flood events) 
could remain resident for long period of 
time. Generally, flood events are periods 
of net input of water and chemicals to 
floodplain. Export of preevent solute is 
delayed until after flood event. 
Solute delivered to upland riparian zone 
has short residence time III companson 
with lowland floodplain site, due to a) 
smaller size of the domain , and b) more 
fully saturated conditions of upland 
riparian zone. Shorter residence time 
means that solute travels through upland 
riparian zone at higher concentration, in 
lowlruld case. there is greater potential for 
disperSIOn to decrease solute 
concentratton. 
Nitrate transformation 
Scale of hydrological 
event mainly detemlines 
region of floodplam that 
nitrate IS delIvered to . 
Also has a more direct 
influence on 
denitrification process by 
influencing moisture 
content of floodplain 
soil. and distribution of 
zones of high saturation. 
High variability in 
hydraulic conductiVIty of 
soils at upland site has 
strong influence on 
region of riparian zone 
that nitrate is del ivered 
to. Delivery of nitrate 
more strongly infl uenced 
by event type at lowland 
floodplain Site. 
LocatIOn of carbon deposits very important m detennmmg nitrate 
concentration throughout floodplain . Cnticallocations for carbon 
depOSIts vary accordmg to nitrate source. Generally, areas in which 
denitrification is rapId may be fundrunentally limited by interaction of 
hydrology (both through mtrate delivery, and moisture content) and 
carbon availabilIty. SOIl hydraulic characten~lcs affected delivery of 
mtrate. and SOIl mOI sture content in unsaturated zone. Temperature 
found to be of secondary Imponance to demtriflcatlOn process withm 







Apart from these primary effects on floodplain processes, the scale of hydrological event has 
a secondary effect on biogeochemical transformations (denitrification as considered in this 
study) by controlling the levels of saturation within the floodplain. The unsaturated zone in 
the upper 5 m of the floodplain is particularly important because it also slows down the 
advection and dispersion of solute. This implies that any solute delivered to this region of 
the floodplain during an overbank flood event has the potential to remain in the floodplain 
for a long period of time. This is a novel finding with the implication that in the long term, 
overbank flood events could be very important for solute delivery and residence time in the 
floodplain environment. The indication of the importance of the unsaturated zone is in 
contrast to the findings of Bates et al. (2000). The suggestion of the regions of the 
floodplain that may be subject to greatest solute movement during a flood event is another 
original development of this study. Overall, these results support and extend the conclusion 
of Stewart et al. (1998), that infiltration of chemicals into the floodplain surface may be 
spatially variable, and difficult to characterise using current field-based techniques. 
8.2.1.2 Scale of floodplain 
The scale of the floodplain was found to have an important influence on the source of water 
supplied to the system. These results are original because a comparison of upland and 
lowland floodplain/riparian zones has not previously been attempted. At the lowland site, 
the river was a significant source of water during flood events. Changes in river stage had an 
important controlling influence on the direction of flow within the floodplain. This same 
process was not found in the upland riparian zone. The configuration of the floodplain (in 
particular, the steeper gradient of the land adjacent to the stream and the underlying 
geological formation), meant that the river was not a significant source of water to the 
riparian zone, and the dominant controlling influence on flow paths and flow direction in the 
riparian zone was water level in the hillslope, not the river stage. In addition, the 
groundwater ridging effect associated with the flood events on the lowland floodplain, which 
directed flow away from the channel and towards the hillslope, was not found to occur in the 
case of the upland riparian zone. Processes of seepage and reinfiltration were found to be 
more important at the upland site. 
The more complex soil distribution at the upland site was found to complicate water and 
solute flow paths, and solute delivery to different parts of the floodplain. The great disparity 
in the size of the two floodplains also had a significant effect on chemical residence time; 
solute was transferred much more rapidly through the upland riparian zone, simply due to its 
smaller size. This rapid transfer had an additional impact on solute concentration; the longer 
residence time in the lowland floodplain gave greater opportunity for the solute to disperse, 
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and for solute concentrations to decrease. even though the total mass of tracer could remain 
high. 
8.2.1.3 Other controlling factors 
Other factors, such as carbon concentration and distribution. temperature. and soil hydraulic 
characteristics. all have an effect on chemical residence time and transformation. However. 
to a certain extent they all rely on the hydrological characteristics of the floodplain to deliver 
the solute to an area of the floodplain where they have the opportunity to take effect. 
The operation of the denitrification process may be fundamentally limited by the interaction 
of hydrological processes and carbon availability. Recognition of the importance of the 
location of carbon deposits within the floodplain follows from studies such a~ Hill ef al. 
(2000). However. the present study has extended this finding by indicating that the critical 
location for carbon deposits varies according to the nitrate source. which in tum is partly 
dependent on the location of the floodplain/riparian zone in the catchment. For example. in 
the case of nitrate delivered to the floodplain via hillslope-derived water. a carbon wall at the 
hillslope-f1oodplain boundary may be effective in promoting denitrification. but carbon 
deposits in the root zone of the floodplain surface will not be. as the hillslope flow will not 
interact with this region. Temperature was of secondary importance in controlling 
denitrification. 
In general. this study has supported previous ideas about the relative importance of several 
controlling factors on the denitrification process. Hill et al. (2000) suggested the importance 
of hydrological processes for nitrate delivery; this study ha~ extended that idea to consider 
the impact of specific hydrological event types. This study has highlighted the importance of 
achieving a sophisticated understanding of floodplain hydrological processes and distributed 
representation of carbon deposits. in order to further our understanding of the denitrification 
process in floodplain environments. 
8.2.2 Effect of approach on process developments 
The table produced in Section 8.2.1 is a summary of the new process idea~ generated by this 
study. Despite the many difficulties of the modelling approach, not lea~t with concerns 
about overparameterisation, and the realistic representation of the system in question. this 
table represents progress that could not have been made without the use of the numerical 
model. The questions posed here, particularly those that involved high levels of spatial and 
temporal variability, or extreme hydrological events, could not have realistically have been 
answered by field studies alone. 
286 
Conclusions 
The numerical model has essentially been used to extend the interpretation of the existing 
field data, highlighting areas where understanding of the system is currently weak, and 
providing new process insight where possible. For example, modelling the complex 
Sleepers River domain was a challenging test of the modelling approach, but the very 
process of constructing the model of this site revealed gaps in the understanding of that 
system that field work alone had not been able to fill. The application of the model was then 
able to highlight some of the consequences of this lack of knowledge, and suggest the 
processes that might be happening. This research ha<; demonstrated the potential of the 
model for hypothetical scenario testing. A range of parameter values and combinations of 
factors have been tested in a controlled environment, which would be difficult to achieve 
under field conditions. 
8.3 Limitations and suggestions for further work 
Further research in this subject area will be able to build on the progress made in model 
development and process understanding during the course of this study, a<; well a<; some of 
the limitations of the present work. 
There are several limitations to the current implementation of the numerical model, which 
could be investigated as possibilities for future improvement. The sensitivity analysis of the 
River Severn model revealed some circumstances under which the ESTEL2D part of the 
numerical model did not converge to a solution. Characteristics which can lead to slow 
convergence (or non-convergence) of the Picard scheme include (a) complex or time varying 
boundary conditions, (b) steep soil characteristic equations, producing a sharp moisture front 
with a large drop in conductivity and saturation across the front, (c) an initially dry soil near 
the surface, and (d) saturated-unsaturated interfaces (Paniconi and Putti, 1994), all of which 
were features of the hydrological simulations undertaken in this study. Previous studies have 
found that some of these problems can be alleviated through the use of mass lumping, or the 
use of an alternative scheme such as the Newton scheme. While such developments were 
beyond the scope of this study, they may be worth pursuing to improve future applications of 
the model. 
The mass balance errors of the SUBIEF2D model code certainly placed restrictions on the 
quantification of chemical transport processes in this study. These errors result from the way 
solute concentration is interpolated linearly across the elements of the finite element mesh, 
and are most noticeable at the model boundary when the solute is first introduced to the 
domain, as this is where the concentration gradient is steepest. An attempt wa<; made to 
correct this error, where possible, but such a correction was only an approximation. This 
approximation of the mass of solute in the domain was felt to be worthwhile for this study, 
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as at least it provided some indication of the solute mass for comparison purposes, but 
certainly could not be relied upon for quantitative analysis. An improvement to this aspect 
of the model would certainly be worthwhile, as it would allow more reliable quantification of 
the solute mass balance of the floodplain system. 
Another extension to the solute model which may provide an interesting insight into 
floodplain water and chemical movement is the addition of a particle tracking routine. The 
present study has indicated areas of the floodplain into which water from various sources 
would move, but particle tracking would enable a more robust analysis of these general 
indications. It would be especially valuable in a case such as the lowland River Severn, 
where residence times have been indicated to be quite long, as once the solute is highly 
dispersed, it becomes more difficult to track the progress of the solute using concentration 
patterns alone. Such an approach would strengthen the initial inferences about solute 
residence times drawn from this study. 
In addition to these developments, the coupled model could also be extended to investigate 
the transport and transformation of a wider range of chemicals. This could include extending 
the analysis of nitrate transformation beyond the denitrification process, perhaps including a 
representation of uptake by vegetation, or other chemical transformation processes. Another 
avenue to explore, which is of particular relevance to the potential use of floodplains a~ 
agricultural buffer zones, would be the transport and transformation of agricultural chemicals 
such as pesticides (USDA-NRCS, 2000). The choice of chemical transport model for this 
study is such that extra chemical transport and transformation equations could be 
implemented relatively easily, once a suitable mathematical description of the processes had 
been derived. 
This thesis explored the effect of three main factors on water and chemical sources, flow 
paths, and residence time: (i) scale of hydrological event (ii) floodplain scale and (iii) other 
controlling factors. It is felt that the approach to investigating hypothesis two in particular, 
which explored floodplain scale, could be improved with the use of artificial geometries and 
idealised sediment arrangements. The approach adopted in this thesis compared two 'real' 
floodplain sites; the lowland floodplain of the River Severn and the headwater floodplain of 
Sleepers River. As the characterisation of the soils at each of these sites wa .. very different 
(a single, homogeneous soil in the River Severn model, and four soils with different 
hydraulic properties in the Sleepers River model), it wa .. difficult to isolate those effects on 
hydrological behaviour that were truly due to scale differences, and those that were due to 
other differences between the two sites. 
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Future work could adopt a numerical experimentation approach such as that used by 
Hanschke and Baird (2001). They constructed a model of an idealised floodplain to test the 
effect of different piezometer designs and soil types on piezometer response time and 
resulting hydraulic head readings. By using the theoretical domain, and varying one 
parameter at a time, Hanschke and Baird (200 I) were able to separate clearly the effect of 
the piezometer design from the effects of the floodplain soil type. In the case of exploring 
the effect of floodplain scale on water and chemical sources, flow paths and residence ti me, a 
theoretical floodplain domain could be constructed, and progressively enlarged while 
maintaining the same sediment characteristics. Such an approach would allow firmer 
statements on the potential effects of scale on water flow paths to be made, a~ any changes in 
hydrological behaviour would definitely be due to the change in scale, and no other 
complicating factors. 
Further fieldwork (and associated modelling research) could be directed in several 
interesting areas suggested by this work. A recurring theme throughout this research ha~ 
been the indication of the importance of the unsaturated zone in determining water and 
chemical transport in the floodplain. In this study, this effect wa~ most pronounced in the 
lowland floodplain system, which had an unsaturated zone of up to 5 m at the floodplain 
surface (the upland riparian zone was almost fully saturated for the duration of the snowmelt 
event studied here). However, there was no specific field data with which to validate the 
model results in the unsaturated zone of the lowland floodplain. As this region of the 
floodplain appears to be so important, future fieldwork efforts may be well spent in 
investigating the unsaturated zone (for example, mea~uring soil suctions), and some of the 
process implications related to it that have been drawn from this study. Future fieldwork 
could also include investigation of carbon distribution that was found to be significant to the 
denitrification process, as well as other aspects of floodplain heterogeneity. 
On a related note, it was hypothesised during the course of this investigation that the 
apparent potential of the unsaturated zone to restrict water and solute movement. and hence 
contribute to extended solute residence times in this region, may be affected by precipitation 
events which occur after the flood event has passed (i.e. during the low flow periods which 
characterise the floodplain hydrological regime for the most of the year). The low flow 
events that were investigated were hypothetical, and included no input of water to the surface 
of the floodplain as rainfall. This is an area into which the modelling investigation could be 
extended. 
Although modelling of chemical transport ha<; been a focus of this study, only limited 
chemistry data were available from the field (8 180 data from the Sleepers River fieldsite, and 
no chemistry data from the River Severn site). Many of the conclusions of this study have 
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been made on the basis of literature-derived parameter values, especially for those 
parameters relating to chemical transport (e.g. dispersion) and transformation (e.g. 
denitrification model parameters). The decision to use field data to focus on validation of 
the hydrological rather than the chemical processes has been vindicated, because 
considerable progress has been made using a thorough understanding of the system 
hydrological processes as a template for the successful interpretation of chemical transport 
and transformation processes. However, this line of research may now have reached the 
stage where some field exploration of chemical movement at the River Severn fieldsite, 
either through the use of artificially introduced tracers, or investigation of naturally occurring 
chemicals, would usefully extend the insights that the model ha'l offered. 
This research could now be extended to other fieldsites, with the aim of assessing the general 
applicability of the results presented in this study. The summary table (Table 8.1), and the 
advances in process understanding it represents, could certainly be used when planning the 
installation of future floodplain field campaigns to indicate where resources would be best 
directed. 
8.4 Chapter summary 
There is a limit to what either fieldwork or modelling alone is able to accomplish. but this 
research has clearly shown the potential of the combined fieldwork-modelling methodology. 
The field data and previous body of literature were critical to the success of this approach, 
because they guided the selection of most important hypothetical scenarios that the model 
should address. The modelling results may now guide future fieldwork by indicating the 
processes to look for, and the most important controlling factors to consider. Essentially. 
this study is seen as one stage in an iterative cycle of fieldwork and modelling; the new 
process insights inferred by this study can now be taken forward for further testing in the 
field. 
This study has also shown the potential of applying high resolution modelling techniques in 
hydrology. Such an approach has been long established in hydraulic and groundwater 
studies, but has been little used in catchment hydrology, despite being available since the 
1970s (e.g. Stephenson and Freeze, 1974). Such a modelling approach must be used 
intelligently to supplement field data, but is capable of driving new research agenda~. 
In summary, this study has made progress on several levels. A numerical model ha~ been 
developed which is capable of modelling subsurface water and chemical movement, in the 
highly dynamic floodplain environment. An identified research need. in terms of the 
investigation of lowland floodplain systems. has been addressed, and a comparison of 
headwater and lowland floodplain processes ha'l been attempted for the first time. This has 
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been carried out within the context of a move towards a more holistic view of the floodplain 
system, enabling a more comprehensive exploration of the whole range of subsurface flow 
paths through the system. This moves towards an increased understanding of floodplains as 
key regulators of hydrological and biogeochemical fluxes through the landscape. 
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