This paper presents a case study of automatic classification of the remotely sensed Sentinel-2 imagery, from the EU Copernicus program. The work involved a study site, located in the area next to the city of Pavia, Italy, including fields cultivated by three farms. The aim of this work was to evaluate the so-called supervised classification applied to satellite images and performed with Esri's ArcGIS Pro software and Machine Learning techniques. The classification performed produces a land use map that is able to discriminate between different land cover types. By applying the Support Vector Machine (SVM) algorithm, it was found that, in our case, the pixel-based method offers a better overall performance than the object-based, unless a specific class is exclusively taken into consideration. This activity represents the first step of a project that fits into the context of Precision Agriculture, a recent and rapidly developing research area, whose aim is to optimize traditional cultivation methods.
INTRODUCTION
The World Population Prospect document of the United Nations (DESA, 2017) predicts that the world population will rise to 9.8 billion by 2050. All over the planet, there will be a corresponding increment in food demand, and this is one of the major humanity challenges.
Furthermore, climate change, environmental degradation, the ever increasing demand for water and energy, socio-political and economic changes are just a few examples of factors that necessarily motivate us to integrate technological innovation in the productive processes of modern agriculture in a consolidated way that makes it more fruitful and, at the same time, sustainable (MiPAAF, 2017) , (Chhetri et al., 2012) .
Thematic maps show the spatial distribution of a generic indicator and depict environmental and physical factors (geological maps, distribution of water resources, entity of precipitations, etc.), biological (distribution of forests, surface of agricultural crops and their production, etc.) or social ones (census distribution, population's average age, health, etc.). Land use maps are particular thematic maps where the terrain is subdivided into several categories belonging to a pre-defined list such as: roads, buildings, forest, fields and so on: the level of detail of the classification depends on the goal and on the degree of detail of the data used to produce the map.
The most used way to produce large-scale land use maps is the classification of remote sensing images.
Among land cover maps, crop type maps are necessary for different purposes and provide crucial information for monitoring and management of the agricultural sector. According to (Marais-Sicre et al., 2016) they can be employed, for example, to estimate the specific use of water for a certain type of cultivation or to identify the various types of crops before the start of the irrigation season, so as to study the best strategy resource management for water, which is both sustainable and resourceful. They are also useful in creating growth models that allow for estimation of crop yield.
These maps are therefore essential in the field of Precision Agriculture (PA). PA is the application of technologies and principles to manage spatial and temporal variability associated with all aspects of agricultural production for improving crop performance and environmental quality (Pierce and Nowak, 1999) . PA is based on a bunch of Geomatics techniques: territory survey, satellite navigation and GIS. Crop maps are also required by policy and decision-makers for economics, management and for agricultural statistics (Immitzer et al., 2016) . Information recorded and produced in the frame of PA could facilitate different administrative and control procedures (Zarco-Tejada et al., 2014) .
The goal of this study is to assess supervised classification, both object-and pixel-based, applied to a Sentinel-2 image. This activity is the first step of a project of classification of parcels of land according to the type of agricultural crop practiced, that fits into the context of PA.
MATERIALS

Study Area
The study site (Figure 1 ) is located about 15 km northwest of the city of Pavia, Italy; it covers a total area of 3220 ha. The considered site belongs to the territory of the Pianura Padana, which offers the best conditions for the cultivation of rice: wet climate, loose soil and large water availability. The study area contains different land covers/use categories such as cropland, woods, industrial and urban areas, roads and a stretch of the river Ticino including its meanders.
Ground Truth
By interviewing farm owners, in situ reference data concerning the year 2017, was collected. The information gathered for each agricultural plot was crop type, sowing and harvesting date. The plots are characterized by a large variety of shapes (square, rectangular or triangular). The main cultivated crops in this region are ryegrass, maize, barley, grassland, rice, rye and soybean.
The reference data concerning the rest of the site, such as the water of the river Ticino or the asphalt of the roads, was obtained observing a very high-resolution satellite image, acquired by Digital Globe and provided by Esri within its products; its ground resolution is, for the considered area, 30 cm. The so-obtained data was also verified both by examining the relative Google Street View images and by direct inspection of the areas under study. Based on the data collected and observed, 439 polygons were manually drawn and created, corresponding to a total area of just over 800 ha. To precisely draw the polygons, the raster maps of the fundamental regional cartography were downloaded from the Geoportal of the Lombardy Region (URL-1), related to the area of interest. Since the regional maps are not completely up-to-date, and are therefore considered only partially reliable, the high-resolution satellite image mentioned above was jointly used as base map.
It was decided to eliminate polygons exclusively dedicated to rye, soybean, pea and other vegetables (and not the plots intended for catch crop cultivation) because the number of polygons was not sufficient to create a distinction of the spectral signature, as well as to avoid large class imbalances. Hence, the final number of polygons taken into consideration for our study was 418, with a total area of almost 774 ha (Table 1).
The so-obtained ground truth map is organized as a time-dependent GIS layer. The record associated with each polygon has a textual field describing the time frame of the various crops related to it. Once a date is chosen, a truth map containing the real classification at that time can be defined by manually filling a numeric field. In this study, since the data collected was relative to the year 2017, all the S-2 images of that year were downloaded (concerning the area of interest, corresponding to the tile 32TMR -ESA's scene naming convention). After visual inspection, it was decided to exclude the images with high cloud coverage at the granule level and with cloud cover concentrated right in the study area. Therefore, 15 images (out of 109) were taken into consideration. Eventually, the image acquired on May 17 was chosen. The choice was considered optimal for our classification and was defined after careful considerations of several aspects listed below.
For the differentiation of crop types, phenology is considered as a key factor.
Phenology is defined as the periodicity of key events in the life cycle of living species, their chronology and their relationship between climate factors and seasonal events over time (Schwartz, 2003) . For this reason, a chronogram was created, ranging from March to November and related to the major crop types (Figure 2 ).
During the interviews, it was possible to collect information on the timing of the vegetation cycles and the phenology of the agricultural crops that are present in the study area. The so-obtained knowledge base has been further implemented by materials found on the internet and on common agricultural books.
Ryegrass is an autumn-winter forage crop that grows rapidly. It is sown from the end of September to the beginning of November, while the harvest usually takes place in April. This plant is suitable for rotation with maize, with which it is replaced from May until mid-June.
Maize is one of the most important and widespread cereal crops in our country. Since it requires a warm and temperate climate, to facilitate its growth at ever-mild temperatures, sowing usually takes place from the end of March to April-May, but may continue until mid-June. The emergency phase can occur up to about 20 days later. Harvest takes place from the beginning of August to October.
Grassland is a stable lawn whose phenology depends on certain factors such as climatic conditions, type of soil and use (hayfields, grazed grassland or water meadow).
The water meadow is a land permanently irrigated in winter months by a veil of water, which flows by gravity in order to prevent the excessive cooling of the ground. Such a technique allows the grass to grow even at low temperatures. The water is kept moving by the slight slope of the ground. During the summer season, however, periodic irrigations of the area are carried out, as in a common lawn. In the area of the river Ticino, given the particular conformation of humps and valleys typical of these dedicated fields, the cultivation of water meadows is difficult, but for its historical importance, about 300 hectares have been preserved. Barley is an unripe crop and the calendar of its vegetation cycle is rather short, giving it an excellent adaptability to very different environments. The varieties used in the study area have a good resistance to cold, so barley is sown between the end of October and early November. The harvesting phase takes place at the beginning of summer. Coming to rice, its sowing season is from April to May. In September, when the plant has reached full ripeness, the harvest begins, which lasts until October.
Based on the reported considerations, the autumnwinter dates have been excluded because almost all polygons belong to the "bare soil" category, leading to poorly significant results. May 17 th was chosen because the existing crops are well defined. Indeed, mid-May is the sowing period of maize and rice crops, so their related plots are still identifiable as "bare soil". Barley, on the other hand, is ready to be harvested, so well developed and distinguishable. Even grassland, sown in April, is lush and flourishing.
In conclusion, eight categories were considered for the described classification experiment. They are listed in Table 1 and include as agricultural crops: barley, permanent grass and wood. Also, the ground truth map was defined according to the general schedule described by the farmers; but real activities (shown in the image) can be slightly misaligned, therefore the map was tuned by observing the selected Sentinel-2 image; the adopted map is shown in Fig. 3 .
METHODS
Different processes were applied to the collected data, by using the ESRI ArcGIS Pro software program, in order to create the land cover map. The workflow is summarized below (Figure 4 
Pre-processing
Firstly, it should be noted that each S-2 tile covers an area of 100 km x 100 km. With the aim to alleviate the load of data during the processing stages of classification, the tile was clipped in order to circumscribe only the area of interest for our study. Atmospheric correction was not necessary because the image was clear within the study site: cloud-free Level 1 image (ToA reflectance) was used. Thanks to the flat terrain and the good geolocation accuracy, geometric pre-processing was not needed either.
For this study, it was decided to exclude the three atmospheric bands at 60 m, i.e. B1 Coastal Aerosol, B9 Water Vapor and B10 SWIR Cirrus. The four spectral bands B2 Blue, B3 Green, B4 Red and B8 NIR have a resolution of 10 m. The remaining six bands acquired at 20 m, i.e. the three of Red Edge such as B5, B6 and B7 and B8A Narrow NIR, and the two of SWIR such as B11 and B12, have been resampled. This was done in order to obtain a layer stack of 10 spectral bands at 10 m. After being resampled, each band layer has been equalized. Indeed, pixel values in each band layer were linearly stretched to the [0, 65535] interval, to give each layer the same weight, being classification sensitive to the range of gray levels.
The next step in the workflow was to apply the Principal Component Analysis (PCA). This is a mathematical method used in multivariate statistics to convert a set of variables that are probably correlated to a set of independent variables, called principal components, by using a linear transformation (Abdi and Williams, 2010) . All the principal components are linear combinations of the original variables and are orthogonal to each other and therefore independent. The newly-generated components are sorted so that most of the information is mainly concentrated in the first few bands. In our case, the first three components, containing more than 99% of the original information, were only kept. It should also be noted that the first component itself contains 95% (Table 2) . In the present work, pixel-based classification is tackled, as well as object-based. The latter implies that image is segmented: adjacent pixels with similar spectral bands are grouped. Then segments are treated as a whole and classified.
ArcGIS adopts the mean shift algorithm that is a non-parametric, feature-space analysis technique for locating the maxima of a density function (Fukunaga and Hostetler, 1975) , (Comaniciu and Meer, 2002) . The software requires three parameters: spectral detail, spatial detail and minimum segment size. The first one sets the level of importance given to spectral differences between pixels. The second parameter controls the level of relevance given to the proximity between pixels. The last one represents a merging criterion. It is good practice to test different combinations of the parameters until the desired result is found.
Based on our experience and after visually evaluating the result of segmentation, the final parameters chosen are shown in Table 3 . 
Classification
In general, the main objective of supervised techniques (adopted in the present work) is to learn from a training data set and to be able to make predictions, i.e. give unclassified pixels or segment a label. Ground Truth datasets are typically split into two distinct group and intended for two different functions: -Training samples: once selected and labeled, they are used to train the algorithm and to generate a classification scheme, based on spectral signatures to be applied to the rest of the objects/ pixels with unknown labels; -Test set (or Reference dataset): such samples are not used for training and, being labelled, can be used to assess the accuracy of classification, in a statistically independent and rigorous way. Indeed, a supervised classification consists of three phases. The first (learning or calibration phase) and the second (prediction phase) employ training samples, instead the last one (validation phase) uses test sets. We used 50% of Ground Truth for training and 50% for validation.
A number of algorithms for supervised classification have been developed over time. We selected the multiclass Support Vector Machine (SVM) because it provides a powerful, robust and modern method. The principal advantage of this machine-learning algorithm is that it can successfully work with a small number of training samples (Taskin et al., 2011) , as in our case. Developed by Vapnik and his collaborators, instead of estimating the probability densities of the classes, it directly solves the problem of interest by determining the classification boundaries between the classes (Vapnik, 1979) . Basically, the algorithm tries to find optimal hyperplanes to separate training samples into a predefined number of classes and by maximizing the margin between the classes, looking for hyperplanes as distant as possible from the training samples of classes (Kowalczyk, 2017) . It is also able to separate non-linear problems through the socalled SVM trick, based on the kernel method.
Accuracy Assessment
Without a validation phase, the final classified map cannot be reliably used and, therefore, its applicability is limited. The accuracy of the classified image is assessed by comparing the classified map, obtained from the classification process, with the reference dataset. It should be noted that, usually, validation does not occur by verifying all the pixels contained in the test set, but only a limited number. We decided to randomly generate 5000 points from the test set of polygons and compare the prediction and ground truth with them. The validation phase provides information on the product quality and identifies probable sources of error by analyzing the confusion matrix, which summarizes the correct and incorrect predictions made. For pixel-and object-based classifications, the information contained in the confusion matrix is used to evaluate some common statistical measures, which express the quality of the classification. These included the overall accuracy (OA), the producer's accuracy (PA), the user's accuracy (UA), the omission and the commission errors, and the Kappa coefficient.
RESULTS AND DISCUSSION
In this section, classification results and accuracy assessment are shown. As already introduced, we performed both object-and pixel-based classification using the SVM algorithm. Three iterations were performed: the first one with the 8 classes listed in Tab.1; the second iteration with 7 classes as Asphalt and Urban were merged; the third one with 6 classes as Industrial was merged too. Tables 4 to 7 show the confusion matrix for object-and pixel-based classification, for iteration 1 and 2; the third iteration is not illustrated since it gave limited improvements. Table 4 : Confusion matrix for the first object-based classification. Table 5 : Confusion matrix for the first pixel-based classification. Table 6 : Confusion matrix for the second object-based classification. Table 7 : Confusion matrix for the second pixel-based classification.
Concerning the first iteration, the two methods achieved a satisfactory overall accuracy and a very good Kappa coefficient, presenting minimal differences. However, by analyzing the confusion matrix in detail, we observed errors.
In relation to the object-based classification (Table 4), the lower PA is that of Asphalt with a value of 26%. The Asphalt class was often confused with that of the Urban. We did not observe the opposite error, i.e. Urban was never classified as Asphalt. In addition, the Industrial class was classified as Urban in 13 cases out of 70, resulting in a PA of 66%. Also, in this case, the opposite error was never observed, i.e. Urban was never classified as Industrial. As concerning the UA, we have low values for the Urban, which was classified as Bare Soil (250 out of 651), as we can see in Table 4 . Similarly, in the pixel-based confusion matrix (Table 5) , it was possible to observe confusion between Urban and Asphalt categories (although slightly less frequent) and classification errors between Bare soil and Urban classes (a little more frequent). The distinction between Urban, Industrial and Asphalt classes is not a major requirement in view of our future project of crop detection. As already mentioned, given the described classification errors, it was decided to perform a second iteration after merging the Urban and Asphalt classes and a third one by aggregating Industrial too. Such strategy aimed at improving accuracy without losing discrimination power between agricultural crops.
A third iteration did not achieve a substantial improvement, and therefore results from the second one (characterized by the merge of Asphalt and Urban into a unique category) are briefly discussed. By observing the confusion matrix derived from the second iteration of the object-based classification (Table 6) , and comparing it with that corresponding to the first iteration, it was immediately observed that all the PA values were greater than 0.5 and those of the UA were greater than 0.6. In particular, for the Asphalt class the low PA of 0.26 did not appear. The same observation can be applied to the second iteration of pixel-based classification matrix (Table 7) , compared with the corresponding matrix of the first iteration. The PA values were always higher than 0.55, whereas the UA was always higher than 0.54. In particular, for the Asphalt class the low PA of 0.33 did not appear. On the other hand, a reduction of the PA and UA accuracy of some classes, for example the PA of Water in the object-based matrix, was found. Essentially, there were fewer accuracy problems with the pixel-based classification. The direct comparison between the two matrices of the second iteration shows that the object-based classification is more suitable for the Industrial class and for the Barley class, while the pixel-based classification better predicts Water. Naturally, the improvement of both compared to the first level is due precisely to the incorporation of classes Asphalt and Urban. It can be said that, in general, the pixel-based method offers a higher average performance than the object-based, unless a specific class is only focused. Land cover maps for both methodologies and iterations 1 and 2 are shown in Figures 5, 6 .
A final remark concerns processing time. Objectbased classification takes a few minutes for segmentation on a quad-code personal computer and another few minutes for training and classification. Pixelbased needs several hours.
CONCLUSIONS
The workflow presented in this study was developed with the aim of evaluating the potentials obtainable from the classification of remote sensing images provided by the Sentinel-2 satellites, in particular that of creating land covers and use maps. The study area concerned a neighboring area to the town of Pavia, Italy. Data for training and accuracy assessment was personally collected by interviewing farm owners, observing a very high-resolution satellite image and with inspection of the areas pertained to as well. The date May 17 th 2017 was chosen for the study. As inputs, 10 spectral bands resampled to 10 m were used. Through ArcGIS Pro (Esri), the pixelbased and object-based supervised classifications were applied, using the multiclass SVM algorithm. The procedures were iterative, to best satisfy the levels of accuracy desired. Thanks to the different bands available that allow recognizing specific spectral signatures for the objects observed, the multispectral image used has been well suited to the identification of the different types of coverage present in the area of interest. It can be said that in general the pixel-based method offers a better average performance than the object-based one, unless interested in specific classes. However, the two methods offer a comparable overall accuracy. On the other hand, it is also necessary to take into account the processing time: a few minutes in the case of object-based classification, several hours for the pixel-based method. Considering the overall accuracy results obtained in this study (Table  8) , we can conclude that the supervised method is quite effective for land cover detection.
