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The absolute photoionization spectrum of the hydroxyl (OH) radical from 12.513 to 14.213 eV
was measured by multiplexed photoionization mass spectrometry with time-resolved radical kinetics.
Tunable vacuum ultraviolet (VUV) synchrotron radiation was generated at the Advanced Light Source.
OH radicals were generated from the reaction of O(1D) + H2O in a flow reactor in He at 8 Torr. The
initial O(1D) concentration, where the atom was formed by pulsed laser photolysis of ozone, was
determined from the measured depletion of a known concentration of ozone. Concentrations of OH
and O(3P) were obtained by fitting observed time traces with a kinetics model constructed with
literature rate coefficients. The absolute cross section of OH was determined to be σ(13.436 eV) = 3.2
± 1.0 Mb and σ(14.193 eV) = 4.7 ± 1.6 Mb relative to the known cross section for O(3P) at 14.193 eV.
The absolute photoionization spectrum was obtained by recording a spectrum at a resolution of
8 meV (50 meV steps) and scaling to the single-energy cross sections. We computed the absolute
VUV photoionization spectrum of OH and O(3P) using equation-of-motion coupled-cluster Dyson
orbitals and a Coulomb photoelectron wave function and found good agreement with the observed
absolute photoionization spectra. Published by AIP Publishing. https://doi.org/10.1063/1.5024249
I. INTRODUCTION
The hydroxyl (OH) radical has been extensively stud-
ied due to its importance in atmospheric1–3 and combustion4
oxidation, and its presence in the interstellar medium.5 As a
second-row hydride, OH has served as an important bench-
mark for fundamental studies of electronic spectroscopy and
structure. The photoionization spectroscopy of OH in the
vacuum ultraviolet (VUV) near its first ionization threshold
remains less studied. Past spectroscopic experiments of the
OH radical in the VUV used photoelectron,6–10 photoabsorp-
tion,11 and photoionization12–14 methods. Photoionization of
OH(X2Π) in the threshold region removes an electron from
the valence (2ppi) molecular orbital to form the ground elec-
tronic state of OH+(X3Σ). Wiedmann et al. used rotation-
ally resolved zero electron kinetic energy pulsed field ion-
ization photoelectron spectroscopy to measure the adiabatic
ionization energy of OH as IE = 13.0170 ± 0.0002 eV.6
Two studies have reported high-resolution relative photoion-
ization spectra.12,13 Dehmer used a high-intensity helium
continuum light source to create tunable VUV radiation
and recorded spectra with resolutions of 0.07–0.23 Å. This
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spectrum agrees with a later spectrum from Cutler et al.13
obtained at 0.07 Å resolution. There have been two theoretical
studies of the photoionization cross section of OH. Stephens
and McKoy calculated the absolute photoionization spec-
trum using multiplet-specific Hartree-Fock wave functions and
numerical continuum orbitals obtained from the Schwinger
variational method.15 Veseth and Kelly used an integral equa-
tion approach with many-body perturbation calculation of the
complex polarizability to obtain the photoabsorption cross sec-
tion,16 which should be an upper bound on the photoionization
cross section. In the latter work, the continuum was described
by a finite set of virtual orbitals.17 Both predicted spectra
were sparse (0.1 a.u. or larger), and neither study provided
much detail near the first ionization threshold. Until now, the
absolute photoionization cross section of OH has not been
measured.
The increasing use of tunable VUV radiation from syn-
chrotrons has stimulated efforts to obtain absolute photoion-
ization cross sections of free radical intermediates for both
fundamental studies of photoionization and targeted studies
of free radical chemistry. Synchrotron radiation has greatly
enhanced the sensitivity and versatility of VUV mass spec-
trometry for studying the kinetics of gas phase free radicals.
This technique, introduced by Bayes in 197218 and developed
by Gutman and others,19–26 has become an important tool
for time-resolved gas phase kinetics investigations. The San-
dia multiplexed photoionization mass spectrometer (MPIMS)
couples the tunability, resolution, and high photon flux of syn-
chrotron radiation with the detection sensitivity of mass spec-
trometry and the time resolution of pulsed-laser-photolysis to
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study the kinetics of gas-phase free radical reactions.27,28 In
these experiments, knowledge of photoionization cross sec-
tions allows one to determine neutral molecule concentrations
from the signals of their corresponding cations.
In this paper, we combined photoionization spectroscopy
with chemical kinetics to perform time-resolved photoioniza-
tion experiments that generate OH from the O(1D) + H2O
reaction. We obtained absolute photoionization cross sections
for the OH radical at two photon energies by measuring
the ion signal of OH (IE = 13.0170 eV)6 relative to O(3P)
(IE = 13.6181 eV)29 while simultaneously measuring the
ozone ion signal (IE = 12.524 95 eV).30 All three species have
ionization energies (IEs) in the energy range of this exper-
iment. The concentration of OH was quantified by modeling
the time-dependent kinetics of OH, O3, and O(3P) and estimat-
ing the initial absolute concentration of O(1D). We computed
the absolute cross sections for OH and O(3P) using equation-
of-motion coupled cluster (EOM-CC) Dyson orbitals and a
Coulomb wave description of the photoelectron wave function
and compared the computational results with experimentally
obtained photoionization cross sections.
II. METHODS
A. Experiment
The MPIMS has been described in detail in previous pub-
lications.27,28 The experiments conducted here were similar
to our prior work.31 Initial concentrations of approximately
1012 cm3 OH radicals were produced in a slow flow reactor
by flash photolysis of O3/H2O/O2 mixtures with added xenon
(photoionization calibration standard) highly diluted in helium
at 8 Torr and room temperature. UV radiation at 248 nm from a
KrF excimer laser propagated along the axis of the flow cell to
photodissociate O3, forming O(1D) atoms, which reacted with
H2O to yield OH. Time-resolved measurements were made by
sampling the reaction mixture after a portion of it expanded
through a small orifice in the side of the reactor tube. Neutral
species in the expanding gas jet were ionized by tunable VUV
synchrotron radiation generated at the Chemical Dynamics
Beamline of the Advanced Light Source of Lawrence Berke-
ley National Laboratory. The resulting cations were analyzed
with orthogonal acceleration time-of-flight (OA-TOF) mass
spectrometry. Reactants, radicals, and products were detected
as their parent ion m/z.
The reactor comprised a 1.05 cm inner diameter, 62 cm
long quartz tube coated with an amorphous fluoroplastic resin
(DuPont AF 400S2-100-1). Gases were introduced upstream
of the 600 µm diameter sampling orifice. Helium (Matheson
Tri-Gas, 99.9999%) was introduced into the reactor using a cal-
ibrated mass flow controller (MKS Instruments). A saturated
stream of water vapor was introduced through a calibrated
mass flow controller by flowing He through a fritted bubbler of
distilled, purified water immersed in a temperature-controlled
bath. Ozone was generated from pure oxygen (Matheson Tri-
Gas, 99.998%) by a commercial corona discharge ozone gen-
erator (OzoneLab Instruments). The ozone concentration was
measured in the gas line after the ozone generator using an
ozone monitor (2B Technologies Model 202). The combined
O3/O2 volume flow rate was measured with a variable rotame-
ter (King Instruments Company 45 sccm full scale, system-
atic error ±4% full scale). Although the ozone concentration
exceeded the rated range of the ozone monitor, we found that
the measured ozone concentrations were still accurate (see the
supplementary material). A cylinder of xenon diluted in He
(0.974 ± 0.001%) was prepared, and a small flow (0.5 ± 0.2
SCCM) was added to the flow reactor as a photoionization
reference gas. The total flow of all gases through the reactor
was 200 ± 5 SCCM. The total pressure was maintained at 8.00
± 0.04 Torr, measured with a capacitance manometer (MKS
Baratron).
Typical starting mole fractions of reagent gases were 1%
O2, 1% H2O, 100 ppm O3, and 20 ppm Xe (photoionization
cross section reference gas) with the balance composed of He.
The O3 was photolyzed by an unfocused excimer laser pulse
(Coherent COMPex Pro 110 KrF, 248 nm, 15 ns, 4 Hz) at
laser fluences of either 18 or 12 mJ cm2 pulse1 (the lower
fluence was obtained by inserting a wire mesh filter). Time-
resolved radical signals were measured by recording complete
OA-TOF mass spectra at 50 kHz. We summed every 10 spec-
tra to obtain a mass spectrum every 0.2 ms. With each laser
shot, we acquired a two-dimensional data set (ion counts as a
function of mass-to-charge ratio m/z and reaction time relative
to the excimer laser pulse). We averaged data from 2000 to
5000 laser shots for the kinetics experiments. To record pho-
toionization spectra, we scanned the photon energy over the
range 12.513–14.213 eV in steps of 0.05 eV (spectral resolu-
tion of ∆EFWHM = 8 meV), averaging 50 laser shots at each
photon energy. Such scans generated three-dimensional data
sets (i.e., ion counts as a function of m/z, reaction time, and
photoionization energy).
Several instrument effects were treated as described pre-
viously.31 The mass-dependent sensitivity of the OA-TOF to
the ion signal was measured empirically, which was nec-
essary to compare the ion signal of OH with that of the
reference atoms [O(3P) and Xe] in order to obtain photoion-
ization cross sections.32 Additionally, in order to compare the
time-dependent ion signals with a quantitative kinetics model,
we needed to incorporate the finite instrument time-response
function caused by Maxwell-Boltzmann sampling in the exper-
iment33,34 and the small gradient in the photolysis yield along
the flow axis, into our kinetics model. In this work, we mea-
sured the instrument response function and photolysis gradi-
ent under conditions with the lower photolysis laser fluence
(12 mJ cm2 pulse1). These conditions created less radical
recycling, which enabled a clearer measurement of the latter
two instrument effects.
The high concentrations of water in the reactor led to
background ion counts from the wings of the strong m/ z
= 18 (H2O+) signal in both the m/z = 17 (OH+) and m/z
= 16 (O+) channels. The observed ion signals at these masses
were corrected by subtracting the average of the pre-photolysis
ion signal from 19 to 1 ms. We assumed that the concen-
trations of neutral species yielding these background ions did
not change upon photolysis. These background signals were
small but statistically significant, typically on the order of 1%
of the peak counts for OH and 6% of the peak counts for
O(3P).
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B. Theory
We computed absolute photoionization cross sections
for the O(3P) and the OH radicals using correlated Dyson
orbitals and a Coulomb wave description of the photoelec-
tron. Dyson orbitals [φdIF(1)] are expressed as an overlap
between the initial (N electron) and final (N  1 electron) wave
functions of the molecule in photoionization/photodetachment
processes,35–37
φdIF(1) =
√
N
∫
ΨNI (1, . . . , n)ΨN−1F (2, . . . , n)d2 . . . dn. (1)
They can be interpreted as the state of the photoelectron
before it is ionized. Within the sudden approximation and
strong orthogonality assumptions, Dyson orbitals contain all
the information about correlated many-electron wave func-
tions necessary to compute the absolute photoionization cross
section (σk),38
DIFk = u〈φdIF |r |Ψcontk 〉, (2)
σk =
4pi2kE
c
DIFk 2, (3)
where u is a unit vector in the direction of the polarization of
light, r is the dipole moment operator, DIFk is the photoelectron
dipole moment matrix element, and Ψcont is the continuum
wave function of the ejected photoelectron. In Eq. (3), k, E,
and c correspond to the magnitude of the photoelectron wave
vector, the energy of ionizing radiation, and the speed of light,
respectively.
Here we compute Dyson orbitals using two different vari-
ants of equation-of-motion coupled-cluster with single and
double excitations (EOM-CCSD).39 In the EOM-CC formal-
ism, one needs to define a reference state and a specific type
of the EOM operator connecting the reference and the tar-
get states.37,40 For photoionization or photodetachment from
closed-shell species, the most obvious choice is to use the
closed-shell initial state as a reference and to describe the ion-
ized/detached states by EOM-IP (EOM for ionization poten-
tials, where the EOM operators remove one electron from
the reference).41,42 For photoionization or photodetachment
from open-shell doublet species producing a closed-shell state,
one can employ the reference state corresponding to the ion-
ized closed-shell state and use EOM-EA (EOM for electron
attachment, where the EOM operators add an electron to the
reference) to describe the initial doublet state.43 In the case of
photoionization of O(3P) and OH(2Π), however, both the ini-
tial and the final states are of open-shell character (see Fig. 1).
Consequently, the selection of the most appropriate EOM-
CCSD method is not as obvious as in the case when either
the initial or final state is a closed shell. For O(3P), one can
use the neutral triplet (3P) state as the CCSD reference state
and describe the final ionized quartet (4S) state with EOM-
IP-CCSD. Alternatively, one can use the 4S state as the CCSD
reference state and describe the 3P state with EOM-EA-CCSD.
Similarly, for the OH radical, it is possible to describe the initial
neutral doublet state (X 2Π) with CCSD and the final ionized
triplet state (X 3Σ) with EOM-IP-CCSD, or conversely the
X 3Σ state with CCSD and X 2Π with EOM-EA-CCSD. For
both O(3P) and OH, we expect the EOM-EA-CCSD approach
to be more reliable than EOM-IP-CCSD due to there being
FIG. 1. Electronic configurations for O and OH before and after ionization.
multiple configurations of the 3P state in O and the X 2Π state
in OH. However, as shown in Figs. S4 and S5 of the supple-
mentary material, EOM-EA-CCSD and EOM-IP-CCSD give
virtually identical results for both species, indicating that both
approaches are robust. The same supporting figures also indi-
cate that calculations using an ROHF or UHF reference give
almost identical cross sections. An aug-cc-pVTZ basis set was
employed in all calculations.
EOM-CCSD Dyson orbitals for O and OH are shown in
Fig. 2. Their shapes qualitatively agree with Koopmans theo-
rem predictions. The photoionization cross sections were com-
puted by using a Coulomb wave to describe the final continuum
state of the photoelectron. The Coulomb wave accounts for the
electrostatic interaction of the photoelectron with a point (+1)
charge located at the centroid of the Dyson orbital. This sim-
ple model has been shown to produce absolute photoionization
spectra of neutral atoms such as He and Ne and small molecu-
lar systems such as H2 and H2O that are in excellent agreement
with experiment.41 Therefore, we expect Coulomb waves to be
suitable for describing the continuum state in photoionization
from O(3P) and OH.
Another quantity needed for calculating absolute pho-
toionization cross sections is the ionization energy. Here we
use the experimental values: 13.6181 eV for O(3P) (evaluated
by Lide29) and 13.0170 eV for OH (from the photoelectron
spectrum reported by Wiedmann et al.6).
Note that while in some systems it is important to account
for electronic and spin degeneracies by multiplying the cross
section calculated for a single electron by an integer degener-
acy factor,41,44 for O(3P) and OH radicals this factor is simply
one since only one electron can be ionized to give the 4S state
in O and the X 3Σ state in OH.
Dyson orbitals were computed using Q-Chem45 and pho-
toionization cross sections were computed with ezDyson.44 In
the case of the OH radical, we accounted for Franck-Condon
factors (FCFs) by using the equilibrium geometries and fre-
quencies for the X 2Π and X 3Σ states obtained with density
functional theory (DFT), using theωB97X-D functional46 and
the aug-cc-pVTZ basis set. The FCFs were computed within
the double-harmonic approximation using ezSpectrum.47
FIG. 2. Dyson orbitals for (a) O and (b) OH computed with EOM-IP-CCSD.
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III. RESULTS
A. Experiments
Sixteen experiments were conducted, varying conditions
such as initial O3 or H2O concentration, excimer laser flu-
ence, and/or the VUV photon energy. Table I lists the VUV
photon energy and species concentrations for each experi-
ment. Nine experiments were performed at a photon energy
of 13.436 eV, and five experiments were performed at a pho-
ton energy of 14.193 eV. Radical concentrations were reduced
by attenuating the laser beam in three experiments (13–15).
In Experiment 16, the VUV photon energy was scanned to
obtain the relative photoionization spectrum. We detected pho-
toionization signals of OH, O3, and O(3P) at their parent m/z
ratios.
B. Kinetics modeling
Photolysis of O3 at 248 nm generated oxygen atoms
promptly by direct photodissociation,
O3 + hv (248 nm)→ O(1D) + O2, (R1a)
O3 + hv(248 nm)→ O(3P) + O2. (R1b)
The O(1D) yield ΦO3,248(1D) (R1a) is 90% ± 9% of reaction
(R1).48–50 The O(1D) atoms reacted with H2O to form two OH
radicals in <0.2 ms,
O(1D) + H2O→ 2OH. (R2)
However, a significant fraction of the O(1D) atoms under-
went a competing process, collisional quenching, primarily
by O2,
O(1D) + O2 → O(3P) + O2. (R3)
Approximately 5%–40% were quenched through reaction
(R3), depending on the O2 concentration.
Under our conditions, OH primarily reacted with O(3P)
at early times (t < 5 ms) until O(3P) was depleted,
OH + O(3P)→ H + O2. (R4)
At longer times, the OH self-reaction became the dominant
removal mechanism,
OH + OH→ H2O + O(3P), (R5a)
OH + OH M−−−−→ H2O2, (R5b)
where, in these experiments, M = He. Reaction (R4) regen-
erated OH radicals since the H atoms reacted quickly with
O3,
H + O3 → OH + O2. (R6)
Reaction (R6) effectively slowed the apparent OH decay rate as
long as the O(3P) atom concentration remained high enough
to generate sufficient H atoms by reaction (R4). Reactions
(R3)–(R6) largely determined the time-dependence of the OH
concentrations.
We modeled the reaction kinetics using a numerical pro-
gram (Kintecus51). The full kinetics model is listed in Table II.
All of the rate coefficients were obtained from the NASA
Panel for Data Evaluation of Chemical Kinetics and Pho-
tochemical Data.50 In addition to reactions (R1)–(R6), we
included 12 other reactions in the model, but these had a minor
effect on the kinetics of the relevant species. For example, the
TABLE I. Photon energies and relevant concentrations for all experiments. All experiments were performed at
298 K, 8 Torr pressure, and 200 sccm total flow rate. NO(1D)(t = 0) is the initial density of O(1D) atoms formed
from photolysis of O3, from the measured photodissociation of ozone and expected quantum yield. The error bars
in NO(1D)(t = 0) comprise the uncertainty in the fit from the depletion data and the systematic errors. The OH
concentration is the peak OH value from each model simulation, given with the uncertainty in NOH (v = 0) (peak),
which is computed from the uncertainty in the rate constants and reactant concentrations. Photon energies are
uncertain to ±8 meV.
Photon NO3 (/1013) NO2 (/1015) NH2O (/1015) NO(1D)(t = 0) NOH(v = 0) (peak)
Experiment energy (eV) cm3 cm3 cm3 (/1012) cm3 (/1012) cm3
1a 13.113 3.6 ± 0.3 3.55 . . . 10.8 ± 0.6 . . .
2 13.436 2.6 ± 0.3 2.06 2.24 6.0 ± 0.3 8.2 ± 2.3
3 13.436 3.9 ± 0.3 3.53 2.17 9.1 ± 0.5 10.8 ± 3.1
4 13.436 6.1 ± 0.3 5.11 2.23 14.2 ± 0.8 14.8 ± 4.3
5 13.436 4.4 ± 0.3 3.65 2.17 10.4 ± 0.6 12.2 ± 3.5
6 13.436 1.5 ± 0.3 1.14 2.22 3.5 ± 0.22 5.4 ± 1.5
7 13.436 0.9 ± 0.3 0.69 2.23 2.1 ± 0.1 3.4 ± 0.9
8 13.436 2.5 ± 0.3 1.98 1.03 5.9 ± 0.3 6.9 ± 2.0
9 13.436 2.6 ± 0.3 2.00 0.52 5.9 ± 0.3 5.2 ± 1.5
10 14.193 0.9 ± 0.3 0.80 2.20 2.1 ± 0.1 3.4 ± 1.5
11 14.193 6.4 ± 0.3 5.24 2.23 13.5 ± 0.7 14.0 ± 3.6
12 14.193 4.1 ± 0.3 3.09 2.20 9.4 ± 0.5 11.6 ± 3.4
13b 14.193 4.1 ± 0.3 3.09 2.19 5.5 ± 0.3 7.0 ± 2.0
14b 13.436 0.9 ± 0.3 0.68 2.20 1.33 ± 0.07 2.2 ± 1.0
15b 14.193 0.9 ± 0.3 0.68 2.23 1.33 ± 0.07 2.2 ± 0.6
16 12.513–14.213 3.9 ± 0.3 2.94 2.23 . . . . . .
aCalibration experiment to measure the instrument response function.
bExperiments conducted with a mesh attenuator to reduce the excimer laser fluence.
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TABLE II. The reactions used to simulate the concentration-dependent profiles for OH and O3. Pressure-
dependent rate constants are for 8 Torr of He. All rate constants are taken from the NASA Data Evaluation,50
unless otherwise noted.
k298K (cm3 s1) Notes
(1) O3 + hv(248 nm)→ O(
1D) + O2 ΦO3,248(1D) = 90% ± 9% (R1a)
→ O(3P) + O2 ΦO3,248(3P) = 10% ± 9% (R1b)
(2) O(1D) + H2O→ 2OH 2.0+0.2−0.1 × 10−10 (R2)
(3) O(1D) + O2 → O(3P) + O2 3.95 ± 0.4 × 1011 (R3)
(4) OH + O(3P)→ H + O2 3.3+0.5−0.4 × 10−11 (R4)
(5) OH + OH→ H2O + O(
3P) 1.8+0.5−0.4 × 10−12 (R5a)a
M−−−−−→ H2O2 9.6 × 10−14 (R5b)a
(6) H + O3 → OH + O2 2.9 ± 0.3 × 1011 (R6)
(7) OH + O3 → HO2 + O2 7.3+1.1−1.0 × 10−14
(8) O(3P) + O3 → 2O2 8.0+0.8−0.7 × 10−15
(9) H + O2 M−−−−−→ HO2 4.7 ± 0.3 × 1015 b
(10)
O(1D) + O3 → 2O2
→ 2O(3P) + O2
1.2 ± 0.2 × 10−10
1.2 ± 0.2 × 10−10
(11) O(3P) + O2 M−−−−−→ O3 8.6 ± 0.5×1017 c
(12) OH + HO2 → H2O + O2 1.1+0.2−0.1 × 10−10
(13) OH + H2O2 → HO2 + H2O 1.8+0.3−0.2 × 10−12
(14) O(3P) + HO2 → OH + O2 5.9 ± 0.3 × 1011
(15) O(3P) + H2O2 → OH + HO2 1.7 ± 0.3 × 1015
(16)
H + HO2 → 2OH
→ O(3P) + H2O
→ H2 + O2
7.2+1.4−1.2 × 10−11
1.6+0.8−0.5 × 10−12
6.9+2.8−2.0 × 10−12
(17) HO2 + HO2 → H2O2 + O2 1.4 ± 0.2 × 1012
(18) O3 + HO2 → OH + 2O2 1.9+0.3−0.2 × 10−15
aTermolecular OH + OH reaction rate in He from Forster et al., computed at 8 Torr.86
bTermolecular H + O2 reaction rate in He from Michael et al., computed at 8 Torr.87
cTermolecular O(3P) + O2 reaction rate in He from Huie et al., computed at 8 Torr.88
reaction of OH with O3 was not fast enough to affect the
time profiles of either species on our time scale. The time-
dependent concentrations of OH, O3, and O(3P) obtained
from the model were convolved with the instrument response
function for comparison with the experiment, as discussed
previously.31
OH radicals could also react with the surface of the reactor.
In previous work, we measured wall loss rates of the less-
reactive HO2 radical of kL ≈ 5–12 s1 in the same reactor with
the same type of coating.31 Here we determined a first order
OH wall loss experimentally.
C. Observed kinetics
Examples of the time-dependent O3+, OH+, and O+
signals are shown in Figs. 3–5. Photolysis led to a near-
instantaneous depletion of typically 13%–24% of the ini-
tial O3. After this initial drop, the ozone ion signal subse-
quently decayed at a slower rate (over approximately 60 ms)
as chemical reactions removed additional O3. The OH+ sig-
nal rose promptly to a peak in the first 0.5 ms, followed by
a slow decay (approximately 20 ms lifetime). The O+ sig-
nal, arising from O(3P), also rose promptly and then decayed
with a lifetime of <10 ms, somewhat faster than the OH
decay.
1. Ozone photolysis
Figure 3(a) shows an example of the observed O3 sig-
nal measured at m/z = 48 in Experiment 4 (Table I). The
instantaneous depletion from photolysis was 23.3% ± 0.3%
[Fig. 3(b)], in good agreement with the O3 depletion of 24%
estimated from the measured laser fluence, the O3 concen-
tration, and the O3 absorption cross section [σO3,abs(248 nm)
= 1.08× 1017 cm2].50 The subsequent secondary decay of O3,
which continued to 60 ms as seen in Fig. 3(a), occurred pri-
marily by reactions with H atoms [reaction (R6)] at early times
and with the remaining OH at later times. The kinetics model
(in the absence of OH wall loss) slightly overpredicted the ini-
tial loss rate at early times (t < 10 ms) and underpredicted the
loss rate at longer times.
2. O(1D) atoms
In order to model the time dependence of the concen-
tration of OH radicals, NOH(t), we needed to determine the
initial O(1D) atom concentrations. O(1D) atoms could not be
observed directly because their expected lifetime (∼1 µs) was
much shorter than the instrument temporal resolution. Instead,
we estimated the initial O(1D) atom concentrations NO(1D),0
from the measured O3 concentration, the observed fractional
depletion of O3 caused by photolysis, and the known O(1D)
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FIG. 3. Observed O3 depletion with excimer photolysis at t = 0 ms. (a) Entire
kinetics trace of the O3 concentration. The subsequent removal of O3 is pri-
marily by reaction with H atoms at early times and by reaction with OH at
longer times. The red dashed line shows the kinetics model without inclusion
of OH wall loss. The green solid line shows the kinetics model with an OH
wall loss rate of 29 s1. The black dashed line shows the 23.3% depletion
from photolysis. (b) Expansion of the kinetics trace about t = 0 ms. The initial
depletion at t = 0 ms is due to photolysis, convolved with the temporal resolu-
tion of the spectrometer. The green line shows a fit using an initial photolytic
depletion of 23.3% ± 0.1% and subsequent depletion by secondary chemistry
that includes wall loss. Data taken from Experiment 4.
quantum yield [reaction (R1a)]. Values are given in Table I. For
example, in Experiment 4, given the 23.3% ± 0.3% depletion
of the O3 concentration of 6.1± 0.3× 1013 cm3 [Fig. 3(a)], the
prompt O(1D) concentration, prior to quenching or reaction,
was 14.2 ± 0.8 × 1012 cm3.
Table I lists the calculated initial NO(1D)(t = 0) concen-
tration for each experiment. In Experiments 1–12, for which
the same excimer laser settings were used, the observed ozone
depletions were similar and ranged from 21.0% ± 0.1% to
23.8% ± 0.2%. In Experiments 13–15, we used an attenuator
to achieve lower radical concentrations and observed smaller
ozone depletions of ∼14%. By changing the ozone concentra-
tion and/or using an attenuator, we varied initial O(1D) atom
concentrations over the range 1–14 × 1012 cm3.
3. OH radicals
Figure 4(a) shows the time-dependent OH+ signal from
Experiment 4 (13.436 eV) from 0 to 60 ms. There was a rapid
rise in OH upon O3 photolysis that reached a peak at t < 1 ms,
followed by a decay that approached the baseline after 60 ms.
FIG. 4. Observed OH decay. (a) demonstrates the entire kinetics trace from
0 to 60 ms. The red dashed line shows the simulated kinetics model in the
absence of any adjustments to the kinetics model. The green solid line shows
the kinetics model fitted with an OH wall loss rate (29 ± 6 s1). The fit
was performed from 5 to 20 ms, which excluded the initial spike (attributed
to relaxation of vibrationally excited OH, observed in the first few millisec-
onds). (b) is the same data, plotted from 0 to 5 ms, showing that the early
feature presumably caused by OH(v > 0) decays within 2 ms. Data taken
from Experiment 4.
The modeled OH time profile shown in Fig. 4(a) (red dashed
line) agreed qualitatively with the observed time-dependence.
The reaction of O(1D) atoms with H2O formed two OH
FIG. 5. Observed O(3P) decay. The absolute concentrations of the data points
(open points) are scaled to fit the kinetics model (green line). Data taken from
Experiment 11.
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radicals [reaction (R2)] but competed with quenching, pri-
marily by O2. In our models, quenching of O(1D) reduced
the OH yield by 10%–40%, depending on the gas compo-
sition and pressure. The modeled peak OH concentrations
obtained from our estimated O(1D) concentrations are given in
Table I.
In order to scale the observed ion signal to an absolute NOH
concentration, we needed to match the observed ion signal time
trace to the model prediction; however, in all experiments, the
observed time-dependence of the OH+ signal differed from
the model in two significant ways. First, the observed decay
was non-biexponential; at early times, the OH+ signal decayed
rapidly [within 2 ms, Fig. 4(b)]. Second, at later times (over
the range 2–60 ms), the observed decay rate more closely
matched the modeled decay rate but was still slightly faster
than predicted.
Assuming our model is not missing any critical reactions
of ground state OH, the OH signal from 0 to 2 ms shown in
Fig. 4(b) could not arise exclusively from the ground state OH
because the signal decayed too quickly. The fastest loss process
for OH(v = 0) was reaction with transient O(3P), giving OH
a lifetime of at least 8 ms at the highest O(3P) concentration.
However, we expected that a significant fraction of the nascent
OH produced via reaction (R2) was vibrationally excited. Pre-
vious experiments on reactions of 16O(1D) with isotopically
labeled H218O revealed that, of the two OH radicals formed
from reaction (R2), the heavier OH radical product is formed
cold, with nearly all of its population in OH(v = 0),52–57 while
a significant fraction of the lighter OH radical is in OH(v = 1)
(29%) and OH(v ≥ 2) (30%).57 Under our conditions, OH(v ≥
1) would be rapidly quenched by H2O,
OH (v) + H2O→ OH (ν = 0) + H2O. (R7)
OH(v = 1) would have a lifetime of 0.05 ms [k19(v = 1)
= 1.1 ± 0.7 × 1011 cm3 s1].58 Relaxation by O2 would be
slower,
OH (v) + O2 → OH (ν = 0) + O2, (R8)
with a lifetime for OH(v = 1) of 0.75 ms [k20(v = 1) = 7.5 ± 2.2
× 1012 cm3 s1].59 The somewhat longer apparent decay time
(τobs ≈ 1 ms) seen in Fig. 4(b) can be attributed to a combi-
nation of cascading kinetics from a range of initial vibrational
states and the instrument response time (on the order of 1 ms).
All reactive loss channels were orders of magnitude slower,
even for vibrationally hot OH, so the OH(v) decayed strictly
to ground state OH.
An early peak due to hot OH could only be observed if
vibrationally excited OH radicals had photoionization cross
sections larger than that of OH(v = 0) at this photon energy.
The sharp onset at the photoionization threshold suggests that
the Franck Condon factors are nearly unity, resulting in lit-
tle difference in cross sections. However, we might expect
enhanced cross sections for hot OH since excitation of OH
(v ≥ 1) at 13.436 eV could excite resonances due to Ryd-
berg levels converging to OH+(v = 1) that later autoionize.
We found evidence for such an effect in preliminary exper-
iments that we performed under similar conditions on the
O(1D) + H2 reaction system, which also produced a large
nascent population of vibrationally excited OH; these results
are presented in the supplementary material. When we pho-
toionized OH at 13.103 eV, we observed a similar bi-
exponential decay, with an early peak that decayed rapidly.
However, at 12.588 eV, which is 0.429 eV below the ion-
ization energy of OH, ionization of vibrationally excited OH
is energetically allowed because the vibrational energy of
OH(v = 1) is 0.442 eV. We detected a significant population of
OH(v > 0) that decayed on the same time scale (2 ms) as the
early peak.
We therefore assigned the large peak in the early OH+
signal to OH (v ≥ 1). Once all of the OH(v > 0) had relaxed
to the v = 0 state, the OH+ signal should correspond to that
of the predicted concentration NOH(t = 0). As can be seen in
Fig. 4(b), the early signal decayed to a plateau by 2 ms, and the
two decay time scales were readily distinguished. We therefore
fit the modeled OH (v = 0) concentration using the ion signal
time trace beyond 2 ms [Fig. 4(b)].
The second discrepancy concerned the decay of
OH(v = 0) over the range 2–60 ms. The measured lifetime
of the OH(v = 0) signal was about 13 ms—slightly shorter
than the modeled lifetime of about 16 ms. We attributed this
discrepancy to loss of OH by heterogeneous reactions on the
reactor wall, which was coated with fluorocarbon. To test this
assumption, we conducted several experiments where we var-
ied the initial conditions of the reaction system, in particular
varying the initial OH radical density over the range 0.2–1.5
× 1013 cm3. We modeled heterogeneous loss of OH as a first-
order loss process in our kinetics model and independently fit
the model to each data set to quantify the OH wall loss rate. The
average heterogeneous wall loss rate and its standard deviation
across all experiments were kwall = 29 ± 3 s1. To account for
existing uncertainty in the kinetics model (for example, uncer-
tainty in the OH self-reaction rate constant), we used a Monte
Carlo simulation, varying all rate constants by their evaluated
uncertainties, to evaluate the total uncertainty in the first order
OH wall loss rate. The result of this procedure gives a final
result for the empirical OH wall-reaction rate constant of kwall
= 29 ± 6 s1, for this reactor. The OH wall loss rate described
above is 3–6 times larger than the wall loss of the less-reactive
HO2 radical that we measured previously in a reactor with a
similar coating.31
Figure 4(a) (green line) shows the modeled decay of OH
when incorporating the fitted wall loss rate. We did not attempt
to fit the sharp spike in signal at early times [the component
attributed to OH(v ≥ 1)]. The model including OH wall loss
also improved the fit of the ozone time dependence, predicting
slightly less depletion of O3 at long times [Fig. 3(b), green
line] than the model without OH wall loss (red dashed line).
4. O(3P) atoms
O(3P) atoms formed largely from both the initial pho-
tolysis and the collisional deactivation of O(1D) were also
observed at a photon energy of 14.193 eV. The O(3P) sig-
nal rose quickly and then decayed rapidly with a lifetime of
approximately 4 ms, primarily by reacting with OH. Figure 5
shows the measured O(3P) signal, scaled relative to the kinetics
model for Experiment 11 (14.193 eV). The agreement between
the observed and modeled NO(3P)(t) is satisfactory. The het-
erogeneous wall loss of O(3P) on the reactor walls did not
184302-8 Dodson et al. J. Chem. Phys. 148, 184302 (2018)
contribute significantly to the O(3P) loss because O(3P) atoms
reacted too rapidly with OH.
D. Experimental cross section and spectrum
To measure the absolute photoionization cross section of
OH, we need the relative signals and concentrations of OH with
respect to a reference species whose photoionization cross sec-
tion is known. We measured the absolute photoionization cross
section of OH at two photon energies: 13.436 and 14.193 eV,
using the cross sections of O(3P) and Xe as absolute references,
as discussed below. The absolute photoionization spectrum of
OH was obtained by recording the relative photoionization
spectrum from 12.513 to 14.213 eV and scaling to the abso-
lute OH photoionization cross sections measured at 13.436 eV
and 14.193 eV.
O(3P), with an ionization energy of 13.6181 eV,29 was
ionized only in experiments conducted at 14.193 eV. Angel
and Samson measured the absolute photoionization cross sec-
tion for O(3P) to be σO(3P)(14.25 eV) = 3.1 ± 0.3 Mb.60 We
assumed that the cross section is the same at 14.193 eV because
the O(3P) spectrum is flat in this region. Xe, with an ioniza-
tion energy of 12.1298 eV,29 was ionized at both experimental
energies, with the absolute cross sections σXe(13.436 eV)
= 65.3 ± 1 Mb and σXe(14.2 eV) = 64.2 ± 1 Mb, evaluated by
Samson and Stolte.61
We determined the absolute concentrations of OH and
O(3P) in the reactor by modeling the time-dependent reaction
kinetics, in combination with the estimated initial O(1D) con-
centration formed from the photolysis of ozone. At 14.193 eV,
we then determined the photoionization cross section of OH
relative to that of O(3P) from the relative magnitudes of the
time-dependent ion signals and the modeled concentrations.
At 13.436 eV, we again used the modeled OH kinetics and the
OH ion signal to obtain the photoionization cross section of
OH, this time relative to Xe that was added to the gas mixture.
The xenon concentration was determined from the flow condi-
tions. Due to instrumental limitations at the synchrotron at the
time of the experiment, we were able to record the absolute
xenon concentration with high precision but not high accu-
racy. We therefore used the relative xenon signals at 13.436
and 14.193 eV to calibrate the OH cross section at 13.436 eV
relative to the O(3P) measurements at 14.193 eV.
1. Experimental measurement of cross sections
The OH photoionization cross section [σOH(E)] was mea-
sured relative to the reference atom cross section [σref (E)]
using the following equation:
σOH (E) = σref (E) ×
αref × fref
αOH × fOH,17 ×
〈 SOH(E,t)
NOH(t)
〉
∆t〈
Sref (E,t)
Nref (t)
〉
∆t′
, (4)
where αi is the mass discrimination factor, f i is the frac-
tional isotopic abundance of each species, Si(E) is the mea-
sured ion signal at photon energy E [after subtracting the
time-independent background for OH and O(3P)], and N i
is the modeled concentration of species i. The angle brack-
ets, 〈〉, indicate that a weighted average was performed over
time windows ∆t and ∆t ′, for OH and the reference species,
respectively. The mass discrimination factor, αi = (mi)n, was
described by Savee et al.,32 where mi is the mass-to-charge
ratio for the ion and n is a parameter that is fit to the mass-
dependence of the ion detection efficiency. In this work, we
measured n = 1.0 at these conditions.
We computed the weighted average of the ratio of the
background-subtracted time-dependent OH signal [SOH(E,t)]
to the simulated OH reaction profile [NOH(t)] over the
time window ∆t (5–40 ms), as shown in the following
equation:
〈
SOH (E)
NOH
〉
∆t
=
40 ms∑
t=5 ms
( SOH(E,t)
NOH(t) w (t)
)
40 ms∑
t=5 ms
w (t)
. (5)
The lower bound t = 5 ms was chosen to allow complete
relaxation of OH radicals that were initially vibrationally
excited (see the supplementary material). The weighting of
each time point [w(t)] was computed using the following
equation:
w (t) = *, 1SOH (E, t) + RSE
2 (NOH (t))
N2OH (t)
+-
−1
. (6)
The uncertainty in the ion signal obeyed Poisson statistics,
and the standard deviation was approximated as
√
SOH (E, t)
(background ions counts were small), leading to the first term
in Eq. (6). These standard deviations were less than 2% of
the ion signal over the time window. The relative standard
error (RSE) in the modeled time-dependent OH concentration
[RSE(NOH(t))] was computed for each set of experimental con-
ditions by varying all rate constants in Table II using Monte
Carlo sampling (1000 iterations) from a normal distribution
of the standard deviations of the rate constants, as listed in
the table. RSE(NOH(t)) ranged from 0.8% to 5.9% of the
peak NOH. Overall, the average was weighted toward shorter
times.
We obtained a similar expression for the reference species
by performing a weighted average over a time window ∆t ′.
Here, the limits of the summation depend on the reference
compound. At 14.193 eV, O(3P) served as the reference atom,
and we averaged the background-subtracted O(3P) signal
[Sref (E,t)], divided by the simulated O(3P) kinetics [N ref (t)]
from 1 to 10 ms, computing the weights in a similar man-
ner to Eqs. (5) and (6), in order to determine the OH cross
section at 14.193 eV and to measure the xenon concentration
in the reactor. At 13.436 eV, xenon served as the reference
atom. The reference xenon signal was constant in time and
not background-subtracted because it was chemically inert.
We averaged the ratio of the signal to the measured xenon
concentration from 20 to 130 ms.
Ideally, we would have calibrated the absolute photoion-
ization cross sections at both wavelengths using the photoion-
ization cross section of Xe. However, we were not able to
determine the absolute concentration of Xe in these experi-
ments with sufficient accuracy. The flow rate (0.5 SCCM) of
the Xe gas mixture into the reactor was at the lower limit
of the available mass flow controller (MKS Model 1179A).
This flow resulted in a large uncertainty (±40%) based on the
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manufacturer’s specification. We found in practice that we
could measure this flow with a precision of ±1%, consis-
tent across all experiments, but we could not be confident of
the absolute accuracy. To avoid biasing our results, we deter-
mined the absolute Xe concentration by comparing the Xe+
and O+ ion signals using the known Xe and O(3P) photoion-
ization cross sections at 14.193 eV. From our measurements
of the Xe concentration, we found that the xenon concen-
tration estimated from the xenon flow rate had to be cor-
rected by a factor of cXe = 0.89% ± 0.04%. The derivation
is detailed in the supplementary material. This calibration was
used to determine the Xe concentrations in the experiments
at 13.436 eV, a photon energy below the ionization energy of
O(3P).
Using Eq. (4), we obtained the absolute cross section for
OH independently for each experiment listed in Table I. The
analysis of the uncertainty of each experiment is given in the
supplementary material. The largest source of error for this
measurement was the uncertainty in the modeled O(3P) con-
centrations, which was largely due to uncertainty in the yield
of O(1D) atoms from ozone photolysis, ΦO3,248(1D). We then
computed a weighted average cross section and uncertainty at
each of the two photon energies (see Table III).
2. Absolute photoionization spectrum of OH and O(3P)
The relative OH photoionization spectrum was collected
by scanning the synchrotron photon energy from 12.513 to
14.213 eV in 0.05 eV steps using the reaction conditions
listed in Table I (Experiment 16). The data, shown in Fig. 6,
were integrated over 0–60 ms, with the background ion sig-
nal measured from 19 to 1 ms subtracted. This relative
signal was normalized to the VUV photon flux, measured at
each energy using a photodiode (SXUV100). The absolute OH
photoionization spectrum (Fig. 6) was then obtained by scal-
ing this spectrum to the two absolute cross sections measured
above (Table III). The tabulated spectrum is reported in the
supplementary material.
We also obtained the absolute VUV photoionization spec-
trum of O(3P) in the same experiment. The black open circles
in Fig. 7 are the O(3P) photoionization spectrum measured
in this work, scaled by the literature absolute photoionization
cross section of O(3P), σO(3P)(14.25 eV) = 3.1 Mb.60 The
signal-to-noise ratio for the O(3P) spectrum was lower than
TABLE III. Photoionization cross sections for the reference compounds used
in this work and the average single-energy OH cross sections measured here.
Xenon cross sections were taken from the work of Samson and Stolte.61 The
literature O(3P) cross section was taken from the work of Angel and Samson,
for a photon energy equal to 14.25 eV.60 The reported OH cross sections were
determined in the present work and uncertainties come from the systematic
and random errors in the measurement.
Photon energy (eV) Xe (Mb)a O(3P) (Mb)b OH (Mb)c
13.436 65.3 . . . 3.2 ± 1.0
14.193 63.7 3.1 4.7 ± 1.6
aTaken from the work of Samson and Stolte.61
bTaken from the work Angel and Samson.60
cPresent work.
FIG. 6. Absolute photoionization spectrum of OH. Open circles are the data
obtained from the energy-dependent scan (Experiment 16) in the current
work, scaled to the absolute cross section measurements made at 13.436
and 14.193 eV (indicated with green x’s, shown with error bars, as listed in
Table III). The tabulated OH spectrum is reported in the supplementary mate-
rial. The blue solid line is the theoretical spectrum obtained in this work (not
scaled). The red line is the high-resolution (∆E = 3 meV) spectrum taken from
the work of Dehmer,12 scaled to match the two absolute cross sections deter-
mined in this work (green x’s). The dotted black line is the ionization energy
of OH.
that of OH because the O(3P) atoms had a lower associated
signal and existed over a shorter time window than the OH
radicals.
E. Computed cross section and spectrum
Absolute photoionization cross sections were computed
from EOM-EA-CCSD Dyson orbitals and a Coulomb wave
description of the ionized electron. The results for OH and
O(3P) radicals are shown in Figs. 6 and 7, respectively. For
O(3P), the computed cross section rises rapidly at the thresh-
old to 2.80 Mb and then continues to rise very gradually over
FIG. 7. Absolute photoionization spectrum of O(3P). Shown here (black cir-
cles) is the absolute energy-resolved cross section of O(3P) atoms formed in
this experiment (Experiment 16), which was obtained by scaling the relative
spectrum to the absolute cross section value from the literature at 14.193 eV.60
The blue solid line is the theoretical spectrum obtained in this work. The red
line is the digitized absolute photoionization spectrum of Dehmer et al.62 The
dotted black line is the ionization energy of O(3P).
184302-10 Dodson et al. J. Chem. Phys. 148, 184302 (2018)
the next 0.7 eV to around 2.9 Mb. As for OH, the calculations
also show a sudden rise in OH cross sections near the thresh-
old to 2.5 Mb. There is another small sudden increase at ca.
13.4 eV, where the O–H stretching ν+ = 1 vibrational level in
the ionized state becomes energetically accessible. Note that
our calculations do not include effects of autoionizing states,
as discussed in more detail below.
IV. DISCUSSION
A. OH photoionization spectrum
Figure 6 compares the OH photoionization spectrum mea-
sured in this work with the high-resolution [∆E = 0.23 Å
(3 meV at 13 eV)] spectrum reported by Dehmer12 (red line,
scaled to match the current data). As observed by Dehmer12
and by Cutler et al.,13 the photoionization spectrum increased
rapidly at threshold, followed by a plateau, until reaching an
intense feature centered at 13.55 eV that has been assigned
to a rotationally resolved band of the Rydberg series con-
verging to the a 1∆ excited state of OH+. Due to our lower
energy resolution, the Rydberg autoionizing resonances at
13.6 eV, which are resolved as several peaks in Dehmer’s
spectrum, appeared as a single feature with a width of about
80 meV. The features we observed at 13.663, 13.813, and
14.213 eV are all present as medium intensity features in the
high-resolution literature spectra; however, they have not yet
been assigned.12,13
The photoionization cross sections computed for OH from
EOM-EA-CCSD Dyson orbitals are in good agreement with
the spectra measured in this work (Fig. 6). There appear to
be no significant resonances between 13.1 and 13.4 eV, so we
compare the experimental and computed cross sections in this
region. The average absolute cross section measured in the
experimental spectrum (between 13.113 and 13.413 eV) is 2.7
± 0.8 Mb. The average calculated cross section for OH over
the same energy range is 2.6 Mb.
Both of the previous calculations for OH cover a broad
range of photon energies, making it challenging to precisely
compare their predictions with our results, which are con-
fined to within ∼1.2 eV above threshold.15,16 Nevertheless,
digitizing the curve computed using the position form of the
dipole moment in Fig. 3 of Stephens and McKoy provides
a value of ∼3.3 Mb at 14.0 eV (the velocity form gives a
somewhat higher value near 5 Mb), which is in good agree-
ment with our calculated value of 3.2 Mb. Note that Stephens
and McKoy employ a Hartree-Fock wave function and there-
fore are neglecting correlation effects in their calculations.
Veseth and Kelly derive an absolute photoabsorption spec-
trum from the imaginary dynamic polarizability, computed
by many-body perturbation theory, which includes correla-
tion effects but requires the use of a model Hamiltonian.
They find differences in the absolute total cross section when
compared to Stephens and McKoy. However, it is unclear
whether this difference stems from a difference between the
photoabsorption and photoionization cross sections, correla-
tion effects, or other methodological differences. We cannot
compare our results directly with those of Veseth and Kelly
because the computed absorption cross section at threshold
is approximately 12 Mb and is thus clearly dominated by
non-ionization processes. The next point, at 2.7 eV above
threshold, is well beyond the range of photon energies studied
in our work.
The computational approach used here describes direct
photoionization and does not include features that arise due
to excitation to metastable autoionizing states, such as those
observed at 13.55, 13.663, 13.813, and 14.213 eV. In addi-
tion, competing loss processes such as photon-energy depen-
dent predissociation of OH were not considered in the cal-
culation. In the limit that vibrational autoionization domi-
nates the competing loss processes, conservation of oscillator
strength through the energetic threshold of each cation vibra-
tional state implies that there should be no increase in the
ion yield at the v+ = 1 threshold (13.40 eV). Neither our
experimental spectrum nor the higher resolution spectrum of
Dehmer shows an increase in the cross section at 13.40 eV,
where the FCF for v+ = 1 has a magnitude that is 17% as
large as the FCF for v+ = 0. The lack of an observed step
increase at 13.40 eV implies that non-ionizing outcomes are
of negligible importance in this region of the OH absorption
spectrum.
B. O(3P) photoionization spectrum
The O(3P) photoionization spectrum has been measured
previously.60,62–78 The most recent absolute cross section mea-
surements were by Angel and Samson,60 and the most recent
photoionization spectrum was a high resolution relative spec-
trum taken by Dehmer et al.62 In 1992, Fennelly and Torr
evaluated the literature, recommending that the absolute cross
sections of Samson and co-workers be used in conjunction
with the relative photoionization spectrum of Dehmer et al.
Figure 7 (red line) shows the literature high-resolution spec-
trum, digitized from the work of Dehmer et al.,62 and scaled
at 14.25 eV to the absolute cross section reported by Angel
and Samson.60 We did not use the spectrum evaluated by Fen-
nelly and Torr,66 for reasons discussed in the supplementary
material.
Our experimental work relied on the O(3P) photoioniza-
tion cross section at 14.193 eV as a reference for our OH cross
section measurements, so we do not report new results for
O(3P). Figure 7 shows our current spectrum, scaled to the lit-
erature O(3P) photoionization cross section of 3.1 ± 0.3 Mb at
14.25 eV, from Samson and co-workers.60,65 We have sufficient
energy resolution to partially capture the strong resonance (at
14.113 eV) of the metastable autoionizing states observed by
Dehmer and Chupka.63
Our computed cross sections for O(3P) are in excellent
agreement with the absolute cross sections reported by Angel
and Samson60 (Fig. 7). These are also in good agreement with
past theory.67–78 Again, our calculations do not reproduce the
strong resonance at 14.113 eV, for the same reason discussed
above for OH. The resonance at 14.113 eV is a Feshbach
resonance state that belongs to the ns′′ 3P Rydberg series con-
verging to the 2P0 state.62 Similarly, the sharp peak observed
in the OH spectrum at 13.55 eV is also a Feshbach reso-
nance belonging to an nd Rydberg series converging to the
a1∆ state.12
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V. CONCLUSION
We report the first absolute VUV photoionization spec-
trum for the hydroxyl radical, based on discrete measurements
of σ(13.436 eV) = 3.2 ± 1.0 Mb and σ(14.193 eV) = 4.7
± 1.6 Mb. These values are measured relative to the known
cross section for O(3P) at 14.193 eV, with xenon used as a
transfer standard at 13.436 eV. The absolute photoionization
spectrum will have practical importance for the measurement
of product branching ratios and mole fraction determinations
of OH via photoionization mass spectrometry in kinetics and
flame studies. From a fundamental point of view, the experi-
mental OH radical cross section is a tractable and important
benchmark for computing molecular absolute photoionization
cross sections from first principles.41,79–85 The calculations
in this work employed Dyson orbitals computed from EOM-
CCSD wave functions and a Coulomb wave treatment of
the photoelectron. Although both the initial and final states
in O(3P) and OH have open-shell character, we find that
EOM-CC yields accurate Dyson orbitals. We believe EOM-
CC Dyson orbitals can generally be used for such open-shell
systems, as long as there are no issues with spin contamina-
tion. Both EOM-IP and EOM-EA approaches worked equally
well for the systems studied here, but as a general guideline
we recommend using an approach that employs a reference
without multi-configurational character (e.g., in the case of
O and OH, which would be EOM-EA). Finally, the results
of this work demonstrate once again that a Coulomb wave
provides a reasonable description of the continuum wave
function for neutral atoms and small molecules with one
heavy atom, as we found in an earlier study on closed-shell
systems.41
SUPPLEMENTARY MATERIAL
See supplementary material for further discussion of
the initial ozone concentration determination, evaluation of
the literature photoionization spectrum of O(3P), obser-
vations of vibrationally excited OH radicals, calculations
using different reference wave functions, the discussion of
error analysis sources, and a tabulated OH photoionization
spectrum.
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