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ABSTRACT
The Learning to Rank (L2R) research field has experienced
a fast paced growth over the last few years, with a wide vari-
ety of benchmark datasets and baselines available for experi-
mentation. We here investigate the main assumption behind
this field, which is that, the use of sophisticated L2R algo-
rithms and models, produce significant gains over more tra-
ditional and simple information retrieval approaches. Our
experimental results surprisingly indicate that many L2R al-
gorithms, when put up against the best individual features
of each dataset, may not produce statistically significant dif-
ferences, even if the absolute gains may seem large. We also
find that most of the reported baselines are statistically tied,
with no clear winner.
Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Learning to
Rank
Keywords
Information Retrieval, Learning to Rank, Statistical Analy-
sis
1. INTRODUCTION
Over the last few years, Learning to Rank (L2R) has
become a very popular research topic, based on the gen-
eral and well-accepted assumption that it produces a much
better performance than traditional ranking methods, such
as BM25 [7] or Language Based Models [13], in informa-
tion retrieval tasks. Indeed, several new L2R methods [11]
and benchmark datasets, including large ones such as the
LETOR repository [14], have been developed and made avail-
able to the community, in recent years.
However, the development and efficient employment of
such methods are not free of costs. Being based on super-
vised learning, they require labeled datasets in order to prop-
erly learn the ranking functions. Moreover, these datasets
should be large and heterogeneous enough to be capable of
representing the domains upon which they will be applied.
Due to such strict requirements, constructing such datasets
is not a trivial task. In fact, it is very costly. After building
the required data, an usually very computationally demand-
ing learning phase has to be applied to learn the ranking
functions, which may also require an expensive parameter
tuning for optimal performance. Finally, the use of such
functions, in production mode in real search engines for ex-
ample, is usually a two-stage process, in which traditional
methods are first applied and, in a subsequent step, the more
expensive learned function is used to re-rank the top results
generated by the first step [1]. This implies in an additional
overhead to produce query answers.
Given all these issues, as well as the continuous advance
and interest in the area, we here take a step back and reeval-
uate the main assumption upon which Learning to Rank
built its foundations, which is that the use of sophisticated
L2R algorithms and models produce significant gains over
more traditional and simple information retrieval approaches.
We also investigate whether there is one (or more) algorithm,
out of various L2R techniques that have been proposed in
the literature, that deliver superior effectiveness in most sit-
uations (e.g., different collections, different tasks, etc). In
order to do so, we analyze the results of 13 methods, here
referred to as baselines, over 6 large datasets of the LETOR
3.0 benchmark [14], as well as 6 baselines over 2 even larger
datasets of the LETOR 4.0 benchmark [14], when put up
against simple isolated feature rankers, using statistically
significance tests. All the datasets and baseline results (but
one) are available at the benchmark’s web page [14]. The
only new method we tested that is not in the LETOR bench-
mark is a new implementation of a Random Forest ranker
[2], which, as we shall see, produced some good results in
some of our experiments. Our goal is to verify whether the
effectiveness of these methods is better than that produced
with the best feature of each dataset when used in isolation,
as given by some measure of ranking quality (e.g., Mean
Average Precision). We also contrast the performance of
each method against each other using the same statistical
methodology and datasets. To our knowledge no previous
work has performed such detailed comparison with a rigor-
ous statistical analysis.
Our experimental results show that: (1) in most datasets,
the best single feature, ranked by Mean Average Precision
(MAP) or Normalized Discounted Cumulative Gain cut at
the top 10 element (NDCG@10) [5] [6], produces results that
are statistically tied to most of the reported baselines; (2)
the absolute differences in effectiveness provided by the L2R
algorithms, when compared to single feature rankers, may
be large, but, in most cases, are not statistically significant;
and (3) almost all the baselines have very similar perfor-
mances, making it unlikely that there is an overall best L2R
method. Therefore a clear advantage of L2R solutions may
not be confirmed in all situations, mainly considering the
costs involved.
In comparison to its preliminary version [3], this paper
brings new analyses of all benchmark algorithms in all datasets
using a different evaluation metric, namely Normalized Dis-
counted Cumulative Gain (NDCG) [5] [6], and includes a
new L2R algorithm that is not present in the LETOR bench-
mark, namely Random Forests, which demonstrated poten-
tially good performance in several of our experiments.
The remainder of this paper is organized as follows: Sec-
tion 2 describes work related to this paper; Section 3 details
our experiments and analyses; Section 4 reports our results;
Section 5 concludes the paper and describes our future work.
2. RELATED WORK
Despite the great interest in Learning to Rank in recent
years, most of the related work focuses on proposing new al-
gorithms for ranking or novel applications of existing ones.
After the publication of the LETOR dataset [9], very few
studies were made concerning the effects of these public
datasets on the task of learning to rank.
In [12], the authors observed that the ways in which docu-
ments were selected for each topic of the LETOR benchmark
presented on [9] show that the selection has (for each of the
three corpora) a particular bias or skewness. This obser-
vation has some unexpected effects that may considerably
influence any learning-to-rank exercise conducted on these
datasets. However, most of these problems were explained
and corrected by the benchmark’s authors in [8]. In [10],
a comparison of 7 learning to rank algorithms is made on
the LETOR 3.0 benchmark. Each algorithm is compared
with each other in terms of Mean Average Precision (MAP)
and Normalized Discounted Cumulative Gain (NDCG). In
comparison with this previous study, we here compare 13
learning to rank algorithms against not only each other but
also against using the best single feature in various datasets
of the LETOR 3.0 and 4.0 benchmarks. Moreover, unlike
most previous work, we use statistical tests to support our
analyses and conclusions.
An interesting study is reported in [15] whose goal is not
to improve L2R algorithms but instead to reduce the cost
of producing labeled datasets for the learning process. An
unexpected finding was that the reduced training sets pro-
duced better results than using the whole datasets with some
of the tested rankers in the LETOR datasets. This result
points towards an interesting line of research on removing
noise and redundancy in L2R datasets.
However, none of these previous efforts effectively evalu-
ated the real gains of learning algorithms over traditional
methods, like BM25 or Language Models, expressed as fea-
tures of the dataset. Moreover, to our knowledge, the first ef-
fort towards a statistical comparison of learning to rank algo-
rithms and an evaluation of their differences against the best
single features was our previous work [3]. This work extends
this preliminary analysis by performing a more thorough
evaluation, considering different evaluation metrics and in-
cluding one more recently proposed L2R algorithm, and thus
reaching more solid conclusions.
3. EXPERIMENTAL SETUP
For our experimentations, we employed 8 datasets from
the LETOR benchmark [14]. Namely, we used the HP2003,
HP2004, NP2003, NP2004, TD2003, and TD2004 datasets,
from LETOR 3.0, based on the Gov web page collection.
The first four collections are more related to navigational
tasks, in which a single unique page is the sole best answer
for a query, while the latter two are related to more tradi-
tional informational queries. We also use the larger MQ2007,
MQ2008 datasets from LETOR 4.0, based on the Gov2 col-
lection, which are also related to informational tasks. All
datasets are divided into 5 folds, with the goal of perform-
ing a 5-fold cross-validation, that is, 3 folds are used for
training, one (validation) for parameter tuning, and the re-
maining one for testing. In the following, we start by de-
scribing in more detail each group of datasets in Section 3.1
and then further describe our experimental methodology in
Section 3.2.
3.1 Collections and Baselines
Each of the many datasets encapsulated by the LETOR
3.0 benchmark is composed of feature vectors for query-
document pairs, along with a corresponding relevance judg-
ment indicating whether the document is relevant or not
for the query. There are 64 features per pair, which corre-
spond to various pieces of information commonly used by
traditional approaches (such as PageRank) or the result of
directly applying simpler methods, such as TF*IDF, BM25
and language models, for estimating the document’s rele-
vance to the query. Considering all 6 datasets contained
within this version of the benchmark, we find 575 queries
and over 580.000 labeled documents.
Also available on the benchmark’s web page, we find 12
different baselines, namely: FRank, ListNet, AdaRank-MAP,
AdaRank-NDCG, RankBoost, RankSVM, RankSVM-Struct,
RankSVM-Primal, Regression, Regression+L2reg, Smooth
Rank and SVMMAP. Aside from FRank and RankBoost,
all algorithms use linear ranking functions.
Similar to the previous benchmark, LETOR 4.0 uses the
same structure for its datasets, but with 46 features, instead
of 64, per vector. The largest TREC datasets available,
from the Million Query Tracks of 2007 and 2008, named as
MQ2007 and MQ2008, are based on the Gov2 webpage col-
lection. Both datasets sum over 2.500 queries and roughly
420.000 documents. Unlike in LETOR 3.0, we here find only
5 reported baseline algorithms: AdaRank-MAP, AdaRank-
NDCG, ListNet, RankBoost and RankSVM-Struct. Any
other information pertaining these baselines and datasets, as
well as the datasets themselves, are available at the LETOR
website [14].
Aside from the reported LETOR benchmark algorithms,
we have also performed experiments of our own using Ran-
dom Forests, as implemented in [2], and included its re-
sults in our analyses, making it the 13th and 6th baseline
method for LETOR 3.0 and 4.0, respectively. As we shall
see, its performance is very similar to the other methods,
even though the Random Forest approach is quite different
from the other baselines, making it an interesting compar-
ison candidate. As for the parameterization, we used only
the validation sets, as done for the LETOR baselines.
3.2 Choice of the Best Feature
For comparison purposes, we performed the following fea-
ture selection procedure. For each fold, the values of each
feature of each query-document pairs of the test set are ex-
tracted and used as a ranking score for its respective pair,
thus obtaining a number of ranked lists equal to the num-
ber of features used to describe each document. Afterwards,
we use the evaluation tool provided by the benchmark to
calculate traditional information retrieval metrics, such as
Mean Average Precision (MAP) and average Normalizing
Discounted Cumulative Gain (NDCG) [5] [6], of the pre-
viously produced ranked lists. We then select the feature
responsible for the best ranked list, in terms of generated
MAP and average NDCG@10, to use as our isolated rank-
ing feature.
We here compare both MAP and average NDCG@10 re-
sults with those obtained by the L2R baselines in the same
test sets, using statistical significance tests with a 95% con-
fidence level, aiming at quantifying the differences and veri-
fying whether they are statistically significant. Specifically,
to support our analyses and conclusions, we perform a pair-
wise comparison of all methods, applying paired difference
tests [4] for each pair, to verify whether they are statistically
different.
4. RESULTS
We start by showing the best results obtained with a sin-
gle feature for each considered dataset and comparing these
results with the analyzed L2R algorithms.
In order to perform a more thorough investigation on the
effectiveness of the Learning to Rank algorithms, we first
evaluate results of the single best feature ranking method
when compared to the L2R baselines using MAP (Section 4.1)
and NDCG@10 (Section 4.2) as our feature selection metric
. Next, we compare all baselines using both MAP (Sec-
tion 4.3) and NDCG@10 (Section 4.4).
4.1 Feature Ranking Results - MAP
As a result of our feature selection procedure, a single at-
tribute was selected as the best one in each dataset. Some
features were selected for more than one dataset. Table 1
shows the MAP scores generated by the evaluation tools for
each single feature, as well as the feature name and its posi-
tion in the document vectors. In particular, it is interesting
to notice the lower MAP values in the TD collections, which
are known to be difficult informational datasets.
Table 2 shows the relative MAP difference between the
best ranking feature of each dataset and the L2R base-
lines reported for LETOR 3.0 as well as the Random Forest
ranker. Next to the dataset’s name, in parenthesis, we find
Table 1: Average MAP scores for the best ranked
features of the different datasets, LETOR 3.0
Dataset MAP Score Best Feature
HP2003 0.7031 Hyperlink base feature propaga-
tion: weighted in-link (46)
HP2004 0.6171 Hyperlink base feature propaga-
tion: weighted in-link (46)
NP2003 0.5784 IDF of the URL (9)
NP2004 0.5202 Sitemap based score propagation
(42)
TD2003 0.1973 Hyperlink base feature propaga-
tion: weighted in-link (46)
TD2004 0.1844 Sitemap based score propagation
(42)
MQ2007 0.4534 LMIR.DIR of whole document
(39)
MQ2008 0.4712 LMIR.DIR of whole document
(39)
the best feature’s identifier. When the performance of the
L2R algorithm is statistically better than the single feature
ranking, a (+) sign is provided after the MAP difference.
When it is statistically equal, (=) is included, whereas a (-)
sign indicates that the L2R method is statistically inferior
to the single feature. In other words, a positive sign indi-
cates that the L2R approach has a MAP score significantly
higher, with 95% confidence, than the single feature, while a
negative sign indicates a statistically significant lower score.
By looking at Table 2, we see that, aside from the NP
datasets, only half of the L2R algorithms are statistically
superior to the isolated feature ranking in each dataset. In
other words, in several cases the absolute differences in per-
formance may not be statistically sound. In fact, despite
some large average gains, there are a lot of statistical ties
and even performance losses of the L2R algorithms, in com-
parison with the isolated feature rankings. For instance, in
the HP2004 dataset, a difference (on average) of 16.28% of
the SmoothRank algorithm over the best single feature is
indeed not significant: both methods are tied with 95% con-
fidence. This is very surprising as we expected that all or
at least most of the algorithms would be able to effectively
combine the features to deliver a better performance. How-
ever, the variability of the results is so large that relying
only on average MAP to determine the best method is not
enough. In contrast, a 10.45% gain of the FRank method
over the best single feature in the same dataset is signifi-
cant. Since the number of replications and confidence level
are fixed (i.e., 5 and 95%, respectively), the lower variability
inherent to FRank results allows us to conclude towards a
significant difference.
For the NP2003 and NP2004 datasets, most L2R algo-
rithms (92.3% and 53.8% of the considered methods, re-
spectively) are indeed statistically superior to the best sin-
gle feature. However, it is interesting to note that, even in
these datasets, some (apparently) large relative differences
(e.g., 19.56%) are in fact not statistically significant with
95% confidence. It is also worth mentioning the large and
significant losses (up to 29.35%) of the Regression method
over the best feature in the two HP datasets. This may me
due to the high correlations among several features in this
dataset, which may be detrimental to this particular method
as it relies on linear regression [4].
Regarding the Random Forest algorithm, Table 2 shows
that it outperforms the best single feature approach, with
Table 2: Relative MAP comparison between feature ranking and L2R algorithms, LETOR 3.0
Dataset HP2003 (46) HP2004 (46) NP2003 (9) NP2004 (42) TD2003 (42) TD2004 (42)
AdaRank-
MAP
9.65% (+) 16.97% (+) 17.28% (+) 19.56% (=) 15.70% (=) 18.72% (=)
AdaRank-
NDCG
6.38% (=) 12.02% (=) 15.46% (+) 20.51% (=) 20.00% (=) 5.00% (=)
FRank 0.90% (=) 10.45% (+) 14.8% (+) 15.49% (=) 2.93% (=) 29.56% (=)
ListNet 8.9% (=) 11.78% (=) 19.22% (+) 29.17% (+) 39.52% (+) 21.04% (+)
RankBoost 4.25% (+) 1.29% (=) 22.31% (+) 8.42% (=) 15.23% (=) 41.77% (+)
RankSVM 5.35% (+) 8.15% (=) 20.28% (+) 26.64% (+) 33.17% (=) 21.36% (=)
RankSVM-
Primal
8.72% (+) 8.75% (=) 19.00% (+) 29.85% (+) 34.44% (=) 11.81% (=)
RankSVM-
Struct
8.45% (+) 9.93% (=) 17.36% (+) 30.17% (+) 37.48% (=) 19.1% (+)
Regression -29.35% (-) -14.84% (-) -2.42% (=) -1.16% (=) 22.08% (=) 12.72% (=)
Regression-
L2reg
6.47% (=) 2.09% (=) 17.98% (+) 31.98% (+) 23.33% (+) 8.023% (=)
SmoothRank 5.54% (=) 16.28% (=) 18.76% (+) 27.26% (+) 23.93% (+) 11.14% (=)
SVMMAP 8.56% (=) 16.24% (+) 20.31% (+) 29.95% (+) 36.61% (+) 26.14% (+)
Random
Forest
9.41% (+) 2.18% (=) 21.39% (+) 15.32% (=) 38.35% (+) 38.3% (+)
statistically significant gains, in 4 out of the 6 analyzed
datasets, being statistically tied in the other two datasets.
Some of the gains are quite large (over 38%), such as the
ones in the TD2003 and TD2004 datasets.
Analogous to Table 2, Table 3 presents results relative to
LETOR 4.0. Similarly to the results found in LETOR 3.0,
we here see cases where not only the relative differences are
not statistically significant (with 95% confidence), such as
in MQ2008, but also some cases where the gains are only
marginal (e.g., 0.96% for AdaRank-MAP in the MQ2007
dataset). In fact, it is very surprising that in MQ2008, no
method is able to outperform the best feature in isolation.
We note that, for both LETOR 3.0 and 4.0, the Ran-
dom Forest ranker tends to have a similar behavior as the
best baseline, in terms of the gains over the best feature ap-
proach, in most datasets but HP2004, MQ2007, and, to a
lesser extent, NP2004. In other words, in all other datasets,
the relative difference between the Random Forest algorithm
and the best feature ranker tends to be (close to) the largest
across all considered algorithms, even though no fine param-
eterization was performed, meaning that this algorithm has
a lot of potential.
Table 3: Relative MAP comparison between feature
ranking and L2R algorithms, LETOR 4.0
Dataset MQ2007 (39) MQ2008 (39)
AdaRank-MAP 0.96% (+) 1.11% (=)
AdaRank-NDCG 1.51% (+) 2.38% (=)
ListNet 2.61% (+) 1.34% (=)
RankBoost 2.83% (+) 1.34% (=)
RankSVM-Struct 2.45% (+) -0.34% (=)
Random Forest 1.07% (=) 0.47% (=)
These results lead to interesting conclusions pertaining the
effective gains of L2R and its aggregated costs. While the
performed process of choosing the best features is not cost
free, it is much cheaper than the complex machine learn-
ing algorithms. Indeed, we may not need to investigate all
possible features. A smaller set of candidates could be used
based on results reported in the literature.
4.2 Feature Ranking Results - NDCG@10
Like Table 1, Table 4 shows average NDCG@10 scores of
the selected best feature for each dataset. Interestingly, 6
out of 8 selections match the ones made using MAP as our
attribute selection metric. Moreover, 4 out of the 6 datasets
in LETOR 3.0 have feature 46 (Hyperlink base feature prop-
agation: weighted in-link) as the top ranking feature. Fea-
tures that were chosen using both MAP and NDCG@10 are
shown in bold in Table 4.
Table 4: Average NDCG@10 scores for the best
ranked features of the different datasets, LETOR
4.0
Dataset NDCG@10 Score Best Feature
HP2003 0.7910 Hyperlink base feature prop-
agation: weighted in-link
(46)
HP2004 0.7511 Hyperlink base feature prop-
agation: weighted in-link
(46)
NP2003 0.6907 LMIR.ABS of whole document
(30)
NP2004 0.6125 Sitemap based score propa-
gation (42)
TD2003 0.2637 Hyperlink base feature prop-
agation: weighted in-link
(46)
TD2004 0.2748 Hyperlink base feature propaga-
tion: weighted in-link (46)
MQ2007 0.4221 LMIR.DIR of whole docu-
ment (39)
MQ2008 0.2230 LMIR.DIR of whole docu-
ment (39)
Table 5 shows the relative difference in average NDCG@10
and statistical significance (i.e., (+), (-) or (=)) between
each L2R method and the single feature procedure in each
dataset of LETOR 3.0. All values and statistical results
were computed as in Table 2. Algorithms that showed a
similar significance both in MAP and NDCG@10 results are
displayed in bold.
Note that 63 out of the 78 average NDCG@10 results
(80.8%) reported in Table 5 have the same statistical be-
havior as the ones reported for MAP. Indeed, the same
overall conclusions regarding the lack of a direct correspon-
dence between large absolute gains and statistically signif-
icant differences, drawn based on MAP results, also hold
Table 5: Relative average NDCG@10 comparison between feature ranking and L2R algorithms, LETOR 3.0
Dataset HP2003 (46) HP2004 (46) NP2003 (30) NP2004 (42) TD2003 (46) TD2004 (46)
AdaRank-
MAP
6.00% (+) 10.88% (+) 10.63% (+) 22.40% (=) 16.37% (=) 19.54% (=)
AdaRank-
NDCG
1.89% (=) 7.27% (=) 11.09% (+) 20.55% (+) 15.13% (=) 15.10% (=)
FRank 0.75% (+) 1.39% (=) 12.41% (+) 19.12% (=) 2.01% (=) 21.25% (=)
ListNet 5.84% (+) 4.45% (=) 16.09% (+) 32.70% (+) 32.10% (+) 15.56% (=)
RankBoost 3.30% (=) -1.10% (=) 16.82% (+) 12.88% (=) 18.39% (=) 27.53% (+)
RankSVM 2.12% (=) 2.35% (=) 15.88% (+) 31.62% (+) 31.25% (+) 12.03% (=)
RankSVM-
Primal
3.41% (+) 2.78% (=) 14.30% (+) 29.80% (+) 35.42% (+) 6.01% (=)
RankSVM-
Struct
3.18% (=) 2.07% (=) 15.18% (+) 30.23% (+) 31.47% (+) 12.47% (=)
Regression -24.86% (-) -13.88% (-) -3.58% (=) 6.70% (=) 23.74% (=) 10.3% (=)
Regression-
L2reg
3.86% (=) -4.30% (=) 16.19% (+) 31.27% (+) 25.03% (=) 3.06% (=)
SmoothRank 1.06% (=) 7.34% (=) 15.46% (+) 31.89% (+) 24.47% (+) 5.78% (=)
SVMMAP 5.24% (+) 9.45% (=) 15.63% (+) 31.83% (+) 27.67% (=) 21.67% (+)
Random
Forest
4.98% (+) -4.65% (=) 15.04% (+) 15.63% (=) 34.14% (+) 27.29% (+)
for NDCG@10 results. For example, a relative difference
of 3.86% of Regression-L2Reg over the best single feature
ranking on HP2003 is indeed a statistical tie, whereas the
marginal 0.75% average gains of FRank over the best fea-
ture approach on the same dataset - a much smaller relative
difference - is a statistical win. Once again, the diverse vari-
ability inherent to each algorithm plays a key role in these
conclusions. Overall, we find that the L2R algorithm and
the best single feature ranking are statistically tied in 47.4%
of the cases, whereas in only 51% of the cases the former is
statistically superior to the much simpler and cheaper fea-
ture selection and ranking approach.
Table 6 shows NDCG@10 results for the LETOR 4.0 bench-
mark. Once again, these results lead to very similar conclu-
sions as the MAP results, reported in Table 3, with the
exception of Random Forest in MQ2007. Unlike observed
for MAP, Random Forest is statistically superior to the best
single feature in terms of average NDCG@10 in that dataset.
Table 6: Relative NDCG@10 comparison between
feature ranking and L2R algorithms, LETOR 4.0
Dataset MQ2007 (39) MQ2008 (39)
AdaRank-MAP 2.71% (+) 2.45% (=)
AdaRank-NDCG 3.52% (+) 3.30% (=)
ListNet 5.20% (+) 3.12% (=)
RankBoost 5.77% (+) 0.97% (=)
RankSVM-Struct 5.17% (+) 2.05% (=)
Random Forest 4.16% (+) 2.00% (=)
4.3 Baseline Comparisons - MAP
We now turn to our second goal, which is to compare the
supervised rankers in the used collections. Tables 7 and 8
show average MAP results obtained for each baseline, jointly
with the corresponding 95% confidence intervals. Best re-
sults for each dataset, along with statistical ties according
to paired tests with 95% confidence, are shown in bold.
In the HP2003 dataset, there is a statistical tie for the
best method among 10 out of 13 baselines, i.e., the differ-
ences among them are not statistically significant with 95%
confidence. The worst method is Regression, which is infe-
rior to all baselines and even to the best feature in isolation
(difference to the best performer, AdaRankMap, of 35%).
Notice however that the second worst method (FRank) is
only at most 8% worse than the best performer. Thus, in
general, except for Regression, the differences among all con-
sidered baselines are, if significant, relatively small. In the
HP2004 dataset we also have statistically tied results for 10
baselines. The only baseline that is significantly inferior to
the others is (once again) Regression. Unlike for HP2003,
Random Forest did not perform well in this dataset. We
here also observe some large differences that are not statis-
tically significant, such as the gap between AdaRank-Map
and Regression+L2reg (12.7%). As discussed before, these
results clearly reflect the large variability of the methods
across the various folds of the datasets.
Unlike in HP2004, all methods but Regression are statis-
tically tied in the NP2003 dataset, making it once again im-
possible to single out a best ranking method. In the NP2004,
we have a similar situation with 10 out of 13 methods sta-
tistically tied. Surprisingly, RankBoost, which has a good
performance in the previous datasets and is one of two best
rankers in TD2004 (see below), is tied with Regression as
the worst method.
In the TD2003 dataset, all methods are tied, with no clear
winner or loser. An interesting result found here is the very
large relative differences (on average) of ListNet over FRank
(26.2%), although they are still statistically tied with 95%
confidence. In the last dataset of LETOR 3.0, TD2004,
RankBoost, FRank, and Random Forest are tied as the best
rankers, outperforming the other 10 baselines. In fact, this
dataset is the only one with few (three) methods outperform-
ing most of the other algorithms, with some large significant
differences in some cases (up to 26%). In contrast, in the
other datasets, almost all considered baselines are tied as
the best rankers, with 95% confidence.
Turning our attention to the LETOR 4.0 benchmark, Ta-
ble 8 shows that there are four statistically tied best ranker
methods in the MQ2007 dataset, namely AdaRank-NDCG,
ListNet, RankBoost and RankSVM-Struct, whereas AdaRank-
MAP and Random Forest are clear losers. A similar scenario
is found in the MQ2008 dataset, but this time RankSVM-
Struct is the worst performer and the only one not statisti-
cally tied with the others.
In general, we find that, in the vast majority of the an-
Table 7: Baselines’ average MAP and confidence intervals across the different datasets, LETOR 3.0
Dataset HP2003 HP2004 NP2003 NP2004 TD2003 TD2004
AdaRank-
MAP
0.771 ± 0.071 0.722 ± 0.103 0.678 ± 0.087 0.622 ± 0.055 0.228 ± 0.106 0.219 ± 0.042
AdaRank-
NDCG
0.748 ± 0.125 0.691 ± 0.053 0.668 ± 0.103 0.627 ± 0.046 0.237 ± 0.129 0.194 ± 0.035
FRank 0.709 ± 0.077 0.682 ± 0.112 0.664 ± 0.082 0.601 ± 0.112 0.203 ± 0.089 0.239 ± 0.042
ListNet 0.766 ± 0.095 0.69 ± 0.104 0.690 ± 0.083 0.672 ± 0.094 0.275 ± 0.100 0.223 ± 0.006
RankBoost 0.733 ± 0.089 0.625 ± 0.015 0.707 ± 0.040 0.564 ± 0.036 0.227 ± 0.087 0.261 ± 0.034
RankSVM 0.741 ± 0.069 0.667 ± 0.099 0.696 ± 0.068 0.659 ± 0.108 0.263 ± 0.111 0.224 ± 0.035
RankSVM-
Primal
0.764 ± 0.087 0.671 ± 0.096 0.688 ± 0.078 0.675 ± 0.122 0.265 ± 0.109 0.206 ± 0.027
RankSVM-
Struct
0.763 ± 0.094 0.678 ± 0.084 0.679 ± 0.073 0.677 ± 0.090 0.271 ± 0.115 0.220 ± 0.025
Regression 0.497 ± 0.042 0.526 ± 0.075 0.564 ± 0.095 0.514 ± 0.064 0.241 ± 0.083 0.208 ± 0.034
Regression-
L2reg
0.749 ± 0.101 0.63 ± 0.085 0.682 ± 0.068 0.687 ± 0.108 0.243 ± 0.100 0.199 ± 0.024
Smooth
Rank
0.742 ± 0.109 0.718 ± 0.102 0.687 ± 0.064 0.662 ± 0.097 0.245 ± 0.084 0.205 ± 0.024
SVMMAP 0.763 ± 0.096 0.717 ± 0.077 0.696 ± 0.060 0.676 ± 0.071 0.270 ± 0.093 0.233 ± 0.032
Random
Forest
0.769 ± 0.059 0.631 ± 0.123 0.702 ± 0.042 0.600 ± 0.072 0.273 ± 0.101 0.255 ± 0.045
Table 8: Relative MAP comparison between feature
ranking and L2R algorithms, LETOR 4.0
Dataset MQ2007 MQ2008
AdaRank-MAP 0.458 ± 0.021 0.476 ± 0.052
AdaRank-NDCG 0.460 ± 0.024 0.482 ± 0.054
ListNet 0.465 ± 0.020 0.477 ± 0.053
RankBoost 0.466 ± 0.023 0.477 ± 0.050
RankSVM-Struct 0.464 ± 0.022 0.470 ± 0.052
Random Forest 0.458 ± 0.017 0.473 ± 0.038
alyzed datasets, most of the baselines are statistically tied,
with no clear winner, raising a question of whether it is
cost-effective to invest on developing new learning-to-rank
algorithms, as opposed to combining multiple methods into
a single hybrid solution or investing on reducing the costs
(particularly in cases where the L2R methods outperform
the single best feature).
4.4 Baseline Comparisons - NDCG10
Tables 9 and 10 show the comparison among the various
considered baselines in LETOR 3.0 and LETOR 4.0, respec-
tively, in terms of average NDCG@10. Once again, results in
bold indicate the best rankers for each dataset. These results
contribute to strenghthen the conclusions drawn in Section
4.3. In particular, we find that almost all algorithms are sta-
tistically tied as the best rankers (77%) in all datasets. Even
in the TD2004 dataset, where the best rankers in terms of
MAP are FRank, RankBoost and Random Forest, in terms
of average NDCG@10, around half of the reported baselines
are statistically tied as best solutions. Similarly, nearly all
algorithms in TD2003 and NP2003, aside from RankSVM
and Regression, respectively, are tied as best rankers, fur-
ther raising the question of whether or not there exists an
undisputed winner, both by absolute values and statistical
significance.
Finally, it is worth noting that Random Forest has a very
similar behavior to the one reported in the previous section.
Indeed, considering all MAP and NDCG results, Random
Forest is tied with the best ranker in 10 out of all 16 evalu-
ated results, showing the potential of this method.
5. CONCLUSIONS AND FUTURE WORK
After almost a decade of research and development of L2R
algorithms, we have here raised two controversial but impor-
tant questions that should be further discussed by the Infor-
mation Retrieval community. First, given all the costs in-
volved in L2R (e.g., labeling, training, tuning) and the over-
head introduced by applying such techniques, for instance,
for re-ranking search top results at query time, the cost-
benefit ratio of applying such algorithms should be further
investigated. Secondly, given the similar performance, with
95% confidence, of most of the 13 selected L2R algorithms
across various different datasets, researching and developing
new L2R algorithms may not be worth the effort. Indeed, al-
though in a few datasets there are undisputed best rankers,
it is not the case in most analyzed datasets, in neither metric
considered here (i.e., MAP and average NDCG@10).
Rather than providing definitive answers, our goal here is
to instigate discussion and re-evaluation of many L2R algo-
rithms after having applied solid statistical methods in our
own investigations of the subject. As future work, we intend
to expand this study to consider even larger datasets, such
as the ones provided by Microsoft Learning to Rank and
Yahoo! Labs, as well as new L2R algorithms and ranking
metrics.
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