We present a new variant of the quantum adversary method, a method for proving lower bounds on the quantum query complexity of a function. Adversary methods work as follows: one defines a progress function based on the state of the algorithm, and shows that for a successful algorithm there is a large gap between the initial and final value of the progress, and furthermore that the progress function cannot change by much with a single query. All known variants upper-bound the difference of the progress function, whereas our new variant upper-bounds the ratio and that is why we coin it the multiplicative adversary.
Introduction
Additive adversary We consider the problem of proving a lower bound on the number of quantum queries needed to compute a function with bounded error. One of the most successful method for proving quantum query lower bounds is the adversary method [10, 2, 13, 7, 8, 4, 17, 20, 19, 12] ; see the survey [14] for the history of the method. It intuitively works as follows: The computation starts in a fixed quantum state independent of the input. The quantum algorithm consecutively applies arbitrary unitary transformations on its workspace and the input oracle operator. After time T , the quantum state corresponding to two different inputs x, y gradually diverges to two output states |ψ T x , |ψ T y . * Work conducted while at the University of California, Berkeley, supported by NSF Grant CCF-0524837 and ARO Grant DAAD 19-03-1-0082.
Since the algorithm has bounded error, there exists a measurement on the output state that gives the right outcome with high probability, hence the scalar product | ψ T x |ψ T y | must be low whenever f (x) = f (y) [11] . We define a progress function in time t as a weighted average of these scalar products over many input pairs:
Since the scalar products are all one at the beginning and below a constant at the end, the value of the progress function must drop a lot. On the other hand, one can show that one query only causes little additive change to the progress function, hence the algorithm must ask many queries. The value of the lower bound depends on the matrix w-one typically has to put more weight on input pairs that are hard to distinguish to get a good bound. The progress function can be equivalently formulated in terms of density matrices. If we run the quantum algorithm on a superposition of inputs instead of a fixed input, then the algorithm register becomes entangled with the input register during the computation. We trace out the algorithm and query register and look at the reduced density matrix ρ t I of the input register. We define the progress function as a scalar product W t = Γ, ρ t I (2) for some Hermitian matrix Γ with Γ[x, y] = 0 if f (x) = f (y), called the adversary matrix. We show in Section 2 that this definition is equivalent to Eq. (1). Since it is easier to work with, we use it in the whole paper.
Ambainis's new method
The additive adversary method suffers one severe limitation: the lower bound is proportional to the desired success probability of the algorithm and hence is negligible for exponentially small success probabilities. Several many-output functions, such as t-fold search, however, obey strong lower bounds even with exponentially small success (proved first in [15] using the polynomial method [9] ). These bounds are useful for prov-ing quantum time-space and communication-space tradeoffs, such as for sorting or matrix multiplication. Ambainis reproved [3] and then extended [6] these polynomial-method based lower bounds on t-fold unstructured search using a new quantum lower-bound method, based on the analysis of subspaces of the reduced density matrix of the input register. His method is tailored to the problem of unstructured search, and is very technical. His proof depends on explicit expressions for eigenspaces of combinatorial matrices [16] , and does not identify the essential properties that allow one to conduct the proof.
Multiplicative adversary
In Section 3, we reformulate Ambainis's new method in the adversary framework, provide additional intuition, and generalize it naturally to all functions. We use the same progress function from Eq. (2), like the additive adversary, but in a different way:
1. we require different conditions on the adversary matrix Γ,
2. the value of the progress function is increasing instead of decreasing in time, 3 . we show that one query can only multiply the value of the progress function by a small constant 1+ε (whence the name multiplicative adversary).
We separate the quantum part and the combinatorial part of the proof-the quantum part only appears inside the proof of the general lower-bound theorem, and the user of the method who wants to get a lower bound for some function only has to analyze its combinatorial properties.
In Section 4, we identify the principal element of Ambainis's proof-common block-diagonalization of the quantum query operator O and the adversary matrix Γ-that makes the computation manageable.
The final formula for the multiplicative adversary lower bound is similar to the additive adversary bound, and we even show how the optimal additive and multiplicative adversary matrices relate to each other for some functions. However, the similarity is only illusive and the multiplicative bound is significantly harder to compute than the additive one. When applied to t-fold search, our calculations are not simpler than Ambainis's original ones, but they are much more structured and transparent. See Section 6 for proofs of these bounds restated in our new framework.
Direct product theorem
In Section 5, we show that the multiplicative adversary bound unconditionally satisfies a strong direct product theorem (SDPT). Roughly speaking, an SDPT says that to compute k independent instances of a function we need Ω(k) times more queries even if we are willing to decrease the worst-case success probability exponentially in k. It is not known whether this theorem holds for all functions or not. Ambainis et al. [6] proved an SDPT for all symmetric functions directly, which greatly complicated their proof. We show that one can split their proof into two simpler independent steps: (1) finding a multiplicative adversary lower bound for a single instance, and (2) the SDPT then automatically follows from our general theorem.
Adversary framework

Quantum query complexity
As with the classical model of decision trees, in the quantum query model we wish to compute some function f and we access the input through queries. Let f : X → Σ O be a function, with X ⊆ Σ n I the set of inputs. We assume Σ I = {0, 1, . . . , σ − 1} with σ = |Σ I |, and call this the input alphabet and Σ O the output alphabet.
The memory of a quantum query algorithm is described by three registers: the input register, H I , which holds an input x ∈ X, the query register, H Q , which holds two integers 1 ≤ i ≤ n and 0 ≤ p < σ, and the working memory, H W , which holds an arbitrary value. The query register and working memory together form the accessible memory, denoted H A .
The accessible memory of a quantum query algorithm is initialized to some fixed state. Here we assume that the starting state of the algorithm on input x is |x I |1, 0 Q |0 W . The state of the algorithm then evolves through queries, which operate on the input and query register register, and arbitrary accessible memory operators. We now describe these operations.
We An alternative, perhaps more common, way to model a quantum query is through an operator O ′ : |x |i, p → |x |i, (x i + p) mod σ that encodes the result in a register. These two query models are equivalent, by conjugating with the quantum Fourier transform on |p . In this paper, we use the phase oracle.
An accessible memory operator is an arbitrary unitary operation U on the accessible memory H A . This operation is extended to the whole space as I I ⊗ U, where I I is the identity operation on the input space H I . The state of the algorithm on input x after t queries can be written as
As the input register is left unchanged by the algorithm, one can decompose |φ t x as |φ t x = |x |ψ t x , where |ψ t x is the state of the accessible memory after t queries.
The output of a T -query algorithm on input x is determined by a measurement of the accessible memory |ψ T
x . The probability that the algorithm outputs some
The ǫ-error quantum query complexity of a function f , denoted Q ǫ (f ), is the minimum number of queries made by an algorithm which outputs f (x) with probability at least 1 − ǫ for every x.
Progress function
Imagine that we run some quantum algorithm on a superposition of inputs |δ I |1, 0 Q |0 W = x∈X δ x |x |1, 0 |0 . The quantum state after t queries is
The reduced density matrix of the input register is
We define a progress function in terms of this reduced density matrix and a special Hermitian matrix Γ, coined the adversary matrix. We then present two kinds of adversary method, each using the progress function in a different way to get a quantum query lower bound. 
Note that W t is a real number, because both Γ and ρ t I are Hermitian. In the paper, we often use the following matrices. 
Additive adversary
In this traditional version of the adversary method, one upper-bounds the difference of the value of the progress function caused by one query. This method is the original adversary method, developed in a series of papers [10, 2, 13, 7, 8, 4, 17, 20, 19, 12] . Theorem 1 (Additive adversary bound [4, 8, 12] ). Let
where the maximum is over all additive adversary matrices for f , . is the spectral norm, and • is the entrywise (Hadamard) product of two matrices. Then Q ε (f ) ≥
The proof of this theorem immediately follows from the following statement. Theorem 2 ([12] ). Let Γ be an adversary matrix for a function f , and let δ be a normalized principal eigenvector of Γ, i.e., Γδ = Γ δ. Consider a quantum algorithm for f , with query complexity T and error probability at most ε. If we run it on the superposition of inputs |δ , then
If all coefficients of the adversary matrix Γ are nonnegative, then Γ corresponds to a hard distribution over input pairs and its principal eigenvector δ to a hard distribution over inputs. The initial value of the progress function W is large, because all scalar products are one in the beginning. The value of W at time T is low, because nonzero weight is only put on input pairs evaluating to different outputs, whose scalar product is low at the end. This intuition does not tell the whole truth if some coefficients of Γ are negative, but the adversary bound still holds; see [12] .
Multiplicative adversary
In this new version of the adversary method, one upperbounds the ratio of the values of the progress function before and after a query. This method is greatly inspired by the new adversary method developed by Ambainis [3, 6] .
Here, Γ has a different semantics. Roughly speaking, instead of setting some entries to zero, we require that the eigenspaces of Γ corresponding to small eigenvalues are spanned by vectors (superpositions of inputs) that do not determine the function value with high probability. The algorithm is then run on a superposition |δ corresponding to the smallest eigenvalue (which is typically a uniform superposition of all inputs), and the progress function W is slowly increasing (instead of decreasing) in time. To achieve good success probability, most of the quantum amplitude must move to the higher eigenspaces.
Definition 4 (Multiplicative adversary matrix). Let f : X → Σ O be a function. We say that a |X| × |X| positive definite matrix Γ with smallest eigenvalue 1 is a multiplicative adversary matrix for f with success probability η below eigenvalue λ, if λ ≤ Γ and F z Π bad 2 ≤ η for every output letter z ∈ Σ O , where Π bad is the projector onto the bad subspace, which is the direct sum of the eigenspaces of Γ corresponding to eigenvalues smaller than λ. Theorem 3 (Multiplicative adversary bound). Let η, ζ > 0 and let
, where the maximum is over all λ > 1 and multiplicative adversary matrices Γ for f with success probability η below eigenvalue λ, and Γ i,p def.
The proof of this theorem immediately follows from the following statement. Theorem 4. Let Γ be a multiplicative adversary matrix for a function f with success η > 0 below some eigenvalue λ ∈ (1, Γ ], and let δ be a normalized eigenvector of Γ corresponding to the eigenvalue 1, i.e., Γδ = δ. Consider a quantum algorithm with query complexity T and success probability at least η + 4ζ for some ζ > 0. If we run it on the superposition of inputs |δ , then
Proof. Item 1 is trivial, because ψ 0
x |ψ 0 y = 1 and thus W 0 = Γ, ρ 0 I = δ * Γδ = 1. Note that W t ≥ 1, because Γ is positive definite with smallest eigenvalue 1, and ρ t I is a density matrix.
Item 2. After the (t + 1)-st query, the quantum state is |Ψ t+1 = U t+1 O|Ψ t and thus ρ t+1
because the unitary operator U t+1 ∈ H Q ⊗H W acts as identity on the input register. The oracle operator O only acts on the input register and the query register, hence we can trace out the working memory. Denote ρ = Tr W |Ψ t Ψ t | and ρ ′ = OρO * . Then ρ t I = Tr Q (ρ) and ρ t+1 I = Tr Q (ρ ′ ). We express the progress function in terms of ρ, ρ ′ . Define an auxiliary block-diagonal matrix on H I ⊗ H Q :
Then
We upper-bound the change of the progress function as follows. We show that
Since the scalar products G, ρ and G ′ , ρ are linear in ρ and mixed states are convex combinations of pure states, it suffices to show this inequality for pure states ρ = |ρ ρ|.
Since both Γ and all Γ i,p 's are positive definite, both G and
We conclude that Eq. (3) holds for pure states and consequently also for all density matrices.
At the end of the computation, we measure the input register in the computational basis and the accessible memory according to the output projectors {Φ b }. Denote the outcomes x ∈ X and b ∈ Σ O . Since the algorithm has good success probability, f (x) = b with probability at least η + 4ζ. Let us prove an upper bound on this success probability in terms of the progress function.
Let Π good = I I − Π bad denote the projector onto the orthogonal complement of the bad subspace, coined the good subspace. We upper-bound the success probability in the bad subspace by η and in the good subspace by 1. Consider the final state of the computation |Ψ T and recall that ρ
Assume for a moment that the final state was |Ψ bad instead of |Ψ T . We measure the accessible memory first and fix the output of the computation b ∈ Σ O , then we trace out the accessible memory completely and end up with a mixed state ρ over the input register (not necessarily equal to ρ T I , because we remember b). We then measure the input register according to the projectors {F z } (set of inputs
The first inequality, A, B ≤ A · B tr , follows from the definition of the trace norm, and the last inequality states that Γ is a multiplicative adversary matrix (Definition 4). Thus the success probability of the algorithm would be at most η, had the input register been in the state |Ψ bad . The real output state is |Ψ T . Since the trace distance of these two states is
by Bernstein and Vazirani [11] , the success probability on |Ψ T can only be at most η + 4 √ β. On the other hand, we assumed that the algorithm has success probability at 1 When using a projector on a larger Hilbert space than defined, we first extend it by a tensor product with identity. For example, |Ψ bad =
, where A is the accessible memory. least η + 4ζ, hence β ≥ ζ 2 . We conclude that the progress function at the end takes value
It is generally hard to compute the spectral norm of Γ i,p Γ −1 from Theorem 3 for more complicated functions, however one can upper-bound it by an expression similar to the additive adversary bound. The key to the following statement is common block-diagonalization of Γ and O i,1 .
Lemma 5. Fix the index of the queried bit i. Assume that Γ and O i,1 are simultaneously block-diagonal in some "basis", that is there exists a complete set of orthogo-
where λ min (M ) denotes the smallest eigenvalue of M .
p=0 Y i,p = D i (by summing a geometrical sequence depending on x i − y i ). Since Γ and all O i,p are block-diagonal in Π, it follows that Γ i,p , Γ i,p Γ −1 , and Γ • D i are block-diagonal in Π, too. Therefore it suffices to compute an upper bound on Γ i,p Γ −1 in each subspace of Π separately and take the maximum as the upper bound. This proves the first part of the lemma that
Henceforth, fix the index ℓ of one such subspace and let Γ := Γ (ℓ) denote the adversary matrix projected onto Π ℓ .
where Γw 2 ≥ µ w 2 for µ = λ min (Γ). Now apply
which proves the second part of the lemma, because Γ here denotes Γ (ℓ) .
Using log(1 + x) ≤ x, we get the main result of this paper.
Corollary 6 (Block-diagonalized multiplicative adversary).
For every function f , and η, ζ > 0,
where the maxima are over λ > 1, over multiplicative adversary matrices Γ for f with success probability η below eigenvalue λ, and over simultaneous block-
For most functions, the second maximum is not reached using the trivial block-diagonalization Π = {I I } with just one projector onto the whole space. In this case, Γ • D i is way too large compared to λ min (Γ) and the upper bound is too weak. However, for unordered search, even this approach gives an almost tight bound; see Theorem 8.
Strong direct product theorem
In this section we investigate the complexity of evaluating a function f on k independent instances simultaneously. We prove that the multiplicative adversary bound satisfies a strong direct product theorem (SDPT). Roughly speaking it says that if we are asked to compute f on k independent inputs in time less than k times the time for one instance, then the success probability goes down exponentially in k. Ambainis et al. [6] proved an SDPT for t-threshold functions using these techniques. Here we show that their technique actually gives an SDPT for any function that has a multiplicative adversary lower bound.
For a function f :
). An algorithm succeeds with computing f (k) if all individual instances are computed correctly.
Theorem 7 (SDPT for the multiplicative adversary bound).
For every function f , ζ > 0, η ∈ (0, 1 2 ), and k ≥ 176, MADV η 2k/5 ,4·ζ k/10 (f (k) ) ≥ k 10 · MADV η,4ζ (f ). Proof. Let Γ denote the optimal multiplicative adversary matrix for f with success η, and λ the optimal threshold value for the good subspace. We construct Γ ′ , λ ′ for f (k) as follows [6, Appendix A.1], and show that Γ ′ is a good multiplicative adversary matrix for f (k) .
. Therefore, by Theorem 3, if we choose ζ ′ = ζ k/10 and the right η ′ , the multiplicative adversary bound is
It remains to analyze the success η ′ of the composed function f (k) in the bad subspace of Γ ′ , λ ′ .
Upper-bounding η ′ . Let T bad , T good denote the bad and good subspace of Γ. For a vector v ∈ {bad, good} k , let |ϕ ∈ T v1 ⊗ · · · ⊗ T v k be a product quantum state such that Γ ′ |ϕ 2 < λ ′ . Since all eigenvalues of Γ are at least 1, if an eigenspace of Γ ′ corresponds to an eigenvalue less than λ ′ , only less than k/10 individual subspaces T vj out of k can be the good ones. This means that more than 9k/10 instances lie in the bad subspace of Γ and thus have success probability at most η. Since |ϕ is a product state, the total success probability of computing all instances right is at most η 9k/10 . We, however, have to upper-bound the success probability for all superposition states that can come from different combinations of T vj 's. In general, for some vector α with α 2 = 1, |ϕ = v∈{bad,good} k |v|<k/10
|ϕ v ∈ T v1 ⊗ · · · ⊗ T v k and |v| denotes #good subspaces.
Our assumption about f is that F z |v 2 2 ≤ η for every z and |v ∈ T bad . Thus ≤ k 10 (10e) k/10 η 9k/10 < 2 k/2 η k/2 η 2k/5 ≤ η 2k/5 .
It follows that Γ ′ is a multiplicative adversary matrix for f (k) with success η ′ ≤ η 2k/5 below eigenvalue λ ′ , which concludes the proof. Note that there is nothing special about the bound k ≥ 176; the SDPT holds for all k, but we have to either take into account the multiplicative factor of k in the success η ′ , or use a stronger upper bound on the binomial coefficients.
We conclude that MADV η 2k/5 ,4·ζ k/10 (f (k) ) ≥ k 10 · MADV η,4ζ (f ).
This technique also allows us to prove a strong direct product theorem when the k instances are distinct functions.
Applications
In this section, we reprove all known lower bounds obtained by the subspace-analysis technique of Ambainis. We only consider functions with Boolean input. The input oracle O rotates the phase by a factor of (−1) pxi and the only nontrivial case is p = 1. We thus omit p and write just O i , Γ i instead of O i,1 , Γ i,1 .
Search
Consider an unordered search problem. Let X = {x ∈ {0, 1} n : |x| = 1} and Search n (x) = i such that x i = 1. In other words, there is exactly one 1 in an n-bit string and we have to find it. One can easily lower-bound the multiplicative adversary bound as follows.
Proof. Let q > 1 be a constant whose value we fix later. Define the following unit vectors: v = 1 √ n (1, . . . , 1) and v i = 1 √ n(n−1)
(1, . . . , 1, 1 − n, 1, . . . , 1) with 1 − n on the i-th position. Note that v ⊥ v i , but v i ⊥ v j for i = j. Define the following adversary matrix:
where I n is the identity matrix. Γ has two eigenspaces: Γv = v, and Γv i = qv i . The success probability in the eigenspace of v is η = 1/n. Let λ = Γ = q. We apply Corollary 6 with trivial block-diagonalization Π = {I}. Then λ min (Γ) = 1. Γ•D i consists of a 1×(n−1) matrix 1−q n (1, . . . , 1) and its adjoint, hence Γ
We set q = 32/ζ 2 to make the logarithm positive.
The analysis in Theorem 8 loses a quadratic factor in the success probability. By analyzing Γ i Γ −1 more precisely (using Theorem 3 directly), one can strengthen the lower bound to MADV n −1 ,ζ (Search n ) = Ω(ζ √ n).
t-fold search
t-fold search is a generalization of the search problem, where we have to find t ones. Let X = {x ∈ {0, 1} n : |x| = t} and Search t,n (x) = J such that J ⊆ [n], |J| = t, and x J = 1. The additive adversary bound implies that the bounded-error quantum query complexity of Search t,n is Ω( √ tn). The multiplicative adversary gives the same bound even for an exponentially small success probability! Part of this section is based on the analysis by Ambainis [3] translated to our framework.
Combinatorial matrices
The additive adversary matrix for Search t,n is very simple [2] : Γ add = J n,t,t−1 , where J n,t,d is a zero-one n t × n t matrix indexed by subsets of [n] of size t such that J n,t,d [x, y] = 1 iff |x ∩ y| = d. The intuition is that we only put the weight on input pairs that are hardest to distinguish (because they have the largest possible intersection).
The matrices J n,t,d are called combinatorial matrices [16] . For fixed n, t, the matrices J n,t,d commute and they thus all diagonalize in the same basis. This basis can be written in the bracket syntax as follows.
Definition 5 ([3]
). Let Π Sj denote the projector onto the subspace S j , where S j = T j ∩ T ⊥ j−1 , and T j is the space spanned by
Intuitively, |ψ J is a superposition of input states compatible with fixing the input bits from J to 1, T j is the subspace of states where we "know" at most j ones, and S j is the subspace where we "know" exactly j ones. Denote |ψ J = Π T ⊥ j−1 |ψ J . Note that these projected states are neither normalized nor orthogonal for j > 0. Denote
. Note that S j is spanned by |ψ J . Claim 9 (Eigenspaces of J n,t,d [16, Eq. (4.4)]). J n,t,d has eigenspaces {S j } t j=0 with eigenvalues
The eigenvalues of J n,t,t−1 can be expressed explicitly as
Multiplicative adversary matrix for constant ζ
Let us utilize the knowledge of the best known additive adversary matrix Γ add = J n,t,t−1 = t j=0 e t−1 (j) Π Sj to design a good multiplicative adversary matrix for the same function. Note that e t−1 is a quadratic polynomial in j, decreasing in the range of interest j ∈ [0, t], and e t−1 (t) = −t. It follows that, assuming t < n 2 , Γ ′ = Γ add + (n − t)I I is a positive definite matrix with smallest eigenvalue n − 2t and principal eigenvalue (n − t)(t + 1).
We want to assign higher weights to higher eigenspaces (because the success probability is higher there), whereas the eigenvalues of Γ ′ are decreasing in j. Let us thus compute its inverse and renormalize the outcome. We show that the matrix Γ ′′ = Γ ′ · (Γ ′ ) −1 = (n − t)(t + 1) Γ add + (n − t)I I −1 (7) gives rise to a good multiplicative adversary matrix for Search t,n with exponentially small η, although only for ζ ≥ 0.78. The only change we have to do to get this bound, is compressing the high eigenspaces of Γ ′′ by decreasing their eigenvalues. Unfortunately, 4ζ > 1, which makes the bound on the success probability trivial. However, we show in the next section how to amplify ζ to roughly ζ t and thus get a lower bound for an exponentially small success probability.
Theorem 10. For every n, t ≤ n 4e , and ζ ≥ 0.78,
Proof. Let q j = (n−t)(t+1) et−1(j)+(n−t) = (n−t)(t+1) (n−t−j)(t−j+1) denote the eigenvalues of Γ ′′ , and set λ = q t/2 . Take the matrix Γ ′′ = t j=0 q j Π Sj from Eq. (7) and change it to
i.e., compress the eigenspaces for j ≥ t/2 into one eigenspace with the same, lowest, eigenvalue.
Block-diagonalization of Γ and O i,p [3] . Thanks to the symmetry, it is sufficient to only consider the case i = 1 of querying the first input bit. As we say above, the only nontrivial case is p = 1. We present a complete set of orthogonal projectors Π in which both Γ and O 1 are block-diagonal. For a J ⊆ [n] such that 1 ∈ J, let
Then the following holds:
is a complete set of orthogonal projectors for the whole input space T t .
Let us verify that Π indeed block-diagonalizes Γ and O 1 . To compute the images of the basis states of each projector Π j,ℓ , we use a double decomposition like in Eq. (11) and (12) . First, since |ϕ j,ℓ ∈ S j,0 and M j |ϕ j,ℓ ∈ S j,1 , 
qj is the ratio of two consecutive eigenvalues of Γ ′′ . Using Eq. 
A straightforward calculation shows that Γ 1 Γ −1 Π j,ℓ has eigenvalues
where we have used that q ≥ 1 and α 2 + β 2 = 1.
To illustrate this bound in the full range of j, assume for a moment a larger domain j < t instead of j < t 2 , i.e., forget about the compression of high eigenspaces. We use the expressions α ≤ 1 and β = t−j n−2j [6, Claim 19] , which easily follow from the (non-trivial) computation of Claim 18] , and the bound q ≤ 1 + 2 t−j from Eq. (13) above. We obtain
This bound gets extremely weak for j → t. However, since we compress the high eigenspaces for j ≥ t 2 , the norm can be upper-bounded by 1 + 8/ √ tn instead of just O(1).
Eigenvalues of Γ 1 Γ −1 on the trivial subspace. Let us revisit the trivial subspace S t,0 and make sure that the block-diagonalization is correct there, too. We claim that S t,0 ⊆ S t . Since |ψ 0 J = |ψ J for |J| = t and 1 ∈ J, we get T t,0 ⊆ T t , and thus it suffices to prove S t = T t,0 ∩T ⊥ t−1,0 ⊆ T ⊥ t−1 . It holds that T t,0 ⊆ T ⊥ t−1,1 due to a different value of the first input bit. Also, we know that T j ⊆ T j,0 ⊕ T j,1 , hence T ⊥ j,0 ∩ T ⊥ j,1 ⊆ T ⊥ j and the proof is finished. Let |w ∈ S t,0 . |w is an eigenvector of Γ, because it lies in S t . Since O 1 |w = |w , we conclude that Γ 1 Γ −1 |w = |w and S t,0 is indeed a trivial subspace.
Upper-bounding η [3] . Since λ = q t/2 , we have to upper-bound F z |ϕ 2 2 ≤ η for all |ϕ ∈ T t/2 . Since the dimension of T t/2 is n t/2 and the number of possible outcomes is n t , using [18] , the success probability is at most η ≤ n t/2 / n t . Using the bounds ( n k ) k ≤ n k ≤ (e n k ) k and assuming t ≤ n 4e ,
By being more careful, one can prove an exponentially small upper bound on η for all t ≤ n 2 . Here we see the second reason for compressing the high eigenspaces-we would not be able to get an exponentially small upper bound on η otherwise.
Multiplicative adversary bound. By substituting λ = q t/2 ≥ (1 + 1 t ) t/2 ≈ √ e by Eq. (13) and Γ 1 Γ −1 = max j Γ 1 Γ −1 Π j,ℓ into Theorem 3, the multiplicative adversary bound for Search t,n with ζ ≥ 0.78 (to make the logarithm in the numerator positive) is
.
This bound can be improved to 1 20 √ tn for ζ ≥ 0.96.
Multiplicative adversary matrix for an exponentially small ζ
In this section, we show how to improve the value of the parameter ζ of the multiplicative adversary matrix Γ for Search t,n to roughly ζ t , while preserving the bound. The basic idea is to use the matrix power Γ t instead of Γ.
Theorem 11 (t-fold search). For every n and t ≤ n 4e , MADV 2 −t/2 ,e −t/8 (Search t,n ) = Ω( √ tn).
Proof. We use Γ t as the multiplicative adversary matrix, where Γ comes from Eq. (8) , and λ = q t t/2 . Since all eigenvalues of Γ are just raised to the power of t, Γ t is positive definite with smallest eigenvalue 1. Most of the proof, such as the common block-diagonalization of Γ t and O i,p , upperbounding η, and the symbolic computation of the eigenvalues of Γ t i,p Γ −t on Π j,ℓ , are conducted in the same way as in Theorem 10.
We just recompute the upper bound on the spectral norm of a sub-matrix in Eq. (14) , changing q := q t : (1))αβ(q t −1) < 1+108 t/n, because α ≤ 1, β ≤ t/n, and q t ≤ e 4 for j ≤ t 2 due to Eq. (13) .
Since log(λ) = t log(q t/2 ) ≥ t 2 , the multiplicative adversary bound for Search t,n with ζ ≥ e −t/8 is
108 t/n = √ tn 432 .
Other possible multiplicative adversary matrices
Let us conclude this section with a few remarks. Ambainis used a different multiplicative adversary matrix [3] :
where q is a fixed constant, i.e., each ratio of two consecutive eigenvalues of Γ is equal. It turns out that one has a lot of freedom in this respect and almost any matrix with this ratio close to a constant would give a good bound. We have chosen Γ ∼ (Γ add ) −t to demonstrate the "inverse" relationship between the additive adversary matrix and the multiplicative adversary matrix. Note that the additive term (n − t)I I in Eq. (7) is not really necessary, because the high eigenspaces of Γ ′′ are compressed out and it thus does not matter what their original eigenvalues were. It would be nice if one could prove a simpler upper bound on Γ 1 Γ −1 using the explicit expression Γ ∼ J −t n,t,t−1 , instead of analyzing the complete structure of the eigenspaces. Is it true for other functions that one can take Γ −1 add as a good starting point for the multiplicative adversary matrix?
The powering trick from Theorem 11, lowering the value of ζ to ζ t , is applicable to all functions, as long as the spectral norms of the sub-matrices are of the form 1 + c 1 (q − 1) and the ratio of the eigenvalues is q = 1 + c2 t . The multiplicative adversary bound given by Γ is ≈ t log(λ)/(c 1 c 2 ), and the one given by Γ t is ≈ t log(λ)/(c 1 e c2 ), which is not much smaller if c 2 is not too large.
t-threshold function
Consider the decision version of the t-fold search problem, the function Threshold t,n (x) = |x| − t + 1 with input set X = {x ∈ {0, 1} n : |x| ∈ {t − 1, t}}. One can always achieve success probability 1/2 by a random guess, hence we want to upper-bound the bias from 1/2. The analysis in this section is based on Ambainis's method [6] translated to our framework. We use the block-diagonalization trick, because it is very hard to analyze the matrices precisely.
Theorem 12 (t-threshold function [6] ). For every n and t ≤ n 2 , MADV 1/2,4ζ (Threshold t,n ) = Ω(ζ 2 √ tn).
Proof (sketch). We conduct this proof similarly to the proof of Theorem 10, except for that we now use eigenspaces spanned by uniform superpositions of both (t − 1)-weight and t-weight strings. Define the following adversary matrix with q = 1 + 4 log(2/ζ) t and λ = q t/2 :
and |ψ J,a and |ψ J,a are defined as in Definition 5. Let us explain the intuition behind this construction. We have to put all minus subspaces inside the good subspace of Γ, otherwise some |v = |ψ J,0 = 1 √ 2 (|ψ J,+ + |ψ J,− ), for which F 0 |v 2 = 1, lies in S j,+ ⊕ S j,− ⊆ T bad , and therefore the success probability in the bad subspace could only be upper-bounded by the trivial η = 1. This way, all states from the bad subspace lie inside T t/2,+ and η = 1/2. On the other hand, we compress all plus subspaces with j ≥ t/2, because it allows us to prove a stronger bound on the denominator, like in Eq. (15) . We do not lose much in the numerator by the compression.
Block-diagonalization of Γ and O 1 . We decompose the basis states |ψ J,a with 1 ∈ J onto |ψ J,a,b by fixing the first input bit to b ∈ {0, 1}, similarly to Eq. (9). Given a vector v = (v 00 , v 01 , v 10 , v 11 ), let |ψ v J denote v 00 |ψ J,0,0 + v 01 |ψ J,0,1 + v 10 |ψ J,1,0 + v 11 |ψ J,1,1 . Like in the proof of Theorem 10, certain linear combinations of these states lie in S j,± and S j+1,± [6, Claim 17] . In particular, one can show that
and α a , β a for an a ∈ {0, 1} (and an implicit index j) are defined by Eq. (10) with the threshold value t := t−1+a. In other words, the columns of U are vectors v that put |ψ v J inside S j,+ , S j+1,+ , S j,− , S j+1,− , respectively. Furthermore, the subspaces S j,a,b for a, b ∈ {0, 1}, spanned by |ψ J,a,b , have the same dimension and there exist 3 unitaries that map |ψ J,0,0 → |ψ J,a,b , hence one can form a complete set of orthogonal projectors Π = {Π j,ℓ } j,ℓ ∪ Π triv that blockdiagonalizes Γ. Each projector Π j,ℓ is 4-dimensional.
The query operator O 1 is trivially block-diagonal in Π, because O 1 |ψ J,a,b = (−1) b |ψ J,a,b , or, equivalently,
This matrix is too hard to analyze directly, hence we apply Corollary 6 rather than Theorem 3. We compute
The matrix (UG j U * ) • D 1 , after swapping the second and third row and column, can be written as − q j 2 0 Hj H *
Use α a ≤ 1, and β a ≤ 2t/n and |α Claim 19 and 20] . Then substitute q = 1+ 4 log(2/ζ) t and bound λ = q t/2 ≈ e 2 log(2/ζ) = 4/ζ 2 .
We conclude that
This bound is only valid for j ≤ t/2. However, if j ≥ t/2, then G j = q t/2 I, Γ (j) 1 (Γ (j) ) −1 = I, and the analysis in this subspace is trivial. Again, this is the main reason why we mark the subspaces S j,+ for j ≥ t/2 as good.
Analysis of the trivial subspaces. For j ∈ {t − 1, t}, the projectors Π j,ℓ have a smaller dimension than 4 × 4, because there are not enough basis states. In particular, for |J| = t − 1, there are only 3 types of basis states |ψ J,0,0 ∈ S t−1,0,0 ⊆ S t−1,0 , and |ψ J,1,0 and |ψ J,1,1 with α|ψ J,1,0 + β|ψ J,1,1 ∈ S t−1,1 and β|ψ J,1,0 − α|ψ J,1,1 ∈ S t,1 . Hence their linear combinations fall into the following subspaces: (1, α, β) ∈ S t−1,+ , (1, −α, −β) ∈ S t−1,− , and (0, β, −α) ∈ S t,1 = S t,− . Note that S t,− has a different definition than other S j,− , and that there is no subspace S t,+ . For, |J| = t, the situation is simpler, because there are only basis states |ψ J,1,0 ∈ S t,1,0 ⊆ S t,1 = S t,− . We conclude that the projectors onto the trivial subspaces also block-diagonalize Γ and O 1 .
The analysis of the norm of Γ 1 Γ −1 on these trivial subspaces is again not needed, because Γ = q t/2 I on Π t−1,ℓ or Π t,ℓ . We conclude that its norm is exactly 1.
Multiplicative adversary bound. By Corollary 6, using the symmetry of all i, and ζ 2 λ = ζ 2 q t/2 ≈ 4, the multiplicative adversary bound for Threshold t,n is
= Ω(ζ 2 √ tn) .
Designing Γ for a general function
After having presented optimal multiplicative adversary matrices for several problems, let us make a note on how to design a good Γ in general. It seems that one does not have too much freedom. All known good multiplicative adversary matrices Γ have the following structure: Γ is a linear combination of projectors S j , where S j is spanned by superpositions of input states consistent with fixing exactly j input variables. This matrix is then simultaneously blockdiagonalized with the query operator. The diagonal blocks typically overlap with two adjacent subspaces S j and S j+1 . To get a good estimate of the spectral norm of Γ i,p Γ −1 on such a block, the minimal and maximal eigenvalue of this block must not differ too much.
On the other hand, we want the spectral norm of Γ to be as large as possible, hence a good choice of the multiplicative coefficients seems to be q j Π Sj for some constant q, or more generally (Π j i=1 q i )Π Sj , with q i different in each subspace S i if the subspaces for different i have significantly different properties.
The real difficulty seems to lie not in designing the subspaces S j , but in their combinatorial analysis.
Open problems
Our biggest open problem is to find a new stronger lower bound using the multiplicative adversary method. A promising function is element distinctness: given n integer numbers, are they all distinct or does there exist a pair of equal numbers? The best quantum algorithm for this problem runs in time O(n 2/3 ) [5] . A tight lower bound was already proved using the polynomial method [1] , but the adversary method is only known to give Ω( √ n).
It is possible that one can find a general mapping from additive adversary matrices to multiplicative adversary matrices, similar to the one from Section 6.2.2, for some interesting class of functions larger than the class of symmetric functions. If this can be done and the two adversary bounds coincide for some constant error probability, then many extensive computations could be avoided.
It is a long-standing open problem to prove any quantum time-space tradeoff for a Boolean function (e.g., again, element distinctness). The multiplicative adversary method has potential to prove it, as follows. If the algorithm workspace is small, then the Schmidt-rank of the reduced density matrix of the input register is also small, regardless of the size of the input register, and one may be able to upper-bound the amplitude in the higher subspaces.
Can one improve the lower bound in Theorem 12 from Ω(ζ 2 √ tn) to Ω(ζ √ tn)? We use Corollary 6 in this paper, due to its simplicity, but a direct application of Theorem 3 would give ζ in Theorem 8 and also in the special case of Theorem 12 with t = 1 (the OR function). Note that the additive adversary only gives the weaker bound with ζ 2 .
Finally, it would be interesting to look at the dual formulation of the multiplicative adversary bound, if one exists. Our bound is not described in terms of semidefinite programs, however one may be able to reformulate it in such a way that the bound is convex in Γ, and use general Lagrange multipliers.
