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Consider the following initial value problem for hyperbolic conservation laws in d spatial variables
ut + div
(
f(u)
)= 0, (x, t) ∈ Rd ×R+, (1.1)
where the unknown u = u(x, t) is a function of the spatial variables x = (x1, . . . , xd)T and the time
variable t > 0 and, at t = 0, attains the initial condition
u(x,0) = u0(x), x ∈ Rd, (1.2)
for some given function u0 :Rd → R. In (1.1), the given map f= ( f1, . . . , fd)T :R → Rd is smooth and
is called the ﬂux of the conservation law.
The initial value problem for Eq. (1.1) with “generic nonlinearities” f does not admit a global
smooth solution for arbitrary initial data, and weak solutions must be sought. Typical examples of
discontinuous solutions are provided by planar shock waves. Furthermore, it is known that nonclas-
sical undercompressive shock waves that do not satisfy Lax shock inequalities may arise as singular
limits. An undercompressive shock, by deﬁnition, is such that characteristics around it cross the shock
trajectory. The theory of such shocks was extensively developed these last ten years [11,12,20,21] and
various local perturbations of conservation laws and their singular limits were analyzed. The theory of
nonclassical shocks was developed in close connection with actual models of continuum physics that
allow for undercompressive shocks (or subsonic phase boundaries), especially in the context of phase
transition dynamics [1,9,19,31,32] thin ﬁlm ﬂows [4], and multiphase ﬂow in porous media [33].
The crucial modeling question that naturally arises is deﬁning the dissipative effects that drive
nonclassical shocks in a given physical situation. Mathematically, one needs to speciﬁcy a regulariza-
tion of the conservation law (1.1). In the present paper, motivated by the theory of phase transition
dynamics, we investigate the effects of non-local terms.
Following [21], we denote the regularized problem in the abstract form
uεt + div
(
f
(
uε
))= R[ε;uε], (x, t) ∈ Rd ×R+, (1.3)
where ε > 0 is a small parameter, and observe that one typical (local) dissipation term leading to
nonclassical shocks in the singular limit ε → 0 is deﬁned (for arbitrary functions w : Rd → R) by
R[ε;w](x) := εw(x)+ λ(ε)ε2
d∑
i=1
wxixi xi (x), x ∈ Rd, (1.4)
in which λ = λ(ε) is chosen here to be a ﬁxed parameter. This scaling of the diffusion and dispersion
terms is motivated by scaling arguments and, for instance, by searching for traveling wave solutions.
We refer the reader to the reviews [20,21] for background material.
Now, in phase transition problems, e.g. for liquid–vapor transitions governed by the Navier–Stokes–
Korteweg equations [2,9], the physical density formally corresponds to our unknown uε . While the
second-order term in (1.4) takes into account the effects of viscosity, the third-order term models the
effects of capillary forces near the phase boundary. For the model problem (1.3) with R deﬁned in
(1.4), undercompressive shock waves are indeed known to form in the limit ε → 0; see [3,11,16].
A closer look at the modeling in phase transition theory reveals that physical phenomena are non-
local in nature (see for instance the textbook [27]) and that the widely used local versions should
be regarded as approximations of non-local ones. Speciﬁcally, in the present paper we consider the
following class of non-local regularization mechanism:
R[ε;w](x) := εw(x)+ λ(ε)
d∑(
(φε ∗ wxi )(x)− wxi (x)
)
, x ∈ Rd. (1.5)i=1
3340 F. Kissling et al. / J. Differential Equations 247 (2009) 3338–3356Here, given a function v ∈ L1loc(Rd), its convolution φε ∗ v is deﬁned by
(φε ∗ v)(x) :=
∫
Rd
φε(x− y)v(y)dy,
where φ : Rd → R is a given (kernel) function and φε is deﬁned by
φε(x) := 1
εd
φ
(
x
ε
)
. (1.6)
The kernel function models long-range interactions, as discussed in [29]. In [10,28], it has been
checked analytically and numerically that for one-dimensional equations the non-local regularization
(1.5) leads to undercompressive waves if λ(ε) = γ is a constant.
The analysis of the singular limit ε → 0 was addressed by the compensated compactness method
for one-dimensional conservation laws by Schonbek [30], Hayes and LeFloch [11], LeFloch and Natal-
ini [23] (for a class of nonlinear diffusion), Kondo and LeFloch [17] (for globally Lipschitz ﬂux and L2
data), and Coclite and Karlsen [5] (for the Camassa–Holm regularization). The generalization of this
technique to non-local regularizations was recently addressed by Rohde [28]. For a generalization to
certain systems of two conservation laws, see [12].
It is important to observe that the scaling allowed by the argument of compensated compactness
does cover the regime of nonclassical shock waves. We note also that proofs require a priori esti-
mates in Lp spaces, and that the method of compensated compactness does not in itself allows for a
generalization to several space dimensions.
On the other hand, DiPerna’s measure-valued solutions [8] provided the framework to justify sin-
gular limits to multi-dimensional conservation laws toward Kruzkov’s classical entropy solutions [18],
as was demonstrated by Correia and LeFloch [6,7] and Kondo and LeFloch [17]. Later, Hwang and
Tzavaras [15] realized that the kinetic formulation [24,25] allows to cover the limiting case corre-
sponding to the scaling associated with nonclassical shocks, and successfully analyzed singular limits
for various (local) regularizations [13,14].
Our purpose in the present paper is to add to this body of works and provide a proof of conver-
gence for solutions to the non-local and multi-dimensional model (1.3), (1.5) for scalings allowing for
nonclassical shocks. As we will see several new features and technical diﬃculties arise to carry out
the desired program. Following Kondo and LeFloch [17] we only rely on a natural L2-type energy
estimate and, consequently, assume that the ﬂux grows at most linearly in the large. Then, following
Hwang and Tzavaras [15], we rely on a version of the averaging lemma established by Perthame and
Souganidis [26], and we determine a suitable decomposition of the dissipation terms associated with
the non-local regularization under study. We also show that depending on the parameter p in the
scaling λ(ε) = O(εp) we can identify the limit u as either a Kruzkov’s classical entropy solution [18]
of (1.1) or else as a nonclassical entropy solution in the sense introduced by LeFloch [21].
An outline of this paper is as follows. In Section 2, we specify our assumptions and state the
existence of smooth solutions to (1.3) for ﬁxed ε. Section 3 contains basic ε-independent a priori es-
timates and, in Section 4, we state and give the proof of our main result; see Theorem 4.1. Finally, the
aforementioned discussion of the limiting solution and several numerical experiments are presented
in Section 5.
2. Background material
We collect here assumptions and properties of the problem under study that we need for our
investigation. We consider the problem (1.3), (1.2), (1.5) and let λ ∈ C0(R). From now on we assume
that
the ﬂux f is smooth and generically nonlinear, i.e. f′ satisﬁes
for each n ∈ Sd and α ∈ R and a.e. ξ ∈ R, α + f′(ξ) · n = 0 (2.1)
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u0 ∈ L2
(
R
d)∩ L∞(Rd). (2.2)
Moreover, the kernel function
φ ∈ C1(Rd) in (1.6) is an even function satisfying φ  0,
supp(φ) ⊂ [−1,1],
∫
Rd
φ(x)dx= 1. (2.3)
Based on the above assumptions, a global existence result of classical solutions to the regularized
problem was established by Rohde [28].
Theorem2.1. Suppose that the assumptions (2.1)–(2.3) hold. Given a bounded intervalΛ of allowed parameter
values λ, there exists a constant KΛ such that for all ε and all u0 : Rd → R with ‖u0‖L2(Rd)  KΛ , the initial
value problem (1.3), (1.2), (1.5) admits a global-in-time, classical solution uε : Rd × R+ → R which is also
unique in this class.
In addition, the solution decays suﬃciently fast at spatial inﬁnity, so that the integrals arising in
the forthcoming calculations will be ﬁnite. We now consider a sequence {uε}ε>0 of classical solutions
for our non-local problem. The basic tool to establish the pre-compactness of this sequence will be
the velocity averaging lemma in the form established by Perthame and Souganidis in [26] which
allows for a full space-derivative in the source term. We present it here in a version restricted to our
particular situation.
Theorem 2.2 (Averaging lemma). Let { fn} and {gi,n}, i = 1, . . . ,d, be sequences of solutions to the transport
equation
∂t fn + a(ξ) · ∇x fn =
d∑
i=1
∂xi∂
k
ξ gi,n, (2.4)
where k is an arbitrary integer and the smooth velocity coeﬃcient a = a(ξ) satisﬁes the non-degeneracy con-
dition (2.1).
Then, provided { fn} is bounded in Lqloc(Rd ×R+ ×R) for some 1< q < ∞, and that {gi,n} is pre-compact
in Lqloc(R
d ×R+ ×R), the average
∫
fn(x, t, ξ)Ψ (ξ)dξ is pre-compact in L
q
loc
(
R
d ×R+
)
,
for any Ψ ∈ C∞0 (R).
3. A priori estimates
To achieve the desired compactness properties we need establish ﬁrst several a priori estimates.
In particular, we are able to relate the L2-norm of the non-local dissipative term φε ∗ uε − uε to the
L2-norm of the gradient of uε .
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solution {uε}ε>0 of (1.3), (1.5):
1
2
∥∥uε(·, t)∥∥2L2(Rd) + ε
d∑
i=1
∥∥∂xi uε∥∥2L2(Ωt ) = 12‖u0‖2L2(Rd). (3.1)
Proof. To establish (3.1) we multiply (1.3), (1.5) by uε , and integrate with respect to the space and
time variables:
1
2
∥∥uε(·, t)∥∥2L2(Rd) + ε
d∑
i=1
∥∥∂xi uε∥∥2L2(Ωt )
= 1
2
‖u0‖2L2(Rd) + λ
d∑
i=1
t∫
0
∫
Rd
uε(x, s)
((
φε ∗ uε(·, s)
)
(x)− uε(x, s))xi dxds.
Note that the classical solution uε and its derivatives decay to 0 for |x| → ∞ such that the boundary
integrals in the last relation vanish.
To conclude it remains to observe that the last term in the above identity vanishes. Actually, let
w ∈ C1(Rd) be a function tending to 0 for |x| → ∞ and j ∈ {1, . . . ,d}. Since φε is even we can write
∫
Rd
w(x)
(
(φε ∗ w)(x)
)
xi
dx= −
∫
Rd
w(y)
∫
Rd
φε(x− y)wxi (x)dxdy
= −
∫
Rd
w(y)(φε ∗ wxi )(y)dy
= −
∫
Rd
w(y)
(
(φε ∗ w)(y)
)
y j
dy. (3.2)
The last integral is simply minus the original one, and therefore
∫
Rd
w(x)
(
(φε ∗ w)(x)
)
xi
dx= 0, i = 1, . . . ,d.  (3.3)
In the next lemma we estimate the convolution term in terms of derivatives of uε . The scaling
with respect to ε exhibited here will be important in the subsequent analysis.
Lemma 3.2 (Uniform estimate for the non-local operator). Suppose that the assumptions (2.1)–(2.3) hold.
Then, there is a constant C > 0 such that for any w ∈ C1(Rd)∩ W 1,2(Rd),
‖φε ∗ w − w‖L2(Rd)  Cε
d∑
i=1
‖∂xi w‖L2(Rd).
The constant C depends on φ but is independent of the parameter ε.
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I :Rd → R with
I(x) := (φε ∗ w)(x)− w(x) =
∫
R
φε(x− y)
(
w(x)− w(y))dy.
We now rely on the fact that supp(φε) ⊂ Bε(0), and the following Morrey-type inequality whose
proof is elementary:
∣∣w(x)− w(y)∣∣ C1ε1− d2
( ∫
B2ε(x)
∣∣∇w(z)∣∣2 dz)1/2,
for x ∈ Rd , y ∈ Bε(x). This leads us to the following estimate
∣∣I(x)∣∣ ∫
Bε(x)
∣∣φε(x− y)∣∣∣∣(w(x)− w(y))∣∣dy
 C1ε1−
d
2
∫
Bε(x)
∣∣φε(x− y)∣∣
( ∫
B2ε(x)
∣∣∇w(z)∣∣2 dz)1/2 dy
= C2ε1− d2
( ∫
B2ε(x)
∣∣∇w(z)∣∣2 dz)1/2.
For x = (x1, . . . , xd)T and Q ε(x) := (x1 − 2ε, x1 + 2ε) × · · · × (xd − 2ε, xd + 2ε), we introduce the
one-to-one map g(·,x) :Rd → Q ε(x) whose components g1, . . . , gd are deﬁned by
z j := g j(z˜,x) := x j + εs(z˜ j)
and z= (z1, . . . , zd)T . By s ∈ C1(R) we denote an arbitrary function mapping R to (−1,1) with s′ = 0
and s′ ∈ L1(R).
We integrate |I(x)|2 and obtain
∫
Rd
∣∣I(x)∣∣2 dx C2ε2−d
∫
Rd
( ∫
Q ε(x)
∣∣∇w(z)∣∣2 dz)dx
= C2ε2−d
∫
Rd
(∫
Rd
∣∣∇w(g(z˜,x))∣∣2 dx)εds′(z˜1) · · · s′(z˜d)dz˜.
In fact, the value of the inner integral in the last term is independent of z˜ which leads to
∫
Rd
∣∣I(x)∣∣2 dx= C3ε2
∫
Rd
(∫
Rd
∣∣∇w(x)∣∣2 dx)s′(z˜1) · · · s′(z˜d)dz˜ C4ε2‖∇w‖2L2(Rd). 
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4.1. Main convergence theorem
Following Hwang and Tzavaras [15], we now prove that there exists a function u ∈ L2(R × R+)
such that for (a subsequence of) the family {uε}ε>0
lim
ε→0
∥∥uε − u∥∥Lploc(R×R+) = 0, p ∈ [1,2).
Provided the ﬂux is globally Lipschitz, this function is a weak solution of (1.1) and, depending on the
scaling parameter λ in (1.5), can be either a classical entropy solution [18] of (1.1) or a nonclassical
entropy solution [21].
Our main result is:
Theorem 4.1 (Convergence for the non-local and multi-dimensional model). Suppose that the assumptions
(2.1)–(2.3) and the conditions λ(ε) = O(1) are satisﬁed. Let {uε}ε>0 be a family of regular solutions to (1.3),
(1.5) satisfying the initial condition (1.2). Then, there exist a limiting function u ∈ L2(Rd × R+) and a subse-
quence of {uε}ε>0 such that
(i) {uε}ε>0 converges to u (as ε → 0) strongly in Lploc(Rd ×R+), p ∈ [1,2).
(ii) Provided the u-derivative of the ﬂux f is globally bounded, the limiting function is a weak solution of (1.1).
The proof of this result will follow directly by the subsequent two lemmas. In the ﬁrst lemma,
we derive an equivalent kinetic re-formulation for the nonlinear scalar conservation law (1.3), (1.5).
Following Lions, Perthame, and Tadmor [24,25], the idea is to replace the nonlinear problem by a
(formally) linear equation enlarging the space of free variables. Then we demonstrate that {uε}ε>0 is
a Cauchy sequence in Lploc(R×R+), p ∈ [1,2), and ﬁnally derive the result.
The following notation will be useful. The indicator function 1 :R×R → R is deﬁned by
1(u, ξ) =
⎧⎨
⎩
1, 0< ξ  u,
−1, u  ξ < 0,
0, otherwise.
(4.1)
Lemma 4.2 (Kinetic decomposition for the non-local model). Suppose that the assumptions (2.1)–(2.3) and the
condition λ(ε) = O(1) are satisﬁed, and let {uε}ε>0 be regular solutions to (1.3), (1.5) with initial condition
(1.2).
(i) For each ε > 0 there exist distributions
πεi ∈ D′
(
R
d ×R+ ×R
)
(i = 1, . . . ,d), kε ∈ D′(Rd ×R+ ×R)
such that the function
χε(x, t, ξ) := 1(uε(x, t), ξ), (x, t, ξ) ∈ Rd ×R+ ×R, (4.2)
satisﬁes the kinetic representation
∂tχ
ε + f′(ξ) · ∇χε = ∂ξkε +
d∑
i=1
∂xiπ
ε
i in D′
(
R
d ×R+ ×R
)
. (4.3)
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πεi → 0 in L2
(
R
d ×R+; H−1(R)
)
as ε → 0, (4.4)
and the family {kε}ε>0 is uniformly bounded in M(Rd ×R+ ×R), with
{
kε
}
ε>0 is pre-compact in W
−1,p
loc
(
R
d ×R+ ×R
)
for p ∈
[
1,
s
s − 1
]
, s > d + 2. (4.5)
The expressions of the distributions πεi and k
ε will be given explicitly in our proof below. Note
also that the statement (4.4) can be equivalently rewritten as
πεi =: π˜ εi + ∂ξ πˆεi , π˜ εi , πˆ εi → 0 in L2
(
R
d ×R+ ×R
)
. (4.6)
We are now in a position to apply the averaging lemma, as follows.
Lemma 4.3 (Strong convergence property). Suppose that the assumptions (2.1)–(2.3) and the conditions
λ(ε) = O(1) are satisﬁed, and let {uε}ε>0 be regular solutions to (1.3), (1.5) with initial condition (1.2). Then,
a subsequence of {uε}ε>0 is a Cauchy sequence in L1loc(Rd × R+) and, furthermore, there exists a function
u ∈ L2(Rd ×R+) such that limε→0 ‖uε − u‖Lploc(Rd×R+) = 0 for p ∈ [1,2).
4.2. Proofs of the lemmas and of the main theorem
Proof of Lemma 4.2. We begin by establishing the entropy-like identity
−
∫
Rd
T∫
0
∫
R
(
χε(x, t, ξ)ϕt(x, t)+
d∑
i=1
χε(x, t, ξ) f ′i (ξ)ϕxi (x, t)
)
η′(ξ)dξ dt dx
= −
∫
Rd
T∫
0
d∑
i=1
Hεi (x, t)η
′(uε)ϕxi (x, t)dt dx
−
∫
Rd
T∫
0
Gε(x, t)ϕ(x, t)η′′
(
uε
)
dt dx, (4.7)
where we deﬁned
Hεi (x, t) := ε∂xi uε(x, t)+ λ
(
φε(x) ∗ uε(x, t)− uε(x, t)
)
, (4.8)
Gε(x, t) :=
d∑
i=1
(
ε
(
∂xi u
ε(x, t)
)2 + λ(φε(x) ∗ uε(x, t)− uε(x, t))∂xi uε(x, t)). (4.9)
Let (η,q) be an entropy pair to (1.1). By an entropy pair we mean smooth functions η :R → R and
q :R → Rd that satisfy the compatibility condition η′ f ′i = q′i , i = 1, . . . ,d. Note that convexity of η is
not required. Inserting (1.5) in (1.3) and multiplying with η′(uε), we obtain
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(
uε
)+ divq(uε)
= ε
d∑
i=1
∂xi
(
η′
(
uε
)
∂xi u
ε
)− εη′′(uε) d∑
i=1
(
∂xi u
ε
)2
+ λ
d∑
i=1
[
η′
(
uε
)(
φε ∗ uε − uε
)]
xi
− λη′′(uε)(φε ∗ uε − uε) d∑
i=1
∂xi u
ε. (4.10)
Let ϕ ∈ C∞0 (Rd × R+) be a test function and regard η ∈ C∞0 (R) as a test function, too. With the
indicator function 1 from (4.1) we can rewrite the entropy pair as follows
η(u)− η(0) =
∫
R
1(u, ξ)η′(ξ)dξ,
q j(u)− q j(0) =
∫
R
1(u, ξ) f ′j(ξ)η
′(ξ)dξ.
Now we integrate (4.10) with respect to space and time and obtain the desired equation (4.7).
Next, we show that Gε , which is deﬁned in (4.9), is uniformly bounded in L1(Rd ×R+). We have
∫
Rd
T∫
0
∣∣Gε(x, t)∣∣dt dx = ∫
Rd
T∫
0
∣∣∣∣∣
d∑
i=1
(
ε
(
∂xi u
ε
)2 + λ(φε ∗ uε − uε)∂xi uε)
∣∣∣∣∣dt dx

∫
Rd
T∫
0
ε
d∑
i=1
∣∣∂xi uε∣∣2 dt dx+ λ
∫
Rd
T∫
0
∣∣∣∣∣(φε ∗ uε − uε)
d∑
i=1
∂xi u
ε
∣∣∣∣∣dt dx
=: Jε1 + Jε2 .
We can estimate Jε1 by a constant independent of ε, because with Lemma 3.1 we have
ε
∑d
i=1(∂xi uε(x, t))2 ∈ L1(Rd ×R+). Using again Lemmas 3.1, 3.2, and Hölder’s inequality we obtain
Jε2 = λ
∥∥∥∥∥(φε ∗ uε − uε)
d∑
i=1
∂xi u
ε
∥∥∥∥∥
L1(Rd×R+)
 λ
∥∥φε ∗ uε − uε∥∥L2(Rd×R+)
∥∥∥∥∥
d∑
i=1
∂xi u
ε
∥∥∥∥∥
L2(Rd×R+)
 λ
(
Cε
d∑
i=1
∥∥∂xi uε∥∥L2(Rd×R+)
)(
d∑
i=1
∥∥∂xi uε∥∥L2(Rd×R+)
)
,
thus
Jε2  λCε
1√
ε
1√
ε
 C,
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∫
Rd
T∫
0
∣∣Gε(x, t)∣∣dt dx< ∞. (4.11)
We proceed with the derivation of the kinetic formulation (4.3) for the nonlinear scalar conserva-
tion law (1.3), (1.5). Deﬁne the mappings kε and πεi , i = 1, . . . ,d, by
kε :
⎧⎪⎨
⎪⎩
D(Rd ×R+)× D(R) → R
ϕ ⊗ η′ →
{ 〈kε,ϕ(x, t)⊗ η′(ξ)〉
= ∫
Rd
∫ T
0 G
ε(x, t)ϕ(x, t)η′(uε(x, t))dt dx
(4.12)
and
πεi :
⎧⎪⎨
⎪⎩
D(Rd ×R+)× D(R) → R
ϕ ⊗ η′ →
{ 〈πεi ,ϕ(x, t)⊗ η′(ξ)〉
= ∫
Rd
∫ T
0 H
ε
i (x, t)ϕ(x, t)η
′(uε(x, t))dt dx.
(4.13)
Since the space generated by ϕ ⊗ η′ is dense in D(Rd × R+ × R), we can extend the mappings
(4.12) and (4.13) to test functions θ ∈ D(Rd ×R+ × R). The two mappings kε and πεi are linear and
continuous. As the linearity is obvious we only have to verify the continuity.
For θ ∈ D(Rd ×R+ ×R) we have
∣∣〈kε, θn〉∣∣=
∣∣∣∣∣
∫
Rd
T∫
0
Gε(x, t)θ
(
x, t,uε(x, t)
)
dt dx
∣∣∣∣∣ supx,t,ξ
∣∣θn(x, t, ξ)∣∣∥∥Gε∥∥L1(Rd×R+).
The L1-bound (4.11) implies the boundedness.
Applying the estimate |〈πεi , θ〉|  C
√
ε‖θ‖L2(Rd×R+) , which we deduce in (4.16) below, the con-
tinuity of πεi follows analogously. Accordingly k
ε and πεi , i = 1, . . . ,d, are distributions in D′(Rd ×
R+ ×R).
We compute the partial derivatives of these distributions as follows:
〈
∂ξk
ε,ϕ(x, t)⊗ η′(ξ)〉= −〈kε,ϕ(x, t)⊗ η′′(ξ)〉
= −
∫
Rd
T∫
0
Gε(x, t)ϕ(x, t)η′′
(
uε(x, t)
)
dt dx (4.14)
and
〈
∂xiπ
ε
i ,ϕ(x, t)⊗ η′(ξ)
〉= −〈πεi ,ϕxi (x, t)⊗ η′(ξ)〉
= −
∫
Rd
T∫
0
Hεi (x, t)ϕxi (x, t)η
′(uε(x, t))dt dx. (4.15)
Equipped with (4.14) and (4.15) we can rewrite the entropy equality (4.7) as
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∂tχ
ε + f′(ξ) · ∇χε,ϕ(x, t)⊗ η′(ξ)〉
= 〈∂ξkε,ϕ(x, t)⊗ η′(ξ)〉+ d∑
i=1
〈
∂xiπ
ε
i ,ϕ(x, t)⊗ η′(ξ)
〉
.
With the argument above, namely ϕ⊗η′ is dense in D(Rd ×R+ ×R), we obtain for all θ ∈ D(Rd ×
R+ ×R)
〈
∂tχ
ε + f′(ξ) · ∇χε, θ(x, t, ξ)〉= 〈∂ξkε, θ(x, t, ξ)〉+ d∑
i=1
〈
∂xiπ
ε
i , θ(x, t, ξ)
〉
,
which is the desired kinetic formulation (4.3).
We proceed to verify the regularity statements in (ii) concerning the mappings πεi and k
ε . Starting
with πεi , i = 1, . . . ,d, and applying Hölder’s inequality, Lemmas 3.1 and 3.2, we obtain
∣∣〈πεi , θ 〉∣∣
=
∣∣∣∣∣
∫
Rd
T∫
0
Hεi (x, t)θ
(
x, t,uε(x, t)
)
dt dx
∣∣∣∣∣

∥∥(ε∂xi uε + λ(φε ∗ uε − uε))θ(x, t,uε(x, t))∥∥L1(Rd×R+)

(∥∥ε∂xi uε∥∥L2(Rd×R+) + λ∥∥φε ∗ uε − uε∥∥L2(Rd×R+))∥∥θ(x, t,uε(x, t))∥∥L2(Rd×R+),
thus
∣∣〈πεi , θ 〉∣∣
(√
ε
√
ε
∥∥∂xi uε∥∥L2(Rd×R+) + Cε
d∑
i=1
∥∥∂xi uε∥∥L2(Rd×R+)
)∥∥θ(x, t,uε(x, t))∥∥L2(Rd×R+)

(√
εC1 + C2ε 1√
ε
)∥∥θ(x, t,uε(x, t))∥∥L2(Rd×R+)
= C√ε∥∥θ(x, t,uε(x, t))∥∥L2(Rd×R+) (4.16)
for all θ ∈ D(Rd ×R+ ×R).
Furthermore, we have
∥∥θ(x, t,uε(x, t))∥∥2L2(Rd×R+) =
∫
Rd
T∫
0
θ2
(
x, t,uε
)
dt dx
=
∫
Rd
T∫
0
uε(x,t)∫
−∞
2θθξ dξ dt dx
 2
∫
d
T∫
0
( uε∫
−∞
θ2 dξ
)1/2( uε∫
−∞
(θξ )
2 dξ
)1/2
dt dx,R
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∥∥θ(x, t,uε(x, t))∥∥2L2(Rd×R+) 
∫
Rd
T∫
0
( uε∫
−∞
θ2 dξ
)
+
( uε∫
−∞
(θξ )
2 dξ
)
dt dx

∫
Rd
T∫
0
( ∞∫
−∞
θ2 dξ
)
+
( ∞∫
−∞
(θξ )
2 dξ
)
dt dx
= ‖θ‖2
L2(Rd×R+;H10(R))
.
This leads to
∣∣〈πεi , θ 〉∣∣ C√ε‖θ‖L2(Rd×R+;H1(R)), (4.17)
which is (4.4).
Next, we consider the term kε and verify (4.5). We recall that the L1-bound (4.11) implies
∣∣〈kε, θ 〉∣∣=
∣∣∣∣∣
∫
Rd
T∫
0
Gε(x, t)θ
(
x, t,uε(x, t)
)
dt dx
∣∣∣∣∣
 sup
x,t,ξ
∣∣θ(x, t, ξ)∣∣∥∥Gε∥∥L1(Rd×R+)
for all θ ∈ D(Rd × R+ × R). Thus kε lies in particular in the space of bounded measures M(Rd ×
R+ × R), the dual space of C0(Rd × R+ × R) (the space of continuous functions, which vanish at
inﬁnity). Now let V ⊂ Rd × R+ × R be a bounded set with V ⊂ Rd × R+ × R. Since C00(V ) ⊂ C0(V )
we have
M(V ) ∼= (C0(V ))′ ⊂ (C00(V ))′.
The Sobolev embedding theorem implies that W 1,s0 (V ) is compactly embedded in C
0
0(V ) for every
bounded open subset V ⊂ Rd × R+ × R and s > d + 2. We deduce for the dual space the compact
embedding
(
C00(V )
)′ ⊂ W−1, ss−10 (V )
for s > d + 2. Let Vk be an increasing sequence of sets covering the whole of Rd ×R+ ×R and argue
for every Vk , k ∈ N, as above. Thus we ﬁnd (4.5). 
Proof of Lemma4.3. For some arbitrary but ﬁxed Ψ ∈ C∞0 (R) we deﬁne the sequence {vε}ε>0 through
vε(x, t) :=
∫
R
χε(x, t, ξ)Ψ (ξ)dξ =
∫
R
1
(
uε, ξ
)
Ψ (ξ)dξ.
We will show at ﬁrst that there is a function v ∈ Lploc(Rd × R+) so that vε → v converges in
Lploc(R
d ×R+), 1 p < ss−1 , s > d + 2 (in the sense of a subsequence).
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∂tχ
ε + f′(ξ) · ∇χε = ∂ξkε +
d∑
i=1
∂xi
(
π˜ εi + ∂ξ πˆεi
)
in D′(Rd ×R+ ×R), (4.18)
where π˜ εi , πˆ
ε
i → 0 in L2(Rd × R+ × R), kε is bounded in M(Rd × R+ × R) and pre-compact in
W−1,ploc (R
d ×R+ ×R), 1 p < ss−1 , s > d + 2.
To make use of Theorem 2.2 (averaging lemma) we have to show that we can understand (4.18) as
being in the form (2.4) identifying χε with fn and setting a = f′ . Obviously, with notation (4.2), we
ﬁnd for the indicator function χε = 1(uε, ξ) ∈ Lqloc(Rd ×R+ ×R), q ∈ [1,2]. For the right-hand side in
(4.18) we observe:
(i) Since πˆ εi → 0 in L2(Rd × R+ × R) it follows that πˆ εi is pre-compact in L2(Rd × R+ × R) and
therefore πˆ εi is pre-compact in L
q
loc(R
d × R+ × R), q ∈ [1,2]. Thus ∂xi πˆ εi is pre-compact in
W−1,q(Rd × R+ × R), q ∈ [1,2]. In the same manner it follows that ∂ξ πˆεi is pre-compact in
W−1,q(Rd ×R+ ×R), q ∈ [1,2].
(ii) By Lemma 4.2 the distribution kε is in fact pre-compact in W−1,ploc (R
d ×R+ ×R) for 1 p < ss−1 ,
s > d + 2. Choosing q = p we can therefore see the term kε as ∂xi πˆ εi .
(iii) Since π˜ εi → 0 in L2(Rd ×R+ ×R) we can conclude as in (i) that π˜ εi is pre-compact in L2loc(Rd ×
R+ × R) and accordingly pre-compact in W−1,ploc (Rd × R+ × R), 1 p  2. Thus we can see the
term π˜ εi as ∂ξ πˆ
ε
i in (ii).
With the aid of (i)–(iii) we can now apply the averaging lemma and achieve
vε =
∫
R
χε(x, t, ξ)Ψ (ξ)dξ =
∫
R
1
(
uε, ξ
)
Ψ (ξ)dξ is pre-compact in Lploc
(
R
d ×R+
)
,
1 < p < ss−1 . As a consequence a subsequence of {vε}ε>0 converges to some v in Lploc(Rd × R+). In
addition we can deduce
lim
ε→0
∥∥vε − v∥∥Lqloc(Rd×R+) = 0 for 1 q p. (4.19)
Next, we show that a subsequence of {uε}ε>0 is a Cauchy sequence in L1loc(Rd × R+) with limit
v ∈ L2(Rd ×R+).
We have
vε =
∫
R
1
(
uε, ξ
)
Ψ (ξ)dξ ∈ L2(Rd ×R+)
since
∫
Rd
T∫
0
∣∣∣∣
∫
R
1
(
uε, ξ
)
Ψ (ξ)dξ
∣∣∣∣
2
dt dx ‖Ψ ‖2C0
∫
Rd
T∫
0
∣∣∣∣
∫
R
1
(
uε, ξ
)
dξ
∣∣∣∣
2
dt dx
= ‖Ψ ‖2C0
∫
d
T∫
0
∣∣uε∣∣2 dt dx C∥∥uε∥∥2L2(Rd×R+)  C .
R
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lim
ε→0
∥∥uε − vε∥∥L1(Rd×R+) = 0. (4.20)
Let R > 0 and Ψ ∈ C∞0 (R) such that Ψ = 1 on (−R, R) and 0 Ψ  1. Then, we obtain
∣∣∣∣uε −
∫
R
1
(
uε, ξ
)
Ψ (ξ)dξ
∣∣∣∣=
∣∣∣∣
∫
R
1
(
uε, ξ
)
dξ −
∫
R
1
(
uε, ξ
)
Ψ (ξ)dξ
∣∣∣∣
=
∣∣∣∣
∫
R
1
(
uε, ξ
)(
1−Ψ (ξ))dξ ∣∣∣∣

−R∫
−∞
∣∣1(uε, ξ)∣∣dξ +
∞∫
R
∣∣1(uε, ξ)∣∣dξ
= (uε + R)− + (uε − R)+,
which leads to
∫
Rd
T∫
0
∣∣∣∣uε −
∫
R
1
(
uε, ξ
)
Ψ (ξ)dξ
∣∣∣∣dt dx
∫
Rd
T∫
0
(
uε + R)− + (uε − R)+ dt dx

∫ ∫
|uε |>R
∣∣uε∣∣dt dx
 1
R
∫
Rd
T∫
0
∣∣uε∣∣2 dt dx C
R
since uε ∈ L2(Rd ×R+). Choosing R = 1ε we immediately get (4.20), and {uε}ε>0 is a Cauchy sequence
in L1loc(R
d ×R+).
We use (4.19), (4.20) and consider the estimate
∥∥uε − v∥∥L1(K )  ∥∥uε − vε∥∥L1(K ) + ∥∥vε − v∥∥L1(K ) → 0 as ε → 0, K Rd ×R+.
We conclude that {uε}ε>0 converges to the limit v ∈ L2(Rd × R+) because u is bounded in
L∞((0, T ); L2(Rd)) ⊂ L2(Rd × R+) and L2(Rd × R+) is a Banach space. Therefore the ﬁrst statement
of the lemma follows with u := v .
It remains to show that limε→0 ‖uε − u‖Lploc(Rd×R+) = 0 holds for p ∈ [1,2). This is a direct conse-
quence of interpolation theory: For r ∈ (1,2) there is a Θ so that
1
r
= Θ
2
+ 1−Θ
1
and with the interpolation inequality for Lp-norms we can estimate
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
(∥∥uε∥∥L2(K ) + ‖u‖L2(K ))Θ∥∥uε − u∥∥1−ΘL1(K )
 C
∥∥uε − u∥∥1−ΘL1(K )
for every K Rd ×R+ . We conclude that ‖uε − u‖Lr(K )  C‖uε − u‖1−ΘL1(K ) → 0 if ε → 0. The lemma is
proven. 
Proof of Theorem 4.1. Lemma 4.3 gives directly the convergence of {uε}ε>0 and the existence of a
limiting function u. It remains to check that the limit u is a weak solution to the conservation law
(1.1). The approximates uε satisfy for all ϕ ∈ C∞0 (Rd ×R+)
∫
Rd
T∫
0
uε(x, t)ϕt +
d∑
i=1
f i
(
uε(x, t)
)
ϕxi dt dx
= −
∫
Rd
T∫
0
εuεϕ dt dx+ λ
∫
Rd
T∫
0
(
φε ∗ uε − uε
) d∑
i=1
ϕxi dt dx
=: Dε1[ϕ] + Dε2[ϕ]. (4.21)
To show that the right-hand side in (4.21) vanishes for ε → 0 note that Dε1[ϕ] → 0 due to the
uniform L2-estimate from Lemma 3.1, and Dε2[ϕ] → 0 follows from
∣∣Dε2[ϕ]∣∣ λ
∫
Rd
T∫
0
∣∣∣∣∣(φε ∗ uε − uε)
d∑
i=1
ϕxi
∣∣∣∣∣dt dx
 λ
∥∥φε ∗ uε − uε∥∥L2(Rd×R+)
∥∥∥∥∥
d∑
i=1
ϕxi
∥∥∥∥∥
L2(Rd×R+)
 C
√
ε,
using Lemma 3.2. 
5. Characterization of the limiting solutions
5.1. The case of classical entropy solutions
In this last part we discuss the limit function u whose existence was established in Theorem 4.1.
Depending on the scaling parameter λ the limit can be either a Kruzkov entropy solution [18] or
a nonclassical entropy solution [21]. The result below improves upon [28] where more restrictive
conditions on the scaling were imposed. For such results of convergence to classical entropy solutions
for local regularization, we refer to [6,7,17], which, instead of the kinetic formulation, rely on DiPerna’s
measure-valued solutions.
Theorem 5.1 (The case of classical entropy solutions). Suppose that the assumptions (2.1)–(2.3) hold and the
u-derivative of the ﬂux f is globally bounded. Consider the scaling λ(ε) = o(1). Let {uε}ε>0 be a family of
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classical entropy solution of (1.1), i.e.,
∂tη(u)+ divq(u) 0 in D′
(
R
d ×R+
)
holds for all entropy pairs (η,q) such that η is convex and grows at most linearly in the large.
For the proof of this statement we need the following lemma of the theory of kinetic formulations
of conservation laws. (See Perthame [25] for a proof.)
Lemma 5.2. The following statements are equivalent.
(i) u : Rd ×R+ → R is a Kruzkov solution of (1.1).
(ii) There is a nonnegative locally bounded measure m ∈ M(Rd ×R+ ×R) with
∂tχ + f′(ξ) · ∇χ = ∂ξm in D′
(
R
d ×R+ ×R
)
,
in which χ(ξ) = 1(u, ξ).
Proof of Theorem 5.1. First of all, recall the relation (4.18). We have to pass to the limit ε → 0 in
(4.18). We can pass to the limit in the LHS of (4.18) since
χε = 1(uε, ξ)⇀χ = 1(u, ξ) in Lploc(Rd ×R+; L1(R)), 1 p < 2, (5.1)
which follows from
∣∣〈χε −χ,θ 〉∣∣=
∣∣∣∣∣
∫
Rd
T∫
0
∫
R
(
χε(x, t, ξ)−χ(x, t, ξ))θ(x, t, ξ)dξ dt dx
∣∣∣∣∣

∫
Rd
T∫
0
∥∥θ(x, t, ·)∥∥L∞(R)∣∣uε − u∣∣dt dx

∥∥uε − u∥∥Lp(Rd×R+)‖θ‖Lq(Rd×R+;L∞(R)).
Furthermore, since kε in (4.18) is bounded in M(Rd × R+ × R) and pre-compact in W−1,ploc (Rd ×
R+ ×R), 1 p < ss−1 , s > d + 2 (Lemma 4.3) it follows
kε ⇀ k weak- in M(Rd ×R+ ×R). (5.2)
Therefore using π˜ εi ,π
ε
i → 0 in L2(Rd × R+ × R) the function χ = 1(u, ξ) satisﬁes the transport
equation
∂tχ + f′(ξ) · ∇χ = ∂ξk in D′
(
R
d ×R+ ×R
)
. (5.3)
Finally, we will see that k is a nonnegative measure. Then, Lemma 5.2 implies the statement.
Let m denote the weak- limit(
ε
d∑(
uεxi
)2)
⇀m in M(Rd ×R+ ×R).
i=1
3354 F. Kissling et al. / J. Differential Equations 247 (2009) 3338–3356Fig. 1. Numerical solution at time t = 2.5 · 10−4 for the model (1.3), (1.5) on an equidistant partition for ε = 0.00005, . . . ,0.005.
The limiting solution contains a nonclassical undercompressive shock followed by a classical shock.
Similarly to the estimates of the term J ε2 in Lemma 4.2, we have
∥∥∥∥∥Gε − ε
d∑
i=1
(
uεxi
)2∥∥∥∥∥
L1(Rd×R+)
=
∥∥∥∥∥λ
d∑
i=1
(
φε ∗ uε − uε
)
uεxi
∥∥∥∥∥
L1(Rd×R+)
 λ
∥∥φε ∗ uε − uε∥∥L2(Rd×R+)
d∑
i=1
∥∥uεxi∥∥L2(Rd×R+)
 λCε 1√
ε
1√
ε
= Cλ → 0,
whereas we apply λ(ε) = o(1) for the convergence. Thus we have with k = m  0 a nonnegative
limit. 
5.2. The case of nonclassical entropy solutions
For scalings beyond λ = λ(ε) the limit k in (5.3) is a bounded measure but it need not be non-
negative. In general, the measure k is not nonnegative if λ = γ in the regularization (1.3) with (1.5).
Thus, the non-local diffusion–dispersion approximation (1.3), (1.5) can generate nonclassical shocks
and does not converge to the classical entropy solution.
Namely, this conclusion is supported by numerical experiments shown in Figs. 1 and 2. We plot
here the solutions uε of (1.3), (1.5) for various values of the parameter ε. In Fig. 1, the limit solution
consists of an undercompressive shock and a Lax shock, whereas the limit solution in Fig. 2 consists of
an undercompressive shock and a rarefaction wave. The numerical computations have been performed
with a straightforward ﬁnite-difference discretization.
F. Kissling et al. / J. Differential Equations 247 (2009) 3338–3356 3355Fig. 2. Numerical solution at time t = 5.0 · 10−4 for the model (1.3), (1.5) on an equidistant partition for ε = 0.00005, . . . ,0.005.
The limiting solution contains a nonclassical undercompressive shock followed by a rarefaction wave.
Speciﬁcally, we used the ﬂux f (u) = u3, the parameter γ = 15 and the kernel
φ(x) =
⎧⎨
⎩
exp( 1
x2−1 )∫ 1
−1 exp(
1
y2−1 )dy
, x ∈ (−1,1),
0, otherwise,
whereas φε is given as in (1.6). We refer to LeFloch and Mohamadian [22] for further background on
numerical methods for nonclassical shocks and the current state of the art.
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