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Preface
The subject of this thesis is the uniqueness theory of meromorphic functions and it is
devoted to problems concerning Bru¨ck Conjecture, Set sharing and related topics. The tool,
we used in our discussions is classical value distribution theory of meromorphic functions,
which is one of the milestones of complex analysis during the last century.
Throughout the thesis, we shall denote by C the set of all complex number and C =
C ∪ {∞}. Also we denote by N and Z the set of all natural numbers and the set of all
integers respectively.
In our thesis, by Theorem i.j.k., we mean that k-th theorem in j-th section of the i-th
chapter. Similar conventions are followed in definitions, examples, remarks etc. cases also.
This dissertation contains nine chapters. Also at the end of the thesis, we added one
section containing the list of publications and bibliography.
Chapter 1 deals with the Nevanlinna theory ([23, 36, 37, 46, 55, 59, 64]). It contains
some basic definitions, notations, estimations which we used vividly throughout our journey.
Chapters 2, 3 and 4 are devoted to the subject on sharing values between meromorphic
functions and their derivatives and more general differential expressions as well. In 1996, in
connection to the value sharing of an entire functions together with its derivative, R. Bru¨ck
([16]) proposed a conjecture. Based on his conjecture, there were several generalizations
and extensions, e.g. ([11], [20], [22], [45], [48], [51], [53], [54], [58], [62], [66], [78], [79],
[81]). In chapters 2, 3 and 4, we studied Bru¨ck conjecture in more general settings in
different aspects.
Chapters 5 and 6 introduce the idea of unique range sets, set sharing problems ([1], [4],
[7], [15], [30], [31], [34], [69]) in different aspects and its relevant concepts like uniqueness
polynomial ([49], [63]), strong uniqueness polynomials ([3]), critically injective polynomials
([31], [32]) etc. We investigated some new class of strong uniqueness polynomials satisfying
Fujimoto’s condition and generating unique range sets. We have also established some
sufficient conditions for uniqueness polynomials to be strong uniqueness polynomials.
Chapter 7 is also concerned with unique range sets corresponding to the derivatives of
two meromorphic functions. Here we have also introduced some new unique range sets.
The shared value problems relative to a meromorphic function f and its higher ordered
derivative have been widely studied as subtopic of the uniqueness theory in chapters two,
three and four. Changing that flavor, in Chapters 8 and 9, we consider uniqueness problem
of a meromorphic function with its higher ordered derivative under aegis of set sharing to
connect the Bru¨ck conjecture with Gross’ problem.
Almost all the results have already been published in the form of research papers in
different journals of international repute.
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Chapter 1
Basic Nevanlinna Theory
1.1 Introduction
The value distribution theory of meromorphic functions is one of the milestones of
complex analysis during the last century. This theory was greatly developed by the finish
Mathematician Rolf Nevanlinna ([59]) during the 1920’s. In both its scope and its power,
his approach greatly surpasses previous results, and in his honor the field is now also known
as Nevanlinna theory.
The aim of this chapter is to describe selected parts of the Nevanlinna Theory. Proofs
will not be reproduced here, rather we shall indicate where they may be found in the
literature. The definitive reference for this section is Hayman’s monograph ([36]). For a
short survey on Nevanlinna theory one can also go thorough the article ([19]).
Let C be the complex plane. A function f is said to be analytic in a domain D ⊂ C if
f ′(z) exists finitely at every point of D. The function f is said to be analytic at a point
z = z0 if there exists a neighborhood of the point z0 in which f is analytic.
A point z = z0 ∈ C is called a regular point for a complex-valued function f if f is
analytic at z0. A point z0 is called a singular point or a singularity of f , if f is not analytic
at z0 but every neighborhood of z0 contains atleast one point at which f is analytic.
A singular point z0 of f is called an isolated singularity of f if f is defined and analytic
in some deleted neighborhood of z0. Otherwise, it is called non-isolated singularity of f .
Let z = α be an isolated singularity of an analytic function f . Then in some deleted
neighborhood of z = α, f can be expanded in the following form:
f(z) =
∞∑
n=0
an(z − α)n +
∞∑
n=1
bn(z − α)−n
This series expansion of f in negative and non-negative powers of (z−α) is called Laurent
series expansion of f . If, in particular, f is analytic at z = α, then bn = 0 for n = 1, 2, 3, . . .
and the corresponding series expansion is called Taylor series expansion of f .
In Laurent series expansion, the part
∑∞
n=0 an(z − α)n is called the regular part and
the part
∑∞
n=1 bn(z − α)−n is called the principal part. For the principal part following
three possibilities are to be considered:
i) If all the coefficients bn are zero, then we call that z = α is a removable singularity
of f because we can make f regular at z = α by suitably defining its value at z = α.
1
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ii) If the principal part of f at α contains a finite number of terms only, then f is said to
have a pole at z = α. If bm (m ≥ 1) is the last non-vanishing term in the principal
part, then α is called a pole of f with order m.
iii) If the principal part of f at α contains infinitely many non-zero terms, then f is said
to have an essential singularity at z = α.
If f is analytic at z = α and a0 = a1 = . . . = ak−1 = 0 and ak 6= 0 in the Taylor series
expansion of f around α, then the expansion takes the form f(z) =
∑∞
n=k an(z −α)n. In
this case z = α is called a zero of f with multiplicity k.
Also for some finite complex number a, a zero of f − a with multiplicity k is called an
a-point of f with multiplicity k. Sometimes, a pole of f with multiplicity k is called as an
∞-point of f with multiplicity k.
A function f : C→ C is called an entire function if it is analytic on the entire complex
plane. Also, f is called meromorphic on C if f is analytic on C except possibly at isolated
singularities, each of which is a pole.
A meromorphic function in the complex plane may have infinite number of poles or
zeros or a-points but there is only a finite number of them in any finite domain. Otherwise,
there would exist at least one limit point of poles or zeros or a-points in the finite plane
and this would be an essential singularity. Thus two cases may be distinguished:
i) The point at infinity is a regular point or a pole. So the function has a finite number
of poles or zeros. In this case the function is called rational meromorphic function.
ii) The point at infinity is an essential singularity. Thus the function has an infinite
number of poles or zeros or a-points which accumulate at the point at infinity. In
this case the function is called transcendental meromorphic function.
Now we are the position to state Poisson-Jensen’s Formula ([64]) for a meromorphic func-
tion f in a disc |z| ≤ R (0 < R <∞), which is the gateway to the Nevanlinna Theory.
Theorem 1.1.1. Suppose that f(z) is meromorphic in |z| ≤ R (0 < R < ∞) and
aµ (µ = 1, 2, . . . ,m) and bν (ν = 1, 2, . . . , n) are the zeros and poles of f(z) inside the
disc |z| ≤ R respectively. If f(z) is analytic elsewhere inside and on the boundary of the
disc and z = reiθ (0 ≤ r < R) is a point in |z| ≤ R and f(z) 6= 0,∞, then
log |f(reiθ)| = 1
2π
2π∫
0
R2 − r2
R2 − 2rR cos(θ − φ) + r2 log |f(Re
iφ)| dφ
+
n∑
ν=1
qν log
∣∣∣∣ R2 − bνreiθR(reiθ − bν)
∣∣∣∣− m∑
µ=1
pµ log
∣∣∣∣ R2 − aµreiθR(reiθ − aµ)
∣∣∣∣,
where pµ is the order of aµ and qν is the order of bν .
• Here if we agree to count the poles or zeros according to their multiplicity, then we
can drop pµ and qν form the above expression.
• This formula is deduced under the assumption that neither the poles bν nor the zeros
aµ are to be found on |z| = R. The theorem continues to hold if we permit zeros and
poles on |z| = R.
2
Chapter 1 Basic Nevanlinna Theory
Corollary 1.1.1 (Poisson’s formula). Suppose that f(z) has no zeros and poles in |z| ≤ R.
If z = reiθ (0 ≤ r < R), then
log |f(reiθ)| = 1
2π
2π∫
0
R2 − r2
R2 − 2rR cos(θ − φ) + r2 log |f(Re
iφ)| dφ.
Theorem 1.1.2 (Jensen’s Theorem). Suppose that f(z) is meromorphic in |z| ≤ R (0 <
R < ∞) and that aµ (µ = 1, 2, . . . ,m) and bν (ν = 1, 2, . . . , n) are the zeros and poles
of f(z) inside the disc |z| ≤ R respectively. If f(z) is analytic elsewhere inside and on the
boundary of the disc and f(0) 6= 0,∞, then
log |f(0)| = 1
2π
2π∫
0
log |f(Reiφ)| dφ +
m∑
µ=1
log
|aµ|
R
−
n∑
ν=1
log
|bν |
R
.
Remark 1.1.1. For the case that f(z) has zero of order λ or pole of order −λ at z = 0,
if the Laurent expansion of f(z) at the origin be
f(z) = cλz
λ + cλ+1z
λ+1 + . . . , (cλ 6= 0),
then Jensen’s formula takes the form
log | cλ | +λ logR = 1
2π
∫ 2π
0
log | f(Reiφ) | dφ+
m∑
µ=1
log | aµ
R
| −
n∑
ν=1
log | bν
R
| .
This is the general form of the Jensen’s formula. The theory of meromorphic functions
depends largely on this formula.
1.2 The First Fundamental Theorem
Rolf Nevanlinna developed a systematic study of the value distribution theory by means
of his First and Second Fundamental Theorems. To this end, we shall explain some pre-
liminaries of Nevanlinna theory.
Let f(z) be a non-constant meromorphic function defined in the complex plane. We
denote by n(r,a; f) the number of a-points of f(z) in the disc |z| < r for a ∈ C ∪ {∞},
where an a-point is counted according to its multiplicity. We put
N(r, a; f) =
∫ r
0
n(t, a; f)− n(0, a; f)
t
dt+ n(0, a; f) log r,
where n(0, a; f) denotes the multiplicity of a-points of f(z) at the origin. Clearly n(0, a; f) =
0 when f(0) 6= a. If a =∞, we put N(r,∞; f) = N(r, f)
The function N(r, a; f) is a real valued continuous function in r, known as integrated
counting function of the a-points of f(z).
Definition 1.2.1. For x ≥ 0, we define
log+ x = max{log x, 0} =
{
log x, x ≥ 1
0, 0 ≤ x < 1.
It is obvious that log x = log+ x− log+ 1
x
for all x > 0.
3
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Definition 1.2.2. We define
m(r,∞; f) = m(r, f) = 1
2π
2π∫
0
log+ |f(reiθ)|dθ,
which we call the proximity function of the meromorphic function f(z).
If a ∈ C, then we set m(r, a; f) = m(r, 1
f−a). The quantity
m(r, a; f) =
1
2π
2π∫
0
log+
1
|f(reiθ)− a|dθ
measures the mean deviation of the values of f(z) from the value a as z is varying over
the circle |z| = r. Actually we see that when the values of f are relatively far away from
the value a for z on |z| = r, then m(r, a; f) is small. On the other hand, if the values of
f are relatively close to the value a for z on |z| = r, then m(r, a; f) is large.
Also the quantity N(r, a; f) is large or small according to f(z) − a = 0 has relatively
many or relatively few roots inside the disc |z| ≤ r.
Definition 1.2.3. The function T (r, f) := m(r, f) + N(r, f) is called the Nevanlinna’s
characteristic function of f , which plays a cardinal role in Nevanlinna Theory.
The following inequalities are the basic properties of characteristic functions:
Theorem 1.2.1. If fν(z) (ν = 1, 2, . . . , p) are meromorphic functions in | z |≤ R (0 <
R <∞), then for 0 < r < R, we have
i) N
(
r,
p∏
ν=1
fν
)
≤
p∑
ν=1
N (r, fν) and N
(
r,
p∑
ν=1
fν
)
≤
p∑
ν=1
N (r, fν),
ii) m
(
r,
p∏
ν=1
fν
)
≤
p∑
ν=1
m (r, fν) and m
(
r,
p∑
ν=1
fν
)
≤
p∑
ν=1
m (r, fν) + log p,
iii) T
(
r,
p∏
ν=1
fν
)
≤
p∑
ν=1
T (r, fν) and T
(
r,
p∑
ν=1
fν
)
≤
p∑
ν=1
T (r, fν) + log p.
We see that in view of Definition (1.2.3) and Remark 1.1.1, one can write general
Jensen’s formula in terms of Nevanlinna characteristic functions and this form is known as
Jensen-Nevanlinna formula.
Theorem 1.2.2. Let f(z) be meromorphic in | z |≤ R (0 < R <∞). Then for 0 < r < R,
we have
T
(
r,
1
f
)
= T (r, f) +O(1),
where O(1) is a bounded term depending on f and a but not on r.
Theorem 1.2.3 (Nevanlinna’s First Fundamental Theorem). Let f(z) be a non-constant
meromorphic function defined in |z| < R (0 < R ≤ ∞) and let a ∈ C ∪ {∞} be any
complex number. Then for 0 < r < R
T
(
r,
1
f − a
)
= T (r, f) +O(1),
where O(1) is a bounded quantity depending on f and a but not on r.
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Remark 1.2.1. The First Fundamental Theorem provides an upper bound to the number
of zeros of the functional equation f(z) = a for a ∈ C ∪ {∞}.
In order to study some properties of characteristic functions, we state an alternative
expression of T (r, f):
Theorem 1.2.4. If f is meromorphic in |z| < R, then
T (r, f) =
1
2π
2π∫
0
N(r, eiθ)dθ + log+ |f(0)|, 0 < r < R.
This expression of T (r, f) by an integral is known as Henri Cartan’s Identity.
Corollary 1.2.1. 12π
2π∫
0
m(r, eiθ)dθ ≤ log 2.
Definition 1.2.4. A function y = f(x) is called convex downward if for any two points
(x1, f(x1)) and (x2, f(x2)) on the curve y = f(x), the chord joining these two points
lies above the arc of the curve between the two points i.e, for any x ∈ [x1, x2] if f ′(x) is
non-decreasing or, f(x1)(x1 − x2) + f(x)(x2 − x1) + f(x2)(x1 − x) < 0.
Theorem 1.2.5. For any complex number a ∈ C ∪ {∞},
i) N(r, a; f) is a non-decreasing function of r and convex function of log r.
ii) Also T (r, f) is a non-decreasing function of r and convex function of log r.
But the function m(r, a; f) is not necessarily increasing and convex, for example
Example 1.2.1. We consider
f(z) =
z
1− z2 .
Then m(r, f) = 0 for r ≤ 12 and r ≥ 2 but on the other hand m(r, f) > 0 for r = 1.
Below we are giving some examples, some of which will be needful in this sequel.
Example 1.2.2. If f(z) = P (z)
Q(z) , where P (z) and Q(z) are polynomials having no common
factors of degree p and q respectively and d = max{p, q}, then
T (r, f) = d log r +O(1) as r→∞.
Example 1.2.3. If g(z) = af(z)+b
cf(z)+d , where ad− bc 6= 0, then T (r, g) = T (r, f) +O(1).
Example 1.2.4. If f(z) = ez, then T (r, f) = r
π
as r→∞.
Example 1.2.5. If f(z) = eP (z), where P (z) is polynomial of degree p, then
T (r, f) ∼ |ap|r
p
π
as r →∞,
where ap is the coefficients of z
p in P (z).
Example 1.2.6. If f(z) = ee
z
, then T (r, f) ∼ e
r√
(2π3r)
as r →∞.
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The following theorem is the characterization of a meromorphic function, whether it is
transcendental or rational.
Theorem 1.2.6. If fz) is a transcendental meromorphic function in the complex plane,
then
lim
r→∞
T (r, f)
log r
=∞.
Corollary 1.2.2. If fz) is a non-constant meromorphic function in the complex plane, then
f(z) is a rational function if and only if
lim inf
r→∞
T (r, f)
log r
<∞.
Now we briefly discuss about Order and Type of a meromorphic function.
Definition 1.2.5. Let S(r) be a real valued and non-negative increasing function for 0 <
r0 < r <∞. The order ρ and the lower order λ of the function S(r) are defined as
ρ = lim sup
r→∞
log+ S(r)
log r
and λ = lim inf
r→∞
log+ S(r)
log r
.
From the definition it is clear that the order and the lower order of a function always
satisfies the relation 0 ≤ λ ≤ ρ ≤ ∞.
Definition 1.2.6. If ρ =∞, then S(r) is said to be of infinite order.
If 0 < ρ <∞, we set c = lim sup
r→∞
S(r)
rρ
and consider the following possibilities:
i) S(r) has maximal type if c =∞,
ii) S(r) has mean type if 0 < c <∞,
iii) S(r) has minimal type if c = 0,
iv) S(r) has convergence class if
∫∞
r0
S(t)
tρ+1
dt converges.
Remark 1.2.2. If S(r) is of order ρ (0 < ρ <∞), then for each ε(> 0)
i) S(r) < rρ+ε for all sufficiently large r and
ii) S(r) > rρ−ε for a sequence of values of r tending to ∞.
Remark 1.2.3. If S(r) is of lower order λ (0 < λ <∞), then for each ε(> 0)
i) S(r) > rλ−ε for all sufficiently large r and
ii) S(r) < rλ+ε for a sequence of values of r→∞.
Theorem 1.2.7. Let S(r) be of order ρ (0 < ρ < ∞). Then the integral ∫∞
r0
S(t)
tk+1
dt
converges if k > ρ and diverges if k < ρ.
Theorem 1.2.8. If S(r) is of order ρ (0 < ρ <∞) and has convergence class, then S(r)
has minimal type of order ρ.
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The following example shows that the converse of this theorem is not true.
Example 1.2.7. Assume S(r) = rλ(log r)µ.
Then λ is the order of S(r). If we choose 0 < λ < ∞ and −1 < µ < 0, then S(r) is
of minimal type but does not belong to the convergence class.
Let f(z) be a non-constant entire function. Then to characterize the growth of f(z)
and the distribution of its zeros, we introduce a special growth scale called maximum
modulus function as follows:
M(r) = M(r, f) = max
|z|=r
| f(z) | .
Theorem 1.2.9. If f(z) is non-constant and regular in |z| ≤ R, then
T (r, f) ≤ log+M(r, f) ≤ R+ r
R− rT (R, f),
where 0 ≤ r < R.
From the above inequality, we have the following Corollary:
Corollary 1.2.3. If f(z) is an non-constant entire function, then the functions S1(r) =
log+M(r, f) and S2(r) = T (r, f) have the same order.
Furthermore, if the value of the common order be ρ (0 < ρ < ∞), then S1(r) and
S2(r) are together of minimal type, mean type, maximal type or of convergence class.
Next we define the order and hyper order of a meromorphic function.
Definition 1.2.7. Let f(z) be a non-constant meromorphic function in the open complex
plane. The function f(z) is said to have order ρ, maximal, mean or minimal type or
convergence class if the characteristic function T (r, f) has this property.
Definition 1.2.8. The hyper order ρ2(f) of a non-constant meromorphic function f(z) is
defined by
ρ2(f) = lim sup
r−→∞
log log T (r, f)
log r
.
It may be noted that for an integral function f(z), we can take log+M(r, f) in place
of T (r, f) in Definition 1.2.7 in view of the Corollary 1.2.3.
Theorem 1.2.10. If ρ
f
and ρg be the orders of the meromorphic functions f(z) and g(z)
respectively, then
i) order of (f ± g) ≤ max{ρ
f
, ρg},
ii) order of (fg) ≤ max{ρ
f
, ρg},
iii) order of
(
f
g
)
≤ max{ρ
f
, ρg}.
Also equality holds in each case if ρ
f
6= ρg .
Example 1.2.8. For a rational function f(z), in view of Example 1.2.2, the order is
ρ = lim sup
r→∞
log(O(log r))
log r = 0.
Example 1.2.9. If f(z) = ez, then in view of Example 1.2.4, the order is
ρ = lim sup
r→∞
log( r
pi
)
log r = 1.
Example 1.2.10. If f(z) = ee
z
, then in view of Example 1.2.6, the order is ρ =∞.
7
Chapter 1 Basic Nevanlinna Theory
1.3 The Second Fundamental Theorem via Logarithmic Deriva-
tives
Now we are going to discuss to Nevanlinna’s Second Main Theorem. In order to state
Second Main Theorem, we introduce a important Lemma, which is the main result of this
section, known as the Lemma on the Logarithmic Derivative.
This Lemma says that if f is a meromorphic function, then the integral means of
log+ |f ′
f
| over large circles cannot approach infinity quickly compared with the rate at
which T (r, f) tends to infinity.
For example, if f(z) = ez
2
, then f
′
f
= 2z, so f
′
f
→ ∞ as z → ∞. However, we see
here that the rate at which log f
′
f
approaches infinity is very slow by comparison to T (r, f).
The Lemma on the Logarithmic Derivative was first proved by R. Nevanlinna and was
the basis for his first proof of the Second Main Theorem.
Theorem 1.3.1. ([64]) Suppose that f(z) is a non-constant meromorphic function in
|z| < R and aj (j = 1, 2, . . . , q) are q distinct finite complex numbers. Then
m
r, q∑
j=1
1
f − aj
 = q∑
j=1
m
(
r,
1
f − aj
)
+O(1),
holds for 0 < r < R.
Theorem 1.3.2. ([64]) Suppose that f(z) is a non-constant meromorphic function in the
complex plane and f(0) 6= 0,∞. Then
m
(
r,
f ′
f
)
< 4 log+ T (R, f)+3 log+
1
R− r+4 log
+R+2 log+
1
r
+4 log+ log+
1
|f(0)|+10
holds for 0 < r < R <∞.
Remark 1.3.1. If f(0) = 0 or ∞, then we can write f(z) = zλg(z) for some λ ∈ Z and
some meromorphic function g(z) such that g(0) 6= 0 or ∞.
Thus f
′(z)
f(z) =
λ
z
+ g
′(z)
g(z) . So we can apply Theorem 1.3.2 to m
(
r, g
′
g
)
and hence get
similar type inequality for m
(
r, f
′
f
)
.
Theorem 1.3.3. ([64]) Suppose that f(z) is a non-constant meromorphic function in the
complex plane.
i) If the order of f(z) is finite, then m
(
r, f
′
f
)
= O(log r) as r →∞,
ii) If the order of f(z) is infinite, then m
(
r, f
′
f
)
= O(log(rT (r, f))) as r → ∞ and
r 6∈ E0,
where E0 is a set whose linear measure is not greater than 2.
Definition 1.3.1. Suppose that f(z) is a non-constant meromorphic function in the com-
plex plane. A quantity ∆ is said to be S(r, f) if ∆
T (r,f) → 0 as r →∞ and r 6∈ E0 where
E0 is a set whose linear measure is not greater than 2.
8
Chapter 1 Basic Nevanlinna Theory
Theorem 1.3.4. ([64]) Suppose that f(z) is a non-constant meromorphic function in the
plane.
i) If the order of f(z) is finite, then O(log r) = S(r, f) as r →∞,
ii) If the order of f(z) is infinite, then O (log(rT (r, f))) = S(r, f) as r → ∞ and
r 6∈ E0,
where E0 is a set whose linear measure is not greater than 2.
Theorem 1.3.5 (Lemma of Logarithmic Derivative). ([64]) Suppose that f(z) is a non-
constant meromorphic function in whole complex plane. Then
m
(
r,
f ′
f
)
= S(r, f) as r→∞ and r 6∈ E0,
where E0 is a set whose linear measure is not greater than 2.
Corollary 1.3.1. Suppose that f(z) is a non-constant meromorphic function in whole com-
plex plane and l is natural number. Then
m
(
r,
f (l)
f
)
= S(r, f) as r →∞ and r 6∈ E0,
where E0 is a set whose linear measure is not greater than 2.
Now we are in the position to state one of the most valuable result in value distribution
theory, namely Second Fundamental Theorem of Nevanlinna.
Theorem 1.3.6. Suppose that f(z) is a non-constant meromorphic function in |z| < R
and aj (j = 1, 2, . . . , q) are q (q ≥ 2) distinct finite complex numbers. Then for 0 < r < R,
we have
m(r, f) +
q∑
j=1
m
(
r,
1
f − aj
)
≤ 2T (r, f)−N1(r) + ∆(r, f),
where
N1(r) = N (r, 0; f) + 2N(r,∞; f) −N(r,∞; f ′), (1.3.1)
and
∆(r, f) = m
(
r,
f ′
f
)
+m
r, q∑
j=1
f ′
f − aj
+ q log+ 3q
δ
+ log 2.
In view of Theorems 1.3.1, 1.3.6 and Lemma of Logarithmic derivative, the following
corollary is immediate:
Corollary 1.3.2. Suppose that f(z) is a non-constant meromorphic function in |z| < R
and aj (j = 1, 2, . . . , q) are q (q ≥ 2) distinct finite complex numbers. Then for 0 < r < R,
we have
m(r, f) +
q∑
j=1
m
(
r,
1
f − aj
)
≤ 2T (r, f)−N1(r) + S(r, f),
outside a set E0 of r which has linear measure is at most 2 and the quantity N1(r) is same
as equation (1.3.1).
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To describe Second Main Theorem in more general settings, we need to introduce some
notations.
Let f be a non-constant meromorphic function in |z| < R (≤ ∞) and a ∈ C ∪ {∞}.
For 0 < r < R, we denote by n(r, a; f) the number of distinct roots of f(z) = a in |z| ≤ r,
multiple roots being counted once. Correspondingly we define
N(r, a; f) =
∫ r
0
n(t, a; f)− n(0, a; f)
t
dt+ n(0, a; f) log r,
where n(0, a; f) = 0 if f(0) 6= a and n(0, a; f) = 1 if f(0) = a.
Lemma 1.3.1. Suppose that f(z) is a non-constant meromorphic function in the complex
plane. Let aj (j = 1, 2, . . . , q) be distinct complex numbers. Then
q∑
j=1
N
(
r,
1
f − aj
)
−N1(r) ≤
q∑
j=1
N
(
r,
1
f − aj
)
Thus in view of Lemma 1.3.1, Corollary 1.3.2 can be written as follows:
Theorem 1.3.7. Suppose that f(z) is a non-constant meromorphic function in |z| < R.
Let a1, a2, . . . , aq be q (q ≥ 2) distinct finite complex numbers. Then for 0 < r < R,
(q − 1)T (r, f) ≤ N(r,∞; f) +
q∑
j=1
N
(
r,
1
f − aj
)
+ S(r, f), (1.3.2)
holds ∀r ∈ (0,∞), except possibly outside of a set whose linear measure is atmost 2.
From this point, Theorem 1.3.7 will be treated as the Second Fundamental Theorem.
Remark 1.3.2. The Second Fundamental Theorem gives the lower bounds for the number
of zeros of the equation f(z) = a.
Definition 1.3.2. Let f(z) and a(z) be two meromorphic functions in the complex plane.
If T (r, a) = S(r, f), then a(z) is called a small function with respect to f(z).
Example 1.3.1. i) Rational functions are small function with respect to any transcendental
meromorphic function.
ii) ez is small function with respect to ee
z
.
Theorem 1.3.8 (Milloux’s Theorem). Suppose f(z) is a non-constant meromorphic func-
tion in the complex plane and l is a positive integer. If ψ(z) =
l∑
j=1
aj(z)f
(j)(z), where
a1, a2, . . . , al are small functions of f(z), then
i) m(r, ψ
f
) = S(r, f) and
ii) T (r, ψ) ≤ T (r, f) + l N(r,∞; f) + S(r, f).
Next we state the Second Fundamental Theorem for small functions.
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Theorem 1.3.9. Suppose that f(z) is a non-constant meromorphic function in the complex
plane and a1(z), a2(z), a3(z) are three distinct small functions of f(z). Then
T (r, f) <
3∑
j=1
N(r, aj ; f) + S(r, f),
for any positive r excluding some set E with finite linear measure.
In 2001, Li-Zhang ([52]) proved the following theorem:
Theorem 1.3.10. Suppose that f(z) is a transcendental meromorphic function in the
complex plane and a1(z), a2(z), . . . , aq(z) are q distinct small functions of f(z). Then
(q − 1)T (r, f) < N(r,∞; f) +
q∑
j=1
N(r, aj ; f) + S(r, f),
for any positive r excluding some set E0 with finite linear measure.
Now we state a particular case of K. Yamanoi’s ([61]) result:
Theorem 1.3.11. Suppose that f(z) is a meromorphic function in the complex plane and
a1(z), a2(z), . . . , aq(z) are q mutually distinct meromorphic functions with f 6≡ ai. Then
for every ε > 0, there exists a positive constant C(ε) such that
(q − 2− ε)T (r, f) <
q∑
j=1
N(r, aj ; f) + C(ε)
q∑
j=1
T (r, aj) + S(r, f),
for any positive r excluding some set E0 with finite linear measure.
The following theorem is an immediate consequence of Theorem 1.3.11 which is the
generalization of Theorem 1.3.9.
Theorem 1.3.12. Suppose that f(z) is a meromorphic function in the complex plane and
a1(z), a2(z), . . . , aq(z) are q mutually distinct small functions with respect to f . Then for
every ε > 0, there exists a positive constant C(ε) such that
(q − 2− ε)T (r, f) <
q∑
j=1
N(r, aj ; f) + S(r, f),
for any positive r excluding some set E0 with finite linear measure.
1.4 Some Applications
The value distribution theory has several applications in many branches of Mathematics.
But as our thesis is on uniqueness theory of Entire and Meromorphic functions, we shall
restrict the discussion within Function Theory.
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Defect Relation
In this section, first we state a weaker reformulation of the Second Fundamental Theo-
rem of Nevanlinna and then after state some nice consequences of it. For this, we introduce
some notations.
Definition 1.4.1. Let f(z) be a non-constant meromorphic function defined in |z| < R.
For 0 < r < R ≤ ∞ and a ∈ C ∪ {∞}, we define
δ(a, f) = 1− lim sup
r→R
N(r, a; f)
T (r, f)
,
Θ(a, f) = 1− lim sup
r→ R
N(r, a; f)
T (r, f)
,
θ(a, f) = lim inf
r→R
N(r, a; f) −N(r, a; f)
T (r, f)
.
The terms δ(a, f), Θ(a, f) and θ(a, f) are known as the deficiency, ramification index and
index of multiplicity of the value a respectively for the function f .
• It is clear that 0 ≤ δ(a, f) ≤ Θ(a, f) ≤ 1.
• For given any ε > 0 and for sufficiently large values of r,
N(r, a; f) −N(r, a; f) > {θ(a, f)− ε}T (r, f) and N(r, a; f) < {1− δ(a, f) + ε}T (r, f).
and hence
N(r, a; f) < {1− δ(a, f) − θ(a, f) + 2ε}T (r, f); i.e., δ(a, f) + θ(a, f) ≤ Θ(a, f).
So 0 ≤ min{δ(a, f), θ(a, f)} ≤ max{δ(a, f), θ(a, f)} ≤ δ(a, f) + θ(a, f) ≤ Θ(a, f) ≤ 1.
Theorem 1.4.1. ([64]) [Weaker reformulation of the Second Fundamental Theorem] Sup-
pose that f(z) is a non-constant meromorphic function in the complex plane. Then the
set T = {a : Θ(a, f) > 0} is countable and on summing over all such values a, we have∑
a∈T
{δ(a, f) + θ(a, f)} ≤
∑
a∈T
Θ(a, f) ≤ 2. (1.4.1)
Next, we shall look at some important theorems of the analysis of entire or meromorphic
functions. To begin, consider the Fundamental Theorem of Algebra (FTA), if f is a complex
polynomial of degree n > 0, then f − a has n zeros in C for every a ∈ C. But the direct
generalization of the FTA is not true. Picard’s theorem adds that entire functions can take
on values infinitely many times while omitting one value.
Definition 1.4.2. Let f(z) be a meromorphic function in the complex plane. A finite value
a is called a Picard exceptional value of f(z) if f(z)− a has no zero.
Theorem 1.4.2 (Picard’s Little Theorem). Any non-constant entire function has at most
one Picard exceptional value in the complex plane. For example, ez omits the value 0.
Remark 1.4.1. In fact, the Second Fundamental Theorem generalizes Picard’s Theorem.
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Theorem 1.4.3. Any non-constant meromorphic function has at most two Picard excep-
tional values in the complex plane. For instance, tan z omits ±i.
The Fermats Last Theorem tells us that for any integer n ≥ 3, there exist no non-zero
integer triples (x, y, z) such that xn+yn = zn. In this section, we will look at a generalized
version of this theorem for functions.
Theorem 1.4.4. Let f and g be non-constant entire (resp. meromorphic) functions such
that fn+ gn = 1 for all z ∈ C, and let n be a non-negative integer. Then n ≤ 2 (resp. 3).
Functions Sharing Values
The most fascinating result of Nevanlinna in the uniqueness theory is five value theorem.
Like the other beautiful results in complex analysis, there is no corresponding version of
this theorem in real case also. To state this theorem, we introduce some notations.
Definition 1.4.3. ([38]) Let f and g be two non-constant meromorphic functions and
a ∈ C ∪ {∞}. We define
Ef (a) = {(z, p) ∈ C× N | f(z) = a with multiplicity p},
Ef (a) = {(z, 1) ∈ C× N | f(z) = a with multiplicity p}.
If Ef (a) = Eg(a)
(
resp. Ef (a) = Eg(a)
)
, then it is said that f and g share the value a
counting multiplicities or in short CM
(
resp. ignoring multiplicities or in brief IM
)
.
Theorem 1.4.5 (Nevanlinna’s five-value theorem). Suppose that f(z) and g(z) are two
non-constant meromorphic functions and a1, a2, . . . , a5 are five distinct values in the ex-
tended complex plane. If f and g share aj (j = 1, 2, . . . , 5) IM, then f ≡ g.
Remark 1.4.2. The number five is sharp in the above theorem. for example, we note that
f(z) = ez and g(z) = e−z share the four values 0, 1,−1,∞ IM but f 6≡ g.
Definition 1.4.4. Let m be a positive integer or infinity and a ∈ C∪ {∞}. By Em)(a; f),
we mean the set of all a-points of f with multiplicities not exceeding m, where an a-point
is counted according to its multiplicity. Also by Em)(a; f), we mean the set of distinct
a-points of f(z) with multiplicities not greater than m.
If for some a ∈ C∪{∞}, Em)(a; f) = Em)(a; g)
(
resp. Em)(a; f) = Em)(a; g)
)
holds
for m =∞, then we see that f and g share the value a CM (resp. IM).
Theorem 1.4.6. (Theorem 3.12, [64]) Let f(z) be a non-constant meromorphic function.
Then f(z) can be uniquely determined by q (= 5 + [ 2
k
]) sets Ek)(aj , f) (j = 1, 2, . . . , q),
where aj (j = 1, 2, . . . , q) are q distinct complex numbers and [
2
k
] denotes the largest
integer less than or equal to 2
k
.
Corollary 1.4.1. If, in Theorem 1.4.6, we choose q = 7, 6 or 5, then the obvious choice
of k is respectively 1, 2 or 3.
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Uniqueness Involving Derivatives
It is natural to ask that what will happen in a special case when g = f ′ in Theorem
1.4.5? Based on this curiosity, the subject matter on sharing values between entire functions
and their derivatives was developed which was first studied by Rubel-Yang ([60]).
Analogous to the Nevanlinna’s five value theorem, in early 1977, Rubel-Yang ([60])
proved that if any non-constant entire function f and its first derivative f ′ share two
distinct finite values a and b CM, then f = f ′.
Two years later, Mues-Steinmetz ([58]) proved that actually in the result of Rubel-
Yang, one does not even need the multiplicities. Later it was shown that, in general, the
results of Rubel-Yang or Mues-Steinmetz are false, if f and f ′ share only one value. Thus
one may ask that what conclusion can be made, if f and f ′ share only one value, and if an
appropriate restriction on the growth of f is assumed. In this direction, in 1996, a famous
conjecture was proposed by R. Bru¨ck ([16]). Since then the conjecture and its analogous
results have been investigated by many researchers which we shall discuss in the concerned
chapters. Now we recall the following definition.
Definition 1.4.5. ([36]) Let n0j, n1j , . . . , nkj be non-negative integers. The expression
Mj[f ] = (f)
n0j (f (1))n1j . . . (f (k))nkj is called a differential monomial generated by f of
degree d(Mj) =
∑k
i=0 nij and weight ΓMj =
∑k
i=0(i+ 1)nij .
The sum P [f ] =
∑t
j=1 bjMj[f ] is called a differential polynomial generated by f of
degree d(P ) = max{d(Mj) : 1 ≤ j ≤ t} and weight ΓP = max{ΓMj : 1 ≤ j ≤ t}, where
T (r, bj) = S(r, f) for j = 1, 2, . . . , t.
The numbers d(P ) = min{d(Mj) : 1 ≤ j ≤ t} and k
(
the highest order of the
derivative of f in P [f ]
)
are called respectively the lower degree and order of P [f ].
P [f ] is said to be homogeneous if d(P )=d(P ). Also P [f ] is called a Linear Differential
Polynomial generated by f if d(P ) = 1.
We also denote by µ = Q = max {ΓMj − d(Mj) : 1 ≤ j ≤ t} = max {n1j + 2n2j +
. . .+ knkj : 1 ≤ j ≤ t}.
Since the generalizations of derivative is the differential polynomials, the afterward
research on Bru¨ck conjecture and its generalization, one setting among the sharing functions
has been restricted to only various powers of f not involving any other variants such as
derivatives of f , where as the generalization have been made on the second setting, for
example, Li-Yang ([51]), Zhang ([79]).
Thus it will be interesting to study the relation between a power of a meromorphic
function with its differential polynomial when they share some values or more generally
small functions taking in background the conjecture of Bru¨ck. Concerning the above
discussions, chapter two, three and four have been organized.
Functions Sharing Sets
In course of studying the factorization of meromorphic functions, in 1977, F. Gross
([33]) initiated the uniqueness theory under more general setup by introducing the concept
of a unique range set by considering pre-images of sets of distinct elements (counting
multiplicities). He also asked that does there exist a finite set S such that for two entire
functions f and g, f−1(S) = g−1(S) implies f ≡ g?
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Definition 1.4.6. Let f be a non-constant meromorphic function and S ⊆ C ∪ {∞}.
We define Ef (S) = ∪a∈S{z : f(z) = a}, where a zero of f − a with multiplicity m
counts m-times. Similarly we can define Ef (S) where a zero of f − a is counted ignoring
multiplicity.
Definition 1.4.7. A set S ⊂ C∪ {∞} is called a unique range set for meromorphic (resp.
entire) functions, if for any two non-constant meromorphic (resp. entire) functions f and
g, the condition Ef (S) = Eg(S) implies f ≡ g. In short, we call the set S as URSM (resp.
URSE). Similarly, we can define the unique range set ignoring multiplicity.
After the introduction of the novel idea of unique range sets researchers were getting
more involved to find new unique range sets with cardinalities as small as possible. In 1996,
Li ([47]), first pointed out that the cardinality of an URSE is at least five whereas Yang-Yi
([64]) showed that the cardinality of an URSM is at least six. Till date the URSE with
seven elements ([49]) and URSM with eleven elements ([30]) are the smallest available
URSE and URSM.
A recent advent in the uniqueness literature is the notion of weighted sharing environ-
ment which implies a gradual change from sharing IM to sharing CM. This sharing notation
was introduced by Lahiri ([40]) in 2001.
Definition 1.4.8. ([40]) Let k be a nonnegative integer or infinity. For a ∈ C ∪ {∞},
we denote by Ek(a; f) the set of all a-points of f , where an a-point of multiplicity m is
counted m times if m ≤ k and k + 1 times if m > k. If Ek(a; f) = Ek(a; g), we say that
f and g share the value a with weight k.
The definition implies that if f and g share a value a with weight k, then z0 is an
a-point of f with multiplicity m (≤ k) if and only if it is an a-point of g with multiplicity
m (≤ k) and z0 is an a-point of f with multiplicity m (> k) if and only if it is an a-point
of g with multiplicity n (> k), where m is not necessarily equal to n.
We write f and g share (a, k) to mean that f and g share the value a with weight k.
Clearly if f and g share (a, k), then f and g share (a, p) for any integer p with 0 ≤ p < k.
Thus f and g share a value a IM or CM if and only if f and g share (a, 0) or (a,∞)
respectively.
Definition 1.4.9. For S ⊂ C ∪ {∞}, we define Ef (S, k) as Ef (S, k) = ∪a∈SEk(a; f),
where k is a non-negative integer or infinity.
A set S for which two meromorphic functions f , g satisfying Ef (S, k) = Eg(S, k)
becomes identical is called a unique range set of weight k for meromorphic functions.
Thus it is clear that Ef (S,∞) = Ef (S) and Ef (S, 0) = Ef (S).
Using the concept of weighted set sharing, in ([1], [7], [10]), researchers reduced the
weight of existing smallest URSM (resp. URSE) from CM to two.
Inspired by the Gross Question ([33]), the set sharing problem was started which later
shifted to-wards characterization of the polynomial backbone of different unique range sets.
In the mean time, the invention of “Critical Injection Property” by Fujimoto ([31], [32])
further add essence to the research. In chapters four and five, we shall discuss in details
about unique range sets and its generating polynomial.
Here we conclude our first chapter. Necessary things which are needed in this sequel
will be discussed in the subsequent chapters.
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Some further study on Bru¨ck
Conjecture
2.1 Introduction
In chapter one, we have already discussed about Nevanlinna’s Five-Value Theorem.
Almost fifty years later, in 1977, Rubel-Yang ([60]) first highlighted for entire functions
that under the special situation where g is the derivative of f , one usually needs sharing of
only two values CM for their uniqueness.
Theorem 2.A. ([60]) Let f be a non-constant entire function. If f and f
′
share two
distinct values a, b CM, then f
′ ≡ f .
Two years later, Mues-Steinmetz ([58]) proved that actually in the above case one does
not even need to consider the multiplicities.
Theorem 2.B. ([58]) Let f be a non-constant entire function. If f and f
′
share two
distinct values a, b IM, then f
′ ≡ f .
Remark 2.1.1. The number two in the above theorem is sharp. For example, we take
f(z) = ee
z ∫ z
0 e
−et(1−et)dt. Then f and f ′ share the value 1 IM, but (f ′−1) = ez(f−1).
Natural question would be to investigate the relation between an entire function and
its derivative counterpart sharing one value CM. In 1996, in this direction, the following
famous conjecture was proposed by Bru¨ck ([16]):
Conjecture: Let f be a non-constant entire function such that the hyper order ρ2(f) of
f is not a positive integer or infinite. If f and f
′
share a finite value a CM, then f
′−a
f−a = c,
where c is a non-zero constant.
Bru¨ck himself proved the conjecture for a = 0. For a 6= 0, Bru¨ck ([16]) showed that
under the assumption N(r, 0; f
′
) = S(r, f) the conjecture was true without any growth
condition when a = 1.
Theorem 2.C. ([16]) Let f be a non-constant entire function. If f and f
′
share the value
1 CM and if N(r, 0; f
′
) = S(r, f), then f
′−1
f−1 is a non-zero constant.
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Let a = a(z) be a small function. Then we say that f and g share a CM (resp. IM) if
f − a and g − a share 0 CM (resp. IM). Now the following example shows the fact that
one can not simply replace the value 1 by a small function a(z)(6≡ 0,∞) in Theorem 2.C.
Example 2.1.1. Let f(z) = 1 + ee
z
and a = a(z) = 1
1−e−z .
Then Lemma 2.6 of ([36]) yields that a(z) is a small function of f(z). Also it can be
easily seen that f and f
′
share a(z) CM and N(r, 0; f
′
) = 0 but f − a 6= c (f ′ − a) for
every non-zero constant c. So in this case additional suppositions are required.
However for entire function of finite order, in 1999, Yang ([62]) removed the supposition
N(r, 0; f
′
) = 0 and obtained the following result.
Theorem 2.D. ([62]) Let f be a non-constant entire function of finite order and let a(6= 0)
be a finite constant. If f , f (k) share the value a CM, then f
(k)−a
f−a is a non-zero constant,
where k(≥ 1) is an integer.
Theorem 2.D may be considered as a solution to the Bru¨ck conjecture. Next we consider
the following example which show that in Theorem 2.C, one can not simultaneously replace
“CM” by “IM” and “entire function” by “meromorphic function”.
Example 2.1.2. Let f(z) = 2
1−e−2z .
Then f(z) and f
′
(z) share 1 IM and N(r, 0; f
′
) = 0 but (f ′ − 1) = (f − 1)2. Thus
the conclusion of Theorem 2.C ceases to hold.
Thus from the above discussion it is natural to ask the following question.
Question 2.1.1. Can the conclusion of Theorem 2.C be obtained for a non-constant mero-
morphic function sharing a small function IM together with its k-th derivative counterpart?
We now recall the following two theorems due to Liu-Yang ([54]) in the direction of
IM sharing related to Theorem 2.C. It will be convenient to let I denote any set of infinite
linear measure of r ∈ (0,∞), not necessarily the same at each occurrence.
Theorem 2.E. ([54]) Let f be a non-constant meromorphic function. If f and f
′
share 1
IM and if
N(r,∞; f) +N
(
r, 0; f
′)
< (λ+ o(1)) T
(
r, f
′)
(2.1.1)
for r ∈ I, where 0 < λ < 14 , then f
′−1
f−1 ≡ c for some constant c ∈ C/{0}.
Theorem 2.F. ([54]) Let f be a non-constant meromorphic function and k be a positive
integer. If f and f (k) share 1 IM and
(3k + 6)N (r,∞; f) + 5N(r, 0; f) < (λ+ o(1)) T
(
r, f (k)
)
(2.1.2)
for r ∈ I, where 0 < λ < 1, then f(k)−1
f−1 ≡ c for some constant c ∈ C/{0}.
In the mean time, Zhang ([78]) studied Theorem 2.C for meromorphic function and
also studied the CM value sharing of a meromorphic function with its k-th derivative.
In 2005, Zhang ([79]) further extended his results ([78]) in connection to Bru¨ck Con-
jecture to a small function and proved the following result for IM sharing. To state Zhang’s
([79]) result, we need following two definitions.
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Definition 2.1.1. ([45]) Let p be a positive integer and a ∈ C ∪ {∞}.
i) N(r, a; f |≥ p) (resp. N(r, a; f |≥ p)) denotes the counting function (resp. reduced
counting function) of those a-points of f whose multiplicities are not less than p.
ii) N(r, a; f |≤ p) (resp. N(r, a; f |≤ p)) denotes the counting function (resp. reduced
counting function) of those a-points of f whose multiplicities are not greater than p.
Definition 2.1.2. ([66]) For a ∈ C ∪ {∞} and p ∈ N, we denote by Np(r, a; f) the sum
N(r, a; f) +N(r, a; f |≥ 2) + . . . +N(r, a; f |≥ p). Clearly N1(r, a; f) = N(r, a; f).
Theorem 2.G. ([79]) Let f be a non-constant meromorphic function and k(≥ 1) be
integer. Also let a ≡ a(z) (6≡ 0,∞) be a meromorphic small function. Suppose that f − a
and f (k) − a share 0 IM. If
4N(r,∞; f) + 3N2
(
r, 0; f (k)
)
+ 2N
(
r, 0; (f/a)
′)
< (λ+ o(1)) T
(
r, f (k)
)
(2.1.3)
for r ∈ I, where 0 < λ < 1, then f(k)−a
f−a = c for some constant c ∈ C/{0}.
In 2008, Zhang-Lu¨ ([81]) further improved the result of Zhang ([79]) in connection to
the Bru¨ck conjecture for the n-th power of a meromorphic function sharing a small function
with its k-th derivative and obtained the following theorem.
Theorem 2.H. ([81]) Let f be a non-constant meromorphic function and k(≥ 1) and
n(≥ 1) be integers. Also let a ≡ a(z) (6≡ 0,∞) be a meromorphic small function. Suppose
that fn − a and f (k) − a share 0 IM. If
4N(r,∞; f)+N
(
r, 0; f (k)
)
+2N2
(
r, 0; f (k)
)
+2N
(
r, 0; (fn/a)
′)
< (λ+o(1)) T
(
r, f (k)
)
(2.1.4)
for r ∈ I, where 0 < λ < 1, then f(k)−a
fn−a = c for some constant c ∈ C/{0}.
At the end of the paper ([81]), Zhang-Lu¨ ([81]) raised the following question:
Question 2.1.2. What will happen if fn and [f (k)]m share a small function?
In order to answer the above question, Liu ([53]) obtained the following result.
Theorem 2.I. ([53]) Let f be a non-constant meromorphic function and k(≥ 1), n(≥ 1)
and m(≥ 2) be integers. Also let a ≡ a(z) (6≡ 0,∞) be a meromorphic small function.
Suppose that fn − a and (f (k))m − a share 0 IM. If
4
m
N(r,∞; f) + 5
m
N
(
r, 0; f (k)
)
+
2
m
N
(
r, 0; (fn/a)
′)
< (λ+ o(1)) T
(
r, f (k)
)
(2.1.5)
for r ∈ I, where 0 < λ < 1, then (f(k))m−a
fn−a = c for some constant c ∈ C/{0}.
As (f (k))m is a simple form of differential monomial in f , it will be interesting to
investigate whether Theorems 2.G - 2.I can be extended up to differential polynomial
generated by f . In this direction, Li-Yang ([51]) improved Theorem 2.G as follows.
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Theorem 2.J. ([51]) Let f be a non-constant meromorphic function and P [f ] be a dif-
ferential polynomial generated by f . Also let a ≡ a(z) (6≡ 0,∞) be a small meromorphic
function. Suppose that f − a and P [f ]− a share 0 IM and (t− 1)d(P ) ≤
t∑
j=1
d(Mj). If
4N (r,∞; f) + 3N2 (r, 0;P [f ]) + 2N
(
r, 0; (f/a)
′)
< (λ+ o(1)) T (r, P [f ]) (2.1.6)
for r ∈ I, where 0 < λ < 1, then P [f ]−a
f−a = c for some constant c ∈ C/{0}.
We see that Theorem 2.J always holds for a differential monomial without any condition
on its degree. But for a general differential polynomial one can not eliminate the supposition
(t− 1)d(P ) ≤∑tj=1 d(Mj) in the Theorem 2.J. So the following questions are open:
i) whether in Theorem 2.J, the condition over the degree can be removed,
ii) sharing notion can further be relaxed,
iii) inequality (2.1.6) can further be weakened.
The main aim of this chapter is to obtain the possible answer of the above questions in
such a way that it improves, unifies and generalizes all the Theorems 2.G - 2.J.
2.2 Main Result
Theorem 2.2.1. Let f be a non-constant meromorphic function and n(≥ 1) be an integer.
Let m(≥ 1) be a positive integer or infinity and a ≡ a(z) (6≡ 0,∞) be a small function
with respect to f . Suppose that P [f ] be a differential polynomial generated by f such that
P [f ] contains at least one derivative. Further suppose that Em)(a; f
n) = Em)(a;P [f ]). If
4N(r,∞; f) +N2 (r, 0;P [f ]) + 2N (r, 0;P [f ]) +N
(
r, 0; (fn/a)
′)
(2.2.1)
+N
(
r, 0; (fn/a)
′ | (fn/a) 6= 0
)
< (λ+ o(1)) T (r, P [f ])
for r ∈ I, where 0 < λ < 1, then P [f ]−a
fn−a = c for some constant c ∈ C \ {0}.
Remark 2.2.1. Thus if we put m = ∞ in Theorem 2.2.1, then we note that fn − a and
P [f ]− a share 0 IM and hence we obtain the improved, extended and generalized version
of Theorem 2.J in the direction of Question 2.1.1.
Now, we explain some definitions and notations which we need in this sequel.
Definition 2.2.1. For k ∈ N ∪ {∞} and a ∈ C\{0}, let Ek)(a; f) = Ek)(a; g). If z0 be a
zero of f(z)− a of multiplicity p and a zero of g(z) − a of multiplicity q, then
i) by NL(r, a; f)
(
resp. NL(r, a; g)
)
, we mean the counting function of those a-points
of f and g where p > q ≥ 1 (resp. q > p ≥ 1),
ii) by N
1)
E (r, a; f), we mean the counting function of those a-points of f and g where
p = q = 1,
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iii) by N
(2
E (r, a; f), we mean the counting function of those a-points of f and g where
p = q ≥ 2, each point in these counting functions is counted only once,
iv) by Nf>s(r, a; g)
(
resp. Ng>s(r, a; f)
)
, we mean the counting functions of those
a-points of f and g for which p > q = s (resp. q > p = s) and
v) by Nf≥k+1(r, a; f | g 6= a)
(
resp. Ng≥k+1(r, a; g | f 6= a)
)
, we mean the reduced
counting functions of those a-points of f and g for which p ≥ k+1 and q = 0 (resp.
q ≥ k + 1 and p = 0).
Clearly N
1)
E (r, a; f) = N
1)
E (r, a; g) and N
(2
E (r, a; f) = N
(2
E (r, a; g).
Definition 2.2.2. ([42]) Let a, b ∈ C ∪ {∞}. We denote by N(r, a; f | g 6= b) the
counting function of those a-points of f , counted according to multiplicity, which are not
the b-points of g.
Definition 2.2.3. ([40]) Let f , g share a value a IM. We denote by N∗(r, a; f, g) the
reduced counting function of those a-points of f whose multiplicities differ from the mul-
tiplicities of the corresponding a-points of g.
Clearly N∗(r, a; f, g) ≡ N∗(r, a; g, f) and N∗(r, a; f, g) = NL(r, a; f) +NL(r, a; g).
2.3 Lemmas
For any two non-constant meromorphic functions F and G, we shall denote by H the
following function:
H =
(
F
′′
F ′
− 2F
′
F − 1
)
−
(
G
′′
G′
− 2G
′
G− 1
)
. (2.3.1)
Throughout this chapter, we take F = f
n
a
and G = P [f ]
a
. Now we present some lemmas
which will be needed in the sequel.
Lemma 2.3.1. Let Em)(1;F ) = Em)(1;G); F , G share ∞ IM and H 6≡ 0. Then
N(r,∞;H)
≤ N(r, 0;F |≥ 2) +N(r, 0;G |≥ 2) +N∗(r,∞;F,G) +NF≥m+1(r, 1;F | G 6= 1)
+ NG≥m+1(r, 1;G | F 6= 1) +N∗(r, 1;F,G) +N0(r, 0;F ′ ) +N0(r, 0;G′ ),
where N0(r, 0;F
′
) is the reduced counting function of those zeros of F
′
which are not the
zeros of F (F − 1) and N0(r, 0;G′ ) is similarly defined.
Proof. We can easily verify that possible poles of H occur at (i) multiple zeros of F and
G, (ii) poles of F and G with different multiplicities, (iii) the common zeros of F − 1 and
G− 1 with different multiplicities, (iv) zeros of F − 1 which are not the zeros of G− 1, (v)
zeros of G− 1 which are not the zeros of F − 1, (vi) zeros of F ′ which are not the zeros
of F (F − 1), (vii) zeros of G′ which are not zeros of G(G − 1). Since H has simple pole
the lemma follows from above.
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Lemma 2.3.2. ([44]) If N(r, 0; f (k) | f 6= 0) denotes the counting function of those zeros
of f (k) which are not the zeros of f , where a zero of f (k) is counted according to its
multiplicity, then
N(r, 0; f (k) | f 6= 0) ≤ kN(r,∞; f) +N(r, 0; f |< k) + kN(r, 0; f |≥ k) + S(r, f).
Lemma 2.3.3. ([79]) Let f be a non-constant meromorphic function and k ∈ N, then
Np(r, 0; f
(k)) ≤ Np+k(r, 0; f) + kN(r,∞; f) + S(r, f).
The following lemma is known as Mokhon’ko’s Lemma which plays a vital role through-
out the thesis.
Lemma 2.3.4. ([57]) Let f be a non-constant meromorphic function and let P (f) =
n∑
k=0
akf
k and Q(f) =
m∑
j=0
bjf
j be two mutually prime polynomials in f . If the coefficients
{ak} and {bj} are small functions of f and an 6= 0 , bm 6= 0, then
T
(
r,
P (f)
Q(f)
)
= max{n,m} T (r, f) + S(r, f).
Lemma 2.3.5. ([24]) Let f be a meromorphic function and P [f ] be a differential polyno-
mial. Then
m
(
r,
P [f ]
fd(P )
)
≤ (d(P )− d(P ))m(r, 1
f
)
+ S(r, f).
Lemma 2.3.6. Let f be a meromorphic function and P [f ] be a differential polynomial.
Then we have
N
(
r,∞; P [f ]
fd(P )
)
≤ (ΓP − d(P )) N(r,∞; f) + (d(P )− d(P )) N(r, 0; f |≥ k + 1)
+QN(r, 0; f |≥ k + 1) + d(P )N(r, 0; f | ≤ k) + S(r, f).
Proof. Let z0 be a pole of f of order r, such that bj(z0) 6= 0,∞ (1 ≤ j ≤ t). Then it would
be a pole of P [f ] of order at most rd(P )+ΓP − d(P ). Since z0 is a pole of fd(P ) of order
rd(P ), it follows that z0 would be a pole of
P [f ]
fd(P )
of order at most ΓP−d(P ). Next suppose
z1 is a zero of f of order s(> k), such that bj(z1) 6= 0,∞ (1 ≤ j ≤ t). Clearly it would be
a zero of Mj(f) of order s.n0j+(s−1)n1j+ . . .+(s−k)nkj = s.d(Mj)− (ΓMj −d(Mj)).
Hence z1 be a pole of
Mj [f ]
fd(P )
of order
s.d(P )− s.d(Mj) + (ΓMj − d(Mj)) = s(d(P )− d(Mj)) + (ΓMj − d(Mj)).
So z1 would be a pole of
P [f ]
fd(P )
of order at most
max{s(d(P )− d(Mj)) + (ΓMj − d(Mj)) : 1 ≤ j ≤ t)} = s(d(P )− d(P )) +Q.
Since the poles of P [f ]
fd(P )
comes from the poles or zeros of f and poles or zeros of bj(z)
(1 ≤ j ≤ t) only, it follows that
N
(
r,∞; P [f ]
fd(P )
)
≤ (ΓP − d(P )) N(r,∞; f) + (d(P )− d(P )) N(r, 0; f |≥ k + 1)
+Q N(r, 0; f |≥ k + 1) + d(P )N(r, 0; f | ≤ k) + S(r, f).
Hence the proof.
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Lemma 2.3.7. Let f be a non-constant meromorphic function and P [f ] be a differential
polynomial. Then T (r, P [f ]) = O(T (r, f)) and S(r, P [f ]) = S(r, f).
Proof. For a differential polynomial P [f ], from ([25]), we know that T (r, P [f ]) ≤ ΓPT (r, f)+
S(r, f). From this inequality, the lemma follows.
Lemma 2.3.8. If Em)(1;F ) = Em)(1;G) except the zeros and poles of a(z) and H 6≡ 0,
then
T (r,G) ≤ 4N (r,∞;F ) + 2N(r, 0;G) +N2(r, 0;G) (2.3.2)
+ N(r, 0;F ′) +N(r, 0;F ′ | F 6= 0) + S(r, f).
Proof. Let z0 be a simple zero of F − 1. Then by a simple calculation, we see that z0 is a
zero of H and hence
N
1)
E (r, 1;F ) = N
1)
E (r, 1;G) ≤ N(r, 0;H) ≤ N(r,∞;H) + S(r, F ). (2.3.3)
We note that N(r,∞;F ) = N(r,∞;G) + S(r, f) and NF>1(r, 1;G) +N(r, 1;G |≥ 2) =
N
(2
E (r, 1;G) +NL(r, 1;G) +NL(r, 1;F ) +NG≥m+1(r, 1;G | F 6= 1) + S(r, f).
Using (2.3.3), Lemmas 2.3.1, 2.3.7 and the Second Fundamental Theorem, we obtain
T (r,G) (2.3.4)
≤ N(r,∞;G) +N(r, 0;G) +N1)E (r, 1;G) +NF>1(r, 1;G) +N(r, 1;G |≥ 2)
−N0(r, 0;G′ ) + S(r,G)
≤ 2N(r,∞;F ) +N(r, 0;G) +N(r, 0;G |≥ 2) +N(r, 0;F |≥ 2) + 2NL(r, 1;F )
+2NL(r, 1;G) +NF≥m+1(r, 1;F | G 6= 1) + 2NG≥m+1(r, 1;G | F 6= 1)
+N
(2
E (r, 1;G) +N0(r, 0;F
′
) + S(r, f).
Using Lemmas 2.3.3, 2.3.2, we see that
N(r, 0;G |≥ 2) + 2NG≥m+1(r, 1;G | F 6= 1) + 2NL(r, 1;G) +N (2E (r, 1;G)
≤ N(r, 0;G′ | G 6= 0) +N(r, 0;G′ ) + S(r, f)
≤ 2N(r,∞;G) +N(r, 0;G) +N2(r, 0;G) + S(r, f), (2.3.5)
and
N(r, 0;F |≥ 2) +NF≥m+1(r, 1;F | G 6= 1) + 2NL(r, 1;F ) +N0(r, 0;F ′)
≤ N(r, 0;F ′ | F 6= 0) +N(r, 0;F ′ ) + S(r, f). (2.3.6)
Using (2.3.5) and (2.3.6) in (2.3.4), we have
T (r,G) ≤ 4N (r,∞;F ) + 2N(r, 0;G) +N2(r, 0;G) +N(r, 0, F ′)
+ N(r, 0, F ′ | F 6= 0) + S(r, f).
Hence the proof.
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Lemma 2.3.9. If H ≡ 0, then one of the following conditions hold:
i) T (r,G) = N2(r, 0;G) + S(r,G), or
ii) (F − 1− 1
C
)G ≡ − 1
C
for some constant C ∈ C \ {0}, or
iii) G−1
F−1 ≡ C for some constant C ∈ C \ {0}.
Proof. Given H ≡ 0. On integration, we get from (2.3.1),
1
F − 1 ≡
C
G− 1 +D, (2.3.7)
where C, D are constants and C 6= 0. From (2.3.7) it is clear that F and G share 1 CM.
Next we discuss following two cases.
Case-1. If D 6= 0, then by (2.3.7), we get
N(r,∞; f) = S(r, f), (2.3.8)
and
1
F − 1 =
D
(
G− 1 + C
D
)
G− 1 . (2.3.9)
Clearly from (2.3.9), we have
N
(
r, 1− C
D
;G
)
= N(r,∞;F ) = N(r,∞;G) = N(r,∞; f) = S(r, f). (2.3.10)
If C
D
6= 1, then the Second Fundamental Theorem, Lemma 2.3.7 and (2.3.10) yields
T (r,G) ≤ N(r,∞;G) +N(r, 0;G) +N
(
r, 1− C
D
;G
)
+ S(r,G)
≤ N(r, 0;G) + S(r, f) ≤ N2(r, 0;G) + S(r, f)
≤ T (r,G) + S(r, f),
which gives (i); i.e., T (r,G) = N2(r, 0;G) + S(r, f).
If C
D
= 1, then from (2.3.10) we obtain (ii); i.e.,
(
F − 1− 1
C
)
G ≡ − 1
C
.
Case-2. If D = 0, from (2.3.7), we get (iii); i.e., G−1
F−1 = C. Hence the lemma.
Lemma 2.3.10. If n ≥ 1, then (F − 1− 1
C
)G 6≡ − 1
C
for any non-zero complex constant
C, where F and G are defined previously.
Proof. If possible, let for for some non-zero complex constant C,(
F − 1− 1
C
)
G ≡ − 1
C
, (2.3.11)
Then from (2.3.11), we get that N(r,∞; f) = S(r, f) and
N(r, 0; f |≥ k + 1) ≤ N(r, 0;P [f ]) ≤ N(r, 0;G) ≤ N(r, 0; a) = S(r, f). (2.3.12)
Again from (2.3.11), we see that
1
fd(P ) (fn − (1 + 1/C)a) ≡ −
C
a2
P [f ]
fd(P )
.
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Using First Fundamental Theorem, (2.3.12), Lemmas 2.3.4, 2.3.5 and 2.3.6, we get
(n+ d(P ))T (r, f) = T
(
r, fd(P )(fn − (1 + 1
C
)a)
)
+ S(r, f)
= T
(
r,
1
fd(P )(fn − (1 + 1
C
)a)
)
+ S(r, f)
= T
(
r,
P [f ]
fd(P )
)
+ S(r, f)
≤ m
(
r,
P [f ]
fd(P )
)
+N
(
r,
P [f ]
fd(P )
)
+ S(r, f)
≤ (d(P )− d(P ))T (r, f)− (d(P )− d(P ))N(r, 0; f |≤ k)
+d(P ) N(r, 0; f |≤ k) +Q N(r, 0; f |≥ k + 1) + S(r, f)
≤ (d(P )− d(P ))T (r, f) + d(P )N(r, 0; f | ≤ k) + S(r, f)
≤ d(P )T (r, f) + S(r, f),
which is absurd. Hence the proof.
2.4 Proof of the theorem
Proof of Theorem 2.2.1. Here F − 1 = fn−a
a
and G− 1 = P [f ]−a
a
. Since Em)(a, f
n) =
Em)(a, P [f ]), it follows that Em)(1, F ) = Em)(1, G) except the zeros and poles of a(z).
First we suppose that H 6≡ 0. Then in view of Lemma 2.3.8, we have
T (r, P [f ]) ≤ 4N(r,∞; f) + 2N (r, 0;P [f ]) +N2 (r, 0;P [f ]) +N
(
r, 0; (f/a)
′)
+N
(
r, 0; (fn/a)
′ | (fn/a) 6= 0
)
+ S(r, f),
which contradicts (2.2.1).
Thus H ≡ 0. Now applying the Lemma 2.3.10 and condition (2.2.1) in Lemma 2.3.9,
we get
G− 1
F − 1 = C; i.e.,
P [f ]− a
fn − a = C.
This proves the theorem.
————————————————
The matter of this chapter has been published in An. St¸iint¸. Univ. Al. I. Cuza
Ias¸i Mat. (N.S.), Vol. 62, No. 2, f.2 (2016), pp. 501-511.
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Chapter 3
On the generalizations of Bru¨ck
Conjecture
3.1 Introduction
This chapter is the continuation of chapter two. One can note that the afterward
research on Bru¨ck conjecture and its generalization, one setting among the sharing functions
has been restricted to only various powers of f , not involving any other variants such as
derivatives of f , where as the generalization have been made on the second setting. In
fact, in chapter two, we have encountered this situation. So the natural query would be:
Question 3.1.1. Can Bru¨ck type conclusion be obtained when two different differential
polynomials share a small functions IM or even under relaxed sharing notions?
The content of this chapter has been oriented to obtain the possible answer of the
above question in such a way that it improves and generalizes Theorem 2.2.1.
Henceforth by bj (j = 1, 2, . . . , t) and ci (i = 1, 2, . . . , l), we denote small functions
in f and we also suppose that P [f ] =
∑t
j=1 bjMj[f ] and Q[f ] =
∑l
i=1 ciMi[f ] be two
differential polynomials generated by f .
3.2 Main Result
Theorem 3.2.1. Let f be a non-constant meromorphic function, m(≥ 1) be a positive
integer or infinity and a ≡ a(z) (6≡ 0,∞) be a small function of f . Suppose that P [f ] and
Q[f ] be two differential polynomials generated by f such that Q[f ] contains at least one
derivative. Suppose further that Em)(a;P [f ]) = Em)(a;Q[f ]). If
4N (r,∞; f) +N2 (r, 0;Q[f ]) + 2N (r, 0;Q[f ]) +N
(
r, 0; (P [f ]/a)
′)
(3.2.1)
+N
(
r, 0; (P [f ]/a)
′ | (P [f ]/a) 6= 0
)
< (λ+ o(1)) T (r,Q[f ])
for r ∈ I, where 0 < λ < 1, then either
1. Q[f ]−a
P [f ]−a = c, for some constant c ∈ C \ {0}, or
2. P [f ]Q[f ]− aQ[f ](1 + d) ≡ −da2 for a non-zero constant d ∈ C.
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In particular, if
i) P [f ] = b1f
n + b2f
n−1 + b3fn−2 + . . .+ bt−1f , or
ii) d(Q) > 2d(P )−d(P ) and each monomial of Q[f ] contains a term involving a power
of f ,
then the conclusion (2) does not hold.
Remark 3.2.1. Thus if we put m =∞ in Theorem 3.2.1, then P [f ]−a and Q[f ]−a share
0 IM where P [f ] = b1f
n + b2f
n−1 + b3fn−2 + . . . + bt−1f and we obtain the improved,
extended and generalized version of Theorem 2.2.1 in the direction of Question 3.1.1.
Following examples show that condition (3.2.1) of Theorem 3.2.1 is not necessary.
Example 3.2.1. Let f(z) = e
z
ez+1 . P [f ] = f − f
′
, Q[f ] = f2− 3ff ′3 + f3f ′2 − ff ′f ′′′ +
ff
′
f
′′
. Then clearly P [f ] and Q[f ] share 1 CM and Q[f ]−1
P [f ]−1 = 1, but condition (3.2.1) is
not satisfied. Here we note that 2 = d(Q) > 2d(P )− d(P ) = 1.
Example 3.2.2. Let f(z) = 1
ez+1 . P [f ] = f
′2
, Q[f ] = ff
′′ − f2f ′ . Then clearly
P [f ] = Q[f ] = e
2z
(ez+1)4
share 1
z
CM and
Q[f ]− 1
z
P [f ]− 1
z
= 1, but condition (3.2.1) is not satisfied.
Next two examples show that both the conditions stated in (ii) are essential in order
to obtain conclusion (1) in Theorem 3.2.1 if P [f ] is a differential polynomial.
Example 3.2.3. Let f(z) = sin z. P [f ] = 3f2 + f
′2 − 2iff ′ , Q[f ] = (f ′)2 − 2iff ′ − f2.
Then clearly P [f ] = 2 − e2iz and Q[f ] = e−2iz share 1 CM. Here condition (3.2.1) is
satisfied, but Q[f ]−1
P [f ]−1 = e
−2iz, rather P [f ]Q[f ]− 2Q[f ] + 1 = 0.
Example 3.2.4. Let f(z) = cos z. P [f ] = −f−if ′+(1+i)f ′2+(1+i)f ′′2, Q[f ] = if−f ′′′ .
Then clearly P [f ] = 1 + i − e−iz and Q[f ] = ieiz share i CM. Here condition (3.2.1) is
satisfied, but Q[f ]−i
P [f ]−i = ie
iz , rather P [f ]Q[f ] − (1 + i)Q[f ] + i = 0. We also note that
d(P ) 6= d(P ) and d(Q) 6> 2d(P )− d(P ).
The following two examples show that in order to obtain conclusions (1) or (2) of
Theorem 3.2.1, condition (3.2.1) is essential.
Example 3.2.5. Let f(z) = sin z. P [f ] = if + f
′
, Q[f ] = 2f
′ − (f2 + f ′2). Then
P [f ] = eiz and Q[f ] = eiz + e−iz − 1 share 1 IM. Here neither of the conclusions of
Theorem 3.2.1 is satisfied, nor condition (3.2.1) is satisfied. We note that Q[f ]−1
P [f ]−1 =
(eiz−1)
eiz
and P [f ]Q[f ]− λQ[f ] is non-constant function for any λ ∈ C.
Example 3.2.6. Let f(z) = cos z. P [f ] = f − if ′ , Q[f ] = 2f − (f ′2 + f ′′2). Then
P [f ] = eiz and Q[f ] = eiz + e−iz − 1 share 1 IM. Here neither of the conclusions of
Theorem 3.2.1 is satisfied, nor condition (3.2.1) is satisfied. We note that Q[f ]−1
P [f ]−1 =
(eiz−1)
eiz
and P [f ]Q[f ]− λQ[f ] is non-constant function for any λ ∈ C.
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3.3 Lemmas
Throughout this chapter, we take F = P [f ]
a
, G = Q[f ]
a
and H is defined by the equation
(2.3.1). Now we present some lemmas which will be needed in this sequel.
Lemma 3.3.1. If Em)(1;F ) = Em)(1;G) except the zeros and poles of a(z) and H 6≡ 0,
then
T (r,G) ≤ 4N (r,∞;F ) + 2N(r, 0;G) +N2(r, 0;G) (3.3.1)
+ N(r, 0;F ′) +N(r, 0;F ′ | F 6= 0) + S(r, f).
Proof. Proof is similar to the proof of Lemma 2.3.8.
Lemma 3.3.2. Let f be a non-constant meromorphic function and P [f ], Q[f ] be two
differential polynomials. Then
N(r, 0;P [f ]) ≤ d(P )− d(P )
d(Q)
m
(
r,
1
Q[f ]
)
+ (ΓP − d(P )) N(r,∞; f)
+(d(P )− d(P )) N(r, 0; f |≥ k + 1) + µN(r, 0; f |≥ k + 1)
+d(P )N(r, 0; f |≤ k) + d(P )N(r, 0; f) + S(r, f).
Proof. For a fixed value of r, let E1 = {θ ∈ [0, 2π] :
∣∣f(reiθ)∣∣ ≤ 1} and E2 be its
complement. Since by definition
k∑
i=0
nij ≥ d(Q),
for every j = 1, 2, . . . , l; it follows that on E1
∣∣∣∣ Q[f ]fd(Q)
∣∣∣∣ ≤ l∑
j=1
|cj(z)|
k∏
i=1
∣∣∣∣∣f (i)f
∣∣∣∣∣
nij
|f |
k∑
i=0
nij−d(Q)
≤
l∑
j=1
|cj(z)|
k∏
i=1
∣∣∣∣∣f (i)f
∣∣∣∣∣
nij
.
Also we note that
1
fd(Q)
=
Q[f ]
fd(Q)
1
Q[f ]
.
Since on E2,
1
|f(z)| < 1, we have
d(Q)m
(
r,
1
f
)
=
1
2π
∫
E1
log+
1
|f(reiθ)|d(Q)
dθ +
1
2π
∫
E2
log+
1
|f(reiθ)|d(Q)
dθ
≤ 1
2π
l∑
j=1
∫
E1
log+ |cj(z)| dθ +
k∑
i=1
∫
E1
log+
∣∣∣∣∣f (i)f
∣∣∣∣∣
nij
dθ
+ 1
2π
∫
E1
log+
∣∣∣∣ 1Q[f(reiθ)]
∣∣∣∣ dθ
≤ 1
2π
2π∫
0
log+
∣∣∣∣ 1Q[f(reiθ)]
∣∣∣∣ dθ + S(r, f) = m(r, 1Q[f ]
)
+ S(r, f).
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So using Lemmas 2.3.5, 2.3.6 and the First Fundamental Theorem, we get
N(r, 0;P [f ]) ≤ N
(
r,∞; f
d(P )
P [f ]
)
+ d(P )N(r, 0; f)
≤ m
(
r,
P [f ]
fd(P )
)
+N
(
r,∞; P [f ]
fd(P )
)
+ d(P )N(r, 0; f) + S(r, f)
≤ (d(P )− d(P ))m(r, 1
f
)
+
(
ΓP − d(P )
)
N(r,∞; f)
+
(
d(P )− d(P )) N(r, 0; f |≥ k + 1) + µN(r, 0; f |≥ k + 1)
+d(P )N(r, 0; f |≤ k) + d(P )N(r, 0; f) + S(r, f)
≤
(
d(P )− d(P ))
d(Q)
m
(
r,
1
Q[f ]
)
+
(
ΓP − d(P )
)
N(r,∞; f)
+
(
d(P )− d(P )) N(r, 0; f |≥ k + 1) + µN(r, 0; f |≥ k + 1)
+d(P )N(r, 0; f |≤ k) + d(P )N(r, 0; f) + S(r, f).
Hence the proof follows.
The proof of the following lemma can be done in the line of Lemma 2.3.9. So we omit
the details.
Lemma 3.3.3. If H ≡ 0, then one of the following conditions hold:
i) T (r,G) = N2(r, 0;G) + S(r,G), or
ii) (F − 1− 1
C
)G ≡ − 1
C
for some constant C ∈ C \ {0}, or
iii) G−1
F−1 ≡ C for some constant C ∈ C \ {0}.
3.4 Proof of the theorem
Proof of Theorem 3.2.1. SinceEm)(a;P [f ]) = Em)(a;Q[f ]), it follows thatEm)(1;F ) =
Em)(1;G) except the zeros and poles of a(z).
If H 6≡ 0, then in view of Lemma 3.3.1, we obtain
T (r,Q[f ]) ≤ 4N (r,∞; f) + 2N (r, 0;Q[f ]) +N2 (r, 0;Q[f ]) +N
(
r, 0; (P [f ]/a)
′)
+N
(
r, 0; (P [f ]/a)
′ | (P [f ]/a) 6= 0
)
+ S(r, f),
which contradicts (3.2.1).
Thus H ≡ 0. Then applying the given condition (3.2.1) in Lemma 3.3.3, we obtain two
following cases:
Case-1. (
F − 1− 1
C
)
G ≡ − 1
C
. (3.4.1)
That is,
P [f ]Q[f ]− aQ(1 + d) ≡ −da2, (3.4.2)
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for a non-zero constant d = 1
C
∈ C.
Case-2.
G− 1
F − 1 = C.
That is,
Q[f ]− a
P [f ]− a = C. (3.4.3)
Next we have to show that if
i) P [f ] = b1f
n + b2f
n−1 + b3fn−2 + . . .+ bt−1f , or
ii) d(Q) > 2d(P )−d(P ) and each monomial of Q[f ] contains a term involving a power
of f ,
then the conclusion in case-1 does not hold.
If P [f ] = b1f
n+ b2f
n−1+ b3fn−2+ . . .+ bt−1f , then proceeding as in Lemma 2.3.10,
we get a contradiction when n ≥ 1.
Next we assume that P [f ] is a differential polynomial satisfying d(Q) > 2d(P )− d(P )
and each monomial of Q[f ] contains a term involving a power of f .
Under this situation, we discuss the following two cases:
First we assume that C = −1. Then from (3.4.1), we get FG ≡ 1; i.e., P [f ]Q[f ] ≡ a2.
Then clearly N(r,∞;P [f ]) = N(r,∞;Q[f ]) = S(r, f). Also N(r, 0; f) = S(r, f),
since each monomial of Q[f ] contains a term involving a power of f .
Thus from the First Fundamental Theorem, Lemma 2.3.5 and noting that m
(
r, 1
f
)
≤
1
d(Q)m
(
r, 1
Q[f ]
)
, we have
T (r,Q[f ]) ≤ T (r, P [f ]) + S(r, f)
≤ m
(
r,
P [f ]
fd(P )
)
+ d(P )m(r, f) + S(r, f)
≤ (d(P )− d(P ))m(r, 1
f
)
+ d(P )m(r, f) + S(r, f)
≤
(
d(P )− d(P ))
d(Q)
m
(
r,
1
Q[f ]
)
+ d(P )
{
m
(
r,
1
f
)
+N(r, 0; f)
}
+ S(r, f)
≤
(
d(P )− d(P ))
d(Q)
m
(
r,
1
Q[f ]
)
+
d(P )
d(Q)
m
(
r,
1
Q[f ]
)
+ S(r, f),
which is a contradiction as d(Q) > 2d(P )− d(P ).
Next we assume C 6= −1. Then from (3.4.1), we have
N(r, 1 +
1
C
;F ) = N(r,∞;G) = S(r, f).
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So again noticing the fact that each monomial of Q[f ] contains a term involving a power
of f , by the Second Fundamental Theorem and Lemma 3.3.2, we get
T (r, P [f ]) ≤ N(r,∞;F ) +N(r, 0;F ) +N
(
r, 1 +
1
C
;F
)
+ S(r, f)
≤ N(r, 0;P [f ]) + S(r, f)
≤ d(P )− d(P )
d(Q)
T (r, P [f ]) + S(r, f),
i.e.,
d(Q) + d(P )− d(P )
d(Q)
T (r, P [f ]) ≤ S(r, f). (3.4.4)
Since by the given condition d(Q) > 2d(P ) − d(P ) > d(P ) − d(P ); so the inequality
(3.4.4) leads to a contradiction. This proves the theorem.
————————————————
The matter of this chapter has been published in Commun. Korean Math. Soc.,
Vol. 31, No. 2, (2016), pp. 311-327.
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Chapter 4
Further investigations on a question
of Zhang and Lu¨
4.1 Introduction
Unlike the previous chapters, throughout this chapter our sole intention is to find the
relation between power of a meromorphic function and its differential monomial, taking
into background that derivative of a function is a special case of differential monomial.
In 1998, Gundersen-Yang ([35]) showed that Bru¨ck conjecture holds for entire functions
of finite order. But researchers observed that to consider Bru¨ck conjecture for entire
functions of infinite order, one need some restrictions on the growth of the functions.
The pioneer in this respect was Yu ([77]) who established some results related to Bru¨ck
conjecture and posed some open questions in the same paper. Motivated by Yu’s questions
([77]), Lahiri-Sarkar ([45]) and Zhang ([79]) studied the problem of a meromorphic or an
entire function sharing one small function with its derivative with the notion of weighted
sharing of values.
Definition 4.1.1. ([79]) For a ∈ C ∪ {∞} and a positive integer p, we put
δp(a, f) = 1− lim sup
r→∞
Np(r, a; f)
T (r, f)
.
Thus 0 ≤ δ(a, f) ≤ δp(a, f) ≤ δp−1(a, f) ≤ . . . ≤ δ2(a, f) ≤ δ1(a, f) = Θ(a, f) ≤ 1.
In continuation of this content, in 2008, Zhang-Lu¨ ([81]) considered the uniqueness of
the n-th power of a meromorphic function sharing a small function with its k-th derivative
and proved the following theorem.
Theorem 4.A. ([81]) Let k(≥ 1), n(≥ 1) be integers and f be a non-constant meromorphic
function. Also let a(z)(6≡ 0,∞) be a small function with respect to f . Suppose fn − a
and f (k) − a share (0, l). If l =∞ and
(3 + k)Θ(∞, f) + 2Θ(0, f) + δ2+k(0, f) > 6 + k − n, (4.1.1)
or l = 0 and
(6 + 2k)Θ(∞, f) + 4Θ(0, f) + 2δ2+k(0, f) > 12 + 2k − n, (4.1.2)
then fn ≡ f (k).
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In the same paper Zhang-Lu¨ ([81]) raised the following question:
Question 4.1.1. What will happen if fn and [f (k)]s share a small function?
In 2010, Chen-Zhang ([22]) gave a answer to the above question. Unfortunately there
were some gaps in the proof of the theorems in ([22]) which was latter rectified by Banerjee-
Majumder ([11]).
In 2010, Banerjee-Majumder ([11]) proved two theorems one of which further improved
Theorem 4.A whereas the other answered the question of Zhang-Lu¨ ([81]) in the following
manner:
Theorem 4.B. ([11]) Let k(≥ 1), n(≥ 1) be integers and f be a non-constant meromorphic
function. Also let a(z)(6≡ 0,∞) be a small function with respect to f . Suppose fn − a
and f (k) − a share (0, l). If l ≥ 2 and
(3 + k)Θ(∞, f) + 2Θ(0, f) + δ2+k(0, f) > 6 + k − n, (4.1.3)
or l = 1 and (
7
2
+ k
)
Θ(∞, f) + 5
2
Θ(0, f) + δ2+k(0, f) > 7 + k − n, (4.1.4)
or l = 0 and
(6 + 2k)Θ(∞, f) + 4Θ(0, f) + δ2+k(0, f) + δ1+k(0, f) > 12 + 2k − n, (4.1.5)
then fn = f (k).
Theorem 4.C. ([11]) Let k(≥ 1), n(≥ 1), m(≥ 2) be integers and f be a non-constant
meromorphic function. Also let a(z)(6≡ 0,∞) be a small function with respect to f .
Suppose fn − a and [f (k)]m − a share (0, l). If l = 2 and
(3 + 2k) Θ(∞, f) + 2 Θ(0, f) + 2δ1+k(0, f) > 7 + 2k − n, (4.1.6)
or l = 1 and (
7
2
+ 2k
)
Θ(∞, f) + 5
2
Θ(0, f) + 2δ1+k(0, f) > 8 + 2k − n, (4.1.7)
or l = 0 and
(6 + 3k) Θ(∞, f) + 4 Θ(0, f) + 3δ1+k(0, f) > 13 + 3k − n, (4.1.8)
then fn ≡ [f (k)]m.
For m = 1, it can be easily proved that Theorem 4.B is a better result than Theorem
4.C. Also we observe that in the conditions (4.1.6)-(4.1.8), there was no influence of m.
Very recently, in order to improve the results of Zhang ([79]), Li-Huang ([48]) obtained
the following theorem. In view of Lemma 4.3.2 proved later, we see that the following
result obtained in ([48]) is better than that of Theorem 4.B for n = 1.
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Theorem 4.D. ([48]) Let f be a non-constant meromorphic function, k(≥ 1), l(≥ 0) be
be integers and also let a(z)(6≡ 0,∞) be a small function with respect to f . Suppose f −a
and f (k) − a share (0, l). If l ≥ 2 and
(3 + k)Θ(∞, f) + δ2(0, f) + δ2+k(0, f) > k + 4, (4.1.9)
or l = 1 and(
7
2
+ k
)
Θ(∞, f) + 1
2
Θ(0, f) + δ2(0, f) + δ2+k(0, f) > k + 5, (4.1.10)
or l = 0 and
(6 + 2k)Θ(∞, f) + 2Θ(0, f) + δ2(0, f) + δ1+k(0, f) + δ2+k(0, f) > 2k + 10, (4.1.11)
then f ≡ f (k).
Recently Charak-Lal ([20]) considered the possible extension of Theorem 4.B in the
direction of the question of Zhang-Lu¨ ([81]) up to differential polynomial. They proved the
following result:
Theorem 4.E. ([20]) Let f be a non-constant meromorphic function and n be a positive
integer and a(z)(6≡ 0,∞) be a meromorphic function satisfying T (r, a) = o(T (r, f)) as
r → ∞. Let P [f ] be a non-constant differential polynomial in f . Suppose fn and P [f ]
share (a, l). If l ≥ 2 and
(3 +Q)Θ(∞, f) + 2Θ(0, f) + d(P )δ(0, f) > Q+ 5 + 2d(P )− d(P )− n, (4.1.12)
or l = 1 and(
7
2
+Q
)
Θ(∞, f) + 5
2
Θ(0, f) + d(P )δ(0, f) > Q+ 6 + 2d(P )− d(P )− n, (4.1.13)
or l = 0 and
(6 + 2Q)Θ(∞, f) + 4Θ(0, f) + 2d(P )δ(0, f) > 2Q+ 4d(P )− 2d(P ) + 10− n, (4.1.14)
then fn ≡ P [f ].
This is a supplementary result corresponding to Theorem 4.B because putting P [f ] =
f (k) one can’t obtain Theorem 4.B, rather in this case a set of stronger conditions are
obtained as particular case of Theorem 4.D. So it is natural to ask the next question.
Question 4.1.2. Is it possible to improve Theorem 4.B in the direction of Theorem 4.D
up to differential monomial so that the result give a positive answer to the question of
Zhang-Lu¨ ([81])?
Before going to state our main result, we need to introduce another notation.
Definition 4.1.2. For two positive integers n and p, we define
µp = min{n, p} and µ∗p = p+ 1− µp.
With the above notation, it is clear that Np(r, 0; f
n) ≤ µpNµ∗p(r, 0; f).
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4.2 Main Result
The following theorem is the main result of this chapter which gives a positive answer
to the question of Zhang-Lu¨ ([81]).
Theorem 4.2.1. Let k(≥ 1), n(≥ 1) be integers and f be a non-constant meromorphic
function and M [f ] be a differential monomial of degree dM and weight ΓM and k is the
highest derivative in M [f ]. We put λ = ΓM − dM . Also let a(z)(6≡ 0,∞) be a small
function with respect to f . Suppose fn − a and M [f ]− a share (0, l).
If l ≥ 2 and
(3 + λ)Θ(∞, f) + µ2δµ∗2(0, f) + dMδ2+k(0, f) > 3 + ΓM + µ2 − n, (4.2.1)
or l = 1 and(
7
2
+ λ
)
Θ(∞, f)+ 1
2
Θ(0, f)+µ2δµ∗2(0, f)+dM δ2+k(0, f) > 4+ΓM +µ2−n, (4.2.2)
or l = 0 and
(6+2λ)Θ(∞, f)+2Θ(0, f)+µ2δµ∗2(0, f)+dM δ2+k(0, f)+dM δ1+k(0, f) > 8+2ΓM+µ2−n,
(4.2.3)
then fn ≡M [f ].
Corollary 4.2.1. If we consider a non-constant polynomial p(f) of degree n with p(0) = 0
instead of fn in above Theorem, then similar type conclusions hold.
Following example shows that in Theorem 4.2.1, a(z) 6≡ 0,∞ is necessary.
Example 4.2.1. Let us take f(z) = ee
z
and M [f ] = f ′, then M [f ] and f share 0,∞ and
the deficiency conditions stated in Theorem 4.2.1 is satisfied as 0, ∞ both are exceptional
values of f but f 6≡M [f ].
The next example shows that the deficiency conditions stated in Theorem 4.2.1 are
sufficient but not necessary.
Example 4.2.2. Let f(z) = Aez + Be−z, AB 6= 0. Then N(r,∞; f) = S(r, f) and
N(r, 0; f) = N(r,−B
A
; e2z) ∼ T (r, f). Thus Θ(∞, f) = 1 and Θ(0, f) = δq(0, f) = 0.
It is clear that M [f ] = f
′′
and f share a(z) = 1
z
and the deficiency conditions in
Theorem 4.2.1 is not satisfied, but M [f ] ≡ f .
In the next example, we see that fn can’t be replaced by arbitrary polynomial p(f) =
a0f
n + a1f
n−1 + . . . + an in Theorem 4.2.1 for IM (l = 0) sharing case.
Example 4.2.3. If we take f(z) = ez, p(f) = f2 +2f and M [f ] = f (3), then p(f) + 1 =
(M [f ] + 1)2. Thus p(f) and M [f ] share (−1, 0). Also Θ(0, f) = Θ(∞, f) = δq(0, f) =
δ(0, f) = 1 as 0 and ∞ are exceptional values of f . Thus condition (4.2.3) of Theorem
4.2.1 is satisfied but p(f) 6≡M [f ].
In view of example 4.2.3 the following question is inevitable.
Question 4.2.1. Is it possible to replace fn by arbitrary polynomial p(f) = a0f
n +
a1f
n−1 + . . .+ an with p(0) 6= 0 in Theorem 4.2.1 for l ≥ 1?
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4.3 Lemmas
Throughout this chapter, we take F = f
n
a
, G = M [f ]
a
and H is defined by the equation
(2.3.1). Now present some lemmas which are necessary to proceed further.
Lemma 4.3.1. For any two non-constant meromorphic functions f1 and f2,
Np(r,∞; f1f2) ≤ Np(r,∞; f1) +Np(r,∞; f2).
Proof. Let z0 be a pole of fi of order ti for i = 1, 2. Then z0 be a pole of f1f2 of order at
most t1 + t2.
Case-1. Let t1 ≥ p and t2 ≥ p. Then t1 + t2 ≥ p. So z0 is counted at most p times
in the left hand side of the above counting function, whereas the same is counted p + p
times in the right hand side of the above counting function.
Case-2. Let t1 ≥ p and t2 < p.
Subcase-2.1. Let t1 + t2 ≥ p. So z0 is counted at most p times in the left hand side of
the above counting function, whereas the same is counted as p+max{0, t2} times in the
right hand side of the above counting function.
Subcase-2.2. Let t1 + t2 < p. This case is occurred if t2 is negative; i.e., if z0 is a zero
of f2. Then z0 is counted at most max{0, t1 + t2} times whereas the same is counted p
times in the right hand side of the above expression.
Case-3. Let t1 < p and t2 ≥ p. Then t1 + t2 ≥ p. This case can be disposed off as
done in Case 2.
Case-4. Let t1 < p and t2 < p.
Subcase-4.1. Let t1 + t2 ≥ p. Then z0 is counted at most p times whereas the same is
counted max{0, t1}+max{0, t2} times in the right hand side of the above expression.
Subcase-4.2. Let t1+ t2 < p. Then z0 is counted at most max{0, t1 + t2} times whereas
z0 is counted max{0, t1}+max{0, t2} times in the right hand side of the above counting
functions. Combining all the cases, Lemma 4.3.1 follows.
Lemma 4.3.2. 1 + δ2(0, f) ≥ 2Θ(0, f).
Proof.
2Θ(0, f)− δ2(0, f)− 1 = lim sup
r→∞
N2(r, 0; f)
T (r, f)
− lim sup
r→∞
2N (r, 0; f)
T (r, f)
≤ lim sup
r→∞
N2(r, 0; f) − 2N(r, 0; f)
T (r, f)
≤ 0.
Lemma 4.3.3. ([45]) Let p and k be two positive integers. Then for a non-constant
meromorphic function f , the following inequality holds:
Np(r, 0; f
(k)) ≤ Np+k(r, 0; f) + kN(r,∞; f) + S(r, f).
Lemma 4.3.4. Let f be a non-constant meromorphic function and M [f ] be a differential
monomial of degree dM and weight ΓM . Then
N
(
r,∞; M
fdM
)
≤ dMN(r, 0; f) + λN(r,∞; f) + S(r, f).
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Proof. If z0 be a pole of f of order t, then it is a pole of
M
fdM
of order λ = n1 + 2n2 +
. . .+ knk. Again if z1 be a zero of f of order s, then it is a pole of
M
fdM
of order at most
sdM . Thus
N
(
r,∞; M
fdM
)
≤ dMN(r, 0; f) + λN(r,∞; f) + S(r, f).
Hence the proof.
Lemma 4.3.5. Let p and k be two positive integers. Also let M [f ] be a differential
monomial generated by a non-constant meromorphic function f . Then
Np(r, 0;M [f ]) ≤ dMNp+k(r, 0; f) + λN(r,∞; f) + S(r, f).
Proof. In view of Lemma 4.3.1 and Lemma 4.3.3, we can write
Np(r, 0;M [f ]) ≤
k∑
i=0
niNp(r, 0; f
(i)) + S(r, f)
≤
k∑
i=0
ni{Np+i(r, 0; f) + iN (r,∞; f)}+ S(r, f)
≤ dMNp+k(r, 0; f) + λN(r,∞; f) + S(r, f).
Hence the proof.
Lemma 4.3.6. Let f be a non-constant meromorphic function and a(z) be a small function
with respect to f . Then FG 6≡ 1, where F and G are defined previously.
Proof. On contrary assume that FG ≡ 1. Then Lemma 4.3.4 and the First Fundamental
Theorem yields that
(n+ dM )T (r, f) = T
(
r,
M
fdM
)
+ S(r, f)
≤ dMN(r, 0; f) + λN(r,∞; f) + S(r, f)
= S(r, f),
which is a contradiction. Thus the lemma follows.
Lemma 4.3.7. ([11]) Let F and G share (1, l) and N(r,∞;F ) = N(r,∞;G) and H 6≡ 0,
where F , G and H are defined previously. Then
N(r,∞;H) ≤ N(r,∞;F ) +N(r, 0;F | ≥ 2) +N(r, 0;G| ≥ 2) +N0(r, 0;F ′)
+N0(r, 0;G
′) +NL(r, 1;F ) +NL(r, 1;G) + S(r, f).
Lemma 4.3.8. Let F and G share (1, l) and H 6≡ 0. Then
N(r, 1;F ) +N(r, 1;G) ≤ N(r,∞;H) +N (2E (r, 1;F ) +NL(r, 1;F ) +NL(r, 1;G)
+N(r, 1;G) + S(r, f).
Proof. By simple calculations, it is clear that
N(r, 1;F | = 1) ≤ N(r, 0;H) + S(r, f) ≤ N(r,∞;H) + S(r, f).
Thus proof is obvious if we keep the above inequality in our mind.
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Lemma 4.3.9. If F and G share (1, l), then
NL(r, 1;F ) ≤ 1
2
N(r,∞;F ) + 1
2
N(r, 0;F ) + S(r, F ) when l ≥ 1 and
NL(r, 1;F ) ≤ N(r,∞;F ) +N(r, 0;F ) + S(r, F ) when l = 0.
Proof. If l ≥ 1, then multiplicity of any 1-point of F counted in NL(r, 1;F ) is at least 3.
Therefore NL(r, 1;F ) ≤ 12N(r, 0;F ′|F 6= 0) ≤ 12N(r,∞;F ) + 12N(r, 0;F ) + S(r, F ).
Again if l = 0, then multiplicity of any 1-point of F counted in NL(r, 1;F ) is at least 2.
Thus NL(r, 1;F ) ≤ N(r, 0;F ′|F 6= 0) ≤ N(r,∞;F ) +N(r, 0;F ) + S(r, F ).
Lemma 4.3.10. Let f be a non-constant meromorphic function and a(z) be a small
function of f . Also let F = f
n
a
and G = M
a
. If F and G share (1,∞) except the zeros
and poles of a(z) and
N2(r, 0;F ) +N2(r, 0;G) +N(r,∞;F ) +N(r,∞;G) +N∗(r,∞;F,G) < (ν + o(1))T˜ (r),
where ν < 1, T˜ (r) = max{T (r, F ), T (r,G)} and S˜(r) = o(T˜ (r)), r ∈ I, I is a set of
infinite linear measure of r ∈ (0,∞), then F ≡ G or FG ≡ 1.
Proof. Let z0 be a pole of f which is not a pole or zero of a(z). Then z0 is a pole of F as
well as G. Thus F and G share those pole of f which is not zero or pole of a(z). Thus
N(r,H) ≤ N(r, 0;F ≥ 2) +N(r, 0;G ≥ 2) +NL(r,∞;F ) +NL(r,∞;G)
+ N0(r, 0;F
′) +N0(r, 0;G′) + S(r, f).
Rest part of the proof can be carried out in the line of proof of Lemma 2.13 of ([5]).
4.4 Proof of the theorem
Proof of Theorem 4.2.1. Since fn and M [f ] share (a, l), it follows that F and G share
(1, l) except the zeros and poles of a(z). Now we consider the following cases:
Case-1. Let H 6≡ 0.
Subcase-1.1. If l ≥ 1, then using Second Main Theorem, Lemmas 4.3.8 and 4.3.7, we get
T (r, F ) + T (r,G) (4.4.1)
≤ N(r,∞;F ) +N(r,∞;G) +N(r, 0;F ) +N(r, 0;G) +N(r,∞;H) +N (2E (r, 1;F )
+NL(r, 1;F ) +NL(r, 1;G) +N(r, 1;G) −N0(r, 0;F ′ )−N0(r, 0;G′ ) + S(r, f)
≤ 2N (r,∞;F ) +N(r,∞;G) +N2(r, 0;F ) +N2(r, 0;G) +N (2E (r, 1;F )
+2NL(r, 1;F ) + 2NL(r, 1;G) +N(r, 1;G) + S(r, f).
Subsubcase-1.1.1. If l = 1, then using Lemmas 4.3.5 and 4.3.9, inequality (4.4.1) can be
written as
T (r, F ) + T (r,G)
≤ 5
2
N(r,∞;F ) +N(r,∞;G) + 1
2
N(r, 0;F ) + µ2Nµ∗2(r, 0; f) +N2(r, 0;G)
+N
(2
E (r, 1;F ) +NL(r, 1;F ) + 2NL(r, 1;G) +N(r, 1;G) + S(r, f)
≤ 5
2
N(r,∞;F ) +N(r,∞;G) + 1
2
N(r, 0;F ) + µ2Nµ∗2(r, 0; f) +N2(r, 0;G)
+N(r, 1;G) + S(r, f).
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That is, for any ε > 0
n T (r, f)
≤ (λ+ 7
2
)
N(r,∞; f) + 1
2
N(r, 0; f) + µ2Nµ∗2(r, 0; f) + dMN2+k(r, 0; f) + S(r, f)
≤ {ΓM + µ2 + 4− (λ+ 7
2
)Θ(∞, f)− 1
2
Θ(0, f)− µ2δµ∗2(0, f)− dMδ2+k(0, f)
}
T (r, f)
+ (ε+ o(1)) T (r, f),
which contradicts the condition (4.2.2).
Subsubcase-1.1.2. If l ≥ 2, then with the help of Lemma 4.3.5, we can write (4.4.1) as
T (r, F ) + T (r,G)
≤ 2N (r,∞;F ) +N(r,∞;G) + µ2Nµ∗2(r, 0; f) +N2(r, 0;G) +N(r, 1;G) + S(r, f).
i.e., for any ε > 0
n T (r, f)
≤ (λ+ 3)N (r,∞; f) + µ2Nµ∗2(r, 0; f) + dMN2+k(r, 0; f) + S(r, f)
≤ {ΓM + µ2 + 3− (λ+ 3)Θ(∞, f)− µ2δµ∗2(0, f)− dMδ2+k(0, f)} T (r, f)
+ (ε+ o(1)) T (r, f),
which contradicts the condition (4.2.1).
Subcase-1.2. If l = 0, then using the Second Main Theorem and Lemmas 4.3.8, 4.3.7,
4.3.9 and 4.3.5, we get
T (r, F ) + T (r,G) (4.4.2)
≤ N(r,∞;F ) +N(r, 0;F ) +N(r, 1;F ) +N(r,∞;G) +N(r, 0;G)
+N(r, 1;G) −N0(r, 0;F ′)−N0(r, 0;G′) + S(r, F ) + S(r,G)
≤ N(r,∞;F ) +N(r, 0;F ) +N(r,∞;G) +N(r, 0;G) +N(r,∞;H) +N (2E (r, 1;F )
+N∗(r, 1;F,G) +N(r, 1;G) −N0(r, 0;F ′)−N0(r, 0;G′) + S(r, F ) + S(r,G)
≤ 2N(r,∞;F ) +N(r,∞;G) +N2(r, 0;F ) +N2(r, 0;G) +N (2E (r, 1;F )
+2NL(r, 1;F ) + 2NL(r, 1;G) +N(r, 1;G) + S(r, f)
≤ 2N(r,∞;F ) + 2N (r,∞;G) + µ2Nµ∗2(r, 0, f) +N2(r, 0;G) +N(r, 0;G)
+2
(
N(r,∞;F ) +N(r, 0;F )) +N (2E (r, 1;F ) +NL(r, 1;G) +N(r, 1;G) + S(r, f)
≤ 4N(r,∞;F ) + µ2Nµ∗2(r, 0, f) +N2(r, 0;G) + 2N (r,∞;G)
+N(r, 0;G) + 2N (r, 0;F ) +N(r, 1;G) + S(r, f).
That is, for any ε > 0
n T (r, f) ≤ (2λ+ 6)N (r,∞; f) + 2N(r, 0; f) + µ2Nµ∗2(r, 0, f) + dMN1+k(r, 0; f)
+dMN2+k(r, 0; f) + S(r, f)
≤ {2ΓM + µ2 + 8− (2λ+ 6)Θ(∞, f)− 2Θ(0, f) − µ2δµ∗2(0, f)
−dMδ1+k(0, f)− dMδ2+k(0, f)} T (r, f) + (ε+ o(1)) T (r, f),
which contradicts the condition (4.2.3).
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Case-2. Let H ≡ 0.
On Integration, we get,
1
G− 1 ≡
A
F − 1 +B, (4.4.3)
where A(6= 0), B are complex constants. Then F and G share (1,∞). Also by construction
of F and G, we see that F and G share (∞, 0) also.
So using Lemma 4.3.5 and condition (4.2.1), we obtain
N2(r, 0;F ) +N2(r, 0;G) +N(r,∞;F ) +N(r,∞;G) +NL(r,∞;F ) +NL(r,∞;G)
≤ µ2Nµ∗2(r, 0; f) + dMN2+k(r, 0; f) + (λ+ 3)N(r,∞; f) + S˜(r)
≤ {(3 + λ+ dM + µ2)− ((λ+ 3)Θ(∞, f) + δµ∗2(0, f) + dMδ2+k(0, f))} T (r, f) + S˜(r)
< T (r, F ) + S˜(r).
Thus in view of Lemma 4.3.10 and Lemma 4.3.6, we get F ≡ G; i.e., fn ≡ M [f ]. This
proves the theorem.
————————————————
The matter of this chapter has been published in Ann. Univ. Paedagog. Crac.
Stud. Math., Vol. 14 (2015), pp. 105-119.
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Chapter 5
A new type of unique range set
with deficient values
5.1 Introduction
In the introductory part, we have already noticed that Gross ([33]) was the pioneer of
the concept of unique range sets. For the sake of brevity, here we reconsider the definition
of unique range sets as a generalization of the definition of value sharing as follows:
Definition 5.1.1. ([38]) Let f and g be two non-constant meromorphic functions and
S ⊂ C ∪ {∞}, we define
Ef (S) =
⋃
a∈S
{(z, p) ∈ C× N | f(z) = a with multiplicity p},
Ef (S) =
⋃
a∈S
{(z, 1) ∈ C× N | f(z) = a with multiplicity p}.
If Ef (S) = Eg(S)
(
resp. Ef (S) = Eg(S)
)
, then it is said that f and g share the set S
counting multiplicities or in short CM (resp. ignoring multiplicities or in short IM).
Thus, if S is singleton, then it coincides with the usual definition of value sharing.
In 1977, Gross ([33]) proposed the following problem which has later became popular
as “Gross Problem”. The problem was as follows:
Does there exist a finite set S such that any two non-entire functions f and g sharing
the set S must be f = g?
In 1982, Gross-Yang ([34]) gave the affirmative answer to the bove question as follows:
Theorem 5.A. ([34]) Let S = {z ∈ C : ez + z = 0}. If two entire functions f , g satisfy
Ef (S) = Eg(S), then f ≡ g.
In that paper ([34]) they first introduced the terminology unique range set for entire
function (in short URSE). Later the analogous definition for meromorphic functions was
introduced in a similar fashion.
Definition 5.1.2. ([64]) Let S ⊂ C∪{∞} and f and g be two non-constant meromorphic
(resp. entire) functions. If Ef (S) = Eg(S) implies f ≡ g, then S is called a unique range
set for meromorphic (resp. entire) functions or in brief URSM (resp. URSE).
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In 1997, Yi ([70]) introduced the analogous definition for unique range sets with ignoring
multiplicities.
Definition 5.1.3. ([70]) A set S ⊂ C∪{∞} is said to be a unique range set for meromorphic
(resp. entire) functions ignoring multiplicity or in short URSM-IM (resp. URSE-IM) or a
reduced unique range set for meromorphic (resp. entire) functions or in short R-URSM
(resp. R-URSE) if Ef (S) = Eg(S) implies f ≡ g for any pair of non-constant meromorphic
(resp. entire) functions.
During the last few years the notion of unique as well as reduced unique range sets have
been generating an increasing interest among the researchers and naturally a new area of
research have been developed under the aegis of uniqueness theory.
The prime concern of the researchers have been to find new unique range sets or to make
the cardinalities of the existing range sets as small as possible imposing some restrictions on
the deficiencies of the generating meromorphic functions. To see the remarkable progress
in this regard one can make a glance to ([1], [15], [30], [41], [43], [49], [67], [69], [70]).
Till date the URSM with 11 elements and R-URSM with 17 elements are the smallest
available URSM and R-URSM obtained by Frank-Reinders ([30]) and Bartels ([15]) respec-
tively. Similarly URSE with 7 elements ([49]) and R-URSE with 10 elements (see [64],
Theorem 10.76) are the smallest available URSE and R-URSE.
Also it is observed that a URSE must contain at least 5 elements whereas a URSM
must contain at least 6 elements (see [64], p. 517 and p. 527).
In 1995, Li-Yang ([49]) first elucidated the fact that the finite URSM’s are nothing
but the set of distinct zeros of some suitable polynomials and subsequently the study of
the characteristics of these underlying polynomials should also be given utmost priority.
Consequently they ([49]) introduced the following definition:
Definition 5.1.4. ([49]) A polynomial P in C is called an uniqueness polynomial for
meromorphic (resp. entire) functions or in short, UPM (resp. UPE), if for any two non-
constant meromorphic (resp. entire) functions f and g, P (f) ≡ P (g) implies f ≡ g.
Suppose that P is a polynomial of degree n in C having only simple zeros and S be
the set of all zeros of P . If S is a URSM (resp. URSE), then from the definition it follows
that P is UPM (resp. UPE). However the converse is not, in general, true.
Example 5.1.1. Suppose that f(z) = − b
a
ez and g(z) = − b
a
e−z. Further suppopse that
S = {z | P (z) = 0}, where P (z) = az + b (a 6= 0). Then clearly the polynomial P is a
UPM but Ef (S) = Eg(S).
In 2000, Fujimoto ([31]) first discovered a special property of a polynomial, which was
called by Fujimoto himself as “poperty H”.
A monic polynomial P (z) without multiple zero is said to be satisfy “poperty H” if
P (α) 6= P (β) for any two distinct zeros α, β of the derivative P ′(z).
In 2003, Fujimoto ([32]) obtained the following characterization of a critically injective
polynomial to be a uniqueness polynomial.
Theorem 5.B. ([32]) Suppose P (z) is a polynomial satisfying “poperty H”. Further sup-
pose that d1, d2, . . . , dk are the distinct zeros of P
′ with respective multiplicities q1, q2, . . . , qk.
Then P (z) will be a uniqueness polynomial if and only if the following inequality holds:∑
1≤l<m≤k
q
l
qm >
k∑
l=1
q
l
. (5.1.1)
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In particular, the inequality (5.1.1) is always satisfied whenever k ≥ 4. Also when k = 3
and max{q1, q2, q3} ≥ 2 or when k = 2, min{q1, q2} ≥ 2 and q1 + q2 ≥ 5, then also the
inequality (5.1.1) holds.
In continuation to the definition 5.1.1, we would like to present the definition of weighted
set sharing in a different angle as that was already provided in introduction part.
Definition 5.1.5. Let f and g be two non-constant meromorphic functions and set S ⊂
C ∪ {∞}. For l ∈ N ∪ {0} ∪ {∞}, we define
Ef (S, l) =
⋃
a∈S
{(z, t) ∈ C× N | f(z) = a with multiplicity p},
where t = p if p ≤ l and t = p+ 1 if p > l.
If Ef (S, l) = Eg(S, l), then it is said that f and g share the set S with weight l.
The main intention of this chapter is to introduce a new type of unique range set for
meromorphic function which improve all the previous results in this aspect specially those
of ([12]) and ([13]) by removing the “max” conditions in deficiencies.
5.2 Main Result
Henceforth for two positive integers n and m, we shall denote by P∗(z) the following
polynomial:
P∗(z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− iz
n+m+1−i + 1 = Q(z) + 1,
where Q(z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− iz
n+m+1−i and P
′
∗(z) = zn(z − 1)m.
Theorem 5.2.1. Let n(≥ 3), m(≥ 3) be two positive integers. Suppose that S∗ =
{z : P∗(z) = 0}. Let f and g be two non-constant meromorphic functions such that
Ef (S∗, l) = Eg(S∗, l). Now if one of the following conditions holds:
(a) l ≥ 2 and Θf +Θg > (9− (n+m)) ,
(b) l = 1 and Θf +Θg > (10− (n+m)) ,
(c) l = 0 and Θ∗f +Θ
∗
g > (15− (n+m)) ,
then f ≡ g, where
Θf = 2Θ(0, f) + 2Θ(∞, f) + Θ(1, f) + 1
2
min{Θ(1; f),Θ(1; g)}
and
Θ∗f = 3Θ(0, f) + 3Θ(∞, f) + Θ(1, f) +
1
2
min{Θ(1; f),Θ(1; g)}.
Similarly Θg and Θ
∗
g are defined.
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Before going to state some necessary lemmas, we explain some notations which will be
needful in this sequel.
For a ∈ C∪{∞}, we denote by N(r, a; f |= 1) the counting function of simple a-points
of f . Thus if f and g share (a,m), m ≥ 1, then N1)E (r, a; f) = N(r, a; f |= 1).
For a positive integer m, we denote by N(r, a; f |≤ m) (resp. N(r, a; f |≥ m) by the
counting function of those a-points of f whose multiplicities are not greater (resp. less) than
m where each a-point is counted according to its multiplicity. Also N(r, a; f |≤ m) and
N(r, a; f |≥ m) are the reduced counting function of N(r, a; f |≤ m) and N(r, a; f |≥ m)
respectively.
Analogously, one can define N(r, a; f |< m), N(r, a; f |> m), N (r, a; f |< m) and
N(r, a; f |> m).
We denote by N(r, a; f |= k) the reduced counting function of those a-points of f
whose multiplicities is exactly k, where k ≥ 2 is an integer.
5.3 Lemmas
Let, unless otherwise stated F and G be two non-constant meromorphic functions given
by F = P∗(f) and G = P∗(g) and H is defined by the equation (2.3.1). Also we denote
by T∗(r) = max{T (r, f), T (r, g)} and S∗(r) = o(T∗(r)).
Lemma 5.3.1. If F and G are two non-constant meromorphic functions such that they
share (0, 0) and H 6≡ 0, then
N
1)
E (r, 0;F |= 1) = N1)E (r, 0;G |= 1) ≤ N(r,∞;H) + S(r, f) + S(r, g).
Proof. In view of Corollary 1.3.1, we can write m(r,H) = S(r, f) + S(r, g).
Now by Laurent expansion of H, we can easily verify that each simple zero of F (and
so of G) is a zero of H. Hence
N
1)
E (r, 0;F |= 1) = N1)E (r, 0;G |= 1) ≤ N(r, 0;H)
≤ T (r,H) +O(1)
= N(r,∞;H) + S(r, f) + S(r, g).
This proves the lemma.
Lemma 5.3.2. Let S∗ be the set of zeros of P∗. If for two non-constant meromorphic
functions f and g, Ef (S∗, 0) = Eg(S∗, 0) and H 6≡ 0, then
N(r,∞;H) ≤ N(r, 0; f) +N(r, 1; f) +N(r, 0; g) +N(r, 1; g) +N∗(r, 0;F,G)
+N(r,∞; f) +N(r,∞; g) +N0(r, 0; f ′) +N0(r, 0; g′ ),
where by N0(r, 0; f
′
), we mean the reduced counting function of those zeros of f
′
which
are not the zeros of Ff(f − 1) and N0(r, 0; g′ ) is similarly defined.
Proof. Since Ef (S∗, 0) = Eg(S∗, 0), it follows that F and G share (0, 0). Also we observe
that F
′
= fn(f − 1)mf ′ . It can be easily verified that possible poles of H occur at (i)
poles of f and g, (ii) those 0-points of F and G with different multiplicities, (iii) zeros of
f
′
which are not the zeros of Ff(f − 1), (iv) zeros of g′ which are not zeros of Gg(g− 1),
(v) 0 and 1 points of f and g. Since H has only simple poles, the lemma follows from
above. This proves the lemma.
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Lemma 5.3.3. Q(1) is not an integer. In particular, P∗(1) 6= −1, where n(≥ 3) and
m(≥ 3) are integers.
Proof. We claim that
Sn(m) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− i
=
(−1)mm!
(n+m+ 1)(n +m) . . . (n+ 1)
.
We prove the claim by method of induction on m.
At first for m = 3, we get
Sn(3) =
1
n+ 4
− 3
n+ 3
+
3
n+ 2
− 1
n+ 1
=
(−1)3 · 3!
(n+ 4)(n + 3)(n + 2)(n + 1)
.
So, Sn(m) is true for m = 3. Now we assume that Sn(m) is true for m = k, where k
is any given positive integer such that k ≥ 3. Now we will show that Sn(m) is true for
m = k + 1. i.e.,(
k+1
0
)
n+ k + 2
−
(
k+1
1
)
n+ k + 1
+ . . .+ (−1)k+1
(
k+1
k+1
)
n + 1
=
(−1)(k+1)(k + 1)!
(n+ k + 2)(n + k + 1) . . . (n+ 1)
.
Using induction hypothesis, we have
Sn(k + 1)
=
1
n+ k + 2
− k + 1
n+ k + 1
+
(k + 1)k
2(n + k)
− . . . + (−1)
k+1
n+ 1
=
[
1
n+ k + 2
− k
n+ k + 1
+
k(k − 1)
2(n + k)
− . . . + (−1)
k
n+ 2
]
−
[
1
n+ k + 1
− 2k
2(n+ k)
+
3k(k − 1)
2.3(n + k − 1) − . . .+
(−1)k
n+ 1
]
=
[ (k
0
)
(n+ 1) + k + 1
−
(
k
1
)
(n+ 1) + k
+
(
k
2
)
(n+ 1) + k − 1 − . . .+ (−1)
k
(
k
k
)
(n+ 1) + 1
]
−
[ (
k
0
)
n+ k + 1
−
(
k
1
)
(n+ k)
+
(
k
2
)
(n+ k − 1) − . . . + (−1)
k
(
k
k
)
n+ 1
]
= Sn+1(k)− Sn(k)
=
(−1)kk!
(n+ k + 2)(n+ k + 1) . . . (n+ 2)
− (−1)
kk!
(n+ k + 1)(n + k) . . . (n+ 1)
=
(−1)(k+1)(k + 1)!
(n+ k + 2)(n+ k + 1) . . . (n+ 1)
.
So our claim has been established. We note that Sn(m) = (−1)m
m∏
i=1
i
(n+i)
1
(n+m+1) and
hence it can not be an integer. In particular, we have proved that Q(1) 6= −2; i.e.,
P∗(1) 6= −1.
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Lemma 5.3.4. ([44]) If N(r, 0; f (k) | f 6= 0) denotes the counting function of those zeros
of f (k) which are not the zeros of f , where a zero of f (k) is counted according to its
multiplicity, then
N(r, 0; f (k) | f 6= 0) ≤ kN(r,∞; f) +N(r, 0; f |< k) + kN(r, 0; f |≥ k) + S(r, f).
5.4 Proof of the theorem
Proof of Theorem 5.2.1. First we observe that since P∗(0) = 1 6= P∗(1) = Q(1) + 1,
P∗(z) is satisfying “poperty H”. Also P∗(z)−1 and P∗(z)−P∗(1) have a zero of multiplicity
n+1 and m+ 1 respectively at 0 and 1, it follows that the zeros of P∗(z) are simple. Let
the zeros be given by αj , j = 1, 2, . . . , n +m+ 1. Since Ef (S∗, l) = Eg(S∗, l), it follows
that F , G share (0, l).
Case-1. First we suppose that H 6≡ 0.
Subcase-1.1. If l ≥ 2, then applying Lemma 5.3.4, we note that
N0(r, 0; g
′
) +N(r, 0;G |≥ 2) +N∗(r, 0;F,G) (5.4.1)
≤ N0(r, 0; g′ ) +N(r, 0;G |≥ 2) +N(r, 0;G |≥ 3)
≤ N(r, 0; g′ | g 6= 0) + S(r, g)
≤ N(r, 0; g) +N(r,∞; g) + S(r, g).
Hence for ε > 0, using (5.4.1), Lemmas 2.3.4, 5.3.1 and 5.3.2, we get from Second
Fundamental Theorem that
(n+m+ 2) T (r, f) (5.4.2)
≤ N(r,∞; f) +N(r, 0; f) +N(r, 1; f) +N(r, 0;F |= 1) +N(r, 0;F |≥ 2)
−N0(r, 0; f ′) + S(r, f)
≤ 2N(r, 0; f) + 2N (r, 1; f) +N(r, 0; g) +N(r, 1; g) + 2N(r,∞; f) +N(r,∞; g)
+N0(r, 0; g
′) +N(r, 0;G |≥ 2) +N∗(r, 0;F,G) + S∗(r)
≤ 2{N (r, 0; f) +N(r, 1; f) +N(r,∞; f) +N(r, 0; g) +N(r,∞; g)} +N(r, 1; g)
+S∗(r)
≤ (11− 2Θ(0; f) − 2Θ(∞; f)− 2Θ(1; f)− 2Θ(0; g) − 2Θ(∞; g) −Θ(1; g) + ε)T∗(r)
+S∗(r).
In a similar way, we can obtain
(n+m+ 2)T (r, g) ≤ (11 − 2Θ(0; f)− 2Θ(∞; f)−Θ(1; f)− 2Θ(0; g) (5.4.3)
−2Θ(∞; g) − 2Θ(1; g) + ε)T∗(r) + S∗(r).
Combining (5.4.2) and (5.4.3), we see that
(n +m− 9 + 2Θ(0; f) + 2Θ(∞; f) + Θ(1; f) + 2Θ(0; g) (5.4.4)
+2Θ(∞; g) + Θ(1; g) + min{Θ(1; f),Θ(1; g)} − ε)T∗(r) ≤ S∗(r).
Since ε > 0 is arbitrary, inequality (5.4.4) leads to a contradiction.
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Subcase-1.2. If l = 1, then using Lemma 5.3.4, we can write (5.4.1) as
N0(r, 0; g
′
) +N(r, 0;G |≥ 2) +N∗(r, 0;F,G) (5.4.5)
≤ N0(r, 0; g′ ) +N(r, 0;G |≥ 2) +NL(r, 0;G) +N(r, 0;F |≥ 3)
≤ N(r, 0; g′ | g 6= 0) +
n+m+1∑
j=1
N(r, αj ; f |≥ 3)
≤ N(r, 0; g) +N(r,∞; g) + 1
2
n+m+1∑
j=1
{N(r, αj ; f)−N(r, αj ; f)}+ S(r, g)
≤ N(r, 0; g) +N(r,∞; g) + 1
2
N(r, 0; f
′ | f 6= 0) + S(r, g)
≤ N(r, 0; g) +N(r,∞; g) + 1
2
{N(r, 0; f) +N(r,∞; f)} + S(r, f) + S(r, g).
Thus for ε > 0, using (5.4.5), Lemmas 5.3.1 and 5.3.2 and proceeding as in (5.4.2), we
get from Second Fundamental Theorem that
(n+m+ 2)T (r, f) ≤ (12− 2Θ(0; f) − 2Θ(∞; f)− 2Θ(1; f) (5.4.6)
− 2Θ(0; g) − 2Θ(∞; g) −Θ(1; g) + ε)T∗(r) + S∗(r).
Similarly, we can obtain
(n+m+ 2)T (r, g) ≤ (12 − 2Θ(0; f)− 2Θ(∞; f)−Θ(1; f) (5.4.7)
− 2Θ(0; g) − 2Θ(∞; g) − 2Θ(1; g) + ε)T∗(r) + S∗(r).
Combining (5.4.6) and (5.4.7), we see that
(n +m− 10 + 2Θ(0; f) + 2Θ(∞; f) + Θ(1; f) + 2Θ(0; g) (5.4.8)
+2Θ(∞; g) + Θ(1; g) + min{Θ(1; f),Θ(1; g)} − ε)T∗(r) ≤ S∗(r).
Since ε > 0 is arbitrary, inequality (5.4.8) leads to a contradiction.
Subcase-1.3. If l = 0, then using Lemma 5.3.4, we note that
N0(r, 0; g
′
) +N
(2
E (r, 0;F ) + 2NL(r, 0;G) + 2NL(r, 0;F ) (5.4.9)
≤ N0(r, 0; g′ ) +N (2E (r, 0;G) +NL(r, 0;G) +NL(r, 0;G) + 2NL(r, 0;F )
≤ N0(r, 0; g′ ) +N(r, 0;G |≥ 2) +NL(r, 0;G) + 2NL(r, 0;F )
≤ N(r, 0; g′ | g 6= 0) +N(r, 0;G |≥ 2) + 2N(r, 0;F |≥ 2)
≤ 2N(r, 0; g) + 2N(r,∞; g) + 2N(r, 0; f) + 2N(r,∞; f) + S∗(r).
Using Second Fundamental Theorem, we have
(n+m+ 2)T (r, f) (5.4.10)
≤ N(r,∞; f) +N(r, 0; f) +N(r, 1; f) +N1)E (r, 0;F ) +NL(r, 0;F ) +NL(r, 0;G)
+N
(2
E (r, 0;F ) −N0(r, 0; f
′
) + S(r, f).
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Hence using (5.4.10), (5.4.9), Lemmas 2.3.4, 5.3.1 and 5.3.2, we get for ε > 0 that
(n+m+ 2)T (r, f) (5.4.11)
≤ 2{N (r, 0; f) +N(r, 1; f)} +N(r, 0; g) +N(r, 1; g) + 2N(r,∞; f) +N(r,∞; g)
+N
(2
E (r, 0;F ) + 2NL(r, 0;G) + 2NL(r, 0;F ) +N0(r, 0; g
′
) + S(r, f) + S(r, g)
≤ (17 − 3Θ(0; f)− 3Θ(∞; f)− 2Θ(1; f) − 3Θ(0; g) − 3Θ(∞; g)
−Θ(1; g) + ε)T∗(r) + S∗(r).
In a similar manner, we can obtain
(n+m+ 2)T (r, g) (5.4.12)
≤ (17− 3Θ(0; f) − 3Θ(∞; f)−Θ(1; f)− 3Θ(0; g)
−3Θ(∞; g) − 2Θ(1; g) + ε)T∗(r) + S∗(r). (5.4.13)
Combining (5.4.11) and (5.4.12), we see that
(n +m− 15 + 3Θ(0; f) + 3Θ(∞; f) + Θ(1; f) + 3Θ(0; g) (5.4.14)
+3Θ(∞; g) + Θ(1; g) + min{Θ(1; f),Θ(1; g)} − ε)T∗(r) ≤ S∗(r).
Since ε > 0 be arbitrary, inequality (5.4.14) leads to a contradiction.
Case-2. Next we suppose that H ≡ 0.
On integration, we get from (2.3.1)
1
F
≡ A
G
+B, (5.4.15)
where A, B are constants with A 6= 0.
From Lemma 2.3.4, we get
T (r, f) = T (r, g) + S(r, g). (5.4.16)
Subcase-2.1. First suppose that B 6= 0.
From (5.4.15), we have
N
(
r,
−A
B
;G
)
= N(r,∞; f).
Subcase-2.1.1. Let −A
B
6= 1.
If −A
B
6= Q(1) + 1, then in view of (5.4.16) and the Second Fundamental Theorem, we
get
(n+ 2m+ 1)T (r, g)
≤ N(r,∞; g) +N (r, 1;G) +N
(
r,
−A
B
;G
)
+ S(r, g)
= N(r,∞; g) +N(r, 0; g) +mT (r, g) +N(r,∞; f) + S(r, g)
≤ (m+ 2)T (r, g) +N(r,∞; f) + S(r, g)
≤ (m+ 3)T (r, g) + S(r, g),
which is a contradiction for n ≥ 3 and m ≥ 3.
47
Chapter 5 A new type of unique range set with deficient values
If −A
B
= Q(1) + 1, then from (5.4.15), we have
G
BF
= G− P∗(1) = G+ A
B
= (g − 1)m+1(g − α′1)(g − α
′
2) . . . (g − α
′
n), (5.4.17)
where α
′
i, i = 1, 2, . . . , n are the distinct simple zeros of P∗(z) +
A
B
. As B 6= 0, f and g
do not have any common pole. Let z0 be a zero of g − 1 of multiplicity p (say), then it
must be a pole of f with multiplicity q ≥ 1 (say). So from (5.4.17), we have
(m+ 1)p = (n+m+ 1)q ≥ m+ n+ 1.
i.e.,
p ≥ n+m+ 1
m+ 1
> 1.
Next suppose zi be a zero of g−α′i of multiplicity pi, then in view of (5.4.17), we have zi
be a pole of f of multiplicity qi, (say) such that
pi = (n+m+ 1)qi ≥ n+m+ 1.
Let βj , j = 1, 2, . . . ,m be the distinct simple zeros of P∗(z) − 1. Now from the Second
Fundamental Theorem, we get
(n+m+ 1)T (r, g)
≤ N(r,∞; g) +N (r, 1;G) +N
(
r,
−A
B
;G
)
+ S(r, g)
≤ N(r,∞; g) +N(r, 0; g) +
m∑
j=1
N(r, βj ; g) +N(r, 1; g) +
n∑
i=1
N(r, α
′
i; g) + S(r, g)
≤
(
m+ 2 +
1
2
+
n
n+m+ 1
)
T (r, g) + S(r, g),
which is a contradiction for n ≥ 3, m ≥ 3.
Subcase-2.1.2. Next let −A
B
= 1.
From (5.4.15), we have
1
F
=
B(G− 1)
G
.
Therefore in view of (5.4.16), Second Fundamental Theorem yields
T (r, g) + S(r, g) ≥ N(r,∞; f) = N(r, 1;G) = N(r, 0; g) +
m∑
j=1
N(r, βj ; g)
≥ (m− 1)T (r, g) + S(r, g),
a contradiction as m ≥ 3.
Subcase-2.2. Now suppose that B = 0.
From (5.4.15), we get
AF ≡ G. (5.4.18)
Subcase-2.2.1. Suppose A 6= 1.
If A = P∗(1), then from (5.4.18), we have
P∗(1)
(
F − 1
P∗(1)
)
≡ G− 1.
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As P∗(1) 6= 1 and Lemma 5.3.3 implies P∗(1) 6= −1, we have 1P∗(1) 6= P∗(1), it follows
that P∗(z) − 1P∗(1) has simple zeros. Let they be given by γi, i = 1, 2, . . . , n+m+ 1. So
from the Second Fundamental Theorem and (5.4.16), we get
(n+m− 1)T (r, f) ≤
n+m+1∑
i=1
N(r, γi; f) + S(r, f)
≤ N(r, 0; g) +
m∑
j=1
N(r, βj ; g) ≤ (m+ 1)T (r, f) + S(r, f),
a contradiction since n ≥ 3.
If A 6= P∗(1), then we have from (5.4.18)
A(F − 1) ≡ G−A.
Let the distinct zeros of P∗(z) − A be given by δi, i = 1, 2, . . . , n +m + 1. So from the
Second Fundamental Theorem and (5.4.16), we get
(n+m− 1)T (r, g) ≤
n+m+1∑
i=1
N(r, δi; g) + S(r, g)
=
m∑
j=1
N(r, βj ; f) +N(r, 0; f) + S(r, f)
≤ (m+ 1)T (r, g) + S(r, g),
a contradiction since n ≥ 3.
Subcase-2.2.2. Suppose A = 1.
Then from (5.4.18), we have
F ≡ G; i.e., P∗(f) ≡ P∗(g).
Here k = 2, d1 = 0, d2 = 1, q1 = n, q2 = m. Since min{q1, q2} = min{n,m} ≥ 2 and
n+m ≥ 5, we see that nm > n+m.
So from Theorem 5.B, we conclude that P∗(z) is an uniqueness polynomial. Therefore
f ≡ g. This proves the theorem.
————————————————
The matter of this chapter has been published in Afr. Mat., Vol. 26, No. 7-8,
(2015), pp. 1561-1572.
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Chapter 6
On some sufficient conditions of the
strong uniqueness polynomials
6.1 Introduction
In quest for the minimum admissible cardinality of a finite unique range sets, Li-Yang
([49]) first realized that the finite unique range sets are nothing but the set of distinct
zeros of some suitable polynomials. They observed that if S = {a1, a2, . . . , an} ⊂ C, with
ai 6= aj , is a unique range set for meromorphic (resp. entire) functions then the polynomial
P (z) = (z− a1)(z− a2) . . . (z− an) has the property that P (f) ≡ P (g) implies f ≡ g for
any pair of non-constant meromorphic (resp. entire) functions f and g.
This type of polynomial was called as uniqueness polynomial ([49]) for meromorphic
(resp. entire) functions, which was later called by Fujimoto ([32]) as the uniqueness poly-
nomial in a broad sense. Subsequently this realization of polynomial backbone of a finite
unique range sets opened a new era in the uniqueness theory of entire and meromorphic
functions.
The following results may be considered as the initial characterizations of a uniqueness
polynomial. At first we note that every one degree polynomial is uniqueness polynomial.
Example 6.1.1. ([49]) No polynomial of degree two is a UPE. For example, if we take
P (z) = az2 + bz + c (a 6= 0) and for any entire function f , define g := −f − b
a
, then
P (f) = P (g) but f 6= g.
Example 6.1.2. ([49]) No polynomial of degree three is a UPE. For example, if we take,
P (z) = z3 − az + b, f(z) = ω2ez
ω2−ω1 −
aω1e
−z
ω2−ω1 and g(z) =
ez
ω2−ω1 − ae
−z
ω2−ω1 , where ωi are
non-real cubic roots of unity, then P (f) = P (g) but f 6= g.
Example 6.1.3. ([49]) Let P (z) = z4+a3z
3+a2z
2+a1z+a0. Then P (z) is not a UPM
but P (z) is a UPE if and only if (a32 )
3 − a2a32 + a1 6= 0.
Example 6.1.4. ([63]) Let P (z) = zn + an−1zn−1 + . . . + a1z + a0 (n ≥ 4) be a monic
polynomial. If there exist an integer t with 1 ≤ t < n − 2 and gcd(n, t) = 1 such that
an−1 = . . . = at+1 = 0 but at 6= 0, then P (z) is a UPE.
Example 6.1.5. ([63]) Let P (z) = zn + amz
m + a0 be a monic polynomial such that
gcd(n,m) = 1 and am 6= 0. If n ≥ 5 and 1 ≤ m < n− 1, then P (z) is a UPM.
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Example 6.1.6. ([49]) If P1(z) is a UPM (resp. UPE) and P2(z) is a polynomial, then
(P1 ◦ P2)(z) is a UPM (resp. UPE) if and only if P2(z) is a UPM (resp. UPE).
While searching some sufficient conditions for a polynomial to be a UPM or UPE,
Fujimoto ([31, 32]) introduced a variant of the notion of the uniqueness polynomial, which
was later called by An-Wang-Wong ([3]) as a strong uniqueness polynomial.
Definition 6.1.1. A polynomial P (z) in C is called a strong uniqueness polynomial for
meromorphic (resp. entire) functions if for any non-constant meromorphic (resp. entire)
functions f and g, P (f) ≡ AP (g) implies f ≡ g, where A is any non-zero constant. In
short, we say P (z) is a SUPM (resp. SUPE).
It is clear from the above definitions that a strong uniqueness polynomial is a uniqueness
polynomial but the following examples show that a uniqueness polynomial may not be strong
uniqueness polynomial.
Example 6.1.7. Let P (z) = az + b (a 6= 0). Clearly P (z) is a UPM (resp. UPE) but for
any non-constant meromorphic (resp. entire) function g, if we take f := cg − b
a
(1 − c)
(c 6= 0, 1), then P (f) = cP (g) but f 6= g.
Example 6.1.8. Consider P (z) = zn−r(zr + a) where a is a non-zero complex number
and gcd(n, r) = 1, r ≥ 2 and n ≥ 5. Then P (z) is a uniqueness polynomial as shown in
Example 6.1.5 but for any non-constant meromorphic function g if we take f := ωg where
ω is non-real r-th root of unity. Then P (f) = ωn−rP (g).
The key discovery of Fujimoto ([31]) is to highlight a special property of a polynomial,
which plays a pivotal role in characterizing a SUPM or SUPE. This property was called by
Fujimoto himself as “Property (H)”. Later on An-Wang-Wong ([3]) and An ([2]) referred
this property as “separation condition” and “injective condition” respectively. Recently
Banerjee-Lahiri ([10]) renamed the “Property (H)” as “critical injection property”.
Definition 6.1.2. A polynomial P (z) is said to satisfy critical injection property if P (α) 6=
P (β) for any two distinct zeros α, β of the derivative P ′(z).
Clearly the inner meaning of critical injection property is that the polynomial P (z) is
injective on the set of distinct zeros of P
′
(z), which are known as critical points of P (z).
In this connection, Fujimoto ([32]) gave some sufficient conditions for a critically injec-
tive polynomial, with k(≥ 2)-critical points, to be uniqueness polynomials (see Theorem
5.B), which help us to find many uniqueness polynomials.
Like uniqueness polynomial, Fujimoto also did some remarkable investigations to find
some sufficient conditions for a critically injective polynomial to be a strong uniqueness
polynomial. In this connection, Fujimoto proved the following theorems.
Theorem 6.A. ([31]) A critically injective polynomial P (z), with k ≥ 4, is a strong
uniqueness polynomial if
P (d1) + P (d2) + . . . + P (dk) 6= 0.
Remark 6.1.1. As an application of Theorem 6.A, Fujimoto ([31]) himself proved that
P (z) = zn+azn−r+b is a strong uniqueness polynomial if r ≥ 3, n > r+1, gcd(n, r) = 1
and ab 6= 0, which is an improvement of a result of Yi ([69]).
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Theorem 6.B. ([32]) A critically injective polynomial P (z), with k = 3, is a strong
uniqueness polynomial if max(q1, q2, q3) ≥ 2 and
P (dl)
P (dm)
6= ±1 for 1 ≤ l < m ≤ 3,
P (dl)
P (dm)
6= P (dm)
P (dn)
for any permutation (l,m, n) of (1, 2.3).
Theorem 6.C. ([32]) A critically injective polynomial P (z), with k = 2 and q1 ≤ q2, is a
strong uniqueness polynomial if ether of the following conditions holds:
i) q1 ≥ 3 and P (d1) + P (d2) 6= 0,
ii) q1 ≥ 2 and q2 ≥ q1 + 3.
We noticed that Theorems 6.A, 6.B and 6.C are related to some sufficient conditions
for a critically injective polynomial to be strong uniqueness polynomial. But none of the
above theorems told about the case when a polynomial has exactly one critical point.
The following example shows that if k = 1, then that polnomial can’t be a strong
uniqueness polynomial.
Example 6.1.9. For k = 1, taking P (z) = (z−a)q−b for some constants a and b with b 6= 0
and an integer q ≥ 2, it is easy to verify that for an arbitrary non-constant meromorphic
function g and a constant c(6= 1) with cq = 1, the function g := cf + (1 − c)a(6= f)
satisfies the condition P (f) = P (g).
Remark 6.1.2. From the above example, it is also observed that for k = 1 no polynomial
is uniqueness polynomial.
Though Fujimoto did investigations to find some sufficient conditions for a critically
injective polynomial to be a strong uniqueness polynomial but so far no attempt have been
made by any researchers to find some sufficient conditions for a UPM to be SUPM. To
deal in this perspective is the main motivation of this chapter.
6.2 Main Results
We have already seen from the Example 6.1.9 that a polynomial having only one critical
points can’t be a uniqueness polynomial. So uniqueness polynomials has at least two critical
points. Now we state our results.
Theorem 6.2.1. Suppose P (z) is a critically injective uniqueness polynomial of degree n
with simple zeros. Further suppose that P (z) has at least two critical points and among
them let α and β be the two critical points with maximum multiplicities.
If z = α is a P (α) point of P (z) of order p and z = β is a P (β) point of P (z) of
order t with max{t, p} + t + p ≥ 5 + n and {P (α) + P (β)} 6= 0, then P (z) is a strong
uniqueness polynomial.
Remark 6.2.1. As α and β are critical points of P (z), so t, p ≥ 2.
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Example 6.2.1. Firts we consider the Frank-Reinders ([30]) polynomial
PFR(z) =
(n− 1)(n − 2)
2
zn − n(n− 2)zn−1 + n(n− 1)
2
zn−2 − c,
where n ≥ 6 and c 6= 0, 1, 12 .
It is clear that PFR(z) is a critically injective polynomial with only simple zeros as
c 6= 0, 1, 12 . Also we note that PFR(z)−PFR(1) = (z−1)3R1(z) and PFR(z)−PFR(0) =
zn−2R2(z), where Ri(z) (i = 1, 2) has no multiple zero with R1(1) 6= 0 and R2(0) 6= 0.
Again in view of Theorem 5.B, PFR(z) is a uniqueness polynomial for n ≥ 5. Then
applying Theorem 6.2.1, we get that PFR(z) is a SUPM if c 6= 0, 1, 12 and max{n−2, 3}+
(n− 2) + 3 ≥ 5 + n; i.e., n ≥ 6.
Example 6.2.2. Next we consider the polynomial which we already introduced in the
previous chapter
PB(z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− iz
n+m+1−i + c,
where c 6= 0,−λ,−λ2 and λ =
m∑
i=0
(
m
i
) (−1)i
n+m+1−i .
It is clear that Lemma 5.3.3 implies λ 6= 0. Also PB(z) is critically injective polynomial
with only simple zeros, since P ′B(z) = z
n(z − 1)m and c 6= 0,−λ.
Moreover, PB(z)−PB(1) = (z−1)m+1R3(z) and PB(z)−PB(0) = zn+1R4(z) where
Ri(z) (i = 3, 4) has no multiple zero with R3(1) 6= 0, and R4(0) 6= 0.
Again Theorem 5.B yields that PB(z) is a uniqueness polynomial when min{m,n} ≥
2 and m + n ≥ 5. Since c 6= −λ2 and PB(1) + PB(0) 6= 0, so in view of Theorem
6.2.1, PB(z) is a strong uniqueness polynomial if min{m,n} ≥ 2 and m + n ≥ 5 and
max{m+ 1, n + 1}+ (m+ 1) + (n+ 1) ≥ 5 + (m+ n+ 1); i.e., max{m,n} ≥ 3.
Remark 6.2.2. If we take n = 3, m = 2 or n = 2, m = 3, then by above discussion it is
clear that PB(z) is a six degree strong uniqueness polynomial.
Inspired by the above Example 6.2.2, we first introduce most general form of PB(z)
and we shall show that Theorem 6.2.1 is also applicable to it.
Example 6.2.3. Let us define
P⋆(z) =
m∑
i=0
n∑
j=0
(
m
i
)(
n
j
)
(−1)i+j
n+m+ 1− i− j z
n+m+1−i−jajbi + c = Q(z) + c,
where a, b be two complex numbers such that b 6= 0, a 6= b and
c 6∈ {0,−Q(a),−Q(b),−Q(a) +Q(b)
2
}.
Clearly, P ′⋆(z) =
m∑
i=0
n∑
j=0
(
m
i
)(
n
j
)
(−1)i+jzm+n−i−jajbi
=
( m∑
i=0
(−1)i
(
m
i
)
zm−ibi
)( n∑
j=0
(
n
j
)
(−1)jzn−jaj
)
= (z − b)m(z − a)n.
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To this end, first we note that
P⋆(z) − P⋆(b) = (z − b)m+1R5(z) where R5(z) has no multiple zero and R5(b) 6= 0, and
P⋆(z) − P⋆(a) = (z − a)n+1R6(z) where R6(z) has no multiple zero and R6(a) 6= 0.
So P⋆(a) = P⋆(b) implies (z − b)m+1R5(z) = (z − a)n+1R6(z). As we choose a 6= b
so R5(z) has a factor (z − a)n+1 which implies the polynomial P⋆(z) is of degree at least
m+ 1 + n+ 1, a contradiction.
Also by the assumption on c, it is clear that P⋆(a) + P⋆(b) 6= 0 and P⋆(a)P⋆(b) 6= 0.
Thus P⋆(z) has no multiple zero.
Again by Theorem 5.B, we see that P⋆(z) is a uniqueness polynomial when m+n ≥ 5
and min{m,n} ≥ 2. Thus if m+n ≥ 5, max{m,n} ≥ 3 and min{m,n} ≥ 2, then P⋆(z)
is a strong uniqueness polynomial for meromorphic functions by Theorem 6.2.1.
Remark 6.2.3. If we take n = 3, m = 2 or n = 2, m = 3, then by above discussion
P⋆(z) is a six degree strong uniqueness polynomial.
Corollary 6.2.1. If we take a = 0 and b = 1 in above example, then we get Example 6.2.2.
Remark 6.2.4. If we take a = 0 and b 6= 0 in the previous example, then we have the
following polynomial:
PB(z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− iz
n+m+1−ibi + c,
where bc 6= 0, c 6= −bn+m+1λ, −bn+m+1λ2 , where λ is defined as in the previous example.
Then clearly when m+ n ≥ 5, max{m,n} ≥ 3 and min{m,n} ≥ 2, PB(z) is a strong
uniqueness polynomial.
Remark 6.2.5. The above examples are related to the strong uniqueness polynomials with
two critical points. Now we are giving the following example where there are more than
two critical points, and in view of Theorem 6.2.1, one can easily verify that it is a strong
uniqueness polynomial.
Example 6.2.4. Consider the polynomial P (z) = zn − n
m
zm + b where n−m ≥ 2.
Then clearly P (z) has at least three critical points. Also P (z)−P (1) = (z−1)2T1(z),
where T1(1) 6= 0 and P (z) − P (0) = zmT2(z), where T2(0) 6= 0.
Also we have already seen that P (z) is a uniqueness polynomial for n − m ≥ 2,
gcd(m,n) = 1 and n ≥ 5 (see Example 6.1.5). Thus by applying Theorem 6.2.1, we
can conclude that P (z) is a strong uniqueness polynomial when b 6∈ {0, n−m
m
, n−m2m } and
max{m, 2} +m− n ≥ 3, n−m ≥ 2, gcd(m,n) = 1, n ≥ 5.
Remark 6.2.6. For n = 7, m = 5 with proper choice of b, we can have seven degree
Yi-type strong uniqueness polynomial.
Theorem 6.2.2. Suppose P (z) is a critically injective uniqueness polynomial of degree n
with simple zeros having at least two critical points, say γ and δ. Further suppose that the
total number of P (γ) and P (δ) points of P (z) are respectively p and q with |p− q| ≥ 3.
If for any complex number d 6∈ {P (γ), P (δ)}, (P (z)−d) has at least min{p+3, q+3}
distinct zeros, then P (z) is a strong uniqueness polynomial.
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The following Corollary is an immediate consequence of Theorem 6.2.2.
Corollary 6.2.2. Suppose P (z) is a critically injective uniqueness polynomial of degree n
with simple zeros having at least two critical points. Further suppose that P (z) has two
critical points, say γ and δ satisfying P (δ) = 1, (P (γ))2 6= 0, 1.
If for any complex number d 6∈ {P (γ), P (δ)}, (P (z) − d) has at least q + 3 distinct
zeros, where q is the total number of P (δ) points of P (z), then P (z) is a strong uniqueness
polynomial.
Example 6.2.5. Consider the polynomial
PB1(z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− iz
n+m+1−ibi + 1,
where we choose b(6= 0) such a manner that bn+m+1
m∑
i=0
(
m
i
) (−1)i
n+m+1−i 6= −1,−2.
Here P ′B1(z) = (z − b)mzn. Thus PB1(z) is critically injective polynomial with no
multiple zero when min{m,n} ≥ 2.
If we take m,n ∈ N with m+n ≥ 5 and min{m,n} ≥ 2, then by Theorem 5.B, PB1(z)
is a uniqueness polynomial.
Also (PB1(z) − d) has exactly m + n + 1 distinct zeros for any complex number d ∈
C\{PB1(b), PB1(0)}, otherwise there exist at least one complex number ς which is a zero
of (PB1(z)− d) of multiplicity at least 2. Consequently PB1(ς) = d and P ′B1(ς) = 0. That
is, d ∈ {PB1(0), PB1(b)}, which is absurd.
Thus in view of Corollary 6.2.2, PB1(z) is a strong uniqueness polynomial if m+n ≥ 5,
min{m,n} ≥ 2 and n ≥ 3.
Remark 6.2.7. Example 6.2.5 gives the answer of the question raised in the paper ([7]).
We have observed from Example 6.1.8 that uniqueness polynomial may contain mul-
tiple zeros. However the two theorems so far stated are dealing with strong uniqueness
polynomials with simple zeros. So natural question would be whether there exist a strong
uniqueness polynomial which has multiple zeros? The next theorem shows that the answer
is affirmative.
Next we shall demonstrate the following strong uniqueness polynomial with multiple
zero of degree n ≥ 6.
Theorem 6.2.3. Let
P (z) = zn + azn−1 + bzn−2,
where ab 6= 0 and a2 = λb where λ = 4
(
1− 1
(n−1)2
)
, then P (z) is a strong uniqueness
polynomial of degree n ≥ 6.
Corollary 6.2.3. Let
P (z) = zn + azn−1 + bzn−2 + c,
where ab 6= 0 and a2 = λb where λ = 4
(
1− 1
(n−1)2
)
, then P (z) is a uniqueness polynomial
of degree n ≥ 6.
55
Chapter 6 On some sufficient conditions of the strong uniqueness polynomials
Remark 6.2.8. Let P1(z) be a SUPM. Then (P1oP2)(z) is a SUPM if and only if P2(z)
is a UPM.
It is easy to see that if P (z) is strong uniqueness polynomial, then for any non-zero
constants a and c, P (af + b) = cP (ag + b) gives (af + b) = (ag + b), i.e, P (az + b) is
also strong uniqueness polynomial.
Already we have discussed in the introductory part of this chapter that finite URSM’s
are nothing but the set of distinct zeros of some suitable polynomials. Thus at the time
of studying uniqueness polynomial, it is general curiosity of the researchers to investigate
whether the zero set of the uniqueness polynomial forms unique range set or not.
For example, Yi ([69]), Frank-Reinders ([30]), Banerjee ([7]) simultaneously studied the
corresponding unique range sets in connection to their uniqueness polynomial.
As we have already introduced some new type of uniqueness polynomials in Example
6.2.3, we also intend to follow the same direction. Before going to state our concerning
results, we recall some well known definitions and results.
Fujimoto first observed that “critical injection property” of polynomials plays crutial
role for the set of zeros of a strong uniqueness polynomial to be a unique range set.
Theorem 6.D. ([31]) Let P (z) be a critically injective polynomial of degree n in C having
only simple zeros. Let P ′(z) have k distinct zeros and either k ≥ 3 or k = 2 and P ′(z)
have no simple zero. Further suppose that P (z) is a SUPM (resp. SUPE). If S is the set
of zeros of P (z), then S is a URSM (resp. URSE) whenever n > 2k+6 (resp. n > 2k+2)
while URSM-IM (resp. URSE-IM) whenever n > 2k + 12 (resp. n > 2k + 5).
Definition 6.2.1. ([4]) A set S ⊂ C ∪ {∞} is called a URSMl) (resp. URSEl)) if for
any two non-constant meromorphic (resp. entire) functions f and g, El)(S, f) = El)(S, g)
implies f ≡ g.
In 2009, with the notion of URSMl), Bai-Han-Chen ([4]) improved Theorem 6.D.
Theorem 6.E. ([4]) In addition to the hypothesis of Theorem 6.D, we suppose that l is a
positive integer or ∞. Let S be the set of zeros of P (z). If
i) l ≥ 3 or ∞ and n > 2k + 6 (resp. n > 2k + 2),
ii) l = 2 and n > 2k + 7 (resp. n > 2k + 2),
iii) l = 1 and n > 2k + 10 (resp. n > 2k + 4),
then S is a URSMl) (resp. URSEl)).
Recently Banerjee ([7]) proved the following result in more general settings.
Theorem 6.F. ([7]) In addition to the hypothesis of Theorem 6.D, we suppose that l is a
positive integer or ∞. Let S be the set of zeros of P (z). If
i) l ≥ 3 or ∞ and min{Θ(∞; f),Θ(∞; g)} > 6+2k−n4 ,
ii) l = 2 and min{Θ(∞; f),Θ(∞; g)} > 14+4k−2n9 ,
iii) l = 1 and min{Θ(∞; f),Θ(∞; g)} > 10+2k−n6 ,
then S is a URSMl) (URSEl)).
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We have already seen from Example 6.2.3 that the polynomial
P⋆(z) =
m∑
i=0
n∑
j=0
(
m
i
)(
n
j
)
(−1)i+j
n+m+ 1− i− j z
n+m+1−i−jajbi + c, (6.2.1)
is a critically injective strong uniqueness polynomial without any multiple zeros when m+
n ≥ 5, max{m,n} ≥ 3 and min{m,n} ≥ 2 with a 6= b, b 6= 0. Also we have defined
Q(z) =
m∑
i=0
n∑
j=0
(
m
i
)(
n
j
)
(−1)i+j
n+m+ 1− i− j z
n+m+1−i−jajbi
and choose
c 6∈ {0,−Q(a),−Q(b),−Q(a) +Q(b)
2
}.
Thus the following two Theorems are immediate in view of Theorems 6.E and 6.F.
Theorem 6.2.4. Let m,n be two integers such that m + n ≥ 5, max{m,n} ≥ 3 and
min{m,n} ≥ 2. Take S⋆ = {z : P⋆(z) = 0} where P⋆(z) is defined by 6.2.1 with the
already defined choice of a, b, c. Further suppose that l is a positive integer or ∞. If
i) l ≥ 3 or ∞ and m+ n > 9 (resp. 5),
ii) l = 2 and m+ n > 10 (resp. 5),
iii) l = 1 and m+ n > 13 (resp. 7),
then S⋆ is a URSMl) (resp. URSEl)).
Theorem 6.2.5. With the suppositions of Theorem 6.2.4, if
i) l ≥ 3 or ∞ and min{Θ(∞; f),Θ(∞; g)} > 9−m−n4 ,
ii) l = 2 and min{Θ(∞; f),Θ(∞; g)} > 20−2m−2n9 ,
iii) l = 1 and min{Θ(∞; f),Θ(∞; g)} > 13−m−n6 ,
then S⋆ is a URSMl) (URSEl)).
Thus we have obtained URSM with weight 2 with cardinality atleast 11 and this is the
best result in this direction. Researchers gave different kind of URSM but none of them is
able to reduce its cardinality below 11 ([30]).
Corollary 6.2.4. Next we consider the polynomial
PB(z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− iz
n+m+1−ibi + c,
where bc 6= 0, c 6= −bn+m+1λ, − 12bn+m+1λ where λ =
m∑
i=0
(
m
i
) (−1)i
n+m+1−i and m+ n ≥ 5,
max{m,n} ≥ 3, min{m,n} ≥ 2.
By Lemma 2.2 of ([7]), we have seen that PB(b) − PB(0) = bn+m+1λ 6= 0, which
implies PB(z) is critically injective. Again PB(0) = c 6= 0 and PB(b) 6= 0, hence PB(z)
have no multiple zeros.
Finally, as PB(b) + PB(0) = b
n+m+1λ + 2c 6= 0 and m + n ≥ 5, max{m,n} ≥ 3,
min{m,n} ≥ 2, by Theorem 6.2.1, PB(z) is a strong uniqueness polynomial. Thus similar
type conclusions of Theorems 6.2.4 and 6.2.5 are applicable for this polynomial also.
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6.3 Lemmas
Lemma 6.3.1. If
ψ(t) = λ(tn−1 −A)2 − 4(tn−2 −A)(tn −A) (6.3.1)
where λ = 4
(
1− 1
(n−1)2
)
and A 6= 0, 1, then ψ(t) = 0 has no multiple roots.
Proof. Let F (t) := ψ(et)e(1−n)t for t ∈ C. Then by elementary calculations, we get
F (t) = (λ− 4)
(
e(n−1)t +A2e−(n−1)t
)
+ 4A(et + e−t)− 2Aλ. (6.3.2)
Hence
F ′(t) = ψ′(et)e(1−n)tet − (n − 1)ψ(et)e(1−n)t. (6.3.3)
Clearly, if t = 0, then ψ(t) 6= 0. Now, if possible assume that ψ(z0) = ψ′(z0) = 0. As
z0 6= 0, there exist some w0 ∈ C such that z0 = ew0 . Thus we have F (w0) = F ′(w0) = 0.
Now, equations (6.3.2) and (6.3.3) yields
(λ− 4)
(
e(n−1)w0 +A2e−(n−1)w0
)
= −4A(ew0 + e−w0) + 2Aλ, (6.3.4)
and
(λ− 4)
(
e(n−1)w0 −A2e−(n−1)w0
)
= −4A(e
w0 − e−w0)
n− 1 . (6.3.5)
Therefore
4A2(λ− 4)2 = (λ− 4)2
(
(e(n−1)w0 +A2e−(n−1)w0)2 − (e(n−1)w0 −A2e−(n−1)w0)2
)
=
(−4A(ew0 + e−w0) + 2Aλ)2 − (−4A(ew0 − e−w0)
n− 1
)2
= 4A2λ2 − 32A2λ coshw0 + 64A2 cosh2 w0 − 64A
2
(n− 1)2 sinh
2 w0,
i.e.
(coshw0)
2
(
16− 16
(n− 1)2
)
− 8λ coshw0 +
(
8λ− 16 + 16
(n − 1)2
)
= 0,
so, (coshw0 − 1)2 = 0, that is, coshw0 = 1 which implies z0 + 1z0 = 2. Hence z0 = 1 but
ψ(1) = (1−A)2 6= 0 as A 6= 1. Thus our assumption is wrong.
Lemma 6.3.2. ([30]) If Γ(t) = λ(tn−1−1)2−4(tn−2−1)(tn−1) where λ = 4
(
1− 1
(n−1)2
)
,
then Γ(1) = 0 with multiplicity four. All other zeros of Γ(t) are simple.
Lemma 6.3.3. If λ = 4
(
1− 1
(n−1)2
)
, t 6= 1 and A 6= 0, 1, then ψ(t) = 0 and tn−A = 0
has no common roots, where ψ(t) is defined by equation (6.3.1).
Proof. If ψ(t) = 0 and tn−A = 0 has a common root, then tn−1−A = 0 and tn−A = 0.
That is, A = tn = ttn−1 = tA, which is absurd as A 6= 0 and t 6= 1.
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6.4 Proofs of the theorems
Proof of Theorem 6.2.1 . By the given conditions on P (z), we can write
i) P (z)− P (α) = (z − α)pQn−p(z) where Qn−p(z) is a polynomial of degree (n− p),
Qn−p(α) 6= 0 and
ii) P (z) − P (β) = (z − β)tQ(z), where Q(z) is a polynomial of degree (n − t) and
Q(β) 6= 0.
As α and β are critical points of P (z), we have P (α) 6= P (β) and t, p ≥ 2. Also
P (α)P (β) 6= 0, as all zeros of P (z) are simple.
Now suppose, for any two non-constant meromorphic functions f and g and a non-zero
constant A ∈ C, that
P (f) = AP (g). (6.4.1)
We consider two cases:
Case-1. A 6= 1.
From the assumption of Theorem 6.2.1, P (z) is satisfying max{t, p}+ t+p ≥ 5+n where
t, p are previously defined.
Subcase-1.1. First we assume that t ≥ p. Thus 2t+ p ≥ 5 + n. We define
F :=
(f − β)tQ(f)
P (β)
and G :=
(g − β)tQ(g)
P (β)
.
Thus
F = AG+A− 1. (6.4.2)
So by Lemma 2.3.4, we have
T (r, f) = T (r, g) +O(1). (6.4.3)
If A 6= P (α)
P (β) , then by applying the Second Fundamental Theorem, we get
2nT (r, f) +O(1) = 2T (r, F )
≤ N(r,∞;F ) +N(r, 0;F ) +N
(
r,
P (α)
P (β)
− 1;F
)
+N(r,A − 1;F ) + S(r, F )
≤ N(r,∞; f) +N(r, β; f) + (n− t)T (r, f) +N(r, α; f) + (n− p)T (r, f) +
+ N(r, 0;G) + S(r, f)
≤ N(r,∞; f) +N(r, β; f) + (n− t)T (r, f) +N(r, α; f) + (n− p)T (r, f) +
+ N(r, β; g) + (n− t)T (r, g) + S(r, f)
≤ (3n − 2t− p+ 4)T (r, f) + S(r, f),
which is a contradiction as 2t+ p ≥ 5 + n.
If A = P (α)
P (β) , then from equation (6.4.2) we have
P (β)F = P (α)G + {P (α) − P (β)}. (6.4.4)
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As P (α)±P (β) 6= 0 and P (α)P (β) 6= 0, we have P (α)−P (β)
P (β) 6= −
P (α)−P (β)
P (α) . Thus in view
of the Second Fundamental Theorem, we obtain
2nT (r, g) +O(1) = 2T (r,G)
≤ N(r,∞;G) +N(r, 0;G) +N
(
r,−P (α) − P (β)
P (α)
;G
)
+N
(
r,
P (α) − P (β)
P (β)
;G
)
+ S(r,G)
≤ N(r,∞; g) +N(r, β; g) + (n− t)T (r, g) +N(r, 0;F ) +N(r, α; g) + (n− p)T (r, g)
+ S(r, g)
≤ (3 + 2n− t− p)T (r, g) +N(r, β; f) + (n− t)T (r, f) + S(r, g)
≤ (3n − 2t− p+ 4)T (r, g) + S(r, g),
which is a contradiction as 2t+ p ≥ 5 + n.
Subcase-1.2. Now consider t < p. Thus t+ 2p ≥ 5 + n. We define
F :=
(f − α)pQn−p(f)
P (α)
and G :=
(g − α)pQn−p(g)
P (α)
.
Proceeding similarly as above, we reach at contradiction. Hence if a critically injective
polynomial P (z) with no multiple zeros satisfy max{t, p} + t + p ≥ 5 + n, then P (f) =
AP (g) always imply A = 1.
Case-2. A = 1.Then, as P (z) is a uniqueness polynomial, we have f ≡ g.
Proof of Theorem 6.2.2. By the given assumptions, we may write
i) P (z)− P (γ) = (z − ξ1)l1(z − ξ2)l2 . . . (z − ξp)lp with γ = ξ1,
ii) P (z)− P (δ) = (z − η1)m1(z − η2)m2 . . . (z − ηq)mq with δ = η1,
where ξi 6= ξj , ξi 6= ηj and ηi 6= ηj for all i, j.
As P (z) has no multiple zeros and γ, δ are critical points of P (z), we have P (γ)P (δ) 6= 0.
Also P (γ) 6= P (δ), as P (z) is critically injective.
Suppose, for any two non-constant meromorphic functions f and g and for any non-zero
complex constant A, that
P (f) = AP (g). (6.4.5)
Then by Lemma 2.3.4,
T (r, f) = T (r, g) +O(1) and S(r, f) = S(r, g). (6.4.6)
We consider two cases:
Case-1. A 6= 1 and A = P (γ). Then P (γ) 6= 1. Thus we can write
P (f)− P (γ) = P (γ) (P (g) − 1) . (6.4.7)
Subcase-1.1. P (δ) 6= 1. Let νk (k = 1, 2, . . . , l) are the l distinct zeros of (P (g) − 1).
Then by the Second Fundamental Theorem, we get
(l − 2)T (r, g) ≤
l∑
k=1
N(r, νk; g) + S(r, g) =
p∑
i=1
N(r, ξi; f) + S(r, g)
≤ (p+ o(1))T (r, g),
which is a contradiction.
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Subcase-1.2. P (δ) = 1. Here we consider two subcases:
If P (γ) = −1, then
P (f)− P (δ) = P (γ)(P (g) − P (γ)).
In this case, applying the Second Fundamental Theorem, we obtain
(p − 1)T (r, g) ≤ N(r,∞; g) +
p∑
i=1
N(r, ξi; g) + S(r, g)
≤ T (r, g) +
q∑
j=1
N(r, ηj ; f) + S(r, g)
≤ (q + 1)T (r, g) + S(r, g),
which leads to a contradiction.
If P (γ) 6= −1, then
P (f)− P (δ) = P (γ)
(
P (g)− P (δ)
P (γ)
)
,
where P (δ)
P (γ) 6∈ {1, P (δ), P (γ)}. Let θl (l = 1, 2, . . . , t) be the distinct zeros of
(
P (z)− P (δ)
P (γ)
)
.
Then by the Second Fundamental Theorem, we get
(t− 2)T (r, g) ≤
t∑
l=1
N(r, θl; g) + S(r, g) =
q∑
j=1
N(r, ηj ; f) + S(r, f)
≤ qT (r, g) + S(r, g),
which is a again contradiction.
Case-2. A 6= 1 and A 6= P (γ). In this case, equation (6.4.5) can be written as
P (f)−AP (δ) = A(P (g) − P (δ)). (6.4.8)
If AP (δ) 6= P (γ), then AP (δ) 6∈ {P (γ), P (δ)}. Let ζk (k = 1, 2, . . . ,m) be the distinct
zeros of (P (z)−AP (δ)). Then by the Second Fundamental Theorem, we get
(m− 2)T (r, f) <
m∑
k=1
N(r, ζk; f) + S(r, f)
≤
q∑
j=1
N(r, ηj ; g) + S(r, g)
≤ qT (r, g) + S(r, g),
which is not possible.
If AP (δ) = P (γ), then P (δ) 6= 1 and P (f)−P (γ) = A(P (g)−P (δ)). By the Second
Fundamental Theorem, we get
(p− 2)T (r, f) <
p∑
i=1
N(r, ξi; f) + S(r, f)
≤
q∑
j=1
N(r, ηj ; g) + S(r, g)
≤ qT (r, g) + S(r, g),
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Proceeding similarly, we get
(q − 2)T (r, g) ≤ pT (r, f) + S(r, f).
Since |p− q| ≥ 3, in either cases, we get a contradiction.
Thus A = 1. Hence, as P (z) is a uniqueness polynomial, we have f ≡ g.
Proof of Theorem 6.2.3 . Let f and g be two non-constant meromorphic functions such
that P (g) = AP (f), where A ∈ C \ {0}. Then by Lemma 2.3.4,
T (r, f) = T (r, g) +O(1) and S(r, f) = S(r, g). (6.4.9)
By putting h = f
g
, we have
g2(hn −A) + ag(hn−1 −A) + b(hn−2 −A) = 0. (6.4.10)
If h is a constant function, then as g is non-constant, we get (hn − A) = (hn−1 − A) =
(hn−2 −A) = 0; i.e., A = Ah = Ah2 which gives h = 1, and hence f = g.
Next we consider h as a non-constant. Then(
g +
a
2
hn−1 −A
hn −A
)2
=
bψ(h)
4(hn −A)2 , (6.4.11)
where ψ(t) = λ(tn−1 −A)2 − 4(tn−2 −A)(tn −A).
Case-1. A = 1. Clearly, in view of Lemmas 6.3.2 and 6.3.3, from equation (6.4.11), we
get
(
g +
a
2
hn−1 − 1
hn − 1
)2
=
b(h− 1)4
2n−6∏
i=1
(h− κi)
4{(h − 1)
n−1∏
j=1
(h− ρj)}2
, (6.4.12)
where κi 6= ρj for i = 1, . . . , 2n− 6; j = 1, . . . , (n− 1). Now, by the Second Fundamental
Theorem, we get
(3n − 9)T (r, h) ≤
2n−6∑
i=1
N(r, κi;h) +
n−1∑
j=1
N(r, ρj ;h) + S(r, h)
≤ 1
2
2n−6∑
i=1
N(r, κi;h) +
n−1∑
j=1
N(r, ρj ;h) + S(r, h)
≤ (2n − 4)T (r, h) + S(r, h),
which is a contradiction for n ≥ 6.
Case-2. A 6= 1. From equation (6.4.11), we have(
g +
a
2
hn−1 −A
hn −A
)2
=
bψ(h)
4(hn −A)2 . (6.4.13)
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By Lemma 6.3.1, ψ(t) = 0 has (2n− 2) distinct zeros, say ζi for i = 1, . . . , 2n− 2. So, in
view of Lemma 6.3.3, and the Second Fundamental Theorem, we get
(2n− 4)T (r, h) ≤
2n−2∑
i=1
N(r, ζi;h) + S(r, h)
≤ 1
2
2n−2∑
i=1
N(r, ζi;h) + S(r, h)
≤ (n − 1)T (r, h) + S(r, h),
which is a contradiction when n ≥ 4. Hence the proof.
————————————————
The matter of this chapter has been published in Adv. Pure Appl. Math., Vol. 8,
No. 1, (2017), pp. 1-13.
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Chapter 7
Further results on the uniqueness of
meromorphic functions and their
derivative counterpart sharing one
or two sets
7.1 Introduction
We have alreay noticed that, in 1976, Gross ([33]) extended the study of value sharing
by considering set sharing and introduced the notion of unique range set. Further, Gross
proved that there exist three finite set Sj (j = 1, 2, 3) such that any two non-constant
entire functions f and g satisfying Ef (Sj) = Eg(Sj) (j = 1, 2, 3) must be identical, and
posed the following question:
Question 7.A Can one find two finite set Sj (j = 1, 2) such that any two non-constant
entire functions f and g satisfying Ef (Sj) = Eg(Sj) (j = 1, 2) must be identical?
If the answer to the above Question is affirmative, it would be interesting to know how
large both sets would have to be.
In 1997, Fang-Xu ([28]) and in 1998, Yi ([71]) obtained some interesting resluts in
realation to the Question 7.A. Below we first provide the results of Yi ([71]).
Theorem 7.A. ([71]) Let S1 = {z : zn + azn−1 + b = 0} and S2 = {0}, where a, b are
non-zero constants such that zn + azn−1 + b = 0 has no repeated root and n (≥ 3) be a
positive integer. Let f and g be two non-constant entire functions such that Ef (Sj,∞) =
Eg(Sj,∞) (j = 1, 2), then f ≡ g.
Theorem 7.B. ([71]) Let S1 and S2 are two finite sets such that any two non-constant
entire functions f and g satisfying Ef (Sj ,∞) = Eg(Sj ,∞) (j = 1, 2) must be identical,
then max{♯(S1), ♯(S2)} ≥ 3, where ♯(S) denotes the cardinality of the set S.
But the above theorems are invalid for meromorphic functions. Thus the following
question is natural:
Question 7.B ([74], [75], [76]) Can one find two finite sets Sj (j = 1, 2) such that
any two non-constant meromorphic functions f and g satisfying Ef (Sj ,∞) = Eg(Sj,∞)
for j = 1, 2 must be identical?
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In 1994, Yi ([68]) proved that there exist two finite sets S1 (with 2 elements) and S2
(with 9 elements) such that any two non-constant meromorphic functions f and g satisfying
Ef (Sj ,∞) = Eg(Sj,∞) (j = 1, 2) must be identical.
In ([50]), Li-Yang proved that there exist two finite sets S1 (with 1 element) and
S2 (with 15 elements) such that any two non-constant meromorphic functions f and g
satisfying Ef (Sj ,∞) = Eg(Sj,∞) (j = 1, 2) must be identical.
In ([26]), Fang-Guo proved that there exist two finite sets S1 (with 1 element) and
S2 (with 9 elements) such that any two non-constant meromorphic functions f and g
satisfying Ef (Sj ,∞) = Eg(Sj,∞) (j = 1, 2) must be identical.
Also in 2002, Yi ([74]) proved that there exist two finite sets S1 (with 1 element)
and S2 (with 8 elements) such that any two non-constant meromorphic functions f and g
satisfying Ef (Sj ,∞) = Eg(Sj,∞) (j = 1, 2) must be identical.
In 2008, Banerjee ([6]) further improved the result of Yi ([74]) by relaxing the nature
of sharing the range sets by the notion of weighted sharing. He established that there
exist two finite sets S1 (with 1 element) and S2 (with 8 elements) such that any two non-
constant meromorphic functions f and g satisfying Ef (S1, 0) = Eg(S1, 0) and Ef (S2, 2) =
Eg(S2, 2) must be identical.
In this context, the natural query would be whether there exists similar types of unique
range sets corresponding to the derivatives of two meromorphic functions. In this direction,
the following uniqueness results have been obtained when the derivatives of meromorphic
functions sharing two sets.
Theorem 7.C. ([27, 75]) Let S1 = {z : zn + azn−1 + b = 0} and S2 = {∞}, where a, b
are non-zero constants such that zn + azn−1 + b = 0 has no repeated root and n (≥ 7),
k be two positive integers. Let f and g be two non-constant meromorphic functions such
that Ef(k)(S1,∞) = Eg(k)(S1,∞) and Ef (S2,∞) = Eg(S2,∞), then f (k) ≡ g(k).
In 2010, Banerjee-Bhattacharjee ([8]) improved the above results as follows:
Theorem 7.D. ([8]) Let Si (i = 1, 2) and k be given as in Theorem 7.C. Let f and
g be two non-constant meromorphic functions such that Ef(k)(S1, 2) = Eg(k)(S1, 2) and
Ef (S2, 1) = Eg(S2, 1), then f
(k) ≡ g(k).
Theorem 7.E. ([8]) Let Si (i = 1, 2) be given as in Theorem 7.C. Let f and g be two
non-constant meromorphic functions such that Ef(k)(S1, 3) = Eg(k)(S1, 3) andEf (S2, 0) =
Eg(S2, 0), then f
(k) ≡ g(k).
Theorem 7.F. ([9]) Let Si (i = 1, 2) and k be given as in Theorem 7.C. Let f and
g be two non-constant meromorphic functions such that Ef(k)(S1, 2) = Eg(k)(S1, 2) and
Ef (S2, 0) = Eg(S2, 0), then f
(k) ≡ g(k).
So far from the above discussions, we see that for the two set sharing problems, the
best result has been obtained when one set contain 8 elements and the other set contain
1 element. On the other hand, when derivatives of the functions are considered, then the
cardinality of one set can further be reduced to 7. So it will be natural query whether there
can be a single result corresponding to uniqueness of the function sharing two sets which
can accommodate the derivative counterpart of the main function as well under relaxed
sharing hypothesis with smaller cardinalities than the existing results.
In this direction, to improve all the preceding theorems stated so far Theorems 7.C-7.F
in some sense are the goal of this chapter.
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7.2 Main Results
Suppose for two positive integers m and n, we shall denote by P̂ (z) the following
polynomial
P̂ (z) = zn − 2n
n−mz
n−m +
n
n− 2mz
n−2m + c, (7.2.1)
where c is any complex number satisfying |c| 6= 2m2(n−m)(n−2m) and c 6= 0,−
1− 2n
n−m+
n
n−2m
2 .
Theorem 7.2.1. Suppose n(≥ 1), m(≥ 1), k(≥ 0) be three positive integers such that
gcd{m,n} = 1. Further suppose that Ŝ = {z : P̂ (z) = 0} where the polynomial P̂ (z)
is defined by (7.2.1). Let f and g be two non-constant meromorphic functions satisfying
Ef(k)(Ŝ, l) = Eg(k)(Ŝ, l). If one of the following conditions holds:
i) l ≥ 2 and n > max{2m+ 4 + 4
k+1 , 4m+ 1},
ii) l = 1 and n > max{2m+ 4.5 + 4.5
k+1 , 4m+ 1},
iii) l = 0 and n > max{2m+ 7 + 7
k+1 , 4m+ 1},
then f (k) ≡ g(k).
The next theorem focus on the two set sharing problem.
Theorem 7.2.2. Let n(> 4m+ 1), m(≥ 1), k(≥ 0) be three positive integers satisfying
gcd{m,n} = 1 and Ŝ = {z : P̂ (z) = 0} where the polynomial P̂ (z) is defined by (7.2.1).
Let f and g be two non-constant meromorphic functions satisfying Ef(k)(Ŝ, l) = Eg(k)(Ŝ, l)
and Ef(k)(0, q) = Eg(k)(0, q) where 0 ≤ q <∞. If
i) l ≥ 32 + 2n−2m−1 + 1(n−2m)q+n−2m−1 and
ii) n > 2m+ 4
k+1 +
4
(k+1)(n−2m−1) +
2
(k+1)((n−2m)q+n−2m−1) ,
then f (k) ≡ g(k).
The following example shows that for the two set sharing case, choosing the set S1
with one element and S2 with two elements, Theorem 7.2.2 ceases to hold.
Example 7.2.1. Let S1 = {a} and S2 = {b, c}. Choose f(z) = p(z) + (b − a)ez and
g(z) = q(z) + (−1)k(c− a)e−z, where p(z) and q(z) are polynomial of degree k with the
coefficient of zk in p(z) and q(z) is equal to a
k! . Here Ef(k)(Sj) = Eg(k)(Sj) for j = 1, 2
but f (k) 6≡ g(k).
Remark 7.2.1. If we consider k ≥ 1 in Theorem 7.2.2, then we see that there exists two
sets S1 (with 1 element) and S2 (with 6 elements) such that when derivatives of any two
non-constant meromorphic functions share them with finite weight yields f (k) ≡ g(k), thus
improve Theorem 7.F in the direction of Question 7.B.
The next two examples show that specific form of choosing the set S1 with five elements
and S2 = {0} for k ≥ 1, Theorem 7.2.2 ceases to hold.
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Example 7.2.2. Let f(z) = 1
(
√
αβγ)k−1 e
√
αβγ z and g(z) = (−1)
k
(
√
αβγ)k−1 e
−√αβγ z (k ≥ 1)
and S = {α√β, α√γ, β√γ, γ√β,
√
(αβγ)}, where α, β and γ are three non-zero distinct
complex numbers. Clearly Ef(k)(S) = Eg(k)(S) and Ef(k)(0) = Eg(k)(0) but f
(k) 6≡ g(k).
Example 7.2.3. Let f(z) = 1
ck
ecz and g(z) = ω4f(z) and S = {ω4, ω3, ω2, ω, 1}, where ω
is the non-real fifth root of unity and c is a non-zero complex number. Clearly Ef(k)(S) =
Eg(k)(S) and Ef(k)(0) = Eg(k)(0) but f
(k) 6≡ g(k).
7.3 Lemmas
Throughout this chapter, we take
F = −1
c
(
f (k)
)n−2m((
f (k)
)2m
− 2n
n−m
(
f (k)
)m
+
n
n− 2m
)
,
G = −1
c
(
g(k)
)n−2m((
g(k)
)2m
− 2n
n−m
(
g(k)
)m
+
n
n− 2m
)
,
and H is defined by the equation (2.3.1) where n(≥ 1), m(≥ 1) and k(≥ 0) are integers.
Let us also define by T̂ (r) := max{T (r, f (k)) , T (r, g(k))} and Ŝ(r) := o(T̂ (r)).
Lemma 7.3.1. The polynomial
P̂ (z) = zn − 2n
n−mz
n−m +
n
n− 2mz
n−2m + c
is a critically injective polynomial having only simple zeros when |c| 6= 0, 2m2(n−m)(n−2m) .
Proof. We see that P̂ ′(z) = nzn−2m−1(zm−1)2. Thus P̂ (z) is critically injective, because
i) P̂ (0) = P̂ (α) with αm = 1 implies α = 0, which is absurd.
ii) P̂ (β) = P̂ (γ) with βm = 1, γm = 1 implies βn = γn. Thus β = γ as gcd{m,n} = 1.
Next, on contrary, we assume that P̂ (z) has atleast one multiple zero. Then P̂ (α) =
P̂ ′(α) = 0 holds for some α. Then either α = 0 or αm = 1.
If α = 0, then P̂ (α) = 0; i.e., c = 0, a contradiction by assumption on c.
If αm = 1, then P̂ (α) = 0 implies αn
(
1− 2n
n−m +
n
n−2m
)
+ c = 0; i.e., |c| =
2m2
(n−m)(n−2m) , which is impossible by assumption on c. Hence the proof.
Lemma 7.3.2. ([9]) If F and G share (1, l) where 0 ≤ l <∞, then
N(r, 1;F )+N (r, 1;G)−N1E (r, 1, F )+(l−
1
2
)N ∗(r, 1;F,G) ≤ 1
2
(N(r, 1;F ) +N(r, 1;G)) .
Lemma 7.3.3. Suppose that F 6≡ G. Further suppose that f (k) and g(k) share (0, q)
where 0 ≤ q <∞ and F , G share (1, l), then
{(n − 2m)q + n− 2m− 1} N
(
r, 0; f (k) |≥ q + 1
)
≤ N
(
r,∞; f (k)
)
+N
(
r,∞; g(k)
)
+N∗(r, 1;F,G) + Ŝ(r).
Similar expressions hold for g also.
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Proof. Define
Φ :=
F
′
F − 1 −
G
′
G− 1 . (7.3.1)
If Φ = 0, then by integration, we get
F − 1 = A(G− 1), (7.3.2)
where A is non-zero constant. Since F 6≡ G, we have A 6= 1. Thus 0 is an e.v.P. of f (k)
and g(k) and hence the lemma follows.
Next we consider as Φ 6= 0. If z0 be a zero of f (k) of order t(≥ q + 1), then z0 is a
zero of F of order atleast (q + 1)(n − 2m) and hence z0 is a zero of Φ of order at least
(q + 1)(n − 2m)− 1. Thus
{(q + 1)(n − 2m)− 1} N
(
r, 0; f (k) |≥ q + 1
)
≤ N(r, 0;Φ) ≤ T (r,Φ) +O(1)
≤ N(r,∞; Φ) + Ŝ(r)
≤ N
(
r,∞; f (k)
)
+N
(
r,∞; g(k)
)
+N∗(r, 1;F,G) + Ŝ(r).
Hence the proof.
Lemma 7.3.4. If F ≡ G holds for k ≥ 0 and n ≥ 2m+ 4, then f (k) ≡ g(k).
Proof. In view of Lemma 7.3.1 and Theorem 5.B, the lemma follows.
Lemma 7.3.5. If k ≥ 0 and n ≥ 5, then FG 6≡ 1.
Proof. On contrary, we suppose that FG ≡ 1. Then
(
f (k)
)n−2m 2m∏
i=1
((
f (k)
)
− γi
)(
g(k)
)n−2m 2m∏
i=1
((
g(k)
)
− γi
)
= c2, (7.3.3)
where γi (i=1,2,. . . ,2m) are the roots of the equation z
2m − 2n
n−mz
m + n
n−2m = 0.
Applying Lemma 2.3.4 in (7.3.3), we have
T
(
r, f (k)
)
= T
(
r, g(k)
)
+O(1).
Let z0 be a γi point of f
(k) of order p. Then z0 is a pole of g of order q such that
p = n(1 + k)q ≥ n. Thus
N
(
r, γi; f
(k)
)
≤ 1
n
N
(
r, γi; f
(k)
)
. (7.3.4)
Again let z0 be a zero of f
(k) of order t. Then z0 is a pole of g of order s such that
(n− 2m)t = ns(1 + k). Thus t > s(1 + k) and 2ms(1 + k) = (n− 2m)(t− s(1 + k)) ≥
(n− 2m). Consequently (n− 2m)t = ns(1 + k) gives t ≥ n2m . Hence
N
(
r, 0; f (k)
)
≤ 2m
n
N
(
r, 0; f (k)
)
. (7.3.5)
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Again from equation (7.3.3), we get
N
(
r,∞; f (k)
)
≤ N
(
r, 0; g(k)
)
+
2m∑
i=0
N
(
r, γi; g
(k)
)
≤ 2m
n
N
(
r, 0; g(k)
)
+
1
n
2m∑
i=0
N
(
r, γi; g
(k)
)
≤ 4m
n
T
(
r, g(k)
)
+O(1).
Hence using the Second Fundamental Theorem, we get
2mT
(
r, f (k)
)
(7.3.6)
≤ N
(
r,∞; f (k)
)
+N
(
r, 0; f (k)
)
+
2m∑
i=0
N
(
r, γi; f
(k)
)
+ S
(
r, f (k)
)
≤ 4m
n
T
(
r, f (k)
)
+
2m
n
T
(
r, f (k)
)
+
2m
n
T
(
r, f (k)
)
+ S
(
r, f (k)
)
,
which is a contradiction as n ≥ 5. Hence the proof.
Lemma 7.3.6. If H ≡ 0, k ≥ 0 and n ≥ 4m+ 2 with gcd{m,n} = 1, then f (k) ≡ g(k).
Proof. Given that H ≡ 0. On integration, we have
F =
AG+B
CG+D
, (7.3.7)
where A,B,C,D are constant satisfying AD − BC 6= 0. Thus F and G share (1,∞).
Also by Lemma 2.3.4, we get
T (r, f (k)) = T (r, g(k)) + Ŝ(r). (7.3.8)
Now we consider the following cases:
Case-1. If AC 6= 0, then (7.3.7) can be written as
F − A
C
=
BC −AD
C(CG+D)
. (7.3.9)
So,
N
(
r,
A
C
;F
)
= N(r,∞;G).
Thus applying Second Fundamental Theorem and (7.3.8), we get
nT
(
r, f (k)
)
+O(1) = T (r, F )
≤ N(r,∞;F ) +N(r, 0;F ) +N(r, A
C
;F ) + S(r, F )
≤ N
(
r,∞; f (k)
)
+N
(
r, 0; f (k)
)
+ 2mT
(
r, f (k)
)
+N
(
r,∞; g(k)
)
+ S
(
r, f (k)
)
≤
(
2m+ 1 +
2
k + 1
)
T
(
r, f (k)
)
+ S
(
r, f (k)
)
,
which is a contradiction as n ≥ 4m+ 2.
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Case-2. Next suppsoe that AC = 0. Since AD−BC 6= 0, so A = C = 0 never occur.
Subcase-2.1. If A = 0 and C 6= 0, then B 6= 0 and (7.3.7) can be written as
F =
1
γG+ δ
, (7.3.10)
where γ = C
B
and δ = D
B
.
If F has no 1-point, then by the Second Fundamental Theorem, we have
T (r, F )
≤ N(r,∞;F ) +N(r, 0;F ) +N(r, 1;F ) + S(r, F )
≤ N
(
r,∞; f (k)
)
+N
(
r, 0; f (k)
)
+ 2mT
(
r, f (k)
)
+ S
(
r, f (k)
)
≤ 1
n
(
2m+ 1 +
1
k + 1
)
T (r, F ) + S(r, F ),
which is a contradiction as n ≥ 4m+ 2.
Thus γ + δ = 1 and γ 6= 0. Hence equation (7.3.10) becomes
F =
1
γG+ 1− γ . (7.3.11)
So,
N
(
r, 0;G +
1− γ
γ
)
= N(r,∞;F ).
If γ 6= 1, then by the Second Fundamental Theorem, we get
T (r,G)
≤ N(r,∞;G) +N (r, 0;G) +N
(
r, 0;G +
1− γ
γ
)
+ S(r,G)
≤ N
(
r,∞; g(k)
)
+N
(
r, 0; g(k)
)
+ 2mT
(
r, g(k)
)
+N
(
r,∞; f (k)
)
+ S
(
r, g(k)
)
≤ 1
n
(
2m+ 1 +
2
k + 1
)
T (r, F ) + S(r, F ),
which is a contradiction as n ≥ 4m+ 2.
Thus γ = 1 and hence FG ≡ 1, which is impossible by Lemma 7.3.5.
Subcase-2.2. If A 6= 0 and C = 0, then D 6= 0 and (7.3.7) can be written as
F = λG+ µ, (7.3.12)
where λ = A
D
and µ = B
D
.
It is obvious that F has atleast one 1-point, otherwise proceeding as above, we get a
contradiction. Thus λ+ µ = 1 with λ 6= 0 and equation (7.3.12) becomes
F = λG+ 1− λ.
So,
N
(
r, 0;G +
1− λ
λ
)
= N(r, 0;F ).
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Define
ξ :=
1
c
(
1− 2n
n−m +
n
n− 2m
)
.
Thus F + ξ =
(
f (k) − 1)3Qn−3 (f (k)), where Qn−3(z) is an (n − 3)-degree polynomial
and Qn−3(1) 6= 0.
If λ 6= 1 and 1−λ
λ
6= ξ, then by the Second Fundamental Theorem, we get
2T (r,G)
≤ N(r,∞;G) +N(r, 0;G) +N
(
r, 0;G +
1− λ
λ
)
+N(r, 0;G + ξ) + S(r,G)
≤ N
(
r,∞; g(k)
)
+N
(
r, 0; g(k)
)
+ 2mT
(
r, g(k)
)
+N
(
r, 0; f (k)
)
+ 2mT
(
r, f (k)
)
+ N
(
r, 1; g(k)
)
+ (n− 3)T
(
r, g(k)
)
+ S
(
r, g(k)
)
≤ 1
n
(
4m+ n+
1
k + 1
)
T (r,G) + S(r,G),
which is a contradiction as n ≥ 4m+ 2.
If λ 6= 1 and 1−λ
λ
= ξ, then λG = F − λξ and λ 6= −1 as c 6= −1−
2n
n−m+
n
n−2m
2 .
Thus by applying the Second Fundamental Theorem and equation (7.3.8), we obtain
2T (r, F )
≤ N(r,∞;F ) +N(r, 0;F ) +N(r, 0;F − λξ) +N(r, 0;F + ξ) + S(r, F )
≤ N
(
r,∞; f (k)
)
+N
(
r, 0; g(k)
)
+ 2mT
(
r, g(k)
)
+N
(
r, 0; f (k)
)
+ 2mT
(
r, f (k)
)
+ N
(
r, 1; f (k)
)
+ (n− 3)T
(
r, f (k)
)
+ S
(
r, g(k)
)
≤ 1
n
(
4m+ n+
1
k + 1
)
T (r, F ) + S(r, F ),
which is a contradiction as n ≥ 4m+ 2.
Thus λ = 1, hence F ≡ G; i.e., using Lemma 7.3.4, we have f (k) ≡ g(k).
7.4 Proofs of the theorems
Proof of Theorem 7.2.1 . It is clear that N(r,∞; f (k)) ≤ 1
k+1N(r,∞; f (k)) and
F ′ = −n
c
(
f (k)
)n−2m−1 ((
f (k)
)m
− 1
)2
f (k+1),
G′ = −n
c
(
g(k)
)n−2m−1 ((
g(k)
)m
− 1
)2
g(k+1).
Also by simple calculations, one can get
N(r, 1;F | = 1) = N(r, 1;G| = 1) ≤ N(r,∞;H). (7.4.1)
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Case-1. First we assume that H 6≡ 0.
Then by simple calculations, the following inequalities are obvious
N(r,∞;H) (7.4.2)
≤ N(r, 0;F | ≥ 2) +N(r, 0;G| ≥ 2) +N(r,∞;F )
+ N(r,∞;G) +N∗(r, 1;F,G) +N0(r, 0;F ′) +N0(r, 0;G′)
≤ N
(
r, 0; f (k)
)
+N
(
r, 0; g(k)
)
+N
(
r, 1;
(
g(k)
)m)
+ N
(
r, 1;
(
f (k)
)m)
+N
(
r,∞; f (k)
)
+N
(
r,∞; g(k)
)
+ N∗(r, 1;F,G) +N0
(
r, 0; f (k+1)
)
+N0
(
r, 0; g(k+1)
)
,
where N0(r, 0;F
′) is the reduced counting function of zeros of F ′ which is not zeros of
F (F − 1) and N0
(
r, 0; f (k+1)
)
is the reduced counting function of zeros of f (k+1) which
is not zeros of f (k)
((
f (k)
)m − 1) and (F − 1).
In view of the Second Main Theorem, (7.4.2) and (7.4.1), we get
(n+m)
{
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
(7.4.3)
≤ N
(
r,∞; f (k)
)
+N
(
r, 0; f (k)
)
+N
(
r,∞; g(k)
)
+N
(
r, 0; g(k)
)
+ N(r, 1;F ) +N(r, 1;G) +N
(
r, 1;
(
f (k)
)m)
+N
(
r, 1;
(
g(k)
)m)
− N0
(
r, 0, f (k+1)
)
−N0
(
r, 0, g(k+1)
)
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
≤ 2
{
N
(
r,∞; f (k)
)
+N
(
r,∞; g(k)
)}
+ 2
{
N
(
r, 0; f (k)
)
+N
(
r, 0; g(k)
)}
+ 2
{
N
(
r, 1;
(
g(k)
)m)
+N
(
r, 1;
(
f (k)
)m)}
+N(r, 1;F ) +N(r, 1;G)
− N(r, 1;F | = 1) +N∗(r, 1;F,G) + S
(
r, f (k)
)
+ S
(
r, g(k)
)
.
Thus in view of Lemma 7.3.2, (7.4.3) can be written as(n
2
−m− 2
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
(7.4.4)
≤ 2
k + 1
{
N
(
r,∞; f (k)
)
+N
(
r,∞; g(k)
)}
+
(
3
2
− l
)
N∗(r, 1;F,G) + S
(
r, f (k)
)
+ S
(
r, g(k)
)
.
If l ≥ 2, then from (7.4.4) we get a contradiction when n > 2m+ 4 + 4
k+1 .
Next, if l = 1, then
N∗(r, 1;F,G) = NL(r, 1;F ) +NL(r, 1;G)
≤ 1
2
{
N
(
r, 0; f (k+1) | f (k) 6= 0
)
+N
(
r, 0; g(k+1) | g(k) 6= 0
)}
≤ 1
2
{
N
(
r,∞; f (k)
)
+N
(
r, 0; f (k)
)
+N
(
r,∞; g(k)
)
+N
(
r, 0; g(k)
)}
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
≤ 1
2
(
1 +
1
k + 1
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
.
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Thus (7.4.4) becomes(
n
2
−m− 2− 2
k + 1
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
(7.4.5)
≤ 1
4
(
1 +
1
k + 1
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
,
which is a contradiction when n > 2m+ 4.5 + 4.5
k+1 .
If l = 0, then
N∗(r, 1;F,G) = NL(r, 1;F ) +NL(r, 1;G)
≤ N
(
r, 0; f (k+1) | f (k) 6= 0
)
+N
(
r, 0; g(k+1) | g(k) 6= 0
)
≤ N
(
r,∞; f (k)
)
+N
(
r, 0; f (k)
)
+N
(
r,∞; g(k)
)
+N
(
r, 0; g(k)
)
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
≤ N
(
r,∞; f (k)
)
+N
(
r, 0; f (k)
)
+N
(
r,∞; g(k)
)
+N
(
r, 0; g(k)
)
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
≤
(
1 +
1
k + 1
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
.
Thus (7.4.4) becomes(
n
2
−m− 2− 2
k + 1
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
(7.4.6)
≤ 3
2
(
1 +
1
k + 1
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
,
which is a contradiction when n > 2m+ 7 + 7
k+1 .
Case-2. Next we assume that H ≡ 0. Then in view of the Lemma 7.3.6, we obtained
f (k) ≡ g(k) if n ≥ 4m+ 2. Hence the proof.
Proof of Theorem 7.2.2 . If H ≡ 0, then by the Lemma 7.3.6, we obtained that f (k) ≡
g(k) when n ≥ 4m + 2. Thus we consider H 6≡ 0. Then obviously F 6≡ G. As f (k) and
g(k) share (0, q) where q ≥ 0, by simple calculations, we have
N(r,∞;H) (7.4.7)
≤ N
(
r,∞; f (k)
)
+N
(
r,∞; g(k)
)
+N
(
r, 1;
(
g(k)
)m)
+ N
(
r, 1;
(
f (k)
)m)
+N∗
(
r, 0; f (k), g(k)
)
+N∗(r, 1;F,G)
+ N0
(
r, 0; f (k+1)
)
+N0
(
r, 0; g(k+1)
)
,
where N0
(
r, 0; f (k+1)
)
is the reduced counting function of zeros of f (k+1) which is not
zeros of f (k)
((
f (k)
)m − 1) and (F − 1).
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Using the Second Fundamental Theorem, (7.4.1), (7.4.7) and Lemma 7.3.2, we get(n
2
−m
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
(7.4.8)
≤ 2N
(
r, 0; f (k)
)
+N∗
(
r, 0; f (k), g(k)
)
+ 2
{
N
(
r,∞; f (k)
)
+N
(
r,∞; g(k)
)}
+
(
3
2
− l
)
N∗ (r, 1;F,G) + S
(
r, f (k)
)
+ S
(
r, g(k)
)
≤ 2N
(
r, 0; f (k)
)
+N
(
r, 0; f (k) | ≥ q + 1
)
+ 2
{
N
(
r,∞; f (k)
)
+N
(
r,∞; g(k)
)}
+
(
3
2
− l
)
N∗ (r, 1;F,G) + S
(
r, f (k)
)
+ S
(
r, g(k)
)
.
Applying the Lemma 7.3.3 in (7.4.8), we obtain(
n
2
−m− 2
k + 1
){
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
(7.4.9)
≤ 2N
(
r, 0; f (k)
)
+N
(
r, 0; f (k) | ≥ q + 1
)
+
(
3
2
− l
)
N∗ (r, 1;F,G)
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
≤ 2
(k + 1)(n − 2m− 1)
{
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
+
1
(k + 1)((n − 2m)q + n− 2m− 1)
{
T
(
r, f (k)
)
+ T
(
r, g(k)
)}
+
(
2
n− 2m− 1 +
1
(n − 2m)q + n− 2m− 1 +
3
2
− l
)
N∗ (r, 1;F,G)
+ S
(
r, f (k)
)
+ S
(
r, g(k)
)
,
which leads to a contradiction, if
n > 2m+
4
k + 1
+
4
(k + 1)(n − 2m− 1) +
2
(k + 1)((n − 2m)q + n− 2m− 1) ,
and
l ≥ 3
2
+
2
n− 2m− 1 +
1
(n− 2m)q + n− 2m− 1 .
Hence the proof.
————————————————
The matter of this chapter has been published in Jordan J. Math. Stat., Vol. 9,
No. 2, (2016), pp. 117-139.
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Chapter 8
On the uniqueness of power of a
meromorphic function sharing a set
with its k-th derivative
8.1 Introduction
The shared value problems relative to a meromorphic function f with its k-th derivative
have been widely studied in chapters two, three and four. In this chapter, changing that fla-
vor, we divert our investigations to consider uniqueness problem of power of a meromorphic
function with its k-th derivative under the aegis of set sharing.
The inception of this particular field was due to Rubel-Yang ([60]) and the afterwards
research on Bru¨ck conjecture. In continuation to Bru¨ck conjecture, in 1998, Gundersen-
Yang ([35]) proved that the conjecture is true when f is entire function of finite order and
in 2004, Chen-Shon ([21]) proved that the conjecture is also true for entire function of first
order ρ1(f) <
1
2 , but upto now, Bru¨ck conjecture is still open. Also, the corresponding
conjecture for meromorphic functions fails, in general.
Yang-Zhang ([65]) first replaced f by fm in Bru¨ck conjecture and proved that the
conjecture holds for the function fm, and the order restriction on f is not needed if m is
relatively large.
Theorem 8.A. ([65]) Let f be a non-constant meromorphic (resp. entire) function and
m > 12 (resp. 7) be an integer. If fm and (fm)′ share 1 CM, then fm = (fm)′ and f
assumes the form f(z) = ce
z
m , where c is a non-zero constant.
In this direction, in 2009, Zhang ([80]) made further improvement as follows:
Theorem 8.B. ([80]) Let f be a non-constant entire function; m, k be positive integers
and a(z) (6≡ 0,∞) be a small function of f . Suppose fm − a and (fm)(k) − a share the
value 0 CM and m > k + 4. Then fm ≡ (fm)(k) and f assumes the form f(z) = ce λmz
where c is a non-zero constant and λk = 1.
Theorem 8.C. ([80]) Let f be a non-constant meromorphic function; m, k ∈ N and a(z)
(6≡ 0,∞) be a small function of f . Suppose fm − a and (fm)(k) − a share the value 0
CM and (m− k − 1)(m− k − 4) > 3k + 6. Then fm ≡ (fm)(k) and f assumes the form
f(z) = ce
λ
m
z where c is a non-zero constant and λk = 1.
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In the same year, Zhang-Yang ([82]) further improved Theorem 8.C by reducing the
lower bound of m.
Theorem 8.D. ([82]) Let f be a non-constant meromorphic function; m, k be positive
integers and a(z) (6≡ 0,∞) be a small function of f . Suppose fm − a and (fm)(k) − a
share the value 0 IM and m > 2k + 3 +
√
(2k + 3)(k + 3). Then fm ≡ (fm)(k) and f
assumes the form f(z) = ce
λ
m
z where c is a non-zero constant and λk = 1.
Since then a number of improvements and generalizations have been made on the
uniqueness of fm and (fm)(k), but none of the researchers were being engaged towards
changing of the sharing environment in those results. So the following query is natural:
Question 8.1.1. If fm and (fm)(k) share a set S instead of a value a(6= 0,∞), then can
the conclusion of Theorem 8.B be obtained?
The following example shows that the minimum cardinality of such sets is at least three.
Example 8.1.1. Let S = {a, b}, where a and b are any two distinct complex numbers and
m ≥ 1 be any integer. Let f(z) = (e−z + a + b) 1m , where we take the principal branch
when m ≥ 2. Then Efm(S) = E(fm)′(S) but fm 6≡ (fm)′.
8.2 Main Results
For a positive integer n(≥ 3), let PY i(z) ([71]) denotes the following polynomial:
PY i(z) = z
n + azn−1 + b where ab 6= 0 and b
an
6= (−1)n (n− 1)
(n−1)
nn
. (8.2.1)
Theorem 8.2.1. Let n(≥ 4), k(≥ 1) and m(≥ k+1) be three positive integers. Suppose
that SY i = {z : PY i(z) = 0} where PY i(z) is defined by (8.2.1). Let f be a non-constant
meromorphic function such that Efm(SY i, l) = E(fm)(k)(SY i, l). If
i) l ≥ 2 and (n− 2)(2n2l − 5nl − 3n + l + 1) > 6(n− 1)l, or
ii) l = 1 and n ≥ 5, or
iii) l = 0 and n ≥ 7,
then fm ≡ (fm)(k) and f assumes the form f(z) = ce ζmz, where c is a non-zero constant
and ζk = 1.
Corollary 8.2.1. Let n(≥ 4), k(≥ 1) and m(≥ k+1) be three positive integers. Suppose
that SY i = {z : PY i(z) = 0} where PY i(z) is defined by (8.2.1). Let f be a non-constant
meromorphic function such that Efm(SY i, 3) = E(fm)(k)(SY i, 3). Then f
m ≡ (fm)(k) and
f assumes the form f(z) = ce
ζ
m
z, where c is a non-zero constant and ζk = 1.
Theorem 8.2.2. Let n(≥ 4), k(≥ 1) and m(≥ k+1) be three positive integers. Suppose
that SY i = {z : PY i(z) = 0} where PY i(z) is defined by (8.2.1). Let f be a non-constant
entire function such that Efm(SY i, l) = E(fm)(k)(SY i, l). If
i) l ≥ 1 and n ≥ 4, or
ii) l = 0 and n ≥ 5,
then fm ≡ (fm)(k) and f assumes the form f(z) = ce ζmz, where c is a non-zero constant
and ζk = 1.
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8.3 Lemmas
Define
R(z) := −1
b
(zn + azn−1).
Throughout of this chapter, we take F := R(fm), G := R((fm)(k)) and H is defined by
the equation (2.3.1). Also we define T˘ (r) = T (r, fm)+T (r, (fm)(k)) and S˘(r) = S(r, f).
Lemma 8.3.1. If fm = (fm)(k) and m ≥ k + 1, then f takes the form f(z) = ce ζm z,
where c is a non-zero constant and ζk = 1.
Proof. We claim that 0 and ∞ are the Picard exceptional value of f .
Because otherwise, if z0 is a zero of f of order t, then it is zero of f
m and (fm)(k) of
order mt and (mt− k) respectively, which is impossible as k > 0.
Similarly, if z0 is a pole of f of order s, then it is pole of f
m and (fm)(k) of order ms
and (ms+ k) respectively, which is impossible as k > 0.
Thus f takes the form of f(z) = ce
ζ
m
z, where c is a non-zero constant and ζk = 1.
Lemma 8.3.2. If F ≡ G, then fm ≡ (fm)(k) for any m ≥ 1, k ≥ 1 and n ≥ 4.
Proof. Define
h :=
(fm)(k)
fm
.
Then, as f is non-constant, we can write
fm(hn − 1) = −a(hn−1 − 1). (8.3.1)
Let λi (i = 1, 2, . . . , n−1) be the non-real distinct zeros of hn−1 = 0. If h is non-constant
meromorphic function, then by the Second Main Theorem and Lemma 2.3.4, we get
(n− 3)T (r, h) ≤
n−1∑
i=1
N(r, λi;h) + S(r, h)
≤ N(r,∞; f) + S(r, f)
≤ S(r, f),
which is a contradiction as n ≥ 4. Thus h is constant. As f is non-constant, from(8.3.1),
we see that the only possibility of h is 1. Hence the proof.
Lemma 8.3.3. If F and G share (1, 0), then
i) NL(r, 1;F ) ≤ N(r, 0; f) +N(r,∞; f) + S(r, f),
ii) NL(r, 1;G) ≤ N
(
r, 0; (fm)k
)
+N(r,∞; f) + S(r, f).
Proof. As F and G share 1 IM, we get
NL(r, 1;F ) ≤ N(r, 1;F ) −N(r, 1, F )
≤ N
(
r,∞; (f
m)′
fm
)
+ S(r, f)
≤ N(r, 0; fm) +N(r,∞; fm) + S(r, f)
≤ N(r, 0; f) +N(r,∞; f) + S(r, f).
Proceeding similarly, we can get the proof of (ii). Hence the proof.
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Lemma 8.3.4. If F and G share (1, l) (l ≥ 1), then
NL(r, 1;F ) +NL(r, 1;G) ≤ 1
l
(N(r, 0; f) +N(r,∞; f)) + S(r, f).
Proof. As l ≥ 1, we get
NL(r, 1;F ) +NL(r, 1;G) ≤ N(r, 1;F | ≥ l + 1)
≤ 1
l
(
N(r, 1;F ) −N(r, 1, F ))
≤ 1
l
N
(
r,∞; (f
m)′
fm
)
+ S(r, f)
≤ 1
l
(
N(r, 0; f) +N(r,∞; f)) + S(r, f).
Hence the proof.
Lemma 8.3.5. Let F and G share (1, l) and m ≥ k + 1. If H 6≡ 0, then
N(r,∞;H) (8.3.2)
≤ N(r,∞; f) +N
(
r, 0; (fm)(k)
)
+N∗(r, 1;F,G) +N
(
r,−an − 1
n
; fm
)
+ N
(
r,−an− 1
n
; (fm)(k)
)
+N0
(
r, 0; (fm)′
)
+N0
(
r, 0; (fm)(k+1)
)
,
where N0
(
r, 0; (fm)′
)
denotes the counting function of the zeros of (fm)′ which are not
the zeros of fm
(
fm + an−1
n
)
and F − 1. Similarly, N0
(
r, 0; (fm)(k+1)
)
is defined.
Proof. We note that zeros of fm are the zeros of (fm)(k) if m ≥ k + 1. Also, zeros of F
and G comes from zeros of fm(fm + a) and (fm)(k)
(
(fm)(k) + a
)
respectively, and
NL
(
r, 0; fm
)
+NL
(
r, 0; (fm)(k)
)
+NL
(
r, 0; (fm)(k) | fm 6= 0
)
≤ N
(
r, 0; (fm)(k)
)
.
Rest part of the proof is obvious. So we omit the details.
Lemma 8.3.6. Let F and G share (1, l), m ≥ k + 1 and F 6≡ G.
i) If l = 0 and n ≥ 5, then
N(r, 0; f) ≤ N
(
r, 0; (fm)(k)
)
≤ 3
n− 4N(r,∞; f) + S˘(r).
ii) If l ≥ 1 and n > 2 + 1
l
, then
N(r, 0; f) ≤ N
(
r, 0; (fm)(k)
)
≤ l + 1
nl − 2l − 1N(r,∞; f) + S˘(r).
Proof. Define
U :=
(
F ′
(F − 1) −
G′
(G− 1)
)
. (8.3.3)
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If U ≡ 0, then on integration, we have
F − 1 = B(G− 1).
But, as F 6≡ G, we have N(r, 0; f) = S(r, f).
Next we consider U 6≡ 0. Let z0 be a zero of f of order t. Then z0 is zero of F and
G of order mt(n − 1) and (mt − k)(n − 1) respectively. Thus z0 is a zero of U of order
atleast ν = (n− 2). Hence
N(r, 0; f) ≤ N
(
r, 0; (fm)(k)
)
(8.3.4)
≤ 1
ν
N(r, 0;U) ≤ 1
ν
N(r,∞;U) + S(r, f)
≤ 1
ν
{
NL(r, 1;F ) +NL(r, 1;G) +NL(r,∞;F ) +NL(r,∞;G)
}
+ S(r, f)
≤ 1
ν
{
NL(r, 1;F ) +NL(r, 1;G) +N(r,∞; f)
}
+ S(r, f).
If l = 0, then using the Lemma 8.3.3, we can write (8.3.4) as
N(r, 0; f) ≤ N
(
r, 0; (fm)(k)
)
≤ 1
ν
{
N(r, 0; f) +N
(
r, 0; (fm)(k)
)
+ 3N (r,∞; f)
}
+ S(r, f)
≤ 1
ν
{
2N
(
r, 0; (fm)(k)
)
+ 3N(r,∞; f)
}
+ S˘(r).
Therefore
N(r, 0; f) ≤ N
(
r, 0; (fm)(k)
)
≤ 3
n− 4N(r,∞; f) + S˘(r).
If l ≥ 1, then using the Lemma 8.3.4, we can write (8.3.4) as
N(r, 0; f) ≤ N
(
r, 0; (fm)(k)
)
≤ 1
ν
{
1
l
(
N(r, 0; f) +N(r,∞; f)) +N(r,∞; f)} + S(r, f).
Thus
N(r, 0; f) ≤ N
(
r, 0; (fm)(k)
)
≤ l + 1
nl − 2l − 1N(r,∞; f) + S˘(r).
Hence the proof.
Lemma 8.3.7. Let F and G share (1, l), m ≥ k + 1 and F 6≡ G.
i) If l = 0 and n ≥ 6, then N(r,∞; f) ≤ n−42n2−11n+3 T˘ (r) + S˘(r).
ii) If l ≥ 1 and n ≥ 4, then
N(r,∞; f) ≤ (nl − 2l − 1)l
(2nl − l − 1)(nl − 2l − 1)− (l + 1)2 T˘ (r) + S˘(r).
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Proof. Define
V :=
(
F ′
F (F − 1) −
G′
G(G− 1)
)
. (8.3.5)
Case-1. If V ≡ 0, then by integration, we get(
1− 1
F
)
= A
(
1− 1
G
)
.
As fm and (fm)(k) share (∞, 0) and F 6≡ G, so N(r,∞; f) = S(r, f). Hence the proof.
Case-2. Next we consider V 6≡ 0.
If z0 is a pole of f of order p, then it is a pole of (f
m)(k) of order (pm + k). Thus
it is a pole of F and G of order pmn and (pm+ k)n respectively. Hences z0 is a zero of(
F ′
F−1 − F
′
F
)
order atleast (pmn− 1) and zero of V of order atleast λ = 2n− 1. Thus
λN(r,∞; f) ≤ N(r, 0;V ) ≤ N(r,∞;V ) + S(r, f) (8.3.6)
≤ N∗(r, 1;F,G) +N∗(r, 0;F,G) +N(r, 0;G | F 6= 0) + S(r, f)
≤ NL(r, 1;F ) +NL(r, 1;G) +N(r, 0;G) + S(r, f)
≤ NL(r, 1;F ) +NL(r, 1;G) +N
(
r, 0; (fm)(k)
)
+ T˘ (r) + S˘(r).
If l = 0, then using Lemmas 8.3.3 and 8.3.6, we can write (8.3.6) as
λN(r,∞; f)
≤ N(r, 0; f) +N
(
r, 0; (fm)(k)
)
+ 2N(r,∞; f) +N
(
r, 0; (fm)(k)
)
+ T˘ (r) + S˘(r)
≤ 2N (r,∞; f) + 3N
(
r, 0; (fm)(k)
)
+ T˘ (r) + S˘(r)
≤
(
2 +
9
n− 4
)
N(r,∞; f) + T˘ (r) + S˘(r).
Therefore
N(r,∞; f) ≤ n− 4
2n2 − 11n + 3 T˘ (r) + S˘(r).
If l ≥ 1, then using Lemmas 8.3.4 and 8.3.6, we can write (8.3.6) as
λN(r,∞; f)
≤ 1
l
{
N(r, 0; f) +N(r,∞; f)} +N (r, 0; (fm)(k))+ T˘ (r) + S˘(r)
≤ 1
l
N(r,∞; f) +
(
1 +
1
l
)
N
(
r, 0; (fm)(k)
)
+ T˘ (r) + S˘(r)
≤
(
1
l
+
(l + 1)2
l(nl − 2l − 1)
)
N(r,∞; f) + T˘ (r) + S˘(r).
As n ≥ 4 and l ≥ 1, so (2nl−l−1)(nl−2l−1)−(l+1)2 = l[l{n(2n−5)+1}−(3n−1)] ≥ 2l.
Therefore
N(r,∞; f) ≤ (nl − 2l − 1)l
(2nl − l − 1)(nl − 2l − 1)− (l + 1)2 T˘ (r) + S˘(r).
Hence the proof.
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Lemma 8.3.8. If H ≡ 0, then F ≡ G for m ≥ k + 1 and n ≥ 4.
Proof. By the given assumptions, we see that F and G share (1,∞) and (∞, 0). Also,
integrating H ≡ 0, we have
F ≡ AG+B
CG+D
, (8.3.7)
where A,B,C,D are constant satisfying AD −BC 6= 0. Again by Lemma 2.3.4
T (r, fm) = T
(
r, (fm)(k)
)
+ S(r, f). (8.3.8)
Case-1. First we consider C 6= 0.
Let z0 be a pole of f with multiplicity t. Then z0 is a pole of F with multiplicity mnt,
but z0 is removable singularity or analytic point of
AG+B
CG+D , which is not possible as n is
non-negative and equation (8.3.7) holds. Thus N(r,∞; f) = S(r, f).
Subcase-1.1. If A 6= 0, then equation (8.3.7) can be written as
F − A
C
=
BC −AD
C(CG+D)
. (8.3.9)
Thus
N
(
r,
A
C
;F
)
= N(r,∞;G) = S(r, f).
Using the Second Fundamental Theorem, we get
nT (r, fm) +O(1) = T (r, F )
≤ N(r,∞;F ) +N(r, 0;F ) +N
(
r,
A
C
;F
)
+ S(r, F )
≤ 2N(r,∞; f) +N(r,−a; fm) +N(r, 0; fm) + S(r, f)
≤ N(r,−a; fm) +N(r, 0; fm) + S(r, f),
which is a contradiction as n ≥ 3.
Subcase-1.2. If A = 0, then equation (8.3.7) can be written as
F =
1
γG+ δ
, (8.3.10)
where γ = C
B
and δ = D
B
. Obviously B 6= 0 and γ 6= 0.
If F has no 1-point, then Second Fundamental Theorem yields
nT (r, fm) +O(1) = T (r, F )
≤ N(r,∞;F ) +N(r, 0;F ) +N(r, 1;F ) + S(r, F )
≤ N (r,∞; fm) +N (r,−a; fm) +N (r, 0; fm) + S(r, f)
≤ N (r,−a; fm) +N (r, 0; fm) + S(r, f),
which is a contradiction as n ≥ 3. Thus γ + δ = 1 and γ 6= 0. Also
N
(
r, 0;G +
1− γ
γ
)
= N(r,∞;F ) = S(r, f). (8.3.11)
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If γ 6= 1, then Second Fundamental Theorem, equations (8.3.8) and (8.3.11) yields
nT
(
(fm)(k)
)
+O(1) = T (r,G)
≤ N(r,∞;G) +N(r, 0;G) +N
(
r, 0;G +
1− γ
γ
)
+ S(r,G)
≤ N
(
r,−a; (fm)(k)
)
+N
(
r, 0; (fm)(k)
)
+ S˘(r),
which is a contradiction as n ≥ 3. Therefore γ = 1. Hence FG ≡ 1; that is,
(fm)n−1 (fm + a)
(
(fm)(k)
)n−1 (
(fm)(k) + a
)
≡ b2. (8.3.12)
As fm and (fm)(k) share (∞, 0), so ∞ is the exceptional values of fm. Also as zeros of
F is neutralized by poles of G, so 0 and −a are also exceptional values of fm. But this is
not possible by the Second Fundamental Theorem. So the case γ = 1 can’t occur.
Case-2. Next we consider C = 0. Then the equation (8.3.7) can be written as
F = λG+ µ, (8.3.13)
where λ = A
D
and µ = B
D
. Clearly λ, µ 6= 0. Also F and G share (1,∞) and (∞,∞).
If z0 be a pole of f of order t, then it is a pole of F of order mtn and pole of G of
order (mt+k)n. But F and G share poles counting multiplicities. Thus mtn = (mt+k)n
but nk 6= 0 by assumption on n, k. Thus
N(r,∞; f) = S(r, f). (8.3.14)
Proceeding similarly as above, we can see that F has atleast one 1-point. Thus λ+µ = 1
with λ 6= 0.
Subcase-2.1. Let λ 6= 1.
We note that if m ≥ k + 1, then
N (r, 0; fm) ≤ N
(
r, 0; (fm)(k)
)
.
Thus every zero of f is zero of F as well as G. Thus N(r, 0; f) = S(r, f), otherwise,
µ = 0, which is impossible.
Using the Second Fundamental Theorem, equations (8.3.8), (8.3.14), we get
nT (r, fm) +O(1) = T (r, F )
≤ N(r,∞;F ) +N(r, 0;F ) +N(r, 1 − λ;F ) + S(r, F )
≤ N (r, 0; fm) +N (r,−a; fm) +N
(
r, 0; (fm)(k)
)
+N
(
r,−a; (fm)(k)
)
+ S(r, f)
≤ 3T (r, fm) + S(r, f),
which is a contradiction as n ≥ 4.
Subcase-2.2. Let λ = 1. Then
F ≡ G.
Hence the proof.
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8.4 Proofs of the theorems
Proof of Theorem 8.2.1 and 8.2.2. We consider two cases:
Case-1. Let H 6≡ 0. Then clearly F 6≡ G. Also by simple calculations, we see that
N(r, 1;F | = 1) = N(r, 1;G| = 1) ≤ N(r,∞;H).
Now applying Second Fundamental Theorem and Lemma 8.3.5, we get
(n + 1)
{
T (r, fm) + T
(
r, (fm)(k)
)}
(8.4.1)
≤ N(r,∞; fm) +N
(
r,∞; (fm)(k)
)
+N (r, 0; fm) +N
(
r, 0; (fm)(k)
)
+ N
(
r,−an − 1
n
; fm
)
+N
(
r,−an− 1
n
; (fm)(k)
)
+N(r, 1;F )
+ N(r, 1;G) −N0
(
r, 0; (fm)′
)−N0 (r, 0; (fm)(k+1))+ S˘(r)
≤ 3
{
N(r,∞; f) +N
(
r, 0; (fm)(k)
)}
+ 2T˘ (r) +N(r, 1;F )
+ N(r, 1;G) −N(r, 1;F | = 1) +NL(r, 1;F ) +NL(r, 1;G) + S˘(r).
Thus in view of Lemma 7.3.2, (8.4.1) can be written as(n
2
− 1
)
T˘ (r) ≤ 3
{
N(r,∞; f) +N
(
r, 0; (fm)(k)
)}
(8.4.2)
+
(
3
2
− l
){
NL(r, 1;F ) +NL(r, 1;G)
}
+ S˘(r).
Subcase-1.1. If l ≥ 2, then using Lemmas 8.3.6 and 8.3.7 in (8.4.2), we get(n
2
− 1
)
T˘ (r) ≤ 3(n− 1)l
(n− 2)l − 1N(r,∞; f) + S˘(r) (8.4.3)
≤ 3(n − 1)l
2
(2nl − l − 1)(nl − 2l − 1)− (l + 1)2 T˘ (r) + S˘(r)
≤ 3(n − 1)l
2n2l − 5nl − 3n+ l + 1 T˘ (r) + S˘(r). (8.4.4)
From the inequality (8.4.3) (resp. 8.4.4), we get a contradiction if f is entire (resp.
meromorphic) function and n ≥ 3 (resp. (n− 2)(2n2l − 5nl − 3n+ l + 1) > 6(n− 1)l).
Subcase-1.2. If l = 1, then using Lemmas 8.3.4, 8.3.6 and 8.3.7 in (8.4.2), we get(n
2
− 1
)
T˘ (r) ≤ 3
{
N(r,∞; f) +N
(
r, 0; (fm)(k)
)}
+
1
2
{
N(r, 0; f) +N(r,∞; f)}+ S˘(r)
≤ 7(n − 1)
2(n − 3)N(r,∞; f) + S˘(r) (8.4.5)
≤ 7(n− 1)
2{(2n − 2)(n− 3)− 4} T˘ (r) + S˘(r). (8.4.6)
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From the inequality (8.4.5) (resp. (8.4.6)), we get a contradiction if f is entire (resp.
meromorphic ) function and n ≥ 3 (resp. n ≥ 5).
Subcase-1.3. If l = 0, then using Lemmas 8.3.3, 8.3.6 and 8.3.7 in (8.4.2), we get(n
2
− 1
)
T˘ (r) ≤ 3
{
N(r,∞; f) +N
(
r, 0; (fm)(k)
)}
+ 3
{
N
(
r, 0; (fm)(k)
)
+N(r,∞; f)
}
+ S˘(r)
≤ 6(n − 1)
(n− 4) N(r,∞; f) + S˘(r) (8.4.7)
≤ 6(n− 1)
2n2 − 11n+ 3 T˘ (r) + S˘(r). (8.4.8)
From the inequality (8.4.7) (resp. (8.4.8)), we get a contradiction if f is entire (resp.
meromorphic) function and n ≥ 3 (resp. n ≥ 7).
Case-2. Let H ≡ 0. Then by Lemmas 8.3.8 and 8.3.2, we have fm = (fm)(k). Then
in view of Lemma 8.3.1, we see that f takes the form
f(z) = ce
ζ
m
z,
where c is a non-zero constant and ζk = 1. Hence the proof.
————————————————
The matter of this chapter has been accepted for publication in Journal of the
Indian Math. Soc., (2017).
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Chapter 9
Uniqueness of the power of a
meromorphic functions with its
differential polynomial sharing a set
9.1 Introduction
The famous Nevanlinna’s five value theorem, implies that if two non-constant entire
functions f and g on the complex plane share four distinct finite values (in ignoring mul-
tiplicity), then f ≡ g. In a special case of this theorem, Rubel-Yang ([60]) first observed
that the number four can be replaced by two when one consider g = f ′.
But the result of Rubel-Yang ([60]) is not, in general, true when we consider the sharing
of a set of two elements instead of values.
Example 9.1.1. Let S = {a, b}, where a and b are any two distinct complex numbers. Let
f(z) = e−z + a+ b, then Ef (S) = Ef ′(S) but f 6≡ f ′.
Thus for the uniqueness of meromorphic function with its derivative counterpart, the
cardinality of the sharing set should at least be three. In this direction, in 2003, using
normal families, Fang and Zalcman made the first breakthrough.
Theorem 9.A. ([29]) Let S = {0, a, b}, where a, b are two non-zero distinct complex
numbers satisfying a2 6= b2, a 6= 2b, a2−ab+ b2 6= 0. If for a non-constant entire function
f , Ef (S) = Ef ′(S), then f ≡ f ′.
In 2007, Chang-Fang-Zalcman ([17]) further extended the above result by considering
an arbitrary set having three elements in the following manner:
Theorem 9.B. ([17]) Let f be a non-constant entire function and let S = {a, b, c} where
a, b and c are three distinct complex numbers. If Ef (S) = Ef ′(S), then either
i) f(z) = Cez, or
ii) f(z) = Ce−z + 23(a+ b+ c) and (2a− b− c)(2b − c− a)(2c − a− b) = 0, or
iii) f(z) = Ce
−1±i
√
3
2
z + 3±i
√
3
6 (a+ b+ c) and a
2 + b2 + c2 − ab− bc− ca = 0,
where C is a non-zero constant.
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In the next year, Chang-Zalcman ([18]) replaced the entire function by meromorphic
function with at most finitely many simple poles in Theorem 9.A and 9.B.
Theorem 9.C. ([18]) Let S = {0, a, b}, where a, b are two non-zero distinct complex
numbers. If f is a meromorphic function with at most finitely many poles and Ef (S) =
Ef ′(S), then f ≡ f ′.
Theorem 9.D. ([18]) Let f be a non-constant meromorphic function with at most finitely
many simple poles and let S = {0, a, b}, where a, b are two distinct non-zero complex
numbers. If Ef (S) = Ef ′(S), then either
i) f(z) = Cez, or
ii) f(z) = Ce−z + 23(a+ b) and either (a+ b) = 0 or (2a
2 − 5ab+ 2b2) = 0, or
iii) f(z) = Ce
−1±i
√
3
2
z + 3±i
√
3
6 (a+ b) and a
2 − ab+ b2 = 0,
where C is a non-zero constant.
In 2011, Lu¨ ([56]) consider an arbitrary set with three elements in Theorem 9.D and
obtained the same result with some additional suppositions.
Theorem 9.E. ([56]) Let f be a non-constant transcendental meromorphic function with
at most finitely many simple poles and let S = {a, b, c}, where a, b, and c are three distinct
complex numbers. If Ef (S) = Ef ′(S), then the conclusion of Theorem 9.B holds.
So we observed from the above results that the researchers were mainly involved to
find the uniqueness of an entire or meromorphic function with its first derivative sharing
a set at the expanse of allowing several constraints. But all were practically tacit about
the uniqueness of an entire or meromorphic function with its higher order derivatives. In
2007, Chang-Fang-Zalcman ([17]) consider the following example to show that in Theorem
9.B, one can not relax the CM sharing to IM sharing of the set S. In other words, when
multiplicity is disregarded, the uniqueness result ceases to hold.
Example 9.1.2. If S = {−1, 0, 1} and f(z) = sin z, then f and f ′ share the set S in
ignoring multiplicity but f 6≡ f ′.
So the following question is natural:
Question 9.1.1. Does there exist any set which when shared by a meromorphic function
together with its higher order derivative or even a power of a meromorphic function together
with its differential polynomial, lead to wards the uniqueness?
To seek the possible answer of the above question is the motivation of this chapter.
Before going to state the main result of this chapter, We recall the following definition.
Definition 9.1.1. Let k(≥ 1), l(≥ 1) be positive integers and ai (i = 0, 1, 2, . . . , k− 1) be
complex constants. For a non-constant meromorphic function f , we define the differential
polynomial in f as
L = L(f) = a0
(
f (k)
)l
+ a1
(
f (k−1)
)l
+ . . .+ ak−1
(
f
′)l
.
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9.2 Main Result
Suppose for an integer n ≥ 3, we shall denote by PY (z) ([72]) the following polynomial
PY (z) = az
n − n(n− 1)z2 + 2n(n− 2)bz − (n− 1)(n − 2)b2, (9.2.1)
where a and b are two non-zero complex numbers satisfying abn−2 6= 2.
We have from (9.2.1) that
P
′
Y (z) = naz
n−1 − 2n(n− 1)z + 2n(n − 2)b (9.2.2)
=
n
z
[azn − 2(n − 1)z2 + 2(n − 2)bz].
We note that P
′
Y (0) 6= 0 and so from (9.2.1) and (9.2.2), we get
azn − 2(n − 1)z2 + 2(n − 2)bz = 0.
Now at each root of P
′
Y (z) = 0, we get
PY (z)
= azn − n(n− 1)z2 + 2n(n− 2)bz − (n− 1)(n − 2)b2
= 2(n− 1)z2 − 2(n − 2)bz − n(n− 1)z2 + 2n(n− 2)bz − (n− 1)(n − 2)b2
= −(n− 1)(n − 2)(z − b)2.
So at a root of P
′
Y (z) = 0, PY (z) will be zero if P
′
Y (b) = 0. But P
′
Y (b) = nb(ab
n−2−2) 6=
0. That means a zero of P
′
Y (z) is not a zero of PY (z). Thus zeros of PY (z) are simple.
Theorem 9.2.1. Letm(≥ 1), n(≥ 1) and p(≥ 0) be three positive integers and f be a non-
constant meromorphic function. Suppose that SY = {z : PY (z) = 0} and Efm(SY , p) =
EL(f)(SY , p). If one of the following conditions holds:
i) 2 ≤ p <∞ and n > 6 + 6 µ+1
λ−2µ ,
ii) p = 1 and n > 132 + 7
µ+1
λ−2µ ,
iii) p = 0 and n > 6 + 3µ+ 6 (µ+1)
2
λ−2µ ,
then fm ≡ L(f), where λ = min{m(n− 2)− 1, (1 + k)l(n− 2)− 1} and µ = min{1
p
, 1}.
Corollary 9.2.1. There exists a set SY with eight (resp. seven) elements such that if a
non-constant meromorphic (resp. entire) function f and its k-th derivative f (k) satisfying
Ef (SY , 3) = Ef(k)(SY , 3), then f ≡ f (k).
The following example shows that for a non-constant entire function, the set S in
Theorem 9.2.1 can not be replaced by an arbitrary set containing seven distinct elements.
Example 9.2.1. For example, we take f = eω
1
2k z and S = {0, aω, a√ω, a, a√
ω
, a
ω
, a
ω
√
ω
},
where ω is the non-real cubic root of unity and a is a non-zero complex number. Then it
is easy to verify that f and f (k) share (S,∞), but f 6≡ f (k).
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9.3 Lemmas
Define
R(z) :=
azn
n(n− 1)(z − α1)(z − α2) ,
where α1 and α2 are the distinct roots of the equation
n(n− 1)z2 − 2n(n− 2)bz + (n− 1)(n − 2)b2 = 0. (9.3.1)
Throughout this chapter, we take F = R(fm), G = R(L(f)) and H is defined by the
equation (2.3.1).
Also we define by TY (r) := T (r, f
m)+T (r, L(f)) and SY (r) := S(r, f)+S (r, L(f)).
Lemma 9.3.1. ([1]) Let
Q(z) = (n− 1)2(zn − 1)(zn−2 − 1)− n(n− 2)(zn−1 − 1)2,
then
Q(z) = (z − 1)4
2n−6∏
i=1
(z − βi)
where βi ∈ C \ {0, 1}(i = 1, 2, . . . , 2n − 6) are distinct.
Lemma 9.3.2. If F and G share (1, p), then
i) NL(r, 1;F ) ≤ µ
(
N(r, 0; f) +N(r,∞; f)) + S(r, f),
ii) NL(r, 1;G) ≤ µ
(
N (r, 0;L(f)) +N(r,∞; f)) + S (r, L(f)),
where µ = min{1
p
, 1}.
Proof. If p = 0, then
NL(r, 1;F ) ≤ N(r, 1;F ) −N(r, 1, F )
≤ N
(
r,∞; (f
m)′
fm
)
+ S(r, f)
≤ N (r, 0; fm) +N (r,∞; fm) + S(r, f)
≤ N(r, 0; f) +N(r,∞; f) + S(r, f).
If p ≥ 1, then
NL(r, 1;F ) ≤ N(r, 1;F | ≥ p+ 1)
≤ 1
p
(
N(r, 1;F ) −N(r, 1, F ))
≤ 1
p
N
(
r,∞; (f
m)′
(fm)
)
+ S(r, f)
≤ 1
p
(
N (r, 0; fm) +N (r,∞; fm))+ S(r, f)
≤ 1
p
(
N(r, 0; f) +N(r,∞; f)) + S(r, f).
Combining the two cases, we get the proof.
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Lemma 9.3.3. If F and G share (1, p) and F 6≡ G, then
N(r,∞; f) ≤ µ+ 1
λ− 2µ
(
N(r, 0; f) +N (r, 0;L(f))
)
+ SY (r), (9.3.2)
where λ = min {m(n− 2)− 1, (1 + k)l(n− 2)− 1} and µ = min
{
1
p
, 1
}
.
Proof. Define
V :=
(
F ′
F (F − 1) −
G′
G(G− 1)
)
.
Case-1. If V ≡ 0, then on integration, we get(
1− 1
F
)
= A
(
1− 1
G
)
.
As fm and L(f) share (∞, 0), so if N(r,∞; f) 6= S(r, f), then A = 1; i.e., F = G, which
is impossible. Thus N(r,∞; f) = S(r, f). Hence the lemma.
Case-2. Next we assume V 6≡ 0.
Let z0 be a pole of f of order t. Then it is a pole of L(f) of order (t+ k)l, hence pole
of F and G of order tm(n− 2) and (t+ k)l(n− 2) respectively.
Thus z0 is a zero of
(
F ′
F−1 − F
′
F
)
of order atleast tm(n− 2)− 1 and zero of V of order
atleast λ, where λ = min {m(n− 2)− 1, (1 + k)l(n− 2)− 1}. Thus
λN(r,∞; f)
≤ N(r, 0;V ) ≤ N(r,∞;V ) + SY (r)
≤ NL(r, 1;F ) +NL(r, 1;G) +N(r, 0; f) +N (r, 0;L(f)) + SY (r)
≤ µ{N(r, 0; f) +N(r,∞; f) +N (r, 0;L(f)) +N(r,∞; f)}
+ N(r, 0; f) +N (r, 0;L(f)) + SY (r).
Hence
N(r,∞; f) ≤ µ+ 1
λ− 2µ
(
N(r, 0; f) +N (r, 0;L(f))
)
+ SY (r).
Hence the proof.
Lemma 9.3.4. Let H 6≡ 0. If F and G share (1, p), then
N(r,∞;H) (9.3.3)
≤ N(r,∞; f) +N(r, 0; f) +N (r, 0;L (f)) +N (r, b; fm) +N (r, b;L(f))
+ NL(r, 1;F ) +NL(r, 1;G) +N0
(
r, 0; (fm)′
)
+N0
(
r, 0; (L(f))′
)
,
where N0 (r, 0; (f
m)′) denotes the counting function of the zeros of (fm)′ which are not
the zeros of f(fm − b) and F − 1. Similarly, N0
(
r, 0; (L(f))′
)
is defined.
Proof. We see that
N(r,∞;F ) ≤ N(r,∞; f) +N(r, α1; fm) +N(r, α2; fm).
But simple zeros of fm−αi are not poles of H and multiple zeros of fm−αi are zeros of
(fm)′. Similar explanation for G is also hold. Thus the rest part of the proof is obvious.
So we omit the details.
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9.4 Proof of the theorem
Proof of Theorem 9.2.1 . We consider two cases:
Case-1. Let H 6≡ 0. Then F 6≡ G. By simple calculations, we get
N(r, 1;F | = 1) = N(r, 1;G| = 1) ≤ N(r,∞;H).
Now applying the Second Fundamental Theorem and Lemma 9.3.4, we obtain
(n+ 1)T (r, fm) (9.4.1)
≤ N(r,∞; f) +N(r, 0; f) +N(r, b; fm) +N(r, 1;F ) −N0
(
r, 0, (fm)′
)
+ SY (r)
≤ 2{N(r,∞; f) +N(r, 0; f) +N(r, b; fm)}+N (r, 0;L(f)) +N (r, b;L(f))
+ N(r, 1;F | ≥ 2) +NL(r, 1;F ) +NL(r, 1;G) +N0
(
r, 0; (L(f))′
)
+ SY (r).
Subcase-1.1. If p ≥ 2, then
N(r, 1;F | ≥ 2) +NL(r, 1;F ) +NL(r, 1;G) +N0
(
r, 0; (L(f))′
)
(9.4.2)
≤ N(r, 1;G| ≥ 2) +N(r, 1;G| ≥ 3) +N0
(
r, 0; (L(f))′
)
≤ N (r, 0; (L(f))′ | L(f) 6= 0)+ SY (r)
≤ N
(
r,∞; (L(f))
′
L(f)
)
+ SY (r)
≤ N (r, 0;L(f)) +N(r,∞; f) + SY (r).
Thus in view of (9.4.2), we can write (9.4.1) as
(n+ 1)T (r, fm) (9.4.3)
≤ 3N (r,∞; f) + 2{N(r, 0; f) +N (r, 0;L(f)) +N(r, b; fm)}
+ N (r, b;L(f)) + SY (r).
Proceeding similarly, we have the expression for L(f) as
(n+ 1)T (r, L(f)) (9.4.4)
≤ 3N(r,∞; f) + 2{N(r, 0; f) +N (r, 0;L(f)) +N (r, b;L(f))}
+ N (r, b; fm) + SY (r).
Adding inequalities (9.4.3) and (9.4.4), we have
(n+ 1)TY (r) (9.4.5)
≤ 6N (r,∞; f) + 4{N(r, 0; f) +N (r, 0;L(f))}
+ 3
{
N (r, b; fm) +N (r, b;L(f))
}
+ SY (r).
Next applying Lemma 9.3.3 in the inequality (9.4.5), we have
(n− 6)TY (r) ≤ 6N (r,∞; f) + SY (r) (9.4.6)
≤ 6 µ+ 1
λ− 2µ
(
N(r, 0; f) +N (r, 0;L(f))
)
+ SY (r)
≤ 6 µ+ 1
λ− 2µTY (r) + SY (r),
which is a contradiction as n > 6 + 6 µ+1
λ−2µ .
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Subcase-1.2. If p = 1, then
N(r, 1;F | ≥ 2) +NL(r, 1;F ) +NL(r, 1;G) +N0
(
r, 0; (L(f))′
)
(9.4.7)
≤ N(r, 1;G| ≥ 2) +N(r, 1;F | ≥ 2) +N0
(
r, 0; (L(f))′
)
≤ N (r, 0; (L(f))′ | L(f) 6= 0)+ 1
2
N
(
r, 0; (fm)′ | fm 6= 0)+ SY (r)
≤ N (r, 0;L(f)) +N (r,∞;L(f)) + 1
2
{
N(r, 0; f) +N(r,∞; f)} + SY (r).
Applying (9.4.7) in (9.4.1), we get
(n+ 1)T (r, fm) (9.4.8)
≤ 7
2
N(r,∞; f) + 5
2
N(r, 0; f) + 2N (r, 0;L(f)) + 2N(r, b; fm)
+ N(r, b;L(f)) + SY (r).
Proceeding similarly, we have the expression for L(f) as
(n+ 1)T (r, L(f)) (9.4.9)
≤ 7
2
N(r,∞; f) + 5
2
N(r, 0;L(f)) + 2N(r, 0; f) + 2N (r, b;L(f))
+ N(r, b; fm) + SY (r).
Adding inequalities (9.4.8) and (9.4.9), we get
(n+ 1)TY (r) (9.4.10)
≤ 7N(r,∞; f) + 9
2
{
N(r, 0; f) +N(r, 0;L(f))
}
+ 3
{
N(r, b; fm) +N(r, b;L(f))
}
+ SY (r).
Thus applying Lemma 9.3.3 in (9.4.10), we get(
n− 13
2
)
TY (r) ≤ 7N (r,∞; f) + SY (r) (9.4.11)
≤ 7 µ+ 1
λ− 2µ
(
N(r, 0; f) +N(r, 0;L(f))
)
+ SY (r) (9.4.12)
≤ 7 µ+ 1
λ− 2µTY (r) + SY (r),
which is a contradiction as n > 132 + 7
µ+1
λ−2µ .
Subcase-1.3. If p = 0, then applying the Second Fundamental Theorem and Lemma
9.3.4, we have
(n+ 1)TY (r) (9.4.13)
≤ N(r,∞; fm) +N (r,∞;L(f)) +N(r, 0; fm) +N (r, 0;L(f))
+ N (r, b;L(f)) +N(r, b; fm) +N(r, 1;F ) +N(r, 1;G)
− N0
(
r, 0; (fm)′
)−N0 (r, 0; (L(f))′)+ SY (r)
≤ 3N (r,∞; f) + 2N(r, 0; f) + 2N (r, 0;L(f))
+ 2N (r, b; fm) + 2N (r, b;L(f)) +N(r, 1;F ) +N(r, 1;G)
− N(r, 1;F | = 1) +NL(r, 1;F ) +NL(r, 1;G) + SY (r).
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Again,
N(r, 1;F ) +N(r, 1;G) −N(r, 1;F | = 1)
≤ 1
2
{
N(r, 1;F ) +N(r, 1;G) +NL(r, 1;F ) +NL(r, 1;G)
}
.
Thus using Lemmas 9.3.2 and 9.3.3, we can write (9.4.13) as
(n− 6)TY (r)
≤ 6N(r,∞; f) + 3{NL(r, 1;F ) +NL(r, 1;G)} + SY (r)
≤ 6N(r,∞; f) + 3µ{N(r, 0;L(f)) +N(r, 0; f) + 2N(r,∞; f)} + SY (r)
≤ 6(µ+ 1)N (r,∞; f) + 3µ{N(r, 0;L(f)) +N(r, 0; f)} + SY (r)
≤
(
6
(µ+ 1)2
λ− 2µ + 3µ
){
N(r, 0; f) +N(r, 0;L(f))
}
+ SY (r)
≤
(
6
(µ+ 1)2
λ− 2µ + 3µ
)
TY (r) + SY (r),
which is a contradiction as n > 6 + 3µ+ 6 (µ+1)
2
λ−2µ .
Case-2. Next we consider H ≡ 0. Then, on integration, we have
F =
AG+B
CG+D
, (9.4.14)
where A,B,C,D are constant satisfying AD −BC 6= 0. Thus by Lemma 2.3.4
T (r, fm) = T (r, L(f)) + SY (r). (9.4.15)
From(9.4.14), it is clear that if C 6= 0, then N(r,∞; f) = S(r, f) and if C = 0, then fm
and L(f) share (∞,∞).
Subcase-2.1. Let AC 6= 0. Then (9.4.14) can be written as
F − A
C
=
BC −AD
C(CG+D)
. (9.4.16)
Thus using the Second Fundamental Theorem and (9.4.15), (9.4.16), we have
T (r, F ) ≤ N(r,∞;F ) +N(r, 0;F ) +N
(
r,
A
C
;F
)
+ S(r, F )
≤ N(r,∞; f) +N(r, α1; fm) +N(r, α2; fm) +N(r, 0; f)
+ N (r,∞;L(f)) +N (r, α1;L(f)) +N (r, α2;L(f)) + SY (r)
≤ 5
n
T (r, F ) + S(r, F ),
which is a contradiction as n > 6.
Subcase-2.2. Let AC = 0. Then A = C = 0 never occur.
Subsubcase-2.2.1. Let A = 0 and C 6= 0. Then B 6= 0 and (9.4.14) can be written as
F =
1
γG+ δ
, (9.4.17)
where γ = C
B
and δ = D
B
. Then γ 6= 0.
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If F has no 1-point, then the Second Fundamental Theorem and (9.4.15) yields
T (r, F ) ≤ N(r,∞;F ) +N(r, 0;F ) +N(r, 1;F ) + S(r, F )
≤ N(r,∞; f) +N(r, α1; fm) +N(r, α2; fm) +N(r, 0; f) + SY (r)
≤ 3
n
T (r, F ) + S(r, F ),
which is impossible as n > 6.
Thus γ + δ = 1. Also, it is clear from (9.4.17) that
N
(
r, 0;G +
1− γ
γ
)
= N(r,∞;F ).
If γ 6= 1, then using the Second Fundamental Theorem and (9.4.15), we get
T (r,G) ≤ N(r,∞;G) +N(r, 0;G) +N
(
r, 0;G +
1− γ
γ
)
+ S(r,G)
≤ N (r,∞;L(f)) +N (r, α1;L(f)) +N (r, α2;L(f)) +N (r, 0;L(f))
+ N(r,∞; f) +N(r, α1; fm) +N(r, α2; fm) + SY (r)
≤ 5
n
T (r, F ) + S(r, F ),
which is a contradiction as n > 6.
Thus γ = 1, consequently FG ≡ 1. That is,
fmn (L(f))n ≡ n
2(n− 1)2
a2
(fm − α1) (fm − α2) (L(f)− α1) (L(f)− α2) . (9.4.18)
Thus, as n > 2, f has no pole, hence N(r,∞; f) = S(r, f).
Let z0 be an α1i point of f of order s, where (α1i)
m = α1 (i = 1, 2, . . . ,m). Then z0
is a zero of L(f) of order q (say) satisfying nq = s. Thus
N(f, α1i; f) ≤ 1
n
N(f, α1i; f).
Similarly, if (α2j)
m = α2 (j = 1, 2, . . . ,m), then we have
N(f, α2j ; f) ≤ 1
n
N(f, α2j ; f).
Thus by the Second Fundamental Theorem, we get
(2m− 1)T (r, f) ≤ N(r,∞; f) +
m∑
i=1
N(r, α1i; f) +
m∑
j=1
N(r, α2j ; f) + SY (r)
≤ 2m
n
T (r, f) + SY (r),
which is impossible as n > 6.
Subsubcase-2.2.2. Let A 6= 0 and C = 0. Then D 6= 0 and (9.4.14) can be written as
F = λG+ µ, (9.4.19)
where λ = A
D
and µ = B
D
. Then λ 6= 0.
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If F has no 1 point, then, similarly as previous, we get a contradiction.
Thus λ+ µ = 1 and from (9.4.19), we get
N
(
r, 0;G +
1− λ
λ
)
= N(r, 0;F ).
If λ 6= 1, then using the Second Fundamental Theorem and (9.4.15), we get
T (r,G) ≤ N(r,∞;G) +N(r, 0;G) +N
(
r, 0;G +
1− λ
λ
)
+ S(r,G)
≤ N (r,∞;L(f)) +N (r, α1;L(f)) +N (r, α2;L(f)) +N (r, 0;L(f))
+ N(r, 0; f) + SY (r)
≤ 5
n
T (r,G) + S(r,G),
which is a contradiction as n > 6.
Thus λ = 1 and hence F ≡ G. By substituting h = L(f)
fm
in F ≡ G, we get
n(n− 1)h2f2m (hn−2 − 1)− 2n(n− 2)bhfm (hn−1 − 1) (9.4.20)
+ (n− 1)(n − 2)b2 (hn − 1) = 0.
If h is a non-constant meromorphic function, then using lemma 9.3.1, we get
{
n(n− 1)hfm (hn−2 − 1)− n(n− 2)b (hn−1 − 1)}2 = −n(n− 2)b2(h− 1)4 2n−6∏
i=1
(h− βi).
Then applying the Second Fundamental Theorem, we get
(2n − 6)T (r, h)
≤ N(r,∞;h) +N(r, 0;h) +
2n−6∑
i=1
N(r, 0;h − βi) + S(r, h)
≤ N(r,∞;h) +N(r, 0;h) + 1
2
2n−6∑
i=1
N(r, 0;h − βi) + S(r, h)
≤ (n− 1)T (r, h) + S(r, h),
which is a contradiction as n > 6.
Thus h must be a constant. Hence, as f is non-constant and b 6= 0, we get from
equation (9.4.20) that
(hn−2 − 1) = 0, (hn−1 − 1) = 0 and (hn − 1) = 0.
Therefore h = 1; i.e, fm = L(f). Hence the proof.
————————————————
The matter of this chapter has been published in Math. Morav., Vol. 20, No. 2,
(2016), pp. 1-14.
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