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INTRODUCTION 
Increasing national and international interest in water resources in re-
cent years has stimulated much new activity and progress in hydrology. It 
is now generally recognized that the science of hydrology is basic to an under-
standing of water resources problems and to planning for water resources de-
velopment. Accompanying this demand upon the science of hydrology is an 
urgent need for improved education at the university level. 
In response to this need for improved education, the First International 
Seminar for Hydrology Professors was held at Urbana, Illinois, in July 1969. 
The Second International Seminar was held at Logan, Utah, during August 2-14, 
1970, and was a continuation of the program to acquaint hydrology professors 
with modern concepts and technologies. The major overall objective of the sec-
ond seminar was to emphasize the systems approach as applied to hydrology, in 
which the various fundaInental hydrolog1c processes and their interrelationships 
were studied and examined. 
Because of the need to apply new concepts and technologies to the devel-
opment and utilization of the limited supply of water resources throughout the 
world, hydrologic programs in our colleges and universities generally require 
Inuch iInprovement, particularly with reference to the application of systems 
concepts and methods. Accordingly, the specific objectives of the Seminar 
were as follows: 
1. To impress upon hydrology professors the iInportance of the systems 
approach to the science of hydrology, and to acquaint theIn with the fundaInental 
and basic concepts of the hydrologic system. 
2. To present concepts for defining or describing the hydrologic system 
in terms of particular management objectives. 
3. To examine 'various techniques for monitoring the hydrologic system, 
including the design of Inonitoring networks in terms of particular objectives. 
4. To acquaint the participants with several methods of modeling hydro-
logic systems, and to provide theIn with experiences which deInonstrate the ut-
ility of Inodeling for (a) exaInining various systeIn interrelationships and sens-
itivities; and (b) Inaximizing particular objective functions subject to given ex-
ternal constraints and production functions. 
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from Taiwan was subnlitted to the Seminar and discussed by the participants 
but was not orally presented. This paper is authored by Chian Min Wu of 
the National Taiwan University and is included as a part of these Proceedings. 
A tape recorder was employed to record both the presentations of the formal 
lectures and the subsequent discussions. This procedure, however, proved 
to be entirely unsatisfactory, so that it was not possible to include the dis-
cussions as a part of the Proceedings. 
As already indicated, many organizations, including the sponsoring and 
cooperating agencies, particularly the National Science Foundation and UNESCO, 
which provided financial support, made the Senlinar possible. The participants, 
speakers, and especially members of the working committees, contributed 
much to the success of this meeting, and their efforts are gratefully apprec-
iated. Thanks also are extended to Dr. Dean F. Peterson, Dr. Leo A. Heindl, 
and Dr. Jay M. Bagley for their generous advice and assistance, both prior to 
and during the period of the Seminar. Appreciation is also due Dr. Wayne B. 
Ringer, the Director of the Conference and Institute Division at Utah State Un-
iver sity and his staff for their valuable assistance relating to the physical fac-
Hities and registration arrangements for the Senlinar. Thanks also are due to 
Professor Eugene K. Israelsen, Mr. Robert W. Hill, and Duane R. Jensen, 
and Mrs. M. Diana Averett for their help with many of the organizational de-
tails at the time of the Senlinar. In particular, appreciation is extended to 
Mrs. Averett for her devoted service during the Senlinar and for her help with 
the preparation of the Proceedings for publication. Finally, appreciation is 
expressed to my present secretary, Mrs. Linda Fields, and to Mrs. Donna 
Falkenborg, the Editor at the Utah Water Research Laboratory, for their in-
valuable contributions associated with the publication of these Proceedings. 
J. PAUL RILEY 
The Seminar was sponsored by the National Science Foundation as an 
advanced science seminar project and by the United Nations Educational, 
Scientific, and Cultural Organization as a project in the International Hydro-
logic Decade. Cooperating with these two major sponsors in the presenta-
tion of the Seminar were the following organizations: (1) The U. S. National 
Committee for the International Hydrologic Decade as an important United 
States contribution to the Decade; (2) The University's Council on Water Re-
sources; (3) The American Geophysical Union: (4) The American Society of 
Civil Engineers; and (5) the following units within Utah State University: 
(a) the Department of Agricultural and Irrigation Engineering; (b) the Depart-
ment of Civil Engineering; (c) the Utah Water Research Laboratory; and 
(d) the Conference and Institute Division. The active support and sponsorship 
of the Seminar by these organizations contributed much to the success of the 
proceedings. 
The Seminar program consisted largely of lectures and discussions 
relevant to the systems approach to the science of hydrology. The Seminar 
began with a consideration of fundamental concepts relating to hydrologic sys-
tems and moved logically through the processes of system description and 
definition to the formulation of conceptual models in mathematical form. The 
Seminar concluded with a consideration of ways of synthesizing mathematical 
models on various kinds of computers, and the subsequent utilization of the 
computer models for the solution of applied problems in hydrology and water 
resource management. The participants also were introduced to the possib-
ility of adding other dimensions to the basic hydrologic model; dimensions 
such as water quality, economics, and sociological considerations. 
Registered at the Seminar were 56 participants from 11 countries, in-
cluding 40 participants from the U.S.A. and 16 participants from Iran, West 
Germany, Switzerland, Canada, France, Chile, Portugal, Japan, India, and 
New Zealand. In addition, many other university faculty members and pro-
fessional hydrologists and engineers attended various sessions of the Seminar. 
Most of the participants took an active part in the Seminar through discussions 
which accompanied each of the formal lectures. Some of the participants also 
presented formal papers and these are included in the Proceedings. One paper 
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Section 1 
INTRODUCTION 
REMARKS TO IHD INTERNATIONAL 
PROFESSORS' PROGRAM 
by 
Dean F. Peterson'~ 
I'm extremely pleased to welcome you to Utah State University. Host-
ing this has been an ambition that I have had for several years since I have 
been associated with the IHD Program. Ven Chow has been extremely help-
ful in getting the International Professors Seminar going" in the United States. 
He' 8 a very persuasive man, a persuasive man with a funding agency like 
NSF. So we are grateful to you, Ven. for your support on this. We're also 
very pleased with the efforts and support of the director of the Water Research 
Laboratory, Dr. Jay M. Bagley. his assistant director, Dr. Calvin G. Clyde 
and, of course, the Seminar Director. Dr. J. Paul Riley, who has taken the 
brunt of getting this seminar going. 
In behalf of the University, the College of Engineering and the Utah 
Center for Water Resources Research, it is my pleasure to welcome you 
here to Logan. I hope you will find the facilities and accommodations you 
need and that your deliberations will be exciting and useful for you. I will 
not spend the time this morning to tell you much about the Univers ity except 
to say that Utah State University is a public university and is part of Utah's 
system of higher education. It is financed primarily by the State of Utah. 
It is also a "land-grant" university, which means that it was concerned and 
organized under the principles of federal legislation passed in 1862 which 
provided for grants to support a university in each state designed to bring 
education in agriculture and the "mechanic arts" to the "working classes." 
The "land-grant concept" is familiar to most of you who are from the United 
States, but may be less so to you from other countries. Let me simply say 
that Utah State has maintained and modernized its tradition which now encom-
passes a broad concern for the resource and environmental areas of agricul-
ture, forestry, range management, engineering, etc. These are now exem-
pUfied and strengthened by strong interdisciplinary efforts in the water, 
land, and air and in the biosphere. Let me close my comments on the 
University by saying it enrolls some 9,000 students; of its 2,000 graduates 
"Dean, College of Engineering, Utah State University, Logan, Utah. and 
Chairman, U. S. National Committee for the International Hydrological Decade. 
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in 1970 about 30 percent received advanced degrees. Besides the applied 
sciences referred to above, the institution boasts strength and offers graduate 
progratns in the social sciences, the humanities, and the exact sciences. 
These have been an integral part of its balanced educational effort since the 
beginning and have become increasingly strengthened in response to the 
needs and interests of a society with an unsatiated appetite for intellectual 
and aesthetic considerations of life. I hope some of you will take advantage 
of some of the theatrical and fine art activities which you will find on our 
campus. 
Referring to interdisciplinary programs in the areas where water is of 
major concern, the Agricultural Experiment Station, the Utah Center for 
Water Resources Research, the Ecology Center, the Aeronomy Center and 
the Utah Water Research Laboratory all have strong and growing programs. 
The Ecology Center is only a few years old but has already assumed a lead-
ership role in the United States. It is heavily involved in a program which 
is closely related to the IHD, that is, the In,ternational Biological Program, 
where it manages the desert biome efforts of 28 universities in the West. 
You will no doubt be most interested in the Utah Water Research Laboratory 
and you'll hear and see more about this, I'm sure. 
Now let me change hats and speak as Chairman of the U. S. National 
Committee for the International Hydrological Decade. Most of you are 
familiar in some degree with the IHD, but perhaps some remarks in general 
about that program might be appropriate. This seminar, of course, was 
conceived and sponsored as a program of the International Hydrological De-
cade. 
I'd like to speak about the IHD at two levels. First, the World Level 
and then the U. S. Level. At the World level, the International Hydrological 
Decade was launched January 1, 1965. It is a program participated in by 
105 countries, by intergovernmental organizations like UNESCO and WMO 
(World Meteorological Organization) and by non-governmental international 
ones like the lASH (International Association for Scientific Hydrology) and 
ICID (International Congress for Irrigation and Drainage). The World Pro-
gram is coordinated by a 20-Nation Coordinating Council supported by a 
secretariat and a Bureau housed and financed through UNESCO. The activities 
are carried out by the countries themselves, by the ·intergovernmental 
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agencies and by the international non-governmental organizations. Besides 
UNESCO, World Meteorological Organization has assumed responsibility 
for a significant share of the work of the IHD as has FAO (Food and Agri-
cultural Organization). The Resources and Transport Division of the UN, 
the UN Special Fund Program (UNDP) and the World Health Organization 
(WHO) also play significant roles. Among the non-governmental organizations 
is the International Association for Scientific Hydrology (lASH). 
Last year at the First International Professors' Seminar at Urbana, 
Illinois, I outlined in some detail the various international programs of the 
IHD. I understand that the proceedings of last year's seminar will soon be 
printed and available. 
Last December (1969) delegates of the participating countries made an 
extensive review of the activities of the International Hydrological Decade at 
the mid-Decade Conference held in Paris at UNESCO House. The report of 
this Conference has now been printed by UNESCO and is available for you who 
may be interested in more detail about the scope and content of international 
activities. This Conference made a number of specific recommendations 
about the conduct of the second half of the Decade. These recommendations 
were considered and most of them implemented by the Sixth Coordinating 
Council of the IHD held in Geneva during early July 1970. 
I don't want to say much more about the efforts of the World IHD 
except to point out that a major scientific objective is to delineate and 
quantize as far as possible a World Water Balance. A Working Group has 
been concerned with this matter from the beginning and its efforts have to 
now culminated in a Symposium on World Water Balance held at Reading, 
England, during mid-July, 1970. I did not attend, but I'm informed that 
this was a very successful symposium and that the achievement of the diffi-
cult objective of melding the continental balances and the oceanic and atmos-
pheric elements i:nto a world assessment has been materially advanced. In 
passing, may I remark that the Mid-Decade Conference recommended 
extending the interest of the World IHD to water balances at all levels from 
watershed to continental as well as the World level. 
One of the more popular programs of the World effort is Education and 
Training. You can well appreciate the concern of the various nations over 
this aspect of scientific and applied hydrology. The World IHD has a Working 
5 
Group on this topic. A number of educational efforts are sponsored including 
five graduate school programs located principally in Europe, training courses 
for technicians and various seminars and symposia. The Seminar that you 
are now attending arose from the efforts of the Working Group on Education 
and Training. UNESCO joined the National Science Foundation in financial 
sponsorship of this one. I understand also the WMO is sponsoring some of 
the participants. Utah State University and the U. S. National Committee 
for the IHD greatly appreciates this support and expressed their thanks to 
both of these agencies. 
Now to turn to the U. S. effort in the IHD. U. S. efforts in hydrology 
by the federal government, and by states and universities are interlocked 
and not fully separable with the American IHD program. Dr. William C. 
Ackermann spoke about his efforts at the first U. S. Professors' Seminar 
referred to earlier. I'll not go into detail. 
The U. S. program is administered and coordinated by a Committee of 
the National Academy of Sciences and the principal efforts are carried out 
through various federal agencies, such as the Geological Survey, Environ-
mental Science Services Administration, Agricultural Research Service, 
Forest Service, Corps of Engineers, Federal Water Quality Administration, 
etc., and the universities. The work of the universities, principally, 
because of lack of new funding, has been conformed largely to educational 
activities. Under the sponsorship of the National Committees' Sub-Committee 
on Education and Training through the Universities Council for Water Resources 
(UCOWR) a program of graduate fellowships and assistantships for international 
students has been implemented. The U. S. National Committee is supported by 
a secretariat set up under the National Academy of Science. Dr. Leo Heindl 
is the Executive Secretary. He is assisted by Dr. Charles Downes who is pre-
sent at these sessions. 
One achievement of the U. S. effort, jointly with our Canadian colleagues, 
is the International Field Year for the Great Lakes. Under this program, 
Canada and the United States will make a detailed assessment of the mass and 
energy budget of Lake Ontario and its associated watershed. After several 
years of preparation, the 18-month assessment will get under way in 1971. 
This will be the first time that such an assessment has been nlade for a large 
fresh-water body at a scale where meso -scale and large-scale transfers can 
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be encompassed and we look forward to both significant scientific and 
practical information from this study. 
In conclusion, I I d like to mention the efforts of the U. S. Sub -Committee 
in Education and Training. Besides the activities already mentioned this 
sub-committee has collaborated with the World Working Group in developing 
educational materials and methodology important to the teaching of hydrology. 
As I mentioned earlier, this Second U. S. Seminar is in significant part a 
result of its efforts. 
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REMARKS FOR INTERNATIONAL HYDROLOGY SEMINAR 
by 
Jay M. Bagley* 
No doubt you have all wondered, as have I, what purpose could be 
served by giving me a place on the program sandwiched between two giants, 
such as Dean Peterson, who has just spoken to you, and Yen Te Chow, who 
will shortly kick off the serious business of the seminar. Few people have 
more intimate association with international water programs and have the 
background of activity in water affairs than these two gentlemen. Dean 
Peterson has been chairman of the U.S. Committee for the International 
Hydrologic Decade: he has served as Director of the Water for Peace Pro-
gram; has served as Technical Advisor in water matters to the President's 
Science Advisor; and has served as a consultant to various agencies of 
government, as well as many private firms in water development matters. 
On our own campus he has played a leading role in the development of sig-
nificant research and educational programs which are now in operation. 
Similarly, Dr. Chow has had numerous international engagements as a con-
sultant and as a lecturer; as a gifted writer and editor. One of his greatest 
contributions has been his exposition of technical material through his 
writing skill. We are all acquainted with the very substantial texts and 
handbooks, articles, and papers that Dr. Chow has produced. It would be 
difficult to measure the effect and influence that his writings have had on 
hydrologic, hydraulic, and water resources education and training. Prob-
ably these two individuals--Dean Peterson and Yen Chow--have had more 
to do with the conception and initiation of the International Hydrology Seminar 
for College Teachers than any other individuals. 
Dean Peterson has given us an excellent background of the international 
organization and involvement and the place of the U. S. Sub- Committee on 
Education and Training in conceiving the idea of the international seminars 
in hydrology for college teachers. The Universities Council on Water 
Resources has played a significant role in the implementation of this pro-
gram. UCOWR has established a Task Committee on International Seminars 
*Director, Utah Water Research Laboratory, Utah State University, 
Logan, Utah. 
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for Hydrology Professors. You might say that this is the lead corrunittee 
or implementing corru:nittee which has assumed responsibility of translating 
the ideas into action programs. Since it was logical to make use of the 
university capability and facilities in conducting these seminars, this com-
mittee has given consideration to where the seminars would be located, the 
theme or central focus, the securing of financial support, etc. Dr. Chow, 
Dr. Swartzendruber of Purdue, and Dr. Yevjevich of Colorado State, and 
myself have served on this committee for the past two years. Last year 
as chairman, Dr. Chow did the planning and organizing of the first seminar 
which was held at Urbana, Illinois. In this pioneering effort there was 
much cooperation to be worked out between many national and international 
groups; there was the financial support to be sought; and there were many 
other details associated with this maiden voyage that had to be thought out. 
Dr. Chow did a magnificent job of orchestrating all this and his seminar 
involved more than 60 very prominent and imminent persons who gave 
lectures and led discussions highlighting new developments in hydrology, 
specialized hydrologic subjects, and hydrologic education. Although the 
objectives were broad, the seminar was a resounding success in many ways. 
This year we have chosen to focus on the systems concept as applied 
to hydrology. This includes the physical conceptualization of hydrologic 
systems, the nature of them, and how the physical processes interact and 
relate as subsystems of larger and larger natural systems. It will also 
include topics of operations research and systems engineering which are 
used in modeling and simulating these physical systems. We hope, also, 
. to stress the applications of some of these modern techniques to the solution 
of practical problems. In spite of the tremendous interest and progress 
that has been made in conceptualizing and hypothesizing hydrologic systems 
by use of mathematical models, the actual adoption and use by agencies in 
natural practice. is very limited. 
In keeping with the international intent of these seminars, (and I 
understand participants come from 9 different countries and 25 states) we 
have tried to select instructors who are intimately qualified in the topics 
assigned, but also with a good deal of international background and experi-
ence represented. For example, Dr. Chow was born in China and received 
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much of his education in that country. Dr. Riley is Canadian and received 
much of his education and experience in that country. Dr. Crawford is also 
a native of Canada. Dr. Morris comes to us from England, where he is 
associated with the City University of London. Dr. Haimes comes originally 
from Israel, Dr. Amorocho from Colombia, Dr. Yevjevich from Yugoslavia 
with considerable European training and experience. Many of the others 
whom you will come in contact with have had international experience of one 
kind or another. The kind of exchange made possible in this kind of a semi-
nar is invaluable. The new associations and contacts that are made and the 
stimulation and multiplication of ideas that take place should prove of 
inestimable value. 
Several years ago, we initiated an 8-week institute in water resources 
for college professors which we conducted for two consecutive sununers. 
These institutes have had significant influence on the development of new 
programs throughout the =try. Undoubtedly, this international seminar 
will extend its stimulation broadly as well. 
I should mention that the third International Seminar for Hydrology 
Professors proposed for summer of 1971 at Purdue will follow a theme of 
the biological effects in the hydrologic cycle. Recent emphasis on the 
ecosystem and man's role in the ecosystem has prompted a renewed look 
at the effect of biology in the hydrologic cycle. The seminar will reexamine 
the biological physical interaction in the hydrological processes and discuss 
problems in identifying and quantifying the biological effects of hydrologic 
parameters. 
We all know that within the past decade or two there has been a world-
wide resur gence of interest and activity in the art and science of hydrology. 
In more recent years the extent and importance of hydrologic considerations 
may have been overshadowed or submerged in the hue and cry about ecological 
impacts and environmental preservation concerns. Perhaps we should ask 
ourselves whether it is appropriate to continue this hydrology seminar series. 
While we would all agree that water resources development needs to be con-
sidered in a social rea1m(which in turn suggests that many disciplines in 
both the hard and soft sciences must be involved), we cannot leap-frog 
hydrology if sound and lasting solutions to environmental problems are to 
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be made. Environmental protection and enhancement is inextricably associ-
ated with water. The pervasive and dynamic character of water; its vital 
necessity of maintaining all forms of life; its direct and indirect importance 
in practically any human endeavor makes water a key element in shaping 
the character of the natural environment, as well as molding the modified 
environments that make our individual and comnlUnity surroundings more 
pleasant, useful, and attractive. We must not lose sight of the umbilical 
role of water in consideration of environmental protection and enhancement. 
The plain fact is that these broadened concerns merely intensify our need 
for hydrologic understanding since water is so central and intertwined in 
these other considerations. Projections of sociological or economic conse-
quences must be tied to projections of new hydrologic equilibriums as a 
result of proposed engineering interventions. Mistakes in hydrologic pro-
jections in turn lead to less than optimal utilization of water and other 
resources in combination. Hydrology, therefore, is a fundamental discipline 
which provides the underpinning for orderly and unified solutions to almost 
all water problems. This is an important topic you are considering. The 
conceptual basis under which the program has been arranged is a logical 
one. The discussion leaders have been carefully chosen as have the parti-
cipants. We hope you all gain much from your association. 
I appreciate the opportunity to make these few remarks as you begin 
this Second International Seminar. 
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Section 2 
NATURE OF HYDROLOGIC SYSTEMS 
13 
AN INTRODUCTION TO SYSTEMS ANALYSIS 
OF HYDROLOGICAL PROBLEMS* 
by 
Ven Te Chow** 
Understanding of Hydrology 
As an introduction to this seminar my presentation will be on the general 
concept of the systems analysis in hydrology, which is of great current interest 
to many hydrologists. Because of tiIne limitation, m.y talk will cover rather 
briefly, but not comprehensively, the fundam.ental concepts, basic importance, 
relation to design and decision processes, and im.portance in environmental 
enhancem.ent from. the systems analysis point of view. My objective is to 
stim.ulate some thoughts for general discussions and to provide opportunity to 
learn each other's view for developing deep insight into the subject. 
Throughout the history of m.ankind, m.an is always full of curiosity. He 
constantly questions about the nature and battles with his natural environm.ent. 
His curious m.ind drives him. incessantly to understand the natural phenom.ena 
which may be extrem.ely com.plicated but gives him. a challenge to seek m.ore 
of the nature. Accordingly, we hydrologists have a desire and curiosity to 
know about the com.pHcated hydrological phenom.ena and try to develop a kind 
of rational approach to their understanding. 
With man's desire and curiosity to understand the nature, the notion of 
a hydrological cycle was formed in the early history. Near the end of the 
first century B. C., Marcus Vitruvius Pollio observed and described that: 
lithe sun heats up the water of the springs, rivers, m.arshes and the seas, 
thus form.ing vapors which rise and form clouds. The clouds are carried 
by wind and, from the chock they sustain when they hit m.ountains and form 
storm.s, they break and disperse themselves on the earth. The vapors, 
clouds, and exhalations which rise from. the earth seem. to depend on their 
*This speech was tape-recorded and later transcribed. 
**Professor of Hydraulic Engineering, University of Illinois, Urbana, 
Illinois. 
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retention of intense heat, great wind, cold Inoisture and their large pro-
portion of water. Thus when, froIn the coldness of the night, assisted by 
darkness, winds arise and clouds are forIned froIn damp places, the sun 
at its rising striking on the earth with great power, and thereby heating the 
air, raises the vapors and dew at the same tiIne. 11 This description is 
poetic and sOInewhat Inystic but nevertheless it portrays the first rational 
scientific concept about the hydrologic cycle. 
Modern hydrologists treat the hydrologic cycle as a big hydrologic 
systeIn. This systeIn r S idea is adopted not merely to satisfy the hydrologist r s 
curiosity, but rather to achieve SOIne practical purposes in his dealing with 
Inany environInental probleIns relating to hydrology, such as floods, drought, 
and developInent of water resources. In order to achieve the practical pur-
poses the scientific hydrology Inust go beyond belng a pure scientific descrip-
tion of the qualitative nature of its probleIns, because practicing hydrologists 
are asking for quantities and they are not only interested in how does the 
hydrologic cycle work, but also Inore concerned with the quantities of water 
being involved. By the systeIns concept, it is possible to take a Inore 
rational quantitative approach to hydrology. 
The practi.cal iInportance of hydrology in wat~r resources develop-
Inent cannot be over -eInphasized. In fact, during the 1967 annual rn.eeting 
of the Universities Council on Water Resources, it was reminded that "the 
science of hydrology is basic to all plans of water resources developrn.ent." 
Hydrology is not just a pure science but is far more significant to be used 
as an irn.portant tool in the water, resources planning and developrn.ent. I 
would like to point out at this tirn.e that there is a dichotorn.y in hydrology; 
that is, the theoretical hydrology versus the practical hydrology. In 
theoretical hydrology, the systeIns concept is being introduced in the 
hydrologic analysis which requires a knowledge of advanced rn.atheInatics, 
operations research, systems analysis, and corn.puter technology. However, 
professional hydrologists and engineers are rn.ost interested in practical 
hydrology be,cause they have day-to-day problern.s to solve,_ Since they do 
not usually have a background in advanced theoretical hydrology, they have 
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to depend on their experience and judgment plus conventional hydrologic 
methods, which are largely empirical or semi- empirical, for solving their 
problems in design and planning. The theoretical hydrology is mostly pur-
sued in research programs at universities and research institutes. Because 
of recent government supports in water resources research, there is a 
surge of new ideas and methodologies in the field of hydrology that are 
pouring out from universities and research institutes. While the profes-
sional hydrologists and engineers have little time to do research and hence 
have practically nO knowledge on such new hydrologic concepts and methods 
of analysis, they are hesitant to accept these concepts and methods which 
they do not really understand and which have not undergone any practical 
verification or field testing. On the other hand, the theoretical hydrologist 
has a tendency to engross himself too deeply in the search for new knowledge 
and theories, and as a result he may lose interest in and have no time for 
practical applications. Consequently, he may not even understand the 
complex nature of a practical hydrologic problem. The present situation is 
that there is a lack of meaningful communication between the practicing 
hydrologist and the theoretical hydrologist. I believe that there is a 
responsibility and obligation on the part of the theoretical hydrologist to open 
up a dialogue between the two groups of hydrologists, because he is largely 
responsible for the development of the new concepts and methods in theo-
retical hydrology and he should be in a position to prove the practical 
significance of such concepts and methods. The theoretical hydrologists 
in universities in particular have such responsibilities, since their profession 
is in the field of education. A seminar like this one should provide an 
excellent occasion to further discuss such matters. 
As mentioned, the systems analysis provides a modern tool to under-
stand or interpret the complex hydrologic phenomena. By the systems 
analysis, the hydrologic phenomena are treated as systems and subsystems. 
Unfortunately, there is no standard definition of a system. A system may 
be generally described as an aggregation or assemblage of parts, being 
either objects or concepts, united by some form of regular interaction or 
independence. In electronic engineering, a system is commonly defined as 
an entity that responds to an excitation, producing a response in accordance 
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with some physical law or laws. In this case, the excitation is the input to 
the system, the response is the output, and the entity is the system itself. 
From the input excitation to the output response, a certain message in 
terms of throughput and expressed by intermediate parameters is taking 
place through the system entity. 
The systems concept can be readily adopted to the description of the 
hydrologic cycle and the hydrologic phenomena associated with it. Take 
the rainfall and runoff phenomenon on a watershed as an example. This 
phenomenon can be considered as a hydrologic system. The rainfall is the 
system input and the runoff is the system output. The watershed itself is 
a physical system through which water is moving as a throughout from the 
origin of the input rainfall to the final product of the output runoff. 
Once a hydrologic system is identified, the hydrologic proces s of the 
system may be simulated theoretically or conceptually by mathematical 
models. At present there are numerous mathematical models that have 
been developed for the purpose of simulating various hydrologic phenomena. 
While many models are relatively simple, some models are mathematically 
complicated. The great mathematician J. B. Joseph Fourier once said: 
"Nature is indifferent toward the difficulties it causes a mathematician. " 
The mathematical complication is usually caused by the mathematical 
hydrologist rather than by the nature. Therefore, it is always wise to use 
a simplified mathematical model for hydrologic simulation wherever it is 
mathematically possible. 
In general, there are two kinds of mathematical models: the descrip-
tive and the conceptual. The descriptive model is usually designed mainly 
to account for observed phenomena; whereas the conceptual model is often 
constructed to elucidate the essence of a theory that may interpret the 
phenomena. In practice, the distinction between the two kinds is not very 
sharp. Sometimes, in fact, the two kinds can be combined together to 
form hybrid models. However, the extremes of the two kinds of models 
are clearly recognizable. 
to practicing hydrologists. 
The descriptive model is of particular interest 
In such a hydrologic systems model, the 
principle of continuity or mass balance is most commonly used as a basis 
of formulation. The model so formulated is also the representation of a 
certain working hypothesis; for example, the linearity assumption of a 
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unit-hydrograph model. The conceptual model is founded on a certain 
concept or theory. For example, there are stochastic models which are 
based on the theory of stochastic processes, and the distributed models which 
are described by hydrodynamic principles on space coordinates. The con-
ceptual models are a new variety of theoretical hydrologic models which 
have not been widely introduced into practice and which are mostly in R & 
D stages. 
Models are essentially cartoons of reality. They portray some features 
of the real world, though perhaps in a distorted manner. The main objectives 
of hydrologic modeling are to explain Or represent the hydrologic phenomenon, 
to predict or forecast its future cours e of action, and to stimulate thoughts 
by polarizing thinking and posing sharp questions. It's fun to invent and to 
play with hydrologic models, as they have a peculiar life and behavior of 
their own. However, they should not be allowed to multiply indiscriminately 
without necessity Or a real purpose. Oswald Avery said: "You can blow all 
the bubbles you want to provided you are the one who pricks them. " 
Relation to Design and Decision Processes 
Modeling is only a part of the systems analysis. The systems analysis 
should consist of other important processes such as design and decision. 
The first two objectives of modeling as mentioned above are directly related 
to design and decision processes. Modeling of hydrologic systems is also 
a part of the modeling of a much larger water resources and environmental 
system. In analyzing such large systems, it is necessary to consider 
economic, social, political and other factors than hydrology in the formu-
lation of a system which can be used as a tool in aiding the design and 
decision processes. It must be recognized that many factors so involved 
in the system are so-called intangibles; that is, they cannot be easily 
expressed in numerals for mathematical description. Therefore, such 
intangibles should be considered separately from mathematical modeling. 
At present, hydrologic factors and economic factors are used to 
formulate hydroeconomic systems models taking into consideration the 
tangible portions of such factors. The hydrologic systems model naturally 
becomes a part of the hydroeconomic systems model which is then analyzed 
by the new techniques of operations research, computer technology and 
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other new mathematical methods. The objective is, of course, to optimize 
the hydroeconomic systems model in order to achieve, for example, maxi-
mum benefits at the very least investment of cost. The process of modeling 
involves the design process. After the hydroeconomic model is designed, a 
decision making process is then used to select the optimal plan or plans for 
the required water resources project. 
It should be added to the much simplified account of the systems 
analysis described above, that the selection of an optimal plan or optimal 
plans is a one-way straight-forward procedure in the systems analysis, 
but it emphasizes a deliberate search for alternatives to meet objectives 
and to modify courses of action to correct and compensate for any projected 
undesirable consequences of proposed plans. Essentially, the systems 
analysis in design and decision processes consists of four major steps: 
First, to identify the system under consideration; second, to describe and 
define the elements of the system under study for formulation of models 
and simulation; third, to define system objectives within given criteria and 
constraints; and fourth, to develop alternative approaches to system objec-
tives. The implicit last step is to present the alternatives for achieving the 
system objectives to the decision makers who will select the best course of 
action. 
The systems analysis provides the system designer and decision 
maker a sophisticated technology to analyze his problem more scientifically 
and objectively. It forces him to identify the known and unknown elements 
of the system. It constantly feeds back information from each step in the 
process, thus providing flexibility for feedback correction and modification 
of the system model and suggesting new system definition, system elements 
and system objectives. The process is repeating and self-adjusting. 
The systems analysis presents some difficulties at present in its use 
for hydroeconomic planning and development. An obvious difficulty is the 
problem of theory versus practical application as I have touched upon in the 
beginning of my talk. Most theoretical works on systems analysis are being 
done in universities and research institutes which may not be concerned 
immediately with practical applications. The mathematics and theories 
involved in the systems analysis are generally more advanced than most of 
practicing hydrologists and engineers had when they were in school. There 
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is deHnitely a need for bringing the idea of systems analysis to them and a 
need for developing new courses and programs on systems analysis in 
hydrologic education. 
The availability and adequacy of hydrologic data, similarly of economic 
and other kinds of data, constitute another problem in systems analysis. It 
is obvious that the results of systems analysis cannot be better than the 
information input to the system. In fact, hydrologic data are often subject 
to error s of all kinds and their time and space coverage and type ar e always 
limited. The treatment of hydrologic data by sampling techniques and 
stochastic generation procedures becomes an important part of the hydro-
logic systems analysis. Furthermore, the complication of mathematical 
modeling may lead to insolubility by the computers now available. When 
the results of the systems analysis are obtained, it requires ingenuity and 
judgment to interpret them. In this step, sensitivity analysis becomes an 
indispensable key to the solution of the problem. 
It must be pointed out that the techniques of systems analysis were 
largely developed and applied in electronic and space engineering for con-
trollable systems; that is man-made systems. Since the system is man-
made, it can be redesigned and reproduced until the purposes are met 
satisfactorily. In case of hydrologic systems and water resources systems, 
we are dealing with environmental systems which are naturally produced 
and cannot be easily changed by man. Consequently, in transferring the 
techniques of systems analysis developed for controllable systems to envir-
onmental systems, they should be greatly modified to fit the situation of 
natural systems and the characteristics" of the system must be well under-
stood. Otherwise, the results of the systems would be quite absurd 
and would dangerously lead to wrong decisions. 
As mentioned previously, many variables in environmental systems 
are of intangible nature, while some, particularly hydrologic variables, 
are tangible. As a hydrologic system model would help the design and 
decision processes in the planning and development of water resources, 
the result should enhance the environmental betterment and improvement 
programs. 
2.1 
The area of incorporating intangible variables in the systems analysis 
requires further research and development so that systems analysis will be 
applied to hydrologic problems most efficiently and effectively. Many 
examples can be quoted in which environmental factors, which are frequently 
intangible, become extremely important. For example, the completion of 
Aswan High Dam on the Nile has precipitated many troubles. One trouble is 
the catastrophic effect upon the sardine fisheries of the eastern Mediterranean 
because the spawning ground was destroyed due to construction of the dam. 
Another effect is the rapid spread of a disease or infestation among the 
Egyptian population with parasitic blood flukes, or schistosomes, whose 
intermediate hosts are snails. The snails, of course, spread through the 
irrigation canals. Furthermore, the reservoir created by the dam has 
trapped the silt being carried in the river, thus shortening the life of the 
project and reducing the addition of the fertile soil to the irrigated land. 
I hope that someday the systems analysis will be extended to such hydro-
logic problems for the benefit of environmental enhancement. 
As time is rather limited for my talk, I only hope that my brief speech 
will precipitate interesting and valuable discussions to be followed in this 
seminar. 
Nature of Hydrologic Systems* 
For this topic I am going to present a generalized deterministic model 
for hydrologic systems. This is taken only as an example to illustrate how 
the nature of hydrologic systems can be simulated by mathematical models. 
In modern hydrology numerous mathematical models have been 
developed to simulate various hydrologic phenomena. Som.e typical m.odels 
to sim.ulate surface runoff on watersheds, such as linear channels and linear 
reservoirs, are summarized by Chow (2). Mathem.atical m.odels for other 
hydrologic phenomena can be found in abundance in hydrologic literature in 
recent years. These models are proposed usually for certain specific hydro-
logic problem.s and hence were developed for individual cases. It appears 
that many of the models can be considered as special cases of a general 
"'The material used in this talk was later published as "General 
Hydrologic System Model" by Yen Te Chow and V. C. Kulandaiswamy in 
Journal of the Hydraulics Division, Proceedings of the American Society of 
Civil Engineers, Vol. 97, No. HY6, June 1971, pp. 791-804. 
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hydrologic process if the hydrologic phenomenon is analyzed by a systems 
approach. 
By the systems approach the hydrologic phenomenon is considered 
as a dynamic hydrologic system. In general, a system may be defined as 
an aggregation of parts which are united by some form of regular interaction 
or interdependence. The classical "hydrological cycle" can be viewed as a 
hydrologic system. In this hydrologic system, the various parts are obviously 
inter ception, evaporation, transpiration, infiltration, detention, retention, 
surface runoff, subsurface runoff, groundwater flow, etc. Through circu-
lation, distribution and continuity of flow of water, these parts are united to 
form the hydrologic cycle. The system in general consists of input, output, 
and some working medium known as "throughput" passing through the system. 
The input, output, and throughput are in most problems in terms of the 
amounts of flow of water. The hydrologic system is said to be dynamic in 
the sense that it receives certain quantitative inputs and accordingly acts 
concertedly under given hydrometeorological and physiographical constraints 
to produce certain quantitative outputs. In this paper, the flow of water on a 
watershed is used for an example as a hydrologic system. The input to the 
watershed system is assumed to be largely the precipitation. The through-
put is assumed to be the flow of water on the watershed. The output is, 
therefore, the runoff. 
The input and output relationship of the watershed system or any other 
hydrologic system may be represented mathematically by 
Q ¢I (1) 
where Q is the output, I is the input, and ¢ is a "transfer function" which 
represents the operation performed by the system on the input to transform 
it into output. For example, the well-known "unit hydrograph" is a transfer 
function of the watershed system. It should be noted that the input I and 
the output Q are time functions and can be also expressed by I(t) and Q(t) 
respectively with t denoting time. 
The objective of this paper is to derive a general mathematical model 
for the above transfer function of a watershed system. For this derivation, 
the system is treated as a lumped system, or "black box, II whose gross 
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representation is determined from the gross input and output data pertaining 
to the system or "box" but no concern is given to the spatial distribution of 
flow inside the "box" or the watershed system. The system is also considered 
as deterministic with no probabilities being introduced to the input. output, 
and throughput. 
The System Model 
By the basic concept of system continuity, the following continuity 
equation may be written: 
I - Q S (2) 
where S is the storage in the system or the storage of water in the watershed 
and thus S is the first derivative of S with respect to time. or S := dS/dt. 
The system storage is affected by the throughput and reflects the character-
istics of the system. For given physiographic freatures of a watershed 
system, the storage is obviously a function of the input and output and their 
changes. Therefore. the system storage may be expressed as a mathematical 
function of the input I and output Q and their derivatives with respect to time, 
or 
m n 
S '" f(1, I. I, , I, Q, Q. Q, Q) f (3) 
m 
where I, I, , I are the first, second. 
n 
, m-th derivatives of I; 
and Q, Q, • •• , Q are the fir st, second, , n-th derivatives of Q. 
Since I and Q are time function, S is also a function of time. 
If the input I continues steadily, the output Q will increase and 
finally approach a steady state at which I = 1~" Q ~ and all derivatives 
of I and Q with respect to time will approach zero. The subscript -" 
indicates the steady state. At the steady state, the storage may be assumed 
essentially proportional directly to I and Q: thus, Equation 3 becomes 
(4) 
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where a and b are coefficients. 
Expanding Equation 4 in Taylor's series about the steady state (3) 
yields 
s 
in which 
[ (I 
+ (Q 
] f + 2! 
2 ] f + •.• 
+ 
+ 
m m 
. . a 
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For· simplicity, the derivatives of f are to be denoted by a := 
• m p 
a l = Of/aI, ••• , = of/aI, bo = Of/oQ, b i of/oQ,. 
of/aI, 
b 
(5) 
n 
= of/oQ. All these derivatives must be evaluated at the steady state, the 
m m n n 
differences I I Ii,""" I - I". Q - Q,:<, Q - Q~" ••• , Q - Q" 
are very small and their powers and products can be dropped. Thus, 
Equation 5 becomes 
m 
By Equation 4, the above equation reduces to 
s 
m 
E 
m:=O 
m 
+ 
n 
E 
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n 
bQ 
n 
n 
As the coefficients and b
n 
are in general functions of I and/or Q, 
Equation 7 may be written more explicitly as 
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(6) 
(7) 
In In 
s + 
n 
r: 
n=O 
n 
b (I, Q)Q (8) 
n 
Since the coefficients a and b are functions of I and/or Q, the above 
In n 
differential equation is nonlinear. If the coefficients are constant or inde-
pendent of I and Q, then the equation becoInes linear and its solution will 
be greatly simplified. For practical purposes, the coefficients may be 
assuIned as functions of certain characteristic values of I and Q, such as 
the average input I and average output Q, or the peak input I and peak p 
output Q • 
p 
Thus, for a particular rainstorIn and its runoff, the coefficients 
are constants and the equation is linear and can be readily solved for the 
case of that rainstorIn. However, the characteristic values of I and Q 
obviously vary froIn rainstorIn to rainstorm. After the equation is solved 
linearly for a particular rainstorIn, the watershed system storage is then 
considered as nonlinear by expressing the coefficients as functions of the 
characteristic values of I and Q. 
Substituting Equation 7 or 8 for S in Equation Z and solving for Q, a 
systeIn equation containing a transfer function in the forIn of Equation 1 Inay 
be written as 
+ + 
Q [ -~~~~~~~~~~~-- ] I (9) 
+ + b D+ 1 
o 
where '" d
n 
/dtn , etc. It can be seen that the transfer 
function is in the forIn of a fraction in which the numerator and the denom-
inator are polynomials that may be denoted by M(D) and N(D} respectively. 
Thus, Equation 9 is written as 
Q M(D) N(D} (IO) 
Equation 9 or lOis the general watershed hydrologic system Inodel. 
It can be shown that many mathematical models that have been proposed are 
special cases of this general model. 
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For example, let M(D) = a D + 1 and N(D) 
o 
b D + 1; that is 
o 
dropping the derivatives of higher orders. Then, Equation 9 gives 
Q --'----] I (11 ) 
Simplifying Equation 11 and using Equation 2., it can be shown that 
s a I + b Q 
o 0 
( 12.) 
which is the well-known Muskingum equation or the linear model used in the 
Muskingum flood routing method (5). 
. 1 . 
Now, let N(D) " 1 and a. 1 " (_l)J- d Ij! with j " 1, 2., ••• , 
J-
m+ 1. Then 
M(D) 1 - CD + (13) 
Multiplying both sides of Equation 13 by 1 or l(t), 
M(D) l(t) 
C2. 2. Cm + 1Dm + l 
[ 1 - CD + _D_ + •. 0 + (_l)m ] I(t) 
2.) (m+ 1) ! 
(14) 
which is the Taylor' s series expansion of I(t C) about t. Hence, 
M(D) I(t) I(t - C) (15 ) 
Then Equation 10 becomes 
Q(t) I(t - C) ( 16) 
which is the mathematical expression for the well-known linear channel model 
(2.). 
Now, let M(D) = 1 and N(D) have a root of 11K or N(D) 
Then, Equation 10 yields 
'2.7 
1 + KD. 
Q ( 17) 
Simplifying Equation 17 and using Equation 2, it can be shown that 
s KQ (18) 
which is the mathematical expression of the well-known linear reservoir 
model (4). In a similar manner, it can be shown further that if M(D) = 
and N(D) has n real roots of l/K
l
, l/K
2
, ••• , l/Kn; Equation 10 will 
result in a model representing a series of linear reservoir s (2). 
TAllLE L WATERSHEDS SELECTED FOR HODEL SIMULATION 
Watersheds Gaging Station Drainage Area No. of 
sq. mi. Storms Used 
Watershed 97, Near Coshocton, Ohio 7.16 4 
Muskingum Rr. (7) 
Farm Creek, 
Illinois Rr. (6) East Peoria, Ill. 61.10 6 
l'lills Creek, 
Potomac Rr. (6) Near Cumberland, tid. 247.00 5 
Ashbrook, 
United Kingdom (4) 248.00 
North Brnnch, 
Potomac Rr. (6) Near Cumberland, Md. 875.00 5 
Little Red Rr., 
Wllite Rr. (6) Near Hebe.r Springs. Ark. 1141. 00 6 
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For the application of Equation 8 or 9 to practical problems it is 
necessary to know the values'of m and n; that is, the highest orders 
respectively of the derivatives of I and Q. In order to determine the 
most suitable values of m and n for practical application, various values 
of m and n were assumed and the corresponding forms of Equation 8 were 
fitted with hydrologic data from 27 storms on six watersheds as given in 
Table 1. The fitting of the data was done by the method of least squares in 
a procedure to be described later. By comparing the storage values com-
puted by various fitted forms of Equation 8 with the corresponding actual 
storage values computed directly from the hydrologic data, it was found 
that the most suitable values of m and n are respectively land 2. Deriv-
atives of I and Q of higher order were found to be insignificant and they 
can be dropped without causing appreciable errors in fitting the system model. 
For practical application, therefore, the following simplified form of Equations 
8 and 9 are recommended, assuming constant coefficients: 
s 
and 
Q 
1 + b D 
o 
) I 
(19) 
(20) 
It should be noted that when fitting the recommended model to a hydro-
logic system, the resulting model may contain the effect of a linear channel 
as mentioned previously. The linear channel sinmlates the translation effect 
of the system model. The actual translation effect in a watershed system, 
for example, may be significant when the drainage pattern is such that the 
direct runoff starts rising appreciably only after a certain time lapse from 
the beginning of the effective rainfall. Dropping the higher order derivative 
terms from Equation 8 may result in reducing the translation effect of the 
system model. For practical purposes it is desirable to synchronize the 
rising time of the direct runoff with the beginning of the effective rainfall 
before fitting the data to the recommended model. 
It may also be noted that the denominator of the fraction of Equation 20 
has three roots. To produce a stable system by the recommended model, 
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the real roots must all be negative and the complex roots should have 
negative real parts (1). The three roots for a stable system may be all 
real and unequal, or one real and two equal, or all real and equal, or one 
real and two complex conjugates. To simulate actual hydrologic systems 
by the model, roots of exactly equal values should be found very rare be-
cause natural phenomena are seldom perfect mathematically. 
Let the three roots be denoted by p, q, and r. The instantaneous 
unit hydrographs (4), u{t), for the four cases of the recommended model 
are as follows: 
(1) P ~ q \ r 
(2) 
u(t) 
A 
B 
G 
2 
p - p(q + r) + qr 
2 
I-aq-aq 
o I 
2 q - q(p + r) + pr 
2 l-ar-ar 
o 0 
2 
r - r (p + q) + pq 
p " q r 
u(t) _ pq 2 (Aept + Be qt + Gte qt) • 
A - B 
2p) - 2 
B 
q pq 
1 -
2 
G 
q - P 
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(21) 
(2Ia) 
(2Ib) 
(2Ic) 
(22) 
(22a) 
(22b) 
(22c) 
(3) p q r 
u(t) 2 pt (A + Bt + Ct ) e (23) 
A alP 
3 (23a) 
B 3 2a l P 
4 (23b) - a p 
0 
1 ( 3 4 5 C '2 p - a o p alP ) (23c) 
(4) P is real, q a + and r a 
-
u(t) 2 2 pt (B cosi3t + C+ Ba at - pta + i3 ) [Ae + f3 sin!3t) e ] 
(24) 
I - aop 
2 
A 
alP 
(24a) 2 2 2 
p - 2ap + a + i3 
B (24b) 
C (24c) 
Model Application 
To illustrate the application of the proposed hydrologic system model, 
hydrologic data of several watersheds as listed in Table 1 are analyzed. 
These watersheds are selected on the basis of the following requirements: 
1. Availability of continuous rainfall and runoff records for rainfalls 
of different magnitude and duration covering both major and minor storms. 
2. Having drainage areas in the range of about 10 to 1000 sq. mi. 
3. Having isolated storms and a drainage pattern producing single-
peaked hydrographs. 
4. Availability of information or guidelines on infiltration and baseflow 
separation. 
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In addition to the watersheds listed in Table 1, three other watersheds 
with 45 storms are used to study the relationships between the volume of 
effective rainfall, R , and the peak of direct runoff, Q , and between Q 
e p p 
and the average direct runoff These three watersheds are the drainage 
basins of French Broad River at Bent Creek, North Carolina (drainage area 
:= 676 sq. mi.); Chattahoochee River near Norcross, Georgia (I173 sq. mi.); 
the Broad River near Bell, Georgia (1420 sq. mi.). The hydrologic data for 
the French Broad River were obtained from the Hydraulic Data Branch of 
TVA and for other two watersheds from (6). 
Application of the hydrologic system model to the selected water sheds 
involves the following procedure of analysis: 
A. Formulation of the Model 
1. The simplified form of the recommended hydrologic system model 
is linear by assuming constant coefficients in Equations 19 or 20. From the 
experience of using unit hydrograph principle in hydrology, the effective 
rainfall has been found to be better related linearly to the direct runoff than 
the total rainfall to the total runoff. Therefore, the first step of the analysis 
should be the separation of the abstractions, or mainly infiltration, from the 
total rainfall for the determination of the effective rainfall, I, and the separation 
of the baseflow from the total runoff for the determination of the direct runoff, 
Q. In the analysis of the available hydrologic data, simple linear separation 
was used for both abstractions and baseflow. 
2. As mentioned previously the beginning of the direct runoff may not 
coincide with the start of the effective rainfall. If this occurs, the direct 
runoff hydrograph is then shifted in time so that the beginning of direct 
runoff becomes synchronized with the start of effective hyetograph. 
3. The effective hyetograph and the direct runoff hydrograph are 
divided into sections at time intervals of c.t hours. 
4. For each divided section of the hyetograph and hydrograph, the 
values of I and Q are read and values of I, Q and Q are then computed 
by numerical differentiation. 
5. The actual value of storage, 5, for each divided section is com-
puted by integrating Equation 2. 
6. For each divided section, the average values of I and Q and the 
computed values of I, Q, Q, and 5 are substituted in Equation 19, 
resulting in a linear equation containing unknown coefficients a
o
' aI' b
o
' b l , 
and b Z' For all the divided sections, a set of such linear equations are 
obtained. As the number of equations is likely greater than the number of 
coefficients due fDalarge number of the divided sections, the equations are 
solved by the method of least squares. 
7. It may be noted that the coefficients are really not constants but 
most likely are functions of I and Q because the actual watershed system 
is not linear. In order to introduce the major nonlinear effect of the system, 
it is assumed that the coefficients are functions of the volume of effective 
rainfall or the peak of direct runoff Q , or the average direct runoff 
- p 
Q. As the value of average direct runoff depends greatly on the method of 
base£1ow separation which is arbitrary and subject to personal errors, the 
value of Q used in the analysis is based on a consistent rule that it is the 
average value computed for the upper 90 percent of the direct runoff hydro-
graph area. Using the data from the three watersheds of French Broad 
River, Chattahoochee River and Broad River as mentioned previously, a 
dimensionless plot of R versus Q was constructed as shown in Figure 
e p 
1. It can be seen that good correlation exists between Q and R • Similar p e 
graphs may be plotted for any other watershed provided data are available. 
In a similar manner, dimensionless plots of Q versus·O were constructed p 
for all the watersheds mentioned previously except the Ashbrook, It was 
found that Q and Q are very well correlated. Since R, Q and Q 
p
are mutually correlated, for simplicity and practical purposes the coefficients 
a
o
' a l , b o ' b l , and b Z are assumed to be functions of Q p ' The coefficients 
computed in step 6 can be plotted against Q • A typical plot exemplified for p 
the Wills Creek watershed is shown in Figure Z. It can be seen that the 
coefficients b 0' b I and b Z decrease with increase of Q and the coefficients 
a 0 and a l show variation but no apparent dependence on Q. 
B. 
After the coefficients a
o
' aI' b
o
' b l , and b 3 are determined, the 
model by Equation 19 and Equation ZO is thus formulated. 
Equation ZO for the system model can be solved for a unit impulse input, 
resulting in an instantaneous unit hydro graph. As mentioned before, the 
polynomial in the denominator of the fraction in Equation ZO has three roots. 
For various possible conditions of these roots, the instantaneous unit 
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hydrographs can be cOInputed by Equations 21 to 24. When the instantaneous 
unit hydrograph beconies available, the direct runoff hydrograph for a given 
hyetograph can be computed by means of convolution integral (2). Since the 
instantaneous unit hydrograph is in functional form and·effective hyetograph 
is given in bar form, direct integration of the convolution integral is possible. 
However. for computer analysis, it is convenient to discretize the instantane-
ous unit hydrograph into steps, and nUInerical integration is then used to 
compute the direct runoff hydrograph. 
In this analysis, all cOniputations for instantaneous unit hydrographs, 
direct runoff hydro graphs and plotting of the hydrographs were performed by 
an IBM 7094 digital computer. As an exaInple, the computed instantaneous 
unit hydrographs for five storms over the Wills Creek watershed are shown 
in Figure 3. The effective hyetograph and direct runoff hydrograph of the 
storni of Apri14-5, 1941 are shown in Figure 4. In Figure 4 are shown 
also the graphs of storage versus respectively tiIne and the direct runoff 
discharge. It can be seen that the agreenient between the actual data and 
the data cOniputed from the niodel is very good. 
For all chosen storms which occurred in the six watersheds listed 
in Table I, the coefficients of correlation between the actual and computed 
direct runoff hydrographs were cOniputed and found to be very high, varying 
between 0.9329 and 0.9991 with a niajority of the cases in the narrow range of 
O. 985 to O. 990. The actual and computed peak direct runoff differ by less 
than 5 percent in Inost cases. The actual and cOniputed times to peak gener-
ally coincide and where there is a difference. it is not Inore than one unit tiIne 
interval used in the cOniputation. 
C. COniputation of Design Hydrograph 
In the hydrologic design of hydraulic structures or water resources 
systems, it is often required to compute the design hydrograph for what is 
known as the design storIn. When the effective hyetograph for the design 
storm is given, the design hydrograph can be cOInputed essentially by the 
sanie procedure described above. 
Taking the Wills Creek watershed as an exaInple, the voluIne of 
effective rainfall Re can be deterInined froni the design hyetograph. Using 
a curve of R 
e 
versus Q sinii1ar to those in Figure 1 but developed for the 
p 
Wills Creek watershed, the value of Q is estimated for the given R • 
P e 
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For the estimated Qp ' the coefficients a 0' aI' b 0' b l and b 2 can be 
determined from the curves in Figure 2 which have been developed for the 
watershed. Thus, the system model by Equation 20 is formulated. 
Solving the roots of the fraction in the denominator of Equation 20, the 
instantaneous unit hydrograph for the watershed similar to those in Figure 3 
can be constructed for the design storm from a suitable equation of Equations 
21 to 24. Once the instantaneous unit hydrograph is determined, the direct 
runoff hydro graph can be computed by the convolution integral employing 
the design hyetograph as input function. In this computation, numerical 
integration would be used. 
Since the value of Q used in the procedure is estimated from its p 
general relationship with which does not imply the effect of time dis-
tribution pattern of rainfall in the storm, the estimated Q may differ from 
p 
the peak discharge of the computed direc t runoff hydrograph which is developed 
from the effective hyetograph of a given rainfall distribution. If the difference 
is greater than a stipulated allowance, then Q of the computed direct runoff 
p 
hydrograph is used in place of the estimated Q and the procedure is repeated 
p 
until the difference becomes tolerated. The direct runoff hydrograph so COlU-
puted is then added with an estimated or given baseflow to produce the design 
hydrograph. 
General Conclusion 
From the analysis of hydrologic data of a number of watersheds, the 
proposed hydrologic system model is found to produce very satisfactory 
results. It even produces different instantaneous unit hydrographs for dif-
ferent hydrologic inputs of the same watershed, thereby relaxing the con-
ventional constraint that only one unique instantaneous unit hydro graph or 
unit hydro graph exists for a given watershed. The model also enables repro-
duction of the complete loop structure of the storage and direct runoff 
relationship as shown in Figure 4. This is a feat which cannot be accom-
plished by most conventional hydrologic models. 
For detailed analysis and hydrologic design of hydraulic structures and 
water resources systems, the proposed hydrologic system model is a very 
useful tool. The model recommended for practical application is quasi-
linear since the coefficients in Equations 19 and 20 are considered to be 
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functions of 0 • p 
The proposed model can be treated as 'entirely nonlinear 
by considering the coefficients as functions of I and O. However, such a 
model becomes extremely complicated, if not impossible, to solve and its 
application to practical problems does not seem to be justified for a little 
gain in further improvement of hydrologic simulation. 
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Appendix II. - - Notation 
The following symbols are used in this paper: 
A :: a coefficient 
a a coefficient 
m 
a df/d I :: coefficient 
m 
B a coefficient 
b a coefficient 
n 
b df/dO = coefficient 
n 
C a constant, a coefficient 
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D 
f 
I 
K 
M(D) 
m 
N(D) 
n 
p 
Q 
Q 
J 
Q 
q 
r 
S 
t 
a 
p 
¢ 
* 
differential operator d/dt 
a storage function 
I(t) ::: input as function of t, effective rainfall 
1, 2, ••• , m+ 1 
reciprocal of a root 
a polynomial of D as numerator 
order of derivatives of I 
a polynomial of D as denominator 
order of derivatives of Q 
a root 
:= Q(t) output as function of t, direct runoff 
peak direct runoff 
average direct runoff 
a root 
a root 
system storage 
time 
real part of a complex conjugate 
coefficient of imaginary part of a complex conjugate 
transfer function 
::: subscript to indicate a steady state 
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Gentle:men, after listening to all these very interesting and valuable 
reports, I feel :more the need for a syste:m analysis to syste:mize all the 
wonderful ideas. First, I can see that there is still a question of what is 
systems? As there will be many lectures in this se:minar that will touch 
upon the system analysis and :more specifically will discuss certain particu-
lar type of syste:ms, so:me of the questions will be further discussed through 
the whole se:minar. In a way, the syste:ms analysis is not only a rational 
approach but it involves a certain concept and also definitely uses a certain 
methodology and tools to solve a problem. 
In connection with education you have discussed the proble:m of the 
professionals versus the intellectuals. Many schools and technical groups 
have tried to do so:mething about it. So:me of your discussions have suggested, 
for exa:mple, the short courses. In fact, :many govern:ment agencies have a 
progra:m to send the engineers to school for a year or two. Also, so:me 
universities have progra:ms to invite professional engineers to give lectures 
and se:minars. And, it is also very i:mportant to let the universities faculties 
be exposed to :more professional experience. For example, instructors can 
very well take advantage of sebatical leaves to spend a year or two with pro-
fessional agencies to learn by first hand the field experience. So there are 
many atte:mpts and :methods to i:mprove the hydrologic education a:mong pro-
fessionals as well as educators the:mselves. As there is a rapid progress 
in hydrology, it is very difficult for us to keep up with the latest develop-
ment, hydrologic education, and re-education beco:mes :more i:mportant than 
ever. 
I would like to e:mphasize three important ele:ments in the syste:ms 
analysis: flexibility, feedbacks, and alternatives. A good syste:m analysis 
should be flexible so it can be easily :modified when the situation changes. By 
feedback, the syste:m analysis is not a one-way procedure so that it can be 
self-adjusted to achieve its objectives. Because of flexibility and feedback, 
it is desirable to look into the alternatives. So:meone told :me a story that 
when he was a child, he learned a lesson fro:m his father. The father 
punished hi:m all the ti:me. At one ti:me he asked his father: "Why do I get 
so much punishment from you? 11 The father said: "Because you don t t have 
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alternatives. A child who gets the most whipping is the one who finds no 
alternatives." Having alternatives means you don't corner yourself; in 
other words, you are resourceful which leads you to a successful solution. 
Another point r want to mention is that the systems analysis cannot 
completely replace rich experience and sound judgment. In fact, you can 
become a better systems analyst if you have more experience and better 
judgment. System analysis is not just a pure technology, its effectiveness 
depends on how you use it. In this context, it becomes an art. Like in the 
case of painting, one can Inanufacture different kinds of paints, paint brushes, 
and canvas. The painter uses these materials only as a tool. An effective 
use of these materials simulates the system analysis. You can teach 
anyone to make paint but you cannot teach how to make a Picasso painting 
because each painter has his own background knowledge, judgInent, experi-
ence, and talent to Inake his own painting. In other words, the techniques 
of systems analysis can be taught but it is more important to develop one's 
judgment and talent, and if possible to increase one's knowledge and experi-
ence. 
The traditional approach to the design starts with identifying objectives 
and then specifying the criteria associated with these objectives, and then we 
corne to the stage of senses in which the designer is expected to use all of 
his imagination in thinking up certain ways of meeting thos e objectives. 
Following that, there is an evaluation stage and this we may have recycling 
of possible alternatives for how we are to meet the objectives. 1 would like 
to know from Dr. Chow, why the sequence seems to differ so markedly from 
systems engineering approach to systems analysis approach, because the 
relagation of the finding objectives to the substate in systems analysis seems 
to generate much more feedback that is necessary in the design project. 
Second, the use of systems analysis in modeling techniques for developing 
countries in which there is a scarsity of data. I would like some assurance 
as to the ways in which these can be generated. They do not result in the 
newly converted hydrologist being deluded into thinking that he is replacing 
the needs for our data. It is very easy to COInffiote with this much computer 
paper and say well 1 don I t need to go back to the rain gages. 
Chow: Systems engineering and systems analysis are intimately related. 
In systems engineering, systems analysis is used to analyze the engineering 
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problems. The problem of scarcity of data is a real one. As one cannot 
manufacture environmental data, one has to use whatever data that are 
available and extract as much information as possible, for example, by 
stochastic modeling in case of hydrologic data. 
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Section 3 
DESCRIPTION OF HYDROLOGIC SYSTEMS 
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USE OF SYSTEM ANALYSIS APPROACH 
IN THE HYDROLOGICAL PROJECTS OF 
THE WORLD METEOROLOGICAL ORGANIZATION 
by 
Jaromir Nemec* 
It is true that I was one of the promoters of such international seminars 
as this one, to be organized in several countries of the world, because as a 
hydrology professor I realized that there was a great need of interchange of 
ideas among hydrology professors of different countries. AIl you need to do 
is to look in some hydrology textbooks in the United States or in any other 
country and you will find that an absolute majority of the references are to 
papers on research in the author's own country and often references to 
developments in other countries are completely lacking. Very often it happens 
that the scientist finds out later that he has discovered something that has been 
discovered long before him. Often it is not his fault, but mainly the fault of 
a lack of exchange of information. If such information is to flow, it should 
first do so at the level of professors. They are the ones that are injecting 
into their students ideas and knowledge and I believe that these seminars best 
promote this flow of information around the world. I will not go into great 
detail about the activities of the World Meteorological Organization (WMO) 
in hydrometeorology and hydrology since they have already been described at 
the last seminar in Urbana and anyone who wants to know more about it can 
find it in the proceedings of that seminar which have been distributed here. 
I should prefer to develop the subject of this seminar and inform you of 
how and where systems analysis applications have some impact on our work 
on the international level. 
The use of system analysis in the administration of the WMO field operational 
projects and in particular in their control is one application which has, however, 
little in common with hydrology, except for the fact that a large majority of 
* Professor and Head, Department of Hydrology and Water Resources, 
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these projects, in which approximately U. S. $5,000,000 is invested per year, 
is concerned with the establishment and improvement of hydrological networks. 
In the design of hydrological networks the system analysis approach is 
a relatively recent development. In the past networks were designed as an ad 
hoc response to particular problems or projects (WMO, 1969). In most 
instances the availability of observers has determined the over-all form of a 
network. Hence there is usually a marked correlation between the population 
distribution and instrument density, often resulting in the poorest network 
where hydrological information is most needed. 
Poorly developed networks, with no rational basis for their design, are 
those most in need of improvement. Such networks cause the greatest hindrance 
to water resources assessment and to flood forecasting and prediction. Yet the 
enhancement of such networks has to be matched against the benefits from the 
additional information they produce. What is the value of one year of records 
from a new station? How can a network be improved to secure the greatest 
benefit at the least cost? How does the value of the information supplied by 
the network vary with the length of record in time and expansion in space or 
increase in density? These are the questions for which the replies might be 
supplied by system analysis techniques. 
Data from a network accumulate slowly. As a new record grows, a point 
is reached where there are just sufficient data for use as a basis for design of, 
say. a water resources project. At that point the return on the record will be 
maximum, because its total cost of collection will be small, but the risks in-
volved in its use will also be near their maximum. Risk decreases as record 
length increases, yet deferring a project in order to accumulate a longer 
record may be costly in terms of loss of benefit. At some time a balance is 
attained between risk and benefit, its position in time will depend on the type of 
project and among other things on the proposition of the resource developed. 
For a small proportion the balance point will be reached sooner than for a 
larger one. This suggests a policy of resource development by stages SO as to 
follow the curve of risk against benefits foregone. A system analysis approach is 
most beneficial for such studies which have been undertaken for example by 
Hall and Buras (1961), and Hall, Butcher, and Esogbue (1968). 
The cost of operating a network tends to increase year by year. Again a 
point is reached when a balance is attained, in this case between the value of 
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new information and the cost of obtaining it. Deciding when thi s point is 
reached is more difficult than in the case of the balance between risk and 
benefit, not only because the value of the records is difficult to quantify but 
also because most of the hydrological data are non-stationary time series. 
The most important element of system analysis used in network design is 
the concept of the information content of a record. It has been applied in the 
primary / secondary scheme for network design by Langbein (1954) and in 
investigations of the choice between continuing and discontinuing stations in 
relation to a limited budget by Fiering (1965). The solution allows an optimal 
allocation of the budget between prbnary and secondary networks. In addition 
it can be extended to different regions; the network being so balanced as to 
produce marginal information and account for physical differences and even 
political boundaries, as attempted by Matalas (1967). Information content 
is usually stated in terms of variability of one estiInate, but the accuracy 
required for any given measure may depend on the use made of the information. 
Spectral analysis and sampling may help to set realistic limits to the errors 
that can be tolerated in hydrological data collection for various needs, as 
attempted by Ea~leson and Shack (1966) and Eagleson (1967). If a certain 
error criterion is set, this approach can be used to determine the density 
necessary for that level of accuracy, and it may allow optimization of a 
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network, subject! to constraints other than purely sampling variability. 
In order to design a network within a systems analysis study, the in-
formation content of the data must be translated into economic worth. Studies 
of the value of various types of hydrological data made by Allison (1967) and 
Dawdy et al. (1969) indicate that the particular use of data influences its worth. 
Similar studies will still have to determine the relative worth of information 
on spatial variability and on long term trends. 
The above ideas on the use of system analysis were included in a WMO 
study "Hydrological Network Design - needs, problems and approaches," 
prepared by J. C. Rodda (UK). from an outline furnished by W. B. Langbein 
(USA) and employing material provided by A. G. Kovzel (USSR), D. R. Dawdy 
(USA) and K. Szesztay (Hungary). As demonstrated by this study the role of 
WMO as an international organization is to integrate the knowledge on application 
of system analysis to practical problems such as network de sign. 
In order to do so on an even more ample basis a casebook of network design 
practices is now being prepared by the WMO Secretariat in the Department of 
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which I have the pleasure to be in charge, in close cooperation with the rapporteur 
on networks of the WMO Commission for Hydrology, Mr. W. B. Langbein. 
This casebook will include a special chapter on system analysis in the 
network design and will no doubt be of interest to all of you who are interested 
in collection and processing of hydrological data. 
Data collected by the networks may increase the worth of the information 
included therein if they serve as an input into mathematical models of catch-
ments developed to forecast or predict streamflow. The nature of the input 
in the model, in terms of the number and arrangement of the data-acquisition 
points, can also be altered so as to minimize the error of prediction or 
forecasting. The terms "prediction" is used here for describing an output 
which does not necessarily contain indications of the occurrence of the 
phenO!nena in real time, while the term "forecasting" concerns an output 
including the indication of occurrence in real time. Although the use of these 
two terms in the above connotation is a matter of convention, since one of 
the duties of an international organization is to standardize terminology, WMO 
is promoting this use in all its activities. 
Hydrological models used for purposes of real time forecasting is another 
field of application of system analysis within the framework of activities of 
the World Meteorological Organization. 
In the past, due to the unavailability of rapid and accurate methods for 
simulating the behavior of a basin, forecasting systems were greatly simplified. 
The advent of electronic computers, digital and analog, the possibility of assembling 
various physical concepts of the elements of the hydrological cycle in connected 
phases of the runoff process and eventually in a simulation of catchment 
behavior using a concepiual model can result in significant improvements in 
hydrological forecasting and prediction. Many of such models use as a basic 
approach the principles of system analysis. A great number of different models 
are being developed at present, but not all are suitable for operational use for 
forecasting streamflow (WMO, 1970). 
Indeed, agencies responsible for operational forecasting face the difficulty 
of ascertaining the relative advantages and disadvantages of the many models 
proposed for operational use. For this reason the WMO, within its program 
of operational hydrology, organized an international project with the aim 
to proceed with an intercomparison of conceptual hydrological models 
which provide short-term ope rational forecasts of streamflow; 
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- to provide information and guidance on the use of such model s in 
various forecasting situations, with regard to specific conditions and 
accuracy requirements. 
For the purpose of this project the intercomparison will be confined to 
conceptual hydrological models which are operational and use electronic 
computers (either digital, analog, or hybrid). 
The intercomparison will be focused on short-term forecasting. However, 
it is understood that some models may also provide long-term forecasts or 
design values at the same time. 
The models should be dependent principally on meteorological data as 
input (e. g. rainfall, temperature, potential evaporation), although, especially 
for operational short-term forecasting in large basins, discharges at upstream 
points on the main stream or its tributaries may also be utilized, thus providing 
a significant increase in the accuracy of the output. 
The output of the models should be preferably a continuous hydrograph 
in real time at one or more locations in the basin, although models involving 
only total volume of runoff and its distribution in time will also be taken into 
consideration. 
Among the many possible ways of classifying conceptual models, two 
have been accepted for the purposes of this project. The classifications 
can be used simultaneously since they are complementary. 
They are: 
(a) 1. Models of basic basin response. 
These models are not able to simulate effects of human interference 
on the behavior of the basin. 
2. Models of the response of a system of rivers including human inter-
ference. 
These models are able, to a certain degree, to simulate short-term 
effects of human interference on the behavior of the basin. 
(b) 1. Models involving volume of runoff. 
2. Models involving distribution of runoff. 
3. Models involving the routing of flow through the channel system. 
It is obvious that models using the system analysis approach may be included 
in all types of models classified above. 
It should be emphasized that the objective of the intercomparison is to 
obtain an insight into the performance and accuracy of the models and not into 
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the efficiency of the forecasting system as a whole, the model being the only 
one element of such a system. 
It is evident that the accuracy of a model not only depends on the 
characteristics of the model itself, but also on the accuracy and quantity of 
data and input parameters as well •. 
Errors in historical and operational input data can only be eliminated 
to a certain extent. It is to be expected, therefore, that errors of this kind 
will influence the accuracy of the results. In accepting this fact it is important 
to note that very accurate and representative data are rare in hydrological 
forecasting work. In addition, it should be recognized that in spite of the in-
creasing complexity of the models, a perfect model does not exist. 
Any model will have its own range of application. This is illustrated 
by the following example. A model may be able to follow long-term trends with 
reasonable accuracy without requiring updating for one year, but might produce 
les s accurate peak discharges (even after recent updating) than another model, 
which has been specifically designed for short-term forecasting of peak 
discharges on the basis of regularly updated input. However, the first model 
might be more reliable for short-term forecasting of low flows than the second. 
It may be concluded from this simple example that the use of only one 
verification procedure for all models and condi tions should be avoided and 
therefore more sophisticated verification methods are required. These methods 
should include a variety of verification procedures appropriate for the various 
classes and types of forecasting variables. 
It is not possible to go into details of the verification criteria, they are 
described in considerable detail in the background report of the project which 
will be published soon. 
I will however be pleased to answer all questions you may have on all the 
above applications of system analysis approach to hydrological problems con-
sidered at present by the World Meteorological Organization. 
Question: I wonder if in your evaluation and comparisons you intended to 
look at the question of how much it costs in fact to run a particular model or how 
much data are required? Answer: Very much so. This is a subject of inquiry 
we are conducting with the agencies operating the models. The questionaire is 
dwelling on the problems of cost and not only cost but what kind of data, of course, 
are necessary for the development of the model. We will not be able to evaluate 
the cost in dollars because we are dealing with an international project and I 
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hope you realize that one hour of IBM computer time costs differently in Geneva, 
New York or, Calcutta. These prices are not the same, and you would be 
surprised at the difference. So we will express all this in kind, that is man-
hours of computer work, computer time for the development of the program, 
and for necessary telecommunication time. This is very much taken into 
consideration because we are trying to work out some kind of cost benefit 
assessment of this also. Since you have asked me this question I may say 
that we have another project where we are trying to evaluate the cost-benefits 
proportion ci the forecasting services in general. Here again system analysis 
will come in. The cost/benefit study of hydrological services is important 
because in some countries the question remains of whether it is worth organizing 
a forecasting hydrological service. There are damages from floods and whether 
the hydrological forecasting service can somewhat reduce those damages is not 
questioned. Some people among governing bodies of some countries voiced, 
however, the opinion that the hydrological forecasting service cannot eliminate the 
damage that is caused by floods, or even by hurricanes. It is therefore necessary 
to find ways of how to quantify the benefits of the forecasting system in order to 
prove to the governing of financial bodies the utility of the forecasting system. 
While we are sure in advance that in a large majority of cases the hydrological 
forecasting system has overwhelming benefits over the cost, there may be a 
few cases in which the benefit might be smaller than the cost. Under those 
circumstances the forecasting system will not warrant being put into operation. 
Question: Is your technical conference to be something like the Warsaw 
symposium on hydrological models? Answer: The Warsaw symposium is a 
general scientific symposium. While I speak of a technical conference to 
evaluate our projects, I have in mind a very strictly limited conference which 
only those participating in the project attend in order to evaluate the project 
themselves. The whole project will also be limited with respect to the number 
of models. We do not expect that this number will be over 15. At the symposium 
in Tucson I have counted models of authors from the U. S. There are about 55 
in the U. S. alone. So we have to use some constraint and limit the number 
of models. The technical conference will be limited to those people who are 
directly concerned with the project. The symposium in Warsaw is going to 
be a general scientific symposium, anybody can take part in it. In our case 
we will ask the conference precise questions and we would like to receive 
precise answers. For such purpose we believe in these types of conferences 
rather than in general symposia. 
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THE UNITED STATES IHD PROGRAM 
by 
Charles E. Downs* 
It is my pleasure to be here this afternoon to speak to you on the sub-
ject of the IHD. I am here on behalf of the U. S. National Committee for the 
IHD and Dr. Leo Heindl, Executive Secretary. In the discussion, I plan to 
briefly review the history and structure of the IHD at both the international 
and national levels and then to discuss the U. S. program by way of examples 
of activities of some of the U. S.I IHD Work Groups. One might begin by 
asking what is the IHD and why does it exist? The IHD, International Hydro-
logical Decade, (1965-1974l is a cooperative international program that in-
volves the efforts of over 100 nations (see Table 1), coordinated by UNESCO, 
to strengthen the scientific basin for water use and conservation; to stimulate 
education and training in hydrology, and to improve the ability of developing 
and developed countries alike to cope with their own water problems. 
The concept of an international cooperative program in hydrology was 
conceived by American hydrologists in the.late 1950's and early 1960's in 
collaboration with the Federal Council for Science and Technology. The 
concept was carried forward by the National Academy of Sciences--National 
Research Council, the American Geophysical Union, and the International 
Association of Scientific Hydrology. The United States Department of State 
advanced the idea further through the United Nations Educational, Scientific 
and Cultural Organization (UNESCO), which adopted the idea after sponsoring 
several international planning meetings in 1963 and 1964. In adopting the 
concept of' an International Hydrological Decade the General Conference of 
UNESCO established a coordinating council consisting of representatives 
from 21 countries (now numbering 31) elected biannually by the General 
Conference. Also repre sented on the coordinating council are the United 
Nations (UN), Food and Agricultural Organization (FAO), World Meteoro-
logical Organization (WMO), World Health Organization (WHO), International 
Atomic Energy Agency (IAEA) and UNESCO. Other international organizations 
* Staff Associate, U. S. 1. H. D. National Committee, Washington, D. C. 
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Table 1. Countries with IHD National Committees as of July 1970. 
Albania 
Algeria 
Argentina 
Australia 
Austria 
Belgium 
Bolivia 
Brazil 
Bulgaria 
Burma 
Burundi 
Byelorussian Soviet 
Socialist Republic 
Cambodia 
Cameroon 
Central African RepUblic 
Ceylon 
Chad 
Chile 
Republic of China 
Colombia 
Congo (Brazzaville) 
RepubUque Democratique 
Du Congo 
Costa Rico 
Cuba 
Cyprus 
Czechoslovakia 
Dahomey 
Denmark 
Ecuador 
El Salvador 
Ethiopia 
Finland 
France 
Gabon 
Fed. Rep. of Germany 
Ghana 
Greece 
Guatamela 
Guinea 
Guyana 
Hungary 
Iceland 
India 
Indonesia 
Iran 
Iraq 
Ireland 
Israel 
Italy 
Jamaica 
Japan 
Jordan 
Kenya 
Korea 
Kuwait 
Lebanon 
Madagascar 
Malaysia 
Mali 
Malta 
Mauritania 
Mexico 
Mongolia 
Morocco 
Nepal 
Netherlands 
New Zealand 
Nicaragua 
Niger 
Nigeria 
Norway 
Pakistan 
Paraguay 
Pero 
Philippine s 
Poland 
Portugal 
Rumania 
Saudi Arabia 
Senegal 
Sierra Leone 
Singapore 
Spain 
Sudan 
Sweden 
Switzerland 
Syrian Arab Republic 
Tanzania 
Thailand 
Togo 
Trinidad and Robago 
Tunisia 
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Turkey 
U.A.R. 
Uganda 
Ukrainian SSR 
U.S.S.R. 
United Kingdom 
U.S.A. 
Uruguay 
Venezuela 
Viet Nam 
Yugoslavia 
Zambia 
advising the council include the committee on Water Research (COWAR) 
and the International Counc il of Scientific Unions (ICSU). UNESCO pro-
vides the secretariat for the council and the council establishes working 
groups and panels for study of specific topics and the implementation of 
specific programs. UNESCO also furnishes scholarships for advanced 
students from developing countries in addition to sending technical missions 
to these countries, and collaborating with scientific associations to stage 
symposia and seminars. 
The International Hydrological Decade program includes a wide variety 
of specific studies. In general it may be summarized as: 
1. Studies of regional, continental, hemispheric, and global 
phenomena and processes; 
2. Studies in international basins polar regions, and/ or involving 
orbiting satellites; 
3. Joint or coordinated work in two or more countries; 
4. Studies of specific phenomena and processes of fundamental 
interest and wide usefulness. 
A major long term objective of the Decade is an estimate of the world 
water balance. Accordingly, 12 international working groups have been 
formed to study specific aspects of hydrology; following is a list of the 
presently active international IHD Working Groups: 
Working Group on Education and Training 
Working Group on Network Planning and Design 
Working Group on Representative and Experimental Basins 
Working Group on Hydrology of Carbonate Rocks of the Med iterranean 
Working Group on Nuclear Techniques in Hydrology 
Working Group on Floods and Their Computation 
Working Group on Information and Publications 
Working Group on World Water Balance 
Working Group on Hydrological Maps 
Working Group on Influence of Man on the Hydrologic Cycle 
Working Group on Hydrological Problems Re lated t::> Quality 
Working Group on Ground Water Studies. 
Basin 
This then briefly outlines the scope of international programs. Obviously, 
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it is at the national program level where the work actually gets done. With 
this in mind we will mOVe on to discuss the execution of the IHD program. 
Execution of the IHD program required the formation of national 
committees in each of the participating countries which now number 105. 
These national committees draw up the programs for their respective 
countries within the guidelines established by the coordinating council and 
the intere sts and capabilitie s of each country. The national committee s 
assure the collection and compilation of basic data and its diffusion, con-
sideration of regional programs, and coordination of national services in 
execution of the Decade programs. Interestingly, at the Mid-Decade Con-
ference held in December 1969, there was a strong feeling expressed by the 
developing countries to emphasize the practical aspects of hydrology in the 
second half of the Decade rather than the purely scientific. This of course 
is understandable, in many instances nations are not at the developed stage 
of science and technology that they can allocate resources to a purely scientific 
program. 
The United States participation in the IHD is coordinated through the 
U. S. National Committee for the IHD. A Committee of the Division of Earth 
Sciences of the National Academy of Sciences--National Research Council. 
At present it is composed of 21 members drawn from federal and state ag-
encies, universities, private institutions and private practice. Dr. Dean 
F. Peterson, Dean of the College of Engineering at Utah State University, is 
chairman of the U. S. National Committee for the IHD. 
The U. S. / IHD program is divided into five categories: 
(1) Studies and investigations of national and regional large scale water 
balances to be summarized in the National Water Atlas. The Atlas will also 
present the U. S. data pertinent to the compilations and studies of the global 
balance of water and water-born materials. The U. S./IHD Work Group on 
the World Water Balance is an example of an American program in this 
category. 
(2) Studies of hydrological processes in river, lake and groundwater 
basins in differing environmental provinces, including those under progres-
sively increasing human influence. This category includes the International 
Field Year on the Great Lakes, the Work Group on Representative and Ex-
perimental Basins, the Work Group on Ground water studies and the work 
Group on the Influence of Man on the Hydrologic Cycle. 
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(3) Re search in a variety of specific fields related to hydrological 
phenomena, processes, and methodology; included in this group for ex-
ample are the U. S./IHD Work Group on Nuclear Techniques in Hydrology, 
and the Work Group on Remote Sensing in Hydrology. 
(4) Education and training, exchange of students, research scientists 
and professors, programs in graduate fellowships, and on the job training. 
In this category fall the activities of the Work Group on Education and 
Training which has promoted such programs as UCOWR/IHD fellowships 
in hydrology program, the IAESTE/IHD student exchange program in water 
resources, and the annual International Seminars for Hydrology Professors. 
(5) Supporting activities, including scientific corYL'llunication, 
documentation and liaison with participating countries, and the secretariat 
of the IHD coordinating council (UNESCO). 
The U. S. /IHD program for participation in the International Hydrological 
Decade is centered around 13 work groups: 
Work Group on World Water Balance 
Work Group on Snow and Ice 
Work Group on Representative and Experimental Basins 
Work Group on Carbonate Terranes 
Work Group on Nuclear Techniques 
Work Group on Remote Sensing 
Work Group on Education and Training 
Work Group on Network Planning and Design 
Work Group on Hydrological Maps 
Work Group on Ground Water Studies 
Work Group on the Influence on Man of the Hydrologic Cycle 
International Field Year for the Great Lakes 
Work Group on Long Range Program for International Hydrology 
(Post-Decade Program). 
The activitie s of these work groups fall into one or more of the five 
categories of the U. S. IIHD program. To expand on the scope of some of 
these work groups by way of example, I might begin with the large scale 
water balances. The concept of determining a global water balance 
presents an extremely difficult task, but in essence it is this attempt at 
establishing a large scale balance through the improvement and integration 
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of existing information concerning the global water balance that is the unifying 
scientific objective of the Decade. On the national level, there is a great 
deal of doubt about the accuracy of precipitation, evapotraspiration, runoff, 
river discharge, and groundwater information, all of which has been and con-
tinues to be collected by different agencies for different purposes and is pre-
sented in different formats or frames or reference. Accordingly, the U. S. 
efforts along this line are directed towards the development of a National 
Water Atlas as a means of integrating all of this hydrological data. Clearly, 
such an Atlas would be a tremendous contribution to the international program 
on the global water balance. A second large working category of the U. S. / 
IHD program deals with river, lakes, and groundwater systems and is pro-
bably the most active aspect of the U. S. / IHD program to date. It is almost 
entirely concerned with the International Field Year for the Great Lakes 
(IFYGL), a joint Canadian-U. S. hydrological study of Lake Ontario during 
calendar year 1972. IFYGL is One of the first efforts to investigate a large 
lake synoptically and comprehensively and is a program developed by a bi-
national steering committee under the general guidance of the Canadian-
U. S. National Committees for the International Hydrological Dec·ade. The 
operational phase of the Field Year will begin I January 1972, and will in-
volve a full year of coordinated studies of the physical hydrology of Lake 
Ontario. 
The primary objective of the International Field Year for the Great 
Lakes (IFYGL) is to investigate synoptically and in depth, through integrated 
and fully coordinated research programs, a number of basic unsolved or 
only partially solved physical problems associated with the hydrology, meteor-
ology, energy balance, and water movements of Lake Ontario. The core 
programs of the Field Year have been organized into four interdisciplinary 
program areas, each with its own advisory work group. The objectives are 
to provide information that w ill permit institution of short and long term 
measures to insure continued use of Lake Ontario as an adequate source of 
unpolluted water and to improve long range forecasts of local weather, lake 
levels and other water management parameters. Many Field Year activities 
may also provide "laboratory sized" tests of oceanographic equipment and 
methods. The data handling considerations will provide experience in inte-
grating large volumes of hydrological information into such programs as the 
World Weather Watch. 
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The physical hydrology of the lakes, or any large body of water, can 
be divided into four parts. These are: The energy balance--how much 
energy comes into the water, how much is lost, and where and when; 
the meteorology of the lake--how much water precipitates onto the lake 
and in what form, how much is evaporated, and how these vary, under 
different weather conditions, over time and space; the terrestrial water 
budget--inflow and outflow through surface tributaries and the groundwater 
system; and finally the patterns of internal water movement and how they 
vary under different conditions of temperature, wind, water level, and 
location. It is anticipated that before the core programs for the Field Year 
are finalized there will be an addition of core programs relating to the bio-
logy and chemistry of Lake Ontario. Briefly then the core programs of the 
Field Year can be listed as: 
1. Energy Balance 
2. Lake Meteorology 
3. Terrestrial Water Balance 
4. Water Movement 
5. Lake Biology (Probable Core Program) 
6. Lake Chemistry (Probable Core Program) 
The last two core programs, if adopted, will most likely focus on the inter-
relationships between the distribution of life forms in the lake and the chemical 
and physical characteristics of the water: Initially they might include the cal-
culation of a "materials balance" of significant natural and man-made sub-
stances entering and leaving the lake, a study of their distribution in the 
lake, and an inventory of the fishery resources of the lake. Other likely 
topics for research under the biology and chemistry programs are studies 
of the biological productivity of the lake, the impact on it of nutrient chemicals 
from tributary streams, the influence ofthe Niagara River on the bio-chemical 
characteristics of the lake, and the population of bottom dwelling fish and 
other organisms. 
The benefits to be derived from the Field Year program are quite 
numerous but I personally feel that one of the major benefits arising from 
the Field Year program will be those accruing to improved management 
capabilities of such large lakes and of course improved management will 
touch the lives of the 35 million North Americans who line the shores of 
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the Great Lakes and the 70 million expected to live there by the end of the 
century. 
The third working segment of the U. S. /IHD program is that of 
hydrological phenomena and techniques. The U. S. /IHD work groups on 
Nuclear Techniques in Hydrology and Remote Sensing Techniques in Hydro-
logy are two U. S. work groups _which are active in this category. The work 
group on Nuclear Technique s in Hydrology over the past year has been active 
in promoting the use of nuclear techniques such as nuclear tracer methodol()gy, 
activation analysis methods for increased accuracy in the determination of 
the concentrations of mercury and other heavy metals in water. They also 
are sponsoring translation of a Russian book on the use of radio isotopes 
in hydrology, In addition, they have contributed work on nuclear techniques 
for the determination of soil moisture. The Work Group on Remote Sensing 
in Hydrology is potentially a very active group, however, at present the 
Work Group is also the Panel on Hydrology of the Committee on Space Pro-
grams for Earth Observations of the Department of the Interior. The 
principal objective s of this work group are to promote the use of remote 
sensing techniques in hydrology using aircraft as well as satellite plat-
forms and ground observation stations for the improved understanding of 
hydrological processes and phenomena. Our advantage in using remote 
sensing techniques is the increased scale of observation. Remote sensing 
from satellites for example will be helpful in updating hydrological maps 
and the synoptic observation of hydrological processes that will occur on 
Lake Ontario during the Field Year. Remote sensing can have a very sign-
ificant impact on the improvement of resource management techniques 
in fact, already has begun to show its influence on the way we approach 
regional problems. On the international level the Work Group on Remote 
Sensing in Hydrology plans to develop a manual describing the advantages 
and disadvantages of using remote sensing in hydrological studies and 
should be of great value to foreign hydrologists. An example of the value of 
remote sensing in the Field Year program is the ability to conduct synoptic 
observations of the snow and ice cover over the Lake Ontario Basin during 
the Field Year, and to observe the variations in the distribution and 
duration of snow and ice cover. 
The education and training category of the U. S. IIHD program is 
very active. The Work Group on Education and Training, in the fourth 
year of cooperation with the Universities Council on Water Resources 
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(UCOWR), has arranged for 62 fellowships and teaching and research 
assistantships in hydrology for students from abroad to study at U. S. uni~ 
versities. In addition, the U. S. /IHD in conjunction with NSF, UNESCO and 
UCOWR has organized a series of international seminars for hydrology pro-
fessors, this second seminar is one of the activities of the Work Group on Ed-
ucation and Training. The work group has also developed a student exchange 
program in cooperation with the International Association for the Exchange of 
Students Technical Education (IAESTE). The IAESTE/IHD-on-the-job- training 
program in water resources for foreign students at the undergraduate level is 
just beginning and we hope that this will be another successful program. 
The fifth component of the U. S. /IHD program is the supporting and in-
formation branch of the IHD program. This activity is concerned with main-
taining support for U. S. participation in international activities and executing 
programs at the direction of the national committee. 
This then is a quick review of some of the activities of the U. S. IIHD pro-
gram. Before opening the floor to questions, I might reiterate that the IHD is 
a cooperative program. UNESCO provides an official international intergovern-
mental coordinating agency, but each nation is responsible for its own program. 
The IHD is a program of many countries working together to advance their 
knowledge and enlarge the scope of information they have individually and collect-
ively, to meet the rapidly increasing problems of water planning and management. 
Questions and Answers 
1. Q. Does the scope of the Field Year Program include consideration for 
the effects of eutrophication, the thermal energy regime of Lake Ontario and the 
suspended matter contained in the waters of Lake Ontario? 
A. In answering the scope of the Field Year program related to water 
quality, I think that if I first define some of the processes active in Lake 
Ontario and from this it will become evident that some of the complement 
studies of the Field Year program will indeed touch on the water quality 
aspects. To begin with it might be best to define and briefly discuss the 
term eutrophication which may not be entirely familiar to everyone. In 
general, as a lake ages it undergoes change and a natural process of 
maturation takes place. Precipitation and natural land drainage contribute 
nutrients which support and enhance the growth of phytoplankton vegetation. 
The activities of man in altering the landscape by agricultural development 
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and urbanization, and in the discharge of industrial waste, sewage, and 
waste treatment plant effluence increase the amounts of nutrient inputs 
into a lake. The processes of enrichment and sedimentation that occur 
naturally are thus accelerated, and the quality of the water may change 
materially often at a relatively rapid rate. 
The process of enrichment of water nutrients is referred to as eutro-
phication, which, from the Greek means "well nourished." In the minds of 
some, little distinction has been given to the difference of the terms 
eutrophication and pollution. These terms are not synonomous although it 
is true that the discharge of waste materials into streams and lakes often 
adds nutrients which increase the productivity of both free floating plants 
such as algae and other forms of planktonic growth. 
Since the definition of eutrophication is based on an increase of 
nutrients, it is evident that measurement of their concentrations is of 
major significance in assessing relative stages of eutrophication. Many 
specific nutrients have been studied, including carbon, nitrogen, phosphorus, 
potassium, silica, trace metals and vitamins. The most attention having 
been given to nitrogen and phosphorus because, following carbon they are 
required in the greatest amount to the production of green plants (algae). 
Nitrogen and phosphorus are chiefly supplied through agricultural runoff 
containing eroded or leached fertilizers, and through storm runoff and 
urban sewage. 
An obvious benefit. of eutrophication then is the increase in the 
biomass that can be supported in a body of water. When this process exceeds 
certain levels however, certain higher forms of aquatic life are inhibited. 
Aesthetic values are also lowered because of an increase in algal growth 
that are a nuisance to those who wish to use the water for recreational 
purposes. As the process of eutrophication progresses in the deeper areas 
of a eutrophic lake, particularly below the thermocline, concentrations 
of dissolved oxygen may be drastically reduced because of the oxygen demand 
exerted by the decay of organic materials. Algae grow and die and are 
succeeded the following year by another crop of algae. As they die they 
tend to settle to the lake bottom and are decomposed by microorganisms 
that along with the macro-animals forms in the bottom ooze, exert an 
oxygen demand. This is what has happened so dramatically in Lake Erie, 
the lake has been choked to death. So in answer to your question on the 
water quality aspects of the Field Year in respect to the definition of 
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eutrophication, there are several programs planned which will measure the 
water quality (constituents) of the waters of rivers that flow into Lake Ontario 
as well as water samples from different depths in the lake and bottom sed-
iments as well. Addressing the second part of your question regarding the 
thermal energy regime of Lake Ontario the Field Year program through its 
core studies on lake meteorology, energy balance, terrestrial water balance 
and water movement all address various aspects of the thermal energy re-
gime. An interesting point in regard to the thermal energy regime in Lake 
Ontario is that of the effect of ice cover on the lake during the winter months 
of every year. It has been found in several studies in the Arctic that the 
heat flux through cracks in the ice sheets is on the order of 1O-50times that 
of the normal heat flux at the normal open ocean surface. Obviously, the 
tremendous local heat fl'ux into the atmosphere through these cracks could 
be playing a major role in frontogenesis or the birth of ArctiC storms. 
Similarly, the effects of ice cover on the Great Lakes and the heat flux 
through transient cracks in the ice cover could also have a very significant 
effect on the weather in the Great Lakes region. In this respect the use of 
satellite platforms for remotely sensing in a synoptic manner the duration 
and extent of ice cover and ice cracks over Lake Ontario during the winter 
as well as the surface temperature distribution will undoubtably be an advance 
in our knowledge of hydrological and meteorological processes over the Great 
Lakes. One of the points made at the Mid-Decade Conference in December 
1969 was the improved cooperation in international hydrology. Undoubtably 
there has been an increase in the' number of international cooperative hydro-
logical studies. I think IFYGL has proven the value of international scientific 
cooperation. i 
2. Q. What is'the U. S. viewpoint on the continuation of the IHD after 1974? 
A. Your question is only now being discussed at the international level. 
At the Mid-Decade Conference in December 1969. the national committees 
were asked to take under consideration plans for post-decade programs in 
hydrology. As far as having definite plans for a post-decade program the 
U. S. has nrne at this time; however. I can perhaps give you an insight into 
some of the thinking to date on a post-decade program. 
The scope of work activities for the remainder of the decade involves 
executing programs that were defined and isolated during the first half of 
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the decade. In most instances these problems will have been addressed 
and answered in one way or another. In some special cases however, such 
as perhaps groundwater studies, the activities of the work group :may pro-
ceed beyond the decade to the termination of this work group activity. As 
for a post-decade program, I would see the following prerequisite s to the 
institution of a post-decade program in hydrology: 
(1) The definition of objectives and alternative mechanisms for the 
attainment of these goals should be explicitly defined. 
(2) An objective plan for the improved utilization of the various 
international scientific associations under the ICSU (Inter-
national Council on Scientific Unions) umbrella should be 
explored further. 
(3) No matter what the program adopted encompasses it should pro-
vide for a set of criteria for gaging and reviewing its progre ss 
and updating priorities periodically. 
3. Q. Could you name other projects or benefits which have been brought 
to fruitation as a result of IHD activities? 
A. There have been numerous contributions to hydrology arising in the 
IHD program. In addition to the benefits to be derived from the International 
Field Year for the Great Lakes, many of the other work groups have con-
tributed in a substantial way. For example, the work group on represent-
ative and Experimental Basins has compiled a volume on Representative and 
Experimental Hydrological Basins in the United States which are under 
various stages of instrumentation. The work group has also cooperated 
with the International Biological Program (IBP) in the identification of 
long term observational areas. The Work Group on Education and Training 
has made a very substantial contribution to hydrology in the promotion 
of advanced education in hydrology on both the national and international 
level. The UCOWR/IHD hydrology fellowship and assistantship program and 
the IAESTE/IHD on-the-job-training program are two examples in this case. 
The Work Group on Snow and Ice conducted a workshop last year to discuss 
the hydrology of the snow and ice environment and to make recommendations 
for research in snow and ice and the improved management of snow and ice 
as part of the hydrologic cycle. The Work Group on Carbonate Terranes 
has conducted a continuing series of field seminars on the various aspects 
and problems of water resources development in Karst areas. 
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4. Q. Is the financial support of the IHD govermnent money or independent 
money? 
A. In general, the funding of the IHD program and various activities 
are from federal agencies such as the Corps of Engineers, the U. S. Geo-
logical Survey, and NSF. However, your question is difficult because many 
of the programs, while they are IHD projects, are not operated from the 
IHD Office. For example, the U. S. Army Corps of Engineers Great Lakes 
Branch of the Lake Survey is the lead agency responsible for the U. S. aspects 
of the International Field Year for the Great Lakes program. Accordingly, 
the U. S. part of the Field Year program is funded through the Corps of Eng-
ineers appropriations. The U. S. /IHD Secretariat is funded through NSF 
so what we have are different components of the program funded by different 
agencies depending on agency participation. I would say that in general, 
the level of U. S. activities in the IHD have not been at a level commensurate 
with our capabilities in hydrology. This has been due primarily to funding 
limitations. 
5. Q. How well is the IHD program organized in other countries and is 
it in fact providing the common ground which you had reference to 
earlier? 
A. The execution of the IHD program in other countries is quite 
variable but overall I would say quite good. The IHD program in Canada 
is very well organized and executed. They have defined their objectives 
and their mechanisms for obtaining these goals to avoid political dif-
ficulties. Their funding arrangement is somewhat different from the 
U. S. structure and has allowed the maintenance of a higher level of ex-
ecution than here in the U. S. They have also expended approximately 3 to 
5 times as much money in the execution of their program as we have here 
in this country. The IHD programs and contributions from Australia and 
New Zealand are very well organized. The scale of their program is 
somewhat less than the activities of the United States or Canada but this 
is a function of scale. Many other countries have certain components of the 
IHD programs which are making very significant contributions to the IHD 
program as a whole. The IHD program in the Soviet Union is also very well 
organized and executed. In general I would say that the level of participation 
of any country can be gaged according to their practical priorities in hydrology 
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and water resources as well as their economic ability to afford the 
luxury of a purely scientific program. In fact, this point was emphasized 
at the Mid-Decade Conference the aspect of practical objectives within the 
decade. These of course relate to the less developed nations and their 
need for practical development of their water and land resources. 
6. Q. Does the U. S. / IHD attempt to coordinate research at the national 
level? 
A. The U. S. National Committee for the IHD does not direct national 
priorities in research in hydrology. The national committee does 'direct 
the activities of the U. S. participation in the IHD. National research 
priorities are formulated at the level of the Committee on Water Resources 
in the Office of Science and Technology, by the National Water Commission, 
by the Universities Council on Water Resources and a few of the other govern-
mental agencies such as the Office of Water Resources Research which are 
actively involved in water planning. 
7. Q. What do you see as being the future activities of the U. S. /IHD 
Work Groups on ground Water Studies and network planning and 
Design? 
A. The UNESCO International Working Group on Ground Water Studies 
was established (authorized) at the Sixth Session of the Coordinating 
Council, held in Paris, France, last month (6-11 July 1970). Therefore, 
before national Work Groups on Ground Water Studies can be authorized, 
it will be necessary for the international working group to define objectives 
and program guidelines. In view of the importance of groundwater studies 
it is safe to assume that national work groups will be established shortl y. 
I am not aware of the reasons for establishing such an important working 
group SO late in the decade. Obviously, their activities will be ab-
breviated. 
The Work Group on Network Planning and Design has not been as 
active as it could be. The work group has re sponded to questionnaires from 
the international working group. I would like to see the group publicize 
some of the hydrological networks in use in the United States. Perhaps 
this case study could parallel the WMO casebook on Network Planning 
and Design. 
One of the most nebulous terms in hydrology is that of "hydrological 
network, " and it has carried over into the work group program. I anticipate 
this will change shortly. 68 
HYDROLOGIC INSTRUMENTATION 
by 
Duane G. Chadwick* 
Technology has advanced to the point where practically any type of 
information can be telemetered. (The recent high-quality television 
pictures which have been transmitted from the Moon and even faint radio 
signals which have been successfully transmitted to and received from a 
rocket flying past Venus are evidence of this fact.) Despite the great tech-
nological achievements, little work has been done on the extensive tele-
metering of hydrologic parameters from remote regions. The reason this 
is not commonly done is chiefly a matter of economics. Until now the high 
cost of telemetering equipment and the dense network requirement implied 
by the high degree of variability of meteorological conditions has been con-
sidered to be prohibitive. The network density problem is particularly 
severe in mountainous regions where terrain plays a significant role in 
causing non-ho:mogeneous precipitation and wind patterns. 
The ultimate criteria for the telemetering of hydrologic and meteor-
ologic information may well be, "are the data worth the cost?" Too many 
times the answer to this question is a negative one. Consequently, the 
development of equipment for obtaining hydrologic data at an acceptable 
cost will contribute significantly to the advancement of hydrologic know-
ledge. 
System Errors 
Because of the high variability of hydrologic data a particularly use-
ful system must have a sufficiently small error factor s to allow measure-
ment of the variable under scrutiny to the desired precision. Time and 
space error problems are serious and signficant to the reliability of the 
results. There needs to be a sufficiently large number of stations, and 
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data should be taken sufficiently often at each station to reduce these errors 
to an acceptable level. 
Digital Data 
An optimum hydrologic data system is also one in which all parameters 
are systematically coded, transmitted, received, and decoded in digital 
form. Data recorded in analog form require two extra steps before the 
direct analysis can be made of them. 
The direct digital recording facility greatly increases the volume 
of data that can be processed and analyzed by a given person and is, in 
general, a necessity if the number of hydrologic stations, and the fre-
quency of observations are to be increased according to the variability 
of meteorologic and hydrologic conditions. The digital facility allows much 
to be accomplished that would not otherwise be attempted. The elimination 
of manual processing also removes some of the chance to err. 
UWRL TIM System 
An hydrologic instrumentation and T 1M system has been developed 
at Utah Water Research Laboratory (UWRL) which incorporates desirable 
features discussed above and is compatible with the requirements con-
sidered necessary for the measuring of remote hydrologic parameters. 
This system has been designed for unattended use in remote mountainous 
regions, operating for indefinitely long periods of time without requiring 
maintenance and without having an appreciable degradation of accuracy. 
One guiding philosophy in the instrument design was to keep the re-
mote station design as uncomplicated as practical. This simplicity of 
design accomplishes three things: (1) it makes a more economical system 
possible, (2) it suggests low power consumption which is important for 
remote regions, and (3) it make s a more reliable de sign pos sible. An 
economical system de sign is important because it permits installation of 
several or even many stations instead of one or two. The more representative-
ness thus achieved gives much more information about the hydrology of the 
geographical area being studied. 
One need not make many treks into the winter mountain wilderness 
to repair equipment to appreciate an instrument that never quits. Such 
reliability is achieved at UWRL in part through use of a basic sensor 
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concept which is free of friction and will not wear out. The sensor consists 
mainly of a coil of wire having an air core and a metal core material which 
can be lowered or raised inside the air core coil. Tests have shown this 
system to be stable, free of static friction, high resolution, and economical. 
Figure 1 shows how a microbarograph was adapted with a variable 
inductance pickup to be used for remote telemetering purposes. This 
alteration can be accomplished without affecting the basic movement or 
instrument characteristics, provided that the movement is counter-
balanced to allow for the weight of the movable core material. As baro-
metric pressure changes, the coil inductance changes; this in turn changes 
an audio tone. The frequency of the audio tone, therefore, represents 
barometric pressure, and this is the electrical signal transmitted to the 
base station. 
Figure 2 illustrates an actinometer used for measuring solar radiation 
which has been adapted for electrical sensing in a similar manner to that seen 
in Figure 1. Some of the hydrologic measurements which can also be made 
using this variable inductance principle include humidity, wind, temperature, 
precipitation, water-content-of-snow, evaporation, and stream level. 
Figure 3 illustrates a mercury manometer designed to measure liquid 
pressure using the variable inductance principle. This particular unit was 
made to measure the water-content-of-snow. Snow falling on a large flexible 
diaphragm "pillow" which is filled with the liquid creates a pressure on the 
liquid proportional to the weight of the snow. Thus liquid pressure can be 
a measure of the water content of the snow. 
As the manometer shown in Figure 3 requires that only 1 cubic inch of 
liquid be displaced for a full scale range of operation, the total surface de-
flection of the pillow required to displace 1 cubic inch of liquid is in the order 
of .0001 inch. The coefficient of liquid expansion within the pillow is, of course, 
more than this. As the diaphragm of the pillow is flexible, however, liquid 
expansion and contraction due to thermal effects are handled by slight adjust-
ment in the position of the diaphragm. If the pillow is sufficiently large in 
area, repositioning of the diaphragm can be accomplished wi thout serious 
bridging effects. 
Other integral parts of the remote system are the electronic circuits 
which are associated with the sensors discussed above. Basically, a very 
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Figure 1. Microbarograph adapted for obtaining an 
electrical signal suitable for telemetering 
purposes. 
Figure 2. Solar actinometer which has been adapted 
for electrical sensing. 
n 
Figure 3. Mercury manometer designed 
to accurately measure up to 40 
inches of water. Different capacities 
are pos sible by selection of the 
diameters of the columns. 
REMOTE TIM TRANSPONDER BASE TIM STATION 
. ~ SIMPLE TELEMETERING SYSTEM 
Figure 4. Block diagram of a simple telemetering 
systeTI1. 
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siInple telemetering system can be described as shown in the block diagram' 
in Figure 4. No provision is made for turning the system on by remote con-
trol. An accurate timer (electric clock) simply turns on the system at a 
prearranged time each day. Such a system requires a minimum of battery 
power and is about the ultimate in simplicity. 
The base station readout system is also uncomplicated, since it 
requires no remote station address encoding or transmitter for trans-
mitting turn~on commands to the transponder. There are four drawbacks 
to this system, however: 
1. Datum is not always received when it is most wanted. 
2. Clock accuracy limits the number of stations that can be 
received in a given time period. As clocks ultimately will 
lose or gain time, the maximum number of stations that can 
be received in a given period of time is a function of the ac-
curacy of the clocks. 
3. The TIM system as shown transmits only one parameter, 1. e., 
precipitation. 
4. Transmission range is liInited basically to a line~of-sight 
distance. 
A more complete hydrologic TIM system is shown in Figure 5. At 
the cost of complexity, the four disadvantages enumerated above have been 
overcome. 
As seen in Figure 5, provision is made for turning on the transponder 
by a transmitted command from the base station transmitter and encoder. 
The encoder generates the proper address signal so that the remote station 
having a corresponding address will answer. All other remote stations 
having different addre ss tones remain inactive. 
Once the remote transponder has been activated it will commence 
the transmission of signals until the information from the various para-
meters has all been transmitted, at which time it automatically shuts down 
and awaits the next interrogation. 
The line-of-sight transmission limitation is alleviated by the use of 
a mountain-top translator, or relay. Thus, signals can be transmitted 
to and received from remote areas provided that both the remote station 
and the base station are approximately in view of the mountain-top 
translator. 
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REMOTE TRANSPONDER 
I 
TELEl\lETERING SYSTEM TRANSMITS MULTI-PARAMETERS 
ON DEMAND VIA A MOUNTAIN - TOP TRANSLATOR 
Figure 5, Block diagram of a general purpose 
T 1M system capable of transmitting 
multiparameter data on an "on-call" 
basis. 
Figure 6. Base-station readout console used 
for receiving TIM signals. Console 
consists of a receiver, tracking filter, 
and counter. 
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Simplification of the remote stations requires that the base station 
readout be slightly more complicated than is customary in other tele-
metering systems. The reason for this is that the information received 
is not in engineering units. Precipitation, for example. could be read 
as a frequency tone or time interval instead of inches-of-water. The 
necessary conversion is readily made in a digital computer, however. 
If the data is to be read manually. then a conversion table or curve can 
be consulted to make the conversion. 
One advantage of the time interval or frequency tone read-out 
system is that it can be digitized automatically in a frequency counter 
and put On magnetic type with essentially zero error. 
There is a problem, however, in reading the incoming frequency 
without errors. This problem is caused by atmospheric or man-made 
electrical noise. The digital counter not being able to distinguish between 
noise and signal counts the noise along with the signal which could result 
in large errors. 
In order to eliminate the errors caused by spurious noise signals. 
a phase lock-loop tracking filter was built. This tracking filter will 
automatically scan the audio spectrum looking for the telemetering signal 
through a 3 Hz "window." When it "sees" the TIM signal, it "locks-on" 
to the signal and generates its own signal which is locked in phase to the 
incoming noisy signal. The digital counter simply counts the locally 
generated signal which is noise free. Noisy signals almost too weak to 
be audible can be thus read with essentially zero error. 
Figure 6 is a picture of the base station readout unit having a 
receiver, tracking filter, digital counter. Other base station equipment 
used but not shown include the transmitter, encoder, digital print-out, 
and magnetic tape digital recorder. 
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SYSTEM EVALUATION - RELIABILITY OF DATA AND 
EXTRAPOLATION AND CORRELATION OF DATA 
by 
Roland W. Jeppson 
Introduction 
This portion of the program was originally to be presented by Vujica 
Yevjevich from Colorado State University. He was unable to arrange his 
schedule to attend this session and I was requested to talk about "system 
evaluation. II The topic system evaluation is indeed broad, and when I 
first read this title in the program, I wondered about what specific ap-
proach to the subject would be most beneficial. The two subhead ing s 
in the program "(il reliability of data, II and (ii) extrapolation and cor-
relation of data, II give more guidance in defining what to discuss. Con-
sequently, I will interpret "system evaluation" to mean evaluation of avail-
able data, such as rainfall, runoff, evapotranspiration, etc., to ascertain 
how well natural hydrologic occurrences, which we may be concerned with, 
can be defined. "System evaluation" under this definition does not mean 
the verification of a mathematical model of a hydrologic system. Rather 
under this interpretation "system evaluation" means defining the natural 
system through judicious analyses and interpretation of available hydrologic 
data. 
Since the recorded data are the foundation upon which a mathematical 
model of the system is built, the first step is assemblage of available re-
cords and collection of data,if needed. Hydrologic data are never completely 
adequate in terms of quantity or quality. Most data have been collected at 
sites which are relatively accessible. Consequently, records are often 
lacking for many of the remote high elevation heavy water producing areas. 
Furthermore, much of the data must of ]lecessity be collected under less 
ideal laboratory conditions in which extraneous influences are not measured 
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and often not known. For instance, when the 100-year flood flow occurs, 
generally no one is at the site to make a current meter measurement, and 
consequently considerable extrapolation of the stage-discharge relation-
ship by some method is necessary. To a much smaller amount non-extreme 
recorded data may contain considerable error. 
Dickinson (1967) in analyzing stream flow measurements in the U. S. 
to quantitatively evaluate systematic and random errors concludes that 
future summer stream discharge amounts, obtained from stage discharge 
measurements established during earlier years, are within +12. 9 and -11. 2 
percent, 80 percent of the time; and within +21. 5 and -16.9 percent, 95 per-
cent of the time. Similar winter discharges can be expected to be only with-
in +47.6 and -39.6 percent of the actual discharge with 80 percent confidence; 
or within +76.9 and -56.9 percent with 95 percent confidence. Other hydro-
logic data on a watershed basis such as precipitation, temperature, humidity, 
etc. in which point measurements must be extrapolated over large areas, 
probably are subject to even larger confidence bands. Double mass curves, 
when used with professional judgment, are a very useful tool to adjust re-
cords for different periods which may have been obtained at slightly dif-
ferent locations by different individuals. 
Multivariate Statistical Methods 
Since the description of a hydrologic system includes the inter-
actions of many variables and processes, whose magnitudes are subject 
to measurement and extrapolation errors, multivariate statistical methods 
are among the most useful tools available to hydrologists. Two variate 
correlation and regression analysis was one of the first tools used in ex-
tending short records at one station by relating it to a record at another 
station with a longer record. With the advent oLthe high speed digital 
computer, multiple correlation and regression analyses, as well as 
such statistical methods as, Principal Component Analysis, Auto Cor-
relation, Spectral Analyses and Stochastic Hydrology, of ten or more 
variables can easily and economically be obtained. Most present day com-
puter centers, or installations, have a number of programs available for 
carrying out these computations. These programs may be part of the 
systems core image library, or in other executable ready form, so 
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that the user need only supply a minimal number of system control state-
ments with the data to be analyzed. If such programs are not in executable 
form on the system, a variety of programs are available through program 
support by the computer manufacturers such as the IBM system-360 Scien-
tific Subroutine Package, and the UNIVAC Math-and Stat-packs, or such 
packages of programs as the Biomedical Computer (BMD) programs. From 
these available programs a user can generally select one for carrying out 
the particular analyses he desires. 
Discretion is needed in the use, as well as the interpretation ,of the 
results from these so called "canned programs," however. If the problem 
is specified in terms other than those for which the program was designed, 
lack of numerical accuracy may cause the results to be grossly in error. 
A study by Wampler (1969) in which he evaluated the performance of 22 
different computer programs for accuracy in determining regression coe-
fficients by fitting data to a fifth degree pol ynomial, demonstrate s such 
potential lack of accuracy. For the problems specified by Wampler, the 
majority of the programs produced complete nonsense when single precision 
arithmetic was used. Table 1 summarizes the results giving the average 
number of correct digits in the regression coefficients obtained by Wampler 
in his two problems. He sugge sts the following precautionary steps that 
a user should take to prevent, or a least gain an awareness of whether lack 
of precision exists. 
1. Run test problems where coefficients are known. 
2. Transform the data e. g., by substracting means or coding to en-
sure all variables have means of approximately the same magnitude. 
3. Do the calculations several times, scaled differently each time. 
4. Shuttle the columns of x and run the problem again. 
5. Use double precision arithmetic. 
6. Verify that internal checks are satisified, e. g., that the residual 
sum of squares in the analysis of variance equals the sum of dif-
ference squared between observed and predicted values of the de-
pendent variable. 
Furthermore, the user of statistical programs must be judicious in specifying 
the mathematical equation to be used in fitting the data. Wampler's study 
indicates that programs based on more recent algorithms such as Orthogonal 
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Average Number of Average Number of 
Correct Digits 
Program Algorithm 
3 Yl Y2 Program Algorithm3 
Single Precision - 8 digits Single Precision - 9 digits 
ALSQ IIOS HT 4.10 5.37 LINFIT 235 E 
BJORCK-GOLUB 1108 HT 4.39 5.95 LSCF 235 E 
BMD02R Il08 E -0. 1I 1. 9S LSFITW 235 GS 
BMD03R 7094 E 0.74 1.72 POL FIT 235 OP 
BMD03R 1I08 E - . 12 2.:!9 STAT20 235 E 
STAT21 235 E 
DAM 7094 E l. 39 2.31 (Double Precision - 18 digits) 
DAM 1108 E - .26 2.62 ALSQ lIOS HT 
UNFIT (Miller) 7094 ? -2.76 -0.30 BJORCK - GOLUB 1108 HT 
LSTSQ 1I08 HT 4.53 5.84 BMD02R 1108 E 
MATH -PACK, ORTHLS 1I08 OP 2.12 4.36 BMD05R Il08 E 
LSTSQ 1I0B HT 
MPR3 7094 E -0.14 !. 86 MATH - PACK, ORTHLS 1I0B OP 
OMNITAB (Ortho) 7094 GS 3.95 5.97 ORTHO 1I0S GS 
OMNIT AB (Ortho) 1I0S GS 4.14 5.46 ORTHO (no iter. ) 1I08 GS 
OR THO (ru:r i't" c_)' 1I0S GS -1.9B 0.42 ORTHOL 11 OB GS 
ORTHOL llOB GS 3.59 6.20 POLRG 110S E 
STAT - PACK, RESTEM 110B E 
POLRG 110B E 2.2B 
STAT - PACK, GLH 1I08 E 2.77 
STAT - PACK, REBSOM 
STAT PACK, RESTEM 
(1) Taken from Wampler (196B) with Problem No. 
Y1 : Y 
1 + x + x2 + x3 + x4 + x5 
2 3 4 5 
and problem No. 2. Y
2
: Y 1 + .1 x + . 01 x +.001 x +.0001 x +.00001 x 
In both problems the observations were obtained with x taking on the integers 0, I. 2- - -20 and the yl s being computed 
by the equations. 
(2) UNIVAC 1I0B, IBM 7094, GE 235 
(3) E = Elimination Method; GS '" Gram-Schmidt orthonormalization; HT Orthogonal Householder transformations: 
OP", Orthogonal polynomials. 
Correct Digits 
Yl Y2 
0.91 2.S9 
0.31 2.4S 
4.10 6.35 
3.35 5.92 
O. 61 2.92 
I. 17 3.18 
12.67 15.32 
13.58 17.06 
9.65 12.87 
9.37 II. 79 
14.64 12.29 
12. 10 14.46 
13.19 15. 51 
7.96 10.35 
13.21 15.60 
9.29 II. 81 
9.49 12.02 
Householder Transformations and Gram-Schmidt Orthonormalization gave 
best precision, the use of Orthogonal Polynomials ranked next with tnethods 
based on Gaussian elimination the least accurate, particularly if iterative 
refinement was not used. 
Multiple regression gives the values of the b coefficients to an equation 
of the form 
or 
with 
+b x 
n n 
~ - X k •••.•.••.•..••.•.•.•.•••.• {la} 
such that it fits the data as well as possible. In Eq. I, Xo is the dependent 
variable; Xl' Xz -- Xn are the independent variables. The common criteria 
used to fit Eq. I is a minimization of the sum of the squared deviations. This 
criteria is achieved by adding an error term e to the right side of Eq. 1, 
solving the resulting equation for e, squaring and summing over all ob-
servations. Upon taking the derivatives of this result with respect to the 
unknown b's and then equating to zero, leads to the following linear system 
of algebraic equations whose solution yields the coefficients b l , b Z' , •• bn . 
AB=Y (lb) 
in which the individual eletnents of the matrix A consist of the corrected 
sum of squares and products as given below 
L; Xl 
Z L;xl x z ' L; Xl xn 
L;xZ Xl 
L;x
Z 
Z L;~ L;xZ xn A= 
L; X n XI L;xn Xl L;x 
Z 
n 
b l L; XI Xo 
B= b Z and 
Y= L;xZ Xo 
b L;xn Xo 
n 
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II only linear equations such as Eq. I could be fit to data by the 
methods of regression its use would be very liInited in hydrology ap-
plications. By transforInations of the variables, i. e., by considering 
an X in Eq. I as SOIne function of the actual data, considerable latitude 
is provided to fit data to Inore cOInplex InatheInatical equations. For 
exaInple to fit data of a series of two concurrent values(P i , Si) to a 
second degree polynomial (a parabolic curve), S. would replace X
o
' 
2 1 
would replace and would replace :xz in Eq. 1. 
A log transforInation is cOInInonly used. For the two variate case, 
if the logarithIn is taken of both the dependent and independent variable, 
the actual equation being fit is 
Y = b X\ 
o 
•••••• (2) 
If only the dependent variable is transformed by taking its logarithm, 
the equation is 
. . . . . • (3) 
To fit data froIn two variables to an equation of the forIn 
Y a + InXn .. . . . • (4) 
(a, In and n equal constants) requires that the transformation consists 
of logarithms of differences. To understand this transformation note 
that Eq. 4 is a solution to the ordinary differential equation 
dY 
dX 
n-l 
=nInX • . • . • • . . . •.••••••.••.• (5) 
taking the logarithm of both sides of Eq. 5 gives 
dY log (dX) = log (nm) + (n-l) log X ..• (6) 
Consequently log (L\Y IL\X) should replace Xo in Eq. 1, and log X should 
replace Xl' After obtaining the coefficients, n =l+bl , In = ebOln and 
a = Y - mX- n in which Y and X are average values. 
To implement the transformation of Eq. 6, the original data must 
first be ranked in descending order of magnitude and the logarithm of 
the quotient of consecutive differences used as the dependent variable. 
Since the transformation may consist of reciprocals, products of 
two variables, trigometric function for cyclic data, or even second or 
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x 
Figure 1. 
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Slope'" 1/ bx.y 
Slope = b y·x 
higher order differences, data can actually be fit to an equation of nearly 
any desired form. Furthermore, transformations often improve the statistical 
behavior of the data, thus providing improved validity of statistical tests. 
Statistical Tests 
Of a number of statistical parameters and tests available for as-
certaining the significance of the regression fit, the multiple correlation 
coefficient R represents the most widely used single parameter. A value 
of R equal to unity indicates a perfect fit, the highest theoretically pos-
sible. The smaller its value the poorer the fit. The square of the multiple 
correlation coefficient R2 is referred to as the coefficient of determination 
D. The value of D is obtained by dividing the corrected sum of squares 
accounted for by regression by the corrected sum of squares of the de-
pendent var iable, or 
2 2 
:Zx :z 2 2 
D=R 2 
o 
Zx 2 
o 
e 
.....• (7) 
in which :Zx 2 
o 
:z X 2 
o 
X. 
o 
The value Z£ 2 
o 
also equals BY = 
formula. The latter part of Eq. 7 can, and should be used, however, as an 
internal check on the accuracy of the computations to insure that truncation 
errors have not produced nonsense as output. This computation requires a 
"plot back" i. e., computing values from the regression equation for each 
dependent variable by using the corresponding data from the independent 
variables. The value is the sum of squared differences between the 
computed and observed values. 
For the two variate case (X, Y), the correlation coefficient is gen-
erally denoted by a lower case r with subscripts denoting the dependent 
and independent variables respectively, and its square is given by 
y.x 
b
2 S 2 b 2 S 2 2 2 b 2 y.x x x.y 
.3:..- b .. . . S2 S 2 S y.x x.y 
y x Y 
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(8) 
2 
in which the S 's denote variances and the. subscripts denote the variables; 
thus b is the coefficient of the regression equation assuming y is the 
y.x 
dependent variable and b is the coefficient assuming that x is the de-
x.y 
pendent variable. 
By mUltiplying the standard error by appropriate t-values obtained 
from a table of t-distribution and adding and subtracting the product from 
the regres s ion line, confidence bands can be established. Data points 
laying far outside outer confidence bands should be examined with suspicion 
of being in error. Fig. 2 illustrates regression lines with confidence 
bands assuming, (a) Y is the dependent variable and (b) X is the dependent 
variable. The regression assuming Y dependent gives the best estimate 
of Y for a given value of X, whereas the regression assuming X is depen-
dent gives the best estimate of X for a given value of Y. 
After discussing "analysis of variance, " a regression method referred 
to as "orthogonal regression" will be presented which makes no distinction 
between dependent and independent variables. 
Analysis of Variance 
Anal ysis of variance is a statistical technique which partitions the 
total variance into its component parts. When used in conjunction with 
regression analysis it shows the contribution to the corrected sum of 
squares (or variance) by each of the independent variables. By dividing 
the variance attributable to each independent variable by the error variance, 
an F-value is obtained, which can be compared with tabulated values from 
an F-distribution to determine the significance (or lack thereof) which 
that variable contribution to regression. Table 2 illustrates the entries of a 
typical analysis of variance table. 
An analysis of variance is based on the X's being normally and in-
dependently distributed variables. Seldom are these criteria satisfied 
by hydrologic data. Consequently professional judgment must be an 
integral part of the conclusions drawn from an analysis of variance. 
Wallis (1965) has demonstrated this need by comparing the relative 
effectiveness of six statistical methods. Each method was 
utilized to study the relationship of the weight of a hollow cylinder, using 
only data from the actual relationship. The methods did not give identical 
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Table Z. Typical Analysis of Variance 
degree 
of Sum of Mean 
Source of Variation freedom Squares (1) Square F-Valu e 
Total N-l I'x Z Z! 
0 
LXo {n-l 
Accounted for by Regr. :Ex Z _:EeZ 
Z 2 
n :Ex -:Ee lin Mean 
0 
Z 2 
0 divide 
squares 
d by 
squares 
idual 
ror 
I mean Xl bl I c 11 b/c n 
I 2 Z of res bZ I cZ2 b2 I c 22 {or er 
vari 
X I b
Z
! c b
2 /c 
n n nn n nn 
Xl + Z (see eq. below) 
Residual N- 1 -n :Ee2 :Ee2 /(N-I-n 
1. The c's consist of the element indicated by subscripts from the 
inverse coefficientmatrix,i.e. C" A-I 
2. The sum of squar~s for two terms combined is obtained by 
Z - Z 
Sum of squares (Xl + X2 ) b l cil + b l b 2c 1Z + bZb 1 c 21 + b2 c Z2 
in which the c's are the elements of the inverse of the corresponding 
e leme nts of the inver se coefIic lent matrix, i. e. 
answers, even when the same data are used. Therefore it becomes clear 
that judgment is also needed to select the best method for each specific 
hydrologic problem. 
ance) 
Some of the implicit assumptions of regular regression a nd correlation 
analysis which should be kept in mind in their use are: 
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1. The independent variables are assured to be known without 
error, and only the dependent variable contains error. 
Z. The magnitude of errors of the dependent variable is independent 
of size. 
3. The values of the independent variables are uncorrelated random 
events. 
4. The relationship between the dependent variables and the in-
dependent variables is linear or can be made so by suitable 
transformations. 
Methods are available for curve fitting when both the abscissa and 
ordinate are subject to error (O'Neill, Sinclair and Smith, 1969). A 
method will be discussed next which also permits error to exist in all 
of the variable data. This method gives a regression line for the two 
variate case which lies between that obtained by ordinary regression by 
assuming Y is the dependent variable and assuming that X is the dependent 
variable depending upon the relative error ascribed to each. While the 
results from this orthogonal regression do not constitute the best pre-
dictor for either X or Y, it appears well adapted for hydr:ologic pro-
blems and studies. 
REGRESSION BASED UPON 
LEAST SQUARED ORTHOGONAL DEVIATIONS (1) 
In ordinary least squares regre ssion, as pointed out previousl y 
the sum of the squared deviation e is minimized. In orthogonal re-
gression the sum of the squared deviations normal d (see fig. Z ) to 
the hyperplane of Eq. 1 is to be minimized. Using vector notation 
this normal deviation, denoted by d, between the data point and the 
hyperplane is given by 
blxl + bZxZ + 
.. . +bkxk -x 0 
d ~l + bIZ + b Z \ INI Z • +bk 
• (9) 
(1) Taken from a paper by Roland W. Jeppson 'and A. Leon Huber 
"Determining Coefficients of Linear Mathematical Model s by Min-
imizing the Sum of the Squared Orthogonal Deviations, " District 
10 Regional Meeting of the American Statistical Association, Salt 
Lake City, Utah,May,1969. 
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in which N is a vector normal to the hyperplane and P is the position vector 
of the data point. After squaring and summing over all n observations, the 
equation becomes, 
l:d
2
" 
l: +. + (10) Q" 
I + b l 
2 2 
+ b 2 + . + bk 
2 
In order to minimize the sum of the normal deviations squared the partial 
derivative of Q with respect to each coefficient is equated to zero. After 
simplification, the resulting k cubic equations must be solved simultaneously 
for the b's. The resulting equations are: 
(I + b I
2 
+ . 
a l: [ 
- b 2 (b 1 Xl + . 
2 
b 2 
+ bkXk -xo) + 
(l 2 + b l +. + b~2) (bixi + . + bk~ -xo )] 0 
~ l: [ bk(bix i + . 
2 
a b k 
+ bk~ -x
o
) 
2 (1 + b l +. 
The system of equations given by 11 is nonlinear. The Newton-
Raphson iterative method (see Saaty and Bram, 1964) has been used to solve 
this system without difficulty in a number of applications of orthogonal 
regression. In the Newton-Raphson method a better approximation of the 
coefficients is obtained from the present values by 
b(l + 1) " b (il - 1 (il - (i) 
- D f 
in which the values for the vector 7(i) are obtained by substituting the 
-(i) (i)-l 
present values from the vector b into Eq. 11 and D is the inverse 
of the derivative matrix 
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• (12) 
a f1 a 
D (i) 
a b2 bk 
(13 ) 
a fk a a fk 
~ b 2 8bk 
In the applications made to date the initial values for bin Eq. 12 have been 
obtained from ordinary least squares regression analysis. 
While the coefficients of the mathematical model which satisfy the 
criteria of minimizing the sum of the squared normal deviations can be 
obtained as described above, a computationally more efficient method is 
presented later. Since this alternative approach follows logically from the 
results observed for the two variate case, the two variate case is now 
discussed in detail. 
Two variate case 
If only two variables are involved in the analysis, a geometric 
interpretation can be obtained. For this case Eq. 1 can be reduced to 
y = bx + e bx + d/ cos e • . . • . . . • . . . . (14) 
in which b is the slope of the desired line of best fit on an X Y plot of the 
data (see Fig. 2), e is the deviation in the Y -direction, d is the deviation 
normal to the desired line and e is the angle between the line and the 
horizontal given by e = arctan b. 
To minimize the sum of the normal deviations squared, d is solved 
from Eq. 14, squared and summed over all observations giving 
Q 2 2 2 Ed = E cos e (y - bx) .. •• (IS) 
This result is then differentiated with respect to b and set equal 
to zero, giving 
in which 
2 2 
db '" E ( 2 cos 9 (y - bx) (-x) + 2 (y - bx) 
cos e (-sin e) :: J = 0 
de 
db 
d (arctan b) 
db 
90 
• • . • • . (16) 
Upon substituting for db the equation becomes: 
dQ 
db 
If the possibility that e 90 0 is excluded, both sides of Eq. 17 may 
- (1 + b2 ) sinG 
be multiplied by 2 cos2 G and b may be substituted for cos G giving 
2 2 2 
E [ (1 + b ) (xy - bx ) + b (y - bx) ] = 0 
Upon expanding Eq. 18 and collecting coefficients of b3 , b 2 , and b, 
Eq. 18 becomes 
222 E[ -(xy)b +(y -x )b+xy] 0 
which can be simplified further to 
2 ,,2 '" 2 
. (18) 
b+"'x-<-y b 1 o ................... (19) 
E xy 
Finan y, solving for b, using the quadratic formula results in 
in which 
b = -B + -I B2 + 4 
2 
........•.•........ (20) 
The sign preceding the square root in Eq. 20 is determined by the following 
rule: The positive (+) sign should precede the square root if and only if 
Exy is positive. 
This rule results from the following heuristic argument: 
1. The sign of the slope derived by the ordinary method of least 
squares. regardless of whether the vertical Or horizontal squared deviations 
are minimized, is governed by the sign of Exy (b
v 
= Exy/E x
2 
and bh = 2:;y2/ Exy). 
2. The sign of b, in Eq. 20 must be the same as that preceding the 
square root. 
3. As the slope of the line relating the two variables approaches 
zero, the normal deviation from the line approaches the vertical deviation 
and for all other positions the normal deviations are less than the horizontaL 
Therefore, the regression line obtained by minimizing the sum of the 
squared normal deviations must lie between the two lines obtained by the 
ordinary method of least squares. Therefore, the sign of b must be the same 
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as the coefficient determined by ordinary least squares analysis. 
The Y intercept, b 0' of the original coordinate system can be 
obtained from 
b 
o 
Y - Z; b. X. 
1 1 
..•.••• (21) 
in which the bar over Y and X denotes average values. 
An interesting geometrical interpretation and alternate derivation 
of b is now given by noting that Z;y2, , and Z;xy are analogous to the 
second moments of inertia about the x and y axes and the product of inertia 
respectively. Thus, the desired regression line corresponds to one of the 
principal axes of inertia, u or v. (See Fig. 3.) The angle 9 through which 
the x, y axes must be rotated to minimize the moment of inertia about the 
u axes, I 
u 
2 
:::J v I is directly related to the coefficient b of the regression 
line by the equation b = tan O. 9 may be determined by expressing Iu 
in terms of I ;>;x2 , and Z;xy, and then equating the derivative of I with 
respect to 9 to zero. 
From Fig. 3 
I 
u 
+ 
;>;v
2 
= E (y cos 9 
sin2 9 
u 
but since 2 sin9 cosO = sin 29, 2 cos 29 I + cos 29, and 2 sin2 9 I - cos 2 9 
2 
- Ex ) cos 2 9 - Exy sin 2 9 
and 
dS 
2 2 (Ex - Ey ) sin 2 S - 2Exy cos 2 9 = 0 
or 
tan 29 = 2 Exy 
Ex2 - E/ 
=£. 
B 
.••••••.•......•. (22) 
Two values of 9 which are 90 0 apart satisfy Eq. 22 and locate the 
principal axe s of inertia. 
That Eq. 22 is equivalent to Eq. 20 may be verified by using the 
trigonometric identity 
tan 2 9 = 2 tan e 
I - tan
2 9 
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y y 
y=bx+e 
o·.....,..:::;...-:::....-e 
.....l!OO::;;"-.:....------- x 
, -l Y = b + bX + • 
LI-LJ ____ bO ______________ O______________________ x 
Figure 2. Relations between normal deviation d, and vertical deviation e. 
y 
L-________________________ ~x 
Figure 3. Relations between deviation from rotated axes and original axes. 
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substituting b for tan 8 
tan 2 8 2b 
or 
b
2 
+ Bb 1 = 0 
2 
B 
which corresponds to the equations from which Eq. 20 was derived. 
Since Eq. 22 plots as a circle (Fig. 4) using Exy as the ordinate and 
Ex
2 
and Ey2 as abscissi, a semigraphical solution to the two variate case 
may be achieved using Mohr's circle as in mechanics of materials. (See for 
example Meriam, 1959.) This is done as follows: 
2 2 
First, compute the corrected sum of squares Ex , and Ey , and the 
corrected sum of products E xy. 
Next, plot the two points, (Ey2, Exy) and , -Exy) on a set of 
rectangular axes, and connect them with a straight line. This line is a 
diameter of Mohr's circle and its intersection with the horizontal axis locates 
the circle's center. The angle between the radial line from the center of 
Mohr's circle to the point (Ey 2 , Exy) and the horizontal axis is twice the 
angle between the line relating the variables and the x axis (the angle 28 
in Fig. 4). If the point (El, Exy) is above the horizontal axis the angle 
28 is measured in a counter clockwise direction from the radial line, and 
the slope of the regression line will be positive, otherwise the angle is 
measured in a clockwise direction, and the of the regression line 
is negative. The numerical value of the slope is computed from b = arctan 
8. Finally, the intercept, b
o
' is determined from Eq. 21. 
It is also interesting that the sum of the squared deviations normal 
to the line, Ed 2 , is equal to the value on the horizontal axis at its inter-
section with Mohr's circle. 
In addition to providing a convenient semigraphical solution to the 
problem, Mohr's circle serves as a visual aid in carrying out the 
necessary algebraic computations as is frequently done in engineering 
mechanics when obtaining axes of maximum and minimum moments of 
inertia, stress, and strains. 
Solution of multivariate case as eigenvalue-eigenvector problem 
The analogy of corrected sum of squares and products to moments 
and products of inertia which lead to the Mohr's circle method of analysis 
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~y 
axis 
1 
22. r---_+--------------~--~~----------~----_+~~~Ey . ~ axIS 
f 
t,~ 
l(~ .-~y) 
I 1-~2~ 
I 
~y2 + ~2 
.: 2 L: 2 y 
Figure 4. Mohr's Circle for obtaining the axis of minimuTI1 norTI1al deviations. 
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for the two variate case can be generalized .for the k + I variate case. ** 
In this approach to the multivariate problem of orthogonal regression the 
corrected sum of products becomes analogous to the products of inertia 
and the coefficients in the regression equation can be obtained from the 
direction cosines of the principal axis. To complete the analog to the 
inertial problem assume that the mass m consists of a set of particles. 
By constraining the mass to rotate about its centroid the angular momentum 
is given by 
M=L:(rx lImV)= L:(rx lIm(Wxr» 
in which r is the distance from the centroid and W is the angular velocity 
vector. 
Expanding Eq. 23 yields 
-L: LJ.mxy 
L:LJ.mx2 + L:LJ.mz 2 
since the angular momentum is invariant to coordinate transformations, 
and the component of angular velocity about any axis can be chosen as 
unity, principal axes can be obtained so that the cross products become 
ze ro and Eq. 24 red uce s to 
o 
(23) 
I 
Y 
O. I
:
Z
] [: x:J L ••••••••••• (25) 
in which £ , £ , and £ are the direction cosines. 
x y z 
A generalization of the usual three dimensional inertial problem 
(see Halfman, 1962) leads to the following equation. 
-1£ = I £ •..•...•. (26) 
P 
in which £ is the vector containing the direction cosines, I is the diagonal 
p 
matrix containing the principal axis and I for the multivariate orthogonal 
regression problem is given by 
~,* H. N. Christiansen, Brigham Young University, pointed out this 
generalization to the multivariate case to the writers of the paper 
mentioned the previous footnote. 
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A xl - X - -L:x 0 l 0 
Al - L:xI x l - L:xI x3 - ~ I = 
Al - L:xl x3 - -L:Xz ~ 
symmetric 
in which the A's along the diagonal are the sum of the corrected sum of 
squares excluding the corrected sum of squares corresponding to that 
i-I l k l 
row, i. e., A. = L: (L:x.)+ L: (L:x. )and the off diagonal terms are minus 
1 j=O J j=i+I J 
the corrected sum of products. Equation 26 can be derived by noting that 
the orthogonal transformation 0. is sought which diagonalizes the matrix 
I, i. e. , 0. I o.t = I 
P 
Equation 26 is an eigenvalue-eigenvector problem. The eigenvalues 
are the principal axes. The hyperplane represented by the regression 
equation being sought has the largest eigenvalue as its normal axis. The 
b coefficients in Eq. I are, therefore, proportional to the corresponding 
direction cosines and can be found by dividing the values of the eigenvector 
by the magnitude corresponding to the variable Xo on the left side of the 
equal sign in Eq. j .. The coefficient b in Eq. I can be obtained in the usual 
o 
manner by 
b 
o 
in which the bar over the X's denotes averages. 
• (27) 
The eigenvalue approach is more efficient in computation time and can 
readily be adapted for computer computation with a minimum of programming 
effort by utilizing eigenvalue-eigenvector subroutines or procedures available 
on most present day computer systems. 
In the ordinary method of least squares analysis, the deviations from 
the curve have the same units as the dependent variable, therefore, all variables 
need not be in the same units. The normal distance to the curve, however, 
has componenets in all directions, and all variables must therefore be expressed 
in the same units to maintain dimensional homogeneity. When two variables 
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are given in different units, B of Eqs. 14 and 16 must be modified to main-
tain consistency of units as follows: 
B= e e ~xy 
x y 
where e and e are suitable conversion or scaling factors for the X and 
x y 
Y variables, respectively, which provide the necessary dimensional 
homogeneity. 
When it is not desired to convert the units of one variable to those 
of the other, or if no units are associated with the variables, the scaling 
factor may be selected so that the range of each variable covers approximately 
the same distance on the number scale. This procedure is often followed when 
relationships such as runoff in acre-feet to precipitation in inche s are de-
rived graphically. In this case, the range of each variable is examined 
and a scale selected for each that causes the plotted points to extend across 
most of the graph paper. A curve is then drawn which minimizes the 
scatter as much as possible. If ex (Range of Y variable}/(Range of X 
variable} and e 
y 1 are substituted in Eq. 17, Eq. 14 gives the slope of 
the line, which minimizes the sum of the squared normal deviations when 
the data are plotted so that the range of the X-variable covers the same 
distance as the range of the Y -variable. When plotted to any other scale 
the distances from the line whose sum of squares is minimized are not 
perpendicular to the derived line. Thus, the use of a suitable scaling 
factors can duplicate what is often done graphically. 
Perhaps the best criterion for the selection of the scaling factors 
is the relative magnitude of the observational errors in the values of the 
variables. Unfortunately, these are very rarely known, therefore, the 
assumption might be made that the magnitude of the observational errors 
is proportional to the standard deviation of the var iables. Under this 
as sumption, the scaling factors for the k + 1 variables become 
e 
x. 
1 
s 
X. 
1 
, i = 0, .•• , k respectively. 
It should be remembered that the coeffic ients obtained using scaled 
variables must be n1Ultiplied by the ratio I e for i = 1, ... , k 
x 
o 
in order to get the equation back into the same units as the original variates. 
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A further note of interest regarding the two variate case is that when the 
X variate is scaled by C = S Is , the slope of the regression line is + C 
x Y x x' 
the sign being the same as the sign of :Exy. Using this procedure 
for scaling, the same regression line for two variables is obtained as 
that suggested by Gumbel, 1954, by taking the geometric mean of the 
two slopes; the first assuming y is the dependent variable and second that 
x is the dependent variable and y is independent. 
Measure of the degree of correlation 
An index to the "goodness of fit" of the derived hyperplane analogous 
to the multiple correlation coefficient is now suggested. Since all variables 
are assumed subject to error, the suggested index uses the geometric mean 
of the corrected sum of squares of variables to measure the scatter. There-
fore, the coefficient becomes 
b -~i 
R' ~_m~:--__ 
G 
..•....•.••.•••••• (28) 
m 
in which the geometric mean G
m 
~ fr ( ~xi2) 
i=O 
For the two variate cases a more convenient equation to use in computing 
is obtained by sUbstituting for :Ed
2 
the quantity given in Eq. 15 
Then 
R' 1 -
222 ~y - 2b Exy + b ~x 
(1 + b 2 ) -..j:E} ~y2 
If the X and Y variables are scaled by ex = S 
x 
.••....•••• (29) 
and C 
Y S Y 
respectively, then R,2 = Irl ' where r is the ordinary correlation 
coefficient determined by r = ~xy/-V:Ex2 ~y2 . 
Application of Orthogonal Regression 
The results from two simple applications of orthogonal regression are 
given in this section. The first application is for a two variate case in which 
the straight 1 ine relationship between pan and can evaporation is determined. 
The second application relates mean annual water yield to data from three 
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topographic variables of watersheds. *** By using applications involving 
few variables it is easier to discuss and illustrate differences in the results 
obtained from orthogonal regression and the results from ordinary regression. 
Fig. 5 displays the data from the first application along with the 
line resulting from orthogonal regression and the two lines resulting from 
ordinary regression assuming first that the pan evaporation is the dependent 
variable and second that the can evaporation is the dependent variable. This 
example illustrates the fact that the procedure discussed in this paper gives 
a relation which lies between those resulting by assuming different dependent 
variables. In this application no scaling was employed in obtaining the orthogonal 
regression line. Had information been available to ind icate that much larger 
errors exist in the can evaporation data, scaling could have been employed 
and the orthogonal regression results would have been closer to those ob-
tained by ordinary regression assuming that the can evaporation is the de-
pendent variable. Likewise by increasing the magnitude of data for pan 
evaporation by scaling the orth9gonal regression would have given results 
closer to the ordinary regression results assuming the pan evaporation is 
the dependent variable. This illustrates that the relative magnitudes of data 
from each variable effects the magnitude of the coefficients obtained by 
orthogonal regression. Thus, in application the use of orthogonal regression 
permits an individual to specify relative errors in each variable through judicious 
selection of scaling factors. 
The data used in the second application is. given in Table 1. Because of 
the large differences in the magnitudes of these variables it was decided that 
the following scaling factors would be used: C1 = 0.0104, C2 = 25.1, 0.842, 
and Co = 1. O. The subscripts of these scaling factors correspond to the sub-
scripts of the variables. With these scaling factors orthogonal regression 
analysis results in the following equation. 
Xo = -52.958 + 0.00642 Xl + 11.398 X2 + 0.1889 X3 •.•..• (30) 
On the other hand the equation resulting from ordinary regression gives the 
equation, 
*** 
Xo'" -47.221 + 0.00574 Xl + 11.548 X2 + 0.1709 X3 ••••.. (31) 
Data taken from Bagley, J. M. I R. W . Jeppson, and C. Milligan, "Water 
Yields in Utah," Special Report 18, Utah Agr. Exp. Sta., Utah State 
University and Utah Water and Power Board, September, 1964. 
100 
>< 
:>-
<II 
't:I 
'" 8. 
'" ill 
'5 
s:: 
Ti 
0 A 
..... s:: 
~ 
... 
III 
'" 0 Po 
~ 
ij 
I>< 
---
.40 
.30 
.20 
.10 
.50 
, ~/ 
, 
, 
1P ;;.L'-• ° 0/ y: • /> 
. 
. /// 
° 
o 01.4«, 0 . 
. 
all 0 . 
. . ~ . . 0/ . 0 0 0 
• • '10 
• 
o 0 .~ ?''l.o 
° . If' . . o 08 0 0 °o°,p 0 " 0 0 .. o 0 
.0 0 o • o 0., . 
o ~ ~ o • 0 . . o 0 0 . o • 0 y ~ 0.0290 + 0.972X 
£' by minimizing sum of squared-normal deviations o/;J' 
,/ 
• I" --- Y ., 0.0503 + 0.882X 
/ 0 by ordinary least squares with /~ ,,/. 0 Y as dependent variable {f/ ---------- -• -- y = 0.004 + 1.076X by ordinary least squares 
. / 
X as dependent variable 
/ 
o [/ I I 
o .10 .20 .30 .40 .50 .60 .70 
Can Evaporation, inches per day, X 
Fig. 5. Comparison of results obtained by minimizing the sum of squared 
normal deviations with those obtained by ordinary least squares regression 
analysis. 
I 
As means of comparing the results obtained by the orthogonal re-
gression with those of regular regression, values of each of the four 
variables for the 26 observations in Table 3 were computed by Eqs. 30 
and 31 and the differences between the actual value and the predicted 
value obtained. The sum of these differences (both arithmetric and ab-
solute value sums and the average of the absolute sum) along with the sum 
of the squared differences are compared in Table 4. From this comparison it 
can be seen that only if the relation is used to predict X
o
' (the variable which 
was assumed to be the dependent variable in the ordinary regression) does 
the ordinary regression give smaller differences between the predicted 
and actual values. In all other cases the relation resulting from orothogonal 
regression gives smaller differences between the predicted and actual values. 
Whether the ordinary regression equation would predict values of the so 
called dependent var iable s which are not includ ed in the anal ysi s more 
accurately than the equation from orthogonal regression is open to question. 
Since, however, the sum of the difference squared of the dependent variable 
is minimized in deriving the equation from ordinary regression, this swn 
would always be less than the same sum of squares by orthogonal regression 
unless all differences are zero. 
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Table 3. Data* used to obtain Equations 30 and 31. 
Obser-
vation Xl X2 X3 X No. 0 
7910.0 .46 24.0 05.44 
2 7462.0 0.74 50.0 15.95 
3 7582.0 0.86 52.0 19. II 
4 7049.0 0.86 50.0 09.83 
5 7351.0 0.91 51. 0 12.17 
6 6944.0 0.73 50.0 10.42 
7 7408.0 0.94 49.0 10.56 
8 7068.0 0.65 36.0 06.04 
9 7239.0 0.55 40.0 10.33 
10 7188.0 0.61 45.0 13.50 
11 7382.0 0.83 48.0 09.36 
12 7084.0 0.73 49.0 09.31 
13 7343.0 0.37 21. 0 03.06 
14 7225.0 0.79 35.0 09.71 
15 7335.0 0.38 21.0 03.72 
16 7':;19.0 0.34 23.0 04.87 
17 7036.0 0.50 28.0 04.57 
18 8459.0 0.84 37.0 14.00 
19 7329.0 1. 05 47.0 15.42 
20 8789.0 1. 28 43.0 26.62 
21 8586.0 0.69 40.0 17.36 
I 
22 6150.0 0.74 42.0 06.21 
23 7814.0 0.68 42.0 08.31 
24 6439.0 0.53 45.0 04.05 
25 8943.0 1. 38 41. 0 29.12 
26 7542.0 0.86 35.0 14.49 
* Hydrologic and topographic data used in developing equations to predict 
mean annual water yield by &gley ~. cit. 
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Table 4. Comparison of differences between predicted and observed values of variables for both the 
equations obtained from ordinary regression and orthogonal regression. 
----_.-
Equation Used to Predict Variable 
Item Xl X3 Xo 
Ordinary Orthogonal Ordinary Orthogonal Ordinary Orthogonal Ordinary Orthogonal 
Sum of diff. 62.5 -28.6 .032 -.016 2.1 -.9 -.0031 .0035 
Sum of abso 8824 7968 4.4 4.4 297 270 50.8 51. 2 
lute diff. 
Av. absolute 339 306 .17 .17 11. 4 10.4 1. 95 1. 97 
diff. 
Sum of diff. 4,539,294 3,725,189 1.1 1.1 5120 4301 150 153 
squared 
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HYDROLOGIC SYSTEM MODELING TECHNIQUES AND DEVICES 
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STOCHASTIC PROCESSES AND MODELS IN HYDROLOGY* 
by 
Vujica Y evj evich':<>:' 
Introduction 
When the two words stochastic and deterministic are used in hydrology 
and water resources, as they currently separate the two approaches to hydro-
logy, it is evidently a reflection of long historic controversy in physics and 
philosophy between determinists and probabilists from ancient Greece on, or 
even before that civilization. It is sufficient to study the history of physics 
and astro-physics to derrlonstrate this controversy. The representatives of 
the two schools, deterministic and stochastic, have been battling each other 
for about two to three thousand years. Both schools existed in the Greek 
philosphy and science. One school was that of the predetermined world with 
atoms conceived as well-defined small particles, with all events being pre-
determined. The other school was that of the chaos apparent claiming that the 
natural phenomena are subject to laws of chance and that the deterministic 
approach is only one aspect of what is happening in nature. Fro:m the Greek 
philosophers on, those two schools have been continuously replacing or sup-
plementing each other. 
The original concept of physics with the s:mall discrete particles, until 
the molecule was discovered, underlined the deter:ministic approach for the 
explanation of structure of the matter. When the Brownian motion of :molecules 
was discovered, a tremendous chaotic movement of molecules of liquids and 
gases was demonstrated for small space and time scales. Then the space 
scale was further reduced to the size of the atom. The original concept of 
*These lectures are based on the investigations of Stochastic Processes 
in HydrOlogy, sponsored by the National Science Foundation under the Grant 
GK-11444. 
**Professor of Civil Engineering and Professor-in-Charge of Hydrology 
and Water Resources Program, Civil Engineering Department, Colorado State 
University, Fort Collins, Colorado. 
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particle deterministic physics as re-established, which prevailed until the 
quantum was discovered. That again revived the concept of stochastic theory 
of composition of the lTl.atter. When the atolTl. was penetrated, the deterlTl.inistic 
concept carne again in sight for explaining the structure of the atom and the 
matter. But when the accelerators split the nucleus, nearly a chaotic move-
lTl.ent was found inside it, and that again advanced SOlTl.e type of probabilistic 
approach for the explanation of structure of the matter. 
In continusously changing either the space or the time scale or both, a 
switch occurs in fluid mechanics frolTl. a deterministic to a stochastic approach, 
and the converse. Increasing the scale and starting from the ITlOlecular Brown-
ian motion the laminar flow is approached. Looking at the processes of laminar 
flow for a short time, the stream lines or the potential flows are conceived as 
deterministic processes. This property becalTl.e then a basis for the deter-
miniSlTl. of fluid mechanics. However, if the tilTl.e scale in considering the 
lalTl.inar flow is increased manyfold, still the Brownian motion will show the 
random effects on the stream line patterns. When the water velocities are 
increased sufficiently, the lTl.otion becolTl.es a turbulent flow, as a stochastic 
process governed by laws of chance. By changing the space scales or time 
scales, a continuous switch occurs frO!n the deterministic to the stochastic 
approach or the converse in explaining the processes in fluid mechanics. 
By changing the space scale on which phenolTl.ena are observed, the 
randomness may be either clearly shown or lTl.asked, or shown as an attenu-
ated random process. Similarly, by changing the time scale the existing 
randomness may be given the possibility to produce their effects in the pro-
cesses considered. 
Similarly, going from the scale of the size of earth to the space scale 
of the order of the solar system, the cOlTl.ponents of this systelTl. lTl.ove in quite 
a predetermined way. The deterlTl.inistic approach to astronolTl.y was thus 
created and supported. Much classical education in physics and astronolTl.Y 
is based on deterministic philosophies resulting frolTl. the motions in the solar 
systelTl.. This education lTl.ay have built in the minds of many scientists a 
concept that everything is predetermined in nature, or the laws are always 
deterministic. But when the deeper space was penetrated by studying how 
many stars are in a given space, on a much larger scale, the distribution of 
stars was hard to describe deterministically. The stochastic approach was 
then advanced in stating the probability of finding how many stars can be found in a 
given space and at a given time. This also shows that by changing the time 
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and speace scales the approach in describing astronomical phenomena may 
switch from a deterministic to a stochastic approach or the converse. 
This general introduction is intended to show that it should not be sur-
prising when hydrologists meet and discuss their problems from the two op-
posite positions, either as determinists or as probabilists, with various con-
troversies, and in having different ideas how to conceive and approach the 
description of hydrologic processes. It is possible to find natural phenomena 
of hydrology, which can be studied and described deterministically, provided 
they can be simplified, but also there are many phenomena which cannot. The 
lecturer's position is that hydrologists should use both the deterministic and 
stochastic methods of inquiry, analysis and description in order to best under-
stand the hydrologic processes of the nature. The future of hydrologic and 
water resources inquiry on a high professional and scientific level, and even 
on the applied level, may well depend on how well the two approaches and their 
developed methods of analyzing the processes are combined into a unique 
philosophy of investigation. 
After this introduction, some of the approaches to hydrology, which are 
"-
already either developed or are usually corrsidered as correct, will be dis 
cussed and criticized. Before the subject of today' s lecture, Stochastic Pro-
cesses and Models in Hydrology, is approached, it is useful to stress that 
water resources systems and water resources in general are included in this 
discussion. The reason is that the concept of hydrology is often conceived in 
a much narrower context in the USA than it is conceived in the majority of 
foreign countries. 
Criticism of Some Approaches to Investigation 
of Hydrologic Processes 
By scrutinizing books on hydrology and large literature of articles and 
reports on hydrology and water resources, written in the last several decades, 
it is easy to discern switches from eras of deterministic to eras of stochastic 
approaches to hydrology, and the converse. The first hydrologists, meteor-
ologists, geographers, geologists, engineers, and others who started to ob-
serve hydrologic phenomena either during the 19th £entury or at the beginning 
of the 20th century, have discovered immediately from the observed precipita-
tion, evaporation, and runoff that a significant noise or stochasticity exists in 
observed time series. However, this stochasticity of phenomena has been 
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usually paralleled by some systematic component of the nature in the form of 
periodicities. The first property gave the impetus to using statistical approach 
which required as long periods of observations as possible to obtain in order 
to discern the probabilistic regularities of the nature. The second property, 
however, gave the impetus to deterministic approach to the analysis of ob-
served series in looking for periodic regularities of the nature. Because of 
traditional human interest in predicting the future deterministically, as unique 
values of variables of interest at future times, the second approach was en-
dorsed much easier than the first approach. 
This initial interest of geophysicists and geographers for hydrologic 
phenomena by measuring or recording hydrologic variables of the atmosphere, 
on the earth's surface, of the underground, in other words, in all hydrologic 
environments, have approximately coincided in time with the development of 
Fourier series analysis of sequential processes in fitting trigonometric sine 
and cosine functions to these sequences. This coincidence of interest in 
natural phenomena and the mathematical techniques developed was likely the 
reason that the deterministic approach of discovering significant periodicities 
in hydrologic time series was so attractive to most of researchers during the 
last decades of the 19th century and the first decades of the 20th century 
However, the discovery of significant harmonics, and through them of the 
significant periodicities in hydrologic processes, has been directed either 
to proving that the known astronomic cycles are present in hydrologic series, 
or to discovering hidden periodicities without an immediate physical explana-
tion for these periodicities. It was logical for determinists in physics and 
geophysics of that time to look for hidden periodicities in explaining hydrologic 
processes, which occur or are observed either in time, or along a line, or 
acrOss an area, or within a space, by deterministic concepts and techniques. 
The three basic astronomic cycles, the period of earth's revolution around 
its axis, the period of moon's rotation around the earth, and the rotation of 
earth around the sun, could be easily detected from the beginning of observa-
tions of hydrologic variables, though some of these three astronomic cycles 
were easier confirmed or detected than the others. Many investigations were 
based On the assumption that these three periodicities must exist inside near-
ly all hydrologic time processes. However, the existence of other periodic-
ities, either postulated or inferred to exist, was not so obvious as it looked 
to many researchers during a half a century of hydrologic era of looking for 
hidden periodicities. 
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Based on Fourier series analysis of hydrologic time series, basically 
as a fitting procedure, the concept developed by the end of the last century and 
the beginning of the present century that it was sufficient to decompose ob-
served samples of hydrologic time series into a number of harmonics, and 
look for those harmonics having large amplitudes and declaring them as hid-
den periodicities. If an observed discrete series has N values, and if N /2 
harmonics with well-defined angular frequencies are estimated with their 
amplitude and phases, the fitted Fourier series will pass through all N points. 
The basic philosophy of researchers looking for hidden periodicities was rela-
tively simple. By estimating those amplitudes of harmonics which are suffi-
ciently large, and then their phases, they could be extrapolated both in the 
past and in the future, and thus either reconstruct what might have happened 
in the past, previous to observations, or what is more important, what can 
be expected in the future. Various but usually unsatisfactory physical expla-
nations for hidden periodicities, besides the three astronomic cycles and the 
fourth cycle of sunspot number, were advanced. The further continued ob-
servations of the same time series, the use of sampling theory, and the 
rigorous analysis of results of previous studies, usually do not confirm the 
found hidden periodicities. In this way, the first era of determinism in hy-
drology, based on hidden periodicities and Fourier [.-eries analysis, was 
initiated. 
About 60 to 70 years of research produced about two to three thousand 
references. No clear periodicity beyond a year could be definitely confirmed 
for hydrologic processes. It would be of high historic value for hydrology to 
review this era of deterministic approach in looking for hidden periodicities, 
and to assess the time and the research effort invested in this work with the 
as sessment simultaneously of relatively meager results of permanent value 
produced by that era of determinism. 
Once the researchers in geophysics were committed heavily and oriented 
to finding hidden periodicities in various geophysical variables including hy-
drologic processes, they began looking for periods greater than a year. The 
review of papers in geophysical journals before World War I, but particularly 
between the two world wars, produces a gamut of periodicities covering prac-
tically all numbers greater than one year. If one reviews that literature and 
takes all hidden periodicities found as relevant, it is likely that the total spec-
trum of angular frequencies, or periodicities above a year, can be covered, 
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either as a spectrum with equal variance densities of independent stochastic 
processes, as a uniform distribution of these densities, or as the variance 
density curves showing the stochastic dependence of series, usually with the 
variance densities greater for small angular frequencies (large period s) than 
for large frequencies. 
By applying the sampling theory to the available samples of geophysic 
processes studied by these researchers, it can be made evident that some 
frequency might be more emphasized than the others by chance natural 
sampling fluctuations. The search for hidden periodicities is still continuing 
in many parts of the world. However, the research efforts decrease expo-
nentially with time, or they are on the tail of total activities, continued by the 
inertia of the past deterministic concepts underlying the search for hidden 
periodicities inside hydrologic processes. The researchers were practically 
looking to find hidden periodicities in evidently stochastic processes of the 
nature. An occurrence of a couple of repeated cycles of these hidden periodic-
ities inside a small sample are still used as arguments for proving their exist-
ence. The probability of having two cycles of a given size in a sample tim.e 
series by pure chance, say of 35 years in a sample of 70 years, is not negli-
gible for stochastic time series. Similarly, the positive or negative trends 
in short time serie s have high probabilities to occur by sampling variations. 
Declaring the sampling extremes in the size of amplitudes of all harmonics 
as hidden deterministic periodicities is the basic fallacy of this first deterministic 
era of analyzing hydrologic processes. It can be safely expected that this first 
era of determinism in geophysics, and particularly in hydrology, will phase 
out very slowly, as any other philosophy of the similar type gave slowly the 
way to new approaches. Continuing research in finding long-range persistence 
in the form of periodicities in hydrologic processes may be designated as 
the hydrologic law of research inertia. i\n investigator of powerful personality 
and influence advances a philosophy of approach, builds a school of disciples 
around him and perpetuates the philosophy for decades, regardless whether 
or not it is supported by newly gathered facts and physical reality. 
In the lecturer's opinion, this era of deterlTIinism is the largest historic 
failure in the analysis of hydrologic processes. The positive contribution, 
however, is the sharpening of techniques of Fourier analysis as it concerns 
its meaningful application in hydrology. The continuous increase of observed 
data, the strict analysis of the quality of available data, the availability of 
modern probability theory, mathematically inferential statistical and stochastic 
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processes, the advent of electronic computers with their strict application, 
are producing more and more the harder and harder blows to the determinis-
tic concepts of hidden periodicities, beyond the known astronomical periodic 
ities. 
The second era of determinism in hydrology is in full development at 
the present in the form of searching for deterministic response functions 
between hydrologic random variables. A hydrologic random variable is ob-
served and a mathematical functional or experimental deterministic relation-
ship is looked for between that variable and other variable(s). Then the ob-
served series of the first variable is used to obtain the corresponding infor-
mation of the second variable(s). A typical example is the runoff-rainfall 
relationship by which the precipitation input into a river basin is transferred 
into the runoff output from it either by various deterministic response functions 
or by deterministic empirical models of simple complex type. Sim.ilarly, 
attem.pts are m.ade to find inform.ation transfer functions from. tim.e serie s of 
river flows to tim.e series of river sediment transport or to any other water 
quality random variable. This "deterministic response hydrology, " or deter-
ministic systems reaction of hydrologic environm.ents to inputs, is the basic 
feature of the current determ.inistic era of hydrology. 
It is easy to show that the functions of random. variables in hydrology 
are also random. variables. Runoff as a function of m.any random. variables, 
including variables describing precipitation, are random. variables. It can 
be also shown by using m.any attempts published in the literature that it is not 
possible to explain the total variation of runoff by any lim.ited num.ber of other 
random variables. Always a part of the runoff variation stays unexplained. 
This unexplained variation is much larger when the relationship is searched 
for between water quality variables, including sedim.ent transport, and related 
to runoff, precipitation, and other random. variables. 
The second era of determinism in hydrology has both positive and negative 
aspects. Positive aspects are use of the physical deterministic laws, particularly 
of fluid mechanics law", for explaining hydrologic processes and reactions of 
various hydrologic systems. However, negative aspects are an over-simplification 
of description of environments and processes, and a neglect of a large number 
of random variables which affect the responses of natural hydrologic system.s. 
Historically, there have been two approaches in observing hydrologic 
variables, one stressing observations of precipitation and the other 
observations of runoff. The third approach was in putting equal stress on 
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observation of all hydrologic basic processes, such as precipitation, evapo-
ration, runoff, groundwater, sediment transport, water quality, etc. The 
first approach might be exemplified by past practice in the United Kingdom 
and Ireland, where much more information is available in observed precip-
itation than in observed runoff. The second approach is exemplified by the 
United States and Canada, where much more information is available in ob-
served runoff and groundwater than in precipitation. By having approxi-
mately one precipitation station on 700 square miles on the average in the 
United States, information in precipitation data is relatively rudamentary 
in comparison with systematic observations of river flows and groundwater. 
It is then logical to expect for hydrologists working under the conditions of 
the first approach to put significance on finding either deterministic functions 
of stochastic models for transferring information from precipitation variables 
into runoff and groundwater variables. However, it is questionable whether 
the second approach of getting hydrologic data may increase very significant-
ly the information for runoff and groundwater by studying runoff-rainfall 
relationships in form of the type of deterministic response hydrology. 
It may be early for assessing whether the present stress in the hydro-
logic research activities in the United States, and in many other countries 
of the world, on deterministic response hydrology is the most efficient way 
of investing the available funds for hydrologic research. Taking into account 
that there is a limited number of points in a river basin at which the rainfall 
is measured, then the available precipitation data give only an index of the 
true water input into that river basin by precipitation. Taking into account 
the conplexities of evaporation, infiltration and other processes in river 
basins, the deterministic response hydrology must evidently have a limita-
tion. The current practice in applying this type of hydrology may be char-
acterized by passing the nonlinear, random, and periodic parts in response 
functions of hydrology to the assessment of evaporation, infiltration, and 
other processes, which must be determined before the simple surface runoff 
is obtained. 
This second era of determinism in hydrology needs a scrutinizing 
evaluation from the both points of view, the basic scientific and the applied 
research returns. The proliferation of deterministic runoff-rainfall mathe-
matical or empirical models, without strict scientific evaluation of their 
potentials and limitations, especially in comparison with the proabilistic-
statistical approach in finding relationship between random variables, as 
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functions between hydrologic random variables, should support the need for an 
objective scientific evaluation of deterministic response hydrology. 
Hydrologic Environments and Processes 
The field of hydrologic investigation can be divided into investigation of 
hydrologic environments, basically of their properties, and investigation of 
hydrologic processes. Oceans and seas may be looked at as hydrologic envi-
ronments because they are major sources of continental moisture and receiv-
ers of continental water outflow. Atmosphere may also be studied as a hydro 
logic environment because it is the receiver of evaporation moisture of ocean 
and continents, the carrier of moisture between earth's surfaces, and the 
supplier of moisture to earth's continents. The continental upper crust rep 
resents the major environments, with several subsystems, in which hydro-
logic processes occur. The water cycle is a closed system in which the out-
puts of moisture from an environment or a subsystem are equivalent to' inputs 
of moisture of other environments or subsystems. However, the major mov-
ing force of the water cycle, the solar energy input to the earth's surface, is 
an open energy system. The input of solar energy at the upper atmosphere is 
a deterministic-periodic process. The measured input of solar energy on the 
earth's surface is a periodic-stochastic time process, with solar determinis-
tic-periodic process filtered by the significant periodic-stochastic opacity of 
atmosphere for solar energy. At the same time, the areal distribution of 
solar energy inputs is a highly stochastic process. The irradiation of energy 
from the earth surface into space is also a stochastic-periodic process with 
high stochasticity, thus making the energy flux an open system. The properties 
of this open energy system influence significantly the character of water cycle 
and hydrologic processes along it. 
The classical hydrologic research approach has been in studying an in-
dividual enviromnent as a system, and its parts as subsystems. The water 
budget of these subsystems has been studied for decades by using the principle 
of inputs of hydrologic variables of cumulative type such as water vapor, water, 
snow and ice, sediment, pollutents, etc., the transformation of these inputs by 
environmental responses, and the outputs of the environment in different forms. 
It was not called the systems approach but it was. Researchers of hydrology 
develop mathematical equations for description of hydrologic processes, either 
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by a deterministic, or a probabilistic, or combined deterministic-probabilistic 
approach. It was mathematical modeling but it was not called so. 
A conclusion may be drawn that the present activities by SOme rnatherna 
ticians, geophysicists, and hydrologists change the terms or symbols for old 
names and notations, which look like contributions which in many cases are 
accompanied by a lack of new ideas and real contributions. The terms, sym-
bols, and approaches could not be frozen in any science; they are bound to 
continuously change. However, in looking for significant scientific and applied 
engineering contribution s a difference should be made between a contribution 
in substance and a contribution in form only. The systemization of hydrologic 
research attacks in the form of hydrologic systems or environments, or sub-
systems as parts of enviromnents, and in the form of hydrologic processes as 
inputs to, outputs from, as well as changes inside the systems or subsystems 
of cUlnulative hydrologic variables, is a useful approach. It changes the form 
but not automatically insures a contribution. In studying hydrologic environ-
ments and processes, distinction should be made when a piece of research rep-
resents a substantial contribution rather than only a new form of approaching 
the classical hydrologic problems. 
Current Difficulties in Using 
Deterministic Approaches in Hydrology 
Several current deterministic concepts influence significantly the analy-
sis of natural stochastic processes and create difficulties of various types. 
They are reviewed here without giving detailed supporting materials for the 
statements and criticism. 
A concept may be found in many hydrologic books that there is a signal 
in any hydrologic process and there is also the noise. With time, the ratio of 
the explained signal by physical or other laws to the unexplained noise will in 
crease. In other words, by continuously progressing in physical analysis of 
hydrologic phenomena the noise part in a phenomenon will decrease and the 
signal part of discovered physical relations will increase. This means that 
deterministic explanation of cause-effect relations will be the final result of 
investigations, while the stochastic explanation of chance governed phenomena 
of nature as temporary and undesirable property of these phenomena will de-
creas e or disappear with time. 
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This is likely one of the basic misconceptions which can be found in phil-
osophical approaches to :many physical phenomena, in general, or to geophysi-
calor hydrologic phenolTIena, in particular. Consider the random variable of 
total annual precipitation at a position, as an exa:mple. It can be well shown 
that the annual total precipitation at a point, as a basic hydrologic variable, is 
nearly an independent stochastic tilTIe process; often it is close to an independ-
ent Gaussian process. By Pay Levy's criteria, if a phenolTIenon in nature de-
pends on a very large or a nearly infinite nu:mber of causative factors, if these 
factors are approximately independent alTIong the:mselves, and each of thelTI 
has a slTIall additive influence on resulting effect, that process is close to an 
independent Gaussian process. Central lilTIit theorem, as one of basic theorelTIs 
of probability theory, supports this statelTIent. This lTIeans a function of an 
infinite nu:mber of random variables, independent alTIong thelTIselves, each one 
having a very slTIall additive effect on the phenolTIenon, represents the basic 
definition of independent Gaussian processes. Nobody would consider it feas-
ible to write a mathematical equation with a very large nUlTIber of randOlTI 
variables included, each of thelTI with a very small effect on the dependent 
variable of annual precipitation. Even less one would consider it feasible to 
observe them all in order to look for a deterlTIinistic relation alTIong thelTI. 
This is an extreme case when the deterministic approach is ilTIpossible. The 
other extrelTIe is the case, which usually occurs under the controlled labora-
tory or field conditions, when a variable depends lTIainly or only on four or 
five other randolTI variables, with all other influencing variables negligible. 
It is feasible to develop with tilTIe a physical relation between a finite set of 
variable, as so:me kind of deterministic relation. This case happens only in 
a controlled physical environ:ment of laboratories, but rarely in nature. Large 
numbers of variables with relatively small effects are neglected; besides, each 
variable involved has an errOr of observation. These errors act as or are 
equivalent to rando:m variables. It is, therefore, difficult to get rid of random-
ness in any observed natural process of hydrologic type. 
Some variables as causative factors are often more important than other 
variables. Runoff is related to precipitation :more than to some other variables 
which affect runoff. Causative factors which produce a random phenolTIenon 
usually have in hydrology a kind of graduation in ilTIportance. In statistical 
terlTIs, the parts of explained variance of a dependent randolTI variable are 
great by SOlTIe variables, and slTIaH by others. In that case of continuously 
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to the surface rWloff part of precipitation is a typical representative of this 
deterxninistic philosophy of response iWlctions. 
In determining the effective precipitation as surface runoff for unit hy-
drograph approach, the randomness of evaporation, infiltration, river basin 
factors, and other governing factors are avoided. To apply the dete:rrn.inistic 
approach, one tries to get rid of randonmess in natural processes. It is suf-
ficient to show the example of surface roughness. A simple fact is that the 
roughness of a terrain, or the roughness of a river basin is a decisive factor 
in river basin response. By keeping the same all other geometric factors of 
a basin, it is easy to show that the roughness has a large effect on a unit hy-
drograph. The smoother the surface and the smaller overland water depth, 
the s:maller is the retention. The s:moother a river channel and the faster 
flow, the smaller is depth, so there is les s storage and faster outflow. The 
concentration time and the storage effects will be small. When there is high 
grass all over an area, the larger is the flow resistance, and the larger is 
the overland flow layer. This will change the unit hydro graph. The roughness 
of the river basin may change periodically and also randomly becaus e of a con-
tinuously changing vegetation due to seasons and :many random factors involved. 
The concept of constant unit hydrograph of a basin is an artificial design to 
apply a deterministic approach to a basically complex hydrologic process. The 
changing roughness, as an example, shows difficulties in the application of 
concept of constant unit response Wlder the natural conditions. The relative 
difference between the peaks of two computed unit hydrographs of the same 
river basin fro:m two flood hydrographs may be O. 30 0.50 or more. How-
ever, in urban areas, with paved parking lots, roofs, streets, and so on, con-
cept is applicable because of relatively small randomness which is now :mainly 
in evaporation and in infiltration of pervious urban parts. The concept of de-
terministic unit response function is excellent for purposes of understanding 
various processes, but is relatively dangerous if it is used indiscri:minately 
in planning, designing, and control of water resources. 
Another deterministic concept is likely to be challenged in the future. 
Hydrologic services have been conceived 50, 60, or 70 years ago and operated 
for so many years under the basic philosophy that it is easier to measure one 
type of variable than another, with a transfer of information from the :meas-
ured to non-measured variables. It is easy to measure rainfall variables by 
simply using a can. However, in the space age the rainfall is still measured 
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this way. Similarly, it is easy to select a river profile, or drill a groundwater 
well, put in a gage and measure the changes of the water level. 
Once data on precipitation are available, the idea is that a transfer mech-
anism. enables the conputation of runoff data. Or, if the sediment-runoff rela-
tion is determ.ined, the information on water discharge can be transferred to 
sedim.ent discharge. Sim.ilarly, the implication is that-inform.ation on water 
oxygen, m.ineralization, suspended m.atter, different ions, pollutants, etc., 
may be obtained from data on river flows by using the proper transfer mech-
anisms and transfer inform.ation on runoff to inform.ation on quality variables. 
This current concept goes as far in propo sitions even for using the precipita-
tion through a chain of relations in order to determ.ine runoff and water quali-
ty variables. The crucial question arises in this transfer of information, 
nam.ely how m.uch of inform.ation in one variable can be transferred by these 
transfer mechanisms into the inform.ation of other variables. The simple con-
cept of measuring those hydrologic variables which cost the least does not 
appear to be economical when the cost of transferred information is assessed. 
For the transfer of information from river flows to sediment discharge, ral'ely 
m.ore than 50 percent of information is transferred. This is an optimization 
problem. between the information transferred and the economy of simple ob-
servations of a given hydrologic variable. In case of the relation between the 
quality variables and runoff, the transferred information may be, and usually 
is, much below 50 percent. 
With a greater and greater stress on the relevant information on environ-
mental problems, the above classical deterministic concepts of indirect pro-
curing of hydrologic information for decision making becomes less and less 
feasible. 
Hydrologic Stochastic Processes 
It is almost impossible to find a pure deterministic hydrologic process 
in nature. Even for a river with movable bed carrying sediment the rating 
curve between water discharge and water stage changes with time as a stochas-
tic process. Because of the randomness, or to avoid it, the discharges are 
gaged whenever a flood or high flows affect significantly the river bed config-
uration. As soon as a flood passes a river profile the rating curve is usually 
changed, so new measurements are required to establish the random shift 
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of the rating curve. Even that simple, classical, hydrologic, and hydraulic 
relationship is basically a random process. Hydrologic processes in time, or 
space characteristics of hydrologic environments, are either stochasti c pro-
cesses only or they are combinations of stochastic and deterministic compo-
nents, mainly as periodic-stochastic or trend-stochastic processes. 
Any hydrologic variable realistically conceived and observed in nature, 
either as a chronological time series or as a survey along a line, acro ss an 
area or over a space, is a random variable. Even a study of the roughness 
of a surface in nature, say as a cross secting line in a river basin, would 
show the roughness under natural conditions to be a random process. Ground-
water depths or permeabilities of aquifers are found to be random variables 
following particular stochastic processes as results of past developments of 
environments. 
Three classical hydrologic fields: groundwater, rivers, and river basins 
are used here as examples to support the above statements. A river basin has 
been shaped with its present geomorphology by the past stochastic processes, 
or as a cumulative process of effects of various stochastic processes of the 
past. The past rainfall, runoff, and aeolian erosion, as stochastic processes 
did a lot of basin shaping. An integral of effects of several stochastic pro-
cesses, as a process of cumulative effect, must be also a stochastic process. 
Two basic approaches in studying river basin geomorphology, determin-
istic and stochastic, are at variance at present, showing sharp distinctions 
between determinists and probabilists among geomorphologists. It seems 
that some probabilists in geomorphologic research are not yet well convinced 
to defend their positions, though they have a wealth of facts to support their 
approach. The geometric properties of river basins are parameters of time-
frozen but space stochastic processes. For a short period of several decades 
or centuries, these geomorphic parameters or forms may be considered as 
constants, because the evaluative time stochastic process of river basin geo-
morphology is relatively slow, except when extreme events occur, like the 
40 days of biblical rainfall or Tunisia of September 1969, when floods and 
erosion changed somewhat basin and valley shapes. 
The stochastic processes of river bed forms, as meanders, bed forms 
and similar, are the product of runoff and sediment transport as periodic-sto-
chastic processes. The turbulence of river flow and the grain size of sedi-
ments at the river bottom, are random variables with well studied probability 
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distribution curves; furthermore, the specific weight and the shape of sediment 
grains of bed load are also random variables. The shapes of river channels and 
their bed forms are products of random processes of deposited valley materials 
of banks, and bottom and of water and sediment flows. One should ask himself 
what mechanism in nature turns five or more stochastic processes into one 
deterministic process of currently prevailing deterministic concepts of river 
mechanics and sediment transport. In this case, a combination of random 
processes produce new processes,which has river channel shapes and bed forms. 
Nearly all descriptors of river shapes and bed forms must be considered as 
characteristics of stochastic processes. 
The groundwater aquifers are results of various past time stochastic 
processes, like sediment deposits, especia1ly glacial, post-glacial, fluvial, 
etc., as results of runoff stochastic process in transporting the material and 
sorting it in various ways, and of various geologic historic stochastic processes. 
The formation of aquifer boundaries, defined as the contact between an impervious 
and a pervious formation, is a result of past random processes. If this contact 
surface is smooth, it does not mean that it has deterministic properties when 
its space shape is studied, though the generating process is now frozen in 
time. Similarly, considering thousands of cubes of porous media, say of cubes 
of ten centimeters each side, taken as undisturbed samples from an aquifer 
and studied for their permeability in a1l directions, one wi1l detect a large and 
random variation in permeability though trends in it are nearly always present. 
It may then be easily shown that permeability, water storage properties, and 
other characteristics of porous media are stochastic processes. These 
groundwater hydrologic stochastic processes are present states of cumulative 
effects of previous time stochastic processes in atmosphere, on the earth's 
surface in runoff, and similar. Geological formations, and particularly 
sedimentary formations, are also results of past stochastic processes of 
different types. In studying hydrologic environmental properties as stochastic 
processes, or time-frozen space processes, it is difficult to avoid the use of 
probability theory, mathematical statistics, and stochastic processes as the 
best techniques available if one wishes to describe them mathematically in 
a realistic approach. As an example, a description of permeability, storage, 
transrnittabilityand shape of a groundwater aquifer by using only the average 
values reduces significantly the total information on that aquifer. 
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In replacing the realistic description of a natural stochastic process 
by its description in the forIn of a forced deterIninistic process in general 
three errors are cOInInitted. First, the full inforInation is not extracted. 
Second, incorrect stateInents are made. Third, Inisleading conclusions may 
result. What is the meaning of the Inean annual precipitation in a arid region 
of desert type if there can be five years nearly without precipitation and then 
in one year there can be as much precipitation as in seven other years? What 
is the real meaning of the average in this case? The mean then may be a 
misleading statistic. 
Two approaches are used in the description of hydrologic environments. 
First, an environment is described by some average characteristic which are 
independent of time. Second, the theory of stochastic processes is applied 
to describe a hydrologic environment at a given time. To better understand 
the response function of an environment, and to relate the parameters of that 
response function to some parameters of environment, as a general goal, the 
stochastic character of change of environmental variables across the environment 
must be known. To explain physically the differences in responses, one needs 
to penetrate into the physical enviromnental characteristics, and particularly 
to understand their variations. This is necessary as a bridge between the 
stochastic approach and the idealized physical deterIninistic response for an 
understanding of natural processes. In comparison with a pure statistical 
approach to the analysis of a pool of data, hydrology and water resources have 
a particular advantage. Instead of only treating data statistically, two types 
of information can be combined in an appropriate way: information about 
physical properties of an environment, which can be measured, and the information 
resulting from statistical data. The environmental information, as an inference 
based on physical processes, enables the advancement of types of stochastic 
Inodels, while the paraIneters of these stochastic Inodels are estiInated 
froIn sta U sU cal data. 
The second large group of hydrologic stochastic processes are tiIne 
processes, as chronological series of inputs and outputs of hydrologic 
environments (systems, subsystems). The third group of processes results 
from rapid time changes in an environment with stochastic properties. The 
stochastic process of the response of an environment as it changes with time 
is an example of this third group of stochastic processes. These groups of 
processes are then: one which usually is described in anyone or two or three 
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space coordinates, x, y, and z, taking time as a constant; the seond one, in 
titne, by considering space properties as constants; and the third one for which 
the stochastic properties change s both in time and space. 
The majority of natural hydrologic processes are four-dimensional pro-
cesses, or space-time stochastic or period-stochastic processes. For sim-
plicity reasons, they are simplified as only time, or only line, areal, or 
space processes. When a point is selected for observations, say a gage point, 
then the space coordinates, x, y, and z become constants, and the process is 
reduced to one-dimensional time process. If a river is surveyed, say for the 
depth of water along the thalweg or similar, then the time is selected as con-
stant, but the z coordinate is treated as a stochastic line process. The study 
of average rainfall distribution or other parameters over an area, the time 
and z coordinate are constant, and the bi-dimensional x, y - process is then 
investigated. Thus, a complex natural process is approached by one-dimen-
sional, bi-dimensional, three-dimensional, four-dimensional, or even multi-
dimensional, stochastic processes. In general, the space-time process is 
either divided in time-frozen space stochastic processes, mainly as stochas-
tic characteristics of hydrologic environments, and space-frozen tilne processes, 
as the dynamic processes of today, or the processes are treated as a four-
dimensional stochastic process. This selection is determined by the character 
of the problem at hand, which needs hydrologic information. In the systems 
approach to hydrology, input-systems response-output, the space stochastic 
processes relate to the system, and time stochastic processes relate to inputs 
and outputs. 
The basic character of hydrologic time processes is discussed in this 
text only by selecting the time series of daily river flow. The instantaneous 
registration of river stages, transferred to discharges, may be a better series 
to be used for this purpose. However, the conclusions obtained on the daily 
series are sufficiently accurate to describe the continuous runoff time process. 
The study of the character of this process well represents the general prop-
erties of many hydrologic time processes. Before the structure of daily flow 
series is analyzed as a one-dimensional time process, the time series of 
solar energy input to the unit earth's surface and to the river basin surfaces 
as a whole, warrants the following discussion. 
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Figure 1. Examples of deterministic-periodic functions of the 
theoretical daily energy supply to river basins in the 
Siera Ancha Experimental Forest, Arizona. 
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Figure 2. Examples of deterministic-periodic functions of the 
theoretical daily energy supply to river basins in the 
Andrews Experimental Forest, Oregon. 
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Because of ellipticity of the earth's orbital path around the sun, the 
"solar constant" is a periodic function because the farther the earth is from 
the sun the less energy is received by a unit area on the earth, nor:tnal to 
solar rays. This "constant" varies through the year for about 3.5 percent. 
Therefore, the theoretical input of energy per day at a unit area is not a sim-
ple sine or cosine function. The type of the theoretical input of average daily 
solar energy to a unit surface of a river basin depends on the latitude and 
orientation of that surface. This input is then a unique deterministic periodic 
process which can be completely defined by a given number of harmonics in 
the Fourier series approach of process description. The theoretical influx 
of energy from the sun to a unit area normal to the solar rays is defined as if 
no atmosphere would be present. This is equivalent of observing the daily 
energy influx at the outskirts of the upper atmosphere. Integrating the theo-
retical unit energy influx in respect to both the latitude and the orientation 
over a river basin, the total theoretical daily influx over the basin is then a 
periodic function, with the year as the period. Figures 1 and 2 give two ex-
amples of so computed deterministic periodic functions of theoretical daily 
energy supply to river basins in the two experimental forest areas in the USA. 
Because the Fourier series analysis describes mathematically the 
periodicity by a number of significant harmonics (defined with their amplitudes 
being significantly greater than zero), with the basic harmonic having the fre-
quency l/year, and because the curves of theoretical influx of solar energy 
are smooth, it is clear that a small number of harmonics is needed to fit well 
mathematically this periodic process. In other words, a limited number of 
key harmonics of the basic periodicity of the year are sufficient to derive the 
mathematical equations for solar energy inputs. If the solar radiation has 
any noise in the total theoretical daily energy input to unit earth surfaces, it 
is assumed to be so small that it is negligible because it cannot be detected. 
Little can be said at present about the significance and the type of random 
variation in the "solar constant." Even during the sun spots the real energy 
theoretical input to earth's surface changes little, at least at the present state 
of geophysical measurements and their accuracies. 
When the solar rays pass the atmosphere, as the incoming radiation 
recorded at a point of the earth's surface, or integrated over a river basin, 
high fluctuations from day to day are evident. The coefficient of variation 
of daily energy inputs varies in the range 0.30 - 0.40, which is rather a high 
127 
level of stochasticity. Because the time and space differences in solar radi-
ation input over the earth's surface are the prime movers of the atmospheric 
circulation, the atmosphere must be a noise producing environment. In reality 
it is the environment of the earth which creates most but not all stochasticity 
in geophysical time processes. The most tenacious determinism is often 
found in investigation approaches to meteorological processes, while the 
atmosphere is the most stochasticity producing environment on the earth. 
Because the air is very light non-conservative fluid, with small viscosity, 
changes in atmospheric processes are relatively fast, because of high turbu-
lence; so the "memory" is short. Randomly changing cloud covers over an 
area affect significantly the input of the solar energy, transform a determin-
istic-periodic input into a periodic-stochastic output of energy to the liquid 
and solid earth's surfaces. 
The "atmospheric filter" for solar radition is a periodic-stochastic 
process, because besides the high randomness the cloudiness may be higher 
during one part of the year and smaller during the other part, on the average. 
Periodicities of solar energy input and of atmospheric filter interact, so the 
output to earth's surface has a resultant new shape of annual periodicity. All 
basic atmospheric time processes have the annual periodic component. These 
periodicities of atmosphere, with the added randomness, result in the period-
ic-stochastic process of the transparency of atmosphere for solar radiation. 
In applying the Fourier analysis to the periodic components, every 
harmonic is defined by three parameters, the frequency and the two Fourier 
coefficients; or the frequency, the amplitude, and the phase. By estimating 
frequencies, amplitudes, and phases a periodic component is described. Be-
cause all frequencies of known periodicities are known in advance, only the 
two Fourier coefficients, or the amplitude and phase should be estimated. 
For the simplicity of discussion, amplitude, phase, and frequency are used 
as the basic parameters in discussion of Fourier analysis of hydrologic pe-
riodic-stochastic processes in the further test. 
The question which needs an answer is whether any physical process 
which occurs inside the atmosphere, in the oceans, on earth's continental 
surface,and underground can change the basic frequency of periodic compo-
nent of solar energy input. Can the response functions of earth's environ-
ment to periodic or to periodic-stochastic inputs change the basic frequency, 
i. e. the periodicity of the year in the outputs? What is found as the result 
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of the se response functions of environments are their effects in attenuating or 
amplifying amplitudes and in shifting phases. It seems a plausible conclusion, 
based on experience, that hydrologic environments on the earth preserve the 
basic signal from the sun in the form of annual periodicity, but amplify or 
attenuate amplitudes of all significant harmonics, and shift their phases. When 
the amplitudes become nearly or completely attenuated, or when the small 
amplitudes of some harmonics ccnverge to zero, they may be neglected. However, 
all harmonics usually have different amplitudes, either attenuated or amplified 
by an environment, and different shifts of the phase, when the input results in 
a storage time series or in an output time series. In conclusion, all hydrologic 
outputs of any environment in the form of time series should have the signal of 
the sun, in the form of annual periodic components in parameters. 
With the attenuated or amplified amplitudes of significant harmonics, 
and their phases shifted, new periodic components of periodic-stochastic 
processes are produced. By comparing the periodic components in precipitation 
with the periodic components in time series of radiation or of cloudiness, these 
changes can be clearly shown. The events of highest precipitation may occur 
during the seasons of least radiation input, or the opposite, with differences 
in periodic components attributed to the physical causes of these attenuations, 
amplifications and shifts of parameters of harmonics which describe the periodic 
components. In summary, it is difficult to find processes in hydrologic environ-
ments which could change the basic frequencies of astronomic periods, so 
harmonics of these basic frequencies, which may be needed to describe the 
periodic components of inputs or outputs, are prescribe'd in advance. 
Two basic approaches are used in hydrology in the structural analysis 
of periodic-stochastic processes. One approach considers time series as 
composed of deterministic-periodic and stationary stochastic components. 
For the case of environmental space random variables, the processes may 
be conceived as composed of deterministic trend and stationary stochastic 
components. The periodicities are considered as signals, basically produced 
by the astronomical cycles, with modified (attenuated or amplified) and shifted 
harmonics when an environment acts on an input random variable, with 
periodicities always assumed to be the deterministic part of any hydrologic 
time process. This periodicity enables a unique prediction of values in the 
future or a reconstruction of values of the past, at least assuming that the 
conditions of environments have been approximately the same as those of 
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today. The second approach considers processes as non-stationary, as surning 
that there are environmental responses in nature which can make amplitudes 
and phases of periodic components to be random variables for each particular 
harmonic frequency. The fundamental difference between these two approaches 
is how the periodic parts of hydrologic processes are conceived, either in the 
form of a deterministic-periodic process, or in the form of periodic proces ses 
with their parameters of harmonics being random variables. 
Figure 3 presents the estimates of the incoming mean daily solar radiation, 
in Langleys, , and the fitted periodic function, fiT ' for the Great Falls, 
North Dakota, radiation measuring station, as the result of 14 years of data. 
Figure 4 gives the estimates of the daily standard deviations, S ,and the 
T 
fitted periodic function, aT' of daily incoming solar radiation for the same 
data. 
These deterministic-periodic components, fiT and aT ' are removed 
by 
yp,T (1) 
in which x are ,observed daily radiations, with p '" 1,2, ... , n denoting p,T 
the years (with n 14 years), and T '" 1,2, .•. , 365 denoting the days 
inside the year. The variable y is standardized by p,T 
€ p,T s (2) y 
The € p,T -variable, computed for 14 stations including the Great Falls 
station, was found to be dependent, with r
l varying in the range 0.25 0.45. 
By using the first-order autoregressive model, as a first and a gross approximation, 
€ p,T (3) 
the !; -variable represents a stochastic component or the noise, which is p,T 
close to an independent series (white noise). Figure 5 shows the frequency 
density curves of these 
Falls (no. 1), with !; 
p,T 
!; -series for seven stations, including Great p,T 
the standardized variables. These random variables 
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Figure 3. The estimates of the incoIning Inean daily solar radiation 
in langleys, m
T 
' and .the fitted periodic function, f.l:r ' 
for the Great Falls statIOn, North Dakota (14 years of 
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The estiInates of the daily standard deviations, s ,and 
the fitted periodic function, (J ,of daily incoInirig solar 
radiation for the Great Falls station, North Dakota (14 years 
of daily data). 
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are highly negatively skewed. They are a m.easure of independent noise which 
atm.osphere im.poses on the radiation variable by its periodic-stochastic filter 
for the incom.ing deterministic periodic solar radiation variable. 
in 
Analysis of Daily River Flow Series 
Figure 6 is a recorded tim.e series of river discharges for 16 years, 
Figure 7 represents sim.ilarly the recorded di scharge in cubic 
feet per second, for four years only, 1922 -1925 (the Merced River in California). 
Many other hydrologic time processes are or m.ay be sim.ilarly recorded for 
such variables as precipitation, evaporation, sediment transport, water quality 
variables, groundwater l~vels, lake levels, and similar. Looking at any 
recorded series, in general, and at Figures 6 and 7, in particular, it is easy 
to realize that every year has a movem.ent upward and downward as seasonal 
variations. The basic question is whether the flucutations of Figures 6 and 7 
can be conceived as com.posed of periodic m.ovem.ents, which have the same 
properties regardless of the year, and the random. variation around the periodic 
m.ovements. Or, whether these ups and downs, or highs and lows, can be 
conceived as periodicities with random. am.plitudes and phases, with one year 
of higher am.plitude and the next year with lower am.plitude. This is the sam.e 
as asking whether the so-called "m.odulating techniques" of com.munication 
engineering, which consider various frequencies with amplitudes and phases 
as random. variables, can be applied as a realistic approach in the study of 
structure of hydrologic tim.e processes. Figure 8 shows a case of wet, average, 
and dry year of the Merced River with "determ.inistic periodicity" and "random 
periodicity" as conceived above. In the "random. periodicity" approach the 
main amplitudes of annual periodicity are greater in wet years and smaller 
in dry years, than the constant am.plitutes as conceived in the "determ.inistic 
periodicity" approach. 
The periodic inputs of solar radiation as a determ.inistic signal makes 
the basis of periodic m.ovem.ents as conceived in the first approach. The noise 
created by oceans, atm.osphere, continental surfaces, and underground water 
aquifers. as superposed on periodic movements, is then the basic justification 
of periodic-stochastic composition of hydrologic processes. To the lecturer's 
best knowledge and experience, the concept of determ.inistic-periodic com.ponents 
in hydrologic time series, as a philosophy of approach to their analysis and 
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Figure 6. A general hydrograph of daily river flows. 
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Figure 7. Hydrograph of daily river flows for four years of the Merced 
River, California. 
Figure 8. Daily flows (1) of a wet, an average, and a dry year of the 
Merced River, California, with constant amplitude and 
phases in the periodic mean (2) , and the random aIllplitudes 
and phases of the periodic Illean (3). 
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description, is very close to the physical reality. The solar energy inputs of 
deterministic-periodic type are perpetuated in time series but transfonned 
with these transformations produced by all hydrologic enviromnents. This 
approach is then the basis for the main discussion of the structure of hydro-
logic time series in these lectures. The approach enables all infromation in 
a process to be divided into two parts, the deterministic-periodic part and the 
stochastic part connected in some realistic manner. For the second approach, 
that a deterministic-periodic process from the sun is transformed by earth's 
environments into processes with random amplitudes and random phases, 
everything in the process is basically stochastic. 
The second pertinent question is whether it is worthwhile and useful 
for the understanding, description, prediction, and use of hydrologic models 
to divide a hydrologic process into a deterministic part and a stochastic part 
with a bridge between the two. If so, how are they interrelated? Without 
prejudicing any other inquiry or any other approach in looking at the hydrologic 
processes, the lecturer's position is that there is a signal transformed in one 
way or another by hydrologic environments and that there is a high randomness. 
In dry years this noise is highly negative, and in wet years the noise is highly 
positive. 
The above two basic approaches for understanding and description of 
periodic-stochastic processes of hydrology have to live side by side likely 
for some time, by studying both simultaneously. The combination of the 
signal from the sun with all sources of randomness when the water passes 
through successive environments, either adds randomness or attenuates it. 
In some cases the passage through an environment will add randomness. In 
other cases the randomness will be attenuated. When one talks about the 
solar energy in the form of a periodic input of energy, the variations around 
that signal are negligible or zeros. The standard deviation of energy input 
at the outskirts of atmosphere is zero for every given time position of the 
year, as the definition of a deterministic process. 
The interaction of periodic-stochastic process of atmospheric opacity 
for solar radiation adds the standard deviation in the resulting process. A 
larger inflow of solar energy occurs in one year at a given date because of 
clearer atmosphere, on the average. Next year at the same date there may 
be a smaller energy input. In case the random added noise is an independent 
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norITlal process, the ITlean and the standard deviation are independent. 
But when the random part is aSyITlmetrical, the mean and the standard 
deviation are not independent. As it was shown in Figure 5.1 the noise of 
atmosphere added to radiation time series is highly asymetrical; therefore, 
the mean and the standard deviation are dependent parameters. The periodicity 
in the ITlean and the periodicity in the standard deviation must be connected 
in some way. In other words, if the daily mean of a hydrology process in 
a season is high, it should be expected for the standard deviation also to be 
high, and the converse. This can explain why there is often parallelism. 
in the periodicity of hydrologic parameters, particularly in the ITlean and 
standard deviation. They are sometiITles proportional, sOITletimes not. 
SometiITles they are simply related but often these relations are cOITlplex. 
This probleITl needs attention and study, because the outputs of hydrologic 
environment are complex periodic - stochastic processes and the periodicity 
does not occur only in the ITlean but also in several other paraITleters. 
In general, hydrologic time processes are not simple, such as a SUITl 
composition of a deterITlini'stic and a stochastic cOITlponent, like SOITle processes 
in cOITlmunication engineering. The first environment in energy transforITlations, 
the atITlosphere, does not only change the periodic signal of the solar radiation as 
the periodicity in the ITlean, but creates periodicities in other paraITleters. This 
type of effect continues through all other environITlental responses in hydrology, 
with periodicities in several paraITleters ITlodified and/or added. 
In the systeITls approach to hydrologic environITlents and processes, 
looking at what comes in and what goes out, really there is not only one input 
and one output. Multiple inputs and outputs are rather a rule than exception, 
because precipitation is not the only input froITl atITlosphere into a river basin. 
The latent heat, wind velocities, and siITlilar processes are also inputs. The 
moisture is not the only output froITl the oceans; heat is also supplied to atmosphere 
through the evaporation process. The systems approach to hydrologic processes 
is iITlportant; however, the responses are rather nonlinear than linear. Studying 
various deterITlinistic types of responses of systems is a useful approach in 
hydrology, because it helps understanding how the properties of any environment 
transform the inputs, regardless whether responses are pure deterministic 
or deterministic - stochastic processes. 
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Hydrologic environlnents always create or modify stochasticity. Simple 
convolution integrals, or similar simple integral of responses, usually involve 
only the means in a response function, because of the randomness involved. A 
realistic unit hydrograph may not be conceived only as one constant curve, but 
parameters of unit hydrograph can be treated as random variables, such as 
random peak value, random shape parameter, etc. Such are likely the realistic 
responses of all river basins. Furthermore, the stochasticity created by environ-
ments is not an independent time process. Because of nonsyrrunetry of random 
components imposed on periodic components by environments and because the 
stochasticity is not independent in sequence, usually a stochastic dependent 
component is produced as the output of these environments. 
The four years of data of daily discharges of the Merced River given in 
Figure 7 show whether one should use the constant amplitudes and phases for 
given frequencies or one should modulate amplitudes and phases. In the latter 
case, the year 1943 would have higher amplitudes of harmonics while the year 
1945 would have relatively lower amplitudes than for the constant-amplitudes 
approach, with amplitudes and phases considered as random variables, as 
shown in Figure 8. In using a constant periodic movement for all years the 
stochasticity in 1943 would be considered as being great but mainly positive, 
in 1945 great but mainly negative, and in 1922 small and both positive and 
negative. These four years show how the two concepts of periodicity are 
implemented. 
The periodic components in hydrologic parameters, to which the 
stochasticity is added, and the concept that one can separate the two types of 
components in order to study their importance, has practical significance. 
The smaller the stochastic component in a process the easier is the process 
for studying, planning and developing water resources. The larger the 
stochastic component the more difficult are the various decisions based on 
the stochastic approaches and techniques of random inputs and random outputs 
of systems or even of random responses of the system. 
In studying the structure of hydrologic processes three objectives are 
usually in sight. First, the process is analyzed for its composition. This 
is a logical aim because to under stand what the character of a proce s s is 
it must be properly analyzed. 
The second objective is a description of the process in the most condensed 
mathematical form. In other words, one can ask the question whether it is 
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feasible for a river with 100 years of observations, or with 36,500 daily values 
as a large amount of data, to condense information contained in thi s data to 
one page, say with 4 or 5 mathematical equations and about 15 to 20 parameters. 
If feasible, the process is said to be mathematically described. In the lecturer I s 
opinion, the future of hydrologic information is in a condensation of information 
in mathematical models with the best estimation of their parameters. A huge 
amount of hydrologic data is now accumulated, published, and distributed by 
various services. To continue publishing data is an expensive endeavor. Maybe, 
the data should be kept only in two or three places, say because of fire dangers, 
SO that it does not get lost. Every four or five years the information contained 
in data would be generalized into mathematical models and parameters estimated, 
with only models and parameters published. For all hydrologic data in the 
United States this may be condensed in one or two books. This is likely going 
to be the future because the computers have opened a new dimension for data 
storage and processing. By analyzing the structure of a hydrologic process, 
with the meaningful mathematical models inferred, parameters estimated by 
the best statistical techniques available, the study of every source possible of 
biases in data, it would result in dependable mathematical models and parameters 
containing the major part or all information contained in data. Statistics cannot 
extract more information than the best techniques permit. The question may 
be raised whether the extracted information in the form of mathematical models 
for daily flows contains also all information about high flows and low flows. 
A principle of probability theory tells the properties of all derived variables 
which are function of the basic process can be determined from this process if 
the basic process is well described mathematically. Whether the derived 
variables are peaks, the maximum volume of 10 days or a month in the year, 
low flows and other derived variables, this principle of probability theory 
enables the computation of their properties from the basic process. 
The third objective of investigation is the prediction, as the third part of 
the trinity: analysis, description, prediction. It is easier to go into a computer 
with four mathematical models and 15 to 20 parameters than with 36,500 numbers 
in the case of 40 years of daily flows. Many hydrologic and practical water 
resources problems require prediction. When an inferred process is used for 
the objective of generating hundreds of samples of a given size, one can study 
sampling variation of specific characteristics of that process. If any change 
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is made in the process, it is then feasible to study by the experimental statis-
tical (Monte Carlo) method, or sometimes by analytical method, what are the 
practical consequences in water resources because of these changes. This is 
a stochastic prediction of effects of various changes. 
When a practitioner states that a generated sample of 50 years has no 
drought like historic drought of the observed sample, he ignores the sampling 
theory. Deviations between the original and the generated sample may be ex-
plained in two ways: either the structure of process was not well analyzed 
and described mathematically in an adequate manner, or the drought was not 
representative of the sample available, because in a period of n" 40 years 
a drought can occur of only 2 to 3 years duration, or a 12-year drought has 
happened. Neither of the two is representative for a 40-year period. If hun-
dreds of samples of 40 years are generated, the historic droughts will be ob-
tained but maybe in a very small number of samples. The practitioner usually 
tends to perpetuate the sampling biases of the past sample as if the future 
would produce the identical sample series. One of the present shortcomings 
of many methods for generating samples is their perpetuation oj' biases re-
sulting from sampling fluctuation, as if all future samples should have them. 
Biases by sampling fluctuations are of various types. A discussion of 
sampling fluctuation is useful to show biases. In a series of daily flows of 
40 years every date of the year, say June 10, has a value of daily discharge. 
Average of 40 values gives the mean. These 365 means, as shown in Fig. 9, 
represent the fluctuating mean. If 10 years are used instead of 40 years and 
daily means computed and plotted, the series is less smooth; by increasing the 
number of years the sequence of 365 daily means converges to a smooth curve. 
The longer the period the less fluctuation of estimated daily means m is 
T 
around a smooth curve, fJ.
T
' The small changes around-the smooth curve, 
as sampling variation in the sense that there was not a sufficient time for 
observations, and as random fluctuations of the sampling type, may be per-
petuated by an inappropriate generation technique. Besides, these generation 
techniques are difficult to apply to daily flows, because they need 365 parameters 
of daily means and 365 parameters of daily standard deviations, requiring an 
estimate of at least 730 parameters. These statistics cannot be accurate. 
The estimated daily means of Fig. 9 are designated by m
T
, T =: 1, 2, 
••• , ill, with ill '" 365 the number of discrete values in the cyclicity. The 
population periodic component is denoted by tJ.
T 
(!;.t) with {!;.t} the basic 
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population process. The true periodic component .... T (t.t) is never known but is esti-
mated from sample data. As surning an unchanged envirorunent for lOOO or 2000 
years with observed daily flows, the estimates would converge to ...... (t.t)' or 
a smooth process of population periodicity in the mean would be approached, 
The differences of a sample, 
e 
T 
(4) 
represent the sampling errors in the estimated daily rreans for each date of 
the year. A mixture of a random variable and a deterministic process auto-
matically transfers the sampling errors of random process as the sampling 
errors in estimated coefficients of the deterministic process. Some techniques 
of generating samples is based on preservation of these sampling variations 
inside series. If a periodic smooth function, .... T ' is fitted to the w values of 
m
T 
' it is then a joint estimate of all 365 means, instead of separate estimates 
of each m
T 
This joint estimation should produce a smaller sampling variation 
than if w values of m
T 
are used. In other words, 
* e =.... - .... (~) . T T T t (5) 
represent differences which are, on the average or with their mean square 
(variance), much smaller than in the case of e
T 
of Equation (4). The joint 
estimates, .... T ' are based on the assumption that .... T (ttl is a smooth curve 
which can be mathematically described by a limited number of harmonics with 
low angular or ordinary frequencies. By estimating harmonics with amplitudes 
which are significantly greater than zero, or greater than amplitudes of harmonic 
non-periodic underlying process, the sampling errors are supposed to be only in 
the estimated amplitudes and phases (or in Fourier coefficients), though the sampling 
errors may lead to non-significant harmonics being significant, or the converse. 
For a di screte serie s of w 365 values in the basic periodicity, 
(w - 1)/2 = 182 harmonics fitted to 365 values of m
T 
would produce a curve 
passing through each of 365 points. This would perpetuate sampling errors 
on the individual T -positions. These harmonics would require 364 
parameters (either the pair of the A. and B. Fourier coefficients, or the 
J J 
pair of the amplitude C. and the phase 9.) , plus the general mean, 
J J 
.... x ' or 365 parameters equivalent to 365 estimates of 
It results from the application of sampling theory, that it is not necessary 
to use 182 harmonics, with 365 parameters, and pass by a periodic function 
140 
through all 365 points. Statistically speaking it is meaningless to have so 
many parameters, because automatically 365 degrees of freedom are lost. 
It cannot be justified by any approach in optimizing the number of statistical 
parameters in an estimation procedure. 
By fitting a sufficient number of harmonics with a given criterion of 
significance, both an economy in the estimated parameters and a reduction 
of sampling errors in the periodic component is achieved. If six harmonics 
are sufficient as joint estimates of daily means, twelve parameters instead 
of 364 must be estimated only. In other words, the lesser the number of 
significant harmonics the lesser the number of parameters to estimate, 
because estimating 12 coefficients of a periodic parameter is more meaningful 
than estimating 365 sequential values of that parameter. By eliminating 
differences b.e e * = m - tJ. from the periodic parameter of 
T T T 
daily means, this sampling fluctuation part, b.e , is pas sed from the 
deterministic-periodic component into the stochastic component. This is 
based on the principle that the maximum of stochasticity is retained in the 
stochastic component, and only the unavoidable sampling variations in 
coefficients of harmonics are left inside the periodic component. This 
principle is useful in the application of experimental statistical (Monte Carlo) 
method in generating new samples, because the generation is usually based 
on producing samples of stochastic independent components. The better 
the random independent component is isolated and described as a stochastic 
component, the better generated samples will be. 
Figure 10 presents the second most important parameter, the daily 
standard deviation, for daily discharge series of the Merced River. 
the example of 40 years, 40 values for each date of the year produce 
For 
S 
T 
the standard deviation, T 1,2, .• " W , with W = 365. This is a result 
of the classical analysis of hydrologic time series with the periodicity w 
known in advance. 
In many engineering and geophysical processes it is necessary to know 
or to estimate the frequencies with amplitudes significantly greater than zero. 
This means it is necessary to estimate frequencies, amplitudes, and phases. 
For hydrologic time series frequencies of all harmonics of a periodic- stochastic 
process are known in advance. In selecting the methods of analysiS of hydrologic 
time series a full circle is made in the last 70-80 years. Periodogram analysis 
141 
by estimating amplitudes of harmonics with known frequencies was developed 
at the end of the nineteenth and at the beginning of the twentieth century, 
mainly in European countries. Because the estimates of frequencies for some 
processes are needed, some mathematicians tried to discard the line-spectrum 
approach (discrete spectrum, or periodogram) and replace it by a continuous 
spectrum of variance densities. The present return to the line- spectrum 
approach was unavoidable because of known frequencies and periodicities, 
so the circle is being closed. The periodogram investigation was started by 
Schuster, Strumpf, Labrouste, Vercelli, and others, who used periodogram 
to determine amplitudes and phases for known frequencies. Mathematicians 
preferring the continuous power spectru:m approach took over investigations, 
both in the USA and abroad, which was particularly justified in cases of un-
known periodicities, and in cases of various stochastic processes. Because 
a_stronomic cycles are well defined in hydrology and most geophysical time 
series, the frequencies of all potentially significant harmonic s are known and 
need not be estimated from a continuous power spectrum. One needs to know 
only whether or not the amplitudes of these known frequencies are significantly 
greater than zero. Returning back by revising the periodogram approach and 
using the mixed spectrum (line-spectrum plus continuous spectrum) becomes 
a very attractive approach at present. 
A river basin has different responses to rainfall and to snow inputs. In 
the winter-spring season snow accumulation and :melting predominates. During 
the summer rainfall is the main input. In the fall either rainfall or a co:mbination 
of rainfall superposed on the previously fallen snow occurs. Different cli:matic 
mechanisms prevail during the year, with seasons of predo:minant rainfall, of 
rainfall and snow interchanges, and of snow regimes, with all transitions. 
The runoff can be then conceived as a super-population, and not a unique 
population of a stationary and ergotic process. The cli:matic periodicity of 
the year, with all added random variations in responses, affects significantly 
the periodicity in various parameters of the output. 
To demonstrate the structure of a complex hydrologic regime, the daily 
runoff serie s of the Merced River, with all three regime s: rainfall, rainfall-
snow interchanges, and snow accumulation and snowmelt, is selected as an 
instructive example of the complex structure, though simpler cases of only 
rainfall or predominately or only snow:m.elt regimes, may have been selected. 
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Figure 9. The estimated mean daily flows, , of the Merced River. 
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Figure 10. The estimated daily standard deviation, , of the Merced 
River. 
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In cOInparing Figure 10 with Figure 9, parallelisIn and differences 
are evident. The parallelism is in the general shape of periodic fluctuations. 
However, the daily standard deviations in rainfall and rainfall- snow regiIne s 
are relatively greater from the general average, than is the case with the 
daily Ineans, while the opposite is true for the snoWInelt season. In other 
words, the relation between the daily Inean and the daily standard deviation 
is not siInple. Figure 11 represents the 365 values of the coefficient of 
variation, as (CY)T '" ST/InT ' showing that the relation of the daily Inean 
and the daily standard deviation is not siInple for a cOInplex runoff regiIne. 
The periodicity in the Inean and in the standard deviation for precipitation 
variables, say the Inonthly precipitation, are often parallel, or the standard 
deviation over the Inean is approxiInately a constant. In other words, the 
randoInness of atmosphere and oceans introduces SOIne kind of proportionality 
between the Inean and the standard deviation in the periodic cOInponents. In 
the case of runoff that proportionality or siInple relation is changed because 
of different responses of the river basin during the year, because of differ-
ences in accuInulation of Inoisture, Inelting of snow, evaporation, and siInilar 
processes. 
The proportionality between the standard deviation and the Inean decreases 
the nUInber of Fourier coefficients to be estimated. The stochastic COInponent, 
€ 
p,T 
, with the periodicities in the Inean and standard deviation reInoved froIn 
the series, will then have a larger nUInber of degrees of freedoIn for the 
estiInation of other paraIneters. This € -coInponent is only approxiInately 
p,T 
second-order stationary, because it is stationary only in the Inean and the 
standard deviation (variance) but Inay not be stationary in the autocovariances 
(or autocorrelation coefficients), and in higher-order InOInents. In the case 
of proportionality of ST and In 
T 
X p,T (1 + C y E ) p,T 
, then 
with Cy a constant (inferred not to be statistically distinguishable frOIn a 
constant), or 
* E p, 1 + C y E p, T 
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(6) 
(7) 
so that 
X 
p,T 
* fJ- • E T p,T (8) 
or a deterministic-periodic component is multiplied by a stochastic component 
with the mean unity and the variance C2 . 
v 
The logarithms of Equation (8) give 
In X 
p,T 
,~ 
E 
p,T (9) 
or a sum of the logarithms of the periodic component and the logarithms of the 
stochastic component. The product of a periodic cOInponent and a stochastic 
component is transformed into a sum of the periodic and the stochastic components. 
Techniques available in the literature for the analysis of a sum of periodic and 
a stochastic components may be applied. Many precipitation series show to be 
close to satisfy the proportionality condition, at least in the limits of sampling 
variation. This is the reason why the logarithms of monthly precipitation 
values, or 15 -day precipitation, or 7 -day precipitation, can be well analyzed 
by techniques available for sums of periodic and stochastic components. 
When the periodic mean and the periodic standard deviation are not 
proportional the problem becomes complex. In dealing with river flows, river 
sediment transport, pollution or water quality variables which are associated 
with river discharge, the proportionality of periodic parameters mayor may 
not be satisfied depending on the complexity of regimes for these variables. 
The example of the Merced River and Figure 11 demonstrates this complexity. 
Figure 12 shows the sequence of 40 values of annual flood peak discharges 
of the Merced River, with three highest values observed in the fall and all 
others relatively smaller peaks are observed in the spring during the snowmelt. 
These three highest peaks increase significantly both the standard deviation 
and the mean at dates of their occurrence in comparison with the values at 
other dates. This is evident from Figures 9 through 11, particularly from 
Figure 11 with a changing relation between the periodicities in the standard 
deviation and the mean, or with a complex relation. Finding an adequate 
relation between the daily mean and the daily standard deviation that could be 
used to decrease the number of estimated coefficients in the periodic components 
is a question to be investigated for every river basin, because the impact of 
seasonal factors and various responses differ from river basin to river basin. 
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Figure 11. The esthnated daily coefficients of variations, 'IT ' of 
the Merced River. 
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Figure 12. The sequence of the maximum annual daily peak discharges 
of the Merced River. 
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In replacing the estimates m 
T 
and 
deviation by joint estimates iJ-
T 
and 0T 
ST of daily means and daily standard 
as the fitted smooth periodic 
components, and by using Equation (1) to obtain y from , and p,T T 
Equation (2) to obtain T' the stochastic component which is stationary 
in the mean and the variance is produced. The discussion of methods of 
estimating significant harmonics of iJ-
T 
of these lectures. 
and is outside the objectives 
Figure 13 gives the daily means of the € p,T series. The expected 
general mean is E € o but variations about it are relatively large. These 
differences of daily means from E€ = 0 represent the sampling variations 
which are retained in the stochastic component by using 
part of the periodic movement in case the m
T 
is used. 
similar graph for the daily standard deviations of € p,T 
, instead being 
Figure 14 gives a 
The three fall 
daily peaks are well shown in Figures 13 and 14. Figure 14 shows, however, 
a more systematic pattern in ST (€) than in m
T 
(€) , with clearly more variations 
of daily flows in the rainfall season 'than in snowfall and snowmelt seasons. 
Figures 13 and 14 further demonstrates various other complexities, 
even in the low-order moments (mean, variance), which result from the complex 
climate (with both liquid and solid precipitation), various aspects in accumulation 
and release of water of liquid and solid states, and various seasonal and random 
fluctuations throughout the year. This complex runoff regime of the Merced 
ill ver is an extreme case considered useful here as an example in showing 
all difficulties encountered in the structural analysis of hydrologic time series. 
The removal of periodicities in the mean and standard deviation enables 
the analysis of the autocovariances or the autocorrelation coefficients which 
mayor may not be periodic. It should be pointed out that the first auto-
correlation coefficient, computed for everyday from January 1 through 
December 31, gives also a series of 365 first autocorrelation coefficients. 
For the case of Merced River 40 years give 40 pairs for computing each 
r -value, as estimates of a PI, T -popUlation value. This series of 1, T 
r mayor may not be periodic. Figure 15 shows the series of r ,rZ, ~ , 1, T 1, T • 
T ' and r 20 , T for the Merced River after the periodic components 
iJ-
T 
and 0T are removed, as well as the fitted periodic components, PI, T ' 
PZ, T ' and P3 , T Dependence is very high, because the average value 
r 0.958 • The average values of r k decreases with an increase 1, T ,T 
147 
Figure 13. The mean daily flows, 
component of the 
Sy( E.) 
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Figure 14. The daily standard deviation, ST (c) , of the stationary 
stochastic component of the Merced River. 
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of k . This high dependence should be expected, because the river basin 
acts as tre:mendous storage and delays also the water outflow, thus creating 
the ti:me dependence. Experience shows that this dependence is kind of an 
autoregressive process, linear or nonlinear, or higher-order linear or even 
higher-order nonlinear :model, because a present discharge value depends on 
previous discharge values. A river discharge of today does not depend on 
what will happen to:morrow but it depends on previous precipitation and on all 
previous cli:matic and other factors. 
Figure IS de:monstrates the pattern that r
k 
fluctuates in a narrower 
, T 
band for s:mall values of k . The larger T' the smaller is the evantual 
periodic fluctuation. This figure also shows that, on the average, r k 
is 
, T 
high both during the season of snow accumulation and :melt, and during the 
rainfall season, but r k, T fluctuates in a larger range around r k, T during 
the rainfall Season than during the snow accumulation and :melt season. The 
r k,T -values with large k, say in Figure 15 for k = 20 , de:monstrate 
different degrees of water carryover (ti:me dependence for large lags) which 
depend on the season and the seasonal runoff producing conditions. 
Looking at Figure 15, but particularly at the series of r 1, T in Figure 
16, it is difficult to prove that the r l is periodic. The larger k the :more ,T 
attractive becomes the hypothesis of r k . being periodic. Figure 16 is , T 
basedontheassu:mptionthat rl,T is not periodic, with rl,T 0.958. 
The river basins factors which s:mooth the outflows store water differently 
during various parts of the. year. The s:moothing of effective precipitation of 
a river basin is the basic factor which creates the autoregressive runoff 
dependence models. By using strong statistical tests it is often found that 
some types of rivers have also periodicity in autocorrelation coefficients. 
If the periodicity is inferred, it is often assumed that the simple first-order 
autoregressive linear model is a good first approximation. It is not always so. 
lf p is periodic, then l,T 
E p,T T-I T • (10) 
of the autoregressive model has a periodic r l ,plus an independent second-, T 
order stationary stochastic component, ~ 
p,T 
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Figure 15. The daily first, second, third, and twentieth autocorrelation 
coefficient r 1 ,r 2 ,r 3 ,r 20 ,for the stationary 
stochastic component o'fTthe Mer~ed River: 
Figure 16. The fluctuation and the mean of the daily first autocorrelation 
coefficient, r l ,of the Merced River. ,T 
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A nearly independent noise of precipitation input is smoothed by the river 
basin factors to produce a dependent noise. The model of Equation (10) is that 
the today's discharge is a function of the yesterday's discharge, or of all 
previous discharges, which is the autoregressive model with a periodic 
dependence factor plus an independent noise. By computing (; a new p,T 
process of pure stochastic nature, in the sense that there is no periodicity 
in the mean, standard deviation and autocorrelation, is produced, as a second-
order stationary stochastic proces s. 
The stationarity of stochastic components is particularly stres sed 
because the probability theory and especially the theory of stochastic processes 
have developed the investigative techniques for stationary processes, or the 
processes which have the properties of time series which are independent of 
the absolute time; they are also proven or assumed to be ergotic processes. 
When stochastic processes are stationary and ergotic they are easy to treat. 
When processes are nonstationary or stationary but nonergotic, little is 
available in the literature for their treatments. In transitional flows, say in 
cases of unsteady flows in fluid mechanics, researchers are puzzled looking 
for ways how to study those processes, because they are non stationary. 
The second-order stationarity does not imply that the third-order moments, 
say the skewness coefficient at T positions, or the cross products of the 
three values on distances T 1 and T 2 ' are nonperiodic. The third-order 
non stationarity may be significant. The third-order stationarity may be 
obtained by removing the periodicity in the skewness coefficient, , or in 
other parameters connected with the third-order moments. The stationarity 
may be of any order considered feasible to attain. For higher-order parameters 
periodic, a practical approach may be that periodic processes maybe also in 
the skewness and kurtosis coefficients. In that case, the periodicities in the 
mean, standard deviation, and the three first autocorrelation coefficients, plus 
periodicities in the skewness and kurtosis coefficients, give seven periodic 
parameters, on which the stochastic stationary component is superposed. The 
reduction to a stationary and ergotic process is not feasible only from the 
mathematical point of view, but also for objectives of generating samples of 
random numbers. It is easy to generate random numbers which are independent, 
or which belong to dependent stationary processes. For a better mathematical 
description and a better generation of new samples in the experimental method 
151 
of studying hydrologic and water resources processes, it is an attractive 
approach in separating the deterministic-periodic processes in parameters 
from the stochastic process~ 
Figure 17 gives 365 value s of ~ ,the estimate of the skewnes s coefficients 
T 
of 
along 
_ variable of Equation (lO). Though the mean seems to vary little 
T 
T -positions, however, var ~ 
T 
seems to depend on the season, 
with variations being small during snow accumulation and melt season and large 
during the rainfall season, with all transitions between these two extreme 
runoff regimes. Similar results are obtained for the kurtosis coefficient of 
the S -component of daily runoff series of the Merced River. p,T _ In this case, 
the average PI = 0.958 of Figure 16 is used in Equation (10), 
,T 
or the auto-
correlation coefficients are considered as being nonperiodic, and s the p,T 
second-order stationary and independent stochastic component. 
For () T and fL T in Equation (1) not proportional, and for the autocorrelation 
coefficients, P k, T ' of the stochastic dependent T -component of Equation 
(2) periodic following the linear autoregressive dependence, then the composition 
of x is p,T 
X p,T 
a j, T EO , p, T- J + () s ~. p,~ (11 ) 
wi th fL ~, , and a, ,j = 1, 2,. . ., 
I J, T q , the 'periodic parameter s, 
with a. fitted to the sample values a, Here J, T j, T fL T ' () ~ ,and a , • J ,T 
are mutually dependent but not proportional. The w values of each m
T
, ST' 
and a, are determined as individual estimates of fL' and a, 
J,T T J,T 
The value () is a function of a, periodic parameters. 
j, T 
The periodicity in any parameter v may be approximated by m harmonics 
of its basic period w 
v 
m 
Vx + L: 
j=l 
in the form 
(A, cos A.,T + B. sin A.,T) 
j J J J 
(12) 
with m the number of harmonics inferred significant in the Fourier series 
description of v, v the mean of v estimated from the w v -values of 
x T T 
the sample series. Here v T is a symbol for either fLT ' 
and for either m 
T ST ' and a, j, T 
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" Figure 17. The daily skewness coefficients, f3 ,of the independent 
stochastic component of the Merced TRiver. 
Because of difficulties in estimating the coefficients A and B. of j J 
Equation (12.) from the x -series, they can be estimated from the w p,T 
values of v by 
T 
2. w E v cos 
w 
T=l 
T W 
(13) 
and 
2. w 
B. E v sin J w T w T=l 
(14) 
For the last harmonic, j 
o 
w/2 for w even and j = (w 1)/2 for w odd, 
This is important when all possible harmonics 
are computed (say all six harmonics for the monthly series). 
Because of difficulties in applying Fisher's or similar tests to infer 
significant harmonics in periodic parameters with a complex composition of 
hydrologic time series, an approximate empirical procedure must be developed. 
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Any paraITleter of a hydrologic series is assuITled to be periodic until proven 
to have no significant harITlonics. A periodic paraITleter v has w estiITlates 
V 
T 
of v 
T 
, with the variance of v designated by s2(v ). A few harITlonics 
T T 
of the lowest angular frequencies explain ITlost variation of v
T 
Because the ITlonth has w = 12 , and the ITlaxiITluITl nUITlber of potential 
significant harITlonics is six, it is assuITled that only the first six harITlonics 
for paraITleters of series of any tiITle interval, 6.t s 30 days, should be tested 
for significance. 
It should be expected that the significant harITlonic s in periodic paraITleter s 
increase as the tiITle interval of series decreases. FroITl experience studying 
periodicities in paraITleters of daily flow or daily precipitation series individual 
harITlonics beyond the sixth harITlonic add relatively little additional explanation 
to the variance of estiITlated v
T 
values. Besides, when the eventual significant 
harITlonics beyond the sixth are not included in the ITlodel of the periodicity 
of Equation (12), they are retained in the stochastic part after the periodicity 
vis reITloved froITl the serie s. 
T 
With the Fourier coefficients of the first six harITlonics estiITlated by 
Equations (13) and (14) froITl (j) values of v , the variances of harITlonics, 
T 
j= 1, 2,. . ., 6 , are deterITlined by var h. 
J 
C 2 A~ + B~ 
var h. = _J_ J J 
J 2 2 
( 15) 
The ratio 
var h. 
6.p. -------1-2 J s (v ) 
T 
(16) 
repre sents the part of the variation of V 
T 
explained by the j -th harITlonic. 
The SUITl of 6.p. j = 1,2, .•• , 6 , gives p , the part of the variation 
J 
of v T that is explained by these harITlonics. 
The saITlpling theory techniques are still rudiITlentary in detecting the 
significant harITlonics in various periodic paraITleters. COITlplexity of hydrologic 
tiITle processes is the ITlaiJCl reason for the lack of these inference techniques. 
A proITlising approach is the line-spectruITl, in its cUITlulative forITl, expressed 
in the percent of the total variation of a periodic paraITleter, V 
T 
The ratio of the cUITlulative variance of the first ITl harITlonics in 
relation to the variance of estiITlates of a paraITleter, v
T 
' gives the line-
spectruITl cUITlulative inforITlation 
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p 
var v 
.. 
(17) 
Figures 18 through 22 give the relation of p to m for five parameters: 
the mean m T ' the standard deviation 
, the first, second, and third 
serial correlation coefficients, r ,r • and r , of five discrete I,T 2,T 3,T 
series: Figure 18 for the daily precipitation series at Fort Collins, Colorado, 
from 1898 to 1966, or 69 years; Figure 19 for the 3-day precipitation at Austin, 
Texas, from 1898 to 1967, or 70 years; Figure 20 for the 7-day precipi::ation 
at Ames, Iowa, from 1949 to 1966. or 18 years; Figure 21 for the daily dis-
charge of the Tioga River near Erwins, New York, from 1921 to 1960, or 
40 years; 'and Figure 22 for the 3-day discharge of the McKenzie River at 
McKenzie Bridge, Oregon, from 1924 to 1960, or 37 years. Other precipitation 
river gaging stations for one-day, three-day, and seven-day discrete series 
show results similar to those of Figures 18 through 22, so the following 
conclusions drawn from these figures are generally valid. The parameter 
m has the range m - 182 for daily series, m = 1-61 for three-day series, 
and m 1 - 26 for seven-day series. The general patterns from these 
figures are as follows. 
The mean and standard deviation ST for the precipitation series 
are periodic. The p = f(m} curve is composed of two parts, a steep rise 
from m = 1 to an m value of up to m = 6, and a slow rise beyond that with 
the rise following approximately a straight line. The rapid rise may be 
attributed to periodicities in or s 
T 
The slowly rising straight line 
may be considered as sampling variation. The p f(m} curve of is 
always above the corresponding curve of ST . This difference may be 
2 
attributed to a larger sampling variation in the second moment, s .. ' than in 
the first moment, m T The three serial correlation coefficients, rl,T 
r 2 ,and r3 ,T ,j , after the periodicities in the mean, fiT ' and in the 
standard deviation, aT ' of precipitation series are removed, show approximately 
the straight line p f(m} relations. which are expected for nonperiodic and 
sequentially independent estimates vT of a parameter v T • 
The means m T and the standard deviations ST of one-day and three-
day series ( and also of seven-day series) of runoff examples show a sharp 
rise of the p f(m) curve up to m 3-6, and then a slow rise to the 
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Figure 18. Explained variance p by m harmonics 
in five parameters of daily precipitation 
series, Fork Collins, Colorado. 
Figure 19. Explained variance p by Figure 20. 
m harmonics in five para-
meters of 3-day precipitation 
series Austin, Texas. 
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Explained variance p by 
m harmonics in five para-
meters of 7 -day pre-
cipitation series, AInes, 
Iowa. 
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Figure Z1. Explained variance p Figure ZZ. 
by m harmonics in five 
parameters of daily flow 
series of the Tioga River. 
m 
Explained variance p by 
m harmonics in five para-
meters of 3-day flow series 
of the McKenzie River. 
maximum value of m , with thi s upper part of the curve convex upward. 
The first part of the p f(ml curve indicates the significant periodicities, 
whereas the second part indicates sampling effects of dependent successive 
random fluctuations, approximately of the linear autoregressive type. Rivers 
with runoff predominately produced by rainfall show no periodicity in the serial 
correlation coefficients, as shown by Figure Z4. However, the p == f(m) 
curves do not follow closely the straight line from m lon, demonstrating 
that sampling variation of serial correlation coefficients about their excepted 
values, PI Pz ' and P 3 • are affected by the sequential dependence of 
rl,T ' rZ,T ' and r 3 ,T ' as the result of sequential dependence of the 
underlying series after the periodicities fJ. T and (5 T are removed. Rivers 
greatly affected by snow accumulation and melt, or river regimes with com-
bined runoff from rainfall and snowmelt, show periodicity in the serial correlation 
coefficients, as demonstrated by Figure ZZ. All three parameters, r 1, T ' 
rZ,T ' and r 3 ,T ' exhibit the same sudden rise for small m as do 
m T and ST However, their p values are smaller. 
As expected, the sample size affects the smoothnes s and reliability of 
the p == f(m) curves, as a comparison between Figure ZO, with 18 years of 
data, and Figure 18 and 19, with about 70 years of data show, though Figure 
ZO refers to seven-day series, whereas Figure 18 and 19 refer to one-day 
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and three-day series. Precipitation discrete series with time intervals as 
fractions of the year show clearly that their non stationarity basically results 
from the periodicity in the mean and the standard deviation, while the non-
stationarity of corresponding discrete series of runoff often results from 
periodicity in the serial correlation coefficients, and likely in periodicities 
of third- and fourth-order parameters. The p f(m) graphs enable an 
investigator to assess the significant harmonics present by finding the breaking 
points between the fast and slow rising parts of these graphs. 
Figures 23, 24, and 25 show the correlograms of serial correlation 
coefficients r l ,r2 ,and r3 ,up to k = 275 values of the 365 values "T ,T , T 
of their series, computed for the Tioga River, N. Y. These correlograms 
show approximately the "white noise, II or the sequential independence of series 
of these three parameters. The correlogram fluctuations expand as k in-
creases, as expected because of a decrease of the number of correlated pairs 
as k increases. 
Figures 26, 27, and 28 show the correlograms of serial correlation 
,r2 ,and r3 T ,T ,T coefficients , up to k = 275 values of 365 values 
of their series, computed for the McKenzie River. The se correlograms 
These periodicities show that r
l , T , r , and r3 Z,T ,T , are periodic. 
as well as others in similar examples investigated, are usually more pro-
nounced in and r than in r , likely because of a smaller T 2,T l,T 
effect of sampling variation in r 2 and than in r 1 , T T ,T 
In summary, the use of the theory of stationary and ergotic stochastic 
processes, and the physical evidence of periodicity in various hydrologic 
parameters, require the removal of periodic cOInponents from the series, 
thereby reducing the stochastic component to an independent or dependent 
stationary (and presumably an ergotic) cOInponent of a given order of 
stationarity. Statistical inference techniques, whether exact, approximate, 
experiInental, or eInpirical, are needed for determining the significant 
harInonics in these periodic components. 
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Figure 23. Correlograrn of r 1 for daily flow series 
of the Tioga River. ,T 
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Figure 24. Correlograrn of 
daily flow series 
Tioga River. 
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Figure 26. Correlogra:m of r 1 for daily flow series of 
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Figure 27. Correlogra:m of r 2 T for 
daily flow series of 'the 
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Figure 28, Correlogra:m of r 3 T for 
daily flow series of'the 
McKenzie River. 
Stochastic Dependence in Daily Flow Series 
Figure 29 repre sents the general correlogram of the E - series p,T 
of daily flows of the Merced River, with the eventual periodicity in the auto-
correlation coefficients or in other parameters being neglected except in 
the mean and standard deviation, by considering E as a stationary p,T 
random variable. This general correlogram (with T -positions neglected) 
has the first autocorrelation coefficient of 0.80, which is much smaller than 
the average of r l , T ' for T = 1,2, ..• , 365 , which is r l , T = 0.95. 
The question arises which r 1 should be used, r 1 = 0.80 of the general 
correlogram or;:l = 0.95 as the mean of 365 values of r l ? The ,T ,T 
general correlogram perpetuates the sampling variations of a series. If 
there is a cycle or a trend in the sample series, as a chance occurrence, 
the general correlogram will reflect this chance variation, and will perpetuate 
it in the eventual generation of new samples. 
The general correlogram decreases rather smoothly from r 1 = 0.80 to 
zero, and the autoregressive models are well indicated to fit this type of 
sample correlograms. These two ways of measuring autocorrelation are, 
therefore, the column value>!::> or one r for each T with the average 1, T 
;:1 = 0.95 as the measure of dependence, and the general correlogram 
, T 
with r 1 = 0.80 as the measure of dependence. 
To avoid perpetuating the sampling biases of the past observations, or 
introducing them into the mathematical models, and generating them every 
time the new samples are simulated, the means r k , T should be used. The 
mean annual flows for 40 years of data of the Merced River show a trend 
upward, as demonstrated in Figure 30. A linear trend is assumed, though 
it does not need to be linear. The probability of having this trend by pure 
chance is very high. By dividing a series of 40 years in four subseries of 
10 years each, by computing the mean for every ten years, the probability 
that xl > x 2 > x3 > x 4 is 1/24; or for the four means to be in a 
decreasing order the probability is also 1/24. To have four means in an 
increasing order the probability is also 1/24. To have a pure chance cycle, 
high-low-high-low or low-high-low-high, the probability is 1/3. The total 
probability for trends and cycles by pure chance is 5/12 , or near 0.5. 
By studying an entire region, each station does not need to show sampling 
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biases, assuming that nonhom.ogeneous m.an-m.ade changes have been rem.oved. 
For the Merced River it can be shown that the trend of Figure 30 is a sam.pling 
trend. A very sm.all probability exists that this trend will be repeated in the 
sam.e way in the future. So the question should be asked, why perpetuate the 
sam.pling trends or chance cycles? 
Nearly all flood peaks of Figure 12 for the Merced River occurred during 
the snow-m.e1ting season. Three large peaks happened in the fall when the rain 
occurred during the snow on the ground. The floods of Figure 12 are fronl 
different populations. Practitioners usually m.ix the floods from. different 
conditions to get unique flood probability distribution curves. This is also 
a type of bias which should not be perpetuated in mathematical m.odels and 
in the generation of new samples. The three exceptional fall flood events 
affected the corresponding daily nleans, standard deviations, coefficients of 
variation, and also autocorrelation coefficients as presented in previous 
graphs. However, only three such events happened in 40 years with high 
sam.pling variations. One m.ay question whether these three events are really 
representative of the population, because sampling errors are large. 
Figure 31 is the continuous variance density spectrum. of the ~ -series, p,T 
assunled to be an independent series. The graph of variance density versus 
frequency is close to be a spectrunl of a m.ixture of an independent series and 
a linear trend. By using the general correlograms of the entire series of 
€ or ~ , and by not using the column values of autocorrelation p,T p,T 
coefficients and by not averaging them, one usually perpetuates SOnle sampling 
variations, particularly the sanlpling long-range cyclicity or trends. 
By studying the structure of a process and mathematically describing 
it by determ.inistic and stochastic parts, one should not perpetuate the large 
sam.pling biases in the stochastic com.ponent. This is usually done in som.e 
presently used methods of generating new hydrologic series. By inferring 
the stochastic dependence for the € -series, the final result is a ~ p,T p,T 
-independent stochastic com.ponent, as the noise inside a daily flow series. 
It is easy to convince scientists that hydrologic processes in nature are 
periodic-stochastic processes. Experience in studying hydrologic time series 
supports this concept. However, the water dem.and and water consum.ption are 
also the periodic-stochastic processes, but usually with a trend superposed. 
. " 
Then the planning of water resources developm.ent is composed of periodic- stochastic 
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Figure 2.9. The general correlogram of the stationary stochastic 
component of the daily flows of the Merced River. 
Figure 30. Sampling trend in the annual flows of the Merced River. 
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inputs into the water resources systems and particularly into reservoirs, 
and the periodic-stochastic outputs with trends, as outflows from thes e 
systems. Long series are already available for the past water deliveries 
and consumptions; however, they have not been used in developing structure 
of demand and in planning reservoirs, the supply of cities, irrigation develop-
ment, etc. The same procedure may be used in water delivery or water 
consumption series to remove both trends and periodicities in parameters, 
and reduce the series to an € 
p,T 
-series which is stationary of a given order 
of stationarity. By postulating a stochastic dependence model, the 
T 
-series may be obtained for the water delivery or water consumption series. 
Therefore, the two groups of ~ -components may be produced, one group 
p,T 
for the input time series, and the other group for the output time series of 
a water resources system. These ~ -series may be highly dependent, 
p,T 
both for each group and between the groups. The complication then arises 
because the inputs and outputs are complex, but also that their stochastic 
components are mutually dependent. 1£ a large precipitation in form of rain 
occurs Over a river basin, usually less water is required for irrigation. Then, 
there is a negative correlation between the stochastic component in water 
supply and the stochastic component in irrigation water consUInption. The 
planner of water resources systems is faced not only with multiple inputs, 
or multiple inputs of stochastic components (like in the case of reservoir 
input of water, input of sediment, input of water quality variables, input 
of rainfall over the reserovir area) and multiple outputs (such as the 
seepage out of reservoir, evaporation from the surface, and water demand), 
or he is faced with complex multiple inputs and outputs in solving a problem 
with inputs and outputs being periodic-stochastic processes, but various 
stochastic components of inputs and outputs may be highly dependent. In 
this complex structure of natural inputs of periodic-stochastic processes 
and the corn.plex outputs, the present objectives of hydrology is to under-
stand these processes and describe them effectively by using the systems 
analysis of either natural hydrologic environments, or of man-made water 
resources systems. 
The controversy rn.ay arise in the selection of the type of autoregressive 
rn.odels. Because the dependence is always on the previous values of a series, 
any rn.odel of dependence from the physical relationship rn.ust be an auto-
regressive rn.odel. The only problem is to find the realistic types of these 
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models which are either justified by a physical background or they have been 
shown by experience and tests on a large number of series to fit well data in 
a large percentage of cases. It is easy to design the physical conditions 
which predetermine the linear autoregressive models. As an example, if 
the recession curves of river flows follow a simple exponential function, it 
can be demonstrated that the annual flow series should follow the first-order 
linear autoregressive model. Similarly, the study of precipitation, evaporation 
and other time series affecting the daily flow time serie s may show the type 
of dependence in periodic-stochastic runoff process. Besides, the river basin 
response functions (linear, non-linear, time-variant with periodic-stochastic 
aspects, etc.) may indicate the type of stochastic dependence in hydrologic 
time series related to river runoff. 
The study of physical hydrologic relationships which predetermine the 
type of stochastic dependence in the stationary E -series is an area of p,T 
hydrology promising various significant contributions in the future. 
Distribution of Independent Stochastic Component 
The component ; of Equation (11) or similar equations has a large p,T 
sample, N = nw. For daily flows and n = 40 in case of the Merced River, 
N 14,600 values; for its monthly flows N", 40 x 12 = 480. The; p,T 
-component may be well described by the fitted probability distribution 
function, with a limited number of parameters (usually 2-6). This distribution 
function contains the major information about the stochasticity of an 
T 
series and is the basis for the simulation of new samples of x p,T 
Unfortunately, in case of a small 6.t value of discrete series (say I-day, 
2-day, 3-day, 7-day value), the frequency density curves may be particular 
distributions, as shown by Figure 32 of the; -series of daily flows for p,T 
the Merced River. To fit well a probability density function, it is often 
necessary to go much beyond the classical probability distribution functions 
of hydrology, of such functions as normal, lognormal, and various gamma 
distributions. Pearson types of functions, gamma functions with various 
transformations (Laguerre polynomials, Chebishev polynomials, etc.), or 
others are necessary. 
The fitting of normal, lognormal, and gamma probability density functions 
to the; -variable is usually satisfactory for discrete series with a large p,T 
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Figure 31. The variance density spectrUlTI of the independent stochastic 
component of daily flows of the Merced River, showing the 
effect of the sampling trend. 
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Figure 32. The frequency density curve of the independent stochastic 
component in daily flows of the Merced River. 
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At (say At = 14 days. a tnonth, 3 tnonths). The distributions of the 
; -series are bounded on the left side. As x is a positively valued 
p. T p. T 
variable. so for (x ). = 0 • Equation (11) gives. p. T Inln 
tn 
+ L; 
j=l 
• (18) 
in which 1/'1T fJ.
T
/ a
T
• To obtain (; ). the values € •• j = 1.2. p. T nnn p. T-J 
••• , tn , and '1 should be as large as possible while x is at a tninitnum. p,T 
Because of this physica110wer boundary, the lognortnal and gam=a distributions 
with three paratneters are attractive probability functions to fit, provided the 
; -frequency distributions are of the shape of these functions., Besides, p,T 
the lower boundary 'YT as the third paratneter tnay be treated as a periodic 
paratneter, to take care of periodicities in the third-order paratneters. 
The fitting three-paratneter lognortnal probability density function is 
2 2 
exp {-[In(;-;O) - fJ.] /2a } 
n n 
. (19) 
with fJ.
n 
the mean of In(; -;0)' an the standard deviation of In(~ -~O) ,and 
~O the lower boundary, constant or periodic. The lower boundary is estimated 
by ~~I "in 7 {~ N 2 ~ N 2 :B In (;.-; ) - - E In~. -,~ i=l 1 0 N i=1 1 0 
• (20) 
N N In(~. - ~ ) 
L Inl' .. , >} + E 1 0 0 N i=1 1 0 i= 1 ;, -; 1 0 
in which In is the sytnbol for natural base of logarithms. ~i is a short 
designation for; • and N = nw • p,T 
In order to test how well Equation (19) fits the; - empirical frequency p,T 
distribution, the chi-square test can be applied. If v class intervals with 
equal probabilitie s 1/ v are used in the chi - square te st, the normal standard 
distribution gives the corresponding class limits, t. , for probabilities 
J 
j/v , j = 0, 1, 2, •• " v-I ; then the class limits of; are obtained by p,T 
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~ + e 
o 
(J t. + fin 
nJ 
The three parameter gamma probability density function is 
--=-I_(~-;O \a-l (~_~ )/p pr (a) p) e 0 
(2.1) 
(2.2) 
in which a , P , and ~ are parameters, with ~ the lower boundary, 
o 0 
constant or periodic. The maximum likelihood method gives the estimate 
of the lower boundary as 
1 + VI + -i A N E tYl + ~ A - 4A i=l 
in which 
A In 11 ~ ~ ~ J 1 LN i=l i 0 - N N E i=l 
The parameter a is estimated by 
a = 4A 
4 
+ -
3 A 
- t,a • 
with the correction factor t,a given by 
a 
t,a = 0.04475 (0.26) 
N 
N ~1 
In (~. - ~ ) 
1 0 
which is an approximation; the parameter P is estimated by 
N ~. - ~ \ 
1 'l 
= 0 (2.3) 
(2.4) 
(25) 
(26) 
(27) 
For the goodness of fit test of the three-parameter gamma distribution to 
the ~ -variable, with N nw p,T 
equal probabilities l/v is used. 
, the number v of c1as s intervals with 
The class limits ~. of these intervals are 
J 
determined by the inverse of the integral 
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fSj 
So 
{3a r (a) 
(s_s}a-l 
o 
-(s-s)/{3 t: 
e 0 d\,. • (Z8) 
in which So ' a and 13 are estimated by Equations (z'3) through (Z7). 
For frequency density curves of the type of Figure 3Z, which are 
common for small l'l.t (say tit = 1 day, z'days, 7 days), the double-branch 
two-pararreter gamma function, with each branch having 0 < a < 1 ,has then 
the left branch equation 
• (Z,9) 
for S < So' and the right branch equation 
for S>S 
o 
I-P 
-1 
a 
&. -S ) z, 
o 
-(S-s)/{3 
e 0 Z, • (30) 
Six parameters should be estimated: S (the mode), P (the 
o 
Probability of all values S < S ) , p,T- 0 a l and {3 1 for the left branch, and 
a Z, and {3 Z for the right branch. The left branch no longer has a lower boundar; 
as the physical conditions imply. This is not a serious disadvantage because 
the convergence of the left branch tail to zero is rapid. For Figure 32, the 
estimate of So is the position of the sharp peak, and the estimate of P is 
the area to the left of this peak. The estimate s of a 1 ' {3l ' aZ ' and 
{32 are then made by using the maximum likelihood method. 
For more complex cases, the polynomials may be fitted for the relation-
ships between a z. normal variable and the S -variable of Equation (11). J p,T 
A normal standard variable is divided in u class intervals, each with 
the probability l/u • The (u-l) -class limits, t. , of the standard normal 
J 
distribution function are computed by the following approximation 
t. • (31) 
J 
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in which 
2 
u 
(u _ j)2 
and Co 7.515517, c 1 0.802853, c 2 '" 0.010328 , d l :: 1.432788 , 
d 2 '" o. 189269 , and d 3 0.001308. 
(32) 
The t. -values are then transformed to a z. -variable, normal with the 
J 2 J 
mean a and the variance s/: ,by 
p,T " 
z. 
J 
The 
and the z. 
J 
€ + se t. 
p,T "J 
m -th order polynomial is used to fit (u-l) -values of the ~. 
J 
class limits, representing the same probability P. = j/u ,by 
J 
estimating (m + 1) -parameters, a
o 
' a l , ... , am by the following 
equation 
a 
o 
m 
+ E 
i=l 
i 
a. z. 
1 J 
(33) 
(34) 
with m the order of the polynomial and ~j the prediction values of ~ j for 
given z .• 
J 
Fitting the polynomials of Equation (34) is the same as fitting the 
following density function to ~ , 
f(~ ) (35) 
in which f (z) is the normal probability density function of z of Equation (33), 
a i are the polynomial coefficients of Equation (34) with i 0, 1, ..• , m , 
and m is the selected order of the polynomial in this approximation. 
The x2 -test may be used to determine how well Equation (35) fits 
the ~ -distribution determined from the ~ -series computed by p,T p,T 
Equation (11) or similar equation. 
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MA THEMA TICAL PROGRAMMING IN WATER RESOURCES 
by 
Yacov Y. Haimes* 
I will first present the overall picture of system analysis and then 
dis cus s specific parts in detail. The following definition of s ysteIn engi-
neering is taken from a recent book by Warren A. Hall and John A. Dracup 
entitled Water Resources Systems Engineering. 
"Systems engineering is the art and science of selecting froIn a 
large number of feasible alternatives those actions which will best accom-
plish the overall objectives of the decision makers within the constraints 
of law, morality, economics, resources, policitics, and the physical and 
natural laws." 
In order to obtain an "optimal solution" in any water resources and 
hydrology problem using this methodology, we have to introduce an objective 
function and constraints. This is done via mathematical models which repre-
sent our physical systems. 
A mathematical model is a set of equations that describes and repre-
sents the real system. This set of equations uncovers the various aspects 
of the problem, identifies the functional relationships among all components 
and elements of the system, establishes measures of effectiveness and con-
straints, and thus indicates what data should be collected to deal with the 
problem quantitatively. 
We will see that these equations could be algebraic equations, differ-
ential equations, or other various types depending on the nature of the system 
we are dealing with. 
In general, in order to obtain a solution to a physical system at hand, 
we introduce a mathematical model which closely represents the physical 
system. Then we solve the mathematical model and apply its solution to 
the physical system. Clearly this process of modeling is very crucial for 
a meaningful result to the physical system and should be handled very 
carefully. 
*Assistant Professor of Engineering, Systems Research Center, 
Case Western Reserve University, Cleveland, Ohio. 
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The procedure of selecting that set of decision variables, also called 
manipulated variables, which maximizes the performance function subject 
to the system constraints, is called the optimization procedure. The follow-
ing is a general optimization problem: 
* ,~ 
* Select the set of decision variables, Xl ' Xl ,. X N ' which 
will maximize (minimize) the objective function, F(X 1, Xl' , X N }: 
MAX 
Subject to the cons traints 
where b
l
, ..• , bM are known values. 
Depending on the nature of the objective function and the constraints, 
we classify the optimization problem accordingly. The following is one 
possible way to classify mathematical models: 
1. Linear vs nonlinear 
l. Deterministic vs probabilistic (stochastic) 
3. Static vs dynamic 
4. Lumped parameters vs distributed parameters 
Linear vs Nonlinear 
A linear model is a model which is represented by linear equations, 
i.e., part or all constraints and/or the objective function are nonlinear. 
Examples: 
linear equations: 
nonlinear equations: 
y 
'f 
5X I + 6Xl + 7X 3 
l 5X I + 6Xl X 3 
y LOG Xl 
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y SIN Xl + LOG X2 
Determinis tic vs Probabilistic 
Determinis tic models or elements of models are those in which each 
variable and parameter can be assigned a definite fixed number or a series 
of fixed numbers for any given set of conditions. 
In probabilistic (stochastic) models, the principle of uncertainty is 
introduced. The variables or parameters used to describe the input-output 
relationships and the structure of the elements (and the constraints) are 
NOT precisely known. 
Example: 
"The value of X is (a.± b) with 90 percent probability," meaning that 
in the long run, the value of X will be greater than (a + b) or less than 
(a b) in 10 percent of the cases. 
Static vs Dynamic 
Static models are those which do not explicitly take the variable time 
into account. 
In general static models are of the following form: 
subject ot the constraints 
1, 2, .•• , M 
Dynamic models are those which deal with time- varying interactions. 
In general, dynamic models are of the following form: 
MIN 
subject ot the constraints 
t j F(X l ,···, X N, u l ' ••• , u M ' t)dt to 
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X,(t ) = x 0 i = 1, 2, •.• , N 
1 0 i ' 
Static models: most of the work in linear programming. 
Dynamic models: models in queuing,' scheduling. inventory, etc. 
As you will see later, static optimization problems are often referred 
to as mathematical programming where dynamic optimization problems are 
often referred to as optimal control. 
Distributed Parameters vs Lumped Parameters 
A lumped parameter system representation means that variations are 
ignored, and the various paramet<ers and the dependent variables of the sys-
tem can be considered to be homogeneous throughout the entire system. 
A distributed parameter representation takes into account detailed 
variations in behavior from point to point throughout the system. 
Most real systems are distributed parameter systems. For example: 
Several techniques of optimization are available for the solution of 
the above optimization problems, such as: 
1. The calculus 
2. Linear Programming 
3. Nonlinear Programming: 
(i) Direct search 
(ii) Lagrangian multipliers 
(iii) Penalty functions 
(iv) Gradient methods (Fletcher Powell, etc.) 
(v) Geometri:c programming 
(vi) Others 
4. Dynamic Programming 
5. Simulation 
6. Others 
Related theories and techniques for dynamic systems: 
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1. Queuing theory 
2. Game theory 
3. Network theory 
4. The calculus of variations 
5. The maximum principle 
6. Quasilinearization 
7. Etc. 
Simulation is probably one of the tools in Systems Engineering that 
has been used in water resources and hydrology studies more than any 
other one. We are not going to address ourselves to this technique; however, 
for the completeness of our discussion we will define simulation as follows: 
"A simulation of a system or an organism is the operation of a model 
or simulator which is a representation of the system or the organism. The 
model is amenable to manipulations which would be impossible, too expen-
sive or impractical to perform on the entity it portrays ••. "I 
According to this definition, simulation is a technique that involves 
setting up a model of a real situation and then performing experiments on 
the model, by trying to answer the question: 
WHAT - IF 
Simulation techniques 
1. Digital computer 
2. Analog computer 
3. Hybrid computer (combination of (1) and (2» 
Digital computer simulation is more accurate than analog computer simu-
lation but the latter is faster and its model construction is easier. 
The role that the mathematical model plays in detern;tining the 
optimal solution to the real physical system is extremely important. Thus, 
it is natural that the choice of the model structure and its parameters be 
carried on scientifically and systematically. The procedure of determining 
the model structure and its parameters is called system identification. 
INPUT OUTPUT 
IMartin Shubik, "SinlUlation of the Industry and the Firm," American 
Economic Review, L, No.5, Dec. 1960, p. 909. 
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The task of determining the structural parameters on the basis of 
observations over time and position of the inputs and outputs, is termed 
as: System Identification. 
The system parameters can be: 
(i) Constant 
(ii) Function of time 
(iii) Function of space 
(iv) Function of control variables 
(v) Linear or nonlinear 
(vi) Deterministic or stochastic 
If the response of both the real system and the mathematical model 
to the same signal input is identical (ideally), then the mathematical model 
simulating the system is considered to be indeed "perfect." 
In general, however, these two responses are not identical, and an 
error exists. Thus, the purpose is to construct a mathematical model such 
that the above difference error is minimized. 
To summarize our introductory discussion, it is instructive to discuss 
the various phases in systems engineering study: 
1. Detailed analysis of all components of the system and collection of 
pertinent data. 
2. Comprehensive mathematical formulation of the problem focusing 
on a chosen technique or techniques. Analysis of the subsystem 
interconnection (i. e. the coupling within a system). 
3. Solution of the formulated model and testing the validity of the 
model. This includes: 
(i) Development of pertinent algorithms for the computational 
solution of the problem formulated in step 2 above. 
(ii) Computer programming of the optimization technique used 
to solve the problem. 
(iii) Parametrization of the system model variables and investi-
gation of the stability of solution. The establishment of 
control over the solution. 
4. Putting the sQlution to work: Implementation. 
Linear programming is a very effective optimization technique for 
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solving linear static models. By that we mean linear objective function 
and linear constraints, where all functions are in algebraic forms. 
The following two- dimensional simple example will serve as a 
vehicle to demonstrate the basic concepts and principles of the technique. 
Maximize the function Z, 
Subject to the constraints: 
(a) Xl + ZXZ :s 4 
(b) Xl 2: 0 
(c) Xz 2: 0 
Note that each inequality constraint in Xl and Xz represents a 
half plane and the intersection of all these half planes yields the feasible 
region as shown in Figure 1. 
FEASIBLE 
REGION 
OL-------~------~--------r_----~~------~Xl 
2 3 
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From the theory of linear programming, the optimal solution, if it 
exists, will be obtained on one of the vertices of the feasible region. For 
special cases when the slope of the objective function coincides with one 
of the constraints, then more than one optimal solution exists. In fact, 
any point on that constraint line will be an optimal one. 
The graphical solution to the above linear programming probleIn 
proceeds as follows: 
1. Construct the Xl and Xz coordinates. 
2. Plot the linear system constraints, yielding the feasible region. 
3. Plot the line of the objective function for any value of Z. Then 
move with the slope of the objective function towards the direction 
of its increment 8 as long as this line still touches the feasible 
region. Optimality is achieved when any further increment of 
4. 
Z yields a point outside the feasible region. 
The coordinates of this vertex are 
* * Xz and value Z attains at (X I ' 
* the desired optimal Xl 
* X 2 ) its maximum value. 
and 
The above discussion of the two- dimensional linear programming problem 
can be extended to a general n-dimensional one. 
Consider the following problem: 
Find a vector ET = (Xl' X 2 ' ••• , XN ) which minimizes the 
following linear function, FQS): 
F(X) 
or 
N 
c.X. 
J J 
(1 ) 
subject to the restrictions 
x ;;, 0, j = 1, 2, .•• , N j (2) 
and the linear constraints: 
(3) 
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where a .. , b .. and c. are given constants for 
1J 1 J 
1, 2, 
1, 2, 
N 
M 
where F~) is the objective function. 
In matrix notation, the problem can be formulated as follows: 
subject to 
where 
min 
X 
T F~) = l:: ,~) 
X 2: 0 
A X s b 
T 
X 
A [all" 
= ~MI" 
Definitions 
Solution: Any set X. which satisfies the constraints (3) is a 
J 
solution. 
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(4) 
(5) 
Feasible Solution: Any solution which satisfies the non-negative 
restrictions (2), (and the constraints (3)), is a feasible 
solution. 
Optimal Feasible Solution: Any feasible solution which optimizes 
(minimizes Or maximizes) the objective function (1) is 
an optimal solution. 
In order to solve the above general linear programming problem, the 
Simplex Method is used. 
The inequality constraints are converted to equality constraints. This 
is done by introducing new variables, called stack variables into the model 
as follows: 
(7) 
+ 
where all X N+l 2: 0, ••• , X N+M 2: O. 
The problem posed by (4), (5), and (7) is now in its canonical form. 
Linear programming computer packages are available in almost all digital 
computer systems such as IBM 360 models, UNIVAC 1108, etc. 
Hillier and Lieberman in their textbook Introduction to Operations 
Research present an excellent discussion of the simplex method in their 
section on summary of simplex method. We are going to use their example 
as a vehicle to understand the simplex method. 
Duality in Linear Programming 
The duality concept has many important applications in projective 
geometry, electrical and mechanical systems, linear programming, and 
others. To each linear programming, called the primal, another problem 
is associated with it, called the dual. 
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Define the following primal problem: 
ZMAX 0 "I' '""" 'N' l~~j 
x 0 
a11a lZ ' •• alNj 
aZlaZZ •.• a ZN 
aMI a MN 
Introduce the following transformation of variables: 
Primal Dual 
.K Y 
N • M 
..s.. .£ 
A AT 
or a .. a .. 
1J J1 
2: 
max min 
where 
Y 2: 0 
Y is known as dual variables, shadow prices, or imputed prices. Hence 
the dual problem becomes: 
z 
" 
(b l , b Z' ••• , b M ) l :; min 
YM 
Y 2: 0 
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a
ll
a 21 aMI ry 1 
r" 
a l 2.a 22 a M 2. Y2 2! c 2 
a lNa 2N • a MN YM c N 
- j 
Clearly the dual of the dual is the primal and the optimal solution of the 
dual is equal to the optimal solution of the primal. 
Example: 
Primal: 
Z 8X + 9X2 + 10X3 max 1 
subject to the constraints 
6X1 + 7X2 + 8X 3 
oS 
5X + 6X2 + 7X 3 2 I 
+ 5X2 + 6X 3 oS 3 
3X I + 2X2 + 
oS 4 
XI ;:: 0, X2 
;:: 0, ;:: 0. 
In matrix notation: 
(8 9 10) 
subject to 
The dual problem becomes: 
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[1 2 3 4] Y1 
Y2 
Y3 
Y4 
subject to 
[; 
5 4 
:] r~il l:J 6 5 7 6 
Y1 0, Y2 <: 0, Y 3 <: 0, Y4 ;" o. 
Carrying out the matrix multiplication the dual problem can be rewritten 
as follows: 
z . 
mIn 
subject to 
7Y I + 6 Y 2 + 5 Y 3 + 4 Y 4 <: 9 
Note that the primlll problem has 3 variables and 4 constraints where the 
dual problem has 4 variables and 3 constraints. 
Economic Interpretation of the Dual 
To each resource i there corresponds a dual variable Y i which by 
its dimensions is a price, or cost, or value to be associated with one unit 
of resource i. That is, the dimension of the dual variable is $/unit of 
resource. 
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If it were pos sible to increase the amount available of resource i 
by one unit without changing the solution to the dual, the maximum profit 
would be increased by Yi" This is the basis for the opportunity-cost 
inte rpretation. 
The Transportation Problem 
An important linear programming formulation is the transportation 
One because of its applicability to many water resources problems. Con-
sider M origins pOints and N destinations points. We have the ability 
to transfer integer number of quantities from each origin to each desti-
nation. 
hence 
Define: 
1. 
2. 
M 
b a 
i=l i 
a i 6- number of units at origin i, 1, ,M 
number of units required at dest. j, 1, •.. , N b, 6-
J 
X,,6-
1J "" 
number of units shipped from origin i to destination j 
is a decision variable 
c,' /:}, cost to ship one unit from origin 
1J "" 
for all i, j. 
Cannot ship what we don't have 
Must satisfy each demand requirement 
b, 
J 
to destination j, 
This is implicit in the problem, and does not enter as a constraint. 
Objective 
Select M x N decision variables, X", to minimize shipping cost Z: 
1J 
Z 
N 
Z 
M 
Z 
j = 1 i= 1 
The linear programming formulation becomes: 
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M 
minimize Z L 
X .. i= 1 
1J 
N 
;Z 
j=l 
X .. 
1J 
Subject to the Constraints! 
N 
L X .. 
j= 1 1J 
M 
;Z X 
i= 1 ij 
X .. 2: 0 
1J 
a. 
1 
b. 
J 
1, 2, .•• , M 
1, 2, .•• , N 
We lose nothing by assuming 
Note 
Note 
if 
a. > 0 
1 
b. > 0 
J 
i = 1, 
1, 
M 
N 
If a. and h. are integers, then the resultant X .. are also integers. 
1 J 1J 
It should be carefully noted that the model has feasible solutions only 
M 
2: a. 
1 i= 1 
N 
;E 
j= 1 
b. 
J 
This may be verified by observing that the restrictions require that both 
M 
;E a. and 
i= 1 1 
N 
;E b. 
j= 1 J 
equal 
M 
;E 
i= 1 
N 
2: 
j=l 
X .. 
1J 
This condition that the total supply must equal the total demand merely 
requires that the system be in balance. 
If the problem has physical significance and this condition is not met, 
it usually meanS that either a. or b. actually represents a bound rather 
1 J 
than an exact requirement. If this is the case, a fictitious" origin" or 
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or "destination" can be introduced to take up the slack in order to covert 
the inequalities into equalities and satisfy the feasibility condition. 
The Canonical Transportation Problem 
We have M + N constraints and M x N decision variables. 
Define 
XII a l 
X lN aM 
XlI b l 
X= b ~Nj M + N vector XMl 
N x M vector 
L 
XMN 
M x N 
r~NT .2N T • Q N T I 
.2N 
T 
..:!2N 
T 
• '::QN T 
A= M 
T 
.2N 
T 
·..:!2N 
T I Q N !: 
N 
IN IN ..... ~ J l 
where 
- II 
r : 
I 
u = N QN N -N ~ I I I 1 I _ 1 J LO 
IN=[ll. •• ol~~ b 
o O_-J, 
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We define the transportation problem to be a linear programming problem. 
ExamEle 
Z origins M Z 
4 destinations N 4 
Thus the L. P. problem is 
T 
min ~ 
X 
subject to 
AX b 
where 
0 0 0 0 XlI a l 
0 0 0 0 X IZ a Z 
0 a a 0 a a X 13 
:: 
b
l 
0 0 0 a 0 a X l4 bz 
a 0 0 0 0 0 X ZI b 3 
0 0 0 0 a 0 XZZ b 4 !.. 
X Z3 
X Z4 
... 
Now we can use the simplex method. However, many shorter ways are 
available because of the form of the matrix A. 
Dynamic Programming 
The fact that dynamic programming is the most used nonlinear 
optimization technique in water resource systems can easily be explained. 
The Markovian and sequential nature of the decisions that arise in water 
resource problems nicely fits into Bellman's Principle of Optimality on 
which dynamic programming is based. The concept of dynamic program-
ming is relatively simple as will be shown here; however, the formulation 
of the recursive equation of real problems needs some ingenuity. 
The following network example will illustrate the principle upon which 
dynamic programming is based: 
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In the following example, it is required to choose a path to maximize 
return (Figure 1). Divide the problem into 4 stages and consider one 
stage at a time. Start from the front end (left side), (Figure 2). The 
maximum path values are determined for each terminal of stage 2. These 
values are shown on Figure 2. With these 4 values (10, 6, 8, 7) recorded 
in the terminal circles of stage 2, it is a simple process to add to them the 
return from stage 2 to stage 3 to determine the maximum values for the 
terminals of stage 3. These values are recorded as (13, 15, 13, 12) in 
the terminals of stage 3, (Figure 3). Further accumulation yields the 
final terminal values (17, 19, 18, 23) on Figure 4. The optimal path is 
clearly defined as shown on Figure 5 with a maximum reward of 23. A 
walk backwards moves through the optimum stage values of (D, 4) = 23; 
(C, 3) = 13; (C, 2) = 8; to. the initial point D, that is (D, 1) (Figure 5). 
Definition of Te rms 
State Variables: The state variables of a process are variables whose values 
completely specify the instantaneous situation of the process. The values 
of these variables tell us all we need to know about the system for the purpose 
of making decisions about it. 
Decision: A decision is an opportunity to change the state of the system so 
that the total reward achieved is as high as possible. 
Stage: The certain points of time in which we make the decisions about 
the system are called stages. 
The above three concepts, s tate variables, decision variables, and stages, 
are the basis for dynamic programming. 
Allocation problem 
The concept of dynamic programming can be easily understood by the 
following allocation problem. 
Given: 
N resources: Xl' X 2 , . 
The objective function F is defined as: 
Max 
X 
F 
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A Network Illustration of Dynam.ic Program.m.ing 
A0:-:-10~2~3~a 
5 9 7 3 4 2 
B b 
c c 
D d 
3 possible starting points: A, B, C, D 
possible ending points: a, b, c, d 
Find maximum path from. stage 1 to stage 4 
Figure 1 
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Stage 1 to Stage 2 
AQ-IO-B 0 Oa 
5 9 
0 Ob 
0 Oc 
0 Od 
Stage 1 Stage 2 Stage 3 Stage 4 
Figure 2 
AO &2~ 
7 3 
Oa 
0 Ob 
0 Oc 
0 Od 
Stage 1 Stage 2 Stage 3 Stage 4 
Figure 3 
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Stage 3 to Stage 4 
o GK- 3 -:::0 a 
6 2 
o b 
() o c 
() o d 
Stage 1 Stage 2 Stage 3 Stage 4 
Figure 4 
Optimal Path 
AQ-I0~2--:0K-3-;6 a 
5 9 7 3 4 2 
c 
d 
Stage 1 Stage 2 Stage 4 
Results: Maximum reward 23 
An optimal path: (D, 1) to (C, 2) to (C. 3) to (D, 4) 
Figure 5 
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1, 2, .•. , N 
Subject to a limited quantity X 
N 
Z '" X 
i= 1 
Note that g. (X.), 
1 1 
1, 2, .. N, have the following properties: 
1. Must be bounded for a S X '" X, otherwise the problem is 
trivial. 
2. Need not be continuous. 
3. Each term is a function of only one decision variable. 
Define: 
Max 
X. 
1 
gl(X l ) 
g2(X2) 
gN(XN ) 
1, 2, ••. , N 
fIX) represents the maximum return from the allocation of the resource 
X to the N activities. For simplification, we can assume that fi(O) 0, 
1, 2, ... , N. General form of gi(Xi ) can be given as follows: 
This is leased on Bellman's Principle of Optimality: "An optimal 
policy has the property that, whatever the initial state and initial decision 
are, the remaining decisions must constitute an optimal pOlicy with regard 
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to the state resulting from the first decision. 11 
We introduce a new v,ariable q to represent a variable magnitude of 
the resource available in the general class of such problems, where 
o S q S X. 
So our optimization problem becomes: 
subject to 
N 
Z 
i=l 
OSqSX 
N 
Z 
i=l 
g.(X.) 
1 1 
Suppose that there is only one potential activity (user of the resource) which 
we will designate by the subscript 1. Then, since we would still wish to 
make maximum use of the resource, we define: 
Max 
o S q os X 
Now suppose there are 2 potential activities (users of the resource). 
The new user is designated by the subscript 2. If we allocate to this user 
an amount X2 ' 0 OS S q, there will be a return g2(X2 ) and a remain-
ing quantity of the resource (q - X2 ) can be used by user 1. Applying 
the principle of optimality, the optimal return of the resource for 2 
potential users is: 
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The recursive calculation is now established and £3' £4' •••• fN can be 
written and solved in succession for all possible values of q. 
When this process is completed, fN(q) t th t f 
represen e re urn rom 
allocating the resource optimally to N users as a function of the quantity 
of resource whatever it may be. 
The general relationship for N users (stages) is 
o :s 
o :s q S X 
Example of a Water Resources Allocation Problem 
Given 3 cities: Los Angeles. Long Beach, and San Diego and a limited 
water q to be supplied to the above 3 cities. Let q 8 units. Associated 
with each activity is a return function. gi(Xi ), which gives the dependence 
of the return from the city upon the quantity of water allocated, Yi' i = 1, 
2, 3. 
The objective is to maximize the total return over all Xi subject to 
the constraints of the problem. 1. e. 
subject to: 
Xl + X2 + X3 :s 8 
Xl 2: 0 
X2 
2: 0 
X3 2: 0 
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The return functions are given in the following table: 
q gI(q) g2(q) g3(q) 
0 0 0 0 
6 5 7 
2 12 14 30 
3 35 40 42 
4 75 55 50 
5 85 65 60 
6 91 70 70 
7 96 75 72 
8 . 100 80 75 
Stage 1 - Only One City is Under Consideration 
Define f1 (q): 
£1 (q) ~ The maximum return from the allocation of the resource 
q to one city. 
q Xl fl (q) 
0 0 0 
6 
2 2 12 
3 3 35 
4 4 75 
5 5 85 
6 6 90 
7 7 96 
8 8 100 
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Stage Z - Only Two Cities are Under Consideration 
f2 (q) t:,. The maximum return from the allocation of the resource 
q to (one or) two cities 
max 
0:sq:58 
q Xl 
0 0 
2 2 
3 3 
4 4 
5 5 
6 6 
7 7 
8 8 
return from 
city 2 
II (q) X2 
0 0 
6 0 
lZ Z 
35 3 
75 0 
85 0 
91 0 
96 3 
100 4 
Example of computational procedure for: 
two cities, and q 
" 
7 
f2 (7) 
0 X
z 
fZ(7) max 
max gz(XZ) + f1 (7 -
:s 7 
gz(O) + f1 (7) 
gZ(l) + fl (6) 
gZ(Z) + f1 (5) 
gZ(3) + fl (4) 
gZ(4) + f1 (3) 
gZ(5) + f1 (Z) 
gZ(6) + f 1(1) 
gZ(7) + f1 (0) 
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+ 
XZ) 
return from 
city 
f 2 (q) I 
0 
6 
14 
40 
75 
85 
91 
115 
130 
0 + 96 96 
5 + 91 96 
14 + 85 99 
40 + 75 115 
fZ(7) max 55 + 35 max 90 
65 + IZ 77 
70 + 6 1" 75 + 0 75 
f2 (7) 115 
and 
* Xz 3 
Stage 3 - All Three Cities are Under Consideration 
The maximum return from the allocation of the resource 
q to (one or two or) three cities. 
max return from + return from the 
city 3 other Z cities 
q Xl fl (q) X 2 fZ(q) X3 [3(q) 
0 0 0 0 0 0 0 
6 0 6 7 
Z 2 12 Z 14 Z 30 
3 3 35 3 40 3 42 
4 4':~ 75 0 75 0 75 
5 5 85 0 85 82 
6 6 90 0 91 2 105 
7 7 96 3 115 3 117 
8 8 100 4* 130 0* 130 
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To analyze the result, we noted that 130 was the maximum return 
that can be expected with 8 available units of water to sell. How many 
units should be sold to each city; what is the optimum policy? 
We find that selling zero units to San Diego provides a maximum 
return of 130 with 8 units still remaining to sell. * Thus X3 
at X2 , for q 8, we decide to sell 4 units to Long Beach. 
This leaves 4 units remaining to Los Angeles, i. e. 
The optimum solution is then 
4, o 
and the maximum return is 130. 
o. Looking 
,~ 
Thus Xz = 4. 
If tomorrow, only 7 units are available, the following solution would 
result by looking again at the last table. For q 7, the maximum return 
is 117 with X3 = 3 which leaves 4 remaining units to sell to Long Beach 
and/or to Los Angeles. For q = 4, X2 = 0 which leaves 4 remaining 
units to sell to Los Angeles. The optimum solution for q 7 is then 
o 
The following example represents a different class of problems in 
dynamic programming where the decision variables are not discrete but 
can vary continuously in the feasible region. Consider the following opti-
mization problem: 
max 
X. 
1 
subject to the constraints 
n 
Z 
i=1 
X. :> 0 
1 
a 
n 
'" 1r 
i= 1 
X. 
1 
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Solution: 
Define 
n 
~ 
i=l 
max 
X. 
1 
X. 
1 
n 
11" 
i=1 
X. 
1 
max 
X 
n 
max 
X 
n 
max 
X 
n 
max 
X 
n-l 
max 
X
n
_
1 
X 
n 
= a 
a - X 
n 
n-l 
~ 
i=l 
X. 
1 
fn(a) 6- n X. 6- f(a;n) max 1T 
X. >0 i= 1 1 
1 
n 
~ X a 
i=l i 
and the recursive equation is obtained: 
fn(a} = max Xn f
n
_ 1 (a - Xn) X >0 
To start with, let 
max 
X
1
>O 
c 
n 
= c 
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a-X 
n 
For n Z 
For n 3 
Again: 
max 
X z > 0 
.!!:. (a - .!!:.) Z Z 
f 3(a) max X3 f Z(a - X 3) 
X3 
a -X3 Z 
max X3 (-Z-) 
X3 
1 2 3 
2 [a - 4aX3 + 3X3 ] 0 
1 X 2 a a , 3 - 3 
a 
.!!:. a - ""3 2 a 3 
3 ~) fJ) 
or in general 
zoo 
o 
Hence 
f (a) 
n 
max 
> 0 
where 
* * .!'!:. x 
n n 
Verifying the Recursive Equation 
By using mathematical induction for k 
for k, prove for k + 1 
1 it is true. As sume true 
a-X k 
hence 
f k+ 1 (a) 
a- k 
k 
a-Xk 1 k ( +) 
k 
max 
X> 0 
X k+l) 
k+l k 
o 
a-X k-l 
+ kXk+ l 
( k+l) 
k 
[ a-Xk+ l 
- xk+lJ k 
a (k+l) Xk+ 1 
* 
a 
Xk+ l k+l 
k+l 
a k 
a ---
k+ 1 J 
k 
k+l 
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(_1..) 
k 0 
0 
Some Characteristics of Dynamic Programming 
1. Objective function and constraints need not be linear, and the 
individual terms need not be continuous. 
2. No need for differential calculus. 
3. Dynamic programming yields the absolute optimum for multi-
model surfaces with proper grid. 
4. Inequality constraints often aid the solution of dynamic pro-
gramming by reducing the range of state or decision variables. 
5. The most significant practical drawback to the application of 
dynamic programming revolves around "the curse of dimen-
s ionality. " 
The total storage required for a certain problem is a function of the number 
of stages N, the number of decision variables S, the number of grids for 
each decision variable k, and the nUlnber of state variables P. 
Total storage = N. (S + 2). KP . 
Classification of Static Programming Problems 
1. Unconstrained Problem: 
min fQ9 
Z. Classical Programs: 
0, I, 2, ...... J m 
(especially when all functions are differentiable) 
3. Linear Programming: 
min cTX s. t. AX ~ b 
X > 0 
4. Quadratic Programming: 
min X T QX + c T X s. t. 
X 
ZOZ 
AX ~ b 
5. Nonlinear Programming: 
min fIX) 
X 
s. t. 0, 1,2, . .. , m 
where f(~) and/or gi(~) are nonlinear functions. 
6. Discrete Programming: 
Any of the above plus the requirement that certain of the variables 
must be integers. 
Convexity 
Convex set 
A point set S in (the Euclidean n-space) is called convex if for 
any two points Xl E S and all points 
A. Xl + (1 - A.)X Z belong to S 
where 
All points on a line connecting any two points in a convex set are also 
in the set. If S is closed and convex, it is called a convex domain 
Points 
in the 
set 
Convex Function 
Convex Set 
Points 
not 
the 
Not a Convex Set 
Let f(~) be a real valued function of n variables defined on a convex 
set S !;; En. Then fIX) is said to be a convex function if for every pair of 
points X1E Sand XZE S: 
f[\ X + (1 - )~)X 1 1 Z 
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Strictly convex 
A function f(Xl is strictly convex if Xl I: Xz and 
< 
o s A. s 
Geometrically 
A convex function on a convex set S, is one for which a linear inter-
polation never underestimates its value in S. 
1 . 1 
'2""f(X1) + '2""f(X2) 
X1+X2 f(-Z-) 
f(X1) 
Properties of convex functions 
Strictly Convex 
f(X) 
1. A function f(2fl is concave over S if -f(2fl is convex over S. 
2. A linear function is convex and concave function. 
3. A linear function is convex but not strictly convex. 
4. A conv.ex function is continuous in the interior of its domain. 
5. A positive linear combination of convex functions is convex. 
6. Each local minimum of a convex function in a convex domain S 
is a global minimum over S. 
7. A local minimum of a strictly convex function is actually unique 
and the global minimum. 
Z04 
8. If fiX) is convex, then the set S " X: fiX) S 0 is also 
convex. This result is important because many constraints 
are of this form. 
9. The intersection of convex sets is convex. 
min convex function 
max (-) convex function 
max concave function 
- - ::-=--...... ~ 
* X 
- -=;...-00' __ _ 
Stationari~y Conditions 
f(X) 
-f(X) 
Stationarity conditions are necessary but not sufficient conditions 
for a local minimum of a fWlction. 
Stationary points are points where the function assumed its minimum, 
maximum, or inflection. 
Necessary conditions for stationarity 
Necessary condition for a point X = X O to be a stationary point is 
that the gradient of f(~) at X X O equal to zero: 
o where 
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a f(2£) 
ax;-
a fiX) 
aX; 
af(X) 
ax-
n 
Since this is true at minimum, maximum and inflection points of the function, 
the conditions are necessary but not sufficient for a minimunl. 
If XES En, and the minimum occurs on the boundary then the 
stationarity is no longer necessary. 
Lagrange Multipliers and Lagrangian 
Consider the problem: 
Subject to the equality constraint 
where 
writing the constraint as 
1 
c 
z 
c 
We define a function L, called the Lagrangian as follows: 
Note that if the constraints are satisfied, then g(X I , Xz) = band 
g(X I , Xz) b = 0, therefore L(X I , XZ' A.) f(X I , XZ) i. e. the value of 
the Lagrangian is the same as the value of the objective function, f(X I , XZ), 
Necessary conditions for a stationary point of L are: 
a o 
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or by expanding: 
oL of ~ 
o Xl o Xl 
+ 
o Xl 
o 
oL of Aag 
o X z o X z 
+ 
o X z 
o 
oL 
g - b 0 all = = 
There are 3 equations with three unknows Xl' X Z' x.; solving them gives x/', x.':', which minimize f(X I , X Z), ~:.:: the optimal values Xl ' 
General formulation 
min f(~) 
X 
Subject to the equality constraints: 
where 
Form the 
where 
g.(X) 
1-
b. 
1 
Lagrangian L: 
L(X,~) f(~) 
x. T 6- (X. l ' X. Z' 
1, 2, ... , m 
m 
+ 2: x. i(g/~) - b.) 
i=l 1 
, x. m) 
Necessary conditions for a stationary point of L are: 
oL O~~ 
oX. = 0 X 
J j 
m 
+ 2: 
i=l 
Z07 
1, 2, ... I n 
Note that 
where 
1, 2, . ... , n 
+ 
k 1, 2, •••• m 
m < n 
1 for 
o for 
k 
i k 
m 
Z 
i=l 
8A 
Some propertie s of the Lagrangian: the solutions 
a saddle point if the following relationship holds: 
also 
* min L(X, A ) 
X 
* * A ) :$ L~, A ) 
* max L(~ ~) 
k 1, 2, . ~ . , m 
A *) is called 
Find the radius, r, and the length, h, of a water reservoir of a closed 
cylinder shape and of a given volume, Va' having the minimum surface 
area. 
2 
V 7T r h 
o 
Let S surface area 
Objective function: 
min 
r,h 
f(r,h) 
27Trh 
27Trh + 
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Subject to the constraint: 
g(r,h) 2 lTr h 
Form the Lagrangian, L: 
v 
o 
L(r, h, A) = f(r, h) + A (g(r, h) 
Necessary conditions for optimum: 
or 
1) aL A.£.g 0 
ar 
+ = ar ar 
2) aL 
ah ah + 
A.£.g 
ah 0 
3) 1fr2h - V 0 
0 
af 2lT(h + 2r) 
ar 
ah 
2lTrh 
1) 2lT(h + 2r) + (2AlTrh) 0 
2) 
3) 
1) h + 2r + Arh = 0 
2) 
3) 
2r + A/ 0 
2 
1fr h - V = 0 
o 
o 
o 
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V) 
o 
2lTrh + 2 + A (1fr h - V ) 
o 
Solving simultaneously: 
A * 2 
r 
* r 3 
and 
w * 
min fir ", h ) 
Consider the following problem: 
(1) min 
X. 
1 
z 
n 
Z 
i= 1 
subject to the constraints: 
n 
c.X. 
1 1 
~. 
\J -:;;: Vo 
(2) Z a .. X. 
i= 1 1J 1 
b. 1, 2, . ., ~ ,) m 
J 
where 
'" 0 , i = 1, 2, •.. , n. 
+ 2rr 
(Note that the slack variables are already included in this formulation) 
Form the Lagrangian L: 
n m n 
(3) L 2: c.X. + Z 
i=1 1 1 j=l 
A.(Z a .. X. - b.) 
J i= 1 1J 1 J 
Necessary conditions for optimal solution are: 
~(4) aL 
ax. 
1 
o , i = 1, 2, ..• , n 
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(5) o , 1, Z, .... J lU 
Solve (4) and (5): 
m 
(4) ax. c. + Z 1 i=l 1 
m 
(4a) c. 2.: A.a .. 
1 j=l J IJ 
n 
(5) 
all.. 2.: a .. X. - b. 0 i=l 1J 1 J J 
~ substitute (5) into (3) to get: 
L 
n 
2.: 
i= 1 
C.X. + 
1 1 
m 
2.: 
j= 1 
11..(0) 
J 
(6) L 
n 
2.: c.X. 
1 1 i=l 
~ 
substitute (4a) into (3) to get: 
L 
L 
But L 
(7) 
n m 
2.: Z 
i= 1 j= 1 
A.a .. X. + 
J 1J 1 
m 
2.: 
j=l 
A. 
J 
0 
n 
Z 
i= 1 
m 
2.: 
j=l 
Equation (7) represents the dual problem 
m }~ 
2.: A. b. 
j" I J J 
ZI1 
A.a .. X. 
J 1J 1 
m 
2.: 
j=l 
A b j j 
A.. are the dual variables, also called simplex multipliers. 
J 
In the primal we minimize Z, (minimize Z = maximize Z). Hence we 
maximize :\.b. as we expected. An important result is: 
J J 
A..* 
J 
Lagrange Multipliers and Inequality Constraints 
The Lagrangian approach given above is suitable in handling a non-
linear programming problem with equality constraints. Generalized 
Lagrange multipliers (also called the Kuhn Tucker multipliers) can be 
introduced to handle nonlinear problems with inequality constraints. 
Since the discussion of the Kuhn Tucker multipliers is beyond the scope 
of these liectures, we will introduce the classical method for inequality 
constraints. 
Consider the problem: 
Subject to the constraints: 
(i) b 
and 
(ii) a 
We convert this to equality by introducing the variable e, which is defined by: 
2 We require e to be real, and that if Xl 2: a--l- g 2: 0, e is real 
2 
Xl < a ~ a < 0, e is imaginary. Hence the 2 constraints can be written 
as: 
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(i) 
(ii) z e - Xl + a 0 
We form the Lagrangian L: 
Necessary conditions for stationary point 
(i) aL af + A ~ aX l aX l 1 aX l 
(ii) aL af + A ~ axZ axZ 1 axZ 
o 
(iii) BL g - b 0 
BAI 
(iv) BL 9 Z Xl + BXZ 
-
a o 
(v) e 
The difference from the previous conditions is in Equation (v). 
We look at two cases for ZAZe = 0: 
Case 1: e a (we are on the constrained boundary) 
Then AZ is not nece ssarily = O. 
Case Z: o e # 0 
The solution in this case is not on the boundary. i. e. the COn-
straint is binding. 
A desalinization plant produces fresh water in each of 3 successive 
Z13 
periods. The requirements for fresh water are 5 units (Ae-it) at the end of 
the fir st period: ten units at the end of the second period and 15 unit s at 
the end of the third period. The cost of producing X units in any period is 
f(X} 
Water may be produced in one period and carried over to a subsequent 
period. A holding cost of $2 per unit is charged for any fresh water carried 
over from one period to the next. Assuming no initial inventory, how many 
units should be produced each period? 
Formulation 
Let Xl' Xl' and X3 represent production in period one, two, and 
three respectively. Total cost production cost and holding cost 
The constraints are: 
(i) Xl 2: 5 
(ii) Xl + X z 2: 15 
(iii) Xl + Xl + X3 30 
(iv) 2: 0 
(v) X3 2! 0 
The optimization problem is: 
min 
subject to the constraints (i) - (v). 
One possible approach 
Ignore inequality constraints, and form the Lagrangian L: 
- 30) 
Necessary conditions for min: 
2X l + 2 + Z + A. 0 
ClL 
Cll-
4 I-
2XZ + 2 + I- 0 
-2 - I-
+ I- o 
- 30 
Solving simultaneously, we get: 
-4 -I- 2 -I- -I- = 60 thus 1-':' 
and 
* * 10; 
o 
66 
3 22 
$318 
The above result should be tested for feasibility. Substituting the 
values of Xl = 9, '" 10, and X3 = I into the constraints (i)- (v) 
results no violation of them. Thus the optimal solution is feasible and 
the constraints (i) and (iii) are not binding (not active), i. e. 
(i) X. > 5 
1 
(iii) Xl + > 15. 
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Newton Raphson Method 
The solution of simultaneous n nonlinear equations can be carried 
out very effectively via the Newton-Raphson method. We will first discuss 
the one-dimensional case, i. e. finding the roots of one nonlinear equation 
with one unknown variable, then generalize the solution to the n-dimensional 
case. 
One dimensional problem 
Find a sequence of approximations to the root of the equation 
fIX) = 0 
We assume fIX) is monotone decreasing for all X and strictly convex, 
i. e. fll (X) > 0 and that the root, r, is simple, 
fl(r) i- 0 
Let Xo be initial approximation to the root r, with Xo < r, (f(X
o
) > 0), 
and suppose we approximate fIX) by a linear function of X determined 
by the value of the slope of the function fIX) at X = Xo 
fIX) fIX ) + (X - X ) fl (X ) 
000 
f(X} 
I 
L---~----~~--~~~------------------.'X 
A further approximation to r is then obtained by solving the linear equation 
in X: 
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fIX ) + (X - X J f' (X) 0 
000 
which yields the lnd approximation 
X 
o f' 
The process is repeated at Xl leading to a new value Xl' 
General Recurrence 
Equation 
1. The recurrence equation 
f(X J 
n 
n 
f'(X ) 
n 
X n+ l 
X 
follows analytically from the inequalities: f(X
n
) > 0, 
f' (X ) < o. This monotonicity is an important property 
n 
computationally 
l. Quadratic convergence: 
, X n+ 1 - X n I :s k IX n - l 
k is independent of n. 
Multidimensional 
Determine a solution of a system of simultaneous equations: 
1, 2, 3, ... ~ n 
In vector notation: i~) O. Let ~o be initial approximation: 
l17 
f f (X ) + J(X ) (X X) 
- 0 -0 - -0 
where J(X ) is the Jacobian matrix 
-0 
J(X ) 
-0 [ 
af>J-1 
" ax. 
J X=X 
--0 
The new approximation is thus obtained as follows: 
or 
o --l f (X ) + J(X ) (X - X ) o 
- -0 -0 - -0 
X J(X ) 
-0 -0 
J(X ,- I f (X ) 
-0 --0 
o 
J(X )- 1 f. 0 
-0 
The recurrence relationship: 
where 
r af l ar l ax-l 1-! aX l axz 
afZ afZ afl 
I 
J~n_l) " aX l axz ax n 
af ar af 
n n n 
aX
l 
aX l ax n 
l18 
of 
n 
ax 
n 
X"X{n-l) 
Find the square root of 2, i. e. find the solution 
set f(X) X2 2 
f(X ) 
Xn+l X 
n 
n fl(X ) 
n 
(X2 _ 2) 
X n 
n 2X 
n 
In our problem, ( ,,2 = 1. 418). 
2 
Xl 2 + 2. 1 2 + 1 
3/2 1 3 
2 + 3/2 4 + 
1. 4166 
X 
n 
+ 2 
Let X 
o 
3 
2 1.5 
2 9+8 
3 12 
1 
Steepest Descent Method (Gradient Method) 
Consider the following multivariable function, 
2, 2 > 0 
where 
x ,X
n
). f~) has continuous partial derivatives with 
respect to X. Let 
The gradient 1:. is in the direction of increasing the function f~). We 
seek to move in the negative direction of the gradient to minimize f(X). 
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Initial guess: (X (0) 
1 ' 
x (0) 
2 ' 
The iterative procedure is given as follows: 
where t is a step size. The recursive equation is: 
t cp ~(k» 
Step size evaluation 
The problem is: find the scalar constant t which minimizes 
f~ - t cp). Consider the following approximation: 
6.£ 6.X2 + ••• + 
a 
AX 
n 
Note that each term AXi is contributing to the change in 60.£. 
In the steepest descent we had 
and 
X (1) 
i 
AX. 
1 
substituting into 
60.£ 
X (0) _ 
i tax 
a£ 
-t --ax. 
1 
60.£ we get 
n tM-) Z 
-t l: 
i= 1 ax. 1 
i 
1, 2, ~ ... , n 
Suppose the change 60.£ - e f~), 0 < 6 < 1. This is the desired 
change in £ to be obtained for this value of the gradient. Often, a is 
selected to be O. 1 (10% reduction). Hence 
af~) 
n 
-t l: 
i=1 
tM-l ax. 
t 
2 
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* t 
n 
z: 
If the specified improvement is taken too large, the net effect will be to 
overstep the minimum along the gradient direction. 
Other gradient methods are available. The Fletcher- Powell for 
example is an effective technique. 
Decomposition and Multilevel Optimization 
The theory of multilevel optimization has several significant advantages 
in the solution of large scale optimization problems. Two of these advantages 
are: 
1. Conceptual simplication of complex systems ~ot otherwi se solvable. 
2. Reduction in dimensionality and therefore in the computational 
effort involved. 
While a shortage of fast access memory in modern computers limits problem 
size, the decomposition and multilevel optimization approach permits the 
solution of high dimensional problems. Moreover, an overall optimum of 
nonlinear complex systems can be obtained. The decentralization principle 
states that: "A set of subsys tems is optimally controllable in a decentralized 
manner if and only if there are no variables common to two or more sub-
systems." This principle plays an important role in this optimization scheme. 
The concept of multilevel optimization technique is based On the decomposition 
of large scale and composed systems and then the reconstruction of the system 
into independent SUbsystems. The multilevel and the multigoals of the pro-
cedure are then defined. This procedure is accomplished by introducing new 
variables, which will be called psuedo variables, into the system. Then each 
subsystem is separately and independently optimized. This is called a first 
level optimization. The subsystems are tied together through coordinator 
parameters (such as Lagrangian Multipliers), which are responsible for the 
optimization of the whole system. This is called a second level optimization. 
Note that the subsystems' independence is obtained by relaxing one or more of 
the necessary conditions for optimality and then satisfying this condition with 
a second-level controller. Decomposition and multilevel optimization techni-
ques have been succellsfully applied to planning of surface water and to 
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ground water system identification problems. In particular, the character-
istics of ground water basins may be determined by organizing producing 
water wells into a multilevel structure. Such determinations can greatly 
aid water resource planning agents who are attempting to coordinate sur-
face water and ground water resources in an optimal manner. 
1) Hall, ,Warren A. and John A. Dracup. Water Resources SysteITls 
Engineering. McGraw-Hill Book Company, 1970. 
2) Hillier, Frederick S. and Gerald J. Lieberman. Introduction to 
Operations Research. Holden-Day, Inc., San Francsico, 1968. 
3) Wagner, Harvey M. Principles of Operations Research. Prentice-
Hall Inc., 1969. 
4) Lasdon, Leon S. Optimization Theory for Large Systems. The 
Macmillan Company, London, 1970. 
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GAME THEORY 
by 
'" Calvin G. Clyde 
Introduction 
Some problem situations require that decisions be made in circumstances 
of competition where the decision maker must consider not only his own advan-
tage, but also the desires of his competitors. In such situations gam.e theory 
can be helpful in analyzing the problem, describing the alternatives and select-
ing an optimum strategy or course of action. 
To simplify the discussion, only rather simple games, i. e., two person 
zero-sum games with pure and mixed strategies will be presented here. Such 
games have the following characteristics: 
1. There are only two competitors or players. 
Z. There is for each player a set of possible courses of action. 
3. A play of the game takes place when each player chooses a course of 
action independent of the other player. 
4. The outcom.e of a play is the consequence of the choices of each player 
and is called the payoff. 
The purpose of game theory is to establish a way of finding the optimal 
strategy for each player such that the security level of each may be guaranteed. 
A game is said to have a solution if the optimal strategies of the players lead to 
the payoff expected by both of them. The payoff corresponding to the optimal 
strategies is called the value of the game. 
The alternative courses of action for each player and the corresponding 
payoffs can easily be sum.marized in a matrix such as Figure 1. The matrix 
is customarily written from the standpoint of player A. The matrix numbers 
show the payoff to player A associated with each possible combinations of 
choices by the players. Thus, if player A chooses Al (shown by Row 1) and 
player B chooses B3, (shown by Column 3) then player A will receive 3 units 
of value. Since perfect competition exists, player B at the same time loses 
3 units. 
~, 
Professor of Civil Engineering, Utah State University. 
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Figure 1 
I 
1 -2 
A 2 9 
3 4 
Col. Max 9 
B 
2 
8 
7 
-3 
8 
J 
3 I 
3 I 
5 I 
1 I 
5 
Min~max 
Solution of a Game with a Saddle Point 
Row 
Min 
-2 
5 -Maximum 
-3 
Player A now examines the game from his own selfish standpoint and 
sees that whatever move he makes, his opponent will try to limit his winnings. 
Thus, if A chooses AI, player B may be smart enough to choose Bl and A will 
lose 2 units of value. A then writes down along the right of the matrix the 
mininlUm number in each row, realizing that these numbers represent the 
worst that could happen to him under each possible play of the game. A would 
like to select his play so that he will receive the maximum payoff among the 
minima available. This maximin value of 5 indicates to A that he should choose 
A2. 
Now player B looks at the game knowing that his best course of action 
will be to keep A' s winnings as low as possible. He realizes that whatever 
option he chooses, player A may wisely select the option that will make the 
payoffs to A as large as possible. Thus B writes down beneath the matrix the 
maximum of each colun:m. These numbers represent the worst that can happen 
to B under each choice. B seeks to minimize his losses by selecting the course 
of action corresponding to the minimum of the maxima. This minimax shows 
B's best strategy is B3. 
Each player has thus selected his best strategy. In this game both the 
maximin and the minimax have the same payoff which is called the value of 
the game. Such games are said to have a solution at a "saddle point" which 
determines for each player a pure strategy (that is, just one choice) that is 
optimal. The saddle point can be recognized as the smallest number in its row 
and the largest number in its colunm. 
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Dominance 
Consider the game matrix of Figure 2. 
B 
1 2 3 4 5 6 
1 2 I 1 0 1 1 0 
=P 3 2 0 2 1 t+1 A 3 3 2 3 2 4 2 5 -5 1 2 
i 5 4 4 4 -1 2 3 
6 3 3 3 -2 2 4 
Figure 2 
Player A is about to begin writing down the row minima when he notices some-
thing that will simplify the game. He sees that every number in Column 1 of 
the matrix is equal to or larger than the corresponding numbers in Column 2. 
He knows that player B is smart enough to never choose Bl because such choice 
would always give his opponent an equal or larger payoff than B2. Thus Column 
1 can be eliminated from further consideration in the game and a line is drawn 
through that column. 
Similarly player B notes that every element of Row 1 is equal to or smaller 
than Row 2. He sees that player A will never choose Al because his payoff 
would always be equal to or smaller than that from A2. Thus the first row is 
eliminated from further consideration. Now a column and a row have been 
eliminated because they are "dominated" by other columns or rows in playing 
the game. At this point B eliminates what is left of Row 2 because it is smaller 
than Row 3. Player A eliminates the remainder of Columns 2 and 6 since their 
elements are larger than Column 5. Finally B crosses out what is left of Row 
6'because its elements are equal to or smaller than Row 5. The remaining 
game matrix is shown below as Figure 3. 
B Row 
2 3 2 2 +- Maximin 
A 5 -5 1 -5 
I 4 -1 2 -1 
Col. Max. 5 3 1 
Figure 3 Minimax 
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The original game has been greatly simplified by the dominance relationships. 
Its solution is determined by finding the pure strategies given by the saddle 
point. In terms of the original game, the best strategies for each player are 
A3 and B5 and the value of the game is 2. 
A Water Rights Sale Problem 
The following competitive situation can be examined conveniently by 
game theory. 
Two brothers own adjacent property and each has a water right that is 
about half enough to make the land really productive. Each agrees that one 
should sell his water to the other who would then have enough to make irriga-
tion pay. The other would then grow dry-land crops. 
The brothers agree to sell to each other by submitting sealed bids (in 
multiples of $100). The one bidding highest will buy the other's water right. 
If both bids are the same, they agree that the water right is to go, at the bid 
price, to the one who wins the toss of a coin. 
Both estimate that the water right has a present worth of $400 in terms 
of the increased value of irrigated crops that can be grown. Similarly they 
can see that losing their inadequate water right would decrease their income 
by $200. Thus a sale puts them $600 apart in income and would be viewed as 
the value from the sale. 
One brother has $1,000 to venture, the other has $700. What are their 
optimal strategies and the value of the game? 
The first step in solving the brothers' dilemma is to develop the appro-
priate game matrix as shown in Figure 4. 
Consider first the situations where each brother submits the same bid. 
In these cases the sale is determined by the roll of dice and each brother can 
expect to win half the time and lose half the time. Thus the expected value of 
each for equal bids is zero. 
If the richer brother bids $300 and the poorer $200, then richer wins and 
he receives a value of $600 for an investment of only $300. Thus the game 
payoff is $300 for these bids. For a bid of $500 by richer and $600 by poorer, 
the poorer brother receives $600 value for a $600 investment and the payoff 
is zero. Similarly, a1l the matrix can be completed as shown in Figure 4. 
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100 ZOO 300 
~ 0 -400 -300 00 400 0 -300 300 300 0 
400 ZOO ZOO ZOO 
Richer 500 100 100 100 
600 0 0 0 
700 -100 -100 -100 
800 -200 -zoo -200 
90U 
-300 -300 -300 
1000 -400 -400 -400 
Col. Max. 40 0 '100 200 
Figure 4 
Poorer 
400 500 
-200 -100 
-200 -100 
-ZOO -100 
0 -100 
100 0 
0 0 
-100 -100 
-200 -ZOO 
-300 -300 
_4ClCl _4Clfl 
100 
600 700 
0 100 
0 100 
0 100 
0 100 
0 100 
0 100 
-100 0 
-200 -200 
_"IClO 
-300 
_40fl _400 
100 
Row 
Min. 
-400 
-300 
-ZOO 
-100 
0-Maximin 
0-
-100 
-ZOO 
-300 
-400 
While the game could be simplified first by dominance, it is shown by 
listing all the row minima and the column maxima. Note that this game has a 
double saddle point. Each brother can do equally well by bidding either $500 
or $600 against a IIsmart" brother. If the other brother is stupid, however, 
then each should bid $500 because in case of carelessness they will win Inore 
value because of dominance. 
Either brother might decide, for other reasons not included in the game 
(such as a sentimental desire to establish a productive farm), to bid a higher 
amount to insure that he will obtain the water right. Of course such a decision 
is not covered by the game. 
Mixed Strategy 
For some games a pure strategy of play does not exist. However, a 
mixed strategy (each player selects each of his options part of the time) may 
lead to a solution to the game. This kind of a two-person, zero-sum game is 
illustrated by an old game called "Two Finger Morra" as follows: 
* * We will use the symbols X and Y to represent the optimal mixed 
* strategies for which we are searching. X equals those values of the x. 
1 * 
which make the outcome of the game as good as possible for player X. Y 
equals those values of y. which make the outcome as good as possible for Y. 
J 
The expected value of the game (v) can now be written down in terms 
* * of X and Y • 
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v E(X*, y*) (OIX1YI + (Z)x1yZ + (-3)x1Y3 + (O)x1Y4 
+ (-Z)XZYI + (O)xZYZ + (O)xZY3 + (3)xZY4 
+ (3)x3Y1 + (O)x3y Z + (O)x3Y3 + (-4)x3Y 4 
+ (O)x4YI + (-3)x4y Z + (4)x4Y1 + (Olx4Y4 
(3) 
Some additional relationships can be written by considering the expected 
payoff of the game if one player selects a pure strategy while the other employs 
his optimal 'mixed strategy. For example, assume X chooses pure strategy 
* Xl while Y uses Y • Then the expected payoff of the game would be given by 
(4) 
This expected value must be less than or equal to the value of the game because 
the pure strategy used by X will do less for him than his optimal mixed strat-
egy. Thus, the following inequalities can be written for the game: 
E(l, Y*) ZyZ 3Y3 :s v 
E(Z, Y*) 
-ZY I + 3Y4 
:s v 
E(3, y*) 3Yl 4Y4 :s v 
E(4, Y~') -3yZ + 4Y3 :s v (5 ) 
E(X*, 1) 
-ZxZ + 3x3 
2 v 
Z) ZX l - 3x4 l: v 
E(X*,3) = -3x l + 4x4 l: v 
E(X*, 4) = 3xZ - 4x l: v 3 (6) 
The set of equations and inequalities represented by Equations 3, 5, and 
* * 6, if they can be solved, give the optimal strategies X and Y . 
For games that cannot be easily solved, some approximate numerical 
methods have been developed in which the game is played and the consequences 
of both players' moves are observed for a large number of moves until an 
approximate optimal mixed strategy is determined. These methods are called 
ZZ8 
methods of "fictitious play" and often are a fairly rapid means of solving a 
mixed strategy game. The reader is referred to Thrall (3) for a detailed 
description of these methods. For the Two Finger Morra game. fictitious 
play after ZOO moves gives the optimal strategies 
* X 
y* 
II .105 
II .105 
.485 
.465 
and the value of the game is l';ero. 
.330 
.355 
.080 II 
.075/1 
A game with mixed strategy can also be turned into an equivalent linear 
programming problem which may then be solved using the simplex algorith=. 
see Au and Stelson (1). p. 360. 
The Cattle Rustlers and the Posse 
Some rustlers have stolen some cattle and are driving them towards the 
border to escape. they are being pursued by a posse which outnumbers the.rn 
if the posse stays together. The rustlers can take the cattle through the moun-
tains by a longer trail in which case only half the cattle will survive and will be 
in such poor condition as to sell for only two-thirds the healthy price. Another. 
shorter route leads to a dangerous river crossing where only half the cattle 
would survive but would bring full price when sold. 
The posse cannot split up and cover both trails since each half would then 
be outnumbered by the bandits. They can be sure to reach the river crossing 
in time to recover the cattle, but if they follow the mountain trail they have 
only a 50 percent chance of reaching the border in time. What should the 
strategies of each group be? 
Consideration of the conditions of the problem leads to the game matrix 
shown in Figure 6. 
x) Mountains 
Rustlers 
I-x) River 
Col. Max. 
Figure 6 
Posse 
(y) 
Mountains 
1/6 
1/2 
1/2 
229 
(l-y) 
River 
1/3 
0 
1/3 
minImax 
Row 
Min 
1/6 maximin 
0 
Since the minimax is not equal to the maximin, there is no pure strategy 
and the optimal mixed strategy is sought by the method of inequalities as follows: 
1 1 1 
v (;"Y + "3 x(l-y) + 2' (l-x)y 
E(l, y*) 1 1 bY + "3 (1-y) ::; v 
E(2, y*) 1 ::; v 
'" zy 
E(X*, 1) 1 1 "6 x + 2 (l-x) 
1 
E(X''', 2) '" "3 x 2'!: V 
These inequalities are easily solved to find that x = 3/4, 1 - x 1/4, 
y = 1/2, and 1 - Y = 1/2. Thus the rustlers should take the mountain trail 
three-fourths of the time (with a probability of 3/4) and the river trail one-
fourth of the time. The posse should take each trail half the time. The value 
of the game is 5/16 of the value of the herd when it was first stolen. 
With this brief introduction to competitive game theory, the reader may 
recognize problem situations where game theory can be helpful in viewing 
tradeoffs and optimal strategies more clearly. One paper by Rogers (2) is 
especially recommended as an example in which game theory was applied to 
a water problem. The paper discusses water supply and flood control develop-
ments along the Ganges and Brahmaputra Rivers in India and Pakistan and 
seeks to describe the optimal strategy of each country. While the game is a 
non-zero sum game, the reader should have little trouble in following the 
analysis. 
Literature Cited 
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THE USE OF INPUT-OUTPUT 
(TRANSFER FUNCTION) MODELS IN HYDROLOGY 
by 
J. Amorocho* 
INTRODUCTION 
Som.e of the m.aterial contained in this lecture has been presented in 
various form.s by the author before, as listed in the bibliography, especially 
under Reference 1. The purpose of this presentation is to sum.m.arize the 
m.ain principles involved in the use of hydrologic m.odels of the input-output, 
or "black box" type, as they are often called. 
The concept of determ.inism. has been deeply ingrained in scientific 
though for centuries. It is a corrlfortable position, not only because it con-
form.s with the tenets of the m.ost prevalent system.s of Western logic, but 
because it states that the power of predicting precisely the effects of exterior 
actions upon a given entity is within our grasp. 
Without embarking upon a philosophical discussion of the validity of 
determ.inism in the physical world, we can state that so far it has never been 
possible to formulate any real hydrological situation in strictly determ.inistic 
terms. This stems from. the following three circum.stances: 
1. There is tim.e variability of hydrologic system.s due to man-m.ade 
changes and to the natural processes of weathering erosion, 
climatic changes, etc., which constitute the geomorphological 
evolution of the land. 
2. There is uncertainty with respect to the m.agnitudes and the space 
and time distribution of the inputs and outputs of hydrologic sys-
tem.s, and with respect to the states and properties of their inter-
ior elements. 
* Professor of Water Science and Civil Engineering, University of California, 
Davis, California 95616. 
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3. There are difficulties in the mathematical formulation of the com~ 
plex nonlinear processes of mass and energy transfer that con-
stitute the hydrologic cycle. 
Time variability, or nonstationarity, is of concern in the study of 
hydrologic systems not only because a system that is in the process of 
change cannot produce invariant input~output relationships, but because 
these systems have "memory." The term "memory" is understood as the 
effect that the past input history has on the present operation of the process. 
It is associated with all the transient states of storage, momentum flux, etc., 
whose influence is always carried forward in time. 
Two cases arise in connection with the time variability of hydrologic 
systems. The first concerns the effects that past time variability may have on 
the formulation of input-output relationships on the basis of recorded historical 
data. The second is related to the prediction of the future behavior of the se 
systems. 
In common hydrologic practice, variability is disregarded in many 
applications, under the assumption that the natural processes of watershed 
evolution are so slow that the changes they induce are of negligible scale 
during the period of interest. Although this assumption may be relatively 
valid for certain virgin watersheds, it can be grossly fallatious in other 
cases, since man-produced changes can be very great. 
The times of inception of important hydrologic changes, such as those 
introduced by man, can sometimes be established by trend analysis techniques 
applied to statistical series of runoff. However, the precise evaluation of 
their long~range influence on the regime is much more difficult, owing in 
part to the fact that a period of unknown duration is required by hydrologic 
systems to adjust between two states of relative equilibrium. 
In general, the prediction of the operation of nonstationary systems is 
impossible, unless the systems are known to change precisely according to 
a known, invariant law. In this case, the law of change can be introduced 
theoretically as a perturbation affecting the structure and operation of the 
system as a function of time. 
Although, as indicated before, one can assume that approximate condi-
tions of stationarity hold under certain conditions, the uncertainty in the deter~ 
mination of the states and elements of a hydrologic system cannot be escaped. 
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It is clear that neither the system inputs, as represented for example by the 
intensity of natural precipitation over a catchment at every point in time and 
space, nor the states of storage of water in every watershed element, nor the 
motion of each fluid particle can be measured, or even estimated. For 
example, the measurement of precipitation intensity at a point in a catch-
ment is usually made by means of rain gages, which intercept the rain. 
Since precipitation fields are always very complex, such point measure-
ments leave a great deal of uncertainty with respect to areal distribution of 
rainfall. One could theoretically increase the number of rain gages until the 
entire catchment is covered, thereby defining the precipitation field very 
precisely. However, in doing so, more and more rain would be intercepted 
and prevented from reaching the catchment. This interference would produce 
uncertainty in the determination of the behavior of the catchment itself, since 
the runoff depends on the amount of rain reaching the ground. Similar con-
siderations apply to the determination of soil-moisture states, water-table 
configurations, distribution of porosity and permeability, etc., by means of 
borings, grab samples, or similar procedures which, in large numbers, 
would tend to disturb the system. 
These examples illustrate the kind of dilemma one encounters in 
hydrology. Since it is doubtful that anyone would every attempt to cover a 
significant area of a catchment with rain gages, or to explore the soil with 
thousands of borings, a large uncertainty in the definition of the hydrologic 
system's parameters must necessarily remain. 
Aside from the impossibility of measuring and describing precisely the 
input and output fields, or the interior states of a hydrologic system, there 
are large gaps in the knowledge of the physics of its behavior. Hence, any 
representation of the operations of a hydrologic system must be a more or 
less coarse idealization in the form of a model of its actual functions. The 
coarseness of this idealization is, in fact, several orders of magnitude 
greater than that involved in the averaging and lumping processes employed 
in the analysis of nearly all mechanical and electrical engineering systems. 
Because no model can represent a prototype with complete faithfulness, it 
only can be hoped, at best, that the operations of the prototype and that of 
the artificial system defined by the model structure are equivalent. 
As discussed, the prototype inputs (e. g., the precipitation fields) are 
never really known. Instead, one must use in hydrology some kind of estimate 
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or index of the input, which is derived from point field measurements. A 
number of methods have been proposed in the past to obtain indices of the 
precipitation over a watershed, among which are such classical procedur es 
as the Thiessen polygon construction, isohyetal maps, and a variety of 
weighted average procedures. While these methods offer the advantages of 
simplicity, they are not satisfactory on scientific grounds because they fail 
to account for the real factors involved in the variability of precipitation 
fields and limit themselves to providing means to manipulate incomplete 
data. More promising approaches consist of examining both the genetic pro-
ces ses of precipitation and the structure of the input fields they generate at 
ground level. The purpose here is to develop independent, generalized 
models for these fields, which could then be used to simulate synthetic input 
histories to be applied in connection with catchment models. Studies on 
cyclonic and convective storms now in progress at the University of California 
in Davis are beginning to yield some insight into the structures, and time and 
space scales of these fields. As illustrated in Figure 1, shOWing instantaneous 
isohyetal maps for two different time frames during a surruner thunderstorm 
in Arizona, the rain is typically localized, and covers only a fraction of the 
catchment under study. The events analyzed SO far from records collected 
at dense raingage networks in southern Arizona and New Mexico indicate that 
the convective storm cells typical of these areas seldom exceed mean cross-
sectional dimensions of 3 to 5 miles at ground level. during maximum develop-
ment. This range of scales is expected to vary depending on climatological 
conditions and perturbing factors affecting the main genetic process of con-
vection. However, in general we are concerned here with fields having short 
life cycles and small areal development. It appears therefore that a single 
index to lump the representation of the rainfield into a single function of time 
is not likely to lead to realistic outflow predictions, since the influence of 
input position within the catchment is large in determining the outflow. 
On the other hand, cyclonic storms, which are associated with large 
synoptic scale features of the atmospheric circulation, present a different 
picture. This is illustrated by observations made in north-central California, 
where most of the rainfall is originated in cyclonic storms advancing from 
the Pacific Ocean. These storms have a typically banded structure, as 
shown in Figure 2, which depicts the successive positions of weather radar 
echoes for a winter storm. The bands have widths varying between a few 
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ARS. USDA TUCSON. ARIZONA 
" ~\ 
\----, ~ ,. \ 
./ (.-_--
--" 
I 
\ 
l, 
I ' \ ....... W(-V-~IOUR 'OJ 1715 110964 / Intensities (in./hrJ '---\..-----,- _/ DATE 
Mf.,P PREPAR.l',TION 
DEPT. OF WATER SCIENCE AND ENGR. 
UNIV. OF CALIFOHNlf,. DAVIS. CAl. 
CONTOUR INTERVAL = 0.50 IN /HR 
o 2 3 4 5 
l----L_J .. _--'-_..L-.l 
SCALE IN MILES 
Figure 1. Typical isohyetal maps of a convective storm over Waln~t 
Gulch, Arizona, for instantaneous intensities taken lO minutes 
apart. 
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'igure 2. Positions of a post-frontal radar echo band moving over 
northern C,alifornia from the Pacific Ocean. The first shaded 
area to the left represents the outline of the band as detected 
by the Sacramento Radar at 1800 Pacific Standard time on 
October 14, 1962. The last area to the left occurred near 
fadeout at 0200 PST the following day. Insert shows the 
frontal system associated with the band. Circles represent 
distances from the radar station. (After Weaver, R. L. 
"California Storms as Viewed by Sacramento Radar. II 
Monthly Weather Review Vol. 94, No.7. July 1966) 
236 
miles and 30 to 40 miles, and relatively much greater lengths. Thus the area 
of a catchment not exceeding a few hundred square miles is almost always 
straddled by any single moving band. Within the bands occur a number of 
individual cells of higher intensity, distributed to random clusters. The life 
cycles of these cells are very short and the frequency of appearances of new 
cells rather high. Thus, as a storm band passes over the catchment, the 
net rain input on the ground appears as a random field with uniform spatial 
~ intensity. The local variations in intensity, being short-lived and 
possessing high wave numbers (i. e., having small areal extent) are largely 
damped in the catchment response. Therefore, for these conditions, the 
rainfall rate can be plausibly lumped as a function of time only. This function 
constitutes the precipitation index to be used with a lumped parameter hydro-
logic model. 
A requirement for a meaningful precipitation index (or inflow index) was 
proposed by Amorocho and Orlob (1961). In general, the relation between a 
precipitation index and the real input is variable; hence, the usefulness of 
the index depends on this degree of variability. Accordingly, a good index 
would be one that, when introduced into a fixed expression, gives an estimate 
of the true input within prescribed limits of accuracy. Formally, the following 
definition is given: 
A set of field measurements or processed data values, x', is an index 
of a real input x, if there exists an invariant function 0(x') such that 
I x - 0(x') I = el' < e for all t (I) 
where e is a prescribed error limit. 
In practice, there is no direct way of testing an index for the satis-
faction of the above requirement since, as discussed before, x cannot be 
accurately determined. Therefore, the error e has an unknown probability 
distribution; and since this error affects the predictions we make by compu-
tation, when we talk about deterministic models in hydrology, we must 
always recognize that while these models operate in a deterministic manner 
on the input data we supply, we only can, at most, make probabilistic state-
ments about their output. 
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OPERA TIONAL REPRESENTATION 
The classical representation of systems employs differential or integro-
differential equations, which purport to describe the mechanisms involved in 
the system operation. This mathematical representation gives rise to the 
"operator notation." The "operators" contained in the equations perform 
mathematical operations on a set of variables to produce a function of these 
variables. The following is an example of an operational representation of 
a simple storage system: 
x = y + dS/dt (2) 
Here, x and yare, respectively, the input and output rates, and S is the 
instantaneous storage volume. 
If a relationship is postulated between Sand y, for example, the 
equation becomes an ordinary differential equation, linear or nonlinear, and 
its integration permits predicting y in terms of x. Partial differential 
equations have also been used in hydrology, but they are involved only when 
the models are not lumped. 
FUNCTIONAL REPRESENTATION 
Another way of representing a system is by functionals of which the 
convolution integral is typical 
y{t) 
t J h(T) X(t-T) dT 
o 
(3) 
Here, T is the (time) variable of integration, and Yt is the output of 
a linear system at time t, when it has operated on an input function x(t) 
between times 0 and t. The function h(t) characterizes the system and is 
called kernel, impulse response function, or system response function. The 
right-hand side of the equation is a "functional." Note that in this case we 
have an operation on a set of functions to produce a number, which is associ-
ated with the limit of integration t. 
The systems of our concern in hydrology have "memory"; this, as 
remarked before, means that the output at any time depends on the past 
input history. A "no-memory" system operates only on present inputs, and 
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therefore the output is simply an instantaneous transformation of these inputs. 
In the functional representation the effect of memory is brought out clearly by 
the fact that the integration is made over the entire past, In this connection, 
for generality, the convolution is customarily written as follows: 
00 
y (t) J hIT) X(t-T) dT L[x] (4) 
_00 
It indicates that in the system L operating on the input x, a set of 
values y(t) is generated for all times between _00 and co, To ensure, however, 
that only past values of the input influence the response, the condition is speci-
fied that hIt) = 0 for all T > t. This condition distinguishes a class of 
functionals known as Volterra-type functionals. 
The functional representation has the advantage that in some cases it 
is possible to determine the kernel function without foreknowledge of the 
inner mechanisms of the system, as required in the operational represen-
tation. The kernel function can then be used as a predictor of the output, 
for arbitrary inputs. Such a possibility is of great practical importance in 
hydrology, because, as remarked previously in this paper, full knowledge 
of hydrologic systems can never be gained. 
When the operation of the hydrologic cycle is approximated by a linear 
system, the problem of determining the form of the kernel function from 
continuous records of measured inflow and outflow corresponds to the routine 
task of deriving the instantaneous unit hydrograph with which hydrologists 
are familiar. Mathematically, the operation is equivalent to the classical 
inversion or convolution problem, which, although customarily handled by 
finite-step numerical methods, can be treated more formally by techniques 
such as those- of harmonic analysis (0 I Donnell, 1960), by the us e of Laguerre 
polynomial expansions (Dooge, 1965), or by other methods (Diskin, 1964; 
Eagleson et al •• 1965; Barrera-Carrasquilla and Perkins, 1967), 
The general case of a nonlinear, time-invariant system, H, operating 
on an input x can be expressed by the summation of a first term identical 
to (4) and a series of similar terms of progressively higher dimensions, form-
ing a functional series (Wiener, 1942; Barrett, 1947; George, 1959; Brilliant, 
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1958), thus 
y<t) 
00 00 n 
~ J hn(T l' . , T ) IT x(t-Ti ) dTl • dT 
n=l n i=l n 
H[x] 
(n) 
(5) 
where J is the nth -tuple integral and the symbol i~ 1 represents the 
(n) 
product of n factors of the form. x(t-Ti ). 
It can be seen that, whereas, in the representation of a linear system 
one employs only the first term of the series, which is the ordinary convolution 
integral, the general nonlinear case involves other terms which are multi-
dim.ensional generalizations of the convolution integral with generalized 
impulse hn(t
l
, ••• ,t
n
). This resembles the situation of linear algebraic 
functions of a single variable, which can be reduced to a single first degree 
term, in contrast with certain nonlinear algebraic functions, which can be 
expanded or closely approximated by infinite series of terms of progressively 
higher degree (Taylor series expansion). 
The functional series representation of a system can be illustrated as 
shown in Figure 3, in which each box corresponds to a subsystem of progres-
sively higher order. Each one of these subsystems, whose operation is 
th described by one of the elements of the sum of equation (5) is a "pure n 
order system," with n = 1, 2, • • • , and is denoted with the symbol En' 
Their combination is an "analytic system, " which is denoted with the 
symbol ~. 
Clearly, if the System H were a pure nonlinear system of order n, 
it would be represented by a single functional. Similarly, a nonlinear system 
may be equivalent to a finite number r of pure systems, E., in parallel. 
J 
In this case it is called a "polynomial system" and is denoted by the syrn.bol 
Hr (Definitions of the mathematical requirements of linear convolution 
systems and nonlinear systems are given by Jacoby (1962) and Amorocho 
(1965). ) 
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x(t) y(t) 
Figure 3. Functional series representation of a nonlinear system H. 
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One of the techniques of nonlinear analysis consists of approximating 
the operation of the hydrologic cycle by means of a polynomial system. The 
problem in its general form would consist of determining each system response 
function h so that the sum 
n 
y' <t) (6) 
matches the output of the prototype with tolerable approximation. Note that 
the input . x' 
totype input. 
of each component subsystem E. is an index of the real pro-
J 
It should be emphasized at this point that no correspondence can be 
expected to exist between the components of the polynomial system and any 
of the physical elements of the prototype. The functional representation, 
whether linear (e. g., the unit hydrograph) or nonlinear, is a "black-box" 
relationship between input and output. The areas of applicability of these 
methods are nUITlerous, particularly in hydrology, where the detailed operating 
ITlechanisITls of the system remain largely unknown, although its performance 
can be recorded. 
I 
A functional polynomial, or its equivalent, can be employed to predict 
the output of a watershed by a single operation, or it can be used for the 
prediction of one or more of the cOITlponents of "conceptual" or synthetic 
models of the hydrologic cycle. 
Note that in the foregoing discussion we have dealt with the represen-
tation of stationary systems; that is, systeITls in which the response functions 
are assumed to be tiITle invariant, having tiITle-independent structure and 
paraITleters. Theoretically, nonstationarity can be introduced in the functional 
representation in a number of ways, for exaITlple by ITlaking the systeITl 
response functions dependent on the upper liITlit of integration t. The output 
in the linear case under these conditions would take the form 
t 
y < t> J h(t;T) X(t-T) dT (7) 
_00 
where h(t;T) denotes the dependence of hand t as well as T. SiITlilar 
forms would be applicable to the nonlinear functionals. 
Z4Z 
There are, of course, numerous other manners of representing non-
stationary systems, depending on the nature of the non stationarity. However, 
the problem of determining at once the non stationary cOInponents of the 
systeIn, and its response characteristics on the basis of the records of input 
and output only, is insoluble in all likelihood. Other inforInation must neces-
sarily be brought in to eliIninate this indeterIninancy. ForInal procedures to 
handle these situations reInain to be developed. 
The deter:mination of the nonlinear "iInpulse response" h n of equation 
(5) is far Inore cOInplex than is the case with linear systems. Methods 
developed for the IneasureInent of nonlinear systems in electronics (Wiener, 
1942; Lee and Schetzen, 1965) require, in general, the selection of particular 
types of input functions, and measureInent of the corresponding outputs, for 
the solution of the problem. The two principal types of inputs eInployed are 
white Gaussian signals and successions of step pulses of prescribed durations. 
In hydrology it is not possible in the first place to pre-select the inputs, and 
in the second place, the natural inputs are norInally neither white Guassian 
nor of the step pulse form. Therefore, sOIne approxiInations are necessary. 
Two kinds of approaches have been proposed in this connection. In the 
first, rather than attempting to evaluate the kernels directly, predictor 
equations are derived, based on the mathematical properties of the functionals, 
which permit establishing explicit linkages between an input and an output 
within some approximation. In the second, approximate evaluations of a 
finite number of kernels are made, On the assumption that, although natural 
sequences of rainfall inputs do not have white Gaussian distributions, their 
energy spectra are sufficiently flat in the range of hydrologically significant 
frequencies, to approximate a white Gaussian spectrum. 
Amorocho and Brandstetter (1970) have developed a general method 
for this purpose, which is summarized in the following paragraphs. 
As remarked before, each term of the functional series can be viewed 
as the operation of a pure system of pr~gressively higher order on the input 
function x(tj. Hence, (5) can be rewritten as 
oc 
Y <t> (8) 
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where the Yn(t) are outputs of systems of order n, (n = 1, Z, ••. , oc) 
defined each by a single nth order integral function (see Eq. 6). 
If the system is stable, it must be implicit in (5) and (8) that the sum 
of all the terms is bounded. Furthermore-, as demonstrated by Jacoby 
(196Z) the class of systems properly represented by (5) can be approxim.ated 
arbitrarily closely by truncation of the series. Hence a feasible solution 
of the problem of measuring the system would consist of determining each 
Yn(t) successively, so that a finite sum yielding the desired approximation 
of y(t) can be obtained. It is proceeded accordingly by evaluating each 
term of the functional series. 
The first term of (5) has the value 
t S hI (T) x(t-T)dT 
a 
(9) 
In general, it is possible to expand a function such as the unknown kernel 
hI (t) in terms of an arbitrary set of orthogonal functions P n (t): 
L: 
n=O 
a P (t) 
n n 
The coefficients are independent of time and must be found in order 
to evaluate the unknown hI (t). 
Substituting the right-hand side of (10) for hI (t) into (9): 
:E 
n=O 
a 
n 
t 
J 
o 
(11) 
For a chosen set of P n (t) and known x(t), each integral in this sum can 
be evaluated. Letting 
t J P (T) X(t-T) dT 
o n 
(11) can be rewritten 
(IZ) 
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2: 
n=O 
a a (t) 
n n 
(13) 
Clearly, y 1 (t) could be approximated by truncation of this sum. If the 
system was linear, and therefore Y2(t), Y2(t), •.• , did not exist, the 
following could be written: 
y(t) 
r 
Z; 
n=O 
a a (t) + 
n n 
< 
r 
( 14) 
where r is an arbitrary integer and <r is an error term associated with 
the truncation. 
Assume now that x(t) and yet) have been measured and are known 
for r + 1 values of t. Now (r + 1) values of an(t) at each one of the t's 
can be evaluated by (12); and by picking the corresponding y(t), the follOWing 
system of equations results: 
y(t> 
o 
y<t > 
r 
r 
2: 
n=O 
r 
Z; 
n=O 
r 
Z; 
n=O 
a a (t ) + • n n 0 r 
0 
anan(tl ) + " (15 ) r l 
a a (t ) + " 
n r r 
r 
The (r + I) coefficients an can now be evaluated, if the error terms are 
neglected, by a simple matrix operation. 
The (r + 1) solutions of the matrix permit the approximate determination 
of hI (t) by the truncation 
r 
2: 
n=O 
a P (t) 
n n 
(16) 
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Figure 4. Prediction period for nonlinear analysis, Petaluma Creek. 
In the general case of nonlinear systems. an extension of the above 
process for the evaluation of the higher order functionals is required. 
The application of the method to the determination of the response 
functions of a natural watershed in California proved quite successful. 
Figure 4 shows a comparison between the measured and the computed values 
of a streamflow of Petaluma Creek. during a portion of January 1956, based 
on the use of the first two response functions (linear and second order) as 
determined from the concurrent records of rainfall and runoff of a different 
period (in this case a rainy period during the preceding year). It is seen 
that the computed hydrograph is quite close to the trace of measured values, 
particularly for the higher flows. Note that the precipitation, depicted at 
the upper part of the figure, forms a fairly complex sequence. 
SUMMARY 
The use of "black box" analysis in hydrology is a very powerful method 
for modeling the behavior of natural-catchments, provided it is applied with 
an adequate understanding of its limitations. The principal of these is the 
structure of the rainfall field, and the degree to which it can be described 
by a lumped index function. When this description is plausible, the methods 
of nonlinear analysis provide a large improvement over the unit hydrograph 
concept for the prediction of runoff from rainfall. 
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COMPUTER SIMULATION OF WATER RESOURCE SYSTEMS 
by 
J. Paul Riley* 
Introduction 
The problems of managing water resource systerrts are basically those 
of decision-making based upon a consideration of the physical, econorrtic, 
and sociological processes involved. These processes are strongly interre-
lated and constitute a dynarrtic and continuous systerrt. Any combination of 
these interrelated and nurrterous system variables yields a manage=ent solu-
tion. In recent years, the advent of electronic computers has stimulated the 
use of simulation analysis for planning and management of large and complex 
systems. In essence, the simulation analysis is intended to reproduce the be-
havior of the important system variables of the prototype under study. 
Once a prototype system is identified the various processes in the system 
may be sirrtulated by either physical or mathematical models. Simulation by 
physical models has found application to many practical problems, such as the 
design of highway bridges and hydraulic structures. However, for complex 
systems such as those encountered in water resource management, mathema-
tical simulation often proves to be the only feasible tool for predicting the 
system behavior. For this reason, this paper places emphasis on a discussion 
of mathematical simulation, whereby models are synthesized and solved by means 
of electronic computers. 
Mathematical simulation is achieved by using arithmetic relationships to 
represent the various processes and functions of the prototype system, and by 
linking these equations into a systems model. Thus, computer simulation is 
basically a technique of analysis whereby a model is developed for investigating 
the behavior or performance of a dynamic prototype system subject to particular 
constraints and input functions. The model behaves like the prototype system 
with regard to certain selected variables, and can be used to predict probable 
responses when some of the system parameters or input functions are altered. 
Computer simulation, therefore, has the following important advantages: 
* Professor, Utah Water Research Laboratory, College of Engineering, 
Utah State University, Logan, Utah. 
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I. The system can be non-destructively tested. 
2. Proposed modifications of existing systems can be tested. 
3. Many proposals can be studied within a short time period. 
4. Hypothetical system designs may be tested for feasibility or com-
parison with alternate systems. 
5. Insight into the system being studied is increased. In particular, 
the relative i:mportance of various system processes and input 
functions is suggested. 
computer Simulation and Systems Analysis 
Because co:mputer simulation is a for:m of syste:ms analysis, it is perhaps 
relevant at this point to briefly exa:mine the concept of systems analysis. The 
concept of a system itself is certaiiuy not new. Systems of all kinds are cornrnon 
to us. A system connotes a regularly interacting or interdependent group of 
items forming a unified whole. For exa:mple, the solar system, which is com-
posed of a variety of heavenly bodies operating as a unit; the ecosystem, which 
relates living things to each other and to the physical environment; the systems 
of the body such as the circulatory system, the digestive system, or the nerve 
system are all excellent exa:mples of interacting components linked together 
to form a unified system. Many man-:made or artificial systems could be cited, 
such as transportation systems, communications syste:ms, :missile systems, a 
bridge, and :many other everyday illustrations. 
An important feature of any system is that the components of which it is 
comprised are interrelated such that a change in one component w:ill affect 
other components, thus requiring the total syste:m to adjust to so:me new equili-
briu:m. Syste:ms analysis, then, i:mplies an understanding of the characteristics 
of each component and a knowledge of how it relates to the entire syste:m. Such 
an understanding allows US to predict the overall effects resulting from a change 
in a particular component of the syste:m. 
A second important feature of systems analysis involves the definition of 
the scope of the system being considered. A symphony orchestra, for example, 
would sound strange if the conductor were to draw boundaries so limited as to 
exclude the violin section. In structural design it is cOrnnl,on practice to con-
struct what are termed "free bodies, " whereby boundaries are extended around 
a part of a system, for example a junction point, and the severed members 
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are replaced by forces. System.s analysis could well be term.ed "free body 
analysis" because it is always necessary to establish system. boundaries, and 
the appropriate establishm.ent of these boundaries is an im.portant key to 
successful system.s analysis. 
Let us em.phasize this question of establishing appropriate system boun-
daries by citing two exam.ples from the field of hydrology. When the English 
settled India, they were concerned about increasing crop production and so 
built extensive irrigation systems. Their objective was to maintain a sufficiently 
high m.oisture level in the plant root zone. Initially, groundwater levels in lTlany 
areas were far below the land surface, but the deep percolating waters from the 
irrigation system.s contributed to the groundwater, and since natural drainage 
rates were less than the input rates, groundwater levels rose and eventually 
waterlogged the surface soils. As a result of this action, m.uch land in India 
today is less productive than it was before irrigation. If the system. boundaries 
being applied by the designers of the irrigation systems had been sufficiently 
large to include the drainage com.ponent, it is likely that the drainage problem. 
would have been foreseen and adequate drainage provided in tim.e to avoid the 
problem.. The second exam.ple involves land stability problem.s which have 
occurred recently in many settled areas along the California coast. , In these 
areas many of the deep rooted trees have been replaced by grass. The grass 
protects the surface soils from. erosion, but the deep roots of the trees had 
two additional influences upon the system.: (1) they withdrew water from. con-
siderable depths, thus effectively providing a large soil moisture storage 
reservoir on the slopes, and (2) the tree roots provided a deep soil stabilizing 
element. Thus, the rem.oval of the trees produced an adjustment in the system 
which was reflected in the form of landslides to produce flattened slopes. It 
is possible that a well-trained hydrologist looking at the system as a whole 
would have foreseen these system adjustments. Those who removed the trees 
were considering only a part of the system.. 
Let us look now for a moment at the functioning of a system. All systems 
usually respond in some way to stimuli or inputs at some part of the system. 
The manner of this response modulates the input and thus determines the output 
function (Figure 1). In the case involving the removal of trees from slopes in 
California the resulting landslides might be considered as being the output 
functions. In a hydrologic system precipitation and streamflow input are 
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Figure 1. Diagrams representing typical systems and showing character-
istic input and output functions. 
252 
usually considerably m.odulated by storage and abstractions within the system.. 
On the other hand, unless a traffic accident occurs on a bridge or a car leaves 
the structure, a bridge usually does little to modulate the traffic pattern. 
The preceding discussion suggests perhaps a more explicit definition of 
the system.s approach to water resources planning and management than that 
im.plied at the beginning of this section, nam.ely: "a technique for examining 
the responses of a particular com.ponent com.plex which is subjected to certain 
constraints and input functions." This definition im.plies (1) a set of objectives, 
and (2) that an optimal solution in term.s of a specific objective function is 
being sought. Let us look closely at three key words in the preceding definition. 
"particular!! 
"constraints" 
- establishes the system boundaries and com.position. 
- these might be both static and dynam.ic and physical, 
institutional, and/or legal in nature. Constraints 
often establish boundary conditions in the time di-
m.ension. For exam.ple, if the particular system. 
were a governm.ent agency, a constraint m.ight be 
the operating budget which this system. receives from. 
year to year. 
"input function" - that which drives, stim.ulates, or motivates the 
system.. The variable nature of the inputs often 
causes the system. responses to be dynam.ic or tim.e 
variant. Exam.ples of variable input functions are 
precipitation to a hydrologic system and people to a 
social system.. 
Adm.ittedly, the preceding definition is greatly simplified. Much has 
been written concerning the identification and evaluation of objectives in the 
context of econom.ic growth and cultural preferences. What we have placed in 
the general class of objectives are often separately distinguished as criterion 
and objectives although the difference is probably sem.antic and may be merely 
in the degree of refinem.ent and precision used in the definition and breakdown 
of objectives. In fact, a step-by-step breakdown of the systems approach 
generally reveals that each step is a logical consequence or transition from 
the preceding step. 
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The Process of Model Development 
As already suggested, a model is an abstraction from reality, and in this 
sense is a simplification of the real world which forms the basis of the model. 
The degree of simplification is a function of both intent or planning and know-
ledge about the real world. Forrester (1961) pointed out that verbal information 
and conceptualization may be translated into mathematical form for eventual 
use in a computer. Therefore, the model development process should proceed 
essentially from the verbal symbols which exist in both theoretical and empiri-
cal studies to the mathematical symbols which will compose the model. 
The development of a working mathematical model requires two 1Il.ajor 
steps. The first step is the creation of a conceptual model which represents 
to some degree the various elements and systems existing in the real world. 
This conceptualization is based on known information and hypotheses concern-
ing the various elements of the system and their interrelationships. In general, 
the conceptualizations and hypotheses of the real world of a particular study area 
formulated in terms of the available data. Efforts are made to use the :most 
pertinent and accurate data available in creating the conceptual model. As 
additional information is obtained, the conceptual model is improved and re-
vised to more closely approximate reality. 
The second major step in the development of a working mathematical 
computer model is between the conceptual model and the computer or working 
model itself. During this step an attempt is made to express in both mathe-
matical and verbal forms the various processes and relationships identified by 
the conceptual model. Thus, the strategy involves a conversion of concepts 
concerning the real world into terms which can be progra:rnmed on a computer. 
This step usually requires further simplification, and the resulting working 
model may be a rather gross representation of real life. 
In earlier discussions, Dr. Ven T. Chow has compared the loss of infor-
mation, first between the real world and the conceptual model, and second, 
between the conceptual model and computer implementation to filtering processes, 
as depicted by Figure Z (Riley, 1972). The real world is "viewed" through 
various kinds of data which are gathered about the system. Additional data 
usually produce an improved conceptual model in terms of time and space 
resolutions. The improved conceptual model then provides a basis for improve-
ments in the working model. Output from the working model can, of course, be 
254 
Real 
World 
Figure Z. Steps in the development of a model of a real world systelu. 
compared with corresponding output functions from the real world, and if dis-
crepancies exist between the two, adjustments are indicated in both the concep-
tual model and the working model. 
The important steps involved in the process of model development are 
depicted by the diagram of Figure 3. The paragraphs that follow are devoted 
to a brief discussion of the steps indicated by this diagram. 
The starting place in a systems approach to water resources development 
would suggest a clear delineation of the different purposes and objectives in 
water development. What do we really want to accomplish? Why engage in 
control and management of resources? Do we want better educational and em-
ployment opportunities, or do we want darns and power plants? Or is one of 
these objectives a sub-objective helpful in accomplishing the other? In reality, 
it is the human factors that determine the primary or overall objectives. 
Increased economic activity and growth, increased and improved employment 
opportunity, increased personal income, and general improvement in health, 
education, and social welfare are the ultimate goals for which people strive. 
The opportunity for people to achieve, to acquire, to contribute is paramount. 
Development of resources, and in particular, the construction of water projects, 
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are not ends in themselves. They are but components of overall development 
which are only warranted when they serve some useful economic or social 
purpose and contribute to the betterment of man's living status. 
In the final analysis it becomes apparent that there is a hierarchy of 
related objectives which pyramid down from some overall human objective. 
For example, engineering objectives regarding storage, regulation, and distri-
bution of water is a logical consequence and component of some higher order 
objectives based on human factors. These objectives are all related horizon-
tally and vertically such that a change in objectives, criteria, and priorities 
at one level may require changes in others. In this sense we have a "system" 
of objectives which serve as guides and criteria in planning and development of 
the resource system itself. 
There have been many instances of water development where this unified 
spectrum of objectives has not been appreciated. Objectives have sometimes 
been limited to considerations of a particular component of development proj-
ects and have not been properly integrated with the all-important human objec-
tives. Objectives which center around bUilding of a dam, for example' without 
a thorough appreciation of the ultimate social and economic objectives to be 
achieved by its operation have ultimately proved to be of little stimulus to the 
general economy. We may design and build magnificent dams and canals which 
are necessary to control, convey, and manage water so as to bring land under 
irrigation. However, if the lands to be served are inherently unproductive, or 
if the potential irrigator has not been trained or experienced in irrigation prac-
tices essential for sustained irrigation agriculture, or if credit and marketing 
problems have not been considered, we may have wasted resources in the con-
struction of the dam without ever accomplishing the real objectives of feeding 
people. 
System Identification 
The basis of system identification is the conceptual model of the real 
world developed through various kinds of data which are gathered about the 
system. In a sense, points at which the system is monitored may be regarded 
as being "windows" through which the dynamic operation of the real world 
system is observed at a particular point in space and perhaps in time. 
The spacing of these observations in the space and time dimension 
largely determine the refinement of the conceptual model in terms of actual or 
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real world conditions. For example, a gross conceptual model which is inten-
ded to represent the basic structure of hydrologic-biologic wo:rld is shown by 
Figure 4. A close examination of anyone of the three major components de-
picted by this figure would reveal some of its internal processes, and thus 
lead to an improved conceptual understanding of the system. For example, 
a relatively detailed conceptual model of a typical hydrologic system is illustrated 
by the block flow diagram of Figure 5. In this diagram the blocks indicate 
storage locations within the system and the lines represent various processes 
by means of which water is transferred from one storage location to-another. 
As the real world system is better understood, the conceptual model is adjusted 
to coincide more closely with the system of the real world. In this case, the 
filtering loss is lessened between the real world and the conceptual model, as 
indicated by Figure 2o. 
Precipitation 
Net energy 
Temperature 
Hydrologic 
subsystem 
Meteorologic 
subsystem 
Water 
. Net energy 
• Temperature 
Biologic subsystem 
in a 
mountain stream 
Flow rate 
Temperature 
Sediment content 
Figure 4. A simplified model of an aquatic ecosystem showing 
component s',lbsystems and linking processes. 
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Evaluation and Analysis of Available Data 
This is one of the most important and time-consuming steps in the simu-
lation of water resource systems. As already indicated, the data provide an 
understanding of the real world, and thereby establish a basis for evaluating 
model performance. The accuracy of predictions from a particular model are 
governed to a large degree by the reliability of the information on which the 
model is based and the accuracy of the data which are input to the model to 
provide the predicted output functions. 
Model Formulation 
Model formulation is the step between the conceptual model and the work-
ing model indicated by Figure 2. The form of the model which is used is de-
pendent entirely upon the requirements of the problem (the objectives) and the 
data which are available for the study. The flow diagram of Figure 3 indicates 
four basic model categories, namely, distributed parameter, lumped param-
eter, stochastic, and deterministic. 
In general terms, the mathematical representation of natural hydrologic 
systems may be achieved by means of either a lumped parameter model or a 
distributed parameter model (Chow, 1967). In addition, processes within the 
hydrologic system may be represented by relationships which are deterministic 
or stochastic or a combination of the two. For example, a system might be 
represented as a lumped parameter model with stochastic processes, or as a 
distributed parameter model with deterministic processes. For lumped param-
eter models, space coordinates, or position, is neglected, and all parts of the 
system being simulated are regarded as being at a single point in space. On the 
other hand, if the space dimension is represented by various distributed points 
or areas within the internal space of the system, a distributed parameter model 
is constituted. 
With reference to distributed and lumped parameter models, practical data 
limitations and problem constraints require that increments of time and space 
be considered during model design. For example, a monthly time increment 
might be entirely satisfactory for problems concerned with reservoir storage 
requirements for irrigation. However, for problems which deal with spillway 
design capacities, a daily, or even hourly, time increment might be needed. 
In addition, data, such as temperature and precipitation readings, are usually 
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available as point measurements in terms of time and space, and integration in 
both diznensions is usually accomplished by the method of finite increments. 
The complexity of a model designed to represent a hydrologic system largely 
depends upon the magnitude of the time and spatial increment utilized in the 
model. In particular, when large increments are applied the scale magnitude 
is such that the effect of phenomena which change over relatively slnall incre-
ments of space and tiIne is insignificant. For instance, on a monthly thne 
increment, interception rates and changing snowpack temperatures are neglec-
ted. In addition, the time increment chosen might coincide with the period of 
cyclic changes in certain hydrologic phenomena. In this event net changes in 
these phenomena during the time interval are usually negligible. For example, 
on an annual basis, storage changes within a hydrologic system are often in-
significant, whereas on a monthly basis, the magnitude of these changes are 
frequently appreciable and need to be considered. As time and spatial incre-
ments decrease, improved definition of the hydrologic processes is required. 
No longer can short-term transient effects or appreciable variations in space 
be neglected, and the mathematical model, therefore, becomes increasingly 
more complex with an accompanying increase in the requirements of computer 
capacity and capabilitY. 
Model Verification 
Computer synthesis. A computer model of a hydrologic system is pro-
duced by programming on a computer the mathematical relationships and logic 
functions of the hydrologic model. The model does not directly simulate the 
real physical system, but is analogous to the prototype, because both systems 
are described by the same mathematical relationships. A mathematical function 
which describes a basic process, such as evapotranspiration, is applicable to 
many differellt hydrologic systems. The simulation program developed for the 
computer incorporates general equations of the various basic processes wh ich 
occur within the system. The computer model, therefore, is free of the geo-
metric restrictions which are encountered in simulation by means of network 
analyzers and physical models. The model is applied to a particular prototype 
system by establishing, through a verification procedure (sometimes called 
validation or parameter identification), appropriate values for the "constants" 
of the equations required by the system. 
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Electronic computers fall into one of three general classifications, 
namely analog, digital, and hybrid. The computing components of an analog 
computer execute the basic operations of addition, multiplication, function 
generation, and, most important in the study of dynamic or time variant sys-
tems' high-speed integration. By connecting computing components through a 
program "patch panel, " it is pos sible to form an electronic model of a differ-
ential equation or a series of differential equations which describe the dynaznic 
performance or operation of a physical system. 
The general-purpose digital computer processes information which is 
reported by combinations of discrete or instructive data, as compared with 
the analog computer which operates on continuous data. While the analog 
computer is a "parallel" system in which all problem variables are operated 
on simultaneously, the digital computer is basically a "sequential" system per-
forming step by step operations at high speed. 
The digital computer is useful in processing large quantities of data or 
in solving complex mathematical problems which can be converted to a large 
number of simple arithmetic operations by the operator or by the computer. 
The digital computer can perform sequences of arithmetic and logical opera-
tions, not only on data, but also in its own program, and is, therefore, an 
immensely powerful device for processing or manipulating large amounts of 
discrete data and for performing precise arithmetic calculations at high speed. 
In analog simulation, the operator communicates with or controls the 
simulation by means of hardware controls, while viewing the continuous prob-
lem solut-ion. The digital computer programmer communicates with the 
computer primarily through "software" or programming languages. The design 
of software has become of equal or greater significance than hardware design. 
The development of "higher-order" or problem-oriented languages, in which 
one programming statement triggers a large number of sequential computer 
operations, has helped to simplify the interface problem between the user and 
the digital system. 
The hybrid computer combines the memory and logic capabilities of the 
digital with the high speed and nonlinear solution capabilities of the analog. 
In addition, the high speed iterative solutions and graphic display which are 
characteristic of the hybrid computer provide close interaction between the 
hydrologist and the model. These features make the hybrid a very powerful 
computing device in the development and verification of simulation models. 
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Model calibration. A general hydrologic model is applied to a particu-
lar basin through a verification procedure whereby the values of certain model 
parameters are established for a particular prototype system. Verification of 
a simulation model is performed in two steps, namely calibration, or param-
eter identification, and testing of the model. Data from the prototype system 
are required in both phases of the verification process. Model calibration 
involves adjustment of the model parameters until a close fit is achieved be-
tween observed and computed output functions. It therefore follows that the 
accuracy of the model cannot exceed that provided by the historical data from 
the prototype system. 
Evaluation of the model parameters can follow any desired pattern, 
whether it be random or specified. Under a procedure described by Hill, et 
al. (197 Z) each unknown system coefficient is assigned an initial value, an 
upper and lower bounds, and the number of increments to cover the range. 
The first selected variable is varied through the specified range while all 
other variables remain at their initial value. The values of the objective 
function (measure of error) for each value of the variable are printed, and 
the value which produced the minimum is stored. After completion of the 
runs for the first variable. the second variable is taken through the same 
procedure. After all coefficients have been varied, the set of values which 
produced each local minimum is run and the resultant objective function value 
is compared with the smallest attained in all previous runs. The vector which 
produced the minimum objective function value is selected as the initial vector 
for the next phase, and the process is repeated until a coefficient vector is 
found which produces a reasonable correspondence between computed and ob-
served outflows. 
The choice of the variable vector for each phase is based on the judg-
ment and experience of the programmer. However, selection of all variable 
vectors following the first choice is tempered by the experience gained during 
the first phase and subsequent phases of the procedure. Thus, model calibra-
tion effectively uses all previous experience, including that gained during the 
calibration procedure. 
Testing the model. As indicated in the previous section, model verifi-
cation involves the two steps of calibration and testing. Model calibration is 
achieved by a fitting process which establishes the model parameters for a 
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particular set of data from a given hydrologic unit. Model testing involves 
using a second and independent set of data from the same hydrologic unit, 
and again operating the model in order to determine the level of agreement 
between the observed and predicted (or computed) output functions. Thus, 
model testing is simply an independent test of results achieved under the 
calibration phase. 
Model Results and Interpretations 
The model is, of course, operated during the verification procedure, 
and at this time comparisons are made to test the ability of the model to 
represent the systeII1 of the real world. It is very possible that these tests 
indicate that some adjustments are necessary, either in the data on which the 
model is based, or in the structure of the II10del itself. TJ1e various opUons 
associated with this looping, or "feedback, !I procedure are indicated by the 
flow path labeled "coII1promises" on the diagraII1 of Figure 3. When suitable 
model verification has been achieved, the model is ready for further opera-
tions involving management and sensitivity studies. 
Sensitivity studies. A sensitivity analysis is performed by changing one 
system variable while holding the remaining variables constant and noting the 
changes in the model output functions. If small changes in a particular system 
paraII1eter induce large changes in the output or response function, the system 
is said to be sensitive to that paraII1eter. Thus, through sensitivity analyses, 
it is possible to establish the relative iII1portance with respect to system re-
sponse of various systeII1 processes and input functions. This kind of infor-
mation is useful from the standpoint of system Inanagement, system modeling, 
and the assignment of priorities in the collection of field data. 
Management studies. A simulation model does not of itself produce an 
optiII1um solution in terms of manageII1ent objectives. The technique does, 
however, facilitate a rapid evaluation of many possible II1anagement alterna-
tives. An analytical optimizing procedure used in conjunction with a simula-
tion model could produce system optimization in terms of a specific objective 
function. However, the simulation model of itself is capable of providing the 
water resource planner and II1anager With the kind of information needed to 
facilitate the selection of a "best" alternative from a very large nUII1ber of 
possible choices. Though perhaps not directly a part of the simulation or 
modeling process, the loop should be closed, SO to speak, by the feedback of 
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at the grid nodes. The tiIne varying responses of water table levels are ob-
tained at each node. Typical output for a model of this nature is shown in 
Figure 13 (Morris and Riley, 1970). Many other practical examples can be 
cited which demonstrate the soundness and validity of the computer simulation 
approach to the operation and management of water resource systems. 
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THE SYNTHESIS OF HYDROLOGIC SYSTEMS 
ON THE ANALOG AND HYBRID COMPUTERS 
by 
W. J. Morris* 
Introduction 
The modern hybrid computer is a computing device which combines 
the capabilities of both the digital and analog computers as shown in Figure 
1. The UWRL hybrid computer consists of an EAI 640 digital computer 
coupled to an EAI 580 analog computer (Figure 2). 
The need for a hybrid computer at the UWRL arose from the need to 
solve sophisticated problems which previously had not been solved at all or 
had been solved inefficiently using either the analog or digital computer 
alone. In the past, research workers at the laboratory classed problems as 
being either "analog problems" or "digital problems, II depending on which 
computer was best suited to the solution. The analog computer was used 
for real time solutions and where high speed repetitive solutions of systems 
of linear differential equations were required. Digital computers were 
applied to those problems requiring high accuracy storage, and high speed 
arithmetic. 
The analog computer is a parallel device in that all operations are 
performed simultaneously (in parallel), while the digital computer is a 
sequential device with all operations performed in series. For simulation 
problems, one is usually concerned with the rate of change (suggesting a 
differential equation) of physical processes that occur both in parallel and 
also serially. The hybrid computer, therefore, with both its digital and 
analog components, is capable of representing and accurately synthesizing 
the various proces ses which occur within a prototype system. 
The hybrid computer retains the speed advantage, man-machine 
capability (for changing parameters and verification studies), and instant 
display of results in graphical form (on an oscilloscope or a plotter) of the 
"Visiting Professor at Utah State University, Logan, Utah, from the 
City University, London, England. 
2?5 
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Figure 1. The hybrid computing system. 
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Analog 
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(plus logic) 
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logic control 
Display 
Oscilloscope 
X- Y plotter 
Figure 2.. Two views of the hybrid computing facilities available at the 
Utah Water Research Laboratory. 
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analog computer, while taking advantage of the greater precision, dynamic 
range, and storage capability of the digital computer for arithmetical 
computations. 
Many of the basic processes involved in simulation can be expressed 
as differential equations. The analog computer is often the most efficient 
device for solving these types of equations as integration, etc. can proceed 
continuously in parallel, while using digital methods it is necessary to per-
form the computations for discrete time intervals. 
Operation 
The analog computer performs operations on continuous variables 
which are represented as D. C. voltages. e. g. It does not add 2 in of rain 
to 3 in of rain, but adds 2 volts to 3 volts when the' scale factor' is 1 in of 
rain 1 volt. 
The EAI 580 analog computer is a lOY device, hence all computer 
variables must be scaled within a range of + lOY or + 1 m. u. (machine 
units). 
The computer consists of a number of basic units which are capable of 
performing the following operations: 
(a) multiplication 
(b) addition 
(c) subtraction 
(d) integration 
(e) function generation 
By connecting these basic units together to conform with the equation 
to be solved an electrical model is produced in which the voltages at the 
output of each unit obey the relationship described by the mathematical 
equation. 
The basic units (or analog computer components and symbols) are 
described in Figure 3. 
The high gain D. C. operational amplifier is the basic functional unit 
of an analog computer. The way in which the operational amplifier can be 
used for addition, subtraction, and integration will be described now. 
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1. Potentiometer 
_X~ ______ ~~~ ____ ~kX 
Z. Summing Alnplifier 
_~ [> -(x + y - z) 
3. Integrating Alnplifier 
+ or - 10V (or 1 m.u.) 
2 
(+4) 
Logic Signals 
2 ( _ dx) dt 
dt 
IC OP Mode 
0 0 Hold 
0 1 OP 
0 IC 
1 IC 
4. Function Generator 
~) 
5. Multiplier 
Xy~ ~-xy 
Grounded 
or 
Ungrounded 
10 a 
10 
100 
100 
0, 
10 
10 
100 
lOC 
--
0-----0 /0 
,/ () - JF IJ 0- ---0 a 
a cO ICO 
a OFAS'1O 
0 
0 
See Handbook for 
Patching Details 
Figure 3. Analog computer components and symbols. 
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Operational Amplifiers 
1. Summing Amplifier 
Applying Kirchoffs Law at x (Current in Current out) 
Using Ohm's Law Equation 1 becomes 
o 
The d - c amplifier is designed so that 
(a) Vo = -A Vb where A = gain of the amplifier 108 
(b) ib 
-9 10 amps 0 
[ :. Vo 
2. Integrator 
For capacitor V 0 - Vb 
if 
RF 
-[-
Rl 
T""'"' b 
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VI 
RF RF 
+ R V2 + R3 2 
(1) 
V 3 ] 
{with no initial charge} 
Summing currents and neglecting Vb 
o 
Vo -
_1_ Jot V 1 dt 
RIC 
_ Jt VI + ••• 1 dt For multiple inputs Vo {R C + R 2 C 0 I 
For C 1 microfared and Rl '" R2 1 megoohm. 
Basic Programming for an Analog Computer 
The basic steps are as follows: 
1. Develop the mathematical equations for the system and bring these 
equations into a convenient form for solution on the analog computer. 
e. g. 
2. Develop a simple block diagram as follows: 
{al Starting with the highest derivative, pass this through an inte-
grating amplifier to obtain the next highest derivative etc. 
e. g. 
[:>J 
_ 3/2 dx _ 2x + 1/2 
dt 
_ dXJ 
dt 
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[+ xJ 
+1 
(b) Multiply, if necessary, any term with a constant by means of a 
potentiometer or a combination of potentiometer and amplifier 
gains. 
(c) Add the terms as required. 
(d) Close the loop. 
1/2 
[_ dx] 
dt 
2/10 
3. Prepare machine equations for each integrator, summer, and 
multipliers. 
e. g. Integrator ® d dt [x] 
x 
dx 
dt 
x 
4. Magnitude scale the problem to be within the voltage range of the 
computer. 
e. g. Integrator CD 
5. Time scale the problem. 
Let ,. = i3t 
e. g. 
d 
dt 
Integrator CD 
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d 
dt 
[_x_] 
x 
max 
] ( 
,. = computer time (in sees) 
real time (in sees) 
[_x_] 
d,. x 
max 
x 
_(1 max) 
i3 x
max 
potentio- scaled 
meter set- variable 
ting 
6. Develop final block diagram. Calculate pot values and adjust to 
give reasonable 'pot values x gain.' 
7. Patch on computer, perform static check, and run and display on 
oscilloscope or plot on x-y plotter. 
Demonstration Problem 
A reservoir of plan area 50 acres, as shown in Figure 4 discharges 
over a spillway of width 100 it and discharge coefficient C = 3.33. 
Assume that the maximum inflow and outflow is 2000 ft3/ sec and the 
maximum head over the spillway is 4.0 ft. 
(a) Given an arbitrary exponential inflow hydrograph generated on 
the analog computer, obtain the outflow hydrograph with the aid 
of the analog computer. 
(b) Generate an inflow hydrograph with the aid of the digital computer 
and use this as the input to the analog circuit for (a). 
Study the effect of varying reservoir area, spillway width, and 
discharge coefficient. 
(c) Transfer the outflow hydrograph obtained from (b) back to the 
digital and study the effect of having a number of these reservoirs 
in series. 
(d) Display the results from (a), (b), and (c) on an x-y plotter or 
oscilloscope and print out scaled values for the outflow hydro-
graph on teletype printer. 
Data - Reservoir Rcuting 
.05 .07 .11 .20 .32 .48 .68 .87 .94 .96 .94 
.72 .65 .57 .50 .43 .38 .33 .29 .26 .22 .20 
• 15 .13 . 11 . 10 .08 .07 .06 .05 .04 .03 .02 
.00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 
.00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 
.00 
Data for Inflow Hydrograph - 1/1 at 20 minute intervals 
max 
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.87 
• 18 
• 0 I 
.00 
.00 
1. Diagram 
DEMONSTRATION PROBLEM-SOLUTION plAGRAM 
11j\~;t;:, 
INFLOW H'fDROGRAPH 
2. Data 
Reservoir area A = 50 acres 6 2 2.18 x 10 ft 
Spillway width B 100 ft. Discharge coeff: C 
Max: inflow I I I 2000 ft3 f s. 
Max: outflow 
1 0 1 = 
2000 ft3 /s • 
Max: head I hi 4. Oft 
3. Problem Eguation 
= 
Applying the law of continuity for a time period dt 
Inflow Outflow + Change in Storage 
I = a + ds 0 + A dh 
dt dt 
dh 1- 0 
dt A 
3.33. 
Let the discharge over the spillway o CxBxh3/2 
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(1) 
4. Unsealed Circuit Diagram 
5. Machine Equations 
(a) _...'!.. [h 1 = _1. + 
dt A 
6. Scaled Equations 
(a) 
or 
Let maximum value of h = I hi, I 
Equation (2) can then be written as: 
'~ 
(2) 
I I I and 0 1 0 1 
I I I I (C. B. I h I 1/2 h 3/2 (AThI) [TIT] + A ) (ThI] 
problem potentio- problem (3 ) 
variable meter variable 
setting 
Also 0 C. B. h 3/2 
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t 
SCALED FRACTION AA,BB 
nlNENSION QI(51),QO(51),BUFF(51) 
CALL GS~VIN(IERR,5e~) 
CALL OSCC1,IERR) 
CALL OSCLR(IERR) 
CALL GiSRUN(IERR) 
1 TYPE 2 
2 FORMAT(5HREADY/) 
PAUSE 1 
READ(4,3) (Ol(I),I-l,(51) 
3 FORMAT(12F!'i.2) 
DO 5\'1 1-1,51 
~0 BUFF(n.QI(n 
, IF (SENSW(l» GO TO 1~ 
CALL QSSECN(IERR) 
GO TO 11 
1~ CALL QSMSN(IERR) 
11 CALL OSDlY(l~) 
20 CALL QSIC(IERR) 
DO 5 1-1,61 
AA-QI (n 
4 C.LL QRLRBCITEST,IERR) 
IF CITF.ST .EQ. '2~~) GO TO 4 
5 CALL QRL~BCITEST,IERR) 
IF CITEST .NE. '2(!!1!I) GO TO (5 
CAL~ QWJDAS(AA,~0,IERR) 
CALL QRBADS(BB,0,1,IERR) 
OOCI)·BB 
CALL QSOP CIERR) 
5 CONTINUE 
e CALL QRLBBCITEST,IERR) 
IF CITEST.EQ.'20~) GO TO B 
g CALL QRLBB(ITEST,IERR) 
IF (ITEST.NE.'201'1l) GO TO g 
IF(SENSWC3» GO TO 51 
52 IF(SENSWC1» GO TO 40 
CALL QSHCIERR) 
IF (SENSWC2» GO TO 41 
40 1FCSENSW(2» GO TO 20 
IF(SENS~(4» GO TO 53 
00 3~ 1"1,1111 
30 ~I(I).OO(I) 
31 IF(SENSW(1» roo TO 20 
41 PAUSE 2 
GO TO , 
51 CALL QSHC1ERR) 
WRITE(1,3) (00CI),I-1,(51) 
GO TO ~2 
53 00 54 1-1,151 
54 QI(I)-BUFFCIl 
GO TO 31 
END 
Figure 5. 
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C. B. jhj 3/2 [1~1]3/2 
and 
C. B.\ h\3/2 [.-L ]312 
101 I h I 
(b) Time scaling 
Let T = J3t where T 
and t 
dt = .l d T 
J3 
computer time 
real time 
Equation (3) now becomes 
7. Scaled circuit diagram 
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(4) 
(5) 
8. Potentiometer values 
Pot. Value Pot 
Pot. ([3 '" 1/3600) Setting Int. Gain Pot. No. 
(a) [3A hi 0.827 0.8270 11 
(b) 1.100 0.1100 10 12 
3/2 
(e) C. B·lhl 1. 332 O. 1332 10 13 
101 
(Let 1 sec 1 hr, i. e. 1 p 1/3600) 
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~A-O fO-A TIMING PULSE 
1------- 20 hrs 
- 20 sees. 
Figure 6. Flow diagram for digital program. 
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QSHYIN 
QSC 
TABLE I 
FORTRAN Hybrid Linkage Subroutines 
(IERR, 580) 
(I, IERR) 
To select Analog Console 
To select Logical Console 
Analog Mode Control 
QSPS 
QSST 
QSPP 
QSIC 
QSH 
QSOP 
(IERR) 
(IERR) 
(IERR) 
(IERR) 
(lERRJ 
{IERRJ 
Selects Set Pot Mode 
Selects Static Test Mode 
Selects Patch Panel Mode 
Selects Initial Condition Mode 
Selects Hold Mode 
Selects Operate Mode 
Analog Time Scale Control 
QSSECN 
QSMSN 
(IERRJ 
(I ERR) 
Selects scfconds 
Selects 2. milliseconds (i. e. seconds x 500) 
Analog Component Readout (Amplifier Annn, Potentiometer Pnnn, Patch Panel 
PPOO, Derivative/10 Snnn) 
QRAR (ADR, REL VAL. IERR) Real Value 
or QRAS (ADR, SCFRAC, IERR) Scaled Fraction 
e. g. CALL QRAR (4HAOOl, CTEMP, IERR) 
Potentiometer Setting 
QWPR (POTADR, VALUE, !ERR) 
or QWPS (POTADR, VALUE, IERR) 
e. g. CALL QWPR (POT 1, B, IERR) 
CALL QWPR (4HP02l, 0.5, IERR) 
CALL QWPS (4HP02.l, 0. 55, IERR) 
Logic Mode Control 
QSRUN 
QSSTOP 
QSCLR 
Control Lines 
(IERRJ 
(IERR) 
(IERR) 
Run 
Stop 
Clear 
Real 
Scaled 
e. g. 
QWLBB (IVAL, IERR) 
QWLBB (' 170000, IERR) Loads all 4 Control Lines 
o 3 IS 
L-..l.-I I --'--\1 1--,-1 _---'---J.I I Bit pattern 
CL CL 
o 3 
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Sense Lines 
QRLBB (IADR, IERR) Tests 4 Sense Lines Simultaneously 
Necessary to test a sense line twice. 
e. g. CALL QRLBB (IT EST , IERR) 
CALL QRLBB (ITEST, IERR) 
Digital - to - Analog Conversion 
o 
II 
8 9 10 11 
IIII1 
SL SL 
o 3 
QSTDA Transfer all DAM's 
t1 
QWJDAR (VALUE, ICMNL, IERR) Load and transfer one DAC Channel 
in one operation (i. e. JAM). 
e. g. CALL QWJDAR (SLOPE, 0, IERR) 
QWJDAS (IV ALUE, ICHNL, IERR) Scaled Jam 
QWBDAR (ARRAY, IFIRST, INUM, IERR) Load block, real 
* ** QWBDAS (IARRAY, IFIRST, INUM, IERR) Load block scaled 
* First Channel 
** Number of sequential channels 
e. g. CALL QWBDAS (AA, 0, 1, IERR) 
Analog - to - Digital Conversion 
e. g. 
e. g. 
QRBADS (B UFF, IFlRST, INUM, IERR) 
QRBADR (BUFF, IFIRST, INUM, IERR) 
CALL QRBADR (CSLOPE, 0, 1, IERR) 
Scaled Block 
Real Block 
Read ADC. 0. 
QSDLY (INT) 
CALL QSDLY (10) Gives 10 milliseconds delay 
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[\J 
'" [\J 
/; 
Cascaded 0 ~~H ~ yd,o,,'ph. 
Figure 7. Input and output for demonstration problem. 
Laboratory Task 
(a) Using the analog computer generate the Horton infiltration equation 
f ) 
c 
- kt 
e 
f capacity rate of infiltration 
f 0 maximum capacity rate of infiltration 
fc minimum capacity rate of infiltration 
k a constant depending upon the soil characteristics 
time measured from the beginning of the infiltration curve 
f 
r 
fo .J. 
L~ _______ fc 
-. 
(b) Generate a hyetograph of net precipitation (i) with the aid of the 
digital computer and use this as input to your analog circuit. 
Obtain the actual infiltration (fa) from the following relationships: 
f i , < f f 
a a 
(c) Investigate the effect of varying fo' fe' and k. 
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Analog Computing Assignments 
Problem 1 
(a) +1 Vo = 
(b) -I Oil> 0 Vo = 
-I ~ I Vo = (e) 0 
(d) +1 Vo = 
-I 
0.5000 
:~ S>J Vo = (e) 
100 K 
0.5 
(0 ~:~ ~., [b Vo = 0 
0.15 
(g) -x ~ Vo = 
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Draw closed loop diagrams for the following equations. 
(a) 3x + 2x 0 x 1/2 at 0 
(b) 4x + 3x 4 x 0 at t 0 
(c) 2x + 3x + 4x 1 x 1 and x 0 at 0 
(d) i + 4x + 2x 2y 0 x Y = 0 and x at 0 
3x + Y + Y 0 
Magnitude scale the equation 3y + 4y 6 
given that y -4 at t o 
Draw the closed loop diagram indicating the values of the potentiometers. 
It is required to display y and y on an oscilloscope. 
The above diagram depicts three reservoirs in series. Assuming an 
exponential outflow hydrograph from the first reservoir and making reason-
able assumptions for reservoir size, flows, spillway widths etc. develop a 
magnitude and time scaled diagram to give the outflow hydrograph for the 
last reservoir. 
1. 
Horton's infiltration equation - kt f = f + (f - f )e 
c 0 c 
Consider the exponential portion of Horton's equation 
kt (f -
o 
Let y 
- kt 
dt k(fo = -ky 
This can be generated by the analog computer as shown below. 
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[~J 
~------~kr-----~ 
2. Unsealed Computer Diagram 
(fo-tel 
+I.M.U. 
INTEGRATOR 
[- (fo-fc) e ktJ 
k 
~----~br-----~ 
POTENTIOMETER 
3. Machine Equations 
(a) Integ rator d - -- [- (f -dt 0 
(b) Summer - f (f 
o 
4. 
(A) Magnitude scaling 
(a) \d~ [- /~-fc)e-ktl 
• 0 
(b) - \ tf-l 
o 
kt fc 
Let T '" ~t T '" computer time 
SUMMER 
k (f _ £ )e - kt 
o c 
t '" real time 
Let sec (computer time) 1 hr (real time) 
If the values for f and i are given as ins/hr (say) then ~ 
and dt = dT. 
the scaled equations are: 
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f - f 
d [ (~)e-kT] (a) - - - f dT 
o 
(b) - rf-] f - f f [~)e-kT] _ [~l 
o o 0 
5. Scaled Circuit Diagram 
( fo- fc ) 
f;-
[ (to fc) - kTJ - --e fo 
(k) 
-I.M.U. 
6. 
Assume f O. 18 in/hr and f 1.8 in/hr 
c 0 
Pot. Value 
Pot. {(3 1 ) Pot Setting Int. Gain Pot. No. 
r - f 
(a) (_o __ c) f 0.9000 0.9000 21 
0 
(b) (k) 0.2000 0.2000 08 
f 
(c) (.-c:.) f 0.1000 O. 1000 22 
0 
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<t:: Hyetograph of Net Precipitation (i) 
N ~ " \., ~ Actual Infiltration Curve (fa) 
Figure 8. Typical output for laboratory task. 
7. Circuit Diagram for Output of Actual Infiltration 
Problem 
(a) 
(b) 
(cl 
(d) 
(e) 
(f) 
(g) 
[;:] 
Solutions to Analog Computing Assignments 
V 
- 1. 11 
0 f( - O. 16) 10 + VOl} V V 
0 0 
L: Vb = 0 V 1 + 10 V 0 
0 0 ( + 0.924 - 124 + O. 5 V ) = V 
Rfo 0 
V (VIR +V2R)=-(V1 0 
1 t 2 
V 0.5 
-J (0.33 - 1 + 1. 5) dt 0 
V 
.fX 0 0 
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+ 0.8 
V 1/11 
o 
V 0.533 
o 
+ V2 1/10) VI V/I0 
t 
0.5 - J. 0.83 dt 
o 
(a) 35c + 2x '" 0 
0.50 
2/3X 
(b) 4x + 3x 
'" 
4 
+1 
(e) 2x + 35c + 4x 
(d) x + 45c + 2x 
-2/3x 
x 1 - 3/4x 
-I 
or 
x 
o x 
300 
x 1/2 at t " 0 
x 0 at t", 0 
(,0 
-x 
~x 
~ 
1/2 - 3/25c 2x 
and 5c o at t" 0 
':' Could be eliminated 
if x not required. 
-I 
y o and x '" 1 at t 0 
-4x 2x + 2y 
Problem 3 
3y + 4y 6 y -4/3y + 2 Yo -4 
+1 
Unsealed flow diagram 
Machine equations 
Amplifier 1. - [ -y ] -4/3y + 2 
Amplifier 2. - d/dt [y] = -y 
Y
max 
= -4 ... scale (y/5) 
Scaled equations 
= _4/3(-4) + 2 
Ymax 
scale (y!lO) 
-10 [_....Y..] = .± 5 [_1:] + 2 
10 3 5 
or 
- [-{o] = ~ 
- [ --fa (0.667) [-~] + (0.2)[1] 
2 [--fa] 
(0.2) 10 [--fa] 
[f] 
0.667 x 0.2 
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10 
Section 5 
APPLICATIONS 
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A PROBLEM ORIENTED LIBRARY FOR HYDROLOGY 
by 
Alan A. Smith* 
In order to distinguish clearly between the terms Problem Oriented 
Language and Problem Oriented Library it is instructive to consider the 
different options available to the engineer seeking a computer solution to 
a particular problem. The alternatives are classified broadly in Figure 
1. One may make use of general purpose programs which are designed 
to cope with a number of variations in a specific problem area, whereas 
at the other extreme, many engineers find it necessary to write ad-hoc 
programs. Both approaches suffer from disadvantages. The general 
purpose program must be of finite flexibility and the user may often be 
tempted to adjust the problem to suit the available program. Such pro-
grams are moreover expensive to create and to use. The ad-hoc program 
is also expensive to develop and is frequently unpopular with management 
on account of the difficulty of predicting development time in a tightly 
scheduled project. 
The disadvantages outlined above have led to the development of 
the problem oriented language, which attempts to reduce the writing of 
programs to a series of commands in terminology traditionally associated 
with the user's discipline. Major advantages of such systems are the 
ease with which a user, without previous programming knowledge, can 
master the sequence of commands, and also special facilities for handling 
large quantities of data. Typical examples of problem oriented languages 
are STRESS (Structural Engineering System Solver), HYDRO and the 
several sub- systems of ICES. Problem oriented languages may in turn 
be classified into two types. Some systems, while flexible in use are 
"comprehensive" in that they offer a finite range of commands, are not 
easily modified, expanded or interfaced with other programs. Other sys-
tems are more open- ended in that the pre-processor interprets the com-
mands as calls on a library of subprograms, which theoretically may be 
supplemented with subprograms devised by the user. In practice it 
*Department of Civil Engineering and Engineering Mechanics, 
McMaster University, Hamilton, Ontario, Canada. 
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General purpose 
,.--- Programs 
-
Complete 
Problem U Systems 
-
oriented 
Computer Language 
Solution L I of Open Ended Engineering Systems 
Problems Problem l 
-
oriented 
Library 
Ad hoc 
Programs 
Figure 1. 
requires some degree of expertise and specialist knowledge to extend the 
scope of the system. 
The problem oriented library may be seen to be an essential pre-
requisite to the open- ended type of problem oriented language. The library 
consists of a collection of subroutines written in a procedural language 
(such as ALGOL, FORTRAN or PL1) each segment of which is designed 
to deal with a particular operation in engineering problem solving. It is 
obvious therefore that such a library may be used by a main program 
written in the same high-level language, and indeed the capacity to incor-
porate subroutines developed by workers in other disciplines or to allow 
incorporation of special subroutines provided by the user is virtually 
unlimited. 
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One aspect of a problem oriented library worth mentioning at this 
point concerns the input and output of data. Transfer of data to and from 
a subroutine may be effected entirely through the medium of the parameter 
list, and while this renders the routine an entirely independent program 
segment it may result in calling statements involving many parameters. 
To combat this, the programmer may make use of global variables, or 
data transferred through the medium of common block st.orage. The call-
ing sequence is thus streamlined but, it is less easy to make use of the 
subroutines out of the context of the original application, since all global 
or common variables must be carefully defined and incorporated in any 
main program or related subroutines employing these variable s. 
Some support for the library concept arose from the development 
of FORTRAN- HYDRO by Toebes and Delleur at Purdue University. 
Intended originally to be a FORTRAN implementation of the ALGOL 
based HYDRO system, it was concluded by the developers that there was 
significant merit in using the collection of subroutines by menas of a 
FORTRAN main program. Subsequently, the ASCE Task Committee on 
Problem Oriented Languages for Hydrology under the chairmanship of 
George Bugliarello agreed that while a problem oriented language was a 
desirable goal, a library system constitutes the approach most likely to 
result in a usable service for profes sional use. 
Concurrent with endorsing the library approach, it is prudent to 
review the pros and cons of such a system, as summarized in Figure 2. 
A major advantage is, of course, the flexibility. The number of options 
in any language is necessarily finite and if engineers are to retain their 
decision making role in analysis and design it is essential that the 
engineer-programmer should have the ultimate choice of rejecting all 
the system options in favor of a program segment specially tailored for 
the particular circumstances of the problem. A further advantage of the 
library is the relatively modest size of most of the constituent computa-
tional modules which makes the definition, understanding, and documen-
tation of each subroutine a comparatively simple task. The use of these 
program building blocks is an excellent example of the systems approach 
in that the participation of a large number of people is encouraged. The 
constituent subprograms of a library are usually small and represent 
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For: 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
~gains.!: 
(vi) 
(vii) 
(viii) 
(ix) 
Figure 2. 
PRO~2 __ CONS 
OF .~_L.!E~RY _ SY5'~~!J: 
Flexibility 
Easily defined and documented 
Facilitates 'systems approach' 
Promotes cooperation 
Cheap 
Driving program needed 
Data input/output required 
Less efficient 
Requires compatability check 
only a modest investment of time, effort, and capital; this is an important 
factor in any cooperative scheme. Among the demerits one may list the 
necessity of writing a driving program; in some respects this is desirable 
since it forces the user to be discriminating in the choice of program 
material. Provision for input and output of data must be provided by the 
user and this is a major criticism in certain problems. A final disad-
vantage is the need to establish some form of clearinghouse to ensure 
compatability of modules contributed from different sources. 
To illustrate in some detail the advantage of flexibility afforded by 
the library approach, consider the frequently recurring problem of defin-
ing the resistance to flow in a pipe, conduit, or natural channel. In any 
physical system involving water at normal temperatures, the energy 
gradient is defined in terms of the discharge, cross- section area, wetted 
perimeter, gravitational acceleration and some coefficient or measure of 
the roughness of the boundary. For rough turbulent flow regimes the dis-
charge and energy gradient may each be computed explicitly as dependent 
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variable. However, for smooth or transitional regimes of turbulent flow 
it is significant that only the dis charge is explicitly calculable as dependent 
variable. Assuming that a single variable is sufficient to uniquely define 
the boundary roughness it is thus possible to devise a set of subroutines 
which will compute the normal dis charge as a function of a standard set 
of parameters. Each subroutine of this set would correspond to a different 
empirical relationship describing resistance to flow, such as Manning's, 
Chezy's or Strickler's equation, the two logarithmic equations of Nikuradse 
for smooth or rough turbulent flow, Colebrooke's equation, and any others 
as required. To maintain a commOn parameter list, the roughness measure 
must be included even although the value may be irrelevant in a smooth 
turbulent law. Similarly, a value for gravitational acceleration is included 
to act as means of specifying the system of units employed even although it 
may not appear explicitly in the resistance equation. Thus, as shown in 
Figure 3, if the subroutines were to be written in the form of functions, an 
evaluation of normal discharge could be obtained by the calling statement 
shown, in which the 'dummy' function name NORMLQ may stand for any 
one of the family of actual function names. 
To evaluate any of the oth'H variables which are not explicitly calculable 
in all cases, it is now possible to devise a simple scheme which employs any 
'NORMLQ' function in the course of the function evaluation. Thus (Figure 4) 
the problem of unknown energy gradient may be expressed as a functional 
relating actual discharge and normal discharge, the latter being evaluated 
in terms of trial values of the unknown energy slope. In this way generality 
may be maintained with respect to the choice of resistance law in any calcu-
lations involving resistance to flow. There is considerable advantage in 
being able to defer choice of resistance law until run time and to guard 
against premature obsolescence of a valuable program by the introduction 
of an unanticipated resistance equation. 
To further illustrate the systems approach made possible by a library, 
consider the elementary problem of computing the surface profile of steady 
flow in a natural channel. The geometry of the river system is defined as 
illustrated in Figure 5, with each of a number of cross-sections being in 
turn described by straight lines connecting points of known coordinates. 
Each cros s- section has assigned to it in addition, a roughness measure, 
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Definition of Resistance to Flow 
$(0, A, P, K, S) o 
given Density 
Gravity 
Viscocity 
Chezy 
} S given explicitly Manning 
Rough 
Smooth } s given implicitly 
Transi tional 
Discharge ALWAYS explicit 
Q N¢RMLQ(A, P, S, K, G} 
Area~ J 1 
Perimeter 
Energy slope 
Roughness 
Gravity -----' 
Figure 3. 
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CHEZYQ 
ROUGHO 
{ 
MANNGQ} 
FUNCTION SMOTHQ (A,P,S,K,G) 
COLEQ 
DARCYQ 
Q 
Qspec ----
S' 
Slope, S-
Qspec = NORMLQ(A,P,S,K,G) 
or tjl(S) NORMLQ(A,P,S,K,G) - Qspec 
FUNCTION SFROMQ(QSPEC,A,P,K,G,NORMLQ) 
Dummy identifier rePlaced~ 
at run time 
Figure 4. 
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o 
J--------------+-- __ ~~ ____ _L. ___ • __ _ 
/ 
B Datum 
X ~---B-(-4-t5-)--~~ 
Figure 5. 
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Losses 
Losses II.XIS 3 ·S4 
h3 + + Losses 
E 4 
<I> (h 3) h3 + (lI.x/S 4 ) ./S3 - E4 0 
Figure 6. 
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a distance along the channel and an integer specifying the number of points 
used. For a specified discharge (at the upstream end) and some defined 
control level at the downstream section, the problem is to compute the 
surface profile in an upstream direction. Programs to perform this task 
are commonplace but it is of intere st to demonstrate the utility of a library 
of suitable subroutines for program construction. 
Figure 6 shows the basis of the analysis. For any elementary reach, 
the discharge and the downstream water surface elevation are known. By 
an energy balance, using some suitable approximation for los ses in the 
reach, the surface elevation at the upstream section is defined implicitly. 
The losses may be computed in terms of the reach length and the arithmetic-
or, better, the geometric - mean of the energy gradient at the extremities 
of the reach. Solution of the resulting equation is facilitated by assuming 
the profile to be of a mild type and employing a suitable iteration technique 
such as interval halving. (Previous use of a Newton-Raphson method by the 
writer has been abandoned. ) 
It is necessary to identify first of all the several basic constituent 
problems which must be solved and for each of which a computational module 
(or subroutine) has to be designed. 
(i) The geometry of the river is defined by the vertical (BS) and hori-
zontal (HS) coordinates of each point in every section. It is necessary to 
extract from the two- dimensional arrays in which these coordinates are 
stored, the vectors defining a single eros s- section. The operation is 
somewhat trivial but it occurs so frequently that it is advantageous to design 
a subroutine' SELSEC' to perform this task. The specification of the routine 
is illus trated in Figure 7. 
(ii) Having isolated the coordinates of a particular section it is 
necessary to operate on these to compute areas, wetted perimeters and 
such like for any chosen water surface elevation. The subroutine 'PROPS' 
illustrated in Figure 8 performs this task, it being computationally efficient 
to combine the evaluation of several properties into a single routine. 
(iii) To relate water surface elevation to depth a rather trivial routine 
'BOTTOM' is employed to pick out the lowest section level. As shown in 
Figu,re 9 it is convenient to find and store the lower of the two bank elevations 
in the same routine. 
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Horizontal coordinates 
of all sections as 
Vertical coordinates 
of all sections HS 
Maximum no. of pts. MAXN 
Section of interest I 
,.. 
as I I I I 
I I I I I I 
HS 
a =< IIIIII ) H 
I I I I I I I I 
.. 
Figure 7. 
Horizontal coordinates B 
Vertical coordinates H 
No. of points NPT 
Spec. level WL 
H NPT = 5 
Figure 8. 
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B Horizontal coordinates 
of section I 
H Vertical coordinates 
of section I 
I I I I 
IIIIII 
I I I I I I 
I I I I I I I I 
A Area 
T Topwidth 
P Perimeter 
AY 1st M. of Area 
WL 
B 
No. of points NPT 
Vertical coordinates H ~ ~ IL Invert level 
BOTTOM WLMAX 
.. Highest 
allowable level 
H 
WLMAX 
IL 
....... Arbitrary Datu m B 
Figure 9. 
Horizontal coords B 
Vertical coords H 
No. of points NPT 
Discharge Q 
Gravity G 
(Uses "PROPS" & "BOTTOM") 
Q-~~\ 
(Flow assumed one-ditnensionol) 
Figure 10. 
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YCR Critical depth 
HCR Critical spec. 
energy 
HCR 
YCR 
(iv) Calculation of critical depth is necessary in the course of checking 
for a pos sible control section and a routine' CRITIC' is illustrated in Figure 
10 which allows critical depth and critical specific energy to be found for any 
section and any specified discharge. The routine assumes one-dimensional 
flow. 
(v) For any known or trial water surface elevation at a cross- section, 
the energy gradient must be calculated as a function of .cross- sectional 
properties, discharge, and roughness measure employing anyone of a 
number of flow resistance equations. The rational for the routine 'SFROMQ' 
has been discussed earlier and Figure 11 illustrates the use of a quadratic 
discharge function to minimize non-linearity. 
(vi) Finally, given the several 'building- blocks' specified above, it is 
necessary to devise a routine which will analyze an elementary reach, 
selecting from the entire system the data appropriate to a particular cros s-
section of interest. Figure 12 defines the various parameters involved and 
lists the more basic routines on which subroutine' EZRA' is dependent. 
Energy level is output in addition to water surface elevation as an aid in 
locating reaches of extreme head loss. The actual resistance law remains 
undefined in 'EZRA' until substitution in the calling statement provides the 
actual normal discharge routine desired by the user. 
With these various subroutines available, the construction of a main 
program to carry out the calculation is a relatively simple matter. Aside 
from the chore of inputting data and printing results, the computation takes 
the form of a DO-loop as illustrated in the flow diagram of Figure 13. The 
output of each cycle is the water level at the upstream end of a reach, 
which provides the input or control level for the analysis of the next upstream 
reach. The program may be designed for batch or conversational mode of 
operation, the latter providing a: particularly satisfactory method of numeri-
cally modeling and proving a steady state river and subsequently testing 
modifications. Additional routines are easily added whereby the effect of 
constrictions or potential control transitions (such as weirs or bridge piers) 
may be included in the analysis. 
Apart from the ease with which program construction is facilitated, 
one of the other main advantages of the library approach is in simplicity of 
documentation. The description of an average subroutine may usually be 
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Discharge Q 
Area A 
Perimeter P 
Energy gradient 
Roughness K 
Gravity G 
Law N!I!RMLQ 
Q 
Figure II. 
(Uses appropriate "N~It\u'Q") 
Quadratic Low 
/ 
t 
I 
/ 
/ 
/ 
,/ 
A,p,K,G given 
~--------~------~S 
IISFROMQ" 
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Horizontal coords BS 
Vertical coords HS 
Points per section NPTS 
Section chain ages X 
Section roughness K 
Upstream section I 
Discharge Q 
Downstream control WLDS 
level 
Gravity G 
Resistance law NORMLQ 
(1+1) 
.......- EZRA 
~ 
I "'" Q 
WLDS 
L 
Datum 
Figure 12. 
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WLUS Water level 
at I 
,...---. 
EUS Energy level 
at I 
(I) 
f 
EUS 
WLUS 
" .~. 
No 
Input all geometry 
and roughness data 
Specify flow Q 
and control DSLEV 
I = IN-AX - I 
WLDS DSLBV 
Call EZRA for 
section I 
Output WLUS, BUS 
Figure 13. 
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Yes 
covered in three to five pages and it is advantageous if contributors to a 
library system adopt a common format. The arrangement employed by 
the author is the same as that used by Toebes and Delleur at Purdue; the 
elements of documentation are as follows. 
(1) Purpose: (a brief statement) 
(2) Method: (short des cription with references where appropriate) 
(3) Program: 
(4) 
(i) Deck Name 
(iil Calling Sequence 
(iii) Parameters 
(iv) Other Decks 
(v) Restrictions 
Example: 
(i) Input Data 
(ii) Code 
Required 
on use 
(iii) Output of Results 
(5) Discussion: (special applications or restrictions) 
(6) Source: (name and address of originator/contributor) 
An example of documentation of subroutine 'PROPS' is given in the Appendix. 
Finally, the library approach offers real hope for a cooperative enter-
prise among both universities and practicing engineers. Use of a common 
documentation format should greatly facilitate the dissemination of infor-
mation and exchange of subroutines, resulting in a system which can be 
easily made use of by a wide range of users in a variety of machines. Time 
sharing systems are particularly suitable for this type of operation and it is 
frequently possible, to store subroutines in a manner which allows them to 
be used without the necessity of including a 'library' statement for each 
routine used. Where this type of accessing is possible program writing is 
reduced to a form of macro-programming statements or calls which is not 
too far removed from a problem oriented language. Hopefully such a coopera-
tive system may materialize in a year or two and thus eliminate in large part 
the duplication of effort and costly development time which has handicapped 
computer utilization in recent years. 
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(1) PURPOSE: 
(2) METHOD: 
Appendix 
PROPERTIES OF A CHANNEL CROSS-SECTION 
The cross- section of a river channel or conduit is described 
by a series of points the coordinates of which are referred 
to arbitrary datums for level and transverse distance. For 
a specified horizontal water level (referred to the same 
coordinate system) the routine evaluates the area, surface 
width, wetted perimeter and the product of area and cen-
troidal depth. 
The section is subdivided into a series of triangles and 
trapezia by verticals through each of the points below the 
water surface. 
,--WL referred to 
~~-r __ ~~#~~~O~.D~. ____ ~~~~IO 
3 
The various properties of each sub-area are accumulated, 
taking account of sign in the event of overhanging sides being 
encountered. If the water level is higher than the topmost 
points, the properties are evaluated as though the section 
were extended by verticals through the end points. If the 
water level is below the lowermost point, zero values are 
returned for the properties. If the channel is divided by a 
middle bank the properties of the separate channels thus 
formed are aggregated and total values returned. 
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(3) PROGRAM: 
(a) DECK NAME: PROPS 
(b) CALLING 
SEQUENCE: 
where 
(c) OUTPUT 
FORM: 
(d) RESTRIC-
TIONS: 
(el OTHER 
DECKS 
REQUIRED: 
(4) EXAMPLE: 
(a) INPUTS: 
CALL PROPS (arg l , arg2 , •.••••.•. 
args 
arg6 
arg7 
args 
A one- dimensional array (floating point) of 
size arg 3 containing the horizontal coordinates 
of the points related to any convenient reference. 
A one-dimensional array (floating point) of 
size arg 3 containing the vertical coordinates 
of the points referred to sea level or other 
datum. 
Integer defining the number of points describing 
the section. 
Specified water level referred to sea level or 
other datum. 
Computed value of area. 
Computed value of surface width. 
Computed value of wetted perimeter. 
Computed value of area multiplied by centroidal 
depth. 
The computed values are as singed to the appropriate 
argument 5 through S. No printout of values or diagnostics 
is included in the subroutine. 
The coordinates of the points must be listed in consistent 
order starting with the highest point on one bank and 
finishing with the highest point on the other. Closed 
sections may be treated by using the highest point twice. 
No restrictions of sign are imposed. 
None 
Data describing a section with six points is given below, 
the integer arg 3 being g~ven first followed by successive 
pairs of the coordinates arg1 (1), arg2 \l), arg l (2) etc. 
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(b) CODE: 
(c) OUTPUT: 
(5) DISCUSSION: 
6 
0.0, 100.0 -20.0, 90.0 -10.0, 90.0 
10.0, 87.0 20.0, 80.0 40.0, 105.0 
A range of water levels between 70.0 and 120.0 is 
examined and the relevent properties listed. 
10 
DIMENSION B(lO), H(10) 
READ (5,10) NPTS 
FORMAT (13) 
READ (5,20) (B (I), H(I), I = 1, NPTS) 
20 FORMAT (3(F8. 1, FI2.1» 
WL 65.0 
DO 30 I I, II 
WL = WL+ 5.0 
CALL PROPS (B,J,NPTS, WL,A, T,P,AY) 
WRITE (6,40) WL,A, T,P,AY 
40 FORMAT (5F12. 3) 
30 CONTINUE 
END 
70.000 0.000 0.000 0.000 0.000 
75.000 0.000 0.000 0.000 0.000 
80.000 0.000 0.000 0.000 0.000 
85.000 76.071 30.429 37. 329 126.786 
90.000 285.000 48.000 60.345 2068. 333 
95.000 510.000 42.000 77.928 4768.333 
100.000 705.000 36.000 95.511 8518.333 
105.000 895.000 40.000 106.915 13210. 000 
110.000 1095.000 40.000 116.915 29718.333 
115. 000 1295.000 40.000 126.915 38893. 333 
120.000 1495.000 40.000 136.915 49068.333 
If required to be used for circular conduits the routine 
CIRCLE may be used to generate the required coordinates. 
Alternatively the routine PIPROP may be used. 
If the coordinates of a large number of cross- sections are 
stored in two-dimensional arrays, the routine SELSEC may 
be used to extract the rows corresponding to a particular 
cros s- section prior to calling PROPS. 
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(6) SOURCE: Alan A. Smith 
McMaster University 
Hamilton, Ontario 
CANADA 
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PRACTICAL APPLICATIONS OF HYDROLOGIC SIMULATION 
by 
Dr. Norm.an H. Crawford* 
Introduction 
If som.ebody cam.e to you and said, "I propose a com.pletely physically 
based sim.ulation program. for all of the processes involved in the land phase 
of the hydrologic cycle, " how could such a proposal be evaluated? The 
questions that you m.ight ask are, "Can it be done?" and "Why do this at all. " 
Is there any hope of developing a physically based sim.ulation program. and 
what type of problem.s could be answered using sim.ulation that could not be 
answered using alternate procedures? 
The question, "can it be done," should be treated with caution for fear 
of rejecting the idea unwisely. * Traditional constraints on calculations have 
changed so quickly with the introduction of com.puters that one m.ust be alert 
to the possibility of accom.plishing unlikely tasks. 
The question, "Why do this at all, " m.ust be exam.ined by considering 
the potential utility of sim.ulation. The annual investm.ent in the field of water 
resources in the United States alone is approxim.ately 15 billion dollars. If 
a tenth of this investm.ent represents engineering design or m.anagem.ent costs, 
then one and one-half billion dollars per year are spent on intellectual work 
on water resource developm.ents. Thus, there is an a priori argum.ent for 
the investigation for any tool which m.ight im.prove the understanding of the 
basic processes of the hydrologic cycle. Even a slight im.provem.ent in the 
efficiency of work on water resource system.s would justify extensive m.athe-
m.atical m.odel developm.ent. 
If it is conceded that sim.ulation m.odeling m.ight be useful and should 
not be rejected without investigation, then the question becom.es one of m.ethod 
or approach. On what basis should m.athem.atical m.odel developm.ent proceed? 
*Vice President, Hydrocom.p International, Palo Alto, California. 
'~In 1958, the author was taking a physics class and the possibility of 
artificial earth satellites was being discussed. The professor stated that it 
could be shown m.athem.atically that the idea was im.practical, if not im.possible. 
A m.onth later, the Soviet Union orbited Sputnik 1. At the next lecture the 
professor said, "Well, last m.onth I could have proved to you that it was im.possible." 
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How should the algorithms in the mathematical model be developed? Should 
physical relevance be strictly preserved, or should "black box" elements be 
allowed? What sort of results should be sought and how can the user obtain 
maximum benefit from the simulation? All of these questions cannot receive 
comprehensive review in this paper, but comments on all questions are included. 
This paper is divided into three sections. The section title Matherrlatical 
Model Development reviews goals and methods in simulation. The section 
titled Simulation Applications reviews progres 5 to date in practical applications. 
Finally, the section titled Future Trends discusses hydrology as it might be 
practiced in 25 years. 
Mathematical Model Development 
Definitions 
At present, hydrology is fragmented into many quite different subfields, 
each representing a technical or philosophical approach to problem solving. 
This proliferation of ideas indicates a vigorous field of study but terminology 
is becoming confused. The author favors the following definitions: 
(1) Mathematical modeling - A term applicable to all models of physical 
processes whether steady state or continuous. 
(2) Simulation The development and application of mathematical models 
to represent the time variant interaction of natural processes. 
Simulation produces continuous data series that can be evaluated 
(3) 
only by comparison with continuous measured physical variables. 
Note that mathematical models using steady state assumptions are 
excluded by this definition, so simulation is a more limited generic 
term than "mathematical model. " 
- The generation of non-historic data series by stochastic 
methods. 
The term simulation has become fairly well established. A necessity 
for solving complicated time dependent processes is encountered in medicine, 
physics and chemistry, as well as in the natural sciences. A journal titled 
Simulation reports model development and applications in all of these fields 
(1). Simulation is being used for predicting the shock wave that occurs when 
an atomic device is detonated in rock, for forecasting atmospheric processes, 
and for modeling traffic flow. 
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A mathematical model consists of algorithms or functions that are coded 
for execution on a computer. These algorithms will contain parameters that 
can be varied to fit the model to a prototype. Parameter adjustment is called 
calibration. In the natural sciences, calibration may require a trial and er ror 
approach. 
Basic Approach 
A mathematical model that continuously follows the processes in a 
watershed provides quantitative data for a river basin. These data represent 
variables that can be measured such as streamflow, and variables that cannot 
be directly measured, such as the infiltration of water from the land surface 
into the soil profile during storms. A mathematical model that interrelates 
precipitation, potential evapotranspiration, and streamflow requires all three 
data series for calibration. After it is calibrated, streamflow records can 
be generated from rainfall and evapotranspiration. Since rainfall and evapo-
transpiration records are usually longer than streamflow records, this allows 
a historical extension of streamflow records. 
Within the definition of simulation, one could use any sort of mathema-
tical model, any laboratory model, or any device capable of reproducing 
hydrologic processes in time. A hydraulic model of a watershed that might 
be built in a laboratory would be a perfectly valid simulation model if it 
reproduced the time behavior of the prototype watershed. Laboratory models 
are straightforward in concept and many engineers are trained in their 
applications. In hydrology, however, their use is restricted by their inability 
(or severe difficulty) to modeling certain important natural processes such 
as actual evapotranspiration losses. 
A mathematical model is an alternative to physical modeling. A 
mathematical model includes functions that represent thephysical processes 
in the watershed. Calibration of the parameters in these functions will 
reproduce processes of a particular watershed. The parameters in model 
algorithms are used for convenience. Numerica values for parameters like 
land slope could be placed directly into model functions, eliminating parameters 
altogether. If this is done, the model would apply to one watershed only. 
Mathematical model development is time consuming, and it is a great advantage 
to be able to use one model on many different streams. 1£ functions are designed 
in a general fashion, the user can move from a stream in the United States to 
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streams in Argentina or Australia simply by changing parameter levels, 
eliminating the need to develop an entirely new mathematical model. 
An example of a model algorithm is the calculation of interception 
storage on vegetation. The algorithm might use the following rules: 
Rainfall onto vegetation will be held in interception storages up to 
a preset maximum, i. e. 0.1 inches. Rainfall may fill the interception 
storage and reduce the available storage to zero. Any additional 
rainfall will then fall to the land surface. Evaporation will em.pty 
the interception storage. 
These rules define an interception algorithm with one parameter, the maximum 
interception storage. To construct a mathematical model, algorithms for 
processes are linked together so that the output from one process becomes 
the input to another. The result is represented by flowcharts. Figure 1 is 
a sample flowchart for the land phase of the hydrologic cycle and Figure 2 
is a flowchart for snow accumulation and melt. The details of algorithm 
development cannot be discussed here. Examples of algorithm formulation 
and parameter selection for hydrologic models are found in recent papers on 
simulation (2, 3, 4). The philosophical controversy in model development 
centers upon the physical relevance of algorithms and the uses of calibration. 
These topics are discussed in the next two sections. 
Physical Relevance 
A major question in the development of algorithms is: "To what extent 
should physical processes be represented? II The extreme choices are between 
a complete and precise mathematical representation of all processes, and a 
wholly empirical black box in which individual processes are not differentiated. 
Many intermediate choices will preserve physical relevance to greater or lesser 
extents. A black box model uses less input and requires less physical information 
but it produces output on fewer processes. 
In the author's experience in hydrology, physical relevance is an 
advantage. In hydrology, data on the physical processes of actual evapo-
transpiration, moisture movements in soils, and flood wave propogation in 
channels and on flood plains have important uses in agriculture and land use 
planning. Information On these processes is valuable since direct field 
measurements are sparse. Physically relevant models are used in water 
resource studies to answer the question "What happens if? II A physically 
based model will have physically defined parameters representing impervious 
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areas, land slopes, channel cross-sections, etc. These parameters are quite 
easy to adjust for actual or projected watershed developments. 
Simulation can be used for education in hydrology. The hydrology 
student must attempt to understand the interactions of processes that sometimes 
cancel one another and sometimes augment one another. A physically based 
simulation model can effectively illustrate these interactions. 
Calibration 
The calibration of parameters in a.model is dependent on the basis for 
the algorithms. An algorithm that represents a much studied physical process 
will have parameters that can be estimated from physical data, Or the para-
meters may be known to be within a narrow range. The parameters in black 
box algorithms cannot be based on physical data and no guidelines will exist 
for their magiUtude. The evalua.tion of black box parameters is a statistical 
problem, perhaps solvable by systematic search techniques. 
Physically relevant or deterministic algorithms might appear to require 
no trial and error calibration, but in the real world adequate field data 
on highly variable land surface and soil characteristics may be unavailable. 
In these circumstances, a hydrologist may be tempted to ignore calibration. 
Nonetheless, a hydrologist will implicityly endorse some method of calibration 
whenever he applies a dimensionless unitgraph, a runoff coefficient, an 
infiltration curve, or a regional flood formula. If he assumes that an adequate 
experimental Or theoretical basis for calibration exists, when in fact no 
trials have been made for the watershed under study, serious errors can 
occur. If the calibration is consciously examined or verified the opportunity 
for error is less. 
U sing Simulation 
An application of a simulation program requires: 
(1) Function Or algorithm development including specification of 
function parameters. 
(2) Calibration of parameters for a watershed. 
(3) Analysis and production computer runs to meet the objectives 
of the study, i. e. scale new physical facilities, check floods 
for altered land uses, etc. 
The development of algorithms is very time-consuming and is, therefore, 
expensive. The generalization of models toward use for more than one purpose, 
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and for use in many climatic regimes reduces this initial cost by sharing it 
among many different users. A general model must be calibrated through 
parameter adjustment to simulate the behavior of a specific watershed. The 
hydrologic cycle contains poorly documented processes such as interception, 
and processes like infiltration where mathematical solutions are limited to 
idealized cases. Parameter calibration using rainfall and runoff records is 
essential for these processes. 
Production runs on a calibrated watershed might extend available 
streamflow or stage records for flood frequency determination. Alternatively 
the model could be used to predict short term streamflows for flood warnings 
or hydroelectric power production. 
Simulation seldom provides a complete solution to a problem in water 
resource design or management. It is typically used in combination with 
other disciplines, such as economic analysis of project benefits and costs, 
stochastic data generation, or weather forecasting. Two examples that are 
typical of simulation applications are given in the section that follows. 
Simulation Applications 
Flood Forecasting and Reservoir Management 
Simulation programming consisting of hydrometeorologic data management 
programming and simulation programming for hydrologic processes, reservoirs, 
and spillways can be used for flood forecasting and for the management of 
existing facilities. Time-sharing systems can be programmed to provide 
data for operational management of flood control facilities based on the 
information available for the watershed and reservoir system at any point in 
time. 
Current weather data, snOw surveys, streamflow, and reservoir levels 
are used to predict future streamflows. Predictions can be extended based 
on weather forecasts and planned or assumed reservoir operating policies. 
The simulation can be repeated with different reservoir releases to determine 
whether the projected system status can be improved, e. g. to determine if 
flooding could be reduced. Contractual requirements for reservoir levels 
and special constraints on discharges can be programmed and the computer 
will report any departures from these constraints. Conversational input/ 
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output is used where the computer prompts the user with questions on the 
required input information. 
The current time is the key reference point in controlling data for 
simulation (Figure 3). 
MEASURED 
Meteorologic Data 
Hydrologic Data 
Current 
Time FORECAST 
________ -Ir _________ Meteorologic Data 
________ -+ _________ Hydrologic Data 
Reservoir leve ls/streamfl ows ----~I-_____ ---- Reservoir levels/ 
streamflows 
Figure 3, 
Meteorologic and hydrologic data are either measured or forecast, and these 
two types of data must be carefully managed. Measured data are firm and 
require protection against accidental loss. Forecast data are transitory -
a forecast for a given day may be replaced several times by new forecasts 
before actual data are measured and stored. Projected reservoir levels and 
releases are of interest only while alternate reservoir operating policies are 
being investigated. 
As measured hydrologic data become available, these replace simulated 
or forecast data since the measured data are usually more precise. Normal 
procedure for the day-to-day operation of the forecast system is to update 
the rainfall data on the disc files with the new measured information. During 
the periods of dry weather, the soil moisture conditions are periodically 
updated by simulation, so that the current watershed conditions are always 
stored in the computer memory. When a storrn occurs, hydrologic data are 
input and the simulation of the flow magnitudes is carried out as the storm 
builds up to flood producing proportions. Forecast meteorologic data or 
assumed rainfall rates can be used to estimate potential flood flows (see 
Figure 4). 
A basic set of darn operating procedures can be tested to determine the 
effect on the forecast flood of pre-releasing flows from anyone reservoir, 
or a combination of reservoirs. This can be repeated for different assumed 
rainfalls, i. e. if pre-release amounts are selected based on the expected 
rainfall they later can be tested with higher and lower assumed rainfalls. The 
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The programming is designed for intelligent (human) control. No 
attempt is made to automatically control reservoir gates based on forecast 
meteorologic conditions without human review, even though this is technically 
feasible. The system is designed solely to insure that hum.an operators will 
have the best possible estimates of the physical situations that will develop 
if various operating policies are followed. Data errors and the uncertainty 
of forecasts argue against a fully automated flood control system. 
An example of real-time flood forecasting on the Santa Ynez River in 
California is reproduced below. 
DATE 4/28/70 
WATERSHED 
SANTA YNEZ RIVER 
SIMULATION STARTS? 
- 700331 
SIMULATION ENDS? 
- 700501 
KEYS AT? 
• 700331 
Table 
PROGRAM DATED 69/09/01 
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ANALYSIS 
SEGMENT No. I 
Table 1 (Cont.) 
LAND SURFACE CONDITIONS READ FROM DISK AT 7003310000 
EXECUTE 
PRECIPITATION 
LOCATION: RAIN AT JUNCAL DAM 
EVAPORATION LOCATION: EVAPORATION AT GIBRALTAR 
LAND SURFACE RUNOFF - CHANNEL INFLOW 
LOCATIONS: SURFACE RUNOFF AT SEG 1 
STARTS AT KEY -TIME 
STARTING SOIL MOISTURES IN SEGMENT 1 
SGW:; 0.25 UZS:; 0.44 LZS =: 6.30 GWS =: 0.18 
TO ALTER ENTER SGW, UZS, LZS, GWS 
- This input option enables direct adjustment of soil moistures for 
simulation of ground water recession etc. data is input within a 
strict format as follows 
1 2 3 4 5 678 
SGW 
23456781234567812345678 
UZS 
LAND SIMULATION BEGINS 
MARCH RAIN=: O. 00 
APRIL RAIN:; 12.28 
MAY RAIN=: 0.00 
LAND SIMULATION ENDS MAY 
BALANCE -0.003 INCHES 
SANTA YNEZ RIVER 
SIMULATION STARTS? 
- 700331 
SIMULATION ENDS 
- 700409 
KEY AT? 
700331 
FLEMING SANTA BARBARA PROJECT 
LZS 
MARCH 
RUNOFF", 
RUNOFF", 
RUNOFF= 
70 
GWS 
31 70 
0.00 
7.24 
0.00 
RECOVERS CHANNEL STATUS FROM DISK ON 7003310000 
ENTER RESERVOIR ELEVATION FOR JUNCAL DAM 
- 2203.64 
ENTER NUMBER OF HOURS FOR PRESET RELEASE 
- 0 
ENTER RESERVOIR ELEVATION FOR GIBRALTAR DAM 
1397.14 
ENTER NUMBER OF HOURS FOR PRESET RELEASE 
- 0 
ENTER RESERVOIR ELEVATION FOR CACHUMA DAM 
- 732.59 
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ENTER NUMBER OF HOURS FOR PRESET RELEASE 
- 0 
When preset releases are specified then the computer will prompt 
with another question 
ENTER PRESET HOURLY RELEASES 
HRS RELEASE 
This enables direct input of preset releases. This is done in strict 
format 
2 3 4 2345678 column numbe r 
HRS B RELEASE B indicate s a blank 
CHANNEL SIMULATION BEGINS MARCH 31 70 
DATE TIME GIBRALTA LAURELES YNEZ SOLVANG ROB-BRDG SURF 
31 MEAN 0.0 5.4 0.0 9.4 14.4 15.6 
APRIL 1970 
1 MEAN 
2 MEAN 
3 MEAN 
0.0 
0.0 
0.0 
821:00 GIBRALTA INFLOW= 
08 21 :00 6027 7813 
1400.6 10.5 
8 22:00 GIBRALTA INFLOW= 
0822:00 5962 7558 
1400.6 10.3 
8 23:00 GIBRALTA INFLOW= 
08 23:00 5654 7208 
1400.5 10. 1 
8 24:00 GIBRALTA INFLOW= 
9.4 
31.6 
10.6 
0.0 
0.0 
0.0 
36.8 
106.6 
26.5 
5641 CACHUMA-INFLOW= 
16194 20342 
752.1 9.5 
5430 CACHUMA-INFLOW= 
15250 19436 
752.0 9.3 
5441 CACHUMA-INFLOW= 
14288 18226 
751. 9 8.9 
5633 CACHUMA-INFLOW= 
57.6 
171. 1 
80.2 
10548 
25073 
19. 1 
10196 
24989 
19.1 
9801 
24704 
18.9 
9590 
8 MEAN 19169.6 22642.1 17234.7 18634.3 14681. 8 
09 00:00 5855 7061 13456 16909 24205 
1400.6 9.9 751. 8 8.8 18.5 
MAXIMUM DISCHARGE AT GIBRALTA 54394.1 C. F. S. , ON 8 AT 04 
MAXIMUM DISCHARGE AT LAURELES 45164.1 C. F. S. , ON 8 AT 06 
MAXIMUM DISCHARGE AT YNEZ 29846.8 C. F. S. , ON 8 AT 11 
MAXIMUM DISCHARGE AT SOLVANG 29446.2 C. F. S. , ON 8 AT 13 
MAXIMUM DISCHARGE AT ROB-BRDG 25073.9 c. F. S. , ON 8 AT 21 
MAXIMUM DISCHARGE AT SURF 23585.7 C. F. S. , ON 8 AT 24 
36.8 
174.5 
127.0 
21843 
17.5 
22650 
17.4 
23255 
17.9 
11619.3 
23585 
17.6 
CHANNEL SIMULATION ENDS APRIL 
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9 70 ICHANNEL -SYSTEM 
Flood Plain Mapping 
Flood plain mapping for urban watersheds can be studied using simu-
lation techniques. The stream used in the initial simulation studies was 
the North Branch of the Chicago River. The drainage above Niles, Illinois, 
was simulated (96.4 sq. miles). The principal tributaries are the Skokie 
River and the West Fork. The watershed has a mean annual precipitation 
of approximately 33 inches. Winters are cold and a snowpack accumulates. 
Summers are warm. Floods can occur at any time of the year, and are 
caused by rainfall, snowmelt, or rain on snow. Spring and summer floods 
due to convective and frontal rainfall are dominant in the historic reco rd. 
Streamflow records have been collected since 1951, and this date also 
begins the period of most rapid urbanization. Rainfall records exist from 
the 1880' s in Chicago, but areal coverage in the North Branch was not 
adequate until 1923. 
Flood plain storage is the key to the North Branch hydrologic regime. 
The striking sensitivity to removal of flood plain storage is shown in Figure 
5. The regime is further complicated by urbanization and channel system 
modifications that have taken place since the late 19th century. Between 
1900 and 1920, the original marshy North Branch channels were excavated 
to improve drainage for agricu1tura11ands. In 1900 the Chicago River was 
diverted from Lake Michigan into the Chicago Sanitary and Ship Canal, 
and hence into the Illinois River. As the Chicago metropolitan area devel-
oped, the North Branch became host to hundreds of bridges, thousands of 
storm drainage lines, and to as many as 40,000 persons per square mile. 
The watershed now is about 40 percent urban. 
Watershed changes have affected the hydrologic regime in ways that 
are of considerable technical interest, but the most critical question facing 
planners is, "What will the hydrologic regime be in 1995?" By 1995, the 
entire watershed is expected to be urbanized. If the hydrologic regime can 
be projected to 1995, then land use policies and flood abatement schemes 
can be subjected to a rational analysis. 
Simulation has four basic advantages for flood plain m.apping in water-
sheds that are urbanizing. It will extend the historic streamflow data at 
gaged points, create data for ungaged points, correct historic flood stage 
to fixed levels of watershed development, and project flood levels for future 
land use or channel developments. Extending the historic record is important 
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" .. 
since the frequency of flooding for up to a one hundred year return period 
is needed for flood insurance evaluations. Where streamflow records 
exist for only 10 to 20 years, a statistical extrapolation to a 100-year return 
period has considerable uncertainty. Extension of streamflow records from 
rainfall records by using simulation reduces this uncertainty. 
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Figure 5. Discharge projections for North Branch June 10-14, 1967. 
To delineate flood plains, generation of record by sinlUlation of un-
gaged points is needed. The gaged stream reaches are a very small sample 
of all of the stream reaches in any watershed. How can the stage and dis-
charge at one location be related to stage and discharge two miles upstream 
or downstream? There are no trustworthy empirical rules. Stage is very 
dependent On the local channel cross -section, slope, and roughnes s. 
Maximum discharge in major floods can increase or decrease as a flood 
moves downstream depending on areal rainfall patterns and the overbank 
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storage. An example occurred on the North Branch in the July, 1938, storm. 
A discharge of 823 ds at 17.6 sq. miles reduced to 795 ds at 20.7 sq. miles. 
When discharge was not measured, calibration from flood marks is possible 
since channel cross-sections are used for input. Figure 2 shows a cali-
bration to flood marks on the Skokie River in the July, 1938 storm. 
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Figure 6. Simulated and observed 1938 flood stage on the Skokie River. 
Historic data from floods like 1938 cannot be used directly in frequency 
analysis. To assume that these historic data are homogeneous is to assume 
that urbaniz.ation has no effect on the hydrologic regime. In simulation, the 
watershed development level can be fixed. Thus, to find the flood frequencies 
that exist in the North Branch now, the watershed is urbaniz.ed in the mathe-
matical model to 1972 levels. Meteorologic records from 1923 to 1972 are 
used to run a 46-year sequence of simulated flows. This gives a homo-
geneous flood series, equivalent to that which would have been measured 
if the watershed were instantaneously urbanized to current development 
levels in 1923, and had then been left unchanged to 1972. Similarily, homo-
geneous data series for 1995 can be created. 
All of the basic advantages listed above for the simulation approach 
were realiz.ed in this study. Streamflow in the North Branch is reasonably 
well gaged, and there are adequate meteorologic data to complement the 
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four continuous stage recorders and fourteen crest gages. Complications 
arise due to the watershed modifications. For example, it is not practical 
to represent all of the storm drainage explicitly. Records on storm drainage 
installations are not complete. Records of channel excavation and flood plain 
land fill were not kept in the early years, so the interpretation of early stage 
records is in doubt. Definition of channel cross-sections is difficult from 
conventional channel surveys or topographic maps. 
The projection of watershed conditions one generation into the future intro-
duces considerable uncertainty. The dilemma is illustrated by Figure 5 showing 
the 1967 flood. Curves A and B are completely different due to different channel 
and flood plain assumptions. No one can accurately foresee how the North Branch 
will develop. Numeric data on expected 1995 flooding is needed, and flood level 
data were produced as explained in the study report (5). Still, the value of simu-
lation in a changing watershed is in the analysis of the sensitivity of the hydro-
logic regime. This sensitivity analysis shows the relationships between develop-
ment policies and hydrologic consequences, and allows planners to select satisfactory 
policies. 
Future Trends 
Hydrologic methods have changed radically within the last lO years 
prompted by computer technology. To date the full impact of this technology 
has not been felt, even though the use of computers in water resources is 
extensive. Large-scale computers have been limited to universities or 
major cities, and many working hydrologists have not had convenient access 
to them. Training in computer programming was unavailable to most persons 
graduating from. university before 1960. 
Fundamental changes are now taking place in both the accessibility of 
computers and education or training for computer use. Time-sharing via 
remote com.puter terminals operated over telephone lines now make computer 
facilities available to a much larger group of users. Terrrdnals that cost 
as little as $ 60 per m.onth can be justified in an office with only two or three 
engineers. Geographic location is not a barrier if a good communications 
network to m.ajor cities exists. Education in program.rning is now the rule 
rather than the exception in the universities. 
Simulation of water resource system.s allows investigations that can 
consider the effects of developments on water temperature and other water 
quality indicies, as well as effects on floods and droughts. These broad 
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investigations of all aspects of new water resource developments can be 
expected in the future. Re-evaluation of the operation of existing projects 
will receive more attention. The watersheds of large rivers now have 
scores of dams and diversions operated by different public agencies for a 
variety of purposes. The integrated operation of these facilities might 
achieve worthwhile benefits such as water quality enhancement without 
harm to other project purposes. 
The contribution that universities can make to the practice of hydrology 
in the year ZOOO will be to train specialists in the new arts without neglecting 
the old. Hydrologists are needed that are trained in prograrnrrring and data 
transmission as well as in the design and operation of data collection systems. 
(1) Simulation, Technical Journal of Simulation Councils, Inc., P. O. Box 
ZZZ8, La Jolla, California 92037. 
(2) Crawford, N. H. and R. K. Linsley, "Digital Simulation in Hydrology: 
Stanford Watershed ModellVll, Technical Report No. 39, Department 
of Civil Engineering, Stanford University, 1966. 
(3) Moore, Walter L. and B. J. Claborn, "Numerical Simulation of Water-
shed Hydrologyll, Tech. Rep. HYD 14-7001, Hydraulic Engineering 
Laboratory Department of Civil Engineering, The University of 
Texas at Austin, 1970. 
(4) Narayana, Dhruva V. V., J. Paul Riley, and Eugene K. lsraelsen, 
"Analog Computer Simulation of the Runoff Characteristics of 
an Urban Watershed", Utah Water Research Laboratory, College 
of Engineering, Utah State University, PRWG56-l, 1969. 
(5) Hydrocomp International, "Simulation of Discharge and Stage Frequency 
for Flood Plain Mapping in the North Branch of the Chicago River", 
1971. 
342 
CONTROL RULES FOR MULTIPLE- USE RESERVOIRS 
AND MULTI-RESERVOIR SYSTEMS 
by 
J. A. Cole* 
This lecture falls into four portions, in which we start with a com-
mentary on how a complex system of rivers, reservoirs, diversions and 
returns may be arbitrarily decomposed into subsystems of tractable size 
for analysis. A description of stochastic dynamic programming calculations 
then follows, which serves to identify optimal control rules for two impor-
tant subsystems, namely the multi-purpose reservoir and the series-
parallel arrangement of two reservoirs. Because economics enters into 
the balance of objectives, a short note is 'then made of the implicit cost 
weighting of water supply failure and water quality shortfall, given by the 
incremental cost of alternative measures to remedy such shortcomings. 
Finally, a comparison is made of the ways in which various mathematical 
programming techniques can tackle the multi- reservoir problem, without 
such obligation to decompose the system as has been the case hitherto. 
Separating a Reservoir System into Problems for Sub-optimization 
Taking the standpoint of an existing reservoir system, we might 
suppose that the control rules for reservoir releases should respond to the 
following needs: 
(1) Water supply of their region 
(2) Low-flow augmentation of rivers to dilute wastes 
(3) Base-load hydropower generation 
(4) Recreational uses, like sailing and £i shing 
All these needs are liable to vary seasonally, but can be accommodated 
within a common time frame, say of a month. (Section 3 of the lecture looks 
how one might weight certain intangible objectives, such as reliability of 
water supply, but for now let uS assume we can set relative values on the 
* Visiting Lecturer, Department of City and Regional Planning, 
University of North Carolina, Chapel Hill, North Carolina. Chief 
Hydrologist, The Water Research Association, Medmenham, Bucking-
hamshire, England. 
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needs cited). Where a particular need dominates the issue we may be able 
to resort to some empirical' cuts' at the multi- reservoir problem. These 
listed below are oriented mainly towards reservoirs meeting city water 
demands. 
(a) Each reservoir takes On a load that is proportional to the mean 
annual inflow. 
(b) Reservoirs take loads to equate probali lity of emptiness. 
(c) Reservoirs are drawn on via a space rule. 
(d) Small reservoirs may be taken as single purpose. 
(e) Small reservoirs are optimized for various combinations of 
operation of large ones. 
(i) Large reservoirs are optimized over long time periods and the 
rest lumped. 
(g) As (f) but rest uniformly distributed. 
(h) Random sampling or gradient search or pattern search of the 
range of possible policies. 
(i) Water held at headwaters to maximum extent as flows decrease 
in summer. 
(j) Hedging and pack rules. 
(a) Fails to take account of hydrologic differences, as 
between rivers, in that yield/storage curves differ locationally. (b) 
recognizes these differences: it implies that continuity of supply outweighs 
other considerations, so is biased towards water supply for cities rather 
than peaking demands like hydropower. (c) has a respectable history 
originating with the 'Design of Water Resource Systems' (Maass, 1962; 
pp. 447-451) and represents an apportionment with an arbitrary time frame--
the drawdown- refill cycle. It is this time frame that represents a weak-
ness of the space rule, however, since a system containing disparate 
reservoir capacity/inflow ratios inevitably has various time constants. 
(In passing let us note that the "typical" drawdown period from fullness to 
emptiness is commonly termed critical period and may be derived either 
from cumulative inflow diagrams of Rippl type or from the distribution of 
first passage time as evaluated On probability theory.) (d) (e) (f) and (g) 
represent attempts to separate the system into "small" and "large." Let 
us first distinguish the cases where the small and large storages are 
virtually independent in action (d) (f) and (g) and those in (e) where the 
344 
small ones are linked optimally to the parts of the main system most liable 
to be affected. Often CaSe (d) arises in practice, since small storages 
are not likely even in total to afford the flood control capacities and low 
flow augmentation water to match up to some of the really big schemes 
designated for the latter purposes. (f) implies that the lesser storages 
are of USe for some 1. f. a. usage at a point below their confluence of 
releases; (g) supposes the more usual case of a dispersed need for water 
supply, which the smaller storages may provide when the larger ones are 
near to failure. (h) is rather outside the scope of this lecture; it is 
expounded in' Design of Water Resource Systems,' pp. 391-442, and was 
applied by Hufschmidt and Fiering (1966) to the Lehigh simulation. For 
the latest applications of search techniques in hydrology refer to Young 
et. al (1970) and Betson (1970). Procedures {il.and (j) only enter into this 
lecture as implications of mathematical programming solutions. 
We now take a closer look at (e) in relation to the system geometry. 
We shall examine the river- reservoir- city- intake system hypothesized 
in Figure 1. Effluent waste waters from the cities are regarded as being 
disposed of to the river by a route leading downstream of the nearest 
water intake; where two intakes are used the lower one receives mixed 
effluent and river water, which is why low-flow requirements would have to 
be stipulated closely at all outfalls. Despite this system's realistic com-
plexity, the zones designated by capital letters in Figure 1 show how an 
empirical decomposition of the problem can be arrived at by defining 
subsystems, identifying control rule s for these, then reaggregating the main 
system by combining subsystems down each tributary. 
The logic here is that city 1 depends mainly on the river 
but can in emergency call on storage in R4. 
RZ and R3 are only to furnish downstream uses and can 
provide various target demands given subsystem A's. 
Rules for meeting city 3 and city S's demands are 
trivial, amounting to taking cc (or ee and ff) and bb as 
required. Flows into R8 and into the confluence with 
A and B are thus set by hydrology alone. 
Strong interactions appear when we consider how 
to decide on the abstractions for city 2 and city 4. 
Adopting the rationale of (i) in our list of first cuts one 
would draw via link dd from R6, unless R6 were full, 
when draw on link C. 345 
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'igure 1. Decomposition of a hypothetical :multi-reservoir system. 
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Similarly one would draw on hh to supply city 4, 
unless Rb supplied so little as to make RS the dominant 
source and taking via gg the economical choice. Already 
the situation has become rather complex, since we are 
admitting alternative abstraction points, two of which 
(dd and hh) depend on Rb. 
Subsystem 
F plus R6 
At this point one has to introduce arbitrary rules of release priority, 
or preferably evolve some rule-forming system that will determine rules 
objectively via some economic objective such as minimizing deficit costs 
or maximizing net benefits of water supply, power generation, and recre-
ational use (all these being summed for the whole region, but subject to 
some over-riding local objectives also). 
The case above can be defined in terms of four state variables: 
Flow available from subsystem D at given % risk 
(as function of take via C) 
it Flow available from subsystem F of all storage emptying 
(as function of take via G) 
iii Storage available in R6 
iv Natural inflow downstream of subsystem D and F 
Solution to the abstractions via cc, dd, gg, and hh could follow a 
linear programming formulation within chosen time spans, or be subject 
to iterative optimization per dynamic programming. 
1£ our problem had been set in a different time scale, such as to 
reflect the following uses: 
v Water quality surveillance of the river 
vi Flood control by reservoirs 
vii Peak hydropower generation 
it would obviously have to be reformulate'l possibly within a scale of one-
hourly time frames. But the notion of a decomposable problem remains 
here too, for the short-term control is capable of prior optimization and 
its effect imposed on the longer- term one: the author (Cole, 1970) has 
formulated the theory of a flood control reservoir in this way. 
The Systems Treated by the LFAR and TWRS Programs 
The Low Flow Augmentation Reservoir Program, LFAR 
This considers a single reservoir which is fed by a flow AQ and 
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which makes attempted releases: K, to meet a city water supply need and 
L, to meet a low-flow augmentation (1. f. a.) need at point P downstream plus 
surplus releases: SP which go downstream and may cause flooding. 
The city water supply needs are regarded as deterministic, following 
a seasonal pattern called IDEM. The 1. f. a. needs are like-wise taken as 
given, but vary both with season and with prevailing flow RQ at point P. 
In principle the flows AQ and RQ will not show perfect correlation, and 
although the program can cater for this, the extra complication of having 
both items in the slate of nature seems hardly worth troubling with for most 
cases. Thus usually the 1. f. a. need, which we call H, is geared to AQ, 
the latter giving us a unique value of PQ and so, by implication, of the 
augmentation required. A case study of effluent loadings upstream and target 
water quality attainments downstream of P is presupposed. The hydrologic 
information required for our problem is in the form of a conditional pro-
bability distribution of AQ LQ, where IQ is flow in the previous time 
interval. 
Because our reservoir will not always have water in sufficient quantity 
to meet both IDEM and H, one or both of K and L may be cut back to achieve 
feasible releases (K- DF) and (L- DQ). The resulting deficiencies in city 
water supply and in 1. f. a. are subject to penalties; while the releases 
themselves may cost a certain amount to produce, whether as pumping or 
as a marginal maintenance cost. 
Recreational use of the reservoir can be valued by some arbitrary 
function of prevailing contents. 
The Two Reservoirs Program, TWRS 
This treats a series-parallel system of two storages VI and V2, not 
necessarily of the same size, fed by separate rivers but linked by natural 
or artificial means. Contrasting with the LFAR program, city water 
supply is the sole need to be met as hydropower. (In fact it would be 
simple to modify the system to cater for other needs) by the summation 
of releases KI and K2, less any cutback in these. 
A stochastic relationship of the inflows YI and Y2 is incorporated, 
whereby YI, Y2, and their antecedent flows Xl and X2 are intercorrelated. 
4 Typically the state of nature allows of n possibilities, where n is the 
number of divisions in each state variable. 
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The water supply demand D is taken as fully determinate, following a 
seasonal pattern. The combined deficiencies of D- (kl- DFl)- (K2- DF2) 
are taken as a measure of the penalty function. 
Benefits, Costs, and Objectives 
Whipple (1968) has reviewed the question of benefit and cost assess-
ment in the water resources field, and suggests a rationale for looking at 
intangible factors in the decision-making process. Steiner in the valuable 
compendium "Water Research" (ed. Kneese and Smith, 1966) explains the 
role of alternative cost evaluation in this context. Section 3 of the present 
lecture is a conscious extension of the ideas put forward by Steiner and 
Whipple; however for the present purpose of describing the LFAR and 
TWRS programs let us assume that the economic efficiency is the sole 
objective and that the economic factors are given already. The list below 
shows their mathematical form. Note that where a linear penalty coefficient 
has been used. one was not constrained to do this; other functions, whether 
curved or composed of line segments could as well have formed the benefit 
or cost assessment. 
Item 
Pumping costs 
Recreation benefits 
Flood spillage costs 
Water- supply 
deficiency cos ts 
Water- quality 
deficiency costs 
LFAR 
K & L are cos ted 
separately 
Benefit taken as 2 (volume of water over) 
(half- full ) 
Costed as 
(Surplus releases _ 1)2 
TWRS 
KI, K2, Ll2 & L21 
are cos ted separately 
Not cos ted (but helf 
in the calculation). 
Linear dependence on demand minus supplied 
amount 
Linear dependence on demand minus supplied 
amount 
(LFAR makes automatic 
cutback first on 
whichever of K or L 
has lesser penalty) 
In both programs the objective is to minimize the present value of 
expected (costs - benefits), where the calculation incorporates a constant 
discount factor to express the relative availability of funds meeting present 
and future needs. 
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The Solution Algorithms 
In both programs, the system state is compounded of contents in 
(each by) the reservoir(s) and of the state of nature as given by antecedent 
river flow(s). Thus the system states are (X, LQ) for LFAR and (Xl. 
X2, Gl. G2) for TWRS. 
In runs to date the dimensions of these states have usually been 
kept to (10 x 3) = 30 for LFAR and (3 x 3 x 4 x 4) 144 for TWRS. 
Recourse is had to Howard's policy improvement and value dete r-
mination algorithms. using the former for finding the release vector k 
in the following: 
Min 
(all K) p (k) 
ij 
where vx(t) denotes a state x's value 
(k) _ a v. (t+1) • • • • 1 
J 
i, j are subscripts for initial and final states of a transition, at time t 
C (k) is cost of making the transition i -j, given release k 
ij 
P (k) is probability of making the transition i - j. given release k 
ij 
a is the discount factor 
Equation (1) is a version of the value interation algorithm familiar in the 
works of Bellman (1957), Buras (1963) and Hall (1961). using a backwards 
recursion in time to find an optimal set of k via dynamic programming. 
Schweig and Cole (1968) give full account of this with a numerical example 
of a stochastic d. p. applied to a two- reservoir system. This equation 
serves to find a set of releases k (K, L) for LFAR 
(Kl. K2, L12) for TWRS 
in each month or season of a year, starting from the end. The calculation 
starts up with a zero value in the term v. (t) for each end state j and 
J 
iterate s to the start of the year. In principle the iteration could continue 
with equation (1) all through a number of years (as Schweig and Cole did) 
but there are problems of being sure that convergence has adequately reached 
finality, since the values only change but slightly. Howard's value deter-
mination algorithm comes to the rescue here, since it revalues our 
Vi (t+l) into an equivalent steady state form, without the time parameter, 
thus: 
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V. 
1 
+ v • • • • • • • • • • • 2 j 
In the water resources literature, only Burt (1964) and Falkson (1961) 
have employed equation (2). Burt treated a groundwater optimization 
problem, using the value determination algorithm intermittently. Falkson 
produced a classroom example of Howard's method, remarking that it 
appeared to be limited to one season problems. O'Kane suggested the use 
of equation (1) for within- year optimizing of control rules and equation (2) 
for an annual revision of the state values, a procedure followed here. 
Note that the interchange between the equations uses the revalued 
v. from (2) to set up the v. (t) array in (1). Then the q .. (k) result of 
1 J 1) 
n iterations of equations (1) supplies the first term of the right hand side 
in (2), which solves for -;: 
Program Structure 
The flow diagrams below give the detailed structure. Just a few remarks 
here serve to introduce them. 
Most of the computer's effort goes on in the subroutine 'POLIMP' 
(for TWRS) or 'QOLIMP' (for LFAR), where the combination of initial 
state of contents: 
control rule for releases 
possible current inflow 
produces a final state of contents, of probability determined by the chance 
of that current inflow occurring. At each pass of the loop on the control 
rules a rewritten line of the transition matrix is created for the prevailing 
starting state and season. After looping through the stage where the 
control rules have all been compared to the test quantity one has the best 
(K, L) or (Kl, K2. L12) combination for the time being and can go on to 
get the reward for all seasons to the end of the year. After all the seasons 
have been done. REST holds qi ready for the VALUIT subroutine. Another 
stage in the P/QOLIMP subroutine ensures that the product transition 
matrix of all seasons is held ready for the VALUIT also. 
Options exist on printing out the matrices but normally one is only 
concerned to retain the control rules at each iteration. Convergence is 
absolute as soon as two successive years show identical sets of control 
rules for all seasons, A tally is kept for convenience of the number of 
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changes at each iteration, in order to gain experience on convergence rates. 
(It may indeed be advantageous to permit incomplete convergence on occasion, 
as a means of saving on run time with little cost in departure from optimality. ) 
Flow Diagram for LF AR, MAIN portion 
Read in constants 
reservoir capacity 
number of seasons 
v 
S 
RATE discount 
From RATE calculated BETA I, 2, 3 
the conditional 
distribution of 
inflows and the 
constants which 
scale the 
penalties for city water 
deficit 
penalties for river water 
deficit 
benefits of reservoir 
recreation 
costs of pumping 
costs of flood damage 
the city water demand by season 
the river 1. f. a. need demand by flow and 
season 
the maximum 1. f. a. need by demand by 
season 
PROBQ (LQ, AQ, T), 
ISHRT 
ISTNK 
IFISH 
IPRK, IPRL 
IFLUD 
IDEM(TJ, 
H(IAQ, T), 
HM(T) 
Initialize all arrays to zero and set INPOL = 1, LPOL = 2 
Call subroutine QOLIMP 
352 
The Alternative Cost Formulation: Its Use to 
Establish Proportion of Project Cost 
Attributable to a Non- economic 
Objective 
This section is concerned with the costs implicit in the operation of 
a multi-purpose reservoir, used for city water supply, low flow augmentation 
(1. f. a.), recreation and flood control. The latter two purposes yield 
benefits which may be fairly readily costed, but the water supply and 1. f. a. 
uses are ordinarily stated in the form of meeting targets. The stochastic 
nature of inflows to the reservoir, and demands for 1. f. a. lead to occasional 
failure to meet the target water supply demand and target 1. f. a. demand 
for downstream water quality improvement. 
The simp.est use of an alternative cost formulation, as a means of 
coping with benefit evaluation for a service not directly cos table, would be 
to reckon on the same hydrology what single purpose facilities (namely 
reservoirs and/or wells for water supply ,and effluent treatment works for 
water quality improvement) would produce the same frequency and extent 
of meeting target requirements. This substitution approach has to be 
criticized for its assumption that people are in fact willing to pay for the 
alternative postulated. One further criticizes the fact that it ignores the 
economics of conjunctive use schemes, which themselves incorporate 
economies of scale that likely surpass those of single purpose facilities. 
I can only concede the computation of costs of separate facilities as 
incremental costs, which could achieve a useful improvement in 
operation. 
Consider a given size of reservoir whose hydrology is given. In 
addition to predetermir,ed recreation benefit and flood damage functions we 
can impose arbitrary penalty functions PDF for water supply deficit and 
PDQ for water quality deficit. We have to agree on the functional form 
of PDF and PDQ at the outset. For convenience of exposition here, 
PDF and PDQ are regarded as parameters whose ratio we can adjust. 
Starting with a trial PDF /PDQ, we go on to formulate optimal decision 
rules for the system operation, using appropriate simulation or mathe-
matical programming techniques. These rules will entail occasional 
water supply shortages and water quality deficits, which are not judged 
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Figure 3. Block form of LFAR & TWRS programs. 
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'suitable,' on grounds of frequency and/or severity of occurrence. 
The PDF/PDQ ratio is then adjusted to produce an 'acceptable' frequency-
cumseverity of deficit. Figure 4(a) would serve by itself to form this 
choice. 
Next we graph out as in Figure 4(b) the marginal costs of the 
failures in Figure 4(a) i. e. the incremental costs of 'preventing' failure 
in conjunction with the multi-purpose reservoir. The snag to this 
statement is precisely where the inverted commas are- - failure cannot 
be entirely prevented, only reduced. But that's still a good enough 
basis; we take the incremental cost of cutting failures by, say 95 percent. 
As regards what incremental measures apply, it seems clear that 
for waste treatment both the upgrading of existing plant and the temporary 
detention of waste loads can be considered. For water supply, the 
drawing on incremental water sources may be underground, or bought from 
a neighborhood city, or off a power company, or supplied by a reservoir 
used for recreation only. 
General Comments on Mathematical Programming 
Technigues for Multi- reservoir Systems 
Some Steady- state Water Transfer Problems 
Given a sustainable yield of sources and a known demand for water at 
known centres, a vital question is how to provide least-cost transfer of 
water from supply to demand areas. This can be regarded as a steady 
state problem, identical with the 'transportation problem' in linear 
programming, since stored quantities are left out of the reckoning. 
Ultimately this is inadequate as one must build in a staging process with 
storage and evolve a least- cost strategy of transfers in a situation of 
changing demand. 
Nearest Neighbor Rule 
This in its simplest form considers the distribution cost as 
proportional to (flow x length of connection) and works by letting each 
source compete for supply areas, regarded as point sinks. In a naive 
manner the assignment of each source to its nearest sink provides us with 
an initial step to work from: but the question of how to assign surplus 
source ::apacity to the next- nearest unsatisfied sink is not so simple. 
Before describing more general solutions via branch-and-bound and 
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linear programming procedures, let us note that a classical Lagrange 
multiplier solution to a small problem would be possible by making the 
total yield of sources equate to total demand at sinks. Also note that 
where sources are connected by an 'arterial' link, with sinks drawing off 
this at intervals, a dynamic programming algorithm will serve to align 
the system (see Buras and Schweig, 1969). 
Use of the PSEP Algorithm 
The progressive separation and evaluation procedure (PSEP) due to 
Bertier and Roy is a particular case of the general class of branch and 
bound algorithms (for review of which see Scott, 1970). PSEP is applied 
most readily to transportation problems where all the goods, such as 
factory products have to be taken to a finite number of outlets aj' of 
individually defined capacities. 
p. 
1 
a. 
J 
Given rules for feasibility of the p.a. transitions and known capacities 
1 J 
for p. to produce and a. to absorb goods, the PSEP proceeds as follows: 
1 J 
A. For each P ascertain the least feasible cost allocation E 
x x 
of its goods to the a., assuming the (i - I) other producers not 
J 
to be competing. 
B. The Ex are ranked in order from largest cost to smallest. 
C. Following the ranking order evaluate the feasible alternatives 
of each P. --all a., selecting the one of least cost at each step. 
1 J 
D. At each step evaluate 
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E 
o 
~ (least cost of choices 
made already) 
+ ~ (E. of allocations 
1 
yet to be made) 
This last quantity will always be ~!) Ei since the choices get 
progressively limited by those made earlier. Figure 5 introduces a 
numerical example. 
The point of introducing PSEP here is that a multireservoir problem 
can be treated by this as a subalgorithm of a d. p. solution. 
Storage (0 
now (0 
(0 
(0 
x) Cities wanting 
xl supply in interval 
x} 
it) Storage 
it) at 
it) end 
it) 
Ordinarily the 4 storages instanced here would lead to a multiplicity of 
starting states; but the cities each have just a single-valued demand. One 
suggestion is that PSEP would allow us to term the cities the I sources of 
demand, I p., and the storages the 'outlets fed by the demand, I Q.. This 
1 J 
inversion permits us to find a least cost allocation, of any storage 
combination, without the labour of going through all possible release 
combinations. 
Linear programming (L. P.) approach 
In an elementary problem, such as is illustrated in Figure 6(al, one 
would write the flows at each node so as to satisfy continuity. Thus at node 
b: 
By having most linkages doubled, but permitted only in the arrowed 
direction we may write: 
qij ~ 0 for all i and j within the set a, b, c, d, e; i f. 
The objective function is to minimize ~ C .. q .. over all ij links. This 
1J 1J 
results in a trial solution *q .. for postulated C .. (which are really only 
1J 1J 
linear apprOximations to the curved cost versus flow graph). Then for this 
set of *qij' revise the Cij and iterate to convergence. 
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A 
B 
C 
500 
250 
450 
t 
OUTPUTS 
Unconstrained 
solutions 
($) 
A 300 + 4000 
B 600 + 250 
,- ··500 + 3500' 
C 750 + 3000".·.-
. '. ·250 + 4000·' 
E 
ACCEPTABLE 
INPUTS 
Constrained solutions leaving most 
costly unconstrained one 
($) 
--
•.. 600 + 250 
Optimal solution underlined corresponds to 
AD • 400 BD D 200 CD • 400 
AE = 100 BE R 50 CE - 50 
Figure 5. PSEP (progressive separation and evaluation procedure). 
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(a) Linear p"rogramming_ 
o source 
o node 
® sink 
d 
(b) 
Out of Kilter 
Upper and lower 
bounds set to 
flows in direction 
of arrows. 
Figure 6. Comparison of. L. P. and O. O. K. network solutions to 
Min (Z C .. Q •. j subject to flow constraints. 
1.J 1.J 
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The above statement does scant justice to the enormous range of 
water resources problems to which L. P. is applicable. As a way into this 
field, Chapters 13 and 14 of 'Design of Water Resource Systems' (Maass 
et. al., 1962) and Chapter 3 of 'Water Resource Systems Analysis' (Hall 
and Dracup, 1970) are recommended reading. Recent papers by 
Deininger (1970), Rogers and Smith (1970) and by Fitch et. al., (1970) are 
excellent examples of L. P. in practice. In regard to testing the computational 
efficiency of L. P. versus some D. P. methods, refer to Loucks and 
Falkson (1970). 
The out- of- kilter algorithm as alternative to L. P. 
Although couched in very similar terms, as regards its starting 
assumptions the O. O. K. algorithm has the virtue of working via trial 
feasible solutions of flow. Thus the assumption of unit flow costs is 
more plaUSible, and in fact is strictly true in certain phases of the 
calculation where node prices are the only items that change. A further 
advantage over the standard L. P. presentation is the reversibility of flows, 
entailing fewer arcs in the system. 
Fulkerson's out-of-kilter algorithm 
The sheer size of some L. P. problems involving a multiplicity of 
storages has led some workers (Anderson and Nigam, 1968; Evenson and 
Moseley, 1969) to exploit the Fulkerson algorithm to achieve condensation 
of effort. The algorithm works as follows, starting from a network of 
arbitrarily-labelled nodes, whose labels i, j ••. subscript other quantities. 
Arc flows have upper and lower bounds, u .. and 1 .. : see Figure 6(b) 
1J 1J 
Node 'prices,' 'IT i are defined so that the ij transition implies: 
Net price :: (C .. of the transition itself) + 'IT. - 'IT .' 
1J 1 J 
(I would prefer to name these 'IT as node values). The 'kilter number' of 
an arc is the measure of violation of the flow constraints. The pricing 
vector needs to be such that «net prices) > 0 make ~j --0- lij) for all ij 
«net prices) < 0 make X .. --0- u .. } 1J 1J 
and X needs to be feasible for the circulation to be optimal. This will 
arise when all arcs are 'in kilter, I i. e. conform to the constraints. 
The O. O. K. algorithm to achieve this goes thus: 
1. Postulate a hypothetical circulation around the network. 
2. Postulate hypothetical prices at the nodes. 
3. Follow the detailed arc- tracing procedure given by Fulkerson, 
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in which protions of the circulation are tested for feasibility. Depending 
on the exact outcome, flows are adjusted or prices adjusted at each pass. 
4. Optimality is reached" when the 'kilter number' of each arc has 
reached zero. 
Evenson and Moseley (1969) have exploited the O. O. K. algorithm to 
condense an impractical L. P. problem into a tractable one. 
A computing manual on the O. O. K. algorithm has been published by 
the Rand Corporation (Durbin and Kroenke, 1967). 
Allocation of Water Between Storages and Possibly Between Several 
Time Periods 
The two-dimensional flow nets instances above in the steady- state 
case may be replaced by one in three dimensions, of which the third 
represents time. Flow may either travel in the plane of current supply 
to demand sinks or step up to storage in the plane of future action as in 
Figure 7. Downward steps, in reverse of time, are naturally forbidden. 
The point here is that we have to introduce storage to permit an 
anticipation (so- called 'hedging') for future requirements; otherwise the 
problem degenerates to the steady-state case already treated. Storage 
constraints appear which express the inability of a reservoir to be more 
than full or less than empty. 
It is largely a matter of computational feasibility which dictates the 
scope of such solutions to multi-period problems. It seems easiest - and 
then none too simple - to employ historical or synthetic (sometimes 
tendentiously called' operational') hydrology as the input to such a timewise 
allocation model. Evenson and Moseley (1969) do just this as summarized 
below. For those having a flair for stochastic programming, there are 
other avenues: the work by the Harvard and Johns Hopkins schools using 
chance- constrained linear programming is a formidable instance. See 
for example Smith (1970) and Revelle et. al., (1969). 
As to the choice of overall time span in the model's third dimension, 
it would appear reasonable to adopt a span of the order of the largest 
reservoir's critical period or 0:( its expected first passage time from full-
ness to emptiness. This isn't necessarily a clear-cut choice, since 
regional water supplies and 1. f. a. demands are not simply additive. Hall, 
Askens and Yeh's (1969) examination of critical period data is useful here. 
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Evenson and Moseley's allocation within simulation 
The three methods these authors have described (1969) were developed 
in connection with the Texas Water Plan. The highly condensed summary 
here shows their essence: 
SIM 1 
is limited 
to tree- shaped 
networks in 
one time period 
SIM II 
one time 
period 
n - I 
i = I 
A .. Q'k b. Jl 1 J 
= (S k+l-S
J
'kl !.6.t j' 
+(imports and unregulated 
flows) 
as above for continuity 
but there exist more links 
than nodes so direct soln. 
not possible. Solves via 
O.O.K. algorithm for 
ALLOCATION m 
program 
i=l 
A .. Q'k -(S., k+1-S·k)!6.t Jl 1 J J 
Solved for -~ m 
Min ~ ~ 
k= 1 i= 1 
via O. O. K. algorithm 
(20 times faster than L.P.) 
Kth period 
ith link out of j 
jth reservoir (= node) 
Aji 0, 1 feasibility of link 
i and j = 1, ••• (n- 1) 
A- 1 can be saved for the 
whole problem 
j 1, m 
"1 k, m 
m 
Min ~ Cik Qik i=l 
+ Sj Ik := Djk + Ejk - U jk 
I import 
Sj 0, 1 feasibility of imp 
D drawoff 
E evaporation 
V unregulated flow 
Stochastic and Monte Carlo Dynamic Programming (SDP and MCDP) 
The power of dynamic programming solutions is that they ensure a 
time perspective to the system control, at whatever rate this is discounted 
for future rewards. This does entail having a quantification of benefits, 
costs, and constraints, as with any other programming calculation, but 
admits of non-linearities in the economic parameters to a robust degree. 
As is now well documented (Roefs, 1968; Schweig and Cole, 1968; 
Young, 1968) the calculations in SDP very quickly expand beyond feasibility 
unless state dimensions and control rules are severely restricted. Thus 
with SDP and 2 reservoirs each of 4 units capacity one might have: 
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5 states of reservoir A 
x5 states of reservoir B 
x3 states of prior inflow to A 
x3 states of prior inflow to B 
= 225 states 
The corresponding transition matrix (225 x 225) imposes a big load on core 
storage. * At the same time the iterations to seek out optimal control must 
contend with 225 x y z combinations of operating rules given just: 
Kl at x levels 
LI2 at y levels 
K2 at z levels 
as in TWRS program. These 
combinations largely determine 
running time. ** 
The coarse discretization of inflows is not quite as bad as it seems here 
because the hydrologic detail in a real case can be improved: 
a. By several seasons in the year. 
b. By writing the data in a form that admits of a different scale to the 
flows each season. 
The dimensionality due to inflows is elimated if MCDP is resorted 
to, but at the same time this creates a problem of holding a large sample 
of releases, to be categorized according to initial state. In his thesis 
Young (1966) regresses draft versus (inflow + storage), so implying that 
there will be a forecast of inflow that we can use: in practice we must 
look at the table of 
inflow 
storage 
releases 
and 
weight the releases by our probability distribution of inflow. Quite 
possibly this will entail our sequence of decisions going away from those 
in the fully cognizant sequence--one would hope that they came close enough 
to that for practical purposes in respect of meeting the objective function. 
Let us therefore look to MCDP as a way of contending with at least 
four reservoirs of average 3 units capacity each, implying 44 = 256 states 
if contents are kept to 0, 1, 2 or 3 by our discretization. 
* The program LFAR described previously compiles with 96k bytes in 
core with transition matrices a (30,30,3) and a notional 12 season 
input. The program TWRS described previously also compiles with 
218k bytes in core with A (90,90,3), or with a 400k bytes with A 
(144,144,3) and a notional 5 season input. 
** LFAR takes roughly 15 seconds per iteration when x = 2, y = 3 and 30 
states have to be included over each of 10 seasons. TWRS takes 
roughly 90 seconds per iteration when x 4, Y 3, z = 2 and 90 
states have to be included over each of 4 seasons. 
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Dynamic Programming for a Reservoir Chain 
Meier and Beightler (1967) take a deterministic hydrology and for an 
unbranched chain of reservoirs perform a conventional recursive optimization, 
starting with the most downstream reservoir: this provides release rules 
for each reservoir, given any combination of contents and given independent 
demands upon each. Then they develop the crucial step of showing how a 
side branch of a reservoir chain may in effect be condensed into presence. 
The main chain is optimized with this knowledge and the side chain is 
separately optimized. 
Grooms (1969), working on the problem of controlling the main- stern 
reservoirs of the TVA system, adopted an ingenious expedient to ensure 
that the system dimensions did not swamp his calculation. The reservoirs 
already have 'rule' or guide curves by which to operate. Starting with 
one furthest upstream and operating all others on their rule curve, the one 
reservoir had its rule changed by DP (SDP, I think) stepping back through 
the months of the year. Then the next reservoir had its rules adjusted, in 
light of changes made to the one upstream, and so forth. The fact that 
convergence was obtained in two or three passes through the system is 
either indicative of the effectiveness of the method or a measure of the 
small latitude of change tolerable in this instance. The objective was to 
maximize power production, subject to OVer- riding cons traints regarding 
flood control and navigation. 
Multilevel Optimization 
Separable problems, where the levels of decision do not interact 
Hall and Buras, (1961) pointed out the range of DP problems which 
could occur within a large system. They identify: 
First - the basinwide allocation of storage (or really, the funds to build 
reservoirs) to water availability. 
Second - the apportionment of individual storages to several uses. 
Third - the optimal allocation of water, within a chosen use. 
Steps 2 and 3 go hand-in-hand, since optimal returns from uses found in 
3 are presumed known in 2. 
Segregation by priority of use 
This is the basic means proposed by Moreau (1970) to cater for 
the upper Cape Fear basin schematized in Figure 7. 
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@ Source with storage 
® Sink, i.e. demand points 
--- ~ 
----T 
--- , 
time 
Figure 7. Allocation of stored water in several ti:me frames. 
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Here is the system of reservoirs are controlled: 
First - to minimize flood damages 
Second - to dump stored flood water down the 
river at a rate that does not itself 
cause flood damage. 
Third - to supply cities with water in a way 
that gives least cost delivery and a 
fair distribution of resourceS. 
Fourth - to supply 1. f. a. to meet water 
quality standards, or to achieve 
a balance of quality where standard 
is not met 
while maintaining 
water supplies to 
cities and 1. f. a. 
while keeping 
flood storages 
{These steps involve linear and quadratic programming solutions: Horne 
(personal communitation, 1970) has adapted these to a nine reservoir 
problem of which Figure 8 gives the basic structure.) Note that to the 
second step above might be added a provision for a more rapid dump, 
causing some damage, as a hedge against more severe damage by a second 
storm On the heels of the first. Similarly the 'least cost,' i. e. efficiency, 
criterion in the third step must imply some forethought to cater for 
shortage ahead in time. Partly this is indicated by a I space rule,' but 
intuitively one inclines to draw on downstream storage ahead of taking 
water from headwater storage. An objective solution, to overcome the 
need for intuitive rules, will probably arise through applying multi-period 
versions of Moreau's formulations. For the water supply stages, steps 
3 and 4 this could be on lines suggested earlier. 
Mathematical decomposition of the system 
Dracup and Haimes (1968) seek to decompose extensive groundwater 
systems by revoking the separate optimization of subsystems, having no 
variables in common with others. The subsystems may in fact have 
pseudo-variables (linear combinations of others that are real?) tied 
together by Lagrangian multipliers. Dynamic programming for apt 
subsystems and L. P. for their coordination. An instance is cited of 
assigning determinate parameters to an aquifer close to each well, but 
admitting of a uniform value to aquifer properties within a region. I do 
not immediately see a particular technique to be transferred from Dracup's 
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and Haimes's work to our multi-reservoir problem, but accept the general 
lesson that decomposition of the system is to be sought at every opportunity. 
Their references 2, 7, 10 and 13 deserve following up. 
Heaney (196B) invokes Dantzig and Wolfe's decomposition principles, 
as interpreted by Baumol and Fabian, to identify regions where water 
supplies: 
(i) 
(ii) 
are devoid of competition 
compete only locally 
(iii) compete with other parts of the whole region 
This is done by starting the problem with water as a free good and 
inspecting the dual of the allocation vector: the dual gives imputed prices , 
and if these are non-zero, locally case (ii) arises. Here the sub-region is 
analyzable separately. Where the dual has regional implications, the 
price of water is revalued until the corresponding dual reveals equality of 
imputed prices. Another reference in this context is Merritt and Mar's 
(1969) paper which costs the dilution of wastes as against increased waste 
treatment: again a regional balance is achievable via the imputed price 
mechanism. 
The preceding paragraph cites competition in regard to imputed, 
or shadow, prices. That competition modifies the price to the consumer 
and so affects his demand is to some extent true of water resources, 
even though water demands are apt to be inelastic, once created. Refer 
to Howe and Linaweaver (1967) for precise details of this in the context 
of U. s. A. domestic water demand. Bagley (1965) has discussed the 
efficiency of water use and Kerri (1968) has reviewed cos ts of inter- basin 
transfers and irrigation storage both authors having regard to a competitive 
situation. The social implications of water pricing are propounded by 
Brown and McGuise (1967). 
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Hydrologists have long been engaged in measuring river flows and 
analyzing them but we're rather like the heathen in that we're rather 
unconverted when it comes to systems analysis. At least our perception 
of the truth is very incomplete and our practice of this particular religion 
is certainly far from devout! Indeed it might be said that we employ the 
medicine man to some extent in the form of a consultant and he will use 
systems analysis. There are now several instances, as I cited yesterday 
evening, where a rigorous analysis has been applied to the design and 
operation of actual multi- reservoir systems. But we have to recognise 
that we're in an exploratory phase and much of what I say now will indicate 
the exploration. There is no one recommended technique but you would 
adapt a technique according to the circumstance. That's true throughout 
engineering and it's particularly true in systems engineering; experience 
will show which technique should be used. 
The point I am making here is that anyone faced with a difficult 
problem subdivides it if he can and even if this means we are no longer 
as sured of the completely optimal solution we are at least enabling 
ourselves to get over the mental blockage of no action at all or the 
expense of setting up too complicated a solution. Dr. Perkins has already 
made the point that do-it-yourself creation of program can result in 
everyone being held up for the answer. This I can endorse from personal 
experience. Accordingly, I urge the necessity of having computer packages 
for optimizing the commoner types of reservoir systems, within the program 
library scheme just described by Alan Smith. One can envisage these 
packages as dealing with the basic pairs of reservoirs, e. g. series, parallel, 
parallel with cross-link, for various types of draw- off and input, e. g. 
draw-off via aqueducts, release downstream to regulate the river, pumped 
input and/or draw-off. Given a big system of many reservoirs, one would 
pair up individual reservoir operations, then treat these pairs as sub-
units to be grouped in turn, so building up to the entire system. 
Next, in contrast to all this theory on mathematical optimization 
let me comment upon the simulation-based approach which forms the 
basis of the water resources design course at Chapel Hill, taught by 
Professor Maynard M. Hufschmidt and David H. Moreau. This relates 
to the multi- reservoir system sketched in Figure 8 of my notes. The 
system combines the need for water supply to major cities like Greensborough, 
High Point, Durham and Raleigh (most of which are near the periphery of 
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the Cape Fear River basin, 50 create eutrophication problems in the 
reservoirs downstream) and flood protection in the lower reaches, at 
Fayetteville, N. C. 
My notes show the priorities which Moreau has adopted for flood 
control, water supply and low flow augmentation, within a simulation of 
weekly flows in the river basin upstream of Fayetteville. The weekly 
simulation incorporates his development of Matalas' s multivariate model, 
such that means, variances and skewnesses of flows in 20 or more river 
segments are preserved, together with their cross- and lag-one cor-
relations. The students have worked out a complete scheme for presenting 
water supply reliability- at successive stages of a rising demand projection--
and recreation use benefits, subject to meeting the cons traints of flood 
control and of dissolved oxygen standards within the basin. 
Here I must utter a warning to teachers. I saw one course at 
Chapel Hill nearly choke up on the computer programming problem. Unless 
the problem had been predigested, as I have described, with strong guidance 
both as to objectives and as to simulation technique, no output would have 
been feasible in a one semester cou"rse. There has to be a nice balance 
between setting too simple a problem, that might be divorced from reality, 
and setting an 'enriched' problem which affords better training by virtue 
of the interactions revealed. By 'pre- cooking' the computing aspects, 
greater emphasis can be given to the system and its objectives, rather 
than mere complexities of technique. 
Since it is not detailed in my notes, I'd like briefly to describe a 
simulation of river regulating and flood control reservoirs, sketched in 
Figure 9, which illustrates another method of tackling multi- basin 
hydrology. The river is the Dee, which rises in the mountains of North 
Wales and which supplies water to the cities of Chester and Liverpool, 
which abstract near the river's mouth, low-flows being augmented up in 
the headwaters from the Llyn Celyn and Bala Lake reservoirs, labelled 
C and B respectively. Also the city of Birkenhead takes water by pipeline 
direct from the Alwen reservoir, A. Back at the Water Research 
Association in Medmenham, England we were engaged by the Water Research 
Board to simulate the hydrology of seven sub-basins of the River Dee, 
including those of the three reservoirs just named. We adopted a rainfall-
based model, using a master sequence of synthetic daily rainfall which 
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was related to each sub- basin rainfall via a pattern sampling approach. 
This model was dictated by the absence of river gaugings for the individual 
sub- basins. Dr. Derek Jamieson of WRB converted our areal rainfall 
sequence to runoff, via a soil moisture accounting model that he developed 
with Mr. Holtan at the USDA Hydrograph Laboratory, Beltsville, Maryland. 
The resulting hydrology was then the basis of reservoir system simulation 
undertaken by the Operations Research Department, University of Lancaster: 
their methodology was to establish control strategies for the re servoirs 
by linear programming on the system, regarding the synthetic hydrologic 
sequence as determinate. The objective was to meet the water supply 
demand as reliably as possible, subject to existing holding levels in Llyn 
Celyn for flood mitigation purposes. 
Now let me make two remarks on benefits and costs. The first 
concerns intangibles- - you have all heard despondent folk who say you can't 
apportion these--but I have to disagree as in almost any situation one has 
constraints and consumer preferences. Dr. Haimes has told you about the 
shadow prices that appear in the dual of an LP problem. These represent 
the costs of corresponding constraints being violated. Then you may read 
the Section 3 of my notes which explains a graphical approach to finding 
shadow prices, for a case of reconciling water supply deficits and water 
quality deficits. Then one may refer to Dr. Clyde's lecture to this 
seminar On Legrange multipliers and to the paper by R. T. Keegan and 
J. V. Leeds, Jr. in Water Resources Bulletin 1970,2. (2), 235-248, to 
see that there is little excuse for having no imputed price for an 'intangible. ' 
My second observation On benefit- cost aSSes sment goes outside 
hydrology, simply to note that systems analysis has important applications 
within budgetary theory--especially for such cost-intensive and inter-
active systems as we are concerned with in water resources. This year 
at Chapel Hill I have developed an algorithm for the optimal sequence of 
construction for projects of this interactive nature and hope this will be 
published soon. It relies on a forward- stepping dynamic program, and 
is offered as a more general treatment of the problem than is given in 
the water resources literature (of W.S. Butcher, Y. Y. Haimes and 
W.S. Hall's paper in Water Resources Research 1969.2 (6), 1196-1204). 
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Finally, I ought to conclude by remarking that down in Southern 
Utah last week I met a farmer who remarked "Oh yes, you are going up 
to talk about water resources are you? There are a lot of very clever 
people in water resources. I think some of our state money goes to too 
many clever people." Maybe this was a man who didn't appreciate that 
skill is needed to cope with complicated systems. But there is a real 
moral to the tale: we must not be so fascinated by the chance to be 
clever that we don't tackle the simple systems first, which contain so 
must of the truth. 
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A MATHEMATICAL MODEL OF URBAN STORM DRAINAGE 
by 
R. P. Shubinski* and L. A. Roesner** 
Introduction 
Traditionally, stormwater management philosophy has been to collect 
and concentrate excess runoff as rapidly as possible in surface and sub-
surface conveyance facilities, transport it to the nearest convenient natural 
surface water body, and release it. Traditionally, the quality of the storm-
water and its impact on the quality of the receiving water have not been 
analytically considered in the design of storm sewers. Even for combined 
systems it has been fairly common practice to arbitrarily design sanitary 
waste interceptors to accommodate only 1. 0 to 1. 25 times the peak dry 
weather flow. The rationale for such design is usually rather poorly 
founded (see, for example, reference 1). 
Since quality was not a consideration, the tools developed for the 
design of stormwater disposal facilities were concerned with quantity only. 
Specifically they were developed to define the peak flow at different points 
in the conveyance system resulting from a design rainstorm. The recurrence 
interval for this storm traditionally is specified on the basis of qualitative 
judgments concerning the relative values of 1) the area to be protected 
and 2) the cost of the sewers. 
Perhaps the best knownafthese design tools, as well as the most 
widely used, is the ~!±.:~~~~~:!. (2). Conceptually this "method" treats 
the urban hydrology and storm sewer subsystems as.a single, inseparable 
unit. Basically, the application of this methodology to a design rainstorm 
produces a value for the peak discharge and the approximate time to peak 
*Principal Engineer, Water Resources Engineers, Inc. Walnut Creek, 
California. 
**Associate Engineer, Water Resources Engineers, Inc., Walnut 
Creek, California. 
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at different points in the area. While the peak flow and time to peak may 
be adequate for sizing pipes, they are of little assistance in evaluating the 
quality of the stormwater discharge. This fact has prompted investigators 
to modify the basic methodology so that a runoff hydrograph can be produced. 
One of the more recent of these modifications is the "rational rational" 
method proposed by Rogers (3). We believe, however, that the basic 
empiricism of the rational method in any form precludes its general use 
for quantity and quality descriptions in planning, design, and operation of 
stormwater disposal s ys terns. 
Some of the newer, and more physically sound, methods of storm 
drainage design include the Chicago Hydrograph Method (4), the Los Angeles 
Hydrograph Method (5), and the Stanford Watershed Model (6). All of these 
methods, however, have drawbacks which preclude their general applica-
bility to urban storm drainage. Furthermore, none of these methods 
presently treat the quality of stormwater, although the capability could be 
added. 
Within the last decade, the philosophy of stormwater management 
has changed rather dramatically from the original thinking. With the recog-
nition that stOrmwater itself can carry an appreciable pollution load (7), 
attention has begun to focus on the quality aspects of urban storm runoff 
and its impact on receiving water quality. This refocusing of attention has, 
in turn, revealed some rather astounding facts, the most significant of 
which is how little we really know about the quantity and quality behavior of 
the urban storm drainage system (8). Not only are we ignorant of the de-
tails of the behavior of the system, but the general accuracy and reliability 
of the existing design models has yet to be conclusively established. 
In recognition of the absence of a general urban drainage model that 
can be used for quantity and quality management of storm water the Federal 
Water Quality Administration (FWQA) is sponsoring a research and develop-
ment project with a budget of approximately $500,000 for the development 
of a general urban stormwater drainage model capable of simulating and 
predicting the quantity and quality of stormwater discharge to the receiving 
water environment. This projec t which represents the s tate- of- the- art in 
storm water management tools, is briefly described below. 
While the quantity portion of the model is emphasized in this paper, 
stormwater quality modeling has received equal emphasis in the project. 
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Scope of the Model 
The stormwater model described here is being developed for the 
FWQA as a joint effort by Metcalf and Eddy Engineers, Inc., the Univer-
sity of Florida Department of Environmental Engineering and Water Re-
sources Engineers, Inc. The overall objective of the project is: 
To develop a comprehensive mathematical model capable of 
representing urban stormwater runoff phenomena, both 
quantity and quality, from the onset of precipitation on the 
basin, through collection, conveyance, storage, and treat-
ment systems, to points downstream from outfalls which 
are significantly affected by storm discharges. 
The responsibilities of each contractor, which are listed below, 
provide a fairly good statement of the scope of the project. 
Metcalf and Eddy 
1. Overall management of the project; 
2. Determination of quality of surface runoff at sewer inlets; 
3. Definition of quality of dry weather flow in combined systems at 
the point of sewer connection; 
4. Development of simplified descriptions of the following flow con-
trol devices: 
a. surface storage; 
b. intrasystem storage; 
c. flow rerouting; and 
d. underground storage. 
5. Development of simplified description of the following treatment 
processes which might be included at any point in the storm-
water disposal system: 
a. high rate sand filters: 
b. rnic rostrainers; 
c. screens; 
d. disinfection: 
e. sedimentation; 
f. high rate trickling filter: 
g. rotating biological contractor: and 
h. dissolved air flotation. 
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6. Derivation of cost-effectiveness curves for each unit in items 4 
and 5. 
University of Florida 
1. Determination of a procedure for estimating the quantity of dry 
weather flow in a combined sewer; 
2. Formulation of an infiltration model for storm sewers (quantity 
only); 
3. Development of a transport model to describe the movement of 
stormwater through a combined or separate storm sewer system; 
4. Development of a model to describe the decay of major pollutants 
in storm and combined sewers during transport of stormwater. 
Water Resources Engineers, Inc. 
1. Development of a model for the quantity of surface runoff from 
the point of rainfall to the sewer inlets; 
2. Development of a model to evaluate the impact of stormwater 
disposal on the quantity and quality of receiving water bodies 
such as streams, lakes, and estuaries. 
At approximately 95 percent completion, the stormwater project has 
produced a quantity- quality model that routes stormwater from the" onset 
of precipitation •.. to points downstre am from outfalls which are significantly 
affected by storm discharges." 
Model Structure 
The basic structure of the storm drainage model is illustrated in 
Figure 1. Each box represents a separate subprogram that receives inputs 
from, and delivers outputs to, adjoining submodels as shown. Responsibility 
for the development of individual subprograms is indicated by the contractor's 
initials in the upper right-hand corner of the box. As indicated in the figure, 
the master model is basically comprised of three component parts: 
1. Urban runoff, 
2. Stormwater transport, and 
3. Receiving water. 
Each of these model components is described below. 
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Urban runoff - guantity 
The runoff model defines the rainfall- runoff and the quality- runoff, 
relationships for input to the transport model. To define the rainfall- runoff 
relationship (9), the watershed contributing inflow in a particular point (or 
inlet) in the transport subsystem is divided into subcatchments (see Figure 
2). Depending upon the amount of detail desired in the input hydrograph, 
the size of the subcatchments can be varied from the size of an individual 
rooftop on an individual house lot to an area on the order of 30 to 50 acres. 
For a given depth of water on the subcatchment 
is computed by Manning's equation as: 
the outflow Q 
o 
v 
o 
1.49 D 2/38 1/2 
n E 0 . . . . • • . . . . • • • • . . . (1) 
where w is the subcatchment width norma:! to the flow, and DE is the 
effective runoff depth. So is the ground slope. For gutter routing, wDE 
in equation 1 is replaced by the cross- sectional area and DE in the velocity 
computation is replaced by the hydraulic radius of the gutter. 
The effective runoff depth is computed as DE = D
t 
~ Do' where D
t 
is the total depth of water on the subcatchment at time t and Do is the 
equivalent depth of depression storage. The value of Do ranges between 
1/4 and 1/16" for the pervious and impervious areas in the subcatchrnent. 
The value of the roughness coefficient, n, varies between 0.014 and O. 35 
for impervious and pervious surfaces, respectively. 
The discharge, Qo' as defined by equation 1, is allowed to flow from 
the sub catchment for a time period LI.t (.6.t is measured in seconds). The 
continuity equation is then applied to the subcatchment, and a new runoff 
depth, D t+.6.e is computed as 
D 
t+.6.t •••••••••• (2) 
where R is the rainfall rate on the sub catchment; I is the infiltration 
rate computed from Horton's equation (10), Q1 is the rate of inflow from 
adjoining subcatchments, and Q
o 
is the subcatchment outflow as defined 
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Figure 2. Definition of a drainage syste:m. 
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by Equation 1. The application of Equation 2 on each subcatchment makes 
it possible to account for spatial as well as temporal variations of rainfall 
on the watershed. 
The repetitious application of steady- state flow equation and the 
satisfaction of the continuity equation for each subcatchment in a drainage 
area result in an unsteady or time-varying solution for the runoff hydro-
graph at sewer inlets and in small drainage channels. This technique, known 
as the kinematic wave solution, can also be used to route the flow in small 
sewers where the assumption of uniform flow is valid. 
Urban runoff - quality 
The runoff quality model is an empirical formulation that describes 
the quality of the surface runoff at the point of entry to the storm sewer 
system. The description is given as 
where 
M 
P 
-KRP e- KRt 
o 
••••••••••••••••••••• (3) 
M mass rate of pollutant inflow into the inlet, pounds per hr. p 
K rate constant 
R rate of runoff taken from the inlet hydrograph, inches per hr. 
Po total pounds of pollutant on tributary watershed at start of 
storm, pounds 
t time from start of storm, hours 
- 1 The rate constant K is generally taken as 4.6 inches based on the some-
what arbitrary assumption that 90 percent of the pollutant load will be 
washed off in the first hour of runoff by a steady storm with a runoff inten-
sity of 0.5 inches per hour. Equation 3 produces a "pollutograph" at the 
storm sewer inlet, i. e. a time history 01 the mass rate of flow of pollutant 
into the inlet. 
To estimate the value of Po' use is made of the results of a study by 
the American Public Works Association (APWA) on the Water Pollution 
Aspects of Urban Runoff (11) which give the rate of pollutant accummulation 
on the ground between storms as a function of the land use. This value 
multiplied by the number of days since the last significant rainstorm or 
street cleaning, plus the residual left by the last storm or cleaning, gives 
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the total amount of pollutant on the ground at the start of the storm. The 
area of the tributary watershed is also reflected in the computed value of 
P. 
o 
Stormwater transport - quantity 
Although not evident from Figure 1, the central component of storm-
water transport is the "transport" or flow routing model for the major sewer 
system. The function of this model, which was developed by the University 
of Florida (12) is to route the hydrographs and pollutographs of urban run-
off, dry-weather flow, and infiltration through the sewer system to the 
point of discharge to the receiving water body. The model is basically 
structured to route a hydrograph and pollutograph through a length of pipe 
between two manholes. Given the flow into the pipe from the upstream 
manhole at time t, Manning's equation and the continuity equation are solved 
simultaneously to determine the flow out of the pipe into the downstream 
manhole at time t. This newly computed flow plus external inflows to that 
manhole (urban runoff, dry-weather flow, and infiltration) form the inflow 
at time t to the next pipe section downstream. 
The mathematical description of the transport model begins with the 
one- dimensional continuity equation expres sed in differential form as 
o 
x 
•••••••••••••••••••••• (4) 
where 
A cr066- sectional area of the pipe 
Q discharge 
time 
x distance along the pipe 
Written in finite difference form for the pipe section between x and x + 
L:l.x. Equation 4 is 
•••••• (5) 
+ 
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which can be normalized and reduced to 
where 
C l 
and 
Q
F 
+ C A(x+6.x, t+6.t) 0 
Z + C z 
6.x AF 
6.t Q
F 
[A(x, t+6. t) - A(x+6.x, t) - A(x, t)] 
+ [Q(x+6.x, t) - Q(x, t+6.t) - Q(x, t} ]/Q 
F 
• • • • • • • (6) 
Because the Q and A terms in Equation 6 are both unknown, a second 
equation is required, namely a one- dimensional equation of motion. In 
this project, Manning's steady flow equation has been used as 
Q 1.49 A R Z/ 3 S l/Z 
n f • • • • • • • • • • • • • • • • • • (7) 
where Sf is the friction slope through the pipe. 
From Equations 6 and 7, the solution for the downstream flow and 
areas in each sewer reach at each time step proceeds sequentially down-
stream. Since the friction slope, Sf is also dependent on the downstream 
discharge, an iteration procedure is required to compute Q and A at the 
downstream section of the pipe at time t+6.t. 
The stepwise progres sion of the solution in the downstream direction 
results in two significant limitations. First, the model will not route a 
storm through sewers with cross connections to adjacent sewers, or 
through looped sewers. Secondly, any backwater effects that are caused 
by downstream flow control devices such as pumping stations, submerged 
outfalls surcharged conduits, wiers or inflatable dams cannot be foreseen 
by the model and hence must be handled by some means external to the 
hydraulic solution itself. Huber, Russell, and Pyatt (lZ) suggest that the 
conduit can simply be treated as a storage element instead of a conduit, if 
backwater becomes appreciable, as it might in long conduits of low slope 
upstream from an overflow structure. This procedure, however, precludes 
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the propagation of a flood wave through such conduits. 
Stormwater transport - quality 
The quality transport model routes pollutographs through the system 
simply by successively applying mass continuity to each conduit in the sys-
tem, progressing downstream. Given the mass rate of input of a particular 
pollutant at the upstream end of the pipe, and as suming complete :mixing 
within the pipe, the mass rate of outflow at the downstream end of the 
pipe can be computed. To this newly computed mass outflow rate is added 
the mass rates of pollutant inflow at the manhole from urban runoff and 
dry-weather flow. This sum forms the mass input rate to the downstream 
pipe and the procedure is repeated. 
The quality transport model has been programmed in a format that 
allows any number of pollutants to be routed. Provision has also been 
made for first order growth or decay of any pollutant. 
Stormwater transport - satellite operations 
The quantity and quality transport model just described was fornmlated 
conceptually on the node-link principal in which all system inputs and out-
puts occur at the nodes (see Figure 3). The links convey system properties 
(flows and quality) from one node to the next. In general, a node will be 
identified with a manhole and a link with a pipe; however, a node may be 
located at any point where it is desirable to input or withdraw flow or mass, 
to change pipe slope or geometric properties, or to perform one or more 
of the possible satellite operations which are contained in the stormwater 
transport system (see Figure 3). These satellite operations are described 
briefly as follows. 
Where catch basins exist in the storm sewer system, their effect on 
stormwater quality (they do not affect the flow) is accounted for as follows. 
The pollutant load in the basin at the beginning of the storm is estimated. 
Then, assuming complete mixing, the surface runoff at a particular node 
is routed through the catch basin and entered as input to the transport 
subsystem at that node. 
The facility for hydraulic storage at a node has been built into the 
stormwater transport model. Flows into and out of storage may be con-
trolled either by gravity or may be pumped. The facility to account for 
sedimentation and pollutant decay during storage is included in the storage 
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option. Inefficient settling which often occurs in storage basins that have 
not been designed as settling basins, as well as ideal settling has also been 
taken into consideration. A treatment option has also been provided for 
water in storage. 
Non- soluble deposition and scour indicated in Figure 1 is concerned 
with scour and sedimentation in the pipes themselves. A rather simple 
approach has been taken to the problem as follows. For a given velocity 
in the pipe, a critical diameter is computed as 
RS 
• • • • . • • • • • • • • • • • • • • • • (8) k(S - l} 
where 
s 
R hydraulic radius in the pipe 
5 slope of the hydraulic grade line 
k shields magnitude of sediment characteristic, and 
5 
s 
specific gravity of the particle 
5 
s 
and k have been assigned values of 2.7 and 0.056, respectively. It 
is as sumed that all particles in the sewer with d < d crit will be in sus-
pension and be transported and that all particles with d> d crit will re-
main on the sewer bottom or settle out of the flow. The particle size dis-
tribution is assumed to be that obtained from sieve analysis in the pre-
viously mentioned APWA study (ll). 
Receiving water - guantity 
The receiving water model, like the runoff and transport models, 
has two components, a flow model and a quality model. The flow model 
simulates the hydrodynamic behavior of the water body receiving the 
stormwater inflow. The water body may be an estuary, stream, or 
thermally stratified lake. The model provides the hydraulic basis for 
determining the quali ty response of the receiving water to the stormwater 
pollution. 
For the purpose of hydraulic computation, the water body is repre-
sented by a network of nodal points connected by channels as illustrated 
in Figures 4 and 5. The nodal points and channels are idealized hydraulic 
elements which are characterized by parameters such as surface area', 
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Variables associated with nodes: 
Surface area 
Depth 
Volume 
Head 
Variables associated with flow paths: 
Length 
Width 
Friction 
Velocity 
Flow 
Cross- sectional area 
Figure 4. Geometric representations of receiving waters. 
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cross- sectional area, length, friction coefficient and so forth. Equations 
of motion and continuity can thus be applied to each element and solved 
simultaneously to produce a time-history of stage, velocity, and flow at 
the various points in the water system. The nodal point of the receiving 
water grid system adjacent to a sewer outfall accepts a runoff hydrograph 
from the stormwater transport model. 
The difference forms of: the continuity equation and the hydrodynamics 
equation used in this model are, respectively, 
AH 
At Z; Q 
n 
A 
s 
• • • • • • • • • • • • • • • • • • • • • • • (9) 
and 
where 
AV 
k 
2 gn 
2.21 R 4 / 3 
g gravity 
n Manning's roughness coefficient 
• • • • . • • . . • . • • (10) 
R hydraulic radius associated with a link 
H water surface elevation at a node 
V velocity in a link 
L length of a link 
A surface area of a node 
s 
:EOn sum of all flows entering a node 
time 
AH in Equation 9 is the time varying head at a node while AH in 
Equation 10 is the head difference across a link. To describe the system, 
Equation 10 is first solved for each link in the system after which Equation 
9 is applied to each node and a new value of the water surface elevation is 
computed. This model and examples of its application have been reported 
in detail elsewhere (13). 
Receiving water - quality 
The receiving water quality model operates in conjunction with the 
flow model. It accepts quality inputs from the transport model at nodes 
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adjacent to a sewer outfall and routes them through the receiving water 
subsystem. Changes in concentration are based on the equation 
+ S •••••••••••••••..••••• (11) 
where 
c concentration 
v velocity in flow path 
S source or sink contribution 
In finite form, for the network of nodes and links, this becomes 
LH + S . • • • • • . • • . • • • • . . . • (12) 
where Ll.c
n 
refers to the time varying concentration at a node; Ll.c L is 
the difference in concentration at the ends of a link. The summation at 
a node weights the contribution from each link by the magnitude of its £low. 
An important numerical restraint was imposed on Equation 12. The 
summation includes only those links which are flowing into the node during 
that time increment. This technique, which assumes that a point in the 
water is blind to downstream concentrations was suggested by Fischer (14). 
Output from the receiving water quality model is the time history of 
BOD, DO and suspended solids concentration. It is produced both during 
the storm and for a significant follow- on period. 
Demonstration of the Stormwater Model 
The three component models described above have been integrated 
into a single working system by the three contractors to FWQA and several 
demonstration runs have been made. These include: 
1. The Baker Street drainage area in San Francisco. 
2. The Wingohocking drainage area in Philadelphia. 
3. The Bloody Run drainage area in Cincinnati. 
4. The Kingman Lake drainage area in Washington, D. C. 
For demonstration, we will consider the Washington, D. C. case. 
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The Kingman Lake drainage area which is shown in Figure 6 is some 
4060 acres in the heart of the District of Columbia. During dry weather. 
sewage is diverted into an interceptor which leads to the treatment plant. 
Average dry weather flow is 27.8 ds. Effluent from the plant is dis charge 
into the Anacostia River. 
In wet weather, the combined sewer system is frequently overloaded. 
The maximum trunk capacity is only 4000 cis, but the lS-year design 
storm is 8600 cfs. Thus, many storms occur which cause large quantities 
of combined sewage to be spilled into the streets and subsequently to run 
off into the.Anacostia River. A project is under study to accomplish two 
objectives: 
1. Provide adequate treatment of storm and sanitary waste, and 
2. Develop recreational facilities in the area. 
The proposed solution will sever Kingman Lake from the Anacostia system 
and use the lake for storage and recreation. The present single lake will 
be divided into three smaller lakes. Both plant effluent and storm over-
flows will be diverted into the first lake in the chain. Subsequent transfers 
to the two remaining lakes will provide storage and finally recreational 
waters. 
For example purposes, the stormwater models were applied to the 
area for a small storm which occurred in July 1969. The following 
figures describe the system and its response to the storm: 
Figure 7. A schematic of the drainage area. This figure shows 
the individual catchment areas, the transport system 
and the location of the rain gages. 
Figure 8. Rainfall hyetographs for the storm of 20 July 1969. Gage 
1 was applied on the northerly watersheds of Figure 7, 
gage 2 on the southerly watersheds. 
Figure 9. Inlet hydrographs from two of the watersheds, numbers 
25 and 116 (Figure 7). 
Figure 10. Routed hydrographs at two points in the sewer system, 
nodes 45 and 149 (Figure 7). 
Figure 11. Node-link system for the Anacostia and Potomac Rivers. 
Figure 12. Tidal stages produced in the Anacostia River. 
Figure 13. BOD concentrations in the Anacostia River. 
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Figure 7. Watershed and transport system. 
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These same discrete elements were used to trace water quality 
constituents in the system. Standards of quality have been set in the 
receiving waters imposing limits on the operation of the system. 
Use of the stormwater models in each of the test sites has shown 
their versatility and usefulness. As analysis tools, they a're useful in 
systems planning and in predicting the behavior of various alternative 
schemes. Their use by qualified engineers will perlTlit planners to 
examine a broad group of interactive elements and to develop operation 
and control techniques. 
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SOME PROBLElv.fS IN THE APPLICATION OF SYSTElv.fS 
ANALYSES IN WATER RESOURCES SYSTElv.fS 
by 
* Warren A. Hall 
During the past two weeks the participants of this seminar have been 
exposed to a variety of examples in which systems analysis could be used 
to aid the optimization of the decisions to be made in various aspects of 
water resources. The difficult step that must now be faced is to get these 
procedures into practical use. This implies acceptance by the user. 
In general, if you should approach the practicing engineer you will find 
that he is rather negative toward this particular class of mathematical modele. 
When you tell him about anyone of these models his response usually is that 
his problem is different hence the model is not of any use to him. 
It is true that only a very few of the ma>thematical models developed to 
suit a generalized view of a class of water resources problems will be suit-
able for the analysis of any specific problem without some modification. On 
the other hand, it does not follow that the analyses are not of any use. 
What this means to us, as professors of hydrology and water resources 
is that some serious attention must be given to the problem of communication 
between the professor who develops new methodologies and the practicioner 
who must solve real problems. 
There never was and probably never will be a mathematical optimization 
model which will solve a real problem without modification and the addition 
of considerable amounts of judgment based on experience. Likewise there 
never was and probably never will be an engineer whose judgment is so per-
fect that his thought and decision processes cannot be greatly improved 
through logical anal ySlS • 
From the research point of view we need a reapproachment so that we 
can evaluate our results, keep the good parts of our work, identify the parts 
that do not help and replace the latter with something more useful. 
*Office of Science and Technology, Washington, D. C. 
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In any science, progress is nlade through a series of approxirrl.ations. 
The first !!nlind nlodel" approxinlation will usually be quite crude. However, 
it will usually give the scientist or his colleagues a basis for refinement to 
produce a second approxinlation. This will still not be "correct" but will 
pernlit an evaluation of its good points and bad points, thus laying the foundation 
for third, fourth, and other successive approxinlations. 
Dean L. M. K. Boelter at UCLA used to write an equation expressing 
these ideas to explain the fundanlental difference between science and engi-
neering. In the scientific approach SOnle idealized nlodel of the real systenl 
is defined. Let II be the first such idealized approxinlation, I Z the second, 
etc. Then the scientific approach can be represented by writing: 
I B 
n 
n 00 
Science is thus the process of nlaking better and better successive 
approxinlations, In' of the behavior, B, of the real systenl. Presunlably 
as n increases without bound, I will beconle arbitrarily close to B. 
n 
The engineering approach, according to Dean Boelter reflects the fact 
that the practicioner cannot afford to wait for n to increase without bound. 
Rather he nlust nleet specific deadlines on tinle with linlited resources. He 
will nlake his decisions knowing full well that sooner or later he will be 
proved wrong. 
He would therefore express his task as: 
I +LI.=B 
n 
That is, he nlust take the best available approxirrl.ation In and by 
experience and judgnlent provide an estinlate of L\.. He nlust cOnlbine science 
and judgnlent to nlake the best possible estinlate of the behavior of the systenl. 
The ternl LI. enlbodiesall knowledge about the systenl which has been neg-
lected or inlproperly reflected in the scientific nlodel In' 
The scientific approach is a dedication to nlaking each In a better 
approximation than the last and carries with it no inlplication of a deadline 
or resources. If In is not achieved today we can do it tOnlorrow. The 
inlportant thing is progress in the successive approximations. 
The engineering approach is decision oriented. Whether the approxi-
nlation In is excellent or crude the practicioner nlust do the best he can 
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with it, supplying the missing information from experience and judgment. 
Time and resources limit the accuracy of his estimates and his decisions. 
ill our complex water resources systems i:;. is a very much larger 
fraction of the behavior B than is In' It is for this reason the practicioner 
tends to downgrade new developments in In' The latter are often produced 
without any reference whatsoever to the engineers empirical procedures to 
get at c.. When it is recalled that i:;. includes the political and sociological 
aspects of the problem as well as the purely quantitative relationships used 
in the mathematical model, any IYlatheIYlatical may well be quite incoIYl-
patible with the only procedures available to the engineer to get at c.. 
When the mathematical modeling is iIYlproved to I ,i:;. is presumably 
I n+l 
reduced to i:;.. A portion of judgment has been replaced. Unfortunately the 
process of modeling In+! gives no clue to the way in which i:;.l can be deter-
mined from the old i:;.. This is particularly true when In+l represents a 
discontinuous iIYlprovement over In' This is what systems analysis gener-
ally has been up to this time. 
Today I would like to go over some of the systems analysis problems 
and try to explain both the problem, the In and the reasons why In does not 
give the answer. ill every case we will have to fall back on judgment whether 
it be political judgment, econoIYlic judgment, agronomic judgment, engineering 
judgment or any other professional judgment. In fact in most cases it will be 
an aIYlalgamation of all of these judgments. 
One reason I can make such a positive statement is that purely mathe-
maticallogic is incapable of optimizing IYlore than one non-commensurate 
objective at a time. For example it has often been said that our objective 
should be "the greatest good for the greatest nUIYlber." Without an additional 
definition of the relative values of "good" and "number" this objective is 
impossible to maximize matheIYlatically. 
The relationship that might be used to commensurate good and number 
is not at all simple. For example we might multiply the good per person by 
the nUIYlber of people receiving that good and add up the results. This is 
hardly satisfactory. If each of you here today gave IYle all your money I 
might be able to invest it at a substantial profit - - greater than the profits 
you would make individually. However, our collective objective is not to 
make the most profit if Hall gets it all. 
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The first example of a water resources system which I would like to 
,resent is concerned with increasing the productivity of agriculture in the 
:entral plateau country of Northern Mexico. The rainfall ranges from 4 
nches to 10 inches per year depending upon the specific location. There are 
irtually no flowing streams and groundwater is scarce and very deep. The 
and resources, at least from their general appearance certainly would not 
nspire much confidence. The few desert plants which do grow are small 
nd well dispersed. The soil appears rocky on the surface. 
When I first faced the problem of recommending how to increase the 
,er capita income of the people who live there I must admit that I was pre-
ared to say that it couldn't be done. The people were harvesting the young 
eaves of the yucca plants for fiber. The market is not particularly good 
nd the time and effort required to collect the fiber makes this one of the 
oorest paying occupations in the world. To make matters worse the regrowth 
s substantially less than the harvest. In effect the fiber is mined. Then I 
:let Professor Lorenzo Martinez of the Antonio Narro School of Agriculture 
:l Saltello, Mexico. Dr. Martinez is one of those very rare individuals who 
ot only knows and understands the problems of a region, in this case North-
rn Mexico, but also is a gold mine of carefully studied ideas on what to do 
bout the problem. He also had some very well qualified associates at the 
chool who could help carry out the research required to implement the ideas. 
That none of them had was the necessary funds or equipment to do the research. 
One such idea was based on his observations on the location of the very 
~w successful cornfields in this desert region. It seemed clear to him that 
lese cornfields "harvested" not only the direct precipitation on the field but 
Iso the precipitation which fell on the land some distance uphill from the 
.eld. 
In retrospect some of the scientific In on watershed hydrology seems 
) make the idea quite logical. The basic resources are the scanty precipi-
.tion and the land. There is no way to convert the precipitation resource 
.rst to a streamflow resource then to a storage -distribution-irrigation sys-
lm. The latter however, is basically a very very inefficient procedure in 
tl arid land, utilizing only a percent or two of the basic resource, mean-
hile contaminating the resource with salt. The requirements were clearly 
more efficient method of converting the precipitation resource to a water 
~pply for production agriculture. 
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The results of the small watershed experim.ents at Tucson, Arizona, 
strongly suggest that the smaller the watershed, the greater the fraction of 
the precipitation that should appear as runoff. This urged us to make the 
watershed as small as possible. The Tucson study did not extend to water-
sheds as small as 10 to 30 meters in length, hence we were applying a 6. to 
their I • 
n 
We defined a cropped strip along a contour with a width x and a water-
shed strip of width y just uphill. A low levee, similar to an irrigation 
border, followed along the contour just below the cropped strip x and above 
the watershed strip y. In theory the precipitation p falling on x remained 
there. Of the precipitation p falling on the strip y, a portion kp would 
run off and be caught by the levee below the cropped strip x, thus giving it 
a total water supply of p(x + ky). Obviously k will be a variable depending 
upon a great many factors. 
The supply pix + ky) could then be stored in the root zone of depth z 
below x. Thus the "reservoir" for the irrigation system is the soil itself 
and its capacity is determined by and lim.ited by the soil moisture holding 
capacity and the depth of the root zone. Excess water over and above this 
capacity at anytime is "spilled" either by deep percolation or by overflow. 
The primary decision in this case is the dimensions x and y, the 
height of the contour levee and, by virtue of selection of the crop, the depth 
of the root zone z. Secondary decisions can be used, for example, to 
increase the moisture holding capacity and infiltration rate of the crop strip 
x and to decrease the infiltration rate on the watershed strip. 
Using such sim.ple systems we actually produced good crops of sorghum, 
corn, beans, and rhodes grass in one location. At another location Dr. 
Martinez had already successfully grown pine trees. We supplemented 
these with a variable design experiment with peach trees. As of this moment, 
two years after planting the peaches, all are doing very well with annual 
growth equal to or exceeding that obtained in a nearby irrigated test plot. 
While the annual grains were of considerable interest we felt that deep 
rooted perennial crops such as alfalfa or fruit trees would give US a larger 
water storage capacity. Corn might be an exception if the early season rain-
fall is quite reliable since it can extract moisture from depths up to ten feet. 
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As is usual in most new developments, experimental success preceded 
rational mathematical analysis. However, even a crude analysis (II) clearly 
suggested that the system would not always work and indeed our apparently 
successful experiment might still fail at some time in the future. 
We felt that we could and should model this system so as to obtain 
better insight to the likelihood of being able to have a successful agriculture 
based on this type of water harvesting system. Our first approximation (I
Z
) 
was to establish multi- seasonal water balance in which "equally likely" 
sequences of precipitation events were generated using techniques of statis-
tical hydrology. From these, the water inputs to the soil could be computed 
if only we knew more about the micro-watershed precipitation-infiltration 
interaction. Once this research problem is surmounted, the evapotranspir-
ation from the growing crop must be computed. Considerable past research 
gives US very good representation for the In of this process if the soil mois-
ture levels are kept high. This leads to a second research problem to develop 
a reasonably accurate model for calculating the actual evapotranspiration. 
The first problem was handled by developing a "precipitation infil-
trometer" which crudely approximated a "typical" rainstorm. We found, 
quite contrary to the experience of almost everyone else, that the results 
of this infiltrometer closely predicted the measured runoff from our very 
small (micro-micro) watersheds. We believe the small size of the water-
shed is the keyes sential to the use of the infiltrometer approach. 
If the ratio of actual evapotranspiration to potential evapotranspiration 
is plotted as a function of the ratio of the remaining available moisture in 
the soil to the maximum available moisture in the soil the former is essenti-
ally unity for higher values of the moisture ratio. Qualitatively speaking the 
E
t 
ratio falls off slowly as the moisture ratio begins to decrease, but falls 
off very rapidly as the moisture supply approaches depletion, reaching zero 
when the supply is exhausted. We replaced this curvilinear relationship 
with two straight lines, with the transpiration ratio equal to unity until the 
moisture content is reduced to K percent of maximum. From this point 
the transpiration ratio was determined by a straight line passing through 
the origin. Expressed mathematically 
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e Ie 
a p 
e Ie 
a p 
w/w > K 
c 
k w/w w/w < K 
c C 
Although these are very crude approximations to a function whose 
actual values are difficult to measure and whose form is only qualitatively 
known, nevertheless we found that the actual soil moisture levels in the soil, 
computed in this manner were relatively insensitive to variations in K in the 
range 0.25:::::. K :::::. 0.40. 
Neither of the models used in this case can be defended as right. How-
ever, the problem could not wait for better models of In and, in our judgment 
(Al they appeared to be reasonably satisfactory for our purposes. This does 
not justify their use for other situations without careful judgment being first 
applied. 
With these individual models it is possible to simulate an "equally likely" 
sequence of precipitation events and produce a mass balance model which will 
give the corresponding "equally likely" amount of moisture in storage in the 
soil over the corresponding period of time. If the soil moisture levels are 
always as good as would have been obtained with a nonnal irrigation system 
then the likelihood of success with the system is excellent. As levels of moisture 
in the soil fall below this ideal, the probability of success depends not only on 
how low the level may get but, perhaps more important when the stress occurs. 
Once the idea of probability of success is introduced'the objective to be 
maximized gets to be a bit difficult. There are now two objectives. First is 
to maximize the farmer's net income from farming with such a system. The 
second is to minimize the probability that his production will not pay his out-
of-pocket expenses including his own subsistence. These two objectives are 
basically non- commensurate. 
The usual procedure in such cases is to maximize the mathematical 
expectation of the farmers net profit, tacitly presuming that the risk is thereby 
considered. At most an arbitrary "penalty function" might be assigned in the 
analysis to make risky decisions less likely. In doing so, particularly where 
risk exists at each of a succession of. stages of the process, maximizing the 
expected value of total return often also maximizes the probability that the 
profit will be unacceptably low. 
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In this problem the likelihood of not having sufficient moisture in the 
oil during anyone stage of growth may be sInall. The probability of having 
nsufficient moisture in at least one such period during the growing season, 
owever, is about an order of Inagnitude greater. The probability of the 
a.rIner being "wiped out" may not be too great for any particular year, yet 
~ might be virtually certain that he has a complete failure at one tizne or 
nother in his lifetirn.e. 
Crop failure often means a lot more than the economic statement thereof. 
:he farmer must use credit to buy his seed, fertilizer etc. at fairly high rates 
f interest. Most of the cash return expected rn.ust be used to pay these costs. 
, single failure therefore can literally wipe out a farmer, since he will have 
ccummulated costs plus interest which the next ten to fifteen years of profit 
annot defray. Under these circumstances miniznization of risk rn.ay be an 
bjective which overrides rn.axiznization of expected return. 
This rn.eans that the response of the yield of a crop to the timing of 
:loisture inadequacies and their severity become extreInely important for 
:lis particular problem. Drought periods are virtually certain to occur at 
orn.e time during the growing season and a model is needed to predict what 
:le corresponding effect might be. Mean values, multiple regressions, etc., 
re entirely unsuited for this purpose when risk is a paramount factor. 
At this point we have discussed a nUlllber of different matheInatical or 
hysical rn.odels developed for the specific purpose of analyzing particular 
arts of this problem. None of them provides sufficient information for a 
o:mputerized decision process despite the fact that each rn.odel contains a 
ubstantial amount of practical judg:ment. The In are still incorn.patible 
'ith the l:;. of the agronomic practicioners, hence the rn.odel still cannot be 
sed in a practical situation. 
Although it is an integral part of the Mexico models needed, the next 
,athern.atical model was actually developed priznarily for irrigated agriculture. 
,bout ten years ago I proposed a rn.odel for the effects of the tirn.ing of mois-
ue stresses on yield which was subsequently incorporated in an optimization 
lodel which Dr. William Butcher and I prepared [Hall and Butcher 1968]. 
Let the period of growth of a crop be divided into n sub periods each 
orresponding to a particular phase of growth. Visualize an experirn.ent 
1 which several different treatrn.ents produce soil :moisture deficits in 
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different tim.e periods. Let Ym. be the yield obtained from. the treatr.nent 
with no stress at any tim.e. Let Y 1 (dl ) be the yield resulting from. a mois-
ture deficit d l during growth phase 1 but with no deficits in the remaining 
periods. Let YZ (dZ) be the yield from. a treatment in which a soil m.oisture 
deficit d Z occurred in the second tirn.e period but with no deficits in any 
other growth period. 
Define a l (d l ) and a z (dz) by 
I postulated that the yield from a third treatm.ent in which a deficit d l 
occurred in the first growth period and a deficit dZ occurred in the second 
<growth period, but with no other deficits, would be given by 
In general this implies 
Obviously, the validity of such a m.odel depends heavily on the agronom.ic 
wisdom. used to define the growth phases. 
This model of the yield response to soil m.oisture deficits can be derived 
heuristically for crops where the prim.ary product is the seed or fruit. For 
example, the grain yield of wheat from. a unit area consists of n kernels, 
each of which has a volume and a density. The product of the volu=e x density 
x nu=ber of kernels per unit area is equal to the yield in weight of grain. The 
nuznber of kernels is determined by the number of kernels per head tim.es the 
num.ber of heads in the unit area. The num.ber of heads is determ.ined by the 
number of tillers. The density of the grain is most closely related to the 
grain filling or dough stage of growth. The volu=e is set during the m.ilk 
stage. Flowering determines the kernels per head. The num.ber of tillers 
depends upon the developm.ent of crown roots (which establishes the potential 
number) and the tillering stage itself determines the percentage of the potential 
which is actually produced. Thus if the phases of growth are defined to 
415 
coincide properly with these functions, the effect of each stage on final grain 
yield is seen to be multiplicative as postulated. 
For nearly 10 years no data was generated to test this postulated model. 
Then, during a related study undertaken by a Joint U. S. India Team studying 
soil and water management in India, I discovered an experiment conducted at 
the Indian Agricultural Research Institute near New Delhi, India, which veri-
fied this particular model for Sonora 64 wheat over a wide range of deficits 
and yields. While the experiment did not have enough treatments to deter-
mine all the points on the functions a i (di ) there was sufficient redundancy of 
specific values of the a
i 
to show that the experimental results were strictly 
compatible with the hypothesis made above within 5 percent or less, averaging 
about 2 percent deviation for yield ratios of 1. 0 down to O. 18. The latter 
corresponded to a treatment receiving a pre irrigation and no others. Only 
20 mm of precipitation occurred during the experiment, all at the very end. 
Encouraged by this success a series of experiments on grain sorghum 
at Bushland, Texas, were analyzed using this postulate. The compatibility 
between the eXperimental results and the theory were once again demon-
strated over a fairly wide range, the deviation generally being Ie s s than 7 
percent despite the fact that the treatments spanned four years thus intro-
iucing seasonal deviations. 
One might expect at this point that the modeling process had reached 
3. stage where it could be successfully applied by engineers designing control 
structures for irrigation in India or by agronomists and engineers for the 
iesign of water harvesting systems. Unfortunately, we still do not have the 
ninimum scientific work required to unite In with the existing state of the 
art, 6, for both agronomy and engineering. Either more modeling must 
~e done or the agronomists and engineers must develop new experierices to 
~rovide that which the mathematical modeling process still fails to produce. 
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DESIGN TYPHOON MODEL FOR ESTIMA TION 
OF PROBABLE MAXIMUM PRECIPITATION AND 
PROBABLE MAXIMUM FLOOD IN T AIW AN 
by 
Chian Min Wu* 
Synopsis 
The characteristics of typhoons observed by the surface stations in 
Taiwan are analyzed and a typhoon model used for evaluating the probable 
maximum precipitation (PMP) and flood (PMF) for engineering purpose is 
introduced. The system is based on moisture input by moving the typhoon 
to the watershed and on the response of the river system that is considered 
analogous to a linear reservoir system. Typhoon rainfall is decomposed 
into two components, circulation and orographic rainfall. Moisture max-
imization of the circulation rainfall is described implicitly by adopting con-
tinuity of moisture and dew point adjustment, whereas orographic rainfall 
is des cribed by use of Fulk's rainfall intensity equation. 
Using this evaluating system, various typhoon patterns are examined 
and it is shown that no matter what the order of recorded typhoon rainfall 
is, the adjusted PMP or PMF becomes increasingly insensitive to any 
further increases in rainfall depth or flow rate; whereby, the conventicnal 
method will be controlled significantly by the order of the recorded data. 
Hence, useful conclusions can be drawn concerniq: the magnitude of PMP 
and PMF, and it is considered that when short records exist for a given 
river, this typhoon model method of evaluating PMP and PMF is more 
reliable than the conventional dew point adjustment method. 
Introduction 
The general practice of estimating the probable maximum pre-
cipitation (PMP) or probable maximum flood (PMF) in Taiwan is through 
,& Associate Professor, Civil Engineering Department; National Taiwan 
University, Republic of China. 
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the use of the well known storm transposition and dewpoint adjustment 
method. Dew point adjustment is a potential adjustment rather than a 
dynamic adjustment. As a result of the combined dewpoint-and-in-
area gives a higher value than those in the mountain area. This is con-
trary to the fact. Again, as the hydrologic data are limited, the PMP com-
puted by the conventional method usually tends to be too low. For example 
the design flood of the Shihmen Reservoir(lJ* was evaluated by adjusting the 
highest recorded flood of 4,940 cms by that time with conventional COIU-
bined adjustment method to be 10.900 cms. However, typhoon Gloria, in 
September 1963, caused an average 64-hour rainfall of I, 375 mm over an 
area of 763 km2 above the dam site where the maximum inflow was estimat-
ed to be 10.200 cms almost equivalent to the design flood capacity of 10.900 
(2) (3) 
cms Since then, the development of techniques for evaluating the 
PMP in Taiwan has been paid greater attention. 
Limited records of radiosonde observations make it impossible to 
adjust typhoons for moisture by integrating the atmospheric water vapor 
through the whole layers. Moreover, the network, wliich was not avail-
.able in the early years, is costly and still not densely distributed. So it 
is desirable to develop a less expensive and more practical method for 
evaluation. 
In this paper, the characteristics of typhoons observed by the surface 
stations are analyzed and a typhoon model to be used in evaluating the PMP 
and PMF for engineering purpose is introduced. 
Typhoon Model 
It is evident that the peak flow at any watershed caused by a typhoon 
depends upon the characteristics of the typhoon rainfall, especially the 
peak intensity of the rainfall, the changing rate of rainfall intenSity near 
the peak, the moisture content, the motion and the intensity of the typhoon 
under consideration. The mechanism of the typhoon rainfall and movement 
is not well known. However, in general, a typhoon rainfall results from 
the ascending of saturated air induced by low-level horizontal convergence. 
* 
refer to corresponding items in the Appendix 
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In the mountainous region, orographic lifting plays a more important part 
than horizontal convergence in causing rainfall. 
Orographic lifting is proportional to the topographic slope facing the 
wind and also to the wind velocity. Therefore, the amount of rainfall 
caused by a typhoon in a mountainous area depends upon the topography, 
intensity, radius and moisture contents of the typhoon, the movement of 
the typhoon center, as well as the track of the typhoon. Hence the model 
should take care of all the factors mentioned above. 
In this paper a semi- empirical model which describes the mechanism 
of the typhoon movement is discussed. The typhoon is separated into two 
phases. The first phase treats the typhoon intensity and the second the 
rainfall model of the typhoon. 
Typhoon intensity model 
With the maximum typhoon radius and wind velocity known, the main 
component governing the intensity of the typhoon is the wind profile of the 
typhoon. Observation of the wind profiles shows that the following em-
pirical expres sion: (4) 
x 
V r = constant (1) 
could be established for the range of r smaller than the radius (r 0) of 34 
kts wind and larger than the radius of maximum wind (r
m
), where V is 
the tangential wind velocity, r is the radius, and x is the exponent of less 
than 1. In a number of cases the values of x ranging from 0.4 to 0.6 have 
given an approximate fit. The constant, C, is determined by the radius, 
ro' of the typhoon. However, for the·inner region, a relationship of 
Vir = constant 
could be obtained, where the constant C is determined by the boundary 
conditions at the radius of maximum wind or the typhoon eye. Again, the 
wind component toward typhoon center, u, could be related to the ob-
served wind velocity (tangential velocity) by the expression 
u = V cos Q (2) 
where Q is tre angle between the observed wind direction and the radius 
vector from the typhoon center. It is found that this angle Q is a function 
of the radius, r; however, for practical purpose, it is usually assumed 
to be 70 0 • 
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The wind profile for typhoons with the exponent parameter x of 0.6 
is shown in Fig. 1-
For selection of a typhoon track producive to incur precipitation 
over a given watershed, the available typhoon records and rainfall data 
can be used (Appendix 1). Then the radius and the wind velocity of the 
typhoon must be adjusted to maximum levels to simulate the typhoon in-
tensity model. 
Typhoon rainfall model 
Typhoon rainfall is decomposed into two components; one is circu-
lation rainfall and the other, orographic rainfall. Circulation rainfall 
may be readily predicted from the continuity of moisture. If the water-
shed is completely under the influence of a typhoon and assuming that the 
typhoon structure is symmetric in circle and P r is the average rate of pre-
cipitation in a ring between two concentric circles of r l and r Z (r l f. r Z) 
with wind velocities of uland uz centered at the typhoon, the following ex-
pression can be made: 
Z(r 2u 2 M Z rlulMl ) .• (3) 
Z 2 
r 2 r 1 
where M is the precipitable water, and is defined by 
M q dp •••••••••••••••••• (4) 
where q is the specific humidity of the moist air, p is the pressure, g is the 
acceleration of gravity, PI and PZ are the pres sures at the top and bottom 
of the typhoon column, respectively. In evaluating the precipitable water, 
the curves given by the United States Weather Bureau are used, Fig. 2. (5) 
If the precipitable water, M, in a typhoon is assumed to be constant 
through the air mass, Eq. 3 could be simplified as: 
p 
r 
••••••••••••••• (3') 
If the watershed is only a segment under the typhoon, then the con-
tinuity of moisture should be applied. 
In order to compute from Eq. 3, 0 and V must be expressed as 
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function of r, and q as function of pressure. However, if the rainfall re-
cord for specific typhoon is available, or the specific humidity of the moist 
air, q, is given, then in the process of maximization, the factor to be con-
sidered is the typhoon intensity as shown by Eqs. I and 2. Thus, the ad-
justment for the circulation rainfall could be made. 
If a simplified ground profile could be obtained from topographic 
maps for different typhoon directions, then the orographic rainfall by simple 
lifting of the wind stream along the mountain slope could be simulated by the 
use of Fulk rainfall intensity equation as follows (6). 
P =-i 
de ~ 
R T (dz + R t w c. z (5) 
where Pi is the rainfall intensity, R is the gas constant of the air, z is 
height, & is the thickness of the layer, w, T, e and de/dz are the mean 
vertical velocity, temperature, vapor pressure and its rate of vertical 
change in the layer, respectively. If saturation is assumed, e and de/dz 
are determined by T. Then the rainfall intensity for unit wind velocity 
under different thickness of air column could be graphically expressed as 
shown in Fig. 3. 
In evaluating the maximum orographic precipitation rate, the 
atmosphere is divided into several layers. Then the rate of precipitation 
contributed by each layer is summed up, that is: 
P 
k. 
J 
and the vertical wind velocity could be given by: 
w ~ V tan a 
where tan a is the effect orographic slope facing the wind. 
Application of the Model 
Standard typhoon model in Taiwan 
(6) 
(7) 
In designing a typhoon model for estimating the PMP or PMF, the 
tracks through a sector appropriate to rainfalls are considered in arriving 
at the maximum values, and, in order to satisfy the continuity and rainfall 
intensity equations, such factors as maximum typhoon radius and wind 
42.4 
speed are combined. Then, the PMP could be obtained by multiplying 
the actually measured precipitation during the recorded typhoon with the 
ratio of the total effective precipitable water for each time interval pro-
duced by the circulation and orographic rainfalls, induced by the design 
pattern of typhoon with dewpoints adjusted for the enveloping conditions, 
to the precipitable water of the recorded typhoon adjU3 ted to the probable 
maximum ty:phoon column height under the recorded dewpoint conditions. 
That is 
P (Z R V DDt 
max max, max, max tmax pm ax, ) (8) 
= P 
record 
P (Z R ,V DtmaxDpmax, t) (Z, R, V, D ,D ,t)x max max, max ma,>, 
t p P (Z R, V, D t) 
ll1ax ll1ax, trnax, 
where P refers to the precipitation, Z, R, V, Dt' D P and t are the height of 
the atmosphere, the radius of typhoon, the maximum velocity of the wind, 
the duration of typhoon, the dewpoint and the time, respectively. The 
subscripts max and record refer to maximum and recorded, respectively. 
The maximum probable precipitation and probable maximum flood in 
Taiwan, typhoon Gloria in September 1963, typhoon Shirley of August 1 
1960 and August 7 flood of 1959, which brought about a disastrous flood, 
respectively, in the northern, central and southern parts of Taiwan, are 
adjusted to represent the recorded maximum wind velocity of 225 kt, the 
maximum wind radius of 650 knots, the maximum probable height of air 
column of up to 200 mb, and the envelop dewpoint of up to 26. 5 0 C. In this 
model, the rainfall distribution is automatically fixed. Therefore, when 
combined with the rainfall- runoff model, the probable maximum flood 
could easily be obtained. 
Fig. 4 shows the envelop of the basin average PMP obtained by the 
said standard typhoon adjustment. The envelop of the PMP thus obtained 
is about 1.1 times larger than the envelop of the recorded maximum point 
rainfall in Taiwan. 
Probable maximum flood in Taiwan 
The PMF is evaluated by first estimating the PMP from the typhoon 
model, then computing the runoff volume by considering the infiltration 
factor, and finally preparing the hydro graph shape through the application 
of the unit hydrograph principle. 
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Linear reservoir model is adopted in the evaluation of the shape of 
the unit graph. Study of floods in Taiwan shows that a two-parameter 
gamma distribution function fits the distribution function of unit hydro-
graphs fairly well. 
The dimensionless unitgraph used in this analysis is 
n-l -(n-l) (t/tp) . . . . . . . (9) 
q Iq '" (t/tp) e p 
where q is the discharge, q is the peak discharge, t is the time, tp is the p 
time to peak discharge, e is the natural number, n is the number of linear 
reservoirs and is the only variable in consideration. As the linear storage 
relation is assumed, n can be termed as 
(10 ) 
where \ is the storage coefficient for discharges changing from qo to 
ql' obtained from analysis of the recession curve. 
Analysis of 3-hr unitgraphs in Taiwan gives an equation of (7) 
tp '" 0.66 (LLc 1Sl/2) 0.22 . 
with a coefficient of correlation of O. 80. And also derived was 
1 0.27 0.52 (LLcISl 2) 
(11) 
(12 ) 
with a coefficient of correlation of O. 76, where L is the length of main 
stream in kITl, Lc is the length of watercourse from centroid of basin to 
stream alignment in km, s is the mean slope of the main stream. From 
empir ical expression of tp and 
qp is automaticall y fixed as 
(Eqs 11 and 12), n could be obtained and 
n-l -x 1 (n-1) x e 
qp =t r in) 
p 
1 
"'t' fin) 
p 
where x=t/k =1. (n-l) and r in) is the Gamma function, 1. e. 
tp 
r in) = (n-l) ! 
(13 ) 
Fig. 5 shows the envelop of the PMF resulted from the adoption of 
such a rainfall-runoff model for the PMP from both the ungaged and gaged 
stations in Taiwan. 
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Example of the application 
Table 1 illustrates the method of application. As soon as the typhoon 
track and its sequence of attack are fixed, the sector of the watershed ap-
propriate to rainfalls characterized from wind directions is determined 
as shown in Fig. 6. 
In evaluating the orographic precipitation, the atmosphere is divided 
into four layers: 1. below 850 mb, 2.850 to 700 mb, 3. 700 to 550 mb and 
4. above 550 mb. The contributions to the orographic precipitation from the 
layer above 550 mb and below 850 mb are neglected on account of low humidity 
and low altitude, respectively. Saturation is assumed in layers 700-550 mb 
and 850-700 mb and the mean temperature in each layer is given, based on 
the available soundings, as shown on Table 1. Wind velocity is read from the 
wiad profile and its components for 775 and 625 mb are computed. With these 
parameters, Fig. 3 is used to facilitate the evaluation of the orographic 
rainfall intensity for each interval. 
In evaluating the circulation rainfall, Fig. 2 is used to figure out the 
precipitable water and Eq. 3 is used to compute the effective prec ipitable 
water. Their results are also shown in Table 1. 
To check on the rainfall producing capabilities of tropical storms, a 
comparison is made between the point rainfall values on Taiwan associated 
with typhoon Gloria, which is the controlling storm in evaluating the PMP 
and PMF, and the point rainfall values on the island of La Reunion associated 
with three typhoons which include the world record rainfall values for dur-
ations of 9 hours to 8 days, as shown in Appendix 2. As a result of the case 
study of the PMP and PMF in Taipei Bridge, Tanshui River Basin, it is 
shown that if the La Reunion rainfall had occurred over the Tanshui River 
basin with an areal distribution comparable to that of Typhoon Gloria, the 
peak flood discharge at Taipei Bridge would have been in the range from 
25,500 to 34, 000 cms as compared with the computed PMF peak discharge 
of 33, 000 cms at Taipei Bridge by the said typhoon model. Assuming the 
observed La Reunion rainfall, which represents world record intensities, 
approximates a PMP condition, it would indicate that the computed PMF by 
means of the typhoon model will be in the proper order of magnitude for 
Taiwan. 
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Table 1. Example of the MPP computation by typhoon model. 
(1) (Z) (3) (4) (5) (6) (7) (8) (9) (10) (11) 
~<* ,~*** Time p* T V P z Pt P p C 
hr mb °c m/sec m/sec mm/hr mm/Zhr mm/Zhr mm :mm 
1-3 775 19.0 18.5 Z.4 30.0 115. Z 0.6 115.8 0.3Z3 37.4 
6Z5 1Z.0 Z7.6 
55-57 " " 6Z.5 7.9 98.6 397.0 11, 5 390.5 0.356 139.0 
65-67 6Z.0 6.8 84.8 
78.Z 346. Z 0 346.Z 0.433 149.9 
,~ Pz = 775 mb, 
** From Fig. 3. 
*~,* Use Eq. 3. 
P 3 = 6Z5 mb, T 19°C, T 
= IZoC 
Pz P3 
**** Cols. 1 through 9 are repeated for the recorded typhoon con-
condition. The correction factor C is the ratio of the computed 
rainfall for the recorded typhoon condition to that of the actually 
measured rainfall. 
~'Nt---------t---------~~~t-------t-------+---------+---------+--
28·N~~--,r--~-+-.~r_r-----~~---r----~------+--
26'N+-----~~~_r~~~_7~--r_----_r----_+------r_--
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SLOPE; 0.129 
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Figure 6. Design typhoon track. 
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Appendix 1 
Recorded Typhoon in Taiwan 
The rugged configuration of the island of Taiwan produces wide var-
iations in wind velocity, cloudiness, and rainfall from one locality to another 
as the frequent typhoon circulations are shifted by the mountain valleys and 
great slopes, resulting in tremendous wind, colossal floods, and disastrous 
wave damages. These typhoons occur during the months April to November, 
mostly in August, approximately occupying one-third of the total number of 
typhoons, July and September come next, and the months July to September 
occupy 80 percent of the total occurrence of typhoons. More than 268 typhoons 
attacked Taiwan in the past half-century (1897-1969) with average number of 
3.7 typhoons per; year of which 2.2 occurrences inflicted damages and 
casualities. 
Maximum wind velocity 
The mean value of the maximum wind velocity is 103.8 kts with a 
standard deviation of 33.3 kts. The strongest wind ever recorded is 225 
kts (ll5.83 m/sec) caused by Typhoon Ida of 1954. 
The upper limit of typhoon wind velocity, in fact, can never be known. 
However, for practical purpose, some statistics could be made to evaluate 
the chance of occurrence of certain magnitude of typhoon. If a normal dis-
tribution is assumed, the probability of the occurrence of maximum wind 
-5 
stronger than, say 127.2 m/sec or 247 kts, is 10 The normality assump-
tion is justified by the Chi-square test. With the wind velocities grouped 
into seven intervals, the Chi-square test shows the normal distribution is 
significant at p=o. 60 level. 
Maximum typhoon radius 
The typhoon radius is referred to as the radius of the wind of 34 kts 
(17.5 m/ sec). The maximum typhoon radius ever recorded in Taiwan is 
380 nautical miles (NM) (704.23 km) which is the radius of typhoon Wanda 
of 1956. However, the largest radius of 34 kts wind velocity ever ob-
served in the history of typhoons is 650 NM (1204.6 km) of the said 1956 
typhoon Wanda. The mean value of the typhoon radius is 157.7 NM with 
standard deviation of 62. 2 NM. 
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If a normal distribution is also assumed, the probability of a typhoon 
-5 
with radius larger than 417.0 NM (772.8 km) is 10 . The normal assump-
tion is also justified by the Chi-square test. 
Moisture contents 
The data on moisture contents of typhoons are so lacking that no 
statistical analysis could be made. Table 1 shows the moisture contents 
measured at Taoyuan station during several typhoon passages. 
Table 1. Records of moistrue contents below 550 mb level of Typhoons, 
Taoyuan Station. 
Typhoon Mean Maximum Average Theoretical Precipitable 
Name Value Value Water at average dew point 
mm mm 
Winnie 1958 53.5 56.5 27.5 62.2 
Joan 1959 56.5 60.1 26.3 60.9 
Pamela 1961 51.0 55:2 27.5 61.4 
Amy 1962 54.7 59.0 26. 1 62.4 
As can be seen from Table 1 the range of moisture contents of the 
maritime tropical air mas s is almost as high as the potential precipitable 
water. Therefore, the moisture contents given by the theoretical precipitable 
water may be practically taken as the upper limit of the moisture contents of 
the severest typhoon. 
Minimum pressure 
The recorded minimum typhoon pressure ranged from 890 to 990 mb 
with an average of 953.8 mb and standard deviation of 23. 1 mb. The cor-
relation between the minimum pressure and typhoon intensity has been 
analyzed, and it is found that the maximum wind velocity could be cor-
related as 
V =fK 1010. 1 . 
m mln 
(1) 
where Vm is the maximum wind velocity in m/sec, P
min the minimum 
typhoon pressure inmb, and k a coefficient of about 4.8. As the 
maximum wind velocity could be expressed in terms of the minimum 
typhoon pressure, in evaluating a typhoon rainfall model, the minimum 
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pressure might be represented by the typhoon intensity i:mplicitly. 
Typhoon Track 
According to the past records irregular motions of typhoons took place 
occasionally. However, in general, most typhoons move rather regularly 
along s:mooth tracks. The typhoons which landed at Taiwan or passed through 
Table 2. Typhoon tracks affecting storm rainfall distribution. 
Typhoon Track 
Sea to the north 
The north 
Central-north 
The south 
The south 
Sea to the east 
Landed at the south 
and proceeded east-
ward 
Through Taiwan 
Strait, then turning 
back to the north 
Stor:m Rainfall Distribution 
Heavy rainfall in N-W part, 
and relatively light rain-
fall in S-E part. 
Precipitation over the 
whole island, also heavy 
over the south. 
Precipitation over the 
whole island, relatively 
heavy in the central-south. 
Precipitation in the east, 
scarce in the west. 
Very heavy precipitation 
over the south. 
Precipitation over the 
whole island, heavy in the 
central-south, light in the 
north. 
Precipitation over the 
whole island, heavy in the 
central- south, light in the 
north. 
Heavy precipitation over 
the central-south, rela-
tively light in the north. 
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Storm Rainfall Center 
Upstrea:m of Tanshui 
River, :midstream of 
Tachia Chi, and Mt. 
Ali and vicinity. 
Tanshui River basin, 
upstrea:m of Touchien 
Chi, Mt. Ali, and 
surrounding area of 
Pingtung and Laiyi. 
Mt. Ali, :midstream 
of Kaoping Chi, Lao-
numg Chi and sur-
rounding area of 
Pingtung. 
Langyang Chi, Hua-
lien, Tunglo and 
the vicinity, Sou-
thern tip of Taiwan. 
Kaoping Chi, Laonung 
Chi and vicinity, 
upstream of Tungkang 
Chi. 
Upstream of Choshui 
Chi, the south. 
Midstream of Choshui 
Chi, mid- and up-
stream of Moping 
Chi, the south. 
Midstream of Peinan 
Chi, downstrearrl of 
Kaoping Chi. 
its adjacent area can be broken down into eight categories, for which the 
storm centers are also defined (refer to Table 2 and Fig. 1). When a 
typhoon is still far away on the seas the air current is flowing uniforIYlly, 
but when approaching Taiwan, as obstructed topographically by the high 
mountains, it will cause differences in intensity, duration, and areal 
distribution of precipitation. A typhoon may slow down, forming a stag-
nation point, and then speed up again. Recorded floods show that with 
the same typhoon intensity, the slower the moving speed after its landing 
the higher the rainfall intensity and consequently the higher the peak-
flow. 
U the location of the watershed is known, the typhoon tracks which 
cause severe rainfall and flood can be defined from the past statistics of 
typhoons. The factor affecting the storm rainfall intensity is the moving 
speed of the typhoon center or the total duration of the typhoon. Recorded 
moving speeds of the typhoons vary from 2.7 kts (4 km/hr) to 20.7 kts 
(40 km/hr) with mean moving speed of 11. 3 kts (5.81 km/hr) and standard 
deviation of 3.8 kts (1. 95 km/hr). However, the tracks of typhoon Gloria 
of 1963, and typhoon Shirley of 1960 are considered to be the tracks with 
severe devastating effects. 
Recorded flood and flood frequency 
The recorded specific discharges during on-coming typhoons gen-
2 
erally exceed 30 cms/km. Analysis of recorded floods in Taiwan shows 
a relationship of 
Q = 84.0 AO. 633 (2) 
with correlation coefficient of 0.92, where Q is the recorded flood in cms, 
d A · h d . l'n km
2 
an IS t e ra';I'age area 
Analysis of flood frequencies based on past records shows the pos-
sible occurrence of very large floods. Statistics of flood frequencies by 
Beard's method made of the 27 main stations show th~t the frequency 
floods could be expressed in terms of the drainage area, length, and slope 
of the watershed as follows: 
(3) 
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Figure 1. Clas sification of typhoon track. 
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and 
(4) 
where Q
T 
is the frequency flood for recurrence interval of T years, A. 
Land S are the area, length of the main stem and average of the river 
bed, respectively. Cl , C2 , n, p, q and r are the coefficients obtained 
from recorded data and are tabulated as shown in Tables 3 and 4. Where 
S is the standard error, R the correlation coefficient, C1 's the standard 
deviations of n, p, q, and r, respectively. 
Table 3. Coefficient of flood frequency equation, Eq. 3. 
Frequency n S R an 
20 10.0 0.94 0.145 0.93 0.096 
50 13.0 0.92 0.140 0.91 0.092 
100 17.70 0.90 0.141 9.94 0.084 
200 16. 10 9.94 0.143 9.93 0.784 
Table 4. Coefficients of flood frequency equation, Eq. 4. 
p q r R C1p oq Or 
20 
50 
100 
200 
9.09 
10.20 
14.40 
1 1. 10 
0.732 0.455 0.108 O. 139 0.944 O. 197 0.337 0.089 
0.726 0.370 0.001 O. 145 0.941 0.202 0.345 0.089 
0.683 0.454 0.054 O. 143 0.944 O. 194 0.345 0.086 
0.698 0.492 0.029 O. 148 0.941 0.204 0.374 0.090 
Rainfall record and DDA curve 
The severe rainfall records in Taiwan are almost exclusively caused 
by typhoons. When a typhoon visits, the I-day precipitation often amounts 
to 1000 mm. For example, when typhoon Gloria hit Taiwan on September 
10 to 13, the 24-hr precipitation at Karaho station in the catchment area 
above Shihmen Reservoir was 1,193.0 mm, and that at Paishih station 1,247.9 
mm, both of which approached the world maximum record of precipita-
tion, or broke the new world record. It was not unusual to have I-day 
precipitation of 700 mm in the mountain areas, while in the plain areas 
it was also not unusual to have I-day precipitation of more than 400 mm. 
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The storm of August 7. 1959. produced an unprecedented heavy 
rainfall and flood over the central and southern parts of the island. 
That flood was mainly caused by a small- scale tropical storm origi-
nated from the south China Sea. However. the invasion of the tropical 
storm was preceded by the strong southeast wind induced by typhoon 
Ellen coming from north of Taiwan. Hence, it is still considered as 
an abnormal typhoon in this analysis. As stated above. the recorded 
point rainfalls are among the highest in the world. Table 5 shows the 
record of the highest point rainfalls for different durations. 
The depth-duration-area curve has been one of the most common 
methods for summarizing the cpantifative characteristics of the recorded 
storms. Figs. 2 through 4 show the DDA curves of the extreme storms 
which brought about severe floods to Taiwan. Typhoon Gloria of 
September 1963 which made a recorded maximum of north Taiwan, the 
storm rainfall of Shirley typhoon of August 1960, and that of August 
7, 1959 each brought about a disastrous flood respectively in the cen-
tral and southern parts of Taiwan. These curves have recently been 
used intensively for the evaluation of PMP or PMF through the storm 
transposition and dew point adjustment method for several water re-
sources projects in Taiwan. 
Table 5. Record point rainfall in Taiwan. 
Duration Rainfall Intensity Station Date 
lO-minute 86.5 519.0 Hungyehku 1916 
30 133.8 267.6 II " 
60 176.0 176.0 Tahushan August 7, 
3-hr 346.0 115.3 II II 
7- 685.6 97.9 Shinliau Nov. 17, 
18 1,050.0 58.8 Peishih Sept. n, 
1959 
1967 
1963 
24 1.672.6 69.6 Shinliau Nov. 17, 1967 
2-day 2.259.2 47.0 Shinliau Nov. 17-18, 196/ 
3 2,748.6 Nov. 17-19, 1967 
I-month 3,402.8 Taiwu August 1922 
437 
\ m~ ... '" ~ 0 f= \ 
'" 
I" 
"" 
'-". 
\ , ~ "'-."" ~~ 
1\ \ '\ '\ "" ",,-"" \ 1\ "'-
\ I HR \ 3 HR \ 6 HR , 12HR \ IE HR '\ ~ 34HR 
\ \ \ 
! \ \ 
\ \ 
r 
I I~ 1 \ 
60 lao 180 240 300 360 420 480 540 600 660 7ao 780 840 900 980 10. 
AVERAGE OEPTH OF RAINFALL MM. 
Figure 2. Depth-duration-area curve (Aug. 7 storm 1959) 
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Figure 3. Depth-duration-area curve (Typhoon Shirley, 1960). 
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Appendix 2 
A Study of PMP and PMF for Tanshui River Basin from 
La Reunion Rainfall Data 
Introduction 
In determining the probable maximum precipitation value s for the 
Tanshui River Basin, Taiwan, Fig. 1, the conventional storm trans-
position and dew point adjustment method, and standard typhoon model method 
are used. In either case, Typhoon Gloria, in September 1962, is the con-
trolling storm. This storm not only produced the record maximum flood 
in the basin, with an estimated peak discharge of 16,680 cms at Taipei 
Bridge (2083 km2 ) and 10,200 cms at Shihmen (763 km 2) but also produced 
the highest known rainfall values for 15 to 24 hours duration in the Northern 
Hemisphere. (I) To check on the rainfall producing capabilities of tropical 
typhoon storm, a comparison is made between the point rainfall value s on Taiwan 
associated with typhoon Gloria, and the point rainfall values on the island of La 
Reunion associated with three typhoons which include the world record rainfall 
values for durations of 9 hours to 8 days. (1) 
T . . f 11 (l) aiwan rain a s 
In Tanshui River Basin, Kalaho and Paishih, two precipitation 
stations equipped with recording gages and located about 20 kilometers 
apart in the Tanshui River basin, Fig. 1, measured total storm rainfalls 
of 1683.7 mm in 65 hours and 1684 mm in 69 hours respectively, during 
passage of Typhoon Gloria. Kalaho is located at an elevation of 1160 m on 
the western slope of the main ridge dividing the island drainage into east 
and west. The local drainage flows in a general northwestward direction. 
Kalaho is located near the ridge which takes the form of a col, or saddle, 
in that vicinity. The station is thus in a favorable location to receive heavy 
precipitation from the lifting effect of both the upslope westerly winds and 
funneling of air through the saddle. 
Paishih is also on the western slope of the main north-south divide 
at an elevation of 1660 meters. The local drainage flows in a general north-
(1) :;. L. H. Paulus, "Indian Ocean and Taiwan Rainfalls Set New Records, " 
Monthly Weather Review, Vol. 93, No.5, May 1965, pp 331-335. 
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ward direction, thus northerly winds would blow up the valley. The station 
is sheltered to the east and west by ridges of over 2100 meters; however, 
the ridge to the west is only a little over one kilometer away. Therefore, the 
station is also subjected to a great deal of spill-over precipitation associated with 
westerly winds. The winds at the time these stations experienced their great-
est intensities in connection with Typhoon Gloria were probably northerly to 
westerly. The maximum rainfall amounts observed during the passage of 
Typhoon Gloria for durations of 6 to 72 hours for these stations are shown 
in Table 1. 
Table 1. Comparison of Taiwan and La Reunion rainfall amounts. 
Taiwan La Reunion 
Station Kalaho Paishih CHaos Aureve Belouve 
Latitude 240 38 1N Z4030 1N 210 07 1S 21 0 00 l S 21 0 03 1S 
Longitude 121024 1E 12 10 13 IE 55 0 29'E 55 0 26'E 55 0 33'E 
Elevation m 1160 1660 1200 940 1500 
Date Sep. 9-12 Sep. 9-12 Mar. 15-18 Apr. 6-9 Feb. 26-29 
1963 1963 1952 1958 1964 
Rainfall mm 
6 389.4 436.9 760 
12 700.8 770.9 1340.1 
Duration 18 954.5 1050.0 1688.8* 
hrs 24 1193.3 1247.9 1869.9 1583.2 1688.8 
48 1603.7 1620.0 2499.9 2466.8 2415.3 
72 1683.7 1684.0 3240.0 3129.5 2689.9 
*18.5 hrs 
Comparison of Taiwan and La Reunion Rainfalls(l) 
The observed La Reunion rainfall values range from 1. 5 to 2.5 times 
greater than Taiwan, Table I, but the differences should not be interpreted 
as indications of possible differences in their potential maxima from tro-
pical storms. Taiwan is located about 240 North and La Reunion about 210 
South, but sea surface temperatures during the favored tropical storm 
seasons tend to be slightly higher near Taiwan. The highest average month-
ly sea surface temperatures in the vicinity of Taiwan is about 27. 8 0 C in 
August and September, and for La Reunion it is about 27. 20 C in March. 
Both islands are extremely mountainous with steep slopes, sharply nar-
rowing valleys, and peaks reaching above 3050 m. The La Reunion topo-
graphy is more rugged. Taiwan is a much larger island than La Reunion, 
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but it is still small enough to effect the intensity of the invading tropical 
storms with centers offshore. Since the surface temperatures of the ocean 
waters surrounding the two islands appear similar, any difference in 
their potential maximum rainfall rates would appear attributable to dif-
ferences in topographic influences or in the rain-producing character-
istics of the tropical cyclones affecting the two places. 
As stated above, the maximum rainfalls of Tqiwan are substantially 
exceeded by those of La Reunion. However, in order to check possible 
differences in their potential maximum rainfall rates between these two 
islands, the typhoon model method as illustrated in the text was applied 
to Taipei Bridge and Shihmen Stations, both of which are located down-
stream from Paishih and Kalaho Stations. The computed probable maximum 
basin average rainfalls, associated with Typhoon Gloria above each of the 
two stations, are shown in Table 2. 
Table 2. Probable maximum basin precipitation above Taipei 
and Shihmen stations (from typhoon model). 
J;)uration 
6 
12 
18 
24 
48 
hr Shihmen 
633.3 
1,126.4 
1,589.6 
1,900.6 
2,713.8 
Precipitation mm 
Taipei Bridge 
462.6 
765.9 
1,002.4 
1, 197.4 
1,795.2 
The computed probable maximum 72-hr basin average precipitations for 
Taipei and Shihmen stations with corresponding recorded values of 890 
and 1300· mm respectively, are 2,161.8 and 3,206.9 mm; respectively. 
These values are almost as high as the recorded point rainfalls in La Reunion. 
The corresponding probable maximum flood for Taipei and Shihmen are 
33,000 and 15,600 cms, respectively. Had the La Reunion rainfall occurred 
over the Tanshui River basin with an areal distribution comparable to that 
of Typhoon Gloria, the peak discharges would have been in the range from 
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11,000 to 15.000 at Shihmen and 25.000 to 34,000 ems at Taipei Bridge. 
Those values are comparable to the computed PMF peak discharges of 
15,600 at Shihmen and 33,000 ems at Taipei Bridge. Assuming the observed 
La Reunion rainfall, which represents world record intensities, approximating 
a PMP condition, it would indicate that the computed PMP and PMF for the 
Tanshui River basin using the Standard Typhoon Model are in the proper 
d f . d (2) or er 0 magnltu e. 
W. M. Linder, "Report on Re-evaluation of Taipei Area Flood Con-
trol Planning," Corps of Engineers, U. S. Army, May 1970, pp 7-10. 
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SOCIAL ISSUES IN WATER RESOURCES DEVELOPMENT 
by 
Wade H. Andrews* 
I appreciate the opportunity to appear before this international confer-
ence and talk about some of the social is sues and problems that are related 
to the field of hydrology. I have a few ideas that I think apply to both national 
and international problems as well as local problems. The issues that are 
popular, or shall we say are becoming popular from a growing sense of their 
urgency, are matters that are coming before this and other nations. 
I am sure you are familiar with what is being said about the growth of 
population as one of the basic world issues at this time. The world popula-
tion has been predicted to be about 4 billion people within the next fiv~ years 
(1975). Also the rate of growth of world population is accelerating very 
rapidly. Up to 1650, the beginning of the era of modern development, the 
population of the world ran somewhere around one- half billion people. Now 
since that time, the population has increased to something like 3.6 billion. 
In very recent years population growth has been increasing very rapidly. 
A population theorist by the name of Dr. Frank Notestein, developed 
a set of concepts that are useful in understanding growth patterns in differ-
ent countries. He identified one category of countries as those having "high 
growth potential." These are countries we generally recognize as being 
developing countries. They are countries with high birth rates, high death 
rates, and low industrialization. A large proportion of the population in 
these areas are dependent upon agriculture, much of which may be primi-
tive agriculture. The second category he describes as "transitional growth." 
These are countries whose death rate has been lowered and either have been 
or are adopting many of the modern health technologies, food technologies, 
and other practices that reduce the death rate. In these areas the death 
rate is being reduced, but the birth rate is not, or if the latter is going 
* Professor, Department of Sociology, Utah State University, Logan, Utah 
84321. 
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down, it is going down much more slowly. The third category is what Notestein 
called "incipient decline." At the time he wrote this, he included Western 
Europe and the United States in this category where they had a high level of 
industrialization and low birth rates along with low death rates. So he des-
cribed three types of population trends. You can see the explosive possibilities 
when improvements in technology are introduced rapidly into countries with 
high growth potential. Death rates drop very rapidly so that extreme rates of 
population growth are apparent. Because we are diffusing technologies through 
many nations, we are finding new threats to well being. People are saying that 
next to the hydrogen bomb, the population bomb is the most threatening. So we 
have the situation where both the destruction of people and the increase in num-
bers of people are considered as threatening. 
That is a picture of the world as a whole. If we take a nation in the incipi-
ent decline category, or One that is approaching this status, such as the United 
States, we find that we probably have a different picture. Although there is a 
movement for population control within the United States, some feel we are 
overpopulatizing the threat of population growth. In some respects we can 
see that the United States pattern is quite different from that of many nations. 
We are going to have considerably more poepole here in the next thirty years, 
probably 80 to 100 million more, and this is a substantial increase from the 
present 200 million now. However, the birth rates in the United States have 
been going down since about 1958. These rates are now running about 18 per 
thousand and this is considerably below the 1950 decade when they were run-
ning 24 or 25 per thousand people. Twenty- four per thousand in terms of 
world population is quite low but our present birth rate of around 18 is rela-
tively speaking a low birth rate. The lowest rate we have had in this country 
was about 16.2. This was in the late 1930's and in 1940 in the depression per-
iod, when birth rates went down drastically in the United States. 
One hundred million more people is still a lot of people, and it is being 
predicted that most of these people are going to go to the existing urban areas. 
The preliminary reports of the 1970 census of the United States indicates that 
we now have around 73 percent of the population in urbanized areas with cen-
tral cities of 50,000 or more. We also find that half of the counties of the 
United States have lost population. These are all rural counties which means 
that the reduction is in rural areas and the movement is still to urban areas. 
So the trend, if we continue the way we have over the last three decades, 
if for more concentration in the already large cities. The only way 
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out of this, at least as we can see at the present, will have to come from 
planning and national programs that encourage change and new developITlent 
for population dispersal. Other areas of the world have similar problems. 
In fact, migration to large cities is becoming a flood in many countries. 
It is here where the engineer, the planner and other leaders as well 
as the public come in to this problem. The engineer will be working with 
leaders, planners and the people. His role involves a considerable amount 
of planning for growing populations in his work with hydrologic resources. 
The introduction of planning for population growth will be one of the major 
ways that adjustment or changes can be brought about in the trends toward 
more concentration in urban areas already affected by blight, overcrowding, 
poverty, race differences and ether problems. Planning is coming to include 
such things as new cities, rebuilding of some cities and redis tributing of 
populations in relation to present cities. These methods will have to be 
taken into account. 
There are also some other problems of concern in relation to work in 
hydrology and these corne in different kinds of packages. These problems 
bring in social aspects from a rather wide variety of sources. One of these 
problems is the natural physical environment. According to many, after war 
and population growth, this is probably the third most popular question of 
the day. The ecology issue involves the problems of pollution, urbanization, 
depletion of resources and perhaps others. Other problems such as the 
poverty problem, slums, crime, race problems, and many similar social 
issues may seem remote to hydrology, and yet water resources are involved 
in the changes that are associated with solving these problems. 
In addition we have the relationship to recreation and the great changes 
that have been occurring in leisure .behavior. American society is now 
involved in tremendous development related to leisure. Most professional 
people, however, are not feeling a great increase in leisure time. The 
trends in work time for most professional people is increasing, but trends 
in free time for other people are increasing. Therefore, recreation is 
becoming a more and more important issue. Almost all planning and 
development work with the use of natural resources, is concerned with 
this major issue. Nobody builds a darn anymore unless they do it for what 
they call multiple-use. Recreation and aesthetic aspects are becoming 
more and more important in the multiple-use picture. 
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Aesthetics in terms of the out- of- doors, are now politically important. 
The so- called conservation and preservation groups are becoming ve ry 
effective politically and preservation issues are coming to be of great 
importance in the United States. You can no longer do anything with a 
natural resourc'e without taking these interests into consideration in an 
important way. 
These issues, which can be pointed out as affecting water resource 
decisions including population growth, urban problems, environmental or 
ecological problems, leisure and recreation and aesthetics are things that 
only five to ten years ago were considered largely as periferal issues in 
water development. One of the major issues in a recent national conference 
on urban hydrology, was to get those present to think more directly about 
these new problems, and to develop "new, imaginative approaches" to them. 
The leaders of the conference were interested in shaking up the perspectives 
that people had about these problems in order to develop new ways to meet 
the new needs. 
Developing new approaches is related to the problems of old and new 
perceptions of the problems. One illustration of the problem of perspective 
can be shown by connecting nine dots formed in a square with five straight 
lines. This problem is a problem in perception. In experiments in percep-
tion it has been found that people want to connect these dots by lines within 
the bounds of the dots and this is impossible to do. The issue here is that 
you have to break out of the pattern and take the lines beyond the boundaries 
of the square. Most people tend to want to stay within the area of the dots. 
Perception controls our behavior. If we do not perceive extending beyond 
those dots, we never get the thing done. 
A second illustration in perception and learning can be shown with a 
simple exercise. Perception is based upon the things that we learn. We 
learn symbols and the word "symbol" is itself a learned thing and has a 
meaning for each of us. Generally, however, it means the same thing to 
all of us, so it is a word that we all "understand." The verbal word symbol 
is made with a noise. All of these verbal symbols that I am using are 
noises, but each kind of noise that I make is a symbol of sound. We have 
also learned to make visual symbols that have the same meaning as the 
sound symbols. Two aspects of symbolic learning can be illustrated. I 
will draw a vertical mark on the black board and it is identified with the 
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sound symbol for line. Now if I say line, you all agree because we have 
learned this as a symbol for that type of rna rk. So we think the concept 
"line." Now we draw a second line which is somewhat different from the 
first. One is shorter than the other at both ends with the middle of ea ch 
line remaining on the same plain. So we have two lines, and one is shorter 
than the other. 
Alright now let's try something, this is the trick. I will insert another 
mental or learned symbol in here and let's see what happens to these two 
lines. Now look and think of them as though they were "telephone poles." 
What is different about them now? Rather than length and position now one 
appears to be farther away than the other. The shorter one is now farther 
away and it seems to be the same length as the other. Since we did not do 
anything with them on the blackboard, what happened to them was in the 
mind. 
What you see depends on the symbols that you have learned for objects 
in your experience. 
Now we had to make this whole thing add up when we changed these 
from lines to poles, so the mind inserted difference in depth and distance. 
If you hold them the same distance from you, they do not make sense. But 
telephone poles are generally the same length. We have learned that by 
observation. It has just become part of uS to expect telephone poles to be 
about the same length. We shift this whole thing in our mind and make it 
deeper, give it a third dimension. Here is another experiment we can add 
to move the second pole vertically a few inches. They are still telephone 
poles, but we now see the second pole as being up on a hill. This simply 
illustrates the way in which things that we have learned affect our percep-
tion. 
We make adjustments from our experience to make them look right 
or to make them fit our perception of the world. This is important in meet-
ing new problems and new issues. We perceive these new problems in the 
traditional ways that we have learned and often it is difficult to move beyond 
the perceptual bounds and break out of the old patterns of thinking, planning, 
building, and other things that we usually do. But we have new problems 
to meet that will require many new approaches, for example pollution pro-
blems are becoming world-wide in scope. 
To better understand this problem let US add the problem of pollution 
to Frank Notestein's concept of transitional growth which we mentioned 
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before. Countries in a state of transitional growth are those that are in a 
state of rapid population growth. 
Now let us consider this together with pollution. Much of the world 
today is still in the first type or high growth potential stage. However, 
this is changing. Death rates in particular are being lowe red setting the 
stage for the rapid buildup of transition growth stage. Now add to this the 
diffusion of new technology, industry and other modern paraphanalia and 
you have set the stage for a massive pollution problem. Now does this 
require some new views to be applied to this problem? Shake this thing 
down and see if it does not require some new imagination and some new 
approaches. The perception problem or the problem of perceiving pollution 
in our standard ways is a constraint. If we are going to look at our world 
in the old ways that made sense to us this will be a constraint. So we need 
to take another look and to devise new approaches to these problems. 
In order to meet these developing problems we must include more and 
more the dimension of human behavior, and take them into consideration. 
Space in cities, rebuilding cities, new cities, leisure and recreation, 
aesthetic interests and needs, and the ecology problem are all growing 
problems which require new perceptions that include the social as well as 
the physical dimensions. One other thing that is in process of change is 
the measurement of benefits and costs. In the development of water resources, 
it has been traditional methodology to develop the technological engineering 
feasibility as well as the economic benefit cost ratio. However, there have 
been other things getting into this picture in recent years. However, we 
find now that the traditional method is a constraining factor to development. 
The value of aesthetics, is often impossible to put in the dollar framework. 
Some have tried such things as the number of people who visited an area, 
amount of money spent or the other things foregone because of the choice 
of one thing over another but this does not really measure social aesthetic 
interest or value because they find that people will do things to enjoy a view 
or other sentiment that does not make much sense when it comes to dollars. 
Another area that is difficult to apply tradition methods is the poverty 
problem. The PPBS method of projecting benefits is one that was developed 
in the U. S. Department of the Defense some years ago and has spread 
through the government now quite generally for the purpose of broadening 
the base of evaluation. They consider not only the benefit- cost type of 
measurement but also such things as effect on quality of life, and the degree 
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of poverty. These are factors that are very difficult to put on the old benefit.. 
cost scale so they are devising new methods and new indicators. 
Another popular word that is coming out now is this word "indicators. " 
These may include education, income, density or congestion of people in 
various areas, employment, household composition, marital status, fertility 
or migration. Other social indicators relate to status or social conditions 
of people including welfare assistance and how many people are on public 
assistance, crime rates, health conditions and facilities, housing, partici-
pation in community functions and groups, pollution levelS, leisure and 
aesthetic opportunity, public services, educational opportunity, employment 
opportunity, participation in public decisions and other factors. A last type 
of indicator is found in what I have called social values. These have to do 
with the status of people's feelings about certain major social beliefs. These 
can be used as indicators that will predict behavior of people in large general 
patterns. These might include their attitudes about work, achievement and 
success, moral orientation, humanitarianism, efficiency and practicality 
values. Some of these would not be as important as others in a number of 
developing areas for example efficiency may be less> important than level of 
living. But we also have values related to sciences, secular rationality, 
material comforts, progress, equality, freedom, democracy, conformity, 
nationalism, and patriotism as well. These are all things that corne into 
the picture in terms of human social values and will give us some indication 
of the status of society. These indicators, are associated with the problems 
engineers face. Measurement of these indicators will help to predict what 
people will be pressing for and what kinds of issues will be important to 
them. Discovery of human needs is important to planning for the use or 
development of water resources. These needs will affect de>cisions as to 
what use we should be putting water resources too, including decisions about 
irrigation, recreation, aesthetics or industry. 
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