Abstract. We consider in this article the damped and driven two-dimensional Navier-Stokes equations at the limit of small viscosity coefficient ν → 0 + . In particular, we obtain upper bounds of the order ν −1 on the fractal and Hausdorff dimensions of the global attractor for the system on the torus T 2 , on the sphere S 2 and in a bounded domain. Furthermore, in the case of the torus, we establish a lower bound of the order ν −1 . This sharp estimate is remarkably smaller than the well established sharp bound for the dimension of the global attractor of the Navier-Stokes equations on the torus T 2 , which is of the order ν −4/3 . This means that the damping/friction term plays a significant role in reducing the number of degrees of freedom in this two-dimensional model. This, we believe, is done by dissipating the energy at the large spatial scales which is transferred to these scales via the inverse cascade mechanism. Finally, we remark that the system of equations studied here is related to the Stommel-Charney barotropic ocean circulation model of the gulf stream.
Introduction
The two-dimensional Navier-Stokes system
rightfully occupies one of the central places in the theory of global attractors for dissipative partial differential equations [2] , [11] , [26] , [31] , [33] , [35] . Here, u is the velocity vector field, p is the pressure, ν > 0 is the viscosity coefficient, and f is the forcing term. System (1.1), supplemented with appropriate boundary conditions (Dirichlet or space-periodic), possesses the global attractor A in the corresponding phase space. Concerning the Navier-Stokes system (1.1) in a bounded domain Ω with the Dirichlet boundary conditions u| ∂Ω = 0, we have the following estimate for the Hausdorff and fractal dimensions of the attractor [35] :
where λ 1 is the first eigenvalue of the Stokes operator, f = f L2(Ω) , and c(Ω) is a dimensionless constant. The best to date explicit form of this estimate was found in [8] :
where |Ω| is the area of Ω.
In the space-periodic case (x ∈ [0,2πL] 2 ), the estimate for the dimension of the global attractor can be significantly improved [11] , [12] , [35] :
Moreover, it was shown in [28] that the following lower bound holds for the Kolmogorov forcing:
which shows that estimate (1.2) is sharp up to a logarithmic correction. Estimate (1.2) also holds for the Navier-Stokes system on a two-dimensional compact manifold (for example, S 2 ) and in a bounded domain with the so-called free boundary conditions [22] . We also note that, so far, no lower bounds are known for system (1.1) with Dirichlet boundary conditions.
In this work, we shall deal with the following system:
where, preserving the previous notation, we have the additional drag/friction term −µu on the right-hand side and the Coriolis acceleration on the left-hand side. Here, k is the vertical unit vector and l = l 0 + βx 2 is the Coriolis parameter in the β-plane approximation. System (1.3), with µ > 0 and ν ≥ 0, has important applications in geophysical hydrodynamics (see, for example, [13] , [30] .) The drag/friction term −µu, where µ is the Rayleigh friction coefficient (or the Ekman pumping/dissipation constant), models the bottom friction in two-dimensional oceanic models (when the system is considered in a bounded domain; in that case, the system is called the viscous Charney-Stommel barotropic ocean circulation model of the gulf stream) or the Rayleigh friction in the planetary boundary layer (for two-dimensional atmospheric models on the sphere or with space-periodic boundary conditions). Existence and uniqueness results for the stationary problem and also results on the stability of stationary solutions for (1.3) with ν = 0 can be found in [3] , [32] , [36] . Weak global attractors for this system, with ν = 0, were constructed in [21] , [18] and [19] (see also [5] ). An investigation of the bifurcation diagram and other related dynamical properties of the system (1.3) are reported in [6] (see also references therein).
Whether the weak global attractor of the system (1.3), when ν = 0, is finite or infinite dimensional is an open question. In this work, however, we shall deal with the case when µ > 0 is arbitrary but fixed and ν > 0 is small, ν → 0 + . One can think of this system as the Navier-Stokes perturbation (or viscous perturbation) of the dampeddriven two-dimensional Euler equations with rotation. Unfortunately, this work does not give us any clue about the more challenging case when ν = 0 and µ > 0. This is because attractors are usually not robust under small perturbations in parameters. It is worth mention that similar to the two-dimensional Navier-Stokes equations one can show the existence of finite number of degrees of freedom (determining modes, nodes, etc..) for the system (1.3) when ν > 0 (see, for example, [4] , [9] , [14] , [15] , [16] , [24] , [25] , [31] and references therein). Here again it is not known whether the system (1.3), with ν = 0, has finite number of degrees of freedom (determining modes, nodes, etc...).
In section 1, we establish explicit upper bounds on the fractal dimension of the global attractor for the space-periodic system (1.3) and also explicit lower bounds when f is the Kolmogorov forcing. We observe that both the upper and lower bounds are of order ν −1 as ν → 0 + , see (2.43). We recall that, for the classical Navier-Stokes equations, we have an upper bound of the order ν −2 for Dirichlet boundary conditions and of order ν −4/3 (ln(1/ν)) 1/3 for space-periodic boundary conditions. Thus, for any µ > 0, and even in the space-periodic case, we have a much smaller estimate for the global attractor, which is of the order ν −1 as ν → 0 + . Moreover, this estimate is sharp. This observation has significant physical implications concerning two-dimensional turbulence. The damping/drag/friction plays an important role in reducing the number of degrees of freedom in this two-dimensional model. This, we believe, is done by dissipating the energy at the large spatial scales that is transferred to these large scales via the inverse cascade mechanism, a characteristic of two-dimensional turbulence. This interesting physical observation will be the subject of future work.
In section 2, we obtain explicit upper bounds on the fractal dimension of the global attractor for system (1.3) on the rotating sphere and for the system in a bounded domain with free boundary conditions.
Finally, in the Appendix in section 3, we recall the Lieb-Thirring inequalities for space-periodic vector functions.
2. Two-sided estimates for the space-periodic model We consider in this section system (1.3) with space-periodic boundary conditions. We assume in what follows that the Rayleigh friction coefficient µ > 0 is arbitrary but fixed, while the viscosity coefficient ν > 0 is small so that
However, condition (2.1) is used only for obtaining the lower bounds. The upper estimates derived in this section are valid for any combination of the parameters. Finally, the spatial variable x belongs to the two-dimensional torus T 2 = [0,2πL] 2 . Using the standard notation (see, for instance, [11] , [35] ), we denote by P the orthogonal projection in (L 2 (T 2 )) 2 ∩ {u : T 2 udx = 0} onto the Hilbert space H which is the closure in (L 2 (T 2 )) 2 of the set of smooth solenoidal periodic vector functions with mean value zero. Applying P to the first equation in (1.3), we obtain
where A = −P ∆ is the Stokes operator, B(u,v) = P 2 i=1 u i ∂ i v is the nonlinear term, Ku = P (kl × u), and f ∈ H.
It is standard to prove (see, for instance, [2] , [11] , [26] , [35] ) that, for every initial value u 0 ∈ H, equation (2.2) has a unique solution u(t) ∈ H generating thereby the semigroup S t : H → H, S t u 0 = u(t). The semigroup S t has a global attractor A ⋐ H. Furthermore, if f ∈ H, then A is bounded in the Sobolev space H 2 . We assume in what follows that f ∈ H 1 , so that rotf is finite.
We first obtain some a priori estimates for the solutions u(t). We shall use the following important identity (see, for instance, [11] , [35] ):
For the sake of completeness, we give an invariant proof of (2.3) (in the sense that it also works for the sphere and a bounded domain with free boundary conditions) [22] . Since
− u × rotu and, in the periodic case, Au = rot(rotu), we introduce the stream function ψ, so that u = {−∂ 2 ψ,∂ 1 ψ}, and obtain (B(u,u),Au) = (rotu × u,rot(rotu)) = (rot(rotu × u),rotu) = (J(ψ,∆ψ),∆ψ) = 0, where the Jacobian operator J is defined below in (2.16). In addition to the trivial identity (Ku,u) = 0, we also have (taking into account that
Multiplying (2.2) by Au, using the above identity and (2.3) and integrating by parts, we obtain
Dropping the second term in the left-hand side, we have
and, by Gronwall's inequality, we find that
so that we have, on the attractor (u 0 ∈ A),
2.1. Upper bounds on the dimension of the global attractor. We now estimate the dimension of the global attractor A. To take advantage of the fact that estimate (2.4) is independent of ν, we estimate the dimension of A in the phase space H.
For a solution u(t) lying on the attractor (u 0 ∈ A), we consider the linearized equation
and estimate the m-trace of the operator L. Let U i (t) be the solution of (2.5) with U i (0) = ξ i , i = 1,...,m. We denote by Q m (t) the orthogonal projection in H onto
Integrating by parts, using the identities (B(u(t),v j ),v j ) = 0 and (Kv j ,v j ) = 0, the orthonormality of the v j s and the inequality (see [8] or Lemma 3.2 below)
we have
where
Next, we note that
where L −2 = λ 1 ≤ λ 2 ≤ ... are the eigenvalues of the Stokes operator A which, in the space-periodic case, coincide with the eigenvalues of the scalar Laplacian −∆ in the space L 2 (T 2 ) ∩ {ϕ : T 2 ϕ(x)dx = 0}. We use the fact that, in two space dimensions, λ j ≥ c 1 λ 1 j and, hence,
where we can take (see Proposition 1 in section 3)
We also recall the two-dimensional Lieb-Thirring inequality:
where we can take the following explicit upper estimate for c T 2 −LT (see Theorem 4.3):
The main tool in the estimates of the attractor's dimension are the numbers q(m) (the sums of the first global Lyapunov exponents) and the trace formula, see [10] , [11] , [35] . By the trace formula and (2.7), (2.9), (2.4), we have
Let d * be the unique positive root of the quadratic equation g(d) = 0. Then both the Hausdorff (see [35] ) and the fractal (see [7] , [8] ) dimensions satisfy the estimate
Dropping the second term in the right-hand side of the above inequality for q(m), we find
Hence,
where g 1 (d 1 * ) = 0. Dropping the first term, we find
Accordingly,
Taking into account (2.8), (2.10) and the fact that λ 1 = L −2 , we obtain the following theorem.
Theorem 2.1. Equation (1.3) has a global attractor A whose Hausdorff and fractal dimensions satisfy the following upper bound:
2.2. Lower bounds on the dimension of the global attractor. We now deduce a sharp lower bound on the dimension of the global attractor, our main assumption being that condition (2.1) is satisfied. In other words, we study the behavior of the dimension when µ > 0 is arbitrary and fixed and ν → 0 + . We first go over to a scalar vorticity equation. Using the condition divu = 0, we introduce the stream function ψ, so that u = k × ∇ψ = −rotψ = {−∂ 2 ψ,∂ 1 ψ}. The choice of ψ is fixed by the condition T 2 ψ dx = 0. We substitute this into the first equation in (1.3) and apply the rot operator. We then obtain a scalar equation:
We derive our lower bounds without the Coriolis force and set l = 0. Next, setting ϕ = ∆ψ, we obtain
Since a global attractor is a maximal strictly invariant compact set, it follows that it contains the unstable manifold of every stationary pointφ, M u (φ) ⊂ A, that is, the invariant manifold along which the solutions of (2.15) tend exponentially to the stationary pointφ as t → −∞. Since ν > 0, the local invariant manifold near the stationary pointū can be constructed in the framework of the general theory of invariant manifolds for parabolic equations [2] , [17] .
In our analysis, we shall use the well-known family of Kolmogorov flows [2] , [23] , [28] , [29] , [37] (see also [38] ).
We set L = 1. (This involves no loss of generality and simplifies the notation of the Fourier series below.) As in [23] , for a (large) parameter s, to be determined later, we consider the following family of right-hand sides f : 17) where λ = λ(s) is a parameter to be chosen later. Then 
and look for a solution of this equation of the form
Since ϕ s only depends on x 2 , it follows that J(∆ −1 ϕ s ,ϕ s ) ≡ 0 and it is straightforward to see that, for 
The dimension of the unstable eigenspace with Reσ > 0 will bound from below the dimension of the global attractor A. Substituting the Fourier representation of ϕ,
into (2.23) and using the equality J(a,b) = −J(b,a), we obtain
We further see that
and, as in [23] , [28] , we obtain the following recurrence relation for the coefficients a k (the equation for b k is exactly the same):
We set here
and k 1 = t, k 2 = sn + r, and c tsn+r = e n , t = 1,2,... , r ∈ Z, r min < r < r max , where the numbers r min , r max satisfy r max − r min < s and will be specified below, and obtain, for each t and r, the following recurrence relation:
where 27) and where we have set
We note that, for µ = 0, it follows from (2.28) that Λ = λ and the recurrence relation (2.26), (2.27) agrees exactly with the recurrence relation from [28] .
We look for non-trivial decaying solutions {e n } of (2.26), (2.27) . Each non-trivial decaying solution with
produces an unstable eigenfunction ϕ of the eigenvalue problem (2.23) with eigenvalue σ satisfying Reσ > 0.
Lemma 2.2. Given an integer s > 0, let a pair of integers (t,r) satisfying the conditions
be fixed. For every Λ > 0, there exists a unique real eigenvalue σ = σ(Λ) for which the recurrence relation (2.26),(2.27) has a non-trivial decaying solution. Furthermore, σ(Λ) increases monotonically as Λ → ∞ and satisfies the inequality
The unique Λ µ/ν = Λ µ/ν (s) solving the equation
satisfies the inequality
Proof. The proof of this lemma is basically a repetition of the proof of Theorem 2.2 in [23] , with λ replaced by Λ andσ by σ (and γ = 0). We see from [23] that the following inequalities hold for any (t,r) satisfying (2.30):
Exactly as in [23] , we prove estimate (2.31), which shows that, for (t,r) satisfying (2.30), there exists a unique σ which increases monotonically with Λ and, hence, σ = µ/ν for some Λ = Λ µ/ν : σ(Λ µ/ν ) = µ/ν. To estimate Λ µ/ν , we have, by monotonicity, Λ µ/ν > Λ 0 . Hence, we can use the lower bound for Λ 0 from [23] , which gives the first inequality in (2.31).
In order to derive an upper bound for Λ µ/ν (s), we consider the case r ≥ 0, the case r < 0 being completely similar. If r ≥ 0, we set σ = µ/ν in expression (54) in [23] and use inequality (57) in [23] . We obtain We denote by A(δ) the region in the (t,r)-plane satisfying (2.30). Denoting by d(s) the number of points of the integer lattice inside the region A(δ), we obviously have
where a(δ) · s 2 = |A(δ)| is the area of the region A(δ) 36) there exists a unique real positive eigenvalue σ > µ/ν of multiplicity two. Hence, there exists a positive eigenvalue σ > 0 of the original eigenvalue problem (2.23) of multiplicity two. Therefore, the dimension of the unstable manifold near the stationary solution ϕ s is at least 2d(s) and we obtain as a result
The parameter s was arbitrary so far. We now set
(To be completely rigorous, we have to make sure that µ/ν is a complete square, but, anyway, we already have the "⋍" sign in (2.37).) Therefore,
We now recall the definition of Λ (2.28):
Setting s 2 = µ/ν here and in (2.36), we obtain the equation for λ, which gives
We compute the numbers
for f = f s and s = (µ/ν) 1/2 . In view of (2.19) and (2.39), we have
Hence, we find that
Note that, for the Kolmogorov forcing (2.17) and s = (µ/ν) 1/2 , the numbers G 1 and G 2 are of the same order with respect to s. Expressing estimate (2.38) in terms of the numbers G 1 and G 2 (2.41) and optimizing with respect to δ ∈ (0,1/ √ 3), we obtain dim F A 3 16π Remark 2. Our lower bounds can be reformulated as follows. Let µ > 0 be arbitrary but fixed. Then, for any ν > 0 (such that µ/(νL 2 ) > 1), there exists a (Kolmogorov) right-hand side f with norm rotf independent of ν and depending only on µ such that the following estimate holds:
Remark 3. Taking l = 0 allows to simplify significantly the derivation of the lower bounds. As seen above, the Coriolis term makes no difference in our estimates of the dimension of the global attractor since it is anti-symmetric. It will, however, make a difference in the dynamical structure of the attractor and bifurcations.
Remark 4. Similar results have been established in [18] , [19] . The estimates reported in this work are much sharper.
Equations on the sphere and in a bounded domain
We now consider the Navier-Stokes perturbation of the damped Euler equations on the sphere and in a bounded domain.
Equations on the sphere.
Let S 2 = S 2 R be the sphere of radius R with spherical coordinates λ, 0 ≤ λ ≤ 2π (the longitude), and φ, −π/2 ≤ φ ≤ π/2 (the geographical latitude). Suppose that the sphere rotates around the axis through the poles φ = ±π/2 with constant angular velocity ω. Then the Navier-Stokes system with damping reads
Here, u is the tangent velocity vector, p is the pressure, n is the outward unit normal vector, nl × u is the Coriolis acceleration (l = 2ω sinφ is the Coriolis parameter), ∇ u u is the covariant derivative of u along u with respect to the metric of the sphere for which we have the following global representation:
The operators div and ∇ = grad have the conventional meaning: for a scalar ψ and a vector u = u λ e λ + u φ e φ with physical components (that is, |u|
Next, the operator rot acts on tangent vectors u and scalars ψ (which are identified with normal vectors) as follows [22] :
Finally, ∆u is the vector Laplacian of u (the Laplace-de Rham operator) ∆u = ∇divu − rot(rotu) = ∇divu − n × ∇div(n × u).
As in the space-periodic case, we denote by P the orthogonal projection in L 2 (T S 2 ) onto H which is the closed subspace of solenoidal vector fields. Applying P to (3.1), we obtain
Furthermore, we have orthogonality relations and formulas for the integration by parts [22] that are totally similar to the space-periodic case: Now, the existence of the semigroup S t : H → H and the global attractor A ⋐ H is established as in the space-periodic case [22] . Taking the scalar product of (3.2) with Au and integrating by parts using (3.3) and (3.4), we obtain, as above, that the following inequality holds on the attractor A:
Theorem 3.1. The fractal dimension of A satisfies the following upper bound:
Proof. The proof is similar to the space-periodic case and will be only outlined. We consider the linearized equation
and estimate the m-trace of the operator L. As in section 1, we use (3.3), (3.4) to find that
where ρ(x) = m j=1 |v j (x)| 2 and where, instead of (2.6), we have used estimate (3.9) in Lemma 3.2 below. The spectrum of the Laplacian on the sphere is well-known. Hence,
where (see [23] )
Concerning the Lieb-Thirring inequality on the sphere, we have
where we can take the following explicit upper estimate for c S 2 −LT (see [20] ):
We can now complete the proof of the theorem as in section 1 and obtain (3.5); the equality in (3.5) following from the fact that λ 1 = 2R −2 .
Proof. Let a point s ∈ S 2 be arbitrary but fixed. We first show that the following pointwise inequality holds at s:
Here, x k denote the local coordinates near s, g ij is the metric, and Γ i jk are the corresponding Christoffel symbols. The vector field u has contravariant components u i , i = 1,2. As usual, the summation convention is assumed. We now choose the local coordinates x k so that, at s, g ij = δ ij . It suffices to use spherical coordinates chosen so that the equator (φ = 0) passes through s. Then, at s, we have
2 . Next, we define, at s (in the linear algebraic sense), the vector a and the matrix B:
Then, at s, we have (see [8] , Lemma 4.1)
where λ is the largest (in absolute value) eigenvalue of the symmetric matrix 
Since, in (3.11), |a(s)| 2 = |v(s)| 2 , this proves (3.10) for an arbitrary point s ∈ S 2 .
There remains to integrate (3.10):
where we have used the inequality ∇u ≤ rotu . (3.12)
To prove (3.12), we use the following identity (a variant of the Weitzenböck formula, see [22] , Remark 4.3):
Taking the scalar product with −u and integrating by parts, using the formulas
we obtain the identity ∇u 2 + u 2 = rotu 2 . Hence,
which proves (3.12) and the lemma. We finally observe that the orthonormality of the v j s does not play a role in this lemma. Setting m = 1, we obtain the following explicit estimate for the form b.
Corollary 3.3. The following estimate holds for u,v ∈ H 1 ∩ H:
14)
where c ≤ 1.
Proof. We set m = 1 and v 1 = v =ṽ/ ṽ in the Lieb-Thirring inequality (3.7). We obtain (omitting the tilde sign) the Ladyzhenskaya-Gagliardo-Nirenberg inequality for solenoidal vector fields on the sphere:
where c S 2 −LGN ≤ c S 2 −LT ≤ 2. Setting m = 1 in (3.9), we find
which proves the lemma.
Equations in a bounded domain.
Let Ω ⊂ R 2 be a bounded domain with a boundary of class C 2 . Let n be the outward unit normal vector. We further assume, for simplicity, that Ω is simply connected. We consider our Navier-Stokes system with damping supplemented with the so-called free boundary conditions:
We introduce the phase space H:
Since Ω is simply connected, we also have (see [34] , Appendix 1)
In other words, a vector field from H has a unique single valued stream function ψ vanishing at the boundary of Ω. Let P be the orthogonal projection, P : L 2 (Ω) 2 → H. Applying P to (3.15), we write (3.15) as an evolution equation of the form (2.2):
where B(u,v) = P 2 i=1 u i ∂ i v and A = −P ∆ is the Stokes operator with domain
As above, the following orthogonality relation is essential:
Next, as in the case of a torus and a sphere, the spectrum {λ k } ∞ k=1 of the Stokes operator coincides with the spectrum of the scalar Dirichlet problem
As above, the Lieb-Thirring inequality is essential.
Lemma 3.4. Suppose that the family {v
Then the following inequality holds Proof. We infer from the generalized Lieb-Thirring inequality (see Theorem 4.1 in the Appendix in [35] ) that there exists dimensionless constants k 1 and k 2 depending on the shape of Ω only such that
Since Ω is simply connected, we have the Poincaré inequality 20) and, hence, the second term in the right-hand side of (3.19) is bounded by the righthand side of (3.18) . To complete the proof, it suffices to prove the inequality
Introducing the stream function ψ ∈ H 2 ∩ H 1 0 , v = {−∂ 2 ψ,∂ 1 ψ}, we see that this inequality is equivalent to the inequality
which is well-known in the elliptic theory.
Having done this preliminary work, we can proceed as in section 1 and obtain the following result.
Theorem 3.5. Equation (3.15) has a global attractor A whose fractal dimension satisfies the following upper bound:
Appendix A. Lieb-Thirring inequalities for space-periodic solenoidal vector functions.
Inequality (2.9) follows from the generalized Lieb-Thirring inequality in [35] . The aim of this section is to prove the explicit estimate of the constant (2.10).
We first consider the scalar case. We basically follow the strategy of the proof of the general result in [35] , paying special attention to explicit expressions of the constants involved. We assume that L = 1 so that T 2 = [0,2π] 2 . This involves no loss of generality since the constants in the Lieb-Thirring inequalities are scale invariant and depend only on the aspect ratio of the torus. Let Π be the orthogonal projection in L 2 (T 2 ) onto the space of functions with mean value zero:
We set
We order the eigenvalues of −∆ in H according to magnitude and multiplicity:
The corresponding basis of orthonormal eigenfunctions w j (x), −∆w j = λ j w j , is the basis of trigonometric functions
Similarly to (A.1), we write
and observe that
Hence, for j ≥ 1, we have Λ j = λ 2j = λ 2j−1 and, corresponding to each Λ = Λ j , there are two eigenfunctions u j (x) = ( √ 2π) −1 sinkx and v j (x) = ( √ 2π) −1 coskx for some uniquely defined k = k(j). We obviously have
Next, we have the following lower bound for λ j .
Proposition A.1. The following inequalities hold for j ≥ 1:
Proof. We have the Weyl asymptotics for λ j (which can easily be proved in this particular case): lim j→∞ λ j /j = 1/π > 1/4 and, therefore, λ j > j/4 for j ≥ j 0 . By a direct calculation, we find that λ 4 = 1 = 4/4 and λ 20 = 5 = 20/4. Hence, we have to verify that λ j ≥ j/4 for finitely many j < j 0 . We omit the details.
Finally, the second inequality in (A.5) follows from the fact that Λ j = λ 2j . After these simple preliminaries, we consider, for a potential f ∈ L 2 (T 2 ), the quadratic form
which is bounded from below, and the numbers
The quadratic form (A.6) defines the Schrödinger operator −∆h + Π(f Πh), (A.8) and the numbers η j are the eigenvalues of this operator. Our aim is to estimate the negative trace of the operator (A.8)
and, more precisely, to estimate the corresponding constant L 1 (T 2 ) (since inequality (A.9) follows from a general theorem in [35] ). Here,
Proof. We denote by N r (f ) the number of eigenvalues η j (f ) such that η j (f ) ≤ r:
Using the Birman-Schwinger kernel [27] , [35] and the convexity inequality of Lieb and Thirring [1] , [27] , we obtain
We first show that, for k > 1,
where B is the Beta function: B(x,y) = 1 0
. In fact, setting g = (f + (1 − t)r) − and using the basis of eigenfunctions, we have
which proves (A.11), since
and, by (A.4), (A.5), we have c 2 /(2c 1 ) = 1/π 2 .
Next, restricting k to k ∈ (1,2), we have
We evaluate the inner integral by setting, for almost every x,
If f ≤ 0 and
for the optimal t = k − 1 ∈ (0,1). If f (x) > 0, then (f (x) + (1 − t)r) − = 0, f − (x) = 0 and the above equality holds formally. Hence, we obtain ηj ≤0 The minimum is actually attained at k = 1.38..., which gives L 1 (T 2 ) ≤ 0.459... . The inequality for the negative trace (A.9) is equivalent to the following inequalities for families of orthonormal functions and vector fields. We can now use the general result in [27] (see also [8] , [35] ) stating that the estimates for the negative trace (A.9), (A.17) of the operators (A.8), (A.16) are equivalent to the inequalities for orthonormal families (A.13), (A.14), respectively, and, in addition, in the two-dimensional case, the best constants are related by the equality k 2 = 4L 1 (T 2 ) and k 
