Many common iterative or recursive DSP applications can be represented by synchronous data-flow graphs (SDFGs). Despite claims to the contrary, the unfolding of such graphs proves to be a non-trivial problem. We demonstrate this in this paper, as well as specify the circumstances under which unfolding may take place.
Introduction
Since the most time-critical parts of DSP applications are loops, we must explore the parallelism embedded in the repetitive pattern of a loop. One of the most useful models for representing DSP applications has proven to be the multirate or synchronous data-flow graph (SDFG) first proposed by Lee [7] . The nodes (vertices) of a SDFG represent functional elements, while edges between nodes represent data channels between them. Each node consumes and produces a predetermined fixed number of delays (i.e., data tokens) on each invocation. Additionally, each edge may contain some initial number of delays. This model has proven popular with designers of signal processing programming environments with its use leading to numerous important results regarding DSP programs.
A great deal of research has been done attempting to optimize various aspects of an application's execution by applying various graph transformation techniques to the application's flow graph. One of the more effective of these techniques is unfolding [10] , which alters the graph by making multiple iterations visible simultaneously. The size of the graph is increased, but we derive some benefit by creating more options for parallel execution. It has been assumed [5] that unfolding of the synchronous model is the same as for the traditional single-rate model. We demonstrate that this is not the case herein.
In this paper, we will review the basic definitions and results necessary for specifying and manipulating a SDFG. We will demonstrate that unfolding is problematic for synchronous graphs and specify the circumstances under which it may be performed. Finally, we will define a certain class of unfoldable SDFGs and propose a polynomial-time unfolding algorithm for working with them.
In the next section, we will formalize the fundamental concepts related to the studies of synchronous data-flow graphs and unfolding. Next are experimental results and the trends indicated by them. Finally, we summarize our work and point to future directions for study.
Background
In this section, we review the relevant definitions and ideas regarding synchronous data-flow graphs and unfolding in order to formalize these concepts.
Synchronous Data-Flow Graphs
Originally developed by Lee and Messerschmitt [6] , a synchronous data-flow graph (SDFG) (sometimes called a multirate or regular data-flow graph) is a finite, directed, weighted graph G = V, E, d, t, p, k where:
1. V is the vertex set of nodes or actors, which transform input data streams into output streams;
2. E ⊆ V × V is the edge set, representing channels which carry data streams;
is a function with d(e) the number of initial tokens (delays) on edge e; 4. t : V → N is a function with t(v) the execution time of node v;
5. p : E → N is a function with p(e) the number of data tokens produced at e's source node to be carried by e;
6. k : E → N is a function with k(e) the number of data tokens consumed from e by e's sink node.
(In this definition N is the set of natural numbers {1, 2, 3, ...}.) If p(e) = k(e) = 1 for all e ∈ E, we say that G is a homogeneous data-flow graph (HDFG). HDFGs are also sometimes referred to as single-rate data-flow graphs or simply data-flow graphs.
To illustrate, consider the SDFG given in Figure 1 below. Because it does not matter to the topic at hand, we will assume all such graphs given in this paper to be unit time, i.e. t(v) = 1 for all nodes v. The small numbers at either end of an edge denote tokens produced or consumed. In this example, the numbers at either end of the edge connecting A and B indicate that node A produces one token on this edge when it executes, while node B consumes three tokens from this edge each time it runs. The short bar-line cutting the edge from node C to node A, hereafter denoted (C, A), represents the initial token to be consumed by A. It is sometimes useful to characterize an SDFG by its topology matrix, an |E| × |V | matrix similar to an incidence matrix. Each row corresponds to one edge in the graph, while each column corresponds to a node. A positive (i, j) th entry in the topology matrix indicates the number of tokens produced by the j th node on the i th edge, while a negative entry here gives the number of tokens consumed by node j from edge i. All other entries are zero. As an example, the topology matrix of Figure 1 is
For purposes of this representation, nodes A, B and C are designated nodes 0, 1 and 2, respectively, while the edges are numbered in the order (A, B), (B, C) and (C, A). In [7] it was demonstrated that a repeating sequential schedule can be constructed for a SDFG G if the rank of the graph's topology matrix is one less than the number of nodes in the SDFG. If this condition holds there is a positive integer vector q in the nullspace of the topology matrix called a repetition vector for G. The repetition vector for G with the smallest norm is called the basic repetition vector (BRV) for G [1] . For example, the BRV for the SDFG in Figure 1 is q = 3 1 2
T . The elements of a BRV q indicate that q j copies of node v j must be executed during every iteration of the static schedule. In our example we must schedule three copies of A, two of B and one copy of C each time. Finally, a SDFG is consistent if it has a BRV.
Constructing an Equivalent HDFG
In order to study an SDFG, it is sometimes useful to create its equivalent homogeneous data-flow graph (EHG). As the name implies, an EHG performs the same function as the original SDFG, but is constructed so that each edge carries at most one token. Since each node is expecting to either produce or consume more data than this, an EHG compensates by inserting multiple edges between nodes. Algorithms for creating EHGs appear in [1] and [11] . In general, they first create enough copies of each node to satisfy the specifications of the BRV. They then insert edges. If nodes in a SDFG are connected by a zero-delay edge, then the first data token produced by the first copy of the source must be consumed by the first copy of the sink in the EHG. If there are delays on an edge, the data contained here is consumed first, so that the first new token produced is in fact needed by a later copy of the sink. Such algorithms determine which copies of source and sink to map to one another based on how much data has been created and used. As an example, the main data path of the EHG for Figure 1 appears in Figure 2 . For simplicity, the three back-edges from the copies of A to B are omitted. Also, for purposes of clarity, we do not combine edges between nodes, as is typically done. If multiple tokens are to be sent between nodes in the EHG, each travels along its own edge.
Finally, as derived in [1] and [4] , we will say that a SDFG is live if its EHG has no zero-weight cycles. Otherwise the graph is deadlocked. It should be clear that a SDFG must be both live and consistent in order for it to have a repeating static schedule.
Unfolding and Unfolded Graphs
The concept of unfolding of homogeneous graphs appears throughout the literature [2, 10] . Let f be a positive integer. We wish to alter our graph so that f consecutive iterations are visible simultaneously. To do this, we create f copies of each node, replacing node u in the original graph by the nodes u 1 through u f in our new graph. This process is known as unfolding the graph G f times and results in the unfolded graph
The vertex set V f is simply the union of the f copies of each node in V . Since they are all exact copies, the computation times remain the same, i.e. t f (u f ) = t(u) for every copy u f of u ∈ V . Each edge of G also corresponds to f copies in the unfolded graph. However, the delay counts of the copies do not match that of the original edge.
As an example, suppose that we view the graph in Figure 1 as homogeneous by ignoring the production and consumption rates and unfold by a factor of two. The edges without delays represent precedence relations within each iteration of the graph, and are passed as they are to the unfolded graph displayed in Figure 3 . On the other hand, the edge (C, A) having delay count 1 represents dependencies between iterations. In this case, if u i is the occurrence of node u in the i th iteration, C 0 must precede A 1 , C 1 precedes A 2 , C 2 precedes A 3 , and so on. Since we are unfolding our graph by a factor of 2, the nodes A 0 , A 1 , C 0 and C 1 are all present in our graph. It is thus simple to insert the edge (C 0 , A 1 ). However, when we execute this graph instead of the original one, what was the execution of A in iteration 2 is now the execution of A 0 in iteration 1. Therefore, we now need a one-delay edge from C 1 to A 0 . Figure 3 . Figure 1 
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3. The f copies of edge e in G f are the edges e i = (u i , v (i+d(e)) mod f ) for i = 0, 1, 2, ..., f − 1.
The total number of delays of the f copies of edge e is
d(e), i.e. d(e) = f −1 i=0 d f (e i ).
Unfolding of Complex Data-Flow Models
A formal O(|E|)-time unfolding algorithm for homogeneous data-flow graphs first appeared in [10] . It has been claimed elsewhere [5] that this method works for the synchronous data-flow model as well. In this section, we will demonstrate that this method will not work for more complex data-flow models and attempt to derive conditions under which it may be made to work for synchronous graphs.
SDFG Properties
Before proceeding with the topic at hand, we establish a few additional details regarding synchronous graphs and their homogeneous equivalents. First of all, since all edges are accounted for in an EHG, q v k(e) = q u p(e) for all edges e = (u, v) in an SDFG. This permits us to derive the following, as with unfolding: Theorem 3.1 Let e = (u, v) be an edge in the SDFG G = V, E, d, t, p, k with BRV q. Consider the n th invocation of task u on edge e, 1 ≤ n ≤ q u .
The first token produced by this invocation with be
consumed during the x th invocation of v where
The last token produced by this invocation will be consumed during the y th invocation of v where
Proof: v x is the first invocation of v that consumes data from u n if and only if n − 1 invocations of u are sufficient for x − 1 firings of v, whereas the x th invocation requires extra data if and only if . The smallest integer satisfying this inequality is the ceiling of the right-hand side. The modulus operator insures that the tokens are mapped back onto the copies of v.
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Pursuing this further, it should be clear that, if d(e) + np(e) < q u p(e) = q v k(e), the edges from u n map to copies of v in strictly increasing order. On the other hand, if
≥ q v , some of the edges from u n wrap back around and map to earlier copies of v.
Unfolding SDFGs
The problem with unfolding complex data-flow models lies in an implicit assumption about unfolding, that we are representing a system equivalent to the original graph. The same data is produced and consumed by the same nodes in either representation, with precedence relations among the nodes retained after unfolding. We will examine our previous example in detail and see that this is not necessarily the case.
Our previous work with SDFGs [8, 9] teaches us that it is generally impossible to translate back to the original SDFG from its homogeneous equivalent. That said, the best way to get a detailed view of the system represented by an SDFG for our purposes is to look at the homogeneous equivalent. For example, consider Figure 1 unfolded twice. There are two graphs to examine. The first is derived by unfolding the homogeneous equivalent (Figure 2) twice. The second is to first unfold twice (Figure 3) , then derive the EHG. Since we have multiple copies of nodes due to both unfolding the graph and creating the homogeneous equivalent, we will use the notation u j i to refer to the j th copy of u i (1 ≤ j ≤ q u ) in the EHG, where u i is the i th copy of u (0 ≤ i ≤ f − 1) created by unfolding f times.
Because only the edge (C, A) contains delays it is the most interesting and revealing. The twelve edges matching (C, A) in our unfolded graphs are summarized in Table 1. As can be seen, sources and sinks of the zero-delay edge copies do not match up at all. (Furthermore, the exact match in the one-delay edges in this example is largely coincidence, as further experiments reveal.) For the functionality of the two graphs to match, the tokens produced by the copies of C must be interchangeable, a significant assumption regarding the inner workings of the system. Delays Fig. 2 unfolded EHG, Fig. 3 zero There is an additional point to consider. It is common to view delays on edges in DFGs as representing precedence relations. As said previously, the absence of delays indicates inter-iteration constraints, while their presence belies those across iterations. Unfolding synchronous graphs may lead to inconsistencies among such relations.
For example, when scheduling the executions of nodes in the unfolded Figure 2 , it is legal to schedule node C 1 0 to execute simultaneously with the copies of A 1 1 , whereas it is not legal in Figure 3 . One way of settling this conflict is to assume that all copies of a node's iteration begin execution at the same time, so that a constraint imposed on one is imposed on all. This schedule would match that of the original SDFG slowed sufficiently to become balanced.
Unfolding Balanced SDFGs
Based on our experiments, we assert that the traditional unfolding algorithm operates as commonly understood only when applied to balanced SDFGs. Indeed, it follows from Theorem 3.1(1) above that, given an edge e = (u, v), the only way to match the first token produced by the first copy of the source with the first token consumed by the first copy of the sink is if d(e) is divisible by k(e)q v . If all edges satisfy this constraint (i.e. the SDFG is balanced), then edges from copies of the source in the EHG map to instances of the same sink copy and a variation on the traditional unfolding algorithm will be effective. The only required change is to move groups of delays rather than individual ones so as to fill all copies of an edge in the EHG.
This described method, a variation on the O(|E|) unfolding algorithm for DFGs from [10] , appears as Algorithm 1 below. After verifying that the input SDFG is balanced (and terminating with an error if it is not), copies of nodes and edges are created. Tokens are then distributed in groups among the edges. As an example, consider a balanced version of Figure 1 with 6 delays on (C, A). After verifying balance and creating node copies, the third loop in Algorithm 1 considers edges. Creating copies of (A, B) and (B, C) is straight-forward. For (C, A), first set δ = 6 2·3 mod 2 = 1 and ρ = ⌊ 6 2·2·3 ⌋ = 0. The first subloop then creates an edge (C 0 , A 1 ) with no delays, while the second produces (C 1 , A 0 ) with 6, just as pictured in Figure 3 .
We are now ready to prove our assertion.
Theorem 3.2 Balanced SDFGs may be legally unfolded via Algorithm 1.
Proof: Let G be a balanced SDFG. Consider any edge e = (u, v) in G with delay count d(e). Since G is balanced, d(e) = q v k(e)z for some integer z. As noted above, there are two ways we can attempt to unfold G f times: we can unfold the EHG f times, or we can unfold G then derive the EHG. We consider our unfolding algorithm to have worked if these two homogeneous graphs are the same.
Furthermore, because tokens are distributed in a fixed order within an EHG, if the first tokens of the first copies of u map to the same invocations of v in both graphs, the remaining tokens will also be distributed in the same manner in both graphs. Similarly, if the zeroth copy of u maps to the same copy of v in both unfolded graphs, all remaining copies of u will match up with copies of v in the same manner. It is therefore sufficient for our purposes to simply investigate where the tokens produced by u 1 0 are consumed in both graphs. With this in mind we consider our two homogeneous graphs.
• In the EHG for G, there is an edge (u 1 , v j ) having delay count ⌊ proposed unfolding factor f , the unfolding algorithm will work correctly for this graph without the additional restrictions introduced above. This small example reveals two important points. First, our initial assertion that the original unfolding algorithm of [10] cannot be assumed to work automatically for complex data-flow graphs is correct. Second, our modifications to this algorithm apply to synchronous graphs and not necessarily to others. Much more work is necessary to determine what unfolding means to each individual data-flow model.
Conclusion
In this paper we have seen that unfolding is problematic for synchronous data-flow graphs and specified the circumstances under which it can be performed. To quickly summarize, this work indicates that, in order for a variation on the traditional unfolding algorithm to apply to the more complicated synchronous model, either the SDFG in question must be balanced, or we must assume that the data tokens produced by copies of a node are interchangeable. In the case of the latter, we must also make certain assumptions about the start times of a node's copies. We have also seen that there is no obvious, direct way to apply this theory to even more complex data-flow models, such as cyclostatic. This said, there is hope that our ideas can be refined and enhanced so as to be applicable to such graphs.
