Bounded context-free languages have been investigated for nearly fifty years, yet they continue to generate interest as seen from recent studies. Here, we present a number of results about bounded context-free languages. First we give a new (simpler) proof that every context-free language L ⊆ w * 1 w * 2 ...w * n can be accepted by a PDA with at most 2n − 3 reversals. We also introduce new collections of bounded context-free languages and present some of their interesting properties. Some of the properties are counter-intuitive and may point to some deeper facts about bounded CFL's. We present some results about semilinear sets and also present a generalization of the well-known result that over a one-letter alphabet, the family of context-free and regular languages coincide.
Introduction
The class of context-free languages (CFL) is one of the most important families of languages because of the nice mathematical properties they exhibit and because of their wide-ranging applications. Bounded CFL's [? ] are interesting since they admit faster parsing algorithms and many problems that are undecidable for general CFL's are decidable for the bounded CFL's. Also many well-known examples and counter-examples for CFL's are bounded, for example, the standard example of an inherently ambiguous language is a bounded CFL [? ] . Some recent work on bounded CFL's include [? ] , [? ] etc. Here we present some properties of bounded context-free languages.
We first show that every context-free language L ⊆ w * 1 w * 2 ...w * n can be accepted by a PDA with at most 2n − 3 reversals. This result was also recently shown by [? ] , but our proof is simpler and is based on a PDA while their proof is based on context-free grammars. Then, we introduce a number of bounded languages and present many of their properties. Some of these observations are unexpected. For example, listed below are three languages:
3 | n 1 , n 2 , n 3 ≥ 0}
| r 1 + r 3 = r 2 + r 4 } Which of the above languages and/or their complements are context-free? What is the (minimum) number of reversals that are needed to accept them? The reader can check their intuition by looking at Section 4 where several such languages are introduced and their properties are discussed. In Section 5, we briefly study the class of semilinear languages and provide a characterization for it in terms of reversal-bounded counter machines. In Section 6, we present a generalization of the well-known result that over a one-letter alphabet, the family of context-free and regular languages coincide. We also present some results about multitape PDA's with reversal bounded counters. We conclude with some open problems in Section 7.
Preliminaries
Let N be the set of natural numbers and n ≥ 1. Q ⊆ N n is a linear set if there is a vector c in N n (the constant vector) and a set of periodic vectors V = {v 1 , . . . , v r }, r ≥ 0, each v i in N n such that Q = {c + t 1 v 1 + · · · + t r v r | t 1 , . . . , t r ∈ N }. We denote this set as Q(c, V ). A finite union of linear sets is called a semilinear set. A linear set Q(c, V ) ⊆ N n is said to be stratified if:
1. Every v ∈ V has at most two nonzero components, and 2. There exist no integers i, j, k, l with 1 ≤ i < j < k < l ≤ n and no vectors u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v n ) in V such that u i v j u k v l = 0.
A finite union of stratified linear sets is called a stratified semilinear set. Let Σ = {a 1 , . . . , a n }. For w ∈ Σ * , let |w| be the number of letters (symbols) in w, and |w| ai denote the number of occurrences of a i in w. The Parikh map P (w) of w is the vector (|w| a1 , . . . , |w| an ); similarly, the Parikh image of a language L is defined as P (L) = {P (w) | w ∈ L}.
It is known that the Parikh map of a language L accepted by an PDA (i.e., L is context-free) is an effectively computable semilinear set [? ] . A useful generalization of this result for showing the decidability of a wide-range of problems is to extend this result to a larger class of machines. One such class is the class of PDA's augmented with reversal-bounded counters. A machine M in this class has a pushdown stack, together with a finite set of counters. Each counter can store a single symbol a other than the bottom of the stack symbol. At each move, based on the symbol read by the input head, and the symbol on the top of stack, and counter status (being 0 or non-zero) of each counter, the machine can choose one of a finite number of choices and execute it. This involves applying a move on the input tape (either stay or move right one position), change the state, remove the top of the stack symbol and push a string on the stack, and update each counter (by adding 0, +1 or -1 a's). The fact that the counter is reversal-bounded means that the number of times the counter can change from increasing mode (during which the counter value never decreases) to decreasing mode (during which the counter value never increases) is bounded by a constant, independent of the input length. Note that 2 we place no such restriction on the pushdown stack. Acceptance of the input is by reaching a configuration in which the state is an accepting state the counters are 0.
The following result was shown in [? ]:
Theorem 1.
1. If L ⊆ Σ * is accepted by an PDA with reversal-bounded counters, then P (L) is an effectively computable semilinear set.
2. If L ⊆ w * 1 · · · w * n is accepted by an PDA with reversal-bounded counters (where w 1 , . . . , w n are nonnull strings), then Q L = {(i 1 , . . . , i n ) | w i1 1 · · · w in n ∈ L} is an effectively computable semilinear set.
A language L is letter-bounded if it is a subset of a * 1 · · · a * n for some distinct letters (symbols) a 1 , . . . , a n . L is bounded if it is a subset of w * 1 · · · w * n for some (not necessarily distinct) nonnull strings w 1 , . . . , w n . The following characterizations of letter-bounded context-free languages (CFLs) are from [? ].
Theorem 2.
1. Let Σ = {a 1 , . . . , a n }, n ≥ 3. Each CFL L ⊆ a * 1 · · · a * n is a finite union of sets of the following form:
where D ⊆ a * 1 a * n , E ⊆ a * 1 · · · a * q , F ⊆ a * q · · · a * n , 1 < q < n, are CFLs. Conversely, each finite union of sets of the form M (D, E, F ) is a CFL L ⊆ a * 1 · · · a * n . 2. A language L ⊆ a * 1 · · · a * n , n ≥ 2, is a CFL if and only if its Parikh map P (L) ⊆ N n is a stratified semilinear set (i.e., a finite union of stratified linear sets).
Many restrictions of PDA have been considered in the literature [? ? ] etc. One of the fundamental variation is a reversal-bounded PDA each of which is has an associated constant integer k ≥ 0 such that on any accepting computation, the number of reversals of the stack is bounded by k. The class of languages accepted by reversal-bounded PDAs is known as ultra-linear languages. Another restriction is that of an unambiguous PDA that has exactly zero or one accepting computation on any string. The latter strings form the language accepted by such a PDA. The languages accepted by this class of PDA is the well-known class unambiguous context-free languages.
Characterization of Bounded CFLs by Reversal-Bounded PDAs
We give two constructions to show that every CFL L ⊆ a * 1 · · · a * n can be accepted by a reversal-bounded PDA. The first construction is simple, but yields an upper bound of 2 n − 1 on stack reversals. The second construction gives an upper bound of 2n−3 on the reversals and there are examples for which the construction achieves this bound.
We begin with the following lemma which is easily verified (see Corollary ?? for a stronger result). Lemma 1. Every context-free language L ⊆ a * 1 a * 2 can be accepted by a 1 reversal PDA.
Theorem 3. Every CFL L ⊆ a * 1 ...a * n can be accepted by a 2 n−1 −1 reversal-bounded PDA.
Proof. We will prove the claim by induction on n. Obviously, the theorem holds for n = 1 and also for n = 2 since, by Lemma ??, L can be accepted by 1 reversalbounded PDA. Now suppose n ≥ 3. By Theorem ??, part 1, every CFL L ⊆ a * 1 · · · a * n is a finite union of sets of the form:
where D, E, F are as defined in Theorem ??, part 1. Now by Lemma ??, D can be accepted by a 1-reversal PDA M 1 . By induction hypothesis, E and F can be accepted by PDA's M 2 and M 3 with at most 2 n−2 − 1 reversals because each of them is n − 1 letter-bounded.
We can build an PDA M for each M (D, E, F ). We assume that all the PDA's accept by empty-stack. M starts simulating M 1 , and while still reading a 1 's, it remembers the current state of M 1 in finite control, then places a $ symbol on the stack and starts simulating M 2 . After M 2 accepts by empty-stack, the $ symbol is reached on the stack. At this point, M starts simulating M 3 . When the $ symbol is reached again, M continues the simulation of M 1 from the state it remembered until the string is accepted. Clearly, the total number of reversals is at most 2 n−2 − 1 + 2 n−2 − 1 + 1 = 2 n−1 − 1.
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We now give a construction that improves the upper bound on the stack reversals.
Theorem 4. Let L ⊆ a * 1 · · · a * n be a CFL given by a PDA. Then we can construct a 2n − 3 reversal-bounded PDA accepting L. Moreover, there are examples for which the construction achieves the bound 2n − 3 for every n ≥ 2.
Proof. From Theorem ??, part 2, L ⊆ a * 1 · · · a * n is a CFL if and only if its Parikh map P (L) is a stratified semilinear set (i.e., finite union of stratified linear sets.) Since r reversal-bounded PDA languages (for any r ≥ 0) are closed under union, it is sufficient to show that a language L whose Parikh map is a stratified linear set is accepted by a 2n − 3 reversal-bounded PDA.
Let Q be a linear set generated by the constant vector c = (c 1 , . . . , c n ) and a set of basic vectors in the set V .
and v has only one non-zero component: the i th component }.
and v has two non-zero components: the i th and j th components }. We construct an PDA M that accepts L = {a i1 1 · · · a in n | (i 1 , . . . , i n ) ∈ Q}. In addition to the bottom of the stack symbol, M has a pushdown symbol T ij for 1 ≤ i < j ≤ n. Given a i1 1 · · · a in n , M processes each a i -segment, for i = 1, . . . , n, as follows:
1. M reads c i a i 's on the input, where c i is the i th component of the constant vector c = (c 1 , . . . , c n ) of Q.
If
then for nondeterministically chosen t v ≥ 0, M does the following t v times: reads d i a i 's without changing the stack. (Thus, for each v ∈ V i , M reads a total of t v d i a i 's.)
3. If there are no vectors in V with nonzero components in position i and in position less than i, this step is skipped. In particular, when i = 1, this step is skipped.
Suppose V j1i , . . . , V jti are nonempty and 1 ≤ j 1 < . . . < j t < i. Then M does the following for k = t, t − 1, . . . , 1 in this order:
. . , 0) (i.e., the nonzero components are in the j th k and i th positions), then M pops the stack such that for each T j k i it pops, it reads an a i . (Thus, for each v ∈ V j k i , M pops a total of t v d j k T j k i 's that have been stored earlier and reads a total of t v d j k a i 's.) 4 . If there are no vectors in V with nonzero components in position i and in position greater than i, this step skipped.
Suppose V ij1 , . . . , V ijt are nonempty and i < j 1 < ... < j t . Then M does the following for k = t, t − 1, . . . , 1 in this order:
, the nonzero components are in positions i th and j th k ), then for nondeterministically chosen t v ≥ 0, M does the following: reads d i a i 's and stack d j k T ij k 's on the pushdown. (Thus, for each v ∈ V ij k , M reads a total of t v d i a i 's and stacks a total of t v d j k T ij k 's on the pushdown.)
After the four steps above, M has completed processing the a i -segment and should be reading the first a i+1 . (If not, M rejects the input and halts.) M then proceeds to process the a i+1 -segment. When all the a i -segments have been processed successfully, M accepts the input and halts.
We will now sketch a proof that M accepts L. The basic idea is the following: let w = a i1 1 a i2 2 ...a in n be a string in L.
where c is the constant vector and v 1 , . . . , v m are the vectors that form the basis. This involves checking that i j = c j + m r=1 p r v jr , where c r is the r-th component of c and v jr is the r-th component of v j . Since V is stratified, there are at most two non-zero components in any vector v j .
M verifies the above equation by guessing the numbers p 1 , ..., p m and keeping the expression m r=1 p r v jr on the stack while reading the first nonzero component of the vectors whose second nonzero component is j, and matching this value with the value i j by popping one symbol for each input symbol a j read. The condition (2) of stratified linear set is guaranteed by the fact that there will be no intervening symbols on the stack when popping. The vectors with only one non-zero component are handled using the finite-control.
Next, let us determine the number of stack reversals M makes on an input string in a * 1 · · · a * n . For each a i -segment, 2 ≤ i ≤ n − 1, M may make a sequence of pops followed by a sequence of pushes. Hence, the number of alternations from popping to pushing and vice-versa for these n − 2 segments is 2n − 5. (Note that if n = 2, the number is 0.) Now the a 1 -segment and the a n segments contribute a pushing sequence sequence and a popping sequence. Thus, in total, there can be 2n − 5 + 2 = 2n − 3 alternations between popping and pushing and vice-versa or, equivalently, M makes 2n − 3 stack reversals.
To see that the 2n − 3 bound on the stack reversal is achievable, consider the
Clearly, the Parikh map of L n cycle is a stratified linear set with constant vector c = (0, . . . , 0) and set of periodic vectors V = {(1, 0, . . . , 0, 1), (1, 1, 0, . . . , 0), (0, 1, 1, 0, . . . , 0), (0, 0, 1, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1, 1, 0), (0, . . . , 0, 1, 1)}. It is easy to verify that the PDA accepting L n cycle using the construction described above will make 2n − 3 reversals. In fact, later we will show that this bound cannot be improved in general since there are n-bounded CFL's that cannot be accepted by a PDA with fewer than (2n − 3) reversals.
. . , w n are nonnull strings. Then L can be accepted by a 2n − 3 reversal-bounded PDA, and this reversal-bound is tight.
Proof. Suppose L is accepted by an PDA M . Let a 1 , . . . , a n be distinct symbols. We can easily construct an PDA M 1 accepting
For the case when n = 2, we have: Proof. When n = 2, the PDA constructed in the proof of Theorem ?? has only one stack symbol T 12 , in addition to the bottom of the stack symbol. Hence the pushdown stack is actually a counter. 2
Malcher and Pighizzini [? ] show that the 2n − 3 reversal-bound in Theorem ?? is tight for a different candidate family L k :
. . , i n ≥ 1} cannot be accepted by any PDA in less than 2n − 3 reversals.
We note that the result in [? ] gave a lower bound of n − 1 turns which, when using our definition of reversal-bound, corresponds to the lower bound of 2n − 3. (Basically, they count only a down-turn as a reversal, while we count both up-turns and down-turns as reversals.)
L n cycle and related languages
The language L n cycle = {a i1+i2
.., i n ≥ 0} has some interesting characteristics, which we explore in this section. A related language has been studied in [? ] . We first introduce some notation. For an odd integer n ≥ 3, let C = (p 1 , . . . , p n ), and
For example, S((3, 6, 7)) = 3 -6 + 7 = 4. Consider the following four collections of languages:
. . a pn n | p 1 + . . . + p n is even, and S(C) = 0 where C = (p 1 , . . . , p n )}, for any even n ≥ 2.
. . , p n ). Note that the the condition p 1 + . . . + p n is even is no longer assumed in L n 3 .
We will show the following in this section:
1. For n = 2 and 4: L n cycle = L n 1 , and it and its complement can be accepted by a 2n − 3 reversal-bounded deterministic counter machine.
2. For any even n ≥ 6, L n cycle = L n 1 . (Thus the equivalence L n cycle = L n 1 holds only for n = 2 and 4.) 3. For any odd n ≥ 3, L n cycle = L n 2 , and it can be accepted by an unambiguous PDA (but not likely by any counter machine, even if it is allowed to be ambiguous and there is no restriction on the reversals).
4. For any odd n ≥ 3, the complement of L n cycle (= complement of L n 2 ) can be accepted by a 2n − 3 reversal-bounded counter machine.
5.
For any odd n ≥ 3, L n 3 can be accepted by an unambiguous 2n − 3 reversal bounded PDA. 6 . For any odd n ≥ 3, the complement of L n 3 can be accepted by a 2n − 3 reversal-bounded counter machine.
First we consider even n and determine the connection between L n cycle and L n 1 .
Lemma 2. For n = 2 and 4, L n cycle = L n 1 .
Proof. For n = 2, the claim is obvious since L n cycle = L 2
cycle . (Note that we use a, b, c, d instead of a 1 , etc. so that it is easier to read.) Then there exist i, j, k, m ≥ 0 such that p = i + j, q = j + k, r = k + m and s = m + i. It is easy to see that p + r = i + j + k + m = q + s, and so w ∈ L 4 1 . Conversely, let w ∈ L 4 1 . Then, w = a p b q c r d s for some p, q, r and s (all nonnegative) such that p + r = q + s. We will show that there exist i, j, k, m ≥ 0 such that p = i + j, q = j + k, r = k + m and s = m + i. There are two cases to consider. For n = 2 and 4, L n cycle (= L n 1 ) is context-free. In fact, it and its complement can be accepted by 2n − 3 reversal-bounded deterministic 1-counter PDA, as shown in the next theorem. Theorem 6. For any even n ≥ 2, L n 1 and L n 1 can be accepted by 2n − 3 reversalbounded deterministic 1-counter PDA.
Proof. We describe a deterministic counter machine accepting L n 1 . To check the condition p 1 − p 2 + p 3 − p 4 + p 5 ... − p n = 0, the machine proceeds as follows. After it has processed the first j blocks, the PDA stores in the counter the value of x = p 1 − p 2 + ... + (−1) j−1 p j if x > 0, or it holds the value of −x. It also remembers in the finite control the sign status -namely whether it is holding the prefix sum x or −x. Now suppose the next block is an odd block. If the current value in stack is x, then it starts pushing while processing the next block all the way. If it holding −x, then it starts popping until the stack becomes 0, then starts pushing with the sign status reversed. It does the exact opposite for the even numbered block. At the end, it accepts if and only if the counter becomes 0. It is clear that this machine is deterministic and makes at most 2n − 3 reversals. It also follows that L n 1 can be accepted by a 2n − 3 reversal-bounded deterministic counter machine. 2
For n = 6 (and larger n), the situation is different as the following shows.
Proposition 1. For any even n ≥ 6, L n cycle = L n 1 .
Proof. Consider the string w = a 18 1 a 2 7 a 3 3 a 4 11 a 5 2 a 6 5 . It is easy to see that w ∈ L 6 1 . We will see that w ∈ L 6 cycle . The reason is simple: For w to be in L 6 cycle , there should exist non-negative integers i 1 , ..., i 6 such that i 1 + i 2 = 18, i 2 + i 3 = 7, ... , i 6 + i 1 = 5. Now since i 2 + i 3 = 7, i 2 ≤ 7 and so i 1 ≥ 11. However, i 6 + i 1 = 5, so i 1 ≤ 5. This is a contradiction. Similar counterexamples can be constructed for larger even values of n.
Now, we consider L n 2 for odd n ≥ 3.
Lemma 3. For any odd n ≥ 3, L n cycle = L n 2 .
8
Proof. We will first show the claim for n = 3. Note that L 3
cycle . Then, there exist integers i, j, k ≥ 0 such that p = i + j, q = j + k and r = k + i. Solving for i, j, k in terms of p, q and r, we get: i = (p+r−q) 2 , j = (p+q−r) 2 , and k = (r+q−p) 2 . Since i, j, k ≥ 0, it follows that p + q ≥ r, q + r ≥ p, r + p ≥ q. Since p + q + r is 2(i + j + k) it is also obvious that p + q + r is even. . From the condition that p + q ≥ r, it follows that j ≥ 0. From the condition that p + q + r is even, it follows that (p+q−r) 2 is an integer and so j is a non-negative integer. Similarly, it follows that i and k are non-negative integers. Hence, w ∈ L 3 cycle . Generalization for arbitrary n is easy: Let w = a p1 1 a p2 2 · · · a pn n ∈ L n cycle . Then there exist i 1 , i 2 , . . . , i n such that p 1 = i 1 + i 2 , p 2 = i 2 + i 3 , . . . , p n−1 = i n−1 + i n , p n = i n + i 1 . As in the 3-bounded case, solving for the i j 's in terms of the p j 's and noting that the i j 's are nonnegative, we can check that the p j 's satisfy the conditions in the definition of L n 2 . For the converse, let w = a p1 1 a p2 2 . . . a pn n ∈ L n 2 . Define C = (p 1 , p 2 , . . . , p n ). Then we choose i 1 = S(C 1 )/2, i 2 = S(C 2 )/2, . . . , i n = S(C n )/2. Then, as in the 3-bounded case, it can be verified that w ∈ L n cycle . 2
From the above lemma and Theorem 4, we have:
Theorem 7. For any odd n ≥ 3, L n 2 (= L n cycle ) can be accepted by a 2n − 3 reversalbounded unambiguous PDA.
Next, we show that the complement of L n cycle can be accepted by a reversalbounded counter machine.
Theorem 8. For odd n ≥ 3, L n 2 (= L n cycle ) can be accepted by a 2n − 3 reversalbounded counter machine, M .
Proof. We construct M to accept the complement of L n 2 . Again, let C = (p 1 , p 2 , . . . , p n ). Let w be an input to M . Clearly, M 's finite-control can check and accept if w is not in a * 1 · · · a * n or if w = a p1 1 · · · a pn n but p 1 + · · · + p n is not even. Now we describe the operation of M when the input has the correct format, but is not in L n 2 . Clearly, w is not in L n 2 if there exists an 1 ≤ i ≤ n such that S(C i ) < 0. So M simply guesses an i, which gives an expression of the p j 's with arithmetic operations minus and plus, but can be rewritten so that p 1 , p 2 , . . . , p n appear in this order. (For example, for n = 5, S(C 3 ) = p 3 − p 4 + p 5 − p 1 + p 2 = −p 1 + p 2 + p 3 − p 4 + p 5 .) Thus, we can associate with each S(C i ) a sign vector. For example for n = 5 the signs vectors associated with:
etc. The sign vectors are built into the finite-control of M . So when M guesses an i, it knows the associated vector, e.g., if it guesses S(C 3 ), the sign vector (−, +, +, −, +) indicates that the expression to evaluate is −p 1 + p 2 + p 3 − p 4 + p 5 . Then M scans the input and evaluates the expression deterministically. In order to compute the expression, the machine has to remember the status as either P or N. P means Increment (Decrement) on seeing a term with positive (negative) sign. For N, it is the opposite. When the counter becomes empty in the middle of a block, switch from P to N (and N to P). The input string is accepted when the value held by the counter is negative when the entire input has been processed.
We note that S(C 1 ) is the only guess that will require 2n − 3 reversals. All the others will require fewer reversals.
Finally, we consider the language L n 3 :
Theorem 9. For any odd n ≥ 3:
1. L n 3 can be accepted by a 2n − 3 reversal-bounded unambiguous PDA. 2. L n 3 can be accepted by a 2n − 3 reversal-bounded counter machine. Further, for n = 3, the counter machine can be made unambiguous. (2), we construct a 2n − 3 reversal-bounded counter machine M to accept L n 3 as follows. Let w be an input to M . The finite-control can check and accept if w is not in a * 1 · · · a * n . If the input has the correct format, M checks that S(C i ) < 0 for some 1 ≤ i ≤ n, as in the proof of Theorem ??.
It can be seen that the counter machine described above is unambiguous for n = 3 as follows: Note that L n
1 a i2 2 a i3 3 | i 3 + i 1 < i 2 } On a given input w, the counter machine guesses that w ∈ L j for j =1, 2 or 3 and checks this fact. Since each of the languages L j is deterministic, the only nondeterminism is the initial guess. However, note that the languages L 1 , L 2 and L 3 are pairwise disjoint so no string w belongs to more than one of the above languages. Thus for each input string w, there is at most one accepting computation.
However, the counter machines described above are ambiguous for larger odd values. We will provide an example to illustrate this for n = 5. Consider the string w = a i1 1 a i2 2 a i3 3 a i4 4 a i5 5 where i 1 = 7, i 2 = 10, i 3 = 7, i 4 = 22 and i 5 = 8. It is easy to see that in this case, S(C 1 ) < 0 and S(C 3 ) < 0. Therefore, the above counter machine is ambiguous. Similar examples can be constructed for larger odd values. 2
A natural question regarding the languages described in this section (namely, L n cycle , L n 1 , L n 2 etc.) is if the upper-bound of 2n−3 on number of reversals presented in our construction above is tight. Recall Theorem ?? in which we presented the candidate language for which Malcher and Pighizzini [? ] presented a technique for showing a lower-bound on the number of reversals. They established a tight-bound (matching the upper and lower-bounds) for L k language that closely resembles L n cycle . Recall that L k is:
in−1+in n−1 a in n | i 1 = 2 k , i 2 , . . . , i n ≥ 1}. Note that this language is remarkably similar to L n cycle . The primary difference is that in the former language (L k ), i 1 takes a constant value 2 k while in the latter language (L n cycle ) , i 1 is arbitrary and that the count of the last block is i n while in the latter, it is the sum i n + i 1 . Another (minor) difference is that in the former language, the variables i 2 , ..., i n are required to be greater than 0 while in the latter case, the variables are allowed to take 0 value. In view of the similarity between the two languages, one may guess that the lower-bound of 2n − 3 carries over to the latter language along with the proof technique.
However, the situation seems to be more subtle in that the proof technique of Malcher and Pighizzini does not extend to L n cycle . In fact, the bound 2n − 3 does not even hold for L n cycle . We will show this at least in the case of even n > 2. The smallest such case is n = 4 for which the upper-bound presented in Theorem ?? is 5. However, this is not tight. In the following, we will show that L 4 cycle can be accepted with three reversals. can be accepted by a PDA with 3 reversals. Proof of Claim: Recall the obvious PDA construction that would require 5 reversals. PUSH n 1 + n 2 symbols while scanning a 1 . Then, while scanning a 2 , nondeterministically POP n 2 symbols, then PUSH n 3 symbols. Then, while scanning a 3 , POP n 3 symbols, then PUSH n 4 symbols. Finally when scanning a 4 , POP n 4 + n 1 symbols and reach the end of the input. This involves exactly 5 reversals.
Construction of a PDA that uses only 3 reversals for this language is as follows:
Recall from Lemma 2 that:
3 a p4 4 | p 1 + p 2 + p 3 + p 4 is even and p 1 + p 3 = p 2 + p 4 }. To show that L 4 1 can be accepted by a PDA with 3 reversals, we will write L 4 1 as a union of three languages A 1 ∪ A 2 ∪ A 3 where: A 1 = {a n 1 a m 2 a m 3 a n 4 | n, m ≥ 0}. A 2 = {a m+k 1 a n 2 a n−m 3 a k 4 | n, m, k ≥ 0 and n ≥ m} A 3 = {a k 1 a n−m 2 a n 3 a m+k 4 | n, m, k ≥ 0 and n ≥ m} Claim 1:
1 . Then, z = a p1 1 a p2 2 a p3 3 a p4 4 for some non-negative integers p 1 , p 2 , p 3 and p 4 such that p 1 + p 2 + p 3 + p 4 is even and p 1 + p 3 = p 2 + p 4 . Case 1. p 1 = p 4 . Then, clearly p 2 = p 3 . In this case, it is clear that z ∈ A 1 . Case 2: p 1 > p 4 . It follows that p 3 > p 2 . It is easy to see z is in A 2 . Case 3: p 1 < p 4 . It follows that p 2 > p 3 . It is clear that z is in A 3 . Thus L 4 1 ⊆ A 1 ∪A 2 ∪A 3 . It is easy to see that A 1 ∪A 2 ∪A 3 ⊆ L 4 1 . This completes the proof of Claim 1.
Claim 2: A 1 ∪ A 2 ∪ A 3 can be accepted by a 3-reversal PDA. Proof of Claim 2: We will show that each A i requires a PDA with at most 3 reversals. A 1 is easily seen to be linear and hence requires at most one reversal. We can design a 3-reversal PDA for A 2 : On input z = a p1 1 a p2 2 a p3 3 a p4 4 , the PDA M guesses integers m, n and k and verifies that p 1 = m + k, p 2 = n etc. as follows: it pushes m + k = p 1 symbols 1 on stack while scanning a 1 , pops m symbols while scanning a 2 . Then pushes a different symbol 2 for each of the remaining a 2 scanned. Now the stack has k 1's followed by n − m 2's (from bottom to top). Now M checks that the number of a 3 's on the input tape is equal to n − m by popping a 2 for each a 3 . Then, while scanning a 4 , it continues to pop a 1 for each a 4 . It accepts if the stack becomes empty just when the entire input has been read. Using a similar argument, it is easy to see that A 3 can be accepted by a 3-reversal PDA. 2
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We next generalize the above claim and show the following:
Theorem 10. For any even n ≥ 2, L n 1 = {a p1 1 a p2 2 ...a pn n | p 1 + ... + p n is even, p 1 − p 2 + p 3 − ... − p n−2 + p n−1 − p n = 0} can be accepted by a 3-reversal PDA.
Proof. We showed above that L 4 1 can be accepted by a PDA with 3 reversals. We will use this as a basis for an induction based proof. Instead of formally showing the induction proof, we will show it for L 6 1 and the idea extends to larger values of n in a very similar way.
Recall that L 6 1 = {a p1 1 a p2 2 ...a p6 6 | p 1 + p 2 + ... + p 6 is even and p 1 + p 3 + p 5 = p 2 + p 4 + p 6 } It can be shown that L 6 1 can be written as a union of three languages A 1 , A 2 and A 3 where:
Note that L 4 1 in the above is defined over the symbols {a 2 , a 3 , a 4 , a 5 }.
The claim follows from the two observations below: (a) L 6 1 = A 1 ∪ A 2 ∪ A 3 and (b) Each A j can be accepted by a 3 reversal PDA. The proof of (a) is almost identical to that of the proof of Claim 1. The proof of (b) is as follows: Let M be a PDA for L 4 1 . (Here an appropriate change has to be made, instead of accepting strings of the form a * 1 ...a * 4 , we will assume M accepts strings of the form a * 2 ...a * 5 . We also assume that when M enters an accepting state, its stack is empty.) We design a 3-reversal PDA M j for A j . Then the claim follows. As usual, we will assume that the input is of the form a * 1 ...a * 6 . M 1 guesses m and pushes m new stack symbols g 1 (new in the sense that g 1 is different from the stack symbols used by M ) while reading m of a 1 's, then it starts simulating M until it reaches an accepting state. It also checks that it is reading g 1 on the stack when M reaches accepting state. Then, for the remaining a 6 's on the input tape, it pops g 1 and accepts the input if and only if the stack is empty exactly when the input end is reached. It is clear that M 1 accepts A 1 . Also note that the number of reversals used by M 1 is the same as M since it only adds an extra push phase at the start and an extra pop at the end.
The PDA M 2 for A 2 is as follows: We make the same assumptions about M as in the previous paragraph. M 2 , just as M 1 starts pushing s 6 copies of the new symbol g 1 , one for each a 1 read. Then, it simulates M just as M 1 does, except for one change. It treats both a 1 and a 2 as a 2 symbol. The rest of the details are as in the above paragraph.
The construction for A 3 is very similar and so we omit the details. This concludes the proof. Next we will show that three reversals are necessary for accepting L n 1 for all n > 2.
Since it can be assumed that a PDA always starts with a PUSH phase and ends with a POP phase, the number of reversals is always an odd number and hence, if we can show that L n 1 is not linear then it follows that L n 1 requires three reversals. We need a lemma from [? ] . (1) for all n, r ≥ 1, a n b n c r d r ∈ L.
(2) if a n b n c r d s ∈ L, then r ≤ s and (3) there exist integers t 1 , t 2 ≥ 1 such that if a n b m c r d s ∈ L for some m < n, then (n − m)t 1 ≤ (r + s)t 2 .
Then, L is not a linear context-free language.
Theorem 11. For every n > 2, a PDA accepting L n 1 requires three reversals.
Proof. As remarked above, it suffices to show that L n 1 is not a linear CFL. We will first show this for n = 4. We define M 4 1 , a language closely related to L 4 1 as follows: M 4 1 = {a n 1 a m 2 a r 3 a s 4 | n, m, r, s ≥ 1, n + r = m + s}. It is easy to see that L 4 1 is a linear CFL if and only if M 4 1 is. It is easy to check that M 4 1 satisfies the conditions of lemma ??. (The first two conditions are obvious. We can choose t 1 = t 2 = 1 so that condition (3) is satisfied.) This shows the claim for n = 4. To show that L n 1 is not linear for larger values n, it suffices to see that L 4 1 can be written as an intersection of L n 1 and a regular set. 2
Finally, we note that an analog of Ogden's lemma for linear languages [? ] can be used to show that L 3 cycle is not linear.
Semilinear Languages
A language L ⊆ w * 1 · · · w * n is called a semilinear language if the set Q = {(i 1 , . . . , i n ) |w i1 1 · · · w in n ∈ L} is a semilinear set. Proof. In [? ] , it was shown that the class of semilinear sets is the least class of sets which contains all of the stratified semilinear sets and is closed under finite intersection. The result then follows from Corollary ??.
Thus a language L ⊆ w * 1 ...w * n is semi-linear if and only if L = ∩ m j=1 L j for some languages L 1 , ..., L m such that each L j can be accepted by 2n − 3 reversal-bounded PDA.
From a generalization of Theorem ??, part 2 and the above corollary, we get:
Theorem 12. The class of languages over w * 1 · · · w * n accepted by PDAs with reversalbounded counters is the closure under intersection of languages accepted by 2n − 3 reversal-bounded PDAs.
A resetting PDA is a special case of a two-way PDA (with input end markers). The machine starts with the input head on the left end marker with stack containing only a distinguished bottom of the stack symbol, which is never modified. The machine then computes like an PDA but when the input head reaches the right end marker, it either enters an accepting state eventually, or resets the input head to the left end marker in some state (which need not be the initial state) with stack again containing only the bottom of the stack symbol. The machine can then make another (one-way)sweep on the input like an PDA.
From Theorem ??, we have: Corollary 4. A language L ⊆ w * 1 · · · w * n is accepted by PDA with reversal-bounded counters if and only if it is accepted by a resetting PDA, where the machine makes no more than 2n − 3 stack reversals between resets.
Proof. Let L ⊆ w * 1 · · · w * n is accepted by PDA with reversal-bounded counters. Then, by ??, L = ∩ m j=1 L j for some languages L 1 , ..., L m such that each L j can be accepted by 2n − 3 reversal-bounded PDA M j . We can design a resetting PDA M that simulates M j during the j-th pass and accepts the input if and only if all M j 's accept the input. Converse is also easy to show. 2
Multitape PDAs with Reversal-Bounded Counters
It is well-known that any unary language accepted by an PDA (i.e., unary CFL) is regular (i.e., accepted by an NFA). In this section, we generalize this result.
A set of strings is 1-bounded if it is a subset of w * for some non-null string w. In the following, we generalize the notion of a language to a collection of n-tuples of strings. More precisely, we define a language L as L ⊆ w * 1 × · · · × w * n . Such an n-tuple language can be recognized by an n-tape automaton M in which each of the strings w j is stored on a read-only input tape with a right end marker. The input (w 1 , w 2 , ..., w n ) ∈ L(M ) if there is a sequence of moves starting from the initial configuration (i.e., the machine is in the initial state, each input head is on the left-end of its input tape with end marker, and if there is a stack, it contains only the bottom of the stack symbol) leading to acceptance (i.e., the state is accepting with all input heads on the end marker).
Theorem 13. Let L ⊆ w * 1 × · · · × w * n be a set of n-tuples accepted by an n-tape PDA with reversal bounded counters, where w 1 , . . . , w n are nonnull strings. (Thus, each input tape is over a 1-bounded set). Then L can be accepted by a n-tape NFA.
Proof. Let a 1 , . . . , a n be distinct symbols. We first construct a 1-tape PDA M 1 with reversal-bounded counters accepting L 1 = {a i1 1 · · · a in n | (w i1 1 , . . . , w in n ) ∈ L}. M 1 has n new 1-reversal bounded counters, C 1 , . . . , C n , in addition to the counters of M . M 1 , when given input a i1 1 · · · a in n , reads the input and stores i 1 , . . . , i n in counters C 1 , . . . , C n . Then M 1 simulates the computation of M by using C 1 , . . . , C n to simulate the movements of the n input heads of M : decrementing C i corresponds to reading w i . After reading an a i , the computation on w i is carried out in the finite-state control.
By Theorem ??, the set Q L1 = {(i 1 , . . . , i n ) | a i1 1 · · · a in n ∈ L(M 1 )} is semilinear. Let Q(c, V ) be one one of the linear sets comprising Q L1 , where c in N n is the constant vector, and V = {v 1 , . . . , v r }, each v i in N n . Then Q = {(c 1 , . . . , c n ) + t 1 (v 11 , . . . , v 1n ) + · · · + t r (v r1 , . . . , v rn ) | t 1 , . . . , t n ∈ N }.
From Q, we construct an n-tape NFA M 2 accepting L(Q) = {(a i1 1 , . . . , a in n ) | (i 1 , . . . , i n ) ∈ Q}. Given (a i1 1 , . . . , a in n ), M 2 reads c i a i 's on tape i. Then for 1 ≤ i ≤ r, M 2 executes the following process t i ≥ 0 times (where t i is nondeterministically chosen): Moves the input head j v ij cells to the right. After the t r v r has been processed, M 2 accepts. Clearly, M 2 accepts L(Q). Since the languages accepted by n-tape NFAs are obviously closed under union, it follows that L 3 = {(a i1 1 , . . . , a in n ) | (w i1 1 , . . . , w in n ) ∈ L)} can be accepted by an n-tape NFA M 3 .
Note that the above theorem does not hold when the tapes are no longer 1bounded. For example, L = {(a i b i , a j ) | i, j ≥ 1} is accepted by a 2-tape PDA, but it cannot be accepted by any 2-tape NFA; otherwise, the projection of L on the first coordinate (which is not regular) could be accepted by a 1-tape NFA.
In the following, we consider a more general n-tuple language L in which each component language is a bounded (rather than a unary) language.
Let B 1 × · · · × B n will denote a set of tuples, where each B i = w * i1 · · · w * iki for some nonnull strings w i1 , . . . , w iki . If L ⊆ B 1 ×· · ·×B n , define Q L = {(i 11 , . . . , i 1k1 , . . . , i n1 , . . . , i nkn ) | (w i11 11 · · · w i 1k 1 1k1 , . . . , w in1 n1 · · · w i nkn nkn ) ∈ L}. An n-tape automaton M is serial if it reads the input tapes in such a way that for 1 ≤ i < n, M reads all the symbols in tape i before it reads tape i + 1.
Theorem 14. Let L ⊆ B 1 × · · · × B n be accepted by an n-tape PDA with reversalbounded counters. Then 1. L = {w i11 11 · · · w i 1k 1 1k1 · · · w in1 n1 . . . w i nkn nkn | (i 11 , . . . , i 1k1 , . . . , i n1 , . . . , i nkn ) ∈ Q L } can be accepted by an (1-tape) PDA with reversal-bounded counters.
2. Q L is a semilinear set.
3. L can be accepted by a DFA with reversal-bounded counters (note that the machine is deterministic and has no stack).
4. L can be accepted by a serial n-tape DFA with reversal-bounded counters.
Proof. For part (1), we construct an PDA M , which when given input w = w i11 11 · · · w i 1k 1 1k1 · · · w in1 n1 · · · w i nkn nkn , reads the input and stores i 11 , . . . , i 1k1 , . . . , i n1 , . . . , i nkn in new counters C 11 , . . . , C 1k1 , . . . , C n1 , . . . , C nkn . Then M simulates the computation of M that accepts L by using these new counters: decrementing C ij corresponds to reading w ij . We omit the details. Part (2) follows from Theorem ??.
Part (3) follows from a result in [? ] , which showed that any language accepted by an PDA with reversal-bounded counters can be accepted by a DFA with reversalbounded counters, i.e., the machine is deterministic and there is no stack. Part (4) follows from part (3), since a DFA on input w i11 11 · · · w i 1k 1 1k1 · · · w in1 n1 · · · w i nkn nkn , can be simulated directly by an n-tape DFA with input (w i11 11 · · · w i 1k 1 1k1 , . . . , w in1 n1 · · · w i nkn nkn ) where each tape has a right end marker. 2
Theorem 15. Let L ⊆ B 1 × · · · × B n be accepted by an n-tape PDA with reversalbounded counters. If Q L is a stratified semilinear set, then L can be accepted by a serial reversal-bounded n-tape PDA (thus, the stack is reversal-bounded and there are no counters).
Proof. Let a 11 , . . . , a 1k1 , . . . , a n1 , . . . , a nkn be distinct symbols, and let L 1 = {a i11 11 · · · a i 1k 1 1k1 · · · a in1 n1 · · · a i nkn nkn | (i 11 , . . . , i 1k1 , . . . , i n1 , . . . , i nkn ) ∈ Q L }. Then L 1 can be accepted by a reversal-bounded (1-tape) PDA M 1 by Theorem ??. Clearly, we can construct from M 1 a serial reversal-bounded n-tape PDA M to accept L = {(a i11 11 · · · a i 1k 1 1k1 , . . . , a in1 n1 · · · a i nkn nkn ) | a i11 11 · · · a i 1k 1 1k1 · · · a in1 n1 · · · a i nkn nkn ∈ L 1 }. From M , we can then construct a serial reversal-bounded n-tape PDA M accepting L.
The above theorem does not hold for multitape machines, as the next proposition shows.
Proposition 3. There is a language L accepted by a 2-turn 2-tape 2DFA such that P (L) is not semilinear.
