This paper is the first part of a trilogy dedicated to the following problem: given spherically symmetric characteristic initial data for the EinsteinMaxwell-scalar field system with a cosmological constant Λ, with the data on the outgoing initial null hypersurface given by a subextremal ReissnerNordström black hole event horizon, study the future extendibility of the corresponding maximal globally hyperbolic development (MGHD) as a "suitably regular" Lorentzian manifold.
1. Introduction
The problem and its context in Mathematical Physics.
In general relativity, the question of determinism reduces to the mathematical problem of global uniqueness for solutions of the Einstein equations. This is a consequence of the central role played by the well posedness results for the Cauchy problem, first established in the seminal work of ChoquetBruhat [18] and Choquet-Bruhat and Geroch [4] .
The global uniqueness issue lies beyond the primary difficulty concerning the diffeomorphism invariance of the equations. It can be conveniently framed by introducing the concept of a maximal globally hyperbolic development (MGHD), informally the largest Lorentzian manifold (M, g) determined, via Einstein's equations, by the initial data.
* Existence and uniqueness (up to diffeomorphism) of a MGHD is then the outcome of the well posedness results mentioned above. Remarkably, the study of exact solutions reveals the possibility of constructing non-isometric extensions of the MGHD. So, we see that uniqueness of the MGHD is, in fact, a local result: a naïve version of global uniqueness, aiming for full generality, simply fails.
The boundary of the MGHD as a proper submanifold of a larger spacetime, when such an embedding is possible, is known as the Cauchy horizon. An important class of examples is provided by the three parameter [(M, 4πe, Λ) = (mass, charge, cosmological constant)] family of solutions to the Einstein-Maxwell equations known as the Reissner-Nordström family. † Within a relevant parameter range, and given appropriate initial data, all solutions of this family contain a Cauchy horizon inside the black hole region. In fact, all observers (causal curves) entering the black hole region will reach the Cauchy horizon in finite proper time and will "safely" cross such horizon. However, their future history beyond that point (which might continue indefinitely) cannot be uniquely determined from the initial data. * For the precise definitions and a modern account of the Cauchy problem in general relativity, see [35] . † Throughout this work we will simply use "Reissner-Nordstöm" to mean any of the anti-de Sitter (Λ < 0), the asymptotically flat (Λ = 0), or the de Sitter (Λ > 0) ReissnerNordström solutions. Some early important insights concerning global uniqueness came from an heuristic argument, complemented with numerical experiments, by Simpson and Penrose [36] , who provided evidence in favor of the instability of the Cauchy horizon of some Reissner-Nordström solutions with Λ = 0. Later, Israel and Poisson [32] identified the blow up of a scalar invariant known as the Hawking mass as the source of the instability, in a process known as mass inflation. In view of these developments, the expectation became that generic perturbations of such solutions should turn the Cauchy horizon into a singularity beyond which the spacetime could not be continued in any meaningful way. This reinstated the belief in global uniqueness as a generic property of reasonable initial value problems for the Einstein equations, an idea substantiated in Penrose's strong cosmic censorship conjecture, ‡ see [31] , [9] , [7] and [15] .
In this series of papers we will study the relation between Cauchy horizon stability and global uniqueness by considering the full non-linear evolution of an appropriate Einstein-matter system to the future of the event horizon (the boundary of the black hole region). Arguably, the simplest formulation of the global uniqueness question within this framework takes the following form: Problem 1.1. Given spherically symmetric characteristic initial data for the Einstein-Maxwell-scalar field system with a cosmological constant Λ, with the data on the outgoing initial null hypersurface given by a (complete) subextremal Reissner-Nordström black hole event horizon with nonvanishing charge 4πe, and the remaining data otherwise free, study the future extendibility of the corresponding MGHD as a "suitably regular" Lorentzian manifold. ‡ For those wondering about the choice of such a "baroque name" [9] and not familiar with its history, it might help to note that it is related to a sibling conjecture, the weak cosmic censorship, which forbids the generic existence of naked singularities.
Let us take a moment to discuss the choices made. We take characteristic initial data due to the null geometry of event horizons. Spherical symmetry is compatible with any choice of sign for the cosmological constant, and at the same time allows us to reduce the Einstein equations to a 1 + 1 evolution problem, which is considerably simpler than its higher dimensional counterpart. The matter model, a self-gravitating real massless scalar field, provides the simplest non-pathological Einstein-matter system with dynamical degrees of freedom in spherical symmetry, and admits the entire Reissner-Nordström family as solutions. Moreover, it exhibits a wavelike behavior reminiscent of the general Einstein vacuum equations. A non-vanishing charge parameter is needed to exclude the Schwarzschild subfamily, whose solutions do not contain a Cauchy horizon to start with.
A symmetric model is, a priori, non-generic. Nonetheless, there exists a relation between the spherically symmetric self-gravitating scalar field model and the problem of vacuum collapse without symmetries, which has been particularly enlightening and fruitful (see [8] ). In fact, recently [28] explored this relation to obtain the first promising steps towards the understanding of the stability of Cauchy horizons without symmetry assumptions. We also note that, in our framework, the charge is topological, hence non-dynamical. We refer the reader to the discussion in [25] , where preliminary results for a more realistic matter model are obtained.
The question of the regularity of the possible extensions is of paramount importance and was not precisely formulated above. Obtaining a precise formulation is, in fact, one of the challenges of the problem. The definition of a "suitably regular" extension should, of course, exclude artificial extensions, like, for instance, taking the disconnected union of the MGHD with another Lorentzian manifold. Having done that, we are still left with several possibilities. Let us start by considering standard regularity requirements. We will concentrate on the regularity of the metric, but the regularity requirements for the matter fields, in our case the scalar field, must also be discussed.
Inextendibility of the metric in C 2 : This is motivated by the fact that the Einstein equations are of second order. Moreover, causality theory (which is extensively used in the proof of the existence and uniqueness of a MGHD) usually assumes the metric to be C 2 (see [10] ). It was this criterion that was used by Ringström in his seminal work on strong cosmic censorship for Gowdy symmetry [34] . Clearly, the existence of C 2 extensions would provide strong evidence against any reasonable form of global uniqueness, unless, for some unlikely and mysterious motive, the spacetime structure would turn out to be uniquely determined beyond the corresponding Cauchy horizons (see the discussion in [9] ). On the other hand, C 2 -inextendibility does not necessarily provide a compelling argument in favor of global uniqueness, since there are relevant solutions of the Einstein equations whose regularity is well below this threshold. For instance, the impulsive wave solutions of Luk and Rodnianski [29] , generalizing the plane gravitational waves of Khan and Penrose [23] and Szekeres [37] , admit a Dirac delta singularity in the curvature along a null hypersurface, which in no way should be considered as a terminal boundary of spacetime. Another remarkable example is provided by Ori's solution [30] , where the effect of the pointwise blow-up of the Kretschmann scalar at the Cauchy horizon, corresponding to infinite tidal forces there, does not necessarily lead to the "destruction" of an observer crossing the horizon; more precisely, a double integral of the Kretschmann scalar remains finite. Other solutions to the Einstein equations with lower regularity than C 2 have been studied in the literature (see for instance [5, 26, 27] and references therein). In fact, we will see in this series of papers that there even exist classical solutions of the Einstein equations which are not necessarily C 2 .
Inextendibility of the metric in C 0 : This was introduced by Christodoulou in his original formulation of the strong cosmic censorship conjecture [7] . Its validity would provide overwhelming evidence in favor of the deterministic nature of general relativity.
It turns out that the two regularity requirements above are insufficient to capture the full richness of the subject. In [13] , Dafermos solved many instances of Problem 1.1 for the Λ = 0 case. His findings were quite remarkable: first, under the hypothesis of Problem 1.1, the MGHD can always be extended in a C 0 manner; second, if the initial data is sufficiently subextremal and if, in addition, we assume an appropriate decay for the free initial data (more precisely, an appropriate decay for the ingoing derivative of the scalar field), then mass inflation occurs. Since the Hawking mass is a geometric invariant involving first derivatives of the metric, its blow up excludes the existence of C 1 extensions.
These results led Christodoulou [8] to drop his earlier C 0 formulation in favor of a stronger regularity requirement: the natural inextendibility criterion, from the PDE point of view, would be to exclude extensions which are solutions of the Einstein equations, as opposed to arbitrary extensions.
Christodoulou-Chruściel inextendibility criterion -inextendibility as a Lorentzian manifold with Christoffel symbols in L 2
loc : This is enough to ensure that no extension satisfying the Einstein equations, even in a weak sense, is possible. The same kind of reasoning had already led Chruściel, in [9] , to consider the (slightly stronger) regularity conditions g ∈ H 1 loc and g −1 ∈ L ∞ loc . One should note that, to our knowledge, no well posedness results exist, or are expected to exist, at this level of regularity. In fact, the regularity of the data in the characteristic initial value problem leading to the LukRodnianski impulsive waves is above this threshold. Note also that the state of the art concerning the Cauchy problem requires square integrable curvature [24] . Therefore, the consequences of a potential failure of the Christodoulou-Chruściel inextendibility criterion might not be as definite as the consequences of its success: such failure may just mean that the appropriate regularity for the extension criterion must be made higher.
From the techniques in [15] , one can easily conclude that, under the conditions leading to mass inflation identified in [13] , the Christodoulou-Chruściel inextendibility criterion holds.
We now motivate the introduction of a cosmological constant Λ in Problem 1.1. It is well known that it plays a fundamental role in modern physics: in cosmology, for instance, a positive Λ provides the simplest mechanism to model dark energy, while in high energy physics a great deal of attention has been devoted to solutions of the Einstein equations with Λ < 0. From a purely mathematical point of view, the introduction of this zeroth order term in the Einstein equations leads to a whole new range of rich geometrical structures and dynamical behaviors.
Nonetheless, the relevance of considering a cosmological constant in Problem 1.1 is not obvious a priori. This problem concerns what happens in the interior of a black hole region, whereas the effects of the cosmological constant are known to be specially relevant at large scales, in the exterior regions. It turns out that the question is far more interesting than originally anticipated. In fact, there was a considerable amount of activity during the 90s concerning the strong cosmic censorship conjecture with a positive cosmological constant [2, 3] . Based on heuristic arguments and perturbative analyses, the initial expectation became that, close to extremality, mass inflation should fail, i.e. the Hawking mass should remain bounded, and that C 2 extensions of the spacetime beyond the corresponding Cauchy horizon should exist. In conclusion, the strong cosmic censorship conjecture was believed to fail for Λ > 0. Later, a perturbative analysis based on a more sophisticated model showed that the previous results neglected the effects of backscattering; these, when properly taken into account, would lead to the blow up of curvature scalars. The question of mass inflation was not addressed in the context of this new model. The main thesis was clear from the title under which these results were presented: "Cosmic censorship: As strong as ever" [1] (at least in its C 2 inextendibility formulation).
This remained the dominant point of view until, recently, Dafermos suggested that the expected curvature blow up might not be related to the blow up of the mass, which, close to extremality, should remain bounded. The consequences of such no mass inflation scenario should be considerable and led Dafermos to conjecture [15, Conjecture 4] that the ChristodoulouChruściel inextendibility criterion would fail for positive Λ. We will show that this is in fact the case in the context of Problem 1.1 (see Part 3).
The question of strong cosmic censorship for Λ < 0 has received less attention in the literature, but it is expected that the mass inflation scenario should hold. This paper is the first part of a trilogy devoted to the study of Problem 1.1. We study the relation between the spherically symmetric Einstein-Maxwellscalar field equations with a cosmological constant and the first order PDE system (18)− (27) , for the quantities (6)−(12). We establish its well posedness under the minimal regularity conditions leading to classical solutions. We also identify the appropriate notion of maximal solution, from which the construction of the corresponding MGHD immediately follows, and determine breakdown criteria. In broad terms, these results are widely expected, although we are unaware of a published proof. They are also the unavoidable starting point of the analysis; our main results will depend on a detailed understanding of these fundamentals, and seemingly minor improvements here will be of paramount importance later on.
In the second paper, we generalize the results of Dafermos concerning the stability of the radius function at the Cauchy horizon with the inclusion of a cosmological constant (of any sign). More precisely, we show that the radius function is bounded away from zero. This has the remarkable consequence of allowing the construction of continuous extensions of the metric. The introduction of the cosmological constant requires a considerable deviation from the original strategy developed by Dafermos, the main difficulties stemming from the Λ > 0 case. We develop a unified framework that avoids dividing the solution spacetime into red-shift and blue-shift regions, but instead focuses on the level sets of the radius function, without having to distinguish between the different signs for the cosmological constant.
In the third paper of the series, we analyze the mass inflation scenarios. We start by revisiting Dafermos' strategy to establish mass inflation, which naturally generalizes to the case of a non-vanishing cosmological constant. Then we show that under appropriate circumstances (in particular close to extremality), the mass remains bounded. As a consequence, the Christodoulou-Chruściel inextendibility criterion fails, i.e. we can construct extensions of spacetime, across the Cauchy horizon, with continuous metric, square integrable connection coefficients, and scalar field in H 1 loc . Finally we prove that, under slightly stronger conditions, we can bound the gradient of the scalar field. This allows us to construct (non-isometric) C 1 extensions of the metric, which correspond to classical solutions of the Einstein-Maxwellscalar field equations. To the best of our knowledge, these are the first results where the generic existence of extensions as solutions is established. 
The main results. We summarize the main results of this trilogy in
and scalar field φ, defined on a past set
Reissner-Nordström initial data on the event horizon {u = 0} and free data on the incoming null direction {v = 0}:
Moreover:
(1) Stability of the radius function at the Cauchy horizon. There exists
and r 0 > 0 for which 
then the renormalized Hawking mass ̟ (see (8) ) satisfies
In particular, no C 1 extensions across the Cauchy horizon exist.
then there exists C > 0 such that In case (4), and when ∂ u φ( · , 0) is just C 0 , the metric does not have to be C 2 (see Part 3).
Consequently, the Christodoulou-Chruściel inextendibility criterion fails, i.e. (M, g, φ) extends across the Cauchy horizon to (M,ĝ,φ), withĝ and
In fact, we can say more about the behavior of the solution at the Cauchy horizon. For example, suppose cu s ≤ ∂ u φ(u, 0) ≤ Cu s . Then, the behavior of the solution depends on the value of s as described in the following figure. We refer to Part 3 for more details. Strictly speaking, our results do not apply directly to the strong cosmic censorship conjecture since the data considered on the event horizon does not arise from the gravitational collapse of generic spacelike initial data. This data is taken from a stationary black hole, and the dynamical features of our solutions come from the ingoing free data φ( · , 0).
To strengthen the connection with the strong cosmic censorship conjecture in the asymptotically flat case Λ = 0, Dafermos [14] extended his original analysis of [13] by considering data along the event horizon with the widely expected scalar field behavior prescribed by Price's law (see [33] ): a polynomial decay, in the coordinate system of Theorem 1.2, for ∂ v φ along the event horizon. Assuming such decay as an upper bound, he showed that the radius function remains positive at the Cauchy horizon. Moreover, he showed that if the field satisfies an appropriate lower bound, consistent with Price's law, then mass inflation occurs throughout the entire subextremal range 1 < ρ < ∞, and the Christodoulou-Chruściel inextendibility criterion holds [15] . The relation with the strong cosmic censorship conjecture was later reinforced in [16] , where Dafermos and Rodnianski proved that the polynomial upper bound for the field indeed holds for large classes of asymptotically flat data. However, the generic validity of the lower bound, under which mass inflation was established in [14] , remains an open problem.
For Λ > 0, it is widely expected (see [17, 19] and references therein) that the corresponding Price law should guarantee exponential decay of the scalar field along the event horizon, that is, an exponential approach to the data considered here. If we take into account the fact that near extremality ρ is approximately equal to 1, and so the requirements in (3) and (4) of Theorem 1.2 are satisfied with very mild restriction on the behavior of the free data, then it seems plausible that the no mass inflation scenario, and the existence of regular extensions, should remain valid when ρ is close to 1, and appropriately decaying initial data is considered. We will address this question in a forthcoming paper.
As mentioned above, for Λ = 0 the expected polynomial decay to stationarity is enough to exclude the no mass inflation scenario and its surprising consequences. When Λ < 0, the decay of the field along the event horizon is expected to be slower than polynomial § (see [21] and [22] ); moreover, the process of gravitational collapse is far less understood. Thus, one may argue that, although valid for all signs of cosmological constant, points (3) and (4) of Theorem 1.2 only provide evidence for the failure of the strong cosmic censorship conjecture in the case where Λ is positive. Nonetheless, the techniques used in our work and the results we obtain suggest that any difference concerning the stability of the Cauchy horizon when the cosmological constant Λ changes sign should be due to the behavior of the field under the Price law along the event horizon. useful discussions concerning the strong cosmic censorship conjecture.
An overview of Part 1
The structure of the present paper is as follows. We consider a double characteristic initial value problem for the spherically symmetric EinsteinMaxwell-scalar field equations with a cosmological constant Λ. This consists of a system of four second order Einstein equations: a wave equation (1) for the physical radial coordinate r, a wave equation (2) for the field φ, the Raychaudhuri equation (3) in the incoming null direction u, and the Raychaudhuri equation (4) in the outgoing null direction v; and also a wave equation (5) for the metric coefficient Ω (which is actually implied by the other four equations).
We start by showing that the Einstein equations imply the first order system of PDE (18)− (27) . More precisely, this system consists of ten equations for the seven unknowns r, ν, λ, ̟, θ, ζ and κ (with ν = ∂ u r, λ = ∂ v r, θ = r∂ v φ and ζ = r∂ u φ): two equations for the first partial derivatives of r, two equations which correspond to the wave equation for r, two equations for the first partial derivatives of the renormalized mass ̟, two equations which correspond to the wave equation for φ, an equation for a derivative § Interestingly, the first spherical harmonic mode of the field decays exponentially along the event horizon; thus, strictly speaking, the decay is exponential in spherical symmetry.
of κ, and an algebraic restriction equation
r 2 − Λ 3 r 2 ) (which can be thought of as the definition of κ). The introduction of κ allows us to avoid unpleasant denominators which a priori could vanish. Since there are more equations than unknowns, we solve seven of these equations and treat the remaining three as restrictions, which we later check to be preserved by the flow.
Our first task is to prove existence of solutions for the first order system (Theorem 4.2). The reason why we work with this system and not with the Einstein equations is that we need to prove existence of solutions defined in rectangles [0, U ] × [0, V ] for any given V (and suitably small U ), or any given U (and suitably small V ); it is not enough to prove such a result for both U and V small. By working with the first order system we are in fact keeping track of more functions and their derivatives, providing a finer control of r, Ω and φ. The proof follows a standard Banach Fixed Point Theorem argument. The construction of the contracting operator and the corresponding complete metric space is somewhat subtle, and uses the specific form of our system.
After proving an appropriate uniqueness result, we show that any solution can be extended uniquely to a maximal past set P (Theorem 4.4). We then proceed to establish a breakdown criterion for the solution: along all sequences in P converging to the boundary of P, the radial coordinate r goes to zero and the renormalized mass ̟ goes to +∞ (Theorem 5.4).
We finish Part 1 by showing that, under a stronger regularity condition on the initial data, a solution of the first order system corresponds, in fact, to a solution of the Einstein equations (Proposition 6.3). Furthermore, additional regularity for the initial data implies additional regularity for the solutions (Proposition 6.2 and Remark 6.6).
Derivation of a first order system from the Einstein equations
We consider the Einstein-Maxwell-real massless scalar field equations in the presence of a cosmological constant Λ (in units for which c = 4πG = ε 0 = 1):
These form a system of partial differential equations for the components of the spacetime metric g, the Faraday electromagnetic 2-form F and the real massless scalar field φ; here R µν are the components of the Ricci tensor, R is the scalar curvature, * is the Hodge star operator and ✷ is the d'Alembertian (all depending on g).
In the spherically symmetric case, we can write the metric in double null coordinates (u, v) as
where σ S 2 is the round metric on the 2-sphere S 2 . In this case, the Maxwell equations decouple from the system, since they can be immediately solved to yield
Here e is a real constant, corresponding to a total electric charge 4πe, and we have assumed zero magnetic charge without loss of generality.
The remaining equations can then be written as follows (this is a straightforward modification of the equations in [15] and [20] , see also [6] ): a wave equation for r,
a wave equation for φ,
the Raychaudhuri equation in the u direction,
the Raychaudhuri equation in the v direction,
and a wave equation for ln Ω,
To write the Einstein equations as a first order system of PDE we define the following quantities:
and
Notice that we may rewrite (8) as
It is easy to see that 1 − µ = g(∇r, ∇r). Therefore ̟, like r, is a geometric quantity: it is called the renormalized Hawking mass. 
Proof. The wave equation (1) written in terms of λ in (7) is
and written in terms of ν in (6) is
where we have used (13) . The wave equation (2) written in terms of θ in (10) is
For the last equality we have used (7) and (11) . The wave equation (2) written in terms of ζ in (11) is
For the last equality we have used (6) and (10). Using (6), (11) and (13), we may rewrite the Raychaudhuri equation (3) as
and using (7), (10) and (13), we may rewrite the Raychaudhuri equation (4) as
Expanding the left-hand sides of (16) and (17), taking into account the definition of µ in (9) , and the values of the derivatives (6) and (14), we obtain
and taking into account the values of the derivatives (7) and (15), we obtain
Finally, from (12) and (16), it follows that
Existence of solution of the first order system
As mentioned in the introduction, we use the differential equations in Proposition 3.1 to set up the following closed first order system for the seven unknowns r, ν, λ, ̟, θ, ζ and κ:
subject to the algebraic constraint
Notice that this system is overdetermined, as there are two equations for r and two equations for ̟, besides (27) . We choose to regard equations (18), (23) and (27) as constraints on the initial data; we will then show that they are preserved by the evolution. Therefore, we solve equations (19)−(22) and (24)−(26) only, with initial data satisfying appropriate restrictions. This will suffice to retrieve a solution of the full system (18)−(27), which, under suitable regularity assumptions, yields a solution of the Einstein equations (1)−(5) (see Section 6).
We take the domain of the solution to be a subset of [0, U ]× [0, +∞[, with initial conditions prescribed as follows:
for v ∈ [0, +∞[. We assume the regularity conditions:
(h1) the functions ν 0 , ζ 0 , λ 0 , θ 0 and κ 0 are continuous, and the functions r 0 and ̟ 0 are continuously differentiable.
We assume the sign conditions:
Note that the condition onr 0 is actually a restriction on λ 0 . We assume the three compatibility conditions:
so that the initial data satisfy (18) , (23) and (27) . One way to guarantee that (h2)−(h3) are satisfied is the following. First, choose r 0 (0) > 0 and ν 0 < 0, and use (28) to compute r 0 . Next choose ̟ 0 (0), θ 0 and κ 0 > 0, and use (29) to compute ̟ 0 . Finally, solve (30) as an ordinary differential equation forr 0 , and then obtain λ 0 as its derivative. In the end, one needs to check that the choices made lead to r 0 > 0 andr 0 > 0.
In the case where we take the data on the event horizon of the ReissnerNordström solution with mass M as the initial data on the v axis, we may choose
Here ζ 0 (0) should be zero. It is easily seen that (h2)−(h3) are satisfied in this situation if U < r + . The choices of λ 0 and ν 0 correspond to fixing the coordinate system. If λ 0 = 0, the functions ν 0 and λ 0 determine the coordinates u and v, respectively, as functions of r, along the initial null rays. If λ 0 = 0, it is the choice of κ 0 that fixes the coordinate v. Notice that the latter situation occurs for the Reissner-Nordström initial data, which we will address in Parts 2 and 3. In fact, the additional unknown κ was introduced precisely to overcome the difficulties with the case λ 0 = 0, as λ 1−µ would otherwise be indeterminate at the event horizon.
is a subset of P for all (u, v) ∈ P.
Definition 4.1 (Solution of the characteristic initial value problem). A solution of the characteristic initial value problem is a set of continuous functions r, λ, ν, ̟, θ, ζ and κ defined on a past set P containing (0, 0), with r, ν and κ nonzero, such that (18)−(27) are satisfied, with all the partial derivatives occurring in (18)−(26) continuous. Furthermore the initial conditions (I u ) and (I v ) are satisfied on the intersection of the past set with
Let us make an observation concerning the gluing of solutions defined on rectangles, which will be used throughout this work. Suppose that we have a solution of (18)−(27) in a closed rectangle R 1 and another solution in a closed rectangle R 2 , with R 1 and R 2 disjoint except for a common edge. Suppose also that all functions coincide on R 1 ∩ R 2 . Then the obvious extension determines a solution of (18)−(27) on R 1 ∪ R 2 , since the extended functions are clearly continuous and the equations imply the continuity of the relevant partial derivatives across the common edge. Proof. We define, by induction, the sequence of functions
in this order. Note that the integrals in u involve functions computed in the previous iteration n, whereas the integrals in v use functions already computed in the current iteration n + 1. We start with
We use the last three equations in the iteration scheme to compute r 1 (u, v), ν 1 (u, v) and ζ 1 (u, v) (in this order). Let V be arbitrary but fixed in ]0, +∞[. Let 0 <Ũ ≤ U . Consider the (metric) space S of functions (r, ν, λ, ̟, θ, ζ, κ) defined as
equipped with the product of L ∞ norms. Here
and the other balls are defined similarly. We wish to chooseŨ , the radii of the six balls in the definition of S, r and r so that the sequence constructed by the iteration scheme lies in S. Assume that
where the values of R ̟ , R θ and R κ are fixed freely and R λ is specified below. The functionr 0 (v) has a positive minimum in [0, V ] equal tor min , and a positive maximum equal tor max . We have
Since r 0 is continuous, we can chooseŨ and R λ sufficiently small so that r n (u, v) ≥r
We choose r = −r 0 (0)+r min −R λ V and we choose r = −r 0 (0)+r max +R λ V . This guarantees that r n lies in I [r,r] (r 0 ). We now choose R ν sufficiently large (depending on V , R ̟ , R κ and the upper and lower bounds on r) so that the iteration scheme produces functions ν n that lie in B Rν (ν 0 ). Moreover, the function ν n is bounded away from zero by a constant not depending on n. At this point we may choose R ζ sufficiently large so that the iteration scheme produces functions ζ n that lie in B R ζ (ζ 0 ). We further reduceŨ , if necessary, so that the iteration scheme produces functions λ n+1 , ̟ n+1 , θ n+1 and κ n+1 that lie in
and B Rκ (κ 0 ), respectively. This shows that the operator T that sends (r, ν, λ, ̟, θ, ζ, κ) n to (r, ν, λ, ̟, θ, ζ, κ) n+1 is an operator from S to S. Since the integrals in u involve functions computed in the iteration n, by using the mean value theorem, it is clear that the norms of
are bounded by CŨd n , for some positive constant C, with
We now estimate the difference of consecutive iterates of r, ν and ζ, in this order. We have
Then, there exists another positive constant C such that
Finally, for some other constant C, we have
In conclusion, d n+1 ≤ CŨd n . By further reducingŨ if necessary, T is a contraction. By the Banach fixed point theorem, T has a unique fixed point in S.
We will check below that this fixed point of T is the solution to our first order system in a rectangle whose projection on the v axis is fixed, the interval [0, V ], and whose projection on the u axis is small, [0,Ũ ]. A similar argument allows us to construct a solution in a rectangle whose projection on the u axis is fixed, the interval [0, U ], and whose projection on the v axis is small, [0,Ṽ ]. The argument runs as follows. Define, by induction, the sequence of functions
in this order. Notice that it is the integrals in v that now involve functions computed in the iteration n, while the integrals in u use the functions in the current iteration n + 1. Start with r 1 (u, v) = r 0 (u), ν 1 (u, v) = ν 0 (u) and ζ 1 (u, v) = ζ 0 (u). Use the last four equations in the iteration scheme to compute We wish to chooseṼ , the radii of the six balls in the definition of S, r and r so that the sequence constructed by the iteration scheme lies in S. Assume that
where the values of R ν and R ζ are fixed freely and r and r are specified below.
Let r min be the minimum of r 0 (u) on [0, U ] (that is r 0 (U )). Fix −r min < r < 0 < r, so that functions r in I [r,r] (r 0 ) are bounded below by a strictly positive constant. Now choose R ̟ and R κ sufficiently large so that the iteration scheme produces functions ̟ n and κ n that lie in B R̟ (̟ 0 ) and B Rκ (κ 0 ). At this point choose R λ sufficiently large so that the iteration scheme produces functions λ n that lie in B R λ (λ 0 ). Having done so, choose R θ sufficiently large so that the iteration scheme produces functions θ n that lie in B R θ (θ 0 ). ChooseṼ sufficiently small so that the iteration scheme produces functions r n+1 , ν n+1 and ζ n+1 that lie in I [r,r] 
As a consequence, (19)− (22) and (24)− (26) hold in the sense of Definition 4.1.
We now show that ∂ u r = ν, which we imposed at v = 0 in (28), propagates to all values of v. Clearly, from (39) and (43), ∂ u ∂ v r = ∂ u λ is continuous. Equation (43) implies that ∂ u r is continuous, and so r is C 1 . Therefore the derivative ∂ v ∂ u r exists and ∂ v ∂ u r = ∂ u ∂ v r. So, by (20) and (21),
This establishes (18) in the whole rectangle.
Next we check that (27) , which we imposed at u = 0 in (30), propagates to all values of u. Define µ using (9) . Equation (27) is established in the whole domain by checking that
which follows from (18), (20), (22) and (26).
Finally we show that (23), which we imposed at u = 0 in (29) , propagates to all values of u. From (42), ∂ v ̟ is continuous as ν and ζ have continuous derivative with respect to v from (38) and (41). Using (22) , this in turn
From (29), we conclude that (23) holds for all u.
Notice that we have only established uniqueness of the solution in S. The uniqueness assertion in the statement of the theorem is a special case of Proposition 4.3 below. 
Proof.
Consider the union P of the domains of all solutions of the characteristic initial value problem. The set P is a past set because it is a union of past sets and contains a neighborhood of [0, U ] × {0} ∪ {0} × [0, ∞[ because of Theorem 4.2. Given (u, v) ∈ P we define the solution on (u, v) to be the solution on any past set containing (u, v). Due to Proposition 4.3 the solution is well defined.
The following version of Theorem 4.4 will be needed in Part 3. 
Proof. We just have to check that all the above holds if one substitutes the hypothesis ν 0 (u) < 0 by the hypothesis ν 0 (u) > 0, and then replace u by U − u.
In Part 3, we will also need 
Then there exists a constant C > 0, depending on
Combining the above inequalities, we get
Using Gronwall's inequality, we obtain (44). The constant C in (44) depends a priori on D and
However, the proof of • κ is positive;
• ν is negative;
• r is decreasing with u;
• ̟ is nondecreasing with v;
Proof. Using Definition 4.1 and the sign of the initial data, the function κ is positive and the function ν is negative. From (18) , the function r is decreasing with u. Then (23) shows ̟ is nondecreasing with v.
If λ(u, v) is negative, then since κ is positive, equality (27) shows that (1 − µ) (u, v) is negative (recall the definition of µ in (9)). On the other hand, using equations (19), (21), (23) and (27), we get
The assertion regarding nonpositive λ is proved in the same way.
Remark 4.8. Notice that (26) and (45) recover the Raychaudhuri equations (16) and (17) from the solution of the first order system.
Criterion for breakdown
We now proceed to establish a breakdown criterion for the solution, beginning with the following crucial lemma. 
Therefore, if r goes to zero then ̟ goes to infinity.
To prove the converse, we will show that if there exist constants c r and
in the rectangle [0, U [×[0, V [, then ̟ is bounded in that rectangle. So ̟ cannot go to infinity without r going to zero (recall that we are assuming that r is bounded).
We start by showing that A ̟ can be chosen large enough so that
is bounded in absolute value by a constant
It is obvious that we can choose A ̟ satisfying (i). By increasing A ̟ , if necessary, we can guarantee (ii) because
Finally, (9) and (47) show that if A ̟ is sufficiently large and
We
By the monotonicity of ̟ established in Lemma 4.7, we have
From (38) and (50), we have
On R + , we have 1−µ < 0 and so we can use (27) and (38) and the definition of f in (ii) to write
Using (ii), (iii) and (47) we see that
This, together with (51), leads to
The inequalities (51) and (52) show that ν is bounded and bounded away from zero in [0, U [×[0, V [. We now wish to prove that λ is bounded. Similarly to the definition ofv in (48), we defineû :
From this it follows that
Together (49) and (53) imply R + is a future set and R − is a past set, and so we may rewrite (50) and the fact that ν is bounded, the function λ is bounded on R − . On R + we have 1 − µ < 0 and so we are allowed to substitute (27) in (20) . This leads to
Since ν is bounded, f is bounded on R + , and λ is bounded on R − , we conclude that λ is bounded on R + . Now we combine (40) and (41) to bound the pair (θ, ζ). We obtain
where Θ 0 = max v∈[0,V ] |θ 0 (v)| and C is a positive constant independent of ε. Using Gronwall's inequality,
This shows that sup
Since ν is bounded away from zero, (37) shows κ is also bounded away from zero. Integrating (23), we conclude that ̟ is bounded. 
For this metric ̟ = r 4 tends to +∞ as r → +∞. The proof of the previous lemma also yields 
Suppose, then, that the statement is not true. Then, after possibly extracting a subsequence, there exists a sequence (u n , v n ) in P converging to (U ′ , V ′ ) such that r(u n , v n ) is bounded below by a strictly positive constant. Without loss of generality, we may assume v n ≤ V ′ + 1. We now show
then, by the mean value theorem, λ(u n , v ′′ ) < 0 for some 0 < v ′′ < v ′ . By Lemma 4.7, this would imply λ(u n , v) < 0 for v > v ′′ and hence r(u n , v ′ ) > r(u n , v n ), contradicting (54). As
we thus have uniform bounds (in n) for r from below. Also, r is uniformly bounded above by max Alternatively, the previous result can be viewed as an extendibility condition in the following way. 
Derivation of the Einstein equations from the first order system
We assume now the additional regularity condition (h4) ν 0 , κ 0 and λ 0 are continuously differentiable.
Note that since λ 0 is continuous,r 0 is continuously differentiable. By (30) , if κ 0 is continuously differentiable, then λ 0 is continuously differentiable. Conversely, if λ 0 is continuously differentiable and the term inside the brackets in (30) is different from zero, then κ 0 is continuously differentiable. The type of arguments used in the proof of the previous lemma allow us to establish Proposition 6.2 (Regularity of the solution of the first order system).
(i) If the initial data satisfy (h1) to (h4), that is, r 0 ∈ C 2 , ν 0 , λ 0 , ̟ 0 and κ 0 ∈ C 1 , and θ 0 and ζ 0 ∈ C 0 , then r ∈ C 2 , ν, λ, ̟ and κ ∈ C 1 , and θ and ζ ∈ C 0 . (ii) If r 0 ∈ C 3 , ν 0 , λ 0 , ̟ 0 and κ 0 ∈ C 2 , and θ 0 and ζ 0 ∈ C 1 , then r ∈ C 3 , ν, λ, ̟ and κ ∈ C 2 , and θ and ζ ∈ C 1 .
Proof.
(i) Taking into account the proof of Lemma 6.1, we just have to notice that ∂ u ̟, ∂ v ̟ and ∂ u κ are continuous according to (22) , (23) and (26) . (ii) We just provide a sketch of the proof. We start by checking that ∂ v κ is C 1 . The expression for ∂ v κ involves κ 0 , κ ′ 0 , r, ν, ζ, ∂ v ν (which in turn involves r, ν, ̟ and κ), λ and ∂ v ζ (which in turn involves r, ν and θ). These functions have continuous derivatives with respect to u and v. Indeed, κ 0 is C 2 , ∂ u ν is obtained from (38) using the fact that ν 0 is C 1 , ∂ u ζ is obtained from (41) using the fact that ζ 0 is C 1 , ∂ v λ is obtained from (39) using the fact that λ 0 is C 1 , and ∂ v θ is obtained from (40) using the fact that θ 0 is C 1 . The expression for ∂ u κ involves r, ν, ζ and κ. These functions have continuous derivatives with respect to u and v. This shows that κ is C 2 .
Using the fact that κ is C 2 , one shows in a similar way that ∂ u ν, ∂ v ν, ∂ u λ and ∂ v λ are C 1 . This guarantees that r is C 3 . The remaining assertions follow easily.
Using (24) and (25) , one immediately checks that
Since P is simply connected, there exists a scalar field φ such that
In terms of the variables of our first order system, the metric coefficient Ω 2 is given by
This is equation (13) . Recall that this equation is equivalent to (8) .
Proposition 6.3. The functions r, φ and Ω satisfy the Einstein equations (1), (2), (3) and (4).
Proof. Writing (24) in terms of φ, using (19) , we obtain
On the other hand, using (55), we get
Combining these two expressions for ∂ u θ, we arrive at the wave equation for φ:
In terms of r and Ω, both equation (20) and (21) Using (26), (45), (55) and (56), we get
(1 − µ) = −r (∂ u φ) 2 Ω 2 and
Proposition 6.4. The first order system (18)−(27) implies the wave equation (5) for ln Ω.
Proof. We start by differentiating both sides of (13) with respect to u. Using (26) and then (13) ,
