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Abstract
V.I. Arnold [Russian Math. Surveys 26 (2) (1971) 29–43] constructed a
miniversal deformation of a square complex matrix under similarity; that is,
a simple normal form to which not only a given square matrix A but all matri-
ces B close to it can be reduced by similarity transformations that smoothly
depend on the entries of B. We give miniversal deformations of matrices of
sesquilinear forms; that is, of square complex matrices under *congruence,
and construct an analytic reducing transformation to a miniversal deforma-
tion. Analogous results for matrices under congruence were obtained by the
authors in [Linear Algebra Appl. 436 (2012) 2670–2700].
Keywords: Sesquilinear forms, *Congruence transformations, Miniversal
deformations
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1. Introduction
The reduction of a matrix to its Jordan form is an unstable operation:
both the Jordan form and the reduction transformation depend discontin-
uously on the entries of the original matrix. Therefore, if the entries of a
matrix are known only approximately, then it is unwise to reduce it to Jor-
dan form. Furthermore, when investigating a family of matrices smoothly
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depending on parameters, then although each individual matrix can be re-
duced to a Jordan form, it is unwise to do so since in such an operation the
smoothness relative to the parameters is lost.
For these reasons, Arnold [1, Theorem 4.4] (see also [2, 3]) constructed
miniversal deformations of complex matrices under similarity; that is, a sim-
ple normal form to which not only a given square matrix A but all matrices
B close to it can be reduced by similarity transformations that smoothly
depend on the entries of B. Miniversal deformations were also constructed
• for real matrices with respect to similarity by Galin [16] (see also [2, 3])
and simplified by Garcia-Planas and Sergeichuk [19];
• for complex matrix pencils by Edelman, Elmroth, and K˚agstro¨m [14];
for complex and real matrix pencils and contragredient matrix pencils
(i.e., pairs of linear maps U ⇄ V ) by Garcia-Planas, Klimenko, and
Sergeichuk [19, 26];
• for matrices up to congruence by the authors [11]; for pairs of skew-
symmetric or symmetric matrices up to congruence by Dmytryshyn
[9, 10];
• for matrices up to unitary similarity by Benedetti and Cragnolini [5]; for
matrices of selfadjoint operators on a complex or real vector space with
scalar product given by a skew-symmetric, or symmetric, or Hermitian
nonsingular form in [8, 17, 31, 32]. Deformations of Hermitian matrices
were studied by von Neumann and Wigner [41].
All matrices that we consider are complex matrices.
The main results of this paper are the following:
• we construct a miniversal deformation of a square complex matrix A
with respect to *congruence transformations S∗AS (S is nonsingular);
i.e., we give a simple normal form Bmindef to which all matrices B close
to A can be reduced by a *congruence transformation that is an analytic
function of the entries of both B and its complex conjugate B¯;
• we construct this analytic *congruence transformation.
Applications of Arnold’s miniversal deformations of matrices under sim-
ilarity are based, in particular, on the fact that a matrix and its Arnold
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normal form have the same eigenvalues [27, 28]. In a similar way, possible
applications of the normal form Bmindef can be based on the fact that B and
Bmindef have the same invariants with respect to *congruence, while Bmindef
has a very simple structure. A preliminary version of this article was used in
[15] for constructing the Hasse diagram of the closure ordering on the set of
*congruence classes of 2 × 2 matrices.
Without loss of generality, we assume that A is a canonical matrix for
*congruence; we use the *congruence canonical matrices given by Horn and
Sergeichuk [21].
For the reader convenience, we first give the normal form Bmindef in terms
of analytic matrix functions in Theorem 2.2 of Section 2. It is formulated in
terms of miniversal deformations in Section 3. The parameters of miniversal
deformation of a square matrix A are independent and real; their number is
equal to the codimension over R of the *congruence class of A; this codimen-
sion was calculated by De Tera´n and Dopico [7] (as the codimension of the
*congruence orbit of A). The codimension of the congruence class of a square
matrix was calculated by De Tera´n and Dopico [6] and, independently, by
the authors [11]. The codimensions of the congruence classes of a pair of
skew-symmetric matrices and a pair of symmetric matrices were calculated
by Dmytryshyn, K˚agstro¨m, and Sergeichuk [12, 13].
We prove Theorem 2.2 in Section 5 (note that the proofs in Sections 5.1.3,
5.2.3, and 5.3.2 are very close to the proofs in [11, Sections 5.3, 6.3, 7.2]).
The proof is based on Theorem 4.1, which gives a method for constructing
both a miniversal deformation and an analytic *congruence transformation
that reduces all matrices in a neighborhood of a given square matrix A to the
miniversal deformation of A. A knowledge of this transformation is important
for applications of miniversal deformations.
Methods of constructing transformations to miniversal deformations were
developed for matrices under similarity and for matrix pencils by Garcia-
Planas and Mailybaev [18, 27, 28] (see also Schmidt [35, 36] and Stolovitch
[38]) and for matrices under congruence by the authors [11]; these transfor-
mations are analytic functions of the entries of matrices or matrix pencils in
a neighborhood of a given matrix or pencil. Unlike them, the *congruence
transformation B ↦ Bmindef that we construct in Section 4 is an analytic
function of the entries of both B and B¯. Klimenko [25] proved that the
words “and its complex conjugate B¯” cannot be deleted: the reducing trans-
formation that is an analytic function only of the entries of B does not exist
even if A is the 1 × 1 identity matrix I1. Recall that the complex conjugate
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function z ↦ z¯ on C is not analytic at 0.
2. The main theorem in terms of analytic functions
Define the n × n matrices:
Jn(λ) ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λ 1 0
λ ⋱⋱ 1
0 λ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, ∆n =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1⋰ i
1 ⋰
1 i 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
We use the following canonical form of complex matrices for *congruence.
Theorem 2.1 ([20, Theorem 4.5.21]). Each square complex matrix is *con-
gruent to a direct sum, uniquely determined up to permutation of summands,
of matrices of the three types:
H2m(λ) ∶= [ 0 ImJm(λ) 0 ] (λ ∈ C, ∣λ∣ > 1), µ∆n (µ ∈ C, ∣µ∣ = 1), Jk(0). (1)
This canonical form was obtained in [21] basing on [37, Theorem 3] and
was generalized to other fields in [24]. A direct proof that this form is canon-
ical is given in [22, 23].
A matrix in which each entry is 0, ∗, ○, or ● is called a (0,∗,○,●) matrix.
We use the following (0,∗,○,●) matrices:● The m × n matrices
0↙ ∶=
⎡⎢⎢⎢⎢⎣
∗⋮ 0∗
⎤⎥⎥⎥⎥⎦
if m ⩽ n or
⎡⎢⎢⎢⎢⎢⎢⎣
0
∗ ⋯ ∗
⎤⎥⎥⎥⎥⎥⎥⎦
if m ⩾ n,
0Þ ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⋮
0∗ 0
0∗
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
if m ⩽ n or
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
∗ 0 ∗ 0 ⋯
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
if m ⩾ n
(choosing among the left and right matrices in these equalities, we take a
matrix with the minimum number of stars; we can take any of them ifm = n).
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● The matrices
0↖, 0↗, and 0↘
that are obtained by rotating 0↙ by 90, 180, and 270 degrees clockwise.● The n × n matrices
0o ∶= ⎧⎪⎪⎨⎪⎪⎩
diag(∗, . . . ,∗,0, . . . ,0) if n = 2k,
diag(∗, . . . ,∗,○,0, . . . ,0) if n = 2k + 1,
0w ∶=
⎧⎪⎪⎨⎪⎪⎩
diag(∗, . . . ,∗,0, . . . ,0) if n = 2k,
diag(∗, . . . ,∗,●,0, . . . ,0) if n = 2k + 1,
in which k is the number of ∗’s.● The m × n matrices
0↕ ∶=
⎡⎢⎢⎢⎢⎢⎣
∗ ⋯ ∗
0
⎤⎥⎥⎥⎥⎥⎦
or
⎡⎢⎢⎢⎢⎢⎣
0
∗ ⋯ ∗
⎤⎥⎥⎥⎥⎥⎦
(0↕ can be taken in any of these forms), and
Pmn ∶=
⎡⎢⎢⎢⎢⎢⎣
0 . . . 0⋮ ⋱ ⋮ 0
0 . . . 0 0 ∗ . . . ∗
⎤⎥⎥⎥⎥⎥⎦
in which m ⩽ n (2)
(Pmn has n −m − 1 stars if m < n).
Definition 2.1. Let Acan = A1 ⊕ ⋅ ⋅ ⋅ ⊕At be a *congruence canonical matrix,
in which all summands Ai are of the form (1) and are arranged thus:
Acan =⊕
i
H2pi(λi)⊕⊕
j
µj∆qj ⊕⊕
l
Jrl(0), r1 ⩾ r2 ⩾ . . . (3)
Let us construct a (0,∗,○,●) matrix
D⟨Acan⟩ =
⎡⎢⎢⎢⎢⎢⎣
D11 . . . D1t
⋮ ⋱ ⋮Dt1 . . . Dtt
⎤⎥⎥⎥⎥⎥⎦
partitioned conformally to the partition of Acan. Its blocks Dij are defined
by the following equalities, in which
D⟨Ai⟩ ∶= Dii, D⟨Ai,Aj⟩ ∶= (Dji,Dij) with i < j,
∣λ∣ > 1, ∣λ′∣ > 1, and ∣µ∣ = ∣µ′∣ = 1:
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(i) The diagonal blocks of D⟨Acan⟩ are defined by
D⟨H2m(λ)⟩ = [ 0 00↙ 0] , (4)
D⟨µ∆n⟩ =
⎧⎪⎪⎨⎪⎪⎩
0o if µ ∉ R,
0w if µ ∈ R,
(0w can be used
instead of 0o if µ ∉ R ∪ iR)
D⟨Jn(0)⟩ = 0Þ
(ii) Each off-diagonal block of D⟨Acan⟩ whose horizontal and vertical strips
contain summands of Acan of the same type is defined by
D⟨H2m(λ), H2n(λ′)⟩ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(0, 0) if λ ≠ λ′,
⎛
⎝
⎡⎢⎢⎢⎢⎣
0 0↗
0↙ 0
⎤⎥⎥⎥⎥⎦
, 0
⎞
⎠ if λ = λ′,
(5)
D⟨µ∆m, µ′∆n⟩ =
⎧⎪⎪⎨⎪⎪⎩
(0, 0) if µ ≠ ±µ′,
(0↖, 0) if µ = ±µ′,
D⟨Jm(0), Jn(0)⟩ =
⎧⎪⎪⎨⎪⎪⎩
(0Þ, 0Þ) if m ⩾ n and n is even,
(0Þ +Pnm, 0Þ) if m ⩾ n and n is odd.
(iii) Each off-diagonal block of D⟨Acan⟩ whose horizontal and vertical strips
contain summands of Acan of distinct types is defined by
D⟨H2m(λ), µ∆n⟩ = (0, 0),
D⟨H2m(λ), Jn(0)⟩ = D⟨µ∆m, Jn(0)⟩ =
⎧⎪⎪⎨⎪⎪⎩
(0, 0) if n is even,
(0↕, 0) if n is odd.
For each (0,∗,○,●) matrix D, we denote by
D(C) (6)
the real vector space of all matrices obtained from D by replacing its entries
∗, ○, and ● in D by complex, real, and pure imaginary numbers, respectively.
Clearly, dimRD(C) is equal to the number of circles and bullets plus twice
the number of stars in D.
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Locally speaking, a function of several variables is analytic if it can be
given as a power series in those variables. A matrix is said to be an analytic
function of several complex (or real) parameters if its entries are analytic
functions of these parameters.
The following theorem is our main result; it will be reformulated in terms
of miniversal deformations in Theorem 3.1.
Theorem 2.2. Let Acan be a canonical matrix for *congruence, and let D ∶=D⟨Acan⟩ be its (0,∗,○,●) matrix from Definition 2.1. Then there exists a
neighborhood U of 0n in Cn×n such that all matrices Acan+X with X ∈ U are
simultaneously reduced by some transformation
S(X)∗(Acan +X)S(X),
S ∶ U → Cn×n is an analytic function
of the entries of X ∈ U and its complex
conjugate X¯, S(X) is nonsingular for
all X ∈ U , and S(0n) = In,
(7)
to matrices from Acan + D(C); their entries are analytic functions of the
entries of X and X¯ on U . The number dimRD(C) is the smallest that can
be made by transformations (7); it is equal to the codimension over R of the
*congruence class of Acan.
Remark 2.1. The transforming matrix S(X) in (7) does not always can be
taken as an analytic function of the entries of X : if Acan = I1, then Acan +
D⟨Acan⟩ = I1+[●] and by Theorem 2.2 there exist a neighborhood U of 0 and
continuous mappings s ∶ U → C and ϕ ∶ U → iR such that s(0) = 1 and
[s(x)]∗[1 + x][s(x)] = [1 +ϕ(x)]
for all x ∈ U . Klimenko [25] proved that s cannot be an analytic function. In
contrast to this, the transforming matrices for matrices under similarity [1],
matrix pencils under strict equivalence [14], and matrices under congruence
[11] always can be taken analytic.
Remark 2.2. The transforming matrix S(X) in (7) can be considered as an
analytic function of the entries of the real and imaginary parts of X since
X = ReX + i ImX and X¯ = ReX − i ImX .
Remark 2.3. Theorem 2.2 is easily extended to all pairs of Hermitian matrices
that are sufficiently close to a given pair of Hermitian matrices (i.e., to pairs
of Hermitian forms that are close to a given pair of Hermitian forms). All
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one has to do is to express all matrices from Acan +D(C) as the sum H + iK
in which H and K are Hermitian matrices. The canonical Hermitian pairs(Hcan,Kcan) such that Hcan + iKcan = Acan were described in [23, Theorem
1.2(b)].
For each A ∈ Cn×n and a small matrix X ∈ Cn×n,(I +X)∗A(I +X) = A +X∗A +AX´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
small
+ X∗AX´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
very small
and so the *congruence class of A in a small neighborhood of A can be
obtained by a very small deformation of the real affine matrix space {A +
X∗A+AX ∣X ∈ Cn×n}. (By the local Lipschitz property [33], the transforming
matrix S to a matrix S∗AS near A can be taken in the form I +X with a
small X .) The real vector space
T (A) ∶= {X∗A +AX ∣X ∈ Cn×n}
is the tangent space to the *congruence class of A at the point A. The
numbers dimR T (A) and 2n2 − dimR T (A) are called the dimension and, re-
spectively, codimension over R of the *congruence class of A.
For each A ∈ Cn×n there exists a (0,∗,○,●) matrix D such that Cn×n =
T (A)⊕R D(C) because there exists a real space V generated by matrices of
the form Ekl and iEkl (Ekl are the matrix units) such that Cn×n = T (A)⊕RV .
We prove Theorem 2.2 as follows: first we show in Theorem 4.1 that each(0,∗,○,●) matrix D that satisfies
C
n×n = T (Acan)⊕R D(C) (8)
can be taken instead of D⟨Acan⟩ in Theorem 2.2; then we verify in Section
5 that D = D⟨Acan⟩ from Definition 2.1 satisfies (8). The latter imply that
dimRD(C) is the codimension over R of the *congruence class of Acan; it was
previously calculated by De Tera´n and Dopico [7]. Miniversal deformations
of matrix pencils and contagredient matrix pencils and of matrices under
congruence were constructed in [11, 19] by analogous methods.
The method of constructing miniversal deformations that is based on a
direct sum decomposition analogous to (8) was developed by Arnold [1] for
matrices under similarity (see also [2] and [4, Section 1.6]). It was generalized
by Tannenbaum [39, Part V, Theorem 1.2] to a Lie group acting on a complex
manifold (see also [18, Theorem 2.3], and [19, Theorem 2.1] for deformations
of quiver representations). In these cases the reducing transformations can
be taken analytic (without complex conjugation of matrix entries as in (7)).
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Example 2.1. Let A be any 2 × 2 matrix. Then all matrices A + X that
are sufficiently close to A can be simultaneously reduced by transformations
S(X)∗(A +X)S(X), in which S(X) is an analytic function of the entries of
X and X¯ in a neighborhood of 02 and S(02) is nonsingular, to one of the
following forms:
[0 0
0 0
] + [∗ ∗
∗ ∗
] , [λ 0
0 0
] + [ελ 0
∗ ∗
] (∣λ∣ = 1),
[λ 0
0 ±λ
] + [ελ 0
∗ δλ
] (∣λ∣ = 1), [λ 0
0 µ
] + [ελ 0
0 δµ
] (λ ≠ ±µ,∣λ∣ = ∣µ∣ = 1),
[0 1
λ 0
] + [0 0
∗ 0
] (∣λ∣ < 1), [0 λ
λ λi
] + [∗ 0
0 0
] (∣λ∣ = 1).
Each of these matrices has the form Acan +D, in which Acan is a direct sum
of blocks of the form (1); the stars in D are complex numbers; the numbers
εν and δν for each ν ∈ C are either real if ν ∉ R or pure imaginary if ν ∈ R.
(Clearly, D tends to zero as X tends to zero.) For each Acan + D, twice the
number of its stars plus the number of its entries of the form ελ, δλ, δµ is equal
to the codimension over R of the *congruence class of Acan.
3. The main theorem in terms of deformations
The purpose of this section (which is not used in the rest of the paper)
is to extend Arnold’s notion of miniversal deformations for matrices under
similarity to matrices under *congruence and to reformulate Theorem 2.2
in these terms. Arnold [1, 3] defines a deformation of an n × n matrix A
as an analytic map A ∶ (Cr,0) → (Cn×n,A) from a neighborhood of 0 =(0, . . . ,0) in Cr to Cn×n such that A(0) = A; Remarks 2.1 and 2.2 force us to
define a deformation in the case of *congruence as an analytic map from a
neighborhood of 0 in Rr to Cn×n.
An R-deformation of a matrix A ∈ Cn×n with the parameter space Rr is
an analytic map
A ∶ (Rr,0)→ (Cn×n,A)
from a neighborhood of 0 in Rr to Cn×n such that A(0) = A. (Thus, A =
A(x1, . . . , xr) is a parameter matrix whose parameters x1, . . . , xr are real
numbers.)
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Let A and B be two R-deformations of A ∈ Cn×n with the same parameter
space Rr. We consider A and B as equal if they coincide on some neigh-
borhood of 0 in Rr. We say that A and B are *congruent if there exists an
R-deformation S ∶ (Rr,0)→ (Cn×n, In) of In such that
S(x)∗A(x)S(x) = B(x)
for all x = (x1, . . . , xr) in a neighborhood of 0 in Rr.
Let A ∶ (Rr,0) → (Cn×n,A) and B ∶ (Rs,0) → (Cn×n,A) be two R-
deformations of A. We say that an analytic map ϕ ∶ (Rs,0)→ (Rr,0) embeds
B into A if B(y) = A(ϕ(y)) for all y in a neighborhood of 0 ∈ Rs.
Definition 3.1. An R-deformation A ∶ (Rr,0)→ (Cn×n,A) is called
• versal if every R-deformation of A is *congruent to an R-deformation
of A that is embedded into A;
• miniversal if it is versal and there is no versal R-deformation of A
whose parameter space has a dimension less than dimR V .
Definition 3.2. Let D be a (0,∗,○,●) matrix of size n×n. Replace each (k, l)
entry ∗ by xkl + iykl, each (k, l) entry ○ by xkl, and each (k, l) entry ● by iykl,
in which all xkl, ykl are independent real parameters. Denote the obtained
parameter matrix by D(x ∪ y), in which
x ∶= {xij ∣ (i, j) ∈ I∗ ∪ I○}, y ∶= {yij ∣ (i, j) ∈ I∗ ∪ I●},
and
I∗, I○, I●, I0 ⊆ {1, . . . , n} × {1, . . . , n} (9)
are the sets of indices of all stars, circles, bullets, and zeros in D. For each
n × n matrix A, the R-deformation A + D(x ∪ y) of A with the parameter
space D(C) (see (6)) is called simplest.
For example, if all entries of D are stars, then it defines the simplest
R-deformation
U(x ∪ y) ∶= A + ⎡⎢⎢⎢⎢⎢⎣
x11 + iy11 . . . x1n + iy1n
⋮ ⋱ ⋮
xn1 + iyn1 . . . xnn + iynn
⎤⎥⎥⎥⎥⎥⎦ (10)
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with the parameter space
C
n×n =
⎡⎢⎢⎢⎢⎢⎣
R + iR . . . R + iR
⋮ ⋱ ⋮
R + iR . . . R + iR
⎤⎥⎥⎥⎥⎥⎦ .
This deformation is universal in the sense that every R-deformation B of A
is embedded into it (since every entry of B is a complex-valued function of
real variables).
Since each square matrix is *congruent to its canonical matrix, it suffices
to construct miniversal R-deformations of all canonical matrices (3). These
R-deformations are given in the following theorem, which is another form of
Theorem 2.2.
Theorem 3.1. Let Acan be a canonical matrix (3) for *congruence, and let
D = D⟨A
can
⟩ be the (0,∗,○,●) matrix from Definition 2.1. Then the simplest
R-deformation Acan +D(x ∪ y) from Definition 3.2 is miniversal.
Lemma 3.1. Theorem 3.1 follows from Theorem 2.2.
Proof. Let Theorem 2.2 hold; that is, for Acan there exist matrix functions
S ∶ (Cn×n,0n) → (Cn×n, In) and Φ ∶ (Cn×n,0n) → (D(C),0n) (with D from
Definition 2.1) that are analytic functions of the entries of X and X¯ such
that
S(X)∗(Acan +X)S(X) = Acan +Φ(X) (11)
for all X ∈ Cn×n in a neighborhood of 0n.
Let B ∶ (Rs,0) → (Cn×n,Acan) be an arbitrary R-deformation of Acan.
Then
Ψ ∶ (Rs,0)→ (Cn×n,0n), Ψ(z) ∶= B(z) −Acan
is an analytic map and so
Ψˆ ∶ (Rs,0)→ ((Rn×n,Rn×n),0n), Ψˆ(z) ∶= (ReΨ(z), ImΨ(z))
is an analytic map too since
ReΨ(z) = Ψ(z) +Ψ(z)
2
, ImΨ(z) = Ψ(z) −Ψ(z)
2i
The map Ψˆ embeds B into the universal R-deformation (10) since B(z) =
U(Ψˆ(z)) = Acan +Ψ(z). By (11),
S(Ψ(z))∗(Acan +Ψ(z))S(Ψ(z)) = Acan +Φ(Ψ(z))
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and so B is *congruent to an R-deformation that is embedded into Acan +
D(x ∪ y), which proves that Acan + D(x ∪ y) is versal. It is miniversal since
by Theorem 2.2 the number dimRD(C) is the smallest that can be made
by transformations (7); dimR T (Acan) in (8) is the number of independent
reducing parameters.
4. Construction of the transforming matrix
In this section we prove that Theorem 2.2 holds if we take any (0,∗,○,●)
matrix D satisfying (8) instead of D = D⟨Acan⟩ from Definition 2.1; we also
construct the transforming matrix S(X). For miniversal deformations of ma-
trices under congruence, transforming matrices were constructed in a similar
way by the authors in [11, Appendix A]. For miniversal deformations of ma-
trices under similarity and of matrix pencils, transforming matrices (in the
form of Taylor series) were constructed and their numerous applications were
given by Garcia-Planas and Mailybaev in [18, 27, 28].
Let us fix an n × n complex matrix A and a (0,∗,○,●) matrix D of the
same size such that Cn×n = T (A)+D(C) (we do not assume that this sum is
direct).
For each M = [mkl] ∈ Cn×n, we write ∥M∥ ∶=√∑ ∣mkl∣2 and
∥M∥D ∶=√ ∑
(k,l)∈I0
∣mkl∣2 + ∑
(k,l)∈I○
Im(mkl)2 + ∑
(k,l)∈I●
Re(mkl)2 (12)
(see (9)), in which ∣mkl∣, Im(mkl), and Re(mkl) are the modulus, imaginary
part, and real part of mkl. Note that∥αM + βN∥ ⩽ ∣α∣ ∥M∥ + ∣β∣ ∥N∥, ∥MN∥ ⩽ ∥M∥ ∥N∥
for all α,β ∈ C and M,N ∈ Cn×n (see [20, Section 5.6]), and
∥M +N∥D = ∥M∥D if N ∈ D(C). (13)
For each n × n matrix unit Ekl, we fix Pkl,Qkl ∈ Cn×n such that
Ekl + P
∗
klA +APkl ∈ D(C)
iEkl +Q
∗
klA +AQkl ∈ D(C) (14)
(Pkl and Qkl exist because Cn×n = T (A) +D(C)). We can and will take
Pkl ∶= 0n if (k, l) ∈ I∗ ∪ I○ and Qkl ∶= 0n if (k, l) ∈ I∗ ∪ I● (15)
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since then Ekl ∈ D(C) and iEkl ∈ D(C), respectively. Write
a ∶= ∥A∥, b ∶=max
k,l
(∥Pkl∥, ∥Qkl∥). (16)
For each n × n matrix X , we construct a sequence of n × n matrices
M1 ∶=X, M2, M3, . . . (17)
in which Mt+1 is defined by Mt = [m(t)kl ] as follows:
A +Mt+1 ∶= (In +Ct)∗(A +Mt)(In +Ct) (18)
where
Ct ∶=∑
k,l
(Re(m(t)kl )Pkl + Im(m(t)kl )Qkl) . (19)
In this section we prove the following theorem.
Theorem 4.1. Given A ∈ Cn×n and a (0,∗,○,●) matrix D of the same size
such that Cn×n = T (A) +D(C).
(a) All matrices A+X that are sufficiently close to A are simultaneously
reduced by a transformation
S(X)∗(A +X)S(X), S(X) is an analytic function of the entries
of ReX and ImX, and S(0n) = In,
to matrices from A +D(C).
(b) The transforming matrix S(X) can be constructed as follows. Fix
ε ∈ R such that
0 < ε <min( 1
b(a + 1)(b + 2) , 13) (see (16)) (20)
and define the neighborhood
U ∶= {X ∈ Cn×n ∣ ∥X∥ < ε5}
of 0n. Then for each matrix X ∈ U , the infinite product(In +C1)(In +C2)(In +C3)⋯ (see (19)) (21)
converges to a nonsingular matrix S(X), which is an analytic function of the
entries of ReX and ImX, and
A +D ∶= S(X)∗(A +X)S(X) ∈ A +D(C), ∥D∥ ⩽ ε3. (22)
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The proof of Theorem 4.1 is based on the following two lemmas.
Lemma 4.1. Let ε ∈ R, 0 < ε < 1/3, and let a sequence of positive real
numbers
δ1, µ1, δ2, µ2, δ3, µ3, . . .
be defined by induction:
δ1 = µ1 ∶= ε5, δi+1 ∶= ε−1δiµi, µi+1 ∶= µi + ε−1δi.
Then
δi <min(ε2i, µi), µi < ε3 for all i = 1,2, . . . (23)
Proof. Reasoning by induction, we assume that the inequalities (23) hold for
i = 1, . . . , t. Then they hold for i = t + 1 since
δt+1 = ε−1δtµt < ε−1ε2tε3 = ε2(t+1),
δt+1 = ε−1δtµt < ε−1δt < ε−1δt + µt = µt+1
and
µt+1 = µt + ε−1δt = µt−1 + ε−1δt−1 + ε−1δt = ⋯ = µ1 + ε−1(δ1 + δ2 + ⋅ ⋅ ⋅ + δt)
< ε5 + ε−1(ε5 + ε−1ε5ε5 + ε6 + ε8 + ε10 +⋯)
= ε5 + ε4 + ε8 + ε5(1 + ε2 + ε4 +⋯) = ε5 + ε4 + ε8 + ε5/(1 − ε2)
< ε5 + ε4 + ε8 + 2ε5 < 3ε5 + ε4 + ε8 < ε4 + ε4 + ε8 < 3ε4 < ε3.
Lemma 4.2. Let ε ∈ R satisfy (20). Then the matrices from (17) and (19)
satisfy
∥Mi∥ < µi, ∥Mi∥D < δi, ∥Ci∥ ⩽ δib < ε2i−1, i = 1,2, . . . (24)
in which µi, δi, b are defined in Lemma 4.1 and in (16).
Proof. First we prove that for each i the third inequality in (24) follows from
the second inequality. Let ∥Mi∥D < δi.
If (k, l) ∈ I0 ∪ I●, then ∣Re(m(i)kl )∣ < δi by (12). If (k, l) ∈ I∗ ∪ I○, then
Pkl = 0 by (15).
If (k, l) ∈ I0 ∪ I○, then ∣ Im(m(i)kl )∣ < δi by (12). If (k, l) ∈ I∗ ∪ I●, then
Qkl = 0 by (15).
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Using these assertions and (19), we get
∥Ci∥ ⩽∑
k,l
(∣Re(m(i)kl )∣∥Pkl∥ + ∣ Im(m(i)kl )∣∥Qkl∥)
⩽∑
k,l
(δi∥Pkl∥ + δi∥Qkl∥) = δib.
By (23), δi < ε2i. By (20), ε < 1/b. Therefore, δib < ε2iε−1 = ε2i−1, which gives
the third inequality in (24).
Let us prove the first two inequalities in (24). They hold for t = 1 since
M1 = E ∈ U implies ∥M1∥ < ε5 = δ1 = µ1. Reasoning by induction, suppose
that they hold for i = t and prove them for i = t + 1. Due to (18),
Mt+1 =Mt +C∗t (A +Mt) + (A +Mt)Ct +C∗t (A +Mt)Ct (25)
and we have∥Mt+1∥ ⩽ ∥Mt∥ + ∥Ct∥(∥A∥ + ∥Mt∥)(2 + ∥Ct∥)
< µt + δtb(a + µt)(2 + δtb) (by (24) for i = t)
< µt + δtb(a + 1)(2 + b) < µt + δtε−1 (by (23) and (20))
= µt+1,
which gives the first inequality in (24) for i = t + 1.
Due to (14) and (19),
Mt +C
∗
t A +ACt =∑
k,l
(Re(m(t)kl )Ekl + Im(m(t)kl )iEkl)
+∑
k,l
(Re(m(t)kl )P ∗kl + Im(m(t)kl )Q∗kl)A +∑
k,l
A(Re(m(t)kl )Pkl + Im(m(t)kl )Qkl)
= ∑
k,l
(Re(m(t)kl )(Ekl +P ∗klA +APkl) + Im(m(t)kl )(iEkl +Q∗klA +AQkl)) ∈ D(C)
and we obtain the second inequality in (24) for i = t + 1:∥Mt+1∥D = ∥C∗t Mt +MtCt +C∗t (A +Mt)Ct∥D (by (13) and (25))⩽ ∥C∗t Mt +MtCt +C∗t (A +Mt)Ct∥⩽ 2∥Ct∥∥Mt∥ + ∥Ct∥2(∥A∥ + ∥Mt∥)
⩽ 2δtbµt + (δtb)2(a + µt)
⩽ δtµtb(2 + b(a + 1)) (since δt < µt by (23))
⩽ δtµtb(2 + b)(a + 1) < δtµtε−1 = δt+1.
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Proof of Theorem 4.1. For each i, ∥Ci∥ < ε2i−1 < 1 by (24), and so In +Ci is
nonsingular by [20, Corollary 5.6.16]. We have
∥Ci∥ < ci, ci ∶= ε2i−2. (26)
The series with nonnegative terms c1 + c2 +⋯ is convergent since
c1 + c2 + c3 +⋯ = 1 + ε2 + ε4 +⋯ = 1/(1 − ε2) < 1/(1 − 3−2).
This implies the convergence of the infinite product
c ∶= (1 + c1)(1 + c2)⋯ (27)
due to (26) and [29, Theorem 15.14]. This also implies the convergence of
infinite product (21) to some nonsingular matrix S(X) due to [40, Theorems
2 and 4].
Let us prove that S(X) on the neighborhood U is an analytic function of
the entries of ReX and ImX . To this end, we first prove that
St(X) = [s(t)kl ] ∶= (In +C1)(In +C2)⋯(In +Ct)→ S(X)
uniformly on U as t→∞. Since each entry s
(t)
kl is represented in the form
s
(1)
kl + (s(2)kl − s(1)kl ) + (s(3)kl − s(2)kl ) + ⋅ ⋅ ⋅ + (s(t)kl − s(t−1)kl ),
it suffices to prove that the series
s
(1)
kl + (s(2)kl − s(1)kl ) + (s(3)kl − s(2)kl ) + ⋅ ⋅ ⋅ + (s(t)kl − s(t−1)kl ) +⋯ (28)
converges uniformly on U . The latter follows from the Weierstrass M-test [34,
Theorem 7.10] since the convergent series of positive constants c(c1+c2+c3+⋯)
(see (27)) is a majorant of (28):
∣s(1)kl ∣ <∥S1(X)∥ = ∥In +C1∥ ⩽ 1 + c1 < cc1,∣s(t)kl − s(t−1)kl ∣ <∥St(X) − St−1(X)∥ = ∥St−1(X)Ct∥⩽ (1 + c1)⋯(1 + ct−1)ct < cct.
Each entry of ReCt and ImCt for every t is a polynomial function of the
entries of ReX and ImX , which is easily proved by induction on t using (17)–
(19). Hence, each entry of St(X) is a polynomial function of the entries of
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ReX and ImX . Since St(X)→ S(X), the Weierstrass theorem on uniformly
convergent sequences of analytic functions [30, Theorem 7.12] ensures that
the entries of S(X) are analytic functions of the entries of ReX and ImX .
The inclusion in (22) holds since by (18)
A +Mt = St−1(X)∗(A +X)St−1(X)→ S(X)∗(A +X)S(X)
and ∥Mt∥D < δt → 0 as t →∞. The inequality in (22) holds because Mt → D
and ∥Mt∥ < µt < ε3.
5. Proof of Theorem 2.2
In this section we prove that Cn×n = T (Acan) ⊕R D(C) for the (0,∗,○,●)
matrix D from Definition 2.1, which ensures Theorem 2.2 due to Theorem
4.1(a).
For each M ∈ Cm×m and N ∈ Cn×n, define the real vector space of matrix
pairs
T (M,N) ∶= {(S∗M +NR, R∗N +MS) ∣S ∈ Cm×n, R ∈ Cn×m}.
Lemma 5.1. Let
A = A1 ⊕ ⋅ ⋅ ⋅ ⊕At ∈ Cn×n (29)
be a block-diagonal matrix in which every Ai is ni × ni. Let D = [Dij] be a(0,∗,○,●) matrix of the same size that is partitioned into blocks conformally
to the partition of A. Then Cn×n = T (A)⊕R D(C) if and only if
(i) for each i = 1, . . . , t, every ni × ni matrix can be reduced to exactly one
matrix from Dii(C) by adding matrices from T (Ai), and
(ii) for each i, j = 1, . . . , t, i < j, every pair of nj×ni and ni×nj matrices can
be reduced to exactly one matrix pair from (Dji(C),Dij(C)) by adding
matrix pairs from T (Ai,Aj).
Proof. Clearly, Cn×n = T (A)⊕RD(C) if and only if for each C ∈ Cn×n the set
C +T (A) contains exactly one matrix D from D(C); i.e., there is exactly one
D = C + S∗A +AS ∈ D(C) with S ∈ Cn×n. (30)
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Partition D, C, and S into t2 blocks conformally to the partition (29) of A.
By (30), for each i we have Dii = Cii + S∗iiAi + AiSii, and for each i, j such
that i < j we have
[Dii Dij
Dji Djj
] = [Cii Cij
Cji Cjj
] + [S∗ii S∗ji
S∗ij S
∗
jj
] [Ai 0
0 Aj
] + [Ai 0
0 Aj
] [Sii Sij
Sji Sjj
] .
Thus, (30) can be rewritten in the form
Dii = Cii + S∗iiAi +AiSii ∈ Dii(C)(Dji,Dij) = (Cji,Cij) + (S∗ijAi +AjSji, S∗jiAj +AiSij) ∈ Dji(C)⊕Dij(C)
for all i = 1, . . . , t and j = i + 1, . . . , t.
Corollary 5.1. It suffices to prove Theorem 2.2 for those Acan in (3) that have
at most two direct summands; i.e., it suffices to prove that
(i) for each (0,∗,,○,●) matrix D ∶= D⟨M⟩ from Definition 2.1(i) (i.e., M
is H2m(λ), µ∆n, or Jn(0)), every matrix of the same size as D can
be reduced to exactly one matrix from D(C) by adding matrices from
T (M), and
(ii) for each pair of (0,∗,,○,●) matrices (D1,D2) ∶= (D⟨M⟩,D⟨N⟩) from
Definition 2.1(ii), every matrix pair of the same size as (D1,D2) can
be reduced to exactly one matrix pair from (D1(C),D2(C)) by adding
matrix pairs from T (M,N).
In the rest of the paper we prove that the assertions (i) and (ii) of Corol-
lary 5.1 hold.
5.1. Diagonal blocks of D⟨Acan⟩
In this section we prove the assertion (i) of Corollary 5.1.
5.1.1. Blocks D⟨H2n(λ)⟩ with ∣λ∣ > 1
According to Corollary 5.1(i), we need to prove that each 2n× 2n matrix
A = [Aij]2i,j=1 can be reduced to exactly one matrix of the form (4) by adding
[S∗11 S∗21
S∗12 S
∗
22
] [ 0 In
Jn(λ) 0 ] + [ 0 InJn(λ) 0 ][S11 S12S21 S22]
= [ S∗21Jn(λ) + S21 S∗11 + S22
S∗22Jn(λ) + Jn(λ)S11 S∗12 + Jn(λ)S12]
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in which S = [Sij]2i,j=1 is an arbitrary 2n × 2n matrix. Taking S22 = −A12 and
all other Sij = 0, we obtain a new matrix A with A12 = 0. To preserve A12, we
must hereafter take S with S∗11+S22 = 0. Therefore, we can add S∗21Jn(λ)+S21
to (the new) A11, S∗12 + Jn(λ)S12 to A22, and −S11Jn(λ) + Jn(λ)S11 to A21.
Using these additions we can reduce A to the form (4) due to the following
3 lemmas.
Lemma 5.2. By adding SJn(λ)+S∗, in which λ is a fixed complex number,∣λ∣ ≠ 1, and S is arbitrary, we can reduce each n × n matrix to 0.
Proof. Let A = [aij] be an arbitrary n×n matrix. We will reduce it along its
skew diagonals starting from the upper left hand corner; that is, along
a11, (a21, a12), (a31, a22, a13), . . . , ann,
by adding ∆A ∶= SJn(λ) + S∗ in which S = [sij] is any n × n matrix. For
instance, if n = 4 then ∆A is⎡⎢⎢⎢⎢⎢⎢⎢⎣
λs11 + 0 + s¯11 λs12 + s11 + s¯21 λs13 + s12 + s¯31 λs14 + s13 + s¯41
λs21 + 0 + s¯12 λs22 + s21 + s¯22 λs23 + s22 + s¯32 λs24 + s23 + s¯42
λs31 + 0 + s¯13 λs32 + s31 + s¯23 λs33 + s32 + s¯33 λs34 + s33 + s¯43
λs41 + 0 + s¯14 λs42 + s41 + s¯24 λs43 + s42 + s¯34 λs44 + s43 + s¯44
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
We reduce A to 0 by induction. Assume that the first t−1 skew diagonals
of A are zero. To preserve them, we take the first t − 1 skew diagonals of S
equalling zero. If the tth skew diagonal of S is (x1, . . . , xr), then we can add
(λx1 + x¯r, λx2 + x¯r−1, λx3 + x¯r−2, . . . , λxr + x¯1) (31)
to the tth skew diagonal of A. Let us show that each vector (c1, . . . , cr) ∈ Cr
is represented in the form (31); that is, the corresponding system of linear
equations
λx1 + x¯r = c1, . . . , λxj + x¯r−j+1 = cj , . . . , λxr + x¯1 = cr (32)
has a solution. This is clear if λ = 0. Suppose that λ ≠ 0.
By (32), xj = λ−1(cj − x¯r−j+1). Replace j by r − j + 1:
xr−j+1 = λ−1(cr−j+1 − x¯j). (33)
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Consider only the case r = 2k + 1 (the case r = 2k is considered analo-
gously). Substituting (33) into the first k + 1 equations of (32), we obtain
λxj + λ¯
−1(c¯r−j+1 − xj) = (λ − λ¯−1)xj + λ¯−1c¯r−j+1 = cj, j = 1, . . . , k + 1.
Since ∣λ∣ ≠ 1, λ − λ¯−1 ≠ 0 and we have
xj = cj − λ¯−1c¯r−j+1
λ − λ¯−1
= λ¯cj − c¯r−j+1
λλ¯ − 1
, j = 1, . . . , k + 1. (34)
The equalities (33) and (34) give the solution of (32).
Lemma 5.3. By adding Jn(λ)R+R∗, in which λ is a fixed complex number,∣λ∣ ≠ 1, and R is arbitrary, we can reduce each n × n matrix to 0.
Proof. By Lemma 5.2, for each n × n matrix B there exists S such that
B + SJn(λ¯) + S∗ = 0. Then B∗ + Jn(λ¯)∗S∗ + S = 0. Since
ZJn(λ¯)∗Z = Jn(λ), Z ∶= ⎡⎢⎢⎢⎢⎢⎣
0 1
⋰
1 0
⎤⎥⎥⎥⎥⎥⎦ ,
we have
ZB∗Z + Jn(λ)(ZSZ)∗ +ZSZ = 0.
This implies Lemma 5.3 since ZB∗Z is arbitrary.
Lemma 5.4 ([11, Lemma 5.5]). By adding SJn(λ) − Jn(λ)S, we can reduce
each n × n matrix to exactly one matrix of the form 0↙.
Proof. Let A = [aij] be an arbitrary n × n matrix. Adding
SJn(λ) − Jn(λ)S = SJn(0) − Jn(0)S
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s21 − 0 s22 − s11 s23 − s12 . . . s2n − s1,n−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sn−1,1 − 0 sn−1,2 − sn−2,1 sn−1,3 − sn−2,2 . . . sn−1,n − sn−2,n−1
sn1 − 0 sn2 − sn−1,1 sn3 − sn−1,2 . . . snn − sn−1,n−1
0 − 0 0 − sn1 0 − sn2 . . . 0 − sn,n−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
we reduce A to the form 0↙ along the diagonals
an1, (an−1,1, an2), (an−2,1, an−1,2, an3), . . . , a1n.
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5.1.2. Blocks D⟨µ∆n⟩ with ∣µ∣ = 1
According to Corollary 5.1(i), we need to prove that each n × n matrix
A = [aij] can be reduced to exactly one matrix of the form 0o if µ ∉ R or 0w
if µ ∉ iR by adding
∆A ∶= µ(S∗∆n +∆nS) (35)
in which S = [sij] is any n × n matrix.
For example, if n = 4, then ∆A is
µ
⎡⎢⎢⎢⎢⎢⎢⎢⎣
s¯41 + s41 + i(0 + 0) s¯31 + s42 + i(s¯41 + 0) . . . s¯11 + s44 + i(s¯21 + 0)
s¯42 + s31 + i(0 + s41) s¯32 + s32 + i(s¯42 + s42) . . . s¯12 + s34 + i(s¯22 + s44)
s¯43 + s21 + i(0 + s31) s¯33 + s22 + i(s¯43 + s32) . . . s¯13 + s24 + i(s¯23 + s34)
s¯44 + s11 + i(0 + s21) s¯34 + s12 + i(s¯44 + s22) . . . s¯14 + s14 + i(s¯24 + s24)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
Write
sn+1,j ∶= 0 for j = 1, . . . , n (36)
and define δij via ∆A = µ[δij]. Then
δij = s¯n+1−j,i + sn+1−i,j + i(s¯n+2−j,i + sn+2−i,j). (37)
Step 1: Let us prove that
∃S ∶ A +∆A is a diagonal matrix. (38)
Let A = µ[aij]. We need to prove that the system of equations
δij = −aij , i, j = 1, . . . , n, i ≠ j (39)
with unknowns sij is consistent for all aij .
Since
δ¯ji = s¯n+1−j,i + sn+1−i,j − i(s¯n+2−j,i + sn+2−i,j) = −a¯ji
we have
(δij + δ¯ji)/2 = s¯n+1−j,i + sn+1−i,j = (−aij − a¯ji)/2(δij − δ¯ji)/(2i) = s¯n+2−j,i + sn+2−i,j = (−aij + a¯ji)/(2i)
Thus, the system of equations (39) is equivalent to the system
s¯n+1−j,i + sn+1−i,j = bij
s¯n+2−j,i + sn+2−i,j = cij i, j = 1, . . . , n, i < j (40)
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in which bij ∶= (−aij − a¯ji)/2 and cij ∶= (−aij + a¯ji)/(2i).
For k, l = 1, . . . , n, write
ukl ∶=
⎧⎪⎪⎨⎪⎪⎩−skl if k + l ⩾ n + 2s¯kl if k + l ⩽ n + 1 (41)
Then the system (40) takes the form
un+1−j,i − un+1−i,j = bij
un+2−j,i − un+2−i,j = cij i, j = 1, . . . , n, i < j. (42)
This system is partitioned into subsystems with unknowns uα,β, α−β = const.
Each of these subsystems has the form
u1,p+1 = un−p,n + bp+1,n u2,p+2 = un−p,n + cp+2,n
u2,p+2 = un−p−1,n−1 + bp+2,n−1 u3,p+3 = un−p−1,n−1 + cp+3,n−1
u3,p+3 = un−p−2,n−2 + bp+3,n−2 u4,p+4 = un−p−2,n−2 + cp+4,n−2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(43)
given by p ∈ {0,1, . . . , n − 2}, or
up+1,1 = un,n−p + b1,n−p up+2,2 = un,n−p + c2,n−p
up+2,2 = un−1,n−p−1 + b2,n−p−1 up+3,3 = un−1,n−p−1 + c3,n−p−1
up+3,3 = un−2,n−p−2 + b3,n−p−2 up+4,4 = un−2,n−p−2 + c4,n−p−2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(44)
given by p ∈ {1,2, . . . , n − 2}. In each of subsystems, all equations have the
form u...,i = u...,j+⋯ in which i < j (see (40)); therefore, the set of unknowns in
the left-hand sides of equations does not intersect with the set of unknowns
in their right-hand sides. Thus, all subsystems are consistent. This proves
(38).
Step 2: Let us prove that for each diagonal matrix A
∃S ∶ A +∆A has the form 0o if µ ∉ R or 0w if µ ∉ iR (45)
in which ∆A is defined in (35).
Since A, 0o, and 0w are diagonal matrices, the matrix ∆A must be
diagonal too. Thus, the entries of S must satisfy the system (39) with aij = 0.
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Reasoning as in Step 1, we obtain the system (42) with bkl = ckl = 0, which is
partitioned into subsystems (43) of the form
u1,p+1 = u2,p+2 = ⋅ ⋅ ⋅ = un−p,n (p ⩾ 0) (46)
and subsystems (44) of the form
up+1,1 = up+2,2 = ⋅ ⋅ ⋅ = un,n−p = un+1,n−p+1 = 0 (p ⩾ 1; see (36)). (47)
By (41) and (47), S is upper triangular. By (46),
s¯1,p+1 = ⋅ ⋅ ⋅ = s¯z,p+z = −sz+1,p+z+1 = ⋅ ⋅ ⋅ = −sn−p,n
in which z is the integer part of (n + 1 − p)/2 and p = 0,1, . . . , n − 2.
Let n = 2m or n = 2m+1. By (37), the first m entries of the main diagonal
of µ−1∆A are
δ11 = s¯n1 + sn1
δ22 = s¯n−1,2 + sn−1,2 + i(s¯n2 + sn2)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
δmm = s¯n+1−m,m + sn+1−m,m + i(s¯n+2−m,m + sn+2−m,m)
They are zero and so we cannot change the first m diagonal entries of A.
The last m entries of the main diagonal of µ−1∆A are
δn−m+1,n−m+1 = s¯m,n−m+1 + sm,n−m+1 + i(s¯m+1,n−m+1 + sm+1,n−m+1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
δn−1,n−1 = s¯2,n−1 + s2,n−1 + i(s¯3,n−1 + s3,n−1)
δnn = s¯1n + s1n + i(s¯2n + s2n)
They are arbitrary and we make the last m entries of the main diagonal of
A equal to zero. This proves (45) for n = 2m.
Let n = 2m + 1. Since sm+2,m+1 = 0, the (m + 1)st entry of µ−1∆A is
δm+1,m+1 = s¯m+1,m+1 + sm+1,m+1
which is an arbitrary real number. Thus, we can add µr with an arbitrary
r ∈ R to the (m + 1)st diagonal entry of A. This proves (45) for n = 2m + 1.
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5.1.3. Blocks D⟨Jn(0)⟩
According to Corollary 5.1(i), we need to prove that each n×n matrix A
can be reduced to exactly one matrix of the form 0Þ by adding
∆A ∶= S∗Jn(0) + Jn(0)S
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 + s21 s¯11 + s22 s¯21 + s23 . . . s¯n−1,1 + s2n
0 + s31 s¯12 + s32 s¯22 + s33 . . . s¯n−1,2 + s3n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 + sn1 s¯1,n−1 + sn2 s¯2,n−1 + sn3 . . . s¯n−1,n−1 + snn
0 + 0 s¯1n + 0 s¯2n + 0 . . . s¯n−1,n + 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(48)
in which S = [sij] is any n × n matrix. Since
∆A = [bij], bij ∶= s¯j−1,i + si+1,j (s0i ∶= 0, sn+1,j ∶= 0),
all entries of ∆A have the form s¯kl + sl+1,k+1. Denote by ∼ the equivalence
relation on {1, . . . , n}×{1, . . . , n} being the transitive and symmetric closure
of (k, l) ∼ (l + 1, k + 1).
Decompose ∆A into the sum of matrices
∆A = B11 +B12 + ⋅ ⋅ ⋅ +B1n +B21 +B31 + ⋅ ⋅ ⋅ +Bn1 (49)
that correspond to the equivalence classes and are defined as follows:
• Each B1j (j = 1,2, . . . , n) is obtained from ∆A by replacing by 0 all its
entries except for
s¯1j + sj+1,2, s¯j+1,2 + s3,j+2, s¯3,j+2 + sj+3,4, . . . (50)
• Each Bi1 (i = 2,3, . . . , n) is obtained from ∆A by replacing by 0 all its
entries except for
0 + si1, s¯i1 + s2,i+1, s¯2,i+1 + si+2,3, s¯i+2,3 + s4,i+3, s¯4,i+3 + si+4,5, . . . (51)
The index pairs in (50) and in (51) are equivalent:
(1, j) ∼ (j + 1,2) ∼ (3, j + 2) ∼ (j + 3,4) ∼ ⋯(i,1) ∼ (2, i + 1) ∼ (i + 2,3) ∼ (4, i + 3) ∼ (i + 4,5) ∼ ⋯
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We call the entries in (50) and (51) the main entries of B1j and Bi1 (i >
1). The summands B11, . . . ,B1n,B21, . . . ,Bn1 in (49) have no common main
entries, and so we can add to A each of these matrices separately.
The members of the sequence (50) are independent: an arbitrary sequence
of complex numbers can be represented in the form (50). The members of
(51) are dependent only if the last entry in this sequence has the form s¯kn+0
(see (48)), in which case k is even, i.e. (k,n) = (2p, i+2p−1) for some p, and
so i = n + 1 − 2p in (51). Thus the following sequences (51) are dependent:
0 + sn−1,1, s¯n−1,1 + s2n, s¯2n + 0
0 + sn−3,1, s¯n−3,1 + s2,n−2, s¯2,n−2 + sn−1,3, s¯n−1,3 + s4n, s¯4n + 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
One of the main entries of each of the matrices Bn−1,1, Bn−3,1, Bn−5,1, . . . is
expressed through the other main entries of this matrix, which are arbitrary.
The main entries of the other matrices Bi1 and B1j are arbitrary. Adding
Bi1 and B1j, we reduce A to the form 0Þ.
5.2. Off-diagonal blocks of D⟨Acan⟩ that correspond to summands of Acan of
the same type
In this section we prove the assertion (ii) of Corollary 5.1 for M and N
of the same type.
5.2.1. Pairs of blocks D⟨H2m(λ), H2n(µ)⟩ with ∣λ∣, ∣µ∣ > 1
According to Corollary 5.1(ii), we need to prove that each pair (B,A) of
2n×2m and 2m×2n matrices can be reduced to exactly one pair of the form
(5) by adding
(S∗H2m(λ) +H2n(µ)R, R∗H2n(µ) +H2m(λ)S), S ∈ C2m×2n, R ∈ C2n×2m.
Putting R = 0 and S = −H2m(λ)−1A, we reduce A to 0. To preserve A = 0,
we must hereafter take S and R such that R∗H2n(µ)+H2m(λ)S = 0; that is,
S = −H2m(λ)−1R∗H2n(µ)
and so we can add to B matrices of the form
∆B ∶= −H2n(µ)∗RH2m(λ)−∗H2m(λ) +H2n(µ)R
in which H2m(λ)−∗ ∶= (H2m(λ)−1)∗.
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Write P ∶= −H2n(µ)∗R, then R = −H2n(µ)−∗P and
∆B = P [Jm(λ) 0
0 Jm(λ¯)−T ] − [Jn(µ¯)−T 00 Jn(µ)]P. (52)
Partition B, ∆B, and P into n ×m blocks:
B = [B11 B12
B21 B22
] , ∆B = [∆B11 ∆B12
∆B21 ∆B22
] , P = [X Y
Z T
] .
By (52),
∆B11 =XJm(λ) − Jn(µ¯)−TX ∆B12 = Y Jm(λ¯)−T − Jn(µ¯)−TY
∆B21 = ZJm(λ) − Jn(µ)Z ∆B22 = TJm(λ¯)−T − Jn(µ)T
Thus, we can reduce each block Bij separately by adding ∆Bij .
(i) Fist we reduce B11 by adding∆B11 =XJm(λ)−Jn(µ¯)−TX . Since ∣λ∣ > 1
and ∣µ∣ > 1, the matrices Jm(λ) and Jn(µ¯)−T have no common eigenvalues,
and so ∆B11 is an arbitrary matrix. We make B11 = 0.
(ii) Let us reduce B12 by adding ∆B12 = Y Jm(λ¯)−T − Jn(µ¯)−TY . If λ ≠ µ,
then ∆B12 is arbitrary; we make B12 = 0. Let λ = µ. Write F ∶= Jn(0). Since
Jn(λ¯)−1 = (λ¯In +F )−1 = λ¯−1In − λ¯−2F + λ¯−3F 2 −⋯,
we have
∆B12 = Y (Jm(λ¯)−T − λ¯−1Im) − (Jn(λ¯)−T − λ¯−1In)Y
= −λ¯−2
⎡⎢⎢⎢⎢⎢⎢⎢⎣
y12 . . . y1m 0
y22 . . . y2m 0
y32 . . . y3m 0
. . . . . . . . . . . . . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+ λ¯−2
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0
y11 . . . y1m
y21 . . . y2m
. . . . . . . . . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+⋯
We reduce B12 to the form 0↗ along its diagonals starting from the upper
right hand corner.
(iii) Let us reduce B21 by adding ∆B21 = ZJm(λ)−Jn(µ)Z. If λ ≠ µ, then
∆B21 is arbitrary; we make B21 = 0. If λ = µ, then
∆B21 = Z(Jm(λ) − λIm) − (Jn(λ) − λIn)Z
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 z11 . . . z1,m−1
. . . . . . . . . . . . . . . . . . . . . . .
0 zn−1,1 . . . zn−1,m−1
0 zn1 . . . zn,m−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
−
⎡⎢⎢⎢⎢⎢⎢⎢⎣
z21 . . . z2m
. . . . . . . . . . . . . .
zn1 . . . znm
0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
;
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we reduce B12 to the form 0↙ along its diagonals starting from the lower left
hand corner.
(iv) Finally, reduce B22 by adding ∆B22 = TJm(λ¯)−T − Jn(µ)T . Since∣λ∣ > 1 and ∣µ∣ > 1, ∆B22 is arbitrary; we make B22 = 0.
5.2.2. Pairs of blocks D⟨µ∆m, ν∆n)⟩ with ∣µ∣ = ∣ν∣ = 1
According to Corollary 5.1(ii), we need to prove that each pair (B,A) of
n×m and m×n matrices can be reduced to (0, 0) if µ ≠ ±ν or to exactly one
pair of the form (0↖, 0) if µ = ±ν by adding(µS∗∆m + ν∆nR, νR∗∆n + µ∆mS), S ∈ Cm×n, R ∈ Cn×m.
Taking R = 0 and S = −µ¯∆−1mA, we reduce A to 0. To preserve A = 0,
we must hereafter take S and R such that νR∗∆n + µ∆mS = 0; that is,
S = −µ¯ν∆−1mR∗∆n, and so we can add to B matrices of the form
∆B ∶= ν∆nR − µ2ν¯∆∗nR∆−∗m ∆m.
Write P ∶=∆∗nR, then
∆B = ν¯[ν2(∆n∆−∗n )P − µ2P (∆−∗m ∆m)].
Note that
∆n∆
−∗
n =∆n
⎡⎢⎢⎢⎢⎢⎢⎢⎣
∗ i 1
⋰ ⋰
i 1
1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0
2i 1
⋱ ⋱
∗ 2i 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(53)
and
∆−∗m ∆m = (∆n∆−∗n )T =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 2i ∗
1 ⋱
⋱ 2i
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (54)
If µ ≠ ±ν, then µ2 ≠ ν2, the matrices ν2(∆n∆−∗n ) and µ2(∆−∗m ∆m) have
distinct eigenvalues, and so ∆B is arbitrary. We make B = 0.
If µ = ±ν, then
1
2iν
∆B =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
1 0
⋱ ⋱
∗ 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
P − P
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 ∗
0 ⋱
⋱ 1
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
and we reduce B to the form 0↖ along its skew diagonals starting from the
upper left hand corner.
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5.2.3. Pairs of blocks D⟨Jm(0), Jn(0)⟩ with m ⩾ n
According to Corollary 5.1(ii) we need to prove that each pair (B,A) of
n ×m and m × n matrices with m ⩾ n can be reduced to exactly one pair of
the form (0Þ, 0Þ) if n is even or (0Þ + Pnm, 0Þ) if n is odd by adding the
matrices
∆A = R∗Jn(0) + Jm(0)S, ∆B∗ = Jm(0)TS +R∗Jn(0)T
to A and B∗ (we prefer to reduce B∗ instead of B).
Write S = [sij] and R∗ = [−rij] (they are m-by-n). Then
∆A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s21 − 0 s22 − r11 s23 − r12 . . . s2n − r1,n−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sm−1,1 − 0 sm−1,2 − rm−2,1 sm−1,3 − rm−2,2 . . . sm−1,n − rm−2,n−1
sm1 − 0 sm2 − rm−1,1 sm3 − rm−1,2 . . . smn − rm−1,n−1
0 − 0 0 − rm1 0 − rm2 . . . 0 − rm,n−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
∆B∗ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 − r12 0 − r13 . . . 0 − r1n 0 − 0
s11 − r22 s12 − r23 . . . s1,n−1 − r2n s1n − 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sm−2,1 − rm−1,2 sm−2,2 − rm−1,3 . . . sm−2,n−1 − rm−1,n sm−2,n − 0
sm−1,1 − rm2 sm−1,2 − rm3 . . . sm−1,n−1 − rmn sm−1,n − 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Adding ∆A, we reduce A to the form
0↓ ∶= [ 0m−1,n
∗ ∗ ⋯ ∗
] . (55)
To preserve this form of A, we must hereafter take
s21 = ⋅ ⋅ ⋅ = sm1 = 0, sij = ri−1,j−1 (2 ⩽ i ⩽m, 2 ⩽ j ⩽ n).
Write (r00, r01, . . . , r0,n−1) ∶= (s11, s12, . . . , s1n),
then
∆B∗ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 − r12 0 − r13 . . . 0 − r1n 0 − 0
r00 − r22 r01 − r23 . . . r0,n−2 − r2n r0,n−1 − 0
0 − r32 r11 − r33 . . . r1,n−2 − r3n r1,n−1 − 0
0 − r42 r21 − r43 . . . r2,n−2 − r4n r2,n−1 − 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 − rm2 rm−2,1 − rm3 . . . rm−2,n−2 − rmn rm−2,n−1 − 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
28
If rij and ri′j′ are in distinct diagonals of ∆B∗, then i − j ≠ i′ − j′, and so(i, j) ≠ (i′, j′). Hence, the diagonals of ∆B∗ have no common rij , and so we
can reduce the diagonals of B∗ independently.
The first n diagonals of ∆B∗ starting from the upper right hand corner
are
0
−r1n, r0,n−1
−r1,n−1, r0,n−2 − r2n, r1,n−1
−r1,n−2, r0,n−3 − r2,n−1, r1,n−2 − r3n, r2,n−1
−r1,n−3, r0,n−4 − r2,n−2, r1,n−3 − r3,n−1, r2,n−2 − r4n, r3,n−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(we underline linearly dependent entries); adding them we make the first n
diagonals of B∗ as in (0Þ)T .
The (n + 1)st diagonal of ∆B∗ is⎧⎪⎪⎨⎪⎪⎩(r00 − r22, r11 − r33, . . . , rn−2,n−2 − rnn) if m = n,(r00 − r22, r11 − r33, . . . , rn−2,n−2 − rnn, rn−1,n−1) if m > n.
Adding it, we make the (n + 1)st diagonal of B∗ equal to zero.
If m > n + 1, then the (n + 2)nd, . . . ,mth diagonals of ∆B∗ are
−r32, r21 − r43, r32 − r54, . . . , rn,n−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−rm−n+1,2, rm−n,1 − rm−n+2,3, rm−n+1,2 − rm−n+3,4, . . . , rm−2,n−1
Each of these diagonals contains n elements. If n is even, then the length
of each diagonal is even and its elements are linearly independent; we make
the corresponding diagonals of B∗ equal to zero. If n is odd, then the length
of each diagonal is odd and the set of its odd-numbered elements is linearly
dependent; we make all elements of the corresponding diagonals of B∗ equal
to zero except for their last elements (they correspond to the stars of P∗nm
defined in (2)).
It remains to reduce the last n−1 diagonals of B∗ (the last n−2 diagonals
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if m = n). The corresponding diagonals of ∆B∗ are
−rm2
−rm−1,2, rm−2,1 − rm3
−rm−2,2, rm−3,1 − rm−1,3, rm−2,2 − rm4
−rm−3,2, rm−4,1 − rm−2,3, rm−3,2 − rm−1,4, rm−2,3 − rm5
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−rm−n+3,2, rm−n+2,1 − rm−n+4,3, . . . , rm−2,n−3 − rm,n−1
and, only if m > n, one more diagonal
−rm−n+2,2, rm−n+1,1 − rm−n+3,3, . . . , rm−2,n−2 − rmn
Adding these diagonals, we make the corresponding diagonals of B∗ equal
to zero. To preserve the obtained zero diagonals, we must hereafter take
rm2 = rm4 = rm6 = ⋅ ⋅ ⋅ = 0 and arbitrary rm1, rm3, rm5, . . . .
Recall that A has the form 0↓ (see (55)). Since rm1, rm3, rm5, . . . are
arbitrary, we can reduce A to the form
[ 0m−1,n
∗ 0 ∗ 0 ⋯
]
by adding ∆A; these additions preserve B∗.
If m = n, then A can be alternatively reduced to the form⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
. . . . . . . . . . . .
0 0 . . . 0
∗ 0 . . . 0
0 0 . . . 0
∗ 0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
preserving the form 0Þ of B.
5.3. Off-diagonal blocks of D⟨Acan⟩ that correspond to summands of Acan of
distinct types
Finally, we prove the assertion (ii) of Corollary 5.1 forM andN of distinct
types.
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5.3.1. Pairs of blocks D⟨H2m(λ), µ∆n⟩ with ∣λ∣ > 1 and ∣µ∣ = 1
According to Corollary 5.1(ii) we need to prove that each pair (B,A) of
n × 2m and 2m × n matrices can be reduced to the pair (0,0) by adding
(S∗H2m(λ) + µ∆nR, R∗µ∆n +H2m(λ)S), S ∈ C2m×n, R ∈ Cn×2m.
Reduce A to 0 by this addition with R = 0 and S = −H2m(λ)−1A. To
preserve A = 0, we must hereafter take S and R such that R∗µ∆n+H2m(λ)S =
0; that is,
S = −H2m(λ)−1R∗µ∆n.
Hence, we can add to B matrices of the form
∆B ∶= µ∆nR − µ¯∆∗nRH2m(λ)−∗H2m(λ).
Write P ∶= µ¯∆∗nR, then
∆B = µµ¯−1∆n∆−∗n P − P (Jm(λ)⊕ Jm(λ¯)−T ) .
By (53), µµ¯−1 of modulus 1 is the only eigenvalue of µµ¯−1∆n∆−∗n . Since ∣λ∣ > 1,
µµ¯−1∆n∆−∗n and Jm(λ)⊕ Jm(λ¯)−T have no common eigenvalues. Thus, ∆B
is an arbitrary matrix and we can make B = 0.
5.3.2. Pairs of blocks D⟨H2m(λ), Jn(0)⟩ with ∣λ∣ > 1
According to Corollary 5.1(ii), we need to prove that each pair (B,A) of
n×2m and 2m×n matrices can be reduced to (0, 0) if n is even or to exactly
one pair of the form (0↕, 0) if n is odd by adding
(S∗H2m(λ) + Jn(0)R, R∗Jn(0) +H2m(λ)S), S ∈ C2m×n, R ∈ Cn×2m.
Putting R = 0 and S = −H2m(λ)−1A, we reduce A to 0. To preserve A = 0,
we must hereafter take S and R such that R∗Jn(0) +H2m(λ)S = 0; that is,
we take
S = −H2m(λ)−1R∗Jn(0).
Hence we can add to B matrices of the form
∆B ∶=Jn(0)R − Jn(0)TRH2m(λ)−∗H2m(λ)
=Jn(0)R − Jn(0)TR (Jm(λ)⊕ Jm(λ¯)−T ) .
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Let us partition B and R into n×m blocks: B = [M N], R = [U V ]. We
can add to the blocks M and N of B matrices of the form
∆M ∶= Jn(0)U − Jn(0)TUJm(λ), ∆N ∶= Jn(0)V − Jn(0)TV Jm(λ¯)−T .
We reduce M as follows. Let (u1, u2, . . . , un)T be the first column of U .
Then we can add to the first column M1 of M the vector
∆M1 ∶=(u2, . . . , un,0)T − λ(0, u1, . . . , un−1)T
=(u2, u3 − λu1, u4 − λu2, . . . , un − λun−2, −λun−1)T
(∆M1 = 0 if n = 1). The elements of this vector are linearly independent if n
is even, and they are linearly dependent if n is odd. We reduceM1 to zero if n
is even, and to the form (∗,0, . . . ,0)T or (0, . . . ,0,∗)T if n is odd. To preserve
this form in the latter case, we must hereafter take u2 = u4 = u6 = ⋅ ⋅ ⋅ = 0.
Then we successively reduce the other columns transforming M to 0 if n
is even or to the form 0↕nm if n is odd.
We reduce N in the same way starting from the last column.
5.3.3. Pairs of blocks D⟨λ∆m, Jn(0)⟩ with ∣λ∣ = 1
According to Corollary 5.1(ii), we need to prove that each pair (B,A) of
n ×m and m × n matrices can be reduced to (0, 0) if n is even or to exactly
one pair of the form (0↕, 0) if n is odd by adding
(S∗λ∆m + Jn(0)R, R∗Jn(0) + λ∆mS), S ∈ Cm×n, R = [rij] ∈ Cn×m.
We reduce A to 0 by putting R = 0 and S = −λ¯∆−1mA. To preserve A = 0,
we must hereafter take S and R such that R∗Jn(0) + λ∆mS = 0; that is,
S = −λ¯∆−1mR∗Jn(0). By (54), we can add
∆B ∶=Jn(0)R − λ2Jn(0)TR∆−∗m ∆m
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
r21 . . . r2m
. . . . . . . . . . . . . .
rn1 . . . rnm
0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
− λ2
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0
r11 . . . r1m
. . . . . . . . . . . . . . . . . .
rn−1,1 . . . rn−1,m
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 2i ∗
1 ⋱
⋱ 2i
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
to B. We reduce B to 0 if n is even or to the form 0↕ if n is odd along its
columns starting from the first column.
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