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ABSTRACT
This paper proposes distributed adaptive algorithms based
on the conjugate gradient (CG) method and the diffusion
strategy for parameter estimation over sensor networks. We
present sparsity-aware conventional and modified distributed
CG algorithms using l1 and log-sum penalty functions. The
proposed sparsity-aware diffusion distributed CG algorithms
have an improved performance in terms of mean square devia-
tion (MSD) and convergence as compared with the consensus
least-mean square (Diffusion-LMS) algorithm, the diffusion
CG algorithms and a close performance to the diffusion dis-
tributed recursive least squares (Consensus-RLS) algorithm.
Numerical results show that the proposed algorithms are
reliable and can be applied in several scenarios.
Index Terms— Distributed Processing, Diffusion Strat-
egy, Conjugate Gradient, Sparsity Aware.
1. INTRODUCTION
Distributed processing has become a very common and useful
approach to extract information in a network by performing
estimation of the desired parameters. The efficiency of the
network depends on the communication protocol used to
exchange information between the nodes, as well as the algo-
rithm to obtain the parameters. Another important aspect is
to prevent a failure in any agent that may affect the operation
and the performance of the network. Distributed schemes
can offer better estimation performance of the parameters
as compared with the centralized approach, based on the
principle that each node communicates with several other
nodes and exploits the spatial diversity in the networks [1],
[36],[37],[38],[39],[40].
The main strategies for communication in distributed pro-
cessing are incremental, consensus and diffusion. In the in-
cremental protocol, the communication flows cyclically and
the information is exchanged from one node to the adjacent
nodes. In this strategy the flow of information must be preset
at the initialization [2]. The consensus strategy is an elegant
procedure to enforce agreement among cooperating nodes [3].
In the diffusion mechanism, each node communicates with
the rest of the nodes [4] without any enforcement constraint.
∗This work was supported in part by The University of York
In many scenarios, the parameters of unknown systems
can be assumed sparse, containing only a few large coeffi-
cients interspersed among many negligible ones [5]. Many
studies have shown that exploiting the sparsity of a system is
beneficial to enhancing the estimation performance [7]. Most
of the studies developed for distributed processing exploit-
ing sparsity [11]-[29] focus on the least-mean square (LMS)
and recursive least-squares (RLS) algorithms using different
penalty functions [8]-[29]. These penalty functions perform
a regularization that attracts to zero the coefficients of the pa-
rameter vector that are not associated with the weights of in-
terest. The most well-known and exploited penalty functions
are the l0-norm, the l1-norm and the log-sum [29].
The conjugate gradient (CG) algorithm has been studied
and developed for distributed processing [32]-[47]. The faster
learning of CG algorithms over the LMS algorithm and its
lower computational complexity combined with better numer-
ical stability than the RLS algorithm makes it suitable for this
task. However, prior work on distributed CG techniques is
rather limited and techniques that exploit possible sparsity of
the signals have not been developed so far.
In this paper we propose distributed CG algorithms based
on two variants of the diffusion strategy for parameter esti-
mation over sensor networks. Specifically, we develop stan-
dard and sparsity-aware distributed CG algorithms using the
diffusion protocol and the l1 and log-sum penalty functions.
The proposed algorithms are compared with recently reported
algorithms in the literature. The application scenario in this
work is parameter estimation over sensor networks, which can
be found in many scenarios of practical interest.
This paper is organized as follows. Section II describes
the system model and the problem statement. Section III
presents the proposed distributed CG algorithm conven-
tional and modified versions. Section IV details the proposed
sparsity-aware distributed diffusion CG algorithm. Section V
presents and discusses the simulation results. Finally, Section
VI gives the conclusions.
2. SYSTEM MODEL AND PROBLEM STATEMENT
2.1. System Model
The network consists of N nodes that exchange information
between them, where each node represents an adaptive pa-
rameter vector with neighborhood described by the set Nk.
The main task of parameter estimation is to adjust the un-
known M×1 weight vector ωk of each node, where M is the
length of the filter [3]. The desired signal dk,i at each time i
is drawn from a random process and given by
dk,i = ω
H
0 xk,i + nk,i (1)
where ω0 is the M×1 system weight vector, xk,i is the M×1
input signal vector and nk,i is the measurement noise. The
output estimate is given by
yk,i = ω
H
k,ixk,i (2)
The main goal of the network is to minimize the following
cost function:
C(ωk,i) =
N∑
k=1
E[|dk,i − ω
H
k,ixk,i|
2] (3)
By solving this minimization problem it is possible to obtain
the optimum solution of the weight vector at each node. The
optimum solution for the cost function is given by
ωk,i = R
−1
k,ibk,i (4)
where Rk,i = E[xk,ixHk,i] is the M×M correlation matrix of
the input data vector xk,i, and bk,i = E[d∗k,ixk,i] is the M×1
cross-correlation vector between the input data and dk,i.
2.2. Problem Statement
We consider a diffusion algorithm for a network where each
agent k has access at each time instant to the realization
{dk,i,xk,i} of zero-mean spatial data {dk,i,xk,i} [32]-[40].
For a network with possibly sparse parameter vectors, the
cost function also involves a penalty function which exploits
sparsity. In this case the network needs to solve the following
optimization problem:
min C(ωk,i) =
∑N
k=1
E[|dk,i − ω
H
k,ixk,i|
2] + f(ωk,i) (5)
where f(ωk,i) is a penalty function that exploits the sparsity
in the parameter vector ωk,i. In the following sections we
focus on distributed diffusion CG algorithms to solve (5)
3. PROPOSED DISTRIBUTED DIFFUSION CG
ALGORITHM
In this section, we present the proposed distributed CG algo-
rithm using the diffusion strategy with a penalty function that
is equal to zero. This corresponds to the diffusion strategy
without the exploitation of sparsity. We first derive the CG
algorithm and then consider the diffusion protocol.
3.1. Derivation of the CG algorithm
The CG method can be applied to adaptive filtering problems
[30][32][41]. The main objective in this task is to solve (4).
The cost function for one agent is given by
CCG(ω) =
1
2
ωHRω − bHω (6)
For distributed processing over sensor networks, we present
the following derivation. The CG algorithm does not need
to compute the matrix inversion of R, which is an advantage
as compared with RLS algorithms. It computes the weights
ωk,i for each iteration j until convergence, i.e., ωk,i(j). The
gradient of the method in the negative direction is obtained as
follows [30]:
gk,i(j) = gk,i(j)−Rk,i(j)ωk,i(j) (7)
Calculating the Krylov subspace [34] through different oper-
ations, the recursion is given by
ωk,i(j) = ωk,i(j − 1)− α(j)pk,i(j) (8)
where p is the conjugate direction vector of g and α is the
step size that minimizes the cost function in (6) by replacing
(7) in (4). Both parameters are calculated as follows:
α(j) =
gHk,i(j − 1)gk,i(j − 1)
pHk,i(j)Rk,i(j)pk,i(j)
(9)
pk,i(j) = gk,i(j) + β(j)pk,i(j) (10)
The parameter β is calculated using the Gram-Schmidt or-
thogonalization procedure [35] as given by
β(j) =
gHk,i(j)gk,i(j)
gHk,i(j − 1)gk,i(j − 1)
(11)
Applying the CG method to a distributed network the cost
function is expressed based on the information exchanged be-
tween all nodes k = 1, 2..., N . Each of the equations pre-
sented so far takes place at each agent during the iterations of
the CG algorithm. Therefore, we have the cost function:
CCG(ωk,i) =
1
2
N∑
k=1
ωHk,iRk,iωk,i − b
H
k,iωk,i (12)
Using the data window with an exponential decay, the result-
ing autocorrelation matrix and cross-correlation vector are de-
fined using the forgetting factor λ as given by
Rk,i = λRk,i−1 + xk,ix
H
k,i (13)
bk,i = λbk,i−1 + d
∗
k,ixk,i (14)
In the diffusion strategy, all nodes interact with their neigh-
bors sharing and updating the system parameter vector. Each
node k is able to run its update simultaneously with the other
agents [1] [4]. Figure 1 illustrates the diffusion strategy.
Fig. 1. Distributed consensus-based network processing.
In diffusion protocols there are two well-known vari-
ants that switch the order of the combination and adaptation
steps, namely, Combine-then-Adapt (CTA) and Adapt-then-
Combine (ATC), each one based on the connectivity among
nodes. These mechanisms perform adaptation and learning at
the same time [3][4].
3.2. CTA Diffusion Distributed CG algorithm
In the CTA diffusion strategy, the convex combination term
is first evaluated into an intermediate state variable and sub-
sequently used to perform the weight update [4]. The local
estimation is given by
ϕk,i =
∑
lǫNk
alkωl,i−1 (15)
where alk represents the combining coefficients of the data
fusion which should comply with
∑
lǫNk
alk = 1, lǫNk,i, ∀k. (16)
In this work the strategy adopted for the alk combiner is the
Metropolis rule [1] given by
ckl =


1
max{|Nk|,|Nl|}
, if k 6= l are linked
1−
∑
l∈Nk/k
ckl, for k = l, (17)
The distributed CTA CG algorithm based on the derivation
steps obtains the updated weight substituting (15) in (8), giv-
ing as result:
ωk,i(j) = ωk,i(j − 1)− α(j)pk,i(j) (18)
where ωk,i(0) = ϕk,i [32]. The rest of the derivation is
based on the solution presented in the previous section and
the pseudo-code is detailed in Table 1
The modified CG (MCG) algorithm comes from the con-
ventional CG algorithm previously presented and only re-
quires one iteration per coefficient update. Specifically, the
residual is calculated using (7) (8) and (13) [30]:
gk,i = bk,i −Rk,iϕk,i
= λgk,i−1 − αk,iRk,ipk,i−1
+xk,i[dk,i − ω
H
k,i−1xk,i]
(19)
Table 1. CTA CG ALGORITHM
Parameters initialization:
ωk,0 = 0
For each time instant i > 0
For each agent k=1,2, . . . , N
Rk,i = λRk,i−1 + xk,ix
H
k,i
bk,i = λbk,i−1 + d
∗
k,ixk,i
ϕk,i =
∑
lǫNk
alkωl,i−1
ωk,i(j) = ϕk,i
gk, i(0) = bk,i(0)−Rk,i(0)ωk,i−1
pk, i(0) = gk,i(0)
For each CG iteration j = 1 until convergence
α(j) =
gHk,i(j−1)gk,i(j−1)
pH
k,i
(j)Rk,i(j)pk,i(j)
ωk,i(j) = ωk,i(j − 1)− α(j)pk,i(j)
gk,i(j) = gk,i(j)− α(j)Rk,i(j)pk,i(j − 1)
β(j) =
gHk,i(j)gk,i(j)
gH
k,i
(j−1)gk,i(j−1)
pk,i(j) = gk,i(j) + β(j)pk,i(j − 1)
End For
ωk,i = ωk,i(jlast)
End for
End for
The previous equation (19) is multiplied for the search direc-
tion vector:
pHk,igk,i = λp
H
k,igk,i−1 − αk,iRk,ipk,i−1
+pHk,ixk,i[dk,i − ω
H
k,i−1xk,i]
(20)
Applying the expected value, consideringpk,i−1 uncorrelated
with xk,i, dk,i and ϕk,i, and that the algorithm converges the
last term of (20) can be neglected. The line search to compute
α has to satisfy the convergence bound [11] given by
(λf − 0.5)
E[pHk,i−1gk,i]
E[pHk,i−1Rk,ipk,i−1]
≤ E[αk,i] ≤
E[pHk,i−1gk,i]
E[pHk,i−1Rk,ipk,i−1]
,
(21)
αk,i = η
pHk,igk,i
pHk,iRk,ipk,i
, (22)
where (λ − 0.5) ≤ η ≤ λ. The Polak-Ribiere method
[30],[31],[33] for the computation of β is given by
βk,i =
(gk,i − gk,i−1)
Hgk,i
gHk,igk,i
(23)
3.3. ATC Distributed CG algorithm
Similarly to CTA, the ATC protocol switches the order of the
operations. The difference lies in the variable chosen to up-
date the weight ωk,i. In this case, the update estimate is the
convex combination of the adaptation step. Table 2 shows the
pseudo code of the ATC strategy. The MCG version for the
Table 2. ATC CG ALGORITHM
Parameters initialization:
ωk,0 = 0
For each time instant i > 0
For each agent k=1,2, . . . , N
Rk,i = λRk,i−1 + xk,ix
H
k,i
bk,i = λbk,i−1 + d
∗
k,ixk,i
gk, i(0) = bk,i(0)−Rk,i(0)ωk,i−1(0)
pk, i(0) = gk,i(0)
ωk,i(0) = ωk,i−1
For each CG iteration j = 1 until convergence
α(j) =
g
H
k,i(j−1)gk,i(j−1)
pH
k,i
(j)Rk,i(j)pk,i(j)
ωk,i(j) = ωk,i(j − 1)− α(j)pk,i(j)
gk,i(j) = gk,i(j)− α(j)Rk,i(j)pk,i(j − 1)
β(j) =
gHk,i(j)gk,i(j)
gH
k,i
(j−1)gk,i(j−1)
pk,i(j + 1) = gk,i(j) + β(j)pk,i(j)
End For
ωk,i =
∑
lǫNk
alkωk,i(jlast)
End for
End for
ATC strategy is very similar to the CTA version presented.
Table 3 shows the details of the ATC MCG algorithm taking
into account the considerations previously discussed.
4. PROPOSED SPARSITY-AWARE DIFFUSION CG
Based on the previous development of distributed CG algo-
rithms, this section presents the proposed distributed sparsity-
aware diffusion CG algorithms using l1 (ZA) and log-sum
(RZA) norm penalty functions.
4.1. ZA and RZA CG algorithms
The cost function in this case is given by
CCG(ωk,i) =
1
2
N∑
k=1
ωHk,iRωk,i − b
H
k,iωk,i + f1, (24)
where f1 denotes the l1 penalty function and is defined by
f1 = ρ‖ωk,i(j)‖1. (25)
Applying the partial derivative of the penalty function gives
∂(f1)
∂(ω∗k,i)
= sgn(ωk,i) =
{ ωk,i
|ωk,i|
, if ωk,i 6= 0
0, if ωk,i = 0,
(26)
When the logarithmic penalty function f2 instead f1 is used
in the cost function, we have
f2 = ρ
M∑
i=1
log(1 +
|ωk,i|
ε
). (27)
Table 3. ATC MCG ALGORITHM
Parameters initialization:
ωk,0 = 0
For each time instant i > 0
For each agent k=1,2, . . . , N
Rk,i = λRk,i−1 + xk,ix
H
k,i
bk,i = λbk,i−1 + d
∗
k,ixk,i
ωk,i(j) = ϕk,i
gk,1 = bk,0
pk,1 = gk,1
αk,i = η
pHk,igk,i
pH
k,i
Rk,ipk,i
, (λ− 0.5) ≤ η ≤ λ
ϕk,i = ωk,i−1 − αk,ipk,i
gk,i = λgk,i − αk,iRk,ipk,i−1
+xk,i[dk,i − ω
H
k,i−1xk,i]
βk,i =
(gk,i−gk,i−1)
Hgk,i
gH
k,i−1
gk,i−1
pk,i = gk,i + βk,ipk,i−1
End for
ω(i) =
∑
lǫNk
alkϕl,i
End for
The partial derivative of the penalty function applied with re-
spect to ω∗k,i is described by
∂(f1)
∂(ω∗k,i)
=
sgn(ωk,i)
1 + ε‖ωk,i‖1
(28)
In both cases these sparsity-aware algorithms attract to zero
the values of the parameter vector which are very small or are
not useful. This results in an algorithm with a faster conver-
gence and lower MSD values as can be seen in the following
sections. Using the penalty functions (26) and (28), we obtain
the sparsity-aware algorithms with the CTA and ATC strate-
gies. Table 4 shows the sparsity-aware method for the ACT
protocol. In case of CTA, the same steps applied with the ZA
or RZA penalty functions to the steps previously presented in
Section III are carried out.
4.2. ZA and RZA Modified CG algorithms
The ATC and CTA MCG algorithms are very similar as pre-
sented in previous section, including the penalty functions.
In the ATC strategy, the generation of the first state resulting
from the adaptation step, is used in the final update.
4.3. Computational Complexity
The Table 5 shows the computational complexity of all diffu-
sion distributed methods proposed in terms of additions and
multiplications.
It can be seen that the complexity of the modified versions
is lower than the conventional methods
Table 4. Sparsity-aware ATC CG Algorithm
Parameters initialization:
ωk,0 = 0
For each time instant i > 0
For each agent k=1,2, . . . , N
Rk,i = λRk,i−1 + xk,ix
H
k,i
bk,i = λbk,i−1 + d
∗
k,ixk,i
gk, i(0) = bk,i(0)−Rk,i(0)ωk,i−1(0)
pk, i(0) = gk,i(0)
ωk,i(0) = ωk,i−1
For each CG iteration j = 1 until convergence
α(j) =
gHk,i(j−1)gk,i(j−1)
pH
k,i
(j)Rk,i(j)pk,i(j)
ωk,i(j) = ωk,i(j − 1)− α(j)pk,i(j)
gk,i(j) = gk,i(j)− α(j)Rk,i(j)pk,i(j − 1)
β(j) =
gHk,i(j)gk,i(j)
gH
k,i
(j−1)gk,i(j−1)
pk,i(j + 1) = gk,i(j) + β(j)pk,i(j)
End For
ωk,i =
∑
lǫNk
alkωk,i(jlast)− ρ
∂(f1,2)
∂ω∗
k,i
End for
End for
5. SIMULATIONS RESULTS
In this section, we evaluated the proposed distributed diffu-
sion CG algorithms and compare them with existing algo-
rithms. The results are based on the mean square deviation
MSD of the network. We consider a network with 20 nodes
and 1000 iterations per run. Each iteration corresponds to a
time instant. The results are averaged over 100 experiments.
The length of the filter is 10 and the variance of the input sig-
nal 1, which has been modeled as a complex Gaussian noise
and the SNR is 30 dB.
5.1. Comparison between standard and sparsity-aware
CTA distributed CG algorithms
For the standard CTA CG version, the system parameter vec-
tor was randomly set. In the case of the sparsity-aware algo-
rithms it was set to two values equal to one and the remaining
values were set to zero. After all the iterations, the perfor-
mance of each algorithm in terms of MSD is shown in Fig.
??. The results show that the sparsity-aware versions outper-
forms the standard versions and the best results are obtained
for the RZA versions. At the same time the MCG algorithms
have a better performance than the standard ones.
5.2. Comparison between sparsity-aware ATC distributed
CG algorithms.
The same configuration used before was set for CTA strategy.
Fig. ?? below shows the performance of the results in the
simulations. Fig. ?? shows the comparison between the con-
sensus and diffusion algorithms with RZA. It can be observed
Table 5. Computational Complexity of diffusion CG algo-
rithms
Method Additions Multiplications
CTA-CG L(M2 + 2M) L(2M2 + 4M)
+LJ(2M2 + 6M − 3) +LJ(3M2 + 4M − 1)
ATC-CG L(M2 + 3M − 1) L(2M2 + 3M)
+LJ(M2 + 6M − 3) +LJ(3M2 + 4M − 1)
CTA-MCG L(3M2 + 9M − 4) L(4M2 + 9M − 1)
ATC-MCG L(4M2 + 9M − 3) L(6M2 + 8M − 1)
ZA-CTA-CG L(M2 + 3M) L(2M2 + 5M)
+LJ(2M2 + 6M − 3) +LJ(3M2 + 4M − 1)
ZA-ATC-CG L(M2 + 3M) L(2M2 + 5M)
+LJ(2M2 + 6M − 3) +LJ(3M2 + 4M − 1)
ZA-CTA-MCG L(3M2 + 10M − 4) (4M2 + 10M − 1)
ZA-ATC-MCG L(4M2 + 10M − 3) (6M2 + 9M − 1)
RZA-CTA-CG L(M2 + 2M) L(2M2 + 4M)
+LJ(2M2 + 8M − 3) +LJ(3M2 + 6M − 1)
RZA-ATC-CG L(M2 + 3M − 1) L(2M2 + 3M)
+LJ(2M2 + 8M − 3) +LJ(3M2 + 6M − 1)
RZA-CTA-MCG L(3M2 + 11M − 4) L(4M2 + 11M − 1)
RZA-ATC-MCG L(4M2 + 11M − 3) L(6M2 + 10M − 1)
that the diffusion ATC CG algorithm has a faster convergence
as compared to the CTA and consensus strategy, as well as the
MSD value at steady state.
6. CONCLUSIONS
In this work we proposed distributed CG algorithms for pa-
rameter estimation over sensor networks as well as the mod-
ified versions of them. The proposed ATC diffusion CG al-
gorithms have a faster convergence than the CTA. The ATC
strategy outperforms both consensus[ref] and CTA protocols.
In all cases, the modified versions obtained the low MSD
values and faster convergence rate. Simulations have shown
that the proposed distributed CG algorithms are suitable tech-
niques for adaptive parameter estimation problems.
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