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Chapter 1 Introduction
Chapter 1
Introduction
Video conferencing has emerged as one of the common means of communication which
allow people in two or more locations to interact via two-way video and audio transmissions
simultaneously. It enables individuals over remote distance to have meetings on short
notice. High-speed internet connectivity at a reasonable cost and the decrease in the cost
of video capture and display have made it become more a®ordable and widely used. Some
of the areas where video conferencing can be very useful including distance education,
teleseminar, telemedicine, telenursing, face-to-face business meeting, etc.
There are some issues in video conferencing that research groups have paid attention
to [2{8]. One of them is user interface [2{4, 7, 8]. In this issue, many research groups
have put e®orts to make video conferencing more interactive and ergonomic. A more
interactive and ergonomic video conferencing can be realized by implementing a human-
machine interface which makes the users can perform a task easily. For this reason, novel
possibilities for human-machine interaction are widely considered.
Detecting user behavior, tracking hands and head or detecting gestures based on real-
time video analysis becomes a prominent approach for a new human-machine interface.
In particular, hand gestures are appealing ways to interact with such systems as they are
natural ways of how we communicate, and they do not require the user to hold or physi-
cally manipulate special peripherals. In recent year's vision-based human body, hand and
head tracking as well as gesture recognition has made a tremendous progress in research.
Tracking of human bodies and faces as well as gesture recognition has been studied for a
long time and many approaches can be found in the literature [1, 9{22].
Among human gestures, pointing is one the most fundamental and commonly-used
gestures performed by human. Pointing can be a potential candidate for user interface,
especially in environments like video conferencing where pointing gesture is likely to occur
6
Room 1 Room 2 Room 2 Room 1
Room 1 Room 2
TV Display TV Display
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Fig. 1.1 Pointing gesture as a user interface in video conferencing (the system puts °
mark on the pointed spot on TV display in both rooms).
frequently. A user in one conference room might want to point at something in the other
conference room. If the system can automatically inform the users in the other conference
room the spot that a user is pointing, the video conferencing will be more convenient and
interactive for the users.
One example of how to use pointing gesture as a user interface in video conferencing is
depicted in Fig. 1.1. Suppose there are two remote conference rooms connected through
network. The scenes of both rooms are shown adjacently on TV display in each room: the
left half of the display shows the scene of the room itself and the right half shows the scene
of the other room. We assume that a user in room 1 is pointing to a spot on the right half
of the display, which shows the scene of room 2. The video conferencing system then puts
a mark on that pointed spot simultaneously in both the right half of TV display in room
1 and the left half of TV display in room 2. Thus, the users in room 1 can know which
spot the user in room 1 is pointing. For this reason, applying pointing gesture recognition
7
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in both rooms will give more convenience to the users to interact with each other.
There are some 3D user interface input devices that can be applied to recognize pointing
gesture in video conferencing, such as data gloves [23]. By wearing this, a user can perform
various tasks using hand gestures. Not only pointing gesture, the other hand gestures can
also be performed easily. However, it is inconvenient because it still requires the user to
wear special devices.
The problems mentioned above could be solved if pointing gesture in video conferencing
can be recognized by a method that does not require the users to wear any special equip-
ment. Some companies have developed a device which can generate a depth map of what
is being seen through that device [24{26]. This device usually employs infrared rays and
has a sensor to detect the rays that travel back to the device. Using this device, pointing
gesture recognition can be detected very well. However, it requires a special device.
Many e®orts to recognize pointing gesture using camera have been reported [1,12{22].
The camera captures the scene of the conference room and the users. Some research groups
have succeeded in detecting pointing gesture using only 2D information from the image
captured from one camera [12, 13]. However, these methods are unlikely to be applied
to an environment like video conferencing. Most of the camera-based pointing gesture
recognition methods use 3D information obtained from stereo camera [1, 15{22]. Most
of these conventional methods perform pointing gesture recognition where there is only
one user. Many of them apply extraction of skin color region or background subtraction
to ¯nd the user's location. Skin color detection is sensitive to lighting changes, while
background subtraction requires prior acquisition of background model and might fail if
the background and the foreground have the same color. Some of the conventional methods
require a number of cameras and the placement of cameras is quite di±cult. Some of them
also model the dynamic motion of pointing gestures. However, it is important that the
method can be applied to a single image, and thus makes it robust to sudden movements
or occasional drops in frame rate.
This thesis proposes an algorithm that can be applied to each user in video confer-
encing where there are multiple users. The users' location is searched from the captured
image using face detection instead of using extraction of skin color region or background
subtraction. We also try to recognize pointing gesture in video conferencing in a simple
way and focuses only the static posture of the users. Using the proposed algorithm, the
system will only require a stereo camera mounted on the top of TV display for point-
ing gesture recognition. Because stereo camera is used, 3D information can be obtained.
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Therefore, the estimation of pointing direction will be easier and more accurate comparing
to the approach where only one camera is used. To obtain high-accuracy 3D information,
we use a sub-pixel stereo correspondence technique using 1D Phase-Only Correlation (1D
POC) [27].
The structure of this thesis is as follows: Chapter 2 explains the fundamentals of point-
ing gesture recognition for video conferencing. In this chapter, we also describe conventional
techniques and their shortcomings in more details while stating their relationship with our
work. Chapter 3 focuses on the details of the technique to obtain 3D information with
high-accuracy from stereo camera. We use 1D Phase-Only Correlation (1D POC), a high-
accuracy image matching technique, to ¯nd the stereo correspondence. Chapter 4 covers
the details of the proposed method to detect pointing gesture and estimate its direction,
experimental results and discussion about the results. Chapter 5 includes a summary of
the main points discussed in previous chapters.
9
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Chapter 2
Fundamentals of Pointing Gesture
Recognition
2.1 Introduction
In this chapter, we ¯rst give a detailed explanation of the concept of pointing gesture
recognition. Next, we present the general ideas behind some other conventional methods of
pointing gesture recognition and the discussion about these methods when it is applied to
video conferencing. We also compare how these conventional methods relate to our work.
2.2 Concept of Pointing Gesture Recognition
In the recognition of pointing gestures, two problems have to be addressed: detection of
pointing gesture and estimation of the pointing direction. In the ¯rst problem, we need to
detect whether pointing gesture exists or not. In a situation where there are several users
involved, we need to know as well which user is doing the pointing, which is important
for especially determining pointing direction. Since the user usually extends his arm when
he points at something, we can detect pointing gesture if we know whether the user is
extending his arm or not. In case of video conferencing, we can assume that a user is
pointing at the TV display when his hand is toward the display and resides at a distance
from his face
After we have detected the pointing gesture, we need to determine the pointing direc-
tion. By tracing the pointing direction which can be represented as a line in 3D space,
we can know the object or spot that the user is pointing. In case of video conferencing,
we can determine which object or spot on the TV display is being pointed by ¯nding the
10
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intersection between the line of pointing direction and TV display. The problem is how to
determine this pointing direction. Papers about pointing gesture recognition use various
de¯nitions about pointing direction, which basically can be classi¯ed into two groups: (1)
the direction in which the arm is extended, and (2) the direction represented by the line
passing through the upper region of the head and the tip of the arm. Hosoya [21] used the
¯rst de¯nition, while Lee [12], Kolesnik [14], Kehl [1], Hild [19], and Yamamoto [22] used
the second de¯nition in their papers. The ¯rst one is often called \arm pointing", and the
second one is called \line-of-sight pointing". Line-of-sight pointing assumes that the users
attempt to place visually the tips of their ¯ngers at the objects when they are pointing at
them. People seem to have variable preference between these two ways of pointing.
In their experiences, some research groups estimated pointing direction by both arm
pointing approach and line-of-sight pointing approach. In his paper, Jojic [17] stated that
arm pointing performs well when the subject selects large target. Nickel [20] even explored
three di®erent approaches: (1) the line of sight between head and hand (line-of-sight point-
ing), (2) the orientation of the forearm (arm pointing), and (3) the head orientation. He
evaluated the accuracy of pointing direction from these three approaches through an exper-
iment where some users were asked to point at a target. The percentage of correct target
identi¯cation for each approach was then calculated . The ¯rst approach, which uses the
head-hand line, gave the best result with higher percentage of target identi¯cation than
the other two approaches. From the explanation above, we can infer that people intuitively
rely on the head-hand line when they are pointing at a target. In this thesis, we also apply
line-of-sight pointing to de¯ne pointing direction.
2.3 Related Works
A lot of methods have been proposed to recognize pointing gesture. As presented
in Fig. 2.1, we classify them into two groups based on the device required for pointing
gesture recognition: (1) methods using wearable devices, and (2) methods using non-
wearable devices. Instead of wearable devices, the methods in the second category use
other input devices, which could further be classi¯ed into two groups: (1) active devices,
and (2) passive devices. Methods which use active input devices employ an integrated light
source to the objects, while passive input devices do not require such kind of light. Passive
input devices could further be classi¯ed again into two groups: (1) single camera, and (2)
11
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Pointing Gesture Recognition Methods
Methods Using
Wearable Devices
Methods Using
Non-?earable Devices
Methods Using
Active Devices
Methods Using
Passive Devices
Methods Using
Multiple Cameras
Methods Using
Single Camera
Fig. 2.1 Classi¯cation of pointing gesture recognition methods based on their input devices.
multiple cameras. The latter group includes stereo camera.
2.3.1 Methods Using Wearable Devices
Wearable devices which are often used for hand gesture recognition are data gloves. It
is very useful especially in applications which require to keep tracking the information of
the user's hand. Data gloves come in two basic varieties: bend-sensing gloves and pinch
gloves. Bend-sensing gloves are purely passive input devices used to detect hand postures
and certain gestures. Meanwhile, pinch gloves are input devices that determine if a user is
touching two or more ¯ngertips together. Many data gloves have been developed over the
years using various kinds of sensors. They are usually embedded in the glove or placed on
the outer surface of the glove [23].
One of the major advantages of data gloves is that they can recognize a variety of
hand gestures as well as providing a representation of the user's hand in the 3D appli-
cation. When data gloves are used in video conferencing, pointing gesture detection and
pointing direction estimation can be easily done. However, the user does have to wear
the device, which is unnatural in video conferencing and might make the user feel a little
12
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uncomfortable.
2.3.2 Methods Using Active Devices
Not requiring the user to wear any equipment, active input devices have succeeded
in recognizing hand gestures and have been applied to many applications such as video
gaming, machine vision, robotics, etc. Currently, one of the famous active input devices is
a special camera developed by MESA Imaging AG in Switzerland, which can provide real
time distance data at video frame rates. Their newest product is Swiss Ranger SR4000 [24].
Similar devices which use sensor to obtain distance information are also developed by
Panasonic Electric Works Co. Ltd. [25] and 3DV Systems [26]. Some companies which
develop 3D gesture recognition middleware and interface using such kind of devices include
Softkinetic [28] and Mgestyk [29].
Based on the time-of-°ight (TOF) principle, the camera mentioned above employs an
integrated light source, which is infrared rays. The emitted light is re°ected by objects in
the scene and travels back to the camera, where the precise time of arrival is measured
independently by each pixel of the image sensor, producing a per-pixel distance measure-
ment.
Applying these kinds devices enables a fast and accurate acquisition of 3D information,
which makes pointing gesture recognition easy to do. However, a special equipment with
sensor to detect the employed light is required. Pointing gesture recognition using usual
passive input devices, which does not use a special equipment, is expected in the future.
This prompts many research groups to try vision-based pointing gesture recognition, which
uses usual cameras.
2.3.3 Methods Using Passive Devices
In vision-based approach which applies passive input devices, the camera captures the
footage of the users and image processing is then applied to the captured image to recognize
pointing gesture. Many e®orts on vision-based pointing gesture recognition have been
reported [1,12{22]. They basically can be classi¯ed based on the number of cameras being
used into two groups: (1) methods which use only one camera, and (2) methods which use
multiple cameras. The latter one includes stereo camera.
Methods which use a single camera try to obtain 3D information of gesture based on 2D
13
Chapter 2 Fundamentals of Pointing Gesture Recognition
image processing. This task is di±cult since these techniques need rather complex tracking,
due to the high-dimensional parameter space and its many ambiguities [30]. Some research
groups have succeeded in detecting pointing gesture using only 2D information from the
image captured from one camera using relatively easy ways [12{14]. Lee [12] introduced a
method to identify a pointing target on a °at surface in 3D space using one camera. The
method uses 2D image-based operations, including image registration and line intersection.
However, the method that Lee [12] proposed requires the user to wear a thimble in the
¯nger. Thimble is used to help pointing ¯ngertip detection. In video conferencing, putting
a thimble in the ¯nger would be unnatural.
Wu [13] presented a method for tracking the 3D position of a ¯nger assuming the user
is facing the camera. He segments the skin region to obtain the position of the ¯ngertip.
In Wu's method [13], the detection of pointing ¯ngertip will be di±cult when occlusion
occurs between ¯nger and the other segmented skin regions such as face region. Such a
case is likely to happen when the user is pointing at TV display.
Another approach with a single camera is proposed by Kolesnik [14]. She used an
overhead camera where she segments the observed silhouette in two parts: one for the
body and one for the arm. This approach ignores the information of lengthwise direction,
and thus makes it di±cult to obtain precise 3D direction of pointing gesture.
Pointing gesture recognition methods using multiple cameras have been proposed by
a lot of research groups because it is easier to obtain 3D information than 2D-based ap-
proaches. We will present the general ideas of some of them in the explanation below.
Fukumoto [15] developed a system which combines voice and the gestures for his 3D
direct pointing interface with the assumption that the user is pointing at a screen. His
system uses two stereoscopic TV cameras: one mounted on the wall and the other on
the ceiling. The system then calculates the 3D coordinate of the user's ¯ngertip by ¯rst
extracting hand region in the images obtained from the two cameras. To extract hand
region, arrays of infrared LED as light sources are used so that the hand region becomes
lighter than the background region.
Jennings' paper [16] gave an overview of his developed system for robustly tracking
the 3D position and orientation of a ¯nger using multiple cameras. His system combines
multiple sources of information as its inputs to track the ¯nger, including stereo range
images, color segmentations, shape information, and various constraints. The combination
of all input channels is then used to make the ¯nger model. This method is very compute-
intensive.
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In his paper, Jojic [17] described a real-time system for detecting pointing gestures and
estimating the direction of pointing. He assumes that the subject stands in the scene and
occasionally points at the object of interest or locations on the wall screens in the room.
Background subtraction in disparity maps is then used to extract the subject's region. To
detect the pointing gesture, two simple statistical models of human appearance in range
images are described. One is the single Gaussian model, which is approximately correct
for modeling a person standing with arms down. The other one is the mixture of two
Gaussians, which approximates the appearance of a person that is pointing. Detecting
pointing gesture is done by employing a minimal description length criterion to decide
which model is more appropriate for any given set of foreground points.
Herpers [18] introduced SAVI, a system which performs particular control tasks de-
pendent on hand gestures given by the subject. SAVI is based on a robotically controlled
binocular head which consists of two color CCD cameras. The binocular head is quite large
and seems to be unsuitable to be placed in a video conference room.
Hild [19] introduced a pointing gesture recognition system which combines one color
CCD camera and stereo camera. The image from color CCD camera is used to detect head
and hand by searching skin color regions. In searching skin region, this method assumes
that the user appears at approximately the image center. After determining the head
and hands region, the system tracks and veri¯es them through the analysis of 3D data
points. The occurence of human motions is presumed in this method, and motion regions
of persons are detected by carrying out background-frame di®erencing.
In his paper, Nickel [20] presented an approach to recognize pointing gestures based on
Hidden Markov Model (HMM). This method tracks the 3D positions of the person's head
and hands by combining color and range information to achieve robust tracking perfor-
mance. Then, he models the typical motion pattern of pointing gesture by decomposing
the gesture into three distinct phases and modeling each phase with a dedicated HMM.
In the pointing gesture recognition method that Hosoya [21] proposed, the 3D coordi-
nates of the user's shoulder and arm are computed by using a depth image and color input
image obtained from the stereo vision camera. Pointing direction is obtained from the line
that connects the user's shoulder and arm.
Kehl [1] developed a portal which is constructed as a three-sided stereo back-projection
system with the screens arranged in a rectangular layout as shown in Fig. 2.2. The
user's region in the images captured from surrounded cameras is extracted by background
subtraction, and then the silhouettes of the segmented foreground regions are extracted.
15
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Horizontal Cameras
Shuttered Projection Glass Walls
Overhead Camera
Portal
Fig. 2.2 The portal that Kehl developed [1].
Next, extremal points, such as the head or the hands, are searched on the silhouettes.
This method then uses point correspondences for 3D reconstruction of the head and hand.
Jitter which may occurs in the ¯ngertip's trajectories is smoothed out using Kalman ¯lter.
Unlike the methods mentioned so far which perform pointing gesture recognition where
there is only one user, the methods that Yamamoto [22] proposed is able to recognize
pointing gesture in a situation where several users are simultaneously captured by the
camera. The proposed system uses stereo cameras mounted in the corners of a ceiling that
look down at an oblique angle to capture the entire bodies. He utilizes Ubiquitous Stereo
Vision (USV) system [31] to provide the necessary information for individual arm-pointing
gestures to be recognized. In this method, pointing direction is corrected from arm pointing
to line-of-sight pointing. In selecting the target, the system needs to be triggered before
16
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Fig. 2.3 Pointing direction which we de¯ne as a vector from a user's viewpoint (°) to
pointing ¯ngertip (°).
the detected pointing gesture is used as an interface. He de¯nes the trigger as pointing the
arm at a target within a ¯xed period of time.
The methods proposed by both Kehl [1] and Yamamoto [22] require a number of cameras
and the placement of the cameras is quite di±cult. Both methods also assume that the
user is standing, which is di®erent from video conferencing situation where the users are
usually seated.
2.4 Our Approach
To determine pointing direction, we also use head-hand line. The problem is which
point in the head and in the hand should be chosen. We consider that when a person is
pointing at an object, the pointed object resides on the line that connects the person's eye
and ¯ngertip. Because there are two eyes, it is di±cult to decide which eye should be used
to de¯ne pointing direction. In this paper, we use the middle point between the user's eyes.
We call this point \viewpoint". Therefore, we de¯ne pointing direction as a vector from a
user's viewpoint to his pointing ¯ngertip (Fig. 2.3). And to estimate it, 3D coordinates of
17
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both viewpoint and pointing ¯ngertip are required.
For recognizing pointing gesture in a video conference, we adopt an approach which
does not require the users to wear any special devices nor use a special equipment that
employ structured light to the users. Therefore, we avoid the use of wearable devices and
active input devices, and use only images captured by cameras for our system's input. Due
to the di±culties to detect pointing gesture and estimate pointing direction using a single
camera, we apply stereo camera. In our approach, only a pair of stereo camera is used,
and thus can minimalize the number of equipments required in the system.
Several users are usually involved in video conferencing. Therefore, we try to make
our pointing gesture recognition method works in a situation where several users are si-
multaneously captured by the camera. For this reason, the algorithm to detect pointing
gesture and estimate pointing direction should be applied to each user in the conference
room which is captured by the camera.
To estimate the user's location in the image, the methods mentioned in section 2.3.3
usually apply extraction of skin color region or background subtraction. Skin color de-
tection is sensitive to lighting changes and the clothing worn by the user. Moreover, if
the background has a color which is the same as the skin color, it will also be extracted.
Background subtraction requires prior acquisition of background model and the extraction
of foreground regions may fail if there are some regions in the foreground and the back-
ground which have the same color. For this reason, we apply face detection to ¯nd the
user's location in the captured image. The users can be considered looking at TV display
during the conference, and thus by mounting stereo camera on the top of the display, each
user's face can be detected. We then locate each user's viewpoint from the face area to
determine pointing direction afterwards.
Using stereo camera, 3D information of a conference room and the users can be ob-
tained. The accuracy of the obtained 3D information will a®ect the accuracy of pointing
gesture detection and pointing direction estimation. To obtain high-accuracy 3D informa-
tion, we use a sub-pixel stereo correspondence technique using 1D Phase-Only Correlation
(1D POC) [27].
Some of the methods mentioned in section 2.3.3 model the dynamic motion of pointing
gestures. Our approach mainly focuses on the static posture of the users. It is important
not to depend on the incremental motion assumption. In other words, the image analysis
should work on a single image. This makes the approach robust to sudden movements or
occasional drops in frame rate. Our method also does not use statistical model like the
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one proposed by Jojic [17]. This is to keep our algorithm simple.
In our method, we also adopt Kehl's idea to smoothen out detected ¯ngertip trajec-
tories using Kalman ¯lter [1]. We also use Kalman ¯lter to smoothen out the viewpoint
trajectories. Furthermore, we stabilize both the trajectories by using the principle of
\thresholding", which will be explained further in Chapter 4.
2.5 Summary
In this chapter we explained brie°y the concept of pointing gesture recognition. Then,
we introduced some other conventional methods and categorized them based on the re-
quired devices. We also discussed the advantages and disadvantages of conventional meth-
ods especially when they are applied in video conferencing and stated how our approach
tries to overcome some of the current problems faced in pointing gesture recognition for
video conferencing.
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Chapter 3
High-accuracy 3D Measurement Using
Stereo Vision
3.1 Introduction
To recognize pointing gesture, 3D information of the conference room and that of the
users are required. We use stereo camera for 3D measurement of the conference room and
that of the users. In this chapter, we ¯rst give an outline of 3D reconstruction using stereo
camera. Then, we give a brief explanation about image recti¯cation. Image recti¯cation
is very useful to reduce computational cost in stereo correspondence search. Next, we
describe a high-accuracy image matching technique using 1D Phase-Only Correlation (1D
POC) that our research group has developed [27]. This technique can estimate sub-pixel
translational displacement between two recti¯ed stereo images, and thus becomes the key
point for high- accuracy 3D measurement. The explanation about how we apply this
technique for stereo correspondence search is given at the end of this chapter.
3.2 3D Reconstruction in Stereo Vision
Stereo vision is a method of capturing 3D information based only on cameras. It involves
receiving inputs from two or more di®erent cameras oriented at di®erent viewpoints. Stereo
vision converts 2D information in the pixel coordinate of the captured image into 3D
information in the world coordinate using the projective geometry. The mathematical
expression of stereo vision technique is given in this section.
Assuming there are two cameras, letM = [X;Y; Z]T be a point on the world coordinate
system in Fig. 3.1, and it is projected as m = [u; v]T and m0 = [u0; v0]T on the two retinal
20
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Retinal plane Retinal plane 
M=[X,Y,Z]T
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m = [u,v]T m’ = [u’,v’]
T
Focal point Focal point
Π Π'
Fig. 3.1 Stereo vision for two cameras.
planes ¦ and ¦0, respectively. The lines MC and MC0 intersect the two retinal planes
atm = [u; v]T andm0 = [u0; v0]T , respectively, where C and C0 are the focal points of the
two cameras that correspond to the retinal planes ¦ and ¦0, respectively. When we know
the coordinates of m, m0, C and C0, we can determine M . Let the projection matrices
of the two cameras that correspond to the retinal planes ¦ and ¦0 are P and P 0, we can
write as follows
¸fm = P fM ; (3.1)
¸0fm0 = P 0gM 0: (3.2)
The dimension of projection matrices P and P 0 in Eqs. (3.1) and (3.2) is 3£ 4. ¸ and ¸0
are the scaling factors. M , m and m0 are represented in projective coordinate as follows
fM = [X;Y; Z; 1]T ;fm = [u; v; 1]T ;fm0 = [u0; v0; 1]T :
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Let P be written as
P =
2664
p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 p34
3775 : (3.3)
We can derive the following equations from Eq. (3.1) as follows
p11X + p12Y + p13Z + p14 = ¸u; (3.4)
p21X + p22Y + p23Z + p24 = ¸v; (3.5)
p31X + p32Y + p33Z + p34 = ¸; (3.6)
where ¸ can be eliminated by using the third equation in the ¯rst and second ones above.
Thus the following equation is derived as follows
"
p31u¡ p11 p32u¡ p12 p33u¡ p13
p31v ¡ p21 p32v ¡ p22 p33v ¡ p23
# 2664
X
Y
Z
3775
=
"
p14 ¡ p34u
p24 ¡ p34v
#
: (3.7)
Equation (3.7) provides two e±cient equations, whereas in stereo vision, the problem is to
determine three unknowns X,Y,Z. Therefore, only one camera is not enough, and if we use
two cameras or one camera in two di®erent positions, we will get the similar equation as
Eq. (3.7) for the other camera or position. Thus, enough number of equations are achieved
when more than two images from di®erent viewpoints are used. When two cameras are
used, the next equations are derived from Eqs. (3.1) and (3.2)
BM = b; (3.8)
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where,
B =
266664
p31u¡ p11 p32u¡ p12 p33u¡ p13
p31v ¡ p21 p32v ¡ p22 p33v ¡ p23
p031u
0 ¡ p011 p032u0 ¡ p012 p033u0 ¡ p013
p031v
0 ¡ p021 p032v0 ¡ p022 p033v0 ¡ p023
377775 ;
(3.9)
b =
266664
p14 ¡ p34u
p24 ¡ p34v
p014 ¡ p034u0
p024 ¡ p034v0
377775 : (3.10)
In this expression, pij and p
0
ij are the i-th row and j-th column components of matrix P
and P 0, respectively. When P , P 0, m and m0 are known, then in Eq. (3.8) we have four
equations and three unknown variables for the 3D coordinate ofM . Let the pseudo inverse
matrix of B in Eq. (3.8) be B+, where B+ is given as
B+ = (BTB)¡1BT : (3.11)
From Eq. (3.8), M can be determined as
M = B+b: (3.12)
One of the basic problems to be solved in stereo vision is the correspondence prob-
lem [32]. In Fig. 3.1, pointm on retinal plane ¦ and pointm0 on retinal plane ¦0 are the
images of the same point M = [X;Y; Z]T in the world coordinate. The correspondence
problem is to ¯nd out which pointm0 in ¦0 corresponds tom in ¦. m andm0 are called
correspondences [32{34]. There are many di®erent types of approaches in stereo correspon-
dence search, e.g., using constraints (epipolar constraint, continuity, ordering, disparity
gradient, geometric constraint, etc.), correlation techniques, dynamic programming, pre-
diction and veri¯cation, adding planar constraint, using multiple-baseline cameras, etc [32].
Our method for correspondence search is given in section 3.5 in this chapter.
Another problem in stereo vision is reconstruction problem [32]. When the correspond-
ing points m?m0 are known, the next step is how to determine the 3D coordinate of M
using the known information. As discussed above, the projection matrices of the cameras
should be determined for that beforehand. Usually, camera calibration is the technique to
determine the projection matrices [35{37]. Camera calibration generally requires a set of
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Fig. 3.2 The epipolar geometry.
known 3D reference points in advance. In most of the literatures regarding camera calibra-
tion, some sort of regular patterns are used for de¯ning these 3D reference points. Once the
pixel coordinate of the reference points on the images are known, the projection matrices
can be estimated using both linear and non-linear methods. For camera calibration, we
use the method proposed by Zhang [37].
3.3 Image Recti¯cation
Consider the case of two cameras in Fig. 3.2, where C and C0 are the optical centers
of the left and right cameras, respectively. For a given reference pointm in the left image,
the epipolar geometry means that the corresponding point m0 of m is constrained to lie
on a speci¯c line (l0m in Fig. 3.2). This line l0m is called the epipolar line of m. The
line l0m is the intersection of the right image plane ¦0 with the plane ¦e, generally known
as the epipolar plane as de¯ned by m, C and C0. The epipolar constraint holds because
the reference point m may correspond to an arbitrary point on the line CM , and the
projection of CM on the right image plane ¦0 is the line l0m. The epipolar lines of all
the points in the left image pass through a common point e0, which is called the epipole.
Epipole is the intersection of line CC0 with the right image plane ¼0.
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Image I Image J
Fig. 3.3 Recti¯cation of stereo images: (a) original stereo images, (b) recti¯ed stereo
images.
We can rectify stereo images such that pairs of conjugate epipolar lines become collinear
and parallel to the horizontal image axis [32, 38], as shown in Fig. 3.3. This process is
called image recti¯cation. Fig. 3.4 shows the result of image recti¯cation applied to the
captured scene in video conferencing. As also shown in Fig. 3.4, conjugate points between
stereo images have the same vertical coordinate by image recti¯cation. Thus, stereo corre-
spondence search will become simpler, since we only need to ¯nd the corresponding point
in the horizontal line (epipolar line). This takes less computation time than searching
25
Chapter 3 High-accuracy 3D Measurement Using Stereo Vision
(a)
(b)
Fig. 3.4 Applying image recti¯cation to the captured scene of video conferencing: (a)
original scene from the left and right camera, (b) recti¯ed scene from the left and right
camera.
correspondence in 2D block area.
3.4 Image Matching Using 1D Phase-Only Correla-
tion (1D POC)
In this section, we describe the details of image matching technique using 1D Phase-
Only Correlation (1D POC). Let I and J be recti¯ed stereo images as illustrated in Fig.
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3.3. Given a reference point p in the image I, the problem is to ¯nd the corresponding
point q in the image J . In the image I, we ¯rst extract the 1D image signal f(n) centered
at the reference point p along the epipolar line. Similarly, in the image J , we extract the
1D image signal g(n) centered at q0 | the initial estimate for the true corresponding point
q. The points q and q0 should be on the common epipolar line corresponding to p. Let
n (2 f¡M;¡(M ¡ 1); ¢ ¢ ¢ ; 0; ¢ ¢ ¢ ; (M ¡ 1);Mg) be the discrete spatial index for the 1D
image signals f(n) and g(n), where M is a positive integer. The signal length N is given
by N = 2M +1. Note that we assume here the sign symmetric index range f¡M; ¢ ¢ ¢ ;Mg
for mathematical simplicity. The discussion could be easily generalized to non-negative
index ranges with power-of-two signal length.
The 1D Discrete Fourier Transforms (1D DFTs) of f(n) and g(n) are given by
F (k) =
MX
n=¡M
f(n)W knN = AF (k)e
jµF (k); (3.13)
G(k) =
MX
n=¡M
g(n)W knN = AG(k)e
jµG(k); (3.14)
where k = ¡M ¢ ¢ ¢M and WN = e¡j 2¼N . AF and AG are amplitude components, and ejµF (k)
and ejµG(k) are phase components. The cross-phase spectrum R(k) is de¯ned as
R(k) =
F (k)G(k)
jF (k)G(k)j = e
jµ(k); (3.15)
where G(k) denotes the complex conjugate of G(k) and µ(k) = µF (k) ¡ µG(k). The 1D
POC function r(n) between f(n) and g(n) is the 1D Inverse DFT (1D IDFT) of R(k) and
is given by
r(n) =
1
N
MX
k=¡M
R(k)W¡knN : (3.16)
In the following, we derive the analytical peak model for the 1D POC function between
the same signals that are minutely displaced with each other. Now consider fc(x) as a 1D
image signal de¯ned in continuous space with real-number index x. Let ± represents minute
(sub-pixel) displacement of fc(x). So, the displaced 1D image signal can be represented as
fc(x¡ ±). Assume that f(n) and g(n) are spatially sampled signals of fc(x) and fc(x¡ ±),
respectively, and are de¯ned as
f(n) = fc(x)jx=nT ; (3.17)
g(n) = fc(x¡ ±)jx=nT ; (3.18)
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where T is the spatial sampling interval, and index range is given by n = ¡M; ¢ ¢ ¢ ;M . For
simplicity, we assume T = 1. The POC function r(n) between f(n) and g(n) is given by
r(n) ' ®
N
sinf¼(n+ ±)g
sinf ¼
N
(n+ ±)g ; (3.19)
where ® = 1. The above Eq. (3.19) represents the shape of the peak for the 1D POC
function between the same 1D image signals that are minutely displaced with each other.
This equation gives a distinct sharp peak. (When ± = 0, the 1D POC function r(n)
becomes the Kronecker delta function.) We can show that the peak value ® decreases
(without changing the function shape itself), when small noise components are added to
the original images. Hence, we assume ® · 1 in practice. The peak position n = ¡± of
the 1D POC function re°ects the displacement between the two 1D image signals.
Thus, we can compute the displacement ± between extracted signals f(n) and g(n) by
estimating the true peak position of the 1D POC function r(n). Then, the corresponding
point q for the reference point p is determined from q0 and ± as
q = q0 + (±; 0); (3.20)
where q and q0 in this equation are regarded as the coordinate vectors of the true corre-
sponding point q and its initial estimate q0, respectively.
Listed below are important techniques for improving the accuracy of 1D image matching
for sub-pixel correspondence search.
(i) Function ¯tting for high-accuracy estimation of peak position
We use Eq. (3.19) | the closed-form peak model of the POC function | directly for
estimating the peak position by function ¯tting. By calculating the POC function, we can
obtain a data of r(n) for each discrete index n. It is possible to ¯nd the location of the peak
that may exist between image pixels by ¯tting the function Eq. (3.19) to the calculated
data array around the correlation peak, where ® and ± are ¯tting parameters.
(ii) Windowing to reduce boundary e®ects
Due to the DFT's periodicity, a signal can be considered to \wrap around" at an edge,
and therefore discontinuities, which are not supposed to exist in real world, occur at every
border in 1D DFT computation. We reduce the e®ect of discontinuity at signal border
by applying 1D window function to 1D image signals. For this purpose, we employ 1D
Hanning window.
(iii) Spectral weighting for reducing aliasing and noise e®ects
For natural images, typically the high frequency components may have less reliability (low
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Fig. 3.5 Set of 1D image signals used for averaging 1D POC functions.
S/N) compared with the low frequency components. We could improve the estimation
accuracy by applying a low-pass-type weighting function to 1D POC function in frequency
domain and eliminating the high frequency components with low reliability. For this pur-
pose, we use the Gaussian-type spectral weighting function. The peak model Eq. (3.19)
for function ¯tting should be modi¯ed correspondingly.
(iv) Averaging 1D POC functions to improve peak-to-noise ratio
When image quality is poor, a single 1D POC function is not su±cient for estimating
accurate correspondence q due to degraded Peak-to-Noise Ratio (PNR). We can improve
PNR by averaging a set of 1D POC functions evaluated at distinct positions around p and
q0. Figure 3.5 illustrates a typical situation. We extract B distinct 1D image signals fi(n)
(i = 1; 2; ¢ ¢ ¢ ; B) around the reference point p in the image I. Similarly, we extract 1D
image signals gi(n) (i = 1; 2; ¢ ¢ ¢ ; B) around the initial estimate q0 in the image J . Then,
we compute the B distinct 1D POC functions ri(n) between fi(n) and gi(n). By taking
the average of ri(n) for i = 1; 2; ¢ ¢ ¢ ; B, we have the overall correlation surface r(n) with
signi¯cantly improved PNR as shown in Figure 3.6. Figure 3.5 illustrates a typical case
of B = 5, which can be easily generalized to arbitrary arrangement of 1D image signals.
Figure 3.6 shows an example of PNR improvement through averaging.
3.5 Sub-Pixel Correspondence Search
In our stereo matching algorithm based on 2D POC, we have adopted a coarse-to-¯ne
strategy using image pyramids for robust correspondence search [39, 40]. The reason is
that dense stereo correspondence requires matching of smaller image blocks, while the
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Fig. 3.6 Averaging 1D POC functions to improve Peak-to-Noise Ratio (PNR).
accuracy and robustness of POC-based image matching degrade signi¯cantly as the image
size decreases. The coarse-to-¯ne approach is highly e®ective for solving this problem when
combined with 2D POC. Our observation shows that the same problem occurs also for 1D
POC when N becomes small, e.g., N = 32. Hence, we have developed a 1D version of the
coarse-to-¯ne matching algorithm, where we employ multi-resolution image pyramid (with
3 layers in typical applications) for robust correspondence search.
Let p = (p1; p2)(2 Z2) be a coordinate vector of a reference pixel in the left image
I (i.e., the reference image), where Z is the set of integers. The problem of sub-pixel
correspondence search is to ¯nd a real-number coordinate vector q(p) = (q1; q2)(2 R2) in
the right image J that corresponds to the reference pixel m in I, where R is the set of
real numbers, representing the coordinates in J with sub-pixel accuracy. Here, we presume
that both left image I and right image J are recti¯ed, and thus p2 and q2 values are
equal (p2 = q2). For convenience, we use the symbol C
int
I (½ Z2) to denote the set of all
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Fig. 3.7 Sub-pixel correspondence search using a coarse-to-¯ne strategy (e.g., lmax = 4).
integer coordinate vectors (with pixel-level accuracy) in the reference image I, and the
symbol CrealJ (½ R2) to denote the set of all real-number coordinate vectors (with sub-pixel
accuracy) in J . Then, the problem is to ¯nd the set of corresponding points q(p) 2 CrealJ for
all reference points p 2 CintI . Figure 3.7 shows an overview of the sub-pixel correspondence
search algorithm. We give a simple description of the technique here:
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Input:
² the left image I and the right image J
² the set of reference points p = (p1; p2) 2 CintI
Output:
² the corresponding points q(p) 2 CrealJ for all reference points p = (p1; p2) 2 CintI
(Since both images are recti¯ed, we presume that p2 = q2.)
Procedure steps:
[Creation of coarse-to-¯ne image pyramids]
Step 1: Let the images of layer 0 be given by I0 = I and J0 = J . For l = 1; 2; ¢ ¢ ¢ ; lmax,
create the l{th layer images Il and Jl (i.e., coarser versions of I0 and J0) by reducing the
original images I0 and J0 with the scale factor 2
¡l.
For every reference point p = (p1; p2) 2 CintI , do the following [Pixel-level estimation]
and [Sub-pixel estimation].
[Pixel-level estimation]
Step 2: In the coarsest layer lmax, the location of the reference point p = (p1; p2) is mapped
to the coordinates (b2¡lmaxp1c; b2¡lmaxp2c). As an initial estimate of the corresponding
point at the layer lmax, we simply assume that
qlmax = (b2¡lmaxp1c; b2¡lmaxp2c): (3.21)
That is, we assume that the reference point and its corresponding point have the same
coordinates at the coarsest image layer.
Let l = lmax ¡ 1.
Step 3: In the l{th layer image Il, the reference point is mapped to pl whose coordinate
is given below.
pl = (b2¡lm1c; b2¡lm2c) (3.22)
In Jl, on the other hand, ql gives an initial estimate for the corresponding point based on
the result of upper layer estimation
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vrql+1. The coordinate of ql is given below.
q0l = (2q1; b2¡lp2c) (3.23)
Therefore, from Il and Jl, extract two image blocks (i.e., windowed sub-images) with their
centers on pl and 2q
0
l, respectively. Estimate the displacement between the two image
blocks with pixel accuracy using POC-based image matching, which is a simpli¯ed version
of the matching algorithm described in the section 3.4. Let the estimated displacement
vector be denoted by ±l = (±; 0). The l{th layer correspondence ql is determined as follows:
ql = q
0
l + (±; 0) (3.24)
Step 4: Decrement the counter by 1 as l = l¡ 1 and repeat from Step 2 to Step 4 while
l ¸ 0.
Step 5: Let the pixel-level estimation of correspondence be given by q(p) = q0.
[Sub-pixel estimation]
Step 6: From the original images I0 and J0, extract two image blocks (i.e., windowed sub-
images) with their centers on p and q(p), respectively. Estimate the displacement between
the two blocks with sub-pixel accuracy using the POC-based image matching described in
the section 3.4. Let the estimated displacement vector with sub-pixel accuracy be denoted
by ± = (±; 0).
Step 7: Update the corresponding point as
q(p) = q(p) + ±; (3.25)
.
Through the above procedure from Step1 to Step7, the search of the corresponding
points in image J for the reference points in image I can be achieved. It has been demon-
strated through some experimental evaluations that the 3D measurement employing 1D
POC achieves sub-mm (» 0.48mm) accuracy [27].
3.6 Summary
In this chapter, we have described high-accuracy 3D measurement using stereo vision.
We have mainly explained the stereo correspondence search algorithm of sub-pixel level
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accuracy based on 1D POC method. We ¯rst apply image recti¯cation to the captured
stereo images. By applying image recti¯cation, conjugate points between stereo images
have the same vertical coordinate. We then apply stereo correspondence search using 1D
POC-based image matching, which can signi¯cantly reduce computational cost without
sacri¯cing reconstruction accuracy compared to 2D POC-based approach.
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Pointing Gesture Recognition Method for
Video Conferencing
4.1 Introduction
This chapter describes the details of the proposed method which aims to recognize
pointing gesture in a video conference. We give a general outline of the system that we are
trying to develop. Then, we describe the proposed pointing gesture recognition algorithm
in details. Next is the explanation about our idea to speed up the algorithm. In the end
of this chapter, the experimental result is shown, and followed by a discussion about the
result.
4.2 Pointing Gesture Recognition System
The system which we are trying to develop is depicted in Fig. 4.1. We assume there are
two remote conference rooms connected through network and the scenes of both rooms are
shown adjacently on TV display in each room. To realize a pointing gesture recognition
system between these rooms, a stereo camera is mounted on the top of TV display in each
room. The stereo camera aims to ¯rst obtain 3D information of the conference room and
its users, and then recognize the user's pointing gesture. The reason we mount the stereo
camera on the top of TV display is to enable face detection to locate the user's position.
This makes sense since in a video conference the users usually face the TV display.
After detecting pointing gesture and estimating its direction, the system simultaneously
puts a mark on the pointed spot on TV display in both conference rooms. By putting this
mark, the users in room 2 in Figure 4.1 can know which spot the user in room 1 is pointing.
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Room 1 Room 2 Room 2 Room 1
Room 1 Room 2
TV Display TV Display
Stereo Camera Stereo Camera
Fig. 4.1 Proposed pointing gesture recognition system in a video conference.
This mark also helps the user who is doing the pointing gesture to give feedback for precise
pointing. In this paper, we focus on the pointing gesture recognition system in one room,
as far as to put a mark on TV display in the user's own room when he is pointing at the
display.
4.3 Pointing Gesture Recognition Algorithm
We propose an algorithm to detect pointing gesture in a video conference and estimate
the pointing direction. Our pointing gesture recognition algorithm consists of six steps, as
shown in Fig. 4.2. The following describes the detail of each step.
4.3.1 Face Detection
In this step, each user's face is detected from one of the captured stereo images using
boosting learning algorithm [41, 42]. Using this algorithm, a set of haar-like features is
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3D reconstruction of
conference room and users
Step 3:
Extraction of pointing handStep 4:
Outlier removalStep 5:
Pointing gesture detection
and its direction estimation
Step 6:
Step 1: Face detection
Step 2: Viewpoint localization
Fig. 4.2 Flowchart of proposed pointing gesture recognition algorithm
used to encode the contrasts exhibited by a human face and their spacial relationships.
For the detection, a classi¯er (namely a cascade of boosted classi¯ers working with haar-
like features) is trained with a few hundreds of sample views of a face, called positive
examples, that are scaled to the same size, and negative examples - arbitrary images of
the same size. After a classi¯er is trained, it can be applied to a region of interest in an
input image. The classi¯er outputs a "1" if the region is likely to show the face, and "0"
otherwise. To search for the face in the whole image, we can move the search window
across the image and check every location using the classi¯er. The classi¯er is designed so
that it can be easily resized in order to be able to ¯nd the objects of interest at di®erent
sizes.
In the experiment, we apply face detection to the image captured from the left camera.
Here, face area is detected as a square window. For convenience, in this paper we represent
this square window as 2D coordinates of the top left corner and the bottom right corner of
the square. We use a classi¯er of frontal face which is embedded in OpenCV library [43] to
¯nd face areas in the captured image. Non-frontal faces are undetected. This is favorable
since the directions of these faces are not toward TV display, and we can assume that
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these users are not pointing at the display. Thus, the users who do not face the display
are exempt from the pointing gesture recognition process.
When the user is facing the TV display, each user's face tends to be detected stably in
every frame. Fig. 4.3 shows the ¯rst six frames of a scene and the face areas which are
represented as the red, blue, and green squares are continuously detected in these frames.
However, non-face areas are sometimes detected as face areas in some frames. For example,
Fig. 4.3 (a), (b), and (c) show that there is one false detected face area in frame 1, 4, and
5 respectively, which is shown as cyan square.
To overcome such false positive detection, the consistency of the detected face's position
between frames is examined. Let's suppose that f1 is the ¯rst frame where a face area is
detected. The coordinates of the top left and bottom right corner of that detected face
area are (x1; y1) and (x2; y2) respectively. In the following frames, if face area is detected
continuously around (x1; y1) and (x2; y2) within a ¯xed number of frames from f1, we can
be assured that face really exists around those coordinates. If face is not detected around
those coordinates in one of the following frames before it reaches that ¯xed number of
frames, we can assume that face does not exist there. Therefore, false detected face areas
can be omitted because they are not detected continuously in time direction. We use 5 as
that ¯xed number of frames in the experiment, where frame rate is 15 fps. In the case of
the ¯rst six frames which are shown in Fig. 4.3, the face areas shown in the red, blue, and
green squares are kept and will be used in the next process, while the one in cyan square
is eliminated.
Face detection also sometimes results in false negative, which means that face is not
detected in the image. In some cases, a face might not be detected for one or a few frames
before it is detected again. For example, a face is detected in the ¯rst 10 frames, but in
the 11th and 12th frame it is not detected. The face is detected again from the 13th frame.
We can then overcome such false negative by the following method. Let's suppose that f 01
is the ¯rst frame where a face is not detected in an area where that face has been detected
for more than 5 frames. The coordinates of the top left and bottom right corner of the
face area in frame f 01¡ 1 are (x01; y01) and (x02; y02) respectively. In frame f 01 we still consider
that the face is detected and use (x01; y
0
1) and (x
0
2; y
0
2) as the coordinates of the detected
face area. In the following frames, we continue to use those coordinates. If that face area
is not detected continuously around (x01; y
0
1) and (x
0
2; y
0
2) within a ¯xed number of frames
from f 01, we can be assured that the face is not around those coordinates anymore or the
user is not facing the display. If the face is detected again around those coordinates in one
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(a)
(c)
(e)
(b)
(d)
(f)
Fig. 4.3 Detected face area in each frame: (a) frame 1, (b) frame 2, (c) frame 3, (d) frame
4, (e) frame 5, (f) frame 6.
of the following frames before it reaches that ¯xed number of frames, we assume that the
face still exists there. We use 5 as that ¯xed number of frames in the experiment, where
frame rate is 15 fps.
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Fig. 4.4 Localization of viewpoint from face area.
4.3.2 Viewpoint Localization
As we have de¯ned pointing direction as a vector from one's viewpoint to the pointing
¯ngertip, 3D coordinates of each user's viewpoint are necessary. To obtain 3D coordinates
of each user's viewpoint, we ¯rst locate 2D coordinate of the viewpoint in the image for each
detected face relatively to the face area, as shown in Fig. 4.4. Viewpoint is meant to be the
middle point between the user's eyes. Next, we search for this viewpoint's corresponding
point in the other image and ¯nd its 2D coordinate. From this correspondence, we can then
obtain 3D coordinate of each viewpoint. To ¯nd stereo correspondence of each viewpoint,
we use the image matching technique described in chapter 3
Because the image might contain some noise, there is a possibility that the obtained 3D
coordinate of viewpoint is di®erent in each frame. This occurs even in consecutive frames,
where we can assume that the 3D coordinate of the user's viewpoint does not change.
Di®erent 3D coordinate of the viewpoint in consecutive frames can cause a problem since
we use the position of the viewpoint to determine the pointing direction. Sudden change in
the 3D coordinate of the viewpoint will also cause the pointing direction to change suddenly.
This means that when a user is pointing at the display, a jittering movement may occur
in the mark shown on the display even though the user actually stays still. Therefore, the
3D coordinate of the viewpoint needs to be stabilized. To smooth out the trajectory of the
viewpoint's position, we apply Kalman ¯lter, a recursive ¯lter that estimates the state of
a dynamic system from a series of noisy measurements [44].
Kalman ¯lter can provide accurate continuously-updated information about the posi-
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tion and velocity of an object given only a sequence of observations about its position, each
of which includes some error. Therefore, it is very useful for tracking a target when the
information about the location, speed, and acceleration of the target is measured with a
great deal of corruption by noise at any time instant. We can consider that the inconsis-
tency of the viewpoint's position in consecutive frames where the user actually stays still
is caused by the measurement that contains some noise.
Kalman ¯lter is based on linear dynamical systems discretized in the time domain. It is
modelled on a Markov chain built on linear operators perturbed by Gaussian noise. In order
to use the Kalman ¯lter to estimate the internal state of a process given only a sequence
of noisy observations, we must model the process in accordance with the framework of the
Kalman ¯lter. This means specifying the matrices F k, Hk, Qk, Rk, and sometimes Bk
for each time-step k as described below.
The Kalman ¯lter model assumes the true state at time k is evolved from the state at
(k ¡ 1) according to
xk = F kxk¡1 +Bkuk +wk; (4.1)
where F k is the state transition model which is applied to the previous state xk¡1, Bk is
the control-input model which is applied to the control vector uk. Here, xk represents the
tracking state of the viewpoint's 3D coordinate. wk is the process noise which is assumed
to be drawn from a zero mean multivariate normal distribution with covariance Qk, as
shown in Eq. (4.2) where N represents the normal distribution.
wk » N(0;Qk) (4.2)
At time k an observation (or measurement) zk of the true state xk is made according to
zk =Hkxk + vk; (4.3)
where Hk is the observation model which maps the true state space into the observed
space and vk is the observation noise which is assumed to be zero mean Gaussian white
noise with covariance Rk.
vk » N(0;Rk) (4.4)
In practice, the process noise covariance Qk and the observation noise covariance Rk might
change each timestep, however here we assume they are constant.
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The state of Kalman ¯lter is represented by two variables: xkjk, which is the estimate
of the state at time k given observations up to and including time k, and P kjk, which is
the error covariance matrix (a measure of the estimated accuracy of the state estimate).
The ¯lter has two distinct phases: Predict and Update.
Predict
xkjk¡1 = F kxk¡1jk¡1 +Bk¡1uk¡1 (4.5)
P kjk¡1 = F kP k¡1jk¡1F Tk +Qk¡1 (4.6)
Update
yk = zk ¡Hkxkjk¡1 (4.7)
Sk =HkP kjk¡1HTk +Rk (4.8)
Kk = P kjk¡1HTkS
¡1
k (4.9)
xkjk = xkjk¡1 +Kkyk (4.10)
P kjk = (I ¡KkHk)P kjk¡1 (4.11)
The predict phase uses xk¡1jk¡1, the state estimate from the previous timestep, to
produce xkjk¡1, an estimate of the state at the current timestep. This can be formulated
in Eq. (4.5). Similarly, estimate covariance P kjk¡1 is calculated from estimate covariance
in the previous timestep, as shown in Eq. (4.6).
In the update phase, measurement information at the current timestep zk is used to
re¯ne this prediction to arrive at a new, more accurate state estimate, again for the current
timestep. Speci¯cally, innovation residual yk and innovation covariance Sk are calculated
using Eq. (4.7) and Eq. (4.8). Innovation covariance Sk is used to calculate optimal
Kalman gain Kk, as shown in Eq. (4.9). Optimal Kalman gain Kk and innovation
residual yk are used to update state estimate, as shown in Eq. (4.10). Similarly, estimate
covariance is also updated using Eq. (4.11).
Figure 4.5 shows a graph of the distance between a user's viewpoint and camera to the
frame number during 75 frames, where frame rate is 15 fps. The red line and the blue line
represent the distance of viewpoint before and after applying Kalman ¯lter respectively.
During 75 frames, the user hardly moves his head, and thus the distance between the
camera and the viewpoint should be nearly a constant. However, the distance changes
°uctuantly when Kalman ¯lter is not applied, which means that 3D coordinate of the
viewpoint varies greatly during these frames. On the other hand, when Kalman ¯lter is
applied, the 3D coordinate of the user's viewpoint becomes more stable.
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Fig. 4.5 Distance between a user's viewpoint and camera before stabilization, after ap-
plying Kalman ¯lter, and after applying thresholding.
We consider a further way to stabilize the trajectory of the viewpoint's 3D coordinate
using the concept of thresholding. Suppose xkjk is the output of Kalman ¯lter in time frame
k and the viewpoint's 3D coordinate after thresholding in time frame k¡1 is represented as
xstab. The basic idea is to keep using xstab as 3D coordinate of the viewpoint in time frame
k when the euclidean distance between xkjk and xstab is within a threshold. Otherwise,
xkjk is used. This can be formulated as follows
xstab =
8<:xstab; if k xkjk ¡ xstab k· thAxkjk; otherwise (4.12)
where thA is a threshold. In the experiment, we set the threshold 20mm. In Figure 4.5,
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Fig. 4.6 Subjective viewing volume between each user's viewpoint and TV display.
the 3D coordinate of the viewpoint's after thresholding is shown as the green line.
4.3.3 3D Reconstruction of Conference Room and Users
After obtaining 3D coordinates of each user's viewpoint, we try to ¯nd the ¯ngertip
of the user that is pointing at the display. We do this by reconstructing 3D information
of the conference room and its users. The 3D information is reconstructed by stereo
correspondence using 1D POC, as explained in chapter 3
In this step, we assume a polygon shown as ABCDEFGH in Fig. 4.6 which lies between
each user's viewpoint and TV display. We call this polygon \subjective viewing volume".
Since in video conferencing the user is pointing at a spot on the display, his pointing
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Fig. 4.7 A rope with some markers on it.
¯ngertip is always inside his subjective viewing volume. Square EFGH is the face plane
of the user where his viewpoint is inside the plane. In the experiment, the length and the
width of the face plane are 16 cm and 24 cm respectively. The height of subjective viewing
volume is 75 cm from the viewpoint.
To obtain 3D information of the conference room and the users, the process in this step
is divided into three sub-steps as follows:
(1) Calculating TV corners' 3D coordinates
(2) Limiting 3D reconstruction area
(3) Obtaining 3D information
(1) Calculating TV corners' 3D coordinates
To do the process above, we need to ¯nd out 3D coordinates of the TV display's four
corners beforehand. We determine them with the help of a rope with markers on it, as
shown in Figure 4.7. First, we stretch that rope from one corner of the TV display, as
shown in Figure 4.8. This scene is captured by the stereo camera on the top of TV display,
where the captured images are shown in Figure 4.9. By ¯nding stereo correspondence
of the markers in these images, 3D coordinates of these markers can be obtained. We
use correspondence search technique described in chapter 3 Next, we can determine the
equation of a straight line that ¯ts the 3D coordinates of these markers. Then, from
the same TV corner we stretch the rope to a di®erent place and do the same process to
determine the equation of another straight line. As shown in Figure 4.10, the intersection
of the two straight line equations is the 3D coordinate of that TV corner. We determine
the 3D coordinates of the other corners in the same way.
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Fig. 4.8 A person is stretching a rope with markers on it from one corner of TV display
to determine the corner's 3D coordinate.
(a) (b)
Fig. 4.9 Captured images of the person stretching the rope: (a) left camera image, (b)
right camera image.
(2) Limiting 3D reconstruction area
It is unnecessary to reconstruct 3D information using the whole image area since we
are only interested in ¯nding the 3D coordinate of the pointing ¯ngertip. Therefore, we
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TV display
Stereo camera
TV corner
Straight line fitted to
the markers
:  Markers of the rope stretched from the first place
:  Markers of the rope stretched from the second place
Fig. 4.10 The intersection of the two straight lines is the 3D coordinate of the TV corner.
can limit the image area for 3D reconstruction to the area where the pointing ¯ngertip
is likely to exist. The user's pointing ¯ngertip is inside the image area where subjective
viewing volume shown in Figure 4.6 is projected. Figure 4.11 (a) shows the lines of each
user's subjective viewing volume when they are projected to the image. We only use the
area inside all users' projected subjective viewing volumes for 3D reconstruction, as shown
in Figure 4.11 (b). By limiting the image area for 3D reconstruction, computation time
can be reduced and the probability of false pointing ¯ngertip detection will be lower.
(3) Obtaining 3D information
Using the technique explained in section 3, the 3D reconstruction is applied only to the
limited image area. Figure 4.12 shows an example of the reconstructed 3D information.
After we have done 3D reconstruction, step 4 until step 6 shown in Figure 4.2 are applied
for each user.
4.3.4 Extraction of Pointing Hand
Since subjective viewing volume in 3D space is projected to 2D image, 3D reconstruction
of the limited image area will also reconstruct 3D points which are actually not inside the
subjective viewing volume. We are only interested in the 3D information of pointing hand,
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(a)
(b)
Fig. 4.11 Limiting 3D reconstruction area : (a) each user's subjective viewing volume
when it is projected to the image, (b) image area for 3D reconstruction.
and thus we extract only 3D points inside the subjective viewing volume. The obtained
3D points still contain some points of the user's face. We further extract the points whose
distance is greater than 20cm from the viewpoint to obtain 3D points of pointing hand.
The extracted points are equivalent to the user's pointing hand, as shown in Fig. 4.13.
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Fig. 4.12 3D reconstruction result of the limited area.
Fig. 4.13 Extracted pointing hand.
4.3.5 Outlier Removal
The extracted 3D points from the previous step may still contain outliers which will
cause false detection of pointing ¯ngertip. An outlier can be considered as a 3D point who
has none or a small number of proximate 3D points. Therefore, we remove the 3D points
who have this characteristic. As shown in Figure 4.14, we apply the process below for
every remaining 3D point to remove outliers:
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r
P
S = 1
= 8thB
Fig. 4.14 Outlier removal: the red point is detected as an outlier and removed.
1. Suppose P is the 3D point in process, measure distance between P and the other
points.
2. Assuming a sphere whose center is P and radius r is previously set, count the number
of points inside the sphere (S).
3. When the number of points inside the sphere (S) is below a threshold thB, eliminate
P .
As shown in Figure 4.15, the 3D points cloud will become less dense if the distance to
the camera increases. Therefore, we can not apply the same radius r and threshold thB to
every 3D point in outlier removal process. In this case, we keep the radius r constant, while
we decrease the value of the threshold thB when the distance of the 3D point is farther
from the camera.
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thB= 5thB= 8
??????
??????
Fig. 4.15 Setting the parameter in outlier removal: radius r is kept constant while threshold
thB is decreased when the 3D point is farther from the camera.
4.3.6 Pointing Gesture Detection and Its Direction Estimation
We can determine whether a user is pointing or not by looking at whether there is any
remaining 3D point. The remaining 3D points are the points of the pointing hand, which
implies that the user is pointing. On the other hand, no remaining 3D point means that
there is no pointing gesture. When a pointing gesture is detected, we then need to estimate
the pointing direction. As we have de¯ned pointing direction as a vector from the user's
viewpoint to the pointing ¯ngertip, we try to ¯nd the position of pointing ¯ngertip. Here,
we de¯ne pointing ¯ngertip as the farthest 3D point from the viewpoint.
The detected 3D coordinate of pointing ¯ngertip in a frame may be slightly di®erent
from the one in the previous frame even though the user does not move his pointing
hand. This will cause a jittering movement in the mark shown on the display which is
very disturbing if it is put to practical use. A stable ¯ngertip trajectory when the user is
pointing is necessary and thus we need to remove the jitter from the ¯ngertip trajectory.
We stabilize the ¯ngertip trajectory in the same way that we stabilize the viewpoint in
section 4.3.2. First, we smooth out ¯ngertip trajectory with Kalman ¯lter. Then, we
stabilize it further using thresholding, as explained in section 4.3.2. However, we set the
threshold 10mm, which is smaller than the one in viewpoint. This is because pointing
¯ngertip is more likely to move than viewpoint.
At this stage, we have already known 3D coordinates of the user's viewpoint and the
pointing ¯ngertip, and thus pointing direction is also known. From this pointing direc-
tion, we then try to ¯nd out which spot on the TV display that the user is pointing by
determining the intersection between the pointing direction and the TV display. Suppose
the 3D coordinates of viewpoint and pointing ¯ngertip are (x0; y0; z0)
T and (x1; y1; z1)
T
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respectively. The gradient of the 3D line that represents the pointing direction can be
written as follows 2664
a
b
c
3775 =
2664
x1 ¡ x0
y1 ¡ y0
z1 ¡ z0
3775 ; (4.13)
where (a; b; c)T is the gradient. For any point (x; y; z)T which is in that line, the equation
of the 3D line can be represented as
t =
x¡ x0
a
=
y ¡ y0
b
=
z ¡ z0
c
; (4.14)
where t is a scalar. This equation can be rewritten as follows2664
x
y
z
3775 =
2664
x0
y0
z0
3775+
2664
a
b
c
3775 t: (4.15)
Meanwhile, TV display can be considered as a plane which can be de¯ned by a normal
(A;B;C)T . The normal can be thought of as representing the direction that the surface is
facing. The equation of each point inside that plane can be represented as
Ax+By + Cz = 1: (4.16)
Figure 4.16 shows a plane which represents TV display and a 3D line which represents
the pointing direction. Let's say (xt; yt; zt)
T is the intersection of the plane and the 3D
line. We ¯rst substitute Eq. (4.15) to Eq. (4.16), which results in the equation below.
tx =
1¡ Ax0 ¡By0 ¡ Cz0
Aa+Bb+ Cc
(4.17)
The value of (xt; yt; zt)
T is obtained by substituting tx in Eq. (4.17) to t in Eq. (4.15),
which results in the equation below.2664
xt
yt
zt
3775 =
2664
x0
y0
z0
3775+
2664
a
b
c
3775 (1¡ Ax0 ¡By0 ¡ Cz0)Aa+Bb+ Cc (4.18)
By calculating the value of (xt; yt; zt)
T , we can determine the 3D coordinate of the spot on
TV display that the user is pointing. The pointing gesture recognition system then puts a
mark on this spot on TV display.
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Fig. 4.16 Intersection of 3D line and a plane
4.4 Speed-up Techniques of the Algorithm
In this section, we give an explanation about our idea to speed up the algorithm so
that the system can work online. Among the six steps of the algorithm shown in Figure
4.2, step 1 (Face detection) and step 3 (3D reconstruction of conference room and users)
are the two steps that require relatively a lot of computation time compared to the other
steps. In step 1, the classi¯er scan the whole image area while resizing the classi¯er. This
takes some time especially when the image size is large. In step 3, we have to ¯nd the
stereo correspondence of all pixels in a speci¯c image area, which also takes some time.
Listed below are our ideas to reduce computation time, especially the time required in step
1 and 3.
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Fig. 4.17 Executing the algorithm in two ways (A and B) alternately in time direction.
(i) Scaling down image for face detection
In face detection, we can scale down the image before letting the classi¯er scan the image
area. Since the size of the image where face detection is applied is smaller, computation
time can be reduced. After ¯nding 2D coordinate of detected face in the scaled-down
image, we scale up again this coordinate to determine 2D coordinate of face in the original
image. In the experiment, we scale down the image so that the size is half of the original
image size and we use a classi¯er whose size is 30£ 30 pixels.
(ii) Spacing out pixels to be applied to 3D reconstruction
After limiting the image area for 3D reconstruction as described in section 4.3.3, it is
unnecessary to reconstruct all the pixels in that image area. We can put interval to the
pixels whose correspondence are going to be searched. For example, we can use one pixel
every 5£ 5 pixels block to be applied to 3D reconstruction.
(iii) Executing the algorihm in two ways
We execute the algorithm in two ways (A and B) alternately in time direction. For example,
Figure 4.17 shows that in every 3 frames, A is executed once, while B is executed twice.
In A, the algorithm is executed as follows:
² In Step 1 of the algorithm (face detection), the classi¯er scans the whole image area
to ¯nd face area, as shown in Figure 4.18(a).
² Step 2 until Step 6 are omitted. The 3D coordinate of viewpoint in the previous
frame is used. If pointing gesture is detected in the previous frame, the 3D coordinate
of pointing ¯ngertip in the previous frame is also used.
In B, the algorithm is executed as follows:
² In Step 1 of the algorithm (face detection), it is assumed that face area has already
been detected in the previous frame. The classi¯er only scans the image area around
the previously detected face area, as shown in Figure 4.18(b).
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Image at frame t
Classifier
(a)
Image at frame t-1 Image at frame t
Classifier
Detected
face area
(b)
Fig. 4.18 Face detection in two ways : (a) classi¯er scans the whole image area for face
area, (b) assuming face area has already been detected in the previous frame, classi¯er
only scans the image area around the previously detected face area.
² Step 2 until Step 6 are executed.
By executing A and B alternately in time direction, computation time of the algorithm
can be reduced.
4.5 Experiments and Discussion
In this section, we present the details of the experiments to evaluate our algorithm and
a discussion about the results. We used two monochrome cameras connected horizontally
55
Chapter 4 Pointing Gesture Recognition Method for Video Conferencing
50mm
Fig. 4.19 Experimental setup
with a baseline of 50mm and mounted them on top of the display, as shown in Figure 4.19.
The size of the captured image is 1280 £ 960 pixels.
First, we checked the detection result of pointing gesture by capturing several movies
with four subjects in a conference room. The four subjects were sitting around a desk
where the distance of the subject to the TV display was approximately from 2m until 4m.
We asked them to point at a spot on the display. We then executed the algorithm o²ine to
the captured scenes. Figure 4.20 and Figure 4.21 shows the detection results. The images
in Figure 4.20 and Figure 4.21 are left camera images of several scenes where one subject is
pointing. Each subject's detected face is represented as a square. Estimated viewpoint and
pointing ¯ngertip when they are projected to the image are represented as circles. From
the experiment results, we can see that pointing gesture could be detected well.
We implemented the algorithm using C++ in an Intel(R) Core(TM)2 Extreme CPU
X9650 @ 3.00GHz machine with 3GB RAM. Table 4.1 shows the computation time of the
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(a)
(b)
Fig. 4.20 Experimental results: (a) the 1st subject's pointing ¯ngertip is detected, (b) the
2nd subject's pointing ¯ngertip is detected.
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(a)
(b)
Fig. 4.21 Experimental results: (a) the 3rd subject's pointing ¯ngertip is detected, (b) the
4th subject's pointing ¯ngertip is detected.
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Table 4.1 Computation time of the algorithm.
Process A[ms] B[ms]
Image recti¯cation 40 40
Step 1: Face detection 216 12
Step 2: Viewpoint localization 19
Step 3: 3D reconstruction of conference room and users 879
Step 4: Extraction of pointing hand 4
Step 5: Outlier removal 3
Step 6: Pointing gesture detection and its direction estimation ¼0
Total 256 957
? ? ? ? ? ? ?
? ? ?? ?? ?? ?? ??
?? ?? ?? ?? ?? ?? ??
?? ?? ?? ?? ?? ?? ??
?????
??
??
?
Fig. 4.22 Number grid projected on TV display
algorithm when the number of the subjects is four. As we have mentioned before, the
algorithm is executed in two ways: A and B. B takes longer computation time, which is
957ms. This number shows that the algorithm can work online.
Next, we checked the accuracy of pointing direction estimation. We showed 4 £ 7
grids, as shown in Figure 4.22 on the display with a number in each grid. The size of each
grid on the display is 175mm £ 172mm. The number of the subjects was ten. We asked
each subject one by one to point at 15 numbers on the display. The distance between the
subject and the display is approximately 3m.
Using the proposed algorithm, the system then detected the pointing gesture, estimated
the pointing direction, and put a mark on the estimated pointed spot, as shown in Figure
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Table 4.2 Accuracy rate of pointing direction estimation for each subject.
Subject no. 1 2 3 4 5
Accuracy rate 100% 100% 93% 100% 100%
Subject no. 6 7 8 9 10
Accuracy rate 100% 80% 100% 100% 87%
4.23. We evaluated the accuracy of pointing direction estimation by checking how close
the shown mark is to the number that the subject intends to point. Because the pointing
direction might slightly vary between individuals even if they intend to point at the same
spot and also considering that the users can give feedback if the estimated spot is slightly
di®erent from the user's intention, we take into consideration the 8-connected neighbors
of the pointed number as well. The term \8-connected neighbors" refers to the 8 grids
around the grid that the subject intends to point. We can assume that the estimated spot
is su±ciently close to the pointed number if it is inside one of the 8-connected neighbors.
In the experiment, we asked each subject to point at a number and stay still for 10
seconds, and then we checked in which number the mark was shown. Accuracy rate, which
is the percentage that the mark was shown in the pointed number or in the 8-connected
neighbors, for each subject is shown in Table 4.2. The table shows that the accuracy rate
is above 80% for all users. Overall accuracy rate is 96%. These results show that the
estimated spot is relatively close to the pointed number. This proves that our algorithm
is e®ective in detecting pointing gesture and estimating pointing direction.
One issue that we face in our system is that the estimated pointed spot is di®erent from
the user's intention. The error between the intended spot and the estimated spot can be
caused by many factors, such as:
² error in camera calibration,
² error in calculation of TV corners' 3D coordinates,
² error which occurs in pointing gesture recognition stage,
² the user does not point accurately to the intended spot.
This issue can be overcome by giving feedback to the system, so that the mark comes to
the intended spot.
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Fig. 4.23 Experimental results: a subject points at a number and the system instantly
puts a mark on the estimated pointed spot on TV display.
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4.6 Summary
In this chapter, we have given the outline of the pointing gesture recognition system
that we propose. We have already explained our algorithm in details and how to speed
up the algorithm. Experimental results have proven that pointing gesture can be detected
well. The estimated pointed spot is su±ciently close to the spot that the user intends to
point. The system allows the user to put feedback when the position of mark that is shown
on TV display is slightly di®erent from the user's intention. The results also show that our
algorithm can work online.
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Conclusion
In this thesis, we presented our method of pointing gesture recognition for video confer-
encing. Experimental results demonstrated the e®ectiveness of the proposed algorithm in
the way it could detect pointing gesture recognition well with a su±ciently good estimation
of the pointing direction. The proposed algorithm can work online as well. In this chapter,
we ¯rst present a summary of the main points discussed in previous chapters and then
conclude the thesis with future work plans.
In chapter 1, we covered the background and objective of this research. We introduced
the main challenges and the contribution of this thesis to pointing gesture recognition for
video conferencing.
In chapter 2, the fundamentals of pointing gesture recognition were described. First,
we gave a brief explanation about the concept of pointing gesture recognition which mainly
consists of two problems: detection of pointing gesture and estimation of pointing direc-
tion. We examined a number of pointing gesture recognition methods and discussed their
advantages and shortcomings especially when it is applied to video conferencing. We then
gave an outline of the approach that we take and how it is di®erent from the conventional
methods. In our approach, we tried to solve the shortcomings faced in the conventional
methods.
In chapter 3, we covered how to obtain 3D information using stereo vision with high
accuracy. 3D reconstruction in stereo vision is done by ¯nding correspondence between
stereo images. To ¯nd this correspondence, image matching technique is necessary. We
described a high-accuracy image matching technique using 1D Phase-Only Correlation
(1D POC) and stereo correspondence search based on this technique. Stereo images are
¯rst recti¯ed before applying 1D POC. By image recti¯cation, conjugate points between
stereo images have the same vertical coordinate. Thus, stereo correspondence will become
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simpler, since we only need to ¯nd the corresponding point in the horizontal line. This
can signi¯cantly reduce computational cost without sacri¯cing reconstruction accuracy
compared to 2D POC-based approach.
In chapter 4, we covered the details of the proposed pointing gesture recognition method
for video conferencing. We gave the outline of our system, where we put a stereo camera
on the top of TV display to recognize the users' pointing gesture. We then described
in details the proposed algorithm, which consists of six steps: face detection, viewpoint
localization, 3D reconstruction of conference room and users, extraction of pointing hand,
outlier removal, pointing gesture detection and its direction estimation. We also described
our idea to speed up the algorithm so that it can work online. The algorithm is then
applied to experiments. Experimental results show that pointing gesture can be detected
well and the estimation of pointing direction is su±ciently good. Our system can work
online and also allow feedback from the user if the estimated pointed spot on the TV
display is di®erent from the user's intention.
The advantage of our algorithm is that it does not require a special equipment. It is
vision-based and only requires a pair of stereo camera. The proposed pointing gesture
recognition algorithm also works in a situation where there are multiple users captured in
the same time by the cameras, such as in a video conferencing.
As a possible improvement for the algorithm presented in this thesis, we could reduce
unnecessary computation time to increase the speed of pointing gesture recognition system.
We also plan to expand our system to recognize not only pointing gesture, but also the
other hand gestures, such as click, drag, etc.
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