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A MODEL OF CONTINUOUS TIME POLYMER
ON THE LATTICE
DAVID MARQUEZ-CARRERAS*, CARLES ROVIRA*, AND SAMY TINDELy
Abstract. In this article, we try to give a rather complete picture of the
behavior of the free energy for a model of directed polymer in a random
environment, in which the polymer is a simple symmetric random walk on
the lattice Zd, and the environment is a collection fW (t; x); t  0; x 2 Zdg of
i.i.d. Brownian motions.
1. Introduction
After two decades of eorts, the asymptotic behavior of polymer measures,
either in a discrete [2, 4, 6, 16, 19, 21, 22, 24, 25] or continuous [3, 8, 13, 14, 17, 26]
time setting, still remains quite mysterious. Furthermore, referring to the articles
mentioned above, this problem is mainly tackled through the study of the partition
function of the measure. It is thus natural to try to nd a model for which a rather
complete picture for the large time behavior of the partition function is available.
In the current article, we shall show that one can achieve some sharp results in this
direction for a model of continuous time random walk in a Brownian environment.
Indeed, this paper is concerned with a model for a d-dimensional directed ran-
dom walk polymer in a Gaussian random medium which can be briey described
as follows: the polymer itself, in the absence of any random environment, will sim-
ply be modeled by a continuous time random walk fbt; t  0g on Zd. This process
is dened on a complete probability space (
b;F ; fP xgx2Zd), where P x stands for
the measure representing the random walk starting almost surely from the initial
condition x; we write the corresponding expectation as Exb . Let us recall that un-
der P x, the process is at x at time 0, it stays there for an exponential holding time
(with parameter  = 2d), and then jumps at one of the 2d neighbors of x in Zd
with equal probability. It stays there for an exponential holding time independent
of everything else and so on. Notice that a given realization of b belongs to the
space D of paths y : R+ ! Zd such that yt =
P
i0 xi1[i;i+1)(t), for a given
sequence of increasing positive times (i)i0 and a given path (xi)i0 of a nearest
neighbor random walk x. We will denote by D[0;t] the restriction of such a space
to [0; t].
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The random environment in which our polymer lives is given by a family of
independent Brownian motions fW (t; x); t  0; x 2 Zdg, dened on some prob-
ability space (
;G;P) independent of (
b;F ; fP xgx2Zd). More specically, this
means that W is a centered Gaussian process satisfying
E [W (t; x)W (s; y)] = (s ^ t)(x  y);
where E denotes the expectation on (
;G;P), and  stands for the discrete Dirac
measure, i.e. (z) = 10(z). We will also call (Gt)t0 the ltration generated by
W .
Finally, our Gibbs type polymer measure is constructed as follows: for any





Observe that for a given path b, the last quantity has to be understood as a Wiener
integral with respect to W . In particular, it is a centered Gaussian variable with
variance t. Now, for any x 2 Zd, any t  0 and a given  > 0 which represents











The normalisation constant Zxt above is called the partition function of the model.
In the sequel, we will also have to consider the Gibbs average with respect to the
polymer measure, dened as follows: for any t  0, n  1, and for any bounded











where fb1; : : : ; bng are understood as independent continuous time random walks.
Let us say now a few words about the partition function: the rst thing one
can notice, thanks to some invariance arguments, is that the asymptotic behavior
of Zxt does not depend on the initial condition x. We shall thus consider generally
x = 0, and set Z0t  Zt. Moreover, it can be checked (see Section 2 for further










and it can also be shown that p()  2=2 by an elementary Jensen's type argu-
ment. The quantity p() is called the free energy of the system. It is then possible
to separate a region of weak disorder from a region of strong disorder according
to the value of p(), by saying that the polymer is in the strong disorder regime
if p() < 2=2, and in the weak disorder regime otherwise. It should be men-
tioned that this notion of strong disorder is rather called very strong disorder in
[8], the exact concept of strong disorder being dened thanks to some martingale
considerations e.g. in [13, 26]. It is however believed that strong and very strong
disorder coincide (see [8] again). Furthermore, these notions have an interpretation
in terms of localization [8] or diusive behavior [14] of the polymer.
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With these preliminaries in hand, we will see now that some sharp informa-
tion on the partition function can be obtained for the model under consideration.
Namely, to begin with, the weak and strong disorder regimes can be separated as
follows:
Proposition 1.1. Let Zt  Z0t be the normalization constant given by formula
(1.1), and dene a Gt-martingale (Mt)t0 by Mt = Zt exp( 2t=2). Then:
(1) Whenever d = 1; 2 and  > 0, we have limt!1Mt = 0 in the P-almost
sure sense, which means that the polymer is in the strong disorder regime.
(2) For d  3 and  small enough, the polymer is in the weak disorder regime,
i.e. limt!0Mt > 0, P-almost surely.
(3) For any dimension d and  > d, the polymer is in the very strong disorder
regime, which means that p() < 2=2.
This kind of separation for the weak and strong disorder regime has already
been obtained for other relevant models, based on discrete time random walks [6]
or Brownian motions [5, 14, 26]. However, the third point above can be sharpened
substantially, and the following almost exact limit holds true in the continuous
random walk context:
Theorem 1.2. Let p() be the quantity dened at (1.2), and "0 be a given arbitrary




(1  "0)  p()  C0 
2
log ()
(1 + "0); for   0;
where C0 is a strictly positive positive constant which will be dened by relation
(3.15).
Putting together Proposition 1.1 and Theorem 1.2, we thus get a remarkably
precise picture as far as the free energy of the system is concerned. It should also
be mentioned that our method of proof heavily relies on sharp Gaussian estimates,
especially concerning supremums of the eld W over certain functional sets. We
are thus happy to present a paper where Gaussian techniques are crucial in order
to solve a physically relevant problem.
Remark 1.3. Many of our results would go through without much eort for a wide
class of spatial covariance of the medium W , as done in [5]. We have sticked to
the space-time white noise case in the current article for sake of simplicity.
Our paper is divided as follows: at Section 2, we recall some basic facts about
the partition function of the polymer model. Section 3 is the bulk of our article,
and is devoted to a sharp study of the free energy in the low temperature region,
along the lines of the Lyapunov type result [9, 12, 20]. At Section 4, the rst two
items of Proposition 1.1 are shortly discussed.
2. Basic Properties of the Free Energy
Since it will be essential in order to show Theorem 1.2, we will rst devote the
current section to show briey that Zt converges almost surely to a constant p(),
which can be done along the same lines as in [26]. First of all, some standard
arguments yield the following asymptotic result:
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t ] : Then, for all  > 0,






Furthermore, p()  2=2.
Proof. It can be proved e.g. as in [26]. More specically, we should rst show
a Markov decomposition for Zxt as in [26, Lemma 2.4]; then we can argue as in
[26, Proposition 2.5] in order to get the announced limit for pt(). The bound
p()  2=2 can be checked using Jensen's inequality. 
Remark 2.2. Due to the spatial homogeneity ofW , the above limit does not depend
on x 2 Zd. Hence, from now on, we will choose x = 0 for our computations.




In order to get the almost sure convergence of pt(), we will need some concen-
tration inequalities which can be obtained by means of Malliavin calculus tools.
Let us briey recall here the main features of this theory, borrowed from [23]. First










This leads to the following natural denition of an underlying Wiener space in our














h(t; x)W (dt; x);
and it can be shown that (
;H;P) is an abstract Wiener space. Denote now by
S the set of smooth functionals dened on this Wiener space, of the form
F = f(W (h1); : : : ;W (hk)); for k  1; hi 2 H; f 2 C1b (Rk):




@if(W (h1); : : : ;W (hk))hi(t; x):
As usual, the operator D : S  ! H is closable and we can build the family
of Sobolev spaces D1;p, p  1, obtained by completing S with respect to the
norm kFkp1;p = E [jF jp] +E [jDF jpH] : The following chain rule is also available for
F 2 D1;p: if  : R  ! R is a smooth function, then  (F ) 2 D1;q for any q < p and
D (F ) =  0(F )DF: (2.1)
We are now ready to prove the almost sure limit of log(Zt)=t.
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Proof. It is easily shown that Zt 2 D1;2, and by dierentiating in the Malliavin












Thus, if Ut =
1






 hx(bs)itt ; s  t;


















Now, since jDUtj2H is bounded and tends to 0 as t!1, we can prove the almost
sure limit by means of a concentration inequality (see, for instance, [26, Proposition
2.1]) and a Borel-Cantelli type argument. 
3. Exact Limit for the Free Energy at Low Temperature
The aim of this section is to show our Theorem 1.2, by means of some Gaussian
tools which have been already used for various models of polymers [5] or stochastic
PDEs [9, 10, 11, 12, 15, 18]. It should be mentioned at this point that the reference
[9] is especially relevant for us: in fact, our aim here is to clarify some of the
arguments therein, and adapt them to the polymer context at the same time (our
main result could be deduced from [9] by a simple scaling argument, but we have
decided to adapt the proof for sake of clarity).
3.1. Strategy. In order to understand how the free energy will be computed, let
us introduce rst some additional useful notations: let Pn be the set of paths of a
discrete time random walk of length n starting at 0, and Sn;t be the set of possible
times of the jumps of the continuous time random walk b in [0; t], namely:
Sn;t = fs = (s0; : : : ; sn); 0 = s0  s1  : : :  sn  tg:




[W (sj+1; xj) W (sj ; xj)] :
For any positive t, let Nt be the number of jumps of b in [0; t], which is known to
be a Poisson process with intensity 2d. Then one can decompose the Hamiltonian
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eBn(s;x)ds1    dsn: (3.1)
With these preliminaries in mind, we can now sketch the strategy we shall follow
in order to obtain the lower and upper bounds on pt() announced at Theorem
1.2. Indeed, the basic idea is that one should nd an equilibrium between two
constraints:
(i) The more the random walk jumps, the more it will be able to see the
peaks of the energy, represented by supjn;s2Sj;t;x2Pj Bj(s;x). We shall
see that, roughly speaking, supjrt;s2Sj;t;x2Pj Bj(s;x) is of order r
1=2t for
a given r > 0.
(ii) The number of jumps of the random walk has an entropy cost, which is
represented in formula (3.1) by the area of Sn;t. It is a well known fact
that this area decreases as n!.
After reducing our calculations to this optimization problem, it will be easily
seen that the accurate choice for r is of order (= log())2, a fact which has already
been outlined in [5]. This means that, under the inuence of the environment
when  is large enough, the random walk is allowed to jump substantially more
-the typical number of jumps before t is of order (= log())2t- than in the free
case (for which this typical number is of order 2dt). By elaborating this kind of
considerations, we shall obtain our bound C0
2= log() for p().
We are now ready to perform our rst technical step, which is the control on
the Gaussian random eld Bn.
3.2. Control of the random eld Bn. Let us mention that, in order to con-
trol the supremum of the random Gaussian elds we will meet, we shall use the
following classical results, borrowed from [1].







and assume that the metric space (T; d) is compact. Let N () be the metric entropy
associated with d, i.e. the smallest number of closed d-balls of radius  needed to








provided that the right hand side is nite.
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This useful theorem for the computation of the mean of supt2T G(t) has gener-
ally to be completed by a control on the uctuations of Gaussian elds, given by
the following result:
Theorem 3.2. Let G(t) be a mean zero Gaussian eld over a set T , and suppose
that the sample paths of G are bounded almost surely. Then, we have E supT G(t) <







 > y  2e y2=22 ;
where 2 = supT E[G(t)
2].
With these Gaussian tools in hand, we can now control Bn as follows:
Proposition 3.3. For r  0, let Tr be the space of paths of the continuous time














Bn(s;x)  F (r) < +1: (3.3)
Finally, the following scaling identity holds true for the function F : for any r > 0,
we have F (r) =
p
r F (1).
Remark 3.4. Notice that F coincides with function F dened in [9].
Remark 3.5. Observe that, in order to describe an element of Tr, we have to know
the number of jumps n, the times of jumps s 2 Sn;t and the paths x 2 Pn. Hence,
the family Bn(s;x) can be considered as a Gaussian eld over Tr. Moreover,
the random variable sup(n;s;x)2Tr Bn(s;x) and its expectation only depend on the
parameters r and t.
Before giving the proof Proposition 3.3, let us also state the following corollary,
which can be proved along the same lines.
Corollary 3.6. Let T %r be the space of paths of the continuous time random walk
starting at x = 0 with no more than rt jumps, with the additional constraint that
the jumps are separated from each other and from the endpoints of the interval







Bn(s;x)  F %(r) < +1
exists and, moreover, F %(r) =
p
r F r%(1).
Proof of Proposition 3.3: In order to obtain the bound (3.2) we will use Theorem
3.1, which involves the entropy of the Gaussian eld Bn(s;x) over Tr. Let us then
estimate this entropy: for n  0, s; s0 2 Sn;t and x 2 Pn, we dene the distance
between (n; s;x) and (n; s0;x) as
d((n; s;x); (n; s0;x)) =
p
E [jBn(s;x) Bn(s0;x)j2];
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= t, the diameter of Tr is smaller than 2
p
t. Assume then that
  2pt. It is not dicult to check (see [18] for a similar computation) that
d2((n; s;x); (n; s0;x))  2
nX
j=0
sj   s0j :
Thanks to this identity, one can construct a -net in Tr for the pseudo-metric d.
It is simply based on all the paths of the random walk with any position vector
x, and j ump times in the subset S^n;t of Sn;t dened as follows: S^n;t is the set
of elements s = (s0; : : : ; sn) 2 Sn;t where all sj are integer multiples of 2(4n) 1
(notice that some of the sj 's can be equal). It is readily checked that all these














where in the last step we have used the inequality n!  (n=3)n. So, owing to the
fact that ]Pn is bounded by (2d)













































  log 2 d  C
p
[rt]t:
Our claim (3.3) is now easily veried thanks to a super-additive argument and,
since W is a Wiener process in t, we also get, by Brownian scaling:


















Notice that Corollary 3.6 depends on the discretization type parameter %, which is
useful for technical purposes. However, in order to get our nal estimate on p(),
we will need the following lemma, which relates F %(1) and F (1).





Proof. Let us denote by  and % the quantities dened by:
%(r; t) = E sup
(n;s;x)2T%r
Bn(s;x); and (r; t) = E sup
(n;s;x)2Tr
Bn(s;x):
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< "; for %  %0: (3.5)
Indeed, the triangular inequality implies thatF (1)  %(r; t)t
  F (1)  (r; t)t
+ (r; t)t   %(r; t)t
 : (3.6)
Now, according to Proposition 3.3, there exists t0 such that, for any t  t0,F (1)  1t (r; t)
  "2 : (3.7)
Furthermore, for a xed t0, since 
%(r; t0) ! (r; t0) when % ! 0, there exists
%0 > 0 such that  1t0 [(r; t0)  %(r; t0)]
  "2 for %  %0: (3.8)
Finally, a super-additivity type argument easily yields the fact that %(r; t)=t is
increasing in t. This property, together with (3.6)-(3.8) implies (3.5), which ends
our proof. 
Let us now complete the information we have obtained on the expected value
of supBn(s;x) by a study of the uctuations in s of the eld Bn(s;x). To this
purpose, let us introduce a little more notation: for r;  > 0, let Yr;  Tr  Tr be
the set dened as:
Yr; =
n
((n; s;x); (n0; s0;x0)) 2 Tr  Tr; n = n0  [rt]; x = x0;
jsj   s0j j   for 1  j  n
o
: (3.9)
Proposition 3.8. For r;  > 0, let (r; ) = lim supt!1
1
t E supYr; An(s; s
0;x);
where A(; ; ) is a uctuation Gaussian eld dened on Yr; as follows:
An(s; s
0;x) = Bn(s;x) Bn(s0;x): (3.10)
Then, (r; ) =
p
r (1; r) and
lim
!0
(r; ) = 0: (3.11)
Proof. The scaling property (r; ) =
p
r (1; r) is easily shown. Let us con-
centrate then on relation (3.11): The bound (3.4) implies that the entropy for the
eld Bn(s;x) over T1 is bounded as follows:






Hence, the entropy for the eld An(s; s
0;x) over Y1; also satises:
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The second ingredient to start the proof of (3.11) is a bound on the diameter of
Y1; in the canonical metric associated to B:






  2pt: (3.14)

































 2 log  d:
The proof is now nished along the same lines as for Proposition 3.3. 
It is worth mentioning at this point that the function F emerging at relation
(3.3) is the one which allows us to dene the constant C0 in Theorem 1.2. Indeed,





With these preliminaries in hand, we are now ready to proceed to the proof of our
Theorem 1.2. This proof will be divided between the lower and the upper bound,
for which the techniques involved are slightly dierent.
3.3. Proof of Theorem 1.2: the lower bound. Recall that we wish to prove
that given an arbitrary positive constant "0, we have that for  large enough
p()  C0 
2
log() (1  "0). Now, since p() exists and is non-random, we only need










eBn(s;x)ds1    dsn
35  C0(1  "0)
log()
9=;  12 ;
(3.16)
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On the other hand, for   1 and 1 large enough, we have 2d2  C0 "02 1log() .














Plugging this inequality into (3.17), we get that in order to show (3.16), it is













2neBn(s;x)ds1    dsn
#






In order to show relation (3.18) set rst r^() = (22) 1. For r; % > 0, dene
also a set Y^r;% by
Y^r;% = f((n; s;x); (n; s0;x)) 2 Yr;%; jsj+1   sj j  2%; for j = 1 : : : ng ; (3.19)
where Yr;% is dened by (3.9). Finally, for ((n; s;x); (n; s
0;x)) 2 Yr();r^(), we set
(s
0) = fs; jsj   s0j j  r^(); 1  j  ng:
Using the denition of these sets, and recalling that the eld A(; ; ) has been
dened by (3.10), we have that, for any (n; s0;x) 2 T 2r^()r() ,Z
Sn;t









0;x)ds1    dsn (3.20)
 eBn(s0;x) exp (  supfAn(s; s0;x); s 2 (s0)g) :


























Step 2: Study of the term involving Bn: Let us consider "1 > 0. According to
Corollary 3.6, there exists a constant 2 > 0 such that for   2, we can nd
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Notice that we have chosen r() and r^() so that
lim
!1
r()r^() = 0: (3.22)
Hence, applying now Lemma 3.7, we get that there exists 3 > 0 such that for any













r() [F (1)  "1] :

















r() [F (1)  2"1]























Then, since (3.22) holds true, and using (3.11), we can choose 4 > 0 such that






















Hence, Theorem 3.2 for 2  2 t2 and y = "1 t
p






















































r() [F (1)  2"1]
9=; ;
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for a constant "1 = "0
p
2C0=16: Then, (3.23) and (3.24) yield P (
1)_P (
2)  1=4.













2neBn(s;x)ds1    dsn
#





c2g = P f(
1 [ 






which proves (3.18), and thus the lower bound of our Theorem 1.2.
3.4. Proof of Theorem 1.2: the upper bound. As in the lower bound section,
let us recall that we wish to prove that, for  large enough and an arbitrary positive
constant "0, we have p()  C0 
2
log() (1+ "0). Again, since p() exists and is non-













eBn(s;x)ds1    dsn
#




















eBn(s;x)ds1    dsn
#








Step 1: Setup. Let  = C0(1 + "0)
2= log(). For t large enough, the probability
dened in (3.25) can be estimated from above by the sum of the probabilities of














P (al;bl(l)) ; (3.26)



















eBm(s;x)ds1    dsm  elt
9>>>=>>>; ;
and for l  1, the quantities al; bl; l are of the form




for two positive constants % and %1 which will be chosen later on, at relation
(3.32). Notice that the rst set a1;b1(1) starts at m = 0 instead of m =
a1t
2= log2() + 1

. However, this set can be handled along the same lines as




lt < et, satised for t large enough.
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Step 2: Study the sets al;bl(l). Computing the number of terms in each sum and


















eBm(s;x)ds1    dsm



























where we have set bl() = bl






























Let us nd now an estimate for sup tm=m! in the expression above: denote by K
a generic constant which depends only on d and can change at each step of our
computations. Owing to the bound (m=3)m  m!, notice that for l  2 and 







































[K   log(al)  2 log() + 2 log(log())] ;
for any l  2. Using this fact, the trivial bound bl  2al and plugging the last







[K   2 log()  log(al) + 2 log(log())] :
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With this inequality in mind and recalling the denition of al;bl(l), it is readily
checked that:












[2 log() + log(al) K   2 log(log())]
)
;
for any l  2.
In order to get an accurate bound on P(al;bl(l)), we will now use the in-
formation about Bn we have gathered at Section 3.2: notice for instance that


















Then Theorem 3.2 applied to 2 = t together with (3.29) and the last relation
imply that, for l  2, the probability of al;bl(l) can be bounded as































  l%+ (l   1)%1
log()










  l%+ 2l%1   2%1 + (l   1)%1
log()




Observe that inequality (3.30) has been obtained for l  2. The same kind of
calculations are also valid for l = 1, except for the bound on tm=m!. Indeed, in

























  %+ %1 K
log()
 p%1F (1):
Going back to inequality (3.25), it is also worth mentioning that all the previous
considerations only make sense if l  0 for all l  1.
Step 3: Conclusion. In order to prove (3.25) and nish the proof of the upper
bound, according to (3.26) and (3.30), we only need to show, for t large enough,
















with the additional restriction l  0. Now, in order to satisfy this latter condition,
we choose C0 =
1
8 F (1)






























where we have set 	1 :=
K




[log(%1) K   2 log(log())] :
Let us insist at this point on the fact that C0 =
1
8 F (1)
2 is the largest value of C0




















Thus, there exists 5 such that for any   5 and for any l  1, l is strictly









Inequality (3.31), which ends our proof, follows now easily.
4. Weak and Strong Disorder Regimes
This section is devoted to the proof of Proposition 1.1, starting from the result
on weak disorder:
Lemma 4.1. Assume d  3. Then, for  in a neighborhood of 0, the polymer is
in the weak disorder regime.
Proof. Similarly to [13, 26], it suces to show that
E[Z2t ]  K1(E[Zt])2: (4.1)
Indeed, recall that the martingale M has been dened by Mt = Zt exp( 
2
2 t).
Then, inequality (4.1) yields that M is a martingale bounded in L2 with E[Mt] =
1, and hence M1 = limt!1Mt > 0 on a set of full probability in 
, which
corresponds to our denition of weak disorder.
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where b^ = b1   b2 and l1(b^) = (ft  0; b^t = 0g) with  the Lebesgue measure.
Notice that b^ is again a continuous time random walk on Zd with exponential
holding times of parameter 4d. Following our notation of Section 1, b^ is described
by its jump times (^i)i0 and its positions (x^i)i0. Then, if  <
p
4d, introducing




































= Ex^ [exp (L1(x^))] ;
where we have set  = () = log(4d=(4d  2)) and L1(x^) = #fj  n; x^j = 0g,
which is the local time at x = 0 (and n = 1) of the discrete time random walk
induced by x^. It is now a well known fact that, in dimension d  3 and for
 small enough, we have Ex^ [exp (L1(x^))] < 1, since L1(x^) is a geometric
random variable. Furthermore, lim!0 () = 0, from which our proof is easily
nished. 
Let us now say a few words about the remainder of Proposition 1.1: point
(3) is a direct consequence of our stronger Theorem 1.2. As far as point (2) is
concerned, we refer to [7] for a complete proof of this fact. Like in [13, 26], it is
based on an application of Ito^'s formula to the medium W , which allows to prove
that limt!1E[Mt ] = 0 for any  2 (0; 1).
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