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Abstract
Smith conjectured that two distinct longest cycles of a k-connected graph meet in at least k vertices when
k  2. We prove an extension of this conjecture for 3-connected matroids.
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1. Introduction
Smith gave the following fundamental conjecture on the structure of graphs in 1979.
Conjecture 1.1. If C and D are distinct longest cycles of a k-connected graph G with k  2,
then C and D meet in at least k vertices.
Conjecture 1.1 is true for k  10 [2,3]. The following conjecture generalizes Conjecture 1.1
to matroids [4].
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Conjecture 1.2. If C and D are largest circuits of a k-connected matroid M with at least 2(k − 1)
elements, then r(C ∪ D)  r(C) + r(D) − k + 1.
Conjecture 1.2 holds for the case k = 2 [1, Theorem 3.4]. The case k = 2 also follows from a
more general result [4, Theorem 1.3]. We provide the strongest evidence to date that Conjecture
1.2 is true by establishing the case k = 3 in the following result. The case k  4 is open and
difficult.
Theorem 1.3. If C and D are largest circuits of a 3-connected matroid M with at least four
elements, then r(C ∪ D)  r(C) + r(D) − 2.
Theorem 1.3 follows from a decomposition theorem for 2-connected matroids that is of inde-
pendent interest (Theorem 1.4). We give some terminology before stating this decomposition
theorem. The terminology not given here can be found in [5]. Let e be an element in a circuit of
a matroid M . Then c(M) denotes the cardinality of a largest circuit of M and ce(M) denotes the
cardinality of a largest circuit of M that contains e.
Theorem 1.4. If C and D are largest circuits of a connected matroid N with c(N)  3 and
r(C) + r(D) = r(C ∪ D) + 1, then, for i ∈ {1, 2, 3, 4}, the following hold.
(1) N is the 2-sum of connected matroidsN1, N2, N3, N4,andU ∼= U1,4 withE(Ni) − E(N) =
ei and E(U) = {e1, e2, e3, e4}.
(2) There exist partitions {S1, S2} of C and {S3, S4} of D so that each set Si ∪ ei is a circuit of
Ni of common size ce1(N1).
We establish Theorem 1.4 in the second section of the paper. This theorem both implies
Theorem 1.3 and generalizes the following graph result of Grötschel and Nemhauser [3, Theorem
4.2].
Theorem 1.5. If C and D are two longest cycles of a graph G whose vertex intersection is {u, v}
and C = S1 ∪ S2,D = S3 ∪ S4, where the Si are the internally disjoint {u, v}-paths in C ∪ D,
then the following hold.
(1) {u, v} is a vertex cut of G and every truncated path tr(Si) obtained from Si by removing
the two endvertices belongs to a different component of G{u, v}.
(2) The paths Si all have the same length.
2. The proofs
We begin the section with some terminology and preliminary results before proving Theorem
1.4. Let M be a matroid. A parallel class of M is called a point of M . The size of a point is
its cardinality. The simplification and cosimplification of M are denoted by si(M) and co(M),
respectively. Let Z ⊆ E(M). A Z-arc (see [6, Section 3]) is a minimal non-empty subset A of
E(M)\Z such that there exists a circuitC withC\Z = A andC ∩ Z /= ∅. Such a circuitC is called
a Z-fundamental for A. Let A be a Z-arc and P ⊆ Z. Then A → P if there is a Z-fundamental
for A contained in A ∪ P . Thus AP denotes that there is no such Z-fundamental.
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Lemma 2.1 [6, (3.3)]. If A is a Z-arc and x, y ∈ A are distinct, then x, y are in series in
M|(A ∪ Z).
Lemma 2.2 [6, (3.8)]. Let M be a matroid on S, let Z ⊆ S, and let (P1, P2) be a partition of Z.
Then either there is a Z-arc A such that AP1 and AP2, or there is a partition (X1, X2) of S
such that Xi ∩ Z = Pi(i = 1, 2) and r(X1) + r(X2) − r(S) = r(P1) + r(P2) − r(Z).
Lemma 2.3 [4, Theorem 1.3]. If C and D are largest circuits of a connected matroid N with
c(N)  3 and r(C) + r(D) = r(C ∪ D) + 1, then there exist partitions {S1, S2}ofC and {S3, S4}
of D into sets of equal size so that co(N |[C ∪ D]) ∼= U1,4 with the sets Si being the four series
classes of N |(C ∪ D).
Proof. [of Theorem 1.4] Let A be a (C ∪ D)-arc of N . By Lemma 2.1, A is a series class
of N |(A ∪ C ∪ D). For fixed e ∈ A, M = [N |(A ∪ C ∪ D)]/(A − e) is connected. Note that
rM(C) + rM(D) = rM(C ∪ D) + 1 asA is a (C ∪ D)-arc ofN . Also note thatC,D, {e}partitions
E(M). It follows from Lemma 2.3 that co(M\e) ∼= U1,4. Moreover, E(M\e) consists of four
series classes S1, S2, S3, and S4 each of size exactly c2 where c = c(M). We first establish that
Claim. e ∈ clM(Sj ) for some j ∈ {1, 2, 3, 4}.
The (2c + 1)−element matroid M∗ has rank four and cocircumference c. Hence each plane
of M∗ contains at least |E(M)| − c = c + 1 elements. In particular, any two planes of M∗ meet.
Thus si(M∗/e) ∼= U3,4 so that
(†) M∗/e is triangle free.
For i ∈ {1, 2, 3, 4}, Si represents an element of si(M∗/e) and Si ∪ e is a line of M∗. In M∗ choose
points Pi and Qi of Si with minimum and maximum cardinality, respectively, so that Pi /= Qi
if Si ∪ e contains three or more points. We may assume that |P1|  |P2|  |P3|  |P4|. Let k
be the largest integer such that Pk /= Qk , where k = 0 if P1 = Q1. Suppose that k  2 so that
P2 /= Q2. Let {1,2,3} and {1,3} denote the flats of M∗ spanned by {P1, P2, P3} and {P1,Q2, P3},
respectively. Let  ∈ {{1,2,3}, {1,3}}. Then  is a plane of M∗ that avoids e by (†). Hence 
meets each set Si in at most one point. Thus c + 1  ||  |P1| + |Q2| + |P3| + | ∩ S4| 
(|P2| + |Q2|) + |P3| + | ∩ S4|  |S2| + |P3| + | ∩ S4| = c2 + |P3| + | ∩ S4| and so
(‡) c
2
+ 1  |P3| + | ∩ S4|.
In particular,  ∩ S4 /= ∅ so that  meets S4 in a point. If k = 4, then |P3| + | ∩ S4|  |P3| +
|Q4|  |P4| + |Q4|  |S4|  c2 ; a contradiction to (‡). Hence k  3 and  ∩ S4 = P4 = S4 − e.
Therefore P1, P3, P4 are points of M∗ contained in the line {1,2,3} ∩ {1,3} of M∗; a contradiction
to (†). Therefore, k  1. Let ′ = clM∗(P2 ∪ P3 ∪ P4). It follows from (†) that e /∈ ′. Hence
C = E(M) − ′ is a circuit of M with e ∈ C ⊆ S1 ∪ e. Therefore, e is spanned by S1 in M . Thus
the claim holds.
By the claim, each element of A is spanned in M by one of the sets Sj . Hence A → Sj in N
for this j . For each i ∈ {1, 2, 3, 4}, let Ai ⊆ E(N) be such that Si ⊆ Ai and Ai − Si = ∪{A :
A is a (C ∪ D)arc of N so that A → Si}. By the proof of Lemma 2.2, {Ai,E(N) − Ai} is a
2-separation of N . Every element of E(N) − (C ∪ D) belongs to a (C ∪ D)-arc of N . Thus
A1, A2 − A1, A3 − (A1 ∪ A2), A4 − (A1 ∪ A2 ∪ A3) is a partition of E(N) into 2-separating
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sets. Then (1) and (2) follow by using these four sets, the fact that C and D are largest circuits of
N , and the inverse operation of the 2-sum. This completes the proof of Theorem 1.4. 
References
[1] G. Ding, B. Oporowski, J.G. Oxley, On infinite antichains of matroids, J. Combin. Theory Ser. B 63 (1) (1995) 21–40.
[2] M. Grötschel, On intersections of longest cycles, in: Graph Theory and Combinatorics (Cambridge, 1983), Academic
Press, London, 1984, pp. 171–189.
[3] M. Grötschel, G.L. Nemhauser, A polynomial algorithm for the max-cut problem on graphs without long odd cycles,
Math. Program. 29 (1) (1984) 28–40.
[4] N. McMurray, T.J. Reid, B. Wei, H. Wu, Largest circuits in matroids, Adv. in Appl. Math. 34 (1) (2005) 213–216.
[5] J.G. Oxley, Matroid Theory, Oxford Science Publications, The Clarendon Press, Oxford University Press, New York,
1992.
[6] P.D. Seymour, Decomposition of regular matroids, J. Combin. Theory Ser. B 28 (3) (1980) 305–359.
