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Abstract
DISSERTATION
MATHEMATICAL MODELS OF CELLULAR SIGNALING AND
SUPRAMOLECULAR SELF-ASSEMBLY
By Pratip Rana
A Dissertation submitted in partial fulfillment of the requirements for the degree of
Doctor of Philosophy at Virginia Commonwealth University.
Virginia Commonwealth University, 2020.
Director: Preetam Ghosh, Ph.D.,
Professor, Department of Computer Science
Synthetic biologists endeavor to predict how the increasing complexity of multi-
step signaling cascades impacts the fidelity of molecular signaling, whereby cellu-
lar state information is often transmitted with proteins diffusing by a pseudo-one-
dimensional stochastic process. We address this problem by using a one-dimensional
drift-diffusion model to derive an approximate lower bound on the degree of facili-
tation needed to achieve single-bit informational efficiency in signaling cascades as
a function of their length. We find that a universal curve of the Shannon-Hartley
form describes the information transmitted by a signaling chain of arbitrary length
and depends upon only a small number of physically measurable parameters. This
enables our model to be used in conjunction with experimental measurements to aid
in the selective design of biomolecular systems.
Another important concept in the cellular world is molecular self-assembly. As
xvi
manipulating the self-assembly of supramolecular and nanoscale constructs at the
single-molecule level increasingly becomes the norm, new theoretical scaffolds must
be erected to replace the classical thermodynamic and kinetics-based models. The
models we propose use state probabilities as its fundamental objects and directly
model the transition probabilities between the initial and final states of a trajec-
tory. We leverage these probabilities in the context of molecular self-assembly to
compute the overall likelihood that a specified experimental condition leads to a de-
sired structural outcome. We also investigated a larger complex self-assembly system,
the heterotypic interactions between amyloid-beta and fatty acids by an independent
ensemble kinetic simulation using an underlying differential equation-based system
which was validated by biophysical experiments.
xvii
CHAPTER 1
INTRODUCTION
Molecular communications is a developing field of research that seeks to apply the
principles of information transmission in biological systems to the development of
novel, nanoscale communication devices. Unlike more traditional forms of communi-
cation, where information is carried by propagating electromagnetic waves, the sig-
nal in molecular communication consists of discrete molecules that must propagate
through an intervening fluid medium, typically according to one of two physical mech-
anisms [1, 2]. In a diffusion-based architecture, molecules transport across the liquid
medium through Brownian motion, governed by their physical characteristics, i.e.
diffusion coefficient. This communication can be enhanced if the signaling molecules
possess a drift velocity towards the receiver. Molecular communication with drift of
this sort is sometimes referred to as “walkway-based communication,” which can be
physically realized when some carrier like a molecular motor, guides the propagation
[1, 2]. For example, bacterial chemotaxis can provide this type of active transport,
and in E. coli, there are several flagella that can produce such biased motion by
rotation [2].
To understand how biological networks function, we need to first identify and
characterize the foundational building blocks, and then integrate the topology and
dynamic properties of the connected network. Model systems for these functional
building blocks consist of network motifs. Motifs are defined as the subnetworks
in the biological regulatory network, which are significantly over-represented in that
network, and are also important due to their functional properties. In cellular tran-
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scriptional networks, a popular and well-studied motif is the feed-forward loop, a
three node structure wherein one top-level node, or protein, regulates the expression
of another node, or target gene, either directly or indirectly through another inter-
mediate regulator protein. To better understand how such three node motifs operate
within a transcriptional network, we model the signalling process as a molecular com-
munication system with a cascade/relay channel (due to the presence of the indirect
regulatory path) by using an additive inverse Gaussian noise channel model.
Another important concept in the cellular world is that of molecular self-assembly.
Self-assembly is the physical process where comparatively a simple disorganized com-
ponent combines into more complex states spontaneously. A basic set of rules and
local interactions like hydrogen bonding usually guide the self-assembly. Nature itself
is the master of this art; an example of self-assembly starts from DNA assembly,
protein folding to biological structures like that of a virus. Following quote by Boyce
Rensberger from the book “Life Itself” [3] explains the concept of self-assembly using
a real-life example.
‘Push one (a sea-sponge) through a fine-mesh sieve and its cells will separate
from one another, turning clear aquarium water into a thick, cloudy liquid, like pea
soup. Wait a few hours, however, and the cells will gradually find one another, stick
together, and reassemble themselves into a whole sponge. . . In fact, the disaggregated
cells of two different sponge species can be mixed, and the cells will sort themselves
out and reassemble only with their own kind, re-creating sponges of the original two
species. - Boyce Rensberger, in the book “Life Itself” [3]
Self-assembly is a complex fundamental process and may unfold the mystery
to the origin of life. Self-aggregation between molecules is believed to have led to
the creation of the first bio-molecules. Protein self-assembly is related to more than
fifty diseases, including Alzheimer’s and Parkinson’s diseases. Understanding of the
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self-assembly system is necessary to design an appropriate drug for these diseases.
Another goal of self-assembly is to create new materials with precise molecular struc-
tures. These materials will be smaller, but stronger than traditional materials with
improved and desired properties. In fact, manipulating materials at a molecular level
is becoming a norm in nanotechnology and polymer science. Self-assembly is also
related to computational complexity theory, where the stochastic interactions can be
used to solve hard computational problems. Extensive works from Adelman, Neuman,
Wolfram and Winfree proved the connection between self-assembly and computational
complexity theory [4, 5, 6, 7]. In-fact, the DNA tile self-assembly model introduced
by Winfree proved to be Turing-universal [6].
Despite its immense importance, the mathematical understanding of self-assembly
systems is quite unknown. Though a self-assembly system has a rich statistical physics
background, it is mainly based on the bulk experimental phase. To get further in-
sight, we need to develop a method which can explain the molecular level details of
the self-assembled system.
In this dissertation, we address the above mentioned problems and present our
work in detail. We discuss the specific contributions of each Chapter below.
Chapter 3 focuses on contributions towards molecular signaling using one dimen-
sional drift diffusion channel which include:
1. Model for molecular signaling using one dimensional drift diffusion channel.
2. We find that a universal curve of the Shannon-Hartley form describes the infor-
mation transmitted by a signaling chain of arbitrary length and depends upon
only a small number of physically measurable parameters.
3. We show how increasing complexity of signaling cascade affect the information
transmission.
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4. Derivation of an approximate lower bound on the degree of facilitation needed
to achieve single-bit informational efficiency in signaling cascades.
Chapter 4 addresses the need to develop a method that can explain the molecular
level details of the self-assembled system and the specific contributions of this Chapter
includes:
1. Model self-assembly in a single molecule level using state probabilities as its
fundamental objects to calculate the transition probabilities between the initial
and final states of a trajectory.
2. We demonstrate the application of our model to a simple toy example model
in which N identical molecules can assemble into oligomers of different lengths
and conclude with a discussion of how the high computational cost of such a
fine-grained model can be overcome through approximation when extending it
to larger, more complex systems.
Analyses of self-aggregation of Aβ proteins responsible for Alzheimer’s disease
using higher-scale model are presented in Chapters 5 & 6. Specific contributions of
Chapter 5 include:
1. We investigate the heterotypic interactions between Aβ and fatty acids (FAs) by
two independent tool-sets such as reduced order modelling (ROM) and ensemble
kinetic simulation (EKS).
2. We observe that FAs influence Aβ dynamics distinctively in three broadly-
defined FA concentration regimes containing non-micellar, pseudo- micellar or
micellar phases.
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3. We find that non-micellar phase promotes on-pathway fibrils, pseudo- micellar
and micellar phases promote predominantly off-pathway oligomers, albeit via
subtly different mechanisms.
Specific contributions of Chapter 6 include:
1. Development of mathematical models that define the dynamics involved in the
mechanisms of Aβ aggregation in the presence of FAs to adopt multiple path-
ways together with detailed simulations and biophysical experiments.
2. Development of a model that indicates the emergence of off- or on- pathway
aggregates are tightly controlled by a narrow set of rate constant parameters,
and one could alter such parameters to populate a particular oligomeric species.
Contributions of Chapter 7 mainly discusses the methods that can be applied to
complex self-assembly models using ODEs, including:
1. We perform global fit and the parameters identifiability to reduce overfitting of
Aβ ODE model for in multiple pathway scenario.
2. On- to -off switching rate constant is found to be identifiable, which prove our
on- to -off pathway switching hypothesis.
3. We describe a method that will help the community to estimate the proper
rate constants of complex biological models having time-dependent intervention
measures.
This dissertation begins with Chapter 2, where we introduce the relationship
between information theory and cellular signaling. Next in Chapter 3, we show how
increasing complexity of a relay molecular communication-based channel affects the
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information capacity of cellular signaling. Next in Chapter 4, we introduce a mathe-
matical model that explains self-assembly at the molecular level. These Chapters use
materials from four different publications co-authored by Dr. Kevin Pilkiewicz, Dr.
Michael Mayo, and Dr. Preetam Ghosh [8, 9, 10, 11].
The next two Chapters (Chapters 5 and 6), we analyze the self-aggregation of
Aβ proteins responsible for Alzheimer’s disease using higher-scale models to show the
connection between molecular details and experimental observations. Here we use an
ordinary differential equation (ODE) model to explain the behavior of the bulk exper-
iments. These two Chapters use material from five different publications co-authored
by Dr. Vijay Rangachari, Dr. Ashwin Vaidya, Dr. Preetam Ghosh, and others [12,
13, 14, 15, 16]. We end with Chapter 7, we show the theoretical underpinnings and
results for parameter estimation and parameter identifiablity methods that can be
applied to complex self-assembly models using ODEs.
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CHAPTER 2
MOLECULAR COMMUNICATION AND CELLULAR SIGNALING
FROM AN INFORMATION THEORY PERSPECTIVE
2.1 Introduction
Traveling to a foreign country can be a daunting experience if you do not speak
the local language. Even the most rudimentary of social interactions can become
tribulation. Imagine, however, that instead of traveling to another country, you
instead soujourned to another planet, and suppose this planet was inhabited by a
race of sentient alien creatures who communicated through complex ululations of a
balloon-like throat sac. This would be a troublesome situation indeed, for you would
not only lack an understanding of the language itself; you would not even possess the
capacity to converse in it if you did, as you lack the organ required to produce its
phonemes. This may seem like a far-fetched scenario, but it is essentially the situation
in which scientists in the field of nanocommunications now find themselves as they
attempt to engineer devices and constructs that can bridge the communication gap
between the synthetic and organic worlds.
Fig. 1 schematically illustrates the processes of gene transcription and transla-
tion, which represent just one example of molecular communication at work. The
transcription of a gene begins when a molecule of the enzyme RNA polymerase dif-
fuses through the cell nucleus and binds to an initiation site along the contour of a
DNA segment. The double helical structure of DNA is then temporarily unzipped
and RNA polymerase slides along the unwound DNA, reencoding its genetic data,
stored in quaternary by a sequence of nucleobases, into a signaling molecule called
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Fig. 1. A schematic representation of gene transcription and translation
messenger RNA (mRNA). The mRNA molecule must then diffuse out of the nucleus
and through the cytoplasm to an organelle called a ribosome, whereby the informa-
tion stored in the mRNA is decoded and translated into an amino acid sequence. This
sequence is assembled by another class of signaling molecules called transfer RNAs
(tRNAs), and thus a protein is born.
The preceding description, already dripping with biological jargon, is still but
a gross oversimplification of the actual process of cellular protein production, whose
stage is cluttered with dozens of additional molecular actors [17]. That nature has
contrived a way for all of these biomolecules to act in concert so efficiently and
consistently, in spite of their noisy environment and principally diffusive transport,
is an astounding achievement in robust communication, and it is an accomplishment
that scientists must tease apart in order to build devices that can interface with nature
in its native tongue.
When it comes to human languages, even grammatically disparate tongues can
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be related to one another because certain fundamental linguistic concepts like nouns,
verbs, and adjectives (things, actions, and descriptors) are universal features of human
communication. To better translate the molecular language of biology into the signal-
processing language of electronics and computer science, it would be helpful if there
were a similarly universal set of concepts to which one could appeal. Fortunately, such
a framework has existed for more than half a century in the form of the information
theory devised principally by Claude Shannon [18].
For a discrete random variable X whose value x has probability p(x), Shannon
defined the information in a measurement of X to be −log p(x). The negative sign,
coupled with the fact that 0 ≤ p(x) ≤ 1 for all x ∈ X ensures that the information is
always non negative and that less likely values of the variable contain more informa-
tion. The sense in this latter property can be understood intuitively in the context of
password cracking. If an individual uses a common password such as their birth date
or their favorite sports team, it will require little knowledge of the person to break
into their data. On the other hand, if the person uses something less common such
as their mother’s maiden name or the name of their first pet, a greater amount of
information will be required.
The logarithm in the definition makes the information in statistically independent
measurements additive, since if for two random variables X and Y , p(x, y) = p(x)p(y),
then −log p(x, y) = −log p(x) − log p(y). It should be noted that the base of the
logarithm here is arbitrary, and although information is a formally dimensionless
quantity, different choices of this base are referred to as different “units,” the most
common being the base-2 unit of bits. (It is trivial to show that for a random variable
with two equally likely states, such as the flipping of a fair coin, the information in
each measurement is exactly one bit, consistent with our understanding of the bit in
computer science as a binary choice of zero or one.)
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Rather than concerning ourselves with the information content of individual mea-
surements of the variable X, it is typically more useful to consider its average infor-
mation, known as the Shannon entropy H(X):
H(X) ≡ −
∑
x∈X
p(x)log p(x) (2.1)
The term entropy is used because, like the thermodynamic quantity of the same
name, the Shannon entropy is essentially a measure of randomness, quantifying the
amount of uncertainty in a random variable. To ensure that this quantity remains
finite, p(x) log p(x) is defined to be zero when p(x) = 0.
To understand the relevance of Shannon’s information theory to the study of
communication, consider the transmission of a time-varying signal S(t) across some
sort of channel. At the other end of the channel, a time-varying response R(t) will
be measured by an observer, and the hope is that the observer can determine the
information content of the original signal from this response. The issue of course,
is that most channels suffer from some sort of noise that will degrade the quality of
the signal as it is transmitted. One can thus think of the response as the sum of the
original signal plus some function η(t), representing the distortion caused by the noise
(the noise is seldom additive like this, but one can always at least formally define the
response in this way with an appropriate definition of η(t)). Because the deterministic
processes causing the noise typically occur over much smaller length and time scales
than the signal transmission process of interest and are effectively unmeasurable, the
noise is usually well-approximated as a stochastic process, meaning that R(t) is, at
every point in time, a random variable whose average information content can be
described by Shannon’s theory.
One usually wants to know how much information is shared between the signal
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Fig. 2. A Venn diagram summary of how the mutual information can be constructed
from different combinations of Shannon entropies
and the response, and that is most aptly measured by the mutual information between
two random variables, MI(X;Y ) ≡ H(X) + H(Y ) − H(X, Y ). Fig. 2 illustrates
with a Venn diagram that the mutual information does indeed correspond to the
average amount of information shared between the variables X and Y . The figure
also demonstrates why the mutual information can equivalently be defined as H(X)−
H(X|Y ), where the conditional entropy H(X|Y ) can be defined as in Eq. 2.1 so long
as one understands that
∑
x|y =
∑
x
∑
y p(y) . This form for the mutual information
is particularly useful for signaling applications, as the starting point of most analyses
is a model for the probability of observing an output response R given a known input
signal S, which can be used to directly compute the entropy H(R|S).
The remaining entropy needed to compute the mutual information is H(R),
which can be computed from the conditional probability p(R|S) if the signal prob-
ability p(S) is known; but this is often not the case. In fact, since the signal can
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usually be controlled by the experimenter, ascribing a likelihood to any particular
signal is meaningless. This wrinkle is traditionally ironed out by using the signal
probability function that maximizes the mutual information of the signal and re-
sponse. This maximal information is called the channel capacity and represents the
optimal performance possible for a given communication channel.
An astute reader will already notice several problems with applying informa-
tion theory to signaling systems as described. For starters, in both electronic and
molecular communication, the signals of interest can take on a continuum of values,
but Shannon’s entropy is formally defined only for discrete random variables. Sec-
ond, there is no systematic method for finding the function p(S) that maximizes the
mutual information, which makes the channel capacity very difficult to compute. In
biological applications, the channel capacity may not even be that useful, as the signal
probability is often a meaningful physical quantity in these contexts. For example,
in the case of gene transcription and translation, one is often interested in study-
ing how the dynamic expression level of one protein varies in response to changes in
a different protein expression level. In this situation, both the signal and response
are represented by effectively stochastic cellular processes, neither of which can be
controlled directly by the experimenter.
The objective of this Chapter is to provide some resolution to these issues as well
as to illustrate through several (relatively) simple examples how information theory
may be properly implemented to describe molecular communication processes. The
treatment presented here will be far from exhaustive and will focus more on results
than on the math required to derive them. This is because the most difficult aspect of
information theory is not acquiring the results themselves, which can often be done by
straightforward numerical methods; it is correctly interpreting them, which involves
a surprising amount of subtlety and a high-level understanding of what metrics like
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Fig. 3. The three classes of transport, demarcated by the scaling regimes of the
mean-squared displacement vs. time.
mutual information actually mean.
2.2 Information Theory and Molecular Transport
The first order of business in attempting to couch molecular transport and bind-
ing in the language of signal processing and information theory is to identify the
nature of the signal itself. In electronics, the signal is an electromagnetic wave and
information is encoded into some combination of its time-varying amplitude and fre-
quency. In biological systems, the signal is usually comprised of molecules like RNA
polymerase or mRNA that are synthesized and released into the cytosol and then
propagate to a binding site where they trigger another biological process whose pur-
pose is often to synthesize and release a different signaling molecule.
The type of information encoded in these molecular signals can vary. For ex-
ample, the nucleobase sequence of mRNA encodes the amino acid sequence of a pro-
tein. At some level, however, most cellular processes occur in response to dynamic
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changes in the cell’s external environment. For example, the bacterium Escherichia
coli requires different proteins to metabolize different sugars, and the expression levels
of these various proteins are modulated appropriately depending upon the relative
concentration of different sugars present in the bacterial cell’s surroundings. The
sensitivity of this response is achieved through a complicated cascade of molecular
signaling processes [19], but the important point is that information about the exter-
nal state of the cell is encoded in the frequency at which these processes occur [20].
Thus for a single molecular communication process, one can define the signal as the
set of times at which signaling molecules are produced, and the response to this signal
can be defined as the set of times at which these molecules bind to their target and
thereby trigger the next cellular process in the cascade to commence.
2.2.1 Molecular Transport in One Dimension
For the purposes of this Chapter, the discussion shall be restricted to facilitated
molecular transport in one dimension. Facilitated means here that the molecules
are transported towards their destination faster than they would be under purely
diffusive motion, but not as fast as they would under ballistic motion. These different
transport regimes are quantified in Fig 3 using the temporal scaling of the mean-
squared displacement (MSD) which is the average squared distance traveled by a
molecule over time. The MSD is used because the mean displacement itself will
always be zero, due to the assumed isotropy of the system. Pure diffusion corresponds
to linear scaling of the MSD with time, whereas ballistic motion scales quadratically.
Facilitated or “superdiffusive” motion falls somewhere in between these two extremes.
It may seem like a crass oversimplification to limit the discussion to one-dimensional
transport, since the interior of a cell is a three-dimensional volume; but in fact there
are many cellular transport processes that are pseudo-one-dimensional. As just one
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example, because cellular vesicles are too large to diffuse through the crowded cellular
environment with any efficiency, special motor proteins called kinesins bind to them
and quite literally walk them along cytoskeletal filaments known as microtubules [21].
Despite their large aspect ratio, microtubules are of course not truly one-dimensional,
and the kinesin proteins also sometimes detach from the tubule, diffuse in three dimen-
sions for some distance, and then reattach further down the line; but despite these
caveats, the transport can still be modeled quite reasonably as a one-dimensional,
facilitated process.
With this understood, the biological transport considered here and throughout
the remainder of this Chapter will be modeled as a one-dimensional drift-diffusion
process characterized by a drift speed v and a diffusion constant D, such that the
stochastic distance traveled by a molecule in a time interval of length ∆t is normally
distributed as N(v∆t, 2D∆t). Note that the drift speed determines the mean distance
traveled, whereas the diffusion constant controls the width of the fluctuations about
that mean.
The information in this system is encoded in the pattern of molecular emissions
into the channel, and this information must be decoded from the pattern of molecular
absorptions at the end of the channel, where molecular binding is assumed to occur.
For a molecule released into one end of a channel of length l at time τ , the conditional
probability p(t|τ) that it is absorbed at the other end of the channel at some later
time t can be shown to equal the inverse Gaussian distribution IG(µ, λ, t− τ) [22].
p(t|τ) = IG(µ, λ, t− τ) =
(
λ
2pi(t− τ)3
)1/2
exp
[−λ(t− τ − µ)2
2µ2(t− µ)
]
(2.2)
where the parameter µ ≡ `/v is the time required to traverse the channel in
the absence of diffusion, and λ ≡ `2/2D is the average time required to traverse the
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channel in the absence of drift. Fig. 4 plots this distribution as a function of its time
interval argument for µ = 1 and four different values of λ. As λ grows larger, diffusion
becomes weaker and t − τ approaches µ, reducing Eq. 2.2 to a standard Gaussian
distribution N(µ, µ3/λ). This Gaussian approximation is plotted in Fig. 4 as dashed
curves of matching color for each value of λ to illustrate this trend. This simplification
will be used extensively in the sections that follow in order to considerably simplify
the math of subsequent derivations.
For similar reasons, the release time τ will likewise be chosen to be a Gaussian
random variable, with mean value τ˜ and variance σ2. If one assumes that the emis-
sion into the channel is equally likely to occur at any instant in time, the probability
that it gets released after a finite time τ should formally be described by an expo-
nential distribution, not a Gaussian; but, as will be demonstrated numerically later,
this choice ends up making little quantitative difference to the value of the mutual
information, while it greatly reduces the complexity of its analytic evaluation.
2.2.2 Information in the Continuum Limit
In the simplest case of a single molecule traversing the one-dimensional, drift-
diffusion channel outlined in the previous subsection, the information content of the
signal is encoded entirely in the timing of the molecule’s emission. The amount of
information in this signal is difficult to interpret using the formalism of Shannon
entropy, however, because the emission time τ is a continuous rather than discrete
random variable.
One approach to solving this problem is to divide the domain of the continuous
distribution p(τ) into discrete bins of some width ∆τ and assign to each bin a proba-
bility mass equal to the integral of the continuous distribution over that bin. For the
Gaussian distribution chosen for p(τ), this leads to a Shannon entropy equal to
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Fig. 4. Comparison of the inverse Gaussian distribution with its Gaussian approxima-
tion for µ = 1 and increasing values of λ
H(τ) = −
∞∑
n=0
∆erf
(
n∆τ
σ
√
2
)
log
[
1
2
∆erf
(
n∆τ
σ
√
2
)]
(2.3)
where erf(x) is the standard error function and ∆erf(nx) ≡ erf((n + 1)x) −
erf(nx). Because the error function asymptotes towards unity for large values of
its argument, the terms in this sum will eventually approach 0 log 0 ≡ 0. As the
bin width ∆τ shrinks, the number of terms making a significant contribution to the
entropy grows, resulting in H(τ) diverging logarithmically, as plotted in Fig. 5(a).
It is somewhat troubling to find that the information content of the signal is
dependent upon an arbitrary discretization choice. While in certain applications
there may exist a maximum precision with which a continuous random variable can
be measured, setting a natural scale for the bin width, it would be preferable to look
for a metric whose value does not depend upon the resolution of the measuring device
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or diverge in the continuum limit.
Irksome though they may be, the above results are actually not unreasonable.
If a variable can take on any value from some interval of the real line, then knowing
that value with absolute certainty, i.e., to an infinite number of significant digits,
understandably requires an infinite amount of information. The issue is not that the
Shannon entropy cannot be used to characterize continuous random variables, but
merely that what it reveals about them is not particularly useful.
An alternative approach would be to simply take the sum in Eq. 2.1 and replace
it with an integral and swap the probability mass function with a probability distri-
bution function. This immediately smacks of mathematical chicanery, as the latter
type of function, unlike the former, is not dimensionless and has no business under a
logarithm. Proceeding nonetheless, as physicists so often do, one can define what is
known as the differential entropy h(X):
h(X) ≡ −
∫
dx p(x) log p(x). (2.4)
The reason for naming this quantity such will become clear shortly. Returning to
the Gaussian signal distribution p(τ), one can capitalize upon the niceties of Gaussian
integration techniques to evaluate Eq. 2.4 analytically. Technically, the variable τ
is constrained to the interval [0,∞], but so long as the mean of the distribution is
much larger than its standard deviation, the lower integration limit can be extended
to −∞ to make the integration much easier without accruing a significant error. The
result,
h(τ) =
1
2
log(2pieσ2) (2.5)
where e is Euler’s number, is immediately problematic, however, because it can
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Fig. 5. (a) Plot of the Shannon entropy for different discretizations of a normally
distributed continuous random variable τ . (b) A comparison of the differential
entropy of the variable τ and its Shannon entropy, corrected by the addition
of log∆τ as a function of the variance of the distribution σ for different values
of ∆τ . In both panels, note the log scale on the abscissa.
become negative if the distribution p(τ) is too narrow (σ < 1/
√
2pie ≈ 0.242). While
thermodynamic entropies can, in contrived circumstances, be negative, in the context
of information theory this would correspond to knowing less than nothing, which is
nonsensical.
To iron out all these conceptual wrinkes, it is useful to establish a rigorous
connection between the differential and Shannon entropies by invoking the mean
value theorem of calculus. To wit, for each bin in the discretization scheme employed
earlier, there must exist a value τi such that the integral of p(τ) over that bin equals
p(τi)∆τ . This fact makes it possible to rewrite the Shannon entropy H(τ) as follows:
H(τ) = −
∞∑
i=−∞
p(τi)∆τ log[p(τi)∆τ ]
= −
∞∑
i=−∞
∆τp(τi) log p(τi)− log ∆τ.
(2.6)
To get the second equality, the algebraic properties of the logarithm were used
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in conjunction with the fact that summing p(τi)∆τ over all i must equal unity, since
this is equivalent to integrating the properly normalized p(τ) over its entire domain.
The first term to the right of the second equal sign is now properly the Riemann sum
of the function p(τ) log p(τ), meaning that in the limit ∆τ → 0, it will rigorously ap-
proach the differential entropy h(τ) (assuming the distribution function is sufficiently
well-behaved). This connection between the Shannon and differential entropies is
illustrated clearly in Fig. 5(b), wherein the differential entropy of the Gaussian dis-
tribution (Eq. 2.5) is plotted in black as a function of its standard deviation σ, and
the sum of log ∆τ and the Shannon entropy (Eq. 2.3) is plotted in red, green, and
blue for values of ∆τ equal to, respectively, 1, 1/2, and 1/4. As ∆τ gets smaller, the
latter curves merge with the former starting at smaller values of σ. This makes sense,
since capturing the features of the distribution will require a finer binning when its
unimodal peak is sharper.
Thus far, all that has been accomplished is separating out the component of the
Shannon entropy that diverges as the bin width shrinks. The important point is that
this term depends only on the bin width. If one were to consider, for example, the
difference H(X)−H(Y ) for two continuous random variables X and Y , one would find
that, in the limit of the discretized bins for both distributions p(x) and p(y) going to
zero, it approaches the difference h(X)−h(Y ). So although the absolute information
content of both continuous random variables is formally infinite, the relative difference
in their information content is typically finite and is thus a useful comparative metric.
This, by the way, is the origin of the term “differential” entropy—it is a quantity
that only has physical relevance as a difference, much like the potential energy of a
mechanical system. In fact, at the quantum level the potential energy of a field is
formally infinite as well!
Fortunately, the mutual information, which is often the information theory met-
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ric of principal interest in the study of communication, is defined as just such a
difference. For the single-particle, one-dimensional, drift-diffusion model of molecu-
lar communication presently being considered, the mutual information between the
response and signal is MI(t; τ) = h(t) − h(t|τ). As a consequence of approximat-
ing the conditional distribution p(t|τ) as a Gaussian and choosing a Gaussian signal
distribution p(τ), these two differential entropies can both be evaluated analytically,
assuming once again that their means are sufficiently larger than their standard de-
viations. For the conditional distribution, this is equivalent to the condition λ  µ,
which has already been assumed in order to replace the inverse Gaussian with its
Gaussian approximation. The result of this analysis is the following expression for
the mutual information:
MI(t; τ) =
1
2
log
(
1 +
λσ2
µ3
)
(2.7)
As required, this expression will always be nonnegative and will grow larger as the
variance of the conditional distribution µ3/λ, i.e., the channel noise, grows smaller.
2.3 Comparing Molecular Communication Paradigms
In the previous section, the discussion was limited to describing a molecular
communication event in which a single molecule was transported across a one- di-
mensional channel. In more biologically relevant scenarios, communication occurs
through a continual sequence of molecular channel traversals with stochastically dis-
tributed emission and absorption times. The signal in the system can be thought
to consist of the specific pattern of molecular emission times τ1, τ2, τ3, ..., and the
response to that signal will be the corresponding sequence of absorption times t1,
t2, t3, . . . , but there is some ambiguity in how these time variables ought to be in-
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dexed. If the signaling molecules are biologically indistinguishable, then these time
arguments can be thought to be indexed such that t2 , for example, is the time at
which the second molecule arrives and τ2 as the time at which the second molecule is
released; but due to the randomness of the diffusive transport, these may not be the
same molecule.
Another scenario to consider is the case in which the molecules are distinguish-
able. For example, if the system under consideration consists of an entire chromosome
sending mRNA molecules to a ribosome, each mRNA will likely represent a different
gene, and the signal will contain information about not merely the release times but
also the release order of the distinct molecules. In this case it makes more sense to in-
dex the time variables by molecule, so that t2 and τ2 refer to the same distinguishable
particle.
In the subsections that follow, this latter situation will be considered exclusively,
owing to it being a little simpler as well as leading to integrals that can be directly
evaluated. The ante will be upped only modestly compared to the previous section
by considering the addition of just one additional particle to the 1D drift-diffusion
channel, but this marginal increase in complexity will permit an instructive compari-
son between three signaling paradigms that will reveal some of the subtleties inherent
to the correct interpretation of information theory results.
2.3.1 Bocce Rules
In the Italian game of bocce, one player tosses a ball onto a field or court, and
all players then compete to lob their balls as close to that first ball as possible. The
absolute position of each ball on the field is irrelevant, only its position relative to the
initial ball matters. This seems like a bit of a non sequitur, but one can envision a
continual biological process where the amount of time that elapses in between events is
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the relevant variable rather than the absolute times of their occurrence. For example,
a cell at steady state (homeostasis) will always be manufacturing proteins—what
matters is how the frequency of expression of different genes varies in response to the
cell’s evolving external environment.
Within this paradigm, a two-particle signal would be described by only a single
random variable—the time difference between the particle emissions ∆τ . Similarly,
the response to this signal would be the time interval between particle absorptions
∆τ . Because the particles are assumed to be distinguishable, if ∆τ is defined to be
greater than or equal to zero, then ∆τ can potentially be negative, indicating that the
particles arrived in the reverse order of their release. It will further be assumed that
the particles are of negligible size and can therefore pass through each other without
interaction, thereby rendering their channel traversal times as independent random
variables.
If a clock is started when the first particle is emitted, then the two particle
emission times will be recorded as 0 and ∆τ ; their two arrival times will consequently
be t and t + ∆t, for some time t. Since t is the total traversal time of the first
particle across the 1D drift-diffusion channel, it will be inverse Gaussian-distributed.
The total traversal time of the second molecule, t + ∆t − ∆τ , will be distributed
identically. This results in the conditional probability of measuring a response time
interval ∆t given a known signal time interval ∆τ as the following inverse Gaussian
convolution:
p(∆t|∆τ) =
∫ ∞
0
dtIG(µ, λ, t)IG(µ, λ, t+ ∆t−∆τ) (2.8)
The integration over t is performed because only the relative times matter in
this paradigm. Because, by assumption, ∆t can be negative in Eq. 2.8, it is possible
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for the second inverse Gaussian to have a less than zero argument, which is normally
undefined for this distribution. This can be resolved by analytically continuing the
standard inverse Gaussian definition of Eq. 2.1 to be zero when its time argument is
negative.
As before, in the regime where λ  µ, the inverse Gaussian distributions
in Eq. 2.8 can be approximated as standard Gaussians, resulting in p(∆t|∆τ) =
N(∆τ, 2µ3/λ). This result is a consequence of the convolution of two Gaussians being
another Gaussian, though it should be noted that because the traversal times of the
two molecules are independent, identically distributed random variables, the mean
and variance of the exact conditional distribution will be precisely those of its normal
approximation. Indeed, this norm approximation is reasonably accurate even when
µ is modestly greater than λ, as demonstrated in Fig. 6(a), where the numerically
integrated conditional distribution is compared with its Gaussian approximation for
a range of values of its variance.
If the distribution of the signal variable ∆τ is once again chosen to be of the form
N(∆τ , σ2), where the mean emission time interval ∆τ is chosen to be much larger
than the standard deviation σ, then the mutual information between the response
and signal time intervals immediately follows from the previous result for the single-
particle channel:
MI(∆t; ∆τ) =
1
2
log
(
1 +
λσ2
2µ3
)
(2.9)
Note the factor of two that distinguishes this result from Eq. 2.7. Fig. 6(b)
compares the above result to a more exact numerical evaluation of the mutual infor-
mation that does not use a Gaussian approximation for the conditional distribution,
and the difference is negligible over the range of parameters considered. The inset
of the figure illustrates the impact of choosing a uniform or exponential distribution
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for the signal instead of a Gaussian. For all the signal distributions considered, the
differential entropy h(∆τ) was held fixed, so there is no difference in the amount of
information they contain, only in how that information is distributed. As seen in
the figure, this difference has little impact on the amount of information that can
be transmitted across the channel, justifying the choice of a Gaussian signal for this
system. As shall be demonstrated in the next subsection, this insensitivity is not
universal.
While the signal in this two-particle system has the same information content as
the signal in the one-particle case of the previous section, Eqs. 2.7 and 2.8 make it
clear that the two-particle channel transmits less information overall. This is because
each molecule undergoes the stochastically diffusive transport of the channel inde-
pendently, so the overall impact of the noise is doubled in the two-particle scenario.
Note that in making this comparison between systems, only differences in differential
entropies have been considered—specifically, the difference in the signal differential
entropies and the difference in the mutual informations.
2.3.2 Billiard Rules
If bocce is typical of a game in which only relative distances matter, then billiards
is typical of one in which absolute positions must be known. This is because billiards
is played on a small table with fixed features (pockets or bumpers), so any shift in
the absolute positions of the balls—even one that keeps their overall configuration
fixed—will drastically affect the game. In biology, absolute times are important for
processes that occur outside of homeostasis; for example, a sudden sharp change in a
cell’s environment may drastically change its internal chemical state.
In this scenario, a two particle signal would be characterized by the pair of
emission times (τ1 , τ2 ), and the response would be measured by the pair of absorption
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Fig. 6. (a) Plots of the conditional distribution p(∆t|∆τ) as a function of ∆t−∆τ for
different values of its variance. For each curve, a dashed curve of the same color
is its Gaussian approximation. (b) The mutual information of the stochastic
time intervals ∆τ and plotted as a function of the conditional distribution vari-
ance. The purple diamonds use the exact conditional distribution (evaluated
numerically), whereas the solid curve is the approximate analytic result of Eq.
2.9. The inset demonstrates the lack of sensitivity of this result to the shape
of the signal distribution.
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times (t1 , t2 ). The two molecules can still be assumed to travel through the channel
independently, so in this case the appropriate conditional distribution is
p(t1, t2|τ1, τ2) = IG(µ, λ, t1 − τ1)IG(µ, λ, t2 − τ2), (2.10)
which can be rewritten using Eq. 2.2 as the product p(t1|τ1)p(t2|τ2). If the
signal distribution p(τ1, τ2) is similarly defined as p(τ1)p(τ2), where p(τ) = N(τ˜ , σ
2),
then the two-particle system completely decouples into two statistically independent
one-particle problems. Due to the logarithmic properties of the differential entropy,
the mutual information between the signal and response will simply be MI(t1; τ1) +
MI(t2; τ2). If both emission times have the same variance, this sum equals
MI(t1, t2; τ1, τ2) = log
(
1 +
λσ2
µ3
)
. (2.11)
At first blush, it is tempting to say that this channel is more effective than its
single-molecule counterpart, since it can transmit twice as much information. But the
signal in this case also contains twice as much information as in the one-particle sce-
nario; and, as one will recall, each independent, continuous random variable formally
contains an infinite amount of information. Thus increasing the number of molecules
in the channel results in a finite gain in the information transmitted at the cost of an
infinite increase in the information needed to specify the signal.
Simply adding more molecules cannot increase the informational efficiency of
the drift-diffusion channel, but Eq. 2.11 suggests that increasing the variance of the
signal may be another path to improving information transmission. Unfortunately, a
simple calculation shows that the change in mutual information achieved by such an
increase is exactly equal to the (now finite) change in the signal entropy. The only
apparent way to achieve a net improvement in the performance of the channel is to
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reduce its noise by enhancing the facilitative degree of its transport, i.e., by lowering
µ and/or raising λ. This will increase the mutual information without changing the
information content of the signal. But could there be another way to achieve this?
2.3.3 Staggering the Signal
In the previous example, the emission of each molecule into the channel was
assumed to be an identically distributed, statistically independent process. This
requires both release times to be distributed about the same mean time, which will
tend to make the interval between releases somewhat short. While this may be
sensible for two particles, it will necessarily become unphysical as the number of
molecules is increased. Assuming that a single biological process is responsible for
the emissions and that it takes an average time τ˜ to produce one molecule, the mean
emission time of the second molecule should logically be 2τ˜ . This suggests a more
reasonable signal distribution for the two-particle system might be the slightly more
complicated
p(τ1, τ2) =
1
2piσ2
exp
[−(τ1 − τ˜)2
2σ2
]
exp
[−(τ2 − τ1 − τ˜)2
2σ2
]
(2.12)
which is equal to N(τ˜ , σ2)N(τ1 + τ˜ , σ
2 ). This distribution shall be referred to
as the “staggered” signal, whereas the separable N(τ˜ , σ2)N(τ˜ , σ2 ) ) of the previous
subsection will be denoted the “symmetric” signal. The conditional distribution can
remain unchanged from Eq. 2.10.
When evaluating the differential entropy of the distribution in Eq. 2.12, the
substitution ∆τ ≡ τ2− τ1 renders the two Gaussians independent once more, with no
impact to the integration range (−∞,∞). The staggered and symmetric signals thus
contain the same amount of information, although that information is distributed
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Fig. 7. Comparison of the symmetric and staggered two-molecule signal distributions.
Though distributed differently, there is no difference in their information con-
tent.
differently over the time domain. Fig. 7 demonstrates this with side-by-side plots
of the two distributions when σ and τ˜ are both unity. Note that this trick required
at least two particles in the channel because the only way to modulate the shape
of a single Gaussian is to change its variance; but that would necessarily alter its
differential entropy.
Staggering the signal may not affect its information content, but it does impact
the information content of the response, as can be confirmed through an algebraically
tedious calculation. This results in the following modification to the mutual informa-
tion:
MI(t1, t2; τ1, τ2) =
1
2
log
[(
1 +
λσ2
µ3
)
+
λσ2
µ3
]
. (2.13)
Note that the above expression reduces to Eq. 2.11 in the absence of the extra
λσ2/µ3 term under the logarithm. This means that staggering the emission times
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of the molecules necessarily leads to an enhancement in information transmission
without a compensatory increase in the information content of the signal, which
is precisely the result hoped for at the end of the previous subsection. In verbal
communication, this result would be analogous to speaking more slowly in order to
be better understood. Annunciating each syllable does not change the information
content of the message being conveyed, but it does make it easier for a listener to
discern your message in a noisy room.
Thus far, the operating assumption has been that one is measuring the response
in order to predict the signal. This is typically the case in biological applications, but
an inversion of this paradigm leads to a puzzling result. Specifically, one finds that the
increase in the mutual information achieved by staggering the signal exactly equals
the change in the information content of the response. This is a little discomforting,
because the mutual information is a symmetric quantity, i.e., MI(X;Y ) = MI(Y ;X).
If one attempts to guess the molecular emission times from a measurement of their
absorption times, one will be able to do so with more certainty if those release times
were staggered. On the other hand, if one attempts to predict the absorption times
given a controlled set of release times, it will make no difference whether one staggers
the release times or not!
There is of course not really a problem here, and one way to see this intuitively
is to once again make an analogy to verbal communication. Speaking more slowly
necessarily takes more time, and a longer time interval provides more opportunities
for noise to distort the words, greatly increasing the range of possible messages that
a listener could conceivably hear. As in the children’s game of “telephone,” whererin
an intial message is successively whispered from one child to the next, it is much
easier for the final participant to guess the initial message from the corrupted version
he recieves (the usual objective of the game) than it is for the initial participant to
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predict how her message will be corrupted after successive miscommunications. In
general, it is always easier to guess a lower- information quantity from knowledge of a
higher-information quantity than vice versa, and this is precisely due to the symmetry
of the mutual information. It seems as if one might be getting a “free lunch,” as it
were, by exploiting this symmetry, but the hidden cost comes in the act of measuring.
The response contains more information than the signal, so a more sensitive device
is needed to accurately measure it. In the verbal example, the person at the end of
the telephone chain cannot rely upon hearing something that makes logical sense, so
she must divert a larger proportion of her brain’s processing power towards listening
to compensate for the larger space of possible messages.
The mutual informations for the different molecular communication scenarios
discussed thus far are plotted in Fig. 8 versus the dimensionless parameter λσ2/µ3.
The 1-particle channel, Eq. 2.7, is plotted in red, and the three 2-particle channels are
plotted in green (relative-time, Eq. 2.9), blue (absolute-time, symmetric, Eq. 2.11),
and purple (absolute-time, staggered, Eq. 2.13). If the reader has gleaned anything
from this past section, it is that a comparative plot like this is effectively meaningless,
and it is only included here to serve as a convenient summary of the results.
2.4 Conclusion
The strength of Shannon’s information theory is that it provides a common
framework for quantitatively comparing disparate communication paradigms. This
generality is also its greatest weakness, however, and ironically limits how much in-
formation can be gleaned from these comparisons. For example, although mutual
information is a quantitative metric of data transmission, its value is not terribly
predictive. A common error is to assume that if a channel is capable of transmit-
ting a single bit of information, then an observer of the channel output should be
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Fig. 8. The mutual information (in bits) for four different molecular communication
scenarios, plotted versus the dimensionless parameter λσ2/µ3.
capable of making some binary determination about the input signal such as, “Is
the signal above or below some threshold value?” The problem is that for a signal
represented by a continuous random variable, there are an infinite number of such
binary determinations possible, and the one bit that gets transmitted will generally
be some superposition of all of them. Information theory quantities are thus often
most useful as comparative metrics, but, as has been demonstrated in this chapter,
even this application is fraught with perils for the uninitiated.
The goal of this Chapter has thus been principally to provide some level of ini-
tiation to those interested in using information in the study of biological systems.
Indeed, though Shannon’s theory has been around since the middle of the last cen-
tury, its application to biological signaling is by comparison in its infancy. The current
standard textbook in the field (Cover and Thomas’s Elements of Information Theory
[23]), while an excellent and comprehensive treatment, is written more with statisti-
cians and computer scientists in mind, and a biologist attempting to learn the subject
matter from that tome will consequently have difficulty in abstracting the worked ex-
amples to biological systems of interest, if they aren’t immediately turned off by the
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rigorous and formal mathematics.
While a single Chapter cannot hope to treat the entire breadth of applications
that might interest biologists (for example, this Chapter does not even touch upon
the use of information theory in understanding the collective behavior of animals or
the self-assembly of supramolecular structures), it uses several exactly solvable ex-
amples to help the reader to build a functional intuition about how to think about
biological systems from an information theoretic perspective and how to avoid making
some common errors in the interpretation of information theory results. Despite the
coarseness of some of the assumptions made in the name of computational facility,
the examples presented here are nonetheless reasonable baseline models for the study
of certain classes of molecular communication processes, and the final section demon-
strates how even much more complicated signaling scenarios can often be reduced to
one of these simpler problems.
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CHAPTER 3
BENCHMARKING THE COMMUNICATION FIDELITY OF
BIOMOLECULAR SIGNALING CASCADES FEATURING
PSEUDO-ONE-DIMENSIONAL TRANSPORT
3.1 Introduction
The field of synthetic biology has spurred the development of biotechnologies ca-
pable of interfacing with the human body at the molecular level. From CRISPR/Cas9
gene drives that alter our genetic code [24] to proteins designed to modulate the sen-
sitivity of molecular signaling cascades [25, 26], the state of the art has learned to
imitate nature and, in so doing, surpass it. The cost of interfacing with biology
at its most granular level, however, is that we must leverage fragile biomolecular
components that transmit information far below the modern standards of electronic
communications. For example, the transcriptional signaling pathways in a cell can-
not reliably cross the minimal single-bit threshold required to distinguish meaningful
signals from noise[27], and coherent communication is only achieved when signaling
is averaged over an entire cellular population [27, 28, 29].
Although some biological signaling does utilize electric currents, such as that
in the human nervous system [30], information transmitted at the cellular level is
often accomplished via so-called molecular communication, in which discrete signaling
molecules diffuse through an intervening liquid medium from a transmitting to a
receiving site [31, 32]. Because Brownian motion alone is slow and unreliable, many
biological systems attempt to facilitate this diffusion with a variety of mechanisms,
such as motor proteins that “walk” the molecules along cytoskeletal filaments [33],
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transcription factors that locate their receiving site by sliding back and forth along
the DNA contour [34], and bacterial chemotaxis, in which molecules are carried by
bacteria along a chemical gradient [35]. These types of directed-diffusion processes
typically exhibit a superdiffusive mean squared displacement that scales as tα, for 1 <
α < 2 [36], and are often well approximated as one-dimensional stochastic processes
whose superdiffusivity can be decomposed as a linear combination of pure ballistic
and pure diffusive motion [37]. The ratio of the drift speed to the diffusion constant
can be used to determine α for any time interval of interest. Such drift-diffusion
processes have been studied as models of molecular communications in the past [2,
38, 1].
As synthetic biology pushes the boundary of more complex multi-stage signaling
architectures [2], a more fundamental understanding of the information-processing
capabilities of molecular communication is needed to optimally design constructs
that perform reliably despite inherently noisy in vivo environments. To this end,
single drift-diffusion channels have been studied extensively [2, 38, 1, 22, 39], and
various upper and lower bounds have been placed on their mutual information and
channel capacity [40, 41]. Here we extend these analyses to a signaling cascade
of multiple drift-diffusion channels daisy-chained together and demonstrate, under
suitable simplifying assumptions, that the mutual information depends upon a single
dimensionless ratio of physical parameters. We then use this result to set a lower
bound on the extent of passive molecular transport required to achieve molecular
communication with single-bit fidelity.
3.2 Methods
As our model system, we consider a one-dimensional molecular drift-diffusion
channel of length `. Molecules are emitted at the transmitting end (x = 0) of a
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one-dimensional channel, and move toward a receiving end (x = `) with drift speed
v > 0 where they are perfectly absorbed. Molecules diffuse according to a stochastic
Wiener process characterized by diffusion constant D. We assume that molecules are
indistinguishable from one another, that only two molecules can occupy the channel
at any given time, and that both molecules must exit the channel before any new
molecules can be added. Although these latter assumptions restrict the information
capacity of our channel [40], they will immensely simplify our calculations and are
consistent with our objective to establish the minimal degree of facilitation required
to achieve single-bit information transport.
With only two molecules in the channel at a time, this single bit corresponds
to the capacity to distinguish the order of emission times from measurements of
the order of arrival times. For a more general system, where an arbitrary number of
molecules can simultaneously occupy the channel, this determination of time orderings
will require more than a single bit of information, necessitating a greater degree of
facilitated transport to achieve it. Nonetheless, our simple, two-particle model may
still provide a reasonable estimate of the information capacity for some biological
systems. For example, protein transcription often occurs in short stochastic bursts
followed by much longer intervals of inactivity [42], with each burst often producing
as few as two RNA transcripts [43].
We define ∆τ as the difference in the release times of the two molecules sharing
the channel and model it as a random variable chosen from a known source distribu-
tion p(∆τ). As a result, the difference in the arrival times of the two molecules at the
receiver is also a random variable, which we denote ∆t. The information-processing
capabilities of this channel can be quantified as the mutual information of these two
time differences, I(∆t; ∆τ). Using standard definitions and methods [23], one can
compute this mutual information from only two probability distribution functions:
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the source distribution, p(∆τ), and the conditional distribution, p(∆t|∆τ). We can
compute this latter distribution by noting that the time it takes for a molecule to cross
our modeled channel is a random variable obeying an inverse Gaussian distribution,
IG(µ, λ; t): [22]
IG(µ, λ; t) =

√
λ
2pit3
exp
[
−λ(t−µ)2
2µ2t
]
t > 0
0 t ≤ 0
(3.1)
wherein the mean first passage time, µ, is equal to `/v, and the shape parameter,
λ, is equal to `2/2D, the average time it would take a particle to traverse the channel
in the absence of any drift.
If we assume that the first molecule is transmitted at time zero and is received
at elapsed time t, then the second molecule is transmitted at time ∆τ and received
at time t + ∆t. We allow ∆t to be negative, in which case the second molecule to
be released arrives at the receiver before the first. Of course, it is not possible for an
observer at the receiver to measure a negative time difference between the arrivals
of two indistinguishable particles. Rather, the observer would deduce that ∆τ is
negative for molecules that arrive in reverse order, assuming the channel can transmit
the one bit of information required to make that determination with certainty. The
probability that ∆τ leads to ∆t is the probability that the first and second-released
particles have first passage times t and t+ ∆t−∆τ , respectively, integrated over all
possible values of t:
p(∆t|∆τ) =
∫ ∞
0
dt IG(µ, λ; t+ ∆t−∆τ)IG(µ, λ; t). (3.2)
Although Eq. 3.2 is not strictly a convolution, it can, in principle, be evaluated using
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the known Fourier transform of the inverse Gaussian distribution [44].
3.3 Results and Discussion
In Fig. 9(A), we plotted Eq. 3.2 for several sets of parameters (solid curves), and
compared each conditional distribution to a Gaussian distribution with identical mean
and variance (dashed curves). The Gaussian fit is quantitative when the variance of
the exact distribution is small, and reasonably good even when it is large; so we shall
henceforth use this fit to approximate p(∆t|∆τ).
The exact mean and variance of the conditional distribution can be computed
from simple arguments. Because the two molecules propagate across the channel
without interaction, the mean of the difference in their first arrival times, ∆t−∆τ , is
the difference in the means of the independent, identically distributed inverse Gaus-
sian random variables t + ∆t − ∆τ and t. The total variance is the summation of
their individual variances.
The mean of the distribution p(∆t − ∆τ) is consequently zero, which implies
that the mean of p(∆t|∆τ) is ∆τ . The variance of an inverse Gaussian distribution is
µ3/λ, so the variance of the conditional distribution, σ2C , is twice this value. In terms
of the channel parameters, this reduces to
σ2C =
4D`
v3
. (3.3)
If the source distribution, p(∆τ), is also Gaussian with a variance of σ2S, then it
can be shown that the mutual information, I(∆t; ∆τ), has a form analogous to one
derived by Shannon and Hartley: [45]
I(∆t; ∆τ) =
1
2
log2
(
1 +
σ2S
σ2C
)
. (3.4)
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Fig. 9. (A) The conditional probability distribution, p(∆t|∆τ), as obtained by numer-
ical evaluation of Eq. 3.2, is plotted as a function of the difference ∆t−∆τ for
six different values of the conditional variance, σ2C ∈ {0.2, 0.8, 1.8, 5.0, 20, 45}.
(The smaller variances naturally correspond to the more sharply peaked dis-
tributions.) For each conditional distribution, the Gaussian distribution with
matching variance is plotted as a dashed curve and is a near perfect fit for
smaller values of σ2C . (B) Numerically integrated values of the mutual informa-
tion I(∆t; ∆τ) (purple diamonds), expressed in bits, for different values of σ2C .
The approximate information (Eq. 3.4; black line) overlays the numerical re-
sults. (Inset) The numerical values for the mutual information in the main plot
(purple diamonds) are compared against those computed from different source
distributions–a uniform distribution (red squares) and an exponential distribu-
tion (blue circles)–both parametrized to have the same information content as
the Gaussian distribution.
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To arrive at this result, we must assume that the mean release-time interval is suffi-
ciently larger than σS, so that the tail of the Gaussian p(∆τ) contributes negligible
probability for ∆τ < 0. Fig. 9(B) plots the mutual information (in bits), computed
numerically from the true conditional distribution (Eq. 3.2), for several different val-
ues of σ2C (Eq. 3.3). The approximate mutual information in Eq. 3.4 is plotted over
the data, demonstrating an almost exact fit. The inset of Fig. 9(B) demonstrates that
the validity of Eq. 3.4 is not significantly affected by our decision to use a Gaussian
as our source distribution.
It is tempting at this point to try to generalize Eq. 3.4 to the case of an N
particle channel. It is simple to argue, for example, that the equivalent to Eq. 3.2 is
p ({∆t1i}|{∆τ1i}) =
∫ ∞
0
dt IG(µ, λ; t)
N∏
i=2
× IG(µ, λ; t+ ∆t1i −∆τ1i), (3.5)
where ∆τ1i and ∆t1i are the release and absorption time intervals of the i
th particle,
and all N−1 of these intervals are defined relative to the absolute release and absorp-
tion times of the same reference particle, labeled particle 1. While in the N = 2 case,
we have demonstrated that this conditional distribution is quantitatively Gaussian in
shape, the same cannot be said for N > 2. Indeed, numerical evaluation of Eq. 3.5
for even N = 3 yields a conditional distribution that is a highly asymmetric function
of its arguments, making it a poor candidate for a Gaussian fit. While Eq. 3.5 can
still be used alongside a suitably chosen source distribution to numerically evaluate
the mutual information, the conveniently simple and transparent form of Eq. 3.4 is
a consequence of Gaussian inputs and will not generalize to larger N .
A more fruitful generalization of Eq. 3.4 is to the case of a signaling cascade of n
subchannels, each with identical v, `, and D. We assume that information is carried
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along the entirety of this cascade by just two indistinguishable particles, so that the
principal measure of informational fidelity remains the extent to which the difference
in their release times can be deduced from the difference in their arrival times at
the cascade terminus. Particles absorbed at the terminus of one subchannel are re-
emitted at the source of the next, and these junctures constitute n + 1-many nodes
of the cascade, which we sequentially label with the integers 0 (transmitting source)
through n (final receiving site). We denote the difference in the absorption times
of the particles at node i by ∆ti, and the time interval between their re-emission
by ∆t′i. If each molecule were re-emitted instantaneously upon absorption, then
p(∆t′i|∆ti) = δ(∆t′i − ∆ti). However, we more generally assume that elapsed times
between absorption and re-emission vary stochastically. For simplicity, we assume
this delay time is normally distributed about the absorption time interval with a
characteristic variance of σ2d. The conditional distribution, p(∆tn|∆τ) (where ∆τ ≡
∆t′0), may now be expressed as:
p(∆tn|∆τ) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
d∆t1d∆t
′
1 · · · d∆tn−1d∆t′n−1
× p(∆tn|∆t′n−1)p(∆t′n−1|∆tn−1) · · · p(∆t′1|∆t1)p(∆t1|∆τ). (3.6)
Here, each p(∆ti|∆t′i−1) is given by Eq. 3.2, and each p(∆t′i|∆ti) is modeled, as stated
above, by either a Dirac delta function or Gaussian distribution.
The integral in Eq. 3.6 is, to good approximation, a convolution of Gaussians,
which evaluates to another Gaussian whose variance equals the sum of the variances
of the individual distributions contributing to the integral. The conditional variance
of the n-link drift-diffusion cascade is thus
σ2C =
4nD`
v3
+ (n− 1)σ2d. (3.7)
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Using arguments similar to those used to derive Eq. 3.3, one can show that the above
result is exact.
To good approximation, the mutual information of the cascade is the same as in
Eq. 3.4, only with Eq. 3.7 substituted for σ2C . In Fig. 10, we demonstrate that this
curve is indeed a universal fit for the mutual information of cascades with varying
length, both in the case where there is no delay (Fig. 10) and a Gaussian-distributed
delay (Fig. 10, inset) between absorption and re-emission at the intermediate nodes.
We use stochastic simulations to evaluate the mutual information for n > 2,
because numerical evaluation of Eq. 3.6 becomes cumbersome for longer cascades.
In these simulations, each particle travels a distance vδt + δx in each time step,
where δx is a normally-distributed random variable with variance 2Dδt and the time
step is δt = 0.01. For each set of conditions studied, 105 replicate simulations were
performed, with the results histogrammed (bins of width δt) to generate discrete
estimates of the probability distribution functions needed to calculate the mutual
information. For cascades of one and two links, in which direct numerical evaluation
of Eq. 3.6 is feasible, the simulations yield nearly identical values for the mutual
information.
According to Eq. 3.4, the mutual information of an n-link cascade is, in prin-
ciple, unbounded from above so long as the parameters `, D, and v can be freely
varied. However, this is not typically true for synthetic biological constructs that are
meant to interface with cells through existing molecular channels. Here, the channel
length, `, will necessarily be no larger than the size of a cell (∼100 µm) and the
diffusion constant D will be controlled by the size of the signaling molecules and the
hydrodynamic properties of the cytosol, typically varying between ≈ 1−10 µm2/s [46]
Detailed studies of cellular signaling mechanisms [36] suggest that molecular transport
is superdiffusive but non-ballistic, which means that v cannot be arbitrarily large. A
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Fig. 10. Numerical values of the mutual information of a cascade channel are plotted
versus the conditional variance σ2C for three different values of the source
variance σ2S (from top to bottom, 0.331, 0.234, and 0.1655). All three datasets
use the same physical parameters (`, v, D) for each subchannel of the cascade,
and σ2C is modulated only by varying the number of subchannels. From left to
right, the five points on each curve correspond to n = 1, 2, 3, 4, and 5. In all
cases, the black curves correspond to Eq. 3.4, evaluated with Eq. 3.7. (Inset)
The impact of having a normally-distributed delay time with variance 0.01 at
each intermediate node of the cascade is illustrated using the top dataset. In
each case, the effect is to reduce the mutual information, with the effect being
more pronouned for larger n, since there are in that case more intermediate
nodes. (Arrows are used to emphasize the amount each point shifts.)
suitable value for v may be found by fitting the mean squared displacement (MSD)
of our drift-diffusion model to superdiffusive scaling data.
The position of a particle in our drift-diffusion channel at elapsed time t is equal
to x(t) = vt +
√
2DWt, wherein Wt is the standard Wiener stochastic process. We
choose our coordinate system such that x(0) = 0. By definition, Wt−W0 is normally
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distributed as N(0, 2Dt), so the distance a particle travels in a time t will have the
following Gaussian distribution:
p(x(t)) =
√
1
4piDt
exp
[
−(x(t)− vt)
2
4Dt
]
. (3.8)
The MSD is the expected value of x(t)2 with respect to the above distribution:
MSD(t) = v2t2 + 2Dt. (3.9)
Experimental measurements of MSD in biological facilitated diffusive systems are
typically fit to a single power law Atα, where 1 ≤ α ≤ 2 is the superdiffusivity
scaling exponent of the motion. To estimate the superdiffusivity exhibited by our
drift-diffusion model, we must find the values of A and α that best fit the above
quadratic over the average time interval of observation, which is in our case just the
mean first passage time µ. To that end, we define the function
F (α,A) =
∫ µ
0
dt
(
v2t2 + 2Dt− Atα)2 (3.10)
and attempt to find values for α and A such that ∇F = 0. Since scaling F by a
multiplicative constant will not change these values, we can rewrite the right-hand
side of Eq. 3.10 as ∫ µ
0
dt
(
ωt2 + t− A′tα)2 , (3.11)
where we have defined A′ ≡ A/2D and ω ≡ v2/2D. This makes it clear that α can
only depend upon the frequency ω and the time scale µ, which itself can be related
to ω through the relation µ =
√
λ/ω. Defining the function Gm(x) as
Gm(x) ≡ ln(x
m)− 1
m
, (3.12)
we can express the optimal value of α implicitly as the solution of the following
44
equation, which must be solved numerically or graphically:
(λω)1/2
α + 3
Gα+3
(√
λ/ω
)
+
1
α + 2
Gα+2
(√
λ/ω
)
=
(
(λω)1/2
α + 3
+
1
α + 2
)
G2α+1
(√
λ/ω
)
. (3.13)
We can set a rough upper bound on the mutual information of our cascade by
making several additional assumptions. Because a delay time can only increase the
conditional variance, which decreases mutual information, we shall set σ2d = 0. The
standard deviation in the release time interval of two molecules can be bounded above
by σS < λ = `
2/2D, which is the average time it takes for an individual molecule to
diffuse across the channel in the absence of drift. Note that because we have already
assumed that the mean release time interval must be much greater than σS, σS > λ
would make it virtually impossible for the second molecule to be released to arrive
before the first, rendering the molecules distinguishable by their arrival times and
contradicting a basic assumption of the model. These new assumptions, along with
the relation v2 = 2ωD, reduce the mutual information to the following:
I(∆t; ∆τ) <
1
2
log2
(
1 +
(λω)3/2
2n
)
. (3.14)
To evaluate the right-hand side of Eq. 3.14, we estimate the diffusion constant as
D=5 µm2/s and the channel length as `=10 µm (the signaling molecules likely only
need to cross a fraction of the cellular diameter). This results in λ=10 s. For any
value of ω, we can use Eq. 3.13 to extract a corresponding value for α, and the upper
bound in Eq. 3.14 can thus be plotted as a function of α for different length cascades,
as shown in Fig. 11. The inset plots the critical value of the scaling exponent, α?,
needed for single-bit information transmission as a function of cascade length. This
latter curve is exceptionally well fit by a stretched exponential function. To maintain
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a fixed level of informational efficiency in a molecular signaling cascade, the length
of the cascade can only be increased at the cost of improving the efficiency of the
molecular transport, and this cost goes down as the cascade gets progressively longer.
Although the curves in Fig. 11 can be shifted dramatically by choosing different
values of the parameters in Eq. 3.14, our order-of-magnitude estimates give results
that agree with the findings of related studies. For example, we predict that the
α = 3/2 scaling reported by A. Caspi et al., which describes an enclosed microsphere
transported by microtubule-walking motor proteins near the cell nucleus [36], is just
shy of single-bit mutual information. Since these predictions are based off an upper
bound on the mutual information, it is likely that this level of facilitation will actually
fall well short of the one-bit threshold–consistent with the findings of R. Suderman et
al., that transcriptional signaling at the single-cell level, which involves the facilitated
diffusion of proteins along DNA, generally transmits less than one bit of information
[27].
The analysis of the previous section has emphasized how the communication
performance of an isolated molecular channel can vary depending upon how the signal
is defined, with the focus being on how one can make fair and meaningful comparisons
between different cases. In the world of biology, however, signaling processes seldom
exist within this sort of vacuum. The regulation of gene transcription in E. coli,
for example, involves hundreds of unique proteins called transcription factors that
regulate the transcription and translation of thousands of functional proteins [47].
These signaling interactions can be represented as a complex network, with nodes
representing proteins and directed bonds representing regulating interactions; and
although the overall topology (connectivity) of this network is quite complicated, there
are certain substructures or motifs that appear with an abnormally high frequency
[48]. It is worth demonstrating how the basic tools developed in this Chapter can be
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Fig. 11. The approximate upper bound on the mutual information given by Eq. 3.14
is plotted in bits as a function of the superdiffusivity exponent α for three
different cascade lengths: n = 1 (red), n = 3 (green), and n = 5 (blue). A
dashed line demarcates the 1-bit threshold needed to minimally distinguish
two identical molecules by their arrival times.The inset plots the critical value
of α needed to cross this threshold as a function of n (data points) and is fit
by an extended exponential function of the form 2−A exp(−BtC), where A,
B, and C are fitted parameters.
readily extended to these more sophisticated communication architectures and how,
under suitable approximations, these motifs can be renormalized to a single-channel
system with modified “effective” parameters.
Another topological motif that is over represented in biological networks is the
feed- forward loop (FFL) [49]. Built up from the two-channel cascade considered
previously, the standard FFL motif consists of both a direct path between nodes S
and R2 as well as an indirect path that goes through R1 as an intermediary. Fig. 12
provides a schematic representation of this topology.
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Fig. 12. (a) A schematic representation of the feed-forward loop (FFL). (b) The total
conditional probability distribution p(t ∨ τ) for the FFL alongside its four
contributions. The curves were generated by numerically evaluating Eqs. (8),
(15), and (17)-(19) for µ = 5 and λ = 1250 .
Since the FFL consists of two parallel paths, this motif is most interesting to
study in cases where signaling molecules are permitted to traverse both paths at
once. As such, a two-particle model will be considered here, wherein each molecule is
assumed to be equally likely to take either path. To restrict the number of random
variables, the signal will be identified as the difference ∆τ in the emission times of
the two particles at S, and the response will be the difference ∆τ in the absorption
times at R2 . Once again the molecules will be assumed to be distinguishable from
one another. There are clearly four cases that must be considered, the first of which
is both molecules taking the direct path. This problem was solved back in section 3.2,
and the conditional distribution, denoted as pdd(∆τ |∆τ) to indicate the direct-direct
case, is given by Eq. 3.2.
The second possibility is that both molecules start down the indirect path, which
is assumed to be comprised of two copies of the direct channel connected end-to-end
by an instantaneous junction. There are in fact several similar ways of expressing the
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indirect- indirect conditional distribution, perhaps the simplest being
pii(∆t|∆τ) =
∫ ∞
0
dtIG(2µ, 4λ, t)IG(2µ, 4λ, t+ ∆t−∆τ), (3.15)
which combines the renormalized two-channel cascade result of the previous sub-
section with the two-particle result of Eq. 3.2. As an alternative, the above distribu-
tion can also be expressed as a convolution of two direct-direct path distributions:
pii(∆t|∆τ) =
∫ ∞
−∞
d∆Tpdd(∆t|∆T )pdd(∆T |∆t) (3.16)
The interval ∆T represents the difference in the absorption times of the signaling
molecules at R1 , which can be negative due to the molecules potentially arriving in
the opposite order of their emission. While both Eq. 3.15 and 3.16 can be expanded
into similar looking convolutions involving four inverse Gaussian functions, no change
of variables seems to transform one into the other, despite them having the same
numerical value.
The remaining two cases to be considered are those in which one molecule takes
the direct path while the other takes the indirect path. In the direct-indirect case,
wherein the first molecule to be emitted takes the direct path, the conditional prob-
ability should take the following form:
pdi(∆t|∆τ) =
∫ ∞
0
dtIG(µ, λ, t)IG(2µ, 4λ, t+ ∆t−∆τ), (3.17)
In the indirect-direct case, an analogous expression is obtained:
pid(∆t|∆τ) =
∫ ∞
0
dtIG(µ, λ, t+ ∆t−∆τ)IG(2µ, 4λ, t), (3.18)
Because the four emission possibilities are mutually exclusive, and because the
choice of emission paths is unbiased, the total conditional probability describing the
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transport of the FFL is just the weighted sum of the preceding results:
p(∆t|∆τ) = 1
4
[pdd(∆t|∆τ) + pii(∆t|∆τ) + pdi(∆t|∆τ) + pid(∆t|∆τ)] . (3.19)
This probability is plotted, along with its constituent components, in Fig. 12(b).
Although most of these probabilities are centered around ∆t = ∆τ , the mixed case
probabilities, pdi and pid , are conspicuously not. This is because emitting the molecule
that already has a head start into the shorter channel tends to enhance the difference
in the final absorption times, shifting the mean of the corresponding distribution to
the right. Similarly, placing the first molecule in the longer channel tends to shrink
this difference, since the particle with the later emission time can catch up along the
shorter path. This results in the total probability being trimodal, approximately a
sum of four Gaussian distributions with three different means.
Unfortunately, the logarithm of a sum does not generally simplify, so the mutual
information MI(∆t; ∆τ) for the two-particle FFL cannot be exactly evaluated, even
in the Gaussian-approximation regime. It can be readily computed numerically, how-
ever, assuming a normally distributed ∆τ as per usual, and the result is plotted in
Fig. 13 as a function of the drift speed v for two different diffusion constants D. The
solid curves are plots of Eq. 3.4 for a single-channel system with channel length equal
to the average length of the direct and indirect paths. For small values of the drift,
the fit is quantitative, though it gets progressively worse as v increases. So for at least
some parameter ranges, the two paths of the FFL can be effectively renormalized as
a single average path!
To flesh out the region of parameter space where this approximate renormaliza-
tion holds, one must first note that the sum of two Gaussians with the same mean
and variances σ21 and σ
2
2 can be well-approximated as a single Gaussian with an aver-
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Fig. 13. A plot of the FFL mutual information as a function of the channel drift speed
for two different diffusion constants ( D = 0.02 in red and D = 0.005 in blue).
The data points come from numerical evaluations and the solid curves are
plots of Eq. (9) for a single channel of length of ` = 7.5 , the average of the
direct and indirect channel lengths. .
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aged variance (1/2)(σ21 + σ
2
2 ). This simplification reduces Eq. 3.19 to a sum of only
three approximately Gaussian terms, each of which has the same variance of 3µ3 /λ.
Because the indirect path is twice the length of the direct path, this is precisely the
variance one would compute from two distinguishable particles propagating down a
single channel whose length is the average of the two paths.
The two heteropath distributions in Eq. 3.19 have means offset from that of
the averaged homopath distribution by a temporal distance of µ, so it is conceivable
for these distributions to have negligible overlap when µ is sufficiently large. So
long as the standard deviation of the signal distribution is much less than µ, this
lack of overlap will hold for the corresponding contributions to the total response
distribution p(∆t). In this special case, the logarithm of the sum of these contributions
can be approximately separated into a sum of logs, leading to precisely the mutual
information plotted in Fig. 13. This renormalization is thus valid whenever σS 
µ  λ. It is the first of these inequalities that is breaking down as the drift speed
increases.
3.4 Conclusion
The model we have developed to describe information transfer in molecular sig-
naling cascades is general enough to be applicable to a broad range of biological
signaling systems that utilize pseudo-one-dimensional facilitated transport mecha-
nisms. Tuning it towards a specific biological process only requires a small number of
physical parameters such as the diffusion constant for the signaling molecules and the
superdiffusivity scaling exponent of the molecular transport, both of which can be ex-
tracted from single-molecule experiments [46]. It should be cautioned that while many
biological signaling processes feature highly facilitated transport, there are numerous
others that involve substantial three-dimensional Brownian motion [50, 51] and are
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better modeled as a “narrow escape” problem [52, 53] rather than a 1D drift-diffusion
problem. It should also be emphasized that the simplicity of our model limits it to
providing only a lower bound on the degree of facilitation required for meaningful
communication. If, for some suitable biological signaling process, our model predicts
information transmission below one bit, then any molecular signal transmitted across
that system will be indecipherable from measurements of the response. On the other
hand, if our model predicts information transmission above the one-bit threshold, we
cannot say with any accuracy precisely how complex a message could successfully be
communicated by the system because we have derived our model under the assump-
tion that the signal always consists of a pair of particles. These caveats aside, the
model we have presented still quantifies a useful minimal performance benchmark
for biological hardware that many cellular systems fail to reach. While nature has
managed to function adequately despite this, thanks to the noise-averaging proper-
ties of a large cellular population [27], the increasingly complex constructs engineered
by synthetic biologists will ultimately require higher fidelity communication, and our
model demonstrates at least qualitatively how such fidelity might be attained.
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CHAPTER 4
SELF-ASSEMBLY FROM A SINGLE-MOLECULE PERSPECTIVE
“Self-assembly is the ubiquitous process by which objects autonomously assemble into
complexes. Nature provides many examples: Atoms react to form molecules. Molecules
react to form crystals and supramolecules. Cells sometimes coalesce to form organ-
isms. Even heavenly bodies self-assemble into astronomical systems. It has been
suggested that self-assembly will ultimately become an important technology, enabling
the fabrication of great quantities of small objects such as computer circuits. . . .
Despite its importance, self-assembly is poorly understood.”
- Leonard Adelman [7]
4.1 Introduction
The concept of structure-driven communication is first grasped at a very young
age: how to insert the square peg into the square hole. But at a much earlier stage of
development, this “lock and key” motif is ingrained into our bodies on the microscale,
where evolution has engineered countless proteins whose native states form a pocket
that is sized and shaped to bind only a single, specific molecular partner. In the
macroworld, we make locks that admit only a single key shape so that we may exclude
others from our privacy. Exclusivity is the objective of structural communication in
the microworld as well, though it is not volitional interlopers who are the concern but
rather stochastic ones. In the noisy environment of our cells, structural exclusion is
the only way to ensure that a protein does not bind the first molecule to diffuse into
it.
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While structural specificity may combat the stochasticity inherent to molecular
binding, the stochasticity inherent to the self-assembly of these structures themselves
is a much higher hurdle to surpass. Even nature, with four billion years of evolution-
ary experience, has not perfected this art. The misfolding of proteins like the neuronal
amyloid-beta (Aβ) protein or the pancreatic amylin, for example, can seed the forma-
tion of plaques that have been implicated as a potential cause for Alzheimer’s disease
and type II diabetes, respectively [54]. Human efforts to synthesize nanoscale struc-
tures that can interact with or leverage biology have thus understandably struggled
with precise structural control. Gold nanoparticle [55] and liposome [56] syntheses
have difficulty achieving acceptable levels of monodispersity, biofilm [57] and other
monolayer surface depositions [58] are prone to disorder and defects, and supramolec-
ular assemblies [59] are often plagued by competing interactions that lead to disparate
products.
Newer techniques such as optical and magnetic tweezers [60], molecular beams
[61], and micro- and nanofluidics [62] have shown potential for greatly improving our
control over molecular self-assembly processes by reducing the scale of the experiments
from the macroscopic bulk phase to systems involving only a few relevant molecules.
The current theories used to model self-assembling systems, however, still largely rely
on bulk statistical thermodynamics and kinetics [63, 64, 65], which are insufficient
for this new experimental scale. In this Chapter we attempt to address this gap
by modeling the distribution of self-assembled states by considering the stochastic
dynamics of a single self-assembly sequence and its branching structural end states.
The result is a probabilistic model that requires neither an ergodic hypothesis nor a
thermodynamic limit.
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4.2 The Model
The framework of our model is to assign to each molecule two sets of stochastic
variables. The first set, which we denote as the state ψ, characterizes the molecule’s
entry into the system. This set of parameters might include the time at which it
is injected or emitted, its initial position and velocity, and its starting orientation.
These are parameters over which the experimenter exercises some degree of control.
The second set, which we denote by the state φ, describes the molecule’s interaction
with the self-assembling core. Whether or not the molecule adds to the growing
structure and in what manner it adds will depend upon the same sorts of parameters,
but evaluated at the time of first interaction, which itself may be one of the random
variables in φ. We denote the set of all possible end states of the self-assembly process
under consideration as S, and the probability that self-assembly terminates at some
structure s ∈ S will depend upon the states {φ} of each interacting molecule–even
those that interacted without binding to the structure. We call this set of states {φ}
and the probability linking this set to a specified outcome as pR(s ∈ S|{φ}), where
the R index stands for “result”.
The set of states {φ} evolve dynamically from the set of initial states {ψ} as a
result of some stochastic transport process. This process might be simple diffusion
through a volume or across a surface, or it might be some facilitated process. The
probability of observing a specific set of interacting states given a set of initial states
is defined as the conditional transport probability pT ({φ}|{ψ}). We further define
the source probability pS({ψ}|σ) as the likelihood that a set of initial states {ψ} are
observed given specified values of a set of externally tunable parameters σ. This set
can consist of variables like temperature and emission frequency that are directly
manipulated by the experimenter. The ultimate probability that we wish to compute
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is pF (s|σ), the overall final probability that a set of input parameters will result in
molecules assembling into structure s. This probability can be related to the latter
three by the following integral:
pF (s|σ) =
∫
d{φ}d{ψ}pR(s|{φ})pT ({φ}|{ψ})pS({ψ}|{σ}) (4.1)
The complexity involved in actually evaluating Eq. 4.1 will naturally depend
upon the details of the system under consideration. In this Chapter, we restrict our
attention to a simple toy model that demonstrates how this theoretical framework
might be applied and what sort of predictions it can be used to make. In this model,
we assume that three identical molecules are released at randomly selected times into
a one-dimensional drift-diffusion channel characterized by a drift speed v, a diffusion
constant D, and a channel length `. The first molecule to traverse the channel binds
to a receptor site that catalyzes a self-assembly process with the second molecule to
arrive, resulting in a dimer state. We assume that this assembly process takes a finite
amount of time, which we denote as the assembly time Tα. If the third molecule
arrives while dimer assembly is still occurring, it will be repelled and the final state
of the system will be the dimer. On the other hand, if it arrives once the dimer is
complete, then a trimer state will result. Fig. 14 depicts a cartoon representation of
our toy model and summarizes its possible outcomes.
If the three molecules are labeled 0, 1, and 2 based on the order in which they
are released into the channel, we may define the initial state of the ith particle ψi
as its injection time τi, and its interaction state φi can be defined analogously as its
arrival time ti at the channel terminus. Because the first such arrival time may be
thought of as the start of the experiment, the absolute release and arrival times are
irrelevant, and we can replace these six time variables with four time intervals. We
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𝑡𝑡 = 0 𝑡𝑡 = ∆𝑡𝑡 < 𝑇𝑇𝛼𝛼 𝑡𝑡 = ∆𝑡𝑡 > 𝑇𝑇𝛼𝛼
𝑡𝑡 = 𝑇𝑇𝛼𝛼 𝑡𝑡 = ∆𝑡𝑡 + 𝑇𝑇𝛼𝛼
Fig. 14. Toy model timeline. If t = 0 is the time at which the first two monomers
initiate their self-assembly into a dimer, then t = ∆t is the time at which
the third monomer arrives. Depending upon whether this time is smaller or
larger than the self-assembly time scale Tα, the final state of the model will
either be the original dimer or a trimer.
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define the intervals ∆τ1 and ∆τ2 as the differences between the injection times of
particle 1 and particle 0 and particle 2 and particle 0, respectively. Analogously, the
intervals ∆t1 and ∆t2 are the equivalent differences in the arrival times of the particles
at the self-assembly site. Because the order in which the particles arrive is not fixed,
due to the stochasticity of the transport down the channel, these latter time intervals
can potentially be negative. The space of self-assembled structures S in this case
contains only the dimer and trimer configurations, which we shall denote as s2 and
s3, respectively. The probability of observing a dimer at the end of the experiment
depends upon whether or not the third molecule to interact does so within a time
Tα of the second molecule’s arrival. We can thus write the dimer result probability
pR(s2|∆t1,∆t2) as the following conditional:
pR(s2|∆t1,∆t2) =

1−Θ(|∆t2 −∆t1| − Tα) for ∆t1 ≥ 0,∆t2 ≥ 0
1−Θ(|∆t2| − Tα) for ∆t2 ≥ ∆t1,∆t1 < 0
1−Θ(|∆t1| − Tα) for ∆t1 ≥ ∆t2,∆t2 < 0
(4.2)
Here, Θ(t) is the Heaviside step function. We adopt the convention, that it takes
value unity when its argument exceeds zero and takes value zero otherwise. Since the
only other possibility is that a trimer is formed, pR(s3|∆t1,∆t2) = 1−pR(s2|∆t1,∆t2).
The first passage time across a drift-diffusion channel is distributed according to
the standard inverse Gaussian distribution IG(µ, λ; t) [13], analytically continued to
be zero for negative values of its time argument.
IG(µ, λ; t) =

√
λ
2pit3
exp[−λ(t−µ)
2
2µ2t
] t > 0
0 t ≤ 0
(4.3)
The parameter µ ≡ `/v is the time it takes to cross the channel in the absence
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of diffusion, and λ ≡ `2/2D is the average time it would take in the absence of drift.
This suggests the following form for the transport distribution pT (∆t1,∆t2|∆τ1,∆τ2):
pT (∆t1,∆t2|∆τ1,∆τ2) =∫ ∞
0
dtIG(µ, λ; t)IG(µ, λ; t+ ∆t1 −∆τ1)
× IG(µ, λ; t+ ∆t2 −∆τ2) (4.4)
Finally, we assume that each molecule has an equal chance of being released
into the channel at any moment in time after the previous molecule’s emission,which
results in the release time intervals being exponentially distributed (as in a radioactive
decay process). Assuming an average injection rate 1/τ , we get
pS(∆τ1, τ2|τ) = 1
τ 2
e−(∆τ2−∆τ1)/τe−∆τ2/τ
=
1
τ 2
e−∆τ2/τ (4.5)
Note that the dependence of this distribution on ∆τ1 cancels out of the exponent and
that τ is the presumptive tuning parameter of the experiment.
Eq. 4.2, 4.4 and 4.5 can be substituted into Eq. 4.1 to calculate the total
dimer probability pF (s2|τ). The simple conditional form of the result probability
pR(s2|∆t1,∆t2) will lead to a modification in the limits of integration over the arrival
time intervals. This leads to a more complicated looking expression for pF (s2|τ) that
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is nonetheless more straightforward to evaluate numerically:
pF (s2|τ) = 1
τ 2
∫ ∞
0
d∆τ2
∫ ∞
0
d∆τ1e
−∆τ2/τ
×
[
2
∫ ∞
0
d∆t2
∫ ∆t2
max(∆t2−Tα,0)
d∆t1pT (∆t1,∆t2|∆τ1,∆τ2)
+ 2
∫ Tα
0
d∆t2
∫ ∞
0
d∆t1pT (−∆t1,∆t2|∆τ1,∆τ2)
+ 2
∫ Tα
0
d∆t2
∫ ∞
∆t2
d∆t1pT (−∆t1,−∆t2|∆τ1,∆τ2)
]
(4.6)
The three integrals over the arrival time intervals in the above expression cor-
respond respectively, to the cases in which particle 0 arrives first, second, and third.
The factors of 2, account for the symmetry, in each case, of swapping the index labels
1 and 2.
4.3 Results and Discussion
Even for such a simple toy system, the numerical integration required to calculate
pF (s2|τ) is computationally intensive, with the principal time sink being the repeated
evaluations of Eq. 4.4 for all the different values of the release and arrival time
intervals needed to evaluate Eq. 4.6. We resolved this difficulty by parallelizing the
computation, evaluating each instance of pT (∆t1,∆t2|∆τ1,∆τ2) on a separate thread
of an Nvidia GeForce GTX TITAN GPU with 3,072 cores, 12 GB of RAM, and 1,000
MHz clock speed. This reduced the total computational time by a factor of roughly
1,000. For our integration mesh, we chose a lattice spacing (bin width) of 0.02 time
units, and a mesh domain defined in terms of model time units by the inequalities
0 ≤ ∆τ1 ≤ ∆τ2, where the integration range r was set equal to 20 time units. For
each point on this mesh, the formally infinite upper limit of each of the parallelized
time integrals was approximated as 50 time units. These restricted integration ranges
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were sufficient to approximately normalize all of the probability distributions of the
model to within an acceptable tolerance.
After computing the transport probability at each point of the chosen integration
mesh, it became tractable to evaluate the integrals over the release and arrival time
intervals serially, using an Intel Core i7-2600 CPU with 3.40GHz clock speed and 8
GB of memory. We demonstrate how this computational time varies with integration
range r in Fig. 15 for three different bin widths. As the logarithmic scale makes clear,
the serial computation time grows roughly exponentially with the integration range.
It also grows approximately as an inverse power law of the bin width, with a negative
exponent of about 4.
We plot our numerically evaluated probability pF (s2|τ) in Fig. 16(A) as a func-
tion of the self-assembly time scale Tα for values of the mean release interval τ =
0.5, 1.5, 2.5, and 3.5, in descending order. For all curves, the time scales µ and λ
were both fixed at unity. As expected, when self-assembly is instantaneous (Tα =
0), there is no interval of time during which the third molecule can be repelled, so
trimer formation is inevitable (pF (s2|τ) = 0). At the other extreme, as Tα →∞, the
dimer becomes the only possible product (pF (s2|τ)→ 1). As molecule emissions into
the channel become more infrequent (larger τ), the window to avoid trimer trapping
becomes smaller, depressing the dimer probability. These curves are all fit very well
by a function of the form 1−exp[−c1(Tα/τ)c2], where c1 and c2 are fitting parameters
that may depend in a complicated manner upon some dimensionless combination of
the time scales τ , µ, and λ. These best fit functions are plotted as solid curves over
the numerical data in Fig. 16(A).
Fig. 16(B) also plots the final dimer probability versus Tα, but this time τ is
held fixed at τ = 1.5 and µ and λ are varied instead. The top curve is the same
as the second to top curve in panel (A) (µ = λ = 1). The remaining curves are, in
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Fig. 15. Computational time (in seconds) plotted versus the integration range (in
model time units) for three different bin widths (also in model time units):
from top to bottom, 0.02 (red), 0.05 (green), and 0.1 (blue). The ordinate
axis is on a log scale to better illustrate the exponential growth of the com-
putational time for sufficiently large integration ranges.
63
(A)
(B)
T↵
p
F
(s
2
|⌧)
p
F
(s
2
|⌧)
T↵
Fig. 16. Plots of the final dimer formation probability pF (s2|τ) versus the self-assembly
time scale Tα for (A) fixed µ and λ equal to unity, with τ varying, from top
to bottom, as 0.5, 1.5, 2.5, and 3.5; and for (B) fixed τ = 1.5 with (µ, λ)
varying, from top to bottom, as (1,1), (2,2), (2,1), and (4,2). The data points
are the computationally evaluated probabilities, while the solid curves are the
analytic fits of the function 1− exp[−c1(Tα/τ)c2]
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descending order, for (µ, λ) = (2, 2), (2, 1), and (4, 2). These curves illustrate several
general trends. First, the dimer probability decreases monotonically with increasing
µ, reflecting the fact that a less facilitated channel will tend to space out the arrival
times of the molecules, making trimer formation more likely. Increasing λ tends to
have the opposite effect, since reducing the diffusivity of the channel narrows the
distribution of arrival times (Eq. 4.3), resulting in a less noisy channel. The variance
of the inverse Gaussian distribution is µ3/λ, explaining why pF (s2|τ) has a stronger
dependence on µ than on λ. These curves are well modeled by the same class of
fitting function used in Fig. 16(A).
Perhaps the most informative way of quantifying how self-assembly depends upon
our model parameters is with a “phase diagram,” where a relevant parameter subspace
is divided into regions based upon the most probable structure in each. For our toy
system, this phase diagram is fairly simple and is plotted in Fig. 17 as a function of the
control parameter τ and the self-assembly time Tα. The transport parameters µ and
λ are both fixed at unity. The phase boundary, which turns out to be approximately
linear (R2-value of ≡ 0.997), is determined by finding, for each value of τ , the critical
value of Tα for which pF (s2|τ) = 12 . For large Tα and small τ , the shorter average
interval between particle emissions and the longer assembly time will make it more
likely for the third particle to arrive while the first two are still docking, thereby
frustrating trimer formation. In the opposite limit, the time between emissions will
be long and assembly will occur swiftly–both circumstances that favor the trimer
product.
The phase diagram of our toy model naturally becomes more interesting as the
number of structural end states increases, but although it is straightforward to gen-
eralize Eqs. 4.2, 4.4, and 4.5 to account for N > 3 particles, the computational cost
rapidly becomes untenable. Even the next most complicated case of N = 4 taxed our
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Fig. 17. The phase diagram for the toy model when µ = λ = 1. The phase boundary
separating the dimer and trimer favoring regions is approximately linear
available GPU resources, limiting the accuracy of our numerical integrations as the
range of possible departure and arrival time intervals increased with growing τ . To
circumvent this, we simulate the drift-diffusion process directly as a one-dimensional
Gaussian-distributed random walk and compute the probabilities pF (s|τ) as the frac-
tion of replicate simulations whose set of first-passage times corresponded in our
model to the end state s. Formally, the transport process in our model is a continu-
ous Wiener process, which is only equivalent to a Gaussian random walk in the limit
that the discrete time step of the walk goes to zero, but we found that a time step
of dt = 0.001 and 105 replicate simulations was sufficient to produce quantitative
agreement with the N = 3 results we computed through numerical integration. The
computational time was substantially lowered by this approach as well.
The phase diagram computed from our simulations for the N = 4 case is plotted
in Fig. 17(B). With four molecules being released into our one-dimensional channel, a
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tetrameric end state becomes possible in addition to the dimer and trimer structures
of the previous case, and we see from the figure that all three final oligomers have
a region of parameter space where they are statistically favored. The boundaries
separating the regions are both approximately linear. Note that while in the three-
particle case the phase diagram regions represent ranges of the parameters τ andTα
for which one structure is the majority product (pF (si|τ) > 0.5), in the case of four
or more particles, the regions only denote which product subsumes a plurality of the
probability (pF (si|τ) > pF (sj|τ),∀j 6= i).
To better portray the prevalence of each structural end state at different values
of τ and Tα , we plot a trio of heat maps in Fig. 18 that use color gradients to
indicate the probability of each oligomer across the entire phase diagram of Fig.
17(B). While the dimer and tetramer (first and third plots, respectively) are only
highly probable near their limited regions of dominance, the trimer (middle plot)
retains a high likelihood across almost the entire phase diagram, falling off only in
the upper-left corner, where Tα → ∞ and dimer formation becomes certain, and
the lower-right corner, where τ → ∞ and tetramer formation is guaranteed. This
wide-ranging favorability of the trimer structure is a consequence of two principal
factors.
The first is the fact that there are two distinct trimer formation sequences, not
counting permutations in the molecular labels, compared with only one each for the
dimer and tetramer. Specifically, the trimer will result if the difference in the second
and third arrival times or the third and fourth arrival times is less than Tα . For the
dimer, both of those time differences must be less than Tα , whereas for the tetramer
neither must be. This enables the trimer structure to have a substantial likelihood of
formation even in the regions where it is not the most favored oligomer.
The second factor contributing to the trimer’s dominance can be understood
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Fig. 18. Heat maps depicting the probability of each oligomeric structure across the
phase diagram with darker colors representing higher probabilities. The three
plots represent, from left to right, the probability of the dimer, trimer, and
tetramer
from considering the distribution of the random variable ∆ti −∆ti−1 , the difference
in the arrival times of two consecutively released molecules. The mean of this random
variable is τ , the average difference in their release times, but the variance is equal
to 2µ3/λ + (2i − 1)τ 2 . (To understand why this is the case, note that ∆ti can be
rewritten as (t + ∆ti − ∆τi) + ∆τi) When τ is very small, the standard deviation
approaches a constant value, making it not improbable for one pair of consecutive
arrival times to exceed Tα , so long as Tα  (2µ3/λ) 12 . Similarly, as τ gets large,
the standard deviation tends to grow faster than the mean, making it not unlikely
that one pair of consecutive arrival times will be less than Tα , so long as Tα < τ .
Both of these circumstances allow for a substantial trimer probability to bleed into
the regions of dimer and tetramer dominance.
4.4 Conclusions
While the framework we have devised for quantifying self-assembly in terms of
individual molecular interactions is quite general, we have seen even in the simple
case of our three-molecule toy model that its computational cost is problematic,
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especially were one to extend it to the self-assembly of long biopolymers like proteins
or microtubules. The set of interaction variables {φ} will necessarily grow linearly
with the number of interactions considered, but the real problem is that an integral
like that in Eq. 4.4 will have to be evaluated for every permissible set of values
these variables can take. The number of integrations will thus grow exponentially
with the number of interactions, rendering even parallelization schemes unfeasible for
supramolecular assemblies consisting of more than a handful of sub units.
The most straightforward way to address this problem is to make physically
sensible approximations that constrain the hypervolumetric domain of the variables
{φ}, thereby reducing the number of integrals that must be computed in parallel. In
our toy model, for example, we must consider a range of ∆t1 and ∆t2 values broad
enough to allow for 3! = 6 different interaction orders. If we work in the large τ limit,
however, we can assume that the probability of non- consecutively released particles
interacting in reversed order is negligible. This reduces the number of permissible
interaction orderings to three (removing the factor of two from the second term on
the right of Eq. 4.6 and deleting the third term entirely) and eliminates the need
to consider negative values of ∆t2. This is only a modest gain, but if we were to
extend our toy model to include tetrameric structures, this approximation scheme
would reduce the number of allowable orderings from 4! = 24 to a paltry five. In the
future work, we hope to explore the impact these approximation schemes have on
both computational time and numerical accuracy. This is to maximize the applica-
tion of the methodology outlined in this Chapter to the systems of actual biological
consequence.
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CHAPTER 5
Aβ AGGREGATION PATHWAYS IN ALZHEIMER’S DISEASE
5.1 Introduction
Aggregation of Aβ constitutes the central process in Alzheimer disease (AD)
pathology. Brains of AD patients contain large amounts of proteinacious plaques
mainly comprised of insoluble Aβ fibril deposits. Monomeric Aβ peptides (Aβ40
and Aβ42) spontaneously undergo aggregation towards large fibrils in a nucleation
dependent manner. Although the precise mechanism and nature of nucleation con-
tinue to be heavily debated, substantial evidence suggest a key rate-limiting step for
the formation of nucleus/nuclei [66, 67]. The dynamics associated with reactions
leading up to nucleation is critical for aggregation. Energetically, the pre-nucleation
phase is nebulous with monomers and oligomers (dimers, trimers etc.) involved in
a dynamic flux dominated by stochastic interactions [68, 69]. Furthermore, intrinsic
disorder and amphipathic nature of Aβ facilitate multiple phase transitions and het-
erogeneous interactions during nucleation, making the process particularly sensitive
to environmental factors such as pH, ionic strength, temperature and other interact-
ing partners [70, 71, 72]. This is significant because smaller, soluble aggregates have
emerged as the primary neurotoxic agents responsible for memory loss in AD [73, 74].
Furthermore, it is clear that oligomers may not be obligatory intermediates to fibril
formation, and that the oligomers can also be populated along alternate pathways
of aggregation (off-pathways) [75, 76, 77]. Off-pathway oligomers differ from those
formed along the on-pathway resulting in multiple conformational variants with dis-
tinct biochemical and cellular properties. Given the conformational diversity among
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oligomers, it is imperative to determine the factors that affect dynamics involved
in such oligomer formation to establish a framework of molecular mechanisms that
better defines amyloid progression.
One class of biologically important interacting partners that affect Aβ pre-
nucleation dynamics are the anionic surfactants such as fatty acids and lipids [78,
79, 80]. Interfaces of lipids and fatty acids are profoundly important in physiologi-
cal contexts as they are abundant in both brain tissues and cerebrospinal fluid (CSF)
[81, 82]. The amphipathic Aβ peptide is known to have strong affinity for membranes
and hence, these interactions may affect the pre-nucleation dynamics. Several reports
also demonstrate the effects of phospholipids on Aβ aggregation [83, 84]. Similarly,
polyunsaturated (PUFAs) as well as saturated fatty acids are also known to have a
significant effect on the AD brain [85]. We have previously reported the generation of
4-5mers and 12-24mers from lauric acid interfaces along a non-fibril formation path-
way [72]. More importantly, using carbon chain lengths of C9-C12 fatty acids (FAs),
we established that below (non-micellar), near (pseudo-micellar) and above (micellar)
their respective critical micelle concentrations (CMCs), FAs generate Aβ oligomers
or fibrils via distinct pathways. A schematic of the switching dynamics from on- to
the off-pathway with increasing concentration of FAs is shown in Fig 19.
In this Chapter, we sought to understand the dynamics of heterotypic interac-
tions between Aβ and FAs and how phase transitions of FAs modulate Aβ aggre-
gation. We use an ensemble kinetic simulation (EKS) model to demonstrate this in
three distinct phase-transition regimes, FAs significantly and consistently modulate
Aβ aggregation by altering the pathways. These results are in agreement with the
reported in vitro experimental observations, and provides detailed molecular insights
into the heterotypic interactions between Aβ and FAs. These insights reveal that
generation of conformationally-distinct oligomeric strains are highly likely in physio-
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Fig. 19. Schematic of the switching dynamics between the on- and off-pathways
logical environments containing lipid and FA interfaces due to the dynamics involved
in the heterotypic FA-Aβ interactions.
5.2 Methods
5.2.1 Experimental Observations and Model Assumptions
The detailed simulations and subsequent analysis are based on prior work where
the in-vitro experiment using the non-esterified fatty acids of chain length C9 to C12
revealed a few crucial characteristics of Aβ42 aggregation [72]:
1. At FA concentration less than CMC range (FAn), only on-pathway aggregates
were produced. Furthermore an increase in ThT intensity than the control
experiment was detected.
2. At near CMC (FApm), off-pathway fibrils of length 12-24 mers were noticed with
very few fibrils being produced leading to the conclusion that the on-pathway
was almost switched off.
3. At FA concentration higher than CMC (FAm), off-pathway oligomers of length
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4-5 mers were observed while no fibrils were produced, i.e., the on-pathway was
switched off completely.
Before establishing a proper modeling of the off-pathway, we wish to explore
the formation of micelles first. Ideally, CMC is the concentration of the surfactants
(here, FAs) in the solution from where the micelle formation starts. Therefore, if high
concentration of surfactants are introduced into the solution (FAm), it directly forms
micelles. At FAn and FApm concentrations, ideally there should not be any micelles
present in the solution whereas at FAm range, almost all of the FAs should convert
into micelles. As discussed earlier, at FApm, the FAs loosely form pseudo-micelles
that are six-seven times larger than regular micelles. It can hence be hypothesized
that as the FA concentration is increased beyond the CMC, extra FA molecules
bind to the pseudo-micelles, which may then undergo structural change to form more
stable and compact structured micelles (i.e., L) that were considered in the ROM
model.
Based on the experimental observations, we make the following considerations
to formulate the underlying reaction mechanism.
1. At FAn range, only on-pathway reactions take place, as in this zone no micelles
are present in the solution. We assume that the presence of FAs have catalytic
effects in altering the rate constants of the on-pathway with a factor of K
resulting in a change in the final fibril concentration.
2. At FAm concentrations, both on-pathway and off-pathway occur simultane-
ously; however, as seen in the ROM model, the existence of micelles can switch
the Aβ monomers more towards the off-pathway aggregates. We further as-
sume that one micelle binds four Aβ monomers at once to form the off-pathway
species A′4; such A
′
4 oligomers cannot aggregate any further. This is because our
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experimental observations at FAm range point to the formation of A
′
4s which
do not aggregate to form fibrils.
3. Similarly at FApm range, both on- and off-pathway reactions occur simultane-
ously. The reaction mechanism for A′4 oligomer formation is similar as in the
previous step. However, in this case the oligomer A′4 further aggregates to form
12-24mers.
We considered following reactions for the different phases of Aβ−FA interaction:
I. Non-micellar phase reactions
A1 + Ai
knuon←−−→
knuon
Ai+1;∀i ∈ {1, 2, ..., 11}
F + A1
kelon←−−−→
(kelon )
F ;∀i ∈ {1, 2, ..., 11} (5.1)
II. Pseudo-micellar phase reactions:
4A1 + L
kcon←−→
kcon
A′4
A′4 + A1
knuoff←−−−→
knuoff
A′i+1∀i ∈ {5, 6, ..., 11}
A′12 + A
′
n
keloff←−−→
keloff
F ′1;∀i ∈ {4, ..., 10}
F ′1 + F
′
1
kfboff←−−→
kfboff
F ′i+1∀i ∈ {1, ..., 3}
F ′4
kfagoff←−−−→
kfagoff
4F ′′1 (5.2)
III. Below micellar phase reactions:
A1 + Ai
knuon←−−→
knuon
Ai+1;∀i ∈ {1, 2, ..., 11}
F + Ai
K∗kelon←−−−→
kelon
F ; ∀i ∈ {1, ..., 11} (5.3)
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IV. Micellar phase reactions:
4A1 + L
kcon←−→
kcon
A′4 (5.4)
5.2.2 On-pathway Reaction Model
The on-pathway reaction model is motivated by our previous works in [86]. Here,
two different sets of reactions are considered. Firstly, the Aβ monomers form higher
order aggregates (A12) through monomer addition and eventually form fibrils; the
modeling abstraction considers A12 as fibrils, F . These reactions mainly depend on
the monomer concentration and are slow being termed as pre-nucleation. Next, the
higher order oligomers (A12) react with the monomers and other on-pathway aggre-
gates (A2, ..., A11) and get elongated. The rates of these reactions depend on both
monomer and fibril concentration. The pre-nucleation stage is slower, whereas the
elongation phase is rapid, thereby causing the sigmoidal growth of the fibril concen-
tration over time. The nucleation number of on-pathway reactions is taken as 12 as
reported in [86]; these reactions are shown in Eq. 5.1.
5.2.3 FAn Reaction Model
At the FAn range, we assume the reactions to be exactly similar to the on-
pathway model; however the rate constants for each phase of the sigmoidal ThT
growth curve were varied by a factor of K. The corresponding reaction model is
shown in Eq. 5.2.
5.2.4 FAm Reaction Model
The proposed off-pathway reaction set is quite different from the on-pathway
model and motivated by the experimental observations. In this model, at FAm range,
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the four Aβ monomers directly convert into the off-pathway oligomer (A′4 ) by reacting
with micelles, L. These A′4s can not able elongated any further. These reactions are
shown in Eq. 5.4.
5.2.5 FApm Reaction Model
The modeling of off-pathway reactions at FApm zone is more challenging however;
there are no existing models for off-pathway reactions at this zone. Furthermore, the
behavior of aggregation, although sigmoidal, is much dissimilar than the on-pathway
reaction in terms of the faster time-scale involved; the formation of 12-24mers in
this zone exhibit considerably less lag time and saturation time. We consider the
following reactions at this range. In the first stage denoted as primary nucleation,
the A′4 form higher order oligomers (A
′
12) by monomer addition (i.e., adding A1).
In the next stage, A′12 further elongates with the intermediate oligomers (A
′
4 − A′11)
to form higher order oligomers (F ′1); this stage is termed as the elongation stage.
Note that a F ′1 is a modeling abstraction and is of variable length; it’s length ranges
from 16mers to 23mers (considering the addition of A′4, ..., A
′
11 each to A12). This
results in a 6-fold increase in the oligomer size hosted by the pseudo-micelles as
compared to the micelles (which can only host upto A′4, whereas pseudo-micelles can
host 23mers) and is consistent with the experimental observations on the diameters
of pseudo-micelles and micelles. We next consider such F ′1 oligomers to laterally
associate and create bigger oligomers (F ′4); we term this stage as lateral association.
As experimentally validated in Fig. 22, there is approximately a four-fold increase in
oligomer size towards the beginning of the FApm dynamics after which the oligomer
size goes down to that of A′12 and F
′
1; hence it is highly likely that the laterally
associated F ′4 undergoes a secondary fragmentation into the lower order oligomer F
′′
1 .
It is noteworthy that F ′′1 is a structurally different species than F
′
1; the latter
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can laterally associate while the former cannot. This assumption was necessary to
fit with the experimentally observed ThT kinetics data. Considering the secondary
fragmentation to produce F ′1 instead of F
′′
1 could not correlate the simulation plots
with the experimentally observed ThT dynamics. The set of near-CMC reactions are
shown in Eq. 5.3.
Thus, the model at the near-CMC range deals with several rate constants and
parameters.
• Forward and backward date constants of pre-nucleation reaction (knuon, knuon )
from the on-pathway.
• Forward and backward rate constants of elongation reactions (kfbon, kfbon ) from
the on-pathway.
• Forward and backward rate constants of pre-nucleation in the off-pathway (kcon
and kcon−).
• Forward and backward rate constants of nucleation reactions ( knuoff , knuoff ).
• Forward and backward rate constants of elongation reactions ( kfboff , kfboff ).
• Forward and backward rate constants of lateral association reactions ( keloff ,
keloff .
• Forward and backward rate constants of secondary fragmentation (kfagoff , kfagoff ).
• The fatty acid effect on the on-pathway rate constant parameter, K.
• The pseudo-micelle concentration: p.
Note that, the estimation of the pseudo-micelle concentration from the CMC
values of fatty acids poses a different problem and needs controlled experimenta-
tion; however, it is biophysically not possible to exactly measure the pseudo-micelle
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concentration. We could only measure the diameter of pseudo-micelles. Hence we
considered p as a free parameter along with the other rate constants to estimate the
pseudo-micelle concentration.
5.2.6 Parameter Estimation
It is difficult to estimate the proper rate constant values of all these parame-
ters at once. Hence, we follow our divide and conquer strategy to determine all the
rate constants step by step. First, we matched the experimental data of the con-
trol experiment with the simulation considering the on-pathway reaction setup only
and estimated the four rate constants involved in the on-pathway reactions. Subse-
quently, we used these values in the combined on-off-pathway model to estimate all
the additional rate constants. More precisely, our simulation involves the steps below:
1. First, determine the rate constants for the on-pathway reactions from control
experiment data.
2. Estimate the parameter K for the FAn experimental data by using the esti-
mated on-pathway rate constants.
3. Estimate the rate constants of off-pathway aggregation with FApm experimental
data utilizing the estimated on-pathway rate constants above.
4. Validate the formation of off-pathway oligomers (A′4) in FAm concentration
using all the estimated rate constants.
We first calculated the reaction flux for all reactions at a particular stage; then
using these reaction fluxes, the differential equations for the rate of change of con-
centration is formulated for each oligomer. Next, these differential equations were
solved using MATLAB’s ode solver and the R2 value between the simulated curve
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and experimental data was calculated for the different rate constant combinations.
We solved these differential equations for various rate constant combinations with
each rate constant ranging from 10−5 to 105 and the pseudo-micelle concentration p
from 1 to 100 µM with multiples of 5. After that, these rate constants were manually
fine-tuned to better match the experimental data and obtain better rate constant es-
timates. The best-fitted simulation parameters are taken as estimated rate constants
of these reactions; each of these parameters are reported in the Appendices under the
corresponding reaction models.
5.3 Results
5.3.1 Ensemble Kinetic Simulation (EKSs) on Aβ-FA Dynamics
EKS approach involves numerical ordinary differential equation (ODE)-based
simulations that encompasses ensembles of the dynamic species involved in the re-
action flux. Fundamental aspects of EKSs were used in the on-pathway model that
we had previously reported [66]. In this Chapter, we expand the EKS model to sim-
ulate various phase-transition regimes of FAs and Aβ, especially along off-pathway
(elaborated in the Methods section). Before modeling on- and off-pathway dynamics,
it is imperative to simulate the phase-transitions of FAs during micelle formation.
We specifically chose three concentration regimes at which FAs show distinct phase
changes: low concentrations where the FAs are non-micellar (FAn), near their CMCs
where they are pseudo-micellar (FApm), and high concentration where they are fully
micellar (FAm). We conjecture the nomenclature, pseudo-micelles to define the dy-
namic state between a non-micelle and a micelle, which seemed to affect Aβ in a
distinct way. The hydrodynamic radii (Rh) estimates of FApm and FAm indicated
that the former is ∼ 6 − 7 times larger than the latter, confirming the loosely-held,
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amorphous state of FApm (Table 1).
Carbon chain lengths diameter (nm) at diameter (nm) at
of fatty acids above-CMC range near-CMC range
C9 2 14-16
C10 2.7 13.5-19
C11 3.2 16-22.5
C12 3.8 19-27
Table 1. Size difference between FApm and FAm for different carbon chain lengths of
FAs determined by dynamic light scattering
5.3.2 Dynamics in Non-micellar Phase: Aβ − FAn- Interactions
First, for the control experiment in the absence of FAs (on-pathway reactions,
exclusively), we found the forward rate constants during the nucleation stage (knuon)
is considerably lower than the forward rate constant (kfbon) of elongation stage, as
expected in (Fig. 20(a)). The simulated data showed good correlation with the ex-
perimental data with an R2 value of 96.2, and an equally good agreement in the lag
times (Fig. 20(a)) for C12, as well as C9-C11 FA data (Fig. 20(b)). The estimated
rate constants for control, i.e., on-pathway, are shown in (Table 3 in Appendix B).
Secondly, in the presence of FAn, on-pathway reactions still dominate due to the
absence of micelles (or pseudo-micelles) in the solution. We hypothesized that FAns
interact with Aβ and catalyze aggregation by altering the rate constants along the
on-pathway by a factor of K, resulting in a change in the final fibril concentration.
The corresponding set of reactions for this model are shown in Appendix-B. We ob-
tained the value of K < 1 for the best fit with the experimental data pointing to a
slow down in the elongation stage of the on-pathway (Table 4 in Appendix- B).
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The simulations of Aβ interactions with C12− FAn when compared to the on-
pathway fibril growth characteristics, provided two important observations. First, the
overall aggregation was augmented with the introduction of FAn, consistent with the
overall ThT intensity observed in experiments (Fig. 20(a); red). Second, the third
phase of fibril growth curve (i.e., the slower growth phase towards saturation sub-
sequent to the exponential growth phase) was delayed for a considerable amount of
time with C12−FAn (as opposed to the on-pathway), with no change in the lag time
(Fig. 20(a)). We hypothesized these effects are caused by the introduction of FAn,
which modulate the on-pathway rate constants. To test this hypothesis, we systemat-
ically analyzed the effects that FAn may have on the rates of on-pathway reactions at
critical times of the aggregation process. First, the forward rate constants during the
pre-nucleation stage was altered (increased/decreased) by a factor of K, which did not
fit the fibril growth curve for the C12 FAn case and concomitantly could not validate
this behavior (data not shown). Next, upon varying the forward elongation rate con-
stant (kfbon), a small decrease in the forward elongation rate constant render higher
ThT intensity with delayed saturation time, and without changing the lag time. This
suggests that the addition of FAn molecules effectively decrease the forward elonga-
tion rate constants. According to the Lee’s and our own on-pathway models [87, 86],
the elongation stage (ie. A12 +A1 → A12; A12 +A2 → A12; · · · and A12 +A11 → A12)
does not lead to the increase in ThT intensity directly as these reactions may not
increase the number of ThT binding sites significantly to augment fluorescence in-
tensities. Hence, a decrease in the elongation rate constant essentially extends the
duration of the pre-nucleation stage, although without increasing the lag time. This
subsequently could increase the formation of pre-nucleated on-pathway aggregates
(specifically 12mers, i.e., A12s) resulting in higher ThT intensity/fibril growth. The
increased number of A12s resulting from these reactions then react with one another
81
as well as the on-pathway oligomers during the pre-nucleation stage (monomers to
11mers, i.e., A1 − A11) to generate higher order aggregates with concomitant higher
ThT intensities. The predicted K value for different initial FAn concentrations is
shown in Table 4 in Appendix-B. Similar corresponding plots for ThT vs simulations
for C9-C11 FAn are shown in Fig. 20(b). The high R
2 values obtained for the fits
(Table 4) suggest that FAns promote on-pathway fibrils by a slightly different mech-
anism as compared to the Aβ aggregation in the absence of FAs. Hence, as shown
in Fig. 20(c), the ratio of A′4/A4 is effectively zero.
We further considered two hypothetical but physically relevant scenarios in which
varying rates of entry of Aβ monomers and FAs were considered as opposed to
a fixed concentration. The reaction models for this scenario were then minimally
modified to consider these additional entry rates as variables to evaluate the oligomer
concentration dynamics. As expected in Fig. 20(c), the interaction of FAn with Aβ
generated no off-pathway oligomers due to the absence of micelles or pseudo-micelles.
Only on-pathway aggregates were formed exclusively, although by a slightly different
mechanism. Based on these results, we determined that FAns decrease the rates
during the fibril elongation stage along the on-pathway, which seems to hold good for
each type of FA used (C9-C12).
In (Fig. 20(d)), we report the oligomer ratios (of the same size) between the
control and FAn set-ups. We considered four oligomers for this test: A1, A4, A8, A12;
in each case, these ratios rise above the value of 1, showing that the presence of
more below-CMC oligomers than on-pathway oligomers in the system as time in-
creases. Note that, these were generated from two stand-alone simulations, one for
the control and the other one for FAn as in both cases only on-pathway oligomers are
produced. The results clearly suggest that the FAn scenario produces more oligomers
(and possibly more fibrils) with time which supports the experimental observation of
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increased ThT intensity for FAn. Additionally, as expected the ratios are smaller for
larger oligomers; this is simply because of the reaction order as fewer oligomers of
larger size are formed in the system. Thus our reaction hypothesis of a slowdown of
the elongation stage in the presence of FAns, although counter-intuitive, accurately
validates the experimental observations of increased ThT intensity.
5.3.3 Dynamics in Pseudo-micellar Phase - Aβ − FApm Interactions
FA concentration around the CMC increases the concentration of FApm in the
bulk solution, the presence of which shifts the reaction flux towards predominantly off-
pathway as established experimentally [72] (Fig 19). As the forward elongation rate
constant becomes crucial only at the later phase of the on-pathway reactions, the effect
of K was neglected here. This allowed us to assume that effectively all FAs convert
to FApms and thus making the effects of free FAs during the on-pathway elongation
stage negligible. The predicted rate constants from the control experimental data were
used here for the on-pathway set of reactions, and the parameter space was iterated to
only estimate the rate constants involving off-pathway reactions. Thus, our combined
on- and off-pathway model was able to explain all the experimental observations in the
presence of FApm (corresponding R
2 values are reported in Table 2 for C9-C12 FAs).
Furthermore, previous reports identified that 12-24mers (LFAOs) are the predominant
species generated in the presence of C12 FApm. Our simulations predict the presence
of multiple conformers within the oligomer of a specific size (strains) as observed
before [16]. The 12-24mer LFAOs show conformational dynamics (represented as F ′1
and F ′′1 here), wherein the F
′
1, and not F
′′
1 , is able to associate with itself. Note that
both species (F ′1 and F
′′
1 ) correspond to 12-24mer LFAOs and we considered up to
four-fold associations between them to form F ′4 which are essentially 48-96mers as
previously established [16]. Such F ′4 LFAOs then undergo a secondary fragmentation
83
Fig. 20. Experimental and simulated data at control and below CMC concentration.
(a) For C12 FAs; Black squares: Experimental ThT intensity for on-pathway;
Black line: simulated ThT intensity for on-pathway; Red triangles: Exper-
imental ThT intensity for below-CMC set-up; Red line: simulated ThT in-
tensity for below-CMC set-up; (b) Below-CMC experimental ThT intensity
and simulated intensities for C9-C11; (c) Below-CMC semi-log concentra-
tion ratio for A′4/A4, i.e., the 4-mers from off-pathway and on-pathway re-
spectively considering monomer entry rates; the oligomer concentration were
recorded at 50th, 100th and 200th hours for C12 fatty acids; (d) Oligomer con-
centration ratios between on-pathway and below CMC set-ups; Red: (A1 at
below-CMC)/(A1 at control); Blue: (A4 at below-CMC)/(A4 at control); Yel-
low: (A8 at below-CMC)/(A8 at control); Green: (A12 at below-CMC)/(A12
at control).
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Fatty CMC Experimental concentration R2 Predicted pseudo-micelle
acid (mM) in (mM) from [72] concentration (µM)
C12 7 5 95.5 11
C11 22 20 92.5 16
C10 50 50 88.8 45
C9 85 100 91.1 8
Table 2. Relation of CMC, deviation from CMC with Experimental Fatty acid con-
centration, and predicted pseudo-micelle concentration; additionally reported
are the R2 fit between simulation and experimental ThT intensity.
to produce four F ′′1 which are not allowed to associate thereby making the 12-24mers
as the predominant species. This is due to subtle yet distinct structural differences
between the two 12-24mer LFAOs. In our model, we identified that lateral association
and fragmentation are both critically important in Aβ − FApm reaction dynamics,
which ultimately explains the formation of stable oligomers of size 12-24 i.e., F ′′1 . The
predicted concentration of pseudo-micelles are shown in Table 2 while the predicted
rate constants and shown in Table 5 in Appendix B.
Overall simulation of the ThT intensity data for FApm regime yielded good cor-
respondence with the experimental results for C12 (Fig. 21(a); green). We obtained
a high R2 value and nearly similar correspondence with the experimental lag time
and saturation time for C12 as well for C9-C11 FAs (Fig. 21(b)). The comparative
concentration dynamics of off-pathway and on-pathway aggregates in the presence of
FApm are shown in Figs. 21(c) - 21(f) for C12 fatty acid. Fig. 21(e) is the data
for constant monomers and varying FApm entry rates while Fig. 21(f) is the data
obtained for constant FApm and varying Aβ monomer entry rates. In our model, for
the sake of simplicity and comparison, we considered aggregates of similar sizes from
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Fig. 21. Experimental and simulated data at above CMC concentration: (a) and (b).
Comparisons of the concentration of important oligomers between on- and of-
f-pathways considering monomer, pseudo-micelle and micelle entry rates into
the system: (c), (d), (e), (f); the oligomer concentration were recorded at 50th,
100th and 200th hours for C12 fatty acids. (a) Green circles: Experimental
ThT intensity for near-CMC set-up; Green line: simulated ThT intensity for
near-CMC set-up; Black squares: Experimental ThT intensity for on-path-
way; Black line: simulated ThT intensity for on-pathway; (b) Near-CMC ex-
perimental ThT intensity and simulated intensities for C9-C11; (c) Oligomer
concentration plot for C12 fatty acids at the near-CMC range with 25 µM
monomers (i.e., A1); (d) Oligomer concentration for C12 fatty acids at the
near-CMC range considering 0.1 µM/h rate of entry of A1 into the system; (e)
Near-CMC semi-log concentration ratio for F ′′1 /A12, i.e., the structurally dis-
tinct 12-mers from off-pathway undergoing secondary fragmentation and the
12-mers from on-pathway respectively considering monomer entry rates; (f)
Near-CMC semi-log concentration ratio for F ′′1 /A12, considering pseudo-mi-
celle (denoted by FApm) entry rates.
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both on- and off-pathway. We observe that the on-pathway oligomers A4, A8 and A12
show delayed emergence (Fig. 21(c)). It is noteworthy that A4 emerges rapidly, and
saturates before decreasing in concentration. This behavior is due to the elongation
of oligomers by A12s that occurs along the on-pathway, which form larger fibrils at the
cost of A4 consumption. Along the off-pathway, aggregates A
′
4, A
′
8 and A
′
12 show ex-
pected characteristics of being formed rapidly initially before saturating (Fig. 21(d)).
It is important to note that the elongation in the off-pathway leads to F ′1 consuming
A′4 and A
′
12 oligomers to form the 12-24mers as discussed previously. Such F
′
1s then
associate to form F ′4 which are seen in greater quantities towards the beginning with
their concentration decreasing with time, which is likely due to fragmentation of high
molecular weight aggregates. Finally, most of the FApm dynamics leads to the for-
mation of the F ′′1 with time, which becomes the predominant ThT positive species in
the system. This dynamics is further corroborated by incorporation of physiologically
relevant monomer entry rates into the system (Fig. 21(f)). Here, the dynamics show
more conclusively the dominance of the F ′′1 oligomer in the system with increasing
time followed by A′8 and A
′
4. In order to verify the potential fragmentation identified
by our simulation, we investigated this possibility experimentally by incubating Aβ
and C12 FA near its CMC (Fig 22). The results indicate that incubation rapidly
results in the formation of aggregates corresponding to 50-60nm diameter within one
hour of incubation (Fig. 22(a) and Fig. 22(b)). However, after two hours of incu-
bation, the size of the aggregates decreased to 10nm diameter. No more change in
the aggregate size was observed even after 48h (data not shown). This phenomenon
was also observed in size of the aggregate monitored by immunoblotting (Fig. 22(c)),
and supports the possibility of fragmentation of aggregates as predicted by the EKS
model predictions.
Figs. 21(e) and Fig. 21(f) show the ratio of the oligomer distributions for
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Fig. 22. Dynamics of Aβ interaction with C12 FA. (a) Size of the aggregates estimated
by DLS after 15 (black) and 30 (red) minutes of incubation at 37oC, along with
data after 1 (orange), 1.5 (blue), 2 (pink), 2.5 (green) and 3 (yellow) hours of
incubation, respectively. (b) Variations in diameter (nm) for each time point,
calculated from data in panel (a). (c) SDS-PAGE with immunoblotting of
LFAO formation at 37oC from 0 to 24 hours, respectively. The amount loaded
into each lane was kept constant at 1.1 µg.
C12 fatty acids considering constant entry rates of Aβ monomers with fixed initial
FApm concentration (Fig. 21(c)) and FApm into the system for fixed initial monomer
concentration (Fig. 21(d)), respectively, as described before for FAn. We can observe
that for negligible monomer or FApm entry rates, the on-pathway is active, but the
switching occurs quickly to off-pathway when the monomer entry rate is about 0.001×
100 µMh−1 (Fig. 21(e)). This switching effect is however faster when the FApm
entry rate is considered as shown in Fig. 21(f) (the amplitude of the F ′′1 /A12 ratio
is higher in the latter case). Also, the ratios are higher after 50 h of incubation as
compared to after 100 or 200 h (Fig 21(e) and 21(f)). This suggests that either the F ′′1
concentration decreases with time or the A12 increases with time or both cases happen
simultaneously. As shown in Fig. 21(d), the increase in A12 is more pronounced that
that in F ′′1 concentration with time (note that both concentration increase with time)
resulting in a decrease in the recorded ratio with time. Nevertheless, we can conclude
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that generally the switch to off-pathway is extremely fast with higher FApm entry
rates being a more crucial factor than an increase in the monomer entry rates for the
observed effect.
Comparing the FApm ThT intensity plots (Fig 21(b)), we additionally observe
that the concentration of FApm significantly affects the behavior of aggregation.
For example, higher the FApm concentration present in the system (correlates with
smaller fatty acid chain length), more the saturation is delayed for the ThT growth
curve. As expected, our predicted FApm concentration is highest near the CMC, and
the concentration starts to decrease when total FA concentration is either increased
or decreased. The predicted FApm concentration for each fatty acid chain length at
the near CMC zone experiments is shown in Table 2. Note that the prediction for
the C9 case shows a small deviation primarily because the experiment was done at a
100mM concentration while the actual CMC was 85mM, i.e., a deviation of 17.6%.
Dynamics in Micellar Phase - Aβ − FAm Interactions
The above-CMC regime (FAm) only produces A
′
4 along the off-pathway that
do not seem to aggregate any further due to the stabilization by the micelles [72]
(Fig. 23(a)). Therefore, the corresponding reaction model only considers the pre-
nucleation stage in the off-pathway. Furthermore, the A′4 oligomers do not bind to
ThT and hence, are invisible to this assay. This complicates the precise predictions
of A′4 concentrations and direct correlation with the experimental data. Therefore,
we could not estimate the accurate rate constants for FAm. It is noteworthy that we
assumed the off-pathway reactions in the presence of FApm, also undergoes similar
pre-nucleation stage reactions besides others. The rate constants of the pre-nucleation
stage from FApm data was used for this simulation to determine the dynamics of A
′
4
production. As shown in Figs. 23(b) and 23(c), one could observe that A′4 is generated
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Fig. 23. Experimental (points) and simulated (lines) ThT intensities at (a)
Above-CMC concentration; Black: on-pathway; Blue line: simulated ThT
intensity at above-CMC set-up. (b) Above-CMC semi-log concentration ratio
for A′4/A4, i.e., the 4-mers from off-pathway and on-pathway respectively con-
sidering monomer entry rates; (c) Above-CMC semi-log concentration ratio
for A′4/A4, considering micelle (denoted by FAm) entry rates.
rapidly accompanying a switching to the off-pathway, even with negligible monomer
or micelle entry rates. As the A′4 formation presumably involves a concerted single
step reaction, the concentration profile is different from its on-pathway counterpart,
A4. Specifically, as micelle entry rate increases, number of micelles in the system also
increases such that the A′4 concentration increases much faster than that of the A4
concentration as shown in Fig.23(c). However, Fig. 23(c) suggests that for a fixed
initial micelle concentration, and as the Aβ monomer entry increases, the ratio of
A′4/A4 goes towards saturation. This is potentially due to reduction in the number
of micelles available for accommodating Aβ on the micellar surface.
5.4 Discussion and Conclusions
The results reported here by EKS methods reaffirm the experimental observations
that FAs modulate Aβ aggregation. Specifically, the following significant conclusions
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can be drawn from this Chapter: (a) Interactions of Aβ with non-micellar FAs (FAn)
generate predominantly high molecular weight, on-pathway aggregates. (b) Interac-
tions of Aβ with FAs near the latter’s CMC (FApm) generate predominantly low
molecular weight oligomers (12-24mers) along off-pathway along with some minor
quantities of on-pathway fibrils. (c) Interactions of Aβ with high concentrations of
FAs (FAm; above their CMCs) exclusively generate off-pathway 4-5mer oligomers
without any fibrils suggesting that the on-pathway was completely turned off.
Perhaps most significantly, simulations from EKS, as well as the previously
demonstrated experimental evidence have identified that both concentration and
phase-transitions of FAs dictate switching of Aβ aggregation pathways. Furthermore,
the report demonstrates that under three distinct phasesl; FAn , FApm, and FAm,
the FAs not only modulate Aβ aggregation pathways but also promote low molecular
weight oligomers, which are increasingly known to be the main pathogenic species in
AD and other related neurodegenerative disorders. Specifically under pseudo-micellar
conditions, where FApm undergoes a distinct phase transition, they preferentially
promote and stabilize low-molecular weight oligomers. The ability of certain phases
of FAs, or in general any biological surfactants, to promote the formation of low
molecular weight, off-pathway presents high significance in AD pathology. This is be-
cause oligomers generated in this manner could lead to the formation of various toxic
’conformeric strains’ of Aβ aggregates, which could manifest in distinct phenotypic
manifestations observed in AD. Indeed, Dean et al., have shown that LFAOs, which
are generated in the presence of C12 FAs, are able to propagate morphologically
distinct fibrils and caused excessive cerebral amyloid angiopathy (CAA) in transgenic
mice brains, which was absent in similar reactions seeded with on-pathway fibrils [16].
Mechanistically, simulations reported here have revealed a deeper understanding
of Aβ-FA interactions. Some of the salient dynamics involved in the modulation of
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Aβ aggregation by FAs in distinct phases include: (i) in the presence of FAn, the
free FAs seem to slow the kinetics of elongation (or post-nucleation) stage along the
on-pathway, (ii) in the presence of FAm, aggregation does not proceed beyond A
′
4
(or A′5) likely due to the stabilization of Aβ by FAm as Aβ-FAm complex. Further
investigation of this complex by molecular dynamics based studies to infer why such
complexes cannot aggregate is on-going and will be reported at a later date, and (iii)
in the presence of FApm, Aβ forms A4 during the pre-nucleation phase followed by a
slower progression to A′12, and elongation to form 12-24mers denoted by F
′
1. Associa-
tion of F ′1 to form F
′
4, which is thermodynamically unstable, leads to a fragmentation
to form F ′′1 as supported by experimental evidence (Fig 22). The most likely possi-
bility is that the F ′′1 are structurally distinct and different from F
′
1 that are trapped
in some kinetic minimum along the off-pathway as thought to be [72], which renders
them incapable of aggregating further.
In addition to these insights, the EKS model also considered a physiological
scenario in which instead of constant amount or Aβ or FAs, a constant influx of Aβ
monomers as well as pseudo-micellar and micellar FAs were considered. Incorporating
specific entry rates for Aβ and FAs, we observe that the presence of pseudo-micellar
phase influences the switching of pathways more than that induced by the monomers.
However, we observed that even a slight increase in the entry rates of either FA or
Aβ is enough to switch the dynamics preferentially towards the off-pathway. This
is evident in Fig.24, which shows a surface plot which considers the monomer and
FApm/FAm rates. The corresponding oligomer concentration ratios along off- and
on-pathway show that the on-pathway is active only when FApm entry rates are very
low (Fig 24(a) and 24(b)). After 50h of incubation, off-pathway is predominantly
activated for the highest FApm entry rate and low monomer entry rates. In other
words, all monomers entering the system are consumed by FApm leaving little scope
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Fig. 24. On- and Off-pathway switching dynamics at near-CMC and above-CMC zones
considering Aβ and pseudo-micelle entry rates for C12 fatty acid. (a) switch-
ing dynamics at near-CMC zone at the 50th hour; (b) switching dynamics
at near-CMC zone at the 200th hour; (c) switching dynamics at above-CMC
zone at the 50th hour; (d) switching dynamics at above-CMC zone at the 200th
hour.
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for on-pathway reaction to occur. However, after 200 h, off-pathway is most active
when both FApm and monomer entry rates are high resulting in most monomers being
consumed by the FApm. The scenario is bit different for FAm, where the off-pathway
is most active when both monomer and FAm entry rates are high both after 50 and
200h (Figs 24(c) and 24(d)). The dynamics seems to be more stable after 200h than
after 50h, as oligomer concentrations saturate by then. However after 50 h, a switch
to off-pathway happens only with sufficiently high Aβ monomer and FAm entry rates,
and there may be a critical point in this entry rate for both that would dictate whether
a switch to the off-pathway occurs or not. In later times (200h, for example), though
there is a higher propensity of the system to switch to the off-pathway even with
lower monomer or micelle entry rates.
Overall, this Chapter has brought forth several interesting observations on the
dynamics of Aβ-FA interactions, which seems to depend critically on the concentra-
tion and phase of FAs. Furthermore, the switching dynamics in conjunction with
the constant infusion of Aβ monomers and FAs in their distinct phases illustrate
the potential of biological interfaces to influence Aβ into forming several different
conformationally distinct aggregates. Such conformeric strains could then influence
phenotypic outcomes in AD pathology.
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CHAPTER 6
Aβ AGGREGATION ALONG COMPETING PATHWAYS
6.1 Introduction
As competing aggregation pathways could result in distinct oligomer strains with
pathological implications, it is imperative to gain understanding on how physiological
interacting partners of Aβ affect its aggregation dynamics. Being generated from the
membrane spanning domain of the amyloid precrsor protein (APP), Aβ displays al-
most synchronous and perpetual interaction with membrane lipids [80, 79]. Therefore,
amphipathic surfactants and lipids have a strong ability to modulate Aβ’s conforma-
tion to drive towards multiple aggregation pathways. Interfaces of lipids and fatty
acids are of profound interest in physiological contexts as they are abundant in both
cerebral vasculature and CSF [82, 81]. Previous reports from ours and other labo-
ratories have established that phase transitions of surfactants and membrane lipids
modulate Aβ aggregation pathways in a concentration dependent manner to generate
aggregates via at least one alternative, off-pathway from the canonical fibril forma-
tion pathway (on-pathway) [69, 72]. Specifically, low-molecular weight oligomers
were generated in the presence of fatty acid near and above their respective critical
micelle concentrations (CMC) (pseudo-micellar and micellar, respectively) and not
below CMC (non-micellar), which augmented the fibril formation, on-pathway [72,
12]. More importanty, the oligomers generated were deemed to be formed along the
off-pathway based on their conformation and half-lives.
The adoption of multiple aggregation pathways by Aβ, along with the influence
of heterotypic interactions in modulating them posit the question of what spatiotem-
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poral parameters guide the modulatory dynamics, and whether one could simulate
the temporal emergence and dissappeance of aggregates as a function of heterotypic
Aβ interactions. In this Chapter, we have approached to answer these questions using
the well-established ensemble kinetic simulation (EKS) simulation to determine the
dynamics in the temporal evolution of Aβ aggregates along the pathways influenced
by anionic fatty acid surfactants (Ls). Our rationale for such an approach is that
the stochasticity and the often exclusive pathways of Aβ aggregation present a ”win
or loss” scenario with respect to pathway adoption, governed by the concentration
and phase-transitions of the Ls. This model are partly validated by bulk kinetic
and thermodynamic features using biophysical experiments done by Rangachari lab.
The simulations, supported by biophysical analyses, provide a temporal contour map
along competing pathways, and present a unique perspective of otherwise unknown
aggregate evolution along multiple pathways.
6.2 Ensemble Kinetic Simulation (EKS)
To get detailed insights into the switching behavior between on- and off-pathways,
we formulate a combined off-on-pathway ensemble kinetic simulation (EKS) model.
This EKS model has previously been applied for Aβ aggregation [16, 66, 87] for both
on-pathway and off-pathway. In this Chapter, we have extended our previous work
by adding switching reactions considering off-to-on and on-to-off oligomer conversion.
Please note, these switching reactions only take effect from a perturbation event such
as changes in the concentrations of fatty acid, L. Specifically, dilution of L below
its CMC triggers off-to-on switching while pseudo-micelle addition triggers on- to
off-switching respectively.
In this EKS model, we first considered a set of minimalistic reactions to represent
the on-pathway, off-pathway, and its switching. Next, the flux for each reaction was
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computed. The system of differential equations of each species present in the reaction
system were identified and solved using the ODE 23s solver (MATLAB). Below, we
provide the reaction scheme used to in this model:
I. Reactions of on pathway: (considering A12 as F)
Ai + A1
knu←−→
knu
Ai+1;∀i ∈ {1, 2, ..., 11}
F + A1
kel←→
kel
F ;∀i ∈ {1, 2, ..., 11} (6.1)
II. Reactions of off pathway model:
4A1 + L
kcon←−→
kcon
A′4
A′i + A1
knuf←−→
knuf
A′i+1;∀i ∈ {4, 5, ..., 11}
A′12 + A
′
i
kel1f←−−→
kel1f
F ′1;∀i ∈ {4, 5, ..., 11}
F ′1 + F
′
i
kel2f←−−→
kel2f
F ′i+1;∀i ∈ {1, ..., 3}
F ′4
kffag←−−→
kffag
4F ′′1 (6.2)
III. On to off switching reaction:
A′i
kswi←−→
kswi
Ai (6.3)
Here, Ai denotes an on-pathway i-mer, A
′
i denotes an off-pathway i-mer, L de-
notes pseudo-micelles, F denotes post-nucleated on-pathway oligomers (termed as
on-pathway fibrils; here A12 is considered equivalent to F which corresponds to an
on-pathway nucleus of 12mer that was previoulsy reported [86], F ′i is an off-pathway
oligomer, signal is the total ThT signal which is expressed as the sum of the on-
pathway ThT signal (signalon) and the off-pathway ThT signal (signaloff) (this uses
an arbitrary mapping constant to map the total oligomer concentration to the exper-
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imentally observed ThT signal intensity). Note that in the EKS models, we consider
the most general case where there can be switching between any on- or off- pathway
oligomer of size A1 to A11. Note that A12 is considered as the nucleus, while all on-
pathway oligomers beyond that are considered as on-pathway fibrils: F for the sake
of simplicity. Similarly, smaller off-pathway oligomers from A′16 – A
′
23 are considered
as F ′1 and larger off-pathway oligomers are considered as F
′
i (i= 1,. . . ,4) while a disso-
ciation of F ′4 leads to the formation of F
′′
1 which is a kinetically trapped off-pathway
oligomer that does not aggregate further. The existence of such on- and off-pathway
oligomers and the validity of our combined on- and off-pathway model (barring the
switching reaction) has already been shown in earlier work [69] and Chapter 5.
6.3 Results
6.3.1 Parameter Estimation
In the EKS model, we have four on-pathway rate constants (namely, knu, knu ,
kel, kel ), 10 off-pathway rate constants (namely, kcon, kcon , knuf , knuf , kel1f , kel1f ,
kel2f , kel2f , kfagf , kfagf ), and two off-on switching rate constants (note that the for-
ward and backward rate constants of switching each oligomer was considered the same
leading to only two switching parameters that need to be estimated, i.e., kswi, kswi ).
Additionally, we also need to estimate two additional constants: p (which is simply a
mapping constant that distinguishes the contributions of on-pathway oligomers from
off-pathway oligomers to the ThT signal) and pseudo-micelle concentration (concen-
tration of the fatty acid near its CMC denoted by L). Following our published model
in (Rana et al., 2017), the pseudo-micelle concentration was additionally estimated
and not calculated directly from the FA concentration values at the CMC since precise
concentrations of pseudo-micelle are only a fraction of total fatty acid concentration
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that are difficult to determine experimentally. This increased the number of param-
eters that need to be estimated to 18 from the EKS simulations. Fortunately, our
on-pathway and off-pathway rate constants can be estimated separately using the
respective control data. This makes it easier to estimate the remaining four rate con-
stants (i.e., the two off-on switching rate constants kswi, kswi , the mapping constant p
and the pseudo-micelle concentration L) from this off-on switching dataset by signif-
icantly reducing the number of free parameters. A large parameter space from 10−6
to 108 units with multiples of 10, was swept, to estimate the value of each of the two
switching rate constants. Similarly, the pseudo-micelle concentration was varied from
0.01 to 1 unit, and p was varied from 105 to 108 units. The benchmarked on- and
off- pathway rate constants (estimated separately from control data), were used to
estimate the switching rate constants and obtain a global fit to the experimental ThT
curves and monomer ratio values estimated from SEC measurements. The average
R2 of the off-to-on data is 0.974 and that of on-to-off data is 0.981.
6.3.2 Numerical Results
The switching rate constants were very sensitive specifically in the off-on dataset.
The experimental data could not be fit in the absence of the switching rate constants
and only a handful of switching rate constant combinations allowed an acceptable fit.
This directly proves the switching of off-pathway oligomers to on-pathway oligomers
through the switching pathways due to the dilution of the system. The EKS simula-
tions were conducted in the same way as the experimental set-up. For the off-to-on
switching (Fig 25), first, combined off- and on-pathway simulations were executed,
upto the switching time-point (of 5 or 24 h); all oligomer concentration were noted
until this point and they were then recalculated based on the amount of dilution at
the switching time-point from the experiments. These altered concentration levels for
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Fig. 25. Correspondence between experimental results and EKS models on switching
of pathways. a) and b) Experimental data (scatter data) on on-to-off and
off-to-on pathways, respectively. Models based on EKS are shown as black
lines. The intervention time points of 3 and 24 h (for (a)), and 5 and 24h (for
(b)) are shown as arrows
each oligomer were next considered as the initial concentration of the combined off-
and -on pathway simulation. Note that the second phase of the off-to-on dataset (Fig.
25(a)) does not show any lag time as can be seen in a usual unseeded on-pathway
system. Our model predicts a large conversion of off-pathway species to on-pathway
oligomers which results in a rapid formation of on-pathway fibrils (denoted by F).
For the on-off dataset (Fig. 25(b)), stand-alone on-pathway simulations were
executed exclusively up to the switching time-point (24-h) and the current oligomer
concentration were noted. These concentrations were then used to restart the com-
bined on- and off-pathway simulation in addition to the pseudo-micelle concentration
(that was also estimated in the parameter search step as an independent variable).
Surprisingly, we found that the on-to-off pathway dataset could be fit to our model
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both considering the switching rate constants, and also in the absence of switching
rate constants generating comparable R2 values; in other words, the switching rate
constants had low sensitivity to the on-off experimental dataset. Probably as the
on-pathway reactions are slow, very little on-pathway oligomers are formed at the
switching time-point; as a consequence, this made the switching reaction flux slower
than the previous case of off-on switching system resulting in overall lower sensitivity
of the switching rate constants to the ThT data points from the experiments. While
this precludes precise characterization of on-off switching, we do observe an overall
decrease in fibril concentration compared to control data showing at least a quali-
tative impact of the switching reactions that convert the on-pathway oligomers into
off-pathway species.
6.4 Discussion and Conclusions
The results presented here showcase the applicability of ODE model on under-
standing amyloid aggregation pathways. This is significant because it provides an
ability to predict the emergnce of aggregates along multiple pathways along a tempo-
ral and equilibrium landscape map. Such a map can be further refined to see how it
evolves as a function of a given interacting partner of Aβ, such as fatty acid as demon-
strated here. Perhaps the most significant impact of this work is that the prediction
of the emergence of oligomers provides a handle for understanding the conditions at
which toxic strains could be generated. This simplified model presented here can be
fine-tuned into more sophisticated models by including more species along pathways,
additional pathways and more interacting partners that can modulate the pathway
etc. In sum, the results presented here establishes a new paradigm in understanding
the complex dynamics of Aβ aggregation and provides impetus towards deciphering
amyloid pathogenesis along with making therapeutic and diagnostic advances for such
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debilitating diseases in the future.
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CHAPTER 7
GLOBAL FITTING AND PARAMETER IDENTIFIABILITY FOR
AMYLOID-β AGGREGATION MODELS WITH COMPETING
PATHWAYS
7.1 Introduction
Aggregation of the protein amyloid β (Aβ) is an important biochemical process
that occurring in the brains of Alzheimer disease (AD) patients. Proteolytic process-
ing of amyloid precursor protein (APP) generates the Aβ peptides. These Aβ peptides
(Aβ40 or Aβ42) spontaneously aggregate to form insoluble fibrils that deposit as se-
nile plaques in the brain of AD patients. In this event of aggregation, soluble proteins
misfold into insoluble fibrils comprising of cross-β-sheets. These insoluble fibrils along
with smaller oligomers are believed to be the primary toxic complexes that are found
to cause synaptic dysfunction and neural loss in many earlier work [74, 73, 88, 89].
Therefore, a large number of studies have been conducted in the last few years to
understand the biophysical and biochemical aspects of aggregation.
Traditional Aβ aggregation forming fibrils proceeds along the on-pathway, while
competing partners such as fatty acids can pull the oligomer formation along the
off-pathway that arrests fibril formation by producing smaller soluble oligomers. It is
believed that the biochemical reactions involving Aβ may constantly switch between
the on- and off-pathways [14] in the presence of fatty acids at the critical micelle
concentration (CMC), as shown in Fig. 26. Although the exact dynamics of the
reaction mechanism has been highly debated in the past, a good amount of study
reveals a rate-limiting mechanism for the formation of nucleus or nuclei in the on-
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pathway [90, 66, 91, 77, 92]. The on-pathway reactions typically comprise of two
phases. The first phase comprises of the nucleation process where the soluble proteins
(or, oligomers) aggregate at a slower pace, which is also called the lag phase. The
second phase is known as the elongation or the fibrillation phase, designated by rapid
fibril formation. The pseudo-micellar phase in the off-pathway (around CMC), on
the other hand, can be categorized by three basic types of reactions [13]. In the first
phase, the monomers react with the pseudomicelles to make 4mers. In the next phase,
these 4mers elongate (using monomers) to form 12mers. Finally, the 12mers combine
with the 4-11mers of the second phase to form 12-23mers. We also assume that
switching between on to off-pathways or vice versa can occur at any of the oligomer
levels. We have established these insights into the on- or off-pathway reactions and
their switching behavior in our previous work [14, 13].
We have earlier explored the heterotypic interactions between amyloidβ and fatty
acids by using two independent tool-sets such as reduced-order modeling (ROM) and
ensemble kinetic simulations (EKS) [13] both of which were based on Ordinary Differ-
ential Equations (ODE). ODE models are one of the crucial methods for analyzing a
wide range of biological data. The goal here, is to estimate the various model param-
eters like the concentrations of the compounds and the values of the rate constants
to calibrate the model. To achieve this, optimizing an objective function to evaluate
the goodness of fit is required. The parameters are chosen in such a way that the
deviations between the measurements and the model are minimized. The likelihood,
which is analogous to the least-squares criterion in typical Systems Biology applica-
tions, is a very efficient and dynamic objective function. Uncertainty assessment, i.e.,
calculating the confidence interval for the parameters, is a vital step in this mod-
eling procedure. By the application of classical regression theory, standard errors,
i.e., the propagation of the measurement uncertainty using the Gaussian law of error
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propagation, is used to assess the uncertainty. Gaussian law of error propagation is
based on the linearization of the model. The components of the models that have
their counterparts in different biological processes are known as mechanistic models in
Systems Biology. For such models, the mathematical models become complex further
and nonlinear, as compared to the regression models.
More often, ODEs are used to model biochemical interactions. This gives rise
to the non-linearity in the likelihood, and hence, the confidence intervals of different
parameters of the model present complex patterns. So, classical methods can be
considered as rough approximations in the finite sample case. In cases of structural
and practical non-identifiability [93], this method becomes infeasible. In contrast, the
profile likelihood approach results in confidence intervals, which does not vary with
parameter transformations, and hence, it is immune to the nonlinear distortions of
the likelihood landscape. In other words, the profile likelihood is a one-dimensional
representation of the likelihood that indicates the values of a parameter component,
which statistically agrees with the available measurements. In Systems Biology, its
application is soaring high, and hence, in this domain, the parameter profile likelihood
has been proposed to calculate confidence intervals and identifiability of parameters.
In this Chapter, we use COPASI to model the biochemical reactions of Aβ self-
assembly along competing pathways. We have estimated the parameters by perform-
ing a global fit with experimental results from separate experiments on individual
pathways as well as the competing pathways scenario. Moreover, we performed un-
certainty quantification using COPASI and PyBNF by using the profile likelihood
method.
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Fig. 26. Cartoon diagram of Aβ switching with competing on and off pathway
7.2 Related Work:
In the past, several models have been proposed to understand the dynamics of
amyloidβ aggregation pathways. Following works form the skeleton of our work.
7.2.1 Detailed Description of Aβ Competing Pathways Reactions
The heterotypic interactions between fatty acids and Aβ was studied in [13] by
using two independent tool-sets such as reduced-order modeling (ROM) and Ensem-
ble Kinetic Simulations (EKS) to validate previous experimental observations. The
results presented in this study are of substantial importance. Application of both the
tool-sets demonstrate that the initial condition and concentration of the species from
both pathways are important in dictating the outcomes of aggregation. Furthermore,
works by [14] introduces a new game-theoretic approach to discover the dynamics of
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the amyloidβ aggregation, where the authors perform simulations like ROM and EKS
along with biophysical analysis. The novelty of this work lies in analyzing the model
equations from a game-theoretic point of view and establishing the possibilities of
switching of oligomers between the two pathways, and also to demonstrate control
mechanisms that favor the prevalence of oligomers of a particular pathway.
As shown in Fig. 27(a), the switching of on- to off-pathway species started after
5 mM C12 FA was added to 25 µM Aβ42 buffered in 20 mM Tris, 50 mM NaCl at
pH 8.0. This led to an increase in the ThT fluorescence phenomenon without an
observable lag time (Fig. 27(b); black). But, in the case of no C12 FA, Aβ42 showed
an increase in the ThT fluorescence after a lag phase of 50h (Figure 2b; green).
For evaluating the propensity of bridging from on- to off-pathway, 5 mM C12 FA was
added to the control Aβ42 reaction after 0h (positive control (black), 3 (red), 8 (blue)
and 24 h (violet). Injections of C12 FA at 3h and 8h demonstrate that 48-60 kDa
band corresponding to 12mer oligomers (lanes 1 and 2, respectively) is present unlike
the corresponding controls generated upon adding the buffer instead of adding C12
FA (lanes 3 and 4), showing the monomers and some on-pathway aggregates. This
implies that off-pathway oligomers are generated (Fig. 27(c)). After 24 h, FA was
injected in the same manner. Its control, shown in lanes 5 and 6 reveals us that the
oligomers were formed even after 24h under the influence of C12 FA. Along with that,
some on-pathway fibrils emerge, and it can be observed. These results are parallel to
those observed by ThT fluorescence (Fig. 27(b)). The aggregates generated after the
24 h injection of C12 FA (or buffer for the control) were fractionated by size exclusion
chromatography (SEC), after an additional 24 h incubation (Fig. 27(d)) to quantify
the extent of bridging. Before fractionation, any high molecular weight fibrils were
removed, and the supernatant was loaded on to the column. At a time gap of 24h
after that, the control without any C12 FA form a small peak near the void volume at
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Fig. 27. Experimental verification of switching of pathways.(a) diagram showing on–
pathway switching (red arrows) of on- (Bn ) to off-pathway (B
′
n and B
′
m )
on addition of C12 FA. (b) Graphical representation of ThT kinetics of the
on-to-off pathway switching induced by the introduction of fatty acid at 0h
(black), 3h (red), 8h (blue), 24 h (purple) time-points along with the controls
with o fatty acid (green). (c) Immunoblots for the respective reactions: ad-
dition of 5 mM at 3h (lane 1); addition of 5 mM at 8h (lane 2); 3h, 8h and
24 h buffer controls (lanes 3, 4 & 5), and addition of 5mM at 24h (lane 6).
(d) Graphs showing SEC fractionation of the reactions before the addition of
fatty acid at 24h (blue), reactions where fatty acid is added at 24h (black) and
reactions where no fatty acid is introduced (red), after subsequent incubation
for 24h at 37 Doctor of PhilosophyC. (e) diagram showing the switching of
off- (B′n ) to on-pathway (B
′
n to Bn ). (f) Graphical representation of the
ThT kinetics on removal of the fatty acid on the sample incubated with Aβ
by diluting 5-folds buffer at 5h (red) and 24h (purple) or 10-fold buffer at
5h (green) and 24h (blue). Black shows the controls without dilutions. (g)
Immunoblots of the off-pathway oligomer control generated in the presence
of fatty acid at 24h (lane 1); 5-fold and 10-fold dilutions at 5h respectively
(lanes 2 & 3), and 5-fold and 10-fold dilutions at 24h respectively (lanes 4 &
5).
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fraction 17 and a monomer peak at fraction 24 (blue; Fig. 27(d)). Fractionation of the
control reaction at 48h (after injection of buffer at 24h) gave a small peak at fraction
17 and a reduced monomer peak at fractions 24 (ref; Fig. 27(d)). The reduction
in the monomer peak points out that they are being consumed during aggregation,
and similar reductions in the aggregate peak 24 h and 48h can be explained by their
conversion into fibrils that are centrifuged out. On the contrary, fractionation of the
sample after 48 h with the injection of 5 mM C12 FA at 24h, showed a larger peak
at fraction 18 and a reduced monomer peak at fraction 25 (black; Figure 7d). There
can be two possibilities; a) upon the introduction of C12 Fa, the unreacted monomers
adopt off-pathway, and/or b) the preformed aggregates along the on-pathway are
switched back to the off-pathway. In case of off- to on-pathway switching, incubation
of 5 mM C12 FA shows an exponential increase in ThT fluorescence (black; Fig.
27(f)). The sample was then diluted 5- and 10-folds in order to reduce the effective
concentration of C12 FA from 1 to 0.1 mM, the figure being well below the CMC
of the surfactant. Like previous findings, when dilution of C12 FA was introduced
at 5h and 24h time points (arrows; Fig. 27(f)), appropriately blank subtracted data
showed a sharp rise in ThT fluorescnce. This indicates the switching of off- to on-
pathway species(Fig. 27(f)) which was again confirmed by partially denaturing gel
electrophoresis and immunoblotting. The 5- and 10-fold dilutions led to the rise in
the molecular weight of the aggregates, including the formation of fibrils both at 5h
and 24 h, respectively (lanes 2-5; Figure 2f) as compared to the sample in 5 mM C12
FA (lane 1).
7.2.2 Parameter Estimation of ODE Models
The parameter inference task for a computational or mathematical model of a
system of interest is treated as an optimization problem, and the goal of this opti-
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mization is to minimize an objective function that measures the deviation between
simulated and real data with respect to the parameter vector. There have been sev-
eral contributions towards developing heuristic global/local search schemes that are
applicable to stochastic systems where the embedded noise can introduce errors in
the gradient estimation. Derivative-Free optimization methods avoid computation
of derivatives of the objective function, making them in principle less susceptible
to stochastic noise than the gradient-based methods. Our Aβ competing pathways
model using EKS also needs a gradient-free parameter optimization algorithm as it
consists of a long list of reactions that make the gradient-based models less effective
than the derivative-free mechanism.
Optimization algorithms can be classified as deterministic or stochastic depend-
ing upon the randomness in their nature. When there is some randomness in the
algorithm, i.e., the algorithm is stochastic, metaheuristics are generally used. Meta-
heuristics were introduced by [94] and heuristic algorithms solve the optimization
problem by trial and error. A metaheuristic is used for optimization algorithms that
guide and modify other heuristics and gives solutions that perform better than lo-
cal optimization algorithms, but they are also accompanied with a tradeoff between
randomization and local search. Such metaheuristic algorithms generally give good
solutions with moderate computation time; they can also fail some times. The two
major components of this algorithm are intensification i.e., to concentrate on search
operations in the local region given that a good solution was found out in that region,
and diversification, i.e., to concentrate on generating diverse solutions by performing
a global search. A good balance of these two components ensures that the global
optimality is achieved when the algorithm converges. Different types of metaheuris-
tics include Simulated Annealing, Genetic Algorithms, Differential Evolution, Bee
Algorithms, Tabu Search, Harmony Search, and so on [95].
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7.2.3 Parameter Identifiability
Estimating the parameters of a dynamic biochemical reaction network is an im-
portant task when the quantitative experimental dataset is available. Estimated
parameters can give valuable information about biological properties that are not di-
rectly observable. In addition, parameterized models can give quantitative predictions
for a range of perturbations, which may be of interest or are difficult or expensive to
measure. The agreement of experimental data with the observables predicted by the
model is measured by an objective function, which is commonly the weighted sum
of squared residuals [93]. The parameters are estimated using a maximum likelihood
estimate. Considering the number of parameters to be m, the likelihood profile is
LP(pj) and the fitted parameters are pˆi for i=1,...,m.
LP (pi) = minpj 6=i(SSR(pj)) (7.1)
The likelihood profile for each fitted parameter is calculated by re-optimizing
the objective function value SSR(pj) with respect to all other parameters i.e pj 6=i
in a neighborhood of the original estimated parameter value pˆi [96]. A confidence
interval of a parameter estimate to a confidence level tells us that the true value of
the parameter is located within this interval with probability, numerically equal to
the confidence level. If the re-optimized SSR(pj) exceeds a specific confidence level
within the same range, then that parameter is identifiable. The likelihood contours
CLC and likelihood ratio CLR for n number of data points are calculated as:
CLC = {p : SSR() ≤ SSR(pˆ)(1 + m
n−mF
α
m,n−m)}, (7.2)
CLR = {p : SSR(p) ≤ SSR(pˆ)eX2α/n} (7.3)
where Fαm,n−m and X
2
α represents the upper α-critical values for the F-ratio and Chi-
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squared distribution, respectively [97]. The confidence intervals can be asymptotic or
a finite sample [93]. Sometimes, it may happen that the number of parameters in the
model is more than the number of data points that are used for fitting parameters.
In such cases, where there is a dearth of available data points, the parameters do not
properly rely on the data. Such parameters are called non-identifiable parameters [93].
Non-identifiable parameters can be in turn structurally non-identifiable, when there
arises a redundant parameterization due to the insufficient mapping of internal model
states to the observables, resulting in infinite confidence intervals; non-identifiable
parameters can also be practically non-identifiable when the amount and quality
of experimental data are insufficient and manifests in a confidence interval that is
infinite.
7.2.4 Parameter Uncertainty
The uncertainty in the parameter estimation occurs when the exact value of the
parameter is unknown. However, the value of the parameter can be found in a region
on the number line that may be bounded by upper and lower limits. The param-
eter uncertainty quantification methods start with an assumed a prior probability
distribution for each parameter, and a likelihood function, and aim to sample the
multidimensional posterior probability distribution of the parameters given the data.
PyBNF includes methods for uncertainty quantification of parameter estimates [98].
It allows Bayesian uncertainty quantification by using Markov chain Monte Carlo
with the Metropolis-Hastings algorithm or parallel tempering. PyBNF can quantify
the uncertainty of model predictions by performing simulations using the sampled
parameter or by bootstrapping the resampling data.
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7.3 Methods
We have mainly used COPASI (COmplex PAthway SImulator) to build the ODE
model, and next performed parameter estimation and identifiability analysis. The
results were also cross-validated using the PyBNF package.
7.3.1 COPASI
COPASI (COmplex PAthway SImulator) is an open-source software application
developed by [99] for creating and solving mathematical models of biological processes
such as metabolic networks, reaction pathways, regulatory networks, etc. It is helpful
in studying biochemical networks as it can perform flexible parameter scans, opti-
mization of arbitrary expressions, and parameter estimation using time course and
steady-state data simultaneously. COPASI reads and writes SBML files through the
libsbml library. All valid SBML files can be read, although the user is warned when
the model contains features of SBML that are not yet supported. The tool COPASI
was chosen to convert our earlier ODE models into SBML files. The Aβ competing
pathways model with the switching reactions were written in an SBML format.
7.3.2 PyBioNetFit (PyBNF)
Various software tools like COPASI, D2D, AMICI and PyBNF allow the param-
eterization of detailed models [100, 101, 99, 98]. Among these, both AMICI and
PyBNF are the newest of all, but PyBNFwas chosen to simulate our mathematical
model because of its uniqueness. It is unique in its support for BioNetGen models
and simulators, where the algorithms are parallelized. If all the tools run on a cluster
or multi-core, then the metaheuristics are more efficient than those of other tools
because of the underlying speedup.
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7.3.3 ODE Model of On-off Pathway Switching
In order to make our model simple, we considered the set of minimal equations
to represent the on-off pathway switching. According to the notations used above,
Ai represents an on-pathway i-mer, A
′
i represents an off-pathway i-mer, L represents
pseudo-micelles, F is used to represent the on-pathway oligomers or fibrils, F ′i is an
off-pathway oligomer and the total ThT signal is the signal which is basically the sum
of the on-pathway ThT signal (signalon) and the off-pathway ThT signal (signaloff ).
As the earlier study [86] suggests, A12 is considered equivalent to F i.e., the nucleus of
an on-pathway is 12-mer. In the EKS model, for the sake of simplicity, we considered
that the switching occurs only for oligomers ranging in size from A1 to A11 while A12
is considered to be the nucleus. The on-pathway oligomers beyond that fibrillate to
on-pathway fibrils, F . Likewise, A′12 to A
′
23 are considered as F
′
1 as they are smaller
off-pathway oligomers which are kinetically trapped and hence, lack the energy to
aggregate further. This model has already been validated in previous Chapter 6.
I. Reactions of on pathway: (considering A12 as F)
Ai + A1
knu←−→
knu
Ai+1;∀i ∈ {1, 2, ..., 11}
F + A1
kfb←−→
kfb
F ;∀i ∈ {1, 2, ..., 11} (7.4)
II. Reactions of off pathway model:
4A1 + L
kcon←−→
kcon
A′4
A′i + A1
knuf←−→
knuf
A′i+1;∀i ∈ {4, 5, ..., 11}
A′12 + A
′
i
kel1f←−−→
kel1f
F ′1;∀i ∈ {4, 5, ..., 11}
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III. On to off switching reaction:
A′i
kswi←−→
kswi
Ai (7.5)
Flux of on pathway reaction:
Hi = knuon[Ai][A1]− knuon [Ai+1];∀i ∈ {1, 2, · · · , 11} (7.6)
Ii = kfbon[Ai][F ]− kfbon [F ];∀i ∈ {1, 2, · · · , 11} (7.7)
Flux of the reactions of off pathway
G′1 = kcon[A1]
4[L]− kcon [A′4] (7.8)
H ′i = knuoff [A
′
4+i−1][A1]− knuoff [A′4+i];∀i ∈ {1, 2, · · · , 8} (7.9)
I ′i = kfboff [A
′
4+i−1][A
′
12]− kfboff [F ′1];∀i ∈ {1, 2, · · · , 8} (7.10)
Flux of on-off switching reaction:
J = kswi[A
′
4]− kswi [A4] (7.11)
7.4 Results
7.4.1 Parameter Estimation and Identifiability of the On-pathway
First, we have fitted the experimental data of the on-pathway, considering the
reactions mentioned in Eq. 7.4. The parameters estimated from on pathway were
used to define the parameter ranges of the subsequent analysis. We have used scatter
search optimizer from COPASI to fit this data. We found an excellent fit between
on pathway and the COPASI fitted model. The sum of square error (SSE) of the
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Fig. 28. a) Fit between experimental results and EKS models on switching of path-
ways. b) Identifiabilty of forward nucleation rate constant when backward rate
constant is fixed c) Identifiabilty of forward elongation rate constant when the
backward rate constant fixed
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corresponding fit is 0.13. For the lowest objective function, we found kfb is about 400
times higher than knu. The backward nucleation rate constant knu is only 1−2 times
lower than knu; whereas kfb is almost 100− 200 times lower than kfb.
Next, we calculated the identifiability of the four rate constants of the on-
pathway. However, we found the forward rate constants are not identifiable in the
presence of backward rate constants. For example, the rate constant knu is not iden-
tifiable in the presence of rate constant knu . One explanation for this can be that the
reaction flux of the nucleation stage can be altered by both forward and backward
rate constants. So, we must need concentration data of intermediate species, e.g.,
A2, A3, to properly identify forward rate constant parameters in the presence of the
backward rate constant parameters. However, technical limitations and experimental
cost is a bottleneck to gather these data. However, we found knu, and kfb are identifi-
able when we fixed the corresponding backward rate constant. The profile likelihood
plot of knu and kfb with keeping the backward rate constant fixed, is shown in Fig.
28 (b) and (c).
7.4.2 Parameter Estimation and Identifiability with the Pseudo-micelle
Addition Event (On-to-off Pathway Switching)
Next, we moved on to fit the pseudo-micelle addition event data, as shown in
Fig. 27(b). To achieve a global fit, we built a COPASI model with events at 3h and
24 h, which simulate the addition of pseudo-micelles and monomers in the system.
Here the on-pathway rate constants are varied between 0.1-10 times of the estimated
rate constant from the previous on pathway fit. Alongside all the off-pathway rate
constants were varied freely from 10−2 to 105 units. The off-pathway mapping con-
stant map′ is also varied freely from 100 to 105. We achieved a good correspondence
between the experimental data and the simulated curve shown in Fig. 29(a). The
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Fig. 29. a) Fit between experimental results and EKS models with micelle addition
event b) Fit between experimental results and EKS models with micelle re-
moval event data
sum of the sum of square error (SSE) of the three experiments is 4.12. Here we found
that the forward off-pathway nucleation rate constant is quite higher than the forward
on-pathway nucleation rate constant. However, the backward rate constant is quite
low.
7.4.3 Parameter Estimation and Identifiability with Pseudo-micelle Re-
moval Event (Off-to-on Switching)
After-that, we fitted the curve shown in Fig. 27(f). First, we built the COPASI
reaction system with all off and on pathway reactions. Next, we also defined an event
to simulate micelle removal from the system and additional monomer addition. Lastly,
we have fitted the data using the parameter optimization function of COPASI. Here
also, we found an excellent fit with the experimental data as shown in Fig. 29(b).
The SSE of the fitted curve is just 1.22. We also observed that the Tht intensity was
primarily the effect of the off-pathway species. The on-pathway species concentration
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is quite low to make any significant contributions to the ThT curve. The off-pathway
oligomers aggregate with the monomers after the addition event, which eventually
causes a sharp increase in the ThT intensity. Moreover, we found that the estimated
rate constants of off-pathway are quite similar to the estimated rate constant from
the previous fit. However, the on-pathway rate constant differed significantly with
the previous estimates (from the individual on-pathway fits), and this led us to try a
global fit on all the data together.
7.4.4 Global Fit
Lastly, we have performed a global fit of all the five curves (one on pathway data,
micelle addition at 3h and 24 hour, micelle removal at 5h and 24 hour) 30. We built a
COPASI model with two events. The first event will simulate the addition of monomer
and pseudo-micelles in the system to simulate the pseudo-micelle addition event.
Moreover, the second event signifies the micelle removal and addition of monomers
in the system. To avoid overfitting, we have considered the minimum reaction set
of on and off-pathway. We chose the range of the parameters carefully using the
values estimated from the previous fit. The achieved fit is shown in Fig 30. The SSE
of those five fits is 8.2. The estimated parameters from the global fit is shown in
the table. Our global fit shows the elongation rate constants (for both off and on-
pathways) are quite larger than the nucleation rate constants. However, surprisingly
we found that the backward rate constant of the on-pathway rate constant is quite
larger than the forward rate constant. The kcon rate constant is also found to be
quite large. Lastly, we performed the profile likelihood analysis on the rate constant.
Profile likelihood of parameter knu, kswi , kswi is shown in Fig 30. This plot shows
that the knu and on to off switching rate constant is identifiable whereas off to on
switching is non-identifiable . This exercise proves that a global fit with more data is
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Fig. 30. a) Fit between experimental data and EKS models. scatter data denotes the
experimental data and solid line is corresponding ODE fit b) Identifiability of
knu c) Identifiability of kswi d) Identifiability of kswi
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necessary to identify the rate constants properly. Rate constants identified from one
single (or very few) measurement(s) usually over-fit the model and identify incorrect
rate constant values.
7.5 Conclusions
In this Chapter, we have performed a global fit and parameter identifiability
analysis on the Aβ aggregation dataset. Five different datasets involving different
experimental conditions considering the addition and removal of specific reactants at
different time-points were fitted to identify the rate constants and parameters that
can satisfy each of these five conditions. Moreover, we also performed a parameter
identifiability analysis on the model parameters. This method will help the com-
munity to estimate the proper rate constants of complex biological models having
time-dependent intervention measures in general and identified the correct set of rate
constants for the competing pathways model of Aβ aggregation in particular.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
8.1 Conclusions
In this dissertation, we explored two important concepts of cellular world: cel-
lular signalling and molecular self assembly. In cellular world, information about
molecular state often transmitted via molecules which can be well approximated as
one dimensional drift-diffusion process.
In Chapter 3, we modeled the cellular signalling using one dimensional drift
diffusion formulation. We also derived an approximate lower bound on the degree
of facilitation needed to achieve single-bit informational efficiency in signaling cas-
cades as a function of their length. Next, we found that a universal curve of the
Shannon-Hartley form describes the information transmitted by a signaling chain of
arbitrary length and depends upon only a small number of physically measurable
model parameters.
In Chapter 4, we extended our cellular signaling model to molecular self assem-
bly system. The framework we proposed uses state probabilities as its fundamental
objects and directly models the transition probabilities between the initial and final
states of a trajectory. We leveraged these probabilities in the context of molecular
self-assembly to compute the overall likelihood that a specified experimental condition
leads to a desired structural outcome. We also demonstrated the application of this
framework to a simple toy model in which N identical molecules can assemble into
oligomers of different lengths and conclude with a discussion of how the high com-
putational cost of such a fine-grained model can be overcome through approximation
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when extending it to larger, more complex systems.
Chapters 5, 6, 7 are more application-based problems where we modeled het-
erotypic interactions between Aβ and FAs that adopt off-fibril formation pathway
under the control of FA concentrations.
In Chapter 5, we observed that FAs influence Aβ dynamics distinctively in three
broadly-defined FA concentration regimes containing non-micellar, pseudo- micellar
or micellar phases. While the non-micellar phase promotes on-pathway fibrils, pseudo-
micellar and micellar phases promote predominantly off-pathway oligomers, albeit
via subtly different mechanisms. Importantly off-pathway oligomers saturate within
a limited molecular size, and likely with a different overall conformation than those
formed along the on-pathway, suggesting the generation of distinct conformeric strains
of Aβ, which may have profound phenotypic outcomes. Our results validated previous
experimental observations and provide insights into potential influence of biological
interfaces in modulating Aβ aggregation pathways.
In Chapter 6, together with detailed ODE simulations and biophysical experi-
ments, we modeled the dynamics involved in the mechanisms of Aβ aggregation in
the presence of FAs to adopt multiple pathways. Specifically, our computations indi-
cated that the emergence of off- or on-pathway aggregates are tightly controlled by
a narrow set of rate constants, and one could alter such parameters to populate a
particular oligomeric species. These models agree with the detailed simulations and
experimental data on using FA as a heterotypic partner to modulate the temporal
parameters.
In Chapter 7, we performed a global fit and parameter identifiability analysis on
the Aβ aggregation dataset. Five different datasets that involved various experimen-
tal conditions, considering the addition and removal of specific reactants at different
time-points are fitted to identify the rate constants and parameters that can satisfy
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each of these five conditions. Moreover, we performed a parameter identifiability anal-
ysis on the model parameters. We expect this method to help the community to esti-
mate the proper rate-constants of complex biological models having time-dependent
intervention measures in general.
8.2 Future Work
This dissertation open some important research questions. Here we discuss some
of those possible future directions.
One possible future work that arises from the Chapters 3 and 4 is to design
a proper experiment to validate our computational observations. The experimental
methods developed over the last decade allow us to design a self-assembled nanocrys-
tal of uniform size [102]. Tunable surface chemistry and modulating interparticle
interactions enable us to create a material with a specific arrangement.
The following work can be useful to design an experiment for the model intro-
duced in Chapter 3, where the author used a single molecular imaging technique and
measured one-dimensional diffusion of Laci repressor proteins with elongated DNA
[37]. They also showed that this 1-D diffusion occurs in a superdiffusive range. A
similar experiment can be performed to measure the time difference of two proteins
which enable us to measure mutual information of two molecules. Some of the other
previous studies also can be used to design an experiment for the problem addressed
in the Chapter 4. One such study is the self-assembly of unsupported protein, form-
ing 2-D protein lattice [103]. Here C4 symmetric protein is assembled via different
intermolecular interactions to a precise arrangement. Another study that needs to be
mentioned reports self-assembly of 30 palladium ion and 60 bent ligands to a spheri-
cal structure [104]. This structure is a combination of 8 triangles, 24 squares. From
the experiments described in the above studies, we can design similar experiments
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to measure the count of different structures. This will enable us to compare the
observations of our model observations using experiments.
Another possible extension of our single molecule self aggregation model pre-
sented in Chapter 4 is to extend it for Aβ system where monomer can bind either
fatty acid micelle or fibril. Assume each Aβ monomer is traversing a 1D drift-diffusion
channel with drift speed v, length `, and diffusion constant D. Unlike our previous
models, the values of v and ` will be random variables, chosen according to some
statistical model derived from biochemical considerations. For now, we will consider
them as arbitrary constants.
The monomers can exist in one of two folded states. The first state, let’s call it
fα, has a terminal α-helix and is more soluble. The second state, we will denote as
fβ , has a terminal β-sheet and is far less soluble. The former of these conformations
is capable of bonding to small oligomeric aggregates forming on the surface of fatty
micelles; whereas the latter adds onto growing Aβ fibrils.
As the monomer proceeds down its 1D channel, it travels a distance, ∆x =
v∆t+ δx each time step, where ∆t is the size of the time step and δx is a Gaussian-
distributed random variable chosen from the normal distribution N(0, 2D∆t). The
total distance ∆x can be considered as equal to veff∆t, for some effective mean
velocity. It is easy to show that,
veff = v +
δx
∆t
(8.1)
In general, the monomer can be thought of as undergoing a change in momentum
between two time steps equal to,
∆p =
mδx
∆t
(8.2)
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where m is the monomer mass. After each time step, we assume that the velocity
thermally relaxes back to the drift speed v.
If ∆G‡αβ is the transition state free energy barrier height for a transition from
fβ to fα, then we can assume assume a monomer in state fβ will change to state fα
during any time step in which,
1
2
( δx
∆t
)2
> ∆G‡αβ (8.3)
and, when the above condition is fulfilled, the monomer will travel a reduced
distance,
∆x′ = v∆t±∆t
√( δx
∆t
)2
− 2∆G
‡
αβ
m
(8.4)
In other words, the energy required to change the monomer’s configuration is
drawn from its kinetic energy. If the monomer is in state fα , an analogous set of
relations can be used to account for the reverse conformation change, costing energy
∆G‡βα.
Once the monomer reaches the end of the channel, it will encounter a micelle
(FA) with the probability of
p(FA) =
FA
FA+ F
(8.5)
and a fibril with probability of 1 − p(FA). If the monomer is in state fα and
encounters a micelle, it will bond with the micelle with certainty, and the simulation
will terminate. Similarly, the monomer will attach to a fibril with certainty iff it is in
state fβ.
If the monomer is in the incorrect state when it reaches the terminus of the
channel, it will not bind and will instead start down a new channel characterized by
a new v and `. This process will continue until the monomer gets bound by either
a micelle or a fibril. Our ultimate goal is to compare the likelihood of a monomer
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binding to the former versus the latter. By adjusting the external parameters of the
system, we are trying to control this ratio principally by manipulating the transition
state energies and the drift speeds.
At last, we discuss some possible future works related to the last three chap-
ters. We beleive it would be useful to check different objective functions than SSE.
For example we can use maximum likelihood as an objective function. Biological
Dynamical model is mostly over parameterized and parameter estimation often is
an ill-posed problem [105] which means SSE optimization function is not unique. A
small change in parameters value can change the objective function. Though global
fitting and identifiabilty analysis is one way to reduce the overfitting, regularization
technique and model reduction can be useful too [106]. Regularization incorporates
some prior knowledge about parameters which make the problem well-posed. The
objective function with regularization will be SSE(θ) + αΓ(θ), where α is a regular-
ization parameter or strength of the knowledge and Γ(θ) is a regularization function.
For example we can choose a quadratic penalty function as a regularization function
[106].
Γ(θ) = (θ − θref )TWW T (θ − θref ) (8.6)
,where W is scaling matrix and θref is reference parameter vector.
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Appendix A
ABBREVIATIONS
Aβ Amyloid β
FA Fatty acids
EKS Ensemble kinetic simulation
AD Alzheimer disease
GPU Graphics processing unit
ODE Ordinary differential equation
PUFA Polyunsaturated Fatty acid
CMC Critical micelle concentration
LFAO Long chain Fatty acid derived oligomer
CSF Cerebrospinal fluid
SEC Size exclusion chromatography
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Appendix B
SUPPLEMENTARY
Parameter Predicted Value
knuon 1 ∗ 10−2µM−1h−1
knuon 1 ∗ 10−4h−1
kfbon 4 ∗ 103µM−1h−1
kfbon 6 ∗ 100h−1
Table 3. Predicted reaction parameters of on-pathway from control experiment
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FA chain length Predicted Value of K R2
C9 0.7 75.2
C10 0.6 94.7
C11 1.0 89.4
C12 0.85 90.3
Table 4. Predicted value of parameter K for different fatty acid chain lengths
Parameter Predicted Value
kcon 1 ∗ 10−4µM−3h−1
kcon 0h
−1
knuoff 8.5 ∗ 10−2µM−1h−1
knuoff 1 ∗ 10−2h−1
kfboff 1 ∗ 104µM−1h−1
kfboff 2 ∗ 10−1h−1
klaoff 1 ∗ 10−2µM−1h−1
klaoff 5 ∗ 10−3h−1
kfagoff 5 ∗ 103h−1
kfagoff 6 ∗ 10−7µM−3h−1
Table 5. Additional predicted reaction parameters of off-pathway at the FApm zone
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