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Abstract
In this paper, we establish a large deviation principle for the two-dimensional stochastic Navier–Stokes
equations driven by Lévy processes, which involves the study of the Lévy noise and the investigation of the
effect of the highly nonlinear, unbounded drifts.
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1. Introduction
It is well known that the two-dimensional Navier–Stokes equation with Dirichlet boundary
condition describes the time evolution of an incompressible fluid and is given by
⎧⎪⎨
⎪⎩
du− νudt + (u · ∇)udt + ∇p dt = g dt,
(∇ · u)(t, x) = 0, for x ∈ D, t > 0,
u(t, x) = 0, for x ∈ ∂D, t > 0,
u(0, x) = u0(x), for x ∈ D,
where D is a bounded domain inR2 with smooth boundary ∂D, u(t, x) ∈R2 denotes the velocity
field at time t and position x, p(t, x) denotes the pressure field, ν > 0 is the viscosity and g is a
deterministic force.
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V = {v ∈ H 10 (D;R2): ∇ · v = 0, a.e. in D},
with the norm
‖v‖V :=
(∫
D
|∇v|2 dx
) 1
2 = ‖v‖,
and denote by (, . ,) the inner product of V . H is the closure of V in the L2-norm
|v|H :=
(∫
D
|v|2 dx
) 1
2 = |v|.
The inner product on H will be denoted by (· , ·).
Define the operator A (Stokes operator) in H by the formula
Au := −νPHu, ∀u ∈ H 2
(
D;R2)∩ V,
where the linear operator PH (Helmhotz–Hodge projection) is the projection operator from
L2(D;R2) to H , and the nonlinear operator B
B(u, v) := PH
(
(u · ∇)v),
with the notation B(u) = B(u,u). Obviously the domain of B requires that (u · ∇)v belongs to
the space L2(D;R2).
By applying the operator PH to each term of the above Navier–Stokes equation (NSE), we
can rewrite the NSE in the following abstract form:
du(t)+Au(t) dt +B(u(t))dt = f (t) dt in L2([0, T ];V ′), (1.1)
with the initial condition
u(0) = x in H. (1.2)
The purpose of this paper is to establish a large deviation principle for Eq. (1.1) driven by the
additive Lévy noise, that is
⎧⎪⎨
⎪⎩
dun(t) = −Aun(t) dt −B(un(t))dt + bdt + 1√
n
dW(t)+ 1
n
∫
X
f (x)N˜n(dt, dx),
un(0) = x ∈ H,
(1.3)
where W(·) is an H -valued Brownian motion, b is a constant vector in H , f is a measurable
mapping from some measurable space X to H , and N˜n(dt, dx) is a compensated Poisson mea-
sure on [0,∞) ×X with intensity measure nν, where ν is a σ -finite measure on B(X).
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reference for stochastic Navier–Stokes equations driven by additive noise is the book [5] and
the references therein. The existence and uniqueness of solutions for the 2-D stochastic Navier–
Stokes equations with multiplicative Gaussian noise were obtained in [11,15,17]. The ergodic
properties and invariant measures of the 2-D stochastic Navier–Stokes equations were studied
in [10] and [13]. The small Gaussian noise large deviation of the 2-D stochastic Navier–Stokes
equations was established in [17] and the large deviation of occupation measures was considered
in [12].
Large deviations for stochastic equations and stochastic partial differential equations have
been investigated in many papers, see [1–4,19]. There is not much work on large deviations for
stochastic evolution equations driven by Lévy noises in infinite dimensions. To the best of our
knowledge, [16] is the first paper on this topic, where the Lipschitz coefficients are considered.
For this paper, in addition to the difficulties caused by the Lévy noise, much of the problem is
to deal with the highly nonlinear term B(u,u). For this purpose, we need to prove a number
of exponential estimates for the energy of the solutions as well as the exponential convergence
of the approximating solutions. We mention that the large deviation principle for the solution
of the stochastic equation driven by jump processes in finite dimensions has been established
in [8].
The organization of this paper is as follows. In Section 2, we collect some preliminary facts
which are frequently used in the sequel. In Section 3, we prove a number of exponential estimates
for the solutions, which will play an important role in the rest of the paper. Section 4 is devoted
to establish a large deviation principle.
2. Preliminaries
Identifying H with its dual H ′, we consider Eq. (1.3) in the framework of Gelfrand triple:
V ⊂ H ∼= H ′ ⊂ V ′.
In this way, we may consider A as a bounded operator from V into V ′. Moreover, we also denote
by 〈· , ·〉, the duality between V and V ′. Hence, for u = (ui) ∈ V , w = (wi) ∈ V , we have
〈Au,w〉 = ν
∑
i,j
∫
D
∂iuj ∂iwj dx = ν((u,w)). (2.1)
Introduce a trilinear form on H ×H ×H by setting
b(u, v,w) =
2∑
i,j
∫
D
ui∂ivjwj dx, (2.2)
whenever the integral in (2.2) makes sense. In particular, if u,v,w ∈ V , then
〈
B(u, v),w
〉= 〈(u · ∇)v,w〉= 2∑
i,j
∫
ui∂ivjwj dx = b(u, v,w).D
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b(u, v,w) = −b(u,w,v), (2.3)
therefore
b(u, v, v) = 0, ∀u,v ∈ V. (2.4)
There are some well-known estimates for b (see [18] for example), which will be required in the
rest of this paper and we list them here. Throughout the paper, we denote various generic positive
constants by the same letter c. We have
∣∣b(u, v,w)∣∣ c‖u‖ · ‖v‖ · ‖w‖ (2.5)∣∣b(u, v,w)∣∣ c|u| · ‖v‖ · |Aw| (2.6)∣∣b(u, v,w)∣∣ c‖u‖ · |v| · |Aw| (2.7)∣∣b(u, v,w)∣∣ 2‖u‖ 12 · |u| 12 · ‖w‖ 12 · |w| 12 · ‖v‖ (2.8)
for suitable u,v,w. Moreover, combining (2.3) and (2.8), we obtain a useful estimate as follows:
∣∣B(u)∣∣
V ′ = sup‖v‖1
∣∣b(u,u, v)∣∣= sup
‖v‖1
∣∣b(u, v,u)∣∣ 2‖u‖ · |u|. (2.9)
Before ending this section, let us set up the stochastic basis. Let (Ω,F ,P ) be a probabil-
ity space equipped with a filtration {Ft , t  0} satisfying the usual conditions. Let W(·) be a
H -valued Brownian motion on (Ω,F ,P ) with the covariance operator Q, which is a positive,
symmetric, trace class operator on H . Let (X,B(X)) be a measurable space and ν(dx) a σ -
finite measure on it. Let p = (p(t), t ∈ Dp) be a stationary Ft -Poisson point process on X with
characteristic measure ν(dx), where Dp is a countable subset of [0,∞) depending on random pa-
rameter ω (see[14]). Denote by N(dt, dx) the Poisson counting measure associated with p, i.e.,
N(t,A) = ∑s∈Dp, st IA(p(s)). Let N˜(dt, dx) := N(dt, dx) − dtν(dx) be the compensated
Poisson measure. Denoted by N˜n(dt, dx) the compensated Poisson measure with the charac-
teristic measure nν. Let b be a constant vector in H and f be a measurable mapping from X
to H .
Throughout this paper, we assume that
∫
X
∣∣f (x)∣∣2 exp(a∣∣f (x)∣∣)ν(dx) < +∞, for all a > 0. (2.10)
Using approaches similar to that in [17], we can easily show in this additive case that Eq. (1.3)
has a unique solution in L2([0, T ];V )∩D([0, T ];H), where D([0, T ];H) denotes the space of
all the càdàg pathes from [0, T ] to H endowed with the uniform convergence topology.
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To establish the large deviation principle, we first prove some exponential estimates.
Let un· be the solution of the following stochastic Navier–Stokes equation
unt = x −
t∫
0
Auns ds −
t∫
0
B
(
uns
)
ds + bt + 1√
n
Wt + 1
n
t∫
0
∫
X
f (x)N˜n(ds, dx). (3.1)
Let Xn· = nun· , then Xn· is the solution of the following equation
Xnt = nx −
t∫
0
AXns ds −
1
n
t∫
0
B
(
Xns
)
ds + nbt + √nWt +
t∫
0
∫
X
f (x)N˜n(ds, dx). (3.2)
Denote by {ek}∞k=1 an orthonormal basis of H that consists of eigenvectors of Q in V with{λk}∞k=1 being the corresponding eigenvalues.
Lemma 3.1. For g ∈ C2b(H), Mgt = exp(g(Xnt )−g(nx)−
∫ t
0 h(X
n
s ) ds) is a Ft -local martingale,
where
h(y) = −
〈
Ay + 1
n
B(y), g′(y)
〉
+ n(b, g′(y))+ n
2
∞∑
k=1
λk
([
g′(y)⊗ g′(y)+ g′′(y)]ek, ek)
+n
∫
X
{
exp
[
g
(
y + f (x))− g(y)]− 1 − (g′(y), f (x))}ν(dx). (3.3)
Proof. Applying Itô’s formula to exp(g(Xnt )), we get
exp
(
g
(
Xnt
)− g(nx))−
t∫
0
exp
(
g
(
Xns
)− g(nx))h(Xns )ds
is a local martingale. The lemma follows by another integration by parts. 
In the rest of this section, we always set g(y) := (1 + λ|y|2) 12 (λ > 0). It is easy to see that
sup
y
∣∣g′′(y)∣∣ λ, sup
y
∣∣g′(y)∣∣ λ 12 .
Denote by TrQ the trace of the operator Q, i.e., TrQ :=∑∞i=1(Qei, ei) =∑∞i=1 λi.
We have the following results.
Lemma 3.2. limr→∞ lim supn→∞ 1 logP(sup0t1 |un| > r) = −∞.n t
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∣∣∣∣
∫
X
{
exp
[
g
(
y + f (x))− g(y)]− 1 − (g′(y), f (x))}ν(dx)∣∣∣∣

∫
X
λ
∣∣f (x)∣∣2 exp (λ 12 ∣∣f (x)∣∣)ν(dx) := Mλ.
Since
〈
B(y), g′(y)
〉= 1
2
2λ
(1 + λ|y|2) 12
〈
B(y), y
〉= 0,
we have,
h
(
Xnt
)
 n|b|λ 12 + nλTrQ+ nMλ, (3.4)
where h(·) is defined in Lemma 3.1.
Observe that
P
(
sup
0t1
∣∣unt ∣∣> r)= P( sup
0t1
∣∣Xnt ∣∣> nr)
= P
(
sup
0t1
g
(
Xnt
)
>
(
1 + λn2r2) 12 )
= P
(
sup
0t1
[
g
(
Xnt
)− g(nx)−
t∫
0
h
(
Xns
)
ds + g(nx)+
t∫
0
h
(
Xns
)
ds
]
>
(
1 + λn2r2) 12
)
 P
(
sup
0t1
[
g
(
Xnt
)− g(nx)−
t∫
0
h
(
Xns
)
ds
]
+ g(nx)+ sup
0t1
t∫
0
h
(
Xns
)
ds
>
(
1 + λn2r2) 12
)
 P
(
sup
0t1
[
g
(
Xnt
)− g(nx)−
t∫
0
h
(
Xns
)
ds
]
>
(
1 + λn2r2) 12 − g(nx)− sup
0t1
t∫
0
h
(
Xns
)
ds
)
. (3.5)
Due to (3.4) and Doob’s inequality,
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(
sup
0t1
(
g
(
Xnt
)− g(nx)−
t∫
0
h
(
Xns
)
ds
)
>
(
1 + λn2r2) 12 − g(nx)− sup
0t1
t∫
0
h
(
Xns
)
ds
)
 P
(
sup
0t1
[
g
(
Xnt
)− g(nx)−
t∫
0
h
(
Xns
)
ds
]
>
(
1 + λn2r2) 12 − g(nx)− n|b|λ 12 − nλTrQ− nMλ
)

(
sup
0t1
E
[
exp
(
g
(
Xnt
)− g(nx)−
t∫
0
h
(
Xns
)
ds
)])
× exp [−(1 + λn2r2) 12 + g(nx)+ n|b|λ 12 + nλTrQ+ nMλ]
 exp
[−(1 + λn2r2) 12 + g(nx) + n|b|λ 12 + nλTrQ+ nMλ], (3.6)
where in the last step, we used the fact that
sup
0t1
E
[
exp
(
g
(
Xnt
)− g(nx)−
t∫
0
h
(
Xns
)
ds
)]
 1,
because exp(g(Xnt ) − g(nx) −
∫ t
0 h(X
n
s ) ds) is a nonnegative local martingale with the initial
value 1. Putting (3.5) and (3.6) together, we have
1
n
logP
(
sup
0t1
∣∣unt ∣∣> r)− (1 + λn2r2)
1
2
n
+ (1 + λn
2|x|2) 12
n
+ |b|λ 12 + λTrQ+Mλ. (3.7)
Hence,
lim sup
n→∞
1
n
logP
(
sup
0t1
∣∣unt ∣∣> r)−(λr2) 12 + (λ|x|2) 12 + |b|λ 12 + λTrQ+Mλ.
Taking r → ∞ in the above inequality, one obtains the result. 
Lemma 3.3. limr→∞ lim supn→∞ 1n logP((
∫ 1
0 ‖unt ‖2 dt)
1
2 > r) = −∞.
Proof. As
P
(( 1∫
0
∥∥unt ∥∥2 dt
) 1
2
> r
)
= P
(( 1∫
0
∥∥nunt ∥∥2 dt
) 1
2
> nr
)
= P
(( 1∫
0
∥∥Xnt ∥∥2 dt
) 1
2
> nr
)
,
and
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0
∥∥Xnt ∥∥2 dt
) 1
2
=
( 1∫
0
(
1 + λ∣∣Xnt ∣∣2)− 12 · ∥∥Xnt ∥∥2 · (1 + λ∣∣Xnt ∣∣2) 12 dt
) 1
2

(
sup
0t1
(
1 + λ∣∣Xnt ∣∣2) 12 ) 12 ·
( 1∫
0
(
1 + λ∣∣Xnt ∣∣2)− 12 · ∥∥Xnt ∥∥2 dt
) 1
2
 1
2
sup
0t1
(
1 + λ∣∣Xnt ∣∣2) 12 + 12
1∫
0
(
1 + λ∣∣Xnt ∣∣2)− 12 · ∥∥Xnt ∥∥2 dt,
it is sufficient to show
lim
r→∞ lim supn→∞
1
n
logP
(
sup
0t1
(
1 + λ∣∣Xnt ∣∣2) 12 > nr)= −∞, (3.8)
and
lim
r→∞ lim supn→∞
1
n
logP
( 1∫
0
(
1 + λ∣∣Xnt ∣∣2)− 12 · ∥∥Xnt ∥∥2 dt > nr
)
= −∞. (3.9)
(3.8) follows from the previous lemma. We prove (3.9).
Set Yn1 :=
∫ 1
0 (1 + λ|Xnt |2)−
1
2 · ‖Xnt ‖2 dt. Then
λν
(
1 + λ∣∣Xnt ∣∣2)− 12 · ∥∥Xnt ∥∥2 =
〈
AXnt +
1
n
B
(
Xnt
)
, g′
(
Xnt
)〉
,
and
1∫
0
h
(
Xns
)
ds + λνYn1  n|b|λ
1
2 + nλTrQ+ nMλ.
Therefore,
P
(
Yn1 > nr
)= P (λνYn1 > λνnr)
 P
(
g
(
Xn1
)+ λνYn1 > λνnr)
= P
((
g
(
Xn1
)− g(nx)−
1∫
h
(
Xns
)
ds + g(nx)+
1∫
h
(
Xns
)
ds
)
+ λνYn1 > λνnr
)
0 0
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((
g
(
Xn1
)− g(nx)−
1∫
0
h
(
Xns
)
ds
)
> λνnr − (1 + λn2|x|2) 12
− n
(
|b|λ 12 + λTrQ+Mλ
))
 exp
(
−λνnr + (1 + λn2|x|2) 12 + n(|b|λ 12 + λTrQ+Mλ
))
, (3.10)
which yields
lim
r→∞ lim supn→∞
1
n
logP
(
Yn1 > nr
)= −∞,
completing the proof. 
Define the projection operator Pm by
Pmx :=
m∑
i=1
(x, ei)ei, x ∈ H.
Let Zn,mt ,Znt be the solutions of the following linear equations respectively,
Z
n,m
t = −
t∫
0
AZn,ms ds +
1
n
t∫
0
∫
X
Pmf (x)N˜n(ds, dx), (3.11)
and
Znt = −
t∫
0
AZns ds +
1
n
t∫
0
∫
X
f (x)N˜n(ds, dx). (3.12)
Put Z˜n,mt := n(Zn,mt −Znt ), then Z˜n,mt is the solution of the equation
Z˜
n,m
t = −
t∫
0
AZ˜n,ms ds +
t∫
0
∫
X
(
Pmf (x) − f (x)
)
N˜n(ds, dx). (3.13)
Similar to the proof of Lemma 3.1, one has
exp
(
g
(
Z˜
n,m
t
)− g(0)−
t∫
0
h˜
(
Z˜n,ms
)
ds
)
is a Ft -local martingale, (3.14)
where
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X
{
exp
[
g
(
y + Pmf (x)− f (x)
)− g(y)]− 1
− (g′(y),Pmf (x)− f (x))}ν(dx).
Lemma 3.4. For any δ > 0,
lim
m→∞ lim supn→∞
1
n
logP
( 1∫
0
∥∥Zn,ms −Zns ∥∥2 ds > δ
)
= −∞.
Proof. By Lemma 5.6 in [16], we know that, for any δ > 0,
lim
m→∞ lim supn→∞
1
n
logP
(
sup
0t1
∣∣Zn,mt −Znt ∣∣> δ)= −∞. (3.15)
Define a stopping time by
τ
n,m
1 := inf
{
t  0,
∣∣Zn,mt −Znt ∣∣> 1},
then
P
( 1∫
0
∥∥Zn,ms −Zns ∥∥2 ds > δ, sup
0t1
∣∣Zn,mt −Znt ∣∣ 1
)
 P
( 1∫
0
∥∥Zn,ms −Zns ∥∥2 ds > δ,1 τn,m1
)
 P
( 1∧τn,m1∫
0
∥∥Zn,ms −Zns ∥∥2 ds > δ
)
 P
(
sup
0t1∧τn,m1
(
g
(
nZ
n,m
t− − nZnt−
))
×
1∧τn,m1∫
0
g−1
(
nZn,ms − nZns
) · ∥∥nZn,ms − nZns ∥∥2 ds > n2δ
)
,
where in the last step, we have used the fact that {s: nZn,ms− −nZns− = nZn,ms −nZns } is countable.
By the definition of g and the stopping time τn,m, we get1
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(
sup
0t1∧τn,m1
(
g
(
nZ
n,m
t− − nZnt−
)) ·
1∧τn,m1∫
0
g−1
(
nZn,ms − nZns
) · ∥∥nZn,ms − nZns ∥∥2 ds > n2δ
)
 P
( 1∧τn,m1∫
0
g−1
(
nZn,ms − nZns
) · ∥∥nZn,ms − nZns ∥∥2 ds > n2δ
(1 + λn2) 12
)
.
Set Zˆn,mt :=
∫ t
0 g
−1(Z˜n,ms ) · ‖Z˜n,ms ‖2 ds, then
1∧τn,m1∫
0
h˜
(
Z˜
n,m
t
)+ λνZˆn,m1∧τn,m1  nMλ,m, (3.16)
where
Mλ,m = λ
∫
X
exp
(
λ
1
2
∣∣Pmf (x) − f (x)∣∣
)
· (∣∣Pmf (x) − f (x)∣∣2)ν(dx).
As in the proof of (3.10), we have
P
(
Zˆ
n,m
1∧τn,m1
>
n2δ
(1 + λn2) 12
)
= P
(
λνZˆ
n,m
1∧τn,m1
>
λνn2δ
(1 + λn2) 12
)
 P
(
g
(
Z˜
n,m
1∧τn,m1
)+ λνZˆn,m1∧τn,m1 > λνn
2δ
(1 + λn2) 12
)
 P
([
g
(
Z˜
n,m
1∧τn,m1
)− g(0) −
1∧τn,m1∫
0
h˜
(
Z˜n,ms
)
ds + g(0)+
1∧τn,m1∫
0
h˜
(
Z˜n,ms
)
ds
]
+ λνZˆn,m1∧τn,m1
>
λνn2δ
(1 + λn2) 12
)
 P
(
g
(
Z˜
n,m
1∧τn,m1
)− g(0)−
1∧τn,m1∫
0
h˜
(
Z˜n,ms
)
ds
)
>
λνn2δ
(1 + λn2) 12
− g(0)− nMλ,m)
 exp
(
− λνn
2δ
(1 + λn2) 12
+ 1 + nMλ,m
)
,
where we used the fact in (3.14). Therefore,
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n→∞
1
n
logP
( 1∫
0
∥∥Zn,ms −Zns ∥∥2 ds > δ, sup
0t1
∣∣Zn,mt −Znt ∣∣ 1
)
−νδλ 12 +Mλ,m. (3.17)
Since limm→∞ Mλ,m = 0, let m → ∞ in (3.17) to obtain
lim
m→∞ lim supn→∞
1
n
logP
( 1∫
0
∥∥Zn,ms −Zns ∥∥2 ds > δ, sup
0t1
∣∣Zn,mt −Znt ∣∣ 1
)
−νδλ 12 .
Since λ is arbitrary, taking λ → ∞ in the above inequality, we obtain
lim
m→∞ lim supn→∞
1
n
logP
( 1∫
0
∥∥Zn,ms −Zns ∥∥2 ds > δ, sup
0t1
∣∣Zn,mt −Znt ∣∣ 1
)
= −∞.
Combining with (3.15) proves the lemma. 
4. Large deviation principle
First, we state the main result of this paper. For l ∈ H , define
F(l) :=
∫
X
[
exp
(
f (x), l
)− 1 − (f (x), l)]ν(dx)+ (Ql, l)+ (b, l).
Set, for z ∈ H,
F ∗(z) = sup
l∈H
[
(z, l) − F(l)].
Let
Lnt := bt +
1√
n
Wt + 1
n
t∫
0
∫
X
f (x)N˜n(ds, dx),
then by [7], we know that the laws of {Ln· , n  1} satisfy a large deviation principle on
D([0,1];H) with the rate function I0, which is defined by
I0(g) : =
{∫ 1
0 F
∗(g′(s)) ds, if g ∈ D([0,1];H), g′ ∈ L1([0,1];H),
∞, otherwise.
For g ∈ D([0,1];H) with g′ ∈ L1([0,1];H), define φ(g) ∈ D([0,1];H) ∩ L2([0,1];V ) to be
the solution of the following equation
φt (g) = x −
t∫
Aφs(g)ds −
t∫
B
(
φs(g)
)
ds + g(t). (4.1)0 0
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I (h) := inf{I0(g): h = φ(g), g ∈ D([0,1];H )}
with the convention inf{∅} = ∞.
Theorem 4.1. Let μn be the law of the solution un of Eq. (1.3), then {μn,n 1} satisfies a large
deviation principle on D([0,1];H) endowed with the uniform topology with the rate function
I (·), i.e.,
(i) For any closed subset F ⊂ D([0,1];H),
lim sup
n→∞
1
n
logμn(F )− inf
h∈F I (h).
(ii) For any open set G ⊂ D([0,1];H),
lim inf
n→∞
1
n
logμn(G)− inf
h∈GI (h).
According to the generalized contraction principle in the theory of large deviations (see The-
orem 4.1 in [9]), Theorem 4.1 will follow from the following Lemmas 4.1–4.3.
Lemma 4.1. The mapping φ defined in (4.1) is continuous from D([0,1];V ) into D([0,1];H)∩
L2([0,1];V ) in the topology of uniform convergence.
Proof. Let vt (g) = φt (g) − g(t), then vt (g) satisfies the following equation
vt (g) = x −
t∫
0
Avs(g) ds −
t∫
0
Ag(s) ds −
t∫
0
B
(
vs(g)+ g(s)
)
ds.
It is sufficient to show that
v(·) : D([0,1];V )→ D([0,1];H )∩L2([0,1];V ) is continuous,
that is, take {gn}∞n=1, g ∈ D([0,1];V ) such that limn→∞ sup0t1 ‖gn(t)− g(t)‖ = 0, then
lim
n→∞
(
sup
0t1
∣∣vt (g)− vt (gn)∣∣2 + ν2
1∫
0
∥∥vs(g) − vs(gn)∥∥2 ds
)
= 0.
To this end, we need some energy estimates for vt (g). In view of (2.3), (2.4), (2.5), and (2.9),
we have
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t∫
0
∥∥vs(g)∥∥2 ds
= |x|2 − 2
t∫
0
〈
Ag(s), vs(g)
〉
ds − 2
t∫
0
〈
B
(
vs(g)+ g(s)
)
, vs(g)
〉
ds
 |x|2 + ν
t∫
0
∥∥vs(g)∥∥2 ds + 1
ν
t∫
0
∥∥g(s)∥∥2 ds + 2
t∫
0
∣∣〈B(vs(g)+ g(s)), vs(g)〉∣∣ds
 |x|2 + ν
t∫
0
∥∥vs(g)∥∥2 ds + 1
ν
t∫
0
∥∥g(s)∥∥2 ds + 2
t∫
0
∣∣b(vs(g), g(s), vs(g))∣∣ds
+ 2
t∫
0
∣∣b(g(s), g(s), vs(g))∣∣ds
 |x|2 + ν
t∫
0
∥∥vs(g)∥∥2 ds + 1
ν
t∫
0
∥∥g(s)∥∥2 ds + 4
t∫
0
∣∣vs(g)∣∣ · ∥∥g(s)∥∥ · ∥∥vs(g)∥∥ds
+ 4c
t∫
0
∥∥g(s)∥∥2∥∥vs(g)∥∥ds
 |x|2 + 3ν
2
t∫
0
∥∥vs(g)∥∥2 ds + 1
ν
t∫
0
∥∥g(s)∥∥2 ds + 16
ν
t∫
0
∣∣vs(g)∣∣2∥∥g(s)∥∥2 ds
+ 16c
2
ν
t∫
0
∥∥g(s)∥∥4 ds. (4.2)
Applying Gronwall’s inequality, we have
sup
0st
∣∣vs(g)∣∣2 
(
|x|2 + 1
ν
t∫
0
∥∥g(s)∥∥2 ds + 16c2
ν
t∫
0
∥∥g(s)∥∥4ds
)
exp
(
16
ν
t∫
0
∥∥g(s)∥∥2 ds
)

[
|x|2 + t
(
1
ν
sup
0st
∥∥g(s)∥∥2 + 16c2
ν
sup
0st
∥∥g(s)∥∥4)] exp(16
ν
t sup
0st
∥∥g(s)∥∥2).
(4.3)
Furthermore,
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2
t∫
0
∥∥vs(g)∥∥2 ds
 |x|2 + 1
ν
t
(
sup
0st
∥∥g(s)∥∥2 + 16 sup
0st
∥∥g(s)∥∥2Mt(g)+ 16c2 sup
0st
∥∥g(s)∥∥4), (4.4)
where
Mg(t) =
[
|x|2 + t
(
1
ν
sup
0st
∥∥g(s)∥∥2 + 16c2
ν
sup
0st
∥∥g(s)∥∥4)] exp(16
ν
t sup
0st
∥∥g(s)∥∥2).
It is easy to see that, if g is replaced by gn, (4.3), (4.4) still hold. Since
lim
n→∞ sup0t1
∥∥gn(t) − g(t)∥∥2 = 0,
there exists a constant Cg(x) depending on sup0t1 ‖g(t)‖ and |x|2 (which may change line to
line) such that
1∫
0
∥∥vs(gn)∥∥2 ds  Cg(x) (n 1). (4.5)
Now by the chain rule, one has
∣∣vt (gn)− vt (g)∣∣2 + 2ν
t∫
0
∥∥vs(gn)− vs(g)∥∥2 ds
= −2
t∫
0
〈
Agn(s) −Ag(s), vs(gn)− vs(g)
〉
ds
− 2
t∫
0
〈
B
(
vs(gn)+ gn(s)
)−B(vs(g) + g(s)), vs(gn)− vs(g)〉ds
 ν
t∫
0
∥∥vs(gn)− vs(g)∥∥2 ds + 1
ν
t∫
0
∥∥gn(s) − g(s)∥∥2 ds
+ 2
t∫
0
∣∣〈B(vs(gn)+ gn(s))−B(vs(g) + g(s)), vs(gn)− vs(g)〉∣∣ds. (4.6)
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∣∣〈B(vs(gn)+ gn(s))−B(vs(g)+ g(s)), vs(gn)− vs(g)〉∣∣

∣∣b(vs(gn)+ gn(s), vs(gn)+ gn(s), vs(gn)− vs(g))
− b(vs(g)+ g(s), vs(gn)+ gn(s), vs(gn)− vs(g))∣∣
+ ∣∣b(vs(g)+ g(s), vs(g)+ g(s), vs(gn) − vs(g))
− b(vs(g)+ g(s), vs(gn)+ gn(s), vs(gn)− vs(g))∣∣

∣∣b(vs(gn)− vs(g), vs(gn)+ gn(s), vs(gn)− vs(g))∣∣
+ ∣∣b(gn(s) − g(s), vs(gn)+ gn(s), vs(gn)− vs(g))∣∣
+ ∣∣b(vs(g)+ g(s), gn(s) − g(s), vs(gn)− vs(g))∣∣
 2
∣∣vs(gn)− vs(g)∣∣ · ∥∥vs(gn)− vs(g)∥∥ · ∥∥vs(gn)+ gn(s)∥∥
+ 2c∥∥gn(s) − g(s)∥∥ · ∥∥vs(gn)+ gn(s)∥∥ · ∥∥vs(gn)− vs(g)∥∥
+ 2c∥∥vs(g) + g(s)| · ∥∥gn(s) − g(s)∥∥ · ∥∥vs(gn) − vs(g)∥∥
 ν
12
∥∥vs(gn)− vs(g)∥∥2 + 12
ν
(∥∥vs(g)∥∥+ ∥∥gn(s)∥∥)2 · ∣∣vs(gn)− vs(g)∣∣2
+ ν
12
∥∥vs(gn)− vs(g)∥∥2 + 12c2
ν
(∥∥vs(gn)∥∥+ ∥∥gn(s)∥∥)2 · ∥∥gn(s) − g(s)∥∥2
+ ν
12
∥∥vs(gn)− vs(g)∥∥2 + 12c2
ν
(∥∥vs(g)∥∥+ ∥∥g(s)∥∥)2 · ∥∥gn(s) − g(s)∥∥2. (4.7)
Combining (4.6) and (4.7), one obtains
∣∣vt (gn)− vt (g)∣∣2 + ν2
t∫
0
∥∥vs(gn)− vs(g)∥∥2 ds
 1
ν
t∫
0
∥∥gn(s) − g(s)∥∥2 ds + 24
ν
t∫
0
(∥∥vs(g)∥∥+ ∥∥gn(s)∥∥)2 · ∣∣vs(gn)− vs(g)∣∣2 ds
+ 24c
2
ν
t∫
0
(∥∥vs(gn)∥∥+ ∥∥gn(s)∥∥)2 · ∥∥gn(s) − g(s)∥∥2 ds
+ 24c
2
ν
t∫
0
(∥∥vs(g)∥∥+ ∥∥g(s)∥∥)2 · ∥∥gn(s) − g(s)∥∥2 ds.
Applying Gronwall’s inequality and (4.5), we arrive at
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0t1
∣∣vt (gn)− vt (g)∣∣2 + ν2
1∫
0
∥∥vs(gn)− vs(g)∥∥2 ds

(
48c2
ν
1∫
0
[(∥∥vs(gn)∥∥+ ∥∥gn(s)∥∥)2 + (∥∥vs(g)∥∥+ ∥∥g(s)∥∥)2] · ∥∥gn(s) − g(s)∥∥2 ds
+ 2
ν
1∫
0
∥∥gn(s) − g(s)∥∥2 ds
)
× exp
(
48
ν
1∫
0
(∥∥vs(gn)∥∥+ ∥∥gn(s)∥∥)2 ds
)

(
2
ν
+ 48c
2
ν
)
Cg(x) sup
0t1
∥∥gn(t)− g(t)∥∥2.
Let n → ∞ to prove the lemma. 
Now, let un,m· be the solution of the equation
u
n,m
t = x −
t∫
0
Aun,ms ds −
t∫
0
B
(
un,ms
)
ds + bmt + 1√
n
Wmt +
1
n
t∫
0
∫
X
fm(x)N˜n(ds, dx), (4.8)
where bm = Pmb, Wmt = PmWt , f m(x) = Pmf (x). Recall that Zn,m,Zn are defined as in (3.11)
and (3.12). Set u¯n,mt := un,mt −Zn,mt , u¯nt := unt −Znt . Then u¯n,mt and u¯nt satisfy
u¯
n,m
t = x −
t∫
0
Au¯n,ms ds −
t∫
0
B
(
u¯n,ms +Zn,ms
)
ds + bmt + 1√
n
Wmt ,
and
u¯nt = x −
t∫
0
Au¯ns ds −
t∫
0
B
(
u¯ns +Zns
)
ds + bt + 1√
n
Wt .
Lemma 4.2. For any δ > 0,
lim
m→∞ lim supn→∞
1
n
logP
(
sup
0t1
∣∣un,mt − unt ∣∣> δ)= −∞.
Proof. Note that
P
(
sup
0t1
∣∣un,mt − unt ∣∣> δ)
 P
(
sup
∣∣u¯n,mt − u¯nt ∣∣> δ2
)
+ P
(
sup
∣∣Zn,mt −Znt ∣∣> δ2
)
. (4.9)0t1 0t1
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lim
m→∞ lim supn→∞
1
n
logP
(
sup
0t1
∣∣Zn,mt −Znt ∣∣> δ2
)
= −∞. (4.10)
It suffices to prove, for any δ > 0,
lim
m→∞ lim supn→∞
1
n
logP
(
sup
0t1
∣∣u¯n,mt − u¯nt ∣∣> δ2
)
= −∞. (4.11)
For δ0 > 0, define a stopping time by
τ
n,m
δ0
:= inf
{
t  0,
∣∣Zn,mt −Znt ∣∣> δ0 or
t∫
0
∥∥Zn,ms −Zns ∥∥2 ds > δ0
}
.
Note that Lemma 3.2 and Lemma 3.3 still hold for un,m· , Zn,m· and Zn· , when m is fixed. Define
stopping times τnu,1,M , τ
n
u,2,M by
τnu,1,M := inf
{
t  0,
∣∣un(t)∣∣>M},
and
τnu,2,M := inf
{
t  0,
t∫
0
∥∥uns ∥∥2 ds >M
}
.
We can also define similar stopping times for un,m· , Zn,m· and Zn· . We denote these stopping times
by τn,mu,1,M , τ
n,m
u,2,M , τ
n
Z,1,M , τ
n
Z,2,M , τ
n,m
Z,1,M and τ
n,m
Z,2,M , respectively. Let
τ
n,m
M := τnu,1,M ∧ τnu,2,M ∧ τn,mu,1,M ∧ τn,mu,2,M ∧ τnZ,1,M ∧ τnZ,2,M ∧ τn,mZ,1,M ∧ τn,mZ,2,M,
and set
An,m(ω) :=
{
sup
0t1
∣∣un,mt ∣∣M}∩ { sup
0t1
∣∣unt ∣∣M}∩ { sup
0t1
∣∣Zn,mt ∣∣M}
∩
{
sup
0t1
∣∣Znt ∣∣M},
Bn,m(ω) : =
{ 1∫
0
∥∥un,ms ∥∥2 ds M
}
∩
{ 1∫
0
∥∥uns ∥∥2 ds M
}
∩
{ 1∫
0
∥∥Zn,ms ∥∥2 ds M
}
∩
{ 1∫ ∥∥Zns ∥∥2 ds M
}
,0
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{
sup
0t1
∣∣Zn,mt −Znt ∣∣ δ0,
1∫
0
∥∥Zn,mt −Znt ∥∥2 dt  δ0
}
.
Then,
P
({
sup
0t1
∣∣u¯n,mt − u¯nt ∣∣> δ}∩An,m ∩Bn,m ∩Cn,m)
 P
(
sup
0t1
∣∣u¯n,mt − u¯nt ∣∣> δ,1 τn,mM ∧ τn,mδ0
)
 P
(
sup
0t1∧τn,mM ∧τn,mδ0
∣∣u¯n,mt − u¯nt ∣∣> δ)
= P
(
sup
0t1∧τn,mM ∧τn,mδ0
∣∣u¯n,mt − u¯nt ∣∣2 > δ2). (4.12)
Applying Itô’s formula to |u¯n,m
t∧τn,mM ∧τn,mδ0
− u¯n
t∧τn,mM ∧τn,mδ0
|2, we have
∣∣u¯n,m
t∧τn,mM ∧τn,mδ0
− u¯n
t∧τn,mM ∧τn,mδ0
∣∣2 + 2ν
t∧τn,mM ∧τn,mδ0∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds
= −2
t∧τn,mM ∧τn,mδ0∫
0
〈
B
(
u¯n,ms +Zn,ms
)−B(u¯ns +Zns ), u¯n,ms − u¯ns 〉ds
+ 2
t∧τn,mM ∧τn,mδ0∫
0
(
u¯n,ms − u¯ns ,bm − b
)
ds + 1
n
t∧τn,mM ∧τn,mδ0∫
0
∞∑
i=m+1
λids
+ 2√
n
t∧τn,mM ∧τn,mδ0∫
0
(
u¯n,ms − u¯ns , dWms − dWs
)
, (4.13)
thus,
sup
0st∧τn,mM ∧τn,mδ0
∣∣u¯n,ms − u¯ns ∣∣2 + 2ν
t∧τn,mm ∧τn,mδ0∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds
 4
t∧τn,mM ∧τn,mδ0∫ ∣∣〈B(u¯n,ms +Zn,ms )−B(u¯ns +Zns ), u¯n,ms − u¯ns 〉∣∣ds
0
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t∧τn,mM ∧τn,mδ0∫
0
∣∣(u¯n,ms − u¯ns , bm − b)∣∣ds + 2n
t∫
0
∞∑
i=m+1
λi ds
+ 4√
n
sup
0st∧τn,mM ∧τn,mδ0
∣∣∣∣∣
s∫
0
(
u¯n,mr − u¯nr , dWmr − dWr
)∣∣∣∣∣. (4.14)
Write,
t∫
0
〈
B
(
u¯n,ms +Zn,ms
)−B(u¯ns +Zns ), u¯n,ms − u¯ns 〉ds
=
t∫
0
b
(
u¯n,ms +Zn,ms , u¯n,ms +Zn,ms , u¯n,ms − u¯ns
)− b(u¯ns +Zns , u¯ns +Zns , u¯n,ms − u¯ns )ds
=
t∫
0
b
(
u¯n,ms , u¯
n,m
s , u¯
n,m
s − u¯ns
)− b(u¯ns , u¯ns , u¯n,ms − u¯ns )ds
+
t∫
0
b
(
u¯n,ms ,Z
n,m
s , u¯
n,m
s − u¯ns
)− b(u¯ns ,Zns , u¯n,ms − u¯ns )ds
+
t∫
0
b
(
Zn,ms , u¯
n,m
s , u¯
n,m
s − u¯ns
)− b(Zns , u¯ns , u¯n,ms − u¯ns )ds
+
t∫
0
b
(
Zn,ms ,Z
n,m
s , u¯
n,m
s − u¯ns
)− b(Zns ,Zns , u¯n,ms − u¯ns )ds
=: II1 + II2 + II3 + II4. (4.15)
By virtue of the properties of b(· , · , ·), we have,
|II1| 2
t∫
0
∣∣u¯n,ms − u¯ns ∣∣ · ∥∥u¯ns ∥∥ · ∥∥u¯n,ms − u¯ns ∥∥ds
 ν
24
t∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds + 24ν
t∫
0
∣∣u¯n,ms − u¯ns ∣∣2 · ∥∥u¯ns ∥∥2 ds, (4.16)
|II2|
t∫ ∣∣b(u¯n,ms − u¯ns ,Zn,ms , u¯n,ms − u¯ns )∣∣ds +
t∫ ∣∣b(u¯ns ,Zn,ms −Zns , u¯n,ms − u¯ns )∣∣ds
0 0
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t∫
0
∣∣u¯n,ms − u¯ns ∣∣ · ∥∥Zn,ms ∥∥ · ∥∥u¯n,ms − u¯ns ∥∥ds
+ 2
t∫
0
∣∣u¯ns ∣∣ 12 · ∥∥u¯ns ∥∥ 12 · ∣∣Zn,ms −Zns ∣∣ 12 · ∥∥Zn,ms −Zns ∥∥ 12 · ∥∥u¯n,ms − u¯ns ∥∥ds
 ν
24
t∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds + 24ν
t∫
0
∣∣u¯n,ms − u¯ns ∣∣2 · ∥∥Zn,ms ∥∥2 ds + ν24
t∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds
+ 24
ν
sup
0st
∣∣Zn,ms− −Zns−∣∣ · sup
0st
∣∣u¯ns−∣∣ ·
( t∫
0
∥∥Zn,ms −Zns ∥∥2 ds
) 1
2
·
( t∫
0
∥∥u¯ns ∥∥2 ds
) 1
2
,
(4.17)
|II3| 2
t∫
0
∣∣Zn,ms −Zns ∣∣ 12 · ∥∥Zn,ms −Zns ∥∥ 12 · ∣∣u¯ns ∣∣ 12 · ∥∥u¯ns ∥∥ 12 · ∥∥u¯n,ms − u¯ns ∥∥ds
 ν
24
t∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds + 24ν sup0st
∣∣Zn,ms− −Zns−∣∣ · sup
0st
∣∣u¯ns−∣∣
( t∫
0
∥∥Zn,ms −Zns ∥∥2 ds
) 1
2
×
( t∫
0
∥∥u¯ns ∥∥2 ds
) 1
2
, (4.18)
and similarly
|II4|
t∫
0
∣∣b(Zn,ms −Zns ,Zn,ms , u¯n,ms − u¯ns )∣∣ds +
t∫
0
∣∣b(Zns ,Zn,ms −Zns , u¯n,ms − u¯ns )∣∣ds
 ν
24
t∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds + 24ν sup0st
∣∣Zn,ms− −Zns−∣∣ · sup
0st
∣∣Zn,ms− ∣∣
( t∫
0
∥∥Zn,ms −Zns ∥∥2 ds
) 1
2
×
( t∫
0
∥∥Zn,ms ∥∥2 ds
) 1
2
+ ν
24
t∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds + 24ν sup0st
∣∣Zn,ms− −Zns−∣∣
× sup
0st
∣∣Zns−∣∣
( t∫ ∥∥Zn,ms −Zns ∥∥2 ds
) 1
2
·
( t∫ ∥∥Zns ∥∥2 ds
) 1
2
. (4.19)
0 0
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Zn,m· and Zn,m· −Zn· .
Set Mt := 4√n
∫ t
0 (u¯
n,m
s − u¯ns , dWms −dWs), and putting (4.16)–(4.19) and (4.14) together, one
obtains
1
2
sup
0st∧τn,mM ∧τn,mδ0
∣∣u¯n,ms − u¯ns ∣∣2 + ν
t∧τn,mM ∧τn,mδ0∫
0
∥∥u¯n,ms − u¯ns ∥∥2 ds

(
2t
n
∞∑
i=m+1
λi + sup
0st∧τn,mM ∧τn,mδ0
|Mt | + 8|bm − b|2t2 + c
ν
(δ0M)
3
2
)
+ c
ν
t∧τn,mM ∧τn,mδ0∫
0
∣∣u¯n,ms − u¯ns ∣∣2 · (∥∥u¯ns ∥∥2 + ∥∥Zn,ms ∥∥2)ds. (4.20)
Note that c is a constant independent of n,m. Applying Gronwall’s inequality, we get
sup
0st∧τn,mM ∧τn,mδ0
∣∣u¯n,ms − u¯ns ∣∣2

(
4t
n
∞∑
i=m+1
λi + 2 sup
0st∧τn,mM ∧τn,mδ0
|Mt | + 16|bm − b|2t2 + c
ν
(δ0M)
3
2
)
× exp cν
∫ t∧τn,mM ∧τn,mδ0
0 (‖u¯ns ‖2+‖Zn,ms ‖2) ds

(
4t
n
∞∑
i=m+1
λi + 2 sup
0st∧τn,mM ∧τn,mδ0
|Mt | + 16|bm − b|2t2 + c
ν
(δ0M)
3
2
)
× exp
(
2Mc
ν
)
. (4.21)
Set CM := exp ( 2Mcν ). Applying the martingale inequality in [6] to M·, it follows that
[
E
(
sup
0st∧τn,mM ∧τn,mδ0
∣∣u¯n,ms − u¯ns ∣∣2p)] 2p
 2
(
4t
n
∞∑
i=m+1
λi + 16|bm − b|2t2 + c
ν
(δ0M)
3
2
)2
C2M
+ 8(E sup
0st∧τn,m∧τn,m
|Mt |p
) 2
p C2M
M δ0
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(
4t
n
∞∑
i=m+1
λi + 16|bm − b|2t2 + c
ν
(δ0M)
3
2
)2
C2M
+ cC
2
M
n
p
[
E
( t∧τn,mM ∧τn,mδ0∫
0
∞∑
i=m+1
λ2i
∣∣u¯n,ms − u¯ns ∣∣2 ds
) p
2
] 2
p
 2
(
4t
n
∞∑
i=m+1
λi + 16|bm − b|2t2 + c
ν
(δ0M)
3
2
)2
C2M +
cC2M
n
p
( ∞∑
i=m+1
λ2i
)2
t
+ cC
2
M
n
p
t∫
0
[
E
(∣∣u¯n,m
s∧τn,mM ∧τn,mδ0
− u¯n
s∧τn,mM ∧τn,mδ0
∣∣)2p] 2p ds. (4.22)
Applying Gronwall’s inequality to (4.22), one obtains
[
E
(
sup
0s1∧τn,mM ∧τn,mδ0
∣∣u¯n,ms − u¯ns ∣∣2p)] 2p

[
2
(
4
n
∞∑
i=m+1
λi + 16|bm − b|2 + c
ν
(δ0M)
3
2
)2
C2M +
cC2M
n
p
( ∞∑
i=m+1
λ2i
)2]
× exp
(
cC2M
n
p
)
. (4.23)
Take p = 2n to obtain
lim
m→∞ lim supn→∞
1
n
logP
(
sup
0s1∧τn,mM ∧τn,mδ0
∣∣u¯n,ms − u¯ns ∣∣2 > δ2)
 lim
m→∞ lim supn→∞
log
[
E
(
sup
0s1∧τn,mM ∧τn,mδ0
∣∣u¯n,ms − u¯ns ∣∣2p)] 2p − log δ4
 2 log
(√
2c
ν
(δ0M)
3
2 CM
)
+ 2cC2M − 4 log δ. (4.24)
Because of Lemma 3.2 and Lemma 3.3, for any R > 0, there exists a M > 0 such that
lim
m→+∞ lim supn→+∞
1
n
logP
((
An,m
)c)−R, lim
m→+∞ lim supn→+∞
1
n
logP
((
Bn,m
)c)−R. (4.25)
By Lemma 5.6 in [16] and Lemma 3.4.5, for any δ0 > 0, we have
lim
m→+∞ lim sup
1
logP
((
Cn,m
)c)= −∞.
n→+∞ n
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lim
m→+∞ lim supn→+∞
1
n
logP
(
sup
0t1
∣∣u¯n,mt − u¯nt ∣∣2 > δ2)
 lim
m→+∞ lim supn→+∞
1
n
logP
(
sup
0t1∧τn,mM ∧τn,mδ0
∣∣u¯n,mt − u¯nt ∣∣2 > δ2)
∨ lim
m→+∞ lim supn→+∞
1
n
logP
((
An,m
)c)∨ lim
m→+∞ lim supn→+∞
1
n
logP
((
Bn,m
)c)
∨ lim
m→+∞ lim supn→+∞
1
n
logP
((
Cn,m
)c)

(
2 log
(√
2c
ν
(δ0M)
3
2 CM
)
+ 2cC2M − 4 log δ
)
∨ −R. (4.26)
Letting δ0 go to 0, one obtains
lim
m→+∞ lim supn→+∞
1
n
logP
(
sup
0t1
∣∣u¯n,mt − u¯nt ∣∣2 > δ2)−R. (4.27)
Since R is arbitrary, (4.11) follows, hence the lemma. 
For g ∈ D([0,1];H), define φmt (g) as the solution of the following equation:
φmt (g) = x −
t∫
0
Aφms (g) ds −
t∫
0
B
(
φms (g)
)
ds + Pmg(t).
Lemma 4.3. For any r > 0,
lim
m→∞ sup{g: I0(g)r}
sup
0t1
∣∣φmt (g)− φt (g)∣∣= 0.
Proof. Let g ∈ {g: I0(g) r}. Let Zmt (g) and Zt(g) be the solutions of the following equations,
Zmt (g) = −
t∫
0
AZms (g)ds +
t∫
0
Pmg
′(s) ds,
and
Zt(g) = −
t∫
0
AZs(g)ds +
t∫
0
g′(s) ds.
Set vm(g) := φm(g) −Zm(g), vt (g) := φt (g) −Zt(g). Then vm(g), vt (g) satisfyt t t t
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t∫
0
Avms (g) ds −
t∫
0
B
(
vms (g)+Zms (g)
)
ds, (4.28)
and
vt (g) = x −
t∫
0
Avs(g) ds −
t∫
0
B
(
vs(g)+Zs(g)
)
ds. (4.29)
As,
1
2
d
dt
∣∣Zt(g)∣∣2 = −ν∥∥Zt(g)∥∥2 + (g′(t),Zt (g)),
we have,
sup
0t1
∣∣Zt(g)∣∣2 + 2ν
1∫
0
∥∥Zs(g)∥∥2 ds  12 sup0t1
∣∣Zt(g)∣∣2 + 8
( 1∫
0
∣∣g′(s)∣∣ds
)2
,
so that
sup
0t1
∣∣Zt(g)∣∣2 + 4ν
1∫
0
∥∥Zs(g)∥∥2 ds  16
( 1∫
0
∣∣g′(s)∣∣ds
)2
. (4.30)
Note that (4.30) also holds for Zmt (g). By Lemma 5.3 in [16], it follows that there exists a M
such that
sup
{g: I0(g)r}
1∫
0
∣∣g′(s)∣∣ds M.
Hence,
sup
{g: I0(g)r}
sup
0t1
∣∣Zt(g)∣∣2  C1M, sup{g: I0(g)r}
1∫
0
∥∥Zt(g)∥∥2 dt  C2M, (4.31)
where C1M,C
2
M are the constants depending on M . By the chain rule,
1
2
d
dt
∣∣vt (g)∣∣2 = −ν∥∥vt (g)∥∥2 − b(vt (g)+Zt(g), vt (g)+Zt(g), vt (g))
−ν∥∥vt (g)∥∥2 + ∣∣b(vt (g),Zt (g), vt (g))∣∣+ ∣∣b(Zt(g),Zt (g), vt (g))∣∣
−ν∥∥vt (g)∥∥2 + 2∣∣vt (g)∣∣ · ∥∥vt (g)∥∥ · ∥∥Zt(g)∥∥+ 2∣∣Zt(g)∣∣ · ∥∥vt (g)∥∥ · ∥∥Zt(g)∥∥.
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∣∣vt (g)∣∣2 + ν
t∫
0
∥∥vs(g)∥∥2 ds  8
ν
t∫
0
∣∣vs(g)∣∣2 · ∥∥Zs(g)∥∥2 ds + 8
ν
t∫
0
∣∣Zs(g)∣∣2 · ∥∥Zs(g)∥∥2 ds.
In view of (4.31), applying Gronwall’s inequality, we obtain
sup
{g: I0(g)r}
sup
0t1
∣∣vt (g)∣∣2  C3M, sup{g: I0(g)r}
1∫
0
∥∥vt (g)∥∥2 dt  C4M,
where C3M,C
4
M are the constants depending on M .
It follows from (4.28), (4.29) that,
∣∣vmt (g)− vt (g)∣∣2 + 2ν
t∫
0
∥∥vms (g)− vs(g)∥∥2 ds
 2
t∫
0
∣∣〈B(vms (g)+Zms (g))−B(vs(g)+Zs(g)), vms (g) − vs(g)〉∣∣ds.
By a similar estimate to (4.15), it turns out that
∣∣vmt (g) − vt (g)∣∣2 + 2ν
t∫
0
∥∥vms (g) − vs(g)∥∥2 ds
 ν
t∫
0
∥∥vms (g)− vs(g)∥∥2 ds + sup{g: I0(g)r} sup0t1
∣∣Zmt (g) −Zt(g)∣∣CM
+ ν
t∫
0
∣∣vms (g) − vs(g)∣∣2(∥∥vs(g)∥∥2 + ∥∥Zms (g)∥∥2)ds,
where CM is the constant depending on M . By Gronwall’s inequality, one obtains
sup
{g: I0(g)r}
sup
0t1
∣∣vmt (g) − vt (g)∣∣2  ( sup{g: I0(g)r} sup0t1
∣∣Zmt (g)−Zt(g)∣∣CM) ·CM. (4.32)
By Lemma 5.7 in [16], we know that
lim
m→∞ sup{g: I0(g)r}
sup
0t1
∣∣Zmt (g)−Zt(g)∣∣2 = 0.
Letting m → ∞ on the both sides of (4.32), we prove the lemma. 
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