The challenges of providing a divide-and-conquer strategy for tackling large geospatial raster data input/output (I/O) are longstanding. Solutions need to change with advances in the technology and hardware. After analyzing the reason for the problems of traditional parallel raster I/O mode, a parallel I/O strategy using file view is proposed to solve these problems. Message Passing Interface I/O (MPI-IO) is used to implement this strategy. Experimental results show how a file view approach can be effectively married to General Parallel File System (GPFS). A suitable file view setting provides an efficient solution to parallel geospatial raster data I/O. key words: parallel I/O, geospatial raster, file view, MPI
Introduction
Geospatial raster data is a very important data type in spatial information applications. With the rapid development of remote sensing and mapping technology, the spatial resolution and temporal resolution of geospatial raster data have been greatly improved [1] . High-spatial-resolution satellites collect petabytes of geospatial data from space every day, while citizen sensors are accumulating high-temporalresolution data at a comparable or faster pace [2] . These data are collected and archived every minute at various locations, and multiple phenomena of multiple regions are recorded at multiple scales. The amount of geospatial data need to be calculated in spatial information applications is rapidly increasing, and the complexity and the demand for accuracy in data processing are also growing. Geospatial raster data processing has become more data-intensive and computation-intensive [2] , [3] and the use of multi processor clusters and parallel computing technology has become an inevitable trend. When the performance of processing is enhanced, if the input/output (I/O) part is serial, the parallel computing processes will wait for the data read or write. In this context, parallel data I/O is important for efficient geospatial raster processing.
There are two types of tool library for processing geospatial raster I/O. The first is for serial methods. A typical example is the open-source tool Geospatial Data Abstraction Library (GDAL, http://www.gdal.org/, current version 1.11.0) [4] . GDAL provides an extensible abstract data model, which has been widely used to read and write var- [5] . However, these specific formats will face the major challenge of diversity in many current geospatial applications. We are living in the era of "big data", huge amounts of spatiotemporal data are generated every day. Therefore we cannot wait for the transformation of various formats of geospatial data to specific formats before processing these data. Some recent studies [6] , [7] have attempted to apply GDAL to parallel geospatial raster processing. These studies explored the efficiency and flexibility of using GDAL in a parallel raster I/O mode. Experiments showed that parallel raster I/O using GDAL cannot work well under columnwise or block-wise data partition. A two-phase I/O strategy [7] , [8] is used to reduce the numbers of I/O requests through inter process communication. Although small I/O requests can be combined into large contiguous I/O requests, the communication cost is likely be a new bottleneck.
Problems of Parallel Raster I/O Mode
When processing geospatial raster data in a parallel mode, there are usually two methods that can be used. The first is the Data Distribution and Collection (DDC) method. In this method, only the master process is responsible for all read and write operations of the geospatial raster data, while slave processes are responsible for data processing. The sending and receiving of data are implemented through an inter process message passing mechanism between the master and slave processes. The main drawback of the DDC method is that the master process easily becomes a bottleneck when the number of slave processes increases.
The other parallel I/O method does not rely on the distribution and collection by the master process. Each process can relatively independently access the data, and only metadata is distributed by the master process. As shown in Fig. 1 , the individual processes simultaneously access data, which can greatly increase the overall I/O bandwidth. However, this approach requires an underlying parallel system support such as the General Parallel File System (GPFS). This file system provides high performance by allowing data to be accessed over multiple computers simultaneously. Higher I/O performance can be gained by "striping" blocks of data from individual files over multiple disks and by reading and Copyright c 2015 The Institute of Electronics, Information and Communication Engineers writing these blocks in parallel. Unfortunately, in a nonparallel system, Such as the Network File System (NFS), there are no strip blocks in the disks. If the read and write requests are distributed randomly, the file system must respond to the requests randomly. Because of the mechanics of a disk transfer, in this situation, the I/O efficiency will be significantly reduced.
Parallel Geospatial Raster I/O Using File View
The MPI (Message Passing Interface) is a standardized message-passing system designed for high-performance computing. The standard defines a core of library routines useful for developing portable and scalable large-scale parallel applications. This section introduces a "file view" strategy that is suitable for both GPFS and NFS file systems. File view is a new file concept introduced in the MPI 2.0 standard. A process' file view is created by calling up MPI-IO functions. Each process can define its own file view made up of noncontiguous file segments. If the underlying MPI-IO implementation considers the access to these file segments as aggregated read/write calls, the I/O performance should be greatly improved. This strategy was first implemented in MPI-IO for the much more efficient use of the I/O subsystem [9] . On the basis of file view mechanism, non-contiguous and piecemeal I/O requests are aggregated into a small number of contiguous I/O requests. MPI-IO can be used to schedule read/write sequences between multiple processes, and there is little data exchange in its implementation. File view is a critical optimization strategy in parallel I/O, which allows the communication of the "big picture" to a file system. Unlike two-phase I/O strategy, the basic idea of file view is to build large blocks instead of using communication before I/O, so that the number of reads/writes in I/O system will be small.
The basic process of parallel geospatial raster I/O using file view is shown in Fig. 2 . Firstly, all processes read the metadata of the geospatial raster data to be processed using GDAL. This information is stored in memory data structures including MPI file handle, columns and rows of raster data cells, bands of raster data, data types of cell and absolute offset addresses of raster data in the file. In the second step, the data size and offsets needed for reading and processing are calculated for each process. Data partitioning methods can be row-, column-, or block-wise. In the third step, one process is responsible for creating the output file using the metadata. Once created, the process broadcasts to other processes, and other processes start to read the raster data to be processed. Finally, each process completes its computing tasks, and then opens the output file, sets the respective file view and writes the result data into the output file. In this step, regions of the geospatial data file are assigned to separate processes by the file view setting. Our implementation assumes that file views do not overlap. In many cases (e.g., focal and zonal operations), processes require overlapping data. File view supports this functionality, but each process needs to read more data than local operations. This may affect the computational performance, depending on the concrete algorithm design.
The example of geospatial data file view is shown in Fig. 3 . Data partitioning method is assumed to be blockwise. File view includes three elements: the absolute offset address (Displacement), the basic element type (ElementType) and the file type (FileType). Displacement is the number of bytes to be skipped from the start of the geospatial data file. ElementType is the basic unit of data access (which can be any basic or user-defined data type). FileType specifies which portion of the file is visible to the process. There are n parallel processes (P 0 , P 1 , . . . , P n ). The number of rows and columns of the geospatial raster cell are denoted as RasterYSize and RasterXSize respectively, and the cell data type is ElementType. For process P 0 , the file view parameters BlockFirstRow, BlockLastRow, BlockFirstCol and BlockLastCol are used to compute the block sizes of the raster data for P 0 to process. The block row size is BlockYSize = BlockLastRow − BlockFirstRow (1) and the column size is
The FileType is made up of ElementType (BlockXSize) and a no-data hole (RasterXSize-BlockXSize). After setting the file type, each process can use its own file view to access data. Note that file view type setting depends on the MPI version.
We have defined a set of function interfaces including create raster, open raster, close raster, write rows, write cols and write blocks. We can only support the GeoTiff format as the output type so far. However, it is easy to extend our function interfaces to support other formats.
Experiment and Results
File view was tested on an IBM SMP cluster with 32 server nodes (including 4 I/O nodes and 28 compute nodes). Each server node consists of two Intel Xeon (X5540 2.4GHz) sixcore CPUs and 24GB DDRIII memory. The test data (described in Table 1 ) are stored in a file with the GeoTiff format on 24 shared disks (3TB each disk) which are used as a storage array. GPFS is used for sharing test data between the compute nodes and is configured using default parameters. The network configuration is 10GigE. The test was completed under the RedHat 6.2 operating system. The I/O efficiency was evaluated by measuring the speed in MB/s for reading and writing data from/to a raster file with/without file view. The data were partitioned by block-wise decomposition. The block size depended on the number of processes. Column-wise decomposition is a special block-wise decomposition. In row-wise decomposition, different parallel methods achieved almost the same I/O performance. In our experiment, we compared the performance of the new method shown in Fig. 2 with the previous method without file view mechanism (Fig. 1) , and also the GDAL-2P strategy proposed by Qin et al. [7] . As shown in Fig. 4 , when parallel processes access the data file without file view, the I/O performance is significantly lower than that for the aggregate request method using file view. The two-phase I/O strategy GDAL-2P performs better than that of the method without file view but its performance is still lower than that of the file view method owing to communication cost. With increasing number of processes, without file view, the parallel I/O performance decreases. When the number of processes is less than 32, the I/O performance remains stable using file view. It can be observed that the performance increases up to 8 processes, after which it decreases. This is because when the number of processes increases, the costs of scheduling, communication and other system overheads also increase. When more processes are used, the size of the blocks partitioned is smaller. Therefore, the experiment results also reflect the affect of the block size on the overall performance. A comparison of the performance between different file systems (NFS vs GPFS) is not given here because the performance of NFS is less than that of GPFS, whereas the performance curve of NFS has the same trend as that of GPFS. The parallel I/O performance shows some correlation to the size of the data as illustrated in Fig. 5 . Generally speaking, the larger the data size, the better the I/O performance. However, with increasing number of processes, a dip in the performance is seen for larger data.
We implemented an algorithm for enhancing remotesensing images using the file view mechanism. This algorithm was chosen because that it is zonal operation, which must perform more reading than partition of data. Accordingly, the I/O must not become a bottleneck in parallel processing. The key computing operations include transformation analysis and pseudo-color processing. The test data used here are Data 1. The time consumption for different operations is shown in Fig. 6 . When the number of processes is less than 64, the total running time of the algorithm decreases as the number of processes increases. It is verified that file view can improve the efficiency of the algorithm. We also find that if the test data is extremely large (GB or This algorithm has been integrated into a highperformance geographic information system (GIS) called HiGIS, as a remote sensing processing tool. The main goal of HiGIS is to improve the performance of time-consuming GIS operations by utilizing parallel computing in an HPC environment, as well as to provide enhanced GIS ability to as many users as possible via personalized, lightweight and cross-platform client programs. The typical use mode of HiGIS is as follows. First, select the geospatial raster data and other required parameters as the input. Second, run the tool, during which each step in the execution progress can be observed dynamically, as shown in Fig. 7 , such as the status of the task (running, finished or suspended), run time (I/O time and computing time) and results in the runtime monitor. Finally, when the task is finished, open results into a map. The original data and the resulting data can be added as two layers in the map for comparison, as shown in Fig. 8 .
Conclusions
This article first describes two I/O tool libraries for geospa- tial raster data I/O processing. After that, the problems of the traditional parallel I/O mode are addressed, and a parallel I/O strategy using file view is introduced to solve these problems. Experimental results show that a suitable file view setting provides an efficient solution to parallel geospatial raster I/O.
