This paper proposes a new method of bandwidth selection in kernel estimation of density and distribution functions motivated by the connection between maximisation of the entropy of probability integral transforms and maximum likelihood in classical parametric models. The proposed estimators are designed to indirectly maximise the entropy of the leave-one-out kernel estimates of a distribution function, which are the analogues of the parametric probability integral transforms.
Introduction
Let X 1 , . . . , X n be a sample of independent, identically distributed random variables with an absolutely continuous distribution function (d.f.) F and density f . The kernel estimators of F (KDFE) and f (KDE) at a point x are (Nadaraya, 1964; Watson and Leadbetter, 1964) and (Rosenblatt, 1956; Parzen, 1962) respectively, where k b (z) = k(z/b)/b and K b (z) = K(z/b) = z/b −∞ k(v)dv are the kernels, with k being symmetric about the origin and integrating to unity, and b = b n is the bandwidth sequence. The empirical distribution function (EDF) can be obtained as a special case of (1) with b = 0, viz. F n (x) = F (x; 0) = n −1 n i=1 1 {X i ≤ x}. It is well known that under mild conditions F andf are uniformly strongly consistent and asymptotically normal estimators of F and f , respectively (Yamato, 1973; Silverman, 1978) .
By far the most common measure of fit in kernel smoothing is the mean integrated squared error (MISE). Other less commonly applied criteria include the L 1 norm (Devroye and Györfi, 1985) , the Kullback-Leibler (KL) divergence (Hall, 1987) , and the Hellinger distance (Kanazawa, 1993) . One consequence of using the curve-fitting framework to evaluate the quality of the estimates (1) and (2) is that in general the bandwidths optimal for KDE and KDFE differ (intuitively, the d.f. is easier to estimate than the density). For example, the bandwidths optimal in the MISE sense for F and f are asymptotically of order n −1/5 and n −1/3 , respectively (see e.g. Wand and Jones, 1995) . Thus the ability to recover an estimate of a d.f. from that of a density, and vice versa, using the identity F (x; b) = x −∞f (z; b)dz is lost. This paper posits an alternative framework for bandwidth selection in kernel estimation of density and distribution functions. To motivate the proposed methods consider the classical parametric setup where Z i , i = 1, . . . , n, are independent random variables with common d.f. G and density g, and the model is given by the family of d.f.'s F = {F θ (z) : θ ∈ Θ ⊆ R p } with densities f θ . The model F may or may not contain the true distribution G. The probability integral transform (PIT) of Z i under the model F θ is defined as V i (θ) = F θ (Z i ). The vector of PITs, V (θ) = (V 1 (θ), . . . , V n (θ))
T , is distributed on I n = [0, 1] n , the n-dimensional unit hypercube placed in the positive orthant of R n with one vertex at the origin; the components of V (θ) are independent and have a common d.f., Q θ (u), u ∈ [0, 1], say, with density q θ . It is well known that under appropriate regularity conditions the following equalities hold:
where r denotes the uniform density on [0, 1], D(g f ) = g(z) ln ( g(z)/ f (z)) dz is the relative entropy of g with respect to f (the KL between g and f ), and h(Z) = − f (z) ln f (z)dz is the Shannon differential entropy of a random vector Z with density f , hereinafter simply the entropy. The first two equalities underpin the quasi-(or pseudo-) maximum likelihood (Akaike, 1973; White, 1982) and the maximum spacings estimators (Shao and Hahn, 1994) . The third equality in (3) can be used to motivate testing the goodness of fit or evaluation of density forecasts by checking the uniformity of PITs (Gneiting, Balabdaoui and Raftery, 2007; Diebold, Gunther and Tay, 1998) , although such tests are usually motivated by the fact that PITs are uniform if F θ = G (Neyman, 1937; Rosenblatt, 1952) , thus bypassing the maximum entropy interpretation. It is thus natural to consider an alternative class of estimators for θ defined as minimisers of KL or other distance or discrepancy measure between Q θ (q θ ) and the uniform d.f. (density). In view of (3) such estimators can be called the indirect maximum entropy (iMaxEnt) estimators. The idea of fine-tuning the model to achieve uniformity of PITs (combined with independence of V i 's in a time series context) has been put forward in e.g. Dawid (1984) , but to the best of my knowledge no such estimators have been formally studied before. Clearly, if G = F θ 0 ∈ F , then in all cases in (3) the optimum is achieved with f θ = g and V i (θ) independent, uniformly distributed on a unit interval. Under the appropriate regularity conditions the iMaxEnt estimators will then also be consistent for θ 0 . When G / ∈ F the pseudo-true values of iMaxEnt estimators will generally differ from the maximiser of the entropy of V (θ). However, if the model provides a close approximation to the true distribution, one can expect all such pseudo-true values to be similar.
While the iMaxEnt estimators for parametric models are not further pursued here, the ideas carry over to kernel estimation of density and distribution functions. Specifically, for a fixed kernel the estimators (1) and (2) can be viewed as a model indexed by the bandwidth parameter, and the natural analogue of the PIT under this model is the leave-one-out kernel estimate of a d.f. at a sample value x i . Then a bandwidth which results in the joint distribution of the leave-one-out estimates being close to uniform over their support can be seen as the bandwidth indirectly maximising the Shannon entropy of PITs.
The properties of the leave-one-out estimates are examined in Section 2, and several estimation procedures for the indirect maximum entropy bandwidth are proposed. Performance of selected estimators is evaluated in a small simulation study reported in Section 3. Section 4 concludes. Proofs and other technical results are given in the appendices and the supplement.
Notation. For a nonzero vector w ∈ R n and a real number t, H w,t denotes the hyperplane H w,t = {x ∈ R n : w, x = t}. For a point x = (x 1 , . . . , x n ) in R n the permutohedron P n (x) is the convex hull of all vectors obtained from x by permutations of the coordinates, P n (x) = conv (x σ(1) , . . . , x σ(n) )|σ ∈ S n , where S n is the symmetric group. P n (n − 1, n − 2, . . . , 0) is called the regular permutohedron. The dimension of P n (x) is at most n − 1, and if not all the coordinates of x are equal, then dim P n (x) = n − 1. Vol n−1 (P n ) denotes the usual (n − 1)-dimensional volume of the projection of P n onto x n = 0.
Main results

Assumptions
Assumption 1 (a) X 1 , . . . , X n are independent, identically distributed random variables from an absolutely continuous distribution F with a bounded density function f ; (b) f possesses a fourth derivative which is continuous and square integrable.
Assumption 3 The bandwidth b > 0 is a non-stochastic sequence such that as n → ∞, b → 0 and bn → ∞.
Assumptions 1(a), 2(a), and 3 are standard in the smoothing literature. The requirement that bn → ∞ in Assumption (3) is needed for consistency of the KDE (2). Assumption 2(a) is the definition of a second order kernel. Kernels of orders higher than two are not considered here because they necessarily take negative values and thus the resultant density estimates are not necessarily non-negative and the d.f. estimates not necessarily non-decreasing. This would both undermine the connection with parametric models and cause some of the subsequent results to break down.
Assumptions 1(b) and 2(b) are used for the asymptotic expansions.
The leave-one-out estimates
Considering the KDFE (1) (and KDE (2)) as a family of models indexed by a parameter b > 0 for a given k, the natural analogue of the probability integral transform is the leave-one-out estimate 1 of F at x i , i = 1, . . . , n, viz.
Equivalently,
is the KDE (2) constructed using all but the i th observation. Under Assumptions 1(a) and 2(a), the components of
Lemma 1 If Assumptions 1(a) and 2(a) hold, then the support of the leave-one-out estimates V (b), b ≥ 0, is the the regular permutohedron scaled by (n − 1) −1 , viz.
Π n is an (n − 1)-dimensional polytope that lies in the central section of a unit hypercube, Π n ⊂ I n ∩ H ιn,n/2 , and its barycentre is c = ι n /2, where ι n is an n-vector of ones. In particular, n i=1 V i = n/2 and the joint distribution of V (b) is singular. E V j = 1/2 and all the higher moments of V j approach the respective moments of the uniform distribution on [0, 1] as n → ∞ and b → 0 at the rate max(b 2 , n −1 ).
. If k is a probability density function symmetric around zero, then K b (0) = K(0) = 1/2. Furthermore, K(x), and hence F (x; h) are non-decreasing in x, and therefore Vj ≥ Vi whenever Xj ≥ Xi.
Lemma 2 If Assumptions 1(a,b), 2(a,b), and 3 hold, then as n → ∞, for r ≥ 2, j = 1, . . . , n,
where for r ≥ 2, ξ 2,r (F ) =
The indirect maximum entropy bandwidth
Following the ideas outlined in the introduction it is natural to seek a bandwidth which maximises the entropy of V (b). By the Maximum Entropy Principle, the (possibly infeasible) MaxEnt bandwidth, b • , would be such that V (b • ) is uniformly distributed over its support, Π n . Since the components of V (b) are identically distributed, the marginal distribution of V i (b), G(v), and the density, g(v), are estimable. The MaxEnt bandwidth can therefore be estimated indirectly by minimising an appropriate distance or discrepancy measure between G (or g) and the marginal d.f. (density) of the components of a random vector distributed uniformly over Π n .
Lemma 3 Suppose an n-vector (u 1 , . . . , u n ) T has a (singular) uniform distribution on a permutohedron Π n , then the marginal distributions of u i , i = 1, . . . , n, are identical with probability density function given by
, moments or other quantities of interest can be computed exactly or approximated as described in Appendix A. Figure 1 shows the exact density l n (u) for n = 2, . . . , 11 (panel A) and the approximated density for n = 100, . . . , 1000000 (panel B) . The values of the first five even central moments of a random variable with density l n (u) for n between 2 and 1, 000, 000 are tabulated in the Supplement.
The indirect maximum entropy (iMaxEnt) bandwidth can be defined as the bandwidth which results in the distribution of V i 's being close to the uniform distribution over Π n , (5). To illustrate the idea, let n = 3 and f and k be the standard normal densities. The top panel of Figure 2 shows 5, 000 random draws of
T with b = 0.5, 1.25, and 2. The corresponding marginal density of V i (b) (histogram) together with l 3 (solid line) is shown in the bottom panel. The distribution of V (b) with b = 1.25 is visually uniform over Π 3 with the marginal being close to l 3 , whereas the left and right panels correspond to bandwidths which are too small and too big, respectively. To operationalise the definition of the iMaxEnt bandwidth the remainder of this section considers three criteria of closeness chosen chiefly for their simplicity including simple calculating forms. Small sample performance is evaluated in a simulation study reported in Section 3.
Minimum Cramér-von Mises estimators
Let F and G be two distribution functions with common support. The weighted Cramér-von Mises (CvM) discrepancy (Smirnov, 1937 ) is defined as
where ψ is a weight function which is typically taken to be non-negative and smooth. Special cases of (6) include the classical CvM criterion, ω 2 , when ψ(t) = 1, t ∈ [0, 1], and the Anderson-Darling (AD) statistic, ω 2 AD , when ψ(t) = t −1 (1 − t) −1 , t ∈ (0, 1) (Anderson and Darling, 1952) . Legend: u on the horizontal axes, density on the vertical axes.
Panel (B): Beta kernel density estimates (Chen, 1999) on an equispaced grid of 1000 points from 5e8/n random uniform draws on Πn and bandwidth 0.001. Estimates are symmetrised, adjusted at the endpoints, and rescaled to integrate to unity. The min-CvM iMaxEnt bandwidth is defined aŝ
where
where α ≥ 0, and 0 ≤ 1/2 is a (small) trimming constant, is attractive as it has a simple calculating form given in Appendix D and includes both ω 2 = ω 2 1;0 and ω 2 AD = ω 2 0;0 as special cases. In practice, L n can be estimated on a grid of points in [0, 1] as described in Appendix A, and evaluation of u i = L n (V i (b)) can be done by interpolation (linear or otherwise). Then ω 2 α; (G n , L n ) can be easily calculated from the order statistics u (1) ≤ · · · ≤ u (n) . An interesting connection exists between the above procedure and the Sarda (1993) cross-validation criterion (Appendix B). In particular, the unweighted version of the cross-validation criterion is numerically equivalent, up to an additive constant, to the CvM discrepancy between G n and the uniform d.f. on [0, 1], R, viz. CV 1 (b) = ω 2 (G n , R) + 1/(6n 2 ). However, while asymptotically the minimiser of ω 2 (G, R) is well defined, the integrated variance of G n , IVar G n , adds an extra term making E CV 1 an increasing function of b. That is to say, the CV 1 criterion cannot work.
The O bn −1 term from IVar G n causing CV 1 to break down is still present in the expansion of E ω 2 (G n , L n ), of course, but it does not dominate asymptotically as in E CV 1 . In particular, if Conjecture 1(b) in Section 2.4 holds, then by the same method as in the proof of Lemma B.1, the leading terms in an expansion of ω 2 (G, L) are a 1 b 4 − a 2 b 2 n −1/2 + a 3 n −1 , where a 1 = µ 2 2 (k)ζ 1 (F )/4, as in Lemma B.1, and a 2 , a 3 are some positive constants depending on γ m 's in Conjecture 1(b). Thus E ω 2 (G n , L n ) generally has a well-defined minimum away from zero, and the minimiser is of order n −1/4 asymptotically. However, in finite samples, there is typically a second (local or global) minimum at b = 0, even for the normal density. In some particularly unfavourable cases, for example for the strongly skewed distribution (#3 in Figure 5 ), only ω 2 α; with α very close to zero appears to perform well provided care is taken to ensure the correct minimum is chosen; see Figure 3 for an illustration. Moment-based estimators provide a simple, appealing alternative alleviating some of the problems with the min-CvM procedure. Let m j,n , j = 2, 3, . . . be the central moments of the distribution l n (u) defined in (5). The r-moment iMaxEnt bandwidth,b M EE , can be defined as the near-solution to the (r − 1) estimating equations
(Since V i 's sum to n/2 for all b, the first moment contains no identifying information.)b in (8) can be estimated using Generalised Empirical Likelihood (GEL) methods (Newey and Smith, 2004) . The simplest moment-based bandwidth sets the sample variance of V i 's equal to m 2,n . For example when f and k are both standard normal densities,
The bandwidth b solving Var V 1 (b) = m 2,n is shown in Figure 4 (iMaxEnt-m 2 ). Bandwidths minimising the exact MISE off (min-MISE KDE) and F (min-MISE KDFE) are shown for comparison. 
Horizontal axis-n, log scale; vertical axis-bandwidth, b, log scale. When the true density is close to normal the 2 nd moment-based iMaxEnt bandwidth can be expected to perform well in the sense of the resultant distribution of V i being close to l n in other metrics as well. This is confirmed by the simulation study ( Figure 6 in Section 3). In general, inclusion of the 3 rd and 4 th moments is advisable to capture skewness and kurtosis, respectively. However, estimators based on much higher moments are likely to become increasingly sensitive to outliers.
Neyman smooth test
A useful alternative to the moment-based estimators can be obtained by inverting the Neyman (1937) smooth test statistic. Let ρ k (v), k = 0, 1, 2, . . . be the orthonormal shifted Legendre polynomials 2 , i.e. orthonormal polynomials with respect to the uniform density on [0, 1]. The Neyman smooth test statistic based on the first r polynomials is defined as
The estimator of the iMaxEnt bandwidth based on the first r ≥ 2 polynomials is defined as a minimiser of (9), viz.
Quite generally,b M EE andb N S with the same r can be expected to be similar as, loosely speaking, b N S can be viewed as a restricted version ofb M EE .b N S is computationally faster and can be more stable with high r since it does not involve computation of the covariance matrix of MEE (8). The choice of r can be based on the same considerations as above; see also discussion in Bera and Ghosh (2002) and references therein.
Properties of the polynomials ρ k (v) can be obtained from those of the 'usual' Legendre polynomials P k (v), orthogonal to the uniform density on the interval [−1, 1], using the relationship
; see e.g. Olver, Lozier, Boisvert and Clark (2010, Ch.18).
Remarks on asymptotic behaviour
To obtain asymptotic expansions for the proposed bandwidth estimator the knowledge of the limiting behaviour of l n (u) in required. While there is no formal proof, intuition and simulation evidence (see Supplement) suggest that the following conjecture is true.
Conjecture 1 As n → ∞ (a) l n (u) approaches the uniform density, l n (u) → 1 for all u ∈ (0, 1), except at the end points where l n (0) = l n (1) = (1 − 1/n) n−2 → e −1 , and (b) the moments of a random variable with density l n (u) approach the moments of the uniform distribution at a rate n −1/2 from below, i.e.
If Assumptions 1(a,b), 2(a,b), and 3 hold, and Conjecture 1(b) is true, then in view of Lemma 2, the bandwidth setting G = L n will be of order n −1/4 as n → ∞. Asymptotically, the iMaxEnt bandwidth will be in-between the KDE and KDFE MISE-minimising bandwidths, which are of order n −1/5 and n −1/3 , respectively. This is true at least for the simple examples such as shown in Figure 4 .
Simulation study
This section investigates performance of selected iMaxEnt bandwidth estimators in small and medium samples via simulation using the first six normal mixture distributions defined in Table 1 of Marron and Wand (1992) as examples ( Figure 5 ). The densities have been scaled to have zero mean and unit variance. Among the advantages of working with normal mixtures is the availability of exact MISE expressions for the class of Gaussian-based kernels given in Marron and Wand (1992) for KDE and Oryshchenko (2016) for KDFE. The values of the exact MISE-minimising bandwidths for KDE and KDFE are shown in Figure 7 ('D' and 'C' bandwidths, respectively) and drawn in Figure 6 as vertical dashed and solid lines, respectively. These provide reference points for the iMaxEnt bandwidth, expected to be in-between the two asymptotically. For each mixture distribution, Figure 6 shows density estimates and boxplots (minimum, 1 st , 2 nd , and 3 rd quartiles, and maximum) of the nine iMaxEnt bandwidth estimators: -The min-CvM estimators with weight function ψ(t) = t α−1 (1 − t) α−1 1 { ≤ t ≤ 1 − } for α = 0, 1/2, and 1/4 (CvM-0 or AD, CvM-1/2, and CvM-1/4, respectively), and = 0.001.
-The MEE estimators based on the 2 nd (CUE-2), 2 nd and 3 rd (CUE-3), and 2 nd , 3 rd , and 4 th moments (CUE-4). These are the continuously updating estimators (CUE), which is a special case of GEL. Performance of other members of the GEL class of estimators, including Empirical Likelihood, was much worse and is therefore not shown.
-The minimum Neyman smooth test estimators based on the first 2, 3, and 4 polynomials (NSm-2, -3, and -4, respectively). Figure 7 shows the l n density (thick solid line) and estimated densities of V i (b) for five selected values of the bandwidth: the KDE and KDFE min-MISE bandwidths ('D' and 'C') and the median values of CvM-0 (AD), NSm-2, and NSm-4 iMaxEnt bandwidths. In both Figure 6 and 7 the kernel is Gaussian, and the sample sizes are (left to right) 10, 100, and 1000. Results are based on 10 and 100 thousand replications, respectively. As expected, all bandwidth estimators produce similar results for the normal density. This is also largely true for the moderately skewed density, although the importance of the third moment is noticeable. Somewhat surprisingly, the estimators produce not too dissimilar results for the outlier density in moderate samples, with the importance of the fourth moment now being pronounced, and the larger right tail in small samples reflecting the presence of outliers.
The situation is strikingly different for the densities with significant departures from normality. As was noted in Section 2.3.1 (Figure 3) , the min-CvM bandwidth for the strongly skewed density is likely to be zero for α much larger than zero, which is indeed the case. The NSm-3, NSm-4, and CUE-4, but not CUE-3, yield similar results, followed by the min-AD bandwidth; all delivering the distribution of V i reasonably close to l n ( Figure 7) . The NSm-2 and CUE-2 behave differently, of course, since they only use the information in the second moment. The difference in behaviour of NSm-3 and CUE-3 is somewhat puzzling. Similar picture emerges for the bimodal density (#6) with the estimators using the first four moments producing the most promising results, followed closely by AD.
None of the moment-based (or Neyman smooth test) bandwidth estimators can be recommended for the kurtotic unimodal density (#4): the NSm-4 and CUE-4 estimators deliver a bandwidth which is too small, whereas the estimates using the 2 nd and 3 rd moments are too big. The min-CvM bandwidths appear to be the best in this case.
In general, the min-CvM bandwidth with α = 0 (min-AD) can be recommended for densities that exhibit significant departures from normality, although it is advisable to examine the profile of the criterion over the relevant range of b to ensure the correct minimum is selected. For regularly shaped densities, the moment-based estimators may be preferred. An estimate of the resultant density or d.f. of V i can be used as a further diagnostic tool to ascertain the adequacy of the chosen bandwidth by either a visual examination or comparison of the distances from l n or L n .
Concluding remarks
This paper proposes a framework for choosing a single bandwidth for kernel estimators of both density and distribution functions motivated by the role of probability integral transforms in classical parametric modelling and their relationship to entropy maximisation. The leave-one-out estimates of a d.f. at sample values, V i 's, are the analogues of PITs in parametric models. If the maximum entropy distribution were achieved, the V i 's would be jointly uniformly distributed over the rescaled regular permutohedron Π n . In general this cannot be achieved in finite sample, but the bandwidth can be chosen so that the distribution of V i 's is close to the MaxEnt distribution. The proposed estimation procedures for the iMaxEnt bandwidth are fully operationalisable for finite n. Several estimators are examined in a simulation study, and the bandwidth minimising the Anderson-Darling version of the Cramér-von Mises discrepancy is found to perform reliably and-in a loose sense-robustly for a variety of distribution shapes. Validity of Conjecture 1 remains an open question that further research could usefully address. If it holds, the resultant iMaxEnt bandwidth will be found to asymptotically occupy the in-between position relative to the KDE and KDFE MISE-minimising bandwidths, reinforcing the use of the iMaxEnt procedure as a unifying framework for kernel estimation of density and distribution functions. However, the absence of the proof is not a hindrance for the practical implementation of the proposed method in finite samples.
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Appendices
A Uniform distribution over a regular permutohedron
A.1 Exact calculation of the marginal density
The expression for the marginal density given in Lemma 3 is exact but requires calculation of volume of certain permutohedra. The latter can be computed exactly using the following result due to Postnikov (2009, Theorem 3.1.) .
Suppose that x1 > · · · > xn, and let λ1, . . . , λn ∈ R be fixed distinct numbers. Then the volume of the permutohedron Pn = Pn(x1, . . . , xn) is equal to and so on.
A.2 Approximation of the marginal density by simulation
As n increases, it quickly becomes impractical to use expression (A.1) as it involves summation over n! permutations. One can then resort to numerical approximation of ln based on random draws from a uniform distribution over Πn which can be obtained using a simple rejection method. Specifically, draw random variates u1, . . . , un−1 from a uniform distribution over a cube I n−1 , set un = n/2 − (u1 + · · · + un−1), and reject if u = (u1, . . . , un) T / ∈ I n . The accepted draws are distributed uniformly over I n ∩ H ιn,n/2 , the central section of I n . The draws are then rejected 3 if u / ∈ Πn by calling a membership oracle.
The following result due to Rado (1952) requires only sorting to verify membership of u in Πn. This can be done
denote the components of x in decreasing order (reverse order statistics). Then for x, y ∈ R n , x is said to be majorized by y (y majorizes x), denoted as x ≺ y (or
To reduce the number of queries to the membership oracle, one can also reject u if u − ιn/2 > n(n+1) 12(n−1)
, which is the circumradius of Πn.
where there is equality with k = n. Furthermore, x ≺ y if and only if x ∈ Pn(y). That is, to verify if u ∈ Πn, one has only to verify if u ∈ H ιn,n/2 is majorized by (1, (n − 2)/(n − 1), (n − 3)/(n − 1), . . . , 1/(n − 1), 0). The overall acceptance rate of the above method is O n −1 . The density ln and the corresponding d.f., moments, or any other functionals of ln can be approximated from the simulated data by the standard techniques. Sarda (1993) proposed choosing the bandwidth for KDFE by minimising the following cross-validation (CV) criterion:
B Sarda (1993) cross-validation criterion
where ψ is a non-negative weight function. CV ψ (b) is designed to approximate the weighted MISE
Summing in (B.1) over i in the order of x (i) (see footnote 1), it can be seen that the CV criterion with ψ(x) ≡ 1 is computationally equivalent (up to an additive constant) to the classical CvM discrepancy between the EDF of V , Gn, and the uniform d.f. on [0, 1] 
Lemma B.1 If Assumptions 1(a,b), 2(a,b), and 3 hold, then as n → ∞ and b → 0,
where Rj(f ) = f (x) j dx, and ζ1(F ) and ζ1(F ) are constants depending on F defined in (C.1).
In view of Lemma 2, one expects the bandwidth obtained by minimising a discrepancy between G and the uniform distribution to be of order n −1/2 , which is indeed the same as the bandwidth minimising the two leading terms in
2 dt is the integrated variance of Gn. This adds an extra term of order b/n, entering E CV1 with a positive sign. This term dominates asymptotically and therefore E CV1 is an increasing function of b, minimized by b = 0. This provides an alternative confirmation of the failure of CV1 first pointed out in Altman and Léger (1995) . In can be shown that the offending term is due to the correlation between 1 {Vi ≤ t} and 1 {Vj ≤ t}, i = j.
C Proofs
Proof of Lemma 1. By Assumption 2(a), K b (0) = 1/2 and K b (−z) = 1 − K b (z). Collecting the n 2 values of κij = K b (Xi − Xj), i, j = 1, . . . , n, j > i, in an n(n − 1)/2-vector κ = κ12, . . . , κ1n, κ23, . . . , κ2n, . . . , κ (n−1)n T , the leave-one-out PITs (4), V = (V1, . . . , Vn) T , can be written as (n − 1)V + 1 = p(κ) = A(2κ − 1) + (n + 1)/2, where A = [a1, . . . , a n(n−1)/2 ] is an n × n(n − 1)/2 matrix with a l = (ei − ej)/2, i = 1, . . . , n − 1, j = i + 1, . . . , n, where ei, . . . , en are the standard basis vectors in R n . Remark now that 2κ − 1 lies in the n(n − 1)/2-cube C n(n−1)/2 = [−1, 1] n(n−1)/2 , and the image of C n(n−1)/2 under the affine projection p(κ) is the permutohedron Pn(1, 2, . . . , n); see Ziegler (1995, Sec.7.3) . Therefore, the support of V is Πn, as required.
Proof of Lemma 2. If Assumptions 1(a,b) and 2(a,b) hold, then by an expansion around x as b → 0, for r = 1, 2, . . .,
where for j = 0, 1, 2, . . ., ψr,j(K) = ∞ −∞ z j rK r−1 (z)k(z)dz; ψr,0 = 1 and ψ1,j = µj(k), which is zero if j is odd by
by parts yields ξ2,r(F ) = r(r−1) 2
Finally, by Hölder's inequality with exponents 1 and ∞,
Proof of Lemma 3. Since Voln−1 (Πn) = n n−2 /(n−1) n−1 , for u ∈ [0, 1], ln(u) = (n−1) n−1 Voln−2 (Πn ∩ He 1 ,u) /n n−2 . Recognising that the sections Πn ∩ He 1 ,u are themselves permutohedra and applying Theorem 1 in Gaiha and Gupta (1977) , we obtain for u ∈ j−1 n−1 , j n−1 , j = 1, . . . , n − 1, Πn ∩ He 1 ,u = (n − 1) −1 Pn−1(n − 1, n − 2, . . . , j + 1, 2j − 1 − (n − 1)u, j − 2, . . . , 0), which gives (5) 
Specifically, c0 = 1, c1 = 0, and for r ≥ 2, cr = √ 2r + 1cr, with
r (v) and using repeated integration by parts to find that for n, m ≥ 2,
as required
D Beta-weighted Cramér-von Mises criteria
Let ω 2 α,β; denote the CvM discrepancy (6) with ψ(t) = t α−1 (1 − t)
, and let B(x; α, β) = x 0 t α−1 (1 − t) β−1 dt and B(α, β) = B(1; α, β) denote the incomplete and complete beta functions, respectively. Let Ui = F (Zi) and u (1) ≤ · · · ≤ u (n) be the respective order statistics with u (0) ≡ 0 and u (n+1) ≡ 1. Then in view of the second equality in (6) and because Gn • F −1 is the EDF of U , unless α = β = 0,
where jmin is the smallest index j = 1, . . . , n such that u (j min ) ≥ , jmax is the greatest index such that u (jmax) ≤ 1 − , u (j min −1) ≡ , u (jmax+1) ≡ 1 − , and
When there is no trimming ( = 0), jmin = 1, jmax = n, and A α,β; = B(α, β + 2). Another special case of interest is the trimmed classical CvM when α = β = 1, viz.
(When = 0 the second term becomes 1/(12n 2 ) and the last two terms are zero). For the case α = β = 0 (Anderson-Darling criterion) and > 0 we have
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S.1 2 nd -10 th even central moments of a random variable with density l n (u) for n = 2, . . . , 1, 000, 000 Tables S.1 .2-S.1.5 list values of the first five even central moments of a random variable with density l n (u) for n between 2 and 1, 000, 000. The values for n = 2, . . . , 11 are exact. For 12 ≤ n ≤ 100, 000, the values are obtained by simulation from 1e5 × n /1e4 random draws from a uniform distribution on Π n and exploiting the fact that all marginals are identical. For n = 177, 828, 316, 228, 562, 341, and 1, 000, 000 the number of random draws is 6000, 4000, 900, and 500, respectively.
The values in the tables are displayed as m 2 × 1e5, m 4 × 1e6, m 6 × 1e6, m 8 × 1e7, and m 10 × 1e8, rounded to a nearest integer. For example, for n = 2, m 2 ≈ 0.08333, m 4 ≈ 0.012500, m 6 ≈ 0.002232, m 8 ≈ 0.0004340, and m 10 ≈ 0.00008878.
Figure S.1.1 plots the moments against n (on a log-scale). In each case the following regression was estimated on subsamples n ≥ 10, n ≥ 100, n ≥ 1, 000, n ≥ 10, 000: log 10 (m 2k − m 2k,0 ) = α + β log 10 (n), k = 1, . . . , 5, (S.1.1) wherem 2k are the tabulated moments of a random variable with density l n (u) and m 2k,0 are the central moments of a uniform random variable on [0, 1]. The estimates are given in Table S .1.1. The constants shown in Figure S .1.1 are determined by restricting β = −1/2 in (S.1.1) and using the subsample n ≥ 10, 000.
Table S.1.1: Regression fit for the marginal even central moments of a random variable distributed uniformly on the permutohedron Π n Estimates of β in (S.1.1) Estimates of 10 α in (S.1.1) 2k n ≥ 10 n ≥ 100 n ≥ 1, 000 n ≥ 10, 000 n ≥ 10 n ≥ 100 n ≥ 1, 000 n ≥ 10, 000 2 -0. These finite sample results motivate the conjecture that as n → ∞, the marginal moments of a random variable distributed uniformly on the permutohedron Π n approach the respective moments of the uniform random variable on [0, 1] from below at a rate n −1/2 . Horizontal axes: sample size, n, log-scale.
Black line-central moments of Ui; dashed grey line-aj,n = mj,0 − cjn −1/2 , where mj,0 are the j th central moments of the uniform distribution, and constants cj are determined numerically. 
S.2 Additional Monte Carlo results
Tables S.2.1-S.2.6 list the 0, 0.025, 0.25, 0.5, 0.75, 0.975, and 1 st quantiles (denoted as min, 2.5 th -p., 1 st Q., median, 3 rd Q., 97.5 th -p., and max, respectively), as well as the sample average and standard deviation of the simulated distribution of selected bandwidth estimators for sample sizes 10, 100, and 1, 000. The estimators are: minimum Neyman Smooth Test (min-Neyman Sm.) estimators using the first k = 2, 3, or 4 polynomials; the moment-based estimators (MEE) based on the first m = 2, 3, and 4 moments; and the minimum weighted Cramér-von Mises estimators with the weight function 
