not affect shape-from-shading processes, which are believed to be largely`color-blind' (Cavanagh and Leclerc 1989) .
However, another possible reason for the observed lack of a contribution of color to face recognition in these studies is that, in situations where strong shape cues are available (as in high-resolution face images), performance may already be at ceiling and the contribution of color may not be evident. The interesting condition to examine would be one wherein shape cues are progressively degraded. If color does play a role in face recognition, its contribution would be more evident under such conditions. Our experiments are designed to test this hypothesis. We focus specifically on degradation by blurring because of its high ecological significance. This degradation mimics the reduction in image information that accompanies increasing viewing distances or common refractive errors in the eye.
Methods

Subjects
A total of thirty-seven subjects participated in the study. The subjects' ages ranged from 18^40 years, with a mean of 22 years. Subjects were recruited from the MIT Brain and Cognitive Sciences Department subject pool. All subjects had normal visual acuity or wore appropriate corrective lenses.
Stimuli
Frontal images of twenty-four celebrity faces (twelve male, twelve female) were selected as the experimental stimuli. The faces were rotoscoped from their respective backgrounds and the distance between the eyes was normalized to be uniform (60 pixels) across the entire set (henceforth referred to as the`high-resolution' set).
The high-resolution images were then subjected to four different levels of Gaussian blur to create images with 1.5, 2, 3, and 4 cycles between the eyes. These four blurred image sets and the original high-resolution image set constituted the stimuli for thè full-color' condition. Gray-scale stimuli were created by removing the hue information from these images. MATLAB software was used for all data analysis and for the Gaussian-blur image transformations.
Procedure
Subjects were seated in front of a computer monitor without restrictions on their head movements. On an average, each face subtended 2 deg of visual angle at a distance of 0.6 m. Subjects were randomly divided into the`color' and`gray-scale' groups. Nineteen subjects were assigned to the color condition, eighteen to the gray-scale condition. The two groups were mutually exclusive and each subject saw only one of the two sets of stimuli (color or gray-scale). The stimuli were presented in order, proceeding from the lowest-resolution images (1.5 cycles between the eyes) to the high-resolution reference images. No restrictions were placed on viewing time. Subjects were asked to identify the faces and to record the celebrity's name on a response sheet. A separate response sheet was provided for each resolution level. Subjects were free to change their answers from one resolution level to another. Figure 1 summarizes our results. The graph shows how subjects' face-identification performance for color and gray-scale images changes as a function of available image resolution. Like Kemp et al (1996) , we found that recognition performance with gray-scale images was not significantly different from that with color images at high resolutions. However, performance for the two groups diverged as image resolution was progressively decreased. At low resolutions, performance with color images was significantly better than that with gray-scale images. Pairwise t-tests revealed that the two conditions were significantly different when the facial image resolution was 1.5 cycles between the eyes ( p 0X0053) or 2 cycles between the eyes ( p 5 0X001). These results support the hypothesis that color cues do enhance face-recognition performance and their contribution becomes very evident when shape information is degraded.
Results
This evidence of the contribution of color to face recognition brings up an interesting question regarding the specific role it plays. One possibility is that color provides diagnostic information. The expression`diagnostic information' refers to color cues that are specific to an individual, for instance the particular hue of hair or skin that may allow us to identify the individual. On the other hand, color might facilitate lowlevel image analysis, and thus indirectly aid face recognition. An example of such a low-level task is image segmentationödetermining where one region ends and the other starts. As many years of work in computer vision has shown (Haralick and Shapiro 1985; Felzenszwalb and Huttenlocher 1998) , this task is notoriously difficult and becomes even more intractable as images are degraded. Color may facilitate this Kemp et al (1996) , we found no significant difference in performance between the color and gray-scale conditions at high resolutions. However, as shape cues were degraded by reducing image resolution, performance with color images significantly exceeded that with gray-scale ones. Since subjects were not pre-cued about which celebrities they were going to be tested on, chance-level performance is close to zero. task by supplementing the luminance-based cues and thereby lead to a better parsing of a degraded face image in terms of its constituent regions. An interesting open question, therefore, is: which of these two possibilities (providing diagnostic information for identification versus facilitating low-level analysis) is the primary way in which color contributes to face recognition?
To address this question, we conducted an additional experiment with variants of the face stimuli described earlier. We created`pseudo-color' versions of these faces wherein they were assigned unnatural colors. Such stimuli dispense with the diagnostic aspects of color cues but preserve the low-level cues that may aid in tasks like segmentation. To create the stimuli for the pseudo-color condition, each high-resolution full-color face was subjected to a hue transformation involving a partial rotation around the color wheel. Figure 2 shows a sample face in gray-scale, full-color, and pseudo-color conditions. The luminance channel of the resulting pseudo-color image was maintained to be identical to the luminance channel of the original full-color image. Luminance was therefore controlled across all three (full-color, gray-scale, and pseudo-color) experimental conditions. Finally, the high-resolution pseudo-color images were prepared at the same four levels of Gaussian blur that were used with the full-color and gray-scale stimuli.
Our subjects comprised ten individuals who had not participated in any of the earlier experiments. The instructions to these subjects and their task was the same as for the earlier ones. We reasoned that, if color cues were used to provide diagnostic information, then performance with pseudo-color stimuli would be quite poor, similar to the gray-scale condition (or possibly worse, owing to interference from unnatural color cues). If, however, color primarily assists in low-level tasks such as segmentation, then we would expect performance with pseudo-color images to be on par with performance with full-color images.
Our results, shown in figure 3, support the latter possibility. Pairwise t-tests indicated that the full-color and pseudo-color data were not significantly different for any of the blur conditions ( p 4 0X39 on all tests). A t-test comparison of the gray-scale and pseudo-color conditions exhibited the same pattern as that seen in the gray-scale At all resolutions tested, performance with pseudo-color images was statistically the same as with full-color images and was significantly better than with gray-scale images at low resolutions. This pattern of results suggests that color cues may facilitate low-level image analysis rather than providing precise hue-related diagnostic cues to identity.
to full-color comparison; performance differences were significant when the image resolution was 1.5 cycles between the eyes ( p 5 0X002) or 2 cycles between the eyes ( p 5 0X001). In summary, performance with pseudo-color images is statistically the same as that with full-color images, and significantly better than with gray-scale images at low resolutions.
A two-factor ANOVA on the combined data from all three experimental conditions showed highly significant main effects of blur level (F 4 220 346X9, p 5 0X001) and color condition (F 2 220 17X03, p 5 0X001), as well as a significant blur-level color-condition interaction (F 8 220 2X517, p 0X0123).
Discussion
The luminance structure of face images is undoubtedly of great significance for recognition. Past research has suggested that the use of these cues may adequately account for face-identification performance with little remaining need to posit a role of color information. However, our experimental results suggest that color does in fact play an important role in face recognition and that its contribution becomes evident under conditions that degrade available shape information. Furthermore, our results with pseudo-color images indicate that color cues may contribute to recognition primarily by facilitating low-level image analysis tasks, such as segmentation, rather than by providing specific diagnostic information. Figure 4 illustrates this idea. The images show the luminance and color components of sample face inputs. They suggest that color distributions can supplement luminance information to allow for a better estimation of the boundaries, shapes, and sizes of facial attributes such as eyes and hairlines (see figure caption for details). A note about how the hue maps were generated. The images were represented in CIE Lab format, which dissociates the luminance and color signals. The Lab color model is a refinement of the Commission Internationale d'Eclairage (CIE) model originally proposed in 1931. The Lab image format consists of three channels. The first channel is luminance (L ) while the other two channels, a and b, represent color ranges. The a channel contains colors ranging from green to red, and the b channel contains colors ranging from blue to yellow. The hue maps shown in figure 4 were derived by discarding the luminance channel.
It is worth emphasizing that the segmentation task referred to here is not segmentation of the face from the background, since the background was uniform white for all faces, but rather segmentation of features within a face (such as where the forehead ends and the hairline begins). Also, it is difficult to explain the pseudo-color results by invoking the idea of color constancy rather than facilitation of a low-level operation like segmentation. Not only is constancy imperfect for isolated objects [such as our face stimuli which sit on featureless white backgrounds (Brainard and Wandell 1992) ], but the hue transformation used cannot be characterized as an overall illuminant change.
Given the kind of stimuli we have used in our experiments, a natural question to ask is whether an alternative way to examine the use of color for face recognition is to remove the luminance variations in the image. While this is an interesting image manipulation, it takes us in a direction that is a little different from what we want to stress in the paper. The point the paper makes is not that color information on its own is sufficient for recognition, but rather that the presence of color extends performance beyond the luminance-only condition, possibly by facilitating tasks like segmentation and edge localization. It is not our intention to suggest that the two sources of information öluminance on the one hand and color on the otheröare used in fundamentally different ways: luminance for shape and color for segmentation. The emphasis we place on the role of color in segmentation and edge localization is because color information, on its own (as embodied in hue maps of faces), is , , , largely devoid of shading information and thus not very useful for assessing 3-D structure information. However, given that many facial landmarks, such as eyes, mouth, and hairline, are often defined both by luminance as well as hue changes, color information can aid in the recovery of 2-D shape information. This is indeed what we mean when we talk about color providing segmentation information: segmentation implies not only a separation into regions, but also a determination of where the region boundaries are and the shapes of the regions. This idea also gains support from the work of Mullen and colleagues on the contribution of color cues to form perception (Mullen and Kingdom 1991; Mullen 1996, 1997) . A possible explanation why the contribution of color becomes more evident with blur may lie in the different contrast-sensitivity functions for luminance and color contrast (Webster et al 1990; Losada and Mullen 1995) . Given the lower acuity for color, blurring has a greater perceptual effect on luminance rather than color. The latter may, therefore, provide a more stable input under different blur manipulations.
Given the manipulations we have used in our experiments, a question we need to address is whether studying recognition with such highly degraded images is too contrived a setting to be worthwhile. There are two ways to address this concern. First, several studies such as those by Harmon (1973) , Harmon and Julesz (1973) , and Costen et al (1994) have demonstrated the high level of performance obtainable even with very low spatial frequencies. Thus, such stimuli are very likely to be tapping into important face-recognition mechanisms. Second, understanding how we are able to interpret and recognize such impoverished images may be of great ecological significance, since it touches upon recognition under sub-optimal viewing conditions so common in the real world. We often have to recognize people even when their images are degraded through refractive errors in our eyes, haze, or sensor noise in electronic cameras. Studying such stimuli is, therefore, inherently interesting and important. The results also touch upon the issue of recognition at a distance. However, in this context, it is important to note that while the increasing amount of blur used in our study does capture the loss of information associated with increasing viewing distance, the two manipulations are not entirely equivalent. Specifically, a distant face has lower resolution, but does not look blurry. An interesting question for further investigation is whether color facilitates recognition at large distances in the same way that it does for the highly degraded images we used here.
The results of our experiments open up an interesting debate from the perspective of visual neurophysiology. It is generally believed that the parvocellular channel is the dominant stream responsible for the processing of color information (De Yoe and Van Essen 1988; Livingstone and Hubel 1988) . However, this channel is also thought to be specialized for high spatial frequencies. And yet, the experimental data reported above suggest that low spatial frequencies show greater benefit with the addition of color in terms of face-recognition performance. How might one account for this seeming puzzle? There are at least two possibilities. First, even though the parvo and magno streams are relatively segregated in the early stages of the visual system, there is little evidence to suggest that this segregation is strictly maintained in later stages as well. There is now significant evidence of crosstalk between the dorsal and ventral streams (the later, and approximate, continuations of the magno and parvo streams). Thus, color information can conceivably contribute to processing in both these pathways. Second, and more importantly, luminance and color information may encode spatial structure somewhat redundantly. The analysis of color information, therefore, may facilitate recognition even when the luminance information is highly degraded. In other words, it is not the low-spatial-frequency channels themselves that are benefiting from the inclusion of color, but recognition at low spatial frequencies.
Our results do not rule out a diagnostic contribution when the color attributes for an individual are distinctive, as Lee and Perrett (1997) found. However, in general, since faces have similar spectral properties and since the observed colors can change significantly under different illumination conditions, it makes sense for the visual system not to rely on color as a diagnostic cue, but rather for tasks such as segmentation where differences instead of absolute values are sufficient. Indeed, an alternative way of accounting for the small increase in recognizability that Lee and Perrett observed with`color caricatures' is that exaggeration of the hue signal also strengthens color-based low-level cues.
It is to be noted that, although precise estimates of hue do not appear critical for face identification, they may be important for some other face-perception tasks. Fine differences between hues may, for instance, allow an observer to assess an individual's emotional state (`flushed with anger' or`pale with fear') and also to judge the individuals' state of health. Recently, Tarr and colleagues have suggested that facial color cues may be involved in the task of gender classification (Tarr et al 2001) . Availability of hue information can also benefit the task of face detection (searching for a face in a large scene) by reducing the problem from a complex pattern-matching one to a simpler color-search task. Several computational systems do, in fact, make use of this intuition (Sun et al 1998; Terrillon et al 1998; Kumar and Poggio 2000) .
To the extent that our results suggest that color does not provide diagnostic information for face recognition, they are consistent with earlier reports (Kemp et al 1996) . However, they go beyond those findings by suggesting that color cues are not entirely disregarded by the face-recognition processes. Rather, they contribute significantly under degraded conditions by facilitating low-level facial image analysis.
Can we extrapolate from the results reported here and make hypotheses about the role of color in object recognition in general? It is likely that for object-discrimination tasks where color is a diagnostic cue, say when distinguishing between different varieties of flowers, color may play a role beyond just assisting with low-level image analysis. The results may generalize to the recognition of other object classes that are, like faces, relatively similar in their chromatic structure. However, in order to be scientifically conservative, we believe that the results most directly apply to the domain of faces.
