We discuss the non-equilibrium time evolution of the phase field in the sine-Gordon model using two very different approaches: the truncated Wigner approximation and the truncated conformal space approach. We demonstrate that the two approaches agree for a period covering the first few oscillations, thereby giving a solid theoretical prediction in the framework of sineGordon model, which is thought to describe the dynamics of two bosonic condensates in quasione-dimensional traps coupled via a Josephson tunneling term. We conclude, however, that the recently observed phase-locking behavior cannot be explained in terms of homogeneous sineGordon dynamics, which hints at the role of other degrees of freedom or inhomogeneity in the experimental system.
Introduction
In recent years, understanding the out-of-equilibrium phenomena of isolated quantum many-body systems has become a major challenge. The recent experimental realization of such systems spurred considerable interest and progress in the experimental and theoretical study of non-equilibrium behavior. In particular, the use of cold atomic gases led to controlled realizations of isolated quantum systems, and allowed the observation of a number of astonishing non-equilibrium phenomena [1, 2, 3, 4, 5, 6, 7, 8, 9] . These include the lack of thermalization in quantum integrable systems [1, 2, 3, 10] or the experimental confirmation [4] of the generalized Gibbs ensemble (GGE) [11] as the valid description of non-equilibrium steady states.
A particularly interesting experimental setup is provided by a bosonic Josephson junction, consisting of two coupled superfluids in parallel elongated traps [12, 13] . When the dynamics of the condensates is dominated by continuum 1D physics, the relative phase of the condensates can be described by the sine-Gordon model [14] . In thermal equilibrium and under suitable conditions, this fact was demonstrated experimentally in Ref. [15] by comparing the measured correlations to the prediction of classical thermal sine-Gordon model [16] . On the other hand, the out-of-equilibrium behavior of the system of the coupled condensates was found to display intriguing behavior such as a rapid phase-locking [17] , so far unexplained from the dynamics of the sine-Gordon field theory.
In this work, we analyze this rephasing phenomenon within the theoretical framework of the homogeneous sine-Gordon model through a combination of two powerful though approximate methods: the Truncated Wigner Approximation (TWA) and the Truncated Conformal Space Approach (TCSA). We compare these two approaches in the strongly interacting regime, where we find an excellent agreement between them. However, our TWA results in the weakly interacting regime, relevant for the experiments, clearly disagree with experimental observations, thereby leading us to the conclusion that the homogeneous sine-Gordon model is insufficient to account for the experimental observations.
The sine-Gordon model has attracted interest since long [18, 19, 20] , and is considered to be a paradigmatic example of an integrable quantum field theory [21, 22, 23] . Due to integrability, many quantities can be computed exactly, such as the scattering amplitudes [23] , exact expectation values [24] , and form factors [25] . Integrability allows the application of powerful methods to compute the long-distance expansion of zero-temperature two-point correlators [26] , although only very limited results are available on quantum correlation functions under more general conditions, and they are mostly confined to one-point functions in thermal equilibrium [27, 28] .
Therefore numerical and approximate methods are of great value and must also be invoked to understand these non-equilibrium systems. One possibility is to resort to a semiclassical description, which allows the construction of one-and two-point functions using a quasi-particle picture [29, 30] . Semiclassical methods can, however, only partially account for the quantum dynamics.
Here we apply an alternative approach, the so-called truncated Wigner approximation (TWA) [31, 32, 33] , giving a slightly different quasi-classical approximation of the phase dynamics. Unfortunately, it is very hard to control the accuracy of TWA. TWA has so far only been validated by perturbation theory (that captures only the first peak in the evolution) and by a scaling law that simply follows from conformal field theory considerations. TWA predicts an interesting oscillation with slowly decaying amplitude at longer times [31] . However, as shown here, quantum corrections become dominant in this long time regime, and the TWA approximation becomes uncontrolled.
To validate the truncated Wigner approach at these longer times, we resort to the truncated conformal space approach (TCSA). This approach was originally introduced by Yurov and Zamolodchikov to describe the finite volume spectrum of two-dimensional QFTs [34] , and it can be also used to describe non-equilibrium time evolution in quantum field theories [35] , initial state overlaps [36] and multi-point correlation functions in and out of equilibrium [37] .
Here we use the TCSA and the TWA approaches to examine phase locking during the first few oscillations with two initial conditions. The first corresponds to preparing two identical condensates independently in their ground state, and switching on tunneling at time zero. The other initial condition differs by preparing the two condensates with a well-defined difference of the atom numbers in the respective trap. For technical reasons, here we focus on homogeneous 1D systems with periodic boundary condition and neglect density inhomogeneities. Both initial conditions yield weakly damped oscillations even in the strongly interacting regime. The excellent agreement between TCSA and TWA provides a strong validation of the results presented here.
Before considering the sine-Gordon model in its full glory, we can gain a rough understanding of the dynamics by considering a single mode model of the condensates, corresponding to the quantum pendulum H pendulum = U n 2 0 − JN cos ϕ 0 ,
where the canonical conjugate variables ϕ 0 and n 0 satisfy [ϕ 0 , n 0 ] = i. Hamiltonian (1) describes the time evolution of the relative phase ϕ 0 and particle number difference n 0 . Here U characterizes the interaction between the atoms in the same condensate, J denotes the tunnel coupling between the potential wells, N is the total number of atoms, and Eq. (1) (1), plotted in terms of phase ϕ 0 and rescaled particle number difference z 0 = 2 n 0 /N . The separatrix (black) separates the self-trapped regime with trajectories constrained to z 0 > 0 or z 0 < 0 half-plane (orange), from the trajectories visiting both half-planes (blue). The initial states considered in Sec. 5, corresponding to a well-defined particle number difference and a random phase, can be visualised as horizontal lines (green, dashed).
In the self-trapped regime, the small frequency shift between the trajectories cut by this line (brown) amounts to beating phenomena.
particle number difference n 0 N . Although for the quasi one dimensional condensates considered in this paper, fluctuationsincorporated in the sine-Gordon model -play an essential role, and the single mode approximation Eq. (1) breaks down, the dynamics of the pendulum model (1), nevertheless, still offers a qualitative understanding of the time evolution under the sine-Gordon Hamiltonian. We display the classical trajectories of the pendulum (1) in Fig. 1 , determined by energy conservation
with z 0 = 2 n 0 /N . For large enough E, the trajectories are confined to a self-trapped domain, constrained to the half-plane z 0 > 0 or z 0 < 0, since the high interaction energy prevents leveling off the number of particles in the two potential wells. This region is separated from the low energy trajectories, visiting both half planes, by a separatrix. Both initial states considered in this work correspond to a well defined particle number difference n 0 , and to a uniformly distributed random phase ϕ 0 ; they are visualized as dashed horizontal lines in Fig. 1 . The non-equilibrium dynamics can be qualitatively understood in terms of the classical trajectories intersected by these horizontal lines. To test TWA and TCSA in both phases, first we consider two identical condensates in Sec. 5.1, corresponding to n 0 = 0, where the dynamics is determined by the classical trajectories lying in the non-trapped phase. Then in Sec. 5.2 we choose a large particle number imbalance n 0 , such that all relevant trajectories are self-trapped. Unfortunately, as we discuss below, for technical reasons we cannot compare the TCSA and TWA methods for initial states intersecting the separatrix. Nevertheless, for initial states far enough from the boundary of self-trapping, we find an excellent agreement between TWA and TCSA methods in both phases. Moreover, in the self-trapped phase all intersected trajectories lie in a narrow frequency window. As we discuss in Sec. 5.2, the non-equilibrium expectation values considered here oscillate with the typical frequency of these classical trajectories, while the small frequency shift between the relevant trajectories gives rise to beating effects.
The outline of the paper is as follows. Sec. 2 reviews the necessary ingredients of the sine-Gordon description of the coupled quasi-1D condensates. In Sec. 3 we provide the detailed connections between the lattice regularized description used in the TWA and the perturbed conformal field theory framework of the TCSA, which allows for their detailed numerical comparison. Sec. 4 outlines the description of both the TWA and TCSA methods themselves, while the results for the two initial conditions are presented in Secs. 5.1 and 5.2, respectively. Finally, our conclusions are presented in Sec. 6. Certain technicalities are relegated to appendices: App. A provides more details on the mapping of the coupled condensates to a sine-Gordon model, App. B contains the technical details on normal ordering needed to compare observables between TWA and TCSA, App. C describes the extrapolation procedure used in TCSA to eliminate the leading truncation effects, while App. D reviews the derivation of the TWA and its leading quantum correction.
Sine-Gordon description of ultracold one-dimensional bosons
The physics of two Josephson-coupled one-dimensional interacting quasi-condensates can be described to a very good approximation by the sine-Gordon model. For a precise mapping, one usually considers two quasi one-dimensional gases, described by the Hamiltonians [38, 39] 
coupled by the Josephson tunneling term,
Here ψ 1 (x), ψ 2 (x) denote the bosonic fields of the two quasi-condensates, V (x) is the longitudinal trap potential, J the tunneling amplitude, and g stands for the effective one-dimensional interaction [40] . In the rest of this paper, we shall neglect the trapping potential and focus on homogeneous condensates. Furthermore, since boundary conditions do not influence the dynamics discussed in an essential way, we shall impose periodic boundary conditions for the sake of simplicity. The value of the coupling g depends sensitively on the shape of the transverse trapping potential, and can be approximated as [41] g ≈ 2 2 a s ml 2
with l ⊥ = /(mω ⊥ ) the transverse oscillator length associated with the frequency ω ⊥ of the radial confining potential, and a s the three-dimensional s-wave scattering length of the atoms. For weak interactions, a s l ⊥ , one simply obtains g ≈ 2 ω ⊥ a s . To describe this interacting system, one often refers to "bosonisation" [42] , and represents the trapped bosons in terms of their phase ϕ j and density ρ j as
with the density fluctuations δρ j (x) and the phase ϕ j (x) playing the role of conjugate variables. Substituting (6) into Eq. (3), one obtains a hydrodynamical description of the condensates. To leading order in the density and phase fluctuations, the relative phase ϕ r = ϕ 2 − ϕ 1 decouples from the total phase, ϕ 1 +ϕ 2 and the dynamics of the former is described by the sine-Gordon Hamiltonian,
with Π r the relative canonical momentum, c the sound velocity and K the so-called Luttinger parameter. For the homogeneous gas considered here the average density ρ 0 is related to the total number of atoms N confined the length L of the system as ρ 0 = N/2L. We note that K is a rather non-trivial function of the dimensionless interaction, γ = mg/( 2 ρ 0 ) (see Appendix A); for weakly interacting bosons K 1, while very strong atom-atom interactions yield K ≈ 1/2 . The usual, field theoretical form of the sine-Gordon model can be obtained by setting = c = 1 and rescaling the relative field and momentum as 
with the interaction parameter β related to the Luttinger parameter K as
and with µ = 2πJρ 0 /K.
Lattice regularized and perturbed conformal Hamiltonians for the sine-Gordon model
In order to make the sine-Gordon theory described by the Hamiltonian (8) well-defined, it is necessary to introduce some regularization scheme. In this section, we discuss two prescriptions that are directly related to the TWA and TCSA methods. Sec. 3.1 is devoted to reviewing the lattice regularization of the model, while in Sec. 3.2 the theory is formulated as the relevant perturbation of a massless bosonic conformal field theory. The parameters entering the two different formulations are matched later in Sec. 4, after a description of the TWA and TCSA approaches.
Lattice regularization
The first regularization uses a spatial discretization by a lattice with spacing a. To keep a direct connection with the cold atomic system we use parameters and variables corresponding to Eq. (7). Denoting ϕ = ϕ r , the lattice regularization of H r in (7) can be written as
where
The number of sites is given by N s = L/a and periodic boundary conditions are assumed. This scheme is natural in view of the original microscopic Hamiltonian (4), as the bosonisation formula (6) is written in terms of a coarse grained density and phase, resulting in an effective long wave length description valid above a short-distance cut-off, the so-called healing length (see Appendix A). In the non-interacting case J = 0 the spectrum of the lattice Hamiltonian (10) can be expressed as
reducing to the linear spectrum ε k = ck of a Luttinger liquid for small wave numbers k 1/a. Notice that the cosine term in (10) is not normal ordered. To treat it semiclassically, normal ordering with respect to the bosonic vacuum is necessary. As shown in App. B, this amounts to an additional prefactor
with
The lattice regularization of the Hamiltonian (7) finally takes the form
Perturbed conformal field theory formulation
A paradigmatic approach to a massive quantum field theory is to regard it as a perturbation of an ultra-violet (UV) conformal field theory (CFT) [45] with appropriate relevant operators. In this terminology, perturbation does not mean that the coupling is considered to be weak. Rather, it is understood as a deformation of the conformal field theory. Indeed, in models with one space dimension, there exist powerful non-perturbative methods which allow for the treatment of these models at strong coupling as well. In this subsection we use the usual convention of conformal field theory, and work in units = 1 and c = 1.
For the sine-Gordon model the corresponding description treats (8) as a compactified massless bosonic conformal field theory, perturbed by the relevant operator´dx : cos βφ :, where compactification of the bosonic field φ means that it takes values on a circle with the identification φ ≡ φ+m 2π β , and space-time has a cylindrical geometry due to periodic boundary conditions (PBC) x ≡ x + L. Then the perturbed conformal Hamiltonian H P CF T reads
where the exponential fields
are called vertex operators, and the semicolon denotes normal ordering with respect to the massless scalar field modes. The upper index "cyl" of the normal ordering indicates that these vertex operators have a canonical CFT normalization specified below in (19) , and acquire an anomalous dimension. As a result, the coupling λ in the Hamiltonian (16) has a nontrivial dimension related to the scaling exponent ∆ (14) . Integrability allows to determine its exact relation to the mass gap [46] :
where m 1 is the mass of the first breather in the spectrum sine-Gordon QFT, which is the lightest neutral excitation in the attractive regime 1 i.e. for β 2 < 4π. Relation (18) allows one to express all physical quantities in units of appropriate powers of the first breather mass m 1 . Following the usual CFT procedure, the theory is continued analytically to imaginary time τ = −it, and we introduce complex coordinates w = τ − ix,w = τ + ix on the resulting Euclidean space-time cylinder. The normalization of the vertex operators is then specified by the following short distance behavior of their two-point functions:
This shows explicitly that the vertex operators V cyl n have dimensions of (length) −2n 2 ∆ , which in units = 1 = c is the same as (energy)
As a next step, the conformal transformation z = exp 2π L w maps the cylinder to the complex plane parametrized by the dimensionless complex coordinates z andz. Under this transformation, the vertex operators V ±1 transform as conformal primary fields of left/right weights (∆, ∆) [45] :
where unlike the vertex operators V cyl defined on the cylinder, vertex operators V pl defined on the plane are dimensionless. Hence (20) allows to express (16) 
i.e. in terms of a dimensionless cosine operator (V pl +1 + V pl −1 )/2, which can be straightforwardly matched to the corresponding operator : cos ϕ i : in the lattice regularized approach. Note that any two definitions of the exponential operator are related by some multiplicative renormalisation using the Baker-Campbell-Hausdorff formula (77). Operators (V pl +1 + V pl −1 )/2 and : cos ϕ i : have identical normalization since they both have expectation value 1 in the vacuum state of the massless free boson defined by setting λ = 0 in the PCFT and J = 0 on the lattice. A similar result is true for the relation between the sine operators. 1 In the repulsive regime 4π ≤ β 2 ≤ 8π the lightest excitations are topologically charged solitons, whose mass is similarly related to λ; the point β 2 = 8π corresponds to a Kosterlitz-Thouless transition above which the cosine perturbation becomes irrelevant and the spectrum is gapless.
2 The ϑ integral runs over the unit circle as z = e iϑ , corresponding to τ = 0 on the cylinder.
The first part of the Hamiltonian (21) involves the generators L 0 andL 0 of the Virasoro algebra and is just the free massless boson Hamiltonian in finite volume, which can be rewritten in terms of the usual bosonic operators as
where φ 0 and π 0 are the zero mode of the canonical field and its conjugate momentum. The operators a k andā k correspond to right and left oscillator modes creating/annihilating particles with momentum p = ±2π|k|/L. The Hilbert space H is composed of Fock modules F n , built upon Fock vacua |n = V n (z = 0)|0 using the oscillator modes, and its basis is given as
which are eigenstates of H CFT with energy
The ground state of the conformal field theory is the Fock vacuum with n = 0, i.e. |0 . Note that the PCFT Hamiltonian is obtained by setting (Euclidean) time to τ = 0.
In the subsequent calculations we use this Hamiltonian for time evolution, which means that we use a Schrödinger picture in which operators are time-independent and states evolve under the full Hamiltonian in contrast with the usual conformal field theory picture, where the operators are evolved by the conformal Hamiltonian (22) . The two pictures are physically equivalent via a similarity transformation by the operator e −τ H CFT .
Finally, it is useful to measure all quantities in units of the first breather mass m 1 , and define a dimensionless volume variable as
This normalization implies that distance is measured in units of the Compton wave length corresponding to the first breather:
4 How TWA and TCSA work
This section treats the methods used to simulate the time evolution: first the truncated Wigner approximation in Sec. 4.1, then the truncated conformal space approach Sec. 4.2, and then describes the parameter matching between the two approaches in Sec. 4.3.
Truncated Wigner approximation
The truncated Wigner approximation (TWA) is a powerful semiclassical method. It is constructed through a systematic expansion of the Keldysh path integral [32, 33] and is well suited for calculating out-of-equilibrium expectation values and correlations. In this section we present the TWA formulas for the lattice Hamiltonian (10), while for the sake of completeness we review the detailed derivation of the method in App. D following Refs. [32, 33] . Our main purpose here is the calculation of the out-of-equilibrium expectation value Ô (t) of an arbitrary operatorÔ, for an initial state given by the density matrixρ 0 , and a time evolution governed by the Hamiltonian (10). First we introduce the notations |ϕ j and |n j for the eigenstates of the operatorsφ j andn j , respectively. These eigenstates satisfy the completeness relations
at any site j, while their overlap is given by
Relying on the observation that the phase never winds by the full period 2π in our simulations, in the following we neglect the 2π periodicity of the phase, which would ensure that the particle number operator takes integer values. In this approximation both ϕ and n become continuous variables, and the completeness relation (28) is replaced by
Below we will use a more compact vector notation
for the full set of eigenvalues, with analogous notation for the eigenvalues of the particle number operatorsn j . In the TWA we express the expectation value Ô (t) in terms of the Wigner function of the initial state,
withρ 0 denoting the density matrix at t = 0, and in terms of the Wigner transform of the operator O,
The resulting TWA expression can be written in a compact form as
where the components of the trajectories ϕ(t ) and n(t ) are determined by the following classical equations of motion,
solved for initial conditions {ϕ 0 , n 0 } (see App. D.1 for more details). Using the TWA result (34), the time evolution of observables can be evaluated by the following procedure. We generate random initial conditions {ϕ 0 , n 0 }, drawn from the distribution given by the initial Wigner function W (ϕ 0 , n 0 ), and we obtain the classical trajectories from (35) . Substituting the fields ϕ(t) and n(t) into the Wigner transform O W gives a single realization of the observable. The TWA expectation value (34) of the observable at time t is then evaluated as the average of O W (ϕ(t), n(t)) over realizations corresponding to a large number of different initial conditions.
As already mentioned at the beginning of this section, the TWA arises as the leading order contribution of a systematic expansion of the Keldysh path integral in terms of quantum fields (see App. D.1). In the App. D.2 we also examine the next term of this expansion, and compare the resulting quantum correction to the TWA result, Eq. (34).
Truncated conformal space approach
The truncated conformal space approach (TCSA) is an efficient numerical method to study perturbed conformal field theories, originally introduced in [34] . The main idea is to consider the theory of interest in a finite volume L resulting in a discrete spectrum of the unperturbed CFT, which can be truncated to a finite subspace by introducing an upper energy cut-off parameter e cut . For many perturbations of CFTs it is possible to calculate exact matrix elements of the perturbing field and various operators in the truncated Hilbert space. Therefore, computing the spectrum of the perturbed theory and other physical quantities reduces to manipulations with finite dimensional matrices.
For the sine-Gordon TCSA [47] the starting point is the Hamiltonian (21) of a compactified free massless boson in finite volume L, perturbed by a relevant cosine operator with the Hilbert space in finite volume spanned by the basis (24) . Using the simplest truncation scheme described above, the truncated space is given by
which is the scheme commonly employed in the literature. To keep our notations compact, we return to the conformal field theoretical convention = 1 and c = 1 in this section. In our investigations of the time evolution it is more convenient to use a different truncation scheme with two parameters. The number of Fock modules is fixed by requiring |n| ≤ n cut , but within each module we also apply a module independent energy cut-off e cut . This prescription leads to the following truncated Hilbert space:
The effect of the in-module energy cut-off e cut can partially be eliminated using ideas inspired by the renormalisation group as discussed in App. C in more detail. There are no analogous methods to compensate the effect of the other truncation parameter n cut , so we chose an alternative approach.
For the time evolution of a state, one can choose a suitable fixed value of n cut by requiring that the norm of the component of the time evolved state falls inside the extremal Fock modules remain small for the time period considered in the simulation. This condition can be easily checked during the numerical time evolution. Although the calculation of expectation values of operators with respect to a time evolved state requires some additional care, choosing n cut using the above self-consistent monitoring yields a controllable approximation. Matrix elements of the vertex operators V m can easily be computed in the conformal basis using the mode expansion of the canonical field φ on the cylinder:
It is straightforward to show that the matrix elements of the vertex operators
are independent on the Fock module index of the states apart from a selection rule δ n ,n+m . Therefore, using the Fock decomposition of the free boson Hilbert space
the Hamiltonian of sine-Gordon model has a simple modular structure which can be represented as a tri-diagonal block matrix, where the entries correspond to operators acting either within each block (the conformal part H 0 ) or between neighboring Fock modules (the blocks V ±1 from the vertex operators V ±1 ):
This matrix is finite dimensional when restricted to the space (37), and its numerical diagonalisation yields an approximation of the energy levels and corresponding eigenstates of the model. It was demonstrated in [35] that TCSA is also an efficient tool to compute the time evolution by directly constructing the action of the truncated evolution operator e −itH TCSA ; in the present work this was achieved by using pre-programmed algorithms to compute the action of a matrix exponential on a vector.
An important limitation of both the TCSA and the TWA is an upper limit on the evolution time due to the finite volume used in the calculation. Namely, for a calculation in a volume L = l/m 1 the time evolution only follows the infinite size system for as long as the excitations do not have time to get around the volume to affect the observable considered. For the one-point observables considered in this work this limit is m 1 t ≤ l (in units with c = = 1). For times longer than this upper limit one can see the effects of the periodic boundary condition. This sets the upper time limit for simulation results presented in the next Section.
On the other hand, for TCSA another important limitation arises preventing the reach of the weak coupling regime of the sine-Gordon theory, which manifests in the need for a large number of relevant Fock modules, resulting in a large Hilbert space. The difficulties of TCSA in the regime of weak interactions may seem counter-intuitive at first since the weaker the interaction, the smaller the fluctuations in the ground state of the uncoupled system. However, Eq. (43) implies that for weaker interactions, a larger initial number of particles is required to compensate the smaller value of J to keep the value of the dimensionless volume l = L/ 1 fixed, while fluctuations of the particle number asymmetry only decrease in proportion to the total particle number, but not in absolute magnitude. Of course l can also be decreased to reduce the fluctuations; however, smaller volume not only decreases the upper time limit accessible by the TCSA evolution, but for values l 10 (i.e. L 10 1 with the Compton length 1 = /(m 1 c) setting the correlation length ξ corr ≈ 1 ), one expects strong finite size corrections to the infinite volume sine-Gordon dynamics.
Parameter matching
The sine-Gordon theory has a natural correlation length ξ corr which can be identified as the Compton wave length 1 given in Eq. (27) . To compare results in the lattice and perturbed conformal field theory formulation, ξ corr must be larger than the lattice spacing. Since we also compare dynamical quantities, it is also necessary that the lattice regularized dispersion relation (11) be linear in the energy range influencing the dynamics. Given these conditions, the only remaining task is to express the dimensionless volume parameter l of the PCFT, Eq. (26), in terms of the lattice parameters, since the only other parameter of the QFT β is already expressed in terms of the Luttinger parameter K in (9) . In this section we restore and c explicitly to obtain the relations in terms of the physical units used in the experiments. It is then convenient to introduce the dimensionless coupling κ by rewriting (18) in the form λ/( c) = κ 2∆−2 1
. Using (15) and (21) we obtain the relation
From these relations the mass of the first breather in the field theory is expressed in terms of the lattice quantities as
and the dimensionless volume turns out to be
To compare dynamical quantities we recall that in lattice simulations it is customary to measure time in units of the (bare/unrenormalized) Josephson time T J = 1/f J with
Here f J arises as the oscillation frequency in the single mode approximation of the lattice Hamiltonian (10), with homogeneous phase and particle number difference ϕ j ≡ ϕ 0 and n j ≡ n 0 ,
within the harmonic approximation cos ϕ 0 ≈ 1 − ϕ 2 0 /2. Note that H sing.m. coincides with the pendulum considered in the introduction with the identification U = cπ/(2KL). On the other hand, in the QFT the convenient dimensionless variable is ν 1 t, with the frequency ν 1 associated with the breather mass,
It is then easy to calculate the relation between the dimensionless times f J t Lat and ν 1 t QF T and eventually between f J and ν 1 from (43), (44) and (46) yielding
Here
in which χ is expressed in terms of the QFT quantities β and l = L/ 1 , and the number of lattice sites N s , but can also be easily recast in terms of the parameters of the lattice Hamiltonian (15).
Simulations
In this section, we focus on two different initial states, and study their time evolutions using the TWA and TCSA methods. In order to test the methods both in and out of the regime of classical self-trapping of the simplified pendulum model (1), we consider initial states with finite and zero particle number imbalance. For technical reasons, TCSA can not treat initial states intersecting the separatrix, since a state having finite weight in both phases quickly spreads into a large number a Fock modules. We note that the validity of TWA is also questionable in the vicinity of the phase boundary, because here the trajectories are very sensitive to small perturbations, which is expected to result in a large quantum correction to the TWA. First we consider two identical condensates with zero particle number imbalance in Sec. 5.1; here the relevant trajectories are not self-trapped. We then impose a large enough initial particle number difference in Sec. 5.2 so that the trajectory lies deep in the self-trapped phase.
Two independent and identical condensates in their ground state
First we consider an initial state with two identical condensates in their ground states and welldefined atom numbers N/2 on each side. In principle, one could reach this state by first cooling the atoms in the presence of a high barrier, and then coupling them by decreasing the barrier height to establish Josephson tunneling. In practice, a similar state can be implemented experimentally by first raising adiabatically the barrier between the condensates and then waiting until they decohere. In the latter case, however, the initial state would display large atom number fluctuations on each side.
In this setup, the phases of the two condensates are initially uncorrelated, and therefore cos ϕ(x) = 0 at any point x at time t = 0. Tunneling, however, leads to a build-up of phase correlations, and gives rise to a non-zero expectation value, cos ϕ(x) = 0. This phenomenon is called phase locking. Notice that while the global (average) phases may become almost perfectly correlated, the value of cos ϕ is always reduced by quantum fluctuations and fluctuations due to the finite energy density of excitations after the quench. Therefore, even for strong phase locking, cos ϕ 1. In this initial state, the difference N L − N R between left and right particle numbers vanishes at t = 0, and its expectation value also remains zero at all times. Notice that -due to the periodic boundary conditions -one-point functions of local operators are position independent.
The initial state above can be implemented easily with both methods. Within TCSA, the initial state corresponds simply to the ground state of the unperturbed free boson CFT, while within TWA, it is described by the Wigner function
with ϕ 0 = Ns j=1 ϕ j /N s the global phase difference, n 0 = Ns j=1 n j the difference of atom numbers, and n k =0 and ϕ k =0 the standard Fourier coefficients,
The particle number difference n 0 takes on the well defined value n 0 = 0, while the global relative phase ϕ 0 is completely random in the interval (−π, π). The variance σ 2 k is determined by zero-point fluctuations, and is given by
with the last approximation valid in the regime of linear spectrum, where ε k ≈ ck. Fig. 2 .a displays the time evolution of cos ϕ as computed by TWA, and the corresponding quantity N : cos βφ : pl computed by TCSA, with the upper index "pl" referring to the PCFT expectation value calculated on the (z,z) complex plane, as discussed in Sec. 3.2. Note that the expectation value of the cosine operator calculated on the plane can be easily expressed by that of defined on the cylinder as : cos βφ : pl = L 2π 2∆ : cos βφ : cyl according to (20) . The time evolution of the standard deviation of the asymmetry between the number of atoms in the right and left condensateŝ
is presented in Fig. 2 .b. Within TCSA, this variable corresponds to the quantum number n labelling the Fock modules F n . 3 The TWA results are plotted against the unrenormalized Josephson frequency, f J , Eq. (44), while TCSA data are presented in terms of the frequency associated with the first breather ν 1 , Eq. (46), corresponding to a renormalized Josephson frequency. Notice that the time needs only a ∼ 30% rescaling, signaling that even for the strong interactions corresponding to the system analyzed in Fig. 2 , renormalisation effects are sizable but not crucial for the experimentally relevant system sizes.
The TCSA curves were obtained by implementing a renormalisation group-based extrapolation, outlined in App. C, using the raw results with energy cut-offs e cut = 12, 14, 16 and 18 as input. The other TCSA truncation parameter n cut was set to 11, which ensured that the norm of the component of the time evolved state in the extremal Fock modules F 11 and F −11 remained smaller than 10 −3 for the time range considered. The numerical results obtained by the two methods show good agreement within the accessible time frame. Estimating the errors of the two numerical methods is a rather involved task, which deserves some attention. For the TCSA, one can get an idea about the order of magnitude of the remaining truncation errors by investigating the cut-off dependence of extrapolated curves. Since we have only order-of-magnitude estimates, we chose not to indicate them directly in Fig. 2 , but they remain rather small on the scale of the plots.
For the TWA, errors turn out to be much less controlled: we have estimated quantum corrections by examining the next terms in the semiclassical expansion of the Keldysh action and found that these become sizable in a rather short time (see App. D.2). On the other hand, the very good agreement with TCSA suggests that the actual error is much smaller than our estimate, and can be crudely estimated by the deviation between the two simulation results. We thus do not have at present a good way to control the accuracy of TWA, which nevertheless performs in this case surprisingly well.
The results presented in this subsection appear to disagree with those of recent experiments, which reported a rapid build-up of partial phase coherence between the condensates, followed by a somewhat slower relaxation to a phase-locked steady state with cos ϕ ≈ 1 [17] . Instead, here we find that cos ϕ quickly approaches a stationary value considerably lower than 1 for the sineGordon model. Even though the experiments of the Schmiedmayer group were performed on a weakly interacting system, while our results in Fig. 2 have been obtained for a Luttinger parameter K = 1.56, corresponding to strong atom-atom interactions, we would observe a similar stationary value for weaker interactions. We return to a more detailed discussion of this issue in the conclusions.
Two condensates in their ground state with a particle number difference
We now turn to the investigation of the regime of classical self-trapping. To this end we discuss the situation where the two condensates are prepared in their ground states, but with a large enough initial particle number asymmetry, (N R − N L ) /2 = N 0 , such that the initial state is far enough from the separatrix as shown in Fig. 1 . (In practice, we monitor the number of relevant Fock modules in TCSA, and we ensure that the state does not leak into the non-trapped phase during the time evolution.) In TCSA, this state is the ground state |N 0 of the Fock-module F N 0 , while in the TWA it corresponds to the Wigner function (49), but with the factor δ n 0 ,0 replaced by δ n 0 ,N 0 . The evolution of the expectation values of the cosine and the sine of the relative phase are presented in Fig. 3 , while the expectation value and standard deviation of the particle number difference are shown in Fig. 4 . Note that unlike in the previous setting, the sine of the phase and the particle number asymmetry are both non-vanishing due to the asymmetry in the initial state. For the one point functions cos ϕ and sin ϕ the match between the TCSA and TWA is excellent when considering the blue continuous curve (corresponding to TCSA with e cut = 18) and the red dashed curve (TWA). However, the TCSA extrapolation drives away the curves for slightly larger times. In contrast, for the standard deviation of (N R − N L )/2 and especially for its average, the extrapolation results in better agreement. This is due to the initial state being highly excited, resulting in a larger extrapolation error for the available values of the cut-off (see App. C), which is also manifested in the quality of the individual extrapolation fits. Therefore it is not possible to decide a priori whether the extrapolated curve or the one with the highest energy cut-off is closer to the correct PCFT result. However, this uncertainty is negligible for shorter times, therefore in this regime the sine-Gordon time evolution is captured correctly both by the TWA and the TCSA.
For the TCSA extrapolation in energy, runs with cut-off values e cut = 12, 14, 16 and 18 were used. In addition, for all the TCSA simulations n cut = 11 was chosen, which means that Fock-modules F n from the range n 0 − n cut ≤ n ≤ n 0 +n cut (i.e. F 14 , . . . , F 36 ) were included in the truncated Hilbert space. With this choice, the square of the norm of the time evolved state remained less than 10 −7 in the extremal Fock modules F 14 and F 36 during the entire time evolution.
All one-point functions displayed in Figs. 3 and 4 show pronounced oscillations with a period T much smaller than the bare Josephson time T J ,
We can understand these faster oscillations by considering the classical trajectories of the pendulum (1). The period of the trajectory of energy E is given by
with the integral running along the trajectory. With the parametrization of Eq. (1), the bare Josephson time, the period corresponding to the lowest energy E 0 = −JN , is given by
Comparing T J to the period of a self-trapped trajectory, we arrive at
with F denoting the elliptic integral of the first kind. By evaluating this expression for the trajectory touched by our initial state at ϕ 0 = 0 (see Fig. 1 ), corresponding to energy
we find T E /T J = 0.3, in excellent agreement with the numerics. Moreover, the expectation values plotted in Fig. 3 show a pronounced beating. This effect can be qualitatively understood by noting that the classical trajectories intersected by the initial state fall in a small frequency window, and the dominant contribution to the dynamics comes from the vicinity of the trajectories touched at ϕ 0 = 0 and ϕ = π (see Fig. 1 ). The period of the beating can be estimated from the frequency shift between these two trajectories, leading to
These considerations result in the estimate T b /T J ≈ 1.8, which is by a factor of 1.5 smaller than the beating period observed in the numerics. This discrepancy most likely originates from the presence of k =0 modes, oscillating with a frequency slightly shifted compared to the frequency of the zero mode, and strongly renormalizing the period of beating. We note that the k = 0 modes also have a pronounced effect on the dynamics of the particle number difference (N L − N R )/2, plotted in Fig. 4 . On the top of oscillations, (N L − N R )/2 decreases gradually, since the large excitation energy stored in the zero mode in the initial state is transferred to the k = 0 modes in the course of the time evolution.
Conclusions
In this work, we studied real-time out-of-equilibrium time evolution in the quantum sine-Gordon model by comparing the truncated Wigner approximation (TWA) and the truncated conformal space approach (TCSA). Quantum quenches in the sine-Gordon model have received considerable interest recently, especially in light of experiments involving cold atomic gases such as coupled quasione-dimensional bosonic condensates [15, 17] , in which the effective description of the dynamics is thought to be provided by sine-Gordon theory. Therefore, besides establishing connection between the parametrization of the two numerical methods together with linking these parameters to the experimental ones, we also concentrated on studying quench protocols relevant to experimental investigations.
Whereas the applied numerical approaches are relatively easy to implement, estimating their systematic error and therefore their applicability is a difficult, and for the TWA an essentially unsolved problem. In the case of the TCSA, the RG-based cut-off extrapolation provides a useful improvement as well as giving an idea of the magnitude of truncation errors from the quality of the cut-off extrapolation fits. The TCSA method is expected to face difficulties for highly excited states which was indeed found to be the case.
For the sine-Gordon TWA, in contrast to TWA based on coherent state representation, no natural small parameter emerges to control the expansion of the Keldysh path integral, and hence neglecting quantum corrections is not guaranteed to capture essential physics. In fact we found that the evaluation of the next quantum correction seriously overestimates the error, and therefore the approximation is largely uncontrolled. Therefore comparison with results obtained by the alternative method of TCSA has a high value, since a good agreement is strong evidence for the reliability of the results.
We have studied two very different initial conditions. In the first case, we assumed two independent condensates, which are then connected by a Josephson tunneling term at time t = 0. A quick initial rise of the expectation value of cos ϕ has been observed with both methods, which, followed by a few oscillations, leveled off at a value cos ϕ < 1. The other initial state we have studied assumed a large particle number difference at time t = 0. In this second case the system was in the trapped phase and simultaneous beating effects and oscillations appeared.
For the particular parameters of the sine-Gordon model and the quench protocols discussed in the paper, excellent agreement was found between results for time evolved quantities obtained by the two methods for the first few oscillations up to times of order t/T J = 2 with T J denoting the Josephson time in the model (i.e., the oscillation period within a harmonic single mode approximation for the coupled condensates). In the language of conformal field theory, this time scale corresponds to c 2 m 1 t/ = 10 , where m 1 is the mass gap, emerging from the first breather in the attractive regime studied here. This demonstrates the time evolution of expectation values are correctly captured by both methods, at least for initial states and the particular parameter range considered here.
In microtraps, the time evolution of the overall phase difference and particle number difference is often described in terms of a simple pendulum model [17] . Just as ordinary pendulums, according to this simple model, the condensate exhibits two characteristically different behaviors, indeed observed experimentally; for small particle number and phase differences it displays Josephson oscillations, while for larger particle number differences a self-trapped motion appears. Here we have tested TWA and TCSA both in the non-trapped and in the self-trapped regimes, by considering two important -and also experimentally relevant -initial states, with two decoupled condensates prepared in their ground states. In the first (symmetrical) case both condensates contained the same number of particles, whereas in the second (asymmetrical) case the difference in their particle numbers was large enough to enter the regime of classical self-trapping 4 . For the symmetrical initial state, we calculated the expectation value of the cosine of the phase of the two condensates and the standard deviation of the particle number difference. In the asymmetrical case these quantities were supplemented by the average of the sine of the phase and the average of the particle number difference itself, which vanish for the first starting condition, but are non-trivial for the second one.
Recent experiments demonstrate that two Josephson-coupled one dimensional condensates show a rapid relaxation to a phase-locked steady state [17] with cos ϕ =1. This behavior is very robust against initial conditions and physical parameters, and stands opposed to previous theoretical results [31, 48, 49] , as well as to our own findings. In the symmetrical case we found that the phase oscillates yielding values of cos ϕ significantly smaller than one, and the curves are consistent with a slow 
Figure 5: Time dependent expectation value of (a) cos ϕ and (b) the standard deviation of half of the particle number difference, for an experimentally accessible parameter set, calculated within TWA. We used the particle number N = 1000, system size L = 25µm, tunnel coupling J/h = 30Hz, and Luttinger parameter K = 27. For a condensate of 87 Rb atoms, with atomic mass m Rb , this corresponds to c = 830µm/s, and typical short distance cutoff ξ h ≡ /(m Rb c) = 0.62µm, consistent with the number of lattice sites N s = L/ξ h = 28. Time is measured in terms of the bare Josephson frequency, f J = 189.7Hz.
relaxation to cos ϕ <1, consistent with previous theoretical results [31] . For the case of non-zero initial asymmetry, rapid oscillations are found whose period matches the prediction of the pendulum model to high precision, while their amplitude is modulated by some lower frequency. We were able to estimate and explain the period of this beating by considering the frequency shift between the classical trajectories of the pendulum, intersected by our initial state, though the resulting modulation frequency seems to be strongly renormalized by the k = 0 modes.
We note that the Luttinger parameter K used in our simulations is slightly out of the reach of current experimental realizations. To argue that our main findings, in particular, the clear absence of fast relaxation towards a phase locked state with cos ϕ ≈ 1 holds for the weaker interaction strengths characterizing the currently available domain of experimental parameters, we present the results of a TWA simulation for an experimentally accessible parameter set in Fig. 5 . As in Sec. 5.1, the initial state was the ground state of two identical condensates, and we found that only partial coherence is built up after the recoupling, cos ϕ 0.5. Unfortunately, it is difficult to use TCSA for such weak interaction strengths, i.e. larger values of the Luttinger parameter K, because the large number of relevant Fock modules results in an intractably large Hilbert space 5 . Nevertheless, having validated the TWA by a direct comparison to TCSA in the regime of strong interactions, the TWA results in Fig. 5 provide strong evidence that the experimentally observed phase locking cannot be captured by the homogeneous sine-Gordon model considered here.
It would be interesting to have measurements directly in the range of parameters accessible by our simulations, which could pin down the time scale where the deviation between the sine-Gordon model and the coupled condensate system occurs. This could help identify the presently unknown mechanism for the experimentally found rapid phase-locking, and is probably related to other degrees of freedom of the experimental system. The effect of such degrees of freedom can also be studied by including them in the TWA and/or TCSA simulations, which is an interesting direction for future investigations.
A Mapping the coupled condensates to the sine-Gordon model
In this Appendix we provide a few more technical details on the mapping of the coupled Lieb-Liniger model given in Eqs. (3, 4) to the sine-Gordon Hamiltonian (7) .
For weak interactions, by standard bosonic commutation relations, the phases and the density fluctuations of each condensate form conjugate variables, [δρ j (x), ϕ j (y)] = −iδ(x − y). Expansion of the Lieb-Liniger Hamiltonian than yields
which is the Luttinger Hamiltonian used in Refs. [3, 15, 43, 44] .
The Luttinger Hamiltonian provides a correct description of the long wavelength behavior even for strong interactions. Identifying now δρ j (x) as Π j (x), we have
The speed of sound c, and the Luttinger parameter K s of a single condensate can be computed from the exact Bethe Ansatz solution of the Lieb-Liniger model (3). For small and large couplings they are given by the asymptotic formulae
Thus for γ 1 Eq. (61) reduces to (60). Due to Galilean invariance, cK s = ρ 0 π/m holds for all γ. Density fluctuations are suppressed at wavelengths smaller than the healing length ξ h , which also serves as a short distance cutoff. For small γ it is much longer than the particle-particle distance,
while at strong coupling ξ h ≈ 1/ρ 0 [14] . The coupling between the condensates is captured by the Josephson tunneling term, which is 2Jρ 0 cos(ϕ 1 − ϕ 2 ) for small interactions, but it can be renormalized at strong interactions [14] . The total Hamiltonian can therefore be rewritten as
Focusing on the evolution of the relative phase ϕ 1 − ϕ 2 , we introduce the fields
which satisfy the canonical commutation relations. In our approximation, relative and total phase degrees of freedom decouple with the relative phase field having the Hamiltonian (7) with the Luttinger parameter
B Relating cos ϕ and : cos ϕ :
As a starting point recall the lattice Hamiltonian (10):
where a is the lattice spacing, [ϕ j , n k ] = iδ jk withφ i = cπ Ka n i , N s = L/a is the number of sites, and periodic boundary conditions are assumed. Our goal is to express H Lat with the normal-ordered cosine as follows
: cos ϕ i : .
Consider the mode expansion of the fields using the Fourier representation
with x j = ja, as follows
The zero modesφ 0 = 1 Ns j ϕ j andπ 0 = j n j satisfy
while choosing
The lattice dispersion relation stated in Eq. (11) in the main text,
easily follows from the J = 0 equation of motion
To relate cos ϕ with : cos ϕ : , first consider the exponential
This can be reordered using the Baker-Campbell-Hausdorff formula, 
Omitting a complex phase originating from the zero mode, we arrive at
with the renormalisation factor written as
C Cut-off dependence and extrapolation in TCSA TCSA inevitably involves an energy cut-off e cut to truncate the Hilbert space to a finite dimensional one. Therefore all quantities computed from TCSA possess a cut-off dependence which can be addressed using renormalisation group methods [50, 51, 52, 53, 54] . Here we avoid the technical details and simply present the relevant results for expectation values of local operators together with a heuristic justification borrowed from [55] . Let us denote the vacuum expectation value of a local operator in the sine-Gordon TCSA with a cut-off parametrized as n = e cut 2
as O (n) . It was shown in [55] that the leading cut-off dependence can be written as
where O (∞) is the expectation value with the cut-off removed. Using this relation, data points obtained for a sequence of sufficiently high n can be extrapolated numerically to obtain a precise estimate for the expectation value O (∞) . The exponents α A in (83) can be analytically determined via the operator product expansion (OPE) of the perturbing field V (i.e. the cosine potential for the sine-Gordon theory) and the operator O. According to the OPE, the short distance singularity of operator products (inserted into correlation functions) is given by
where A runs over a complete set of local operators, and h andh are the right and left conformal weights of the operators. For scalar operators satisfying h =h, α A is given by
For a heuristic understanding of the expression (83) note that the running coupling characterizing a relevant operator becomes small at high energy (i.e. short distance) scales. Therefore as the dependence of expectation values on large values of the cut-off n are concerned, the corrections to the exact expectation value T O exp −λ´d 2 zV can be replaced by ones computed from the first order perturbative expression −λ T O´d 2 zV . The OPE yields
where the dimensions of the coefficients C A are [energy] −2+2α A . For a large cut-off n, the associated energy scale 4π L n is much larger then any other scale in the theory and is therefore the only relevant energy scale. Therefore a simple scaling argument predicts that the cut-off dependence of O (n) must be of the form n 2α A −2 . In practical application, it is usually enough to keep the largest one among the exponents α A predicted by the OPE.
For the particular case of sine-Gordon model, α A can be calculated by using the conformal weight of the vertex operators V a ,
whereas the conformal weight of the derivative operator ∂φ∂φ is h = 1. The fusion rules for the vertex operators V a and V b encoding the possible operator families entering their OPE reads
where [V a ] signifies the appearance of the vertex operator (primary) and its descendants, which are obtained by multiplying the exponential with a polynomial expression of the derivatives of φ. The perturbing cosine of the sine-Gordon model is given by the combination V 1 +V −1 . For the observable O =: cos βφ := (V 1 + V −1 )/2, the fusion rules imply that the families of the I (i.e. V 0 ) and V ±2 enter the relevant OPE, yielding the exponents n −2+4∆ , n −4+2∆ and n −2−4∆ for A = I, ∂φ∂φ and : cos 2βφ : (here ∂φ∂φ appears as the descendant field of I). For the observable : sin βφ : one obtains a similar result. The particle number difference N R − N L is given as a spatial integral of the field momentum ∂ t φ = ∂φ +∂φ, which is a combination of operators of weights (1, 0) and (0, 1) which have non-zero spins. However, a simple application of the heuristic scaling argument using the following OPEs (resulting from Wick's theorem for the free massless boson φ) ∂φ(z,z)V a (w,w) ∝ iaV a (w,w) z − w + regular terms,
allows one to determine the cut-off exponent. In this case we have a separate exponent for the singular behavior of left/right movers, e.g. for ∂φ we have
leads to the naive value −2 + α +ᾱ = −1 for the extrapolation exponent (similarly for∂φ with the values of α andᾱ interchanged). However, note that the actual perturbing operator is V +1 + V −1 , and so the leading term cancels for the combination ∂ t φ = ∂φ +∂φ. The next-to-leading coefficient results from considering level 1 descendent contributions, which leads to the cut-off exponent −2. For the variance of N R − N L , it is necessary to consider the operator product with ∂ t φ(z 1 ,z 1 )∂ t φ(z 2 ,z 2 ); a straightforward application of the Wick theorem to compute the free boson OPE then results in a cut-off exponent −2.
We finish this section with two important comments. Firstly, although the above discussion of the cut-off dependence of one point functions assumed the case of vacuum expectation values, the leading order cut-off dependence is determined by the universal OPE exponents and is therefore the same for expectation values in excited states. The only difference is that for the validity of the leading order cut-off extrapolation the cut-off must also be large enough compared to the energy of the excited state under consideration.
Secondly, further improvements can be made by adding explicit counter terms to the TCSA Hamiltonian and also to the operator [36, 54] , whose coefficients are determined by renormalisation group equations similar to (83). However, in the context of the present work the using the leading order expressions for such counter-terms did not result in any notable improvement compared to the simple extrapolation procedure sketched above, therefore they were omitted to reduce the computational costs.
D Expansion of Keldysh path integral
In this appendix we outline the expansion of the Keldysh path integral in terms of quantum fields, following Refs. [32, 33] . In App. D.1 we derive the TWA result (34) as the leading order of this expansion, while in App. D.2 we determine the next quantum correction to the TWA.
D.1 Derivation of TWA
In this section we first derive (34) for a general time-dependent HamiltonianĤ(t) expressed in terms of the canonical conjugate phase and particle number operators {φ i ,n i }, and then we specialize the results to Hamiltonian (10). Here we denote every operator by a hat, i.e. such asX to distinguish them from the ordinary variables X entering the path integral.
For an initial density matrixρ 0 , the out-of-equilibrium expectation value of the operator of interest,Ô, can be expressed as
Here the operator T stands for the ordering along the Keldysh contour consisting of forward and backward branches C + and C − , with turning point t, depicted in Fig. 6 . To evaluate the expectation value (91), the time is discretized in steps ∆t = t/M , and the first completeness relation of (30) is inserted at every site j after each time step on both branches (see Fig. 6 ). The eigenvalue of the phase operatorφ j at time m∆t is denoted by ϕ for the full set of eigenvalues at a given time step m, with analogous notations for the eigenvalues of the operatorsn j . In the followingĤ(m∆t) is abbreviated byĤ m , also allowing for an explicit time-dependence of the Hamiltonian. With these notations, the expectation value (91) can be rewritten as 
Here ∇ ϕ H and ∇ n H denote the gradient of the Hamiltonian:
and second line of Eq. (34) was obtained by performing the integrals over the quantum fields usinĝ dϕ q e −iϕ q x =ˆdn q e in q x = (2π) Ns δ (x) .
Rewriting Eq. (100) in a more compact form gives precisely Eq. (34), with the trajectories ϕ(t ) and n(t ) following the classical equations of motion, ∂ t n = −∇ ϕ H(n, ϕ, t)/ , ∂ t ϕ = ∇ n H(n, ϕ, t)/ ,
solved for initial conditions {ϕ 0 , n 0 }. For the special case of Hamiltonian (10), these differential equations take the form stated in Eq. (35).
D.2 Quantum corrections to TWA quantities
In this Appendix we derive the next quantum correction to the truncated Wigner approximation (34) , by expanding the exponent in Eq. (97) up to third order in the quantum fields. Here we restrict our attention to the specific Hamiltonian (10), which has a single such term of the form (ϕ q ) 3 ; the generalization for more complicated Hamiltonians is straightforward. By expanding the integrand in (97) as 
and substituting (32) and (33) 
where the integral over ϕ ∂n cl j (t )
3 O W (ϕ cl (t), n cl (t)) = 1 2 ε 3 O W (ϕ cl (t; 2ε), n cl (t; 2ε)) − O W (ϕ cl (t; −2ε), n cl (t; −2ε)) −2 O W (ϕ cl (t; ε), n cl (t; ε)) + 2 O W (ϕ cl (t; −ε), n cl (t; −ε)) .
The time evolution of the quantum correction term (109) for the operators cosφ and (N R − N L ) 2 /4 is illustrated in Fig. 8 . Here we considered a quench already investigated in Sec. 5.1, starting with two independent identical condensates in their ground states and using the parameters of Fig. 2 . In this case the expectation value of (N R −N L ) 2 /4 coincides with the variance of the particle number difference (N R −N L )/2, because N R −N L = 0 due to left-right symmetry. Since in Sec. 5.1 we plotted the standard deviation of (N R − N L )/2 instead of the variance, for better comparison we display Var (N R −N L )/2 in Fig. 9 for the parameters of Figs. 2 and 8. By comparing Fig. 8 to Figs. 2 and 9 , we find that the quantum correction terms are not negligible even on quite short time scales compared to the leading contributions. Nevertheless, the good agreement between the TCSA and TWA results, demonstrated in Sec. 5.1, shows that the correction term plotted in Fig. 8 considerably overestimates the error, and the TWA yields a good approximation for the expectation values of cosφ and (N R −N L ) 2 /4.
