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E-mail: red@imath.kiev.ua
Representations of quivers of the finite and tame types are classified up to equivalence in the
papers [1, 2].
It is naturally to classify representations of quivers in the category of Hilbert spaces up to the
unitary equivalece [3, 4]. One can regard the category of such represenations as a subcategory
in the category of all representations, and at that objects, which are indecomposable in the
subcategory, become in general decomposable in the “larger” category. It does not happen with
indecomposable locally scalar representations [4] of a quiver.
A proof of this fact and its applications are in present paper.
1. A quiver Q with the set of vertices Qv, |Qv| = N and the set of arrows Qa is called
separated if Qv =
◦
Q ⊔
•
Q, and for any α ∈ Qa its tail tα ∈
◦
Q and head hα ∈
•
Q. A quiver Q is
single if all its arrows are single (i. e. if α 6= β then either tα 6= tβ or hα 6= hβ). Vertices from
◦
Q are called even, and from
•
Q are odd.
Let m = |
•
Q |, n = |
◦
Q |,
•
Q= {i1, i2, . . . , im},
◦
Q= {j1, j2, . . . , jn}. A representation T of a
quiver Q associates a finite-dimensional linear space T (i) to a vertex i ∈ Qv, and a linear map
Tij : T (j)→ T (i) to an arrow α : j → i, α ∈ Qa.
Representation T of single separated quiver for fixed bases of spaces T (i), i ∈ Gv can be
associated with a matrix, separated by m horizontal and n vertical bars, i. e. the matrix
T =
[
Til, jk
]
k=1,n
l=1,m
.
Here we assume that Til, jk = 0, if there does not exist any such α ∈ Qa that tα = jk, hα = il.
Let RepQ be the category of representations of a quiver Q, which objects are representations,
and morphism of a representation T to a representation T˜ is defined as a family of linear maps
C = {Ci}i∈Qv such that for each α ∈ Qv with tα = j, hα = i the diagram
T (j)
T (α)−−−→ T (i)
Cj
y Ciy
T˜ (j)
eT (α)−−−→ T˜ (i)
(1)
is commutative, i. e. CiTij = T˜ijCj.
Let representations T, T˜ of a separate single quiver are defined in the matrix form by the
matrices
T =
[
Til, jk
]
k=1,n
l=1,m
and T˜ =
[
T˜il, jk
]
k=1,n
l=1,m
1
Let C : T → T˜ be a morphism of representations, C = {Ci}i∈Qv . Let us introduce the matrices
A = diag{Ci1, Ci2, . . . , Cim}, B = diag{Cj1, Cj2, . . . , Cjn}. Then commutativity of the diagrams
(1) implies
AT = T˜B (2)
We will further say that C = (A,B).
Let H be the category of unitary (finite-dimensional Hilbert) spaces. Denote as Rep(Q,H)
the subcategory in RepQ which objects are representations T for which T (i) are unitary spaces
(i ∈ Qv) and morphisms C : T → T˜ are those of morphisms in RepQ for which, except (1),
the following diagrams are also commutative
T (j)
T (α)∗←−−− T (i)
Cj
y Ciy
T˜ (j)
eT (α)∗←−−− T˜ (i)
(3)
i. e. the following equality holds:
BT ∗ = T˜ ∗A (4)
Two representations T, T˜ from RepQ are equivalent in RepQ, if there exists an invertible
morphism C : T → T˜ in RepQ.
Two representations T, T˜ from Rep(Q,H) are equivalent Rep(Q,H), if there exists an in-
vertible morphism C : T → T˜ in Rep(Q,H). It can be shown that T, T˜ are equivalent in
Rep(Q,H) if and only if they are unitary equivalent (see, for instance, [3]), i. e. the invertible
morphism C can be chosen as consisting of unitary matrices Ci.
Denote
−→
T i = Ti, j1 Ti, j1 · · · Ti, jn
T
↓
i =
Ti1, j
Ti2, j
...
Tim, j
−→
T i :
n∑
k=1
⊕T (jk)→ T (i),
T
↓
j : T (j)→
m∑
l=1
⊕T (il).
Representation T of a separate single quiver Q from the category Rep(Q,H) is called orthoscalar
(in [4] such representations are called locally scalar) if each i ∈ Qv is associated with a real
positive number χi, and the following conditions hold:
−→
T i · −→T ∗i = χiIi for i ∈
•
Q,
T
↓∗
j · T ↓j = χjIj for j ∈
◦
Q, (5)
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here Ii is the matrix of identity operator in T (i).
Define the category Repos(Q,H) as a full subcategory in Rep(Q,H), which objects are
orthoscalar representations of a quiver Q.
Let us associate two N -dimensional vectors (N = m + n) to an orthoscalar representation
T of a separate single quiver Q: a dimension of representation T : d = {d(j)}j∈Qv, where
d(j) = dimT (j), and a character of representation T : χ = {χ(j)}j∈Qv, χ(j) = χj are defined
above in (5). It is easy to see that
m∑
l=1
d(il)χ(il) =
n∑
k=1
d(jk)χ(jk) =
(the sum of squares of the lengths of rows in a matrix of a representation T equals to the sum
of squares of the lengths of columns).
Two orthoscalar representations T and T˜ are equivalent if there exist such unitary matrices
U = diag{Ui1 , Ui2 , . . . , Uim} and V = diag{Vj1, Vj2, . . . , Vjn} that
UT = T˜ V, or
T˜il, jk = UilTil, jkV
∗
jk
. (6)
Here the matrices Uil have dimension dil × dil, and Vjk — dimension djk × djk .
Remark 1. Note that for an arbitrary quiver Q we can construct ∗-quiver Q̂, adding to each
arrow αij : j → i an additional arrow α∗ij : i → j. At that the category Repos(Q,H) and the
category of orthoscalar ∗-representations of a ∗-quiver Q̂ are identified.
Remark 2. Let C = (A,B) be a morphism of a representation T to a representation T˜ in the
category RepQ, i. e. the equality (2) holds:
AT = T˜B
and A, B are unitary operators, then C = (A,B) is also a morphism of representation T to
representation T˜ in the category Rep(Q,H), i. e. the equality (4) holds:
BT ∗ = T˜ ∗A
Indeed, (2) implies T ∗A∗ = B∗T˜ ∗ or, considering the unitarity of A and B, we have T ∗A−1 =
B−1T˜ ∗. Therefore BT ∗ = T˜ ∗A.
Remark 3. Let C = (A,B) be a morphism of a representation T to representation T (endo-
morphism of representation T ) in the category RepQ, i. e.
AT = TB (7)
and A, B are self-adjoint operators, then C = (A,B) is also an endomorphism of representation
T in the category Rep(Q,H), i. e.
BT ∗ = T ∗A (8)
Indeed, (8) is obtained from (7) by adjunction.
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2. Representation T of a quiver Q is faithful if T (i) 6= 0 for all i ∈ Qv (d(i) 6= 0). Support
of representation T is the set QTv = {i ∈ Qv | T (i) 6= 0}. The character of orthoscalar represen-
tation is defined uniquely on the support QTv (and not uniquely out of it). If a representation
is faithful then the character of orthoscalar representation is uniquely defined and denoted as
χT ; in general we denote as {χT} the set of all characters of representation T . Evidently, if T
and T˜ are equivalent, then {χT} = {χ eT}.
Decomposable representations are defined in the natural way (at that, if T = T1 ⊕ T2 in
the category Rep(Q,H), then T1(i) ⊕ T2(i) means orthogonal sum of unitary spaces), and if
T, T1, T2 are faithful orthoscalar representations, then χT1 = χT2 = χT .
Representation T is called Schur representation in the category RepQ (resp.
Rep(Q,H), Repos(Q,H)), if its ring of endomorphisms is one-dimensional (resp. is isomor-
phic to C).
Obviously, if T is Schur representation then T is indecomposable (in the respective category).
Remark 4. If T is indecomposable representation in the category R = Rep(Q,H) then T is
Schur representation.
Indeed, the algebra A = EndR T is finite-dimensional ∗-algebra. If C = (A,B) ∈ EndR T
then C∗ = (A∗, B∗). If C ∈ RadA then CC∗ = (AA∗, BB∗) ∈ RadA and CC∗ is nilpotent
element, so AA∗ and BB∗ are nilpotent and positive. Therefore C = (0, 0), and the algebra
A is semisimple. On the other hand, the algebra A is local as an algebra of endomorphisms of
indecomposable representation. Hence, A ∼= C.
Lemma 1. Let Z =
[
zij
]
i=1,m
j=1,n
, W =
[
wij
]
i=1,m
j=1,n
be matrices over the field C, which has
equal positive lengths (|−→x |, |y↓|) of corresponding rows and corresponding columns. Let A =
diag{a1, a2, . . . , am}, B = diag{b1, b2, . . . , bn} be matrices over R, ai > 0, bj > 0 for i =
1, m, j = 1, n, and let AZ =WB. Then Z = W .
Proof. Denote K — the number of nonzero elements in the matrices Z and W (AZ = WB
implies that this number is the same for Z and W ). Obviously, K ≥ max(m,n), since the
matrices Z, W have no zero rows or columns.
We will use induction by the triples of numbers (m,n,K): assume that (m1, n1, K1) <
(m2, n2, K2) if m1 ≤ m2, n1 ≤ n2 and at least one inequality is strict, or if m1 = m2, n1 = n2
but K1 < K2.
a) The base of induction is obtained when m = 1, either n = 1, or K = max(m,n).
Let m = 1. From [a1z11, a1z12, . . . , a1z1n] = [w11b1, w12b2, . . . , w1nbn] and |z1j | = |w1j| (the
last follows from the equality of lengths of corresponding columns of Z and W ), where z1j 6= 0
and w1j 6= 0 for j = 1, n, we obtain that a1 = b1 = b2 = · · · = bn, and then [z11, z12, . . . , z1n] =
[w11, w12, . . . , w1m].
The case n = 1 is analogous.
Now let for the sake of definiteness 1 < m ≤ n. Then K ≥ n.
Let K = n. In this case each column of the matrices Z and W contains precisely one
nonzero element. Consider corresponding nonzero elemnts zij and wij of the matrices Z and
W . AZ = WB implies aizij = wijbj . Since |zij| = |wij| then ai = bj , and then zij = wij and,
consequently, Z = W .
b) Let K > n ≥ m > 1.
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Since matrices Z and W has equal lengths of corresponding rows and columns (by the
assumption), and matrices AZ and WB — because of the equality of matrices, we obtain the
following relations:
a2i
(|zi1|2 + · · ·+ |zin|2) = |wi1|2b21 + · · ·+ |win|2b2n,
|zi1|2 + · · ·+ |zin|2 = |wi1|2 + · · ·+ |win|2,
i = 1, m; (9)
a21|z1j |2 + · · ·+ a2m|zmj |2 =
(|w1j|2 + · · ·+ |wmj|2) b2j ,
|z1j |2 + · · ·+ |zmj |2 = |w1j|2 + · · ·+ |wmj |2,
j = 1, n; (10)
a2i =
|wi1|2∑n
j=1 |wij|2
b21 + · · ·+
|win|2∑n
j=1 |wij|2
b2n, i = 1, m; (11)
b2j = a
2
1
|z1j|2∑m
i=1 |zij |2
+ · · ·+ a2m
|zmj |2∑m
i=1 |zij |2
, j = 1, n. (12)
In the right parts of equalities in (11)-(12) the a2i , b
2
j has coefficients that ≤ 1.
We will assume (perhaps, after permutations of rows and columns) that a1 ≤ a2 ≤ · · · ≤ am
and b1 ≤ b2 ≤ · · · ≤ bn.
Let w1r be the first and w1s be the last nonzero element in the first row in the matrix W ,
1 ≤ r ≤ s ≤ n. Then
a21 =
s∑
k=r
|w1k|∑s
j=r |w1j|2
b2k ≥ b2r
s∑
k=r
|w1k|2∑s
j=r |w1j|2
= b2r .
On the other hand,
b21 =
m∑
l=1
|zl1|∑m
i=1 |zi1|2
a2i ≥ a21
m∑
l=1
|zl1|2∑m
i=1 |zi1|2
= a21,
i. e. a21 ≥ b2r ≥ b21 ≥ a21. Therefore a21 = b2r , and then AZ = WB implies z1r = w1r.
Substitute elements w1r and z1r in W and Z by zeros, and if after that matrices W, Z
contain zero rows or zero columns, eject them. As a result we obtain matrices Ŵ , Ẑ satisfying
the conditions of lemma and havind either the less number of zero elements with the same
dimension (m × n), or matrices with less number of rows or columns (and at the same time
with less number of nonzero elements). By the assumption of induction Ŵ = Ẑ, and then, of
course, W = Z.
Using the lemma, we will prove the following theorem:
Theorem 1. Let Q be separated single quiver and T be its indecomposable (in the category
Repos(Q,H)) orthoscalar representation. Then T is indecomposable Schur representation in
the category RepQ.
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Proof. Let C = (A,B) be endomorphism of representation T in the category RepQ, i. e.
AT = TB. We may consider, that A and B are invertible matrices, adding to A and B, if it is
necessary, the apropriate scalar matrices with the same scalar on the diagonal.
Let A = XU, B = V Y be polar decompositions of the matrices A and B, where U, V are
unitary, X, Y are positive nonsingular matrices (here we may assume that U, V, X, Y has the
same block-diagonal structure, as A and B). Let besides
X = U∗1 X˜U1, Y = V1Y˜ V
∗
1 ,
where U1, V1 are unitary matrices, X˜, Y˜ are diagonal matrices with positive numbers on the
diagonal. Then
U∗1 X˜U1UT = TV V1Y˜ V
∗
1
or
X˜(U1UTV1) = (U1TV V1)Y˜ .
Since the lengths of corresponding rows and columns of matrices U1UTV1 and U1TV V1 are
equal because of orthoscalarity of representation T , we obtain by the lemma 1
U1UTV1 = U1TV V1,
and then, after reduction,
UT = TV.
Since U, V are unitary matrices, then by remark 2 (U, V ) is an endomorphism of indecomposable
in Repos(Q,H) orthoscalar representation, and then by remark 4 the matrices U and V are
scalar with the same scalar on the diagonal.
Reduce the equality
XUT = TV Y
by the scalar matrices U and V , obtain
XT = TY,
where matrices X and Y are self-adjoint.
Hence by remark 3 (X, Y ) is endomorphism of orthoscalar indecomposable representation T
in the category Repos(Q,H) and (by remark 4) X and Y are scalar with the same scalar on the
diagonal. As a result the same will also be products of scalar matrices XU = A and V Y = B,
and so the representation T is Schur representation in the category RepQ.
Since, obviously, decomposable representation has nonscalar endomorphism, the representa-
tion T is indecomposable in RepQ.
Remark 5. The condition that a quiver is single is inessential, the lemma 1 is easy generalized
on the case of a quiver with multiple arrows.
Remark 6. If a quiver Q is not separated, the theorem 1 will not be true. Indeed, let quiver
Q be the loop
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Let T be its indecomposable orthoscalar representation with matrix
T =
[
1 1
0 −1
]
.
In this case the condition orthoscalarity is [4]
TT ∗ + T ∗T = 3I.
The indecomposability of T in Repos(Q,H) is checked as follows: it easy to calculate that
CT = TC and CT ∗ = T ∗C imply, that C is a scalar matrix.
Let A =
[
3 1
0 1
]
; it is easy to check that AT = TA, so that A defines nonscalar invert-
ible endomorphism of representation T in RepQ (and so representation T is decomposable in
RepQ).
3. Set Pn be the following ∗-algebra:
Pn = C〈p1, p2, . . . , pn | pi = p2i = p∗i 〉,
and K(Pn) be the category, which objects are ∗-representations pi of the algebra Pn in the
category of finite-dimensional Hilbert spaces H (pi(pi) = Pi, Pi : H0 → H0, P 2i = P ∗i = Pi),
and a morphism C0 from representation pi in space H0 to representation pi in space H˜0 is defined
as a linear map C0 : H0 → H˜0 with the property
C0Pi = P˜iC0Pi, i = 1, n. (13)
One can regard the category K(Pn) [5] as the category of collections of n subspaces of finite-
dimensional Hilbert spaces. If pi is a representation of the algebra Pn in H0 (pi(pi) = Pi),
then it associates with n subspaces (H1, H2, . . . , Hn) of space H0; here Hi = ImPi, i = 1, n.
A morphism from (H1, H2, . . . , Hn) to (H˜1, H˜2, . . . , H˜n) is defined naturally as linear map C :
H0 → H˜0, for which C(Hi) ⊂ H˜i for i = 1, n. The category K(Pn) and the category of
collections of n subspaces of finite-dimensional Hilbert spaces are equivalent. Papers [6–8] and
others are dedicated to the classification of collections of n subspaces in linear spaces.
Representation pi algebra Pn is called orthoscalar, if there exist such positive numbers
α1, α2, . . . , αn that
n∑
i=1
αipi(pi) = I0
(I0 is identity operator in space H0). Denote as L(Pn) the full subcategory of orthoscalar
representations in K(Pn). Denote as Qn the quiver
1
2
3
n1
2
3
n
Let K(Qn) be the full subcategory in RepQn of those representations T for which T (γi)∗T (γi)
is a scalar operator, different from zero in space T (i), and Repos(Qn,H) be the full subcategory
of orthoscalar representations in the category K(Qn).
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Lemma 2. Categories K(Qn) and K(Pn) are equivalent. Categories Repos(Qn,H) and L(Pn)
are equivalent.
Proof. Construct a functor F : K(Qn)→ K(Pn). Let T be a representation from K(Qn) and
T (γi)
∗T (γi) = αiIi. Put 1√αiT (γi) = Γi, then Γ
∗
iΓi = Ii and ΓiΓ
∗
i = Pi is orthogonal projection.
Let representation pi of the algebra Pn is defined by equalities pi(pi) = Pi. Put F (T ) = pi.
Let C = {Ci}i=0,n : T → T˜ be a morphism in the category K(Qn):
C0T (γi) = T˜ (γi)Ci, i = 1, n.
Then √
αiC0Γi =
√
α˜iΓ˜iCi, (14)
and since Γ˜∗i Γ˜i = I˜i then
Ci =
√
αi
α˜i
Γ˜∗iC0Γi. (15)
After substitution of Ci in (14) we obtain
C0Γi = Γ˜iΓ˜
∗
iC0Γi,
and, after multiplying of equality on the right by Γ∗i ,
C0Pi = P˜iC0Pi,
i. e. C0 : pi → pi is a morphism in the category K(Pn).
Put F (C) = C0, then F is a functor from K(Qn) to K(Pn).
Let C0 : pi → pi be a morphism in K(Pn) where C0 is a linear map from H0 to H˜0. Construct
maps Ci : Hi → H˜i where Hi = ImPi, H˜i = Im P˜i by the formulas (15). If Γi, Γ˜i are natural
embeddings of Hi, resp. H˜i in space H0, resp. H˜0 (Pi = ΓiΓ
∗
i , P˜i = Γ˜iΓ˜
∗
i ), then
T˜ (γi)Ci =
√
α˜iΓ˜iCi =
√
α˜iΓ˜i
√
αi
α˜i
Γ˜∗iC0Γi =
√
αiP˜iC0PiΓi =
√
αiC0PiΓi =
√
αiC0Γi = C0T (γi),
i. e. C = {Ci}i=0,n is such morphism in K(Qn) that F (C) = C0. Since, using formulas (15)
Ci are defined uniquely by C0, F is a complete and univalent functor. Each representation in
K(Pn) is obtained from a certain representation in K(Qn), therefore functor F is an equivalence
of categories.
Resrtiction of F on Repos(Qn,H) gives equivalnce of Repos(Qn,H) and L(Pn).
The following therem is a corollary from lemma 2 and theorem 1:
Theorem 2. If (H1, H2, . . . , Hn) is a collection n subspaces of finite-dimensional Hilbert space,
and corresponding collection of n orthogonal projections (P1, P2, . . . , Pn) define an indecompos-
able representation in the category of orthoscalar representations L(Pn) (
n∑
i=1
αiPi = I0 for a
certain collcetion of numbers αi > 0, i = 1, n), then this collection of orthogonal projections
is a Schur object in the category K(Pn), and a corresponding collection of subspaces is an in-
decomposable Schur object in the category of collections of n subspaces of finite-dimensional
Hilbert space.
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