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a b s t r a c t
In this paper, we introduce new classes of functions called d-V-type-I univex by extending
the definition of d-V-type-I functions and consider a multiobjective optimization problem
involving generalized d-V-type-I univex functions. A number of Karush–Kuhn–Tucker-type
sufficient optimality conditions are obtained for a feasible solution to be a weak Pareto
efficient solution. The Mond–Weir-type duality results are also presented. The results
obtained in this paper generalize and extend the previously known result in this area.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Convexity plays an important role in deriving sufficient conditions and duality for the multiobjective programming
problem. To relax the convexity assumptions in theoremson sufficient optimality conditions andduality, various generalized
convexity concepts have been proposed. One of the useful generalizations is invexity introduced by Hanson [7], who
considered differentiable functions f : X → R, X ⊂ Rn, for which there exists an n-dimensional vector function
η : X × X → Rn such that for all x, u ∈ X
f (x)− f (u) ≥ [η (x, u)]T ∇f (u) .
Later, Hanson andMond [8] defined two classes of functions called type-I and type-II functions, and sufficient optimality
conditionswere established by using these concepts. Reuda andHanson [18] further extended type-I functions to the classes
of pseudo-type-I and quasi-type-I functions and obtained sufficient optimality criteria for a nonlinear programming problem
involving these functions.
Ben-Israeland and Mond [5], Craven [6], Jeyakumar and Mond [10], and many others have studied some properties,
applications and further generalizations of these functions.
Bector et al. [3] introduced some classes of univex functions by relaxing the definition of an invex function. Optimality
and duality results are also obtained for a nonlinear multiobjective programming problem in [3]. Reuda et al. [19] obtained
optimality and duality results for several mathematical programs by combining the concepts of type-I and univex functions.
Mishra [11] obtained optimality, duality and saddle point results formultiple objective programs by combining the concepts
of pseudo–quasi-type-I, quasi–pseudo-type-I, strictly pseudo–quasi-type-I and univex functions.
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Recently, Hanson et al. [9] extended the concept of type-I functions to vector-type-I functions by combining the concepts
of type-I functions and V-invex functions introduced in [10]. Moreover, Aghezzaf and Hachimi [1] introduced new classes
of generalized type-I-vector valued functions and established the Mond–Weir and general Mond–Weir-type duality results
under the class of functions. Mishra and Noor [13] introduced the class of generalized d-V-type-I functions and established
sufficient optimality and duality results in the scalar nondifferentiable case.
Preda et al. [16,17] introduced new classes of functions called
(
ρ, ρ ′
)
-V-univex-type-I,
(
ρ, ρ ′
)
-quasi V-univex-type-
I,
(
ρ, ρ ′
)
-pseudo-V-univex-type-I,
(
ρ, ρ ′
)
-quasi–pseudo-V-univex-type-I and
(
ρ, ρ ′
)
-pseudo–quasi-V-univex-type-I and
established optimality conditions and Mond–Weir-type duality theorems for multiobjective programming involving n-set
functions. Mishra et al. [12] established some sufficiency results using Lagrange multiplier conditions and duality theorems
under various types of generalized V-univexity-type-I functions.
In this paper, we introduce new classes of generalized d-V-type-I univex functions called weak strictly pseudo–quasi-
d-V-type-I univex, strong pseudo–quasi-d-V-type-I univex, and weak strictly pseudo-d-V-type-I univex functions. Some
preliminaries are given in Section 2. In Section 3, we establish sufficient optimality results under the assumptions of
generalized d-V-type-I univex functions. A number of duality theorems in the Mond–Weir setting are shown in Section 4.
2. Preliminaries
Let X be any subset of Rn.
Definition 2.1. A subset X is said to be an α-invex set, if there exists η : X × X → Rn, α (x, u) : X × X → R+ such that
u+ λα (x, u) η (x, u) ∈ X, ∀x, u ∈ X, λ ∈ [0, 1] .
Note that, for α (x, u) = 1, α-invex set becomes the invex set. It is well known that the α-invex may not be convex sets,
see [15].
Definition 2.2. The function f on the α-invex set is said to be α-preinvex function, if there exists η : X × X → Rn, α (x, u) :
X × X → R+ such that
f (u+ λα (x, u) η (x, u)) ≤ (1− λ) f (u)+ λ f (x) , ∀x, u ∈ X, λ ∈ [0, 1] .
Definition 2.3. The differentiable function f is said to be α-invex, if there exists functions η : X × X → Rn, α (x, u) :
X × X → R+ such that
f (x)− f (u) ≥ α (x, u) 〈f ′ (u) , η (x, u)〉 , ∀x, u ∈ X .
Here f ′ (u) is the differentiable of the α-preinvex f at u ∈ X .
It is obvious that the invex functions and preinvex functions are special cases of α-invex and α-preinvex functions, see [15].
From now onwards, we assume that the set X is an α-invex set, unless otherwise specified. Also,
f ′ (u, η (x, u)) = lim
λ→0+
f (u+ λη (x, u))− f (u)
λ
,
where f ′ (., .) is the directional derivative of f . A similar notation is made for g ′ (u, η (x, u)). Throughout this paper, the
following convention for vectors in Rn will be followed:
x > y if and only if xi > yi, i = 1, 2, . . . , n,
x = y if and only if xi ≥ yi, i = 1, 2, . . . , n,
x ≥ y if and only if xi ≥ yi, i = 1, 2, . . . , n, but x 6= y.
Consider the following multiobjective programming problem:
(P) min f (x)
s.t. g (x) 5 0, x ∈ X,
where f : X → Rp, g : X → Rm, X is a nonempty open α-invex of Rn. Let D = {x ∈ X : g (x) 5 0} be the set of
all feasible solution for (P) and denote I = {1, 2, . . . , p} ,M = {1, 2, . . . ,m} , J (x) = {j ∈ M : gj (x) = 0} and J˜ (x) ={
j ∈ M : gj (x) < 0
}
. It is obvious that J (x) ∪ J˜ (x) = M.
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Definition 2.4. For i = 1, 2, . . . , p and j = 1, 2, . . . ,m, (fi, gj) is said to beweak strictly pseudo–quasi-d-V-type-I univex at
u ∈ D if there exist positive real valued functions αi and βj, defined on X × X , nonnegative functions b0 and b1, also defined
on X × X , φ0 : R→ R, φ1 : R→ R, and an n-dimensional valued function η : X × X → Rn such that, for all x ∈ X ,
b0 (x, u) φ0
[
p∑
i=1
αi (x, u) fi (x)−
p∑
i=1
αi (x, u) fi (u)
]
≤ 0⇒
p∑
i=1
f ′i (u, η (x, u)) < 0,
and
−b1 (x, u) φ1
[
m∑
j=1
βj (x, u) gj (u)
]
5 0⇒
m∑
j=1
g ′j (u, η (x, u)) 5 0.
Definition 2.5. For i = 1, 2, . . . , p and j = 1, 2, . . . ,m, (fi, gj) is said to be strong pseudo–quasi-d-V-type-I univex at u ∈ D
if there exist positive real valued functions αi and βj, defined on X × X , nonnegative functions b0 and b1, also defined on
X × X , φ0 : R→ R, φ1 : R→ R, and an n-dimensional valued function η : X × X → Rn such that, for all x ∈ X ,
b0 (x, u) φ0
[
p∑
i=1
αi (x, u) fi (x)−
p∑
i=1
αi (x, u) fi (u)
]
≤ 0⇒
p∑
i=1
f ′i (u, η (x, u)) ≤ 0,
and
−b1 (x, u) φ1
[
m∑
j=1
βj (x, u) gj (u)
]
5 0⇒
m∑
j=1
g ′j (u, η (x, u)) 5 0.
Definition 2.6. For i = 1, 2, . . . , p and j = 1, 2, . . . ,m, (fi, gj) is said to beweak strictly pseudo–d-V-type-I univex at u ∈ D
if there exist positive real valued functions αi and βj, defined on X × X , nonnegative functions b0 and b1, also defined on
X × X , φ0 : R→ R, φ1 : R→ R, and an n-dimensional valued function η : X × X → Rn such that, for all x ∈ X ,
b0 (x, u) φ0
[
p∑
i=1
αi (x, u) fi (x)−
p∑
i=1
αi (x, u) fi (u)
]
≤ 0⇒
p∑
i=1
f ′i (u, η (x, u)) < 0,
and
−b1 (x, u) φ1
[
m∑
j=1
βj (x, u) gj (u)
]
5 0⇒
m∑
j=1
g ′j (u, η (x, u)) < 0.
Remark 2.1. If we take b0 (x, u) = b1 (x, u) = 1 and φ0, φ1 as the identity functions, the functions defined in the above
definitions extend the ones given in [13].
Note that every invex function is univex but not conversely for detail see [3,4].
Definition 2.7. A point x¯ ∈ D is said to be a weak Pareto efficient solution for (P) if the relation
f (x) < f (x¯)
does not holds for all x ∈ D.
Definition 2.8. A point x¯ ∈ D is said to be a locally weak Pareto efficient solution for (P) if there is a neighborhood N (x¯)
around x¯ such that
f (x) < f (x¯)
does not holds for all x ∈ N (x¯) ∩ D.
The following results from [2,14] will be needed in the sequel of the paper.
Lemma 2.1. If x¯ is a locally weak Pareto or a weak Pareto efficient solution of (P) and if gj is continuous at x¯ for j ∈ J˜ (x¯), then
the following system of inequalities
f ′ (x¯, η (x, x¯)) < 0,
g ′J(x¯) (x¯, η (x, x¯)) < 0,
has no solution for x ∈ X.
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Lemma 2.2. Let S be a nonempty set in Rn and ψ : S → Rp be a preinvex function on S. Then either ψ (x) < 0 has a solution
x ∈ S, or λTψ (x) = 0 for all x ∈ S, for some λ ∈ Rm+, but both alternatives is never true.
Lemma 2.3 (Fritz-John-Type Necessary Optimality Condition). Let x¯ be a weak Pareto efficient solution for (P). Moreover, we
assume that gj is continuous for j ∈ J˜ (x¯), f and g are directionally differentiable at x¯ with f ′ (x¯, η (x, x¯)) and g ′J(x¯) (x¯, η (x, x¯))
preinvex functions of x on X. Then there exist ξ¯ ∈ Rp+, µ¯ ∈ Rm+, such that
(
x¯, ξ¯ , µ¯
)
satisfies the following conditions:
ξ¯ Tf ′ (x¯, η (x, x¯))+ µ¯Tg ′ (x¯, η (x, x¯)) ≥ 0, ∀ x ∈ X,
µ¯Tg (x¯) = 0,
g (x¯) 5 0.
Definition 2.9. Function g is said to be satisfy the generalized Slater’s constraints qualification at x¯ ∈ D if g is d-invex at x¯,
and there exists x˜ ∈ D such that gj
(
x˜
)
< 0, j ∈ J (x¯) .
Definition 2.10. Let f : X → Rp be defined on X and directionally differentiable at u ∈ X . f is said to be α-d-invex at u ∈ X
with respect to η if for any x ∈ X ,
f (x)− f (u) = α (x, u) f ′ (u, η (x, u)) .
Lemma 2.4 (Karush–Kuhn–Tucker-TypeNecessaryOptimality Condition). Let x¯ be aweak Pareto efficient solution for (P). Assume
that gj is continuous for j ∈ J˜ (x¯), f and g are directionally differentiable at x¯ with f ′ (x¯, η (x, x¯)) and g ′J(x¯) (x¯, η (x, x¯)) preinvex
functions of x on X. Moreover, we assume that g satisfies the generalized Slater’s constraints qualification at x¯. Then there exist
µ¯ ∈ Rm+ such that (x¯, µ¯) satisfies the following conditions:
f ′ (x¯, η (x, x¯))+ µ¯Tg ′ (x¯, η (x, x¯)) = 0, ∀ x ∈ X, (1)
µ¯Tg (x¯) = 0, (2)
g (x¯) 5 0. (3)
3. Sufficient optimality condition
In this section, we establish a Karush–Kuhn–Tucker-type sufficient optimality conditions under various generalized d-
V-type-I univex functions defined in the previous section.
Theorem 3.1 (Sufficiency). Let x¯ be a feasible solution for (P) at which condition (1)–(3) are satisfied. Moreover, if any of the
following conditions are satisfied:
(a)
(
fi,
∑m
j=1 µjgj
)
is strong pseudo–quasi-d-V-type-I univex at x¯ with respect to some b0, b1, φ0, φ1 , η, αi (x, x¯) andβj (x, x¯);
(b)
(
fi,
∑m
j=1 µjgj
)
is weak strictly pseudo–quasi-d-V-type-I univex at x¯ with respect to some b0, b1, φ0, φ1 , η, αi (x, x¯) and
βj (x, x¯);
(c)
(
fi,
∑m
j=1 µjgj
)
is weak strictly pseudo-d-V-type-I univex at x¯ with respect to some b0, b1, φ0, φ1 , η, αi (x, x¯) and βj (x, x¯).
Further, suppose that
u ≤ 0⇒ φ0 (u) ≤ 0 and u 5 0⇒ φ1 (u) 5 0, (4)
and b0 (x, a) > 0, b1 (x, a) = 0. (5)
Then x¯ is a weak Pareto efficient solution for (P).
Proof. Suppose contrary to the result that x¯ is not a weak Pareto efficient solution of (P). Then there exists a feasible solution
x of (P) such that
fi (x) < fi (x¯) for any i ∈ {1, 2, . . . , p} .
Therefore, from positivity of αi (x, x¯), we get
p∑
i=1
αi (x, x¯) fi (x) <
p∑
i=1
αi (x, x¯) fi (x¯) for any i ∈ {1, 2, . . . , p}.
By (4) and (5) and the above inequality, we have
b0 (x, x¯) φ0
[
p∑
i=1
αi (x, x¯) fi (x)−
p∑
i=1
αi (x, x¯) fi (x¯)
]
< 0. (6)
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By the feasibility of x¯,βj (x, x¯) and from (2), we have
−
m∑
j=1
βj (x, x¯) µjgj (x¯) 5 0.
By (4) and (5) and the above inequality, we have
− b1 (x, x¯) φ1
[
m∑
j=1
βj (x, x¯) µjgj (x¯)
]
5 0. (7)
By inequality (6) and (7) and condition (a), we have
p∑
i=1
f ′i (x¯, η (x, x¯)) < 0 and
m∑
j=1
µjg ′j (x¯, η (x, x¯)) 5 0.
The above inequalities together yield
p∑
i=1
f ′i (x¯, η (x, x¯))+
m∑
j=1
µjg ′j (x¯, η (x, x¯)) < 0,
which contradicts (1).
By condition (b) from (6) and (7), we get
p∑
i=1
f ′i (x¯, η (x, x¯))+
m∑
j=1
µjg ′j (x¯, η (x, x¯)) < 0,
again a contradiction to (1).
By condition (c) from (6) and (7), we get
p∑
i=1
f ′i (x¯, η (x, x¯)) < 0 and
m∑
j=1
µjg ′j (x¯, η (x, x¯)) < 0.
By these two inequalities, we get
p∑
i=1
f ′i (x¯, η (x, x¯))+
m∑
j=1
µjg ′j (x¯, η (x, x¯)) < 0,
which is a contradicts to (1). This completes the proof. 
4. Mond–Weir duality
In this section, we present some weak, strong and converse duality theorems for (P) and consider the following
Mond–Weir dual problem [14]:
(MWD) max f (y) = (f1 (y) , f2 (y) , . . . , fp (y))
s.t.
(
ξ Tf ′ + µTg ′) (y, η (x, y)) = 0 for all x ∈ D, (8)
µjgj (y) = 0, j = {1, 2, . . . ,m}, (9)
ξ Te = 1, (10)
ξ ∈ Rp+, µ ∈ Rm+,
where e = (1, 1, . . . , 1) ∈ Rp.
Let
W =
{
(y, ξ , µ) ∈ X × Rp × Rm : (ξ Tf ′ + µTg ′) (y, η (x, y)) = 0,
µjgj (y) = 0, j = {1, 2, . . . ,m} , ξ ∈ Rp+ , ξ Te = 1 , µ ∈ Rm+
}
denotethe set of all feasible solution of (MWD). We denote by prXW the projection of setW on X .
Theorem 4.1 (Weak Duality). Let x and (y, ξ , µ) be feasible solutions for (P) and (MWD) respectively. Moreover, we assume that
any one of the following condition holds:
(a)
(
fi,
∑m
j=1 µjgj
)
is strong pseudo–quasi-d-V-type-I univex at y with respect to b0, b1, φ0, φ1 , η, αi (x, y) , βj (x, y) and
ξ > 0;
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(b)
(
fi,
∑m
j=1 µjgj
)
is weak strictly pseudo–quasi-d-V-type-I univex at y with respect to b0, b1, φ0, φ1 , η, αi (x, y) , βj (x, y)
and ξ = 0;
(c)
(
fi,
∑m
j=1 µjgj
)
is weak strictly pseudo-d-V-type-I univex at y with respect to b0, b1, φ0, φ1 , η, αi (x, y) andβj (x, y) at y
on D ∪ prXW.
Further, suppose that
u ≤ 0⇒ φ0 (u) ≤ 0 and u 5 0⇒ φ1 (u) 5 0, (11)
and b0 (x, a) > 0, b1 (x, a) = 0. (12)
Then the following cannot hold:
f (x) ≤ f (y).
Proof. Suppose contrary to the result, i.e.
f (x) ≤ f (y) . (13)
Since αi (x, y) > 0, (13) implies that
p∑
i=1
αi (x, y) fi (x) ≤
p∑
i=1
αi (x, y) fi (y) .
By (11) and (12) and the above inequality, we have
b0 (x, y) φ0
[
p∑
i=1
αi (x, y) fi (x)−
p∑
i=1
αi (x, y) fi (y)
]
≤ 0. (14)
By the feasibility of (y, ξ , µ) for (MWD), we have
− µjgj (y) 5 0. (15)
Since βj (x, y) > 0, (15) implies that
−
m∑
j=1
βj (x, y) µjgj (y) 5 0.
By (11) and (12) and the above inequality, we have
− b1 (x, y) φ1
[
m∑
j=1
βj (x, y) µjgj (y)
]
5 0. (16)
By inequality (14) and (16) and condition (a), we have
p∑
i=1
f ′i (y, η (x, y)) ≤ 0 and
m∑
j=1
µjg ′j (y, η (x, y)) 5 0.
Since ξ > 0, the above two inequalities together yield
p∑
i=1
ξif ′i (y, η (x, y))+
m∑
j=1
µjg ′j (y, η (x, y)) < 0, (17)
which contradicts (8).
By condition (b) from (14) and (16), imply
p∑
i=1
f ′i (y, η (x, y)) < 0 and
m∑
j=1
µjg ′j (y, η (x, y)) 5 0.
Since ξ = 0, the above two inequalities imply (17), again a contradiction to (8).
By condition (c) from (14) and (16), we get
p∑
i=1
f ′i (y, η (x, y)) < 0 and
m∑
j=1
µjg ′j (y, η (x, y)) < 0.
Since ξ = 0, the above two inequalities imply (17), again a contradiction to (8). This completes the proof. 
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Theorem 4.2 (Strong Duality). Let x¯ be a locally weak Pareto efficient solution or weak Pareto efficient solution for
(P) at which the generalized Slater’s constraints qualification is satisfied, f, g be directionally differentiable at x¯ with
f ′ (x¯, η (x, x¯)) and g ′ (x¯, η (x, x¯)) preinvex functions on X and gj be continuous for j ∈ Jˆ (x). Then, there exists µ¯ ∈ Rm+ such
that (x¯, 1, µ¯) is feasible for (MWD). If the weak duality between (P) and (MWD) in Theorem 4.1 holds, then (x¯, 1, µ¯) is a locally
weak Pareto efficient solution for (MWD).
Proof. Since x¯ satisfy all the conditions of Lemma 2.4, there exist µ¯ ∈ Rm+ such that the conditions (1)–(3) hold. By (1)–
(3), we have that (x¯, 1, µ¯) is feasible for (MWD). Also, by the weak duality, it follows that (x¯, 1, µ¯) is a locally weak Pareto
efficient solution for (MWD). 
Theorem 4.3 (Converse Duality). Let
(
y¯, ξ¯ , µ¯
)
be a weak Pareto efficient solution for (MWD). Moreover, we assume that the
hypothesis of Theorem 4.1 hold at y¯ in D ∪ prXW. Then y¯ is a weak Pareto efficient solution for (P).
Proof. Suppose contrary to the result that y¯ is not a weak Pareto efficient solution for (P). Then there exists x˜ ∈ D such that
f
(
x˜
)
< f (y¯) .
Since αi
(
x˜, y¯
)
> 0, we have
p∑
i=1
αi
(
x˜, y¯
)
fi
(
x˜
)
<
p∑
i=1
αi
(
x˜, y¯
)
fi (y¯) .
By (11) and (12) and the above inequality, we have
b0
(
x˜, y¯
)
φ0
[
p∑
i=1
αi
(
x˜, y¯
)
fi
(
x˜
)− p∑
i=1
αi
(
x˜, y¯
)
fi (y¯)
]
< 0. (18)
Since βj
(
x˜, y¯
)
> 0, and the feasibility of x˜ for (P) and
(
y¯, ξ¯ , µ¯
)
for (MWD), respectively, we have
−
m∑
j=1
βj
(
x˜, y¯
)
µ¯jgj (y¯) 5 0. (19)
By (11) and (12) and the above inequality, we have
− b1
(
x˜, y¯
)
φ1
[
m∑
j=1
βj
(
x˜, y¯
)
µ¯jgj (y¯)
]
5 0. (20)
By inequality (18) and (20) and in light of condition (a) of Theorem 4.1, we have
p∑
i=1
ξ¯if ′i
(
y¯, η
(
x˜, y¯
))
< 0 and
m∑
j=1
µ¯jg ′j
(
y¯, η
(
x˜, y¯
))
5 0.
The above inequalities together yield
p∑
i=1
ξ¯if ′i
(
y¯, η
(
x˜, y¯
))+ m∑
j=1
µ¯jg ′j
(
y¯, η
(
x˜, y¯
))
< 0, (21)
which contradicts (8).
By condition (b) from (18) and (20), imply
p∑
i=1
f ′i
(
y¯, η
(
x˜, y¯
))
< 0 and
m∑
j=1
µ¯jg ′j
(
y¯, η
(
x˜, y¯
))
5 0.
Since ξ¯i = 0, the above inequalities imply (21), again a contradiction to (8).
By condition (c) from (18) and (20), imply
p∑
i=1
f ′i
(
y¯, η
(
x˜, y¯
))
< 0 and
m∑
j=1
µ¯jg ′j
(
y¯, η
(
x˜, y¯
))
< 0.
Since ξ¯i ≥ 0, the above two inequalities imply (21), again a contradiction to (8). This completes the proof. 
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5. Conclusions
In this paper, we extend some known results concerning sufficiency and duality for a multiobjective programming
problem involving d-V-type-I univex functions. In fact, some researchers have paid much attention on extending some
known results for univex functions, for example: [11,12,16,17]. Hence, for this purpose, we may conclude that this paper
enriched optimization theory in the viewofmathematics. Although, there are somedifficulties (like constructing the suitable
examples or counter examples to show the existence), the multiobjective programming problems involving the generalized
convex functions are very interesting.
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