Prescribed by ANSI Std. Z39.18 Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing this collection of information. Ionization of inner shell electrons by laser fields often occurs in the relativistic regime. A complete description of this phenomenon requires both relativistic and quantum mechanical treatment. The Dirac equation describes the motion of a spin one-half particle in an external electromagnetic field. The stationary states in both Coulomb and soft-core potentials are solved either analytically or numerically. These are used as initial conditions in time dependent calculations. It is found that, at least in one case, two-dimensional simulations predict a greater ionization rate than the one predicted by the Coulomb corrected strong field approximation. Computational performance is important due to the rapid oscillations in a relativistic wavefunction. Multiple General Purpose Graphical Processing Units are utilized in parallel to speed up calculations.
I. INTRODUCTION
In a previous memorandum report [1] numerical solutions of the Klein-Gordon equation were developed with a view toward solution of relativistic photoionization, or other relativistic quantum electronics problems. While the Klein-Gordon equation captures much of the relevant physics, especially for moderately heavy ions (Z 137) , it does neglect the spin polarization of the electron. This memo parallels [1] , but replaces the Klein-Gordon equation with the Dirac equation, which is the fully relativistic wave equation for spin one-half.
The notational and representational conventions used herein follow those of Ref. [2] .
II. CYLINDRICAL BOUND STATES A. Starting Equations
As in Ref. [1] , cylindrical atoms are of interest as a reduced model that is sometimes the only one that is computationally tractable. The starting point is the symmetrical form of the Dirac equation
where γ µ are the contravariant Dirac matrices,p µ is the covariant operator of fourmomentum, A µ is the covariant four-potential, q is the charge of the particle, and m is the mass. In two dimensions this expands to
Here it must be remembered superscripts are contravariant vector indices. We seek stationary states in the form
where ϕ = tan −1 (x 2 /x 1 ), andˆ is a diagonal 4 × 4 matrix with integer entries. Specializing further to the case of a uniform magnetic field A = 
whereR
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Here, ρ 2 = x 2 + y 2 . At this point it is convenient to choose a representation. We will use the standard representation in which
where i ∈ {1, 2, 3} and τ i are the Pauli matrices. Taking advantage of the fact that diagonal matrices commute, it is easy to show that all the terms dependent on ϕ cancel if and only if 1 − 2 = 3 − 0 = 1. If these conditions are satisfied, then
This is the eigenvalue equation describing the radial part of the wavefunction. It decouples into two independent systems, one for ψ 0 and ψ 3 (the spin-up solution) and one for ψ 1 and ψ 2 (the spin-down solution).
B. Spin and Angular Momentum
Due to the symmetry of the cylindrical atom, the spin-up and spin-down solutions are easily transformed into one another. Multiply the fundamental two-dimensional time dependent equation (2) on the left by γ 1 γ 3 . Use {γ µ , γ ν } + = 2g µν to move γ 1 γ 3 to the right of the operator in parenthesis. Make a change of variables from x 1 to ξ 1 = −x 1 . Gather the factors on the right as a new wavefunction 
where 0 = − 1 , 1 = − 0 , 2 = − 3 , and 3 = − 2 . Note that a spin-up solution is transformed into a spin-down solution and vice-versa.
It is instructive to consider the angular momentum of the system. The operator of total angular momentum isĵ
where the first term is due to the spin (see Ref. [2] ). The eigenvalues are
in the case of a spin-up state, or
for a spin-down state. If the transformation (10) is applied, the sign of j z is reversed. The total angular momentum is a good quantum number.
The orbital angular momentum is a bad quantum number because the stationary states have 0 = 3 and 1 = 2 , so that they are not eigenfunctions of ∂ ϕ . Any spin-up bound state is fully specified by a radial quantum number, n r (see below), and the total angular momentum j z . In the following we treat only the spin-up state, since the spin-down state can always be obtained by the transformation (10) . A specific spin-up state is denoted by the ket |n r , j z
C. Analytical Solutions for Coulomb Potentials
In the case of a Coulomb potential, A 0 = Q/ρ, where Q is the effective nuclear charge [11], it is possible to obtain an analytical solution in the limit of a weak magnetic field. Define Q 1
and
Then one obtains the following uncoupled equations for Q 1 and Q 2 :
where Z m = qQm/λ, Z ω = qQω/λ, σ = s + 1/2, and ω c = qB 0 /m. In the low field limit |mω c |ρ 2 4|j z | and |mω c |ρ 2 2|j z ± Z m | assuming ρ is bounded. Supposing further that
The solutions that are finite for ρ = 0 are
where F (a, b, z) is the confluent hypergeometric function [12] and β = λ 2 − mω c j z . The energy levels for the bound states are found by demanding that the wavefunction should vanish as ρ → ∞. Then the first argument of F must be a negative integer or zero. Thus, the energy eigenvalues for a weak field B 0 , total angular momentum j z , and radial quantum number n r are determined from
where n r ∈ {0, 1, 2, . . .}. An important point to note is that for B 0 = 0, it is not always possible to satisfy both equations simultaneously (see discussion of Zeeman splitting below).
The validity of the assumptions used to obtain (17) cannot be decoupled from the particular state considered. Sufficiently far from the axis (ρ → ∞), the approximations involving the smallness of |mω c |ρ 2 will always break down. It is expected, therefore, that states whose wavefunction decays rapidly with ρ are approximated best. These are generally the states with the lowest energy.
In the case where B 0 = 0 the energy eigenvalues can be expressed as
Because of the square root, the cylindrical Dirac ion (with perfect Coulomb potential) can only be in an s-state provided q 2 Q 2 < 1/4. In terms of the atomic number, Z = −Q/q, assuming the orbiting charge is an electron, this condition is expressed as Z ≤ 68. This differs from the spin zero (Klein-Gordon) case where no s-state is possible at all for a cylindrical Coulomb ion. Fig. 1 compares the first few energy levels in a cylindrical hydrogen-like xenon ion (Z = 54) with those of the corresponding spherical ion. The qualitative structure of the energy levels is similar, but in cylindrical geometry each energy level is lowered relative to its spherical counterpart. The fact that the energy is lowered is fortuitous, because, as will be shown below, a soft-core potential can be used to raise the energy of the cylindrical state so that it becomes commensurate with the corresponding spherical state.
D. Numerical Solutions for Soft Core Potentials
In order to compute the stationary states of a Dirac ion in a magnetic field without any approximation, one may return to the fundamental Eq. (8) and solve it numerically. The primary difficulty is that the Coulomb potential has a singularity which is not amenable to discretization. One solution that is often employed is to use a soft-core potential
where δρ is a constant called the soft core radius. The soft core potential converges to a This breaks into two independent 2N × 2N systems, one for spin up, the other for spin down. The spin up part is
where T ± are tridiagonal, and D ± are diagonal. The non-zero elements of T ± and D ± are
where
The spin down part is obtained from the same system with the signs of 
E. Zeeman Effect
In the case of the Klein-Gordon equation for spin zero it is possible to obtain an analytical description of the Zeeman effect, to first order in the magnetic field. In the case of spin 1/2, the situation is more complicated. As noted above, the approximations used to obtain Eq. (17) are subtly dependent on the particular state considered. Moreover, in a magnetic field, there may be no choice of radial quantum number that simultaneously forces both hypergeometric functions in the solution to zero as ρ → ∞. This situation is alluded to in Refs. [3, 4] . On the other hand, we are always able to find well behaved numerical solutions in a soft-core potential. One explanation for this is that the requirement that both hypergeometric functions vanish as ρ → ∞ is a sufficient, but not necessary condition, on the normalizability of the wavefunction.
Based on the information in Fig. 3 , one can check the accuracy of Eq. (17) against the numerical soft-core solution, given a sufficiently small soft-core radius. in no way scrambles the components of the wavefunction). The Hamiltonian is conveniently expressed in 2 × 2 block form as
In order to express the leapfrog scheme in a compact and transparent way, the Hamiltonian
, where
Define φ = (ψ 0 , ψ 1 ) and χ = (ψ 2 , ψ 3 ). Suppose φ is known at time level n − 1/2, while χ is known at time level n. The wavefunction is advanced in two steps using
Here, ψ(t + T ) must be interpreted with care. If T /∆t is a half integer, the argument gives the time at which φ is known, with χ being known a half-step earlier. If T /∆t is an integer, the argument gives the time at which χ is known, with φ being known a half-step earlier.
The integration scheme of Eqs. (27) and (28) amounts to a carefully chosen factorization of the operator exponential, e −iH∆t . Leapfrogging φ and χ corresponds to factorizing the upper and lower rows. Each step in the leapfrog scheme is further factorized. In particular, the off-diagonal elements are split, and arranged so that the two halves bracket the diagonal element. This can be shown to eliminate the lowest order factorization error that would occur if the off-diagonal elements were kept together.
The formal expressions (27) and (28) have to be further approximated to be useful computationally. In this work the factors corresponding to the off-diagonal part of the Hamiltonian are replaced by the lowest order Taylor expansion. This gives the explicit formulas This requires only explicit finite difference evaluations and two special function evaluations.
Note that the diagonal part of the Hamiltonian is treated such that unitarity is preserved to machine precision. The entire scheme turns out to preserve unitarity to several digits of precision, as is demonstrated below.
B. Validation Against Zeeman Effect
A general method for determining the energy levels of a numerical atom using a time dependent code was given in Ref. [1] . The method is used here to test the algorithm for In fact, if r 0 happens to be near a null of a particular eigenfunction, the associated energy eigenvalue may not appear in the numerical spectrum. In Fig. 5 , the diagnostic point is r 0 = e 1 +e 2 , where e i are Cartesian basis vectors.
C. Relativistic Ionization Example
One important application of numerical solution of the time dependent Dirac equation is in modeling relativistic photoionization processes. In Ref. [1] an example is given using the spin zero Klein-Gordon equation. In the Klein-Gordon case, the parameters of the ionization problem are the radiation frequency, ω 0 , the peak vector potential, A 0 , and the atomic number of the hydrogen-like ion, Z. In the case of the Dirac equation, an additional parameter must be considerd: the orientation of the electron spin with respect to the radiation polarization and wavevector. In the two-dimensional geometry considered in this report, it is only possible to consider the case where the radiation polarization is orthogonal to the spin. The form of the vector potential is
where Θ is the Heaviside step function, and k · e R = 0. In three dimensions, nothing constrains the choice of e R relative to the spin. In two dimensions, e R cannot have a component in the ignorable direction, for otherwise a momentum would be induced in that direction, leading to a contradiction. Hence, if the spin is chosen to be in the ignorable direction, the radiation and electron polarizations must be orthogonal. In this report, k e 1 , e R = e 2 , and the spin is aligned with e 3 . The electrostatic potential is a soft core potential, with δρ chosen so that the ground state energy of the cylindrical ion coincides with the ground state energy of the Coulombic spherical ion with the same Z. The product ω 0 A 0 is chosen so that the corresponding electric field coincides with the barrier suppression threshold model [5] . There is a constraint imposed by limited computation time, which tends to increase ω 0 . For the example given here, ω 0 is chosen to make the simulation time a few hours on a 16-GPGPU cluster, while keeping the adiabaticity parameter in the tunneling regime. The simulation parameters are given in Table I 
The expectation value of the charge contained in a ball B is
Take the radius of B to be large enough so that it contains the charge associated with the bound state almost entirely. Then the ionization probability is defined as the expectation value of the charge outside B, divided by the total charge of the particle: (35), where B is a cylinder of radius 20λ. The dashed curve is based on the dressed Coulomb corrected S-matrix analysis of Ref. [6] . In plotting the dashed curve a factor was inserted to unwind cycle averaging.
The ionization rate is
which by the divergence theorem, is the same as the current flowing out of the volume, divided by the charge.
It is of interest to compare the simulated ionization rate with various analytical formulas.
In this report we make comparison with the dressed Coulomb corrected S-matrix theory of Ref. [6] . Strictly, the S-matrix theory gives the ionization rate averaged over an optical period. However, in the adiabatic limit, the cycle averaging can be unwound, and the rate can be considered an instantaneous function of the field [7] [8] [9] [10] . The result of this procedure is shown in Fig. 6 . The simulated rate is larger than that of the S-matrix prediction. The peak simulated rate is delayed with respect to the peak of the electric field (ϕ = 0) because of the propagation delay between the ionic core and the diagnostic sphere ∂B.
A useful measure of the accuracy of any simulation of photoionization is the precision with which charge is conserved. Fig. 7 shows the evolution of the charge error, normalized to the electronic charge, during the course of the simulation. The accuracy is about 6 digits until significant ionization sets in. The accuracy drops to about 4 digits by the end of the simulation. Finally, a visualization of the ionizing wavefunction is shown in Fig. 8 . The electric field points in the −y-direction and the radiation wavevector points in the x-direction. As expected, the ionized wavepacket is extracted opposite the direction of the electric field, and is also pushed in the direction of the radiation momentum.
IV. COMPUTATIONAL PERFORMANCE
The programming model used for the Dirac equation follows, almost without modification, the methods given in Ref. [1] for the Klein-Gordon equation. The primary difference is that in the case of the Dirac equation, additional synchronization is necessary to guarantee that the electron state, φ, is updated before advancing the positron state, χ. The simplest way to do this is to use two separate OpenCL kernels to advance φ and χ. Apart from this distinction, all the methods for distributing the workload on a cluster of GPGPUs remain the same.
The floating point precision used in the code can be selected at compile time. Single precision is suitable for cases where one is interested in a final state which is significantly different from the initial state. If the initial state is weakly perturbed, accuracy typically demands that double precision to be used. The performance on various GPGPU devices is given in Fig. 9 , for single and double precision, using a 2000 × 2000 numerical grid. The performance penalty for using double precision is about two-fold on the gaming device (NVIDIA Geforce GTX 980), and somewhat less on the other devices. The water cooled device advances about 350 million cells per second. Performance could likely be improved by optimizing memory access patterns.
The performance on a cluster of GPGPU devices, namely the SGI ICE X system "Topaz" at the U.S. Army Engineer Research and Development Center (ERDC), is given in Fig. 10 .
The Topaz system has 32 GPU nodes, each with a single NVIDIA Tesla K40P device. performance is still gained, so the strong scaling limit is not reached. In order to carry out a meaningful weak scaling study, a larger GPGPU cluster would be needed. found that the numerical ionization rate exceeds the dressed Coulomb corrected SFA rate.
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