Abstract-Many micro-to nano-scale 3-D biological objects have a helical symmetry. Cryo electron microscopy provides 2-D projection images where, however, the images have low SNR and unknown projection directions. The object is described as a helical array of identical motifs, where both the parameters of the helical symmetry and the motif are unknown. Using a detailed image formation model, a maximum-likelihood estimator for the parameters of the symmetry and the 3-D motif based on images of many objects and algorithms for computing the estimate are described. The possibility that the objects are not identical but rather come from a small set of homogeneous classes is included. The first example is based on 316 128 100 pixel experimental images of Tobacco Mosaic Virus, has one class, and achieves 12.40-Å spatial resolution in the reconstruction. The second example is based on 400 128 128 pixel synthetic images of helical objects constructed from NaK ion channel pore macromolecular complexes, has two classes differing in helical symmetry, and achieves 7.84-and 7.90-Å spatial resolution in the reconstructions for the two classes.
with an unknown projection direction, of the 3-D distribution of electron scattering intensity of the object. Because of the sensitivity of the object to the electron beam, the usual approach is to fuse information from one image of each of many identical objects. In addition to the unknown direction of the projection, these problems are complicated by failure to know the parameters of the helical symmetry that is present and by the low SNR of the images. In this paper a statistical model, maximum-likelihood (ML) estimator and a variety of generalized expectation maximization algorithms are proposed for simultaneously determining the parameters of the helical symmetry and the 3-D electron scattering intensity when images show objects that come from one or more homogeneous classes where, if more than one class is present, different symmetry parameters and/or different electron scattering intensity distributions for the repeat element of the object are jointly determined for each class.
Helical symmetry arises in biological objects when a macromolecule or macromolecular complex, the so-called motif, is repeated in a helical array. The motif for Tobacco Mosaic Virus (TMV) is shown in Fig. 1 (a) and a helical array is shown schematically in Fig. 1(b) . Because helical arrays are periodic in one of the three coordinates, conventionally called the coordinate, the 3-D Fourier transform is impulsive in the corresponding coordinate of Fourier space and the function of and that multiplies the impulse is called a layer plane. The situation for the 2-D image provided by an electron microscope is similar, but now, in the appropriate coordinate system, the function that multiples the impulse is a function of only one coordinate rather than two coordinates and is called a layer line. An image showing the magnitude of the 2-D Fourier transform of an ideal image of TMV, where every column of pixels is either zero or the magnitude of a layer line, is shown in Fig. 1(c) .
The range of biological objects that have helical symmetry is large [2] . At the molecular level, examples include actin [3] , [4] , tubulin and microtubules [5] , and flagellin and flagellum [6] . At the macromolecular complex level, a large number of viruses exhibit helical symmetry, including viruses in the genus Tobamovirus which includes the species TMV used as an example in this paper. In addition, some membrane-based components of cells can be induced to form tubular objects in which the many copies of the same membrane protein form a helical array (e.g., Ca -ATPase of the Sarcoplasmic reticulum [7] and nicotinic acetylcholine receptor of the electric organ of the Torpedo electric ray [8] ). Finally, synthetic lipid nanotubes [9] can be used as substrates on which to form helical arrays of protein molecules (e.g., Streptavidin [10] , Perfringolysin O [11] , and IgG and Transducin [12] ). Planar lipid layers can also be used as substrates resulting in 2-D crystals with various space groups, but the advantage of the nanotubes and helical arrays is that a complete set of data can be recorded without the necessity of tilting the specimen in the electron microscope.
Corresponding to the importance of the problem, there are multiple algorithms and software systems designed to determine the parameters of the helical symmetry, determine the orientation of each image, and compute a reconstruction including IHRSR [2] , [13] , Phoelix [14] , Ruby-helix [15] , the Brandeis Helical Package [16] , the MRC Image Processing Programs [17] , Spider and Web [18] , and the Stokes Lab Procedures. 1 With the exception of IHRSR, the underlying mathematics of these algorithms is a Fourier-Bessel series for the 3-D distribution electron scattering intensity [19] described in reciprocal space (i.e., Fourier space) while the approach of IHRSR is based on a voxel representation in real space (i.e., Image space). Furthermore, if the objects come from more than one class, all of these approaches must first label all images with respect to what class of object is shown and then separately process the images which share the same class label. The labeling process can be challenging because only a noisy unoriented 2-D projection of the 3-D object is shown in an image.
The 3-D electron scattering intensity of an object with helical symmetry can be described as a helical array of identical 3-D subobjects called motifs. The approach in this paper differs from the approaches of the previous paragraph because the underlying mathematics is a description of the electron scattering intensity of a single motif [1] . From a mathematical point of view, there is not a unique motif for an object with helical symmetry. However, from a biological point of view, there usually is a natural definition of the motif because the biological object is constructed from macromolecules and the natural motif is the smallest collection of such molecules which, when placed in a helical array, create the object. Focusing on the motif has several potential advantages. First, if the motif is known or hypothesized to have a symmetry [20] , that symmetry can easily be incorporated into the reconstruction. Second, if the helical objects are not homogeneous, then, using a multi-class maximum likelihood approach, it is possible to separately consider whether the same motif forms helices of different symmetries (e.g., due to changing diameter of a lipid tube substrate) or multiple motifs occur in multiple different symmetries (e.g., due to a protein molecule that has more than one conformation when packed in a helix), etc. Third, though it is beyond the scope of this paper, the motif mathematics can be generalized to include variability in the translation and rotation present between adjacent motifs in the helical array leading to a natural description of random helices as has been useful previously in other biophysical structure problems [21] .
With the exception of IHRSR, the algorithms listed above process reciprocal-space images. The choice of applying the ideas of this paper to images in real versus reciprocal space is determined by the definition of the matrix (1). The formulas (3) and computations (Section X) of this paper are for processing reciprocal-space images. In order to process real-space images, it is necessary to compute the 2-D inverse Fourier transform of (3) in order to determine the values of the matrix . The reason that we have used reciprocal-space images is that it appears difficult to do this computation symbolically. While many algorithms allow the averaging of images in order to increase SNR, the algorithms described in this paper consider each image separately. Because the helical symmetry includes periodicity in one dimension, an ideal reciprocal-space image is zero except for impulsive so-called layer lines. While it is possible to consider algorithms that extract and process layer lines from reciprocal-space images, the algorithms described in this paper in fact process all pixels in the reciprocal-space images. Finally, an important feature of the algorithm described in this paper is that it can process images where the object did not lie in the plane perpendicular to the beam in the microscope, i.e., objects with so-called "out-of-plane tilt."
In cylindrical coordinates, a function has a screw symmetry in the direction if and only if for specific values of and . A helical symmetry is stricter since it constrains and by requiring that be periodic in . Let denote the fundamental period. Then, there must be integers and such that and or, equivalently, and where, in addition, and are relatively prime in order that is the fundamental period. In this paper we focus on helical symmetry although much the same approach can be applied to screw symmetry. In particular, by increasing , , and , any screw symmetry can be approximated by a helical symmetry with a large period.
Most of the engineering literature that describes work on 3-D reconstruction problems for cryo EM concerns single-particle cryo EM for spherical particles [22] [23] [24] [25] [26] [27] [28] [29] [30] . Helical problems are more difficult because the parameters of the helical symmetry are not known a priori. However, helical problems are also easier because a single image provides several views of the motif, in relative directions determined by the helical symmetry, though the views are overlapping in the resulting image. The work described in this paper and all of the helical algorithms referenced previously process an image of an object with helical symmetry by first dividing the image into subimages in order to ameliorate nonidealities in the object. By processing subimages, helical problems more closely resemble spherical problems.
In summary, the goal of this paper is to describe a maximum-likelihood estimator and algorithms for its computation that jointly determines multiple motif distributions of electron scattering intensity and multiple helical symmetry parameters based on unlabeled images that are randomly selected from homogeneous classes. As a part of achieving this goal, the estimator uses detailed models of the image formation process that include a Contrast Transfer Function and a complete six degrees of freedom for the position of the object in the microscope. Let denote the identity matrix. Let denote the multivariate Gaussian probability density function (pdf) with mean and covariance matrix .
III. IMAGE FORMATION MODEL: DETERMINISTIC
The motif is described by a weighted linear combination of basis functions so that estimating the motif is equivalent to estimating the weights. The basis functions used are a complete orthonormal set [30, . The image formation model includes the transformation from weights to motif, the transformation from motif to helix, the positioning of the helix in the microscope, the 2-D projection of the 3-D helix by the microscope, the convolution of the projection with the contrast transfer function (CTF) of the microscope and the windowing of the infin- 
where the transformations are different for real versus reciprocal space and where denotes all of the parameters of the transformation. In the remainder of this paper, is always the reciprocal-space image. The parameters are listed in Table I and described in the following paragraph.
The motif is described in the so-called motif coordinate system. The coordinate system is important primarily in cases where the motif is known to have a 3-D symmetry (e.g., Section X-B). In this coordinate system, the 3-D distribution of electron scattering intensity of the motif, denoted by and in real and reciprocal space, respectively, is described by a truncated orthonormal expansion where the weights in the expansion are denoted by . In the computations presented in Section X, the expansion for is written in spherical coordinates and the basis functions are products of angular and radial functions (2) where is related to spherical Bessel functions [30] and is a linear combination of where are spherical harmonics. As shown in (2), the angular dependence is indexed with nonnegative integers and where the range of is infinite but in practice truncated at and the radial dependence is indexed with nonnegative integers and where the range of is also infinite but in practice truncated at . In real space, the radial basis functions are nonzero in the spherical shell of inner radius and outer radius . The motif is then rotated into the orientation that it takes in the object by a rotation matrix, denoted by and described by Euler angles , , . The helix is described in object coordinates in which the helical axis is the axis. The helical object is constructed as if it was built one motif at a time: the first rotated motif is translated to location in object coordinates where is the radius of the helical object. The other motifs are added to the helix by translation and rotation of the first motif. For the th motif , the translation is by in the -direction and the rotation is by around the -axis where and are defined as functions of , , by and , and the parameters , , and are the period of the helical object, the number of motifs per period, and the number of turns per period, respectively. The helical object in object coordinates is then rotated and translated to laboratory coordinates in the microscope. The rotation matrix is described by Euler angles , , and and the translation is described by , where the projection direction in the microscope is the -direction in laboratory coordinates and therefore the third component of the translation can be taken equal to 0 without loss of generality. In the spatial frequency domain, the projection image is modified by the CTF [34] , which has parameters , , , , and . The dimension of the square pixel is and the number of pixels along the helical axis in the image is .
The 2-D Fourier transform of the infinite image (i.e., the reciprocal-space infinite image) is denoted by and is related to the weights of the orthonormal expansion of the 3-D distribution of electron scattering intensity and the other parameters by (please see [1] and [35] for the definition of ). This expression is purely impulsive due to the periodicity of the ideal helix, where the impulse at the location where and satisfy is the th layer line.
An experimental image is of finite length, and therefore its Fourier transform has layer lines of finite width. In order to model the finite width of the layer lines, the finite real space image, denoted by with 2-D Fourier transform denoted by , is described as the product of a binary mask, denoted by with 2-D Fourier transform denoted by and the infinite image, denoted by with 2-D Fourier transform . By preliminary processing of the micrograph, the images of the objects have near 0, i.e., the projection of the long axis of the helix is approximately in the direction. Therefore, it does not matter whether the mask is finite or infinite in extent in the direction and infinite extent leads to simpler equations. Based on these considerations, the definition of is if and otherwise where and were defined previously. The definition of implies . Therefore, which implies that . The formula for is derived in [1] , [35] . For the case , the formula for is . The reason for the complexity of (3), and especially the intermediate variables, is that (3) applies for any orientation of the object in the microscope, as is described by the three Euler angles , , and . In particular,
is an object with so-called "out-of-plane tilt." For the most simple orientation, where the -axis of the object becomes the -axis of the image, , , and , the trigonometric terms simplify resulting in , , , and . Equation (3) describes the inner product of a row of [ (1)] with the vector of weights, . Therefore, the elements of can be read from (3). While motifs can have internal symmetries (Section X-B), helices can also have additional global symmetries [36, Secs. 7.2.1.(a) and 7.2.3.(a)]. As is described in [35] , cyclic and dihedral symmetries can be incorporated in this approach.
Two aspects of the image formation model can reduce computation. First, since the image is real valued, its Fourier transform is conjugate symmetric and therefore only one half of the reciprocal-space pixels must be processed. Second, if the image size, image sampling rate and helix period allow, there can be regions of essentially zero between the layer lines even with finite line widths. In such regions, corresponding rows of can be approximated by 0.
IV. STATISTICAL MODEL AND ESTIMATOR
An additive Gaussian noise model with zero mean and known covariance matrix is used to describe the uncertainty in the pixels of the image [27] , [30] . Therefore, the deterministic image formation (1) is modified to (4) where is the noise. Since typical exposures are 100 electrons per pixel, a Gaussian model rather than a Poisson model is acceptable, and the Gaussian model also includes other forms of image degradation such as fluctuations in the vitreous ice characteristics. Furthermore, a Gaussian model greatly simplifies the estimator calculations in Section VI for , which is critical since the dimension of is at least several hundred. The assumption of known covariance is replaced in practice by estimation of the covariance from areas of the real-space image in which no object is located.
The approach taken in this paper to estimator design is maximum likelihood (ML). From (4), the pdf on the image conditional on the values of all of the parameters is (5) Listed in Table I and used in (5) are a total of 23 parameters plus the unknown weights . Each parameter can be treated as known, unknown but deterministic, or random with known a priori pdf (possibly including hyperparameters although hyperparameters do not occur in this paper). All of the unknown but deterministic parameters are estimated by ML. For the random with known a priori pdf parameters, the parameters could be estimated, e.g., by maximum a posteriori estimation, or simply integrated out of the likelihood function using the a priori pdf. In the problem formulation of this paper, these parameters are integrated out of the likelihood function and for that reason are called nuisance parameters. The remainder of this paragraph explains the treatment of each parameter. The motif parameters , , , and ; the rotation parameters , , and ; the CTF parameters , , , , and , and the image sampling parameters and are assumed to be known and are therefore not estimated. The parameters of greatest interest to biologist users are , , , , and , because knowing these parameters is necessary and sufficient to reconstruct the 3-D helical object. The parameters and are relatively prime positive integers so describing a probability mass function (pmf) is difficult. Therefore, they are treated as unknown but deterministic and estimated by ML. The parameter is a high-dimensional real-valued vector of weights for the orthonormal expansion description of the motif so describing a pdf is difficult. Therefore, is also treated as unknown but deterministic and estimated by ML. The parameters and can be estimated by preprocessing algorithms directly from the image. However, the estimates have errors that can be described by a pdf. Treating the result of preprocessing as a priori information provides a priori pdfs for and . Using the pdfs, the variables are treated as nuisance parameters which are not estimated. The parameters describing the location and the orientation of the object in the microscope, (described by , , and ), and have natural pdfs that are described in Section VIII and are treated as nuisance parameters which are not estimated.
While all of the previous discussion and equations describe one image, the goal is to process many images jointly. Because many images are processed jointly, the potential exists that different images show different types of 3-D objects and therefore joint reconstruction and classification is important and we consider several types of different reconstruction and classification problems. For all the problems, the fundamental data is a set of electron micrographs, each displaying one or more objects where a typical object extends for typically 1500-3000 Å in the direction of the helical axis.
One challenge is that biological objects do not exactly obey the laws of helical symmetry. There is an established set of techniques [14] , [16] , [37] , [38] for extracting images of objects from the micrographs, rotating the images so that is nearly 0 and straightening the images of objects which are bent. In what follows, the images resulting from this process are referred to as "long images." The long image is typically further divided, with boundaries perpendicular to the helical axis, into subimages referred to as "short images." This allows artifacts to be excluded and decreases the effect of any residual deviation from straightness since the deviation is less apparent over shorter distances. Because the objects are typically somewhat distorted from helical symmetry (e.g., bent, stretched, compressed and twisted), it is difficult to create pdfs relating the 5 degrees of positional information between adjacent short images. Therefore, we assume that they are independent.
A second challenge is that the motif or the helical symmetry can change. A variety of types of changes, e.g., constant within a long image versus constant within only a short image, can be described in a unified manner by appropriate definitions for the class labels as is described in Appendix A.
The label is assumed to be a random variable with known a priori pmfs which can vary from image to image. This is a relatively general formulation. For instance, if the different cases differ by large changes in the radius or the period , then the images can probably be classified accurately with respect to symmetry by preprocessing so the a priori pmf for an image might be concentrated on those label values corresponding to the preprocessor-estimated symmetry for that image. If preprocessing is possible but inaccurate, then less concentrated pmfs, which still vary from image to image, might be used. Finally, if preprocessing is not possible, a single pmf might be used for all images and, if nothing is known, that single pmf might be uniform.
Let index the images, either the long or the short images, that carry the class label. Such images are referred to as indexed images. Let denote the number of short images extracted from the th indexed image and let index the th short image of the indexed image. There are two cases which are both of biological importance. If the 3-D object changes symmetry or motif along its length then so does the long image. In this case, the indexed images are the short images extracted from the long image and . Alternatively, if the 3-D object has constant symmetry and motif along its length then so does the long image. In this case the indexed image is the long image and is in the order of 10 since approximately 10 short images are extracted from each long image. Let denote the th short image from the th indexed image. Let denote the vector composed of all the vectors. Let the number of classes be denoted by and let denote the class label for the indexed image. The symbol is used in two ways: as a label when the identity of the image to which the label applies is not relevant and to denote the collection of all labels, i.e., . Let ( and ) be the nuisance parameters which effect only the short image from the th indexed image. In the work described in this paper, this definition of implies that . Let be the nuisance parameters which effect only the th indexed image, i.e., . Let . Let denote the nuisance parameters that are common to all classes and therefore common to all short images. Let denote the nuisance parameters that have an effect on only the images in the th class. Let . In the work described in this paper, (the period of helix) and (the radius of the motif center in the helix) are the parameters that are in or . For the th class, and are the parameters to be estimated. Let and . Using the notation of the previous paragraphs in (4), it follows that the th short image of the th indexed image, i.e., , is
Notice that (6) is not in the framework of [30] because applies to all objects (so not Case 1 of [30] ) but both and apply directly to each object rather than indirectly through altering the pdf of object-specific nuisance parameters (thus, not Case 2 of [30] ).
The variables , , , , , and have the following probabilistic dependencies: (9) where (9) is due to the dependence of the pdf of on and either the pdf of or on , which is explained in Section VIII. With conditioning on the nuisance parameters and the parameters to be estimated, the short images are independent, and each short image is independent of nuisance parameters that apply only to other short images:
(10) Similarly, the orientation parameters for a single short image are conditionally independent of those for a different short image where the conditioning is sufficient to provide the value of and for that short image. Therefore, using (9), it follows that
Based on the choice of nuisance parameters described above, can be computed by integration over the nuisance parameters and then maximized by direct nonlinear programming. Due to difficulties in step size selection, this has generally not been successful [39] . Therefore, expectation maximization (EM) algorithms have been used. The nuisance parameters in the EM algorithms are the same as the nuisance parameters listed above, i.e., , and , plus the labels, i.e., .
V. EM EXPECTATION
The EM algorithm expectation step requires the computation of (12) where , are unknown and to be estimated and , are the values in the previous iteration. By methods similar to those of [30] , the expression for can be simplified. (Please see [35] for details.) Define the following five sets of intermediate quantities. The first set is In terms of these quantities, then (27) 
VI. EM MAXIMIZATION AND GENERALIZED EM (GEM) ALGORITHMS
The EM algorithm maximization step requires finding the values of and that maximize :
The maximization with respect to is simple because is a vector with real components and is a quadratic function in . The maximization with respect to is difficult because and are integers and the dependence of on and is complicated. Therefore, GEM [40] algorithms are considered along with an EM algorithm and a direct maximization algorithm. The key features of the problem that make maximization with respect to practical are: 1) and are relatively prime positive integers with ; 2) the biology limits the largest value of that must be considered; and 3) biological packing constraints in the helix exclude many pairs as a function of , , and . In the remainder of this section, the maximization with respect to is presented for two different cases of biological interest. Then five different EM, GEM, or direct maximization algorithms are described. A key fact about all of the algorithms is that they can be implemented with essentially the same central software module, which is the module that computes the and variables described below. Furthermore, sufficient opportunities for software parallelism are available within the function that computes , [22] so that parallelism opportunities are independent of which algorithm is selected.
Maximization of with respect to the real valued vector is simple since is quadratic in . 
To determine the new estimates of the single motif requires solving . Therefore, Case results in the same type of equation as Case . As is described in detail in Appendix B, each of the cases of Section IV and Appendix A can be computed by either Case or Case . In both Cases and , computing and requires taking advantage of the ratio presented in, e.g., (34) , in order to avoid underflows [28] .
In the remainder of this section, the five solution algorithms for the maximum likelihood estimates are described in five paragraphs.
1) Case A (EM):
Find that satisfies , where .
is computed by solving for as a function of , i.e., and substituting the result into to get .
Perform the computation of and the substitution of in in order to determine for each of the finite number of possible values and find and the corresponding that give the maximum value of .
2) Case B (EM):
Find that satisfies where . This algorithm is not practical because it is impossible to index the value of that achieves the maximum by the continuous high-dimensional vector in a practical way.
3) Case C (GEM): First, set and find that satisfies , which is computed by solving for . Second, set and find that satisfies by testing each of the finite number of possible values.
4) Case D (GEM):
First, set and find that satisfies by testing each of the finite number of possible values. Second, set and find that satisfies by solving for .
5) Case E (Direct Likelihood Maximization):
Find and such that which can be implemented by and where determining the value of is done by allowing any of Cases A, C, or D to iterate to convergence.
VII. REGULARIZATION
In order to control the characteristics of the motif, a regularizer is introduced which is denoted by . If the regularizer is chosen to be quadratic in the unknown weights , i.e., where is a scaling, then it can be interpreted as a Gaussian a priori pdf on with mean zero and covariance . Replacing the ML by a maximum a priori (MAP) estimator implies the same computations except [(30)] or [(34)] is replaced by . In the calculations of Section X-A, the objective is to smooth the motif and a regularizer that penalizes the squared magnitude of the gradient of the motif is used. Specifically, is defined by (36) where is the electron scattering intensity of the motif which is a linear function of and the integral is only over because vanishes outside of this ball. There are at least two ways to compute the matrix, denoted by , for the quadratic form in whose value is . One method is to use Parseval's theorem, , substitute (2) and use the orthonormality of the spherical harmonics to show that which implies that the elements of are . The challenge in this method is the evaluation of the infinite radial integral of this oscillatory integrand in 3-D reciprocal space. An alternative method is to evaluate the integral in (36) numerically after computation of by automatic symbolic computation. This method yields the numerical value for but no formula for . In order to penalize the spatial extent of the motif in real space, a second regularizer has been developed [35] but is not used in the examples described in this paper, which is based on penalizing the Frobenius norm of the moment of inertia matrix of .
VIII. NUISANCE PARAMETER A PRIORI PDFS The random variables with a priori pdfs are
(rotation around the axis of the helix), (out-of-plane tilt of the axis of the helix), (in-plane rotation of the axis of the helix), ( directed translation), ( directed translation), (period of the helical object), and (radius of the motif center in the helical object) . The probabilistic dependence can be expressed in two equivalent ways [35] :
or . In the first expression, and , while, in the second expression, and , where is the uniform pdf on the set , i.e., if and otherwise, where . For both expressions, , and , where and are specified in Section X. The pdf for reflects the success of the preprocessing algorithms in rotating the micrograph to the standard position. The pdfs for and depend on the data and are described in Section IX.
IX. PRACTICAL ISSUES
Because biological specimens are typically complicated, masking out the part of an image that does not show the helical object is usually advantageous and is done using a rectangular mask in the calculations described in this paper. In addition, as described in Section IV, the long images that result from masking are further divided, with boundary perpendicular to the helical axis, into the short images. Fig. 2 shows the original experimental image of a TMV particle, the masked long image and the set of short images extracted from the masked long image. Note that a part of the TMV particle with what appears to be over/underlying material is excluded.
A biological helical object is usually held together by interactions at the surfaces of adjacent motifs. Consider the largest possible sphere that is enclosed in the motif and positioned at the center of the motif. If the sphere enclosed in the motif is of radius ( , which is the outer radius of the motif) and the motif is positioned at radius from the axis of the helix, arranging for near contact of the sphere surfaces, and therefore motif surfaces, constrains the helical parameters. The range of integers , of biological interest are any relatively prime integers in , , such that the corresponding distances between two consecutive motifs in both the axial and circumferential direction are within 20% of . The value of can be estimated from an individual image (long or short) by measuring the object's extent normal to the helical axis, which is . While a variety of pdfs on based on the potential errors in this estimate could be defined, the calculations in Section X are based on where is the estimate of for the class. Alternatively, and can be estimated as parameters, possibly using the approximately known value of so that only one of and needs to be estimated. There are no true values for and but rather any values such that the spheres defined by , , , and cover the region of space where the electron density of the object is nonzero are satisfactory. Therefore, computing the likelihood at a few values of and/or and selecting those values that achieve the ML is probably sufficient.
The period is estimated as follows. First, each real-space 2-D image is transformed to reciprocal space by a 2-D FFT. Second, the magnitude-squared of each reciprocal-space 2-D image is averaged in the direction. Third, define the apparent . The average computed in the second step has local maxima at harmonics of the image period (Section III) which is . The inverse of the location of the lowest order harmonic gives an estimate of which is denoted by . Different images have different apparent periods due to different rotation angles and and/or because the images show objects with different periods due to different helical symmetries. The simplest case is where the histogram of shows one peak for each symmetry. In that case, a collection of values all related to the same period can be extracted from the histogram. If this collection is relatively large, e.g., elements, then it is likely that at least one value of is near , noting that alignment of images by preprocessing makes all near 0. Since , the maximum of the values is taken to be the nominal period for the class. While a variety of pdfs for based on the potential errors in this estimate could be defined, the calculations in Section X are based on . Because the pdfs for , , and are impulsive, no numerical quadrature rule is required. For , and , the quadrature rule is Gauss-Legendre of order , , and , respectively. For , independent of whether the region of integration is or , the quadrature rule is uniform of order . Similar to most reconstruction algorithms in structural biology, the algorithm described in this paper starts at low resolution and progressively increases resolution. Resolution is controlled by the values of and which control the number of basis functions that are used in the description of the electron scattering intensity. The values used are listed in Table II . All EM and GEM algorithms are iterative and therefore require an initial condition. In the calculations described in this paper, the initial conditions are randomly drawn from a Gaussian pdf where every component is independent and has mean 0 and variance . A total of 100 initial conditions are used in Step 1. The algorithm iterates to convergence from each of the initial conditions and the best (in terms of likelihood) solution is retained as the answer from Step 1. The convergence criteria for an individual step is described in [28] . After Step 1, each subsequent step uses several initial conditions which are random perturbations of the answer from the previous step. The number of initial conditions for each step are listed in Table II. The standard method for measuring performance of 3-D reconstruction algorithms in structural biology is the so-called Fourier Shell Correlation (FSC) [41] measure of spatial resolution. The FSC function compares the reciprocal-space scattering densities of two objects. Let and be the two reciprocal-space scattering densities to be compared. The FSC function, denoted by , is defined by (37) where , i.e., integration over the angles in spherical coordinates. There are two ways to compare two 3-D helically symmetric objects. The first approach is to compare the two 3-D motifs from which the corresponding helical objects are constructed. The FSC function of two motifs, denoted by , is computed as described in [27] by exploiting the orthonormality of the basis functions, specifically (38) where . The second approach is to compare the entire 3-D structures of the two helical objects. The integrals in (37) cannot be evaluated for helical objects because and are impulsive, i.e., have layer planes, since the objects are periodic. Let be the 3-D reciprocal-space scattering intensity of a helical object which can be written in the form where in Cartesian coordinates and is the weight on the th-layer plane [1] , [35] . Define , where the summation and integration are over the set and and are to be specified. Then, the FSC function for the two 3-D helical objects, denoted by , is (39) where is truncated at 0 and . In either case, the spatial resolution is defined to be the lowest value of such that or decreases below a threshold where is the common choice [42] . The computational complexity of the algorithm involves two components. The first is the number of iterations of expectation maximization that is required to reach convergence. We have no theory to describe this number, but our computational experience (Step 7 of the TMV example of Section X-A) is that it required 42 iterations to achieve , where is the norm and is the vector of coefficients in (2) at iteration . The second is the complexity per iteration, which is proportional to the number of abscissas in the integration rule used in the expectation step of the EM algorithm and proportional to the square of the number of coefficients used in (2) due to the need to compute and solve the linear system described in (32) . Both of these numbers should increase as resolution increases. The complexity per iteration is also proportional to the number of classes.
X. NUMERICAL RESULTS
Two examples are described based on experimental and synthetic images.
A. TMV-Experimental Images
In this example, we compute 3-D reconstructions of TMV [43] [44] [45] [46] [47] from experimental images, where all images (long or short) display objects with the same symmetry and the same motif (Case 1 in Section IV and Appendix A). The values of the parameters are listed in Table I , including the parameters of the pair of CTFs that are used. The total number of short images is 316 with 158 from each of the two CTFs. Each short image measures 128 100 pixels where each pixel measures , and the 128 dimension is along the long axis of the helix. Two subsets of the data are used, the even numbered images and the odd numbered images, as well as the entire set of images. The noise variance is estimated from the regions where no biological object of interest is located. The estimated value of the period , which is 69.718 Å, is used although the published value of the period is 69.0 Å. The values (Table I) for the distance from the axis of the helical object to the center of the motif and the radius of the motif are computed from the PDB (Protein Data Bank) [ID:2TMV] [43] . Specifically, the value of is the magnitude of the sample mean of the PDB coordinates and the value of is the maximum of the distances from the sample mean to the various atomic locations plus the sampling interval times nine pixels. The regularizer of (36) is used with the regularization parameters described in Table II.  The values of quadrature rule parameters,  ,  ,  ,  and are 10, 10, 40, and 9, respectively, and the values of a priori pdf parameters, and , are and 5, respectively. Table III shows the rank-ordered list of log likelihood values as a function of the assumed value of and . The estimated values are the correct values, i.e., and . Fig. 3 shows reconstructions of the helical objects that result from placing the estimated motif in the estimated helical symmetry. TMV is constructed from helically arranged copies The estimate of the biological motif is enclosed in a dashed box. The biological motif, which is an individual protein molecule, is not the same as the mathematical motif, i.e., the electron scattering intensity that is described in Fourier space by (2) . In the online version, the color map encodes distance from the z-axis in cylindrical coordinates.
of a single protein molecule, which is the natural choice for the motif from a biological point of view. By having and (step size in axial translation), there exist extensive overlaps between motifs in nearby positions. These overlaps allow the optimization in the ML estimator to locate a motif that is different from the biological motif but that provides a superior likelihood value. Therefore, only the FSC measure for the helical object (39) is used to describe the resolution of the 3-D reconstructions. Fig. 4 shows a plot of FSC comparing the reconstructions based on the even numbered images and the odd numbered images, which is the standard approach in structural biology. The coordinate system of the first object is defined so that a motif is centered at . The value of FSC resolution is maximized with respect to -directed translation and -directed rotation of the second object. The resulting resolution of the 3-D reconstructions is 12.40Å. The calculation leading to the 12.4Å reconstruction took about 8 h on a cluster containing 16 dual-processor dual-core PCs with a gigabit ethernet interconnection and programmed with C/C++/OpenMP/MPI.
The TMV images used in these calculations came from the laboratory of Prof. Bridget Carragher. Using a set of 725 filaments of which 72 filaments contributed to the final 3-D reconstruction, Prof. Carragher and her colleagues [45] achieved a resolution of approximately 10 Å and later [46] , from a less precisely described number of images, 8 Å. A more recent reconstruction by Prof. Grigorieff and colleagues [47] used 4251 segments from 135 virions and achieved a resolution of 4.7 Å. While these resolutions are higher than the resolution of the calculation described in this paper, neither of these algorithms is designed to solve multiclass problems while such problems, as demonstrated in Section X-B, are solved by the algorithm described in this paper. 
B. Ion Channel Pore Helical Object-Synthetic Images
The second example is a joint reconstruction and classification problem where all long images have the same motif but different long images have one of two different helical symmetries (Case 2b in Section IV and Appendix A). The images used are synthetic images of helical objects constructed from the open NaK ion channel pore described in [49] for which the fourfold symmetry axis is normal to the cell membrane. If the pore was used in the lipid nanotube system of [9] , the symmetry axis would likely be perpendicular to the helical axis, and this is the case considered in this example. An attractive feature of the approach of this paper is that this fourfold symmetry can easily be imposed on the motif. First, define the motif in motif coordinates with the symmetry axis coincidental with the -axis. Second, use spherical harmonics, , for only , where in in the orthonormal expansion of (2) . Third, use with , and to rotate the motif so that the symmetry axis is in the plane in the helical coordinate system. Two types of helical symmetries are considered and a mixture set of the images is used in the reconstruction estimator. Since the mixture is synthetic, it follows that the true classification is known. Based on the atomic resolution structure of the ion channel pore from the PDB [ID:3E86] [49] , coefficients for the ion channel pore motif are computed and used to make the images. The parameters that are used to make the images are as follows. The outer radius of the motif is 47.5 Å; the helical symmetry parameters are (15, 2) and (25, 3) for Type 1 and Type 2, respectively; the values of the periods are 80.0 and 150 Å for Type 1 and Type 2, respectively, and the same value of , which is 55.0 Å, is used in both helical symmetries, which makes it difficult to classify these images in real space, as is shown in Fig. 5 . The total number of short images is 400 with 200 from each type of symmetry. Each set of 200 images has 100 images computed with each of two CTFs (Table I) . Each short image measures 128 128 pixels where each pixel measures . The images are computed based on the finite set of coefficients defined by and , where the total number of coefficients is 1014 but only 258 of them are nonzero due to the fourfold symmetry. The random parameters are sampled from the same pdfs that are used in the reconstruction estimator, where the values of a priori pdf parameters, and , are and 5, respectively. Let the signal power be denoted by and defined to be the sum of the squares of the pixel values in the real-space image divided by the number of pixels in the real-space image. Let the noise covariance be diagonal with value on the diagonal. Then the SNR is defined to be and is set, based on the average value of across all of the images, to 0.2. The values of quadrature rule parameters, , , and are 10, 10, 40 and 9, respectively. The value of is estimated by measuring the extent of the helical object in the images. The values are averaged and 55% and 45% of the average are used as and , respectively, in the reconstruction estimator. This results in the values and . Because short rather than long images are synthesized, the same values of period used to make the images are also used in the reconstruction estimator. Two reconstructions are done: a reconstruction of the symmetric motif based on and (258 coefficients) and a reconstruction of the motif without symmetry based on and (405 coefficients). No regularizer is used. Fig. 6 shows the true motif and the reconstructions of the motif. While the reconstruction of the motif without symmetry [ Fig. 6(g)-(i) ] does not represent the biological motif, the reconstruction of the symmetric motif [ Fig. 6(d)-(f) ] accurately represents the biological motif. This success shows the importance of the fact that the approach described in this paper can impose the internal symmetry on the motif. All images are correctly classified with respect to the symmetry of the object shown in the image. The FSC measure for a motif (38) is used to compare the true motif and the reconstruction of the symmetric motif and shows that the resolution is 9.96 Å [ Fig. 8(a) ]. Fig. 7 shows the true helical objects and the reconstructions of each type. The FSC measure for a helical object (39) is computed to compare the true helical objects and the 3-D reconstructions of the objects for both calculations. Based on the FSC plots in Fig. 8(b) , the resolutions for the helical objects based on the symmetric motif (258 coefficients) are 7.84 and 7.90Å for Types 1 and 2, respectively, and the resolutions based on the motif without symmetry (405 coefficients) are 12.55 and 11.65 Å for Types 1 and 2, respectively. The lower resolutions for the motif without symmetry are expected since it would require 1014 coefficients to achieve the same and values used in the symmetric motif reconstruction but that number of coefficients is beyond the capacity of our current software.
XI. DISCUSSION AND GENERALIZATIONS
Generalization of the methods described in this paper may be able to solve classification and 3-D reconstruction problems for objects with more complicated structure than an ideal helical symmetry. One type of problem is an object with essentially continuous variation in the parameters of the helical symmetry. If the parameters vary slowly along the axis of the helix then subdividing a long image into short images and treating each short image as described in this paper may be sufficient. However, if the variation is faster, then a stochastic process model for the local symmetry may be necessary. An advantage of the motif approach is that such a model might describe variations in , , and . These are more natural parameters for a physical model, because they describe assembly, than the , , and parameters that are more often used to describe helical objects. A second type of problem is an object where even the motifs from the same class are heterogeneous. Such a problem might arise from true biological heterogeneity or be induced by sample preparation such as staining. By describing coefficients as random variables with different pdfs for different classes, this type of problem has been successfully considered in a simpler context. In the standard Fourier-Bessel approach to describing helical objects, it is difficult to include such heterogeneity because the entire infinitely long helical object is described by a single set of coefficients and basis functions. Finally, both of these types of disorder might be simultaneously present, though the solution of such complicated problems would likely require extensive high quality image data.
APPENDIX A CLASS LABELS
The motif or the helical symmetry can change. The changes can be from one long image to another or within one long image. In the later case, we assume that each short image has constant motif and symmetry. A broad range of changes can be organized into the following seven cases.
1) All long images (or, equivalently, all short images) show objects sharing the same motif and symmetry. 2) Each long image shows an object with a fixed motif and symmetry but different long images can differ in: a) symmetry but not motif; b) both symmetry and motif; c) motif but not symmetry. 3) Each short image shows an object with a fixed motif and symmetry but different short images can differ in: a) symmetry but not motif; b) both symmetry and motif; c) motif but not symmetry. Cases 2 and 3 of the previous paragraph imply that there is a label for either the long images [Case 2)] or the short images [Case 3)]. If there is only one but many [Cases 2a) and 3a)], then the label is a label for . If there is only one but many [Cases 2c) and 3c)], then the label is a label for . If there are many and many [Cases 2b) and 3b)], then the label is for triples . The first two cases are treated as special cases of the third, as is explained before (29) in Section VI. The work of this paper could be generalized to the case where there are two labels, one for and one for . In such a generalization, if there were two possible and two possible and an image could have any paired with any , then the algorithm would only estimate two and two rather than four and four as occurs when a single label labels triples . However, we are not aware of biological problems that need the level of generality achieved by two labels and so we have not pursued that case.
APPENDIX B CLASS LABELS: CLASSES AND VERSUS CLASSES 1, 2, AND 3
The distinction between allowing motif or symmetry to change within one long image versus requiring both motif and symmetry to be constant within one long image but potentially change between long images is controlled by changing the indexed image to be the short image ( , Case 3) in Section IV and Appendix A) versus the long image ( , Case 2) in Section IV and Appendix A). Therefore, both of these cases can be computed with the same equations. Cases and combined with the two situations described in this paragraph give six of the seven items listed in Section IV and Appendix A. Specifically Case does Cases 2b), 2c), 3b), 3c) while Case does Cases 2a) and 3a). Case 1) listed in Section IV and Appendix A is the elementary case where there is only one class and therefore only one motif and one symmetry. This case can be computed by either set of formulas.
