



Machine learning for recommendation systems in job 
postings selection 
 
Una Tesis de Grado 
Presentada a la Facultad de 
Escola Tècnica d'Enginyeria de Telecomunicació de 
Barcelona 
Universitat Politècnica de Catalunya 
por 
Victor Marcos Santamarta 
 
 
En cumplimiento parcial de los requisitos para el grado 





Tutores: Josep Vidal, Verónica Vilaplana 
 
Barcelona, Junio 2016  
  1 
Abstract 
This project is the result of the study, implementation and combination of several recommender 
systems technics. Moreover, the project try to submit a solution for a challenge on job 
recommender system. Thus, it has been realized a study of the available technics on recommender 
systems. After that, it has been analyzed the information provided by organizers, in order to design 
the most accurate system. The design and the implementation of recommender systems models 
has been the next step on the project. Finally, the analysis and discussion of the results obtained 
has been the final step of the project. This step provides the best recommender system designed.  
Keywords: Recommender system, recommender system technics, job recommender system, 
recommender systems models. 
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Resum 
Aquest projecte és el resultat de l’estudi, l’aplicació I la combinació de diverses tècniques dels 
sistemes de recomanació. A més a més, el projecte tracta de presentar una solució a un repte sobre 
sistemes de recomanació de treballs. Per aquest motiu, s’ha realitzat un estudi de tècniques 
disponibles als sistemes de recomanació. Després d’això, s’ha analitzat la informació 
proporcionada pels organitzadors, amb el fi de dissenyar el sistema més precís. El disseny i la 
implementació de models de sistemes de recomanació ha sigut el següent pas en el projecte. Per 
últim, l’anàlisi i discussió dels resultats obtinguts ha sigut l’etapa final del projecte. Aquest pas 
proporciona el millor sistema de recomanació dissenyat.  
Paraules claus: Sistema de recomanació, tècniques de sistemes de recomanació, sistemes de 
recomanació de treball, models de sistemes de recomanació.  
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Resumen 
Este proyecto es el resultado del estudio, aplicación y combinación de diversas técnicas de los 
sistemas de recomendación. Además, el proyecto trata de presentar una solución a un reto sobre 
sistemas de recomendación de trabajos. Por ello, se ha realizado un estudio de las técnicas 
disponibles en los sistemas de recomendación. Después de eso, se ha analizado la información 
proporcionada por los organizadores, con el fin de diseñar el sistema más preciso. El diseño y la 
implementación de modelos de sistemas de recomendación ha sido el siguiente paso en el 
proyecto. Por último, el análisis y discusión de los resultados obtenidos ha sido la etapa final del 
proyecto. Este paso proporciona el mejor sistema de recomendación diseñado.  
Palabras clave: Sistema de recomendación, técnicas de sistemas de recomendación, sistemas de 
recomendación de empleo, modelos de sistemas de recomendación.  
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1. Introducción 
Un sistema de recomendación es un conjunto de herramientas y técnicas de software que 
proporcionan sugerencias sobre algún ítem a un usuario. Este proyecto se basa en diseñar e 
implementar un sistema de recomendación. El sistema se utiliza para afrontar el reto propuesto 
por la conferencia de sistemas de recomendación Recsys 2016. Este reto está promovido por la red 
social de ofertas de empleo XING y por Crowdec. Por ello, el ámbito en el que se aplica el proyecto 
es el de la red social XING.  
La organización del reto no requiere de la utilización de un entorno de programación determinado, 
por lo que la elección se ha realizado en base a las herramientas disponibles y el manejo personal. 
El entorno seleccionado es Matlab. También se utilizará el software proporcionado por Davis et al. 
(2007) para la aplicación de técnicas de Machine Learning, disponible para Matlab. 
1.1 Motivación y Objetivos 
El reto propuesto por XING es la motivación del proyecto. El proyecto propone un sistema de 
recomendación a partir de la información disponible como solución al reto. 
Los objetivos a cumplir con la realización de este proyecto son: 
- Realizar un estudio de las técnicas más utilizadas en la generación de los sistemas de 
recomendación. 
- Incorporar técnicas de Machine Learning para la mejora del rendimiento de los sistemas 
clásicos. 
- Analizar e interpretar los resultados obtenidos para determinar el mejor sistema de 
recomendación implementado. 
1.2 Plan de trabajo 
La siguiente tabla muestra el plan de trabajo diseñado para la realización del proyecto. 
 
WP# Tarea# GANTT ID Descripción breve Objetivo / Entrega 
Fecha 
(semana) 




1 1 1.1 





1 2 1.2 
Estudio de la literatura más 
relevante de sistemas de 
recomendación y bases de 




1 3 1.3 Generación de brainstorming Documentación 2-4 
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1 4 1.4 Decisión de técnica a realizar Documentación 4-5 
2 0 2 Plan de trabajo Documentación 1-4 
2 1 2.1 Desarrollo plan de trabajo Borrador 1-3 
2 2 2.2 Revisión plan de trabajo Revisión 3 
2 3 2.3 Actualización plan de trabajo VMS_Workplan.pdf 3-4 
3 0 3 
Desarrollo del primer 
modelo 
Software 5-12 
3 1 3.1 
Búsqueda de software 
disponible 
Búsqueda de software 5-6 
3 2 3.2 
Organización y estudio de las 
características de la base de 
datos 
Preparación de base 
de datos 
5 
3 3 3.3 
Implementación del modelo 
utilizando las técnicas de los 
sistemas de recomendación y 
de manejos de grandes bases 
de datos 
Desarrollo de software 7-10 
3 4 3.4 
Test del modelo y discusión 
de resultados 
Test de software 10-12 
3 5 3.5 Subida de modelo Primer modelo 12 
4 0 4 Critical design review Documentación 10-12 
4 1 4.1 
Desarrollo de critical design 
review 
Borrador 10-11 
4 2 4.2 
Revisión de critical design 
review 
Revisión 11 
4 3 4.3 
Actualización de critical 
design review 
VMS_CDR.pdf 12 
5 0 5 
Desarrollo de segundo 
modelo 
Software 13-17 
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5 1 5.1 
Implementación de segundo 
modelo realizando cambios 
sobre el primero 
Desarrollo de software 13-15 
5 2 5.2 
Test y comparación del 
segundo modelo 
Test de software 16-17 
5 3 5.3 Subida de modelo Segundo modelo 17 
6 0 6 Memoria Final Documentación 5-19 
6 1 6.1 Desarrollo memoria final Borrador 5-16 
6 2 6.2 Revisión memoria final Revisión 17 
6 3 6.3 Actualización memoria final VMS_FR.pdf 17-19 
7 0 7 Presentación final Documentación 19-22 




7 2 7.2 Revisión presentación final Revisión 20 




Tabla 1 Planificación y Objetivos 
La siguiente figura muestra la planificación del proyecto mediante el diagrama de Gantt. 
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1.3 Desviación respecto el plan de trabajo 
El retraso en la publicación de la base de datos ha sido la incidencia más grave que ha provocado 
desviaciones en el plan de trabajo. La base de datos se publicó con un mes de retraso respecto la 
fecha prevista. Debido a esto, la planificación de los paquetes de trabajo 1, 3 y 4 se modificó. El 
WP1 se realizó desde el 1 de Febrero hasta el 29 de Febrero, el WP3 se realizó desde el 1 al 9 de 
Mayo y el WP4 del 1 al 8 de Mayo.  
Otra desviación se produjo por el diseño de un total de cinco modelos distintos. Esto provocó que 
el desarrollo de modelos se extendiera hasta el 21 de Junio (semana 18). Este hecho acortó los 






Ilustración 1 Diagrama de Gantt 
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2. Estado del arte de las tecnologías usadas o aplicadas en esta tesis: 
2.1 Qué es un sistema de recomendación 
Un sistema de recomendación es un conjunto de técnicas y herramientas de software que 
proporcionan sugerencias sobre un ítem a utilizar por un usuario (Ricci et al. 2011). Estas 
sugerencias responden a un proceso de toma de decisiones, como qué música escuchar o qué 
productos comprar. Este ítem se entiende como el objeto a recomendar por el sistema. 
 Para obtener una recomendación lo más útil y efectiva posible, un RS se basa en obtener y utilizar 
la máxima información disponible del usuario y del propio ítem. La información a obtener por parte 
del sistema es muy variable y depende especialmente de la técnica a utilizar. Las técnicas 
básicamente se centran en dos estrategias; realizar una recomendación directa de un ítem a un 
usuario utilizando la información disponible de ambos, o utilizar la ayuda de otros elementos 
disponibles en el sistema, otros usuarios u otros ítems, para realizar la recomendación. Si se toma 
como ejemplo un sistema de recomendación de películas, la información disponible de un usuario 
sería por ejemplo el nombre de los directores, el género o los actores que le gustan. Esta 
información se compararía con las de las películas a recomendar y se generaría la recomendación. 
Por otro lado, para tratar de buscar elementos del sistema similares a los involucrados en la 
recomendación, se podría utilizar la valoración que los usuarios realizan sobre las películas. Estas 
estrategias definen dos técnicas de recomendación en las que se engloban los RS. Estas técnicas 
son: 
- Recomendación basada en el contenido. El sistema utiliza la información extraída de un 
usuario y de un ítem para realizar una recomendación directa.  
- Recomendación basada en la colaboración. El sistema utiliza elementos en el sistema 
similares a los involucrados en la recomendación para realizar la recomendación. 
 
2.2 Recomendación basada en el contenido 
Como su propio nombre indica, la recomendación basada en el contenido se centra en utilizar la 
información extraída del usuario y del ítem para realizar la recomendación. El proceso de 
recomendar consiste en coincidir los atributos de un perfil de usuario con los atributos de un objeto 
a recomendar (F. Ricci 2011).  
 
2.2.1 Ventajas e inconvenientes  
La recomendación basada en el contenido tiene importantes ventajas respecto a la recomendación 
basada en la colaboración. 
- Independencia respecto al usuario: La recomendación basada en el contenido explota 
únicamente la información extraída de un usuario para construir el perfil a utilizar en la 
generación de la recomendación. Por el contrario, la recomendación colaborativa necesita 
información de otros usuarios para crear el conjunto de vecinos utilizados para la 
generación de la recomendación. 
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- Nuevos ítems en el sistema: Al utilizar la información extraída directamente tanto de un 
usuario como de un ítem, la recomendación basada en el contenido puede generar 
recomendaciones de ítems que no han sido valorados por otros usuarios del sistema. En 
cambio, un sistema basado en la colaboración necesita información de cómo otros 
usuarios han valorado un ítem para poder utilizar esa información a la hora de recomendar. 
Sin embargo, este tipo de recomendación también tiene algunos inconvenientes 
- Contenido limitado: La necesidad de generar un perfil de usuario para la recomendación 
provoca que este perfil deba ser muy preciso. Esta precisión en la construcción de un perfil 
depende crucialmente de la cantidad de contenido a extraer. En un entorno dónde la 
cantidad de información posible a extraer es muy limitado, la recomendación basada en el 
contenido tiene más problemas que la técnica colaborativa. 
 
2.2.2 Representación vectorial de los atributos 
Para la comparación entre usuarios e ítems, la generación de un perfil de ambos en un espacio 
vectorial es determinante. Esta representación depende del tipo de información disponible. 
Debido a que la información disponible en el proyecto realizado está basada en identificadores 
numéricos, la representación vectorial se consigue mediante una binarización. Cada identificador 
está asociado a una posición del vector. Las posiciones asociadas a los identificadores que forman 
parte del perfil se les asigna valor 1, y los que no forman parte del perfil valor 0. Con esta técnica 
se consigue una representación binaria del perfil. Esta representación permite utilizar técnicas de 
computación de similitud para la comparación de perfiles. 
Existen una gran cantidad de técnicas para la representación vectorial de los atributos que no se 
estudian en este proyecto. Se puede obtener más información en [1]. 
 
2.3 Recomendación basada en la colaboración 
La recomendación basada en la colaboración se centra en la utilización de las preferencias 
conocidas de un grupo de usuarios para predecir las preferencias de un nuevo ítem (Al-Otaibi 2012). 
Esta técnica es conocida como recomendación basada en el usuario. El grupo de usuarios utilizado 
para la recomendación debe ser lo más similar posible al usuario a recomendar. La idea de similitud 
se basa en la coincidencia que hay entre las valoraciones de los usuarios respecto a los ítems. La 
clave es que la valoración de un usuario u sobre un ítem i es muy parecida a la que ha realizado 
otro usuario v si u y v han valorado de manera similar otros ítems. Esta idea se puede extender de 
manera inversa. El sistema puede utilizar las valoraciones que un usuario ha realizado sobre un 
grupo de ítems para predecir la valoración de un ítem similar al grupo anterior. Esta técnica es 
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2.3.1 Ventajas e inconvenientes  
El modelo colaborativo tiene importantes ventajas sobre el modelo basado en el contenido: 
- Definición de perfil preciso innecesaria: El modelo colaborativo al utilizar las valoraciones 
de los usuarios sobre los ítems no necesita la definición de un perfil preciso. Por el contario, 
el modelo basado en el contenido necesita de esta precisión en el perfil para poder 
utilizarlo correctamente a la hora de realizar la recomendación. 
- Simplicidad: El modelo colaborativo es muy intuitivo y relativamente sencillo de 
implementar. Al no necesitar de extracción de información no depende de la cantidad de 
información disponible para su eficiencia. El único parámetro a modificar es el número de 
usuarios o ítems que forman parte del grupo similar utilizado para la recomendación. 
Sin embargo, la recomendación colaborativa tiene un serio inconveniente: 
- No recomendación nuevos elementos del sistema: Al utilizar las valoraciones que realizan 
los usuarios sobre los ítems para realizar la recomendación, la no disponibilidad de 
valoraciones de un usuario o de un ítem hace imposible la utilización de esta técnica. A 
este problema se le conoce como cold start. 
 
2.3.2 Modelo colaborativo basado en el usuario 
El modelo colaborativo basado en el usuario se encarga de predecir la valoración que realiza un 
usuario sobre un ítem a partir de las valoraciones que un grupo de usuarios similar ha realizado.  
2.3.2.1 Representación vectorial de las valoraciones 
La utilización de las valoraciones de los usuarios para realizar la recomendación provoca que se 
deban representar vectorialmente. Esta representación 𝑟 engloba las valoraciones que un usuario 
ha realizado sobre los distintos ítems. Un ejemplo de valoración es la puntuación que un usuario 
realiza sobre una película en una página web especializada en cine. Esta valoración está acotada 
por el rango posible dependiente del entorno. Cada usuario tiene asociadas K valoraciones 
realizadas sobre K ítems. Este valor K no es igual para todos los usuarios, ya que no todos los 
usuarios valoran la misma cantidad de ítems.  Este vector de valoraciones será el que se utilice para 
realizar la búsqueda de vecinos y la posterior predicción. 
2.3.2.2 Predicción de la valoración 
Para obtener la predicción de la valoración ?̂?𝑢𝑖  de un usuario u sobre un ítem i la técnica más 
utilizada es k-nearest-neihgbors. Esta técnica se basa en utilizar las interacciones 𝑟𝑣𝑖   de un grupo 
de usuarios vecinos N𝑖(𝑢) para realizar la predicción. Cada usuario de este grupo de vecinos tiene 
asociado un peso 𝑤𝑢𝑣 que denota la similitud que existe entre él y el usuario a recomendar. La 
predicción de la valoración se escribe como: 
?̂?𝑢𝑖 =
∑ 𝑤𝑢𝑣 · 𝑟𝑣𝑖v€N𝑖(𝑢)
∑ |𝑤𝑢𝑣|v€N𝑖(𝑢)
 
Al añadir la normalización por la suma de los pesos se evita que la valoración predicha se salga del 
rango de posibles valoraciones.  
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Aparecen distintos problemas al realizar la predicción de la valoración utilizando esta fórmula: 
- No se tiene en cuenta el distinto nivel de valoraciones de los usuarios. Utilizar un usuario 
que tiene a realizar valoraciones muy altas respecto al usuario a recomendar tiende a 
alterar la predicción y provocar que ésta también sea elevada. Lo mismo ocurriría con 
valoraciones muy bajas. Para ello se debe realizar una eliminación de la media ?̅?. Con esta 
modificación la predicción se obtendría como: 
 
?̂?𝑢𝑖 = 𝑟?̅? +  




- No se tiene en cuenta el rango de las valoraciones de los usuarios. Utilizar usuarios con 
distintos rangos de valoraciones provoca que el usuario con menor rango y mayor valor de 
valoraciones contribuya más en la predicción que un usuario con mayor rango y menor 
valor de valoraciones. Para ello está fórmula se debe normalizar respecto a la desviación 
típica 𝜎 de las valoraciones de los usuarios. 
?̂?𝑢𝑖 = 𝑟?̅? +  𝜎𝑢
∑ 𝑤𝑢𝑣 · (𝑟𝑣𝑖 − 𝑟𝑣̅̅ ̅)/𝜎𝑣v€N𝑖(𝑢)
∑ |𝑤𝑢𝑣|v€N𝑖(𝑢)
 
La selección de la forma para realizar la predicción depende del problema a resolver. Un entorno 
en el que no haya varianza entre las valoraciones de los usuarios y en un gran porcentaje estas 
valoraciones sean igual se debe utilizar la primera forma. En cambio para sistemas dónde la 
variabilidad entre las valoraciones sea elevada se debe de aplicar alguna de las normalizaciones.  
2.3.2.3 Obtención de vecinos y cálculo de similitud 
Aparte de la técnica para realizar la predicción, la obtención de los vecinos es el paso más 
importante a realizar. La buena selección de los vecinos permite obtener una mejor predicción. 
Para realizar esta selección el primer paso es la obtención de la similitud, ya que los vecinos serán 
los usuarios cuya similitud es mayor respecto al usuario a recomendar. 
Existen diversas técnicas para la obtención de la similitud: 
- Similitud Coseno: Esta medida computa la semejanza que existe entre dos vectores y la 




∑ 𝑟𝑢𝑖 · 𝑟𝑣𝑖i€I𝑢𝑣




Dónde Iuv engloba las valoraciones a ítems en común del usuario u y del usuario v, Iu engloba 
el total de valoraciones del usuario u e Iv engloba el total de valoraciones del usuario v. 
Esta medida produce un valor de similitud entre 0 y 1 dónde los usuarios más similares 
tienen un valor mayor.  El problema de utilizar la similitud coseno es la no consideración 
de las variaciones entre las medias y las varianzas de las valoraciones de los usuarios. 
- Correlación de Pearson: Esta medida surge para solucionar el problema de las medias y de 
las varianzas producidas por la similitud coseno. La correlación Pearson se expresa como:  
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𝑠𝑖𝑚(𝑢, 𝑣) =
∑ (𝑟𝑢𝑖 − 𝑟𝑢̅̅ ̅) · (𝑟𝑣𝑖 − 𝑟𝑣̅̅ ̅) i€I𝑢𝑣
√∑ (𝑟𝑢𝑖 − 𝑟𝑢̅̅ ̅)
2
i€𝐼𝑢𝑣




La selección de una de las dos opciones de cálculo de similitud depende del entorno de la aplicación 
donde se desea utilizar, tal como ocurría con las técnicas de predicción. 
Una vez obtenida la medida para obtener la similitud el siguiente paso es determinar el número 
de vecinos óptimo para la posterior predicción. Este número óptimo de vecinos se ha de obtener 
utilizando un conjunto de validación, ya que dependiendo de la aplicación puede ser muy variable. 
El valor suele oscilar entre los 25 y los 50 usuarios definidos como vecinos. 
 
2.3.3 Modelo basado en el ítem 
El modelo colaborativo basado en el ítem se encarga de predecir la valoración que un usuario 
realizará sobre un ítem a partir de las valoraciones que ese mismo usuario ha realizado a un grupo 
de ítems similares al que recomendar. 
2.3.3.1 Representación vectorial de las valoraciones 
En este modelo la representación vectorial de las valoraciones cambia respecto al modelo basado 
en el usuario. Ahora, la representación 𝑟 engloba las valoraciones de los distintos usuarios sobre 
un mismo ítem. Cada ítem tiene asociado K valoraciones de los usuarios. Este número K indica el 
número de usuarios que han valorado al ítem. La representación vectorial obtenida será la utilizada 
en la búsqueda de vecinos y la posterior predicción.  
2.3.3.2 Predicción de la valoración 
La estrategia a seguir para obtener la predicción 𝑟 ̂𝑢𝑖 es la misma que la utilizada en el modelo 
basado en el usuario; la técnica k-nearest-neighbors. La modificación a realizar es que en el modelo 
basado en el ítem el grupo usado para la predicción N𝑢(𝑖) es un grupo de ítems similares al 
recomendable valorados por el usuario. La ponderación utilizada 𝑤𝑖𝑗 es la similitud entre los ítems 
vecinos y el ítem a recomendar. Por último las interacciones utilizadas 𝑟𝑢𝑗  son las interacciones 
que el usuario ha realizado con los ítems vecinos. Con estas modificaciones la predicción se obtiene 
como: 
?̂?𝑢𝑖 =
∑ 𝑤𝑖𝑗 · 𝑟𝑢𝑗j€N𝑢(𝑖)
∑ |𝑤𝑖𝑗|j€N𝑢(𝑖)
 
En este modelo aparecen los mismos problemas que en el anterior; el problema de la media y de 
la varianza de las valoraciones. En este caso hay que substraer la media  de las valoraciones que 
un ítem ha recibido por parte de los usuarios y normalizar por la varianza de las valoraciones 
recibidas. Con estas modificaciones las normalizaciones de la predicción se obtienen como: 
- Substracción de la media 
?̂?𝑢𝑖 = 𝑟?̅? +  
∑ 𝑤𝑖𝑗 · (𝑟𝑢𝑗 − 𝑟?̅?)j€N𝑢(𝑖)
∑ |𝑤𝑖𝑗|j€N𝑢(𝑖)
 
- Normalización de la varianza: 
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?̂?𝑢𝑖 = 𝑟?̅? +  𝜎𝑖
∑ 𝑤𝑖𝑗 · (𝑟𝑢𝑗 − 𝑟?̅?)/𝜎𝑗j€N𝑢(𝑖)
∑ |𝑤𝑖𝑗|j€N𝑢(𝑖)
 
Tal como ocurre en el modelo basado en el usuario la mejor forma de obtener la predicción varía 
respecto la aplicación. 
2.3.3.3 Obtención de vecinos y cálculo de similitud 
La obtención de vecinos también es una parte fundamental en el modelo basado en el ítem. Tanto 
las técnicas utilizadas para la obtención de la similitud como el número de vecinos óptimo para la 
predicción son iguales que para el modelo basado en el usuario. Las únicas modificaciones a 
realizar son los cambios en la representación vectorial de las valoraciones utilizada para la 
obtención de la similitud. 
En primer lugar, la similitud se calcula entre ítems, por lo que las representaciones vectoriales a 
comparar son las valoraciones que cada ítem ha obtenido por parte de los usuarios. Por lo tanto, 
esta similitud se obtiene como: 
𝑠𝑖𝑚(𝑖, 𝑗) =
∑ 𝑟𝑢𝑖 · 𝑟𝑢𝑗u€I𝑖𝑗




Dónde Iij engloba las valoraciones de los ítems obtenidas por los mismos usuarios, Ii engloba todas 
las valoraciones del ítem i e Ij engloba todas las valoraciones del ítem j. Al igual que el modelo 
anterior basado en el usuario, está similitud carece de la no consideración de las variaciones entre 
las medias y las varianzas de las valoraciones, pero en este caso, recibidas por los ítems.  
Para solucionar esas carencias se recurre a la correlación de Pearson con algunas modificaciones 
debidas al cambio de representación vectorial. Esta correlación se obtiene como: 
𝑠𝑖𝑚(𝑖, 𝑗) =
∑ (𝑟𝑢𝑖 − 𝑟?̅?) · (𝑟𝑢𝑗 − 𝑟?̅?) u€I𝑖𝑗
√∑ (𝑟𝑢𝑖 − 𝑟?̅?)
2
u€𝐼𝑖𝑗




Tal como ocurre en el anterior modelo la mejor técnica a utilizar depende del entorno de la 
aplicación dónde se decida utilizar.  
 
2.3.4 Modelo basado en el usuario vs modelo basado en el ítem 
La decisión de utilizar un modelo u otro a la hora de realizar un sistema de recomendación 
colaborativo depende esencialmente de diversos factores: 
- Número de usuarios y de ítems: El número de usuarios y de ítems definen el número de 
similitudes a realizar para la obtención de los vecinos. La similitud en el modelo basado en 
el usuario depende del número de usuarios mientras que el modelo basado en ítems 
depende del número de ítems. Por ello si se tienen más usuarios que ítems es 
recomendable utilizar un modelo basado en los ítems. Por el contrario, si el número de 
ítems es superior el modelo a utilizar debe ser el modelo basado en el usuario. 
- Estabilidad de los elementos. La estabilidad de los usuarios y de los ítems también es otro 
factor a tener en cuenta. En un sistema en el que los ítems aparecen y desaparecen del 
sistema con una frecuencia elevada debe utilizarse un modelo basado en el usuario. Por el 
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contrario si lo que aparece y desaparece son los usuarios el modelo a utilizar es el basado 
en los ítems. 
 
2.4 Recomendación para grandes bases de datos 
Uno de los grandes retos de los sistemas de recomendación es tratar con grandes bases de datos. 
Una gran cantidad de elementos en el sistema provoca un gran coste computacional y de memoria 
a la hora de implementar las técnicas de recomendación. Un ejemplo ilustrativo de este problema 
se produciría en un sistema con 100.000 usuarios y 150.000 ítems a recomendar en el que la 
recomendación se realiza basada en el contenido. Para realizar la recomendación se debe extraer 
un perfil por cada usuario y comparar cada perfil con los 150.000 ítems Para obtener los ítems que 
más se ajustan a cada perfil. Estos números implican que se tengan que realizar 100.000 x 150.000 
comparaciones para generar una recomendación. Esto provoca un coste computacional 
extremadamente grande.  
Existen diversas técnicas que se pueden aplicar para conseguir reducir este coste tan elevado: 
- Clustering de los elementos del sistema: Esta técnica se basa en agrupar a los elementos 
del sistema en grupos similares y utilizar representantes de estos grupos para realizar las 
comparaciones.  
 
Ilustración 2: Ejemplo de clustering con asignación de representantes 
- Factorización de Matrices: Esta técnica propone una solución para generar la 
recomendación basada en un producto de matrices. Estas matrices son la factorización de 
una matriz de tamaño superior que engloba las valoraciones de los usuarios. 
Para obtener más información sobre estas técnicas acudir a la sección 1 del anexo. Debido a las 
características de la información disponible, estas técnicas no se han podido realizar.  
 
2.5 Metric Learning y su aplicación en sistemas de recomendación 
Una técnica de Machine Learning que en los últimos tiempos está creciendo con mucha fuerza es 
la conocida como Metric Learning. Esta técnica consiste en aprender una noción de distancia a 
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partir de unas muestras de entrenamiento. La aplicación de esta tecnología en el ámbito de los 
sistemas de recomendación puede ser de mucha utilidad a la hora de realizar comparaciones entre 
perfiles o el cálculo de similitudes. 
 
2.5.1 Definición de Metric Learning 
El aprendizaje de una distancia a partir de una serie de ejemplos se conoce como Metric Learning. 
El aprendizaje se basa en una transformación lineal que maximiza la distancia entre pares de 
muestras no similares y reduce la distancia para pares de puntos similares (Lim et al. 2014).  
Partiendo de la definición de distancia euclidea: 
𝑑 =  ‖𝑥 − 𝑦‖2 
La introducción de una transformación lineal para el cálculo de la distancia: 
𝑑 = (𝑥 − 𝑦)𝐴(𝑥 − 𝑦)𝑇 
Si esta matriz A es semidefinida positiva la distancia obtenida será la distancia de Mahalanobis.  
El objetivo es aprender la matriz A para que cumpla el objetivo predeterminado. Se debe aportar 
información al sistema para realizar el aprendizaje de la matriz A. Esta información es: 
- Información sobre muestras similares y disimilares. Es necesario aportar ejemplos de pares 
de muestras que se consideran similares, y también sobre pares de muestras disimilares.  
- Cotas de distancia. Es necesario aportar unas cotas para la distancia, que permitan 
identificar pares de usuarios similares y disimilares.  
El algoritmo utilizado para la obtención de la matriz A en el sistema generado está explicado en la 
sección 3.2.1.2. 
 
2.5.2 Aplicación de Metric Learning en sistemas de recomendación 
Las posibles aplicaciones de la técnica de Metric Learning en los sistemas de recomendación son 
diversas: 
-  Utilización en modelo basado en el contenido: Utilizar una distancia aprendida  que 
permita seleccionar mejor los ítems que se asemejen más al perfil del usuario.  
- Utilización en modelo colaborativo. Utilizar una distancia aprendida para calcular las 
similitudes entre usuarios o ítems, que permita seleccionar de una mejor manera el grupo 
de vecinos. 
La decisión de utilizar o no utilizar una distancia aprendida en el sistema de recomendación se 
debe realizar mediante una base de validación.  
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3. Metodología / Desarrollo del proyecto:  
El problema abordado en este proyecto consiste en generar un sistema de recomendación 
orientado a ofertas de empleo. Esta propuesta ha sido generada por la Association for Computing 
Machinery (ACM) Conferences Series for Recommender Systems 2016 (Recsys) of Boston, 
promovido por XING y Crowdrec.   
En la realización del proyecto primero se realiza un análisis del reto y de la información disponible 
para a continuación desarrollar el sistema de recomendación. 
 
3.1 Definición del reto y análisis de la información disponible 
Este reto lanzado por Recsys y promovido por XING y Crowdec consiste en generar un sistema de 
recomendación para un entorno de ofertas de empleo. Concretamente XING es una Red Social en 
el ámbito del empleo, similar a LinkedIn, que busca perfeccionar su sistema de recomendación de 
ofertas de empleo a sus usuarios.  
 
3.1.1 Definición del Reto 
El reto consiste en recomendar a 150.000 usuarios de la página web un máximo de 30 trabajos 
para cada uno. Estos 30 trabajos deben de escogerse de un total de 327.003 trabajos candidatos. 
La evaluación de la calidad de la recomendación se basa en la interacción de cada usuario con la 
oferta recomendada. La interacción es la base que determina si una oferta de trabajo es útil para 
un usuario o no. Existen 4 tipos de interacciones: 
- Tipo 1: Clicar a la oferta de empleo para buscar información. 
- Tipo 2: Añadir la oferta a favoritos. 
- Tipo 3: Contestar a la oferta enviando el currículum. 
- Tipo 4: Eliminar la oferta recomendada porque no interesa. 
Concretamente en este reto se aceptará como buena una oferta de trabajo recomendada siempre 
que el usuario realice con ella una interacción del tipo 1, 2 o 3. 
La evaluación del sistema de recomendación se realiza online, con un sistema de evaluación 
generado por los promotores del reto. Los promotores tienen constancia de las interacciones que 
realmente han realizado los 150.000 usuarios. Además, el orden de la recomendación es 
importante. Esto se debe al sistema de puntuación utilizado para evaluar la recomendación. El 
sistema de puntuación consta de 6 puntuaciones: 
- PrecisionATK2: Alguna de las dos primeras ofertas recomendadas forma parte de la lista 
de ofertas que un usuario tiene asignada. 
- PrecisionATK4: Alguna de las cuatro primeras ofertas recomendadas forma parte de la lista 
de ofertas que un usuario tiene asignada. 
- PrecisionATK6: Alguna de las seis primeras ofertas recomendadas forma parte de la lista 
de ofertas que un usuario tiene asignada. 
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- PrecisionATK20: Alguna de las veinte primeras ofertas recomendadas forma parte de la 
lista de ofertas que un usuario tiene asignada. 
- Recall: Número de ofertas de empleo de las treinta recomendadas que coinciden con la 
lista de ofertas asignadas, dividido por el tamaño de la lista de ofertas asignadas. 
- UserSucces: 1 si existe alguna recomendación en la lista de ofertas de empleo asignada a 
un usuario, o 0 si no existe ninguna. 
La combinación de esta puntuación se realiza como: 















Cada usuario tiene un score asociado y la suma total de los score de cada usuario es la puntuación 
final. 
 
3.1.2 Análisis de la información disponible 
Para poder desarrollar un sistema de recomendación los promotores del reto proporcionan una 
base de datos. La base de datos ofrece información diversa sobre 1.500.000 usuarios y 1.358.098 
empleos. Toda la base de datos está basada en identificadores, por lo que tanto los usuarios como 
los empleos son anónimos. 
3.1.2.1 Composición de la base de datos 
La información está repartida en cinco grandes conjuntos. Estos conjuntos son: 
1. Perfiles de Usuarios: Conjunto de perfiles de 1.500.000 usuarios. Los atributos del perfil 
están basados en identificadores numéricos. El primer atributo es el identificador 
numérico asociado al usuario. El resto de atributos son JobRole, Career_level, 
Discipline_ID, Industry_ID, Country, Region, Experience_n_entries_class, 
Experience_years_experience, Experience_years_in_current, Edu_degree, 
Edu_fieldofstudies. La información de los atributos se encuentra en la sección 2 del anexo. 
2. Perfiles de los empleos: Conjunto de 1.358.098 perfiles de empleos. Tal como ocurre con 
los perfiles de usuarios, los atributos están basados en identificadores numéricos. El primer 
atributo es el identificador numérico asociado al empleo. El resto de atributos son Title, 
Career_level, Discipline_ID, Industry_ID, Country, Region, Latitud, Longitud, Employment, 
Tags, Active_during_test. La información de los atributos se encuentra en la sección 2 del 
anexo. 
3. Interacciones de los usuarios: Conjunto de 8.826.678 interacciones entre usuarios y 
trabajos. Estas interacciones son realizadas por 739.142 usuarios sobre un total de 
1.029.480 ofertas de empleo. La información disponible sobre las interacciones se 
encuentra en la sección 3 del anexo.  
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4. Impresiones de los usuarios: Conjunto de 2.755.170 impresiones que han recibido 
1.131.455 usuarios de un total de 16.427 ofertas de empleo. Las impresiones son 
recomendaciones que el sistema de recomendación generado por XING ha producido. La 
información disponible sobre las impresiones se encuentra en la sección 4 del anexo. 
5. Usuarios para test: Conjunto de 150.000 identificadores de usuarios. Estos identificadores 
corresponden a los de los usuarios para los que se debe realizar la recomendación final. 
Los identificadores coinciden con 150.000 perfiles de la base del conjunto de 1.500.000 
perfiles de usuarios.  
3.1.2.2 Características de la base de datos 
La base de datos analizada tiene algunas características a tener en cuenta a la hora de poder 
generar un sistema de recomendación. Estas características se pueden separar en dos grupos: 
- Características sobre la composición de la base de datos: Estas características están 
relacionadas con el análisis de los componentes de los conjuntos de la base de datos. En 
este punto se analizan la unicidad de los componentes del sistema y la relación entre ellos. 
- Características sobre el contenido de la base de datos: Estas características están 
relacionadas con el análisis del contenido de los distintos conjuntos de la base de datos. 
El primer paso es analizar la composición de los conjuntos de la base de datos. Las siguientes 
características se han extraído del análisis: 
- Perfiles de usuarios repetidos: Dentro del conjunto de 1.500.000 perfiles de usuarios 
existen 132.943 perfiles repetidos. Estos perfiles se deben eliminar de la base de datos. 
Después de la eliminación, el conjunto de perfiles de usuarios consta de 1.367.057 perfiles. 
Esta eliminación no afecta al conjunto de test. 
- Interacciones repetidas: Dentro del conjunto de 8.826.678 interacciones de 739.142 
usuarios existen 500.003 interacciones repetidas. Interacciones repetidas son 
interacciones de un usuario sobre un empleo realizada al mismo tiempo. Pueden existir 
interacciones entre usuarios y empleos repetidas pero realizadas en momentos distintos. 
Estas interacciones repetidas se deben eliminar. El total de interacciones resultante es de 
8.326.675 
- Usuarios sin interacciones: Dentro del conjunto de 1.367.057 usuarios existen usuarios que 
no han realizado ninguna interacción. Concretamente, existen únicamente 739.142 
usuarios que han realizado interacciones. Dentro del subconjunto de usuarios de test 
existen 103.906 usuarios que han realizado alguna interacción. 
- Usuarios sin impresiones: Dentro del conjunto de 1.367.057 usuarios existen usuarios a los 
que no se les ha mostrado ninguna impresión. Concretamente, existen únicamente 
597.615 usuarios que han recibido alguna impresión. Dentro del subconjunto de test 
existen 71.455 usuarios que han recibido alguna impresión. 
- Usuarios con impresiones no registrados en el conjunto de perfiles de usuarios: Dentro del 
conjunto de 1.131.455 usuarios con impresiones existen 533.840 usuarios no registrados 
en la base de datos de perfiles de usuarios. Por recomendación de los promotores, estas 
impresiones se deben eliminar de la base de datos. 
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Una vez estudiado la composición de la base de datos, el siguiente paso es el análisis del contenido 
de los distintos conjuntos de la base de datos. Las siguientes características se han extraído del 
análisis: 
- Perfiles de usuarios incompletos: Solamente en 12.91 % de los usuarios tienen su perfil 
rellenado completamente. Dentro del conjunto de test el porcentaje es del 15.16%.  
- Poca varianza de las interacciones: La siguiente tabla muestra el número total de 




Total % respecto el total 
Tipo 1 6.770.193 81.31% 
Tipo 2 194.824 2.34% 
Tipo 3 398.945 4.79% 
Tipo 4 962.713 11.56% 
Total 8.326.675 100% 
Tabla 2: Número de interacciones en función del tipo de interacción 
 
Tal como se aprecia en la tabla anterior, el 81.31% de las interacciones son del tipo 1. Esta 
poca variabilidad entre interacciones tiene un impacto en las técnicas de recomendación 
utilizadas. La utilización de técnicas con normalización por media o por varianza no resulta 
beneficiosas, ya que la mayoría de usuarios tienen el mismo valor medio y de varianza de 
sus interacciones. Por otro lado, las técnicas de obtención de similitud también se ven 
afectadas. Como las medias de los usuarios en muchas ocasiones son iguales, las técnicas 
explicadas en la sección 2.3.2.3 provocan resultados indeterminados. 
3.1.1.3 Separación de la base de datos 
La separación de la base de datos en subconjuntos de entrenamiento, validación y test es un paso 
muy importante para el diseño del sistema. La base de datos de entrenamiento se utilizará para 
poder entrenar algún sistema de Machine Learning que se vaya a utilizar. La base de datos de 
validación se utilizará para ajustar parámetros de los sistemas de recomendación diseñados. Estos 
parámetros pueden ser desde el número de vecinos óptimo a utilizar para realizar la 
recomendación en un sistema colaborativo, como la manera óptima de calcular las similitudes. Por 
último la base de datos de test es la base que engloba lo necesario para realizar la recomendación 
final. Esta recomendación será la que se envíe para el cálculo de la puntuación online. 
La base de datos de test es la base de datos a la cual se le debe de realizar la recomendación y 
obtener la puntuación online. Esta base de datos consta de 150.000 usuarios con sus perfiles e 
interacciones correspondientes. Además, también engloba las 327.003 ofertas de empleo 
reservadas para la recomendación.  
La base de datos de validación es utilizada para el cálculo de parámetros necesarios en los sistemas 
de recomendación. Esta base de datos se obtiene analizando la base de datos de interacciones. 
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Todos los usuarios y trabajos que tengan alguna interacción en las últimas dos semanas del período 
total de las interacciones se añadirán a la base de validación. Este criterio fue promovido por los 
promotores del reto. 
Por último la base de datos de entrenamiento consta de perfiles de usuarios, perfiles de trabajos, 
interacciones e impresiones no utilizadas en ninguna de las particiones anteriores.  
 
3.2 Diseño del sistema de recomendación 
El sistema de recomendación a generar debe de adaptarse a las características de la base de datos 
analizada. El primer punto a determinar son las valoraciones. Todo sistema de recomendación se 
basa en predecir unos ítems que los usuarios valorarán positivamente. En el sistema a generar la 
idea de valoración la representa la interacción. Esta idea hace que los usuarios disponibles se 
puedan separar en dos conjuntos:  
- Usuarios con interacciones: Son usuarios que han realizado algún tipo de interacción sobre 
las ofertas de empleo. Sobre estos usuarios se pueden diseñar tanto sistemas basados en 
el contenido como sistemas colaborativos basados en las interacciones. 
- Usuarios sin interacciones: Son usuarios que no han realizado ningún tipo de interacción 
sobre las ofertas de empleo. Sobre estos usuarios no se pueden diseñar sistemas de 
recomendación colaborativos basados en las interacciones. 
Esta separación provoca un diseño independiente para los dos tipos de usuarios disponibles. El 
siguiente esquema muestra el diseño del sistema de recomendación completo. 
 
Ilustración 3: Sistema de recomendación diseñado 
Este esquema muestra cómo además de la separación realizada entre usuarios con interacciones 
y sin interacciones, dentro de los usuarios con interacciones se realiza otra división. Esta división 
se realiza entre usuarios con interacciones útiles y usuarios con interacciones no útiles. Se realiza 
la división porque existen usuarios que tienen interacciones que no se pueden utilizar 
correctamente en la generación de la recomendación. Se consideran usuarios con interacciones 
no útiles los usuarios que no tienen interacciones en común con usuarios que han interactuado 
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con trabajos que se pueden recomendar. Por este motivo, no se pueden extraer vecinos para 
realizar la recomendación. Por último, se observa como el sistema de recomendación para usuarios 
con interacciones puede no realizar una recomendación completa. Esos casos se introducen en el 
otro sistema para completar su recomendación. 
 
3.2.1 Sistemas de recomendación para usuarios sin interacciones 
El primer sistema a analizar es el sistema para usuarios sin interacciones. Este grupo de usuarios 
no disponen de interacciones realizadas a ninguna oferta de trabajo. Por este motivo los métodos 
colaborativos basados en las valoraciones, en el caso de este sistema las interacciones, no se 
pueden implementar. Por este motivo los sistemas implementados se deben basar en el perfil de 
los usuarios. Los modelos diseñados son: 
- Sistema de recomendación relacional entre usuarios y trabajos: Este sistema se basa en 
hacer una comparación directa entre los campos comunes de los perfiles de usuarios y de 
trabajos. 
- Sistema colaborativo basado en los perfiles: Este sistema se basa en realizar una búsqueda 
de usuarios vecinos al usuario a recomendar, utilizando la información del perfil. Este 
grupo de usuarios vecinos se utilizará para realizar la recomendación. Dentro de este 
sistema se realizan distintas mejoras en la obtención de vecinos. 
 
3.2.1.1 Sistema de recomendación relacional entre usuarios y trabajos 
Este sistema es un sistema sencillo de recomendación basada en el contenido. Consiste en 
recomendar a cada usuario las ofertas de empleo que más campos en común tengan entre los 
perfiles.  
El siguiente diagrama de bloques muestra las distintas etapas del sistema de recomendación. 
 
Ilustración 4: Diagrama de bloques sistema relacional 
El primer bloque es el de extracción de las características. Para encontrar los campos comunes 
entre los perfiles de usuarios y de empleos, se diseña un sistema de búsqueda y de puntuación de 
coincidencia de campos. Los campos del perfil de usuarios y de empleos comunes son: 
- Career_Level 
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Esta última solo se tendrá en cuenta si el atributo Country tanto del perfil de usuarios como del 
perfil de empleos es de. Además de estos campos comunes, existe otra relación entre perfiles de 
usuarios y de empleos. Esta relación se da entre el atributo JobRole del perfil de usuario y los 
atributos Title y Tags del perfil de trabajos. JobRole son identificadores numéricos separados con 
comas que representan palabras claves extraídas de los empleos donde el usuario ha estado. Por 
otro lado, Title son identificadores numéricos de palabras claves que aparecen en los títulos de las 
ofertas de trabajo, mientras que Tags son identificadores numéricos de palabras claves que 
aparecen en el contenido de las ofertas.  
En el bloque de obtención de la recomendación es dónde se realiza la comparación de todas las 
características de los perfiles. El resultado de este bloque es la lista ordenada de 30 trabajos con la 
puntuación más elevada. La comparación resulta de tres puntuaciones distintas: 
- Comparación campos comunes: Se realiza una comparación entre los identificadores de 
los campos comunes, sin valor 0, entre los perfiles de usuarios y de trabajos. Cada 
coincidencia equivale a 1 punto. La puntuación final de este bloque es la suma de todas las 
coincidencias. 
- Comparación JobRole y Title: Se realiza una comparación entre los identificadores 
extraídos del atributo JobRole del usuario y el atributo Title del empleo. La suma de 
coincidencias es la puntuación asociada a este bloque. 
- Comparación JobRole y Tags: Se realiza una comparación entre los identificadores 
extraídos del atributo JobRole del usuario y el atributo Tags del empleo. La suma de 
coincidencias es la puntuación asociada a este bloque. 
La combinación de las puntuaciones de los tres bloques se obtiene mediante la validación. Cada 
puntuación tiene un peso asignado: 
𝑠𝑐𝑜𝑟𝑒 =  𝛼1𝑃1 + 𝛼2𝑃2 + 𝛼3𝑃3 
Dónde 𝑃𝑖  es la puntuación de cada bloque y 𝛼𝑖  el peso asignado a cada puntuación para su 
combinación. Estos pesos se obtendrán utilizando la base de datos de validación. 
3.2.1.2 Recomendación colaborativa basada en los perfiles de usuario (CPB) 
Este sistema de recomendación está basado en la recomendación colaborativa basada en las 
valoraciones. Se trata de encontrar un grupo de usuarios vecinos similar al usuario al que se le 
quiere realizar la recomendación, y utilizarlo para realizarla. La diferencia es que en este caso no 
se utilizarán las valoraciones, interacciones en este sistema, ya que no se disponen, sino que se 
utilizarán el contenido de los perfiles de los usuarios. La idea es encontrar usuarios vecinos que 
tengan un perfil similar al usuario al que recomendar. Los usuarios candidatos a formar parte de 
los usuarios vecinos son aquellos que han realizado alguna interacción al conjunto de ofertas de 
empleo destinada para test. Esta condición es necesaria ya que, como en los métodos 
colaborativos basados en las interacciones, se utilizarán las interacciones que esos usuarios han 
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realizado sobre los trabajos, para predecir qué tipo de interacción realizará el usuario en cuestión. 
Los trabajos con mayor valor de predicción serán los trabajos que se recomendarán. 
El siguiente diagrama de bloques muestra las diferentes etapas que existen en este sistema de 
recomendación.  
 
Ilustración 5: Diagrama de bloques recomendación colaborativa basada en el perfil 
La primera etapa que se realiza es la binarización del perfil de usuarios. Como se verá en el capítulo 
4.1.1, la binarización se realiza para realizar la comparación entre perfiles ya que la comparación 
directa utilizada en el anterior sistema no ofreció buenos resultados. Esta binarización consiste es 
convertir las características basadas en identificadores en un vector binario, dónde cada posición 
equivale a un posible valor del identificador. Las características utilizadas para la binarización y la 







Estas características han sido asumiendo que son las más identificativas dentro del perfil de un 
usuario. Analizando los posibles valores que pueden obtener cada atributo, la longitud del vector 
resultante es de 59 posiciones. Cada posición asociada a un posible valor de los atributos.  
La siguiente etapa es la obtención de vecinos y la asignación de pesos. Esta etapa es muy similar a 
la etapa que se realiza en las técnicas colaborativas basadas en las valoraciones. El primer paso es 
calcular una similitud entre los usuarios y el usuario a recomendar. Para ello se utilizará la similitud 
coseno con los vectores binarizados. El valor resultante está acotado entre 0 y 1. Una vez aplicada 
la similitud, se obtendrán como vecinos los K usuarios con mayor similitud. Este valor K se obtiene 
mediante la utilización de la base de validación. 
La última etapa que se realiza es la de la obtención de la recomendación. Para ello se utilizarán los 
K vecinos resultantes de la anterior etapa. Cada uno de estos vecinos tiene al menos una 
interacción con los trabajos disponibles para recomendar. La técnica utilizada para realizar la 
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recomendación se obtendrá utilizando la base de validación. El resultado de la técnica aplicada es 
un conjunto de trabajos con un valor de interacción asignado predicho. Los 30 trabajos con mayor 
valor de interacción serán los recomendados. Para ello la interacción negativa del tipo 4 se le 
asignará un valor -1, para que afecte negativamente a la hora de obtener la predicción. 
La parte más importante para la obtención de una buena recomendación es la selección de vecinos. 
Para poder seleccionar los vecinos que generen la mejor recomendación posible se diseñan 
distintas técnicas: 
Utilización de Metric Learning (CPBML) 
Se decide implementar un algoritmo de Metric Learning para mejorar la obtención de similitud 
entre usuarios. Se debe añadir otra etapa al sistema dónde se realiza el aprendizaje de la 
transformación lineal a aplicar en el cálculo de la similitud mediante Metric Learning. 
El siguiente diagrama de bloques muestra las etapas del sistema de recomendación con la nueva 
etapa añadida. 
 
Ilustración 6: Diagrama de bloques sistema colaborativo basado en perfiles utilizando Metric Learning 
El primer bloque del sistema es exactamente igual que el anterior, binarizar el perfil de usuario 
utilizando las 5 características anteriores. 
El siguiente paso antes de la obtención de los vecinos y la asignación de pesos es realizar el 
aprendizaje de la distancia. Para ello el algoritmo utilizado se basa en la definición de elementos 
similares y disimilares y unas cotas de máxima y mínima distancia para el aprendizaje de la matriz 
utilizada para obtener la distancia (Davis et al. 2007). El primer paso es definir el grupo de 
elementos similares y disimilares. Para realizar esta definición se adoptaron dos estrategias 
basándose el atributo del perfil de los usuarios Discipline_ID. La decisión de la utilización de este 
atributo se adoptó por la idea de que el elemento más especificativo de los perfiles de usuario es 
la disciplina en qué un usuario trabaja. Las dos estrategias que se adoptaron fueron: 
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1. Determinar dos usuarios similares si comparten disciplina y disimilares si no comparten: 
Se definieron 23 grupos de usuarios, uno por cada tipo de disciplina, donde los usuarios de 
cada grupo eran similares y los usuarios de grupos distintos disimilares. Esta estrategia es 
muy restrictiva en lo que disimilitud corresponde, pueden existir disciplinas similares que 
se estén tomando como disimilares.  
2. Agrupar las disciplinas en grupos de disciplinas similares: Se definieron 12 grupos de 
usuarios agrupando disciplinas similares. La agrupación de las disciplinas se encuentra en 
la sección 5 del anexo. Esta estrategia permite que usuarios con disciplinas similares no 
sean considerados usuarios disimilares.  
Una vez obtenidos los grupos de usuarios similares y disimilares el siguiente paso es obtener el 
número de vectores de perfiles binarizados necesarios para el entrenamiento de la distancia. Para 
el correcto aprendizaje de la distancia se necesitan aproximadamente 20𝑐2 muestras de usuarios, 
siendo c el número de grupos obtenidos. Por ello para se utilizaron 10.580 vectores binarizados 
obtenidos aleatoriamente de la base de datos de entrenamiento manteniendo una distribución 
equitativa entre grupos.  
Antes de proceder al entrenamiento de la distancia es necesario proporcionar unas cotas inferiores 
y superiores de la distancia. La cota superior indica que cualquier par de usuarios que su distancia 
sea superior a esa cota deben de ser disimilares. Por el contrario la cota inferior indica que 
cualquier par de usuarios con una distancia inferior a esa cota debe de ser similar. Estas cotas son 
utilizadas por el algoritmo para acabar de computar la matriz resultante. Como cota inferior se 
utiliza el 5 percentil de la distancia euclídea entre todos los pares de vectores binarizados 
utilizados. Como cota superior se utiliza el 95 percentil. Se decide utilizar la distancia euclídea 
porque el algoritmo trabaja con distancias y no con similitudes, como es la similitud coseno. El 
resultado de esta fase es una transformación lineal A a utilizar a la hora de calcular distancias. 
Una vez aprendida la transformación lineal a utilizar en el cálculo de distancias se puede pasar a la 
obtención de vecinos. Para obtener los vecinos se calcula la distancia euclídea utilizando la matriz 
aprendida entre los usuarios. Los K usuarios con menor distancia serán seleccionados como 
vecinos. Para la asignación de pesos de similitud se utilizará la similitud coseno. Para ello se utilizará 
también la transformación lineal aprendida. Con esta modificación la similitud coseno a utilizar 
sería: 
𝑠𝑖𝑚(𝑢, 𝑣) =
𝑏𝑢 · 𝐴 · 𝑏𝑣
𝑇
√𝑏𝑢 · 𝐴 · 𝑏𝑢
𝑇√𝑏𝑣 · 𝐴 · 𝑏𝑣
𝑇
 
Dónde 𝑏𝑢y 𝑏𝑣 son los vectores binarizados del usuario u y v. 
Por último la obtención de la recomendación se obtendrá de la misma manera que en el sistema 
anterior. 
Como se podrá ver en la sección 4.1.2.2 la primera estrategia obtuvo peores resultados que la 
segunda, por lo que la transformación lineal aprendida que se usará en el resto de diseños de 
sistemas de recomendación será la obtenida mediante la segunda estrategia. 
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Filtrado de Usuarios (CPBMLF) 
La siguiente mejora introducida en la realización de una filtración previa de usuarios. Este filtrado 
es necesario para tratar de reducir el nombre de posibles vecinos. Una vez realizado el filtrado se 
continúa con la etapa anterior.  
El número K de vecinos a utilizar es un número que oscila entre 25-50. Sin ningún tipo de filtrado 
los candidatos a ser posibles vecinos ascienden a 376.642 usuarios, un número muy superior al 
número K a obtener. Para remediar esta diferencia se realiza el filtrado utilizando los atributos 
JobRole y Edu_fieldofstudies. Estos dos atributos son identificadores relacionados con palabras 
claves extraídas de trabajos en los que el usuario ha estado, JobRole, y de campos de estudio en 
que se ha especializado, Edu_fieldofstudies.  
El siguiente diagrama de bloques muestra la introducción de esta nueva etapa en el sistema: 
 
 
Ilustración 7: Diagrama de bloques sistema colaborativo basado en perfiles utilizando Metric Learning con previo 
filtrado de usuarios 
La nueva fase incorporada de filtrado consta de dos partes: 
1. Filtrado de usuarios mediante Edu_fieldofstudies: El primer filtrado realizado es utilizando 
el atributo relacionado con la educación. Este filtrado consta en únicamente utilizar como 
posibles vecinos los usuarios que compartan campo de estudio. Este filtrado provoca que 
la cantidad de posibles usuarios se reduzca a un número entre 15.000-25.000 usuarios, 
dependiendo del campo de estudio a analizar. Este filtrado solo se podrá utilizar con los 
usuarios a recomendar que tengan este campo completo en el perfil. Este primer filtrado 
reduce en un número considerable los candidatos a vecinos. Como se podrá observar en 
la sección 4.1.2.3 únicamente este filtrado no provoca una mejora en la recomendación. 
2. Filtrado de usuarios mediante  Edu_fieldofstudies y JobRole: Para poder realizar un filtrado 
mayor se aplica al resultado del primer filtrado un filtrado utilizando el atributo JobRole. 
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Este filtrado consiste en considerar como posibles vecinos los usuarios que tengan al 
menos una coincidencia entre los identificadores de la característica JobRole. Esta técnica 
solo se le podrá aplicar a los usuarios que tengan el atributo JobRole completo. Esta 
aportación provoca una disminución de los posibles vecinos a un número entre 100-1000. 
Como se verá en la sección 4.1.2.3, este segundo filtrado provoca una mejora considerable 
en la recomendación. 
La reducción del número de posibles vecinos provoca que los seleccionados no tengan 
interacciones con al menos 30 trabajos distintos de los disponibles a recomendar. Esto provoca 
que haya usuarios sin la recomendación completa. Para completar la recomendación, a estos 
usuarios se les realizará la recomendación sin el filtrado. Además los usuarios test a recomendar 
que no tengan los atributos JobRole o Edu_fieldofstudies completo también se les realizará la 
recomendación sin el filtrado. 
El siguiente diagrama de bloques muestra la combinación de sistemas: 
  
Ilustración 8: Recomendación usuarios sin interacciones 
Como se observará en el apartado 4.2.1 esta combinación de sistemas es la mejor estrategia para 
la recomendación de usuarios sin interacciones. 
 
3.2.2 Sistemas de recomendación para usuarios con interacciones. 
Los usuarios con interacciones son los usuarios de los que se conoce información de interacciones 
con ofertas de empleo. Este conocimiento permite explotar los gustos de estos usuarios para 
realizar la posterior recomendación. Debido a que el número de usuarios a recomendar es menor 
al número de posibles trabajos recomendables, las técnicas implementadas serán basadas en el 
usuario. Las posibles técnicas de recomendación a realizar son: 
- Recomendación mediante la descomposición de la matriz de valoraciones: Esta técnica 
consiste en generar una recomendación a partir de la descomposición en valores 
singulares, o la obtención de esta descomposición mediante un algoritmo iterativo, de una 
matriz que relacione las valoraciones de los usuarios sobre los ítems. En el sistema 
propuesto las valoraciones son el tipo de interacciones realizadas por parte de los usuarios 
sobre las ofertas de empleo. Debido al gran número de usuarios y de ofertas de empleo 
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con interacciones, la obtención de esta matriz resultó imposible en términos de memoria. 
Por ese motivo esta técnica se descartó. 
- Recomendación colaborativa basado en interacciones: Esta recomendación consiste en 
obtener un grupo de usuarios vecinos que hayan interactuado de forma similar al usuario 
a recomendar, y utilizarlo para realizar la recomendación. Para la obtención de este grupo 
de vecinos se utilizarán todas las interacciones que han realizado tanto los candidatos a 
vecinos como los usuarios a recomendar. 
 
3.2.2.1 Sistema de recomendación colaborativo basado en interacciones (CI) 
Este sistema de recomendación se basa en utilizar un grupo de usuarios vecinos al usuario a 
recomendar para realizar la recomendación. Este grupo de usuarios vecinos son usuarios que han 
interactuado de manera similar al usuario a recomendar. Para poder buscar este grupo se utilizan 
únicamente las interacciones comunes entre los usuarios. 
El siguiente diagrama de bloques muestra las distintas fases del sistema de recomendación: 
 
Ilustración 9: Diagrama de bloques sistema colaborativo basado en interacciones comunes 
La primera fase es la extracción de interacciones comunes. Una interacción común es una 
interacción realizada por distintos usuarios sobre la misma oferta de empleo. Se deben extraer las 
interacciones comunes entre el usuario a recomendar y los usuarios que además tienen 
interacciones sobre los trabajos a recomendar. El resultado de esta fase es un conjunto de posibles 
candidatos con las interacciones comunes al usuario a recomendar. 
La segunda fase consiste en adaptar el número de interacciones del usuario a recomendar con el 
número de interacciones de los posibles vecinos. Para ello se generará un vector de tamaño el 
número total de interacciones realizadas por ambos usuarios. Por cada usuario, las interacciones 
recogidas en el vector que no ha realizado se les asignará valor 0. Una vez obtenido el vector de 
tamaño igual entre usuarios se avanzará a la siguiente fase. Un usuario a recomendar deberá 
generar un vector de distinto tamaño por cada posible vecino. 
La siguiente fase es la obtención de vecinos y la asignación de pesos. Esta es la técnica más utilizada 
en los sistemas colaborativos basados en las valoraciones. El primer paso es obtener las similitudes 
entre el usuario a recomendar y los posibles candidatos. Esta similitud se obtiene utilizando las 
interacciones comunes entre usuarios. Debido a la poca varianza entre las interacciones expuesta 
en el apartado 4.1.2.2, la correlación de Pearson queda descartada para el cálculo de las 
similitudes. La correlación de Pearson se expresa como: 
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𝑠𝑖𝑚(𝑢, 𝑣) =
∑ (𝑟𝑢𝑖 − 𝑟𝑢̅̅ ̅) · (𝑟𝑣𝑖 − 𝑟𝑣̅̅ ̅) i€I𝑢𝑣
√∑ (𝑟𝑢𝑖 − 𝑟𝑢̅̅ ̅)
2
i€𝐼𝑢𝑣





Esta correlación provocaba resultados infinitos o indeterminados debido a la substracción de los 
valores medios en el numerador y el denominador. Por ello la técnica a utilizar será la similitud 
coseno. Los K usuarios con mayor valor de similitud serán los utilizados para la recomendación. El 
número óptimo del valor K se decide utilizando la base de validación. La utilización únicamente de 
interacciones comunes provoca que a los usuarios con solo una interacción común pero de igual 
valor se les asigne un mayor peso que a los usuarios con un valor elevada de interacciones en 
común y solamente una interacción no comuna. Este problema se soluciona con el siguiente 
sistema de recomendación. 
Por último la fase de obtención de la recomendación consiste en utilizar los pesos asignados a los 
usuarios y sus interacciones sobre los trabajos a recomendar para predecir el tipo de interacción 
del usuario a recomendar. Para ello se pueden utilizar las tres técnicas explicadas en el punto 
2.3.2.2. La selección de una de esas técnicas se toma utilizando la base de validación. La 
recomendación final serán los 30 trabajos con tipo de interacción predicha más alta. 
 
3.2.3 Técnicas de desempate para la recomendación final 
A la hora de generar la recomendación de las 30 ofertas de empleo se producen muchos empates 
que no se estaban abordando. Un empate se define como la igualdad entre predicciones de 
interacciones. Para realizar la recomendación se obtiene el valor del tipo de interacción que un 
usuario realizará sobre los distintos trabajos. Una vez obtenidas todas las predicciones, las 30 con 
mayor valor son las recomendadas. El empate se produce cuando dentro del total de interacciones 
predichas existen valores iguales. Esto provoca dos consecuencias: 
- Se queden fuera de la recomendación ofertas de empleo con el mismo valor de interacción 
que algunas ofertas recomendadas. 
- El orden en el que se presenten las 30 recomendaciones no sea el adecuado. 
Para solucionar las dos consecuencias provocadas por los empates se diseñaron dos estrategias: 
1. Utilizar la información del perfil de los trabajos y del usuario para desempatar: Esta técnica 
consiste en utilizar la información de campos comunes de los perfiles de usuarios y de 
trabajos. La técnica utilizada es la misma que la utilizada en el sistema 3.2.1. Las ofertas de 
empleo que más puntuación obtienen son las primeras que se colocarán a la hora de haber 
empates. Tal como se aprecia en el apartado 4.1.4 esta técnica no mejoró los resultados, 
por lo que se descartó. 
2. Utilizar la popularidad de los trabajos: Esta técnica consiste en desempatar mediante el 
número de interacciones positivas que tienen los trabajos. Esto significa que en caso de 
empate se recomendarán los trabajos más populares.  Tal como se aprecia en el apartado 
4.1.4 esta técnica mejoró los resultados, por lo que se decidió aplicar en los dos tipos de 
recomendación. 
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Esta técnica se introduce en las fases de obtención de la recomendación tanto del sistema diseñado 
para los usuarios sin interacciones como para los usuarios con interacciones. 
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4. Resultados 
Los resultados a los sistemas diseñados se pueden separar es dos grupos: 
- Resultados base de validación: Estos resultados se utilizan para determinar el valor de 
algunos parámetros de los sistemas. Dentro del subconjunto de validación se extrae un 
conjunto de 2000 usuarios a los que se realizará la recomendación. El resto de usuarios se 
utilizarán como posibles vecinos a la hora de la obtención de los mismos en los sistemas 
colaborativos.  
- Resultados test online: Estos resultados muestran la puntuación final obtenida con la base 
de datos de test. Esta base de datos consta de 150.000 usuarios y 327.003 ofertas de 
empleo a ser recomendadas. 
 
4.1. Resultados base de datos de validación 
La base de validación consta de 15.684 usuarios que han realizado 66.786 interacciones sobre 
35.576 ofertas de empleo. Este conjunto se obtiene utilizando la base de datos de interacciones. 
Los usuarios que han realizado alguna interacción en las dos últimas semanas del período 
comprendido en la base de datos, junto con los trabajos que reciben la interacción, son los 
elementos que forman parte de esta base de validación. Dentro de este conjunto de validación se 
define un subconjunto de 2000 usuarios a los que se realizará la recomendación. Se intentará 
predecir las ofertas de empleo con las que el usuario ha interactuado. El resto de usuarios de la 
base de datos se utilizarán como posibles vecinos en los métodos colaborativos. Esta base de datos 
se utiliza para determinar el valor de los parámetros a estimar. La puntuación utilizada es la misma 
que la definida por los promotores del reto. 
Los distintos parámetros a determinar son: 
- Valor de la ponderación de cada puntuación en la recomendación relacional: Se desea 
estimar el valor de los pesos utilizados para la combinación de puntuaciones obtenidas en 
el sistema.  
- Número de vecinos para el sistema colaborativo basado en los perfiles: Se desea estimar 
el valor óptimo del número de vecinos utilizados para generar la recomendación. 
- Sistema colaborativo basado en perfiles a utilizar: Se desea seleccionar el sistema 
colaborativo basado en perfiles más eficiente en términos de puntuación de la 
recomendación. 
- Número de vecinos para el sistema colaborativo basado en las interacciones: Se desea 
estimar el valor óptimo del número de vecinos utilizados para generar la recomendación. 
- Sistema colaborativo basado en interacciones a utilizar: Se desea seleccionar el sistema 
colaborativo basado en interacciones más eficiente en términos de puntuación de la 
recomendación. 
- Técnica de desempate a utilizar: Se desea decidir la técnica de desempate a utilizar. 
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4.1.1 Resultados sistema de recomendación relacional entre usuarios y trabajos 
En este punto se trata de obtener los pesos óptimos en para el cálculo de la puntuación utilizada 
en el sistema de recomendación. Se realizaron algunas pruebas con valores 1, 2 y 3 para cada peso, 
pero al obtener una máxima puntuación de 270 con  𝛼1 = 1 , 𝛼2 = 3  y  𝛼3 = 2 , se decidió 
descartar este sistema. Esta puntuación es muy inferior a la obtenida con los sistemas 
colaborativos. 
 
4.1.2 Resultados Sistema colaborativo basado en perfiles 
En este punto se analizará la puntuación obtenida al utilizar el sistema colaborativo basado en la 
binarización de los perfiles. Se analizarán los resultados al aplicar las distintas mejoras en la 
obtención de vecinos. 
4.1.2.1 Resultados Sistema basado en la binarización (CPB) 
Los primeros resultados obtenidos son del sistema CPB. Se pretende obtener el número óptimo de 
vecinos a utilizar en la recomendación. El número óptimo de vecinos obtenido en este sistema se 
utilizará para realizar las recomendaciones posteriores al aplicar las mejoras. 
La siguiente tabla muestra los resultados de la recomendación en función del número de vecinos: 
Sistema Vecinos 
Puntuación total en la 
recomendación 
CPB 
25 1536 ± 169 
30 1647 ± 143 
35 1639 ± 155 
40 1625 ± 148 
45 1668 ± 149 
50 1636 ± 139 
Tabla 3 Resultados CPB en función del número de vecinos 
Estos resultados arrojan las siguientes conclusiones: 
- El sistema colaborativo basado en perfiles tiene una puntuación mucho más elevada que 
el sistema relacional entre usuarios y trabajos. Esto indica que la estrategia a utilizar será 
una estrategia colaborativa. 
- Varianza de los resultados: Debido a los empates obtenidos, los resultados son variables. 
El orden de la recomendación se obtiene seleccionando de manera aleatoria los trabajos 
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que resulten empatados. Con tal de obtener una representación de los resultados 
comparable, se realizan 10 pruebas por cada experimento y se obtiene la media y la 
varianza. 
- Número de vecinos óptimo 30: Los resultados indican que al aumentar el número de 
vecinos por encima de 30 los resultados no varían. Por ello el número óptimo de vecinos a 
utilizar es 30. 
Una vez obtenido el número de vecinos se decidirá la técnica utilizada para recomendar. Se debe 
elegir entre 3 posibilidades: 
- Recomendación ponderada: Utilizar la ponderación de cada vecino con el usuario a 
recomendar para ponderar sus interacciones a la hora de realizar la predicción. 
- Recomendación ponderada con substracción de media: En la fórmula utilizada para la 
predicción se substrae la media de las interacciones de cada vecino. 
- Recomendación ponderada con substracción de media y normalización por la varianza: 
Además de realizar la substracción de la media, normalizar las interacciones por la varianza 
de las interacciones de cada vecino. 
La siguiente tabla muestra los resultados obtenidos: 
Sistema Vecinos 
Puntuación total en la 
recomendación 
Ponderación 30 1647 ± 143 
Ponderación y substracción de 
media 
30 1437 ± 165 
Ponderación, substracción de media 
y normalización por la varianza 
30 1544 ± 151 
Tabla 4: Resultados de la recomendación en función de la técnica utilizada 
La utilización de la segunda técnica y de la tercera no solo no mejora el resultado, sino que lo 
empeora. Por ello la técnica a utilizar para los sistemas colaborativos basados en perfiles será la 
ponderación por la similitud de los vecinos con el usuario a recomendar. Esta elección se intuía por 
las características de la base de datos de interacciones. 
4.1.2.2 Resultados Sistema con introducción de Metric Learning (CPBML) 
Se analizarán las posibles mejoras en la puntuación al incorpora la utilización de Metric Learning 
en la búsqueda de usuarios similares. Para ello se definieron dos estrategias: 
- Entrenar la distancia con los 23 grupos de disciplinas por separado. 
- Entrenar la distancia con 12 grupos resultantes de agrupar disciplinas similares. 
El número de vecinos y la técnica de recomendación se adquieren del sistema colaborativo anterior. 
La siguiente tabla muestra los resultados obtenidos al utilizar las dos estrategias definidas: 
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Sistema de entrenamiento Puntuación total de la recomendación 
Entrenamiento 23 grupos 1778 ± 139 
Entrenamiento 12 grupos 1889 ± 187 
Tabla 5 Resultados CPBML en función del entrenamiento utilizado 
Los resultados obtenidos arrojan las siguientes conclusiones: 
- La introducción de Metric Learning es beneficiosa: Tanto una técnica como la otra mejoran 
la puntuación obtenida con el sistema colaborativo anterior. 
- La agrupación de disciplinas mejora resultados: El aprendizaje de distancias con la 
agrupación de disciplinas similares provoca mejores resultados en la recomendación. 
Estos resultados confirman que el sistema colaborativo basado en perfiles utilizando Metric 
Learning debe ser el utilizado. 
4.1.2.3 Resultados Sistema con filtrado de usuario (CPBMLF) 
En este sistema se realiza un filtrado de los posibles usuarios candidatos a vecinos antes de pasar 
por el sistema de recomendación colaborativa basada en perfiles con la utilización de Metric 
Learning. Se definen dos estrategias de filtrado: 
- Filtrado utilizando el atributo Edu_fieldofstudies. 
- Filtrado utilizando los atributos Edu_fieldofstudies y JobRole 
La siguiente tabla muestra los resultados al realizar estos filtrados: 
Sistema de filtrado Puntuación total de la recomendación 
Uso de Edu_fieldofstudies 1769 ± 148 
Uso de Edu_fieldofstudies y JobRole 2028 ± 137 
Tabla 6 Resultados CPBMLF en función del tipo de filtrado 
Estos resultados aportan las siguientes conclusiones a analizar: 
- El filtrado por si solo utilizando el atributo Edu_fieldofstudies no mejora la puntuación de 
la recomendación. 
- Al añadir un posterior filtrado mediante el campo JobRole los resultados mejoran respecto 
al sistema anterior.  
Estos resultados propician a que el sistema de recomendación usado para los usuarios sin 
interacciones sea el sistema con el segundo filtrado. Tal como se explica en el punto 3.2.1.2, el 
sistema que tratará a los usuarios que no puedan ser recomendados por este sistema, o tengan 
que completar su recomendación, utilizarán el sistema colaborativo basado en perfiles y la 
utilización de Metric Learning.  
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4.1.3 Resultados Sistema colaborativo basado en interacciones (CI) 
Se pretende analizar la mejora que se aplica al utilizar el total de interacciones realizadas por 
ambos usuarios al calcular la similitud.  
La siguiente tabla muestra los resultados obtenidos al introducir este cambio, en comparación con 
la anterior técnica: 
Sistema Vecinos 
Puntuación total en 
la recomendación 
Colaborativo basado en interacciones 
25 4578 ± 163 
30 4557 ± 152 
35 4582 ± 153 
40 4571 ± 151 
45 4577 ± 159 
50 4568 ± 156 
Tabla 7 Resultados CI en función del número de vecinos 
Estos resultados muestran que la mejora introducida no mejora los resultados. Esto es debido a 
que el tamaño de la base de datos de validación es pequeño y el número posible de vecinos no es 
muy elevado. Para determinar el tipo de estrategia mejor se deberá realizar el test online de mayor 
tamaño. 
 
4.1.4 Resultados con la introducción de técnicas de desempate 
Para acabar con la variabilidad de los resultados y mejorarlos, se decide utilizar técnicas de 
desempate. Se estudian los resultados de la introducción de dos técnicas: 
- Desempate mediante el perfil de usuarios y de trabajos. 
- Desempate por popularidad. 
Los siguientes resultados muestran la puntuación de la recomendación al introducir las técnicas de 
desempate en los métodos colaborativos, tanto basado en perfiles como basado en interacciones: 
 
 








CPBML 1889 ± 187 2228 ± 42 2342 
CPBMLF 2028 ± 137 2369 ± 47 2483 
CI 4578 ± 163 5836 ± 39 6023 
Tabla 8: Resultados de los sistemas en función de la técnica de desempate 
Estos resultados muestran las siguientes conclusiones: 
- La puntuación de todos los sistemas mejora al aplicar alguna de las dos técnicas de 
desempate.  
- La primera técnica sufre una variabilidad, aunque inferior a la no utilización de la técnica 
de desempate, debido a que existen perfiles de usuarios y de trabajos incompletos, cosa 
que produce que la técnica no se pueda aplicar bien y se vuelva a ordenar la 
recomendación aleatoriamente.  
- La segunda técnica ofrece un resultado sin variabilidad y superior al uso de la primera 
técnica.  
Debido a la mejora introducida por la segunda técnica, ésta será la utilizada como desempate en 
los sistemas de recomendación para usuarios sin interacciones y en los sistemas para usuarios con 
interacciones. 
 
4.2 Resultados base de test online 
Una vez se han obtenido los parámetros óptimos para cada sistema de recomendación, se 
utilizarán los sistemas para realizar la recomendación de la base de datos de test. Estos resultados 
permitirán seleccionar definitivamente los sistemas de recomendación adecuados para cada tipo 
de usuarios.  
 
4.2.1 Resultados sistemas de recomendación para usuarios sin interacciones 
El primer punto es descubrir que sistema de recomendación es el más adecuado para los usuarios 
sin interacciones. El número total de usuarios sin interacciones en la base de datos de test es de 
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La siguiente tabla muestra los resultados obtenidos por cada sistema: 
Sistema 




CPBML desempate 1 8.314 
CPBML desempate 2 10.568 
CPBMLF desempate 2 con recomendación incompleta 15.853 
CPBMLF desempate 2 con recomendación completa por CPBML 15.874 
Tabla 9: Resultados de los sistemas de recomendación para usuarios sin interacciones en la base de datos de test 
Estos resultados muestran las siguientes conclusiones: 
- Tal como era de esperar la mejor técnica es la colaborativa basada en perfiles con 
utilización de Metric Learning con previo filtrado de usuarios. 
- Entre las técnicas de desempate, la primera se puede descartar ya que parece que con una 
base de datos de tamaño superior a la de validación empeora los resultados.  
Estos resultados muestran que el sistema a utilizar para usuarios sin interacciones, y que se 
utilizará para los casos excepcionales de los usuarios con interacciones, es la técnica colaborativa 
basada en perfiles, con la utilización de Metric Learning, con filtrado de usuarios, la utilización de 
la técnica de desempate 2 y completando la recomendación con el sistema sin filtrado. Esta técnica 
esta explicada en la sección 3.2.1.2. 
 
4.2.2 Resultados sistemas de recomendación para usuarios con interacciones 
Una vez se ha obtenido el sistema óptimo para usuarios sin interacciones, se pretende obtenerlo 
para usuarios con interacciones. Dentro de la base de datos de test existen 103.906 usuarios con 
interacciones. De estos usuarios solo se obtendrá la puntuación de 74.437 usuarios, debido a que 
el resto son usuarios con interacciones que no se les pueden aplicar los sistemas diseñados. Este 
grupo restante se introducirá en el sistema de recomendación para usuarios sin interacciones. 
Además dentro de los 74.437 usuarios existen 9.594 usuarios que se introducirán con posterioridad 
al sistema sin interacciones para completar su recomendación. 
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La siguiente tabla muestra el resultado obtenido en la base de test online con el sistema de 
recomendación CI: 
Sistema 
Puntuación total de la 
recomendación 
CI  desempate 2 45.041 
Tabla 10: Resultado CI en base de datos de test 
Estos resultados muestran la mejora en la puntuación obtenida al introducir el concepto de 
interacciones totales que no se apreciaba en la base de datos de validación. Esto conlleva a que el 
mejor sistema para los usuarios con interacciones es el sistema colaborativo basado en 
interacciones totales y desempate 2. 
 
4.2.3 Resultados finales de la combinación de los sistemas 
Los resultados mostrados en la siguiente tabla corresponden al sistema de recomendación final. 
Este sistema es la combinación de sistemas de recomendación explicada en la sección 3.2.1. 
 Sistema 
Puntuación total de la 
recomendación 
Combinación de sistemas de recomendación 66.791 
Tabla 11: Resultado de la combinación de sistemas en la base de datos de test 
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5. Presupuesto 
Debido a que en el proyecto realizado se basa en el desarrollo de un software, el coste a tener en 
cuenta es el asociado al desarrollo del proyecto. La siguiente tabla muestra la dedicación en horas 
realizada al proyecto con su equivalencia económica a coste por hora de un ingeniero junior de 
12€/h. 
Tarea Horas dedicadas Coste (€) 
Búsqueda de información 100 1.200 
Realización de plan de trabajo 80 960 
Desarrollo del primer modelo 140 1.680 
Realización de Critical design review 60 720 
Desarrollo mejoras del proyecto 100 1.200 
Realización memoria final 60 720 
Total 540 6.480 
Tabla 12: Resumen de coste asociado por paquetes de trabajo 
 
Además de los costes personales del autor del proyecto, hay que contabilizar los costes de 
tutelaje por parte de dos doctorados. El coste de un doctorado es de 30€/h 
 
Tutor Horas dedicadas Coste (€) 
Tutor 1 40 1.200 
Tutor 2 40 1.200 
Total 80 2.400 
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6. Conclusiones y desarrollo futuro:  
En este proyecto se ha implementado un sistema de recomendación basado en las técnicas más 
utilizadas en este ámbito. La adaptación de estas técnicas a la base de datos disponible ha sido uno 
de las fases claves en la realización del sistema final. Además, la introducción de técnicas de 
Machine Learning a las técnicas clásicas ha mejorado la generación de recomendación, obteniendo 
un sistema más preciso. Cabe destacar que la especialización de sistemas para distintos tipos de 
usuarios también ha sido un paso clave en la generación del sistema. La aplicación de todas estas 
estrategias no ha permitido obtener una puntuación comparable a los participantes en el reto con 
mayores puntuaciones.  
Para la realización de este proyecto se han analizado las técnicas genéricas utilizadas en el diseño 
de sistemas de recomendación. Tal como se ha visto en los resultados obtenidos, las técnicas con 
mayor precisión en la recomendación son las técnicas colaborativas. Estas técnicas se basan en 
realizar una recomendación con la ayuda de otros usuarios. Otras técnicas habituales como son la 
agrupación de usuarios, o la técnica de factorización de matrices no  se han podido llevar a cabo. 
La primera técnica se ha descartado debido a las características de la base de datos. Las 
características basadas en identificadores provocan que la noción de distancia sea difícil de 
determinar, por lo que la agrupación es complicada. Por otro lado, la segunda técnica se ha 
desestimado debido al gran tamaño de la base de datos disponibles.  
Otro de los objetivos a realizar en este proyecto era la introducción de técnicas de Machine 
Learning. La técnica que se decidió utilizar fue una técnica destinada a aprender distancias entre 
vectores. Esta técnica ha resultado muy útil a la hora de encontrar usuarios similares utilizando los 
perfiles disponibles. Tal como se puede ver en los resultados, la aplicación de esta técnica mejoró 
considerablemente la precisión de la recomendación. 
La especialización de la recomendación según los usuarios disponibles también ha sido una mejora 
introducida en el sistema. Poder determinar dos grupos distintos de usuarios a los que aplicar 
distintas técnicas de recomendación ha permitido adaptar el sistema a la base de datos disponible. 
Como era de esperar, los resultados de la recomendación aplicada a los usuarios sin interacciones 
es inferior a la de los usuarios con interacciones. Esto es debido a que la información del perfil es 
más pobre que la información de las interacciones, ya que el perfil en muchas ocasiones está 
incompleto. Además de la especialización, la combinación de ambos sistemas ha permitido realizar 
recomendaciones completas a todos los usuarios, ya que había usuarios a los que no se les 
conseguía realizar la recomendación de 30 trabajos. 
Estas técnicas no han sido suficiente para acercarse a los participantes en el reto con mayor 
puntuación. Mientras que la puntuación obtenida en el sistema diseñado es de 66.791, el usuario 
con mayor puntuación ha obtenido 675.985 puntos. La puntuación obtenida está clasificada en la 
posición 81 de 113 equipos, superando la puntuación de 26.857 puntos que los promotores 
obtuvieron con un sistema básico basado en información de perfiles. Esta diferencia es debida a 
que las técnicas clásicas de recomendación no deben de explotar completamente la información 
disponible.  
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6.1 Posibles mejoras 
Para poder mejorar la puntuación obtenida y conseguir acercarse a la puntuación obtenida por los 
líderes, las siguientes mejoras se pueden aplicar: 
- Realizar un sistema basado en los trabajos. Los sistemas obtenidos se basan en la búsqueda 
de usuarios similares para obtener la recomendación. Un cambio de estrategia es basar la 
recomendación en las ofertas de empleo, y realizar una búsqueda de ofertas similares para 
obtener la recomendación. 
- Mejor utilización de las interacciones negativas. Explotar la información sobre empleos 
que a un usuario no le gustan. Realizar una búsqueda de empleos similares a los que no le 
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Apéndices 
1. Técnicas utilizadas para recomendación de grandes bases de datos 
1.1 Clustering de los elementos del sistema 
La técnica de clustering es muy útil a la hora de definir poblaciones a partir de la representación 
vectorial de los elementos. La idea de utilizar esta técnica dentro de un sistema de recomendación 
es agrupar usuarios e ítems en poblaciones de componentes similares. La técnica de 
recomendación que mejora su rendimiento computacional considerablemente con la aplicación 
de un clustering de los elementos es la recomendación basada en el contenido. 
Volviendo al ejemplo anterior dónde había 100.000 usuarios y 150.000 ítems que producían 
100.000 x 150.000 comparaciones, la aplicación de este clustering provoca una gran reducción en 
cuanto a este número de comparaciones. El clustering agrupa estos 100.000 usuarios en K grupos 
de N1,…,k de usuarios. , dónde K << 100.000 y N1,…,k < 100.000. Además a cada grupo se le asocia un 
representante. Por otro lado también se agrupan en K’ grupos de M1,…,k componentes  los 150.000 
ítems, dónde K’ << 150.000 y M1,…,k < 150.000. Estos K’ grupos también se les asocia un 
representante. Ahora, a la hora de realizar la comparación de perfiles se utilizarán los K 
representantes de los usuarios con los K’ representantes de los ítems, produciendo un total de K x 
K’ comparaciones << 100.000 x 150.000. Una vez encontrados los grupos de ítems más similares a 
los grupos de usuarios se realiza la comparación entre sus representantes. La idea es únicamente 
realizar las comparaciones de los integrantes de los K grupos de usuarios con los integrantes del 
grupo de ítems más similar. Esto reduce considerablemente el coste computacional ya que para 
cada usuario no es necesario realizar las 150.000 comparaciones. 
Se pueden aplicar diversas técnicas de clustering para la obtención de los grupos. Las más utilizadas 
son: 
- K-Means: Es probablemente la técnica más rápida y sencilla de aplicar, obteniendo 
buenos resultados. El problema para realizar esta técnica es que se debe conocer de 
antemano el total de grupos en los que se desean agrupar los elementos. Intenta agrupar 
en K grupos lo más compactos y separados de los demás mediante técnicas iterativas.  
- Clustering jerárquico: Esta técnica tiene la ventaja de no tener que conocer el número de 
grupos en los que agrupar los elementos. La idea es obtener grupos compactos y 
separados de los demás. Para ello utiliza una medida que relaciona las dos ideas. La 
técnica va agrupando en diversos grupos los elementos hasta que encuentra un número 
de grupos que optimiza la medida utilizada. El inconveniente es que debe conocer una 
manera de determinar una cota de la medida utilizada para saber que ya no debe separar 
en más grupos y obtener el número óptimo. 
 
1.2 Factorización de Matrices 
La factorización de matrices es una técnica que se aplica en los modelos basados en la 
colaboración. La idea es agrupar las valoraciones de los usuarios en una matriz. Esta matriz es 
conocida como user-item rating matrix. Esta matriz tiene N filas, siendo N el número de usuarios y 
  52 
M columnas, siendo M el número de ítems. Recoge las valoraciones de los usuarios sobre cada 
ítem. Cada fila engloba todas las valoraciones que un usuario ha realizado. 
 
1.2.1 Proceso de predicción 
El proceso a realizar es el obtener la descomposición de esta matriz en valores singulares: 
𝑅 = 𝑈𝛴𝑉𝑇  
- La matriz U es una matriz vertical de NxK conocida como User-Feature Matrix. A cada 
usuario se le asignan K características. Esta matriz se puede interpretar como la 
importancia que cada usuario le da a cada característica.  
- La matriz V es una matriz vertical de MxK conocida como Item-Feature Matrix. Esta 
matriz indica la relevancia de cada una de las K características en relación a cada ítem. 
- La matriz 𝛴 es una matriz cuadrada diagonal de tamaño KxK que asigna pesos de 
importancia para el sistema a cada característica. 
  
 
Ilustración 10: Representación del tamaño de la matriz R y de su descomposición 
Estas características no se deben confundir con las obtenidas en la recomendación basada en el 
contenido. Son características desconocidas que aparecen al descomponer.  
El siguiente paso es factorizar la matriz 𝛴 y solo utilizar las k características con mayor peso. Una 
vez seleccionadas las k características con mayor peso, generando una matriz kxk, dónde k<K, esta 
matriz sigma se puede englobar dentro de las matrices U y V. Recordando que cada fila de la matriz 
R correspondían a las valoraciones de los usuarios respecto de los ítems, la predicción de la 
valoración de un usuario se puede obtener como: 
?̂?𝑢𝑖 = 𝑢𝑢𝑣𝑖
𝑇 
Dónde 𝑢𝑢  es la fila u correspondiente al usuario a predecir de la matriz U, y 𝑣𝑖  es la fila i 
correspondiente al ítem al que se realiza la predicción de la matriz V.  
Las matrices U y V se deben obtener mediante un conjunto de entrenamiento. Para poder realizar 
una recomendación de un usuario que no forme parte de las matrices U y V obtenidas se deben 
seguir los siguientes pasos: 
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Dónde 𝑢𝑢 es la fila a añadir a la matriz U y 𝑟𝑢 son las valoraciones que el usuario a realizado.  
- Realizar la predicción: Una vez introducido el usuario en el sistema se puede llevar a cabo 
la predicción de las valoraciones que el usuario realizará sobre algún ítem del sistema 
utilizando la fórmula de la predicción. 
 
1.2.2 Problemas descomposición de matrices 
El problema básico de la descomposición en valores singulares de la matriz R es la dispersión de 
sus datos. En un entorno de valoraciones los usuarios no valoran todos los ítems disponibles en el 
sistema. Por ello la matriz user-item rating obtenida es muy dispersa. Además si el sistema dispone 
de una gran cantidad de elementos la matriz resultante es una matriz de gran tamaño y muy 
dispersa. Esto provoca que la descomposición de la matriz R en valores singulares sea un proceso 
lento y costoso tanto computacionalmente como en términos de memoria. Por ello han surgido 
estrategias para obtener esta descomposición de manera más rápida y menos costosa, basados en 
el algoritmo iterativo del gradiente. 
 
1.2.3 Descomposición de la matriz R mediante un algoritmo de gradiente (SVDFunk) 
 Para resolver el problema del coste computacional Simon Funk (2006) propuso un método para la 
obtención de la descomposición de la matriz R mediante un algoritmo de gradiente. La idea es no 
tener que realizar la descomposición en valores singulares de la matriz, si no predecir esta 
descomposición utilizando la técnica de gradiente.  
Lo primero de todo es definir la función a minimizar. Esta función es el error cuadrático entre la 












Dónde 𝑝(𝑈𝑖, 𝑉𝑗) es el producto de la fila i de la matriz U por la columna j de la matriz V
T.  
El paso siguiente es obtener las derivadas parciales respecto U y V para obtener la dirección 















Definiendo (𝑅𝑖𝑗 − 𝑝(𝑈𝑖, 𝑉𝑗)) como el error ε entre la matriz real y la predicción, la actualización 
de las matrices U y V se obtendrían como: 
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∆𝑈𝑖 =  𝜆𝜀𝑉𝑖  
∆𝑉𝑖 =  𝜆𝜀𝑈𝑖 
Dónde λ es conocido como learning rate. Este valor controla el error ε obtenido. 
Para evitar un incremento de los valores descontrolado se añaden unos términos de regularización. 






























=  ∑ (𝑅𝑖𝑗 − 𝑝(𝑈𝑖, 𝑉𝑗))
𝑛
𝑗=1




=  ∑ (𝑅𝑖𝑗 − 𝑝(𝑈𝑖, 𝑉𝑗))
𝑛
𝑗=1
𝑈𝑖 − 𝑘𝑉𝑖  
Por último esto provoca que la actualización de las matrices U y V cambien de forma: 
∆𝑈𝑖 =  𝜆(𝜀𝑉𝑖 − 𝑘𝑈𝑖) 
∆𝑉𝑖 =  𝜆(𝜀𝑈𝑖 − 𝑘𝑉𝑖) 
Las matrices U y V se deben inicializar a un valor ya que lo obtenido mediante esta técnica es una 
actualización. Esta inicialización debe ser de valores pequeños pero no nulos. Lo más habitual es 
realizar una inicialización a 0.1. La correcta inicialización se puede obtener mediante una base de 
validación. 
Una vez obtenidas las matrices U y V la generación de la predicción se realiza de la misma forma 
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2. Información de los atributos de la base de datos de perfiles 
2.1 Atributo JobRole 
Identificadores numéricos separados por comas asociados a palabras clave extraídas de los 
empleos en los que el usuario ha estado. Un ejemplo de palabra clave sería Informático. 
 
2.2 Atributo Career_Level 
Identificador con siete posibles valores numéricos asociados al tipo de cargo que el usuario ha 








6 Ejecutivo Senior 
Tabla 14: Valores Career_Level 
2.3 Atributo Discipline_ID 
Identificador numérico de veinticuatro posibles opciones, que definen el tipo de disciplina que el 





2 Análisis y estadística 
3 Consultoría 
4 Control y planificación 
5 Atención al cliente 
6 Ingeniería y trabajos técnicos 
7 Finanzas, contabilidad y control 
8 Diseño gráfico y arquitectura 
9 Recursos humanos 
10 Salud, medicina y servicios sociales 
11 Informática y desarrollo 
12 Derecho 
13 Gestión y administración de empresas 
14 Marketing y publicidad 
15 Periodismo y relaciones públicas 
16 Control de procesos y control de calidad 
17 Gestión de productos 
18 Producción y fabricación 
19 Gestión de proyectos 
20 Compras y logística 
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21 Ventas y comercio 
22 Investigación, formación y desarrollo 
23 Otros 
Tabla 15: Valores Discipline_ID 
 
2.4 Atributo Industry_ID 
Identificador numérico de veinticuatro posibles valores, que especifican el tipo de industria en la 




1 Arquitectura y planificación 
2 Automoción y fabricación de vehículos 
3 Bancos y servicios financieros 
4 Consultoría 
5 Energía, agua y medio ambiente 
6 Educación y ciencia 
7 Sanidad y servicios sociales 
8 Mercado inmobiliario 
9 Industria y maquinaria 
10 Internet y tecnologías de la información 
11 Bienes de consumo y comercio 
12 Arte, cultura y deportes 
13 Marketing, relaciones públicas y diseño 
14 Medios de comunicación y editoriales 
15 Servicios públicos, asociaciones e instituciones 
16 Servicios personales 
17 Técnica farmacéutica y médica 
18 Telecomunicación 
19 Turismo y gastronomía 
20 Transporte y logística 
21 Seguros 
22 Auditoría, impuestos y derecho 
23 Otros 
Tabla 16: Valores Industry_ID 
2.5 Atributo Country 
Identificador que indica el país en el que el usuario llevó a cabo su último empleo. La siguiente 





non_dach Ninguno de los anteriores 
Tabla 17: Valores Country 
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2.6 Atributo Region 
Identificador numérico utilizado para determinar en qué región alemana trabajó el usuario. Este 
atributo solo está especificado para los usuarios con el atributo Country de Alemania. La siguiente 











9 Baja Sajonia 







Tabla 18: Valores Region 
2.7 Atributo Experience_n_entries_class 
Identificador numérico que representa el número de currículums distintos que el usuario tiene en 
su perfil. . La siguiente tabla muestra los posibles valores del atributo: 
Valor Significado 
0 Ninguno 
1 1-2 CV 
2 3-4 CV 
3 5 o más CV 
Tabla 19: Valores Experience_n_entries_class 
2.8 Atributo Experience_years_experience 
Identificador que representa un número aproximado de años que el usuario tiene de experiencia 
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Valor Significado 
0 Desconocido 
1 Menos de un año 
2 1-3 años 
3 3-5 años 
4 5-10 años 
5 10-15 años 
6 15-20 años 
7 Más de 20 años 
Tabla 20: Valores Experience_years_experience 
2.9 Atributo Experience_years_in_current 
Identificador que representa el número de años que el usuario lleva trabajando en el actual 
empleo. Los valores son los mismos que el anterior atributo. 
 
2.10 Atributo Edu_degree 
Identificador que indica el nivel universitario del usuario. La siguiente tabla muestra los posibles 
valores del atributo: 
Valor Significado 




Tabla 21: Valores Edu_degree 
2.11 Atributo Edu_fieldofstudies 
Identificadores separados por comas que indican los campos de estudio que el usuario ha cursado. 
Si no está especificado su valor es 0. En este caso no están identificados todos los posibles valores, 
pero ejemplos pueden ser Ingeniería o Económicas. 
 
2.12 Atributo Title 
Identificadores numéricos separados por comas que representan palabras claves extraídas del 
título de la oferta de empleo. 
 
2.13 Atributo Latitud 
Información de la latitud en la que se encuentra la empresa dónde se ofrece el empleo. 
 
2.14 Atributo Longitud 
Información de la longitud en la que se encuentra la empresa dónde se ofrece el empleo. 
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2.15 Atributo Employment 
Identificador que indica el tipo de contrato ofrecido en el empleo. La siguiente tabla muestra los 
posibles valores del atributo: 
Valor Significado 
0 Desconocido 
1 Tiempo completo 
2 Tiempo parcial 
3 Libre dedicación 
4 Interino 
5 Voluntario 
Tabla 22: Valores Employment 
2.16 Atributo Tags 
Identificadores numéricos separados por coma asociados a palabras claves extraídas del contenido 
de la oferta de trabajo. 
 
2.17 Atributo Active_during_test 
Valor binario que indica si este empleo es un candidato a recomendar en la recomendación final. 
Si el valor es 1 significa que este empleo es uno de los 327.003 empleos recomendables. 
 
3. Información de la base de datos de interacciones 
3.1 Identificador del usuario 
Identificador numérico asociado al usuario. Estos identificadores coinciden con los encontrados en 
la base de datos de perfiles de usuarios. 
 
3.2 Identificador del empleo 
Identificador numérico asociado al empleo. Estos identificadores coinciden con los encontrados en 
la base de datos de perfiles de trabajos. 
 
3.3 Tipo de interacción 
Identificador numérico que indica el tipo de interacción realizada por el usuario sobre la oferta de 
empleo. 
 
3.4 Momento en el que se realizó la interacción 
Marca de tiempo Unix que indica el momento en que se realizó la interacción. 
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4. Información de la base de datos de interacciones 
 
4.1 Identificador del usuario 
Identificador numérico asociado al usuario. Estos identificadores coinciden con los encontrados en 
la base de datos de perfiles de usuarios. 
 
4.2 Identificador del empleo 
Identificador numérico asociado al empleo. Estos identificadores coinciden con los encontrados en 
la base de datos de perfiles de trabajos. 
 
4.3 Momento en el que se realizó la interacción 
Marca de tiempo Unix que indica el momento en que se realizó la impresión. 
 
5. Agrupación de disciplinas utilizadas para Metric Learning 
- Grupo 1: Disciplina 1 y disciplina 7 
- Grupo 2: Disciplina 2 y disciplina 3 
- Grupo 3: Disciplina 4, disciplina 16, disciplina 17 y disciplina 20 
- Grupo 4: Disciplina 5 y disciplina 21 
- Grupo 5: Disciplina 6, disciplina 8, disciplina 11 y disciplina 22 
- Grupo 6: Disciplina 9 y disciplina 14 
- Grupo 7: Disciplina 13 y disciplina 19 
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Glosario 
RS     Sistema de Recomendación 
u     Usuario     
i     Ítem     
r     Valoración 
I     Interacción 
b     Vector de perfil binarizado 
K     Número de Vecionos 
sim     Similaridad 
CPB     Sistemas colaborativo basado en perfiles 
CPBML        Sistema colaborativo basado en perfiles con la utilización de Metric Learning 
CPBMLF        Sistema colaborativo basado en perfiles con la utilización de Metric                    
Learning con filtrado de usuarios 
CI    Sistema colaborativo basado en interacciones 
 
