Silicon-germanium alloys offer a system where the ratio of the electron impact ionization coefficient ͑␣͒ and hole impact ionization coefficient ͑␤͒ varies from a value larger than unity ͑in high silicon content alloys͒, to a value smaller than unity ͑in high germanium content alloys͒. We report results for ␣ and ␤ for this alloy system. The electron results are based on a multivalley nonparabolic band structure. The hole results are based on a six-band k•p model for low energies coupled to an eight-band model for high energies. We find that for the alloy Si 0.4 Ge 0.6 , ␣ϳ␤. Alloy scattering is found to play an important role in determining the impact ionization coefficient. For compositions around Si 0.5 Ge 0.5 , the strong alloy scattering is found to suppress the impact ionization coefficient.
I. INTRODUCTION
Over the last decade, remarkable progress has been made in the technology of SiGe epitaxy on a Si substrate. Many important challenges of dislocation control, n-and p-type doping, Ohmic contacts, etc., have been resolved. The technology has matured to a stage where a number of groups have reported superb heterojunction bipolar transistor performances with cutoff frequencies approaching, or in some cases exceeding, 100 GHz. 1 In addition to electronic devices, there is also considerable interest in avalanche photodiodes ͑APDs͒. High Ge content SiGe alloys can be used for detectors of long-haul communication optical signals ͑1.3 and 1.55 m wavelengths͒. Since these devices are compatible with Si technology, this could open doors for very low cost APDs.
In both electronic and optoelectronic devices, the impact ionization induced breakdown is of great importance. Electron-initiated impact ionization, ␣, and hole-initiated impact ionization, ␤, limit the high power performance of electronic devices. Additionally, the ratio ␣/␤ is of great importance in the noise performance of APDs.
Although numerous device results have been reported on SiGe systems, there have been relatively few reports on the measurement and calculation of ␣ and ␤. 2 In this paper, we report calculations of ␤ and ␣ for SiGe alloys. In this study, we examine unstrained SiGe alloys. Such materials would be produced if the alloys were grown, for example, on a silicon substrate and the overlayer thickness was greater than the critical thickness. Our investigations focus on understanding the threshold energies for electron and hole impact ionization and on the calculation of ␣ and ␤ values.
In the next section, we discuss the formalism used for our studies. In Sec. III, we present our results. Conclusions are given in Sec. IV.
II. FORMALISM
A general formalism for the calculation of impact ionization consists of the following components:
͑1͒ An appropriate description for the band structure of the material. This is needed not only to describe the transport, but also to obtain the threshold energy for impact ionization.
͑2͒ A description of the scattering processes, including a proper model for impact ionization.
͑3͒ A description of carrier transport so that macroscopic quantities such as ␣ and ␤ can be obtained.
In this section, we will describe the approach used for each of these.
A. Band structure
The band structure of a material is the most important component in a transport calculation. For the problem at hand, we use several different band-structure models, depending upon whether we are describing the conduction band or the valence band.
Bandstructure for electron transport
Silicon, germanium, and their alloys are all indirect band-gap materials. The bottom of the conduction band in Si occurs at ͑0.85, 0, 0͒2/a ͑where a is the lattice constant͒ and the five other equivalent points along the ⌫-⌾ direction. The six valleys produced are highly anisotropic. In Ge, the bottom of the conduction band occurs at the L point and there are four equivalent conduction band valleys. For low electric field ͑р50 kV/cm͒ in Si, the inclusion of only the lowest valleys for electron transport is adequate. However, for the general alloy, and for high field transport ͑especially for breakdown studies͒, it is essential that both L and X valleys be included. Single analytical expressions for the E -k relationship can be used for each of these valleys, since the band edges occur at different k points and the valleys are not degenerate in k space.
Near the bandedges, indirect gap semiconductors have the form, 
This expression is known to be valid for L and X conduction bands valleys. The values of the band parameters such as nonparabolicity ͑␣͒, effective masses ͑m l * and m t * for longitudinal and transverse effective mass, respectively͒, and valley separations between X and L valleys are given in Table  I . [3] [4] [5] In the SiGe alloy we use the virtual crystal approximation to describe the band structure. According to this, the high symmetry points in the Brillouin zone are obtained from the Si and Ge values by the relation
Although the conduction band structure is ellipsoid, it is mapped onto a sphere in the Monte Carlo simulation, through the Herring-Vogt transformation. 3 The band parameters, such as the nonparabolicity and the effective mass, in SiGe are found by interpolation of those in Si and Ge. To determine the energy values at the band edge, we use a quadratic relation with a bowing parameter. The bowing parameter is chosen to be 0.24 from experimental values. 6 The energy separation from the valence band is given by
where x is the Ge mole fraction. The band gap is chosen from the smaller of the two expressions given above. The X and L point band edges in the SiGe alloy are shown in Fig. 1 . As can be seen, the alloy maintains X-like conduction band edge between 0 and 85% Ge. Beyond this, the bottom of the conduction band becomes L like as in Ge. 
Bandstructure for hole transport: The k-p method
To describe the hole transport it is not possible to use a simple analytical expression. This is due to the k-space degeneracy of the heavy-hole ͑HH͒ and light-hole ͑LH͒ states and their strong interaction. We use two approaches to describe the hole transport. For k values close to the Brillouin zone center ͑up to 10% of the zone edge values͒ we use the k•p method. Beyond this, we use the tight-binding method ͑TBM͒. It is important to use the more accurate ͑i.e., with a better fit to the band-edge hole masses͒ k• p method at low fields. This ensures a good agreement with low field velocity-field results. Furthermore, even at high fields, a large portion of the carriers remain in the comparatively low-energy region of the band structure. By using this hybrid approach, the transport of the large body of carriers near the top of the band is treated accurately, while the impact ionization involving very high-energy carriers uses a band structure with reasonably accurate high-energy values.
In modeling the valence band structure for small k values, we use a six-band k•p Hamiltonian with spin-orbit coupling. The band structure is obtained by calculating the eigenvalues of H kp ϩH so . The k•p Hamiltonian matrix is:
where m 0 is the free electron mass. The dimensionless terms L, M , and N are related to the Luttinger ␥ parameters:
The spin-orbit interaction is included by adding H so to H kp . In the above basis, H so is
where ⌬ 0 is the zone center ͑kϭ0͒ spin-orbit splitting. The effect of alloying is included through the virtual crystal approximation by a simple weighted average of the Kohn-Luttinger parameters. This band structure adequately describes the HH, LH, and split-off hole ͑SH͒ bands. In Table II , we give the important parameters to describe the valence band of Si and Ge. [10] [11] [12] [13] [14] 
Band structure for hole transport: Tight binding method
The k•p method and its representation through the Kohn-Luttinger model discussed above gives a good description of the band structure for k values up to 10% of the Brillouin zone edge values, which translates to energies of up to ϳ0.5 eV. This implies that we can use the k•p method for transport up to fields of ϳ50 kV/cm, but not for fields approaching breakdown values. To study very high field transport, we have used the empirical tight-binding method for the band structure.
The empirical tight-binding method 15 has proved useful in studying the electronic properties of solids. It has been applied to study the real and complex band structure of bulk materials, 16, 17 energy levels in superlattices, 18, 19 and electronic states and transport properties at interfaces. 20 These properties are derived implicitly through matrix elements dependent on the tight-binding parameters of materials comprising the heterostructure. Choosing the latter to yield the correct band gaps and band curvatures at points of high symmetry in the bulk band structures of these materials ensures an accurate description of the electronic state in the heterostructure. This implicit treatment is particularly well suited to study electronic properties in the SiGe system, since the tight-binding parameters of SiGe for varying Ge content may be obtained from those of Si and Ge using the virtual crystal approximation.
In most semiconductors the sp 3 basis set is used for the expansion of the Wannier functions. An example is a tightbinding fit for Si and Ge using eight orbitals, four each for the two unit cell atoms, yielding 8ϫ8 matrix representation for the bulk tight-binding Hamiltonian ͑without spin-orbit coupling͒. We employ this eight-band basis retaining up to second nearest-neighbor interactions. The tight-binding parameters used are given in Table III . 21 In our transport formalism, we have used a combination of the k•p method for low-energy transport ͑to save computer time and maintain accuracy for low field transport͒ and the tight-binding method when the carrier energy is high. This hybrid model also includes a transition region in which the energy value in a band is a linear interpolation of the k• p and TBM values. An example band structure, for silicon, is shown in Fig. 2. In Fig. 2͑a͒ , the three regions are clearly evident. Figure 2͑b͒ shows the differences, at higher energies, between the k•p and the tight-binding band structures.
B. Scattering mechanisms
The transport of carriers in semiconductor is dominated by a scattering mechanism. In fact, without scattering, the particle will simply undergo Bloch oscillations in the Brillouin zone. One can conceptually think of the particle transport as a series of free flights in the applied field followed by scatterings. The free flight trajectory of the electron is known through the equation
where F is the electric field. The energy of the particle is simply obtained from the E versus k relation.
In Table IV , we show the various scattering processes that are of importance in Si, Ge, and SiGe alloy. Also mentioned are some of the important properties of the scattering mechanisms. In this section, we will briefly describe the scattering mechanism and present the expression for the scattering rate and its angular dependence. All of the scattering rates are based on the use of Fermi's Golden Rule for scattering. The scattering processes are similar for electrons and holes. For electrons, the overlap function of the basis states is unity and, therefore, need not be explicitly present in formulae for the scattering matrix elements. However, for holes, with coupling between six basis states, describing the wave functions of the three-coupled hole bands ͑heavy, light, and split-off͒, the overlap function is not unity and does depend on the initial and final wave vectors. The additional complexity arising from this coupling will be noted, where relevant, in the following discussion.
Two mechanisms of lattice scattering are used in this work: deformation potential acoustic phonon scattering and deformation potential ͑nonpolar͒ optical phonon scattering. Alloy scattering is included as an additional scattering mechanism in the alloy compositions studied. For holes, each scattering mechanism may drive both inter-and intraband transitions between and within the three valence bands. This results in three intraband and six interband modes of scattering for each mechanism.
Scattering rates for transitions from band n ͑i.e., HH, LH, or SH͒ to band nЈ ͑i.e., HH, LH, or SH͒ by mechanism m ͑i.e., acoustic phonon, optical phonon, or alloy scattering͒, are calculated using Fermi's second Golden Rule
where M is the scattering matrix element, V c is the crystal volume, and the density of final states is given by the delta function. Conservation of energy reduces this integral from three to two dimensions, with the integration being carried out over the constant energy surface E ϭ E n Ј Ј . Because of the complex warped nature of the valence band constant energy surfaces, the integration is done numerically. We have found a ten-point Newton-Cotes algorithm to work satisfactorily for the integration of each dimension separately.
As indicated by the form of the valence band Hamiltonian ͓Eqs. ͑7͒ and ͑8͔͒, the valence band wave functions are composed of six basis states: obtain the scattering matrix elements for a specific transition from ͉n,k͘ to ͉nЈ,kЈ͘, the projection operators are used:
where H m is the scattering Hamiltonian for mechanism m. In previous publications, lattice scattering has been discussed in detail. Therefore, we will further elaborate only on alloy scattering and impact ionization scattering in this paper.
Alloy scattering
. This represents the effect of band-structure fluctuations in the mixed alloy.
The alloy scattering rate for electrons in the conduction band can be represented in a simple form. The scattering matrix element is
where N is the number of primitive cells in the crystal and x is the germanium mole fraction. If k d ϭkЈϪk and is an angle between k and kЈ, then
͑15͒
For holes, the diagonal scattering matrix element between basis states ͉ j͘ and ͉jЈ͘ ͑jϭjЈ͒ is the same as the above expression for electrons. The off-diagonal terms are zero:
͑16͒
When k d r 0 Ӷ1, the matrix element is simplified to
Therefore, the matrix element is constant and independent of the magnitude of the difference wave vector, k d , when the energy of carrier is low. The constant matrix element makes alloy scattering random, because it is not a function of . On the other hand, at high energy or in alloy cluster, k d r 0 cannot be ignored, since the complete form of the matrix element depends on the magnitude of k d . Even if the carrier energy is high, the small leads to a small k d that means alloy scattering at high energy is a forward scattering. As the carrier energy decreases, the alloy scattering becomes random. The alloy scattering rate is given by Fermi's Golden Rule
where V c is the crystal volume. If ϭkr 0 , then
where N(⑀ k ) is a density of states and P͑͒ is a function of wave vector ͑or energy͒ of initial state and converges to unity when kr 0 is small.
Therefore, the value of P͑͒ stands for how much the alloy scattering deviates from the constant matrix element at low energy.
As a summary for carrier of low energy, ͑i͒ the alloy matrix element is constant, ͑ii͒ the matrix element is independent of the scattering angle, and the final state is randomly chosen. For carrier of high energy or in alloy cluster, ͑i͒ the alloy matrix element is k d r 0 dependent, ͑ii͒ the matrix element is also a function of the scattering angle so that the alloy scattering becomes more forward scattering as the energy is increased, and ͑iii͒ the alloy scattering rate is smaller when it is compared with the value from the constant matrix element expression.
Impact ionization scattering
Impact ionization starts to become an important scattering process once the carrier energies are high enough to cause interband transitions. This occurs at fields greater than 100 kV/cm. The impact ionization is a carrier-carrier scattering process mediated by Coulombic scattering. While, in principle, this scattering is simple, in practice, there is no simple ab initio derivation of the scattering rate that results in an analytical model. What can be derived is the threshold energy for the scattering process. The threshold energy arises from the energy and momentum conservation of the particles.
Focusing on the electron initiated breakdown, if E c ͑k 1 ͒,E c ͑k 2 ͒,E v ͑k 3 ͒ are the energies ͑momentum͒ of the final electrons and hole and E f ͑K f ͒ is the energy ͑momentum͒ of the initiating electron, we have
and
where E c ͑k͒ and E v ͑k͒ are energy of carriers at k in the conduction band and valence band, respectively, when electron impact ionization is considered. To minimize the total energy E f for a given momentum K f , the final carriers should have the same group velocity. 23 With this condition and the given band structure, the threshold energy can be found.
Having established band structure, the threshold energy for impact ionization can be calculated. Table V represents the results for pure silicon and pure germanium with bandgap energy used in the calculation. The data in the parenthesis are the values from Ref. 24 . For electron threshold energy, the threshold energy in silicon is almost the same as the band-gap energy. In addition, there is no threshold condition for electrons of the L valley in silicon. On the other hand, germanium has a threshold condition in both X and L valleys and the threshold energy is slightly larger ͑0.1-0.2 eV͒ than the band gap in the L valley. For hole threshold energy, there are nine combinations of the band. The smallest threshold energy value in each band is listed in Table 5 . In both Si and Ge, the smallest threshold condition occurs in HH. Figure 3 shows the electron threshold energy results for the unstrained Si 1Ϫx Ge x alloys. The solid lines are band-gap energies from the valence band edge to the X and L conduction band edges and the marks are the threshold energies in each direction. For the X valley in the unstrained case, the threshold energy exactly follows the band gap for the entire germanium mole fraction range considered. Therefore, the threshold energy in the X valley can be simply expressed by Eq. ͑4͒. For electrons in the L valley, the threshold energy is slightly larger than the band gap and there is no threshold condition from 0% to 50% germanium. The threshold energy in the L valley is expressed by E th L ϭ0.484 81x 2 Ϫ1.8159xϩ2.1543, if xу0.5. ͑23͒
In the strained case, it is very important to note that the decrease of the heavy hole mass has no effect on the threshold energy because of the fact that final carriers lie approximately at the band edge where the group velocity is almost zero. Figure 4 shows the hole threshold energy results for Si, Ge, and unstrained SiGe alloys. Alloys with a Ge mole fraction up to 50% and above 80%, have the lowest threshold energy for heavy-hole-initiated impact ionization. In low Ge mole fraction alloys, an electron in the valence band interacts with a carrier in the X valley of the conduction band, since it is the lowest type of conduction band valley and has the smallest energy separation with the valence band. As Ge mole fraction increases, the L-valley energy separation starts to decrease very sharply and becomes the dominant conduction valley for interaction of impact ionization. Because the threshold energy in SH is 0.4-0.5 eV higher than that of the other bands, the heavy-hole and light-hole bands are the main sources of hole-initiated impact ionization.
As noted earlier, the total scattering rate cannot be determined ab initio as a simple analytical model. However, several models, including the Keldysh model, the Thoma model, and the Cartier model, have been proposed to give a good description of the scattering rate.
The Keldysh model describes the impact ionization rate as 
where P is the dimensionless parameter, E th is the threshold energy for impact ionization, and 1/͑E th ͒ is the phonon scattering rate averaged over all carrier wave vectors corresponding to the threshold energy E th . P is a fitting parameter that is found by comparison of the calculated value with the experimental data. The Keldysh model has a ͑EϪE th ͒ 2 energy dependence that arises from the integration over the final density of states in the scattering process. This is appropriate for electrons in direct band-gap materials. We use the Keldysh model for hole transport, but for electron transport, it is known that the initial breakdown is very ''soft.'' 25 To represent the initial soft region, we use the Thoma model. 26 The Thoma model introduces a combination of a set of expressions that represent the soft threshold near the threshold energy and harder threshold at high energy. It is expressed by
where
Here, we have grouped all of the factors that do not depend on the carrier's energy E, into the term A n . The cubic relation around the threshold energy describes the ''super'' soft region near the threshold. The parameter P, or equivalently A n , was rescaled for the band structure and scattering rates used in this work because of the overestimated value in the Thoma model. This was done by adjusting the values of A n to achieve a good agreement between the simulation results for silicon and the measured results from the literature. Specifically, the values used for A n were: A 2 ϭ8.78ϫ10 12 s
Ϫ1
and A 3 ϭ5.58ϫ10 12 s
.
C. Transport formalism
The formalism used to study the carrier transport is based on the Monte Carlo method. The electron Monte Carlo program is relatively simple and is based on the methods outlined in Refs. 3 and 27. The final state wave vector after impact ionization is chosen from a random distribution of states with average energy equal to 3k B T/2. The final states after scattering by all of the other processes ͑phonon and alloy scattering͒, are determined in the customary manner, using the differential scattering rate of the scattering mechanism involved. In Tables VI, VII The hole Monte Carlo is somewhat more complex, due to the highly anisotropic nature of the valence band structure. The approach used is based on the techniques developed by Hinckley and Singh. [28] [29] [30] [31] These references also contain the values of the material parameters used. The approach has been extended to include the eight-band tight-binding model for the band structure when the hole energies are above 0.5 eV.
III. RESULTS
In this section we will discuss the results for ␣ and ␤. As noted in the introduction, our focus will be on high Ge content SiGe alloys.
A. Impact ionization coefficients in Si and Ge
Before beginning the calculation of the impact ionization coefficient in the Si 1Ϫx Ge x alloy, Monte Carlo simulations were performed for pure silicon to confirm the scattering parameters. Because the electron impact ionization rate near the threshold in indirect material is very soft and has a thirdorder dependence upon ͑EϪE th ͒ ͑Ref. 25͒ rather than a second-order dependence like the Keldysh model, 32 the Thoma model 26 is used in the calculation to describe the ''super'' soft region near the threshold. In Fig. 5 , the Monte Carlo results for electrons in pure Si are shown. Also shown are experimental results. 24, 33, 34 The calculated values show a good agreement with the experimental data from ͑Ref. 35͒, which is known to be one of the most refined sets of measurements. For high Si content SiGe alloys we will only focus on ␣ since ␤ is almost an order of magnitude smaller. Figure 6 shows the calculated impact ionization coefficient of electrons and holes in Ge. We show two sets of experimental data. 36, 37 There is some disparity between the published experimental results, although both results show a similar ratio between ␤ and ␣ with ␤ always larger than ␣. As can be seen from Fig. 6 , our results fall within the experimental results.
B. Impact ionization coefficients in SiGe alloys
Having validated our Monte Carlo model, we now consider the Si 1Ϫx Ge x alloy. As noted earlier, we will consider the case where the alloy is unstrained. This situation would arise if a thick ͑several microns͒ layer of Si 1Ϫx Ge x was grown on a silicon substrate. We assume that effects of any dislocations that may be present in the alloy are negligible.
Monte Carlo parameters with the calculated threshold energy are used to study the impact ionization in Si 1Ϫx Ge x alloy. In the Si 1Ϫx Ge x alloy, an important additional scattering is the alloy scattering. Recently, the alloy scattering has been described by a set of parameters U all and r 0 , where assuming a perfectly random alloy, it has been found that U all ϭ0.7 eV and r 0 ϭ)a/4 ͑2.36 Å͒. 27 To show the importance of alloy scattering, in Fig. 7 , we give results for impact ionization in Si 0.9 Ge 0.1 with and without alloy scattering. We see that when alloy scattering is included, the impact ionization is suppressed by about 20%. Also, the effect of alloy scattering is more important at lower fields.
Before discussing the results for ␣ and ␤, it is useful to examine, on a physical basis, what is to be expected. As the Ge content is increased, the band gap decreases. On this basis, we expect that the impact ionization should increase for a given field. However, as the Ge composition is increased, the alloy scattering increases up to a Ge content of 50%. The increasing alloy scattering randomizes the carrier distribution and suppresses the energy that the carriers can gain from the field. This, in turn, tends to suppress the impact ionization. Thus, there is a competition between the effect of decreasing band gap and increasing alloy scattering. However, once the Ge content exceeds 50%, the effect of alloy scattering weakens.
In Fig. 8 , we show the impact ionization for electrons in SiGe as a function of alloy composition at electric field values of 333 and 500 kV/cm. We note that as the Ge content is increased from zero, initially the values of ␣ remain almost unchanged, even though the band gap is shrinking. At Ge compositions between 0.4 and 0.6, the impact ionization decreases somewhat before again increasing. The reasons, as discussed above, have to do with the alloy scattering.
In Fig. 9 , we show the hole impact ionization for Ge-rich alloys. There is a steady increase in ␤ values as the Ge content is increased. This is primarily the result of the sharply decreasing threshold energy for impact ionization as shown in Fig. 4 .
Finally, in Fig. 10 , we show the ␤/␣ ratio for the alloys as a function of composition. Also shown are some experimental results ͑along with error bars͒ from published data. 
IV. CONCLUSIONS
In this paper, we have calculated the electron and hole impact ionization coefficients in SiGe alloys. The importance of alloy scattering in suppressing impact ionization has been identified. Due to the alloy scattering, ␣ does not increase from its value in Si, as the Ge mole fraction is increased. Hole impact ionization has been calculated for Si 1Ϫx Ge x with xу0.6. We find that for Si 0.4 Ge 0.6 , the ␤/␣ ratio is approximately equal to 0.8 and it reaches a value of approximately 3 for Ge. Our results show good agreement with published measured results on the ␤/␣ ratios in Si and in Ge.
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