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VARIABLE SUPPORT CONTROL FOR THE WAVE
EQUATION: A MULTIPLIER APPROACH
ANTONIO AGRESTI, DANIELE ANDREUCCI, AND PAOLA LORETI
Abstract. We study the controllability of the multidimensional
wave equation in a bounded domain with Dirichlet boundary con-
dition, in which the support of the control is allowed to change
over time.
The exact controllability is reduced to the proof of the observabil-
ity inequality, which is proven by a multiplier method. Besides our
main results, we present some applications.
1. INTRODUCTION
The controllability of the wave equation or more generally of par-
tial differential equations has been studied intensively in the last 30
years. Exact controllability for evolutive systems is a challenging math-
ematical problem, also relevant in engineering applications. The exact
controllability of the wave equation with Dirichlet boundary condition
using the multiplier method is studied in [10] see also [6] for a sys-
tematic study of this method and, for an approach using theory of
semi-groups see [12]. All these results do not allow the support of the
control to change over time, while this variability is required in some
applications (see [3]).
In this paper we provide a controllability result which extends the clas-
sical controllability results and admits variability of the control support
over time. We have to point out that even in the fixed support case,
the subset of the boundary, on which the control acts, cannot be chosen
arbitrarily; for an extensive discussion on these topics see [2].
The common strategy to prove the exact controllability is to study an
equivalent property i.e. the exact observability for the adjoint system
(for more on this see [7], [12]). Our approach is based on the multiplier
method (see [6], [10]), which seems the most powerful in the multidi-
mensional case. Although the strategy of the proof is quite classical
and follows essentially [10], this approach leads to some unexpected
results and it opens some questions on the optimality of these results;
see [1] for more on this.
The second author is member of Italian G.N.F.M.-I.N.d.A.M..
1
2 ANTONIO AGRESTI, DANIELE ANDREUCCI, AND PAOLA LORETI
Here we dwell more on the multidimensional case which seems to be
closer to applications, providing some explicit examples in special ge-
ometries.
Let us begin with some notations:
• Let Ω be a bounded domain of Rd with d ≥ 1, of class C2 or
convex. From the hypothesis on the boundary, we know that
the exterior normal vector ν is well defined Hd−1-a.e. on ∂Ω;
where Hd−1 is the d − 1 dimensional Hausdorff measure (see
[4]). Moreover, we denote dΓ the measure Hd−1 restricted to
∂Ω.
• For each t ∈ (0, T ) and T > 0, we write Γ(t) for an open subset
of ∂Ω.
• Lastly, we define
(1.1) Σ :=
⋃
t∈(0,T )
Γ(t)× {t} ;
and we suppose it to be Hd−1 ⊗ L1-measurable (as defined in
[4] Chapter 1).
In this paper we want to study the following property.
Definition 1.1 (Exact controllability). We say that the system
(1.2)


wtt −∆w = 0 , (x, t) ∈ Ω× (0, T ) ,
w = 0 , (x, t) ∈ ∂Ω × (0, T ) \ Σ ,
w = v , (x, t) ∈ Σ ,
w = w0 , (x, t) ∈ Ω× {0} ,
wt = w1 , (x, t) ∈ Ω× {0} ;
is exactly controllable in time T > 0, if for all w0, z0 ∈ L2(Ω) and
w1, z1 ∈ H−1(Ω) there exists a control v ∈ L2 (Σ) such that the unique
solution w ∈ C([0, T ];L2(Ω)) ∩ C1([0, T ];H−1(Ω)) of (1.2) satisfies
(1.3) w(x, T ) = z0 , wt(x, T ) = z1 .
Of course, the problem (1.2) has to be intended in a weak sense,
which we give below (see Definition 1.3).
In the following, it will be useful to know some properties of the so-
lution of the wave equation with null Dirichlet boundary condition,
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(1.4)


utt −∆u = 0 , (x, t) ∈ Ω×R+ ,
u = 0 , (x, t) ∈ ∂Ω ×R+ ,
u = u0 , (x, t) ∈ Ω× {0} ,
ut = u1 , (x, t) ∈ Ω× {0} ;
where R+ := [0,∞). In particular, we will need the following proposi-
tion; see [11] for the notion of classical and mild solution.
Proposition 1.2. The following holds true:
i) For each (u0, u1) ∈ H10 (Ω)× L2(Ω), then the problem (1.4) has
an unique mild solution u in the class
C1(R+;H10(Ω)) ∩ C(R+;L2(Ω)) .
ii) For each (u0, u1) ∈ (H2(Ω)∩H10 (Ω))×H10 (Ω), then the problem
(1.4) has an unique classical solution u in the class
C(R+;H2(Ω) ∩H10 (Ω)) ∩ C2(R+;L2(Ω)) .
Proof. Let {fk : k ∈ N} and {λk : k ∈ N} be respectively the
eigenfunctions and the eigenvalues of the Laplace operator with null
Dirichlet boundary condition. Then the solution u of the problem (1.4)
is
(1.5) u(t) =
∞∑
k=0
(
cos(λkt)uˆ0,k +
sin(λjt)
λk
uˆ1,k
)
fk ;
where
uˆi.k := (ui, fk)L2(Ω) :=
∫
Ω
ui fk dx , i = 0, 1 .
Then the representation of the solution in (1.5) readily implies the
claim in i)− ii). 
With this in hand, we can give a definition of solution for the problem
(1.2).
Definition 1.3 (Weak solution of (1.2)). A map w ∈ C([0, T ];L2(Ω))∩
C1([0, T ];H−1(Ω)) is a weak solution of (1.2) with v ∈ L2 (Σ) and
(w0, w1) ∈ L2(Ω)×H−1(Ω) if and only if
(1.6) − 〈wt(s), u(s)〉H−1×H1
0
+ 〈w(s), ut(s)〉L2×L2 =
− 〈w1, u0〉H−1×H1
0
+ 〈w0, u1〉L2×L2+∫ s
0
∫
Γ(t)
v ∂νu dΓ dt ,
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for all 0 < s ≤ T and for all mild solutions u of (1.4) and initial data
(u0, u1) ∈ H10 (Ω)× L2(Ω).
For the motivation see [7]; for other equivalent formulations one may
consult [10].
Remark 1.4. Note that, on the RHS of (1.6) it appears ∂νu i.e. the
normal derivative of u. Although the regularity of a mild solution u
is not sufficient to have a well defined trace for ∂νu, in the sense of
Sobolev spaces (see [5]), the normal derivative ∂νu is a well defined
element of L2(∂Ω× (0, t)) for each t > 0: this result is generally called
hidden regularity ; the proof relies on a standard density argument, for
details see [6], [10] or [9]. By this, the last term in the RHS of (1.6) is
well defined since v ∈ L2 (Σ).
Before proceeding in the analysis of the weak solutions, we recall the
following well known result about the solution of the wave equation
(1.4).
Corollary 1.5 (Energy conservation). For each t ∈ R+ and each mild
solution u of (1.4) with initial data (u0, u1) ∈ H10 (Ω) × L2(Ω), the
energy
(1.7) E(t) =
1
2
(
‖∇u(·, t)‖2L2(Ω) + ‖ut(·, t)‖2L2(Ω)
)
,
is constant, and it is equal to the initial energy
(1.8) E0 :=
1
2
(
‖ ∇u0 ‖2L2(Ω) + ‖ u1 ‖2L2(Ω)
)
.
We conclude the treatment of the weak solution with the following
well posedness result, for a proof see [7].
Theorem 1.6 (Well posedness). For each (w0, w1) ∈ L2(Ω)×H−1(Ω)
and v ∈ L2 (Σ), there exist a unique weak solution of (1.2) in the sense
of Definition 1.3.
For brevity, as we said above, here we confine ourselves to the study
of the following equivalent property.
Definition 1.7 (Exact observability). Let u be the unique mild so-
lution of (1.4) for the initial data (u0, u1) ∈ H10 (Ω) × L2(Ω). Then
the system is called exactly observable in time T > 0 if there exists a
constant C > 0 such that
(1.9)
∫
Σ
|∂νu|2 dΓ⊗ dt =
∫ T
0
∫
Γ(t)
|∂νu|2 dΓ dt ≥
C
(
‖ ∇u0 ‖2L2(Ω) + ‖ u1 ‖2L2(Ω)
)
,
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for all (u0, u1) ∈ H10 (Ω)× L2(Ω).
We remind that ∂νu is a well defined L
2(∂Ω × (0, T )) element (see
Remark 1.4).
We are now in a position to prove an identity, which is the basic tool
in proving the exact observability for some Σ’s.
Lemma 1.8 (A multiplier identity). Let u be the mild solution cor-
responding to initial data (u0, u1) ∈ H10 (Ω) × L2(Ω). Then for each
0 ≤ s < τ and ξ ∈ Rd, we have the following identity
(1.10)
1
2
∫ τ
s
∫
∂Ω
(x− ξ) · ν |∂νu|2dΓ(x) dt =[∫
Ω
ut
(
∇u · (x− ξ) + d− 1
2
u
)
dx
]τ
s
+ (τ − s)E0 ;
where E0 is the initial energy of the system as defined in (1.8) and
[f(t)]s
′′
s′ := f(s
′′)− f(s′).
Proof. For reader’s convenience, we divide the proof into three steps.
Step 1 We first suppose that u0, u1 are smoother, i.e. u0 ∈ H2(Ω) ∩
H10 (Ω) and u1 ∈ H10 (Ω). By Proposition 1.2, the solution to (1.4) is a
classical solution, in particular the quantities uxk,xj , for 1 ≤ k, j ≤ d,
belong to C(R+;L2(Ω)); this will be used in the proof.
Under this assumption, the wave equation is solved by u almost every-
where on Ω×R+, then we can multiply the wave equation by (x−ξ)·∇u
and on integrating over Ω× (s, t), we obtain
(1.11)
∫
Ω
∫ τ
s
((x− ξ) · ∇u) utt dx dt
−
∫
Ω
∫ τ
s
((x− ξ) · ∇u)∆u dx dt = 0 .
For the first term on the LHS in (1.11), with a simple integration by
parts argument, we obtain∫
Ω
∫ τ
s
(x− ξ) · ∇u utt dx
=
[∫
Ω
(x− ξ) · ∇u ut dx
]τ
s
−
∫
Ω
∫ τ
s
(x− ξ) · 1
2
∇((ut)2)dx dt
=
[∫
Ω
(x− ξ) · ∇u ut dx
]τ
s
+
d
2
∫
Ω
∫ τ
s
(ut)
2 dx dt ;
where in the last inequality we have used the Green’s formulas, ut = 0
on ∂Ω × (s, τ) and ∇ · (x− ξ) = d.
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For the second term in (1.11) we use a similar argument. Indeed, by
Green’s formulas∫
Ω
∫ τ
s
((x− ξ) · ∇u) ·∆u dx dt
=
∫
∂Ω
∫ τ
s
∂νu(x− ξ) · ∇u dΓ dt
−
∫
Ω
∫ τ
s
∇((x− ξ) · ∇u) · ∇u dx dt .
Now, using that ((uxj)
2)xk = 2uxj ,xk and ∇(xk − ξk)xj = δk,j for all
1 ≤ k, j ≤ d (here δk,j is the Kronecker’s delta), one obtains
∇((x− ξ) · ∇u) · ∇u = |∇u|2 + 1
2
(x− ξ) · ∇(|∇u|2) ;
pointwise. With simple computations, we have∫
Ω
∫ τ
s
((x− ξ) · ∇u) ·∆u dx dt =
1
2
∫
∂Ω
∫ τ
s
(x− ξ) · ν|∂νu|2 + d− 2
2
∫
Ω
∫ τ
s
|∇u|2 dx dt .
Putting all together and using that E(t) ≡ E0 (cfr. Corollary 1.5), we
obtain
(1.12)
1
2
∫
∂Ω
∫ τ
s
(x− ξ) · ν|∂νu|2 =
[∫
Ω
(x− ξ) · ∇u ut dx
]τ
s
+ (t− τ)E0 + d− 1
2
∫
Ω
∫ τ
s
|ut|2 − |∇u|2 dx dt .
Step 2 In this step we rewrite the last term on LHS in (1.12). Indeed,
under the assumption of Step 1, the wave equation is solved by u a.e.
on Ω× (s, τ), so that on multiplying it by u, integration over Ω× (s, τ)
and using Green’s formulas (recall that u = 0 on ∂Ω × (s, τ))
(1.13) 0 =
∫
Ω
∫ τ
s
u(utt −∆u) dx dt
=
[∫
Ω
uut dx
]τ
s
−
∫
Ω
∫ τ
s
|ut|2 − |∇u|2 dx dt .
Step 3 Combining the equalities (1.12)-(1.13) we obtain (1.10) for
classical solutions.
In the general case, choose sequences such that {u0,k : k ∈ N} ⊂
H2(Ω) ∩H10 (Ω) and {u1,k : k ∈ N} ⊂ H10 (Ω), such that
u0,k → u0 in H10 (Ω) , u1,k → u1 in L2(Ω) .
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Then passing to the limit in the identity (1.10) valid for the solution
uk for initial data (u0,k, u1,k), one obtain the claim. 
Remark 1.9. The proof of Corollary 3.1 is based on the multiplication
of the wave equation against the function m(x) · ∇u = (x − ξ) · ∇u,
which is called multiplier, which justifies the name of the identity.
2. ALTERNATING OBSERVATION
For alternating observation we mean that there exists a partition
0 =: t−1 < t0 < t1 < · · · < tN−1 < tN =: T of the interval [0, T ] such
that
(2.1) Γ(t) ≡ Γj , ∀t ∈ (tj−1, tj) j = 0 . . . , N ;
where Γj ⊂ ∂Ω is a fixed subset for each j = 0 . . . , N .
Under the previous hypothesis, by (1.1) we have
(2.2) Σ =
N⋃
j=0
Γj × (tj−1, tj) ,
up to a set of measure 0.
As pointed out in Section 1 the family {Γi}i=0,...,N cannot be chosen
arbitrarly; we construct this family in a special form (see (2.5) below).
To do this, let {xi}i=0,...,N be an arbitrary family of points in Rd;
• For each i = 0, . . . , N define
(2.3) Ri = max{|x− xi| | x ∈ Ω} ,
and for each i = 0, . . . , N − 1 define
(2.4) Ri+1,i = |xi+1 − xi| .
• For each i = 0, . . . , N define
(2.5) Γi = {x ∈ ∂Ω | (x− xi) · ν > 0} .
Theorem 2.1 (Alternating observability). In the previous notations,
for each real number T such that
(2.6) T > RN +
N−1∑
i=0
Ri+1,i +R0 ,
the system is exactly observable in time T , in the sense of Definition
1.7 for Σ as in (2.2).
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Proof. For each i = 0, . . . , N , use the identity (1.10) for ξ = xi, s = ti−1
and τ = ti. On summing over i = 0, . . . , N such identities, we have
(2.7)
1
2
N∑
i=0
∫ ti
ti−1
∫
Γi
(x− xi) · ν |∂νu|2dΓ(x) dt =
N∑
i=0
[∫
Ω
ut
(
∇u · (x− xi) + d− 1
2
u dx
)]ti
ti−1
+ TE0 ,
since
∑N
i=0(ti − ti−1) = T , where we take as above T = tN .
It will be useful to adopt the following notation
us(x) := u(x, s) , ust(x) := ut(x, s) ,
where s ∈ [0, T ] and x ∈ Ω. In the sum on the RHS of (2.7) some
cancellations are possible:
(2.8)
N∑
i=0
[∫
Ω
ut
(
∇u · (x− xi) + d− 1
2
u
)
dx
]ti
ti−1
=
∫
Ω
uTt
(
∇uT · (x− xN ) + d− 1
2
uT
)
dx
−
N−1∑
i=0
∫
Ω
utit
(∇uti · [(x− xi+1)− (x− xi)]) dx
−
∫
Ω
u1
(
∇u0 · (x− x0) + d− 1
2
u0
)
dx .
For the first and last term on the RHS of (2.8) we have
(2.9)
∣∣∣ ∫
Ω
uTt
(
∇uT · (x− xN ) + d− 1
2
uT
)
dx
∣∣∣ ≤ RNE0 ,
(2.10)
∣∣∣ ∫
Ω
u1
(
∇u0 · (x− x0) + d− 1
2
u0
)
dx
∣∣∣ ≤ R1E0 .
Moreover, for the terms in the sum on the RHS of (2.8), we have
(2.11)
∣∣∣ ∫
Ω
utit
(∇uti · (xi − xi+1)) dx∣∣∣ ≤ Ri+1,iE0 ,
for each i = 0, . . . , N .
For convenience, we postpone the proof of the inequalities (2.9)-(2.11),
see Lemma 2.2 below.
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By definition of Γi in (2.5) and Ri in (2.3), clearly we have
(2.12) Ri
∫ ti
ti−1
∫
Γi
|∂νu|2dΓ dt ≥
∫ ti
ti−1
∫
∂Ω
(x− xi) · ν |∂νu|2dΓ dt ,
for each i = 0, . . . , N .
Using the equation (2.7), the identity (2.8) and the estimates (2.9)-
(2.12), we have
(2.13)
(
max
i=0,...,N
Ri
) N∑
i=0
∫ ti
ti−1
∫
Γi
|∂νu|2dΓ dt ≥
2(T − RN − RN,N−1 − · · · − R1,0 −R0)E0 .
Now, by assumption T > RN +
∑N−1
i=1 Ri+1,i + R1, so there exists a
constant C = CT > 0, which depends on T , such that
(2.14)
N∑
i=0
∫ ti
ti−1
∫
Γi
|∂νu|2dΓ dt ≥ CTE0 ,
which is exactly the observability inequality, as defined in Definition
1.7. 
We now prove the estimates (2.9)-(2.11); in particular (2.9)-(2.10) and
(2.11) follow respectively by i) and ii) of the following Lemma.
Lemma 2.2. For each mild solution u ∈ C(R+;H10(Ω))∩C1(R+;L2(Ω))
of (1.4), the following holds.
i) For each ξ ∈ Rd and s ∈ R, then
∣∣∣ ∫
Ω
ust
(
∇us · (x− ξ) + d− 1
2
us
)
dx
∣∣∣ ≤ RξE0 ,
where Rξ = max{|x− ξ| : x ∈ Ω}.
ii) For each ξ, η ∈ Rd and s ∈ R+, then
∣∣∣ ∫
Ω
ust (∇us · (ξ − η)) dx
∣∣∣ ≤ Rξ,ηE0 ,
where Rξ,η = |ξ − η|.
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Proof. i) By Chauchy-Schwarz inequality, we have
(2.15)
∣∣∣ ∫
Ω
ust
(
∇us · (x− ξ) + d− 1
2
us
)
dx
∣∣∣
≤‖ ust ‖L2‖ ∇us · (· − ξ) +
d− 1
2
us ‖L2
≤ Rξ
2
‖ ust ‖2L2 +
1
2Rξ
‖ ∇us · (· − ξ) + d− 1
2
us ‖2L2 ;
here L2 := L2(Ω). Note that,
‖∇us · (· − ξ) + d− 1
2
us ‖2L2
= ‖ ∇us · (· − ξ) ‖2L2 +(d− 1)(∇us · (· − ξ), us)L2
+
(d− 1)2
4
‖ us ‖2L2 .
Since u = 0 on ∂Ω, then using Green’s identity the middle term in the
RHS of the previous equation is equal to
∫
Ω
(∇us us) · (x− ξ) d x
=
1
2
∫
Ω
(∇(us)2) · (x− ξ) d x
= −1
2
∫
Ω
(us)2(∇ · (x− ξ)) d x = −d
2
‖ us ‖2L2 .
This implies
‖ ∇us·(· − ξ) + d− 1
2
us ‖2L2=
‖ ∇us · (· − ξ) ‖2L2
+
[
−(d − 1)d
2
+
(d− 1)2
4
]
‖ us ‖2L2
≤‖ ∇us · (· − ξ) ‖2L2≤ R2ξ ‖ ∇us ‖2L2 ,
since
−d(d− 1)
2
+
(d− 1)2
4
= −d
2
2
+
1
4
< 0 ,
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for all d ≥ 1.
Now returning to (2.15), we have∣∣∣ ∫
Ω
ust
(
∇us · (x− ξ) + d− 1
2
us
)
dx
∣∣∣
≤ Rξ
2
‖ ust ‖2L2 +
1
2Rξ
R2ξ ‖ ∇us ‖2L2
=
Rξ
2
(‖ ust ‖2L2 + ‖ ∇us ‖2L2) = RξE0 ;
where the last inequality follows by the energy conservation (cfr. Corol-
lary 1.5).
ii) The proof the second part of the Lemma is easier. Indeed, by
Cauchy-Schwarz inequality, we have∣∣∣ ∫
Ω
ust∇us · (ξ − η) dx
∣∣∣
≤‖ ust ‖L2‖ ∇us · (ξ − η) ‖L2
≤ Rξ,η ‖ ust ‖L2‖ ∇us ‖L2≤ Rξ,ηE0 ;
where the last inequality follows another time by the energy conserva-
tion. 
2.1. The role of {ti}i=−1,...,N . One may wonder what the role is of the
family {ti}i=−1,...,N , since in Theorem 2.1 only the sum T =
∑N
i=0(ti −
ti−1) appears.
To explain the role of these values, we have to recall that if N = 0
(i.e. fixed support control) then Theorem 2.1 implies that the exact
controllability holds for any T > 2max{|x−x0| | x ∈ Ω}, where x0 ∈ Rd
is a fixed point. So if for an index j ∈ {0, . . . , N} we have
(2.16) |tj − tj−1| > 2max{|x− xj | | x ∈ Ω} ,
then we can construct a control v such that supp v ⊂ Γj × [tj−1, tj]
by using the fixed support case of Theorem 2.1. Indeed, fix (w0, w1) ∈
L2(Ω) × H−1(Ω) and let be w the unique weak solution of the prob-
lem (1.2) for T = tj and v = 0; so by Theorem 1.6 we have that
(w(tj−1), wt(tj−1)) is well defined as an element of L
2(Ω) × H−1(Ω).
Since the inequality in (2.16) holds, the fixed case of Theorem 2.1 pro-
vides a control v˜ such that the solution at time t = tj satisfies the null
condition; so after defining v = 0 for t < tj−1 and v = v˜ for tj−1 < t < tj
we have constructed a control for the initial condition (w0, w1). So if
the inequality (2.16) holds for an index j the controllability results fol-
lows by classical results, (see for istance Theorem 6.1, Chapter 1 of
[10]). In the following section we produce an explicit example in which
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the inequality (2.16) is not satisfied by any i = 0, . . . , N ; so our inves-
tigation produces new results on controllability for the wave equation.
By the way, we point out that Theorem 2.1 allows us to apply the
Hilbert uniqueness method (or HUM, see [7]-[10]); with some effort
one can prove that the control provided by this method minimizes the
energy of the control over the possible controls (see Chapter 7 of [10]).
For this reason even in the case when (2.16) holds our Theorem yields
the existence of a minimizer control; this remarkable property of the
HUM control can be useful in applications. For brevity we do not
reproduce the needed calculations.
3. VARIABLE OBSERVATION
In this section we recall a fairly general observability Theorem in
which the subset Γ(t) of observation at time t can vary at each time
t ∈ (0, T ).
As explained in Section 1, the family {Γ(t)}t∈(0,T ) cannot be arbitrary
and will be constructed in a similar fashion to {Γi}i=0,...,N (see (2.5) in
Section 2).
To do this, let ϕ : [0, T ]→ Rd be a continuous and piecewise differen-
tiable curve in Rd of finite length, i.e.
(3.1) L(ϕ) :=
∫ T
0
|ϕ′(t)| dt < +∞ .
Furthermore, define
Γϕ(t) = {x ∈ ∂Ω | (x− ϕ(t)) · ν > 0} ,(3.2)
Σϕ =
⋃
t∈(0,T )
Γϕ(t)× {t} ,(3.3)
ci = max
Ω
|x− ϕ(i)| , i = 0, T .(3.4)
Hereafter we assume that Σϕ is Hd−1 ⊗ L1-measurable; for further
discussion on this topic see [1].
Also, let P = 0 = t−1 < t0 < . . . tN−1 < tN = T be a partition of the
interval [0, T ]; define
xϕ,j = ϕ(tj−1) ,(3.5)
Γϕ,j = {x ∈ ∂Ω | (x− xϕ,j) · ν > 0} ,(3.6)
for all j = 0, . . . , N . For future convenience, we set
(3.7) ΣPϕ :=
N⋃
j=0
Γϕ,j × (tj−1, tj) .
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In next theorem, we have to consider a sequence of partitions {Pk}k∈N
of the interval [0, T ], so we will add the upper index k in (3.5)-(3.6) in
order to keep trace of the dependence on Pk; and we will set Σ
k
ϕ := Σ
Pk
ϕ .
Now we are ready to state the main result of this section.
Theorem 3.1 (Variable Support Observability). Under the above hy-
pothesis, suppose there exists a sequence of partitions {Pk}k∈N of the
interval [0, T ], such that sup{tkj−1,tkj }∈Pk |tkj − tkj−1| ց 0 as k ր∞ and
(3.8) lim
k→∞
(Hd−1 ⊗ L1) (Σϕ∆Σkϕ) = 0 ,
where Pk = {0 = tk−1 < tk0 < · · · < tkN = T}, L1 is the Lebesgue measure
on R1 and A∆B = (A \B) ∪ (B \ A).
Furthermore, suppose that T verifies
(3.9) T > c0 +
∫ T
0
|ϕ′(t)| dt+ cN .
Then the system is exactly observable in time T (see Definition 1.7)
for Σ = Σϕ.
For brevity we do not report the proof of Theorem 3.1; for the proof,
other applications and further extension of this result we refer to [1].
4. APPLICATIONS
In this section we give some applications of Theorems 2.1 and 3.1 in
order to show the potentiality of these results.
To begin, we focus our attention to Ω = B1 := {x ∈ R2 | |x| < 1},
i.e. the ball with center 0 and radius 1. As usual, we denote with
S1 := ∂B1 the unit circle with center 0.
Corollary 4.1 (1-time alternating - Circle case). Let T > 2(1 +
√
2)
be a real number, define
d0 =
{
z ∈ S1
∣∣∣ pi
2
< arg z < 2pi
}
,(4.1)
d1 =
{
z ∈ S1
∣∣∣ 0 < arg z < 3pi
2
}
.(4.2)
Then the system (1.2) is exactly controllable for Ω = B1, t0 is an
arbitrary element of (0, T ), and
Σ = d0 × (0, t0)
⋃
d1 × (t0, T ) .
Proof. It is an easy consequence of Theorem 2.1 with the choice x0 =
(1, 1) and x1 = (1,−1). Indeed, by (2.3)-(2.4) it is clear that
R0 = R1 =
√
2 + 1 , R0,1 = 2
√
2 .
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Moreover, the condition (2.6) in Theorem 2.1, implies T > 2(1 +
√
2).
Lastly, with simple geometrical consideration, one can see Γ0 = d0 and
Γ1 = d1 by (2.5). This concludes the proof. 
Remark 4.2. Note that in Corollary 4.1 there is no assumption on the
value t0 ∈ (0, T ); due to the discussion in subsection 2.1 it is clear that
Corollary 4.1 does not follow trivially by known results if
(4.3) |t0| < 2(1 +
√
2) .
We now extend Corollary 4.1 to the N -times alternating case.
Corollary 4.3 (N -times alternating - Circle case). Let T > 2(N +
1) + 2
√
2 be a real number and let d0, d1 be as in (4.1)-(4.2). Then
the system (1.2) is exactly controllable for Ω = B1, {ti}i=0,...,N−1 any
increasing finite subfamily of (0, T ), and
(4.4) Σ =
(
N⋃
i=0, i∈2N
d0 × (tj−1, tj)
)
∪
(
N⋃
i=0, i∈2N+1
d1 × (tj−1, tj)
)
.
Proof. It is similar to the proof of Corollary 4.1. In this case, we have
to choose xi ≡ x0 = (1, 1) if i is even or xi ≡ x1 = (1,−1). Similar to
Corollary 4.1, we have
R0 = R1 =
√
2 + 1 , Ri,i+1 = 2
√
2 ,
for all i = 0, . . . , N − 1. As in the proof of Corollary 4.1, by (2.5) we
have that Γi ≡ d0 if i is even, otherwise Γi ≡ d0 and Σ is as in (4.4). 
Remark 4.4. As did in Remark 4.2 for Corollary 4.1, we observe that in
Corollary 4.3 there is no assumption on the values ti for i = 0, . . . , N−1.
In this case we may require that
(4.5) |tj − tj−1| < 2(1 +
√
2) , ∀j = 0, . . . , N .
Below we give an interesting application of Theorem 3.1.
Corollary 4.5. Let α ∈ R+ be a positive real number, such that
(4.6) α <
pi
4(1 +
√
2) + pi
√
2
.
Then the system (1.2) is exactly controllable in time T = pi/(2α) with
Ω = B1 and Σ = ∪t∈(0,T )Γ(t)× {t}; where
(4.7) Γ(t) =
{
z ∈ S1
∣∣∣ pi
4
+ α t < arg z <
7pi
4
+ α t
}
.
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Proof. Set ϕ(t) =
√
2(cos(αt), sin(αt)) for t ∈ (0, pi/(2α)). Since it is
easy to check that Γ(t) = Γϕ(t) (recall that Γϕ(t) is defined in (3.2)),
to prove the corollary we have only to check the hypothesis of Theorem
3.1.
Indeed, it is clear that the condition (3.8) holds by taking a sequence
of partition Pk = {tkj}j=0,...,k with tkj = (j/k)T and T := pi/(2α).
By construction, the length of the curve is L(ϕ) =
√
2(pi/2), and ci =
1 +
√
2 for i = 0, T . So condition (3.9) is satisfied if
(4.8)
pi
2α
> 2(1 +
√
2) +
√
2
pi
2
,
which is equivalent to (4.6). 
We now analyse a case of a convex domain; i.e. the interior of the
hexagon with side 1 and center 0, it will be denoted by H ⊂ R2 and
we set E := ∂H.
In this situation, we have analogous result to Corollaries 4.1, 4.3 and
4.5:
Corollary 4.6 (1-time alternating - Hexagon case I). Let T > 6 be a
real number, define
e0 =
{
(x, y) ∈ E
∣∣∣ x < 1
2
}
,(4.9)
e1 =
{
(x, y) ∈ E
∣∣∣ x > −1
2
}
.(4.10)
Then the system (1.2) is exactly controllable for Ω = H, t0 is an arbi-
trary element of (0, T ), and
Σ = e0 × (0, t0)
⋃
e1 × (t0, T ) .
Proof. As in the Proof of Corollary 4.1, we use Theorem 2.1 with the
choice x0 = (1, 0) and x1 = (−1, 0); it is also clear that Γ0 = e0 and
Γ1 = e1 by definition (2.5).
Furthermore, by (2.3)-(2.4), we have
R0 = R1 = R0,1 = 2 ;
then by (2.6) the claim follows. 
Corollary 4.7 (N -times alternating - Hexagon case). Let T > 2(2+N)
be a real number and let e0, e1 be as in (4.9)-(4.10). Then the system
(1.2) is exactly controllable for Ω = H, {ti}i=0,...,N−1 any increasing
finite subfamily of (0, T ), and
Σ =
(
N⋃
i=0, i∈2N
e0 × (tj−1, tj)
)
∪
(
N⋃
i=0, i∈2N+1
e1 × (tj−1, tj)
)
.
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Proof. Is similar to the proof of Corollaries 4.3 and 4.6.
In this case, we have to choose xi ≡ x0 = (1, 0) if i is even or xi ≡ x1 =
(−1, 0) otherwise. Moreover, by (2.3)-(2.4) we obtain
R0 = RN = Ri+1,i = 2 .
Then condition (2.6) is equivalent to T > 4 + 2N = 2(2 +N) and the
claim follows. 
The last application consists in the following:
Corollary 4.8 (1-time alternating - Hexagon case II). Let T > 5
√
3
be a real number, define
e′0 =
{
(x, y) ∈ E
∣∣∣ y <
√
3
2
x
}
,
e′1 =
{
(x, y) ∈ E
∣∣∣ y >
√
3
2
x
}
.
Then the system (1.2) is exactly controllable for Ω = H, t0 is an arbi-
trary element of (0, T ), and
Σ = e′0 × (0, t0)
⋃
e′1 × (t0, T ) .
Proof. As in the Proof of Corollary 4.6, we use Theorem 2.1 with the
choice
x0 =
(
3
2
,
√
3
2
)
, x1 =
(
−3
2
,−
√
3
2
)
.
By (2.3)-(2.4), we have
R0 = R1 =
3
√
3
2
, R0,1 = 2
√
3 .
In this case, the condition (2.6) is T > 2(3
√
3)/2 + 2
√
3 = 5
√
3 as
stated in the Corollary.
Furthermore, with this choice of x0, x1, by (2.5) one can prove that
Γ0 = e
′
0 and Γ1 = e
′
1; then the claim follows. 
The analogous of Corollary 4.7 for the choice of x0, x1 made in Corol-
lary 4.8 can be easily proven by the same argumentations (in this case
T >
√
3(3 + 2N)). In order to avoid repetition we do not record the
proof here; the same considerations are valid for the content of Re-
marks 4.2 and 4.4.
We point out that Theorems 2.1 and 3.1 can be applied to a very
wide range of domains in Rd for any d > 1; we have chosen only two
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cases in this section in order to give a flavour of the possible applica-
tions.
Theorem 3.1 needs the additional condition (3.8), which is not in gen-
eral immediate to prove, though it can be proven to be valid for smooth
Ω and ϕ; this can be useful in applications.
5. CONCLUSIONS
To conclude we have shown that the exact controllability holds if T
is sufficiently large and the subset of observation Σ is suitable.
More specifically:
• Let {xi}i=0 ...,N be an arbitrary family of points inRd, {ti}i=−1,...,N
an increasing family of positive numbers such that t−1 = 0 and
T := tN ; then the system (1.2) is exactly controllable if
T > R0 +
N−1∑
i=0
Ri+1,i +RN ;
where Ri, Ri+1,i are defined in (2.3)-(2.4) and
Σ =
N⋃
i=0
Γi × (ti, ti−1) ,
Γi : = {x ∈ ∂Ω | (x− xi) · ν > 0} .
See Theorem 2.1.
• Let ϕ : [0, T ]→ Rd be a continuous and piecewise differentiable
curve of finite length (see (3.1)). If
T > c0 +
∫ T
0
|ϕ′(t)| dt+ cN ;
ci : = max
x∈Ω
|x− ϕ(i)| , i = 0, T ,
the system (1.2) is exactly controllable with
Σ =
⋃
t∈(0,T )
Γϕ(t)× {t} ,
Γϕ(t) : = {x ∈ ∂Ω | (x− ϕ(t)) · ν > 0} .
See Theorem 3.1.
These results can be helpful in engineering applications in which one
has to control the evolution of a structure (whose dynamics is governed
by the wave equation) by means of an action on a portion of the bound-
ary (see [3]), but for structural reasons, one cannot act for a long time
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on the same portion of the boundary, so that the switch of the control
is necessary.
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