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Abstract
We describe two speci.c examples of neural-Bayesian approaches for complex modeling tasks:
survival analysis and multitask learning. In both cases, we can come up with reasonable priors
on the parameters of the neural network. As a result, the Bayesian approaches improve their
(maximum likelihood) frequentist counterparts dramatically. By illustrating their application on
the models under study, we review and compare algorithms that can be used for Bayesian
inference: Laplace approximation, variational algorithms, Monte Carlo sampling, and empirical
Bayes.
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1. Introduction
Feedforward neural networks, also called multi-layered perceptrons, have become
popular tools for solving complex prediction and classi.cation problems. More and
more people start to realize that there is nothing magical about neural networks: they
are “just” nonlinear models, not principally di>erent from many others. The so-called
weights are the parameters of the model. The error function one tries to minimize can
often be interpreted as (minus) the loglikelihood of the data given the parameters. The
famous backpropagation rule is nothing but an e?cient way to compute the gradient
of this error function.
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This insight has led to a welcome cross-fertilization between neural network research
and advanced statistics. Neural networks are now standardly trained with better opti-
mization procedures as Levenberg–Marquardt and conjugate gradient. Frequentist tools
such as bootstrapping and cross-validation generate ensembles of neural networks with
much better and more reliable performance than single ones. Algorithms have been de-
veloped for computing con.dence and prediction intervals (errorbars) on the network
outcomes.
The introduction of Bayesian methodology for neural networks has been another
important advance. Training became Bayesian inference and popular strategies such as
“weight decay” could be interpreted in terms of Bayesian priors. Now there seems
to be a status-quo between the frequentist and Bayesian approaches for training stan-
dard multi-layered perceptrons. The Bayesian approach seems to be more principled
and elegant, but the frequentist one more practical, yielding about the same
performance.
In this article we describe two examples of multi-layered perceptrons solving a spe-
ci.c problem: survival analysis and multitask learning. We will see that in both cases
the Bayesian approach is de.nitely better than its frequentist alternative. The reason is
that in these speci.c cases we can come up with sensible priors. These priors spec-
ify reasonable assumptions about the weights of the neural network. The Bayesian
inference machine can be used to infer the appropriate strength of these priors. In
most cases, however, exact Bayesian inference is intractable and we have to resort
to approximations. We highlight and compare the approximations that are currently in
use.
In Section 2 we describe our neural network model for survival analysis.
Section 3 treats appropriate approximations for Bayesian inference of the parameters
of this model: Monte Carlo sampling, the variational approach, and the Laplace ap-
proximation. In Section 4 the di>erent approaches are applied and compared on a large
real-world database involving patients with ovarian cancer. Our model for multitask
learning is introduced in Section 5. Section 6 discusses empirical Bayes, also called
“evidence framework”, an approximation that seems particularly suited for multitask
learning. Results obtained on a huge dataset involving magazine sales are described in
Section 7. We end with a discussion and conclusions in Section 8. Detailed mathematics
is treated in Appendix A.
2. Multi-layered perceptrons for survival analysis
2.1. The model and the likelihood
The purpose of survival analysis is to estimate a patient’s chances of survival as
a function of time, given the available medical information at the time the patient is
admitted to the study. This information (e.g., age, given treatment, outcome of medical
tests) is quanti.ed by an ninp-dimensional input vector x. Time is discretized into n
equal time intervals of length It. The output yi stands for the (estimated) probability
to survive a time ti after entering the study. It is modeled through a multi-layered
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Fig. 1. Neural interpretation of survival analysis. See the text for an explanation.
perceptron with exponential transfer functions as sketched in Fig. 1:
yi(x) = exp
[
nhid∑
j
wjihj(x)
]
and hj(x) = exp
[ninp∑
k
vkjxk
]
: (1)
In [1] it is shown that the case of a single hidden unit corresponds to a discretized
version of Cox proportional hazards model [8], which is the standard in the .eld of sur-
vival analysis. hj(x) is called the proportional hazard and only depends on the patient’s
characteristics; wj is the baseline hazard, a function of time t, here discretized as ti. By
adding hidden units (the dashed lines in Fig. 1), we can in principle extend our model
beyond proportional hazards to allow for more complex input–output relationships.
Our database D consists of a set of N patients with characteristics x and corre-
sponding times t, the time that the patient leaves the study after entering it, either
because the patient dies (uncensored) or because the study ended when the patient was
still alive (censored). In computing the likelihood of the data, we have to make this
distinction between censored and uncensored patients. We have
P(D|v; w) = ∏
∈uncensored
fi()(x)
∏
∈censored
yi()(x) (2)
with i() such that ti()−1¡t6ti(), and
fi(x) = − 1It
∑
j
[wji − wj;i−1]hj(x)yi(x);
the probability density for a patient with characteristics x to die between ti−1 and
ti (fi(x) is minus the derivative of yi(x) with respect to time).
Standard Cox now corresponds to a maximum likelihood (ML) approach: try and .nd
the parameters v and w that maximize the likelihood of the data D. An advantage of
Cox analysis is that the optimal parameters v of the proportional and w of the time-
dependent hazard can be found sequentially. Disadvantages of this approach are the
hazard’s tendency to become highly non-smooth, and the danger of strongly over.tting
the data. Here we suggest a Bayesian approach to overcome these weaknesses.
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Fig. 2. The baseline hazard wi as obtained in maximum likelihood Cox analysis (left), and the maximum a
posteriori solutions resulting from the Bayesian approach incorporating the prior on q (right). In both cases
wi is optimized on a training set of 600 patterns, chosen randomly from our database. The e>ect of the prior
is a considerable smoothing of the hazard function.
2.2. Sensible priors
In a Bayesian approach we seek to construct a probability distribution over all pos-
sible values of the parameters, here v and w. This distribution not only depends on the
data D, but also on prior knowledge about the nature of the problem. This prior knowl-
edge can be expressed as prior probabilities on the model parameters. Using Bayes’
formula the priors and the data likelihood are combined into a posterior distribution.
For ease of notation, we consider the case of one hidden unit and make a transfor-
mation of variables by de.ning qi= log(wi − wi−1) and q1= log(w1). The .rst prior
P(q|) ∝ exp
[
− 
2
∑
ij
g(|i − j|)[qi − qj]2
]
∝ exp
[
− 
2
qTq
]
with ij= − g(|i− j|); ii=
∑
j =i g(|i− j|), and g(x)=e−x
2=, prevents the hazard from
becoming too sharp as a function of time. Since P(q|) assigns the highest likelihood to
a hazard function that is constant in time (independent of i), it smoothes out the hazard
function, and introduces a preference for survivor functions which decay exponentially.
Its e>ect is visualized in Fig. 2. The hazard function in the ML Cox approach is a
jagged function, due to the limited information in the database. After incorporating the
prior P(q|) this function becomes much more smooth. This smoother function is not
only more plausible a priori, but, as we will see below, also improves the model’s
predictive performance.
The second prior
P(v|) ∝ exp
[
−
2
vTv
]
; where  =
1
N
∑

xxT
prevents large activities of hidden units (high values for the proportional hazard), i.e.,
prefers small weights. This prior corresponds to a ridge-type estimator, as discussed
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Fig. 3. Histograms of the (log of the) proportional hazard h(x) as obtained in maximum likelihood Cox
analysis (left), and for the maximum a posteriori solutions resulting from the Bayesian approach incorporating
the prior on v. In both cases the parameters v of the proportional hazard are optimized on a training set of
600 patterns, chosen randomly from our database. The e>ect of the prior is a considerable “shrinking” of
the proportional hazard.
in [10]. Incorporation of the input covariance matrix  makes this preference inde-
pendent of a (linear) scaling of the inputs x. The e>ect of imposing this prior on the
parameters v is illustrated in Fig. 3. It can be seen that in the unrestrained case (left
panel) it occurs quite often that the proportional hazard of one patient is upto ten times
larger than it is for another patient, clearly indicating that the model is over.tting on
the training data. After incorporating the prior on v, these di>erences become much
more reasonable.
 and  are called hyperparameters. They express the con.dence we have in the
knowledge expressed in the two prior distributions. Since we do not want to specify the
exact values of  and , we introduce gamma distributions P(|; )∝ −1 exp(−)
and a similar term for P() for the hyperparameters. Here the ratio = signi.es the
value for  we deem most likely a priori. The ratio 2= measures the strength of this
belief. In the rest of this article we assume the hyperhyperparameters {; } (one set
for each of the two prior distributions) .xed and given and we do not incorporate them
explicitly in our notation.
2.3. Bayes’ formula
The posterior distribution of the parameters W ={v; q} and hyperparameters =
{; } given the data now follows from Bayes’ formula:
P(W;|D) = P(D|W )P(W |)P()
P(D)
(3)
with P(D|W ) the likelihood as in (2) and P(D) an irrelevant normalizing constant.
The posterior P(W |D) follows from integrating out the hyperparameters . In theory,
this posterior is all we need to make predictions for new patients. However, since the
integral cannot be done analytically, we have to make approximations.
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3. Approximations of the posterior
Fortunately, an ample arsenal of methods to approximate P(W |D) is available. These
methods have become popular tools in the neural network community. In this section
we describe three such methods: Monte Carlo sampling, a variational approach and the
Laplace approximation.
3.1. Monte Carlo sampling
Since the posterior P(W;|D) is not a simple analytic function of the model param-
eters, it is hard to draw samples from it. We can use a combination of Gibbs sampling
and Hybrid Markov Chain Monte Carlo Sampling (HMCMC) to make it tractable.
Gibbs sampling is used to iterate between drawing samples for the model param-
eters W and for the hyperparameters . As we will see, drawing hyperparameters is
straightforward for two reasons.
• The probability of the hyperparameters  given a particular sample W and the data
D is independent of the latter:
P(|W;D) = P(D;W |)P()
P(D;W )
=
P(D|W )P(W |)P()
P(D|W )P(W ) = P(|W ):
• The resulting distributions P(|v) and P(|q) are again gamma distributions. In sta-
tistical terms, the gamma prior is the natural conjugate of the Gaussian. Standard
tricks to sample from a gamma distribution can be found in any textbook on Bayesian
analysis (see e.g. [9]).
Now, given a new set of hyperparameters , we have to draw a new W from
P(W |;D) = P(D|W )P(W |)
P(D|) ∝ P(D|W )P(W |);
the product of the likelihood and the priors, with .xed values for the hyperparameters.
The data likelihood P(D|W ) and priors P(W |) are easy to compute; the problem
is in the normalization P(D|). Monte Carlo sampling circumvents computations of
this normalization term. A Monte Carlo sampling procedure works as follows:
(1) Starting from a sample W use the “jumping distribution” J (W ′|W ) to generate a
candidate sample W ′. In its simplest version, the jumping distribution is symmetric,
i.e., J (W ′|W )=J (W |W ′).
(2) Compute the ratio
r =
P(W ′|;D)
P(W |;D) :
Note that computation of this ratio is doable, since the normalizations of the sep-
arate probabilities drop out.
(3) Accept the new state W ′ if r¿1 or with probability r if r¡1. Otherwise keep the
previous state W . Return to the .rst step.
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The essence of a good Monte Carlo sampling algorithm is in the “jumping distribution”:
you want to have a distribution that makes large steps in the space of your parameters,
such that subsequent samples are more or less independent, with a high acceptance
rate.
A very popular sampling algorithm is Hybrid Markov Chain Monte Carlo sampling
(see e.g. [16]). The basic idea is to double the parameter space, introducing an ex-
tra canonical parameter for each original one. Jumps are de.ned on both original and
canonical parameters, such that the joint probability of the candidate sample is, up
to numerical errors, equal to that of the one started from: the candidate has a high
acceptance rate. Since the canonical parameters and the original ones are by construc-
tion independent, sampling of the joint distribution also corresponds to sampling of the
distribution of the parameters we are interested in: the values of the canonical ones are
simply neglected.
A disadvantage of Monte Carlo sampling is that generating (independent) samples
can be quite time-consuming. Even more important, it is di?cult to tell when su?cient
samples have been drawn. It might for example be that one is sampling in just one part
of the parameter space, with a very small probability of jumping to another relevant
part. Advantages are that Monte Carlo sampling algorithms, in the limit of an in.nite
number of samples and except for singular cases, converge to the exact probability
distribution. Furthermore, they are easy to implement for many probability distributions.
3.2. Variational approach
The variational approach o>ers an alternative. It has been introduced under the term
“ensemble learning” in [12] and has been applied to learning in multi-layered percep-
trons and radial basis function networks in [2,3].
Recall that we are interested in the joint posterior P(W;|D) of model parameters
and hyperparameters. Knowing that we cannot describe it in an analytical form, the
best we can do is to try and approximate it with an analytical distribution. Here we
take
P∗(W;) = Q(W )R()
with 1 Q(W )=$(W |Wˆ ; C), a Gaussian distribution, and R() for the moment unspec-
i.ed.
A natural distance between the probabilitiesP(W;|D) andP∗(W;) is the Kullback–
Leibler divergence
KL[Q; R] =
∫
dW dQ(W )R() log
[
Q(W )R()
P(W;|D)
]
= 〈log[Q(W )R()]〉Q;R − 〈log[P(D|W )P(W |)P()]〉Q;R; (4)
1 $(W |Wˆ ; C)∝ exp[− 12 (W − Wˆ )TC−1(W − Wˆ )].
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where in the second line we substituted (3) and neglected irrelevant constants. The goal
of the variational approach is now to .nd the parameters of the distribution Q(W ) and
the distribution R() that minimize this distance.
The steps to be taken are quite similar to those in the Gibbs algorithm explained in
the previous section. Suppose .rst that we know the distribution Q(W ) and would like
to .nd the optimal R(). Collecting the terms in (4) that depend on R(), we obtain
KL[R] = 〈logR()〉R − 〈logP()〉R − 〈logP(W |)〉Q;R: (5)
Note that, as in the Gibss sampling procedure, none of the terms involves the data D.
Furthermore, we have the same kind of “conjugacy”: with a Gaussian prior P(W |)
and a gamma distribution for P(), the optimal R() is also gamma distributed. Its
average Q only depends on the parameters QW and C of the distribution Q(W ) (see
Appendix for details).
Next we assume that R() is known and try to optimize the parameters of Q(W ).
The terms in (4) depending on Q(W ) and thus on the variational parameters {Wˆ ; C}
are
KL[Q] = 〈logQ(W )〉Q − 〈logP(D|W )〉Q − 〈logP(W |)〉Q;R: (6)
In Appendix A we show that, for our survival analysis model, all these terms can be
computed analytically as a function of the data D and the average Q for the hyperpa-
rameters. Computing the new QW and C boils down to a straightforward optimization
procedure, to be solved e.g. using a conjugate gradient method.
Iterating back and forth as in the Gibbs sampler, the variational procedure converges
to an (at least locally) optimal distribution P∗(W;). The advantage of the variational
approach is that we arrive at a relatively simple distribution to work with. Further-
more, in the above application to survival analysis all computations to arrive at this
distribution can be done analytically. In most cases however, numerical integrations
are unavoidable (see e.g. [2] for the case of multi-layered perceptrons with sigmoidal
transfer functions). Also here, with more than one hidden unit, we have to resort to
numerical integrations, scaling with the number of added hidden units.
3.3. Laplace approximation
The variational procedure can be simpli.ed by replacing the minimization of the
Kullback–Leibler divergence KL[Q] by a Laplace approximation. That is, instead of
.tting the parameters of Q(W ) against the distribution P(W | Q;D), we can take the
Laplace approximation
Wˆ = argmax
W
P(W | Q;D)
and C the Hessian of − log(P(W | Q;D)). Based on these new parameters Wˆ and C,
new values for Q can be computed as in (A.1).
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An advantage of the Laplace approximation over the full variational approach is that
it does not require the evaluation of integrals, just minimization, and is therefore often
easier to compute. One would expect the variational approach to be more accurate, since
it not only considers the peak of the probability distribution, but might also take into
account some of its mass. Note that what we call Laplace approximation is somewhat
di>erent from the “evidence framework” introduced by MacKay (see e.g. [14,15]). We
discuss the evidence framework in more detail below.
4. Results for survival analysis
We test the standard ML approach and the three (approximate) Bayesian approaches
on a database of 929 ovarian cancer patients (see [13] for details). The database is
randomly divided in a training and test set. As an error criterion we take minus the
loglikelihood on the test set, i.e., the logarithm of (2), with  running over the test set.
To get a clear indication of the relative strengths of the methods, we scale the errors
relative to a “minimum error” Emin and the “Cox error” Ecox:
Erel =
E − Emin
Ecox − Emin : (7)
The minimum error is de.ned as the test error of the maximum likelihood Cox solution
when the ML parameters are optimized on this same test set. The Cox error is the test
error of the ML solution computed by optimizing on the training set. So, a relative error
of 1 means just as good as the ML Cox method. A relative error of 0.5 means twice
as close to the error of the ML solution on the test set.
Let us .rst consider the results for a training set of 600 patients and testing on
the remaining 329 (Fig. 4c). The errors in any of the approximations to the Bayesian
posterior are signi.cantly (p≈ 1× 10−5) smaller than the error in the ML Cox approach.
Looking more closely at the di>erence between the three Bayesian approaches, the
error in the variational approach happens to be slightly (but signi.cantly) larger than
the error in the sampling approach. The Laplace approximation, which takes about
an equal amount of computation time as the variational approach, does not perform
signi.cantly better or worse than the variational approach.
The size of our database (929 patients) is much larger than common in survival anal-
ysis (typically 100–200 patients). Therefore, we also compared the four approaches
when applied on smaller parts (120 and 200 patients), results of which are shown
in Figs. 4a and b. Note that we used the values Ecox and Emin obtained on the
training set of 600 patterns to de.ne the relative errors. For lower and lower num-
bers of training patterns, the error in the ML Cox method increases dramatically. The
error in the Bayesian approaches also increases slightly, but much more gradually:
the less data, the higher the impact of the priors, which here yield an enormous
improvement.
We notice a similar e>ect when considering more complex models. After adding
an extra hidden unit, which doubles the number of model parameters, the error corre-
sponding to the ML solution increases dramatically, even with a training set of 600
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Fig. 4. Relative error after training on three partitions of the database (120 patients in the left panel, 200
patients in the middle panel and 600 patients in the right panel). In each panel, from left to right the
bars represent the error in: the maximum likelihood Cox method (1), the HMCMC sampling approach (2),
the variational approach (3), the Laplace approximation (4), all with one hidden unit. All di>erences are
signi.cant, except for the one between the variational approach and the Laplace approximation.
patients. The Bayesian solution, obtained through HMCMC, is about as accurate as
the one for the model with a single hidden unit. Apparently a model with a sin-
gle hidden unit is su?ciently complex for the database under study. The Bayesian
approach again manages to avoid over.tting when extra complexity is
introduced.
The comparison made here, with the complete model considering all inputs, may
however not be a totally “fair” one. In the medical statistical community it is well-
known that Cox analysis with a full set of inputs strongly su>ers from over.tting.
A standard procedure to decrease the over.tting problem (and thus the error) in
Cox analysis, is to reduce the number of inputs to the model, e.g., through backward
elimination.
With backward elimination, the least relevant input is eliminated iteratively. One
way to compute the relevance of an input is by considering the Bayes factor, the ratio
between the likelihood of the data with the model excluded divided by the likelihood
of the model with the input included (see e.g. [14,5]). The Bayes factor can be easily
estimated based on the approximate distributions that result from the variational and
Laplace approach. We will not go into the exact procedures here, but simply show the
results in Fig. 5. It can be seen that this procedure indeed has a wholesome e>ect: in
both the ML Cox method and the Bayesian approach the test error decreases when the
least relevant inputs are removed. The decrease of test error in the ML Cox method is
larger than in the variational approach, since in the latter most of the over.tting problem
has already been eliminated by the Bayesian priors. However, even after reduction the
Bayesian approach still yields signi.cantly better results than ML Cox. The variational
approach and the Laplace approximation yield similar results. Backward elimination in
combination with a Monte Carlo sampling is much more involved and has not been
tested.
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Fig. 5. The test error (minus the log-likelihood of the data in the test set under the current model) as a
function of the number of removed input parameters, for the maximum likelihood Cox method (upper),
the variational approach (lower, solid line) and the Laplace approximation (lower, dotted line). At zero, 31
inputs are left in the model, at 30, just one. The test error is the average error over 25 runs, conducted on
parameters obtained from random choices of training sets, each containing 600 patterns.
5. A Bayesian approach to multitask learning
5.1. Multitask learning
A neural-Bayesian approach is ideal for multitask learning. In multitask learning we
are dealing with many related tasks. The hope is that the tasks can “learn from each
other”, for example by sharing parameters. A typical example, also studied in this
article, is the use of a feedforward neural network with part of the weights shared and
others speci.c to each task. Training the network on all tasks, the risk of over.tting
the shared part is reduced and a common set of features can be obtained. This idea
has been studied and tested on practical problems in e.g. [7] and [18].
Baxter [4] proposed hierarchical Bayesian inference as a model for studying multitask
learning. Parameters that are shared between tasks are treated at a higher level than
the task-speci.c parameters. Here we will give a concrete implementation of this idea:
a huge neural network for solving many related regression tasks.
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Fig. 6. Sketch of the architecture of the neural network for multitask learning. Each output corresponds to
a di>erent task. Input-to-hidden weights are shared; hidden-to-output weights speci.c.
5.2. The network architecture
The model that we study is sketched in Fig. 6. It has n outputs, each corresponding
to a di>erent task i. Given the input vector x, the output yi(x) follows from [compare
with (1)]
yi(x) =
nhid∑
j
wjihj(x) and hj(x) = g
(ninp∑
k
vkjxk
)
with g(·) the hidden unit’s transfer function. The ninp× nhid matrix v with the weights
from the input to the hidden units is shared by all tasks. The nhid × n matrix w, with
column vectors wi, contains the weights from the hidden to the output units speci.c to
each task. Typically we have nhid¡ninpn, i.e., a bottleneck of hidden units. The idea
behind multitask learning is that after training the input-to-hidden weights v implement
a low-dimensional (feature) representation of the inputs that is useful for all tasks. The
risk of over.tting v is small since the data for all tasks can be used to infer this part
of the model.
Our total database D consists of n sets Di, one for each task, each containing N
combinations of input vectors x(i) and observed outputs yi . We assume that the
observed outputs yi are given by the outputs yi(x
(i)) of the neural network, corrupted
with Gaussian noise of zero mean and standard deviation , independent of i. The
likelihood of all data Di for task i given the weights v and wi thus reads
P(Di|wi; v; ) =
∏

$(yi |wTi g(vT x(i)); 2)
with $(·|·; ·) the normal distribution de.ned in Section 3.2. The likelihood of all data
is the product
P(D|w; v; ) =∏
i
P(Di|wi; v; ):
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5.3. Priors
The weights wi determine the impact of the hidden units on output i. We consider
the Gaussian prior
P(wi|m;+) = $(wi|m;+2)
with m a vector of length nhid and +2 an nhid × nhid covariance matrix. This corresponds
to a so-called exchangeability assumption (the same m for all tasks) and introduces a
tendency for similar weights across tasks. How similar is determined by the covariance
matrix +2.
In a full hierarchical Bayesian analysis, we should also specify priors for the pa-
rameters  and v and even “hyperpriors” for the parameters m and +. In the empirical
Bayesian approach, to be discussed next, we simply take an improper “Rat” prior,
giving equal a priori weight to all possible values.
6. Empirical Bayes for multitask learning
6.1. Task-speci<c parameters and shared parameters
In the (single-task) survival analysis case, we divided our total set of parameters into
two sets: hyperparameters  and model parameters W . Hyperparameters  speci.ed
the prior distribution for the model parameters W , but had no direct e>ect on the data.
The resulting conditional independence P(|W;D)=P(|W ) simpli.ed both the Gibbs
sampling and the variational approach considerably.
We could make the same subdivision here, but the resulting procedures would
be extremely time-consuming. The empirical Bayesian approach introduced below
distinguishes between parameters W ={w} that are task-speci.c and parameters =
{v; ; m; +} that are shared between tasks. With this subdivision we lose the conditional
independence in P(|W;D): P(|W;D) =P(|W ). Instead we will make the assump-
tion that the posterior probability of the shared parameters is sharply peaked around its
maximum a posteriori (MAP) solution. This approximation is particularly suited for the
multitask learning situation (see also e.g. [6] for similar approximations in the .eld of
multilevel analysis), but can also be used in other contexts.
6.2. Empirical Bayes
We are interested in the probability P(W;|D) of all parameters given all data and
write
P(W;|D) = P(W |;D)P(|D):
Since all data can be used to infer the probability of the shared parameters , we make
the assumption that P(|D) is very sharply peaked around its maximum a posteriori
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(MAP) value ∗:
P(|D) ≈ ,( − ∗) with ∗ = argmax

P(|D): (8)
The probability for the task-speci.c parameters W then reads
P(W |D) =
∫
dP(W |;D)P(|D) ≈ P(W |∗; D):
This is called the empirical Bayesian approach (see e.g. [19]). We have a two-stage
procedure: .rst compute the MAP value of the shared parameters, then the probability
of the task-speci.c parameters given this MAP solution.
In the multitask learning case, (8) seems to be a reasonable assumption. It can be
shown that the distribution P(|D) scales like exp[−NnE()], with n the number of
tasks, N the number of patterns per task, and E() an “error function” of order 1. In
single-task learning, on the other hand, the scaling is more like exp[−NE()], similar to
the scaling of P(W |D). However, for a hyperparameter specifying the prior distribution
of m model parameters, the term E() is of the order m. So, with m su?ciently large,
the assumption that P(|D) is sharply peaked around its MAP solution may not be too
far o>. This is the reasoning behind the “evidence framework” [14]. The variational
approach outlined in Section 3.2, if necessary with the additional Laplace approximation
discussed in Section 3.3, seems simpler and more elegant, yielding roughly equivalent
procedures [15].
6.3. Direct computation of the posterior
Empirical Bayes in combination with a Rat prior P()∝ 1 is in fact a maximum
likelihood approach at the level of the shared parameters: the optimal parameters ∗
follow from
∗ = argmax

P(|D) = argmax

P(D|)P() = argmax

P(D|):
The likelihood of the data given the shared parameters follows by integrating out the
task-speci.c parameters
P(D|) =
∫
dW P(D;W |) =
∫
dW P(D|W;)P(W |):
In the multitask learning situation introduced above, where the data for each task is
considered independent given the shared parameters and the task-speci.c parameters,
this further simpli.es to
P(D|) =∏
i
∫
dWi P(Di|Wi; )P(Wi|) (9)
with Di the data corresponding to task i and Wi the corresponding task-speci.c pa-
rameters. In the above case, both the likelihood and the prior term are (unnormalized)
Gaussians in Wi. The integral can be computed analytically, see (A.2) in Appendix A.
Computing the ML parameters ∗ becomes a nasty optimization problem.
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6.4. EM algorithm
For slightly more complex models (e.g., non-Gaussian noise or nonlinear transfer
function for the outputs), the integrals in (9) can no longer be computed analytically.
But even if they can, as in our case, direct optimization of (9) may not be the smartest
thing to do. The variational approach, outlined in Section 3.2, provides an alternative.
Here we take as an approximating distribution
P∗(W;) = Q(W )R() with R() = ,( − ∗):
The (parameters specifying the) distribution Q(W ) and ∗ have to be optimized such
that the KL-divergence between the approximation and the true posterior is P(W;|D)
is minimized.
Minimization of the part KL[R] in (5) given the current distribution Q(W ) now
amounts to .nding
∗ = argmax

∫
dW Q(W ) logP(W;|D)
= argmax

∫
dW Q(W ) logP(D|W;)P(W |):
Substituting R()=,( − ∗), the term KL[Q] of (6) reads
KL[Q] =
∫
dW Q(W ) log
[
P(W |∗; D)
Q(W )
]
:
If we leave Q(W ) completely free, we directly obtain Q(W )=P(W |∗; D). This cor-
responds to a standard EM algorithm for optimizing (9): in the E-step we compute
the expectation of the “hidden variables” W given the current parameters ∗; in the
M-step we use this probability to optimize for the next set of shared parameters. As
can be seen in Appendix A, the two separate expectation and optimization steps are
much simpler and easier to interpret than the direct integration of (9). Furthermore, by
restricting Q(W ) to be of a speci.c form, we can obtain useful approximations when
the exact integral is undoable. More on the link between variational approaches and
EM algorithms can be found in [17].
7. Results for multitask learning
We illustrate multitask learning in combination with a Bayesian approach on a huge
data set involving the sales of weekly magazines. Each task corresponds to a di>erent
outlet. The nine inputs taken into account include recent sales .gures, holiday and
price information, and season. Sales .gures are normalized per task to have zero mean
and unit variance. Magazine and newspapers sales is extremely noisy and thus di?cult
to predict. Since the same problem reoccurs week after week on a huge number of
outlets, any performance improvement is signi.cant. The technical di?culty is to avoid
the risk of over.tting, while still being able to consider several input variables.
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Fig. 7. Mean-squared test errors as a function of the number of hidden units for the maximum a posteriori
(solid lines) and maximum likelihood (dashed) solutions. Error bars give the standard deviation of the mean.
Averages are over 20 runs. See the text for further details.
In our multitask learning model we have implemented two mechanisms for avoiding
the risk of over.tting: a bottleneck of hidden units reducing the inputs to a smaller
set of typical features, and, on top of that, regularization of the hidden-output weights
through the speci.cation of a prior. The obvious question is whether we really need
both.
We test this on our dataset containing about 3 years of sales data for 1000 outlets. In
each run, we subdivide the outlets into two sets of n=500 outlets each. The available
data for each outlet is further subdivided into a training and a test set, both containing
N=92 patterns. The ML parameters ∗ are obtained by maximizing the probability of
the data P(D|) as in (A.2), 2 with D the training data for the .rst set of outlets. Based
on these ML parameters ∗, we compute the MAP weights wi maximizing P(wi|Di; ∗),
with Di the training set of outlet i in the second set of outlets. Performance is measured
by the mean-squared error between the predictions based on these MAP weights and the
actual sales .gures, averaged over all test patterns. The results for di>erent numbers of
hidden units, with average and error bars computed over 20 runs, are given by the solid
line in Fig. 7. The dashed lines are obtained through exactly the same procedure, but
then considering the ML weights, i.e., the weights that result from a Rat prior instead
of the prior P(wi|m;+) that is used to compute the MAP weights.
2 The actual model is slightly di>erent from the one explained here, with an extra shared parameter -
that accounts for correlations between the tasks. The transfer function of the hidden units is linear and the
inputs for each outlet are scaled such that the input covariances matrices are the same for all tasks. This
makes the optimization procedures orders of magnitude faster, facilitating the extensive simulations that are
needed to produce the results in Fig. 7. See [11] for details.
T. Heskes et al. / Theoretical Computer Science 287 (2002) 219–238 235
The results for the MAP solutions are clearly better than for the ML solutions, especially
with increasing number of hidden units. With nhid equal to ninp (here 9), there is
e>ectively no bottleneck. Loosely speaking, the ML test error for nhid =ninp is the test
error for single-task learning: the test error that we would obtain without making an
attempt to “let the tasks learn from each other”. A bottleneck of hidden units clearly
helps, also for the MAP solutions. We conclude that on this dataset both incorporating
prior information and trying to extract common features help a lot to gain a better
performance.
8. Conclusion
The two examples treated in this article prove the usefulness of Bayesian analysis for
inference in neural networks. In both cases, we could come up with priors that make
sense, leaving the exact setting of the corresponding hyperparameters to the Bayesian
machinery. We would argue that it is in these speci.c cases, where the nature of
the problem suggests relevant prior information, that the advantage of more involved
Bayesian technologies over “standard” frequentist approaches is most prominent. If
no such a priori information is available, there may still be a principled or pragmatic
preference for either a Bayesian or a frequentist approach, but the resulting performance
should hardly matter.
Throughout this article, we discussed and compared di>erent approximations when
exact Bayesian inference is intractable. Which one is most appropriate depends on the
problem at hand. Monte Carlo sampling is very general but might take too long. The
approximate posterior obtained with the variational approach is much easier to work
with, but may not be su?ciently accurate. Furthermore, the required calculations are
not always (analytically) doable, in which case the Laplace approximation can be of
help. The empirical Bayesian approach is similar to the “evidence framework” and
is appropriate when there is reason to assume that the posterior distribution of some
parameters (in multitask learning the ones that are shared between all tasks) is sharply
peaked.
Appendix A.
A.1. The variational approach for survival analysis
In this appendix we give the expressions for applying the variational approach to
our model for survival analysis. We try to approximate the exact posterior P(W;|D)
with a distribution of the form P∗(W;)=Q(W )R(). For ease of notation, we further
assume that the covariance matrix C of the Gaussian Q(W ) is block-diagonal, i.e.,
C =
(
Cvv ∅
∅ Cqq
)
and similarly, that R()=R()R().
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The optimization of the function R() given the current parameters QW and C is
given in [2]. The resulting distributions R() and R() both happen to be gamma
distributions. The average Q reads
Q = 〈〉R =
(ninp
2
+ 
)[1
2
QvT Qv+
1
2
Tr(Cvv) + 
]−1
(A.1)
and similarly, with n instead of ninp and  instead of , for .
Computation of the functional (6) is more involved. We treat the terms one by one
and neglect irrelevant constants. Straightforward manipulations yield (|C| stands for the
determinant of the matrix C)
−〈logQ(W )〉Q = 12 log |C| = 12 log |Cvv|+ 12 log |Cqq|;
−〈logP(v|)〉Q;R = −〈logP(v| Q)〉Q =
Q
2
[vˆTvˆ+ Tr(Cvv)]
and a similar expression for 〈logP(w|)〉Q;R. The term 〈logP(D|W )〉Q for the data
loglikelihood can again be decomposed into two terms, see (2): a term involving only
uncensored patients and a term to which all patients contribute. Both contributions can
be computed analytically, starting from (2) and the transformation
wi =
i∑
i′=1
eqi′ :
The uncensored patients  contribute terms of the form
〈log[eqievT x ]〉Q = qˆi + vˆT x for ti−1¡t 6 ti:
For both censored and uncensored patients we get contributions
−〈eqievT x〉Q = − exp[vˆT x + qˆi + 12xTCvvx + 12Cqiqi ]:
Here we used the equality∫
dy $(y|m;+2)eyT z = exp[mTz + 12 zT+2z];
where we substitute {v; q} for y and the vector {x; [: : : ; 0; 0; 1; 0; 0; : : :]}, with 1 at the
position of i, for z.
A.2. Mathematics of multitask learning
Computation of the likelihood P(Di|) boils down to the evaluation of Gaussian inte-
grals, since both P(Di|Wi; ) and P(Wi|) are, up to normalization constants, Gaussians
in Wi. With de.nitions
Ci = 〈hhT 〉i = 1N
∑

h(x(i))hT (x(i));
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the covariance matrix of the hidden unit activities, and
wˆi = C−1i 〈hy〉i = C−1i
1
N
∑

h(x(i))yi ;
the maximum likelihood solutions of the weights, we arrive at
− logP(Di|) = N − nhid2 log 
2 + 12 log |Ci|+ 12 log
∣∣∣∣∣+2 +
(
NCi
2
)−1∣∣∣∣∣
+
N
22
[〈y2〉i − wˆTi Ciwˆi]
+ 12 (wˆi − m)T
[
+2 +
(
NCi
2
)−1]−1
(wˆi − m): (A.2)
Note that both wˆi and Ci are in fact functions of the input-to-hidden weights v. Direct
optimization of (A.2) happens to be extremely unstable.
In the optimization step of the variational (EM) approach, we have to compute terms
of the form 〈logP(Di|wi; )〉Q and 〈logP(wi|)〉Q. We easily obtain, up to irrelevant
constants,
−〈logP(Di|wi; ; v)〉Q = 122
∑

〈[y − wTi h(x(i))]2〉Q +
N
2
log 2;
−〈logP(wi|m;+2)〉Q = 12 〈(wi − m)T+−2(wi − m)〉Q + 12 log
∣∣+2∣∣ : (A.3)
Both terms only depend on the .rst and second moments of Q(wi). Furthermore,
optimization of each shared parameter can be done separately:  after v and + after
m. In the expectation step, we have to compute
P(wi|Di; ∗) ∝ P(Di|wi; ∗)P(wi|∗):
The expressions for P(Di|wi; ∗) and P(wi|∗) are similar to those in (A.3), but then
without the average over Q(wi). Combining both we get a simple Gaussian distribution
P(wi|Di; ∗).
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