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TRIDIAGONAL REPRESENTATIONS OF THE q-OSCILLATOR ALGEBRA
AND ASKEY-WILSON POLYNOMIALS
SATOSHI TSUJIMOTO, LUC VINET, AND ALEXEI ZHEDANOV
Abstract. A construction is given of the most general representations of the q-oscillator alge-
bra where both generators are tridiagonal. It is shown to be connected to the Askey-Wilson
polynomials.
1.. Introduction
The q-oscillator algebra [B, FV, JL, K, M] has two generators A and B that satisfy the relation
AB − qBA = 1. (1.1)
It will be assumed that q is not a root of unity. Relation (1.1) provides a q-deformation of the
commutation relation [A,B] = 1 that is satisfied by the creation and annihilation operators of the
quantum harmonic oscillator. This q-algebra has found many applications and admit a standard
representation in which A and B are separately upper and lower subdiagonal matrices.
We here construct the most general representations of the q-oscillator algebra in which A and B
are non-degenerate tridiagonal operators. We also explain how these representations are related to
the Askey-Wilson polynomials.
This study is in part suggested by analyses of ASEP probabilistic models which describe particles
hopping on a line (segment) with the restriction, referred to as exclusion, that a particle cannot move
to an occupied site. Exact stationary solutions to such models with boundaries (where particles may
enter and leave with certain probabilities) can be obtained via the Matrix Ansatz approach [DEHP].
In this context, correlation functions are expressed in terms of matrices and vectors obeying certain
constraints. As it turns out, for the matrices, these conditions are equivalent to the relation of
the q-oscillator algebra. (The vectors must be some generalized q-coherent states.) In a seminal
paper concerned with the ASEP model with general open boundaries, Uchiyama, Sasamoto and
Wadati have exhibited pertinent realizations of the q-oscillator algebra where the generators are
both tridiagonal. They have related these representations to the Askey-Wilson polynomials and
obtained exact results for quantities of interest in the model. These observations have led to a
beautiful combinatorial interpretation of the Askey-Wilson moments in terms of staircase tableaux
[CW, CSSW]
The aim of the present paper is to offer a constructive approach to these tridiagonal represen-
tations of the q-oscillator algebra and to explain, using an approach called tridiagonalization, the
occurrence of the Askey-Wilson polynomials in connection with this simple q-algebra.
Let us note that subjecting two generators A and B to quadratic relations of the general form
α1A
2 + α2B
2 + α3AB + α4BA+ α5A+ α6B + α7I = 0, (1.2)
has also found applications in kinetic models [ER] and martingale orthogonal polynomials [BMW]
where representations of the algebra (1.2) have been explored. It should be observed that in the
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generic situation, such quadratic algebras can be reduced [OS, BMW] to the q-oscillator algebra
under affine transformations of the type A→ µ1A+µ2B+µ0I, B → ν1A+ν2B+ν0I. We may finally
remark that the tridiagonal representations of the Weyl relation AB = qBA have been constructed
in [Z2].
The remainder of the paper proceeds as follows. In the next section, with the proviso that they
be irreducible, the most general tridiagonal A and B that verify (1.1) are constructed. These A
and B are then identified with the Jacobi matrices associated to the big q-Jacobi polynomials.
The tridiagonalization procedure is applied in Section 3 to the latter polynomials and employed to
connect the Askey-Wilson polynomials to the q-oscillator algebra. In section 4, we consider two
possible finite-dimensional reductions of the tridiagonal representation and the associated polyno-
mials. The first reduction is well known and corresponds to the q-Hahn polynomials. The second
reduction is new and leads to functions that we shall call the q-para Krawtchouk polynomials. The
theory of the finite-dimensional representations of the q-oscillator algebra is brought to bear on
these two cases. It is shown in particular that the q-para Krawtchouk polynomials correspond to
a reducible situation, i.e. that there exists a similarity transformation such that both matrices A
and B can be presented as a direct sum of two irreducible matrices. In Section 5, we consider
the algebras behind the bispectrality of the polynomials that have arisen and relate them to the
q-oscillator algebra. First, we show that the operators A, B and a diagonal operator Z satisfy the
commutation relations of a degenerate Askey-Wilson algebra, that can be called the big q-Jacobi
algebra. Second we indicate that the operators Z, L = A + µB and a third operator M form the
general algebra associated to the Askey-Wilson polynomials. The paper ends with some concluding
remarks.
2.. Tridiagonal representations and big q-Jacobi polynomials
Let en, n = 0, 1, . . . be a fixed basis and assume that the two operators A and B are both
tridiagonal with respect to this basis:
Aen = an+1en+1 + bnen + cnen−1, Ben = a
′
n+1en+1 + b
′
nen + c
′
nen−1 (2.1)
with some coefficients an, bn, . . . , c
′
n. We assume that A and B are irreducible, namely that all the
off-diagonal coefficients are non-zero:
ancna
′
nc
′
n 6= 0, n = 1, 2, . . . (2.2)
As a matter of fact, when one or more of the off-diagonal coefficients become zero, the matrix A or
B can be expressed as a direct sum of two or more independent Jacobi matrices.
The basis {en} can be trivially changed as per en → κnen with arbitrary nonzero parameters
κn. This leads to obvious transformations of the matrix coefficients an, . . . , c
′
n. Using this degree
of freedom, we can choose parameters κn such that an = 1 for all n = 1, 2, . . . . We can thus take
Aen = en+1 + bnen + unen−1, Ben = ξn+1en+1 + ηnen + ζnunen−1 (2.3)
without loss of generality. In the finite-dimensional case, the matrices A and B will be of the form
A =


b0 u1 0 · · · 0
1 b1 u2
...
0
. . .
. . .
. . . 0
... 1 bN−1 uN
0 · · · 0 1 bN


, B =


η0 ζ1u1 0 · · · 0
ξ1 η1 ζ2u2
...
0
. . .
. . .
. . . 0
... ξN−1 ηN−1 ζNuN
0 · · · 0 ξN ηN


.
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We have then the following sets of unknowns:
{b0, b1, . . . , bN}, {u1, u2, . . . , uN}, {η0, η1, . . . , ηN}, {ξ1, . . . , ξN}, {ζ1, . . . , ζN},
and the irreducibility condition becomes
ui 6= 0, ξi 6= 0, ζi 6= 0, i = 1, 2, . . . , N. (2.4)
In the infinite-dimensional case, all these sets are unrestricted from above.
Substituting (2.3) into (1.1) and collecting the terms in front of en, we obtain the relation
Ξ
(1)
n+2en+2 + Ξ
(2)
n+1en+1 + Ξ
(3)
n en + Ξ
(4)
n unen−1 + Ξ
(5)
n unun−1en−2 = 0, (2.5)
where
Ξ(1)n = ξn−1 − qξn, Ξ
(5)
n = ζn − qζn−1, (2.6)
Ξ(2)n = ξn(bn − qbn−1) + ηn−1 − qηn, Ξ
(4)
n = ζn(bn−1 − qbn) + ηn − qηn−1, (2.7)
and
Ξ(3)n = ζnun − qζn+1un+1 + ξn+1un+1 − qξnun + (1− q)bnηn − 1. (2.8)
Relation (2.5) should be valid for all n = 0, 1, 2, . . . and hence, for each n, we have 5 conditions
Ξ(1,2)n = 0, n = 2, 3, . . . , Ξ
(2,4)
n = 0, n = 1, 2 . . . , Ξ
(3)
n = 0, n = 0, 1, 2, . . . (2.9)
for 5 unknown coefficients bn, un, ξn, ηn, ζn.
Note that condition Ξ
(3)
n = 0 for n = 0 is
u1(ξ1 − qζ1) + (1− q)b0η0 = 1, (2.10)
which formally can be written as Ξ
(3)
0 = 0 if one puts
u0 = 0. (2.11)
We will solve equations (2.9) step-by-step starting with the elementary equations (2.6). From
these equations we find
ξn = ξ0q
−n, ζn = ζ0q
n, n = 1, 2, . . . (2.12)
where ξ0, ζ0 are arbitrary nonzero constants.
Subtracting equations Ξ
(2)
n = 0 and Ξ
(4)
n = 0 from one another we have
(1 + q)(ηn−1 − ηn) + znbn − zn−1bn−1 = 0, n = 1, 2, . . . , (2.13)
where
zn = ξn + qζn = ξ0q
−n + ζ0q
n+1. (2.14)
From (2.13) we obtain the relation
(q + 1)ηn = znbn − qs1, n = 1, 2, 3, . . . (2.15)
where
s1 = (q
−1ξ0 + ζ0)b0 − (1 + q
−1)η0. (2.16)
Similarly, also from the pair of equations (2.7), we have
ξ0ζ0(1 + q)(bn − bn−1) = znηn − zn−1ηn−1, n = 1, 2, . . . (2.17)
which leads to the relation
(q + 1)ξ0ζ0bn = znηn − qs2, (2.18)
with
s2 = (q
−1ξ0 + ζ0)η0 − ξ0ζ0(1 + q
−1)b0. (2.19)
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From equations (2.15) and (2.18), we obtain explicit expressions for the coefficients bn, ηn:
bn =
s2(q + 1) + s1zn
γnγn+1
, n = 1, 2, . . . (2.20)
and
ηn =
s1ξ0ζ0(q + 1) + s2zn
γnγn+1
, n = 1, 2, . . . (2.21)
where
γn = ξ0q
−n − ζ0q
n = (1− q)−1(zn − zn−1). (2.22)
It should be stressed that the initial values b0, η0 (or, equivalently, the constants s1, s2) can be
chosen arbitrarily.
We thus have found the explicit expressions of the diagonal coefficients bn and ηn. There only
remains to find the expression for the off-diagonal matrix elements un. This can be done from the
remaining condition (2.8) which leads to the equation
yn+1un+1 − yn−1un = 1− (1− q)bnηn, (2.23)
where
yn = ξ0q
−n − ζ0q
n+1 = q1/2γn+1/2. (2.24)
Multiply both sides of (2.24) by the factor yn to find
Vn+1 − Vn = yn + (1− q)ynbnηn, (2.25)
where
Vn = ynyn−1un. (2.26)
The terms on the right hand side of (2.25) can be presented in the same form as those on the left
hand side of the same equation. Indeed, we have
yn =
zn+1/2 − zn−1/2
q−1/2 − q1/2
(2.27)
and
(q − 1)ynbnηn = Kn+1 −Kn, (2.28)
where
Kn =
q2−n(s2 + s1ζ0q
n)(s2q
n + s1ξ0)
γ2n
. (2.29)
The general solution of (2.25) can thus be presented in the form
ynyn−1un =
ξ0q
−n + ζ0q
n
q−1 − 1
+Kn + s0, (2.30)
where s0 is an arbitrary constant.
If one demands that u0 = 0 (this is equivalent to the condition that the Jacobi matrix A is
semi-infinite), the constant s0 is then fixed by this condition and one finds:
s0 =
q
(
(ξ0 + ζ0)(ξ0 − ζ0)
2 + q(1− q)
(
ξ0ζ0s
2
1 + (ξ0 + ζ0)s1s2 + s
2
2
))
(q − 1)(ξ0 − ζ0)2
. (2.31)
We thus obtain for un the following expression
un =
1
(1− q)ξ0
qn(1 − qn)(1− τqn)
∏4
i=1(1 − βiq
n)
(1 − τq2n)2(1 − τq2n−1)(1− τq2n+1)
, (2.32)
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with
τ = ζ0/ξ0 (2.33)
and where the coefficients βi depend on the representation parameters ζ0, ξ0, s1, s2 and must more-
over satisfy the conditions:
β1β2 = β3β4 = τ = ζ0/ξ0. (2.34)
The main observation is that one can identify the matrix A with the Jacobi matrix associated to
the big q-Jacobi polynomials [KLS]. Indeed, let us introduce the operator J defined by
Jen = u
(J)
n+1en+1 + b
(J)
n en + en−1, Je0 = u1e1 + b0e0, (2.35)
where
u(J)n = Dn−1Cn, b
(J)
n = 1−Dn − Cn (2.36)
and
Dn =
(1− c1q
n+1)(1− c1c2q
n+1)(1− c3q
n+1)
(1− c1c2q2n+1)(1 − c1c2q2n+2)
,
Cn = −c1c3q
n+1 (1− q
n)(1 − c2q
n)(1 − c1c2c
−1
3 q
n)
(1− c1c2q2n+1)(1− c1c2q2n)
, (2.37)
with c1, c2, c3 arbitrary parameters.
This operator J entails the recurrence relation of the big q-Jacobi polynomials. More precisely,
let us introduce the column vector
~P = (P0(x; c1, c2, c3), P1(x; c1, c2, c3), . . . , Pn(x; c1, c2, c3), . . . )
T , (2.38)
where P0(x) = 1, P1(x) = x−b
(J)
0 and where Pn(x; c1, c2, c3) are the monic big q-Jacobi polynomials
[KLS] defined by the recurrence relation
Pn+1(x) + b
(J)
n Pn(x) + u
(J)
n Pn−1(x) = xPn(x). (2.39)
Explicitly, these polynomials have the following explicit expression [KLS]
Pn(x; c1, c2, c3) = µn 3F2
(
q−n, c1c2q
n+1, x
c1q, c3q
; q
)
; (2.40)
the normalization factor µn is chosen so that Pn(x) = x
n +O(xn−1). We shall not need the precise
formula for µn in the following.
The vector ~P is the eigenvector of the operator J = AT :
J ~P = x~P . (2.41)
where AT means the transposed A.
Comparing the representation matrix element un, bn with the recurrence coefficients u
(J)
n , b
(J)
n ,
we conclude that they coincide up to a scaling transformation:
un = σ
2u(J)n , bn = σb
(J)
n (2.42)
with a parameter σ that can be found from the relation
(q − 1)ξ0c1c3qσ
2 = 1. (2.43)
6 SATOSHI TSUJIMOTO, LUC VINET, AND ALEXEI ZHEDANOV
Note that the operator B is similarly related to the big q-Jacobi polynomials. Indeed, one can
always perform a similarity transformation B → S−1BS with S a diagonal matrix, so that in the
basis {en}, the operator B˜ acts as follows:
B˜en = S
−1BSen = en+1 + b
(B)
n en + u˜
(B)
n+1en+1. (2.44)
The matrix elements b
(B)
n and u
(B)
n will also coincide with the recurrence coefficients of the big
q-Jacobi polynomials up to the scaling
b(B)n = κb˜n u
(B)
n = κ
2u˜n, (2.45)
where κc3q(q−1) = 1; here b˜n, u˜n denote the recurrence coefficients of the big q-Jacobi polynomials
with c˜1 = c2, c˜2 = c1, c˜3 = c3. This means that the eigenvectors of the operator B are the big q-
Jacobi polynomials that are obtained from Pn(x; c1, c2, c3) by interchanging the parameters c1 and
c2 and scaling the variable; in other words, B ~Q = x~Q where ~Q = (Q0, Q1, . . . , Qn, . . . )
T and
Qn = µ˜nPn(κ
−1x; c2, c1, c3).
We thus have found that both operators A and B correspond to (the transposed of) the Jacobi
matrix of the big q-Jacobi polynomials.
3.. From big q-Jacobi polynomials to Askey-Wilson polynomials
In the light of the previous section, we shall from now on assume that the operator A co-
incides with the standard big q-Jacobi tridiagonal operator (2.35). This is convenient for fur-
ther analysis. Note that the q-oscillator algebra relations are unchanged under the substitution
(A,B) → (BT , AT ). We shall thus work with the parameters c1, c2, c3 instead of the parameters
ξ0, ζ0, s1, s2 used so far in the general tridiagonal solution of the q-oscillator relation.
In this section we will show how the generic Askey-Wilson Jacobi operator can be obtained from
the big q-Jacobi operator A via the tridiagonalization procedure [IK1, IK2, GIVZ].
Recall that the big q-Jacobi polynomials satisfy the following q-difference equation
E(x)Pn(xq) + F (x)Pn(x/q)− (E(x) + F (x)− c1c2q − 1)Pn(x) = znPn(x), (3.1)
where
zn = c1c2q
n+1 + q−n (3.2)
and
E(x) =
c1q(x− 1)(c2x− c3)
x2
, F (x) =
(x− c1q)(x − c3q)
x2
. (3.3)
This motivates the introduction of an auxiliary diagonal operator Z to supplement to the operator
A, that will be taken to act as follows in the basis {en}:
Zen = znen, n = 0, 1, 2, . . . . (3.4)
The method of tridiagonalization consists in using A and Z to form another operator, again denoted
by B, that will read
B = r1ZA− qr1AZ + r0I, (3.5)
where I is the identity operator and where
r0 =
c1(c2 + 1) + c3(c1 + 1)
c1c3(1− q2)
, r1 = −
1
c1c3q(q + 1)(1 − q)2
. (3.6)
By construction, B is tridiagonal in the basis {en}. This realization is in fact equivalent to the
most general nondegenerate tridiagonal representation of the q-oscillator algebra constructed in the
previous section.
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The representation in the “recurrence picture” with A = J (see (2.35)), Z defined by (3.4) and
B given by (3.5) is convenient because it is directly connected with the big q-Jacobi polynomials.
In the dual “difference equation picture”, according to (3.1), Z is given by the q-difference operator
Z = E(x)T+ + F (x)T− − (E(X) + F (x) − c1c2q − 1)I, (3.7)
where T+f(x) = f(xq), T−f(x) = f(x/q) and A is multiplication by x:
A = x. (3.8)
The operator B becomes q-difference operator
B =
(x− qc1)(x− qc3)
q2(q − 1)c1c3x
T− +
1
(1− q)x
I. (3.9)
This is simply related to the well-known realization of the q-oscillator algebra in terms of the
q-derivative operators, where A = x and B = xT− + 1/(1− q).
We now relate in this framework, the big q-Jacobi polynomials to those of Askey and Wilson.
Recall that the Askey-Wilson polynomials depend on 4 parameters a1, a2, a3, a4 and satisfy the
recurrence relation (2.39), where
u(AW )n =
1
4
Dn−1Cn, b
(AW )
n =
1
2
(
a1 + a
−1
1 −Dn − Cn
)
, (3.10)
with
Dn =
(1− a1a2q
n)(1− a1a3q
n)(1− a1a4q
n)(1 − gqn−1)
a1(1 − gq2n−1)(1− gq2n)
,
Cn =
a1(1− q
n)(1− a2a3q
n−1)(1− a2a4q
n−1)(1− a3a4q
n−1)
(1− gq2n−1)(1− gq2n−2)
, (3.11)
and g = a1a2a3a4; the initial conditions are the standard ones P0 = 1, P1(x) = x− b0.
Let us consider the following operator
W = τ1ZA+ τ2AZ + τ3A+ τ0I, (3.12)
where A and Z are as above and τ1, τ2, τ3 are arbitrary parameters. W acts tridiagonaly in the
basis {en}:
Wen = (τ1zn−1 + τ2zn + τ3)en−1 + (τ1zn+1 + τ2zn + τ3)un+1en+1 +
(((τ1 + τ2)znbn + τ3) bn + τ0) en, (3.13)
where bn, un coincide with the recurrence coefficients of the big q-Jacobi polynomials (2.36).
Using an appropriate similarity transformation
W˜ = SWS−1, (3.14)
with S diagonal:
Sen = snen, (3.15)
we can bring the operator W˜ in the “monic” form
W˜ = en−1 + b˜nen + u˜n+1en+1, (3.16)
where
b˜n = τ0 + ((τ1 + τ2)znbn + τ3) bn,
u˜n = (τ1zn−1 + τ2zn + τ3)(τ1zn + τ2zn−1 + τ3)un. (3.17)
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If one chooses
c1 = a1a2q
−1, c2 = a3a4q
−1, c3 = a1a3q
−1, τ1 =
1
2a1a2a3(q − q−1)
,
τ2 = −qτ1, τ3 =
1
2a1
, τ0 =
q(a2 + a3) + a2a3(a1 + a4)
2(q + 1)a2a3
, (3.18)
it follows that
u˜n = u
(AW )
n , b˜n = b
(AW )
n (3.19)
and W hence coincides (up to the similarity transformation (3.14)) with the operator giving the
three-term recurrence relation of the Askey-Wilson polynomials.
This is how these polynomials can be obtained by tridiagonalization from the big q-Jacobi poly-
nomials. Note that the Wilson polynomials were derived similarly from the ordinary Jacobi poly-
nomials [GIVZ].
Let us return to the q-oscillator algebra representation with A corresponding to the Jacobi matrix
associated to the big q-Jacobi polynomials and B as in (3.5). Consider the operator C given by
C = A+ µB + λI (3.20)
where λ, µ are arbitrary real parameters. It is clear that C is also tridiagonal and it is readily seen
to act as follows
Cen = V
(1)
n+1en−1 + V
(2)
n en + V
(3)
n en+1, (3.21)
where
V (1)n = 1 + µr2zn−1 − qr2zn, V
(2)
n = r0µ+ λ+ bn(1 + µ(1 − q)r2zn),
V (3)n = (1 + µr2zn+1 − qr2zn)un+1. (3.22)
It is manifest in view of (3.5) that the linear pencil (3.20) is in the class of the operators W that
were obtained above by the tridiagonalization (3.12). It thus follows that linear combinations of
the two generators A and B of the q-oscillator algebra in the tridiagonal representation have the
Askey-Wilson polynomials as eigenfunctions for generic choices of the parameters µ and λ.
4.. Finite-dimensional reductions:
q-Hahn and q-para Krawtchouk polynomials
So far, the operators A and B were assumed to act on infinite-dimensional spaces. This led to
a picture where the big q-Jacobi polynomials showed up as eigenvectors of the operators A and B
and where the Askey-Wilson polynomials arose as eigenvectors of the linear pencil A + µB + λI
with arbitrary parameters λ and µ.
We shall now consider two finite-dimensional reductions. One will have the q-Hahn polynomials
as eigenvectors of the Jacobi matrix A and the q-Racah polynomials as eigenvectors of the pencil
A+ µB + λI. The truncation condition is then the standard one:
c3 = q
−N−1, N = 1, 2, . . . (4.1)
which gives the q-Hahn polynomials as the finite-dimensional companions of the big q-Jacobi poly-
nomials [KLS]. The spectrum of the operator A is in this case exponential:
xs = q
−s, s = 0, 1, . . . , N, (4.2)
in keeping with the results on finite-dimensional irreducible representations of the q-oscillator al-
gebra [MS] according to which the spectrum of any of the operators A or B is a simple geometric
sequence.
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Another possible finite-dimensional reduction leads to orthogonal polynomials that to our knowl-
edge were never considered so far, namely, the q-para Krawtchouk polynomials as eigenvectors of
the matrix A and the q-para Racah polynomials as eigenvectors of operator pencil A + µB + λI.
These are obtained when N is odd under the truncation condition
c1 = c2 = q
−(N+1)/2. (4.3)
The polynomials Pn(x) that are obtained from the big q-Jacobi ones by imposing (4.3) satisfy the
three-term recurrence relation
Pn+1(x) + (1−Dn − Cn)Pn(x) +Dn−1CnPn−1(x) = xPn(x), (4.4)
where
Dn =
(
1− qn−N
) (
1− c3 q
n+1
)
(1− q2n−N )
(
1 + qn−(N−1)/2
) (4.5)
and
Cn = −c3 q
n−(N−1)/2 (1− q
n)
(
1− c−13 q
n−N−1
)
(1− q2n−N )
(
1 + qn−(N+1)/2
) . (4.6)
These polynomials have an unusual spectrum which is the superposition of two exponential sublat-
tices:
x2s = q
−s, x2s+1 = c3q
s+1, s = 0, 1, . . . ,
N − 1
2
. (4.7)
These spectral points are the zeros of the characteristic polynomial PN+1(x):
PN+1(xs) = 0, s = 0, 1, . . . , N. (4.8)
When q → 1, the polynomials Pn(x) tend to the para Krawtchouk polynomials introduced in [VZ1],
which have a spectrum consisting of two uniform sublattices. It is therefore natural to coin the
name q-para Krawtchouk for the polynomials Pn(x).
These two examples of finite-dimensional reduction of the tridiagonal representation of the
q-oscillator algebra can be put in perspective with the general results on the irreducible finite-
dimensional representations of this algebra. (An irreducible representation is one that does not
have an invariant subspace.) It was shown in [MS] that for any irreducible finite-dimensional repre-
sentation of the q-oscillator algebra, the matrices A and B can be cast in the canonical form Ac, Bc
where the matrix Ac is diagonal
Ac =


a 0 0 · · · 0
0 aq−1 0
...
0
. . .
. . .
. . . 0
... 0 aq1−N 0
0 · · · 0 0 aq−N


and Bc is bidiagonal
Bc =


a′ 1 0 · · · 0
0 a′q 1
...
0
. . .
. . .
. . . 0
... 0 a′qN−1 1
0 · · · 0 0 a′qN


,
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with a an arbitrary nonzero real parameter and aa′(1− q) = 1.
The Jacobi matrices A and B that correspond to the q-Hahn polynomials are irreducible and
there thus exists a similarity transformation S that transforms the matrices A and B into Ac and
Bc:
SAS−1 = Ac, SBS
−1 = Bc. (4.9)
The spectrum of the matrix A is in this case xs = q
−s, s = 0, . . . , N implying that the parameter a
in Ac is equal to 1. Note that a is not essential as it can be removed by the trivial automorphism
A→ aA, B → a−1B of the q-oscillator algebra.
For the q-para Krawtchouk polynomials, the spectrum is a combination of two geometric series.
This means that the corresponding representation of the q-oscillator algebra is completely reducible:
it can indeed be brought under a similarity transformation into the direct sum of two tridiagonal
matrices each having, as Ac, single geometric series as spectrum.
5.. Algebraic relations
Consider the 3 operators A,B and Z introduced in Section 3. It is easily verified that they satisfy
the following relations
AB − qBA = I, BZ − qZB = γ1A+ δ1I, ZA− qAZ = γ2B + δ2I, (5.1)
where
γ1 = −
c2(q + 1)
c3q
, δ1 = c2c
−1
3 (c1 + 1) + c2 + 1,
γ2 = −c1c3q(q + 1)(1− q)
2, δ2 = −(q + 1) (c1(c2 + 1) + c3(c1 + 1)) . (5.2)
Note that the first relation in (5.1) is the defining relation of the q-oscillator algebra while the third
relation is equivalent to (3.5).
The algebraic relations (5.1) can be considered as a special case of the Askey-Wilson algebra
introduced in [Z1] (see also [WZ], [T1]):
AB − qBA = γ0Z + δ0I, BZ − qZB = γ1A+ δ1I, ZA− qAZ = γ2B + δ2I (5.3)
with arbitrary parameters γi, δi, i = 0, 1, 2. If γ0γ1γ2 6= 0 the algebra (5.3) can be brought by
appropriate scaling transformations of the operators A,B,Z, to a “canonical” form [T1] with γ0 =
γ1 = γ2 = 1. The algebra (5.3) gives an algebraic description of the Askey-Wilson polynomials [Z1].
The Askey-Wilson algebra is degenerate in the present case because γ0 = 0, it here encodes
the properties of the big q-Jacobi polynomials and will be called the big q-Jacobi algebra. (An
equivalent form of the AW-algebra corresponding to the big q-Jacobi polynomials was considered
in [Ma].) Note that if one puts q = −1 in (5.1), we obtain the anticommutator algebra
AB +BA = I, BZ + ZB = γ1A+ δ1I, ZA+AZ = γ2B + δ2I (5.4)
which was considered in [VZ2]. This last algebra corresponds to the big -1 Jacobi polynomials.
Let us now revisit the algebras that are formed when instead of starting with A, one begins with
L = A+ µB (5.5)
which coincides with the operator pencil (3.20). (No generality is lost by setting λ = 0 since this
parameter simply shifts all eigenvalues.) To L and Z, add the operator M defined by
M = LZ − qZL− ω0I, (5.6)
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where
ω0 = q(q − 1) (c3(c1 + 1) + c1(c2 + 1))− µc
−1
3 (c3(c2 + 1) + c2(c1 + 1)) . (5.7)
We then have
ZM − qMZ = σ1L+ ω1I, MK − qLM = σ2Z + ω2I (5.8)
where
σ1 = c1c2(q
2 − 1)2, ω1 = c2c
−1
3 µ(q
2 − 1) (c3(c1 + 1) + c1(c2 + 1))−
−c1q(q + 1)(q − 1)
2 (c3(c2 + 1) + c2(c1 + 1)) (5.9)
and
σ2 =
µ(1− q)(q + 1)2
q
, ω2 = µ(q
2 − 1)
(
c1c2(c
−1
3 + 1) + c1 + c2 + c3 + 1
)
−
c1c3q(q + 1)(q − 1)
2 −
µ2(q + 1)c2
qc3
. (5.10)
It is then seen that the operators L,M and Z satisfy commutation relations of the type (5.3).
A realization of the generic Askey-Wilson algebra (5.3) is thus obtained from the tridiagonal q-
oscillator algebra representation when the linear pencil L = A+µB is taken as one of the generators.
Tridiagonalization was used in [GIVZ] to arrive at the Wilson polynomials from the Jacobi ones
and it was shown in that reference that the Racah-Wilson algebra can be built from the Jacobi
algebra. The construction of the Askey-Wilson algebra from the linear pencil A+µB of tridiagonal
q-oscillators provides a q-generalization of the results obtained in [GIVZ].
6.. Concluding remarks
Summing up, we have found the most general tridiagonal representations of the q-oscillator
algebra under the assumption that the generators are irreducible. The operators A and B then
correspond to Jacobi matrices of the big q-Jacobi polynomials and the connection with the Askey-
Wilson polynomials has found a natural explanation through tridiagonalization. A conclusion is
that the tridiagonal representations introduced in the context of ASEP model studies [USW] are
generic and that the Askey-Wilson polynomials are the most general ones that can be associated
to an element of the from A+ µB.
Our study raises interesting questions. It should prove worthwhile to study in detail the gener-
alized eigenvalue problem A+ µB + λI = 0 for λ fixed and to determine the biorthogonal rational
functions that are the eigenvectors [DVZ]. Looking for an explicit automorphism that would trans-
form the standard representation with upper and lower subdiagonal matrices into the tridiagonal
one is certainly of relevance. This should bear a relation with the bootstrapping approach to Askey-
Wilson polynomials given in [AA1, AA2]. Finally, what is the relation, if any, between the algebraic
description of the Askey-Wilson polynomials based on the q-oscillator algebra and the one resting
on the rank one DAHA of type (C∨1 , C1)? We hope to report on these questions in the future.
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