Introduction
The problem we consider starts with the following classical result of A.D. Alexandrov [1] : Theorem 1.1. ( [1] ) Let M be a compact smooth hypersurface, without boundary, embedded in R n+1 with the property that the mean curvature (average of principle curvatures, using interior normal) is identically constant. Then M is a sphere.
If M is immersed instead of embedded, the conclusion of the theorem may fail, even in dimension n = 2. Indeed, in 1986, Wente [6] constructed a counter example in case M is an immersed torus, with self intersection, in R 3 . A. Ros [5] in 1987 extended Theorem 1.1 from mean curvature to the elementary symmetric functions of the principal curvatures of M. In 1997 YanYan Li [2] gave some far reaching generalizations including very general symmetric functions of the principal curvatures of M. But here we just mention one of the results -still for the mean curvature.
Theorem 1.2. ([2]) Let M be a compact smooth hypersurface without boundary embedded in
Suppose that at each point x of M the mean curvature H(x) = K(x). Then M is symmetric about some hyperplane
Li then proposed that we consider the more general question in which the condition H(x) = K(x) with K satisfying (1) , is replaced by the weaker, more natural, condition: Whenever (x ′ , a) and (x ′ , b), a < b, lie on M (here x ′ = (x 1 , · · · , x n )) then
Question 1.1. Is it true then that M is symmetric about some hyperplane x n+1 = λ 0 ?
This paper -here we consider only one-dimensional problems -and its sequel, are concerned with this question.
First we recall Alexandrov ′ s argument. It introduces the, now familiar, method of moving planes, and the proof replies on the strong maximum principle and the Hopf Lemma for second order elliptic equations. Here it is: M is the boundary of an open set U in R n+1 . For λ less than, but close to, max M x n+1 , take the part S λ of M lying above (i.e. larger x n+1 ) λ and reflect it in the plane x n+1 = λ. The reflected piece of surface, S ′ λ , lies in U . Decrease λ and continue to reflect S λ so that S ′ λ continues to lie in U . There will be a first value λ 0 of λ, such that one of the two things happen:
(i)S 
Both functions satisfy, near x ′ 0 , the nonlinear elliptic equation expressing the fact that the mean curvature is the constant H,
But by the strong maximum principle it follows from (4) that u ≡ v near x ′ 0 . Applying this argument at other points on M it follows that
This is the desired symmetry.
In Case (ii) we turn the picture around *********** Fig. 1 *********** In these coordinates, call them y, with y 1 = P 1 − x n+1 , we may represent S ′ λ 0 , near P , as the graph of a function u(y ′ ), and the part of M lying in y 1 > 0 as a graph of some v(y ′ ). We have, with some abuse of notation,
, and ∇u(P ) = ∇v(P ).
As before, u and v satisfy the same elliptic equation in y 1 > 0, near the origin. By the Hopf Lemma, u ≡ v near the origin. Then, using the strong maximum principle we extend this fact globally, to conclude the desired symmetry.
In [2] Li uses the moving plane method but makes essential use of the fact that the function K is locally Lipschitz in R n+1 . What happens if, following Alexandrov, we try to use moving planes for the problem where
We are led again to the two cases (i) and (ii) above. Case (i) is easily handled. Here is the picture *********** Fig.2 *********** Again we have two functions u(
. We may still use the strong maximum principle and infer that u ≡ v. at B is ≤ that at A, compares the mean curvature of u and v but at different points, (y 1 , y ′′ ) and (ȳ 1 , y ′′ ) where u(y 1 , y ′′ ) = v(ȳ 1 , y ′′ ), with y 1 ≤ȳ 1 .
Thus we are led to look for a more general form of the Hopf Lemma.
Before stating some results, we point out that the answer to Question 1.1 is false in general, even for a closed curve with interior convex in the x 2 −direction -as the following figures shows. *********** Fig. 4 *********** Here the ends are symmetric to each other, the bottom bump is symmetric, as is the top bump, Even if M is not necessarily symmetric, would the inequality on the mean curvature implies that equality holds in the following sense? Question 1.2. Is it true that (3) implies that for any A, B ∈ M, A n+1 < B n+1 , we must have H(A) = H(B)?
In Section 6 we give a counterexample. However we do not know the answer to Question 1.3. Is the answer to Question 1.2 yes in case we consider A, B ∈ M such that for all 0 < t < 1, tA + (1 − t)B lies inside M ?
In Part II, [3] , we present our results on Question 1.1. We assume that the (embedded) hypersurface is smooth and satisfies Condition S. M stays on one side of any hyperplane parallel to the x n+1 −axis that is tangent to M.
We believe that this should suffice to prove symmetry. However our proof requires a further condition: Condition T. Any line parallel to the x n+1 −axis that is tangent to M has contact of finite order.
Condition T automatically holds in case M is analytic; while Condition S automatically holds in case M is convex.
Our main result is 
for any two points (x ′ , x n+1 ), (x ′ ,x n+1 ) ∈ M satisfying x n+1 ≥x n+1 . Then, if Condition S and Condition T hold, M must be symmetric with respect to some hyperplane x n+1 = constant.
In this paper we restrict ourselves to curves. The main result in Part I is 
Then M is symmetric about some line x 2 = λ 0 . The theorem is proved in Section 3. In Part II, in addition to mean curvature, we also extend Theorem 1.3 to other symmetric functions of the principal curvatures. A number of open problems are also presented there. In Section 7 of this part I we also mention several which are local in nature.
One dimensional model problems
We first looked at some very simple one-dimensional model problems which seemed to us to be of interest. Here is one of them.
Our main hypothesis is : 
and let
as in *********** Fig. 5 *********** Before proving Theorem 2.1, we give a few lemmas. Some of these are not really used in the proof of Theorem 2.1, but seem of interest.
First, a variation of the strong maximum principle.
We assume (7) and By the implicit function theorem, for s close to c, there is a C 2 function t(s) such that
For s close to c, set
Differentiating (11) we finḋ
In terms of g the last equation becomes, by (7),
Now if u(s) = v(s) for some s > 0 then g vanishes there. By the strong maximum principle applied to (12) implies that v ≡ u in a neighborhood of c. By the same argument, u ≡ v in a larger neighborhood, and (10) then follows. Lemma 2.1 is established. Here is another simple uniqueness result; it could be taught in a beginning course on ordinary differential equations. 
and
Note that we assume neitheru ≥ 0 norẇ ≥ 0. Proof of Lemma 2.3. The proof is by obtaining an "explicit" expression for u(t). Multiply (13) by 2u(t) and integrate from some t 0 > 0 to some t > t 0 . We finḋ
Here
Letting t 0 → 0 we see that F (ρ) has a limit as ρ → 0, which we may take to beu(0) 2 . Thus, letting t 0 → 0 we findu
Claim. On (0, c/2),u > 0. For if not, ifu(t 1 ) = 0 for some 0 < t 1 < c/2, we would have, by the local Lipschitz property of f for ρ > 0, that the function u is symmetric about t 1 . But then it would have to vanish at 2t 1 -where u is positive.
Consequently, from (14), we find that
If, on ρ > 0, G(ρ) is such that
Integrating from t 0 > 0 to t > t 0 we obtain
Letting again t 0 → 0 we see that G has a limit at ρ = 0, which we may take to be zero. Thus G(u(t)) = t.
So u(t) is uniquely determined on (0, c/2), since G ρ > 0 for ρ > 0. Then, by the local Lipschitz property of f (ρ) on ρ > 0, it follows that u is unique on (0, c). Lemma 2.3 is proved.
2

Proof of Lemma 2.2. Follow the proof of Lemma 2.3 until (14)
. Similarly we also havė
Let 0 < b < c be any number satisfying
We will prove that
By (14), (16) and the fact thatu > 0 on (0, c), we know thaṫ
Since w(0) = 0 and w > 0 on (0, b), we have, in view of the above,ẇ > 0 on (0, b). Proceed as in the proof of Lemma 2.3, we arrive at
But G ρ > 0 and G(0) = 0, we obtain as before (18). Arguing in the same way we see that u ≡ w on an interval (0, b ′ ), b ′ > b -and then (0, c).
2
The following lemma can be viewed as a variation of the maximum principle.
and (7). Then 
, and let w ∈ C ∞ ( [1, 5] ), with w ′ nonnegative, satisfy w(1) = 0,
See *********** Fig. 6 *********** Proof of Lemma 2.4. Shift v far to the right and then slide it to the left until its graph first touches that of u. If the touching occurs at (c, u(c)) for some 0 < c < b, then u ′ (c) > 0, and therefore, by Lemma 2.1, u and the shift of v must coincide near c. Again by the lemma, the set of points where u ≡ v is open. Since it is closed, we conclude that the shift of v is v itself and u ≡ v. Otherwise, we can slide the shift of v all the way to the origin and we conclude u ≥ v on (0, b).
Proof of Theorem 2.1. (a) We first assume thatu > 0 on (0, b). Because of Lemma 2.1, we may suppose that u(t) > v(t) for t > 0, and we will derive a contradiction. Our proof makes use of the fact that u satisfies some differential equation. Namely, sinceu(t) > 0 for t > 0, we see that for u > 0, t is a C 2 function of u. It follows that we
with f some unknown function which is however continuous in u on [0, u(b)]. The main hypothesis (7) is then equivalent to the following for v:
Thus v is a subsolution of (20) Because of the locally Lipschitz property of f , the usual argument by monotone iterations yields w ǫ . Letting ǫ → 0 one easily obtains a solution w satisfying (20) with
J. Mawhin pointed out to us that the approximation by w ǫ is not necessary. That there is a solution between u and v, even for merely continuous f , is known, see [4] . We now have two positive solutions in (0, c), u and w of (20) with u(0) =u(0) = w(0) =ẇ(0) = 0. By Lemma 2.2, u ≡ w on (0, c), violating u(c) > v(c). Impossible.
(b) We now assume thatv > 0 on (0, b). Let 0 < a < b be any number satisfying
It is easy to see that this would imply u ≡ v on [0, b]. Sincev > 0 on (0, b) it follows, in view of (22), that for every t ∈ (0, a) there is a C 2 function s(t) such that
Set g(t) = s(t) − t, 0 < t < a,
If u(t) = v(t) for some 0 < t < a, then g vanishes there and, as before, g ≡ 0 on (0, a) which in turn implies (23). Thus we may assume that u > v on (0, a), and we will derive a contradiction.
Since v ′ > 0 on (0, b), we may, as before, write
where f is some unknown continuous function on [0, lim s→b − v(s)). By our main hypothesis (7), in view of (22),ü ≤ f (u) on (0, a).
As before there exists a solution w of (25) lying between u and w, with
By Lemma 2.2, u ≡ w on [0, a], violating u(a) > v(a). Theorem 2.1 is established.
3 Proof of Theorem 1.4
We first give the main lemma for the proof of Theorem 1.4.
Assume whenever u(t) = v(s) for 0 < t < s < b we haveü (t)
Then
Proof. We will only prove it under "u(t) > 0,v(t) ≥ 0 for 0 < t ≤ b". The changes needed when assuming instead "u(t) ≥ 0,v(t) > 0 for 0 < t ≤ b", are similar to those in the proof of Theorem 2.1. We start as in the proof of Theorem 2.1. u satisfies an equation of the formü
with some unknown function f which is however continuous on (0, u(b)]. Our condition (26) means thatv
Multiply (28) byu, we find that
where F is such that F u = f (u).
Integrating this from t 0 to t, t 0 > 0, we find
Letting t 0 → 0 we see that F (u) has a limit at u = 0, which we may take to be zero. Thus
Next, multiplying (30) byv ≥ 0 we obtain
Since F (0) = 0, we find, on integrating,
Thus, sincev ≥ 0,v
But (30) and (31) imply that
Sinceu > 0 for t > 0, by the implicit function theorem, there is a C 1 function t ≤ s such that u(t(s)) = v(s).
Thus if g = s − t ≥ 0, we have by differentiating,
From (32) it follows thatu
i.e. g ′ ≤ 0. Since g(0) = 0 and g ≥ 0, it follows that g ≡ 0 -which implies (27).
Proof of Theorem 1.4. Condition S implies that there are just two lines parallel to the x 2 −axis which are tangent to M. We carry out the moving plane method as described in Section 1 except that we define λ 0 to be the first value of λ, as we decrease it, such that for any λ < λ 0 , S ′ λ does not lie in U . We then obtain as in Section 1, cases (i) and (ii). If Case (i) happens, then it can be treated as described there, but with some difference: flat vertical segments may occur, though we still obtain symmetry. See picture below. *********** Fig. 7 *********** Now we look at Case (ii). There is a common tangency point of S
and M such that if we rotate the figure it looks as follows, with coordinates t and y and, due to Condition S, the curves lie above the t−axis.
*********** 
Let v be a C 2 function on an interval (α, β) which is C 1 in the closure and satisfies Proof of the equivalence of Lemma 4.1 and Lemma 4.1 ′ . Let U(t) = u(−t) and V (t) = v(t).
Proof of Lemma 4.1. Reflect v about α: Set w(t) := v(2α − t), 2α − β < t < α.
Shift w far to the right and then slide it to the left until the graph first touches that of u. If the touching occurs at (c, u(c)) for some a < c < b, then, by Lemma 2.1, the shift of w coincides with u neat c, which in turn implies that they coincide everywhere and v is a reflection of u as desired. Sinceẇ(β) =v(α) = 0 whileu > 0 on (a, b), there are only two possibilities: The above situation does not occur but the touching occurs at (a, 0) or at (b, u(b)). If the touching occurs at (a, 0), then we must havev(β) = 0 sincė u(a) = 0. By Theorem 2.1 and Lemma 2.1, the two graphs must be identical near the origin. Impossible. If the touching occurs at (b, u(b)), then we must haveu(b) = 0 since we know thatv(α) = 0. Let w denote the shift, and we know, for some ǫ > 0, that
Turning the picture upside down, and applying Theorem 2.1, we again get a contradiction. More precisely, let
Applying Theorem 2.1 to U and V leads to U ≡ V near the origin, i.e. u ≡ w near b. Impossible. Lemma 4.1 is established. 
Finally, assume that
then v is simply a reflection of u and v(α) = u(b).
Proof of the equivalence of Lemma 4.1 and Lemma 4.1 ′′ . Let V (t) = −u(−t) and
Let a be the first point where u achieves its maximum and assume thaṫ
Assume furthermore (main condition) that
Conclusion: u is symmetric about b/2 and
Note that we do not assume thatu(b) = 0. Here is an example showing that if condition (38) is weakened tou ≥ 0 on (0, a), then u need not be symmetric. Here u on (4, 5) is the reflection of u on (0, 1). *********** Fig. 11 *********** Proof of Theorem 4.1. Let b 1 be the last value of t where u assumes its maximum. By Lemma 4.1 , b 1 = b − a and
for α < t < β.
Since u(t) = u(b − t) on (0, a), it follows from the main condition, that if t ≤ a < s and u(t) = u(s) thenü(t) = u ′′ (s). Thus for s on (α, β) we can find unique t(s) on (0, a) such that u(t(s)) = u(s).
This is impossible, since u ′ (β) = 0, whileu(t(β)) > 0. Theorem 4.1 is proved.
General second order operators
In this section we extend various results to nonlinear second order ordinary differential equations. We consider
and we study nonlinear second order differential operator K(u,u,ü). It is elliptic because of (41). The first result is an extension of Lemma 2.1.
Proof. Suppose u(c) = v(c) for some 0 < c < b. Then, by (42),
By the implicit function theorem, for s close to c, there is a C 2 function t(s) such that
Set, for s close to c, g(s) = s − t(s),
Differentiating (45) we finḋ
Thus, for some functions c 1 (s) and c 2 (s), we havė
Using (41) and the above, we obtain, via the mean value theorem,
Now if u(s) = v(s) for some s > 0 then g vanishes there. By the strong maximum principle applied to (12) implies that v ≡ u in a neighborhood of c. (44) follows immediately. Lemma 5.1 is established.
2
The second result is an extension of Lemma 2.4.
and (43). Then
Proof. The proof is essentially the same as that of Lemma 2.4. The only difference is to use Lemma 5.1 instead of Lemma 2.1.
2
The third result is an extension of Lemma 2.3.
Lemma 5.3. Let u and w be positive C 1,1 functions in (0, c), belonging to C 1 ([0, c)), and both satisfying
.
Assume in addition that K ′ is even, and assume that f (ρ) is locally Lipschitz for ρ > 0 (not necessarily on ρ ≥ 0). Then u ≡ w.
Proof. The proof is similar to that of Lemma 2.3. Multiplying (47) byu we find that
where
As in the proof of Lemma 2.3, we haveu > 0 on (0, c 2
). Since K ′ > 0, we see that
Thus F (u(t)) > 0, for 0 < t < c 2 .
It follows thatu
If, on ρ > 0, H(ρ) is such that
,
Letting again t 0 → 0 we see that H has a limit at ρ = 0, which we may take to be zero. Thus H(u(t)) = t.
So u(t) is uniquely determined on (0, c/2), since H ρ > 0 for ρ > 0. Then, by the local Lipschitz property of f (ρ) on ρ > 0, it follows that u is unique on (0, c). Lemma 5.3 is proved.
The fourth result is an extension of Lemma 2.2. Here we do not assume that K ′ is even.
Lemma 5.4. Let K satisfy (48), and let u and w be positive C 1,1 functions on (0, c),
Proof. Follow the proof of Lemma 5.3 until (52). In a similar way we also have
Let 0 < b < c be any number satisfying (17). We only need to prove (18). By (52), (54) and the fact thatu > 0 on (0, c), we know that
Since w(0) = 0 and w > 0 on (0, b), we haveẇ > 0 on (0, b). Proceeding as in the proof of Lemma 5.3, we arrive at
But H ρ (ρ) > 0 for ρ > 0 and H(0) = 0, we obtain (18). Lemma 5.4 is established.
The fifth result is an extension of Lemma 3.1.
Lemma 5.5. Let K satisfy (48), and let, for some
Proof. The proof is similar to that of Lemma 3.1. We will only prove it under "u(t) > 0,v(t) ≥ 0 for 0 < t ≤ b", since the changes needed when assuming instead "u(t) ≥ 0,v(t) > 0 for 0 < t ≤ b" are similar to those in the proof of Theorem 2.1. We start as in the proof of Theorem 2.1. u satisfies (47) for some unknown continuous function f on
Multiply (47) byu; we find (49) with G given by (50). (52) still holds, so does (53).
Multiplying (57) byv ≥ 0 we obtain
Since (53) still holds, and sincev ≥ 0, we have
Thus, also in view of our choice of setting F (0) = 0, we find by integrating
Because of the the second inequality in (53), (52) and (58) imply that (32), and the rest of the proof follows exactly as the arguments after (32) in the proof of Lemma 3.1. Lemma 5.5 is established.
The sixth result is closely related to Lemma 4.1. 
Suppose that whenever u(t) = v(s) for some α < s < β we have d dt (K(u(t))) ≤ d ds (K(v(s)))) .
Then v is a reflection of u: v(t) ≡ u(c − t) where c = b + α = a + β. In particular, v(α) = u(b). Proof of Lemma 5.6. Follow the proof of Lemma 4.1 and make the following changes: Change "by Lemma 2.1" to "by Lemma 5.1"; change " by Theorem 2.1 and Lemma 2.1" to "by Lemma 5.5"; change "applying Theorem 2.1" to "applying Lemma 5.5". 
Counter examples
We will give an example showing that the answer to Question 1.2 on page ? is no.
First, we present a function u on (0, 4). *********** Fig Namely take the curve u above and round it off on the bottom in a symmetric way. *********** Fig. 13 ***********
Open problems in higher dimension
The problems are related to Theorem 2.1 and to Lemma 2.2, 2.3. For convenience, we will denote the independent variables by (t, y), t nonnegative, y in R n−1 . The functions we consider are defined in the closure of the half ball B + := {(t, y) | t 2 + |y| 2 < R 2 , t > 0}.
The first question is related to Theorem 2.1. 
Assume the main condition:
whenever u(t, y) = v(s, y) for t < s, then ∆u(t, y) ≤ ∆v(t, y) holds.
Question: Is u ≡ v?
Problem 7.2. Let u and v be C ∞ in the closure of B + and positive in B + , and satisfy ∆u = f (y, u), ∆v = f (y, v) and satisfying (67) . Concerning f , we assume that it is continuous in u ≥ 0, smooth in y there, and it is smooth in (y, u) where u > 0.
In Part II we prove the answer is yes, but under additional assumptions, that u and v vanish of finite order in t at the origin and that u ≥ v.
Problem 7.3. Is the answer to Problem 7.2 yes if we add the hypothesis that u t > 0 when t > 0?
