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    Seznam uporabljenih kratic 
HOG histogram orientiranih gradientov (angl. Histogram Of Oriented 
Gradients) 
SVM metoda podpornih vektorjev (angl. Support Vector Machine)  
CNN konvolucijsko nevronsko omrežje (angl. convolutional neural 
network) 
SURF metoda pospešenega luščenja značilk (angl. Speeded Up Robust 
Features) 
SIFT neobčutljiva metoda detekcije na velikost objekta (angl. Scale-
Invariant Feature Transform) 
SINet neobčutljivo konvolucijsko umetno nevronsko omrežje (angl. Scale 
Insensitive CNN) 
YOLO metoda detekcije z enkratnim preletom (angl. You Only Look 
Once) 




V diplomskem delu se posvetimo problemu detekcije avtomobilov v slikah na 
način, da udejanjimo in ovrednotimo lasten detektor vozil. Detektor udejanjimo s 
pomočjo deskriptorjev histograma orientiranih gradientov (angl. Histogram Of 
Oriented Gradient – HOG) in razvrščevalnika podpornih vektorjev (angl. Support 
Vector Machine – SVM). Za namene primerjave delovanja razvitega detektorja 
udejanjimo še kaskadni razvrščevalnik Haar, primerjavo pa ovrednotimo s krivuljo 
natančnosti priklica (angl. precission-recall curve). 
V uvodnem delu najprej predstavimo sorodna dela, ki predstavljajo zgodovino 
razvoja metod za detekcijo vozil v slikovnih podatkih, ter grobo primerjavo med 
njimi. Opis nadaljujemo s poglavjem, ki predstavi teoretične osnove nekaterih nujno 
potrebnih delov za detekcijo objekta na sliki, v poglavju s teorijo pa se osredotočimo 
zgolj na postopke in metode učenja, ki so potem tudi uporabljeni pri implementaciji 
lastnega detektorja. 
V nadaljevanju diplomskega dela je najprej opisan postopek luščenja 
deskriptorjev s histogramom orientiranih gradientov v kombinaciji z 
razvrščevalnikom podpornih vektorjev. Druga metoda pa predstavlja implementacijo 
in detekcijo s pomočjo kaskadne metode Haar.  
V drugem delu podajamo postopek izvedbe detektorja. Opišemo in prikažemo 
pridobitev podatkovne zbirke, uporabo postopka HOG za pridobitev značilk, učenje 
detektorja SVM in uporabo detektorja. Poleg tega prikažemo, kako različni parametri 
vplivajo na uspešnost detekcije in odvisnost predobdelave vzorcev na detekcijo. V 
zaključku naloge pa podajamo primerjavo med metodami v uspešnosti in hitrosti 
detekcije objekta. 
 
Ključne besede: zaznavanje in detekcija avtomobilov, deskriptor, 




This diploma paper focuses on the problem of vehicle detection in images with 
a development and evaluation of a new vehicle detector. The vehicle detector uses 
the descriptors of a histogram of oriented gradient (HOG) and the support vector 
machine (SVM) classifier. To compare its functioning to the functioning of a 
working detector, the Haar cascade classifier is used and the results are evaluated 
with the precision-recall curve. 
The introduction starts off with a presentation of similar works that detail the 
history of developing methods for detecting vehicles in image data and a rough 
comparison between them. This description is followed by a chapter on theoretical 
bases of some integral parts for detecting an object in an image. The theoretical 
chapter only focuses on the processes and methods of learning, which are later used 
in the implementation of the new detector. 
In the next part of the diploma paper, the process of extracting descriptors via 
the histogram of oriented gradient in combination with the support vector machine 
classifier is described. The other implemented method is the implementation and 
detection with the help of the Haar cascade method. 
 The second part focuses on the detector’s developmental process. It includes a 
description and demonstration of the acquisition of the database, the use of the HOG 
process for the acquisition of attributes, the learning process of the SVM detector, 
and the use of the detector. This is followed by a description of the influence of 
different parameters on successful detection and the effect of pre-treatment on 
detection. The paper then concludes with a comparison of methods based on the 
effectiveness and the speed of object recognition. 
 
Key words: car recognition and detection, extraction of features, SVM 





Povečanje zastojev na avtocestah, glavnih vpadnicah v mesta in težave, 
povezane z obstoječimi detektorji, so povzročili zanimanje za nove tehnologije 
zaznavanja vozil, kot je obdelava videoposnetkov. Takšni sistemi sicer že obstajajo 
in so tudi v uporabi, vendar z novo in boljšo tehnologijo prihajajo boljše in hitrejše 
tehnike detekcije. Pri tem je največja težava izvedba detekcije v stvarnem času, da ne 
bi potrebovali super računalnika.  
Zaznavanje predmetov oz. objektov se lahko uporablja za različne namene. 
Dober primer tega je zaznavanje pešcev, prometnih znakov, voznega pasu ali kar 
zaznavanje vozila. Sposobnost odkrivanja predmetov, povezanih s prometom, 
omogoča nadaljnje izboljšanje stanja prometnih tokov, preprečitev prometnih nesreč 
ali celo prepoznati kršitve in kazniva dejanja, kot so ukradena vozila, ali prekoračitev 
hitrosti [1]. To je še posebej pomembno, ker število uporabnikov osebnih 
avtomobilov nenehno narašča. 
Ljudem je dokaj enostavno prepoznati vozila na sliki, videoposnetku ali pa 
razlikovati med različnimi tipi avtomobilov. Za računalnik pa to predstavlja velik 
problem. Detekcija je močno odvisna od vrste podatkov. Svetlobni pogoji in vreme 
so eden glavnih izzivov, ravno tako splošna kakovost slik ali videa. Vozila prihajajo 
v različnih oblikah, barvah, nekateri modeli pa so morda celo nekoliko podobni. 
Kljub temu obstajajo številne tehnike in metode za odkrivanje in razvrščanje vozil, ki 
pa se na področju računalniškega vida in strojnega učenja nenehno razvijajo.  
V diplomskem delu smo tako začeli raziskovati problematiko in primerjavo 
dveh metod detekcije avtomobila. Najprej se izvedejo vsi postopki predobdelave 
vzorcev v podatkovni zbirki in tehnika luščenja deskriptorjev, ki pa predstavlja 
podlago za učenje. Učenje in uporaba metode HOG (angl. Histogram Of Oriented 
Gradient – HOG) z razvrščevalnikom podpornih vektorjev SVM (angl. Support 
Vector Machine) ter implementacija kaskadnega razvrščevalnika Haar (angl. Haar 
cascade) nam podajo rezultate, ki so nato podvrženi primerjavi. Poleg glavnega 
namena naloge, ki se izraža v učenju in uporabi razvrščevalnika podpornih vektorjev 
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ter implementaciji kaskadnega razvrščevalnika Haar, je pomembno, da detektor kar 
se da točno poišče objekt in ga razvrsti v razred. Izvedba tega postopka je mogoča le, 
če se izvede vmesni korak, pri katerem spreminjamo parametre luščenja 
deskriptorjev HOG, pri Haarovi kaskadi pa s spreminjanjem drugih dveh parametrov: 
skalirnega faktorja in števila sosednjih detekcij. 
1.1 Cilji diplomskega dela 
Cilj diplomskega dela je implementirati detektor objektov, bolj natančno 
avtomobilov, s pomočjo tehnike luščenja deskriptorjev HOG in razvrstiti objekte v 
dva razreda s pomočjo razvrščevalnika SVM. Bolj podrobno so cilji naslednji: 
 
 izvesti detektor razpoznavanja objektov in klasifikacijo v dva razreda: 
avtomobili in ozadje; 
 izvesti luščenje deskriptorjev s pomočjo metode HOG na podatkovni zbirki 
in naučiti linearni razvrščevalnik SVM; 
 uporabiti tehniko drsečega okna (angl. sliding window) in razvrščevalnika 
SVM za iskanje avtomobila na sliki; 
 implementirati kaskadni razvrščevalnik Haar; 
 prikazati vpliv spreminjanja parametrov za obe metodi; 
 pridobiti koordinate avtomobila za kasnejšo uporabo in ga označiti z 
ustreznim okvirčkom; 
 oceniti uspešnost in hitrost detekcije; 
 primerjati dve različni metodi v uspešnosti in hitrosti. 
1.2 Struktura diplomskega dela 
Diplomsko delo je razdeljeno na pet poglavij. V prvem delu podamo 
motivacijo za delo, predstavimo strukturo dela in definiramo cilje naloge. V drugem 
poglavju predstavimo nekatera dela s področja detekcije avtomobilov. Vsebuje tako 
dela, ki temeljijo na tehniki luščenja deskriptorjev, kot tudi dela, kjer se izvaja 
detekcija s pomočjo nevronskih mrež. Pri nekaterih delih podajamo rezultat 
uspešnosti in hitrosti detekcije.  
V tretjem delu podamo metodologijo dela, prikažemo osnovne teoretične 
koncepte pri detekciji avtomobilov in opišemo metode za ovrednotenje rezultatov. 
Najprej opišemo podatkovno zbirko, kakšno zbirko sploh potrebujemo, kako jo ločiti 
Abstract 3 
 
na testni in učni del in zakaj je to sploh potrebno. Nadaljujemo z vplivom 
predobdelave vzorcev in razlago uporabljenih metod. Prikažemo tudi potek luščenja 
deskriptorjev s pomočjo tehnike HOG in učenje razvrščevalnika SVM s tehniko 
drsečega okna. Poleg metode HOG z razvrščevalnikom SVM podamo tudi teoretično 
ozadje kaskadnega razvrščevalnika Haar. 
Četrti del vsebuje implementacijo metode HOG z razvrščevalnikom SVM. 
Opišemo izbrano podatkovno zbirko, ki mora vsebovati zadostno količino vzorcev. 
Vzorci morajo biti tako avtomobili kot tudi ozadje (negativni vzorci). Nadalje se je 
izbralo prave parametre metode HOG, da je bilo sploh možno luščenje deskriptorjev. 
Značilke smo nato uporabili za učenje razvrščevalnika SVM. Ko je bil 
razvrščevalnik naučen, smo s pomočjo tehnike drsečega okna detektirali avtomobil 
na sliki. Isto testno podatkovno zbirko smo nato uporabili pri testiranju kaskade 
Haar. Metodo Haar smo pred tem tudi implementirali s pomočjo prednapisanih 
knjižnic. Na koncu smo rezultate uspešnosti in hitrosti detekcije primerjali med 
seboj, le-te pa tudi prikazali.  
V zadnjem, petem poglavju podajamo sklep naloge z opisom hipotez, 
ugotovitev in pridobljenih rezultatov. Podajamo tudi omejitve raziskave in prihodnje 
možnosti raziskovanja. 
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2  Sorodna dela 
V tem poglavju je predstavljena obstoječa literatura o odkrivanju objektov na 
sliki oziroma bolj natančno detekciji vozil na sliki v kombinaciji z različnimi 
metodami iskanja. Dela so opisana kronološko, od starejših, velikokrat manj 
natančnih in počasnejših, do metod, uporabljenih v sedanjem času. Prva opisana dela 
opisujejo tehnike luščenja deskriptorjev z metodami HOG, Haar in SIFT (angl. Scale 
Invariant Feature Transform) in razvrščanje s pomočjo metode SVM. Opis 
nadaljujemo z nevronskimi mrežami, kjer je ena izmed novejših, bolj natančnih in 
predvsem hitrejših metod YOLO (angl. You Only Look Once). Na koncu 
predstavimo še najnovejše delo, detekcijo vozil z neobčutljivim kovolucijskim 
umetnim nevronskim omrežjem – SINet (angl. scale insensitive CNN). 
Naloga detekcije vozil in klasifikacije ima več možnih rešitev. Prva je uporaba 
metod luščenja deskriptorjev s pomočjo metod SURF (angl. Speeded Up Robust 
Features), SIFT in HOG. Druga možnost pa je uporaba umetnih nevronskih omrežij. 
Rešitve s pomočjo luščenja deskriptorjev so na nižji ravni, saj so odvisne od 
predobdelave slik (podatkovne zbirke) in pravilne izbire parametrov. Pri teh metodah 
je to ključno za dobro, uspešno in občutljivo končno detekcijo. Prav zaradi velikega 
vpliva človeka na končno detekcijo so se razvijale in posodabljale metode z 
umetnimi nevronskimi omrežji. Čeprav prva metoda sega že v davno leto 1990, pa je 
preboj na področju nevronskih mrež nedavno dosegla mreža AlexNet [2], ki je tudi 
zmagala na tekmovanju vizualnega prepoznavanja objektov v velikem obsegu s 
pomočjo podatkovne zbirke ImageNet (angl. ImageNet Large Scale Visual 
Recognition Competition – ILSVRC [3]). To je tekmovanje, kjer je cilj razviti boljšo, 
natančnejšo in hitrejšo metodo zaznavanja, segmentacije in klasifikacije objektov. 
Poleg tekmovanja poudarja ključne preboje v razpoznavanju objektov, podaja 
podrobno analizo trenutnega stanja na področju klasifikacije objektov ter predlaga 
prihodnje usmeritve in izboljšave. 
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2.1 Detekcija vozil z uporabo metod luščenja deskriptorjev 
V delu [4] so avtorji predstavili detekcijo vozil z metodo SIFT in vrečo besed 
(angl. bag of words – BoW). Za razvrščevalnik so uporabili linearni SVM. Najprej so 
pristopili s tehniko odštevanja ozadja (angl. background substraction), nato so sliko 
segmentirali in na koncu uporabili metodo SIFT za luščenje deskriptorjev. Pri 
vrednotenju uspešnosti pa so združili obe metodi, SIFT in BoW. 
Ma in Grimson [5] sta prejšnjo metodo nadgradila z več ključnimi 
spremembami, prilagojenimi klasifikaciji vozil, kot je deskriptor za robne točke. V 
nekaterih drugih delih [6] pa je uporaba simetrične metode SURF (angl. Speeded-Up 
Robust Features) pripomogla k izboljšavi detekcije. Ideja je bila, da vhod vsebuje 
simetrične objekte. Na koncu se je ta metoda izkazala za zelo dobro pri detekciji v 
realnem času. 
Ramadhani, Minarno in Cahyono [7] so predstavili štetje vozil na podlagi 
videofilma. Uporabili so t. i. Haarovo kaskado, ki predstavlja razvrščevalnik, 
predlagan s strani Viole in Jonesa ter temelji na učenju z algoritmom AdaBoost. 
Testiranje so izvedli na osmih posnetih videofilmih v realnem svetu. Vsak video je 
bil posnet pod koti 30–50° in pod različnimi pogoji. Za učenje klasifikatorja s 
knjižnico OpenCV so uporabili 1000 slik vozil in 200 slik, ki predstavljajo ozadje. 
Slike avtomobilov so ročno izrezali iz slike, posnete z nadzorno kamero, na velikost 
30 × 30 slikovnih elementov. Uspešnost detekcije so merili s krivuljo natančnost-
priklic (angl. Precision-Recall). Za hitrejše delovanje so si izbrali območje uporabe, 
ki je obsegalo vožnjo v eno smer. Štetje so implementirali glede na pozicijo vozila v 
območju uporabe. Trenutno pozicijo vozila so primerjali s prejšnjo pozicijo, ki pa je 
podala gibanje vozila. Ko se je vozilo gibalo v pravo smer in prevozilo določeno 
mejo, so dobili prevoz območja. Na koncu so rezultati prikazali zelo natančno 
detekcijo, ki je bila v povprečju 0,986 za priklic in 0,978 za natančnost. 
2.2 Uporaba umetnih nevronskih omrežij 
V naslednjem delu [8] je predstavljen YOLOv3. Ta predstavlja že tretjo 
izboljšano verzijo algoritma. YOLO je eden najnovejših pristopov zaznavanja 
objektov. Prejšnja dela so zahtevala predobdelavo podatkov in luščenje 
deskriptorjev, tukaj pa to ni potrebno, saj celo sliko razdeli na mrežo poljubne 
velikosti. V vsaki celici mreža išče objekt in poda oceno, koliko je možnosti, da se ta 
objekt nahaja v tej celici. To omogoča, da se detekcija izvede v enem poskusu in 
takoj prikaže najdeni objekt. Zelo velik napredek se je videl v tem, da lahko model 
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obdeluje 45 slik/sekundo, Fast YOLO pa celo osupljivih 155 slik/sekundo v realnem 
času. Pri tem je treba poudariti, da YOLO povzroča več napak pri detekciji objekta, 
vendar je manj verjetno, da ne bi napovedal objekta. 
V delu [9] raziskovalci predstavijo postopek detekcije, ki temelji na umetnem 
konvolucijskem nevronskem omrežju (CNN). Obstaja veliko različic in nadgradenj 
tega postopka, vendar vse temeljijo na umetnem konvolucijskem nevronskem 
omrežju. Kljub temu da omogočajo hitro in natančno detekcijo, pa ti algoritmi trpijo 
za problemom, ki ga povzročajo konvolucijske funkcije, tj. občutljivost na velikost 
objekta. Zaradi tega so razvili metodo SINet za detekcijo v realnem času, ki ni 
občutljiva na velikost objekta. S tem so dosegli dobro natančnost in hitro obdelavo s 
37 slikami/sekundo oz. obdelavo slike v 27 ms. Povprečna natančnost je bila 90-
odstotna pri izbrani meji 0,7 za izračun preseka unije (angl. Intersection over Union). 
V primerjavi z ostalimi 18 metodami je bila ta metoda hkrati najhitrejša in najbolj 
natančna. To lahko trdimo, čeprav je metoda YOLO hitrejša, vendar je manj 
natančna (60-odstotna). Testi so se izvajali nad vzorci iz podatkovne zbirke KITTI. 
2.3  Zaključek 
V tem poglavju je podan pregled obstoječih rešitev na področju zaznavanja 
objektov. Poleg tega sta opisani dve vrsti pristopa detekcije vozil: detekcija z metodo 
luščenja deskriptorjev in pristop z umetnimi nevronskimi omrežji. Metode luščenja 
deskriptorjev so odvisne od natančnosti priprave podatkovne zbirke in luščenja 
deskriptorjev s pomočjo metod HOG, SURF, SIFT. Poleg tega je tukaj kar nekaj 
parametrov, ki so ključni za natančno in hitro detekcijo. Prav to je tudi eden izmed 
razlogov, da se vedno več raziskovalcev odloča za umetna nevronska omrežja (CNN 
[10], YOLO [11] …) in njihove izpeljanke. Pri tem pa veliko pripomore tudi čas 
procesiranja ene slike. 
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Kljub prej omenjenim opaznim izboljšavam v luščenju deskriptorjev in učenju 
detektorja je iskanje objektov na sliki velik in zahteven izziv. V primeru iskanja 
avtomobila, na katerega se osredotoča ta naloga, se težavnost kaže v različnih 
položajih in velikostih avtomobila. Po vrhu pa sta še slabi osvetlitev in kakovost 
slike. V takih scenarijih je metoda HOG pogosta izbira. Druga prednost pa je ta, da 
imamo popoln nadzor nad detekcijo objekta.  
Preden pridemo do detektiranega objekta, ki ga kamera zajema prek senzorjev, 
je treba obdelati več korakov razpoznavanja vzorcev. Na sliki 3.1 vidimo postopke, 
ki bodo opisani v naslednjih poglavjih. Postopek se po grobi opredelitvi deli na 
učenje in testiranje detektorja, drugi del pa predstavi uporabo naučenega detektorja 
na realnih posnetkih/slikah in ovrednotenje rezultatov. 
Prvi korak pri učenju klasifikatorja je pridobitev učne zbirke, na kateri se uči 
razlikovati med slikami avtomobilov in drugih objektov. Ko je zbirka zbrana, sledi 
predobdelava slikovnih vzorcev, kjer skaliramo vzorce na določeno velikost in 
pretvorimo vzorce v sivinske slike. V naslednjem koraku ločimo podatkovno zbirko 
v dve množici, testno in učno. Predobdelane vzorce iz učne množice se nato podvrže 
postopku luščenja deskriptorjev z metodo HOG, kjer kot izhod dobimo vektorje 
značilk. Ti nam nato predstavljajo vhod v razvrščevalnik SVM, kjer razvrščevalnik 
naučimo ločevati med pozitivnimi in negativnimi vzorci. Kot zadnji korak pri učenju 
razvrščevalnika izvedemo razvrščanje in testiranje detektorja nad vzorci iz testne 
množice.  
V fazi uporabe naučenega detektorja vozil se z ustreznim senzorjem zajame 
slika opazovane scene in določi območje, ki ga želimo podrobneje opazovati za 
namene detekcije vozil. V naslednjem koraku določimo velikost drsečega okna, ki 
»drsi« čez celotno sliko in išče objekt s tehniko luščenja deskriptorjev. Značilke se 
nato uporabi pri razvrščevalniku SVM, ki udejanji klasifikacijo objekta v dva 
razreda, 𝑎𝑣𝑡𝑜𝑚𝑜𝑏𝑖𝑙 ali 𝑜𝑧𝑎𝑑𝑗𝑒. Po obdelavi se lahko detekcijo uporabi za različne 
namene, kot so štetje vozil, prepoznava nesreče itn. 
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Posamezne komponente in koraki pri razvoju in testiranju detektorja so 
predstavljeni v nadaljevanju. 
 
Slika 3.1: Postopki implementacije detektorja 
3.1  Podatkovna zbirka 
Pri postopkih, ki bazirajo na luščenju deskriptorjev, je eden ključnih korakov 
pravilna izbira podatkovne zbirke vzorcev. Podatkovna zbirka mora vsebovati 
zadostno količino vzorcev, za boljšo detekcijo pa je priporočljivo, da so prikazani 
objekti na vzorcih pod enakim kotom. Tukaj ima predvsem veliko težnost, kje in 
kako želimo razpoznati avtomobile.  
Vzorci se delijo na pozitivne, ki prikazujejo objekt, v tej nalogi avtomobil (glej 
sliko 3.2 a), in pa na negativne, ki prikazujejo ozadje (glej sliko 3.2 b). 
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Slika 3.2: Pozitivni primer vzorca (a) in negativni primer vzorca (b)1 
Izbira, kako bomo izvajali detekcijo avtomobila, vpliva na podatkovno zbirko, ki 
nam omogoča učenje detektorja. Če na primer želimo razpoznati avtomobil s prednje 
strani, moramo imeti tudi vzorce prilagojene temu, prikazane avtomobile od spredaj. 
Detekcija z zadnje strani je pri učenju detektorja z vzorci s prednje strani avtomobila 
brezpredmetna. Prav tako se vzorci razlikujejo, če želimo razpoznati avtomobil iz 
kamere, postavljene na armaturni plošči (slika 3.3). Druga pomembna stvar je 
uporaba iste ali podobne podatkovne zbirke vzorcev za učenje in testiranje. 
Načeloma velja, da večja količina vzorcev pri učenju pripomore k večji uspešnosti 
detekcije. Pomembno pri tem je še to, da imamo v učni množici približno enako 
količino pozitivnih in negativnih primerov slik. 
 
Slika 3.3: Dva primera uporabe detekcije vozil. Odvisno od izbire detekcije se spreminja tudi podatkovna 
zbirka2 
Vsak vzorec ima poleg slike še anotacijo (angl. annotations), kjer so zapisani 
podatki o posameznem objektu (slika 3.4). Anotacija opisuje, v kateri razred spada, 
kdaj in kje je bila posneta slika, ali je bila ročno obdelana, najbolj pomemben 
podatek pa so koordinate okvirčka (angl. bounding box), ki nam povedo, kje se 
                                               
1 Preneseno iz https://storage.googleapis.com/openimages/web/download_v4.html. 
2 Preneseno iz https://github.com/TusharChugh/Vehicle-Detection-HOG. 
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nahaja avtomobil. Če je na sliki več avtomobilov, se tudi anotacija sorazmerno 
poveča. Anotacije so lahko kot dodatek v različnih oblikah zapisa. Nekateri primeri 
so datoteke XML, navadno besedilo, datoteka java skript – json … 
 
Slika 3.4: Prikaz anotacije v tekstovni datoteki, ki so podane poleg vzorca v podatkovni zbirki 
Slika 3.4 prikazuje primer anotacije, ki opisuje avtomobile na enem vzorcu. 
Prvi stolpec pove, za kateri razred gre, naprej pa so podane koordinate okvirčka 
avtomobila na vzorcu. Od leve proti desni si sledijo točke XMin, Xmax, YMin, 
Ymax, ki opisujejo dve točki. Prva in tretja vrednost predstavljata levo zgornjo točko 
okvirčka, druga in zadnja vrednost pa predstavljata desno spodnjo točko okvirčka.  
3.2  Predobdelava vzorcev 
Barvna slika oz. slikovni element (piksel, angl. pixel) je sestavljen iz 
kombinacij treh glavnih barv modela RGB (rdeče, zelene in modre oz. angl. red, 
green, blue). Vsaka barvna komponenta slikovnega elementa je opisana z vrednostmi 
med 0 in 255 (oz. z osmimi biti). To pomeni, da ima vsak slikovni element barvne 
slike velikost 24 bitov, vsak element sivinske slike pa osem bitov. V našem postopku 
najprej barvno sliko pretvorimo v sivinsko sliko (slika 3.5) in se s tem znebimo 
informacij, ki so nepomembne za razpoznavanje vzorcev. 
 
Slika 3.5: Prikaz sivinske slike3 
                                               
3 Modificirana iz zbirke https://storage.googleapis.com/openimages/web/download_v4.html. 
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Videokamera nam zaradi različnih šumov (premikanja slikovnih elementov, 
nizkofrekvenčnih lastnosti ...) vnese v sivinsko sliko določeno popačenje. V izogib 
temu je treba sliko obnoviti, da nadomestimo izgube ob popačenjih, ali pa jo 
izboljšamo, tako da ji spremenimo kontrast, izostrimo in odstranimo šum. 
3.2.1  Velikost vzorcev 
Podatkovne zbirke, pridobljene s spleta ali pa generirane iz svoje zbirke, 
ponavadi vsebujejo slike različnih velikosti. Postopek HOG pa zahteva kot vhodno 
sliko enake velikosti, saj na podlagi velikosti slike izračuna vektor značilk. Ta vektor 
značilk se potem uporabi za učenje razvrščevalnika SVM. Več sledi v poglavju 
Uporabljene metode. Čeprav ni nujno, se pogosto uporabljajo kvadratne velikosti 
slik, kot je primer za metodo HOG, 64 × 64 in 128 × 128 slikovnih elementov. Če se 
samo ena slika razlikuje v velikosti od ostalih, metoda HOG ne bo delovala pravilno, 
ker vse deskriptorje HOG posamezne slike na koncu združimo v en vektor in v 
primeru različnih velikosti slik in s tem različnega števila deskriptorjev HOG ni 
mogoče združiti v en enodimenzionalen vektor. V primeru uporabe skaliranja 
vzorcev moramo to upoštevati tudi pri koordinatah okvirčka (anotacijah), saj se tudi 
ta sorazmerno zmanjša/poveča z vzorcem. 
3.2.2  Generiranje podatkovne zbirke vzorcev 
Pri tem koraku gre za to, da ustvarimo čim večje število vzorcev. Velikost 
podatkovne zbirke ima velik vpliv na natančnost modela in običajno več podatkov 
prinaša boljše rezultate modela. Proces povečevanja števila vzorcev lahko storimo na 
več načinov, tukaj so omenjeni trije. Prvi način je generiranje vzorcev iz slik, 
posnetih s kamero, ali pa iz videoposnetka. Za kar najboljšo detekcijo mora 
posamezni vzorec prikazovati samo en objekt, v tej nalogi avtomobil, v negativnem 
vzorcu pa samo ozadje. Drugi način je izrez pozitivnih in negativnih vzorcev iz 
podane slike. Tukaj gre za to, da se ročno ali avtomatsko izreže ven samo pozitivne 
primere vzorcev (avtomobil) in negativne primere vzorcev (ozadje). Ta proces je 
lahko kar zahteven, tako časovno kot tudi izvedbeno, saj je treba vsak vzorec 
pregledati, izrezati in shraniti. Tretji možen način je, da z enim vzorcem generiramo 
več podobnih vzorcev. Na primer vsako sliko lahko zavrtimo, skaliramo v smeri 𝑥 ali 
𝑦 ali kar oboje hkrati. Dodatna možnost je, da vzorčimo podokna slike manjših 
velikosti in jih nato skaliramo na pravo velikost. S tem postopkom je možno pridobiti 
tudi do 104 primerov v relativno kratkem času. Podatkovno zbirko se uporablja za 
učenje razvrščevalnika in test razvrščevalnika, če se odločimo, da množico razdelimo 
na testno in učno. V primeru, da se ne odločimo za to, se celo učno množico uporabi 
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za učenje razvrščevalnika, za testno množico pa je treba ponovno pridobiti vzorce. 
Pri tem postopku je treba biti pazljiv, da sta si množici podobni. 
3.3  Uporabljene metode 
V tem koraku je podrobno razložen proces pridobivanja značilk HOG, učenje 
razvrščevalnika SVM ter implementacija in detekcija s Haarovo kaskado. V 
kombinaciji s poglavjem o Eksperimentih in rezultatih daje jasno sliko o tem, kaj so 
deskriptorji  HOG in kako lahko njihova moč, združena s klasifikacijsko shemo 
SVM, prinese dobre rezultate pri nalogi detekcije vozil. 
 
3.3.1   Deskriptor HOG 
Glavna ideja je, da je objekte na sliki mogoče opisati s porazdelitvijo smeri 
robov in gradientov svetilnosti. Sliko se razdeli na manjše celice, za katere se 
izračuna histogram smeri gradientov in nato združi v bloke. Originalno je deskriptor 
HOG izveden v petih korakih (slika 3.6), ki sta jih opisala že Dallal in Triggs [12].  
 
Slika 3.6: Postopki pridobivanja deskriptorjev HOG 
Slika 3.7 prikazuje vizualni postopek delovanja detektorja z metodo HOG in 
razvrščevalnikom SVM. Kot je razbrati, se nad vzorci uporabi metoda luščenja 
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deskriptorjev HOG, značilke pa se nato uporabijo za razvrščanje že naučenega 
razvrščevalnika SVM. 
 
Slika 3.7: Vizualni pregled delovanja razvrščevalnikov HOG in SVM  
 
Najprej se na sliki opravi proces barvne normalizacije in gama korekcije. To 
nam predstavlja prvi korak. Nato sledi drugi korak, pri čemer se slika razdeli na 
mrežo celic. Celice so združene v večje prekrivne bloke, pri katerih lahko celice 
pripadajo več kot enemu bloku. Slika 3.8 prikazuje primer za delitev vzorca na celice 
velikosti 16 × 16, pri katerih ima vsaka celica 256 slikovnih pik in bloke velikosti 
2 × 2, kar pomeni, da vsak blok vsebuje dve celici v vsaki smeri. Bloki na sliki imajo 
prekrivno razmerje 50 %, pri katerem se polovica blokovnih celic deli s sosednjim 
blokom. Velikost celice in velikost bloka sta parametra, ki ju določi uporabnik glede 
na velikost slike in količino podatkov, ki jih je treba zajeti. 
 
Slika 3.8: Slika je razdeljena na celice (obarvane rumeno) velikosti 16 × 16. Bloki so velikosti 2 × 2 
celici (obarvani rdeče in zeleno), ki se za polovico prekrivajo z drugim blokom 
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Tretji korak predstavlja izračun gradienta slike. Za ta korak se uporablja različne 
gradientne maske. Po izračunu gradienta se izračuna histogram orientacije gradienta. 
Ta predstavlja, kolikokrat se je določena vrednost ponovila v celotnem razponu 
vrednosti. Da se ta postopek sploh izvede, se mora določiti število intervalov 
gručenja (angl. binning). Največkrat se uporablja devet intervalov, je pa ta podatek 
parameter in ga lahko uporabnik spreminja. 
Četrti korak je določitev blokov iz že izračunanih histogramov celic. Tukaj gre 
za to, da se pridobi že izračunane histograme posameznih celic in se jih združi v en 
histogram. Posamezni bloki se med seboj v odvisnosti od uporabnika prekrivajo. V 
zadnjem koraku pa se vse bloke histogramov normira. Bolj podrobno o tem v 
nadaljevanju. 
 
Vhodna slika in normalizacija 
 
Deskriptor HOG vzame kot vhod celotno sliko oz. matriko, ki predstavlja vzorec iz 
učne množice. Največkrat se ta vzorec spremeni v sivinsko sliko, lahko pa se 
posamezni kanal slike (rdečo, zeleno in modro) obravnava kot posamezno sliko in 
izračuna histogram za vsako posebej. Poleg tega se sliko spremeni na točno velikost 
oz. normira, da so vsi vzorci enake velikosti. Z normalizacijo se odpravi 
neenakomernost osvetlitve, ki je hkrati samo prednost. Pri tem kompresiramo gama 
kanal in barvo z logaritmiranjem ali pa z izračunom kvadratnega korena celotne 
matrike slike. Določa nam razmerje med numerično vrednostjo piksla in njegovo 
dejansko svetilnostjo (slika 3.9). 
 
Slika 3.9: Svetilnost v odvisnosti od gama normalizacije 
Korekcijska krivulja gama, gama kompresija oz. preprosto gama je nelinearna 
operacija, uporabljena za kodiranje in dekodiranje svetilnosti slike. Gama je v 
enostavnejših primerih opredeljena z enačbo (3.1) oz. zakonom moči (angl. power 
law). 
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V enačbi sta 𝑉𝑜𝑢𝑡 in 𝑉𝑖𝑛  nenegativni realni vrednosti, ki ustrezata vhodni in 
izhodni svetilnosti slikovnega elementa pred in po gama korekciji, A je konstanta in 
𝛾 v razponu med 0 in 1. Če je gama ½, predstavlja to porazdelitev svetilnost s 
kvadratnim korenom celotne matrike. 
 
Gradient in amplituda slike 
 
Gradient slike je usmerjena sprememba intenzivnosti barve v sliki. Z gradientom 
slike želimo dobiti informacije iz nje. Tako je na vsaki slikovni točki gradient vektor, 
ki je usmerjen v smeri največje spremembe intenzitete in dolžina vektorja enaka 
hitrosti spremembe v tej smeri. Gradient lahko izračunamo z najpreprostejšim 
Sobelovim filtrom ali pa z odvodom slike po oseh 𝑥 in 𝑦. Slikovni elementi, ki imajo 
največjo vrednost gradienta v smeri gradienta, so kandidati za predstavitev robov in 
hkrati lahko postanejo tudi robni slikovni elementi. Primer algoritma, ki uporablja to 
tehniko za detekcijo robov, je Cannyjev detektor [13]. Preprosteje, izračun gradienta 
pomeni, da primerjamo trenutni in naslednji slikovni element in izračunamo, za 
koliko se spremeni intenziteta v smereh 𝑥 in 𝑦. Gradient je tako določljiv s 
formulo (3.2), kjer je 
𝜕𝑓
𝜕𝑥
 gradient v smeri 𝑥 in 
𝜕𝑓
𝜕𝑦
 gradient v smeri 𝑦. 
 










Gradient je določljiv tudi s konvolucijo s pomočjo Sobelovega operatorja 
(enačba 3.3) ali pa z enodimenzionalnim jedrom (3.4). Pri izračunu gradienta s 
konvolucijo se z jedrom »sprehodimo« prek vseh slikovnih elementov. Tukaj je treba 
biti pazljiv na slikovne elemente ob robovih slike. Rešitve, ki se pogosto uporabljajo 
pri robovih, so, ali rob ignoriramo, zrcalimo ali pa vzamemo najbližje vrednosti. 
 








] × 𝒇  (3.3) 
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Enačba (3.3) predstavlja dvodimenzionalen Sobelov operator, ki uporablja dve 
jedri 3 × 3 za izračun gradienta prek konvolucije, pri čemer je f matrika izvorne slike, 
𝒈𝑥 in 𝒈𝑦 pa rezultat konvolucije po oseh 𝑥 in 𝑦. Z enačbo (3.4) je prikazano 
enodimenzionalno jedro za izračun gradienta matrike izvorne slike, kjer je levo jedro 
za izračun po osi 𝑥 in desno jedro za izračun po osi 𝑦. 
 






Slika 3.10 prikazuje informacijo o amplitudi gradienta. Ta nam pove, kako 
hitro se slika spreminja. Kadar je hipna sprememba slikovnih elementov v sivinski 
sliki, se to odraža v amplitudi gradienta. Amplitudo gradienta izračunamo kot 
kvadratni koren seštevka kvadratov parcialnega odvoda po oseh 𝑥 in 𝑦 (3.5). 
Amplituda se nato uporabi pri sestavi histograma in za definiranje uteženega 
histograma. 
 













Slika 3.10: Levo spodaj prikazan parcialni odvod v smeri y, desno zgoraj parcialni odvod v smeri x in 
desno spodaj amplituda gradienta slike 






Ker je gradient vektor in ima velikost in smer, nam gradient podaja tudi informacijo 
o njegovi smeri. Ta nam pove, v kateri smeri se slika najbolj spreminja. Uporabi pa 
se jo nadalje pri gručenju, ko z definiranjem intervala orientacije povemo, katere 
vrednosti magnitud sodijo k posameznemu histogramu. Izračuna se jo po enačbi 
(3.6), kot izhod pa nam poda vrednosti med –180° in 180°, kar je enako med –𝜋 in 𝜋.  
 





Nekatera dela so predstavila delovanje deskriptorja HOG med –𝜋 in 𝜋, vendar se je 
izkazalo, da so boljši rezultati, če se izvaja detekcija samo s pozitivnimi vrednostmi 
orientacije, kar pomeni, da se to vrednost normira v vrednosti med 0° in 180°. Korak 
pri vrednostih je odvisen od izbire števila gruč v histogramu. V nadaljevanju je 
prikazan razpon vrednosti, ko se za število gruč izbere vrednost 9. 
 




Pri celicah slike gre za to, da se celotno sliko razdeli na manjše dele oziroma tako 
imenovane celice. Pomembno je, da se vnaprej določi velikost slike in število celic, 
da je razdelitev sploh mogoča. Največkrat se uporabi slike velikosti 32 × 32, 64 × 64, 
128 × 128 … slikovnih elementov, da imajo vse slike enako število celic, izračun pa 
je potem lažji. Celice so lahko različnih velikosti, pomembno je le to, da so 
večkratnik velikosti slike. Na podlagi teh celic se potem izračunajo histogrami slik, 




Histogram je vrsta grafikona oz. matematični opis porazdelitev opazovanih 
spremenljivk, ki se uporablja v statistiki za prikaz oz. opis porazdelitve določene 
20 3  Metodologija 
 
statistične spremenljivke. Narišemo ga tako, da v koordinatnem sistemu na os 𝑥 
nanašamo različne vrednosti statistične spremenljivke, na os 𝑦 pa ustrezne frekvence. 
V našem primeru je za statistično spremenljivko treba najprej zgručiti (angl. binning) 
vrednosti in šele nato »prešteti«, kolikokrat določena vrednost pripada določenemu 
nizu intervala. Pri zgornjem primeru, kjer je za izbiro gruče bilo število 9, pomeni, da 
je na osi 𝑥 devet intervalov, ki so enake širine. Opaziti je, da so izvzeta vsa števila 
med 0° in 180° v intervalu po 20°, kjer pa se intervali ne smejo prekrivati. Ti 
intervali potem predstavljajo stolpce v histogramu. Na navpični osi oz. 𝑜𝑠𝑖 𝑦 pa je 
navedeno, kolikokrat se določena vrednost na sliki ponovi v določenem intervalu. 
Histogram je mogoče tudi normalizirati, kjer je seštevek vseh stolpcev enak ena. 
Primer izgradnje histograma bi sledil v takšnem vrstnem redu: najprej se za vsak 
slikovni element izračuna gradient, ki je podlaga za izdelavo histograma posamezne 
celice. Nadaljuje se tako, da se gre čez vsak slikovni element, pogleda, kakšno ima 
orientacijo gradienta, in vpiše v pravi interval. Na primer, če je na lokaciji x, y 
orientacija gradienta 170°, se iz matrike magnitude gradienta na lokaciji x, y doda 
vrednost v pravilni interval. Pri tem je treba poudariti, da se ne veča pogostost na 





Kot je bilo že omenjeno, se sliko razdeli na celice in te celice nato združi v bloke, ki 
se med seboj prekrivajo za določeno celico v odvisnosti od uporabnika. Velikost 
blokov je prav tako odvisna od uporabnika in se jo določi s testiranjem oz. izbere se 
tisto vrednost, ki podaja najboljši rezultat. Opaziti je, da ena celica prispeva vrednost 
histograma večkrat h končni izgradnji vektorja značilk. 
 
Združitev vektorjev značilk  
 
V tem koraku se normira histograme pred združitvijo v enodimenzionalen vektor 
značilk. Normalizacijo se opravi zaradi odvisnosti algoritma na senčenje, 
osvetljevanje in kontrast robov. Celice se združi v gruče, ki predstavljajo histogram 
posameznega bloka. To predstavlja lokalni vektor značilk, ki pripomore k vektorju 
bloka. Ta se nato normalizira in predstavlja normaliziran vektor značilk 
posameznega bloka. Na koncu se posamezne normalizirane vektorje značilk bloka 
združi v končni enodimenzionalni vektor značilk slike. Te se nato še shrani in 
uporabi pri učenju razvrščevalnika. 
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Za izračun enodimenzionalnega vektorja značilk je tako treba pri vsakem 
koraku določiti parametre. Kot povzetek so parametri algoritma HOG število 
stolpcev oz. orientacij v histogramu (angl. bins), območje stopinj na osi 𝑥, število 
slikovnih enot posamezne celice in število celic, ki jih vsebuje posamezen blok 
celotne slike. Poleg teh je možno nastavljati še barvni prostor. Implementacija 
algoritma HOG je izvedena tako, da je to mogoče, saj je to eden ključnih postopkov 
pri natančnosti klasifikacije z deskriptorji HOG. Implementacija je izvedena tako, da 
se pred luščenjem deskriptorjev preverja, v kakšnem barvnem prostoru je vzorec, in 
nato ustrezno nadaljuje. V primeru, da je izbran barvni prostor, se deskriptorji HOG 
luščijo za vsak barvni kanal posebej, drugače pa le za enega.  
 
3.3.2  Razvrščevalnik SVM 
Glavni problem pri klasifikaciji je, v kateri razred razvrstiti novi, še ne videni 
vzorec na podlagi učnih vzorcev. V odvisnosti od razvrščevalnika in vhodnih 
vzorcev lahko odločitev izvajamo binarno ali večrazredno klasifikacijo. Binarna je 
osnovna in razvrsti vzorec v dva razreda (ali je objekt ali ne), večrazredna pa je 
nadgradnja osnovne, saj razvrsti vzorce v več razredov, ki pa jih določi uporabnik. 
V strojnem učenju je metoda podpornih vektorjev (angl. Support Vector 
Machine) nadzorovani učni model s pripadajočimi učnimi algoritmi, ki analizirajo 
podatke, uporabljene za razvrščanje. Metodo sta razvila Vapnik in Siegelmann leta 
1995 in je ena izmed najbolj uporabljenih metod za razvrščanje [14]. V osnovi se 
klasifikator SVM deli na linearni in nelinearni razvrščevalnik (slika 3.11). 
 
Slika 3.11: Levo je prikazano linearno ločevanje vzorcev, desno pa primer, kjer je ločevanje možno samo 
z nelinearno mejo. Oba primera na sliki sta izraz binarne klasifikacije, kjer levi primer meja ločuje dva razreda s 
premico oz. ravnino4 
                                               
4 Slika modificirana iz http://arun-aiml.blogspot.com/2017/07/kernel-svm-support-vector-
machine.html. 
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Bolj natančno, metoda podpornih vektorjev poišče ravnino ali niz hiperravnin v 
eno- ali večdimenzionalnem prostoru, ki se lahko uporablja za razvrščanje, regresijo  
ali druge naloge. To si lahko predstavljamo kot mejo, ki ločuje dva ali več objektov 
(slika 3.11). Intuitivno je dobro ločevanje doseženo z ravnino, ki ima največjo 
razdaljo do najbližje učne točke katerega koli razreda. Večja kot je ta razdalja, 




Kot je razbrati s slike 3.12, je možnih več ravnin med dvema razredoma. Tukaj se 
poraja vprašanje, katero ravnino izbrati, in k temu stremi klasifikator SVM. Deluje 
tako, da najde tisto ravnino, ki je najbolj oddaljena od podpornih vektorjev (slika 
3.12). Podporni vektorji so tiste točke, ki ležijo najbližje odločitveni meji. Za te točke 
velja, da jih je najtežje razvrstiti in imajo neposreden vpliv na optimalno lokacijo 
odločitvene meje. 
 
Slika 3.12: Dva podporna vektorja, ki imata največji vpliv na odločitveno mejo5 
Po izračunu deskriptorjev HOG in opravljeni normalizaciji so značilke 
pripravljene kot vhod v klasifikator. Podatke dobimo v obliki: 
(𝒙1, 𝒚1), … . , (𝒙𝑛 , 𝒚𝒏) 
kjer je 𝒚𝑖 lahko 1 ali –1 in predstavlja, v kateri razred spada učni vzorec 𝒙𝑛. Vsak 
vektor 𝒙𝑛 je 𝑝-dimenzionalen realni vektor. Želja je tako najti največjo razdaljo med 
hiperravnino in mejo oz. ločiti podporne vektorje s kar se da veliko razliko 
(slika 3.13). 
                                               
5 Slika modificirana iz https://www.kdnuggets.com/2016/07/support-vector-machines-simple-
explanation.html. 
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Slika 3.13: Iskanje optimalne hiperravnine6 
Vsako hiperravnino lahko zapišemo kot zadostno število točk 𝒙𝑛, ki upoštevajo 
sledeči pogoj: 
 
𝒘 ∙ 𝒙 − 𝑏 = 0 
 




odmik hiperravnine od pravokotnega vektorja 𝒘. Hkrati je ta parameter v izvedbi 
imenovan kot parameter C, ki določa oz. »dovoli«, koliko je lahko število napak pri 
klasifikaciji. Ta parameter je konstanta in večje kot je število, širša je meja in več 
napak je dovoljenih pri klasifikaciji (slika 3.14). Optimalno vrednost parametra C 
lahko izračunamo s prečnim preverjanem (angl. cross validation). 
                                               
6 Modificirana iz https://en.wikipedia.org/wiki/Support-vector_machine#cite_note-14. 
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Slika 3.14: Prikaz ločilne meje v odvisnosti od parametra C7 
3.3.3  Tehnika drsečega okna 
Tehniko drsečega okna sta pri svojem raziskovanju v začetku prejšnjega 
desetletja uporabila že P. Viola in M. Jones [15]. Omogoča nam, da lažje določimo 
položaj iskanega objekta na sliki. Izvedena je tako, da se t. i. podokno premika po 
celi sliki v horizontalni in vertikalni smeri (slika 3.15). Slika 3.15 podaja samo 
primer uporabe drsečega okna, ki pa ni smiselna. Velikost okna je 64 × 64 slikovnih 
elementov, prekrivnost pa predstavlja 50 slikovnih elementov. 
 
Slika 3.15: Prikaz t. i. podoken na sliki, ko je izvedena tehnika drsečega okna 
 
                                               
7 Slika modificirana iz https://www.learnopencv.com/svm-using-scikit-learn-in-python/. 
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Okno ima v odvisnosti od uporabnika določeno velikost, v kateri se vrši 
detekcija. Ta nam podaja, ali je v podoknu objekt ali ne. Poleg velikosti se izbira še 
parameter prekrivnosti, ki nam podaja, za koliko se dve sosednji okni prekrivata. 
Zaznavanje najpogosteje izvedemo tako, da določimo razpon velikosti okna in 
prekrivnosti, ki se »premikajo« po celotni sliki v vertikalni in horizontalni smeri. Kot 
pozitivno detekcijo iskanega objekta lahko predpostavimo, ko imamo na določenem 
območju večje število detekcij (slika 3.16). Ko se postopek izvede pri določeni 
velikosti okna, se okno poveča na naslednjo vrednost in se celoten postopek detekcije 
ponovi. Poleg velikosti okna se lahko pri detekciji spremeni tudi prekrivnost, kar pa 
v tej nalogi ni implementirano. Postopek se ponavlja, dokler ni uporabljena zadnja 
velikost podokna.  
Opisana metoda je pri detekciji objektov zelo učinkovita, slabost pa se opazi 
pri detekciji v realnem času, ker se morata velikosti oken in prekrivnost razumljivo 
izbrati. Velikokrat se predpostavi približno velikost iskanega objekta, ki se lahko 
nahaja na sliki, in temu primeren tudi razpon velikosti okna. 
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3.3.4  Razvrščanje s Haarovo kaskado 
Zaznavanje objektov s pomočjo kaskadnih klasifikatorjev, ki temeljijo na 
ekstrakciji značilk s Haarovo tehniko, je učinkovita metoda za odkrivanje objektov, 
ki sta jo predlagala Paul Viola in Michael Jones v svojem prispevku »Hitro 
zaznavanje objektov z uporabo pospešene kaskade enostavnih funkcij« [15]. To je 
pristop, ki temelji na strojnem učenju, kjer je kaskadna funkcija usposobljena iz 
veliko pozitivnih in negativnih vzorcev. Po naučeni kaskadi se ta uporabi za 
zaznavanje predmetov v drugih slikah. Algoritem ima štiri korake: 
 
 izračun Haarovih značilk s pomočjo pravokotnih jeder, 
 izpeljava integralnih slik, 
 učenje algoritma Adaboost, 
 kaskadni razvrščevalnik. 
 
Slika 3.17 prikazuje postopek detekcije avtomobila s kaskadnim razvrščevalnikom 
Haar. Kot vhod sprejme vzorce iz učne množice, ki se potem obdelajo v algoritmu 
Adaboost. V algoritmu se najprej izvede luščenje deskriptorjev z izbranimi filtri, nato 
pa »potujejo« čez kaskadni razvrščevalnik, kjer dobimo končno detekcijo.  
 




                                               
8 Slika modificirana iz https://www.quora.com/How-can-I-understand-Haar-like-feature-for-
face-detection. 
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Določitev Haarovih značilk 
 
Haarove značilke se uporabljajo za predstavitev oken slike, ki jih potem s 
kaskadnim razvrščevalnikom razdelimo v razrede avtomobilov ali ozadja. Značilke 
se izračuna z uporabo filtrov, ki so prikazani na sliki 3.18.  
Prvi korak predstavlja izpeljavo Haarovih značilk. Glavna ideja je, da sešteje 
intenzitete pikslov v vsaki regiji in izračuna razliko med temi vsotami. Regija je 
predstavljena kot območje pod črnim in belim pravokotnim delom posameznega 
filtra. Bela območja imajo pozitivne vrednosti uteži, črna območja pa negativne 
uteži. Na sliki 3.18 je predstavljena kopica filtrov, ki se uporabljajo še danes in s 
pomočjo katerih se izpelje Haarove značilke. Na levi strani (a) so filtri, ki jih je 
določil že Lienhart [16], desno pa so izpeljanke, ki so bile uporabljene po različnih 
potrebah. Filtri se uporabijo v različnih velikostih in postavitvah, iz katerih dobimo 
deskriptorje, ti pa se uporabijo v naslednjem koraku. 
 
Slika 3.18: Primer Lienhartovih filtrov (levo) in nekaterih izpeljanih filtrov (desno)9 
 
Izpeljava integralnih slik 
 
Če si le predstavljamo, da za vsako možno velikost in lokacijo izračunamo značilko, 
vidimo, da jih kar naenkrat postane ogromno. Pri velikosti slike 24 × 24 slikovnih 
elementov dobimo več kot 16 × 104 značilk, saj se za vsako značilko izračuna vsota 
intenzitet slikovnih elementov pod črnim in belim delom filtra. Da bi to rešili, so 
uvedli izpeljavo integralne slike (angl. integral image). Ne glede na to, kako velika je 
slika, zmanjša vsak izračun pod črnim in belim delom na le 4 točke. Ideja integralne 
                                               
9 Slika modificirana iz 
https://docs.opencv.org/2.4/modules/objdetect/doc/cascade_classification.html 
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slike je, da za določen slikovni element izračunamo vrednost seštevka vseh 
vrednosti, postavljenih levo in zgoraj od izbranega slikovnega elementa (slika 3.19). 
 
Slika 3.19: Primer izračuna integralne slike 
Prednost predstavlja rešitev, da za izračun vsote svetilnosti pikslov pod 
določenim območjem potrebujemo štiri vrednosti iz integralne slike. Na sliki 3.20 je 
primer, kjer želimo izračunati svetilnost pikslov pod izbranim območjem (rumeno 
obarvano). Za ta izračun potrebujemo štiri vrednosti, ki so označene rdeče (enačba 
(3.7)). 𝐼 je intenziteta svetilnosti oz. vrednost v določenem položaju, A, B, C, D pa so 










Slika 3.20: Prikaz štirih točk, ki so potrebne za izračun svetilnosti pod izbranim območjem 
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Učenje algoritma Adaboost 
 
Algoritem je ena izmed mnogih tehnik za strojno učenje. Uporablja se lahko v 
povezavi z mnogimi drugimi vrstami učnih algoritmov za izboljšanje učinkovitosti. 
Združuje šibke razvrščevalnike (angl. weak learner) v enega, ki je bolj natančen. 
Postopek učenja je sicer počasen, ker potrebuje veliko količino vzorcev, vendar je 




Kaskadni razvrščevalnik je poseben primer razvrščanja z združevanjem, ki temelji na 
združevanju več razvrščevalnikov, pri čemer vse informacije, zbrane iz izhoda 
prejšnjega določenega razvrščevalnika, uporabljajo kot dodatne informacije za 
naslednji razvrščevalnik, ti pa so v kaskadi (slika 3.21). Ideja je v tem, da na vhod 
pošljemo sliko in prvi razvrščevalnik, ki je naučen z malim številom značilk, zavrže 
tiste dele slike, ki ne vsebujejo objekta. Tako razvrščevalnik posreduje naprej sliko z 
manjšim območjem, kjer naslednji išče naprej objekt. S tem se pospeši postopek 
iskanja, kjer je zelo malo zgrešenih detekcij. Klasifikator, ki sta ga razvila Viola in 
Jones, uporablja 38 kaskadno vezanih razvrščevalnikov. 
 
Slika 3.21: Prikaz kaskade razvrščevalnikov 
3.4  Ovrednotenje rezultatov 
Po učenju razvrščevalnika je treba detekcijo evalvirati, da ocenimo kakovost in 
natančnost novega modela. To se opravlja na testni podatkovni zbirki, kjer vsak 
vzorec vsebuje še anotacije (glej poglavje Podatkovna zbirka). Pri anotacijah je 
pomembno, da hranijo podatek oz. vrednost v koordinatah, kje se avtomobil nahaja 
(angl. ground truth bounding box). Začne se z razpoznavanjem objekta na sliki. Po 
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določitvi se shrani lokacijo predvidenega okvirčka (angl. predicted bounding box), ki 
ga je detektor našel, nato pa se ovrednoti natančnost modela. Ovrednotenje se izvaja 
nad množico detekcij in množico anotacij, izvesti pa ga je možno na več načinov. 
Nekatere mere se uporabijo hkrati, da so rezultati smiselni. Primeri ovrednotenja: 
izračun preseka obeh okvirčkov – dejanskega (anotirani) in najdenega 
(detektiranega) oz. delež prekrivanja (angl. Intersection over Union – IoU), mera 
natančnosti-priklica (angl. precision-recall), F-mera (angl. F-score), čas procesiranja 
in srednja povprečna natančnost (angl. mean average precision – mAP). Ker naloga 
opisuje detekcijo vozil, so v nadaljevanju opisane mere, ki se jih nato tudi uporabi. 
Večina mer izhaja iz izrazov, opisanih v tabeli 3.1. TP (angl. true positive) 
predstavlja izraz za pravilno detekcijo oz. detektirano okno, ki ima par v anotacijah, 
FP (angl. false positive) predstavlja napačno detekcijo in nima para v anotaciji, FN 
(angl. false negative) je izraz za manjkajočo detekcijo, kjer detekcije ni bilo, jo pa 
vsebuje anotacija, TN (angl. true negative) je izraz, kjer ni ne detekcije niti je ni v 
anotaciji. Da sploh lahko govorimo, ali je pozitivna detekcija, potrebujemo še en 
parameter, in sicer mejno vrednost (angl. threshold). To je realno pozitivno število, 
ki nam podaja mejo med pravilno in napačno detekcijo. Če je presek z unijo večji od 
mejne vrednosti, potem se detekcijo obravnava kot pravilno (TP), drugače pa kot 
napačno (FP). 
 
Tabela 3.1: Razlaga izrazov TP, FP, TN in FN 
Tip Detekcija Anotacija Opis 
TP Da Da Pravilna detekcija 
FP Da Ne Napačna detekcija 
TN Ne Ne Ni detekcije 




Priklic (angl. recall) podaja delež detektiranih anotacij. Izračunamo ga po 
enačbi (3.8). 
 









Natančnost (angl. precision) označuje delež pravilnih detekcij. Izračunamo ga po 
enačbi (3.9). 
 





Mera preseka okvirčka detekcije in anotacije 
 
Mera preseka okvirčka detekcije in anotacije, krajše tudi presek z unijo, podaja 
vrednost, koliko se okvirček detekcije prekriva z okvirčkom anotacije proti območju 
združevanja ali preprosteje, območje, ki ga zajameta okvirček detekcije in okvirček 
anotacije. Izračunamo ga kot količnik preseka obeh okvirčkov z unijo obeh 
okvirčkov. 
 





Če pogledamo enačbo (3.10), vidimo, da je presek z unijo ali IoU preprosto razmerje. 
Slika 3.22 predstavlja grafični izračun preseka z unijo. 
 
Slika 3.22: Grafični prikaz preseka z unijo ali IoU 
Presek (števec na sliki 3.22) je sestavljen iz slikovnih elementov, ki jih 
najdemo v detektiranem okvirčku in anotiranem okvirčku, medtem ko je unija 
(imenovalec na sliki 3.22) preprosto sestavljena iz vseh slikovnih elementov, ki jih 
najdemo v detektiranem okvirčku ali anotiranem okvirčku (slika 3.22). Rezultat 
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pozitivne detekcije (angl. true positive ali TP) šteje za »dobro«, ko je presek z unijo 
večji od mejne vrednosti. Mejna vrednost je določljiva s strani uporabnika, 
največkrat pa se uporabi kar vrednost 0,5. Če je presek z unijo večji od 0,5 ali IoU ≥
 0,5, potem je detekcija pozitivna. V nasprotnem primeru pa negativna (slika 3.23). 
 




Mera natančnost-priklic (angl. precision-recall curve) je velikokrat uporabljena kot 
graf, predstavljen na sliki 3.24. Predstavlja nam graf v odvisnosti od mejne vrednosti. 
Na os 𝑥 nanašamo priklic, ki je izračunan po enačbi (3.8), na os 𝑦 pa natančnost 
(3.9). Stremimo k temu, da sta obe vrednosti čim višje oz. bolj kot se približujemo 
mejni vrednosti 1, višje želimo, da je krivulja. Modeli z višjo vrednostjo natančnosti 
in nižjo vrednostjo priklica detektirajo relativno malo avtomobilov, se pa malokrat 
zmoti. Modeli z višjim priklicem in nižjo vrednostjo natančnosti detektirajo veliko 
avtomobilov, vendar zraven dodajo tudi napačne detekcije. Za algoritem na sliki 
3.24, obarvan rdeče (algoritem 2), velja trditi, da ima visoko natančnost in relativno 
visok priklic. Visoka natančnost nam poda dobro detekcijo, medtem ko visok priklic 
poda visok odstotek razpoznave objekta. Pri drugem algoritmu, obarvanem modro 
(algoritem 1), pa sta natančnost in priklic nekoliko nižja, kar pomeni, da se algoritem 
večkrat zmoti, pri tem pa ima še slabšo detekcijo objektov na sliki.  
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V realnih sistemih, kjer je potrebna detekcija v stvarnem času, je poleg natančnosti 
detekcije pomemben podatek hitrost obdelave slike oz. čas procesiranja. Iz prejšnjih 
korakov je prepoznati, da ima sistem kar nekaj dela, da zazna avtomobil. Zato se 
poleg natančnosti podaja tudi povprečna hitrost obdelave slik. Pri tem je pomemben 
podatek, kolikšna je resolucija slike oz. koliko slikovnih elementov predstavlja sliko 
ter koliko slik je sposoben obdelati na sekundo pri dani ločljivosti vhodne slike. 
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4  Eksperimenti in rezultati 
Eksperimenti v nadaljevanju so praktični prikaz prej opisanih teoretičnih 
postopkov pri detekciji vozil, rezultati pa nam podajajo uspešnost izvedbe teh 
postopkov. Ti so poglavitni pri nadaljnji izbiri modela in metode, ki bo kar najbolje 
izvajala določeno nalogo v realnem času. 
Tako v tem delu predstavimo postopek in podamo podroben opis 
implementacije detektorja. Prikažemo rešitve in ugotovitve ter primerjavo 
postopkov. Najprej opišemo uporabljena orodja, ki so omogočila kar se da enostavno 
implementacijo. Nadaljujemo z izbiro in razlago podatkovne zbirke ter predobdelave 
le-te. Za tem opišemo implementacijo deskriptorja HOG z razvrščevalnikom SVM in 
tehniko drsečega okna ter kaskadnega razvrščevalnika Haar. Po postopku 
primerjamo in prikažemo izračunane rezultate. V zaključku sta podana kritično 
mnenje in hiter pregled dela.  
4.1  Podrobnosti implementacije 
Da so eksperimenti in rezultati kar se da ponovljivi in pregledni, je za to treba 
podati okolje in orodja, ki so se pri testu uporabljala. V nadaljevanju je podanih 
nekaj informacij o uporabljeni strojni in programski opremi ter podroben opis 
implementacije posameznega postopka. 
4.1.1  Uporabljena orodja 
Python in programsko okolje Pycharm 
 
Python je odprtokodni programski jezik, ki ga je ustvaril Rossum leta 1991 [17]. 
Prednost programskega jezika se izraža v popolnoma dinamičnih podatkovnih tipih, s 
samodejnim upravljanjem s pomnilnikom in podpiranjem funkcionalnega 
strukturiranega in objektnega programiranja. Prednost jezika je ta, da ima veliko že 
napisanih knjižnic, ki pomagajo pri razvijanju. 
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Za programsko okolje je bil v nalogi izbran PyCharm s programskim jezikom Python 
verzije 3.6. Učenje in testiranje metod je bilo izvedeno na osebnem računalniku z 




Kot že omenjeno, se je v nalogi uporabila zelo razvita knjižnica, imenovana OpenCV 
(angl. open source computer vision). To je odprtokodna knjižnica, namenjena 
strojnemu vidu pri obdelavi v stvarnem času. V njej so zapisane funkcije za obdelavo 
slik in videoposnetkov, poleg tega pa že vsebuje nekatere metode in tehnike 
detekcije. Primer metode bi bila prepoznava obrazov na sliki. 
 
Matematični programski jeziki  
 
Ker slika vsebuje zelo veliko slikovnih pik in metode, opisane v poglavju 3.3, 
potrebujejo veliko uporabo matematičnih operacij, so poleg knjižnice OpenCV 
uporabljene še t. i. knjižnice numpy, scipy in matplotlib. Knjižnici numpy in scipy sta 
uporabljeni za hitrejše izračune matematičnih operacij nad matrikami, knjižnica 
matplotlib pa za risanje grafov. 
4.1.2  Podatkovna zbirka 
Podatkovnih zbirk je na spletu kar nekaj. V zadnjem času se podatkovne zbirke 
na tem področju širijo, in sicer zaradi vedno bolj aktualne teme avtonomnih vozil. V 
nalogi je tako uporabljena podatkovna zbirka Open Images Dataset V4, ki vsebuje 
približno devet milijonov vzorcev iz kar 600 objektov [18]. Poleg tega vsebuje še 19 
milijonov anotacij, ki so bile izdelane ročno. 
V nalogi je prenesenih 20 × 103 vzorcev za učenje in enako število za 
testiranje, kjer k vsakemu vzorcu v testni zbirki pripada še anotacija. Zaradi 
pomanjkanja pomnilnika je bilo naknadno uporabljenih 13 × 103 vzorcev za učno 
množico. Učenje razvrščevalnika se je izvajalo s 13 × 103 pozitivnih vzorcev in z 
enakim številom negativnih vzorcev. Pri testiranju se je detekcija nato izvajala nad 
15 × 103 vzorci različnih velikosti, prenesena zbirka pa vsebuje neobdelane vzorce 
avtomobilov, prikazanih z različnih smeri (slika 4.1). 
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Slika 4.1: Slike iz podatkovne zbirke Open Images Dataset V4  
4.1.3  Predobdelava vzorcev za učenje 
Vsako sliko oz. učno množico se je primerno pripravilo, preden je šla naprej v 
iskanje značilk. Nad množico je bilo izvedeno izrezovanje avtomobila, skaliranje na 
določeno velikost in generiranje pozitivnih vzorcev. Ker zbirka ne vsebuje 
negativnih vzorcev, je bilo treba tudi te naknadno generirati.  
 
Generiranje pozitivnih vzorcev učne množice 
 
Vzorci podatkovne zbirke, prenesene s spleta, vsebujejo informacije, ki so 
nepotrebne za učenje razvrščevalnika (slika 4.1). Tukaj mislimo predvsem na ozadje, 
ki je prikazano poleg avtomobila, zato je bilo treba ozadje izluščiti. Izvedba tega je 
potekala z začetkom pri anotacijah. Iz anotacij, ki vsebujejo podatke o tem, kje se 
nahaja avtomobil (glej poglavje Podatkovna zbirka), se je prebralo koordinate 
okvirčka, ki so bile podlaga za naprej. Nato se je vsako sliko v podatkovni zbirki 
obrezalo na velikost, ki so določale koordinate, na kar je to predstavljalo tudi 
pozitivne vzorce v učni množici. Prikaz pozitivnega vzorca prikazuje slika 4.2. 
 
Slika 4.2: Primer generiranega pozitivnega vzorca 
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Generiranje negativnih vzorcev učne množice 
 
Ker podatkovna zbirka ni vsebovala negativnih vzorcev, je bilo treba te generirati. 
Postopek je bil izveden podobno kot prej, le da se je sedaj izbralo določeno manjšo 
velikost podokna, ki je vzorčilo sliko, in s tem izrezovalo/generiralo negativne slike. 
Ko je okno naletelo na podokno, ki je vsebovalo avtomobil, se je vzorčenje končalo. 
S tem se je iz ene slike generiralo tudi po 50 negativnih vzorcev. 
 
Slika 4.3: Primer generiranega negativnega vzorca 
Vsak vzorec iz pozitivne in negativne učne množice se je nato skaliralo na 
velikost 64 × 64 slikovnih elementov. Skaliranje je nujno potrebno, da se učenje 
lahko sploh izvede, na kakšno velikost, pa je stvar raziskovalca in odvisno od 
primera. V tem primeru je bilo določeno na velikost 64 × 64. Pri generiranju 
posamezne množice vzorcev je treba biti pazljiv, da sta obe množici uravnoteženi. V 
tem primeru je to bilo na 13 × 103 vzorcev posamezne množice. Uravnoteženost je 
še posebej pomembna pri tako majhni uporabljeni učni množici. 
 
Testna množica vzorcev 
 
Kot je razvidno iz tretjega poglavja naloge, je treba imeti za evalvacijo razvrščanja 
dve množici. Učno in testno. Prvo se je generiralo iz prenesenih učnih vzorcev, 
drugo pa se je kar direktno uporabilo. Predobdelava pri tem ni bila potrebna, saj se je 
detekcija izvedla s tehniko drsečega okna pri različnih velikostih podoken. Testna 
množica je vsebovala 15 × 103 vzorcev različnih velikosti, nad katero se je izvajalo 
testiranje detektorja. 
4.1.4   Deskriptor HOG in kaskada Haar 
Ko je bila učna množica pripravljena, se je izvedlo luščenje deskriptorjev. 
Luščenje je bilo izvedljivo le pri metodi HOG, medtem ko se je kaskado Haar kar 
implementiralo s pomočjo knjižnice scipy. Kot izhod iz postopka luščenja 
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deskriptorjev HOG smo dobili večdimenzionalen vektor značilk, ki je bil nato 
posredovan razvrščevalniku SVM. 
 
Implementacija tehnike HOG 
 
Luščenje deskriptorjev HOG se je izvedlo z začetkom branja slik iz učne množice. 
Pri tem je bilo treba biti pazljiv, da se je ločilo obe množici. Nato se je izbralo 
parametre tehnike HOG. Izbiralo se je med parametri, ki so na koncu tudi najbolj 
pripomogli k izboljšanju detekcije. Ti parametri so: 
 
 število orientacij, 
 število slikovnih pik na celico, 
 število celic na blok in 
 število gruč. 
 
Druge parametre, kot so prostorske značilke, značilke histrograma in število kanala 
hog, se je izbralo prvič in pustilo do konca testiranja na isti vrednosti. Prva dva 
parametra sta bila vključena (angl. ON or true), tretji pa izbran na »vse« (angl. ALL). 
Uporaba parametrov je sledila v funkciji, imenovani hog. Del te funkcije je prikazan 
v nadaljevanju. 
 
if vis == True: 
features, hog_image = hog(img, orientations=orient, pixels_per_cell=(pix_per_cell,          
pix_per_cell), cells_per_block=(cell_per_block, cell_per_block), 
transform_sqrt=False, visualize=True, feature_vector=False, block_norm='L2-Hys') 
return features, hog_image 
else:       
     features = hog(img, orientations=orient, pixels_per_cell=(pix_per_cell, pix_per_cell), 
     cells_per_block=(cell_per_block, cell_per_block), transform_sqrt=False,  
     visualize=False, feature_vector=feature_vec, block_norm='L2-Hys') 
return features 
 
Funkcija kot vhod vzame vse parametre, izlušči deskriptorje in vrne vektor značilk 
kot izhod. Primer na sliki 4.4 prikazuje obliko in vrednosti vektorja značilk za en 
izbran vzorec. Vektorji značilk imajo isto dolžino, ki pa je odvisna od začetnih 
izbranih parametrov. Na sliki je predstavljen del enega vektorja HOG značilk ene 
izmed slik v podatkovni zbirki.  
40 4  Eksperimenti in rezultati 
 
 
Slika 4.4: Primer zbirke značilk, generirane iz naključnega vzorca 
V primeru, ko želimo, da funkcija prikaže izračunane značilke, je to mogoče s 
spremenljivko »vis«. Ta mora biti postavljena, da se nam slika prikaže. Primer 
izračunanih in prikazanih značilk podaja slika 4.5. 
 
Slika 4.5: Primeri vizualizacije izračunanih značilk za en vzorec 
 
Vektor značilk, vizualiziran zgoraj, se izračuna za vsak vzorec iz učne množice, ki v 
resnici predstavlja en enodimenzionalen vektor značilk. Te vektorje značilk se nato 
združi v eno večdimenzionalno zbirko značilk. Isti postopek je bil implementiran na 
negativnih vzorcih podatkovne zbirke, kjer smo na koncu dobili prav tako eno 
večdimenzionalno zbirko značilk. Ti dve zbirki značilk, pozitivnih in negativnih, se 
je nato uporabilo kot vhod pri razvrščanju z razvrščevalnikom SVM. 
 
Implementacija tehnike Haar 
 
Postopek implementacije tehnike Haar se je nekoliko razlikoval od implementacije 
tehnike HOG. Glavna razlika je bila v tem, da se detekcije s Haarovo kaskado ni 
učilo. Naučeno kaskado se shrani v obliki datoteke xml, ki pa tukaj ni bila 
generirana. Tehnike smo se poslužili, ko smo pridobili že naučeno kaskado v obliki 
datoteke xml, nato pa implementirali detekcijo.  
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Slika 4.6 prikazuje začetni del vsebine naučene kaskade v datoteki xml. Kot je 
razvidno, je uporabljen šibek in večstopenjski razvrščevalnik. Števila, ki so zapisana, 
prikazujejo mejo in značilke, ki se jih uporabi pri tej stopnji. 
 
Slika 4.6: Prikazan del vsebine v naučeni kaskadi v datoteki xml 
Implementacija razvrščanja je pričela z branjem slike iz testne množice, nato pa se je 
s funkcijo, ki je del knjižnice OpenCV, detektiralo objekt na sliki. Spodnja koda nam 
prikaže primer, kako se nastavitve naučene kaskade s pomočjo prednapisane funkcije 
shrani v spremenljivko. Te nastavitve v spremenljivki car_kaskada se nato uporabi pri 
detekciji s funkcijo detectMultiScale. 
 
xml_kaskada = 'cars.xml'  
car_kaskada = cv2.CascadeClassifier(xml_kaskada) 
siva_slika = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY) 
avto = car_kaskada.detectMultiScale(siva_slika, 1.01, 2) 
 
Predzadnja vrstica nam s pomočjo knjižnice OpenCV pretvori barvno sliko v sivinsko 
sliko. Kot je zgoraj razvidno, ima funkcija detectMultiScale vhodne parametre. 
Funkcija lahko sprejme naslednje parametre: 
 
 prvi parameter je slika, v kateri se išče detekcija; 
 drugi parameter nam pove, za koliko se skalira vsako sliko za ustvarjanje 
piramidne skale (angl. scale pyramid); 
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 tretji parameter je število kandidiranih sosednih detekcij, ki določajo končno 
detekcijo; 
 četrti parameter določa minimalno velikost detektiranega okna; 
 peti parameter določa maksimalno velikost detektiranega okna. 
 
V zgornjem primeru je drugi parameter nastavljen na 1.01, kar pomeni, da 
uporabljamo skaliranje slike z določenim korakom. V tem primeru za 1 % za vsak 
korak, kar nam poveča možnost boljše detekcije, je pa obratno sorazmerno s časom 
detekcije – potrebujemo dalj časa za detekcijo. Tretji parameter je nastavljen na 2, ki 
nam določa, da morata biti vsaj dve detektirani okni, da je detekcija uspešna.  
Pri postopku je bilo uporabljeno pet naučenih kaskad, shranjenih v datoteki xml, in 
sicer:  
 cars.xml je bila prva prenesena naučena kaskada. Kaskada je bila naučena iz 
526 vzorcev avtomobila, ki so bili generirani iz videoposnetka, posnetega na 
avtocesti. Slike so vsebovale samo avtomobile, slikane sprednje strani. Pri 
učenju kaskade ni bilo uporabljeno skaliranje slik; 
 naslednja prenesena datoteka je bila javno generirana iz modela za detekcijo 
različnih objektov, kot so na primer letala, avtomobili, živali, rastline … 
Generirana je bila s pomočjo knjižnice OpenCV; 
 preostale tri naučene kaskade so bile naučene z različnimi parametri na 
podatkovni zbirki UIUC, ki vsebuje 550 pozitivnih vzorcev in 500 negativnih 
vzorcev. Vse slike so črno-bele v formatu PGM in vsebujejo avtomobile, 
vidne s stranske smeri.  
 
Ko je detekcija uspešna, funkcija car_kaskada.detectMultiScale(siva_slika, 1.01, 2) vrne 
pozicijo detektiranega okna kot Okvir(x, y, w, h), kjer je sta x in y koordinati leve 
zgornje točke ter w in h realni števili, ki predstavljata velikost okna v horizontalni in 
vertikalni smeri. Te koordinate se je nato shranilo v mapo, ki so bile uporabljene za 
evalvacijo. 
4.1.5  Implementacija drsečega okna 
Za iskanje avtomobila na slikah različnih velikosti v testni množici je bila 
implementirana tehnika drsečega okna. Koncept je opisan v poglavju Tehnika 
drsečega okna, implementiran pa je bil z naslednjim objektom: 
 
 
def slide_window(img, x_start_stop=[None, None], y_start_stop=[None, None],  
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 xy_window=(64, 64), xy_overlap=(0.5, 0.5)): 
 
Kot vhodne parametre sprejme objekt slide_window sliko, začetno in končno točko 
iskanja, velikost iskanega okna ter prekrivnost med trenutnim in prejšnjim 
podoknom. V primeru, da ni določena začetna in končna vrednost, vzame objekt kar 
celotno sliko. Izhod nam vrne izračunane velikosti podoken z začetno in končno 
vrednostjo v horizontalni in vertikalni smeri. 
Za velikost iskanega okna je bil v nalogi izbran določen razpon velikosti oken, 
medtem ko je bila prekrivnost v horizontalni in vertikalni smeri nastavljena na 
vrednost 0,75. S tem se je vsako naslednje okno prekrivalo s prejšnjim za 75 %. 
Razpon velikosti oken v nalogi je bil izbran med najmanjšo in največjo velikostjo 
okna v anotaciji.  
Koncept drsečega okna se je uporabil le pri detekciji s tehniko HOG in z 
razvrščevalnikom podpornih vektorjev. 
4.1.6  Razvrščevalnik SVM 
Razvrščevalnik podpornih vektorjev je uporabljen v primeru, ko smo detekcijo 
izvajali z značilkami, pridobljenimi s histogramom orientiranih gradientov. Tam smo 
kot izhod dobili dve večdimenzionalni zbirki značilk, ki sta tukaj predstavljali vhod v 
razvrščevalnik. Razvrščevalnik je bil implementiran s pomočjo knjižnice scipy.  
Po štirih hitrih testih razvrščanja se je v nalogi določilo, da se uporabi linearni 
razvrščevalnik. Izveden je bil z naslednjo kodo: 
 
svc = LinearSVC(max_iter=5000) 
svc.fit(X_train, y_train) 
 
Inicializacijo predstavlja prva vrstica zgornje kode, medtem ko druga vrstica nauči 
linearni razvrščevalnik. V prvi vrstici je parameter, ki določa število iteracij, medtem 
ko sta v drugi vrstici parametra 𝑥_train in 𝑦_train večdimenzionalni zbirki vektorjev 
značilk za pozitivne in negativne vzorce. 
Po končanem učenju se je parametre HOG in SVM shranilo v datoteko, da je 
bilo mogoče te podatke uporabiti pri testiranju. Parametra C se v nalogi ni izrecno 
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4.2  Uspešnost detekcije 
Pri vsaki detekciji je eden izmed glavnih podatkov ta, da imamo število, ki nam 
predstavlja, kako uspešno je bila izvedena detekcija. Da je to mogoče, je bilo treba 
skrbno izvesti ovrednotenje detekcije. Kot je bilo opisano v poglavju Ovrednotenje 
rezultatov, je možnih več načinov. Pri nalogi je bil izbran način s pomočjo krivulje 
natančnosti priklica. 
Po naučenem razvrščevalniku podpornih vektorjev se je izvedla detekcija na 
testni množici vzorcev. Izvedba je bila implementirana na sledeči način. Najprej se je 
naložilo sliko v pomnilnik. V primeru, da je bila slika barvna, jo je bilo treba 
pretvoriti v črno-belo. Nato se je naložilo potrebne parametre za detekcijo. Tukaj se 
je naložilo tiste, ki smo jih pri razvrščevalniku shranili, saj morajo biti testni 
parametri pri detekciji isti, kakor je bilo to izvedeno pri učenju. Poleg teh parametrov 
je bilo treba določiti velikost drsečega okna ter začetno in končno vrednost iskanja na 
sliki. V tem primeru se je na vseh vzorcih testne množice iskalo v celi sliki.  
Izvedba parametra drsečega okna je bila izvedena tako, da je bilo določenih več 
velikosti podoken v zbirki, ki so bila prebrana pri vsaki detekciji. Te velikosti oken 
se je določilo na način, da se je vse anotacije z okvirčki »prebralo«, izračunalo 
povprečno vrednost velikosti le-teh in izvzelo največjo in najmanjšo velikost oken.  
Izračun povprečnih vrednosti je podal sledeči rezultat: najmanjše okno je bilo 
velikosti 222 × 211 slikovnih pik, največje okno velikosti 705 × 371 slikovnih pik in 
povprečna vrednost vseh oken je predstavljala velikost 463 × 291 slikovnih pik. V 
nadaljevanju je podan primer zbirke z določenim razponom velikosti iskanih drsečih 
podoken. 
 
search_window_sizes = [64,150,200,360,480,800] 
 
Po detekciji v vseh podoknih in uspešni detekciji je ta vrnila koordinate 
najdenega objekta. Te koordinate so se nato shranile v tekstovno datoteko, ki pa je 
morala biti oblike, kot jo prikazuje slika 4.7. 
 
Slika 4.7: Shranjene koordinate najdenega objekta v tekstovni datoteki 
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Po tem postopku in shranjenih koordinatah v tekstovnih datotekah se je 
generiral graf natančnosti priklica. Izvedba je potekala tako, da se je vzelo tekstovno 
datoteko iz anotacije ter tekstovno datoteko detektiranega objekta in izračunalo delež 
prekrivanja. 
Ker je možno, da pri detekciji ni bilo najdenih več objektov, v anotacijah pa so 
zapisani, se je to rešilo na način, da se je detektirani objekt primerjal z anotiranim in 
če se je ujemal, je bila detekcija uspešna, v nasprotnem primeru pa se je primerjalo z 
naslednjimi koordinatami v anotaciji. Ko je bila primerjava uspešna, se je za ta 
primer izračunalo delež prekrivanja, vsi ostali pa so bili označeni kot FN oz. 
manjkajoča detekcija. V primeru, ko je bil delež prekrivanja manjši od določene 
meje, se je detekcija ovrednotila kot FP oz. napačna detekcija. Če je bil delež 
prekrivanja med določeno mejo in vrednostjo 1, pa se je detekcija ovrednotila kot TP 
oz. pravilna detekcija.  
Da je bilo možno narisati graf natančnosti priklica, se je morala meja 
spreminjati od minimalne vrednosti do maksimalne. Pri testiranju je bilo za 
minimalno vrednost izbrano število 0,5, maksimalno pa je določala popolna detekcija 
oziroma število 1. Minimalna vrednost 0,5 predstavlja 50-odstotno prekrivanje 
detektiranega in anotiranega okvirčka.  
Podobno je potekala izvedba pri metodi Haar. Ko je bil izveden postopek 
detekcije in so bile koordinate najdenega objekta shranjene v tekstovni datoteki, se je 
izvedla primerjava z anotacijami. Nadaljevalo pa se je isto kot zgoraj. Za vsak primer 
se je izračunalo delež prekrivanja in določilo oznake TP, FP, TN, FN. Za tem 
postopkom je bil možen izris grafov natančnosti-priklica, ki so prikazani in 
komentirani v nadaljevanju. 
 
Histogram orientiranih gradientov z razvrščevalnikom podpornih vektorjev 
 
Detekcija je bila izvedena na testnih vzorcih 15 × 103. Po spreminjanju zgornjih 
parametrov je evalvacija detekcije prikazala naslednje rezultate: najboljšo detekcijo 
so prikazali naslednji parametri: za število orientacij je bila izbrana vrednost 10, 16 
za število slikovnih elementov na celico, število celic na blok je bilo 2 ter za število 
gručenja vrednost 9. Najboljša detekcija je prikazana na sliki 4.8, ki pravzaprav 
predstavlja graf natančnosti v odvisnosti od priklica. 
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Slika 4.8: Prikaz najboljše detekcije z metodo HOG 
Povprečna vrednost natančnosti pri najboljši detekciji je bila 0,8 oziroma 80-
odstotna, za priklic pa 0,77, torej 77-odstotna. Podatka nam predstavita, da je 
razpoznavalnik detektiral avtomobile z 80-odstotno natančnostjo, število 0,77 pa 
pove, da je razpoznavalnik našel 77 % vseh anotiranih objektov.  
Najslabša detekcija bi bila izvedena z naslednjimi parametri: vrednost 6 za 
število orientacij, 8 za število slikovnih elementov na celico, 2 za število celic na 
blok in 32 za število gruč. To najslabšo detekcijo prikazuje graf na sliki 4.9.  
 
Slika 4.9: Prikaz najslabše detekcije z metodo HOG 
Pri testu spreminjanja parametrov se je pokazalo, da je bila natančnost za 
najslabšo detekcijo le 57-odstotna in najdenih anotiranih okvirčkov je bilo 54 %. 








Podobno je bilo tudi pri tej metodi. Trije parametri, ki so se spreminjali, so podali 
graf natančnosti v odvisnosti od priklica, ki je prikazan na sliki 4.10.  
 
Slika 4.10: Najboljša detekcija s Haarovo metodo 
Parametri za graf na sliki 4.10 so bili: število 1.005 za skalirni faktor, 2 za 
število sosednjih detekcij, vrednosti za minimalno in maksimalno velikost okna so 
bile od 200 do 1200 slikovnih pik. 
Prav tako je bila izmerjena najslabša detekcija. Glede na to, da so se testi 
izvajali na isti testni množici z različnimi naučenimi kaskadami, je prišlo do tega, da 
ena kaskada sploh ni detektirala objekta. To bi lahko smatrali kot najslabšo, ampak 
nam ta podatek nič ne pove niti pomaga. Zato je na grafu na sliki 4.11 predstavljena 
tista najslabša detekcija, ki je bila izvedena in je tudi detektirala objekt. Parametri pri 
tem so bili: število 1,03 za skalirni faktor, 4 za število sosednjih detekcij ter 
minimalno in maksimalno velikost okna od 200 do 1200 slikovnih pik. 




Slika 4.11: Najslabša detekcija s Haarovo metodo 
Opaziti je, da je graf skoraj linearen. Natančnost pada linearno s priklicem, kar 
nam pove, da če je dobra natančnost, je možnost relativno malo detekcij, ko pa 
natančnost pade, z njo linearno pade tudi število detekcij, pa tudi priklic. Povprečna 
vrednost natančnosti in priklica, ki jo je treba podati, bi bila 54-odstotna za 
natančnost in 75-odstotna za priklic.  
4.3  Študija občutljivosti 
Parameter je beseda, ki je v nalogi velikokrat omenjena in je hkrati zelo 
pomemben člen pri dobri detekciji, saj se z njim išče tisto najboljšo detekcijo. Tukaj 
bo prikazano, kako se spreminja občutljivost detekcije glede na te parametre. Pri 
metodi histogram orientiranih gradientov se bodo spreminjali glavni parametri in z 
njimi tudi občutljivost detekcije. Glavni parametri so: število orientacij, število 
slikovnih elementov na celico, število celic na blok in število gruč. Pri metodi Haar 
pa se spreminjata parametra vrednost piramidne skale in število sosednjih detekcij. 
Testi spreminjanja parametrov so podani v nadaljevanju, in sicer najprej za 
histogram orientiranih gradientov, nato pa še za kaskadno metodo.  
Najprej se je spreminjal parameter število orientacij pri metodi luščenja 
deskriptorjev s histogramom orientiranih gradientov. Parameter se je spreminjal v 
območju od 6 do 11. Opaziti je, da se z večanjem števila povečuje natančnost, s tem 
pa se poveča tudi detekcija anotiranih avtomobilov. Skoraj linearne in omejene črte 
so prikazane zaradi drugih parametrov, ki so vplivali na detekcijo, tako da se z 
večanjem mejne vrednosti natančnost ni spremenila veliko. Modeli višje in nižje od 
določenih vrednosti niso imeli rezultatov, zato le-ti niso prikazani grafično. 
4.3  Študija občutljivosti 49 
 
 
Slika 4.12: Odvisnost detekcije modela od števila orientacij 
Nato se je pri modelu spreminjal parameter, imenovan število slikovnih 
elementov v celici. Parameter je imel dve vrednosti, ki sta se spreminjali. Prva 
vrednost je osem slikovnih elementov na celico, druga vrednost pa 16 slikovnih 
elementov na celico. Na grafu na sliki 4.13 so tako izrisani trije testi, kjer je vsak 
imel različne ostale parametre, prikazane v tabeli 4.1. Parametri, ki niso prikazani v 
tabeli, so ostali enaki za vse tri teste.  
 
Tabela 4.1: Parametri, uporabljeni pri testu spreminjanja števila slikovnih elementov na celico 
TEST  
[barva krivulje] 
ŠT. SLIKOVNIH EL. 
V CELICI  
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Slika 4.13: Odvisnost detekcije od slikovnih elementov v celici 
V danih treh testih opazimo, da se je pri dveh testih s povečanjem celic 
detekcija izboljšala (rdeča in zelena), pri tretji (modra) pa zelo poslabšala. Polna črta 
prikazuje, kakšna je bila natančnost pri 8 × 8 slikovnih pik na celico, črtkana črta pa 
detekcijo pri 16 × 16 slikovnih elementov na celico. Tretji test (krivulja, obarvana 
zeleno) prikazuje detekcijo, ko je bila za testno množico izbrana ¼ vseh vzorcev. To 
je podano kot zanimivost, koliko je uspešnost detekcije odvisna od števila vzorcev. 
Pri testu, prikazanem z rdečo barvo, vidimo, da se je natančnost povečala, vendar se 
je premaknila desno, s tem tudi priklic, kar pomeni, da je model imel več detekcij in 
pa tudi boljšo detekcijo anotacij. Najbolj pade v oči test, prikazan z modro barvo, saj 
je pri 16 × 16 slikovnih elementih na celico imel veliko slabšo natančnost, priklic pa 
se je pri tem celo malo povečal. Pri omenjenem testu (modra krivulja) je bilo izbrano 
manjše število za parameter, imenovan število celic na blok. Vrednost je bila 
nastavljena na dve celici na blok, kjer se pokaže, da le-ti veliko vplivajo na 
natančnost in priklic detekcije. Namreč krivulja na grafu pade, s tem se natančnost in 
priklic zmanjšata, kar pripomore k slabši in manj natančni detekciji.  
Podobno kot pri prejšnjem parametru se je test izvajal pri treh različnih 
vrednostih, ki so bile ena, dve in štiri celice na blok. Glavni parameter, ki se je 
spreminjal, je število celic na blok, izvedena pa sta bila dva testa pri različnem 
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Tabela 4.2: Parametri, uporabljeni pri testu spreminjanja števila celic na blok 
TEST  
(barva krivulje) 












Detekcija pri dveh različno izbranih parametrih se je izkazala za zelo slabo, saj 
sta bili krivulji v srednjem delu grafa. Čeprav je to na sredini, je videti, da sta testa 
imela slabo natančnost. Pri vsakem testu je večanje števila celic na blok različno 
vplivalo na detekcijo. Pri prvem testu (modra črta na sliki 4.14) se je izkazalo, da je 
večanje števila celic pomenilo samo boljšo natančnost, medtem ko je priklic ostal pri 
podobni vrednosti. Z večanjem na štiri celice na blok se je natančnost drastično 
zmanjšala (modra črtkana črta), pri tem pa malo tudi priklic. Pri drugi detekciji pa je 
bilo to zrcaljeno, vendar manj občutljivo. Natančnost in priklic sta se le malo 
zmanjšala (pri črti s pikami), pri črtkani črti pa malo povečala. Vpliv povečanja 
parametra število gruč na osi 𝑥 se je pokazalo v boljši natančnosti in zmanjšanem 
priklicu oz. zmanjšanju detektiranih anotacij.  
 
Slika 4.14: Odvisnost detekcije od števila celic na blok 
Zadnji parameter, ki se je spreminjal pri detekciji s histogramom orientiranih 
gradientov, je bil parameter, imenovan število gruč. Spreminjal se je med 
naslednjimi vrednostmi: 9, 18 in 32 gruč oziroma stolpcev na histogramu. Rezultati 
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dveh testov (rdeča in zelena krivulja) so prikazani na grafu na sliki 4.15, uporabljeni 
parametri pa v tabeli 4.3. Natančnost in priklic sta bila pri obeh testih nizka, je pa 
opaziti, da ni nujno, da se z večanjem gruč viša tudi natančnost. Pri testu, obarvanem 
z rdečo, to prav tako ne velja, saj je test z 32 gručami podal slabšo natančnost. Pri 
drugem testu (krivulja, obarvana zeleno) pa se je natančnost nekoliko povečala, kar 
je pomenilo boljšo detekcijo. Pri teh dveh testih je opaziti, da sta se s spremembo 
parametra »število orientacij« natančnost in priklic povečala, kar pomeni, da je 
detekcija postala boljša. 
  
Tabela 4.3: Parametri, uporabljeni pri testu spreminjanja števila gruč na osi 𝑥 
TEST  
(barva krivulje) 











Slika 4.15: Odvisnost detekcije od števila gruč 
Testi občutljivosti so se prav tako izvajali na testni množici s kaskadno metodo 
Haar. Spreminjala sta se dva parametra, in sicer vrednost piramidne skale in število 
sosednjih oken. Za vse grafe, generirane iz kaskadno naučenega modela, velja, da se 
je parameter število sosednjih oken spreminjal z naslednjimi vrednostmi: 
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𝑠𝑡𝑆𝑜𝑠𝑒𝑑𝑛𝑗𝑖ℎ𝑂𝑘𝑒𝑛 = [1, 2, 3, 4, 5, 10, 20] 
 
Parameter piramidne skale pa po naslednjih vrednostih: 
 
𝑠𝑡𝑃𝑖𝑟𝑎𝑚𝑖𝑑𝑛𝑖ℎ𝑆𝑘𝑎𝑙 = [1.005, 1.01, 1.02, 1.03, 1.04, 1.05, 1.07] 
 
Kot že omenjeno, so se testi izvajali pri različno naučenih kaskadah. Primer v 
nadaljevanju nam prikaže graf natančnosti priklica v odvisnosti od parametrov prve 
naučene kaskade. Levo je prikazan graf, ko se je spreminjal parameter število 
sosednjih oken, desno pa parameter piramidne skale. Levi graf prikaže, da parameter 
število sosednjih oken bolj vpliva na priklic detekcije kot na desni t. i. parameter 
piramidne skale, kar pa za detekcijo ni najboljše. Natančnost se pri obeh hitro niža, 
saj je krivulja dokaj pokončna. To se lahko interpretira kot slab detektor, saj z 
višanjem mejne vrednosti natančnost skokovito pade. Najboljši rezultat v levem 
grafu dobimo, ko imamo parameter število piramidnih skal nastavljen na 1,02, 
parameter števila sosednjih oken pa, ko je izbrana vrednost 2. Pri desnem je število 
sosednjih oken nastavljeno na vrednost 3, vrednost piramidne skale pa 1,05 oz. 5 %. 
 
Slika 4.16: Odvisnost parametrov pri prvi naučeni kaskadi 
Podobno lahko trdimo za druge naučene kaskade. V nadaljevanju so štirje grafi 
(slika 4.17). Zgornja dva spadata pod drugo naučeno kaskado, spodnja dva pa pod 
tretjo naučeno kaskado. Testi pri tej detekciji nam prikažejo, da sta druga dva 
parametra izbrana za najboljšo detekcijo, kljub temu da je območje spreminjanja 
parametrov isto. Razlog je v drugače naučeni kaskadi. Pri zgornjih dveh grafih, 
naučenih z drugo kaskado, so krivulje bolj narazen, kar pomeni, da je vpliv 
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parametrov večji. V zgornjih dveh grafih je lepo razvidno, da z večanjem parametra 
števila sosednjih oken natančnost pada, medtem ko se pri spodnjem desno s 
spreminjanjem parametra števila piramidne skale natančnost veča. Sicer pa je pri 
obeh spodnjih grafih vpliv parametrov minimalen.  
Za zgornje rezultate je imel parameter število piramidne skale vrednost 5, ko se 
je spreminjalo število sosednjih oken. Pri desnem grafu, ko se je spreminjal 
parameter piramidne skale, pa je imel parameter število sosednjih oken vrednost 3. 
 
Slika 4.17: Rezultati spreminjanja parametrov na drugi in tretji naučeni kaskadi 
4.4  Merjenje hitrosti delovanja 
Poleg merjenja uspešnosti in občutljivosti parametrov na detekcijo je zelo 
pomemben podatek, kako hitro se izvede detekcija v sliki. V nadaljevanju so podane 
tabele, ki prikazujejo hitrost detekcije v odvisnosti od parametrov, merjeno v 
sekundah ali milisekundah. Testi hitrosti detekcije in občutljivosti na spremembo 
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parametrov so se izvajali na isti testni podatkovni zbirki, le velikosti slik so se 
razlikovale. Velikost največje testne slike je znašala do 1024 × 768 slikovnih 
elementov. 
Dobra detekcija je tista, ko imamo odlično natančnost pri hitri detekciji v sliki. 
Najprej se obravnava metodo HOG z razvrščevalnikom SVM, v nadaljevanju pa še 
kaskadni razvrščevalnik Haar.  
Kot začetek v implementaciji razvrščevalnika se je le-tega najprej učilo, za kar 
so bile potrebne značilke. Te so predstavljale vse vzorce v učni množici, za kar se je 
porabilo čas, predstavljen v tabeli 4.4. S spreminjanjem orientacij, slikovnih 
elementov na celico, števila celic na blok in števila gruč smo pridobili tabele. Prva 
predstavlja potreben čas učenja razvrščevalnika podpornih vektorjev, naslednja 
hitrost luščenja značilk za posamezno spremembo parametra in zadnja, 
najpomembnejša, hitrost detekcije avtomobila s histogramom orientiranih gradientov 
v sliki.  
Iz tabele 4.4 razberemo, da se je z vsako, še tako malo spremembo parametra 
hitrost učenja zelo razlikovala. Primer sta vrstici 8 in 9, ko se je spremenilo število 
celic na blok s štiri na dve, kar je povzročilo 2,5-krat daljše učenje. V povprečju pa 
se je učenje izvedlo v treh minutah in 30 sekundah. Rezultati, prikazani v zadnjem 
stolpcu, so zaokroženi navzgor, če je bila števka za decimalno vejico večja ali enaka 
5, in navzdol, če je bila manjša od 5. 
 
Tabela 4.4: Hitrost učenja razvrščevalnika SVM 




Gruče Čas [s] 
14 16 2 32 228 
15 16 2 32 239 
12 8 2 32 470 
12 16 1 32 127 
12 16 2 9 197 
12 16 2 64 229 
6 8 2 32 284 
6 16 4 9 67 
6 16 2 9 163 
9 16 2 9 192 
9 16 2 2 144 
9 16 2 20 157 
56 4  Eksperimenti in rezultati 
 
 
Luščenje deskriptorjev je eden izmed zelo pomembnih korakov pri učenju 
razvrščevalnika. Časi v tabeli 4.5 so samo kot predstavitev, saj od njih ni odvisna 
detekcija, je pa vsebina toliko bolj. Hitrost luščenja značilk ima časovni razpon, 
nekje med 90 in 180 sekund oz. od minute in pol do treh. To je podatek za 
pridobljene vse značilke iz učne množice skupaj.  
 
Tabela 4.5: Hitrosti luščenja značilk v odvisnosti od spreminjanja parametrov 




Gruče Čas [s] 
14 16 2 32 95 
15 16 2 32 123 
12 8 2 32 163 
12 16 1 32 138 
12 16 2 9 88 
12 16 2 64 179 
6 8 2 32 71 
6 16 4 9 80 
10 16 2 9 131 
9 16 2 9 111 
9 16 2 2 79 
9 16 2 20 86 
 
Najpomembnejši podatek poleg natančnosti pri detekciji avtomobila je hitrost 
detekcije. V tabeli 4.6 je tako predstavljen čas, ki ga potrebuje razpoznavalnik, da 
detektira avtomobil. Pri različnih parametrih se je tudi čas detekcije spremenil, 
vendar so poleg tega vplivali tudi drugi parametri, kot je na primer velikost drsečega 
okna. Hitrost detekcije se giblje med 2,8 in 7,79 sekunde na sliko. Najboljšo hitrost 
podaja tretja vrstica, ki pa ni podala najboljše natančnosti, le 63-odstotno. Najboljša 
detekcija je bila izvedena s parametri v sedmi vrstici, ki pa detektira avtomobil v 










Tabela 4.6: Hitrost detekcije avtomobilov s histogramom orientiranih gradientov 
Orientacija Slik. el. na 
celico 
Celice na blok Gruče Čas [s] 
9 8 2 32 7,63 
9 8 2 9 3,87 
12 16 2 9 2,8 
12 16 2 64 3,34 
6 8 2 32 4,12 
6 16 4 9 5,04 
10 16 2 9 6,15 
9 16 2 9 7,79 
9 16 2 2 3,91 
9 16 2 20 4,63 
 
Podobno kot se je pridobilo rezultate z metodo HOG, se je to ponovilo z 
metodo Haar. Najprej se je implementiralo kaskadni razvrščevalnik s pomočjo 
prednapisanih knjižnic, zatem pa se je izvedla detekcija avtomobilov na isti testni 
množici, kot se je to opravilo pri detekciji s prejšnjo metodo (HOG + SVM). 
Tabela 4.7 prikazuje detekcijo s kaskadno metodo Haar. Prikazuje hitrost 
obdelave ene slike pri spreminjanju števila sosednjih oken. Opaziti je, da so časi 
obdelave slike podobni, kar pomeni, da ta parameter ne vpliva na hitrost detekcije. 
Poda nam vrednost obdelave ene slike v povprečju v 6,44 ms, kar predstavlja 155 
slik na sekundo. Pomembno pri tem je to, da ta tabela predstavlja povprečno hitrost 
detekcije za prvo kaskado. Se pravi, je bil test najprej izveden nad vsemi vzorci, kjer 
se je merila hitrost detekcije za vsak vzorec, na koncu pa se je rezultate povprečilo. 
Postopek se je opravil za vsako vrednost v parametru »število sosednjih oken«, kjer 
smo na koncu dobili povprečni rezultat nad vsemi vrednostmi, ki pa je zapisan v 
tabeli 4.7.  
Ostali testi so bili povprečeni glede na število sosednjih oken pri določenem 
piramidnem skaliranju. Ti časi so prikazani v tabeli 4.8, kjer vidimo, da se vrednosti 
v povprečju gibljejo pod 10 ms, kar je za detekcijo odlično. Primerjava z ostalimi 
kaskadami, nad katerimi se je izvajala testna detekcija, je bila prva kaskada pri 
vrednosti za piramidno skaliranje 1.005 najhitrejša, saj je ta potrebovala zgolj 6,5 
milisekunde za obdelavo ene slike, medtem ko je najpočasnejša potrebovala kar 70 
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milisekund. Sliši se veliko, vendar je ta v primerjavi z metodo histograma 
orientiranih gradientov precej boljša. Za primerjavo to število predstavlja nekaj več 
kot 14 slik na sekundo pri velikosti vzorcev do 1024 × 768 slikovnih elementov.  
 
Tabela 4.7: Časovna zahtevnost detekcije za eno kaskado pri fiksni vrednosti piramidne skale 









Vrednosti piramidne skale so predstavljale enak razpon, kot je bilo to izvedeno pri 
prikazu grafa natančnosti priklica, kar pa velja tudi za število sosednjih oken. 
 
Tabela 4.8: Povprečna hitrost detekcije pri različnih vrednostih piramidne skale za prvo kaskado 








Tabela 4.9: Časovna zahtevnost detekcije za drugo kaskado pri fiksni vrednosti piramidne skale 









Vrednosti, prikazane v tabelah 4.10, 4.11, 4.12, predstavljajo hitrost detekcije še pri 
ostalih naučenih kaskadah pri spreminjanju piramidne skale, rezultat pa je nato 
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povprečje detekcije nad številom sosednjih oken. Hitrosti detekcije so večje kot pri 
najmanjši vrednosti piramidne skale, kar lahko pripišemo slabši detekciji oz. manjši 
detekciji anotiranih oken in hitrejšemu skaliranju okna, v katerem se išče objekt. 
Primer, da se z večanjem skaliranja iskanega okna ni detektiralo objekta, se kaže v 
tabeli 4.10 v zadnji vrstici, kjer ni bilo detekcije. Bolj kot smo večali vrednost 
piramidne skale, bolj je bila detekcija površna oz. je sploh ni bilo, kar je povzročilo 
hitrejšo detekcijo. K temu nižanju hitrosti obdelave pa lahko trdimo, da je vplivala 
vrednost parametra piramidne skale. 
 
Tabela 4.10: Povprečna hitrost detekcije pri različnih vrednostih piramidne skale za drugo kaskado 






2 Ni detekcije 
 
Tabela 4.11: Prikaz časovne zahtevnosti detekcije za tretjo kaskado pri fiksni vrednosti piramidne skale 
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Tabela 4.12: Povprečna hitrost detekcije pri različnih vrednostih piramidne skale za tretjo kaskado 







Hitrost detekcije se je s spreminjanjem parametrov na vseh štirih kaskadah odražala 
enako. Ko se je vrednost piramidne skale večala, se je hitrost zaznave objekta višala. 
Te hitrosti se gibljejo med 13 in 46 ms oziroma od 76 do 21 slik na sekundo. Tukaj 
poudarimo, da vrednosti iz tabele 4.10 niso vključene, ker je bila od druge vrstice 
dalje detekcija blizu ničle.  
 Testi iz zadnje naučene kaskade niso prikazani, ker detekcija ni bila uspešna. 
Kot uspešna je mišljeno, da so od vseh testnih vzorcev testi detektirali le nekaj 10 
avtomobilov, kar pa za primerno uporabo metode ni smiselno.  
 
4.5  Kvalitativni primeri 
Da dobimo vizualni pregled, kaj pomeni napačna detekcija, uspešna detekcija 
in kako težko je razpoznati objekt na sliki, so v nadaljevanju podani kvalitativni 
primeri. Najprej so podane slike detekcije s podanim deležem prekrivanja za metodo 
HOG in nato isto za metodo Haar. 
Najboljša detekcija je, ko je presek unije enak 1. Takrat imamo idealno 
detekcijo oz. dobro detekcijo, ki je prikazana na sliki 4.18 levo. Desno pa imamo 
primer, ko je detekcija napačna. Rdeči kvadrat prikazuje, kje se nahaja avtomobil, 
označen iz anotacij, modri kvadrat pa prikazuje detekcijo.  
Rezultati prikažejo, da imata metodi velik priklic, kar pripomore k večji 
detekciji anotacij, vendar se pri tem zmanjša natančnost zaznavanja objekta. Iz 
grafičnega prikaza je opaziti, da so problem majhni avtomobili v ozadju, ki 
predstavlja problem pri obeh metodah (slika 4.19). Včasih se zgodi tudi, da zazna 
kolo kot avtomobil zaradi podobnosti v obliki (slik 4.21). 
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Slika 4.18: Prikaz najboljše in najslabše detekcije z metodo HOG 
 
Slika 4.19: Problem avtomobilov v ozadju 
Nasprotno pa predstavlja dobro detekcijo zaznavanje, ko so avtomobili 
prikazani s sprednje in zadnje strani (slika 4.20). 
 
Slika 4.20: Dobra zaznava avtomobilov s prednje in zadnje strani 
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Slika 4.21: Včasih zazna tudi kolo. Lep primer je tudi v desnem kotu zgoraj, ko ne zazna avtomobilov v 
ozadju 
Večji problem predstavljajo tudi objekti, ki so na sliki predstavljeni le deloma. 
Primer je slika 4.22, kjer je prikazan samo zadek ali pa samo prednja stran avta. 
 
Slika 4.22: Problem detekcije HOG v primeru, ko so avtomobili prikazani le deloma na sliki 
Slike v nadaljevanju predstavljajo kvalitativne primere kaskadne detekcije. S 
slike 4.23 je prav tako razbrati, da ima kaskadni model problem pri detekciji 
avtomobilov v ozadju, dobro detekcijo pa pri avtomobilih, prikazanih s prednje ali 
zadnje strani. To je tudi smiselno, saj je bila prva kaskada naučena z vzorci, ki 
prikazujejo avtomobil od spredaj.  
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Slika 4.23: Prikaz problema detekcije avtomobilov v ozadju s kaskadno metodo (levo), desno pa dobro 
zaznavanje avtomobila s prednje ali zadnje strani 
Zgodi se, da včasih zazna avtomobil, ki v anotacijah ni označen (slika 4.24, 
levo). Kot zanimivost pa je desno na sliki 4.24 prikazana detekcija kolesa, podobno, 
kot je to bilo pri metodi HOG, le da je šlo prej za kolo kolesa, sedaj pa za kolo 
avtomobila, ki ga prikazuje slika 4.24, desno.  
 
Slika 4.24: Primer, ko kaskadni detektor Haar zazna avtomobil, ki ni označen v anotacijah (levo). Desno 
prikaz detekcije kolesa 
 
4.6  Primerjava metode HOG s Haarovo metodo 
V tem delu naloge je opisana primerjava med metodo HOG in kaskadno 
metodo. Prikaže nam razliko v hitrosti detekcije, uspešnosti detekcije in občutljivosti 
detekcije. 
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Najprej je podana razlika v hitrosti detekcije. Rezultati so se izvajali nad isto 
testno podatkovno zbirko, prikazani pa so najboljši rezultati posamezne metode. Že 
iz prejšnjih poglavij (poglavja 4.2–4.5) je razbrati, da je kaskadna metoda hitrejša v 
primerjavi z metodo HOG. To pa nam tabela 4.13 samo še potrdi. Rezultati za čas so 
povprečne vrednosti vseh rezultatov, pridobljenih s spreminjanjem parametrov pri 
uporabi različnih kaskad. 
 
Tabela 4.13: Primerjava hitrosti detekcije obeh metod 
METODA ČAS [s] 
HOG + SVM 4,93 
Haarova kaskada 0,023 
 
Kaskada je v primeru, ko govorimo o hitrosti detekcije, veliko hitrejša, vendar 
nam pri tem poda majhno natančnost in velik priklic, kar pomeni, da je veliko 
napačnih detekcij. Histogram orientiranih gradientov je veliko počasnejši, ima pa 
boljšo natančnost. To prikazuje tudi graf na sliki 49. Z modro je prikazana krivulja 
metode HOG, z rdečo pa Haarove metode. Obe krivulji se hitro spustita, kar pomeni, 
da z višanjem meje hitro upade natančnost. 
 
Slika 4.25: Graf natančnosti-priklica kot primerjava med metodami 
Občutljivost metod na parametre se razlikuje v odvisnosti od ostalih uporabljenih 
parametrov, prikazanih v poglavju Študija občutljivosti. Pri nekaterih se majhna 
sprememba v parametru odraža kot velika občutljivost na detekciji. Na splošno pa 
velja, da se pri kaskadni metodi po doseženi najboljši detekciji občutljivost ne 
spreminja, nam pa začne padati natančnost. Pri histogramu orientiranih gradientov je 
izbira parametrov za najboljšo detekcijo naključje. To je opaziti tudi na grafih v 
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poglavju Študija občutljivosti, saj se s spremembo enega parametra lahko spremeni 
detekcija v pozitivni ali negativni smeri. Kot zaključek je kaskadna metoda primerna 
za detekcijo v realnem času, le naučiti bi jo bilo treba, medtem ko to ne velja za 
metodo HOG. Ta nam sicer poda dobro natančnost, vendar je hitrost detekcije 
neuporabna. Poleg tega jo je treba naučiti in prilagoditi za vsak primer uporabe 
posebej. 
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5  Zaključek 
V zaključni nalogi je implementiran detektor avtomobilov. Poleg osnovnega in 
teoretičnega opisa detektorja, metod luščenja značilk in tehnik razvrščanja je bil 
prikazan postopek detekcije avtomobila s pomočjo histograma orientiranih 
gradientov in razvrščevalnika podpornih vektorjev. Opisana in prikazana je tudi 
uporaba kaskadno naučenih klasifikatorjev. Poudarek je bil prikazati vpliv 
parametrov na rezultate in izbire tistih parametrov, ki podajajo najboljši rezultat. Za 
konec je opisana primerjava metod v hitrosti, natančnosti in možnosti uporabe le-teh.  
Poleg metodologije in implementacije za obe metodi je podan tudi postopek 
testiranja in ovrednotenja rezultatov detekcije. Tehnike za prvo metodo so napisane 
in izvedene s pomočjo programskih knjižnic, medtem ko so pri drugi metodi 
uporabljene že vnaprej naučene kaskade. Za ovrednotenje rezultatov je bilo najprej 
predstavljenih nekaj tehnik, nato pa jih je nekaj od teh tudi uporabljenih. Rezultati 
natančnosti so bili prikazani z grafi natančnosti-priklica, hitrost učenja, luščenja 
značilk in detekcija pa so bili prikazani v tabelah.  
Rezultati so pokazali veliko odvisnost natančnosti od uporabljene podatkovne 
zbirke. Pomembnost se je kazala v pravilni izbiri podatkovne zbirke za učenje, 
pomembnosti generiranja negativnih vzorcev in uravnoteženosti zbirk. Opaziti je 
bilo, da je vsak parameter med učenjem in testiranjem še kako pomemben. Tukaj bi 
bilo zanimivo poizkusiti z luščenjem značilk in učenjem razvrščevalnika na večji 
podatkovni zbirki. V takem primeru bi bilo smotrno uporabiti tudi boljšo strojno 
opremo.  
Z drugega zornega kota pa so rezultati testov, opravljenih s kaskadno metodo, 
prikazali zelo hitro detekcijo, ki bi jo bilo možno uporabiti v aplikaciji, ki bi delovala 
v stvarnem času. Kot drugo izboljšavo teh testov vidimo pri opravljenem lastnem 
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