ABSTRACT. The utilization of space and the running speed of the buddy system are considered Equations are derived that give various statistical properties of the buddy system. For the bottom level with Poisson requests and exponential service times the expected amount of space wasted by pairing full cells with empty cells is about 0.513 p] and the mean time between requests from the bottom level to the next level is about 1.880 ptk-1, where p is the mean number of blocks in use on the bottom level and k -1 is the mean time between requests for blocks on the bottom level. The results of a number of simulations of the buddy system are also given and compared with the analytical studies.
Introduction
Modern computing systems often contain dynamic storage allocation algorithms, which do the bookkeeping required for making available various size blocks of memory to other routines. There are many algorithms which can provide dynamic storage allocation. Several of these are described by Knuth [1] . Since there are several dynamic storage algorithms, an analysis of the efficiency of these algorithms is useful for deciding which algorithm to put into a system. In this paper we analyze the efficiency of the buddy system of dynamic storage allocation.
The buddy system was devised by Knowlton [2] . It provides storage in blocks whose size is a power of two times some fixed basic size (to simplify the discussion we assume that basic size is one). The three basic ideas of the buddy system are as follows. (1) A separate list of available blocks is kept for each size 2 k, for 0 < k < m, where 2 m is the total amount of space. (2) When a block of size 2 ~ is requested, it is taken from the available space list for that size, or if no block of that size is available, the system requests a block of size 2 k+l which it splits into two equal parts. The resulting blocks are called buddies of each other. One half is used to fill the original request and the other is put on the available space list for size 2 k. If there is no space of size 2 k+l available then the request for size 2 k+l will of course result in additional system requests for larger sizes until either space is found or the method fails because there is no block large enough for the original request. (3) When a block of size 2 k is returned it is combined with its buddy if its buddy is not in use. The resulting block of size 2 k+l is then combined with its buddy if its P.w.
PURDOM~ JR., AND STEPHEN M. STIGLER buddy is free. This is continued until a block is formed whose buddy is in use. The resulting block is added to the available space list for its size. A detailed description of the algorithm for the buddy system is given by Knowlton [2] and also by Knuth [1] . The algorithm is such that its running time depends only on the number of blocks that are requested by the user and on the number of additional requests that the system makes to itself because it does not have available a block of the required size.
In the buddy system there are two sources of inefficiency in memory utilization. First, memory is provided only in amounts which are a power of two, so the system must provide more memory than is asked for when the request is not a power of two. Second, two empty blocks of size 2 k cannot be used to fill requests for blocks of size 2 k+l unless they are buddies. If the distribution of size of requests is known, the inefficiency of the first type is easy to calculate, and we will say nothing more about it. Rather, it is the purpose of this paper to analyze the contribution of the inefficiency of the second type. Our calculations show that the inefficiency of the second type is so small that often the inefficiency of the first type is most important.
In this paper we therefore assume the requests are always for blocks which are a power of two in size. First we consider the relation between the demand for blocks on the bottom level (blocks of the smallest or basic size are said to be on the bottom level) and the number of cells that this demand makes unavailable on the next level (that is, all blocks of twice the basic size). The results for the bottom level can be used on any level provided the demand for cells on the lower levels is so low that they do not have a significant effect. Once the various equations are derived we investigate the solutions of the equations, again concentrating on the bottom level. Finally the results of some simulations of the buddy system are given. These throw light on the behavior of the upper levels.
Analysis
We wi~ first consider a stochastic model where we keep track only of the pairing of blocks on the bottom level. In this model, which we shall call the restricted model, there are always 2n cells for filling requests on the bottom level. Thus in this model we ignore the fact that, in the original system, orders on the upper levels can change the amount of space available for use by the bottom level. Orders are ignored when all of the 2n cells are in use. When the number of cells available is unlimited, we have what we call the unrestricted model. The two models behave in nearly the same way when 2n is sufficiently larger than the mean number of cells needed to frill requests. We shall assume that the requests for blocks follow a Poisson process and that the lengths of time the blocks are used (service times) are given by independent random variables with an exponential distribution. ! These assumptions cause the future development of the system to depend only on the present state of the system and not on its previous history. An analysis of this model will permit one to determine how much space is tied up in the available space list for the bottom level thus not being available for requests on the next level, and how often the bottom level requests space from the next level. Also, the model can be used for levels other than the bottom level so long as the rate of requests to levels below the one being investigated is so low that they have only a small effect on the level being studied. (1) for k,l> 0 and k+l<n,
k,l>~ O and pkz = 0 fork+ l> n.
The left-hand side of the first equation gives the rate at which the system leaves state (k, l) and the left-hand side of the second equation gives the rate at which it enters state (k, 1). A derivation of the equations is given in Appendix 1. Similar equations hold for the unrestricted model and can be found by setting n = oo with the side condition pkz _> 0. Numerical solutions to these equations are given later. By using an exponential generating function (see Appendix 2), we can 
(See Appendix 3.) Numerical results are given later.
Other models for the behavior of the bottom level are considered in Appendix 4. The analytical techniques of this paper can also be applied to study several levels at a time [3] . The resulting equations, however, take too long to solve numerically in interesting eases.
Numerical Results
The equations for the stationary distribution of the bottom level of the restricted model with Poisson requests and exponential service times can be solved in a time time proportional to the number of variables, (n 2+ 2). It was therefore possible to investigate the model under many conditions. Table I shows the results of varying the ratio of the request rate and the service time for systems which have enough cells to meet nearly all requests. For each value o = X/u, which we shall call the traffic intensity, we have checked to be sure that increasing the number of cells (2n) by 20 percent does not change the tabulated numbers by more than a few parts in 108. For all values of p of 0.4 or above, we have found that reducing n by 20 percent will change the tabulated numbers by at least Poisson requests are at rate X and exponential service times have decay rate ~. The number of pairs of cells in the system is n. The expected number of full blocks paired with empty blocks is MB. The value of Ez l~Poz is given by b~. The mean time between requests to the next level is W, and V is the variance of this time.
p=X/~ n ME several parts in 108 . Thus these results should reflect the behavior of the unrestricted model. We let ME denote the expected number of blocks in use paired with empty blocks, which measures how much unused space is tied up in the available space list for the bottom level and thus not available for use on the next level. The values of bl = ~ lip0~ can be used in formulas (4)- (8) to compute the various moments of the number of empty pairs and the number of full pairs. The mean waiting time for orders to the next level, W, indicates how fast the buddy system runs. The variance, V, of this time may be useful in calculating the effect of the bottom level on the next level.
For p = 10 and p = 100 the probabilities p~z of various values of k and 1 are given in Figures 1 and 2 .
One is usually interested in various characteristics of the buddy system for large values of p. Table II shows the results of fitting the original eight-significant-figure data that was used to prepare Table I with polynomials in p½. The leading term was selected by noting which half-integer power of p gave the best fit. Then fits were made with 1, 2, 3, 4, and 5 terms of a decreasing power series in pt to the last 1, 2, 3, 4, and 5 values in Table I for each item in Table II , the number of values always being the same as the number of terms. Fits were also made to the next to last 1, 2, 3, 4, and 5 values. Table II shows the results of the 4-parameter fit. The number of figures reported has been chosen so that the coefficients do not differ by more than 3 in the last figure in the three following situations: (1) 3 parameters are used in the fit, (2) 5 parameters are used in the fit, and (3) 4 parameters are used, but the data starting with the next to last entry (p = 200) is used. We therefore feel safe in using these series with values of p other than those used in the fit. Table III gives various moments of the numbers of full and empty pairs which can be calculated with the fits to 5o and bl. It should be noted that the process cannot be asymptotically normal because the mean and standard deviation of the number of empty cells are of the same order for large p, while the probability that the number of empty pairs is negative is zero.
If one wishes formulas for small values of p, he should find algebraic solutions to the equations for a system with a small number of ceils. Table I shows that for p < .2, four pairs of cells is enough to obtain very accurate solutions for any system with four or more pairs of cells.
Simulations
A number of simulations were run to investigate features of the buddy system that were inconvenient or impossible to calculate directly. For the simulations, a random number generator of the form x~+l ~--(7577 X x~ -k c) rood 2 ~5 was used. Various odd numbers were used for c. In all of the simulations, the arrivals followed a Poisson process and the service times of blocks were exponentially distributed.
Since the simulation gives information about the system as a function of time, it was necessary to investigate how rapidly the system approaches stationarity so that the results of this section could be compared with those of the previous section. In an earlier report [3] , it is shown that by 10,000 orders for p = 10 and by 50,000 orders for p = 100 we are so close to a stationary distribution that we can neglect any error caused by the fact that we have not yet achieved stationarity; the variation from one run to the next is much more significant than the error due to a lack of stationarity. Table IV gives various statistics for p = 1, 10, and 100, where all of the orders were coming in on the bottom level. Tables V-VII give statistics for ~ -b ~1 = 10, ~o = 1, and m = 1, where X0 is the arrival rate on the bottom level, X1 is the arrival rate on the next level, ~o is the decay rate for the bottom level, and m is the decay rate for the next level (for blocks that were ordered from outside, thus m does not count the decay of blocks that were split up to meet orders on the bottom level). Most of those results of the simulation which can be compared with the calculations of Section 3 are in good agreement. The results for W1, the mean time between orders from the bottom level to the next level, and for V1, the variance of that time, however, while close to the calculated values, are different by several standard deviations. We suspect the difference is caused by a slight nonrandom behavior of the random number generator.
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There are three sets of results from the simulations that we would like to call E~, mean n, umber of blocks of size 2 ~ which are paired with empty blocks; W~, the mean time that passes between each order to level i from level i --1; V~, the variance of this time. All runs were sufficiently long to achieve stationarity within a very close approximation. In all cases the decay rates were equal to one and each run consisted of 10,000 orders. Each entry gives the expected value plus or minus the standard error with the standard deviation expected from one run in parentheses. where ~x is the rate of requests on the next to bottom level, #l is the decay rate on the next to bottom level, (E0 --k Fo)/2 is the mean number of pairs of ceils in use on the bottom level, W1 is the mean time between orders from the bottom level to the next level, and Vi is the variance of this time. If the resulting value of p,f~ is somewhat bigger than one, then the mean number of blocks paired with empties on the next to bottom level can be estimated using pelf in place of p in the equation for the bottom level, and gives nearly the same answer for Ei as the simulations. It would be in- 
V~, THE VARIANCE OF THE TIME BETWEEN ORDERS TO LEVEL i FROM LOWER LEVELS
The form of the table is the same as that of Table V . teresting to know whether this formula would be useful at values of ~0, hi, m, and ~1 other than those we have tested. Even from our data, it is clear that the method does not work exactly. Second, while it is not clear what the relation is between p on the bottom level and the rate at which the bottom level generates requests which go above the next level, it is evident that the fraction of requests that goes above the next level decreases as p increases. Thus for large values of p we can get a good idea of how much time the system will spend breaking up blocks by lookking only at how much time is spent breaking up blocks from just one level up. Third, the mean time between orders from one level to the one above it depends almost entirely on the rate at which that level receives orders, unless the levels below it receive orders at a much higher rate. From just our one set of runs one cannot tell in general when the lower levels will have a significant effect on this quantity.
Conclusions
We have given formulas which permit one to calculate the effect of the bottom level of the buddy system on the next level. These show that for Poisson arrivals and exponential service times the mean number of blocks tied up on the available space list for the bottom level is proportional to the square root of the mean number of blocks it is using to fill requests. The rate at which it asks for blocks from the next level is proportional to the square root of the traffic intensity. The simulations indicate that when the average rate of blocks being requested on one level is not small with re-spect to the rate of blocks being requested from lower levels, the rate at which that level orders blocks from the next higher level is not greatly affected by the rate of orders on the lower levels. Thus it appears a good indication of the running time can be computed by considering each pair of levels independently. There are also indications that the amount of space on the available space lists can be calculated from the results on pairs of levels.
Appendix 1. Derivation of Eqs
. (1)- (3) The state of the model at time t is given by the bivariate stochastic process Zt --(E,, Ft) , where E, is the number of pairs in which one block is in use and its buddy is available, and Ft is the number of pairs where both blocks (which are buddies of each other) are in use. Let
where i, j, k, l, t, h > 0. For the restricted model, Z, is a Markov process with stationary transition probabilities satisfying the following conditions:
(1) Z0--(0,0);
where X > 0 is the rate of requests, ~ > 0 is the decay (or service) rate for a block that is in use, and o (h)/h ~ 0 as h --~ 0. Then from the axioms of probability, the process obeys the following set of equations:
Pkz(t + h) = Pk-x ~(t)Qk-lk~ z(h) + Pk+l kz k~ ~l(t)Qk+l ~l(h) + Pk+l z (t)Qk+l z (h)

Pk-1 kz p kt t+z(t)Q~lz+l(h) + j,~(t)Qk~(h) -~ o(h).
Taking the limit as h goes to zero and replacing the Q's by their values we get the following differential equations for the system:
subject to the conditions = 1, k = 0, j = l, and < n -1, orifk = i + 1, = l+ 1, andk +l < n; i-~ 1, j = l, and l<n; k + 1, 1 = j ~ 1, and l<n; k,j = l, l_< n-1, and l < n;
fork, l> 0andk~l_<n,
Pk~(t) = 0 fork+l>n. and let Tkz be the time the system stays in state (k, 1) . Then Sk~ equals Tk~ plus the time from the next state until the next order. Now, in the unrestricted system, a transition from state (k, l) is to (k ~ 1, l --1 ) with probability 2l~/(~ ~ (k ~ 2l)~), to (k-1, l)with probability k~/(h W (k W 2/)~), if k > 0 to (k-1, l "k 1)with probability ~/(h W (k T 2l)u), and if k = 0 to (k -~ 1, l) (causing a request on the next level) with probability ~/(h W 2l~). Thus
Since Zt is a Markov process, and thus has exponential waiting times,
Thus we find the equations
)G**(t) = XG,_i ,+~(t) + k~Gk_, ,(t) + 21~Gk+~ z_~(t) fork > 0, and (X + 2l, + t)Go,(t) = X + 21#G1 ~(t),
which can be solved recursively. By differentiating these equations and letting d Gkz(0) and bk~ = ~ d2
ak~ = E(S~) = dt
we obtain eqs. (12) and (13). These equations can be solved to find E(Skz) = akz 2 and var (Sk,) = bkz --akz. To find the mean and variance of the time between orders to the next level once the process has become stationary, let qz be the stationary probability that we are in the state (1, l) given that an order to the next level has just taken place. In other words, q~ = limProb{Z~ = (1, l) lEt_ = 0, Et+ = 1}.
Then q~ is proportional to the probability that we arrive at (1, l) from (0, l) given that a transition takes place. This probability is equal to poA/(~ ~ 21~). Thus we get eqs. (9)-(11). Higher moments can be calculated in a similar manner.
Appendix 4. Other Models for the Requests
Thus far we have assumed that the requests (arrivals) follow a Poisson process; that is, the interarrival times on the bottom level are independent and exponentially distributed. We now drop the assumption that they are exponentially distributed but will assume that they are independently and identically distributed according to some arbitrary distribution function G (t), with G (0) = 0. We still assume that the service times are independent and exponentially distributed. Now if G (t) is not exponential, Zt is no longer a Markov process. We do, however, have an embedded Markov chain. Let to = 0 and t. be the time of the nth arrival on the bottom level. The difference t. -t~_~ has the distribution G. Let Z. = Z~,-= (Et,,-, Ft,,-) define a discrete time stochastic process. In fact {Z~} is a Markov chain.
To see this, let W, be the number of pairs which are full at time ~+, both cells of which complete service before time t,+~ ; let X. be the number of pairs which are full at time t, +, one cell of which completes service before time t.+l ; and let Y~ be the number of pairs which are (half) empty at time tn + and which complete service by time t,~+~. Since the service times are exponentially distributed, the conditional probability distribution of (W,,, X,,, Y,~) given Z. is independent of Z1, Z~, -.., Z~-I. Now A similar analysis can be done if the service times are general and the interarrival times are exponential. An embedded Markov chain is then obtained by looking at the process only at times when service is completed. Looking at the system only at these times, however, may not always give an accurate picture of the behavior of the system, since the distribution of times when service is completed will depend on the state of the system.
