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 RIASSUNTO 
 
Lo scopo principale dell’analisi delle strutture di covarianza (ASC) è di 
stimare i parametri di un modello teorico predefinito, utilizzando un 
campione di covarianze basate su N osservazioni. La derivazione dei metodi 
di stima per ottenere i parametri, gli errori standard associati e le statistiche di 
bontà dell’adattamento del modello, si basano su precise assunzioni legate 
alla distribuzione delle variabili. Gli effetti della violazione delle assunzioni 
di base dipendono dalla robustezza di un metodo di stima dato uno specifico 
modello strutturale da stimare e date alcune proprietà delle variabili 
osservate. Una procedura statistica viene definita robusta se la sua prestazione 
è relativamente insensibile ai cambiamenti delle condizioni di base utilizzate 
per derivare tale procedura. Il numero di studi simulativi di robustezza 
nell’ambito delle ASC è notevole (Hoogland & Boomsma, 1998; Boomsma 
& Hoogland, 2001).  Le conclusioni tratte sono spesso contraddittorie e, in 
generale, difficili da riassumere. Tra le cause di queste differenze ricopre un 
ruolo importante il tipo di modello simulato (generalmente un modello di 
analisi fattoriale e/o modello strutturale con variabili latenti), i gradi di libertà 
ad esso associati, il numero ed il tipo di parametri da stimare. Senza 
informazioni sul comportamento dei diversi metodi in situazioni sperimentali 
controllate, diventa difficile raccomandare un approccio alla scelta di uno 
stimatore per problemi concreti. In particolare, non esistono in letteratura 
studi di robustezza basati sul modello confermativo circomplesso –CSPMF, 
proposto da Browne (1992).  
L’obiettivo del primo studio è quello di investigare la robustezza di sei 
metodi di stima dei parametri di un modello CSPMF.  I parametri del modello 
sono stati scelti arbitrariamente in modo da riprodurre una matrice di 
covarianza osservata realistica. Gli stimatori sono stati studiati in tre 
distribuzioni multivariate (MVN – multivariata normale; MVT- multivariata 
T, dai contorni ellittici; e AMV- asimmetrica multivariata) per cinque 
differenti grandezze campionarie  N (N = 100, 250, 500, 750, 1000). In 
ciascun campione, i parametri del modello circomplesso di Browne sono stati 
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stimati utilizzando quattro metodi distinti: ML- Maximum Likelihood, GLS- 
generalized least square (Browne, 1973; Browne, 1984), ADF- 
asymptotically distribution-free (Browne, 1984) e HK- heterogeneous 
kurtosis (Kano, Berkane, and Bentler, 1990). Inoltre, in ciascun campione, 
sono state calcolate due diverse correzioni per gli errori standard e la statistica 
test chi-quadro (Bentler & Yuan, 1999; Browne, 1984; Hu, Bentler & Kano, 
1992). Ciascuna delle 15 condizioni utilizzate nello studio Monte Carlo (3 
distribuzioni ×  5 grandezze campionarie) è stata replicata per 300 volte. La 
prestazione di ciascun stimatore e metodo di correzione è stata valutata 
analizzando l’accuratezza delle stime dei parametri e degli errori standard 
associati e la distribuzione della statistica test chi-quadrato. I risultati ottenuti 
suggeriscono come i metodi ML e GLS non siano robusti alla violazione della 
rigida assunzione di normalità multivariata. I due metodi di correzione degli 
errori standard e della statistica chi-quadrato hanno una prestazione migliore 
anche in situazioni di grave violazione della normalità multivariata. Nel caso 
di piccoli campioni, estratti da distribuzioni non conosciute o inusuali, il 
metodo di stima HK si rivela un approccio pratico e utile, ad eccezione di un 
bias positivo per le stime degli errori standard. Il problema del bias per gli 
errori standard si riscontra anche nelle stime ADF che richiedono grandezze 
campionarie eccessive (N > 1000) per l’ottenimento di una corretta statistica 
test chi-quadro.  
Il problema dell’utilità pratica della procedura ADF viene trattato nel secondo 
studio. Utilizzando lo stesso disegno sperimentale Monte Carlo, viene 
valutata l’efficacia della procedura di correzione del bias delle statistiche 
campionarie ADF, basata sul metodo bootstrap di Yung e Bentler (1994). Tra 
le ipotesi verificate, il legame del bias con la manipolazione della matrice di 
ponderazione. I risultati indicano che le statistiche corrette mostrano una 
distribuzione chi-quadrato attesa già per grandezza campionarie N = 250. Le 
correzioni per un bias additivo e moltiplicativo si dimostrano ugualmente 
efficaci, confermandone la natura complessa e dipendente da diversi fattori.  
In generale, gli aspetti innovativi di questo studio sono legati all’utilizzo del 
modello CSPMF di Browne (1992), mai impiegato prima in uno studio di 
robustezza. Tra le cause, verosimilmente l’assenza di programmi che 
implementassero le tecniche robuste sopra menzionate. L’estensione del 
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precedente programma CircE (Grassi, Luccio & Di Blas, 2010) con queste 
nuove procedure analitiche, rappresenta il secondo aspetto di innovazione. 
Dal punto di vista della rilevanza pratica, la presente ricerca offre 
informazioni sulle grandezze campionarie sufficienti per utilizzare in modo 
proficuo le diverse procedure di stima. Tali informazioni sono generalizzabili 
alle situazioni concrete di analisi della struttura circomplessa con il modello 
CSPMF di Browne, rappresentando, perlomeno nelle intenzioni dell’autore, 
delle linee guida concrete. 
La tesi inizia con un’ introduzione ai concetti di struttura simplex e 
circumplex (Guttman, 1954), per passare poi ad una trattazione dettagliata del 
modello di Browne (1992)  per matrici circumplex. Questi argomenti sono 
contenuti nei Capitoli 1 e 2. Il Capitolo 3 è dedicato ad una rassegna delle 
principali teorie asintotiche alla base delle procedure di analisi nelle ASC. 
Agli studi empirici con dati simulati secondo il metodo Monte Carlo sono 
dedicati i Capitoli 4 e 5. Brevi conclusioni piuttosto specifiche accompagnano 
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Capitolo 1  
LA STRUTTURA CIRCOMPLESSA DELLE VARIABILI 
	  
Nel 1954, Louis Guttman propose la possibilità di rappresentare con un 
ordinamento circolare le correlazioni tra diverse prove di abilità mentale, 
comparabili per complessità ma differenti per contenuto (Guttman, 1954). In 
particolare, tali prove di abilità mentale potevano essere rappresentate come punti 
su di una circonferenza di un cerchio immaginario, le cui distanze reciproche 
erano inversamente proporzionai alla forza dell’associazione. Riprendendo la 
terminologia esatta utilizzata da Guttman, “un  sistema di variabili che risponde 
ad una legge circolare di ordine” (p. 325) venne definito come “circumplex” 
(circomplesso) –ordine circolare di complessità. In un sistema circomplesso le 
variabili dovrebbero essere uguali per “complessità” (o rango) e differenziarsi per 
il tipo di “contenuto definito” (p. 260). Tale struttura venne contrapposta al 
modello simplex –ordine semplice di complessità, nel quale tutte le variabili 
differiscono per complessità ma sono essenzialmente dello stesso tipo, ossia 
misura lo stesso costrutto. Nella teoria di Guttman sono coinvolte due distinte 
nozioni: la prima è una differenza di tipo, la seconda è una differenza di grado tra 
le variabili. Ciascuna di queste nozioni da luogo a rappresentazioni diverse del 
concetto di ordine tra le variabili. All’interno di variabili dello stesso tipo (ad 
esempio, abilità mentali numeriche) le differenze sono di grado (addizione, 
sottrazione, moltiplicazione e divisione, differiscono tra loro largamente nel grado 
di complessità). Un insieme di variabili di questo tipo darà luogo ad una struttura 
simplex, basata su un ordine semplice di complessità, nel quale le variabili 
saranno arrangiate secondo un ordine lineare “dalla meno complessa alla più 
complessa”. In modo corrispondente, variabili dello stesso grado di complessità 
ma diverse per tipo di abilità definita (ad es., numerica, verbale o di 
ragionamento) daranno luogo ad una struttura circomplessa, basata su un ordine 
circolare in cui sia possibile definire relazioni di vicinanza di contenuti ma non di 
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ordine gerarchico.1 In modo da comprendere meglio la teoria fattoriale di 
Guttman, basata sui fattori di ordine, è utile partire dalla teoria del fattore comune  
di Spearman. 
1.1 TEORIA UNIFATTORIALE DI SPEARMAN 
Agli inizi dello scorso, Spearman (1904) osservò come variabili di profitto in 
storia, geografia, aritmetica, vocabolario, avessero tra loro una correlazione da 
nulla a positiva, e comunque mai negativa.  Inoltre, per certe batterie di test il 
quadro di intercorrelazioni sembrava formare una sorta di gerarchia per cui la 
correlazione tra due variabili diminuiva all’aumentare della distanza lungo questo 
ordinamento gerarchico. Spearman fu in grado di sviluppare una formalizzazione 
matematica che fosse in grado di originare una tale gerarchia. Ipotizzando 
l’esistenza di una singola componente detta fattore generale comune responsabile 
dell’associazione tra le variabili considerate, l’eliminazione di tale fattore comune 
avrebbe reso le correlazioni parziali tra tutte le coppie di variabili uguali a zero. 
La correlazione parziale tra due variabili x e y, eliminando una terza variabile, 








, 	   (1) 	  
che si annulla quando: 	  
 
rxy = rxcryc . 	   (2) 	  
La correlazione tra la variabile x e la componente comune c,  rxc , è chiamata 
saturazione fattoriale. L’Equazione 2 dice che, nel caso in cui la relazione tra x e 
y dipenda da un fattore generale comune, allora la correlazione tra queste due 
variabili è uguale al prodotto tra le relative saturazioni fattoriali. La struttura 
proposta da Spearman è in grado di generare una gerarchia tra le correlazioni 
osservate, come illustra il seguente esempio numerico. Supponiamo di avere otto  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Guttman (1954) discute un terzo caso più generale in cui le variabili differiscono tra loro 
simultaneamente sia nel grado di complessità che nel tipo di contenuto, determinando una struttura 
generale denominata radex. 
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TABELLA 1 
Correlazioni ipotetiche generate da una  
struttura latente a singolo fattore comune 
 
 c- V1 V2 V3 V4 V5 V6 V7 V8 
 
Fattore-Unico: 
Saturazioni .9 .8 .7 .5 .25 .2 .1 .05 
          
V1 .9 (.81) .72 .63 .45 .22 .18 .09 .05 
V2	   .8 .72 (.64) .56 .40 .20 .16 .08 .04 
V3	   .7 .63 .56 (.49) .35 .18 .14 .07 .03 
V4	   .5 .45 .40 .35 (.25) .12 .10 .05 .02 
V5	   .25 .22 .20 .18 .12 (.06) .05 .02 .01 
V6	   .2 .18 .16 .14 .10 .05 (.04) .02 .01 
V7	   .1 .09 .08 .07 .05 .02 .02 (.01) .01 
V8	   .05 .05 .04 .03 .02 .01 .01 .01 (.00) 
Nota: i valori sono arrotondati al secondo decimale 
 
 
variabili, V1, V2, V3, V4, V5, V6 ,V7, V8 e di conoscere le loro correlazioni con il 
fattore comune c: .9, .8, .7, .5, .25, .2, .1, .05. Le correlazioni tra queste otto 
variabili osservate possono essere riprodotte utilizzando l’ Equazione 2. 
Assumendo i valori sopra indicati per le saturazioni fattoriali, la correlazione tra 
v1 e v2 sarà data da (.9)(.8)=.72. In modo simile sarà possibile ottenere la matrice 
delle intercorrelazioni tra tutte le otto variabili, illustrata in Tabella 1.  
L’ispezione Tabella 1 mette in luce un ordine gerarchico tra le correlazioni per il 
quale, spostandosi dalla prima (V1) verso l’ultima (V8) variabile, la correlazione si 
attenua. Il tipo di ordine gerarchico tra le variabili definito dall’ipotesi strutturale 
a fattore unico di Spearman venne screditata dai dati empirici raccolti. Con 
estrema sintesi storica, se un singolo fattore comune era insufficiente per rendere 
conto delle relazioni tra le variabili , non si pensò ad altre possibili relazioni 
gerarchiche e si prese una direzione radicalmente diversa che avrebbe portato alle 
teorie multifattoriali. Il ragionamento generale che si fece, riconducibile per primo 
a Thurstone (1947), fu che se un fattore comune non era sufficiente ve ne 
dovevano essere almeno due. L’ipotesi che due fattori comuni, c1 e c2, non 
correlati tra loro, siano alla base delle relazioni osservate implica la seguente 
struttura: 	  
 
rxy = rxc1 ryc1 + rxc2 ryc2 , 	   (3) 	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che non genera alcun gradiente tra le correlazioni, come risulta invece dal modello 
a fattore comune unico su cui si basa l’Equazione 2. Secondo Guttman (1954, pg. 
266) questo particolare spiegherebbe la scomparsa del concetto di gerarchia con 
l’avvento delle teorie dei fattori comuni multipli. 
1.2 UNA TEORIA UNIFATTORIALE ALTERNATIVA: IL SIMPLEX 
Assumendo che un singolo fattore comune non sia in grado di ricreare le relazioni 
tra le variabili osservate, Guttman (1954) propone di ridefinire il concetto di 
fattore comune, piuttosto che muoversi in direzione delle teorie multifattoriali. Il 
suggerimento è quello di ritornare alla nozione di gerarchia tra le variabili, 
abbandonata nella ricerca di strutture fattoriali più complesse, legate alla presenza 
di fattori multipli. In particolare, Guttman introduce la nozione di complessità 
come singolo fattore per confrontare variabili diverse. Vediamo di chiarire con un 
esempio. Supponiamo di misurare otto variabili, V1, V2, …, V8 che differiscono 
per un singolo fattore di complessità, g. La variabile V1 è la meno complessa; V2 
è la successiva e richiede tutto quello che viene richiesto da V1, più qualcos’ altro. 
In modo simile, V3 è più complessa di V2, richiedendo tutto ciò che serve per V2, 
più qualche altra risorsa. In questo caso, V3 è chiaramente più complessa anche di 
V1. In generale, le variabili osservate dipendono da un fattore di complessità, di 
cui sono composte in diverso grado. Tale fattore di complessità può essere 
pensato come una possibile variabile aggiuntiva V9, oltre alla variabile osservata 
più complessa V8. Date queste premesse, è dunque possibile formulare una 
specifica ipotesi strutturale: 	  
 
rv1g.v2 = 0. 	   (4) 	  
Se V2 è più complessa di V1, allora la sua complessità sarà in parte formata dalla 
complessità di V1. Epurando V1 e il fattore totale di complessità, g, dalla 
complessità contenuta in V2, non lascerà nulla in comune tra V1 e g. Utilizzando 
la formula della correlazione parziale definita nell’ Equazione 1, una conseguenza 
dell’ipotesi formulata nell’Equazione 4 è che : 	  
 
rv1g = rv1v2 rv2g. 	   (5) 	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TABELLA 2 
Correlazioni ipotetiche generate da una struttura di  
ordine semplice di complessità (SIMPLEX) uniforme 
 
 g- V1 V2 V3 V4 V5 V6 V7 V8 
Complessità: 
SaturazioNI .01679616 .0279936 .046656 .07776 .1296 .216 .36 .6 
          
V1 .01679616 1 .6 .36 .216 .1296 .07776 .046656 .0279936 
V2	   .0279936 .6 1 .6 .36 .216 .1296 .07776 .046656 
V3	   .046656 .36 .6 1 .6 .36 .216 .1296 .07776 
V4	   .07776 .216 .36 .6 1 .6 .36 .216 .1296 
V5	   .1296 .1296 .216 .36 .6 1 .6 .36 .216 
V6	   .216 .07776 .1296 .216 .36 .6 1 .6 .36 
V7	   .36 .046656 .07776 .1296 .2160 .36 .6 1 .6 
V8	   .6 .0279936 .046656 .07776 .1296 .2160 .36 .6 1 
 Totale 2.45801 3.030016 3.34336 3.4816 3.4816 3.34336 3.030016 2.45801 
 
 
Essendo interessati a “spiegare” la relazione tra v1 e v2, ossia 
 
rv1v2 , la struttura 






.	   (6) 	  
Confrontando l’ipotesi definita nell’Equazione 6 con l’Equazione 2, si  può 
osservare come entrambe prevedano la correlazione con un singolo fattore non 
osservato. La differenza principale, aldilà dell’utilizzo del prodotto piuttosto che 
della divisione, è che la struttura definita dall’Equazione 6 è priva di senso senza 
un concetto di ordine tra le variabili. Ciascuno dei due casi conduce ad un 
ordinamento gerarchico dei coefficienti di correlazione osservati. Abbiamo visto 
nella Tabella 1 che l’ipotesi di Spearman determina un gradiente che diminuisce 
dal margine in alto a sinistra della tabella verso il lato in basso a destra. Vediamo 
ora come appare l’analoga matrice di correlazione per l’ipotesi strutturale di 
Guttman. Un caso importante è quello in cui le variabili sono uniformemente 
distanziate nella loro complessità, formalmente 
 
rjk = r(j+1)(k+1) , ossia la correlazione 
tra ciascuna coppia di variabili adiacenti è costante. Come esempio numerico, 
supponiamo di avere le nostre otto variabili osservate, V1, V2, V3, V4, V5, V6 ,V7,  
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TABELLA 3 
Correlazioni ipotetiche generate da una struttura di  
ordine semplice di complessità (SIMPLEX) non uniforme 
 
 g- V1 V2 V3 V4 V5 V6 V7 V8 
Complessità: 
SaturazioNI .10 .12 .25 .30 .70 .75 .85 .91 
          
V1 .10 1 .83 .40 .33 .14 .13 .12 .11 
V2	   .12 .83 1 .48 .40 .17 .16 .14 .13 
V3	   .25 .40 .48 1 .83 .36 .33 .29 .27 
V4	   .30 .33 .40 .83 1 .43 .40 .35 .33 
V5	   .70 .14 .17 .36 .43 1 .93 .82 .77 
V6	   .75 .13 .16 .33 .40 .93 1 .88 .82 
V7	   .85 .12 .14 .29 .35 .82 .88 1 .93 
V8	   .91 .11 .13 .27 .33 .77 .82 .93 1 
 Totale 3.06 3.31 3.96 4.07 4.62 4.65 4.53 4.36 
Nota: i valori sono arrotondati al secondo decimale 
 
 
V8 , che soddisfano le Equazioni 4 e 6, le cui saturazioni sul fattore unico di 
complessità, g, sono2: .01679616, .0279936, .046656, .07776, .1296, .216, .36 e 
.6. In base all’equazione 6, le correlazioni tra v1 e v2 e tra v2 e v3 risultano essere 
uguali ad un valore costante 
 






= .6 . 
Procedendo in modo simile, possiamo ottenere la Tabella 2, contenente le 
intercorrelazioni tra tutte le otto variabili osservate. Il gradiente nelle correlazioni 
osservate in Tabella 2 è piuttosto differente da quello determinato dalla formula di 
Spearman in Tabella 1. Le correlazioni più alte si trovano vicino alla diagonale 
maggiore  e diminuiscono man mano che ci si allontana da questa, spostandosi 
verso l’alto e verso il basso. Se le otto variabili non sono uniformemente 
distanziate nella loro complessità, allora il gradiente non sarà così netto come in 
Tabella 2. I valori di correlazione più elevati in ciascuna riga (colonna) si 
troveranno sempre vicino alla diagonale maggiore e diminuiranno allontanandosi 
verso destra o verso sinistra (verso l’alto o verso il basso).  Un esempio di ordine 
semplice di complessità non uniforme è illustrato in Tabella 3.   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 Tali valori sono le prime otto potenze di .6 in ordine inverso:  .6
8 ,.67 ,.66 ,.65 ,.64 ,.63,.62 ,.61 .  
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TABELLA 4  
Correlazioni tra Sei Prove di Abilità Verbale (N = 1046) 
 
Ortografia 1.000      
Punteggiatura .621 1.000     
Grammatica .564 .742 1.000    
Vocabolario .476 .503 .577 1.000   
Letteratura .394 .461 .472 .688 1.000  
Letteratura Straniera .389 .411 .429 .548 .639 1.000 
Totale 2.444 2.738 2.784 2.792 2.654 2.416 
Tabella adattata da Guttman (1954, Tabella 5). 
 
 
Una caratteristica importante delle matrici di correlazione rappresentate in Tabella 
2 e 3 è che i totali di colonna (o riga) più bassi sono associati alle variabili 
osservate che raggiungono valori estremi di complessità, variando gradualmente 
fino a raggiungere il massimo nella posizione centrale. In pratica,  i totali di riga 
(o colonna) sono utili in pratica per determinare l’ordine di complessità delle 
variabili nel caso non sia dato a priori. Nel caso in cui la variabili non siano 
uniformemente spaziate, ci sarà una corrispondenza curvilinea non 
necessariamente esatta tra posizione della variabile nell’ordine di complessità e 
posizione d’ordine del totale di colonna (o di riga). La Tabella 4 contiene le 
correlazioni tra sei prove di abilità verbale (Guttman, 1954, pg. 282). Dal profilo 
delle correlazioni emerge immediatamente un ordine semplice di complessità che, 
come osservato anche da Guttman (1954, p.281), è in accordo con il buon senso. 
La direzione della complessità crescente va chiaramente dall’ortografia alla 
letteratura straniera; inoltre, ciascun test, secondo un giudizio intuitivo, sembra 
coinvolgere un’attività verbale più complessa rispetto al precedente. La chiarezza 
dei risultati in Tabella 4 è indubbiamente dovuta in parte alla grandezza del 
campione (N = 1046). Gli errori di campionamento possono offuscare una 
struttura gerarchica se la grandezza campionaria non è sufficientemente ampia. 
Tuttavia, concettualmente è possibile pensare ad un ordine di complessità tra le 
variabili, anche se le correlazioni osservate non mostrano chiari profilo di 
cambiamento come quelli illustrati in Tabella 2 e 3. In questi casi si parlerà di 
struttura quasi-simplex, ad indicare un ordine semplice di complessità più una 
deviazione stocastica. Una ulteriore causa di deviazione dalla struttura simplex è 
la qualità delle variabili utilizzate. Questo secondo aspetto, legato al concetto di  
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ordine effettivo di complessità tra variabili, richiama la necessità di chiarire il 
concetto di “complessità” e di differenziarlo da altri concetti apparentemente 
affini come quello di “difficoltà”.  
Un altro tipo di contenuto che sembra formare un ordine semplice di complessità 
è l’abilità numerica. Guttman (1954, Tabella 6) discute sei prove di abilità 
numerica –addizione, sottrazione, moltiplicazione, divisione, ragionamento 
aritmetico e giudizio numerico, raccolte su 240 bambini in età scolare ed 
identifica una chiara gerarchia come quella discussa in Tabella 4. In particolare, 
l’ordine delle sei variabili, determinato dalle rispettive correlazioni, si accorda alla 
visione tradizionale dell’aritmetica. La sottrazione è più complessa dell’addizione, 
la moltiplicazione è più complessa della sottrazione e la divisione a sua volta è più 
complessa della moltiplicazione. Questo ordine empirico definito dalla struttura 
delle correlazione tra le variabili misurate non dovrebbe sorprendere, infatti, 
ciascuna operazione matematica implica esplicitamente la precedente. La prova di 
giudizio numerico coinvolge tutte le quattro operazioni elementari e si attesta 
nell’ordine semplice di complessità come la più complessa.  
C’è un pericolo di confusione tra la nozione di grado di complessità con quella di 
difficoltà. Se diciamo che la sottrazione è più complessa dell’addizione, non 
vogliamo dire con questo che la sottrazione è necessariamente più difficile 
dell’addizione. Complessità e difficoltà non hanno necessariamente una 
connessione reciproca nella teoria del modello simplex. Il concetto di difficoltà è 
legato al punteggio medio osservato in un gruppo. Ad esempio, se ad un prova 
rispondono correttamente meno persone rispetto ad un’altra prova, la prima sarà  
detta più difficile della seconda. Una difficoltà comparabile in questo senso 
implica delle medie dei gruppi comparabili. L’ordine di complessità è stato 
definito nei termini di specifiche relazioni tra coefficienti di correlazione. Un 
coefficiente di correlazione è invariante rispetto a trasformazioni lineari dei 
punteggi. Perciò, cambiando le medie dei gruppi non cambieranno i coefficienti di 
correlazione tra le variabili misurate. Ritornando all’esempio delle abilità 
numeriche,  è possibile creare un compito di addizione molto più difficile rispetto 
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TABELLA 5 
Inversa della matrice di correlazione in Tabella 2 
 
 V1 V2 V3 V4 V5 V6 V7 V8 
V1 1.5625 -.9375 0 0 0 0 0 0 
V2	   -.9375 2.125 -.9375 0 0 0 0 0 
V3	   0 -.9375 2.125 -.9375 0 0 0 0 
V4	   0 0 -.9375 2.125 -.9375 0 0 0 
V5	   0 0 0 -.9375 2.125 -.9375 0 0 
V6	   0 0 0 0 -.9375 2.125 -.9375 0 
V7	   0 0 0 0 0 -.9375 2.125 -.9375 
V8	   0 0 0 0 0 0 -.9375 1.5625 




Inversa della matrice di correlazione in Tabella 3 
 
 V1 V2 V3 V4 V5 V6 V7 V8 
V1 3.2727 -2.7273 0 0 0 0 0 0 
V2	   -2.7273 3.5721 -.6237 0 0 0 0 0 
V3	   0 -.6237 3.5721 -2.7273 0 0 0 0 
V4	   0 0 -2.7273 3.4977 -.525 0 0 0 
V5	   0 0 0 -.525 7.9836 -7.2414 0 0 
V6	   0 0 0 0 -7.2414 11.2742 -3.9844 0 
V7	   0 0 0 0 0 -3.9844 11.3575 -7.3248 
V8	   0 0 0 0 0 0 -7.3248 7.8419 




ad una prova di sottrazione. Rendere un compito più o meno difficile 
(selezionando prove appropriate allo scopo) non cambia in modo sostanziale la 
posizione di rango di ciascun individuo all’interno dei punteggi complessivi del 
gruppo. Perciò, la posizione di ordine e la intercorrelazioni tra le variabili non 
dipendono dalla difficoltà della prova. La teoria simplex ipotizza che l’ordine di 
complessità abbia poco a che fare con la difficoltà relativa delle variabili misurate. 
Laddove cambi la difficoltà, l’ipotesi è che ciò non modifichi né l’ordine di 
complessità tra le variabili né il gradiente generale. Le modifiche dei coefficienti 
di correlazione dovute alla modifica delle difficoltà delle prove dovrebbe seguire 
sistematicamente il gradiente osservato nelle matrici di correlazione.  
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TABELLA 7 
Coefficienti di regressione lineare multipla   
di ciascuna variabile (criterio) sulle rimanenti sette. I risultati si basano sulle  
correlazioni in Tabella 2 e sulla matrice inversa in Tabella 5 
 
 PREDITTORI  
CRITERIO V1 V2 V3 V4 V5 V6 V7 V8 
CORRELAZIONE  
MULTIPLA 
V1 -- .6 0 0 0 0 0 0 .6 
V2	   .4412 -- .4412 0 0 0 0 0 .7276 
V3	   0 .4412 -- .4412 0 0 0 0 .7276 
V4	   0 0 .4412 -- .4412 0 0 0 .7276 
V5	   0 0 0 .4412 -- .4412 0 0 .7276 
V6	   0 0 0 0 .4412 -- .4412 0 .7276 
V7	   0 0 0 0 0 .4412 -- .4412 .7276 
V8	   0 0 0 0 0 0 .6 -- .6 




Coefficienti di regressione lineare multipla  
 di ciascuna variabile (criterio) sulle rimanenti sette. I risultati si basano sulle correlazioni in 
Tabella 3 e sulla matrice inversa in Tabella 6 
 
 PREDITTORI  
CRITERIO V1 V2 V3 V4 V5 V6 V7 V8 
CORRELAZIONE  
MULTIPLA 
V1 -- .8333 0 0 0 0 0 0 .8333 
V2	   .7635 -- .1746 0 0 0 0 0 .8486 
V3	   0 .1746 -- .7635 0 0 0 0 .8486 
V4	   0 0 .7797 -- .1501 0 0 0 .845 
V5	   0 0 0 .0658 -- .907 0 0 .9353 
V6	   0 0 0 0 .6423 -- .3534 0 .9546 
V7	   0 0 0 0 0 .3508 -- .6449 .955 
V8	   0 0 0 0 0 0 .9341 -- .9341 
          
 
 
L’inversa di una matrice di correlazione simplex ha una forma molto semplice con 
interessanti implicazioni per comprendere il concetto di complessità da una 
prospettiva diversa. Consideriamo il precedente esempio numerico illustrato in 
Tabella 2. Il risultato dell’operazione di inversione è presentato in Tabella 5.  La 
caratteristica interessante è che tutti gli elementi sono uguali a zero ad eccezione 
di quelli che si trovano nelle tre diagonali centrali. Gli elementi sulla diagonale 
principale sono tutti positivi, quelli sulle due diagonali adiacenti sono tutti 
negativi e gli altri, come detto, sono uguali a zero. Nella Tabella 2 le variabili 
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erano uniformemente spaziate lungo il fattore di complessità –g. Questo aspetto si 
riflette nell’uguaglianza degli elementi della medesima diagonale (ad eccezione 
del primo e dell’ultimo elemento sulla diagonale principale). Fatta eccezione per 
la prima e l’ottava variabile, gli elementi sulla diagonale principale sono tutti 
uguali a 2.125, e gli elementi sulle due diagonali attorno sono tutti uguali a -.9375. 
Guttman (1954, p. 289) definisce questo come un “effetto di confine” per la prima 
e l’ultima variabile. La legge generale di formazione della Tabella 5 vale anche 
nel caso in cui le variabili osservate non siano uniformemente distanziate per 
complessità. Gli elementi sulla diagonale principale potranno non essere tutti 
uguali ma saranno comunque positivi. Gli elementi vicini alla diagonale 
principale potranno non essere tra loro uguali ma saranno negativi e di valore 
assoluto inferiore rispetto a quelli sulla diagonale principale. Ci sarà sempre un 
effetto di confine per la prima e l’ultima variabile, che avranno valori inferiori 
rispetto a quelli delle variabili immediatamente vicine sulla diagonale principale. 
Un esempio numerico è dato dall’inversione della matrice simplex non uniforme 
illustrata in Tabella 3 e qui riportata in Tabella 6.  
Dalle Tabelle 5 e 6 è possibile ottenere i coefficienti di regressione e di 
correlazione multipla per tutte e otto le regressioni lineari di ciascuna variabile 
sulle rimanenti sette variabili.  I risultati sono illustrati nelle tabelle 7 e 83. 
Volendo prevedere il punteggio della prima variabile a partire dalle rimanenti 
sette, si utilizzeranno i pesi nella prima riga delle Tabelle 7 e 8. Vediamo come 
solo la seconda variabile abbia un peso diverso da zero, mentre le altre variabili 
non sono di aiuto nella previsione. In modo simile, nella previsione dell’ultima 
variabile a partire dalle rimanenti sette, solo la variabile più vicina nell’ordine 
gerarchico di complessità (la settima variabile) raggiunge un peso diverso da zero. 
Volendo prevedere una variabile intermedia, dei coefficienti di regressione diversi 
da zero esistono solo per le due variabili che occupano la posizione 
immediatamente  precedente e successiva nell’ordine di complessità. Ad esempio  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 I valori sono stati ottenuti utilizzando le formule proposte da Guttman (1954, equazioni 22 e 23) 
che in termini matriciali possono essere riscritte come: −1[Diag−1[R−1 ]R−1 ]  per i coefficienti di 
regressione multipla e (I − Diag−1[R−1 ])1/2  per i coefficienti di correlazione multipla, dove R 
indica la matrice di correlazione (Tabelle 2 e 3), R-1 la matrice di correlazione inversa (Tabelle 5 e 
6) ed I la matrice identità di ordine 8. 
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TABELLA 9 
Coefficienti di regressione lineare multipla  
 di ciascuna variabile (criterio) sulle rimanenti sette. I risultati si basano sulle 
 correlazioni tra le sei prove di abilità verbale illustrate in Tabella 4 
 
 PREDITTORI  





Ortografia -- .41 .14 .16 -.03 .09 .66 
Punteggiatura .28 -- .54 -.02 .1 .02 .786 
Grammatica .1 .55 -- .24 -.01 .04 .783 
Vocabolario .12 -.02 .26 -- .46 .1 .756 
Letteratura -.02 .11 -.01 .45 -- .36 .76 
Lett.ra Stran. .09 .03 .06 .13 .47 -- .668 
 
 
la previsione della variabile 4, in accordo con la quarta riga delle Tabelle 7 e 8, si 
basa esclusivamente sulle variabili 3 e 5, mentre le rimanenti si associano a 
coefficienti di regressione uguali a zero. Effetti di margine per la prima e l’ultima 
variabile sono nuovamente visibili. Nelle serie di variabili uniformemente 
spaziate, le variabili iniziali e finali sono sempre le meno prevedibili rispetto a 
quelle intermedie, come mostrano i coefficienti di correlazione multipla in 
Tabella 7. Nelle serie di variabili non uniformi, le variabili ai margini tendono ad 
essere meno prevedibili rispetto alle variabili centrali nell’ordinamento 
gerarchico.  I coefficienti di regressione multipla per la matrice di correlazione tra 
le sei prove di abilità verbale (Tabella 4) sono riportati in Tabella 9. Nonostante si 
tratti di dati empirici,  è identificabile il medesimo quadro generale per i 
coefficienti di regressione visto nelle Tabelle 7 e 8. I pesi di regressione più 
elevati (e positivi) si associano alle variabili vicine nell’ordine di complessità; 
tutti gli altri pesi tendono ad approssimarsi al valore zero e non sono 
necessariamente positivi. I valori di correlazione multipla indicano come le 
variabili ai confini dell’ordine di complessità siano le meno prevedibili.  Il 
concetto di complessità fa riferimento al numero di contenuti richiesti da ciascun 
compito. Non stupisce quindi che le variabili ai confini dell’ordine di complessità 
siano le meno prevedibili, avendo una sola variabile che le segue o le precede, con 
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1.3 IL MODELLO CIRCUMPLEX 
Consideriamo ora un insieme di strutture simplex, riferendoci in particolare ad 
una sola variabile estratta da ciascuna struttura. Come noto ciascun simplex 
contiene un certo numero di variabili dello stesso tipo ma diverse per complessità. 
I diversi simplex che consideriamo provengono da differenti universi di contenuto 
semantico. Tali universi di contenuto appartengono comunque allo stesso super-
universo. Così, per le prove di abilità scolastica, il super-universo è quello delle 
abilità mentali e gli universi di contenuto che generano le strutture simplex sono 
costituiti dalle differenti abilità mentali. All’interno della struttura simplex si può 
parlare di maggiore o minore complessità di una variabile rispetto ad un’altra. 
Come confrontare dunque variabili provenienti da diversi simplex e quindi 
differenti per contenuto (diverse abilità mentali) ma riconducibili allo stesso 
super-universo (le abilità mentali in generale)? Un’abilità numerica è più 
complessa di un’abilità verbale? E rispetto ad un’abilità musicale? Guttman 
suggerisce come confronti di questo tipo siano privi di senso se non supportati da 
una teoria sui contenuti da confrontare. In particolare, come ipotesi strutturale per 
le relazioni tra diversi tipi di test, viene sempre proposta una legge di ordine ma 
non più riferita al grado di complessità. La natura dell’ordinamento tra diversi tipi 
di test deve prevedere una relazione di prossimità basata sulla vicinanza tra i 
contenuti misurati, senza tuttavia prevedere un ordinamento gerarchico “…dal più 
alto al più basso”. Utilizzando un ordinamento circolare è possibile avere un 
ordine tra le variabili senza inizio né fine e quindi senza una gerarchia lienare, 
continuando ad avere tuttavia una precisa legge di prossimità. Lungo la 
circonferenza, scegliendo un punto di partenza preciso, l’insieme delle variabili 
presenterà una sequenza specifica che vedrà alcune di esse più vicine di altre. 
Tuttavia, il punto di inizio della sequenza, così come il senso (orario o antiorario) 
di percorrenza, saranno del tutto arbitrari e non modificheranno in alcun modo i 
rapporti di prossimità. L’assenza di un ordine lineare, come nella struttura 
simplex, riflette l’uguaglianza nella complessità delle variabili del sistema. La 
legge di prossimità lungo l’ordinamento curvilineo rappresenta invece la 
vicinanza dei contenuti misurati. Un sistema di variabili che soddisfa una legge di 
ordine circolare è detta circumplex o circomplesso.  
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Supponiamo di avere sempre le nostre otto variabili V1, V2, V3, V4, V5, V6 ,V7, V8, 
riconducibili a otto diverse abilità mentali uguali per complessità ma diverse per 
contenuti, definiti da otto componenti elementari c1, c2, c3, c4, c5, c6, c7, c8.  
L’appartenenza delle otto variabili a sistemi simplex distinti ma riconducibili allo 
stesso super-universo, le abilità mentali generiche, rende la composizione delle 
variabili come un misto tra la componente elementare specifica ed alcune 
componenti elementari tipiche delle altre variabili. La composizione elementare 
mista rende le variabili associate tra loro. Il numero delle componenti elementari 
condivise determina invece la distanza sull’ordinamento circolare e quindi la 
differenza nella correlazione tra le coppie di variabili. Infine, la quantità costante 
di componenti elementari costitutive, garantisce l’uguale complessità delle 
variabili. Se ciascuna delle nostre n = 8 variabili osservate è una funzione di m = 4 
componenti elementari additive, la struttura risultante è detta circomplessa 
uniforme e può essere formalizzata come: 
 
V1 = c1 + c2 + c3 + c4         
V2 =   c2 + c3 + c4 + c5       
V3 =     c3 + c4 + c5 + c6     
V4 =       c4 + c5 + c6 + c7   
V5 =         c5 + c6 + c7 + c8 
V6 = c1          c6 + c7 + c8 
V7 = c1 + c2          c7 + c8 
V8 = c1 + c2 + c3          c8 
                 
 





c j + c j+1 + …+ cj+m-1 (j ≤ n - m + 1),





	   (7) 	  
 
Assumendo che le componenti elementari abbiano media zero,  varianza 
omogenea [E( c1
2 ) = E( c2
2 ) =…= E( cn
2 )], che siano tra loro non correlate 
[
 
E(c jc j+1) = 0 ] e che  m ≥  n / 2 , allora dall’Equazione 7 otteniamo che: 
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rV1V1 =	   E( c12 )+E( c22 )+E( c32 )+E( c42 )	   	   	   =	  	  1	  
E( c1
2 ) =	    1 m 	   	   	   	  
rV1V2 =	   E( c22 )+E( c32 )+E( c42 )	   =	    1 − 1m 	   =	  	  	  	  .75	  
rV1V3 =	   E( c32 )+E( c42 )	   =	    1− 2m 	   =	  	  	  	  .50	  
rV1V4 =	   E( c42 )	   =	    1− 3m 	   =	  	  	  	  .25	  
rV1V5 	   	   	   	   =	  	  0	  
rV1V6 =	   E( c12 )	   =	    1− 3m 	   =	  	  	  .25	  
rV1V7 =	   E( c12 )+E( c22 )	   =	    1− 2m 	   =	  	  	  .50	  
rV1V8 =	   E( c12 )+E( c22 )+E( c32 )	   =	    1− 1m 	   =	  	  	  .75	  
 
ossia in generale: 






      0 ≤ (k - j) < (n - m),
1-
n - k + j
m




       (-n + m) ≤ (k - j) < 0,        
1-
n - j+ k
m













	   (8) 	  
Come esempio numerico dell’applicazione dell’Equazione 8, consideriamo il caso 
di n = 8 variabili e m = 4 componenti elementari additive. I valori delle 
correlazioni risultanti sono riportati in Tabella 10. La struttura risultante è detta 
TABELLA 10 
Correlazioni ipotetiche generate da una struttura di  
ordine circolare di complessità (CIRCUMPLEX) uniforme 
quando n = 8 e m = 4 
 
 V1 V2 V3 V4 V5 V6 V7 V8 
V1 1 .75 .50 .25 .00 .25 .50 .75 
V2	   .75 1 .75 .50 .25 .00 .25 .50 
V3	   .50 .75 1 .75 .50 .25 .00 .25 
V4	   .25 .50 .75 1 .75 .50 .25 .00 
V5	   .00 .25 .50 .75 1 .75 .50 .25 
V6	   .25 .00 .25 .50 .75 1 .75 .50 
V7	   .50 .25 .00 .25 .50 .75 1 .75 
V8	   .75 .50 .25 .00 .25 .50 .75 1 
TOTALE 4 4 4 4 4 4 4 4 
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uniformemente spaziata dal momento che i valori lungo ciascuna diagonale 
(parallela alla diagonale maggiore) sono tutti uguali tra loro ed il totale di 
ciascuna colonna (o riga) assume un valore costante. Ciascuna riga della matrice 
di correlazione in Tabella 10 ha gli stessi valori numerici della riga precedente ma 
traslati di una posizione sulla destra, con l’ultimo elemento che occupa, nella riga 
successiva, la prima posizione. Tecnicamente queste matrici sono dette matrici 
circulant. Nel caso un cui la struttura circomplessa non sia uniforme (varianza 
disomogenea delle componenti elementari), il totale delle colonne non sarà 
necessariamente costante e la matrice di correlazione risultante non sarà più una 
matrice circulant. Ci sarà una generica tendenza per le correlazioni più elevate a 
disporsi attorno alla diagonale maggiore e negli angoli in alto a destra  e in basso a 
sinistra, come in Tabella 10; questa tuttavia sarà una tendenza e non una regola 
stretta. Analogamente a quanto detto sulla struttura quasi–simplex, una struttura 
quasi–circumplex può quindi essere definita, come una struttura circomplessa 
perfetta con qualche deviazione  stocastica dalla regola specifica. 
1.3.1 ORDINE CIRCOLARE DELLE VARIABILI: ASSUNZIONI CONCETTUALI E 
STRUTTURALI. 
La rappresentazione secondo un modello circomplesso di qualsivoglia insieme di 
costrutti, si basa su una serie di assunzioni concettuali e strutturali che vengono 
implicitamente accettate (Fabrigar, Visser & Browne, 1992; Larsen & Dienere, 
1992). Al livello più elementare, una rappresentazione circomplessa implica che 
le variabili possano essere messe in relazione attraverso rapporti di somiglianza-
diversità riconducibili ad una struttura latente soggiacente a tali relazioni. Questa 
assunzione non è alla base unicamente di un modello circomplesso ma è piuttosto 
un’assunzione condivisa da tutte le rappresentazioni strutturali dei dati, come i 
modelli di analisi fattoriale e i modelli di equazioni strutturali.  
Proseguendo in ordine di specificità, il secondo assunto concettuale alla base della 
struttura circomplessa postula che la natura delle relazioni tra le variabili in gioco 
venga rappresentata in modo più efficiente in uno spazio bidimensionale. Tale 
assunto è comune a tutte le rappresentazioni bidimensionali dei dati e quindi non è 
specifico della rappresentazione circomplessa. Ciò che distingue il concetto di 
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circomplesso da altre rappresentazioni bidimensionali è il terzo ed ultimo assunto 
concettuale, ossia, la natura delle relazioni tra le variabili considerate può essere 
descritta attraverso un ordinamento circolare delle stesse lungo una circonferenza 
immaginaria. Tale rappresentazione circolare implica qualcosa di più specifico 
della semplice affermazione che due dimensioni latenti sono responsabili delle 
relazioni tra le variabili considerate. Nella rappresentazione circomplessa dei dati 
si assume che la forza e la direzione della relazione tra le variabili  possa essere 
meglio rappresentata, nello spazio bidimensionale, vincolando il posizionamento 
reciproco delle variabili alla circonferenza di un cerchio. Ipotizzando una struttura 
circomplessa, spesso i ricercatori specificano un particolare orientamento degli 
assi nello spazio bidimensionale. Sebbene gli assi della circonferenza possano 
effettivamente essere tracciati, un modello circomplesso non ne prevede un 
particolare orientamento. Gli assi della circonferenza possono essere ruotati nello 
spazio bidimensionale senza alterare la capacità del modello di rappresentare la 
struttura delle relazioni tra le variabili. Naturalmente, questo non significa che 
tutti gli orientamenti degli assi di riferimento siano equivalenti dal punto di vista 
teorico, ma solo che qualsiasi orientamento è ugualmente coerente con una 
struttura circomplessa.  
Vincolare la posizione delle variabili sulla circonferenza di un cerchio, implica 
che tanto più una variabile diventa estrema rispetto ad uno dei due assi di 
riferimento, tanto più moderata diventa rispetto all’altro asse (Peabody & 
Goldberg, 1989). Pensare di rappresentare il tipo di contenuto e la complessità 
delle variabili con una posizione estrema su due dimensioni ortogonali, non è 
concettualmente incompatibile con l’affermazione che due dimensioni latenti 
spieghino le relazioni tra le variabili. Tuttavia, una rappresentazione di questo tipo 
è incompatibile con un ordinamento circolare delle relazioni tra le variabili 
(Fabrigar Visser & Browne, 1997), rappresentando l’unico assunto concettuale 
legato agli assi del cerchio immaginario. Così, nel contesto della rappresentazione 
circolare dei dati, l’orientamento degli assi sembra assumere più i connotati di un 
problema teorico che empirico. 
Partendo da tali assunzioni concettuali, alla base del modello circomplesso c’è la 
previsione specifica che la forza e la direzione dell’associazione tra le variabili 
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(comunemente quantificata con il coefficiente di correlazione) sia una funzione 
della distanza tra le variabili sulla circonferenza immaginaria.  Il tipo di variabili 
indagate determina due distinti modelli di associazione tra le variabili: (a) nel caso 
di associazioni positive tra le variabili, a variare in accordo con la posizione 
circolare sarà la forza dell’associazione, (b) nel caso di associazioni sia positive 
che negative, la distanza sulla circonferenza rappresenterà oltre che la forza anche 
la direzione dell’associazione tra le variabili. 
La Figura 1 mostra un’ipotetica rappresentazione della struttura circomplessa per 
otto variabili. Se tutte le otto variabili sono positivamente associate tra loro, una 
rappresentazione circolare prevede che la forza dell’associazione tra due variabili 
qualsiasi diminuisca al crescere della distanza sulla circonferenza. Utilizzando V1 
come variabile di riferimento, una rappresentazione di questo tipo implica che 
l’associazione tra V1 e V2 sia maggiore dell’associazione tra V1 e V3. La forza 
dell’associazione tra V1 e tutte le altre variabili dovrebbe diminuire muovendosi 
verso V4 e raggiungere il valore più basso (in principio, un’associazione pari a 
zero) con V5, posizionata a 180o  rispetto a V1. Continuando lungo la 
circonferenza verso V6, V7 e V8, l’associazione con V1 dovrebbe 
progressivamente aumentare in quanto la distanza angolare con le variabili in 
















Figura	  1.	  Rappresentazione grafica della struttura circomplessa per otto variabili.	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assumere lo stesso valore dell’associazione tra V1 e V3, essendo V3 e V7 
equidistanti da V1 lungo la circonferenza. Una conseguenza interessante del 
modello circomplesso in Figura 1, per variabili positivamente associate tra loro, è 
che le variabili V3 e V7 pur essendo ugualmente correlate con V1,  ponendosi a 
180o di separazione dovrebbero essere tra loro incorrelate.  
Il fatto che le variabili siano equidistanti lungo la circonferenza non è una 
condizione necessaria per il modello circomplesso, ma aiuta a comprendere come 
l’orientamento dei due assi ortogonali (qui appositamente omessi) sia irrilevante 
per una legge circolare di ordine basata sulla forza dell’associazione.  Tracciare 
due assi lungo le direttrici V5-V1 e V3-V7 significa estremizzare la polarità di 
queste quattro variabili sulle due dimensioni fondamentali, facendo assumere, 
parallelamente, alle rimanenti variabili posizioni intermedie. Questa operazione 
modifica l’interpretazione di ciascuna variabile in base al contenuto semantico 
assunto da ciascuna dimensione, ma non modifica la relazione di prossimità tra le 
variabili. Si noti che le medesime considerazioni sono valide utilizzando qualsiasi 
altra variabile come punto di riferimento e utilizzando qualsiasi orientamento 
della rappresentazione circolare.  
Nelle ricerche di psicologia della personalità e di psicologia sociale, è lecito 
attendersi che certi tratti di personalità siano negativamente correlati tra loro, 
oppure che lo siano certe emozioni. In queste situazioni, una struttura 
circomplessa delle variabili produce una modello di associazioni leggermente 
differente da quello appena visto. In particolare, ad essere governate da una legge 
inversa di distanza lungo la circonferenza, saranno tanto la forza quanto la 
direzione  dell’associazione tra le variabili . Ad esempio, prendendo ancora la 
variabile V1 come punto di riferimento, la rappresentazione circolare (vedi ancora 
la Figura 1) implica che muovendosi verso V3 o V7, le variabili manifesteranno 
associazioni positive decrescenti, fino al raggiungimento del valore minimo in 
corrispondenza dei 	  90º (idealmente, un’associazione pari a zero).  Continuando il 
percorso verso V5, la forza dell’associazione con la variabile V1 dovrebbe 
ricominciare ad aumentare, anche se con segno negativo, dal momento che si 
tende verso una polarizzazione inverita lungo una dimensione (o asse) e verso una 
neutralità (posizione centrale) rispetto all’altra. Tali associazioni negative 
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dovrebbero continuare ad aumentare fino al raggiungimento del valore massimo 
(negativo) in corrispondenza di 180º (idealmente, una perfetta associazione 
negativa).  Il valore della correlazione dovrebbe quindi diminuire nuovamente 
fino a ritornare positivo, determinando un processo circolare indipendente dal 
punto di origine e dalla rotazione degli assi. 
1.3.2 LA VERIFICA DELLA STRUTTURA CIRCOMPLESSA NELLE RICERCHE DI 
PSICOLOGIA SOCIALE E DELLA PERSONALITÀ 
Le teorie della struttura circomplessa delle variabili sono essenzialmente 
rappresentazioni “pittoriche” che caratterizzano il modo in cui un insieme di 
costrutti soano tra loro legati. Queste rappresentazioni convogliano in forma 
visiva ipotesi riguardanti la grandezza e la direzione dell’associazione tra le 
variabili. Così, qualsiasi rappresentazione circomplessa è per sua natura un 
modello teorico della struttura soggiacente alle associazioni osservate. Diventa 
quindi essenziale quantificare l’adeguatezza concettuale di questo modello per i  
dati osservati. Fabrigar, Visser e Browne (1997) hanno valutato l’adeguatezza dei 
metodi di analisi statistica della struttura circomplessa dei dati. Gli autori, 
attraverso un’approfondita rassegna della letteratura, hanno determinato quali 
fossero i metodi di analisi più utilizzati in psicologia sociale e della personalità, 
valutandone, successivamente,  la specificità nel verificare le assunzioni strutturali 
implicate dalla rappresentazione circomplessa delle varaibili. L’approccio 
largamente più diffuso risulta essere basato sulle tecniche di analisi fattoriale 
esplorativa (AFE) e di analisi delle componenti principali (ACP). Le due tecniche, 
pur avendo obiettivi, presupposti teorici e matematici diversi tra loro (ad es., Di 
Blas, 2008, pg. 93-100; Luccio & Paganucci, 2007) condividono una similarità 
nella “forma” del risultato finale che le rende, nella letteratura, interscambiabili.  
Sebbene l’utilizzo  delle tecniche di AFE o di ACP per la valutazione della 
struttura circomplessa delle variabili misurate differsica per alcuni particolari 
(metodo di estrazione, numero di fattori considerati, tipo di rotazione), è 
identificabile  lo stesso approccio generale.  
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Per prima cosa, il ricercatore/trice estrae un insieme di fattori latenti (o 
componenti principali, nel caso del metodo ACP) dalla matrice di correlazione 
delle variabili di interesse. In alcuni casi, il ricercatore/trice estrae solo due fattori 
latenti (o componenti). In altri casi i fattori estratti possono essere più di due, 
anche se l’interpretazione si limiterà a solo due di essi. In secondo luogo, può (o 
meno) essere applicata una rotazione degli assi fattoriali in modo da far passare 
uno dei due assi lungo una specifica variabile o da raggiungere una cosiddetta 
struttura semplice. Giunti alla soluzione fattoriale desiderata, il ricercatore/trice 
rappresenta graficamente il risultato disegnando le variabili in uno spazio 
bidimensionale, specificando uno dei due fattori (o componenti) come asse x e 
l’altro come asse y (ad.es., Acton & Revelle, 2002; Wiggins, 1979).  Le 
saturazioni fattoriali di ciascuna variabile sui due fattori estratti (o selezionati) 
servono come coordinate per il posizionamento delle variabili nello spazio 
bidimensionale (Figura 2 (a)). La rappresentazione grafica risultante viene 
successivamente esaminata per determinare se sia ravvisabile un modello di 
ordine circolare (Figura 2 (b)). Questo approccio analitico ha diversi vantaggi che 
ne hanno determinato una notevole diffusione. Anzitutto, viene prodotta una 
rappresentazione grafica dei risultati, particolarmente utile visto che qualsiasi 
ipotetica struttura circolare è più facilmente esprimibile in termini grafici 
!"# Fattore 1!Fattore 1! "#
"#
!"#





Figura	   2	   Rappresentazione grafica della soluzione fattoriale per la verifica della struttura 
circomplessa, utilizzando le saturazioni fattoriali come coordinate. 
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(sebbene, come abbiamo visto, sia basi su rapporti di grandezza tra le correlazioni 
osservate). Inoltre, tali procedure statistiche sono piuttosto comuni in ambito 
psicologico e largamente disponibili nei più comuni programmi di analisi 
statistica. Nonostante questi vantaggi, l’utilizzo dei metodi di AFE e  di ACP ha 
delle limitazioni piuttosto serie.  
Un primo problema emerge dalla scelta arbitraria di quanti fattori (o componenti) 
estrarre (o considerare) nell’analisi. Spesso si estraggono tre o più fattori ma ne 
vengono interpretati solamente due; inoltre, non esistono linee guida per 
determinare quale coppia di fattori dovrebbe essere scelta per costruire la 
rappresentazione bidimensionale. La presenza di due assi fondamentali è una 
diretta conseguenza della rappresentazione circolare. Tuttavia, la loro 
specificazione non è necessaria, dal momento che l’ipotesi da verificare è la 
possibilità di rappresentare i dati in modo ordinato attorno alla circonferenza. Gli 
assi sono invece necessari nella rappresentazione grafica che deriva da un’analisi 
fattoriale, dove rappresentano le dimensioni fondamentali latenti che determinano 
le relazioni tra le variabili.  
Un secondo problema, strettamente connesso al primo, riguarda la scelta del 
criterio da utilizzare come base per la rotazione degli assi. Sfortunatamente, non 
c’è una posizione univoca su quale criterio di rotazione adottare o addirittura se 
eseguire o meno una rotazione. È importante sottolineare come le decisioni 
riguardanti il numero di fattori da estrarre e il tipo di rotazione da eseguire 
avranno, verosimilmente, un impatto sostanziale sui risultati finali. 
Il problema più rilevante legato all’analisi dei fattori comuni è l’assenza di una 
quantificazione della misura in cui i dati osservati possiedano una struttura 
circomplessa. Il ricercatore o la ricercatrice semplicemente confronta la 
rappresentazione grafica prodotta dall’analisi fattoriale con la rappresentazione 
grafica ipotizzata (Figura 2 (b)). Naturalmente, i dati osservati non si 
approssimeranno quasi mai perfettamente al modello circolare previsto. La 
localizzazione delle variabili nello spazio bidimensionale non produrrà mai una 
rappresentazione circolare perfetta (ad esempio, nella Figura 2, le variabili non 
sono equidistanti dal centro degli assi o tra loro stesse, considerando le proiezioni 
su di una circonferenza ipotetica). Il ricercatore o la ricercatrice deve quindi 
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prendere una decisione soggettiva nel valutare se ritenersi soddisfatto/a della 
rappresentazione circolare ottenuta, se confrontata con una rappresentazione 
circolare perfetta. L’AFE e l’ACP non producono nessun indice numerico che 
quantifichi la coerenza tra la struttura di associazioni osservate ed una 
rappresentazione circomplessa. In aggiunta, anche ottenendo una rappresentazione 
circolare adeguata (nei termini della distanza dall’origine degli assi), alcune 
variabili potrebbero non essere posizionate nella loro localizzazione attesa lungo 
la circonferenza. Ancora una volta, la decisione su quanto seria sia la discrepanza 
tra i dati osservati e il pattern previsto dal modello teorico è una decisione 
puramente soggettiva. Non sono escluse da queste critiche le tecniche di analisi 
fattoriale basate sulla stima di massima verosimiglianza. È importante riconoscere 
che qualsiasi misura di bontà dell’adattamento ottenuta da questo approccio non è 
necessariamente informativa a riguardo della presenza di una struttura 
circomplessa nei dati. Il problema principale è che questo tipo di analisi non 
corrisponde ad un struttura circomplessa, quanto piuttosto ad una struttura 
(multi)fattoriale latente.4 La bontà dell’adattamento ai dati è quindi riferita alla 
capacità di un certo numero di fattori, non direttamente misurati, di determinare le 
associazioni tra le variabili osservate. In breve, l’analisi della struttura 
circomplessa basata sull’analisi fattoriale o sull’estrazione delle componenti 
principali è un approccio puramente descrittivo ed, in ultima analisi, altamente 
soggettivo nella sua descrizione (Fabrigar & coll., 1997).  
La concettualizzazione di Guttman  della struttura circomplessa e le discussioni 
che ne sono seguite (ad es., Fabrigar & coll., 1997; Gurtman & Pincus, 2000; 
Remington, Fabrigar & Visser, 2000) suggeriscono un generico modello 
geometrico che mette in relazione la somiglianza (correlazione) tra due variabili 
con la loro posizione sulla circonferenza. Precisamente, la somiglianza 
(correlazione) tra due variabili è inversamente legata (proporzionale) alla distanza 
reciproca sulla circonferenza. Questa ipotesi può essere formalizzata dalla 
seguente equazione: 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4 Questo non significa che tutti i modelli che stimano strutture latenti (multi)fattoriali non 
corrispondano ad una struttura circomplessa. Esiste infatti una classe di modelli fattoriali che 
corrisponde a questo tipo di rappresentazione (ad esempio, Browne, 1992, sezioni 6.6 e 6.7). 
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ρij = ρ(θd ) = f
−1(θ j −θi ), 	   (9) 	  
dove  
ρij  è il coefficiente di correlazione tra le variabili i e j, mentre  θi  e  θ j  
  (0
 ≤θ ≤ 360 ) 	  sono le rispettive posizioni angolari sulla circonferenza. Si noti 
che un modello strutturale come quello definita dall’ Equazione 9 è estremamente 
generico. Infatti, molte funzioni possono soddisfare questa condizione, ma non 
tutte sono ugualmente adatte nel contesto della rappresentazione circolare delle 
variabili (Fabrigar & coll., 1997). Per questa ragione, il modello deve prevedere 
alcuni vincoli logici per assicurare che la funzione scelta metta in relazione la 
distanza tra le variabili sulla circonferenza con i valori di correlazione in modo 
teoricamente appropriato.   
In particolare, alla luce degli assunti strutturali visti in precedenza, nel contesto 
della struttura circolare dei dati una funzione di correlazione deve rispettare i 
seguenti requisiti (Browne, 1992; Fabrigar & coll., 1997): 
(a)  ρ(0) = 1 : se la distanza sulla circonferenza è zero, allora il valore di 
correlazione deve essere 1;  
(b)  ρ(θd )  è una funzione monotona continua e decrescente per valori 
 0
 ≤θd ≤ 180
 : il coefficiente di correlazione diminuisce all’aumentare 
della distanza (sulla circonferenza) tra due variabili;  
(c)  ρ(θd ) = ρ(360
 −θd ) : l’arco minore e maggiore definiti da due punti sulla 
circonferenza devono determinare lo stesso valore di correlazione;  
(d)  ρ(180
 ) ≥ −1;  
(e)  ρ(θd ) = ρ(−θd ) : la funzione di correlazione deve essere simmetrica, dal 
momento che deve essere rispettata la seguente equivalenza  
ρij = ρ ji . 
(f) dati p valori angolari, 
 
θ1,θ2 ,…,θ p , la funzione di correlazione deve 
generare una matrice di correlazione  p × p non-negativa. 
I requisiti (b) e (c) implicano un solo valore minimo di correlazione 
corrispondente a  180  di separazione sulla circonferenza. La correlazione tra 
qualsiasi coppia di variabili che si trova a  180  l’una dall’altra sulla 
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circonferenza, avrà lo stesso valore di quella relativa ad un’altra coppia di 
variabili che sottende un arco di  180 .  Il valore minimo di correlazione teorico 
sarà 0, nel caso in cui la matrice di correlazione abbia solo valori positivi, o -1, nel 
caso di alcune variabili negativamente correlate. I requisiti (a), (b), (c), e (d) nel 
loro insieme assicurano che il valore di correlazione non superi mai il valore 
assoluto di 1.  
Dati questi requisiti, è possibile derivare alcune espressioni più esplicite del 
modello formalizzato nell’ Equazione 9. Questi modelli strutturali offriranno una 
ricetta diversa ma ugualmente corretta per stabilire se la struttura delle 
associazioni tra le variabili sia o meno conforme ad una struttura circomplessa. In 
particolare, Browne (1992)  partendo da un precedente lavoro di Anderson (1960) 
ha proposto un approccio di verifica dell’ipotesi di una struttura circomplessa  
basato sulla specificazione di un modello di struttura di covarianza non standard. 
Nel modello strutturale di Browne si assume esplicitamente che la struttura 
soggiacente alle correlazioni tra le variabili sia rappresentata come un 
ordinamento di variabili lungo una circonferenza immaginaria. Come molti 
modelli di covarianza tradizionali, anche il modello strutturale circomplesso di 
Browne può essere adattato ad una matrice di correlazione campionaria. 
L’approccio proposto da Browne consente al ricercatore di valutare 
oggettivamente la bontà dell’approssimazione di una struttura circomplessa alla 
matrice di correlazione osservata (in altre parole, di valutare la misura in cui la 
struttura latente della matrice di correlazione sia una struttura circomplessa). 
Inoltre, il modello consente di ottenere le stime dei parametri relativi alla 
localizzazione delle variabili sulla circonferenza, così da ottenere agevolmente 
una rappresentazione grafica dei risultati.  
Il prossimo capitolo sarà dedicato ad una descrizione dettagliata del modello 
strutturale ciromplesso di Browne. 	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Capitolo 2  
ANALISI CONFERMATIVA DELLA STRUTTURA CIRCOMPLESSA: IL MODELLO 
DI BROWNE (1992)  
	  
L’approccio proposto da Browne (1992) per la verifica della struttura 
circomplessa dei dati  si basa sulla specificazione di un modello strutturale di 
covarianza non standard. La forma algebrica del modello, in accordo con 
l’Equazione (9), assume esplicitamente che la struttura delle correlazioni tra le 
variabili  osservate sia rappresentata da un ordinamento circolare lungo la 
circonferenza di un cerchio immaginario. 
Se consideriamo una singola variabile  x  come funzione di una parte comune 
(punteggio “vero”, prevedibile)  c  e di una parte unica (parte di “errore”, 
stocastica)  u , possiamo definire  x  come: 
Equazione 1 
  x = µ +ζ (c + u),  (10)  
dove  x  è il vettore riga  1× N  dei valori osservati, µ  è il vettore conformabile 
dei valori attesi di  x , ζ  è un parametro di scala che determina l’unità di misura 
di  x ,   c  ed  u  sono, rispettivamente, i vettori  1× N  dei punteggi comuni (con 
varianza unitaria e valore atteso zero) e delle componenti di errore, con 
covarianza  Cov(c,u) = 0 . Consideriamo ora p vettori di variabili  
xp  arrangiati in 
una matrice  x  di ordine  p × N , esprimibile come: 
Equazione 2 
  
x = µ + Dζ c + u( ),  (11)  
dove µ  è la matrice contenente le medie delle variabili osservate,  c  ed  u  sono, 
rispettivamente, le matrici dei punteggi reali e degli errori di misura, ed infine 
 
Dζ = Diag[ζ i ]  rappresenta una matrice diagonale che consente diverse scale di 
misura per le variabili osservate. Nel modello per i dati osservati definito 
dall’Equazione 11 si considerino anche le seguenti equivalenze:  E(c) = 0 , 
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 Cov(c, ′u ) = 0 ,  Cov(u, ′u ) = Diag[Cov(uiui )] = Dν  e  Cov(c, ′c ) = Pc , dove  Pc 	  corrisponde	   alla	   matrice	   di	   correlazione	   tra	   i	   punteggi	   comuni,	    ci . 
Esprimendo le variabili  
xp  come deviazioni dalle medie, senza alterarne quindi la 
varianza, il modello per i dati definito nell’ Equazione 11 genera la seguente 




Σ = E[x ′x ] = Dζ (Pc + Dν )Dζ . (12)  
I parametri (e relativi errori standard) contenuti nelle matrici  Pc  e  Dν  sono 
invarianti rispetto al cambio di scala di misura (Cudeck, 1989). La stima della 
struttura definita dall’Equazione 12 utilizzando una matrice campionaria di 
correlazione, determinerà un cambiamento solo nei parametri   ζ i  (e nei relativi 
errori standard).  
La  correlazione  ρ(xi ,ci )  tra una variabile manifesta  xi  e la parte di punteggio 
comune  ci  , detta indice di comunalità, o il suo quadrato  ρ
2 (xi ,ci )  , detta 
comunalità, non può essere trovata semplicemente per differenza con i valori 
 [Pc ]ii  , dal momento che sono uguali ad uno. Inoltre, l’interpretazione dei valori 
 ν i  della matrice diagonale  Dν , che rappresentano la varianza delle componenti di 
punteggio unico  ui , è complicata dalla relazione moltiplicativa con i parametri di 
scala  ζ i . La formula proposta da Browne (1992, pg 472, Eq. 4) per il calcolo degli 












. (13)  
Il modello strutturale formalizzato dall’Equazione 12 diventa un modello 
strutturale circomplesso definendo la matrice di correlazione  Pc  in accordo con 
l’Equazione 9 del capitolo precedente. È necessario specificare un’equazione che 
stabilisca la relazione matematica tra l’angolo sotteso sulla circonferenza da una 
coppia di punteggi comuni e il loro coefficiente di correlazione.  
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La posizione  di una delle variabili,  cr , servirà come punto di riferimento per 
stabilire la posizione delle altre variabili  ci .  Dal momento che un ordine circolare 
non ha inizio né fine, cambiando la variabile di riferimento, la cui posizione viene 
idealmente considerata come punto zero, non si modificherà l’ordine tra le 
variabili (inteso come sequenza), tantomeno la loro distanza sulla circonferenza. 
La posizione di ciascuna variabile  ci  viene specificata dall’angolo sotteso dai 
vettori che congiungono il centro della circonferenza con i punti  cr  e  ci  sul suo 
perimetro; tale valore angolare viene identificato con  θi   (0
 ≤θ ≤ 360 ) . Ne 
consegue che la coordinata polare relativa alla variabile di riferimento,  θr , sarà 
fissata sul valore zero. Il coefficiente di correlazione  
ρ(ci ,cj )  dipenderà dalla 
differenza  
θd = θ j −θi   (−360
 ≤θd ≤ 360
 )  secondo la forma matematica definita 
dalla funzione di correlazione  ρ(θd ) .	   
Nel modello di Browne, noto come modello CSPMF (felice abbreviazione di 
Circular Stochastic Process Model with a Fourier series correlation function), gli 
elementi della matrice Pc vengono parametrizzati nei termini di una serie di 




[Pc ]ij = ρ(θd ) = β0 + βk cos k θ j −θi( ){ }
k=1
m
∑ ,  (14)  








∑ = 1,  (15)  




β0 = 1− βk
k=1
m




  βk ≥ 0,  (k = 0,1,…,m),  (16)  
da cui segue che:  






	   	  




ρ(180 ) = 2 × β(2× j )
j=0
m / 2⎡⎣ ⎤⎦
∑ −1,  (16b) 
dove [m/2] indica il numero intero più alto, inferiore o uguale ad m/2. 
I vincoli specificati dalle Equazioni 15-16 garantiscono, rispettivamente, la 
soddisfazione dei requisiti (a) e (d) discussi nel capitolo precedente (pg. 24). 
Inoltre, l’Equazione (16) garantisce anche la condizione (f) (Browne, 1992, pg. 
487-488). I requisiti (c) ed (e) (pg. 24) sono anch’essi soddisfatti, dal momento 
che  cos(kθ) = cos(360 − kθ) = cos(−kθ) , per k =1,2,…, m. Il requisito (b), 
relativo alla forma monotona della funzione di correlazione 
 ρ(θd )  (0
 ≤θd ≤ 180
 ) , è sempre rispettato per valori di m = 1 nell’ Equazione 14 
dove avremo che  ρ(θd ) = (1− β1) + β1 cos(θd ) . Nei casi in cui m > 1, se la matrice 
di correlazione osservata manifesta una chiara struttura di ordine circolare, la 
funzione di correlazione verosimilmente soddisferà tale requisito. In ogni caso, la 
forma grafica della funzione (14) sarà un elemento aggiuntivo per valutare la 
bontà della rappresentazione circomplessa delle variabili.  
La sostituzione nell’ Equazione 12  della matrice  Pc  con gli elementi dati dalla 
funzione di correlazione FS, definita dall’ Equazione (15), determina la struttura 
di covarianza quasi-circomplessa per le variabili osservate. Tale struttura di 
covarianza ha m parametri liberi (da stimare),  β1,β2 ,…,βm  nella la funzione di 
correlazione, p - 1 coordinate polari  θi  libere, p varianze dei punteggi unici  ν i  e p 
parametri di scala  ζ i  liberi , determinando: 
Equazione 10 
  q = 3p + m −1 (17)  
parametri liberi  complessivi nel modello. 
Il valore minimo di correlazione tra i punteggi comuni ci (MCSC –minimum 












= −1  utilizzando dei vincoli di uguaglianza sui parametri beta 
della funzione di correlazione FS. In particolare, dalle Equazioni 16-16b, 






	   	  














= 0  implica la seguente uguaglianza: 
Equazione 12 
  
β0 = β1 + β3 +…+ β 2×[(m+1)/ 2]−1( )( ) − β2 + β4 +…+ β 2×[m / 2]( )( ){ }.  (19)  
Oltre ai vincoli sul valore minimo della correlazione tra i punteggi comuni, è 
possibile specificare un posizionamento equidistante delle variabili lungo la 




θi = (i −1) ×
360
p
,    i = 1,2,…, p,  (20)  
che richiedono una conoscenza pregressa dell’ordine circolare delle variabili ed 
un riadattamento della loro posizione nella matrice di correlazione campionaria, 
se necessario. Naturalmente, i vincoli imposti sui parametri modificheranno il 
valore dei parametri liberi, q, e quindi i gradi di libertà finali del modello. 
2.1 LA STIMA DEL MODELLO: CONSIDERAZIONI COMPUTAZIONALI 
Il prossimo capitolo sarà interamente dedicato alle procedure di stima nell’ambito 
dell’ analisi delle strutture di covarianza, con particolare riferimento alla 
distribuzione dei dati. È quindi opportuno introdurre il metodo di stima generale, 
dal momento che la forma matematica della funzione utilizzata non modificherà il 
principio che sta alla base delle procedure di calcolo. 
Data una struttura di covarianza  Σ(γ ) , definiamo con γ  il vettore contenente i q 
parametri da stimare del modello. In particolare, per un modello strutturale come 
quello proposto da Browne, il vettore γ  conterrà gli elementi sulla diagonale 
maggiore delle matrici 
 
Dζ  e  Dν , assieme ai parametri aggiuntivi coinvolti nella 
struttura della matrice Pc e definiti dall’ Equazione 14. Identifichiamo con S la 
matrice di covarianza campionaria, basata su N osservazioni estratte da una 
popolazione con matrice di covarianza  Σ0 . Il  modello strutturale  viene adattato 
alla matrice S attraverso la minimizzazione di una funzione di 
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discrepanza, F(S,Σ(γ )) , producendo un vettore  γˆ  di stime parametriche 
campionarie. Come vedremo nel prossimo capitolo, sono disponibili numerose 
funzioni di discrepanza il cui utilizzo è giustificato solo in presenza di specifiche 
condizioni, legate alla distribuzione dei dati. Quella di più largo è sicuramente la 
funzione di massima verosimiglianza (Maximum Likelihood - ML): 
 
FML = ln | Σ(γˆ ) | +tr S{Σ(γˆ )}
−1⎡⎣ ⎤⎦ − ln | S | − p.  
Assumendo una distribuzione normale multivariata,  la popolarità della funzione 
di discrepanza ML risulta evidente considerando le seguenti proprietà dei relativi 
stimatori  γˆ . Per piccole grandezze campionarie le stime  ML possono contenere 
un errore sistematico, tuttavia sono da considerarsi asintoticamente corrette. 
Infatti, al crescere della grandezza del campione, il valore atteso dei parametri 
stimati coincide con il valore dei parametri nella popolazione. Le stime di 
massima verosimiglianza sono inoltre asintoticamente efficienti; all’interno della 
classe di tutti i possibili stimatori (data una specifica distribuzione dei dati) hanno  
la minor varianza campionaria. Date specifiche distribuzioni diverse dalla normale 
multivariata, tali proprietà asintotiche degli stimatori sono da considerarsi valide 
anche per le funzioni di discrepanza che verranno descritte nel prossimo capitolo. 
Valgono per le successive funzioni anche le seguenti considerazioni che 
riguardano il processo di stima dal punto di vista computazionale. La stima ML è 
un processo di stima simultanea, nel senso che gli elementi incogniti della matrice 
di covarianza riprodotta dal modello sono calcolati simultaneamente. La stima 
ML è inoltre un metodo di stima iterativo. La funzione ML (e tutte le funzioni di 
discrepanza in generale) è una funzione non lineare piuttosto complicata, tanto da 
rendere ardua un’esplicita soluzione analitica. Si rende quindi necessaria 
l’applicazione di metodi numerici (di approssimazione) basati sulla ripetizione di 
una serie di procedure di ottimizzazione delle stime iniziali. L’obiettivo è  rendere 
gli elementi della matrice di covarianza riprodotta (dai parametri strutturali) 
quanto più simili possibile agli elementi della matrice di covarianza osservata. 
Generalmente, la matrice campionaria osservata non sarà riprodotta fedelmente 
dalla matrice riprodotta dal modello. Errori di campionamento e di specificazione 
del modello strutturale ipotizzato determineranno un certo gradi di discrepanza. 
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La stima iterativa procederà fino a che la differenza tra la discrepanza osservata in 
una iterazione e in quella successiva, non cadrà sotto al di sotto di un valore 
specificato o fino al raggiungimento del numero massimo di iterazioni consentite.   
Questa procedura, detta ottimizzazione numerica, si basa sull’utilizzo di generici 
algoritmi di calcolo applicati alle specifiche strutture di covarianza indagate. Per 
la stima del modello di Browne sono disponibili due programmi dedicati. 
CIRCUM è un programma scritto in linguaggio DOS che definisce il modello 
strutturale di Browne e lo interfaccia con un nucleo di ottimizzazione generale 
chiamato AUFIT (Browne e Du Toit, 1992). CircE (Grassi, Luccio & Di Blas, 
2010) è invece un pacchetto aggiuntivo per l’ambiente statistico R (R 
Development Core Team, 2009) che offre una serie di miglioramenti quali: (a) la 
possibilità di essere utilizzato con sistemi operativi diversi, (b) l’integrazione con 
un programma statistico, R, utilizzabile per l’inserimento dati, (c) la 
rappresentazione grafica dei risultati, (d) la sostanziale assenza di vincoli sul 
numero massimo di variabili utilizzabili, (e) la possibilità di valutare dei vincoli 
particolari sui parametri  θi non disponibili in CIRCUM (per dettagli vedi Grassi e 
coll., 2010, pg. 61-66). 
Il pacchetto CircE utlizza l’algoritmo di ottimizzazione L-BFGS-B (Byrd, Lu, 
Nocedal & Shu, 1995; Liu & Nocedal, 1989; Zhu, Byrd, Lu & Nocedal, 1994) 
disponibile nella distribuzione base del programma R. La scelta di questo 
algoritmo è stata dettata dalla necessità di condurre un’ottimizzazione numerica in 
cui il valore delle stime dei parametri rispettino dei limiti superiori e/o inferiori. In 
particolare, le stime dei parametri  ν i  sono vincolate a valori  ν i ≥ 0 , dal momento 
che non sono ammissibili valori di comunalità negativi o superiori ad uno (vedi 
Equazione 13). Inoltre, il vincolo relativo ai parametri della funzione di 
correlazione FS definito dall’Equazione 16, viene rispettato imponendo un limite 
inferiore di zero ai valori  βk . Infine, per quanto riguarda il vincolo della somma 
ad uno dei parametri beta (Equazione 15), questo viene garantito senza imporre 
limiti al valore dei parametri durante la procedura di ottimizzazione numerica. Le 
stime iniziali dei parametri  βk  fornite dall’analisi fattoriale (Browne, 1992, pg. 
448-490), sono utilizzate per definire i nuovi parametri  α k = βk β1  , con  α1 = 1  
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mantenuto costante per tutto il processo di ottimizzazione. I parametri  βk  sono 
quindi ricostruiti come 
 
βk = α k α k
k=0
m
∑  e il vincolo definito dall’Equazione 15 si 
dimostra rispettato. 
Tradizionalmente, i metodi di stima nell’analisi delle strutture di covarianza sono 
stati sviluppati secondo l’assunto di normalità multivariata (Bollen, 1989; 
Browne, 1973; Jöreskog, 1969). Nonostante venga solitamente violato dai dati 
empirici raccolti (Micceri, 1989), metodi basati sull’assunto di normalità come la 
stima di massima verosimiglianza (ML) ed i minimi quadrati generalizzati (GLS) 
sono largamente utilizzati, con il rischio di invalidare seriamente la valutazione 
delle ipotesi statistiche legate ai modelli strutturali. L’unica giustificazione teorica 
nota per tale pratica è la robustezza asintotica dei metodi basati sulla normalità 
multivariata (Browne, 1987; Anderson & Amemiya, 1988; Browne & Shapiro, 
1988; Amemiya & Anderson, 1990; Mooijaart & Bentler, 1991). Il punto cruciale 
di questa letteratura (piuttosto tecnica e difficilmente riassumibile) è la 
determinazione di specifiche condizioni nelle quali un modello strutturale può 
essere correttamente valutato, con metodi basati sulla normalità multivariata, 
anche in condizioni di palese violazione di tale assunto. Le condizioni richieste 
sono molto particolari e difficili da verificare in pratica. Tale teoria non può 
quindi essere invocata per evitare una trattazione dettagliata dei metodi di stima 
robusti offerti dalla letteratura. Il prossimo capitolo sarà dedicato ad una rassegna 
delle procedure di stima alternative, derivate a partire da assunzioni 
distribuzionali più generali rispetto alla normalità multivariata, fino al limite delle 
procedure indipendenti dalla distribuzione dei dati.   
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Capitolo 3   
METODI DI STIMA NELL’ANALISI DELLE STRUTTURE DI COVARIANZA 
3.1 IL PROCESSO DI MODELLIZZAZIONE 
Date p variabili manifeste,  definiamo la matrice di covarianza  p × p  della 
popolazione multivariata da cui sono estratti i dati come Σ . Un modello  
strutturale di covarianza rappresenta gli elementi di Σ  in funzione dei parametri 
di un modello. Definiamo con γ  il vettore contenente i q parametri del modello 
specificato.  La matrice di covarianza della popolazione può essere rappresentata 
come:  
Equazione 14 
  Σ = Σ(γ ),  (21)  
dove  Σ(γ )  rappresenta una funzione matriciale che specifica la relazione 
funzionale tra le covarianze della popolazione e i parametri del modello.  
L’Equazione 21 definisce un’intera classe di modelli tra i quali l’analisi fattoriale, 
l’analisi dei percorsi, i modelli delle equazioni strutturali, i modelli confermativi 
di misurazione e, come abbiamo visto,  anche il modello CSPMF di Browne. In 
pratica, un modello strutturale viene stimato a partire da una matrice campionaria  
di covarianza S, che serve come riferimento per valutarne la bontà di adattamento 
(ai dati empirici). Per qualsiasi vettore di parametri stimati  γˆ , il modello definito 
nell’Equazione 21 può essere utilizzato per ottenere una matrice riprodotta di 
covarianza  Σˆ , tale che: 
Equazione 15 
  Σˆ = Σ(γˆ ).  
(22)  
L’obiettivo nella stima dei parametri è di trovare il vettore  γˆ  che rende  Σˆ  il più 
simile possibile a  S . La differenza tra  Σˆ  e  S  viene misurata utilizzando una 
funzione di discrepanza,  Fˆ = F[S,Σ(γˆ )] , che assume valore di zero solo quando 
 S = Σ(γˆ ) , altrimenti è positiva e crescente al crescere della differenza tra  Σˆ  e  S . 
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La grandezza numerica della statistica campionaria  Fˆ  riflette il grado di 
discrepanza tra i valori di covarianza riprodotti dal modello e quelli effettivamente 
osservati. Rispettando gli assunti di derivazione della funzione di discrepanza e 
per grandezze campionarie adeguate,  T = (N −1)Fˆ  rappresenta una costante 
campionaria di verifica  χd
2 , con gradi di libertà  d = p( p +1) 2 − q , secondo 
l’ipotesi nulla che il modello ipotizzato corrisponda esattamente a quello della 
popolazione. Come ampiamente discusso in letteratura, tale ipotesi nulla  è troppo 
stringente. Bentler e Dudgeon (1996) sottolineano come la necessità di scegliere 
la funzione di discrepanza più appropriata su basi statistiche sia strettamente 
legata a questa osservazione.  
Un valore di  Fˆ  uguale a zero è praticamente impossibile e non solo perché i 
parametri del modello sono ricavati da varianze campionarie che, nonostante 
siano stimatori consistenti, sono soggette a variabilità campionaria. Anche 
conoscendo la matrice di covarianza della popolazione Σ , sarebbe ancora nostra 
la responsabilità di specificare un modello  Σ(γ )  per rappresentarne gli elementi. 
Sebbene nella pratica reale si utilizzi una matrice campionaria S come stima 
consistente di Σ , è utile considerare brevemente la situazione irreale in cui Σ  è 
nota, in quanto aiuta a chiarire il problema della scelta di una funzione di 
discrepanza. Idealmente, vorremmo definire un vettore di parametri  γ 0  per il 
nostro modello strutturale tale che: 
Equazione 16 
  Σ(γ 0 ) = Σ. 
(23)  
Questo implicherebbe la conoscenza sia della matrice di covarianza della 
popolazione sia del modello strutturale che la genera. Stimando i parametri del 
modello reale nella popolazione su Σ , indipendentemente dalla forma specifica 
della funzione F utilizzata, troveremo che: 
Equazione 17 
  F[Σ,Σ(γˆ 0 )] = 0,  
(24)  
e quindi  γˆ 0 = γ 0 . 
L’idea di poter stimare il vero modello responsabile delle associazioni tra le 
variabili nella popolazione è ancora meno plausibile della possibilità di conoscere 
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Σ . Anche il modello più complesso che si possa concepire è destinato a 
modificarsi, man mano che la grandezza campionaria si avvicina alla popolazione 
complessiva. Sarà infatti possibile includere nuove variabili e relazioni, prima 
impedite da problemi di misurazione. I modelli stimati nella pratica analitica sono 
approssimazioni alla realtà piuttosto che rappresentazioni esatte. Sebbene sia 
possibile adattare un modello plausibile  
Σ(γ φ )  alla matrice della popolazione Σ , 
minimizzando una generica funzione di discrepanza  
F[Σ,Σ(γˆ φ )] , il modello 
ipotizzato  
Σ(γ φ )  potrebbe non essere necessariamente uguale al vero modello 
 Σ(γ 0 ) . Mentre si continua a considerare il vettore di parametri reali come la stima 
di γ φ  acquisita al minimo di F,  
Σ(γ φ )  potrebbe essere con ogni probabilità 
un’approssimazione a  Σ(γ 0 ) , piuttosto che una sua esatta rappresentazione.  Dal 
momento che la condizione ideale definita nell’Equazione 24 non è attendibile, 
troveremo che pur conoscendo Σ , 
Equazione 18 
  
F[Σ,Σ(γˆ φ )] ≥ 0.  (25)  
Inoltre,  il valore dei  parametri  
γˆ φ  e della funzione di discrepanza  
F[Σ,Σ(γˆ φ )]  
varieranno in accordo con la particolare forma matematica della funzione F.1  
Ulteriori scostamenti  al valore dell’Equazione 25 saranno dovuti al fatto che i 
modelli, concretamente, sono stimati a partire dalla matrice di covarianza 
campionaria  S .  Cudeck e Henly (1991) hanno discusso in modo approfondito le 
diverse forme di discrepanza coinvolte nel processo di stima del modello. Sebbene 
i dettagli della trattazione siano piuttosto complessi, il punto saliente  è che la 
scelta di una funzione di discrepanza influenzerà la valutazione del modello e la 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Tale affermazione può essere facilmente dimostrata. Si stimi un modello circomplesso 
utilizzando il programma CIRCUM e si salvi la matrice di correlazione riprodotta (non è rilevante 
il livello di fit raggiunto dal modello). Stimando nuovamente il medesimo modello, utilizzando 
questa volta la matrice riprodotta e non più la matrice di correlazione campionaria, tutti i valori 
coincideranno sia che si utilizzi l’uno o l’altro dei metodi di stima disponibili (ML e GLS). 
Modificando il modello da stimare (aggiungendo, ad esempio, un vincolo di uguaglianza tra quelli  
possibili nel modello confermativo circomplesso) ma seguitando ad utilizzare la medesima matrice 
di correlazione riprodotta, i valori della funzione di discrepanza, dei parametri e degli errori 
standard stimati, varierà in accordo al metodo (ML o GLS) utilizzato. 
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stima dei parametri non solo perché si utilizzano dati campionari limitati e spesso 
distribuiti in modo non normale, ma anche perché l’ipotesi nulla espressa 
nell’Equazione 24 non è praticamente sostenibile. Una base statistica per eseguire 
la migliore scelta della funzione di discrepanza è perciò necessaria. In questa 
prospettiva, le caratteristiche della distribuzione dei dati osservati sono un buon 
punto di partenza. 
3.2 LA FUNZIONE DI DISCREPANZA CORRETTAMENTE SPECIFICATA 
Ci potrebbero essere molte classi di distribuzioni multivariate che rappresentano 
modelli realistici e pratici per l’analisi dei dati. Nelle analisi delle strutture di 
covarianza sono stati considerati solo tre tipi specifici di distribuzioni: 
multivariata normale, ellittica con curtosi marginali omogenee e multivariata con 
curtosi marginali eterogenee (Bentler & Dudgeon, 1996).  
In generale, la distribuzione dei dati determina la forma della distribuzione delle 
statistiche campionarie che vengono prese in considerazione nell’analisi delle 
strutture di covarianza e, più precisamente, la distribuzione degli elementi della 
matrice di covarianza S. Assumiamo che s e  σ(γ )  siano i vettori colonna  p
* ×1 
formati, rispettivamente, dagli elementi non duplicati di S e  Σ(γ ) . Le quantità 
 (N −1)[s − σ(γ )]  si distribuiscono asintoticamente ( N → ∞ ) in modo normale 
multivariato con vettore di medie nullo e matrice di covarianza  p





acov (N −1)[s − σ(γ )]{ } = Γ  (26)  
dove acov sta per covarianza asintotica. Tale equazione implica che la matrice di 
covarianza degli elementi s, basati su un campione di grandezza N, sia data da 
 Γ N , dove il denominatore riflette la riduzione tipica della varianza campionaria 
al crescere della grandezza del numero di osservazioni. La forma specifica della 
matrice Γ , ossia l’espressione matematica dettagliata che ne definisce gli 
elementi, dipende dalla distribuzione multivariata delle variabili manifeste 
considerate. Ecco quindi il legame tra la distribuzione dei dati e la distribuzione 
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degli elementi di S. Per il momento definiremo con  ΓN ,  ΓE e  ΓHK  le matrici di 
covarianza asintotica relative alle distribuzioni multivariata normale, ellittica, e 
multivariata con curtosi marginali eterogenee.  Nel caso più generale possibile, in 
cui la distribuzione dei dati ha momenti di ordine quarto finiti, la matrice 
asintotica di covarianza verrà specificata con Γ .    
Ogni specifica funzione di discrepanza  F[S,Σ(γ )]  applicata ad un modello di 
covarianza è associata a due matrici: 
1. Γ , la vera matrice di covarianza delle covarianze campionarie, la cui 
forma matematica dipende dalla reale distribuzione dei dati [Γ ,  ΓN ,  ΓE e 
 ΓHK ]. 
2.  W
−1 , uno stimatore corretto e consistente di una matrice di ponderazione 
uguale alla matrice dei valori attesi delle derivate seconde della funzione 











. (27)  
Tale matrice può essere chiamata matrice di informazione (adottando una 
terminologia utilizzata nella teoria della massima verosimiglianza) per un 
modello saturo. La matrice  W
−1  viene fissata dal metodo di stima scelto, 
cioè dalla specifica funzione di discrepanza  F[S,Σ(γ )]  da ottimizzare. 
Quindi, per essere ancora più precisi, dovremo indicare la particolare funzione di 
discrepanza prescelta per l’analisi come  F[S,Σ(γ ) | W,Γ] . Utilizzando questa 
notazione possiamo definire una classe di funzioni di discrepanza correttamente 
specificate per la distribuzione dei dati (dette anche asintoticamente ottimali) con 
 F[S,Σ(γ ) | W = Γ]  (Browne, 1984; Satorra, 1989) la cui forma quadratica 
generale è: 
Equazione 21 
  F(S,Σ(γ ) | W = Γ) = (s − σ (γ ) ′) W
−1(s − σ (γ )).  (28)  
 






	   	  
Università degli Studi di Trieste  -  Anno Accademico 2008/2009 
Per queste funzioni di discrepanza correttamente specificate, se la grandezza 




T = (N −1)Fˆ = (N −1)F S,Σ(γˆ ) | W = Γ( )  χ( p*−q)2 ,  (29)  
secondo l’ipotesi nulla che il modello stimato corrisponda esattamente al modello 
reale nella popolazione. In aggiunta, gli stimatori  γˆ  saranno asintoticamente 
efficienti, avranno cioè la minor varianza campionaria tra tutti gli stimatori che 
utilizzano le stesse informazioni dai dati. La matrice asintotica di covarianza dei 
parametri  γˆ  è uguale all’inversa della matrice di informazione del modello 




















= (N −1)−1 ′Δ Γ−1Δ( )−1 ,  (30)  
dove  Δ = (∂σ (γ ) / ∂ ′γ )  è la matrice  p
∗ × q  delle derivate parziali del modello 
rispetto ai parametri (detta anche matrice Jacobiana). Gli errori standard associati 
ai parametri vengono quindi ottenuti dalla radice quadrata degli elementi della 
diagonale dell’Equazione 30. In pratica, vengono utilizzati stimatori consistenti 
delle matrici  e . 
Vediamo ora la forma matematica delle matrici Γ . Assumendo una generica 
distribuzione delle variabili osservate, in cui i momenti di ordine quarto abbiano 
valori finiti, gli elementi tipici della matrice asintotica di covarianza Γ  sono dati 
dalla seguente equazione (Browne, 1984; eq. 2.2): 
Equazione 24 
  [Γ]ij ,kl = [Σ]ik[Σ] jl + [Σ]il[Σ] jk + κ ijkl
 (31)  
dove 
 
κ ijkl = σ ijkl − [Σ]ij[Σ]kl − [Σ]ik[Σ] jl − [Σ]il[Σ] jk  rappresenta il cumulante di 
ordine quarto con:  
Equazione 25 
  
σ ijkl = E(xi − µi )(x j − µ j )(xk − µk )(xl − µl ).  (32)  
L’Equazione 31 può quindi essere riscritta come: 
Equazione 26 
  
[Γ]ij ,kl = σ ijkl − σ ijσ kl ,  (33)  
! !
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dove 
 
σ ijσ kl   è il prodotto  tra gli elementi   [Σ]ij[Σ]kl








  σ kl = E(xk − µk )(xl − µl ).  
(35)  
Le procedure di stima e di inferenza sul modello basate sulla generica funzione di 
discrepanza  in forma quadratica:  
Equazione 29 
  F(S,Σ(γ ) | W = Γ) = (s − σ(γ ) ′) W
−1(s − σ(γ )),  (36)  
con gli elementi di Γ  definiti dall’Equazione 33, sono quindi libere dal vincolo 
della distribuzione dei dati.   
La distribuzione normale multivariata è caratterizzata da distribuzioni marginali 
simmetriche con valore di curtosi  
1
3σ iiii σ ii
2 = ηi = 1   (i = 1,..., p)  e cumulanti di 
ordine quarto  
κ ijkl = 0  (Browne, 1984, pg. 64).  Si può quindi considerare la 
seguente struttura per il momento di ordine quarto 
 
σ ijkl (Kano, Berkane & Bentler, 
1990, Eq. 6): 
Equazione 30 
  
σ ijkl = ηi σ ijσ kl +σ ikσ jl +σ ilσ jk( ) = σ ijσ kl +σ ikσ jl +σ ilσ jk ,  (37)  
in modo da rendere  
κ ijkl = σ ijkl − σ ijσ kl − σ ikσ jl − σ ilσ jk = 0 .   
Nel caso in cui i cumulanti di ordine quarto,  
κ ijkl , siano uguali a zero, come nel 
caso della distribuzione normale multivariata, allora gli elementi tipici della 
matrice Γ   definiti nell’Equazione 31 dipenderanno unicamente da Σ  (la matrice 
di covarianza della popolazione): 
Equazione 31 
  
[Γ]ij ,kl = [Σ]ik[Σ] jl + [Σ]il[Σ] jk .  (38)  
Tale equazione può essere convenientemente espressa in forma matriciale, in 
modo da semplificare la forma quadratica definita dall’Equazione 36 (Browne, 
1973, pg. 8): 
Equazione 32 
  
Γ = ΓN = 2 ′K p Σ⊗ Σ( )K p ,  (39)  
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dove ⊗  denota il prodotto di Kronecker2 e  
K p è la matrice di transizione di 
ordine  p
2 × p∗  i cui elementi sono dati da (Browne, 1973,  pg. 4; Browne, 1984, 
pg. 74) : 
Equazione 33 
  [K p ]ij ,kl =
1
2 (δ ikδ jl + δ ilδ jk ),  (40)  















 (41)  
Assumendo quindi una distribuzione normale multivariata come modello 
probabilistico per i dati, in modo da rendere valide le Equazioni 37 e 38, la 
funzione di discrepanza in forma quadratica definita nell’Equazione 36 può essere 




F(S,Σ(γ ) W = ΓN ) = (s − σ (γ ) ′) W
−1(s − σ (γ ))
= 12 tr (S − Σ(γ ))V
−1⎡⎣ ⎤⎦
2
= F(S,Σ(γ ) | V),
 (42)  
dove V è una matrice di ordine  p × p , definita positiva (invertibile), che 
converge a Σ  quando  N → ∞ . Le possibili scelte  V = S  o  V = Σ(γ )  definiranno 
due diverse procedure di stima asintoticamente equivalenti (Browne, 1973). 
La distribuzione multivariata ellittica è caratterizzata da distribuzioni marginali 
simmetriche con valori di curtosi omogenei, 
 
1
3σ iiii σ ii
2 = ηi = ... = ηp . Il valore 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  














è la matrice a blocchi di 
ordine  mp × nq  uguale a 
 
A ⊗B =
a11B  a1n B
  













. Ad esempio, utilizzando dei valori 


















1⋅5 1⋅6 2 ⋅5 2 ⋅6
1⋅7 1⋅8 2 ⋅7 2 ⋅8
3 ⋅5 3 ⋅6 4 ⋅5 4 ⋅6
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comune di curtosi, indicato con η , può essere stimato in maniera consistente con 
la seguente formula di curtosi relativa multivariata (Mardia, 1970): 
 
 
ηˆ = N −1 (x t − x ′) S
−1(x t − x){ }2 p( p + 2){ }
t=1
N
∑ ,  (43)  
dove  x t sono gli N vettori p×1 contenenti i punteggi delle p variabili per ciascun 
soggetto e  x  è il vettore conformabile di medie campionarie. Considerando la 
costante  ηˆ  e l’Equazione 37, i momenti di ordine quarto si possono esprimere 
come (vedi anche Muirhead, 1982, pg. 41): 
Equazione 36 
  
σ ijkl = ηˆ σ ijσ kl +σ ikσ jl +σ ilσ jk( ),  (44)  
rendendo i cumulanti di ordine quarto,  
κ ijkl , uguali a: 
 
κ ijkl = σ ijkl − σ ijσ kl − σ ikσ jl − σ ilσ jk = (ηˆ −1) σ ijσ kl +σ ikσ jl +σ ilσ jk{ } . 
La distribuzione normale multivariata è quindi un caso particolare di distribuzione 
multivariata ellittica con  ηˆ = 1  e  κ ijkl = 0 . Se i dati provengono da una 
distribuzione multivariata ellittica con  ηˆ ≠ 1 , sostituendo 
 
κ ijkl = (ηˆ −1){σ ijσ kl +σ ikσ jl +σ ilσ jk}  nell’Equazione 31, otterremo che la matrice 
di covarianza asintotica  degli elementi  (N −1[s − σ (γ )]   dipenderà 
esclusivamente dagli elementi di Σ  e dal singolo parametro  ηˆ  di curtosi 
multivariata (Browne, 1984, Eq. 4.3): 
Equazione 37 
  
[Γ]ij ,kl = ηˆ [Σ]ik[Σ] jl + [Σ]il[Σ] jk{ } + (ηˆ −1) [Σ]ij[Σ]kl{ }.  (45)  
In modo analogo all’Equazione 39, la nuova forma matriciale di Γ  è (Browne, 
1984, Eq. 4.6;  Muirhead, 1982, pg. 41): 
 
 
Γ = ΓE = 2ηˆ ′K p Σ⊗ Σ( )K p + ′K pσ + (ηˆ −1) ′σ +K p ,  (46)  
dove σ + rappresenta il vettore  p
2 ×1  formato dalle colonne della matrice 
simmetrica Σ , in modo che σ +  abbia alcuni elementi duplicati.  Utilizzando 
 ΓE nella forma quadratica definita nell’Equazione 36 otteniamo che (Browne, 
1984, Eq. 4.9): 
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F(S,Σ(γ ) W = ΓE ) = (s − σ (γ ) ′) W
−1(s − σ (γ ))
= 12 ηˆ
−1 tr (S − Σ(γ ))V−1⎡⎣ ⎤⎦
2
− btr2 (S − Σ(γ ))V−1⎡⎣ ⎤⎦{ }
= F(S,Σ(γ ) ηˆ,b,V),
 (47)  
dove 
 
b = (ηˆ −1) ( p + 2)ηˆ − p{ }  e V converge a Σ  quando  N → ∞ .  
La distribuzione multivariata ellittica può essere considerata, a sua volta, un caso 
particolare di una più ampia classe di distribuzioni multivariate, in cui le 
distribuzioni marginali hanno parametri di curtosi eterogenei. Consideriamo la 
seguente struttura per i momenti di ordine quarto (Kano, Berkane & Bentler, 
1990, Eq. 6): 
Equazione 38 
  
σ ijkl = (aijakl )σ ijσ kl + (aik a jl )σ ikσ jl + (aila jk )σ ilσ jk ,  (48)  
dove
 






2( ) .  I momenti di ordine quarto così definiti includono le 




3σ iiii σ ii
2 = ηi = ... = ηp , sono uguali ad uno o ad un valore costante  ηˆ . 
Definendo la struttura dei momenti di ordine quarto come da Equazione 48,  la 
matrice asintotica di covarianza Γ  può essere scritta come (Kano, Berkane & 
Bentler, 1990, Eq. 8): 
 
 














⎥ ,  (49)  
dove  C = A ∗ Σ  (∗  denota il prodotto di Hadamard tra matrici dello stesso ordine, 
in modo che  
[C]ij = [A]ij[Σ]ij ), 
 
[A]ij = aij = .5
1
3σ iiii σ ii
2( )1/ 2 + 13σ jjjj σ jj2( )1/ 2⎡⎣⎢
⎤
⎦⎥
,  e c 
rappresenta il vettore  p
∗ ×1 formato dagli elementi non duplicati della matrice 
simmetrica C. Se il modello da stimare  Σ(γ )  è invariante rispetto al cambio di 
scala di misura (come il modello CSPMF di Browne), allora la forma quadratica 
(36) basata sulla matrice (49)  diventa asintoticamente equivalente a (Kano, 
Berkane & Bentler, 1990, Teorema 2): 
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F(S,Σ(γ ) W = ΓHK ) = (s − σ (γ ) ′) W
−1(s − σ (γ ))
= 12 tr (S − Σ(γ ))C
−1⎡⎣ ⎤⎦
2
= F(S,Σ(γ ) | C).
 (50)  
L’utilizzo concreto delle funzioni di discrepanza definite dalle Equazioni 36, 42,  
47 e 50, è funzionale all’ottenimento di: (a) stime parametriche efficienti,  γˆ ; (b) 
stime degli errori standard associati (come da Equazione 30);  (c) una statistica T 
chi-quadrato (come da Equazione 29) funzionale alla verifica statistica della bontà 
dell’adattamento ai dati del modello stimato. Come abbiamo visto, affinché si 
realizzino i punti (a) - (b) - (c), è necessario che l’utilizzo di una specifica 
funzione di discrepanza sia giustificato dalle proprietà relative alla distribuzione 
dei dati. In particolare, devono essere giustificate le strutture relative ai momenti 
di ordine quarto e definite nelle Equazioni 32, 37, 44 e 48. Inoltre, sarà necessario 
sostituire nelle Equazioni 36, 42,  47 e 50 i parametri ignoti della popolazione con 
stime campionarie consistenti. Lo specifico stimatore campionario scelto definirà 
una specifica procedura di stima.  
Il programma CIRCUM, così come la prima versione pubblica del pacchetto 
CircE (Grassi e coll., 2010) si basano essenzialmente sui metodi di stima per dati 
normali. Ne consegue che  tutte le analisi svolte con questi programmi hanno 
sempre implicato la trasformazione dei dati o la tacita accettazione della normalità 
multivariata. In ogni caso, nessuna procedura di stima alternativa è mai stata 
programmata ed utilizzata. L’estensione delle capacità analitiche del programma 
CircE  per funzioni diverse dalla massima verosimiglianza, rappresenta quindi un 
primo importante aspetto di novità del presente lavoro. 
Nei prossimi paragrafi illustrerò le specifiche funzioni di discrepanza 
implementate nella versione estesa del programma CircE.3 Come anticipato, il 
programma si basa su un algoritmo di minimizzazione (L-BFGS-B) che richiede 
l’inserimento appropriato: 1- della funzione di discrepanza da minimizzare, 2- del 
valore dei gradienti analitici4 (g) e 3- della matrice Hessiana (H) per il calcolo 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 La commissione d’esame troverà una copia illustrativa del programma nel CD-ROM allegato alla 
tesi. Tra i contenuti, il codice R per le simulazionei Monte Carlo condotte nello Studio 1 e 2. I 
lettori interessati possono scrivere al seguente indirizzo e-mail: grassi.mic@gmail.com . 
4 Derivate di ordine primo della funzione di discrepanza rispetto al vettore di parametri da stimare.  
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degli errori standard (vedi Equazione 30). La descrizione si concentrerà sulla 
definizione di questi tre elementi, che sono stati opportunamente programmati. 
3.2.1 METODO ASINTOTICAMENTE INSENSIBILE ALLA DISTRIBUZIONE DEI DATI 
(ASYMPTOTICALLY DISTRIBUTION-FREE  - ADF) 
Assumendo unicamente che la distribuzione delle variabili  xi  ( i = 1,…, p ) 
osservate abbia dei momenti di ottavo ordine finiti, Browne (1984, pg.71) ha 













−1 (xit − xi )(x jt − x j )
t=1
N







L’utilizzo della matrice  Wˆ  nella forma quadratica (36), definisce la funzione di 
discrepanza ADF: 
Equazione 40 
  FADF = (s − σ (γˆ ) ′) Wˆ
−1(s − σ (γˆ )),  (52)  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  5	  Browne (1984, pg.72) ha proposto una stima consistente e corretta della matrice Γ , definendo 
gli elementi tipici della matrice  Wˆ  con la seguente espressione: 
 
[Wˆ]ij ,kl = N (N −1) (N − 2)(N − 3)⎡⎣ ⎤⎦
−1
sijkl − sijskl{ }
            − N (N − 2)(N − 3)⎡⎣ ⎤⎦
−1
sik s jl + sils jk − 2(N −1)
−1sijskl{ }.
 
L’utilizzo di questa formula o della precedente determina matrici Ŵ asintoticamente equivalenti; 
inoltre, il comportamento della funzione di discrepanza ADF è sostanzialmente identico (Chan, 
Yung & Bentler, 1995).  
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che risulta correttamente specificata per qualsiasi distribuzione multivariata con 
momenti di ottavo ordine finiti, vincolo che garantisce la consistenza delle stime 
campionarie  
sij  e  
sijkl  dei parametri  
σ ij  e  
σ ijkl . 
Il gradiente analitico g ( q ×1) e gli elementi tipici della matrice Hessiana ( q × q ), 
H, sono dati dalle seguenti espressioni (Browne, 1984, Eq. 2.13 - 2.14): 
Equazione 41 
  HADF =
ˆ ′Δ Wˆ−1Δˆ,  (53)  
Equazione 42 
  gADF = ΔˆWˆ
−1(s − σ (γ )),  (54)  
 
dove  Δˆ  è la matrice  p
∗ × q , contenente le derivate parziali del modello  Σ(γˆ )  
rispetto ai parametri  γˆ i . In particolare, nel caso del modello CSPMF di Browne 
visto nel Capitolo 2, i vettori colonna  p
∗ ×1 di  Δˆ  sono formati dagli elementi 
non duplicati (triangolari inferiori) delle matrici simmetriche date in Appendice B. 




2( )−1 (s − σ (γˆ )),  dove  Wˆ1/ 2   
rappresenta la decomposizione di Choleski della matrice  Wˆ  (cioè, 
 W = Wˆ
1/2[Wˆ1/2 ′] ), l’Equazione 55 può essere ridefinita nel seguente modo 




FADF(Chol) = e ′* e*,  (55)  
che chiameremo funzione ADF(Chol) per sottolineare il fatto che la matrice di 
ponderazione  Wˆ , oltre ad essere invertita, viene anche fattorizzata con la 
procedura di Choleski. Questo elemento di ulteriore manipolazione avrà 
interessanti ricadute sulle ipotesi indagate nello Studio 2  (Capitolo 5). 
Le  formule del gradiente analitico g e della matrice H per la funzione ADF(Chol) 












2 Δˆ{ }′ e * . (57)  
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Se gli assunti relativi alla distribuzione dei dati, quindi alla forma di Γ , sono 
rispettati, allora dalle Equazioni 29 e 30 si ottiene che: 1-le statistiche 
 TADF = (N −1)FˆADF  e  TADF(Chol) = (N −1)FˆADF(Chol)  hanno una distribuzione  χ
2  con 
 p
∗ − q  gradi di libertà e  H0 : Σ = Σ(γ ) ; 2- i parametri stimati  γˆ i  hanno un errore 
standard pari a  (N −1)
−1[H−1]ii   (i = 1,...,q) . 
Ricordo infine due note applicative piuttosto rilevanti: 1- l’esistenza dell’inversa 
 Wˆ
−1  richiede che N sia maggiore di  p
∗ = p( p +1) / 2  (Browne, 1984, pg. 71);  2- 
la dimensione della matrice di ponderazione Ŵ ( p
∗ × p∗ ) cresce rapidamente 
all’aumentare del numero di variabili osservate ( p = 8,  p
∗ = 36,  p∗ × p∗ = 1296 ). 
Il metodo ADF (e ADF(Chol)) è una procedura piuttosto intensiva dal punto di 
vista computazionale che può essere utilizzata solo con un numero limitato di 
variabili osservate (p < 20). 
3.2.2 MINIMI QUADRATI GENERALIZZATI (GENERALIZED LEAST SQUARES - GLS) 
&  MASSIMA VEROSMIGLIANZA (MAXIMUM LIKELIHOOD - ML) 
Assumendo che i dati osservati provengano da una distribuzione normale 
multivariata, la forma quadratica definita dall’Equazione 36 può essere 
riformulata come  F(S,Σ(γ ) | W = ΓN ) =
1
2 tr[(S − Σ(γ ))V
−1]2  (vedi Equazioni 37-
42), dove V converge a Σ  quando  N → ∞ . Le possibili scelte sono V = S, che 






2 tr (S − Σ(γˆ ))S
−1⎡⎣ ⎤⎦
2
,  (58)  
oppure  V = Σ(γˆ ) , dalla quale si deriva (Bollen, 1989, pg. 131-135) la forma più 




FML = ln | Σ(γˆ ) | +tr S{Σ(γˆ )}
−1⎡⎣ ⎤⎦ − ln | S | − p.  (59)  
In entrambi i casi, se l’assunzione relativa alla distribuzione dei dati risulta 
verificata, le statistiche  TGLS = (N −1)FˆGLS  e  TML = (N −1)FˆML  hanno una 
distribuzione chi-quadrato con  p( p +1) / 2 − q  gradi di libertà (Browne, 1973, pg. 
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15-20). Gli elementi del vettore dei gradienti analitici, [g]i, e della matrice [H]i 
sono dati dalle seguenti espressioni (Browne, 1984, Eq. 2.18 – 2.19; Browne & 
































⎥ ,  (61)  
dove V = S e  
δH = δg = 1 	  per	  la	  funzione	  (58), V =  Σ(γˆ ) ,   δH = 2,  δg = −2 	  per 




 è la matrice  p × p delle derivate parziali del modello 
strutturale  Σ(γˆ )  rispetto ai parametri  γˆ i . Per il modello di CSPMF  di Browne le 




 sono date in Appendice B. L’errore standard 
associato ai parametri stimati  γˆ i  può quindi essere calcolato come 
 (N −1)
−1[H−1]ii    (i = 1,...,q) . 
3.2.3 DISTRIBUZIONE ELLITTICA: CORREZIONE DI BROWNE DELLE STIME ML 
(ECML) 
Assumendo che i dati abbiano distribuzioni marginali simmetriche con valori di 
curtosi omogenei, la funzione di discrepanza si può esprimere come (vedi 






−1 tr (S − Σ(γˆ ))V−1⎡⎣ ⎤⎦
2
− btr2 (S − Σ(γˆ ))V−1⎡⎣ ⎤⎦{ }.  (62)  
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Scegliendo V =  Σ(γˆ )  ed utilizzando un modello invariante rispetto ad un fattore 
costante di scala (Cudeck, 1989), il secondo termine dell’Equazione 62 si annulla6 






−1tr (S − Σ(γˆ ))Σ(γˆ )−1⎡⎣ ⎤⎦
2
= ηˆ−1FML. (63)  
È dunque possibile modificare i risultati standard derivati secondo l’assunto di 
normalità multivariata  per renderli adeguati alla classe più generale delle 
distribuzioni ellittiche (Browne, 1984, pg. 76): 
Equazione 50 
 







−1 tr Σ(γˆ )−1 ∂Σ(γˆ )
∂γ i



































 (65)  
dove 
 
b = (ηˆ −1) ( p + 2)ηˆ − p{ }  e le matrici simmetriche  ∂Σ(γˆ ) ∂γ i  sono date in 
Appendice B.  
3.2.4 DISTRIBUZIONE MULTIVARIATA CON CURTOSI ETEROGENEE 
(HETEROGENEOUS KURTOSIS THEORY - HK) 
Assumendo una struttura per i momenti di ordine quarto come quella formalizzata  
nell’Equazione 48, è possibile definire una classe più generale di distribuzioni 
multivariate, in cui le distribuzioni marginali univariate  possono avere parametri 
di curtosi eterogeni. La distribuzione ellittica e normale multivariata sono casi 
particolari di questa classe di distribuzioni in cui, rispettivamente, le curtosi 
marginali sono costanti oppure nulle.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6 in quanto  tr[(S − Σ(γˆ ))Σ(γˆ )
−1] = tr[SΣ(γˆ )−1]− p = p − p = 0   (Browne, 1973, pg. 20; Browne, 
1984, Eq. 4.12)  
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Per questa classe di distribuzioni, una procedura campionaria correttamente 
specificata si basa sulla minimizzazione della seguente funzione di discrepanza 





2 tr (S − Σ(γ ))Cˆ
−1⎡⎣ ⎤⎦
2
,  (66)  
dove 
 
[Cˆ]ij = [Aˆ]ij[Σ(γˆ )]ij , e 
 
[Aˆ]ij = aˆij = .5
1
3 siiii sii




Il gradiente analitico della funzione HK è dato dall’Equazione 61 con V =  Cˆ  e 
 
δg = 1 ,	  mentre la matrice di varianza-covarianza dei parametri stimati può essere 















































 (67)  
L’adeguatezza dell’Equazione 48 come struttura per i momenti di ordine quarto 
dipende dalla stabilità delle stime dei valori di curtosi marginale.   Nel caso in cui 
la variabilità dei valori  ηˆi  sia eccessiva, la matrice  Cˆ
−1  potrebbe non esistere e 
quindi la funzione HK sarebbe di fatto inutilizzabile (Kano, Berkane & Bentler, 
1990, pg. 582-583).  Ad ogni modo, assumendo delle stime  ηˆi  adeguate,  la 
statistica campionaria  THK = (N −1)FHK
 
avrà una distribuzione asintotica chi-
quadrato con p*−q gradi di libertà (Kano, Berkane & Bentler, 1990, Teorema 1).
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3.2.5 CORREZIONE SATORRA-BENTLER (SCALED ML STATISTIC - SCALED) 
Per migliorare la distribuzione della statistica  TML  in condizioni di non normalità 
dei dati, Satorra e Bentler  hanno proposto l’utilizzo della seguente correzione 







,  (68)  
dove: 
 Uˆ = ΓˆN
−1 − ΓˆN
−1Δˆ( ˆ ′Δ ΓˆN




−1 = 2 ′K p Σ(γˆ )⊗ Σ(γˆ )( )K p  e gli elementi tipici della matrice  Wˆ  sono dati 
dall’Equazione 51. Inoltre, come suggerito da Bentler e Dudgeon (1996, Eq. 12), 
la procedura correttiva di Satorra-Bentler programmata per questo lavoro 
comprende anche la stima robusta degli errori standard: 
Equazione 53 
  cov(γˆ ) = (N −1)
−1( ˆ ′Δ ΓˆN
−1Δˆ)−1( ˆ ′Δ ΓˆN
−1WˆΓˆN
−1Δˆ)( ˆ ′Δ ΓˆN




−1 = 2 ′K p Σ(γˆ )⊗ Σ(γˆ )( )K p  e gli elementi di  Wˆ  dati sempre dall’Equazione 
51. 
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Capitolo 4   
ANALISI CONFERMATIVA DEL MODELLO CIRCOMPLESSO: ROBUSTEZZA DI 
ALCUNI STIMATORI IN CAMPIONI FINITI PER DISTRIBUZIONI NON-NORMALI 
4.1 INTRODUZIONE E DEFINIZIONE DEL PROBLEMA 
Numerosi studi simulativi Monte Carlo hanno valutato i metodi di stima ML 
(Bentler & Yuan, 1999; Browne, 1984; Chou, Bentler & Satorra, 1991; Dolan, 
1994; Fouladi, 2000; Henly, 1993; Hu, Bentler & Kano, 1992; Olsson, Troye & 
Howell, 1999; Olsson, Foss, Troye & Howell, 2000; Potthast, 1993; Schermelleh-
Engel, Moosbrugger & Müller, 2003; Yuan & Bentler, 1998), GLS (Henly, 1993; 
Hu, Bentler & Kano, 1992; Kano, Berkane & Bentler, 1990; Olsson, Troye & 
Howell, 1999; Olsson, Foss, Troye & Howell, 2000), ECML (Browne, 1984; 
Henly, 1993; Hu, Bentler & Kano, 1992), SCALED (Curran, West & Finch, 
1996; Fouladi, 2000; Hu, Bentler & Kano, 1992), HK (Hu, Bentler & Kano, 1992; 
Kano, Berkane & Bentler, 1990) e ADF (Browne, 1984; Chou, Bentler & Satorra, 
1991; Henly, 1993; Hu, Bentler & Kano, 1992; Olsson, Troye & Howell, 1999; 
Olsson, Foss, Troye & Howell, 2000; Potthast, 1993; Schermelleh-Engel, 
Moosbrugger & Müller, 2003; Yuan & Bentler, 1998), le cui formule e dettagli 
analitici sono stati presentati nel capitolo precedente. In questi studi sono state 
valutate la distribuzione delle statistiche T –chi quadrato, la distribuzione delle 
stime dei parametri ottenute e l’accuratezza delle stime degli errori standard 
relativi ai parametri del modello da stimare. I modelli strutturali utilizzati sono 
stati, in generale, modelli di analisi fattoriale confermativa o modelli di equazioni 
strutturali (con relazioni dirette tra gli indicatori misurati e/o tra le variabili 
latenti). Tra le eccezioni, piuttosto rare in letteratura, si può annoverare un 
modello confermativo per matrici multitratto-multimetodo (MTMM; Campbell & 
Fiske, 1959; Browne, 1984(b)) utilizzato nello studio di Henly (1993) e diversi 
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modelli per la struttura di associazioni nella popolazione, tra cui il simplex ed il 
circumplex, utilizzati da Fouladi (2000), senza alcun riferimento esplicito al 
modello confermativo di Browne definito dalle Equazioni 12 e 14.  
Come spiegato in modo esteso nel Capitolo 4, ciascuna metodo di stima è stato 
sviluppato a partire da precise assunzioni relative alla distribuzione delle variabili, 
con particolare riferimento alla struttura dei momenti di ordine quarto delle 
variabili considerate. La distribuzione multivariata normale dei dati, dove i 
momenti di ordine quarto sono uguali a zero, è l’assunzione necessaria per i 
metodi di stima ML e GLS. La distribuzione multivariata simmetrica, dai contorni 
nomotetici (equiprobabili) ellittici e con valori di curtosi univariata costanti, è la 
condizione necessaria per l’applicazione del metodo correttivo proposto da 
Browne e qui denominato come ECML. Se i valori di curtosi univariata non sono 
costanti, bensì eterogenei, allora il metodo di stima HK può essere utilizzato in 
modo correttamente specificato. Infine, nella condizione più generale possibile 
nella quale i momenti di ordine quarto devono assumere un valore finito, è 
possibile utilizzare il metodo ADF –asintoticamente libero dalla distribuzione dei 
dati. Infine, nel caso in cui il rigido assunto di normalità multivariata venga 
violato in modo non facilmente caratterizzabile da una specifica distribuzione, il 
metodo correttivo denominato SCALED può correggere le stime degli errori 
standard e la costante campionaria di verifica T  basati su tale assunto.  
La forma della distribuzione, come visto nel Capitolo 4, è una condizione 
necessaria dal punto di vista matematico: serve come base per derivare il metodo 
e per definirne le condizioni di applicabilità.  Tuttavia, non è una condizione 
sufficiente affinché si realizzino le proprietà di interesse riguardanti  la variabilità 
dei parametri e la distribuzione delle costanti campionarie di verifica T, proprietà 
definite dalle Equazioni 29 e 30 del Capitolo 4. La grandezza del campione, N, si 
rivela una quantità critica. Infatti, tutte le proprietà statistiche note nell’ambito 
dell’analisi delle strutture di covarianza sono proprietà asintotiche, ossia, basate 
sull’assunzione che N diventi arbitrariamente grande, tendente all’infinito 
( N → ∞ ). Dal momento che raramente la grandezza del campione analizzato può 
ritenersi “notevolmente” grande (o addirittura enorme, come nelle indagini 
demoscopiche su scala nazionale), diventa importante valutare se N  raggiunga 
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una grandezza sufficiente affinché la teoria soggiacente ad un metodo di stima 
possa “lavorare” in modo ragionevolmente buono.  
La grandezza del campione e la distribuzione delle variabili osservate sono quindi 
gli elementi critici per valutare il comportamento dei diversi metodi di stima 
nell’analisi delle strutture di covarianza. Se l’assunto  N → ∞  viene messo 
sistematicamente in discussione ad ogni utilizzo in campioni finiti (“con valore N 
dato”), l’assunzione di una specifica distribuzione dei dati, soprattutto nel caso 
della distribuzione normale multivariata, non è meno problematica (Micceri, 
1989). L’effetto della violazione delle assunzioni dipenderà dalla robustezza di un 
metodo di stima dati: (a) uno specifico modello strutturale, (b) una specifica 
grandezza del campione e (c) specifiche proprietà dei dati, come curtosi marginali 
e multivariate (Hoogland & Boomsma, 1998).  
Una procedura statistica è detta robusta se la sua prestazione è relativamente 
insensibile agli scostamenti dalle assunzioni utilizzate per derivare tale procedura 
(Box, 1953). Le proprietà di robustezza degli stimatori possono essere ottenute 
empiricamente attraverso uno studio di simulazione Monte Carlo. In ogni 
specifica simulazione, il tipo di modello strutturale nullo (quello ipotizzato per la 
popolazione), i metodi di stima da utilizzare e la distribuzione simulata delle 
variabili osservate, devono essere specificate a priori. Un inconveniente di questa 
metodologia empirica è che i risultati di uno studio Monte Carlo sono 
condizionali alle scelte fatte a priori e le generalizzazioni sono quindi giustificate 
solo in presenza di andamenti chiari.  
La letteratura di settore offre un numero impressionante di studi di robustezza 
(Hoogland & Boomsma, 1998), numero che peraltro è in costante crescita, dal 
momento che le conclusioni di tali simulazioni sono spesso contraddittorie e, in 
generale, difficili da riassumere. Parlando di andamenti chiari e generalizzabili, si 
può affermare che i differenti metodi di stima hanno differenti proprietà di 
robustezza rispetto alla grandezza di N necessaria affinché si realizzino le 
distribuzioni attese per la statistica T ed i parametri stimati. Fondamentalmente, la 
grandezza del campione richiesta aumenta: (a) all’aumentare del grado di non-
normalità dei dati; (b) all’aumentare della complessità del modello strutturale 
indagato; e (c) al diminuire delle assunzioni sulla distribuzione dei dati richieste 




	   	  
  
	   	  
Università degli Studi di Trieste  -  Anno Accademico 2008/2009 
dal metodo di stima. Naturalmente, da ogni studio di robustezza è possibile 
tracciare linee guida specifiche sulla grandezza campionaria minima per poter 
utilizzare in modo appropriato un determinato metodo di stima. Condizioni 
essenziali per seguire queste linee guida sono: -1 la somiglianza del proprio 
modello strutturale indagato con quello utilizzato nello studio Monte Carlo di 
riferimento,  -2  la disponibilità di programmi che implementino i metodi di 
analisi più adatti. Per quanto riguarda il primo punto, la letteratura non mostra 
alcun riferimento a studi di robustezza in cui si sia utilizzato il modello 
confermativo per strutture circomplesse di Browne (1992). Mentre, per quanto 
riguarda il secondo punto, l’espansione delle capacità analitiche del programma 
CircE, con i metodi di stima discussi nel Capitolo 4, permette di condurre 
concretamente uno studio Monte Carlo specifico per questo modello. Da questo 
punto di vista, l’utilizzo di sei metodi di stima differenti per assunzioni e richieste 
(intensità) di calcolo è una condizione favorevole per la definizione del migliore 
approccio pratico. 
4.2 OBIETTIVO DELLO STUDIO  
 
L’obiettivo di questo studio era di indagare la robustezza  di sei diversi metodi di 
stima dei parametri di un modello confermativo circomplesso (CSPMF) di 
Browne (1992). I sei metodi utilizzati –ML, GLS, ECML, HK, ADF e SCALED, 
definiti nel Capitolo 4, sono stati valutati analizzando l’accuratezza delle stime dei 
parametri e dei relativi errori standard stimati, la distribuzione delle costanti 
campionarie di verifica T ed eventuali problemi di convergenza e/o soluzioni 
improbabili fornite dall’analisi.  
La qualità delle procedure di stima è stata indagata in  3× 5 = 15  condizioni 
diverse, derivanti dall’incrocio di tre diverse distribuzioni multivariate simulate e 
cinque differenti grandezze campionarie N.  
Le distribuzioni multivariate simulate –multivariata normale (MVN),  
multivariata-T ellittica  (MVT) con valori di curtosi marginale costanti e 
multivariata asimmetrica (AMV) – sono state scelte in modo da svelare specifici 
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aspetti  della robustezza degli stimatori alla violazione degli assunti 
distribuzionali.  
Il comportamento degli stimatori è stato valutato simulando, per ciascuna delle tre 
diverse distribuzioni dei dati, cinque differenti grandezze campionarie: N = 100, 
250, 500, 750 e 1000. I valori N = 100 e N = 1000 rappresentano, rispettivamente, 
il limite minimo e massimo generalmente raggiunti negli studi che implicano 
analisi di strutture di covarianza. Le altre grandezze campionarie rappresentano 
tappe intermedie utili a definire i valori minimi di N ai quali si realizzano le 
proprietà asintotiche attese. 
In aggiunta, è stata condotta un’analisi della varianza (ANOVA) per valutare 
l’effetto dei tre fattori considerati nello studio Monte Carlo –distribuzione 
simulata, grandezza campionaria e metodo di stima, sul valore di quattro indici di 




Lo studio si articolava essenzialmente in 5 fasi che verranno spiegate 
dettagliatamente nei paragrafi successivi.  
1. Il modello CSPMF definito dalle Equazioni 12 e 14 è stato  utilizzato per 
generare una matrice di covarianza  Σ0 = Σ(γ 0 )  per la popolazione. I 
parametri  γ 0  scelti  rappresentano quindi i valori teorici attesi del 
modello. 
2.  Σ0  serviva come matrice di covarianza per generare una delle tre 
distribuzioni multivariate: MVN, MVT o AMV. Per ciascuna 
distribuzione, è stato estratto un campione che poteva avere una delle 
cinque diverse grandezze indagate: N = 100, 250, 500, 750 o 1000.  
3. Il punto 2. veniva ripetuto fino ad esaurire tutte le  3× 5 = 15  combinazioni 
distribuzione/N possibili. Per ciascuna combinazione distribuzione/N 
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venivano estratti 300 campioni indipendenti. Il numero di campioni  
complessivamente simulati è stato quindi  3× 5× 300 = 4500 . 
4. Per ciascuno dei 4500 campioni simulati, il modello CSPMF 
correttamente specificato (conforme al modello utilizzato per generare 
 Σ0 ) veniva stimato utilizzando ciascuno dei sei metodi di stima, salvando 
(a) i valori dei parametri del modello ottenuti, (b) gli errori standard dei 
parametri stimati e (c) il valore della statistica T, relativa a ciascun 
stimatore:  TML ,  TGLS ,  TECML ,  THK ,  TSCALED  e  TADF .   
5. Per ciascuna delle   3× 5× 6 = 90  combinazioni distribuzione/N/metodo di 
stima, la grandezza campionaria minima necessaria per l’utilizzo 
appropriato di ciascun metodo di stima è stata definita: 1- analizzando gli 
errori sistematici (bias) nella stima dei parametri e degli errori standard 
relativi, -2 comparando la distribuzione delle 300 statistiche campionarie  
T con la distribuzione attesa chi-quadrato.  
4.3.1 UN MODELLO PER LA MATRICE DI COVARIANZA DELLA POPOLAZIONE 
Il modello strutturale circomplesso proposto da Browne (1992)  è stato utilizzato 
per generare la matrice di covarianza della popolazione  Σ0 , di ordine  8 × 8 , 
definendo i seguenti parametri  γ 0  arbitrari e ammissibili
1: 
 
Dζ = .923 .872 .975 .949 .873 .970 .954 .955⎡⎣ ⎤⎦
Dν = .6 .6 .6 .6 .6 .6 .6 .6⎡⎣ ⎤⎦
θ = 0  45  90  135  180  225  270  315⎡⎣ ⎤⎦
β = .15 .60 .15 .10⎡⎣ ⎤⎦.
 
I parametri liberi (da stimare) sono q = 19 (vedi Equazione 17); i gradi di libertà 
associati al modello sono   d = p( p +1) / 2 − q = 8(9) / 2 −19 = 17 (vedi pg. 47). 
                                                
1 Un valore inammissibile è un valore privo di senso. Ad esempio, una varianza negativa o un 
valore di correlazione superiore ad uno, sono esempi di valori inammissibili. 
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I parametri  ν ii  avendo un valore costante di .6,  definiscono, in base 
all’Equazione 13, valori di comunalità costanti per le otto variabili. La corretta 
specificazione del modello circomplesso da stimare prevede l’imposizione di 
questo vincolo di uguaglianza, consentendo la stima di un modello intermedio 
( d = 17 ) rispetto ad un modello senza vincoli ( d = 10 ) e ad uno completamente 
vincolato ( d = 24 ). Come anticipato nell’introduzione, la scelta del modello 
influenzerà la generalizzazione dei risultati. Un vincolo sulle comunalità 
rappresenta una scelta piuttosto comune negli studi confermativi della struttura 
circomplessa. Inoltre, la struttura circomplessa con otto variabili osservate è 
piuttosto frequente e quindi generalizzabile a molte situazioni concrete.  




1.000   
 .504  1.000   
 .000   .504  1.000    
-.204   .000    .504  1.000   
- .400 -.204    .000    .504  1.000    
-.204  -.400  -.204     .000    .504  1.000   
 .000  -.204  -.400   -.204     .000    .504  1.000   





























La matrice di covarianza quasi-circomplessa per la popolazione è: 
 
Σ0 =
1.376    
 .407  1.217    
 .000    .428  1.521   
-.179    .000    .466  1.440 
-.324  -.155    .000    .417  1.220    
-.183  -.339   -.193    .000    .427  1.507  
 .000  -.169   -.372   -.184    .000    .466  1.458  



























.  (70)  
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La matrice (70) è stata ottenuta attraverso il seguente prodotto matriciale, definito 




La matrice di covarianza  Σ0  è stata utilizzata per simulare le tre distribuzioni 
multivariate. Per ciascuna distribuzione simulata sono stati estratti otto vettori 
 
xp con proprietà marginali specifiche e legate alla distribuzione multivariata di 
origine. Tali proprietà verranno discusse nella sezione successiva. La lunghezza di 
questi vettori variava in accordo con le cinque grandezze campionarie utilizzate 
nello studio:  N = 100, 250, 500, 750, e 1000. Il processo di estrazione degli otto 
vettori 
 
xp  di dimensione N, da ciascuna delle tre distribuzioni multivariate, è 
stato replicato per 300 volte. Il numero di repliche (NR = 300) scelto rappresenta 
un compromesso tra praticità computazionale e un numero repliche tendente 
all’infinito. Tale valore è risultato adeguato per caratterizzare in modo dettagliato 














.504 1 + (.6)
.000 .504 1 + (.6)
−.204 .000 .504 1 + (.6)
−.400 −.204 .000 .504 1 + (.6)
−.204 −.400 −.204 .000 .504 1 + (.6)
.000 −.204 −.400 −.204 .000 .504 1 + (.6)
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4.3.2 SCELTA DELLE DISTRIBUZIONI MULTIVARIATE  
La tabella 11 riassume le caratteristiche delle tre popolazioni di dati simulate. In 
particolare, i numeri in grassetto sono i valori teorici di asimmetria e curtosi 
univariata e multivariata, mentre gli altri valori numerici sono le medie delle 
realizzazioni a posteriori sui campioni simulati per ciascuna grandezza 
campionaria N. L’analisi a posteriori delle distribuzioni simulate è un dettaglio  
generalmente assente negli studi di robustezza, pur rappresentando una verifica 
importante della realizzazione delle caratteristiche desiderate. La Figura 3 
rappresenta visivamente le distribuzioni (bivariate) simulate, permettendo un 
rapido confronto fra le tre condizioni.  
Le distribuzioni MVN –multivariata normale e la MVT –multivariata T, sono 
distribuzioni simmetriche; la distribuzione AMV –asimmetrica multivariata è 
invece fortemente asimmetrica (Figura 3, prima riga). Le due distribuzioni 
simmetriche, MVN e MVT, hanno vettori bidimensionali equiprobabili che 
definiscono contorni ellittici (Figura 3, seconda riga). Nonostante le apparenti 
somiglianze, i quantili empirici della distribuzione MVT si discostano 
notevolmente da quelli attesi secondo una distribuzione normale multivariata 
(Figura 3, terza riga). La distribuzione AMV è chiaramente una condizione a 
parte, non approssimabile alle altre due distribuzioni.  
La distribuzione MVN, rappresenta una sorta di baseline. Le caratteristiche 
teoriche sono valori di curtosi e asimmetria univariati pari a zero, un valore di 
asimmetria multivariata nullo ed una curtosi multivariata proporzionale al numero 
delle variabili considerate (Mardia, 1970). Con p = 8 variabili osservate, il valore 
di curtosi multivariata atteso è p(p+2) = 80. La Tabella 11 mostra come questi 
valori attesi si realizzino (in media), nei 300 campioni estratti, per ciascuna 
grandezza campionaria N. I metodi di stima ML e GLS sono derivati assumendo 
una distribuzione di questo tipo per le variabili osservate; ci si attende quindi una 
prestazione adeguata delle statistiche  TML  e  TGLS , stime accurate dei parametri e 
degli errori standard. La derivazione degli altri metodi di stima utilizzati prevede 
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la distribuzione MVN come caso particolare ed è quindi utile per determinare la 
loro sensibilità nella correzione delle caratteristiche campionarie. 
La distribuzione MVT è una scelta classica negli studi di robustezza. La tabella 11 
mostra chiaramente come il valore di asimmetria multivariato sia sostanzialmente 
nullo mentre il valore di curtosi, uguale a 105.32 ( ηˆ = 1.32 ), la rende leptocurtica 
rispetto alla normale multivariata. Inoltre, i valori marginali di curtosi nelle otto 
variabili simulate sono omogoenei e non eccedenti il valore limite comunemente 
suggerito di 1. La condizione MVT permette quindi di verificare l’efficacia della 
correzione ellitica di Browne  per il metodo ML, definita in questo studio come 
ECML. In aggiunta, tale condizione permette una verifica della robustezza dei 
metodi ML e GLS in una condizione di “leggera” violazione dell’assunto di 
normalità multivariata. Per i metodi SCALED, HK e ADF, si tratta ancora di una 
prova di sensibilità per le caratteristiche della distribuzione dei dati, con 
particolare riferimento ai livelli di curtosi per il metodo ADF. 
La condizione della distribuzione AMV rappresenta un cambiamento marcato 
nelle proprietà multivariate rispetto alle due condizioni precedenti. Il valore di 
asimmetria multivariata è di 21.25, mentre la curtosi multivariata è uguale a 
219.18 ( ηˆ = 2.74 ). I valori marginali di curtosi sono piuttosto elevati ed 
eterogenei, se confrontati con quelli delle condizioni precedenti. I dati AMV 
consentono una verifica delle proprietà teoriche dei metodi ADF, HK e SCALED. 
Rappresentano una verifica intermedia della robustezza del metodo correttivo 
ECML, mentre sono una prova seria di robustezza dei metodi ML e GLS. Dal 
punto di vista della corrispondenza con le popolazioni reali da cui sono estratti i 
dati delle ricerche empiriche, la condizione AMV ha sicuramente la rilevanza 
pratica maggiore. Sebbene a livello multivariato sia nettamente differente dalle 
condizioni MVN e MVT (vedi Figura 3), a livello univariato i livelli di 
asimmetria e curtosi non sono molto diversi da quelli che si riscontrano nei dati di 
ricerca reali. Si noti anche che tali incongruenze vengono aggiustate con la 
trasformazione dei dati, i cui risultati, spesso, non sono migliori di quelli simulati 
nella condizione MVT, che può quindi avere rilevanza pratica come esempio di 
dati post correzione.  
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TABELLA 11 
Caratteristiche delle tre distribuzioni studiate nell’esperimento:  
g1 e g2 sono i valori asimmetria e curtosi marginale (univariata) , b1,8 e b2,8 sono i 
valori di asimmetria e curtosi multivariata (Mardia, 1970) 
  
N  x1 x2 x3 x4 x5 x6 x7 x8 
 
b1,8   
b2,8  
MVN g1a -.01 0 0 .01 -.01 0 0 0 .08a 80a 
 g2a -.01 .01 .01 .01 .01 .02 -.02 0   
100 g1 .01 .03 .02 0 .02 .01 0 .01 6.61 76.69 
 g2 -.1 -.11 -.15 -.1 -.12 -.15 -.11 -.1   
250 g1 .01 0 -.02 .01 0 -.01 0 0 2.82 78.77 
 g2 -.03 -.04 -.03 -.03 -.04 -.03 -.06 -.03   
500 g1 -.01 0 0 0 .01 0 0 -.01 1.42 79.4 
 g2 -.04 -.02 -.01 -.04 -.02 -.04 -.03 -.01   
750 g1 0 -.01 0 0 0 0 0 .01 .95 79.56 
 g2 -.01 -.04 0 .01 -.02 -.03 -.04 .01   
1000 g1 .01 0 0 0 0 .01 0 -.01 .72 79.7 
 g2 -.01 0 0 .01 0 -.02 -.03 0   
MVT g1a 0 0 .01 0 0 0 .01 -.01 .26a 105.32a 
 g2a 1 .94 .9 .95 .96 .96 .98 .98   
100 g1 .01 -.03 0 -.01 -.04 -.06 .03 -.03 12.42 92.56 
 g2 .62 .63 .55 .52 .67 .81 .55 .66   
250 g1 -.02 0 -.04 .01 .01 .01 0 .02 6.41 99.89 
 g2 .9 .85 .81 .83 .89 .84 .88 .8   
500 g1 -.01 .02 -.01 -.02 -.01 .01 0 -.01 3.59 102.44 
 g2 .86 .93 .88 .93 .93 .91 .87 .9   
750 g1 0 -.01 0 -.01 .01 0 0 -.01 2.51 103.88 
 g2 .93 .93 .93 .91 .91 .9 .94 .94   
1000 g1 0 .01 .01 -.02 0 .01 .01 0 1.94 104.7 
 g2 .98 .93 .92 .95 .92 .95 .99 .94   
AMV g1a .42 .43 .43 .42 .42 .42 .41 .42 21.25a 219.18a 
 g2a 4.53 5.18 5.75 4.14 4.92 6.08 4.12 5.33   
100 g1 .3 .32 .41 .36 .29 .3 .3 .23 29.73 119.82 
 g2 2.61 2.48 2.84 2.58 2.42 2.22 2.61 2.5   
250 g1 .37 .42 .29 .34 .28 .38 .48 .42 29.63 174.78 
 g2 3.54 4.11 3.07 3.62 3.25 3.48 3.92 3.61   
500 g1 .41 .4 .36 .44 .48 .39 .43 .39 27.18 146.69 
 g2 4.98 4.36 4.53 4.43 4.95 4.42 5.01 3.91   
750 g1 .41 .42 .39 .37 .4 .39 .32 .37 24.85 181.9 
 g2 4.42 4.34 3.93 4.06 4.21 4.29 4.28 4.22   
1000 g1 .38 .42 .39 .36 .43 .43 .43 .38 24.7 188.55 
 g2 6.04 4.98 4.29 5.2 5.41 4.93 4.8 4.34   
  a Valori calcolati su un campione finito di grandi dimensioni (N = 15000), rappresentativo della popolazione. 
Note di calcolo:  
 
g1= N 1/2 (x − x )3
1
N












g2 = N (x − x )4
1
N










− 3 .  
I valori teorici della normale multivariata sono: g1 = g2 = b1,8 = 0 e b2,8 = p(p+2) = 80.  
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Da notare infine come in Tabella 11 le medie campionarie di asimmetria e curtosi 
si avvicinino ai valori attesi (su N = 15000 osservazioni) al crescere della 
grandezza campionaria. Questo aspetto non stupisce, tuttavia va considerato nella  
valutazione della prestazione degli stimatori in piccoli campioni. Ad esempio, se 
uno stimatore nella condizione AMV ha una prestazione pessima per N = 100  e 
migliora per valori N = 750, dobbiamo capire se ciò avviene per un difetto di 
robustezza o per un vizio di simulazione. Infatti, per piccole grandezze 
campionarie, le deviazioni dalla normalità vengono eccessivamente enfatizzate e 
possono minare la validità delle conclusioni. Per quanto riguarda i risultati in 
Tabella 11, si può notare come, aldilà di una certa variazione legata alla grandezza 
del campione estratto, le condizioni sono nettamente separate tra loro. Prendendo 
ad esempio un valore N = 100, si può notare come i valori di asimmetria e curtosi 
siano marcatamente diversi nelle tre distribuzioni simulate. Anche questo aspetto 
depone a favore delle scelte fatte nella simulazione dei dati. 
4.3.3 SIMULAZIONE DEI DATI E STIMA DEL MODELLO 
La simulazione delle tre distribuzioni di dati, l’analisi del modello strutturale e 
l’elaborazione dei dati è stata interamente eseguita utilizzando il linguaggio di 
programmazione R (R Development Core Team, 2009). Le distribuzioni MVN e 
MVT sono basate sulle funzioni generazione di dati multivariati contenute nel 
pacchetto aggiuntivo di R “mvtnorm” (Genz, Bretz, Miwa, Mi, Leisch, Scheipl & 
Hothorn, 2009) e basate sulle note procedure di trasformazione (ad es., Henly, 
1993, Eq. 16 e 17). Il campionamento da una popolazione AMV con le 
caratteristiche sopra descritte è stato simulato utilizzando l’algoritmo di 
generazione contenuto nel pacchetto “sn” (Azzalini, 2009), i cui dettagli 
matematici si trovano nei lavori di Azzalini e Dalla Valle (1996) e di Azzalini e 
Capitanio (1999, 2003).  
La stima dei parametri del modello CSPMF in ogni campione simulato è stata  
eseguita utilizzando un’estensione del programma CircE (Grassi, Luccio & Di 
Blas, 2010) creata appositamente per questa ricerca. Le modifiche apportate 
hanno riguardato la programmazione delle procedure di stima descritte nel 
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Capitolo 4. In particolare, oltre alla già disponibile funzione di discrepanza ML, 
sono state aggiunte le funzioni GLS, HK, ADF e le procedure ECML e SCALED 
di correzione del valore della statistica T e degli errori standard ML.  
4.3.4 STATISTICHE UTILIZZATE PER RIASSUMERE I RISULTATI 
Considerando che da ciascuno dei 4500 campioni simulati sono stati estratti (e 
salvati) 44 valori numerici utili (19 parametri, 19 errori standard e 6 costanti 
campionarie di verifica) è intuibile come la scelta delle statistiche utilizzate per 
riassumere i dati e la strategia di presentazione dei risultati sia stata cruciale. 
Per riassumere i risultati ottenuti nello studio Monte Carlo e per valutare la qualità 
degli specifici stimatori utilizzati, sono state prese in considerazione le seguenti 
statistiche comunemente utilizzate negli studi di robustezza (Hoogland & 
Boomsma, 1998; Boomsma & Hoogland, 2001): 
• numero di repliche (NR) che hanno condotto ad una non convergenza 
dell’algoritmo di ottimizzazione; 
• errore sistematico (bias) dei parametri stimati con i metodi ML, GLS, HK, 
e ADF (ECML e SCALED sono metodi di correzione che non interessano 
i parametri strutturali stimati); 
• errore sistematico (bias) dell’errore standard stimato dei parametri ML, 
GLS, HK, ADF e correzioni ECML e SCALED; 
• tassi di rifiuto ( α = 0.15,  α = 0.05 ,  α = 0.01), media e deviazione 
standard delle statistiche  TML ,TGLS,TECML ,THK ,TADF ,TSCALED  ottenute; 
• p-valore del test Kolmogorov-Smirnoff per una distribuzione attesa  χ
2
17  
(centrale) delle statistiche T; 
• Q-Q plots: confronto grafico tra i quantili empirici delle statistiche 
ordinate  
T(1) ,T(2) ,...,T( i) ,...,T( NR=300)  e i quantili teorici di una distribuzione 
 χ17
2 ;  
• grafici di densità di probabilità empirica ottenuti con algoritmi di 
approssimazione lineare disponibili in R. 
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4.3.5 CRITERI UTILIZZATI PER VALUTARE LA PRESTAZIONE DEGLI STIMATORI 
La scelta e l’ interpretazione delle statistiche riassuntive non influenzano 
direttamente i risultati dello studio, quanto piuttosto  le conclusioni che se ne 
possono trarre. Per semplificare (e rendere il più obiettivo possibile) il processo di  
valutazione di uno stimatore, Hoogland & Boomsma (1998) hanno definito dei 
criteri per categorizzare la prestazione di una specifica funzione di discrepanza 
come accettabile o inaccettabile, data una specifica condizione dello studio di 
simulazione. In generale, dato che la prestazione di uno stimatore sarà migliore 
per grandezze campionarie (N) crescenti (dopotutto sono teorie asintotiche), 
l’obiettivo essenziale è quello di definire il più piccolo valore di N per il quale uno 
stimatore ha una prestazione accettabile data una specifica condizione dello 
studio. Questo limite inferiore della grandezza campionaria viene chiamato 
grandezza campionaria sufficiente. I criteri per valutare la prestazione di uno 
stimatore come accettabile per ciascuna delle variabili considerate nel disegno 
Monte Carlo, sono date di seguito. 
Stime dei parametri 
La statistica utilizzata per valutare  le stime  γˆ i  è il bias relativo (BR): 
 
 
BR(γˆ i ) =
γˆ i − γ i
γ i
×100,   i = 1,2,...,q,  (71)  
dove  γ i  è il valore nella popolazione del parametro i-esimo ( γ i ≠ 0 ),  γˆ  è la 
media aritmetica delle stime per il parametro i-esimo lungo le NR = 300 repliche, 
e q ( = 19) è il numero dei parametri da stimare nel modello circomplesso.  
Criterio di accettabilità.  
Data una specifica combinazione distribuzione/N, se  
BR(γˆ i ) ≤ 5  (i = 1,2,...,q),  e, 
in aggiunta,  
 
1
q BR(γˆ i )
i=1
q
∑ ≤ 2.5 , definito come BRAM –Bias Relativo Assoluto 
Medio, allora: (a) tutte le stime parametriche saranno considerate accettabili per 
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quella condizione del disegno Monte Carlo2; (b) lo stimatore che le ha generate 
sarà quindi definito accettabile per quella specifica distribuzione dei dati; e (c) la 
grandezza del campione minima per cui si verifica la condizione di accettabilità di 
uno stimatore sarà definita grandezza campionaria sufficiente (Hoogland & coll., 
1998; Boomsma & coll., 2001). 
Stime degli errori standard 
La statistica utilizzata per valutare il comportamento delle stime degli errori 
standard riguardanti i parametri  γˆ i è il loro bias relativo (BR): 
 
 
BR(σˆ γˆ i ) =
σˆ γˆ i − sγˆ i
sγˆ i
×100,   i = 1,2,...,q,  (72)  
dove 
 
sγˆ i è l’errore standard empirico del parametro  γˆ i  (ossia la deviazione 
standard delle stime del parametro) e 
 
σˆ γˆ i è la media aritmetica degli errori 
standard stimati associati a  γˆ i  nelle NR = 300 repliche.  
Criterio di accettabilità.  
Data una specifica combinazione distribuzione/N, se 
 
BR(σˆ γˆ i ) ≤ 20  (i = 1,2,...,q)  
e, in aggiunta,  
 
BRAM = 1q BR(σˆ γˆ i )
i=1
q
∑ ≤ 10 ,  allora: (a) tutte le stime degli errori 
standard saranno considerate accettabili per quella specifica distribuzione dei 
dati3; (b) lo stimatore che le ha generate sarà quindi definito accettabile per quella 
specifica distribuzione dei dati;  e (c) la grandezza del campione minima per cui si 
                                                
2 Un limite assoluto di 5(%) per il bias relativo associato ai parametri, viene spesso utilizzato nella 
letteratura sugli studi di robustezza. 
3 I valori limite di accettabilità scelti per il BR ed il BRAM  sono più elevati rispetto alle stesse 
statistiche relative alle stime dei parametri. Questa scelta si giustifica con la necessità di stimare gli 
errori standard attesi con le deviazioni standard delle 300 stime campionarie. 
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verifica la condizione di accettabilità definirà la grandezza campionaria 
sufficiente per uno stimatore (Hoogland & coll., 1998; Boomsma & coll., 2001). 
Statistica Chi-quadrato 
La distribuzione attesa delle costanti campionarie di verifica  TML ,  TGLS ,  TECML , 
 THK ,  TSCALED  e  TADF , è stata valutata in due modi. Il  test di Kolmogorov-Smirnoff  
(Marsaglia, Tsang & Wang, 2003) è stato utilizzato per determinare se le 
statistiche T ottenute nelle 300 repliche si approssimavano ad una distribuzione 
asintotica attesa  χ17
2 . Tutta la distribuzione viene valutata nel suo complesso, 
anche attraverso l’ispezione dei relativi grafici Quantile-Quantile (Q-Q) e delle 
funzioni empiriche di densità.  Inoltre, sono state calcolate la media (M) e la 
deviazione standard (DS) delle distribuzioni empiriche delle statistiche T lungo le 
NR = 300 repliche. Il confronto con la media e la deviazione standard attese della 
distribuzione  χ17
2  ( E(χ17
2 ) = 17 ;  Var
1/ 2 (χ17
2 ) = 5.83 ) è stato formalizzato con la 





DS / (NR −1)1/ 2
,  (73)  
che, in base al teorema del limite centrale, ha una distribuzione t–Student con 
( NR −1 ) gradi di libertà, secondo l’ipotesi nulla:  Ho : µ = 17 . Il valore non 
accettabile di  TSt  viene definito come il rifiuto di  H0  ad una valore  α = 0.01 . 
L’approssimazione ad una distribuzione  χ17
2  con specifico riferimento all’area 
della coda superiore è stata valutata determinando l’accuratezza dei tassi di rifiuto 
per  α = 0.15 ,  α = 0.05, e  α = 0.01 . Il tasso di rifiuto è definito dal numero di 
repliche per le quali il modello viene rifiutato ( T ≥ χ17
2 (α ) ) diviso il numero totale 
di repliche incluse nell’analisi (NR). Trattandosi di uno studio di simulazione in 
cui il numero di repliche non è infinito, i tassi di rifiuto osservati sono soggetti a 
variabilità campionaria. Per questa ragione, è irragionevole attendersi una 
corrispondenza perfetta tra tassi di rifiuto osservati e nominali, anche nel caso di 
una statistica T perfettamente specificata per il tipo di dati simulati. Al contrario, è 
necessario giudicare i tassi di rifiuto stabilendo degli intervalli di accettazione. 
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Per uno specifico livello α , la varianza dei tassi di rifiuto osservati,  σα
2  è 
 (1−α )α / NR . Utilizzando l’approssimazione alla normale della distribuzione 
binomiale, se una costante campionaria di verifica T ha un  tasso nominale di 
rifiuto al livello α  prescelto, allora in un esperimento di campionamento finito i 
tassi di rifiuto osservati dovrebbero ricadere all’interno dell’intervallo di 
previsione (I.P.)  
 
α + z( pr / 2) × σα ,  α + z(1− pr / 2) × σα⎡⎣ ⎤⎦  con probabilità ( 1− pr ) 
(dove z rappresenta il quantile della normale standard univariata). In caso 
contrario, i tassi di rifiuto verrebbero considerati come troppo estremi per essere 
corretti a priori. Nel presente studio, si è stabilito un valore  pr = 0.05 ; l’I.P. al 
95% per uno specifico livello α  risulta quindi essere:  
 
 
I .P.(95%) = α ±1.96 α(1−α ) NR⎡⎣
⎤
⎦ .
 (74)  
 
4.4 RISULTATI 
4.4.1 PROBLEMI DI MINIMIZZAZIONE 
La minimizzazione delle funzioni di discrepanza implementate nella nuova 
versione del programma CircE, si è dimostrata stabile. Su 18000 procedure di 
minimizzazione (3 distribuzioni ×  5 grandezze campionarie ×  4 funzioni di 
discrepanza ×  300 repliche), 17786 (99%) sono giunte ad una stima finale dei 
parametri. L’uno percento dei problemi di convergenza è legato alla stima ML nei 
campioni estratti da una distribuzione AMV.  Su 1500 campioni 
complessivamente estratti da questa distribuzione simulata (300 repliche ×  5 
grandezze campionarie), 176 (12%) hanno determinato problemi di singolarità  
delle matrici  Σˆ  implicate dal modello e generici problemi di convergenae. Questi 
problemi possono essere aggirati modificando alcuni parametri che regolano il 
funzionamento dell’algoritmo di ottimizzazione (vedi Grassi e coll., 2010, pg. 66-
68). Nella simulazione Monte Carlo, questo tipo di aggiustamenti “in corso 
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d’opera” sono praticamente impossibili. L’informazione che se ne trae è una certa 
instabilità della procedura ML in condizioni di non normalità dei dati. Questa 
fragilità avrà  naturalmente delle conseguenze sull’efficacia  delle procedure di 
correzione (ECML e SCALED) applicate alle stime ML.  
4.4.2 STIME ML  
Stime dei parametri. Per una distribuzione correttamente specificata MVN, le  
stime dei parametri sono accurate a partire da grandezze campionarie N ≥ 100. I 
valori del bias relativo assoluto medio –BRAM e i valori massimi e minimi 
osservati evidenziano valori all’interno dei limiti di accettabilità discussi in 
precedenza (vedi Tabella 12).  
Nei casi non correttamente specificati di campioni estratti dalle distribuzioni MVT 
e AMV si osserva un errore sistematico diffuso, evidenziato da valori non 
accettabili di BRAM (Vedi Tabella 12).  In particolare, osservando i valori  minimi 
e massimi, notiamo un bias positivo > 10% per la distribuzione MVT e > 20% nel 
caso di campioni estratti da una distribuzione AMV, dove è visibile anche un forte 
bias negativo (circa 80%) persistente fino a N = 1000. La necessità di raggiungere 
grandezze campionarie notevoli (N > 1200) per distribuzione leptocurtiche (come 
nel caso MVT) e asimmetriche (come la AMV) è un dato rilevato anche da altre 
indagini (ad. es., Henly, 1993; Hoogland & Boomsma, 1998).  
Gli errori sistematici associati a ciascuna stima parametrica ML (vedi Appendice 
C, Tabella C1, colonne P.)  nella condizione MVT, si caraterrizano per un bias 
positivo di lieve entità (10-12%) per i parametri di scala  ζ i  (riscontrato anche da 
Henly (1993) per un modello simile). Il bias per i parametri di scala si riscontra 
anche nella distribuzione AMV, anche se con valori ben superiori (10-21%). Nella 
distribuzione AMV risultano inaccurate anche le stime del parametro  ν i  (11-
22%), associato alla stima di comunalità.  Il forte bias negativo (80%) discusso in 
precedenza è attribuibile (sempre da Tabella C1)  alla stima di un parametro della 
funzione di correlazione FS. Durante la procedura di ottimizzazione numerica  
tale paraemtro ha raggiunto il limite inferiore ammissibile di 0. Questo particolare  




	   	  
  
	   	  
Università degli Studi di Trieste  -  Anno Accademico 2008/2009 
TABELLA 12  
Bias  Relativo Assoluto Medio (BRAM) e intervallo (Min-Max)  
del bias (%) per i parametri (P.) e per gli errori standard (E.S.) delle stime 
ML 
 




13.5 5.3 4.6 3.6 3.6 
Min -43.4 -17.6 -10.9 -12.8 -10.0 




0.9 0.8 0.4 0.3 0.2 
MVN 
Min -3.1 -1.3 -1.3 -1.0 -0.7 




35.1 19.5 14.0 15.9 16.6 
Min -60.6 -37.8 -25.6 -22.4 -27.4 




6,9 5,2 5,4 5,2 5,3 
MVT 
Min -1,5 -0,9 -1,6 -0,2 -0,9 




41.8 33.4 35.8 41.6 38.7 
Min -74.7 -41.4 -47.5 -53.0 -55.7 




15.2 14.1 14.3 14.1 14.0 
AMV 
Min -84.3 -81.6 -82.5 -81.5 -81.6 
 Max 47.0 20.1 21.1 21.3 21.3 
Note: i valori sottolineati eccedono i limiti di accettabilità stabiliti (BRAM (P.) = 
2.5; BRAM (E.S.) = 10; |BR (P.)| = 5; |BR (E.S.)| = 20).  
 
sottolinea ulteriormente la fragilità delle stime ML in condizioni di violazione 
dell’assunto di normalità multivariata.   
In generale, le stime dei parametri  θi  relativi alle posizioni angolari delle variabili 
sulla circonferenza immaginaria, si mostrano accurate in tutte e tre le distribuzioni 
simulate per tutte le grandezze campionarie considerate.  
Errori standard. Per campioni estratti da una distribuzione  MVN sono necessarie 
grandezza campionarie N ≥ 250 per ottenere valori BRAM ≤ 10 %, (Vedi Tabella 
12), soglia massima di accettabilità per il bias degli errori standard stimati. Valori 
di bias  nell’intervallo ± 10% sono piuttosto frequenti per tutte le grandezze 
campionarie e non si associano a nessun parametro in modo sistematico (Tabella 
C1, colonne S.E.).  
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TABELLA 13 
Statistica D (Kolmgorov-Smirnoff)  e tassi di rifiuto per la statistica T (ML) 
 
	   	   	   	   N	   	   	  
Distribuzione  100 250 500 750 1000 
MVN  (NR=299)     
Kolmogorov-Smirnoff .0512 .0695 .0484 .0538 .0534 
Tassi di rifiuto  α = .15 .157 .160 .130 .173 .133 
α = .05 .057 .070 .033 .050 .027 
α = .01 .007 .017 .013 .000 .000 
MVT  (NR=295) (NR=298) (NR=297) (NR=294) (NR=299) 
Kolmogorov-Smirnoff .2787*** .2815*** .275*** .3657*** .2868*** 
Tassi di rifiuto  α = .15 .366 .379 .391 .442 .385 
α = .05 .214 .191 .178 .262 .181 
α = .01 .067 .077 .061 .109 .067 
AMV  (NR = 212) (NR = 249) (NR = 280) (NR = 289) (NR = 294) 
Kolmogorov-Smirnoff .5974*** .6742*** .7085*** .7355*** .7441*** 
Tassi di rifiuto  α = .15 .736 .815 .857 .872 .881 
α = .05 .519 .683 .711 .751 .779 
α = .01 .330 .482 .536 .550 .636 
	   	   	   	   	   	   	  
Note. Kolmogorov-Smirnoff - D test: ***, p ≤ .001; **, p ≤ .01; *, p ≤ .05. 
I tassi di rifiuto fuori dall’I.P.(95%) sono sottolineati. 
 
 
Nelle distribuzioni MVT e AMV gli errori standard mostrano valori BRAM non 
accettabili per tutte le grandezze campionarie. Le violazioni più gravi si 
riscontrano per la distribuzione AMV dove, analizzando i valori minimi e 
massimi, è individuabile un pervasivo bias negativo. Un’analisi dettagliata 
(Tabella C1, colonne S.E.) nella condizione MVT evidenzia una tendenza al 
miglioramento del bias all’aumentare della grandezza campionaria, rimanendo 
comunque tra il 15-20%. Nella condizione AMV, la grandezza campionaria 
(almeno fino ad N = 1000) non migliora l’accuratezza delle stime degli errori 
standard. Il bias negativo associato rimane nell’ordine del 30-40% e interessa tutti 
i parametri del modello. 
Le stime ML degli errori standard non sembrano quindi particolarmente utili nei 
casi di violazione dell’assunto di normalità multivariata (ad es., Henly, 1993; 
Hoogland & Boomsma, 1998). 
Statistica Chi-quadrato. Nei campioni estratti da una distribuzione MVN, il 
comportamento asintotico atteso della statistica  TML  viene raggiunto per 
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grandezza campionarie N ≥ 100. I tassi di rifiuto osservati per  α = 0.15 , 
 α = 0.05 , e  α = 0.01 corrispondono (entro l’intervallo di previsione del 95%) ai 
valori nominali (vedi Tabella 13); inoltre, la distribuzione nel suo complesso non 
si discosta in modo significativo dalla distribuzione attesa  χ17
2 , come attesta la 
statistica D del test  Kolmogorov-Smirnoff. I quantili empirici delle statistiche 
 TML  corrispondono a quelli teorici (vedi Figura 4a e Figura 4b) già a partire da 
valori campionari N ≥ 100.  
Nei casi delle distribuzioni MVT e AMV, in cui la funzione di discrepanza ML 
risulta non correttamente specificata, la distribuzione delle statistiche  TML  ha 
valori significativi del test Kolmogorv-Smirnoff  e mal si approssima ad una 
distribuzione attesa  χ17
2  (vedi Figure 5a, 5b, 6a e 6b). Sebbene la situazione sia 
più grave nel caso della distribuzione AMV, anche per la distribuzione ellittica 
MVT, i tassi di rifiuto osservati sono notevolmente più elevati rispetto a quelli 
nominali. La funzione di discrepanza ML è estremamente sensibile alla violazione 
dell’assunto di normalità multivariata, indipendentemente dalla grandezza del 
campione considerata.  
4.4.3 Stime GLS 
Stime dei parametri. I risultati sono del tutto paragonabili a quelli ottenuti con il 
metodo ML. Per una distribuzione correttamente specificata MVN, una grandezza 
campionaria  N ≥ 100 garantisce parametri corretti con valori del bias < 5%.  
Nelle condizioni MVT e AMV i valori dell’indice BRAM sono superiori al limite 
del 2.5% e l’intervallo minimo-massimo indica la presenza di un bias positivo 
(vedi Tabella 14). Come per le stime ML, anche per i parametri GLS relativi ai 
campioni estratti da una distribuzione AMV, si riscontra un forte bias negativo 
(80%) associato ad un parametro della funzione di correlazione FS. L’analisi 
dettagliata dei bias relativi ai parametri (Appendice C,  Tabella C2, colonne P.) 
evidenzia, per la distribuzione MVT, un bias positivo per i parametri di scala  ζ i  
(6-11%) per tutte le grandezze campionarie. Nei dati AMV, oltre al bias per i  
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TABELLA 14 
Bias  Relativo Assoluto Medio (BRAM) e intervallo (Min-Max)  
del bias (%) per i parametri (P.) e per gli errori standard (E.S.) delle stime 
GLS 
 




10.6 5.1 4.7 3.6 3.5 
Min -28.5 -15.7 -9.2 -12.6 -9.4 




2,2 1,0 0,6 0,3 0,3 
MVN 
Min -4,5 -1,6 -1,0 -1,0 -0,6 




28.2 16.6 12.4 15.5 16.3 
Min -56.9 -27.8 -19.1 -21.4 -26.6 




3,7 4,2 4,9 4,8 5,0 
MVT 
Min -1,1 -2,2 -1,8 -0,2 -0,7 




43.1 34.7 37.5 38.0 39.1 
Min -74.9 -42.2 -50.2 -48.3 -56.6 




12,4 12,8 13,3 13,3 13,5 
AMV 
Min -83,7 -81,5 -82,3 -81,5 -81,3 
 Max 19,5 17,9 19,3 19,9 20,2 
       
Note: i valori sottolineati eccedono i limiti di accettabilità stabiliti (BRAM (P.) = 
2.5; BRAM (E.S.) = 10; |BR (P.)| = 5; |BR (E.S.)| = 20).  
 
 
parametri  ζ i  (12-20%) risulta esserci un errore sistematico nella stima di  ν i a tutte 
le grandezze campionarie. Una violazione dell’assunto di normalità multivariata 
comporta una stima non accurata dei parametri  ζ i  e  ν i  che determinano i valori di 
comunalità di ciascuna variabile (vedi Equazione ??). 
Errori standard. Le stime degli errori standard risultano corrette per valori N ≥  
250 nella condizione MVN (vedi Tabella 14).  
Nelle distribuzioni MVT e AMV si riscontrano valor di BRAM > 10% ed un 
pervasivo bias negativo la cui entità viene ridotta dall’aumento di N solo nella  
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TABELLA 15 
Statistica D (Kolmgorov-Smirnoff)  e tassi di rifiuto per la statistica T (GLS) 
 
    N   
Distribuzione  100 250 500 750 1000 
MVN       
Kolmogorov-Smirnoff .0960** .0430 .0526 .0554 .0676 
Tassi di rifiuto  α = .15 .077 .147 .120 .160 .127 
α = .05 .017 .047 .030 .050 .027 
α = .01 .000 .010 .010 .000 .000 
MVT       
Kolmogorov-Smirnoff .1768*** .2375*** .2457*** .3498*** .2759*** 
Tassi di rifiuto  α = .15 .220 .333 .343 .407 .370 
α = .05 .080 .140 .157 .237 .180 
α = .01 .017 .030 .037 .09 .063 
AMV       
Kolmogorov-Smirnoff .5375*** .6708*** .6944*** .7210*** .7280*** 
Tassi di rifiuto  α = .15 .643 .800 .837 .863 .860 
α = .05 .393 .663 .710 .750 .763 
α = .01 .180 .433 .507 .543 .593 
       
Note. Kolmogorov-Smirnoff - D test: ***, p ≤ .001; **, p ≤ .01; *, p ≤ .05. 
I tassi di rifiuto fuori dall’I.P.(95%) sono sottolineati. 
 
 
condizione MVT (Tabella C2, colonne S.E.). In generale, gli errori standard GLS 
non sono robusti alla violazione dell’assunto di normalità multivariata. 
Statistica Chi-quadrato. La Tabella 15 illustra i valori del test Kolmogorov-
Smirnoff e i tassi di rifiuto osservati per i tre valori nominali  α = 0.15 ,  α = 0.05,  
e  α = 0.01. Tali informazioni permettono di valutare la forma complessiva della 
distribuzione delle statistiche  TGLS  e la forma della coda superiore. 
I risultati ottenuti ricordano piuttosto fedelmente quelli delle statistiche 
 TML (confronta anche le Figure 4a-b, 5a-b e 6a-b): come per queste ultime, anche 
per le statistiche GLS un’ approssimazione alla distribuzione chi-quadrato attesa 
dovrebbe essere messa in discussione per minime violazioni dell’assunzione di 
normalità. Una generica robustezza asintotica al crescere della grandezza 
campionaria non è quindi giustificata, almeno per campioni N ≤ 1000. 
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4.4.4 STIME ECML 
 
Errori standard. La correzione per la curtosi multivariata degli errori standard 
ML, non ha sostanzialmente effetto nella condizione MVN (dove peraltro risulta 
superflua). Non si ravvisano quindi fenomeni di iper-correzione  laddove non 
necessari (Henly, 1993; Browne 1984). Per N ≥ 250 ci sono bias positivi e 
negativi piuttosto deboli (5-10%) con alcuni valori massimi comunque al di sotto 
della soglia di accettazione del 20%. In generale, la qualità degli errori standard 
corretti è buona.  
La correzione ellittica ha un effetto migliorativo drammatico sulle stime ML nelle 
condizioni MVT e AMV (confronta Tabelle 11 e 16). Il pervasivo bias negativo  
viene eliminato e, soprattutto, i valori vengono riportati entro limiti accettabili per 
grandezze campionarie N ≥ 250, tanto nella condizione MVT quanto nella 
condizione AMV (vedi Appendice C, Tabella C3). L’utilità della correzione per 
distribuzioni ellittiche, come la distribuzione MVT, è riportata anche da Henly 
(1993) e da Browne (1984). Per quanto riguarda l’efficacia correttiva in 
distribuzioni asimmetriche, i risultati incoraggianti qui riportati per il modello 
confermativo circomplesso sono in contrasto con quelli ottenuti da Henly (1993).   
Statistica Chi-quadrato La correzione ellittica non altera il comportamento della 
statistica  TML  nel caso di dati estratti da una distribuzione MVN. Il 
comportamento asintotico atteso è riconoscibile già a partire dalle grandezze 
campionarie più piccole. I tassi di rifiuto sono nei limiti accettabili per N ≥ 250 
(vedi Tabella 17) e la forma complessiva della distribuzione (Figure 4a e 4b) si 
approssima ad una distribuzione  χ17
2 . Secondo le aspettative, la correzione ellittica 
avrebbe dovuto portare la statistica  TECML  a distribuirsi nel modo corretto  nella 
condizione MVT, in cui è presente un valore omogeneo di curtosi marginale (vedi 
Figura 5a e 5b). I tassi di rifiuto osservati e il test kolmogorov-Smirnoff  ci dicono 
che ciò avviene per valori N ≥ 250.   
La correzione ECML si rivela efficace anche nella condizione AMV, per valori di 
N ≥ 750 (vedi Tabella 17, Figure 6a e 6b). L’utilità della correzione per 
distribuzioni multivariate asimmetriche è in contraddizione con quanto riportato  




	   	  
  
	   	  
Università degli Studi di Trieste  -  Anno Accademico 2008/2009 
 
 
 TABELLA 16 
Bias  Relativo Assoluto Medio (BRAM) e intervallo (Min-Max)  
del bias (%) per  gli errori standard  corretti con la  
procedura ECML 
 
%  N=100 N=250 N=500 N=750 N=1000 
BRAM
 
15.5 5.8 4.5 3.7 3.6 
Min -44.6 -18.3 -11.3 -13.1 -10.2 
MVN 
Max 1.6 7.3 10.8 11.7 16.0 
BRAM
 
29.8 10.0 5.0 4.6 6.0 
Min -57.8 -30.8 -15.8 -11.2 -17.2 
MVT 
Max -3.6 3.2 11.3 12.9 16.7 
BRAM
 
28.6 10.2 8.4 10.8 9.3 
Min -69.7 -21.7 -25.2 -29.9 -33.1 
Max 0.7 14.5 11.5 4.3 32.1 
AMV 
      
Note: i valori sottolineati eccedono i limiti di accettabilità stabiliti (BRAM (P.) = 





Statistica D (Kolmgorov-Smirnoff)  e tassi di rifiuto per la statistica T (ECML) 
 
    N   
Distribuzione  100 250 500 750 1000 
MVN  (NR=299)     
Kolmogorov-Smirnoff .0977** .0868* .0385 .0597 .0516 
Tassi di rifiuto  α = .15 .207 .170 .143 .187 .140 
α = .05 .073 .073 .033 .057 .027 
α = .01 .013 .020 .010 .000 .000 
MVT  (NR=295) (NR=298) (NR=297) (NR=294) (NR=299) 
Kolmogorov-Smirnoff .1358*** .0734 .0309 .0695 .0508 
Tassi di rifiuto  α = .15 .241 .164 .141 .194 .127 
α = .05 .095 .067 .044 .075 .050 
α = .01 .017 .017 .003 .02 .007 
AMV  (NR = 212) (NR = 249) (NR = 280) (NR = 289) (NR = 294) 
Kolmogorov-Smirnoff .2414*** .1611*** .0995** .0684 .0615 
Tassi di rifiuto  α = .15 .335 .273 .204 .170 .170 
α = .05 .160 .088 .082 .042 .037 
α = .01 .047 .02 .021 .014 .010 
       
Note. Kolmogorov-Smirnoff - D test: ***, p ≤ .001; **, p ≤ .01; *, p ≤ .05. 
I tassi di rifiuto fuori dall’I.P.(95%) sono sottolineati. 
 




	   	  
  
	   	  




da Henly (1993). Tali differenze possono essere ricondotte al tipo di modello 
strutturale indagato (soprattutto in termini di parametri liberi e gradi di libertà) e 
quindi alle differenze nella distribuzione asintotica attesa (nel caso specifico,  χ5
2 ). 
 
4.4.5 STIME SCALED 
Errori standard. La formula cosiddetta “robusta” per il calcolo degli errori 
standard (Equazione ??) si rivela peggiorativa rispetto alla formula standard 
(Equazione ??) utilizzata nelle stime ML. Per tutte e tre le distribuzioni, a tutte e 
cinque le grandezze campionarie, si evidenzia una bias positivo piuttosto 
consistente con valori frequenti del 30-40% (vedi Tabella 18 e Appendice C, 
Tabella C3).  
Statistica Chi-quadrato. La correzione SCALED non ha alcun effetto nel caso di 
una distribuzione MVN. Le statistiche  TML  e  TSCALED  hanno un profilo simile ed 
approssimabile ad una distribuzione  χ17
2  a partire da valori N ≥ 100.  
Nei campioni estratti da una distribuzione MVT, la statistica  TSCALED  mostra tassi 
di rifiuto nei limiti (vedi Tabella 19) ed una corrispondenza con la distribuzione 
attesa per valori N ≥  100 (vedi Figure 5a e 5b). L’efficacia della correzione per 
valori N ≥ 250 è evidente anche nei campioni estratti da una distribuzione AMV.  
Fatta eccezione per il valore significativo del test Kolmogorov-Smirnoff, la forma 
della distribuzione e i tassi di rifiuto osservati sono nei limiti accettabili. In 
generale, la correzione SCALED sembra una soluzione pratica ai problemi di 
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TABELLA 18 
Bias  Relativo Assoluto Medio (BRAM) e intervallo (Min-Max)  
del bias (%) per  gli errori standard corretti con la  
procedura di Satorra-Bentler (SCALED) 
 
%  N=100 N=250 N=500 N=750 N=1000 
BRAM
 
19.8 33.7 39.0 38.5 41.4 
Min -4.3 22.4 30.6 28.9 33.6 
MVN 
Max 29.4 44.5 44.9 50.2 51.9 
BRAM
 
30.7 27.1 38.7 38.7 39.6 
Min -49.4 5.7 32.1 30.0 31.4 
MVT 
Max 42.3 37.7 47.9 48.7 45.8 
BRAM
 
38.3 25.6 33.0 35.2 27.6 
Min -69.9 -20.5 11.5 23.3 -36.5 
AMV 
Max 53.8 47.0 50.0 44.9 38.5 
Note: i valori sottolineati eccedono i limiti di accettabilità stabiliti (BRAM (P.) = 





Statistica D (Kolmgorov-Smirnoff)  e tassi di rifiuto per la statistica T (SCALED) 
 
    N   
Distribuzione  100 250 500 750 1000 
MVN  (NR=299)     
Kolmogorov-Smirnoff .0544 .0773 .047 .0547 .0636 
Tassi di rifiuto  α = .15 .174 .163 .137 .183 .133 
α = .05 .067 .070 .030 .050 .027 
α = .01 .010 .017 .013 .003 .000 
MVT  (NR=295) (NR=298) (NR=297) (NR=294) (NR=299) 
Kolmogorov-Smirnoff .0551 .0308 .0572 .0554 .0608 
Tassi di rifiuto  α = .15 .166 .137 .121 .167 .120 
α = .05 .058 .037 .027 .068  .047 
α = .01 .01 .007 .000 .02 .003 
AMV  (NR = 212) (NR = 249) (NR = 280) (NR = 289) (NR = 294) 
Kolmogorov-Smirnoff .1242** .0906* .0560 .0492 .0424 
Tassi di rifiuto  α = .15 .212 .161 .157 .111 .116 
α = .05 .094 .024 .036 .024 .024 
α = .01 .019 .008 .004 .007 .003 
       
Note. Kolmogorov-Smirnoff - D test: ***, p ≤ .001; **, p ≤ .01; *, p ≤ .05. 
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TABELLA 20 
Bias  Relativo Assoluto Medio (BRAM) e intervallo (Min-Max)  
del bias (%) per i parametri (P.) e gli errori standard (E.S.) delle stime HK 
 




22.7 35.4 41.0 41.0 41.7 
Min -5.2 18.2 27.7 23.3 28.2 




2,4 1,0 0,6 0,3 0,3 
MVN 
Min -4,8 -1,6 -1,0 -1,0 -0,6 




27.1 34.2 43.5 39.4 37.6 
Min -33.3 16.9 30.2 27.0 18.0 




3,6 4,2 4,8 4,8 5,0 
MVT 
Min -0,7 -2,0 -1,6 -0,2 -0,6 




39.3 36.2 39.3 37.7 34.5 
Min -56.0 19.2 11.8 11.4 -4.0 




12,0 12,7 13,2 13,2 13,4 
AMV 
Min -83,7 -81,3 -82,2 -81,6 -81,5 
 Max 18,0 17,2 18,8 19,6 19,8 
       
Note: i valori sottolineati eccedono i limiti di accettabilità stabiliti (BRAM (P.) = 
2.5; BRAM (E.S.) = 10; |BR (P.)| = 5; |BR (E.S.)| = 20).  
 
4.4.6 STIME HK 
Stime dei parametri. Le stime ottenute con la funzione di discrepanza HK 
presentano un quadro simile a quello discusso per le stime ML e GLS. Grandezze 
campionarie N ≥ 100 sono sufficienti per ottenere parametri accurati nel caso di 
una distribuzione MVN (vedi Tabella 20).  
Uno scostamento dalla normalità multivariata  si associa alla comparsa di un bias 
positivo per i parametri di scala  ζ i , persistente a tutte le grandezze campionarie  
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(vedi Appendice C, Tabella C4). Nella condizione AMV anche i parametri  ν i  e  
 α0  sono afflitti da un errore sistematico persistente, in modo coerente con quanto 
osservato per le stime ML e GLS.  
Errori standard. I risultati relativi alle stime HK degli errori standard sono 
sovrapponibili a quelli ottenuti con la procedura SCALED. Si evidenzia un bias 
positivo in tutte e tre le distribuzioni e per tutte le grandezze campionarie 
indagate, con valori frequenti compresi nell’intervallo 30-40% (vedi Tabella 20 e 
Tabella C4). 
Statistica Chi-quadrato. La distribuzione della statistica  TSCALED  è coerente con 
una distribuzione  χ17
2  per valori di N ≥ 250, in tutte e tre le distribuzioni simulate 




Statistica D (Kolmgorov-Smirnoff)  e tassi di rifiuto per la statistica T (HK) 
 
    N   
Distribuzione  100 250 500 750 1000 
MVN       
Kolmogorov-Smirnoff .0690 .0484 .0452 .0498 .0653 
Tassi di rifiuto  α = .15 .103 .147 .120 .167 .140 
α = .05 .023 .053 .033 .050 .033 
α = .01 .010 .010 .010 .000 .000 
MVT       
Kolmogorov-Smirnoff .1174*** .0649 .0640 .0419 .0787* 
Tassi di rifiuto  α = .15 .087 .103 .117 .163 .113 
α = .05 .033 .040 .023 .063 .040 
α = .01 .003 .003 .000 .017 .000 
AMV  (NR=298)     
Kolmogorov-Smirnoff .1163*** .0641 .0315 .0389 .0669 
Tassi di rifiuto  α = .15 .091 .097 .157 .133 .153 
α = .05 .027 .027 .050 .033 .037 
α = .01 .01 .003 .010 .007 .007 
       
Note. Kolmogorov-Smirnoff - D test: ***, p ≤ .001; **, p ≤ .01; *, p ≤ .05. 
I tassi di rifiuto fuori dall’I.P.(95%) sono sottolineati. 
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4.4.7 STIME ADF 
 
Stime dei parametri. Nella condizione MVN la funzione di discrepanza ADF in 
cui viene utilizzata una stima della matrice di ponderazione  W = ΓˆN , richiede una 
grandezza campionaria di almeno N ≥ 250 osservazioni per ottenere stime prive di 
errore sistematico (vedi Tabella 20). Utilizzando la vera matrice di ponderazione 
asintotica  ΓN , (funzione della matrice  Σ0  nota; vedi Equazioni ?? e ??) già con 
grandezze campionarie N = 100 le stime dei parametri risultano sostanzialmente 
prive di errore sistematico (vedi Appendice C, Tabella C5). 
Nei campioni estratti dalle distribuzioni MVT e AMV, il bias associato ai 
parametri ricorda quanto visto per le stime ML e GLS. Nella distribuzione MVT è 
presente un bias positivo (10-11%) associato ai parametri  ζ i  (Tab. 20 e Tab. C5). 
Nella distribuzione AMV è possibile notare un bias positivo (10-21%) per le 
stime  ζ i , un bias positivo (11-18%) per il parametro  ν i  ed un forte bias negativo 
(80%) per un parametro della funzione di correlazione FS. 
Errori standard. Gli errori standard ADF per i dati MVN sono di scarsa qualità 
con grandezze campionarie N  < 500. La Tabella 20 mostra valori BRAM ≤ 10% 
solo per grandezze campionarie superiori o uguali alle 500 unità. Sebbene 
persistano alcuni bias isolati superiori al valore |20%|, in generale, le stime sono 
accurate. La Tabella C5 (Appendice C) mostra chiaramente come l’utilizzo della 
vera matrice  ΓN  nella funzione di discrepanza ADF produca errori standard di 
buona qualità già a partire da valori N ≥ 250.  
Le stime provenienti dalle distribuzione non-normali mostrano un pervasivo bias 
negativo mitigato da valori N ≥ 500 solo per i dati MVT e ad eccezione dei 
parametri  ν i  (vedi Tab. C5).  
Statistica Chi-quadrato. La Tabella 23 riporta i valori della statistica D 
Kolmogorov-Smirnoff e i tassi di rifiuto delle statistiche  TADF  e  limitatamente 
alla distribuzione normale multivariata, della statistica  TADF(ΓN )  ottenuta 
utilizzando la vera matrice ponderazione Γ . Per valori N = 100, la statistica D è  




	   	  
  
	   	  






Bias  Relativo Assoluto Medio (BRAM) e intervallo (Min-Max)  
del bias (%) per i parametri (P.) e gli errori standard (E.S.) delle stime ADF 
 
%  N=100 N=250 N=500 N=750 N=1000 
(S.E.) 
BRAM
 46.0 18.4 9.9 9.4 8.4 
Min -69.6 -36.1 -22.2 -20.7 -15.7 




3,8 0,9 0,5 0,3 0,3 
Min -13,8 -1,4 -0,9 -0,7 -0,7 
MVN 
Max 11,3 1,7 1,4 0,4 0,5 
(S.E.) 
BRAM
 28.0 7.2 6.9 7.0 7.2 
Min -62.1 -13.1 -12.5 -12.4 -9.0 




1,3 0,7 0,4 0,3 0,2 
Min -4,4 -1,0 -1,1 -1,0 -0,5 
(ΓN) 
Max 3,5 4,7 2,6 1,2 1,2 
(S.E.) 
BRAM
 55.3 29.6 15.9 15.5 14.0 
Min -71.6 -53.2 -38.6 -39.8 -36.5 




5,6 4,4 4,9 4,8 4,9 
Min -10,0 -3,0 -2,1 -0,8 -0,8 
MVT 
Max 11,0 10,1 11,3 11,3 11,1 
(S.E.) 
BRAM
 66.4 57.4 45.0 38.7 34.2 
Min -82.3 -72.6 -62.5 -59.0 -58.5 




17,2 13,7 13,4 13,5 13,4 
Min -87,1 -85,7 -85,1 -82,6 -82,3 
AMV 
Max 26,8 19,7 20,6 21,0 20,6 
       
Note: i valori sottolineati eccedono i limiti di accettabilità stabiliti (BRAM (P.) = 
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significativa e i tassi di rifiuto eccedono i limiti dell’intervallo di previsione 
I.P.(95%) in tutte le e tre le distribuzioni. Solo nella condizione MVN, utilizzando 
la vera matrice  ΓN , per  valori N = 100 la coda superiore della distribuzione delle 
 TADF(ΓN )  evidenzia tassi di rifiuto in linea con quelli nominali ( α = 0.05 , e 
 α = 0.01). Inoltre, dalle Figure 4a e 4b è possibile apprezzare il miglioramento 
della forma complessiva della distribuzione ADF (Γ ) rispetto a quella ADF, già a 
partire da valori N = 100.  
Per i dati MVT, con valori di curtosi marginale superiori alla normale ma 
omogenei, sono necessari valori N ≥ 250 per osservare una distribuzione prossima 
a quella teorica. Tali valori minimi sufiicienti di N sono in linea con quelli rilevati 
in studi precedenti (ad es., Hoogland & Boomsma, 1998).  
Per i dati AMV, dove il problema principale tanto a livello marginale quanto 
multivariato è il livello di curtosi, emerge la nota fragilità del metodo ADF per 
grandezze campionarie che non siano sufficientemente grandi (ad es., Chou, 
Bentler & Satorra, 1991; Hu, Bentler & Kano, 1992; Olsson, Foss, Troye & 
Howell, 2000). La Tabella 23 mostra come la funzione ADF per valori di N ≤  
1000 porti ad una eccezionale inflazione degli errori di primo tipo (rifiuto di un 
modello stimato corretto, al livello alfa prestabilito), pari solo a quelli osservati 
per le  funzioni ML e GLS. Rispetto a queste funzioni, la distribuzione della 
statistica  TADF  tende ad allinearsi ad una distribuzione teorica  χ17
2  al crescere di N 
(vedi Figure 6a e 6b). A seconda della grandezza del modello strutturale indagato 
e quindi in base ai gradi di libertà, la grandezza campionaria minima sufficiente 
per la funzione ADF può variare da N ≥ 300 ( χ5
2 , Henly, 1993) fino a 2500 ≤ N ≤ 
5000 ( χ87
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TABELLA 23 
Statistica D (Kolmgorov-Smirnoff)  e tassi di rifiuto per la statistica T (ADF) 
 
    N   
Distribuzione  100 250 500 750 1000 
MVN   
Kolmogorov-Smirnoff .1376*** .0396 .0555 .0411 .0850* 
Tassi di rifiuto  α = .15 .280 .173 .127 .160 .127 
α = .05 .140 .073 .047 .073 .033 
α = .01 .040 .033 .010 .010 .000 
(ΓN)   
Kolmogorov-Smirnoff .1569*** .0786* .095** .0471 .1087** 
Tassi di rifiuto  α = .15 .080 .117 .093 .147 .120 
α = .05 .037 .033 .047 .040 .027 
α = .01 .010 .007 .010 .003 .000 
MVT       
Kolmogorov-Smirnoff .2393*** .0606 .0441 .0461 .0588 
Tassi di rifiuto  α = .15 .380 .200 .157 .187 .130 
α = .05 .213 .073 .063 .063 .047 
α = .01 .097 .037 .027 .030 .007 
AMV  (NR = 287) (NR = 299)    
Kolmogorov-Smirnoff .6295*** .4179*** .3642*** .2700*** .2177*** 
Tassi di rifiuto  α = .15 .763 .548 .503 .413 .350 
α = .05 .638 .441 .343 .263 .237 
α = .01 .491 .311 .227 .173 .117 
       
Note. Kolmogorov-Smirnoff - D test: ***, p ≤ .001; **, p ≤ .01; *, p ≤ .05. 




Complessivamente, i risultati di questo studio Monte Carlo hanno fornito  
informazioni utili relative alla robustezza degli stimatori considerati, per 
grandezze campionarie finite e per distribuzioni simmetriche ed asimmetriche. Le 
informazioni raccolte rappresentano un contributo innovativo all’interno degli 
studi di robustezza nell’analisi delle strutture di covarianza. Infatti, il modello 
strutturale utilizzato non è mai stato considerato precedentemente in letteratura. 
L’utilizzo del modello confermativo di Browne per la struttura circomplessa dei 
dati non ha un valore puramente teorico. Quanto più specifico è il modello 
strutturale utilizzato, tanto più specifiche saranno le informazioni raccolte. Se la 
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specificità del modello risponde a concrete esigenze di ricerca, piuttosto che ad 
esigenze di praticità simulativa, allora, le informazioni raccolte diventeranno vere 
e proprie linee guida da applicare nella pratica concreta di analisi. In particolare, 
l’aspetto cruciale su cui si è focalizzata la rassegna dei risultati è stata la 
grandezza campionaria sufficiente. Questo specifico valore di N ricopre 
un’importanza fondamentale e definisce la grandezza campionaria minima 
necessaria per garantire la robustezza delle procedure di stima. Le proprietà 
fondamentali attese, definite dalle Equazioni 29 e 30, sono proprietà asintotiche e 
legate alla forma della distribuzione dei dati. In altre parole, sono teoricamente 
attese per campioni estremamente grandi estratti da specifiche distribuzioni 
multivariate. Se tali proprietà si realizzano in condizioni diverse da quelle 
teoriche, per grandezza campionarie finite, il valore minimo di N sarà la 
grandezza campionaria sufficiente. La Tabella 24 contiene una sorta di sommario 
dei risultati discussi in precedenza che ci consentirà di definire le grandezza 
campionarie minime per la robustezza delle procedure di stima. In particolare, le 
prime tre colonne, contengono tutte le 90 combinazioni dei livelli dei tre fattori 
considerati nello studio Monte Carlo: il metodo di stima (6 livelli), la 
distribuzione multivariata simulata (3 livelli) e la grandezza campionaria (5 
livelli). Le rimanenti colonne rappresentano le variabili dipendenti dello studio e 
sono, nell’ordine: il numero di repliche valide (NR), la media e la deviazione 
standard delle statistiche campionarie chi-quadrato (M(D.S.)), l’esito del test sulla 
media delle statistiche chi-quadrato (TM; vedi Equazione 73), l’esito del test di 
Kolmogorov-Smirnoff (KS), l’accettabilità dei tassi di rifiuto osservati per tre 
livelli nominali (.15, .05, .01) ed infine l’accettabilità o meno dell’indice BRAM 
relativo ai parametri (P.) e agli errori standard (E.S.). Valori non accettabili o 
significativamente discostati dalle aspettative teoriche sono marcati con un 
asterisco.  
 L’osservazione più impressionante riguarda le stime ML e GLS. Se nella 
condizione correttamente specificata (MVN) sono sufficienti campioni di modesta 
dimensione (N = 100), questi due metodi si dimostrano assolutamente non robusti 
in condizioni di violazione della normalità multivariata. Almeno per valori di 
 N ≤ 1000 . I valori delle statistiche T e degli errori standard associati ai parametri  
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TABELLA 24 
Grandezze campionarie minime per la robustezza delle procedure di stima 
 
Note. Metodo: metodo di stima; Distr.:distribuzione multivariata simulata; N: grandezza campionaria; NR: numero 
di di repliche; M(D.S.): media e deviazione standard della statistica chi-quadrato;  TM: test sulla media della 
distribuzione chi-quadrato (eq. 73); KS: Kolmogorov-Smirnoff test; .15, .05 e .01; tassi di rifiuto osservati per i tre 
valori nominali; P. ed E.S.: bias relativo assoluto medio (BRAM).  [* Indica valori non accettabili.] 
Metodo Distr. N NR M(D.S.) TM KS .15 .05 .01 P. E.S. 
ML MVN 100 299 17.054 ( 6.286 )       * 
ML MVN 250 299 17.551 ( 5.940 )        
ML MVN 500 299 16.859 ( 5.567 )        
ML MVN 750 299 17.458 ( 5.556 )        
ML MVN 1000 299 16.638 ( 4.993 )        
ML MVT 100 295 21.449 ( 7.057 ) * * * * * * * 
ML MVT 250 298 21.575 ( 7.509 ) * * * * * * * 
ML MVT 500 297 21.466 ( 7.722 ) * * * * * * * 
ML MVT 750 294 23.441 ( 8.239 ) * * * * * * * 
ML MVT 1000 299 21.487 ( 7.360 ) * * * * * * * 
ML AMV 100 212 29.97 ( 10.786 ) * * * * * * * 
ML AMV 250 249 34.187 ( 11.967 ) * * * * * * * 
ML AMV 500 280 37.205 ( 15.541 ) * * * * * * * 
ML AMV 750 289 39.814 ( 20.736 ) * * * * * * * 
ML AMV 1000 294 39.697 ( 17.422 ) * * * * * * * 
GLS MVN 100 300 15.496 ( 5.248 ) * * * *   * 
GLS MVN 250 300 16.984 ( 5.680 )        
GLS MVN 500 300 16.574 ( 5.444 )        
GLS MVN 750 300 17.238 ( 5.448 )        
GLS MVN 1000 300 16.496 ( 4.970 )        
GLS MVT 100 300 18.907 ( 5.848 ) * * * *  * * 
GLS MVT 250 300 20.484 ( 6.758 ) * * * * * * * 
GLS MVT 500 300 20.803 ( 7.027 ) * * * * * * * 
GLS MVT 750 300 22.823 ( 8.031 ) * * * * * * * 
GLS MVT 1000 300 21.163 ( 7.076 ) * * * * * * * 
GLS AMV 100 300 26.645 ( 8.656 ) * * * * * * * 
GLS AMV 250 300 33.201 ( 11.457 ) * * * * * * * 
GLS AMV 500 300 36.87 ( 15.884 ) * * * * * * * 
GLS AMV 750 300 38.479 ( 17.021 ) * * * * * * * 
GLS AMV 1000 300 39.704 ( 21.034 ) * * * * * * * 
ECML MVN 100 299 17.832 ( 6.611 )  * *    * 
ECML MVN 250 299 17.874 ( 6.064 )  *      
ECML MVN 500 299 16.999 ( 5.626 )        
ECML MVN 750 299 17.550 ( 5.596 )        
ECML MVN 1000 299 16.705 ( 5.031 )        
ECML MVT 100 295 18.733 ( 6.229 ) * * * *  * * 
ECML MVT 250 298 17.478 ( 6.012 )      *  
ECML MVT 500 297 16.767 ( 5.634 )      *  
ECML MVT 750 294 17.881 ( 6.149 )   * *  *  
ECML MVT 1000 299 16.512 ( 5.699 )      *  
ECML AMV 100 212 20.829 ( 7.073 ) * * * * * * * 
ECML AMV 250 249 19.128 ( 6.048 ) * * * *  *  
ECML AMV 500 280 18.191 ( 6.263 ) * * * *  *  
ECML AMV 750 289 17.449 ( 6.083 )      *  
ECML AMV 1000 294 17.338 ( 5.775 )      *  
Continua nella pagina successiva 
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SCALED MVN 100 299 17.125 ( 6.367 )       * 
SCALED MVN 250 299 17.599 ( 5.980 )       * 
SCALED MVN 500 299 16.875 ( 5.595 )       * 
SCALED MVN 750 299 17.465 ( 5.570 )       * 
SCALED MVN 1000 299 16.624 ( 4.985 )       * 
SCALED MVT 100 295 17.551 ( 5.791 )      * * 
SCALED MVT 250 298 16.834 ( 5.654 )      * * 
SCALED MVT 500 297 16.435 ( 5.436 )      * * 
SCALED MVT 750 294 17.581 ( 5.968 )      * * 
SCALED MVT 1000 299 16.346 ( 5.626 )      * * 
SCALED AMV 100 212 18.664 ( 6.32 ) * * * *  * * 
SCALED AMV 250 249 17.654 ( 5.05 )  *    * * 
SCALED AMV 500 280 17.256 ( 5.518 )      * * 
SCALED AMV 750 289 16.719 ( 5.493 )    *  * * 
SCALED AMV 1000 294 16.901 ( 5.267 )    *  * * 
HK MVN 100 300 16.060 ( 5.443 ) *  * *   * 
HK MVN 250 300 17.236 ( 5.798 )       * 
HK MVN 500 300 16.708 ( 5.509 )       * 
HK MVN 750 300 17.325 ( 5.515 )       * 
HK MVN 1000 300 16.570 ( 5.058 )       * 
HK MVT 100 300 15.916 ( 5.091 ) * * *     
HK MVT 250 300 16.353 ( 5.401 )   *    * 
HK MVT 500 300 16.147 ( 5.362 ) *   *   * 
HK MVT 750 300 17.419 ( 5.985 )       * 
HK MVT 1000 300 16.212 ( 5.437 )  *     * 
HK AMV 100 298 15.931 ( 5.191 ) * * *     
HK AMV 250 300 16.728 ( 4.713 )   *    * 
HK AMV 500 300 16.977 ( 5.738 )       * 
HK AMV 750 300 16.803 ( 5.399 )       * 
HK AMV 1000 300 17.157 ( 5.551 )       * 
ADF MVN 100 300 18.597 ( 7.92 ) * * * * *  * 
ADF MVN 250 300 17.535 ( 6.555 )     *  * 
ADF MVN 500 300 16.551 ( 5.704 )        
ADF MVN 750 300 17.264 ( 5.773 )        
ADF MVN 1000 300 16.347 ( 5.154 )  *      
ADFΓ MVN 100 300 15.119 (5.951)  * *    * 
ADFΓ MVN 250 300 16.301 (5.595)  *      
ADFΓ MVN 500 300 15.929 (5.423) * * *     
ADFΓ MVN 750 300 16.803 (5.477)        
ADFΓ MVN 1000 300 16.118 (5.080) * *      
ADF MVT 100 300 21.757 ( 8.861 ) * * * * *  * 
ADF MVT 250 300 17.752 ( 6.687 )   *  *  * 
ADF MVT 500 300 16.921 ( 6.498 )     *  * 
ADF MVT 750 300 17.332 ( 6.429 )     *  * 
ADF MVT 1000 300 16.412 ( 5.877 )        
ADF AMV 100 287 38.704 ( 22.794 ) * * * * *  * 
ADF AMV 250 299 29.016 ( 16.311 ) * * * * *  * 
ADF AMV 500 300 27.66 ( 18.775 ) * * * * *  * 
ADF AMV 750 300 24.1 ( 13.954 ) * * * * *  * 
ADF AMV 1000 300 23.301 ( 22.573 ) * * * * *  * 
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sono completamente fuorvianti. Inoltre, le stime dei parametri  νi , implicati nel 
calcolo della comunalità (Equazione 13), sono mediamente sovrastimate, come 
suggerisce un pervasivo bias positivo in condizioni di forte asimmetria (AMV). 
Per valori  N ≥ 250 , la correzione ellittica di Browne (ECML) migliora la qualità 
degli errori standard sia nella condizione correttamente specificata MVT, sia nella 
condizione asimmetrica AMV. Per osservare la distribuzione chi-quadrato attesa 
sono necessarie grandezza campionarie ben più elevate ( N ≥ 750 ). Da questo 
punto di vista, risulta sorprendente la correzione di Satorra-Bentler (SCALED) 
che garantisce statistiche chi-quadrato ben distribuite, in tutte e tre le 
distribuzioni, per valori  N ≥ 250 . Discorso diverso per gli errori standard, che 
risultano di pessima qualità. La procedura HK si dimostra robusta per grandezza 
campionarie  N ≥ 250 , ad eccezione di un pervasivo bias positivo per gli errori 
standard. In buona sostanza, lo stesso si può dire per le stime ADF, perlomeno 
nelle condizioni MVN e MVT.  In presenza di distribuzioni fortemente 
asimmetriche, con valori di curtosi eccessiva, la procedura ADF non si dimostra 
robusta per valori  N ≤ 1000 . 
In conclusione,  i risultati dell’esperimento suggeriscono che i metodi basati 
sulla normalità dei dati (ML e GLS) non sono generalmente robusti. In 
condizioni di non-normalità, gli errori standard sono sistematicamente 
sottostimati e i tassi di rifiuto delle distribuzioni chi-quadrato sono 
eccessivamente inflazionati (cioè, rigettano un modello vero troppo spesso).  In 
queste condizioni è opportuno correggere le stime con le procedure ECML o 
SCALED. In particolare, la correzione ellittica di Browne si è dimostrata 
particolarmente robusta anche per distribuzioni asimmetriche con valori di 
curtosi disomogenei. L’efficacia di questa correzione per distribuzioni 
asimmetriche rappresenta una specificità del modello CSPMF di Browne, non 
generalizzabile ad altri modelli strutturali (ad es. Henly, 1993).  
Nel caso di piccoli campioni ( 100 ≤ N ≤ 250 ) con distribuzioni insolite e 
comunque non necessariamente ellittiche, l’approccio HK si rivela utile 
(eccetto un bias positivo per gli errori standard) e pratico. Le procedure di 
calcolo su cui si basa non allungano in modo eccessivo i tempi di analisi, 
inoltre non si sono riscontrati problemi di convergenza durante la procedura di 
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ottimizzazione. Infine, la procedura ADF è essenzialmente un metodo 
asintotico e non sembra essere utile nella pratica analitica. Le grandezze 
campionarie richieste ( N > 1000 , in questo studio) vanno ben oltre alla 
grandezza comunemente raggiunta nelle indagini psicologiche. Il problema 
dell’utilità pratica della procedura ADF, delle cause della sua pessima 
prestazione e dei possibili rimedi, verrà affrontato nello Studio 2. 
 
4.5 ANALISI ANOVA SU QUATTRO INDICI DI BONTÀ DELL’ADATTAMENTO 
 
Ciascuna procedura di stima discussa in precedenza fornisce una statistica T chi-
quadrato che quantifica la discrepanza tra la matrice di covarianza campionaria e 
quella riprodotta dal modello strutturale. La statistica  χ
2  viene utilizzata per 
verificare l’ipotesi nulla di una esatta corrispondenza, nella popolazione, tra la 
matrice di covarianza osservata (nella popolazione) e quella implicata dal 
modello. L’inconveniente pratico di questa statistica è la sua sensibilità alla 
grandezza campionaria N, come risulta evidente dalla sua formula: 
 
 χ
2 = F(N −1).  (75)  
Al crescere di N la statistica chi-quadrato tenderà ad individuare piccoli 
scostamenti tra gli elementi delle matrici osservate e riprodotte, diventando 
significativa. Di conseguenza, l’ipotesi nulla H0:  Σˆ = Σ(γ 0 )  verrà rigettata, 
indicando un adattamento ai dati non accettabile. 
Per ovviare ai problemi legati alla statistica chi-quadrato sono stati proposti 
numerosi indici di bontà dell’adattamento. Tali indici possono essere utilizzati per 
quantificare il grado di adattamento ai dati lungo un continuum, evitando quindi 
una scelta forzatamente dicotomica (del tipo accetto/rifiuto un modello) tipica 
della procedura inferenziale statistica. La necessità di valutare oggettivamente il 
valore di tali indici, ha decretato una nuova frammentazione del continuum in 
valori di adattamento buono/non buono, accettabile/non accettabile. Tale strategia  
ha influenzato anche l’utilizzo contemporaneo di più indici, arrivando alla 
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definizione di regole convenzionali sui valori di taglio da applicare a coppie di 
valori di adattamento (ad. es., Hu & Bentler, 1999).  
La ricerca empirica sugli indici di adattamento va oltre agli scopi di questa tesi. 
Diverse problematiche rimangono aperte e riguardano la sensibilità degli indici 
alla corretta specificazione del modello, alla grandezza campionaria e al metodo 
di stima (ad es., Fan & Sivo, 2007; Fan, Thompson & Wang, 1999). Comunque, 
un fatto rilevante ai fini pratici è che tali indici si basano sulla statistica T chi-
quadrato il  cui valore dipende dal metodo di stima utilizzato, dalla distribuzione 
dei dati e dalla grandezza campionarie. Date queste premesse, è verosimile 
attendersi che tali influenze si trasmettano agli indici la cui formula utilizza il 
valore chi-quadrato. Gli indici di adattamento che sono stati considerati in questo 
studio, oltre alla statistica chi-quadrato, sono l’ RMSEA, il BCI ed il CNI. 
Vediamo di definirli brevemente. 
 
Root Mean Square Error of Approximation (RMSEA). L’ipotesi di una esatta 
corrispondenza tra il modello stimato e quello reale (nella popolazione) è 
praticamente falsa e comunque rigettabile dato un campione sufficientemente 
grande. Un approccio più sensato prevede la verifica di una corrispondenza 
approssimativamente buona tra modello stimato e modello teorico. L’indice 
RMSEA è una misura del grado di approssimazione al modello della popolazione 
e viene quindi considerata come la discrepanza dovuta all’approssimazione. 
L’indice si ottiene direttamente dalla statistica T chi-quadrato: 
 
 
RMSEA = ε = Max
T − p( p +1) / 2 − q{ }






⎟ .  (76)  
 La quantità  λ = (N −1)dε
2  , con  d = p( p +1) / 2 − q , rappresenta il parametro di 
non centralità della distribuzione chi-quadrato della statistiche T (MacCallum, 
Browne & Sugawara, 1996).  Assumiamo che  Φ(T | λ,d)  sia la funzione di 
ripartizione della distribuzione delle T, con parametro di non centralità λ  e d 
gradi di libertà. Un intervallo di fiducia (IF) al 90% per l’indice RMSEA è dato 
da: 




	   	  
  
	   	  















,  (77)  
dove  λL  è la soluzione dell’equazione non lineare  Φ(T | λL ,d) = .95  e  λU  è la 
soluzione dell’equazione  Φ(T | λU ,d) = .05  (Browne & Du Toit, 1992, Equazioni 
31-34). La stima dell’ IF90% rende possibile una valutazione della precisione 
attorno alla stima puntuale dell’RMSEA. Si noti che il limite inferiore 
dell’intervallo è troncato al valore zero, inducendo una asimmetria nell’intervallo 
di fiducia.  
Hoelter’s Critical N Index (CNI) 
L’indice dell’ N Critico di Hoelter (1983) determina la grandezza del campione 
minima alla quale il test chi-quadrato non sarebbe più significativo ( α = .05 ). In 
altre parole, l’indice CNI mostra quanto piccolo dovrebbe essere il campione per 
non rigettare più il modello stimato. Ne consegue che l’indice dovrebbe essere 




1.645+ 2d −1( )2











+1,  (78)  
dove 1.645 è il 95o percentile della distribuzione normale standard, T è la nota 
statistica chi-quadrato legata al valore della funzione di discrepanza, e 
 d = p( p +1) / 2 − q sono i gradi di libertà del modello strutturale stimato. 
Browne-Cudeck Index (BCI) 
L’indice di Browne-Cudeck (Browne & Cudeck, 1989) è un indice di cross-
validazione per campione singolo, chiamato anche ECVI –expected cross-








N − p − 2
,  (79)  
dove d sono i gradi di libertà, q sono i parametri liberi del modello e p il numero 
di variabili osservate. In buona sostanza, l’indice BCI serve per confrontare 
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l’adattamento ai dati di modelli alternativi utilizzando un unico campione di dati. 
Il modello con ECVI più basso viene giudicato il più stabile. Deriva dall’idea già 
discussa che il modello stimato è una mera approssimazione alla realtà, dunque è 
più importante la sua applicabilità ad altri campioni provenienti dalla stessa 
popolazione.  
4.5.1 RISULTATI ANOVA 
L’utilizzo dell’ANOVA era finalizzato alla valutazione dell’influenza dei tre 
fattori considerati nello studio Monte Carlo [Grandezza del campione N (5 
livelli), Metodo di stima (6 livelli), Distribuzione simulata (3 livelli)],  sui valori 
dei quattro indici di adattamento. Gli indici RMSEA (e relativi limiti superiore –
RMSEA.U e inferiore –RMSEA.L dell’ I.F.(90%)), BCI e CNI sono stati calcolati 
a posteriori utilizzando i valori delle statistiche T chi-quadrato. L’analisi della 
varianza è stata ripetuta per ciascun indice, utilizzato come variabile dipendente. 
Distribuzioni non-normali dei dati sono state corrette con opportune 
trasformazioni di potenza4 (Box & Cox, 1964). Il modello lineare prevedeva 
l’analisi degli effetti principali, delle interazioni di secondo tipo ed anche delle 
interazioni di terzo tipo. Visto l’elevato numero di osservazioni, tutti gli effetti 
sono risultati significati ( p < .00001) e l’interpretazione dei risultati è stata 
limitata alle fonti di variabilità con percentuale di varianza spiegata maggiore 
(indice eta-quadro,  η
2 ). La Figura 7 rappresenta le interazioni di secondo tipo 
Distribuzione × Metodo di stima  e Distribuzione ×  Grandezza campionaria. I 
valori sull’asse y sono le medie degli indici di adattamento, non trasformati per 
facilitarne l’interpretazione. 
                                                
4 I valori di [asimmetria, curtosi] per gli indici di adattamento non trasformati erano: chi-quadrato 
[4.155, 51.720]; RMSEA [1.986, 6.123]; RMSEA.U [1.323, 2.687]; RMSEA.L [4.768, 33,306]; CNI 
[1.560, 4.673] e BCI [1.424, 1.117]. A seguito della normalizzazione si sono ottenuti i seguenti 
valori: chi-quadrato [0.022, 0.787]; RMSEA [-0.209, -1.901]; RMSEA.U [-0.293, 1.375]; 
RMSEA.L [-1.931, 1.731]; CNI [-0.055, -0.765] e BCI [-0.178, -1.280].  
 




	   	  
  
	   	  
Università degli Studi di Trieste  -  Anno Accademico 2008/2009 
 
Chi-quadrato. L’interazione Metodo di stima × Distribuzione è la fonte di 
variazione più importante ( η
2 = .081 ); i relativi effetti principali, Metodo di Stima 
e Distribuzione, hanno quote di varianza spiegata paragonabili ( η
2 = .087  e 
 η
2 = .091 ). Le altre interazioni e l’effetto principale della Grandezza del 
campione hanno un’importanza trascurabile ( η
2 < .010 ).  Dalla Figura 7 (prima 
riga) si può notare come i valori medi delle statistiche T ottenute con i metodi 
ECML, SCALED e HK, abbiano valori paragonabili nelle tre distribuzioni, MVN, 
MVT e AMV. I metodi ML e GLS hanno valori chi-quadrato inflazionati (rispetto 
al valore atteso 17) nella condizioni MVT e soprattutto AMV, dove non sono 
correttamente specificate. L’interazione a due vie Metodo di stima × 
Distribuzione è legata anche alla statistica ADF, che nei campioni estratti da una 
popolazione AMV mostra valori chi-quadrato eccessivamente elevati.  
La funzione di discrepanza scelta e la distribuzione dei dati sembrano essere le 
variabili che di maggior peso nel determinare i valori della statistica chi-quadrato. 
La grandezza del campione (Figura 7, seconda riga) non determina cambiamenti 
medi sostanziali, controllando, ad esempio, la forma della distribuzione dei dati. 
 
RMSEA. La variabilità dei punteggi RMSEA e dei limiti dell’intervallo di fiducia, 
RMSEA.L e RMSEA.U, è associata all’interazione tra  Metodo di stima × 
Distribuzione ( η
2 = .040 ,  η
2 = .113  e  η
2 = .028). Gli effetti principali Metodo di 
Stima ( η
2 = .053 ,  η
2 = .093  e  η
2 = .031 ) e Distribuzione ( η
2 = .043 ,  η
2 = .102  e 
 η
2 = .036 ) hanno quote di varianza spiegata paragonabili. L’ANOVA  per i valori 
RMSEA.U evidenzia inoltre un effetto principale per il fattore Grandezza del 
campione ( η
2 = .361 ). Sempre dalla Figura 7, è possibile notare come i profili 
delle medie dell’indice RMSEA e dei limiti intervallari, suddivisi per metodo di 
stima e distribuzione, siano sostanzialmente simili (anche se su scala diversa) a 
quelli del chi-quadrato. I cambiamenti più rilevanti avvengono per i metodi ML, 
GLS e ADF, nella condizione AMV.  Inoltre, soprattutto nel profilo del limite 
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superiore dell’intervallo di fiducia, si nota un valore medio più elevato alle 
grandezza campionarie N = 100 e N = 250. 
 
CNI. La quota più consistente di variabilità è legata all’effetto principale della 
Grandezza campionaria ( η
2 = .763 ). Segue un effetto dell’interazione Metodo di 
stima × Distribuzione ( η
2 = .020 ) con relativi effetti principali ( η
2 = .021  e 
 η
2 = .021 ).  Le altre fonti di variabilità sono trascurabili ( η
2 < .005 ). Dalla Figura 
7 risulta evidente come al crescere della grandezza campionaria, il valore 
dell’indice CNI aumenti considerevolmente. Per quanto riguarda l’interazione 
Metodo di stima × Distribuzione, si nota il solito cambiamento delle medie nelle 
condizioni MVT e AMV, per i metodi ML, GLS e ADF.   
 
BCI. La variabilità del punteggio BCI è spiegata in modo preponderante dalla 
Grandezza del campione considerata ( η
2 = .972 ). Tutte le altre fonti di variabilità 
spiegata sono trascurabili ( η
2 < .005 ). La Figura 7 mostra una sostanziale 
invarianza nelle medie BCI per i diversi metodi di stima nelle diverse 
distribuzioni dei dati. L’effetto della grandezza campionaria si evidenzia 
considerando il passaggio da N =100 a N = 250. Per grandezza campionarie 
superiori alle cento unità, il valore dell’indice BCI si stabilizza e non sembra 
risentire del metodo di stima utilizzato e della distribuzione dei dati.  
4.5.2 CONCLUSIONI 
La scelta della procedura di stima più adeguata ha importanti implicazioni 
pratiche che non si limitano alla stima di parametri ed errori standard corretti. Il 
valore della statistica chi-quadrato, notoriamente inflazionato da grandezze 
campionarie eccessive, sembra essere molto più influenzato dalla corretta 
specificazione della funzione di discrepanza per la distribuzione dei dati. 
Utilizzare i metodi ML, GLS e ADF in condizioni di forte violazione dell’assunto 
di normalità multivariata, determina un’inflazione dei valori delle statistiche T  
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che può trasmettersi agli indici di bontà dell’adattamento. Nella presente ricerca, 
sono stati presi in considerazione tre indici, l’ RMSEA, il CNI e il BCI, che si 
basano essenzialmente sulle stesse quantità numeriche, tra le quali il valore chi-
quadrato, manipolate in modi diversi. 
I valori dell’indice RMSEA e dei relativi limiti intervallari, hanno mostrato un 
comportamento strettamente legato all’andamento medio delle statistiche T sui cui 
si basano. Nonostante il modello stimato fosse quello teorico, i valori RMSEA 
medi legati alle funzioni ML e GLS, nella condizione AMV, erano di poco 
inferiori al valore 0.06, soglia che indica un adattamento buono (nonostante il 
valore atteso fosse 0). Per avere un’idea dell’effetto della scarsa robustezza di 
questi metodi per dati non normali, è sufficiente osservare i punteggi RMSEA dei 
metodi ML e GLS per i dati MVN: i valori medi RMSEA sono inferiori a 0.02 e i 
limiti dell’intervallo di fiducia vanno da 0 a 0.04. Per ottenere simili valori in 
campioni estratti da una popolazione multivariata asimmetrica AMV, bisogna 
spostarsi sui metodi ECML, SCALED o HK. Tali procedure risultano infatti 
robuste alla violazione degli assunti distribuzionali delle variabili, data 
un’adeguata grandezza campionaria.  
Gli indici CNI e BCI hanno mostrato invece una forte relazione con la grandezza 
campionaria, discostandosi dall’andamento dei profili delle medie dell’indice chi-
quadrato e dell’indice RMSEA. Il fatto che una statistica di bontà 
dell’adattamento si basi sul valore chi-quadrato, non significa necessariamente 
che il suo valore risentirà della robustezza del metodo di stima utilizzato. Da 
questo punto di vista, l’informazione veicolata, l’aspetto del modello indagato e le 
finalità pratiche di un indice, sono aspetti di assoluto rilievo. 




	   	  
  
	   	  

















































































(Quantili teorici distanza di Mahalanobis realtivi alla MVN (approssimazione chi-quadro))
Figura 3. Rappresentazione grafica delle tre distribuzioni simulate.   
Note. La prima riga illustra le superfici di densità di probabilità relative ai vettori bidimensionali 
(x1,x2). La seconda riga illustra i contorni equiprobabili (probabilità cumulative: .25, .2, .1, .05, 
.025, .005, .001) delle distribuzioni. Nell’ultima riga si confrontano i quantili empirici delle 
distanze di Mahalanobis, relative ai vettori bidimensionali simulati, con i quantili teorici attesi, 
 χ2
2 , relativi ad una distribuzione normale bivariata. 
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Figura 7. Medie relative ai punteggi chi-quadrato, RMSEA , BCI e CNI. 
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Capitolo 5  
ANALISI CONFERMATIVA DEL MODELLO CIRCOMPLESSO: CORREZIONE 
CON METODO BOOTSTRAP DELLA STATISTICA ADF 
5.1 INTRODUZIONE E DEFINIZIONE DEL PROBLEMA 
I risultanti dello studio precedente offrono interessanti spunti di riflessione a 
riguardo della relazione tra i metodi ADF –asintoticamente libero dal vincolo 
della distribuzione dei dati, ML e GLS –basati sul rigido assunto di normalità 
multivariata e la procedura correttiva SCALED –correzione di Satorra-Bentler 
delle stime di massima verosmiglianza. Riguardo alla funzione di discrepanza 
ADF (implementata con la fattorizzazione di Choleski della matrice  Γˆ ), i risultati 
ottenuti confermano ulteriormente le note di cautela sulla sua utilità pratica 
sollevate in altri studi (ad es., Hu, Bentler & Kano, 1992). Tali conferme arrivano 
da un modello strutturale mai utilizzato prima in studi di robustezza e piuttosto 
diffuso nelle ricerche sociali e di personalità. La teoria ADF è stata introdotta 
nell’analisi delle strutture di covarianza come soluzione generale ai problemi di 
non-normalità delle variabili osservate, (Browne, 1982, 1984). In particolare, 
partendo dagli assunti teorici di derivazione, ci si attendeva un comportamento 
adeguato della statistica  TADF  per qualsiasi distribuzione multivariata arbitraria. I 
risultati emersi dagli studi empirici con metodo Monte Carlo (compreso lo studio 
precedente), utilizzando modelli strutturali, distribuzioni simulate e grandezze 
campionarie differenti, hanno indicato che le aspettative fondate sulla teoria ADF 
sono asintoticamente corrette. Tutte le teorie alla base della verifica di ipotesi 
relative alle strutture di covarianza sono, come già detto nel Capitolo 3, teorie 
asintotiche. Le proprietà attese per le statistiche T e le stime parametriche definite 
dalle Equazioni 29 e 30 si concretizzano per valori  N → ∞ . Diventa quindi 
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importante valutarne la robustezza in campioni finiti e stabilire la grandezza 
campionaria minima sufficiente affinché si realizzino. La teoria ADF, 
dimostrando di richiedere valori di N eccessivamente grandi, si dimostra una 
teoria per grandi campioni e quindi di scarso rilievo pratico. Le grandezze 
campionarie richieste vanno infatti ben aldilà di quelle concretamente disponibili 
nella maggior parte degli studi confermativi di modelli strutturali.  
La connessione con i metodi ML e GLS, promessa all’inizio dell’introduzione, 
risulta evidente: se la procedura ADF non è robusta verso la violazione 
dell’assunto asintotico (in altre parole, per l’utilizzo in campioni finiti) l’opposto 
succede con i metodi ML e GLS. Naturalmente, a condizione che i dati rispettino 
l’assunzione di normalità multivariata. Infatti, come abbiamo visto nello studio 
precedente (e come peraltro diffusamente rilevato in letteratura), questi metodi 
non sono robusti alla violazione degli assunti distribuzionali legati alle variabili.  
La teoria ADF per campioni sufficientemente grandi (sull’ordine di alcune 
migliaia di osservazioni) si dimostra corretta, indipendentemente dalla 
distribuzione dei dati. Per campioni estratti da una distribuzione multivariata 
normale, tanto la funzione ADF, quanto le funzioni ML e GLS, sono 
correttamente specificate. La differenza risiede nella grandezza campionaria 
sufficiente affinché si realizzino le proprietà asintotiche attese. Come suggerito da 
Hu, Bentler & Kano (1992), dal momento che l’unica distinzione tra questi due 
metodi risiede nella specificazione della matrice di peso W, eventuali 
incongruenze nel comportamento dei due metodi di stima dovrebbero essere 
ricondotte a questa differente specificazione matematica. In particolare, il metodo 
GLS specifica gli elementi della matrice di peso in funzione dei momenti 
campionari di secondo ordine  ([Γˆ]ij ,kl = sik s jl + sils jk )  mentre la funzione ADF 
richiede la stima dei momenti campionari di ordine quarto  ([Γˆ]ij ,kl = sijkl − sijskl ) . 
Assumendo una distribuzione normale multivariata, entrambe le matrici così 
specificate convergono asintoticamente alla stessa quantità 
 
([Γ]ij ,kl = σ ikσ jl +σ ilσ jk ) . 
Tuttavia, la rapidità di questa convergenza dipende dalla variabilità dei diversi 
stimatori campionari utilizzati. Gli stimatori utilizzati nel metodo GLS sono 
efficienti e quindi la loro variabilità campionaria è inferiore rispetto alle stime 
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utilizzate nel metodo ADF (formalmente, 
 
Var(sik s jl + sils jk ) ≤Var(sijkl − sijskl ) ). 
Abbiamo visto come utilizzando la vera matrice Γ , la statistica  TADF  raggiunga la 
distribuzione chi-quadrato attesa per grandezze campionarie comparabili a quelle 
necessarie nei metodi ML e GLS. La scarsa utilità pratica del metodo ADF è 
quindi imputabile, almeno in parte, alla difficoltà di ottenere stime stabili degli 
elementi che definiscono la matrice di ponderazione  W = Γˆ .  
Tra le procedure utilizzate nel precedente studio, la statistica definita come 
SCALED (correzione di Satorra-Bentler) si basa essenzialmente sulla stessa 
matrice di ponderazione utilizzata dalla funzione di discrepanza ADF (e 
ADF(Chol)). La prestazione della statistica  TSCALED  è risultata ottimale per tutte e 
tre le distribuzioni simulate e per grandezze campionarie estremamente contenute. 
La ragione della superiorità pratica della statistica SCALED, nei termini di una 
robustezza per piccoli campioni finiti, potrebbe essere dovuta all’uso diretto della 
matrice di ponderazione  Wˆ . Infatti, nella funzione di discrepanza ADF si utilizza 
l’inversa di tale matrice e “tale operazione potrebbe avere un effetto deleterio 
sull’accuratezza della stima in campioni di grandezza intermedia, se non 
addirittura essere impossibile in campioni sufficientemente piccoli” (Hu, Bentler 
& Kano, 1992, pg. 359).  
La teoria ADF non è quindi una panacea ai problemi di non-normalità nelle 
analisi delle strutture di covarianza. Sembra piuttosto un metodo adeguato per 
campioni estremamente grandi, ed estremamente liberale per campioni di 
grandezza adeguata alle comuni possibilità di indagine. 
Yung e Bentler (1994) hanno affrontato il problema dell’utilità pratica della 
funzione ADF offrendo una soluzione per migliorarne la robustezza in piccoli 
campioni. La loro proposta è basata sul concetto di bootstrap, inteso come 
ricampionamento non parametrico. Nel conteso generale dell’analisi delle 
strutture di covarianza le procedure di ricampionamento trovano largo impiego. In 
particolare, vengono utilizzate per simulare la distribuzione nulla (assumendo 
vero il modello strutturale stimato) di indici di bontà dell’adattamento per i quali 
manca una teoria asintotica formale. La procedura più comune è quella proposta 
da Bollen e Stine (1993) e basata sul lavoro di Beran e Srivastava (1985). Quando 
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la teoria asintotica di una statistica è ben sviluppata, come nel caso della teoria 
ADF, utilizzare una procedura bootstrap per stabilirne la distribuzione nulla in 
campioni finiti è uno “spreco di teoria” (Yung & Bentler, 1994, pg. 68). Inoltre, 
per ottenere una distribuzione nulla è necessario eseguire un numero di repliche 
della procedura molto elevato. Se a questo si aggiunge il tempo necessario di 
minimizzazione della funzione ADF, la procedura descritta da Bollen e Stine 
risulterebbe ancora più problematica dell’eccessiva grandezza campionaria 
richiesta dal metodo ADF.  
L’approccio proposto da Yung e Bentler per la correzione della statistica  TADF  si 
basa sul principio di correzione del bias attraverso il metodo bootstrap, le cui linee 
generali si possono trovare nel lavoro di Hall e Martin (1988).  
Supponiamo che la statistica campionaria  TADF  sia viziata da un errore sistematico 
dovuto alla stima inadeguata (o alla manipolazione) della matrice di ponderazione 
 Γˆ . Come suggerito da Hall e Martin (1988), possiamo formulare un bias additivo 
ed un bias proporzionale legato al valore esatto di una statistica. I valori corretti 
delle statistiche TADF avranno quindi le seguenti forme: 
 
 
TADF,B1 = TADF − Bias1,  (80)  
dove Bias1 è il bias additivo della statistica  TADF  e 
 
 
TADF,B2 = TADF Bias2 ,  (81)  
dove Bias2 è il bias proporzionale della statistica  TADF .  Il problema pratico 
diventa quindi ottenere una stima delle quantità Bias1 e Bias2. 
Per una data grandezza campionaria n, la funzione di discrepanza ADF richiede le 
matrici  Sn  e  Γˆn , rispettivamente la matrice di varianza-covarianza  campionaria e 
la matrice di ponderazione stimata, basate sulle n osservazioni. Consideriamo ora 
il campione di n osservazioni come una popolazione bootstrap dalla quale 
eseguire dei campionamenti indipendenti (con reinserimento) di n osservazioni 
che costituiranno il campione bootstrap. Per ogni campione bootstrap calcoliamo 
le matrici  Sn
*  e  Γˆn
*  con le medesime formule delle matrici  Sn  e  Γˆn . Utilizzando 
 Sn
*  e  Γˆn
*  nella funzione di discrepanza ADF otterremo una statistica bootstrap, 
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 TADF
* . La procedura di bootstrap simula la procedura reale di campionamento dalla 
popolazione. È dunque ragionevole assumere una somiglianza nelle relazioni che 
intercorrono tra -campione bootstrap e popolazione bootstrap e -campione 
osservato e popolazione reale. Questo significa che possiamo avere informazioni 
sull’errore sistematico associato alla statistica  TADF  nel campione originale, 
esaminando  il bias che emerge nel campione bootstrap. In particolare, Yung e 
Bentler (1994) propongono di stimare le quantità Bias1 e Bias2 nelle Equazioni 80-
81 come  TADF
* − TADF  e  TADF
* / TADF . Naturalmente, affinché le stime del bias non 
siano casuali, il numero di ricampionamenti dovrà essere necessariamente 
maggiore di uno. Perciò, la statistica  TADF
*  dovrà provenire dalle informazioni 
raccolte su molti campioni bootstrap indipendenti.  
Vediamo ora nel dettaglio la procedura di correzione per ogni singolo valore 
campionario della statistica  TADF  (Yung & Bentler, 1994, pg. 68-70): 
1. Dato un campione osservato di grandezza n (sul quale si minimizza la 
funzione ADF ottenendo la statistica ordinaria  TADF ) si ricampionano con 
reinserimento n osservazioni (campione bootstrap) calcolando la relativa 
matrice di varianza-covarianza  
Sn,1
* .  





* ,…,  
Sn,B
* . Le matrici  Sn
*  e  Γˆn













* = N ⋅ uvec(Sn,i
* )− uvec(Sn
* )( ) uvec(Sn,i* )− uvec(Sn* )( )′ (B −1),
i=1
B
∑  (83)  
            dove uvec(.) è un operatore matriciale che estrae gli elementi triangolari     
            inferiori di una matrice simmetrica, trasformandoli in un vettore riga.  
3. Le matrici  Sn
*  e  Γˆn
*  vengono inserite nella procedura di stima ADF 
ottenendo, al termine della minimizzazione, la statistica bootstrap  TADF
* . 
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1 = T *ADF − TADF ,  (84)  




2 = T *ADF TADF .  (85)  
 
5. Sostituendo le equazioni (84) e (85) nelle formule di correzione (80) e 
(81), vengono definite le nuove statistiche corrette BC1 (bias additivo) e 
BC2 (bias proporzionale): 
 
 
TADF,BC1 = 2 ⋅TADF − TADF






* .  (87)  
 
L’efficacia della procedura di correzione è stata dimostrata da Yung e Bentler 
(1994) con uno studio empirico Monte Carlo. I risultati hanno confermato che per 
grandezze campionarie  N = 500 , la statistica ADF corretta per un bias additivo 
presenta tassi di rifiuto in linea con quelli nominali, anche in presenza di variabili 
non-normali. Il merito del lavoro è quello di aver ridato vita ad una procedura 
utilizzabile in modo corretto indipendentemente dalla distribuzione dei dati. 
Nonostante i risultati promettenti, la procedura correttiva delle stime ADF non è 
stata molto studiata in letteratura.  
La generalizzazione dei risultati ad altri modelli strutturali, differenti per 
dimensioni (gradi di libertà) e tipo (alternative ai classici modelli strutturali con 
variabili latenti e modello fattoriali confermativi) rimane quindi un problema 
aperto. L’obiettivo del presente studio è stato quello di colmare parzialmente tali 
lacune concentrandosi sul modello confermativo circomplesso di Browne (1992). 
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5.2 METODO 
La conduzione di questo studio Monte Carlo si è basata sul metodo generale 
discusso nel capitolo precedente. È stato utilizzato lo stesso modello 
circomplesso, la stessa matrice di covarianza  Σ0  ipotizzata per la popolazione 
(Equazione 70), e le stesse funzioni di generazione di campioni casuali. La 
ragione di questa scelta è riconducibile alla possibilità di confrontare i risultati 
ottenuti. Utilizzando la matrice di covarianza  Σ0  sono state simulate le tre 
distribuzioni multivariate discusse in precedenza: MVN –multivariata normale, 
MVT –multivariata ellittica e AMV –asimmetrica multivariata.  Per ciascuna 
distribuzione sono state simulate cinque grandezze campionarie (N = 100, 250, 
500, 750, 1000), replicando 300 volte il processo di estrazione per ciascun valore 
di N. In ciascuna replica sono state eseguite le seguenti operazioni: 
1. Il modello strutturale di Browne è stato stimato utilizzando le procedure 
ML, GLS, SCALED e ADF. In particolare, quest’ultimo metodo di stima è 
stato implementato con ciascuna delle due forme equivalenti discusse nel 
Capitolo 3. Chiameremo ADF la funzione quadratica tradizionale 
(Equazione 52) e ADF(Chol) la funzione di discrepanza basata sulla 
fattorizzazione di Choleski (Equazione 55). In aggiunta, esclusivamente 
per la condizione MVN, il modello è stato stimato utilizzando la vera 
matrice di covarianza asintotica Γ  (Equazione 39), definendo le procedure 
ADF[Γ ] e ADF(Chol)[Γ ]. 
2. Ciascun campione veniva trattato come una popolazione bootstrap, 
ricampionando B = 250 campioni bootstrap. Seguendo le operazioni 
descritte nei punti 1-5 illustrati nell’introduzione, sono state ottenute le 
statistiche bootstrap  TADF
* ,  
TADF(Chol)
* ,  TSCALED
* ,  TML
* ,  TGLS
*  e le relative 
statistiche corrette per il bias TADF;BC1, TADF;BC2, TADF(Chol);BC1, 
TADF(Chol);BC2, TSCALED;BC1, TSCALED;BC2, TML;BC1, TML;BC2, TGLS;BC1 e 
TGLS;BC2. 
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3. Inoltre, per ciascun campione venivano calcolate le seguenti somme dei 





























, dove  Σˆ  e  Σˆ*  sono le matrici riprodotte dal modello 
stimato attraverso la procedura ordinaria e bootstrap,  Γˆn  e  Γˆn
*  sono le 
matrici stimate con l’Equazione 51, utilizzando gli elementi delle matrice 
ordinaria  Sn  e  bootstrap  Sn
* , ed infine  ΓˆSn  e  ΓˆSn
*  sono le matrici stimate 
con l’Equazione 39 utilizzando, rispettivamente,  Σˆ  e  Σˆ* .  La media di 
queste quantità lungo le 300 repliche ha fornito una stima dello scarto 
quadratico medio dei rispettivi stimatori. 
 
La prestazione delle diverse statistiche campionarie nelle diverse condizioni del 
disegno Monte Carlo, è stata valutata utilizzando le quantità riassuntive descritte 
nello studio precedente. In particolare, sono state utilizzate: (a) le medie e le 
deviazioni standard empiriche delle statistiche chi-quadrato; (b) i tassi di rifiuto 
osservati per tre livelli nominali (.15, .05, .01); (c) il test di Kolmogorov-Smirnoff  
e (d) i QQ-plot relativi ai quantili empirici delle statistiche T, confrontati con i 
quantili teorici della distribuzione attesa  χ17
2 .  L’insieme di questi strumenti ha 
permesso di caratterizzare in modo adeguato la distribuzione delle costanti 
campionarie di verifica chi-quadrato. In particolare, come già detto nello Studio 1, 
trattandosi di uno studio simulativo con un numero finito di repliche, i tassi di 
rifiuto osservati erano soggetti a variabilità campionaria. Non ci si poteva 
attendere una corrispondenza perfetta fra tassi di rifiuto osservati e nominali, 
nemmeno in presenza di una perfetta statistica chi-quadrato centrale con 17 gradi 
di libertà. Perciò, il giudizio sui tassi di rifiuto è stato basato sulla definizione di 
un intervallo di accettazione i cui limiti sono dati dall’Equazione 74. 
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5.3 RISULTATI E DISCUSSIONE 
Prima di passare ai risultati relativi alle distribuzioni delle statistiche T, è 
opportuno analizzare i cambiamenti determinati dalla procedura di 
ricampionamento sulle matrici  Sn
* ,  Γˆn
*  e  ΓˆSn
* . Le Tabelle 25 e 26 mostrano i 




, relativi agli elementi delle matrici di varianza-covarianza per le 








sono sostanzialmente coincidenti per tutte 
le grandezza campionarie e in tutte e tre le distribuzioni. Dal momento che  Sn  e 
 Sn
*  sono simili e sono l’unica matrice richiesta per i metodi ML e GLS, allora 
anche le matrici riprodotte  Σˆ  (determinata da  Sn ) e  Σˆ
*  (determinata da  Sn
* ), così 
come le matrici  ΓˆSn  e  ΓˆSn
*  ottenute utilizzando, rispettivamente,  Sn  e  Sn
*  




 e bootstrap  
uvec(Σˆ* − Σ)
2
 per i metodi ML e GLS hanno quasi 
lo stesso valore, per tutte e tre le distribuzioni e lungo le cinque grandezze 








 hanno valori coincidenti 
trasversalmente a tutti i valori di N. Il generale decremento dei valori delle somme 
al quadrato all’aumentare della grandezza campionaria riflette la consistenza delle 
stime. Fatte queste premesse, ci si attende che i metodi ML e GLS non risentano 
della procedura di correzione qui trattata, dal momento che si basano su una 
matrice  Sn  la cui stima è priva di errore sistematico. 
Per il metodo ADF e ADF(Chol), basati sulle formule (52) e (55) le medie delle 
quantità ordinarie  
uvec(Σˆ − Σ)
2
 sono leggermente (e sistematicamente) inferiori 
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rispetto alla quantità bootstrap  
uvec(Σˆ* − Σ)
2
 . Una differenza ben maggiore si 
nota nella condizione MVN tra le quantità ordinarie  
uvec(Γˆn − Γ)
2





 . La procedura di ricampionamento aggiunge al bias l’errore 
casuale di campionamento e ne inflaziona l’effetto. È proprio da questo principio 
che deriva la correzione delle statistiche basata sul metodo bootstrap. Tuttavia, il 
bias non è legato alla stima di  Σˆ , quanto alla stima di  Γˆn  da cui ovviamente 
dipende il valore finale delle statistiche  TADF  e  
TADF(Chol) .  
La procedura correttiva denominata SCALED si basa sulle stesse quantità della 
procedura ADF, anche se la matrice di ponderazione  Γˆn  non viene invertita ma 




TSCALED; BC1  e  
TSCALED; BC2  fornirà informazioni utili per valutare l’effetto sul bias 
della manipolazione della matrice  Γˆn . 
Le Tabelle 27, 28, e 29 mostrano le medie e le deviazioni standard  per le 300 
repliche delle statistiche T, nelle tre distribuzioni simulate. Una statistica T 
perfettamente distribuita come un  χ17
2  deve avere una media pari ai gradi di 
libertà [17] ed una deviazione standard uguale a  2 ⋅17 = 5.831. Una buona 
approssimazione prevede valori vicini ai valori teorici attesi.  
Nella condizione MVN (Tabella 27) le medie e le deviazioni standard relative ai 
metodi ML e GLS sono in linea con i valori teorici. La procedura bootstrap e le 
relative correzioni non modificano tali corrispondenze. L’effetto del 
ricampionamento è invece evidente per le statistiche  T
*
ADF  e  
T *ADF(Chol)   i cui valori 
di media e deviazione standard risultano ancora più eccessivi di quelli relativi alle 
statistiche  TADF  e  
TADF(Chol) , provocando dei fenomeni di correzione eccessiva nelle 
statistiche BC1 e BC2. Le statistiche SCALED oltre a presentare valori vicini alle 
aspettative, non risentono della correzione per una bias additivo o moltiplicativo, 
nonostante la discrepanza evidente tra le matrici  Γˆn  e  Γˆn
*  (vedi Tabella 26), 




	   	  
  
	   	  
Università degli Studi di Trieste  -  Anno Accademico 2008/2009 
responsabile dell’inflazione delle medie e deviazioni standard delle statistiche 
 T
*
ADF  e  
T *ADF(Chol) . Inoltre, utilizzando la vera matrice asintotica di covarianza Γ , la 
procedura ADF[Γ ] produce statistiche meglio distribuite rispetto alla procedura 
ADF(Chol)[Γ ], indicando come la manipolazione della matrice Γ  (inversione e 
fattorizzazione di Choleski) abbia un ruolo rilevante nel determinare il bias 
associato alla procedura ADF. 
Le Tabelle 28 e 29 mostrano le medie e le deviazioni standard per le distribuzioni 
non normali MVT e AMV. La procedura SCALED ha delle medie e deviazioni 
standard vicine ai valori teorici attesi e solamente nella condizione AMV sono 
necessarie grandezze campionarie  N ≥ 250 .  La procedura di correzione del bias 
non altera i valori ordinari  TSCALED .  
Le medie e deviazioni standard ML e GLS sono eccessivamente inflazionate in 
condizioni di non normalità e non risentono della correzione per i bias. Infatti, 
come visto in precedenza per le somme dei residui al quadrato, le quantità 
utilizzate da queste due procedure non sono interessate da errori sistematici di 
stima campionaria. A beneficiare della procedura di correzione sono invece le 
statistiche  TADF  e  
TADF(Chol) . Nella condizione MVT, i valori di medie e deviazioni 
standard delle statistiche ordinarie sono del tutto paragonabili tra i due metodi e in 
linea con i valori teorici per  N ≥ 500 . La procedura di ricampionamento 
(Bootstrap) peggiora i valori di medie e deviazioni standard, che sono invece 
riportati in linea con i valori teorici attesi da entrambe le procedura di correzione 
(BC1 e BC2), per valori di grandezze campionarie  N ≥ 250 . 
Nella condizione AMV, le stime ordinarie e bootstrap per i metodi ADF e 
ADF(Chol) sono eccessivamente elevate. In particolare, le medie e deviazioni 
standard ADF(Chol) sono maggiori rispetto a quelle della procedura ADF, ed 
insensibili alla procedure di correzione BC1 e BC2, che riportano invece le 
statistiche  TADF  entro i valori attesi per valori  N ≥ 250 .  
Le Tabelle 30-31-32 mostrano i tassi di rifiuto osservati nelle tre distribuzioni 
simulate, per le statistiche ordinarie, bootstrap e corrette per un bias additivo –
BC1 o moltiplicativo –BC2.  
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Per le quatto statistiche  ML e GLS, non c’è differenza nei tassi di rifiuto osservati 
che risultano fuori dai limiti dell’intervallo di previsione I.P.(95%) (Equazione 
74) nelle condizioni di non-normalità delle variabili osservate. Per le statistiche 
SCALED ordinarie, bootstrap, BC1 e BC2, i tassi di rifiuto sono accettabili con 
valori  N ≥ 100  nelle distribuzioni MVN e MVT, mentre nella condizione AMV 
sono necessari grandezza campionarie  N ≥ 250 . Le statistiche  bootstrap  T
*
ADF  e 
 
T *ADF(Chol)  mostrano tassi di rifiuto peggiori rispetto alle statistiche ordinarie  TADF  e 
 
TADF(Chol) . Tale peggioramento è causato dell’emersione del bias in seguito alla 
procedura di ricampionamento. In generale, le correzioni per un bias additivo e 
moltiplicativo riportano i tassi di rifiuto osservati più vicini ai valori nominali, 
soprattutto per le statistiche ADF nella distribuzione AMV. La Tabella 32 
permette di ribadire quanto osservato per le medie e deviazioni standard delle 
statistiche ADF(Chol), ovvero, l’inefficacia delle procedure di correzione del bias 
per valori  N ≤ 1000  (dati non mostrati). 
I tassi di rifiuto osservati sulla coda superiore della distribuzione, la media e la 
deviazione standard, sono aspetti limitati per caratterizzare la distribuzione di una 
statistica. Come nello Studio 1, anche questa indagine sperimentale si serve di 
QQ-plots per avere una quadro più completo dell’intera distribuzione. La loro 
consultazione permette inoltre di rimarcare alcune osservazioni fatte. 
Nella condizione MVN (Figura 8), i profili delle quattro statistiche (ordinarie, 
bootstrap, BC1 e BC2) sono sostanzialmente coincidenti nei metodi ML, GLS e 
SCALED. Lo stesso schema si osserva per i campioni MVT (Figura 9) e AMV 
(Figura10), con l’unica differenza che per valori  N ≤ 500 , le statistiche  TSCALED  
sono meglio distribuite delle statistiche  TML  e TGLS . L’osservazione rilevante 
riguarda le statistiche SCALED ordinarie (linea nera continua) e bootstrap (linea 
nera tratteggiata) le quali, sebbene si basino su due matrici  Γˆn  e  Γˆn
*  piuttosto 
diverse (confronta Tabelle 25 e 26), mostrano una distribuzione sovrapponibile. 
Le stesse due matrici  Γˆn  e  Γˆn , determinano evidenti differenze tra le statistiche 
ADF e ADF(Chol) ordinarie (linea nera continua) e bootstrap (linea nera 
tratteggiata). La discriminante suggerita è l’utilizzo diretto (non invertite) di 
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queste matrici nel metodo SCALED. A favore dell’ipotesi sulla manipolazione 
della matrice di ponderazione gamma, depone il diverso comportamento delle 
statistiche ADF rispetto alle statistiche ADF(Chol). Queste ultime sono infatti 
basate anche sulla fattorizzazione di Choleski della matrice gamma. La Figura 8 
mostra come la linea nera tratteggiata (bootstrap) e continua (ordinaria) siano più 
separate per il metodo ADF(Chol). Inoltre, l’utlizzo della vera matrice Γ  produce 
una distribuzione delle statistiche TΓ (linee tratteggiate rosse) per  N = 100  in 
linea con i quantili teorici attesi (eccetto alcune fluttuazioni casuali) soprattutto 
per il metodo ADF classico.  
Nella condizione AMV (Figura 10) per valori campionari  N = 250  la procedura 
di correzione del bias (linee continue blu e verdi) funziona esclusivamente per le 
statistiche ADF classiche. Per grandezze campionarie  N = 500  (Figura 11) e 
superiori (dati non mostrati), il quadro complessivo dei risultati non cambia. In 
particolare, le procedure di correzione del bias additivo (BC1) e moltiplicativo  
(BC2) hanno uguale successo nel metodo ADF basato sulla funzione di 
discrepanza in forma quadratica classica (Equazione 52). 
5.3.1 CONCLUSIONI 
In conclusione, il metodo per la correzione delle statistiche ADF basato sulla 
procedura di Yung e Bentler (1994) si è rivelato estremamente utile. Anche in un 
modello strutturale circomplesso CSPMF (Browne, 1992), la procedura di 
correzione permette di ottenere statistiche chi-quadrato correttamente distribuite 
per grandezza campionarie ragionevoli. In particolare, utilizzando la forma 
quadratica classica della funzione ADF (Equazione 52), sono sufficienti 
grandezze campionarie N ≥ 250. L’origine del bias nella procedura ADF è 
sicuramente legata all’inversione della matrice di ponderazione. Infatti, la 
procedura si dimostra neutrale nelle statistiche SCALED, distribuite in modo 
adeguato in tutte e tre le distribuzioni simulate. La procedura SCALED 
(correzione di Satorra-Bentler delle stime ML) utilizza in modo diretto la matrice 
di ponderazione W, mentre la funzione di discrepanza ADF ne richiede 
l’inversione. L’ipotesi della manipolazione della matrice  W viene ulteriormente 
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confermata dai risultati di questo studio, grazie all’introduzione di una condizione 
mai provata prima in letteratura. Infatti, l’implementazione della procedura 
alternativa ADF(Chol) (Equazione 55) in cui la matrice di ponderazione invertita 
è una matrice fattorizzata, permette di inserire una nuova fonte di manipolazione 
aggiuntiva. L’inefficacia della procedura di correzione per grandezze N < 1000 e 
l’emersione di un bias maggiore rispetto alla funzione ADF classica, dimostrano 
verificata l’ipotesi iniziale. 
Tra gli aspetti innovativi di questo studio rispetto al lavoro originale di Yung e 
Bentler (1994), si sottolinea l’utilizzo di una distribuzione asimmetrica 
multivariata (AMV). La condizione di non-normalità simulata dagli autori non 
alterava il valore di asimmetria multivariata, lasciando aperto l’interrogativo sulla 
generalizzazione dei risultati a distribuzioni non simmetriche (Yung e Bentler, 
1994, pg. 83). I risultati ottenuti depongono a favore di una generalizzazione della 
procedura di correzione in distribuzioni asimmetriche, perlomeno utilizzando un 
modello confermativo CSPMF.  
L’uguale efficacia delle correzioni per un bias additivo (BC1) e moltiplicativo 
(BC2) non sorprende. Nonostante i risultati di Yung e Bentler andassero 
chiaramente nella direzione di un bias additivo, gli autori riconobbero come “la 
forma del bias delle statistiche ordinarie ADF sia molto complicata. 
Caratterizzata da componenti additive e moltiplicative combinate in modi 
complessi, in modo dipendente dalla posizione nella distribuzione, dalla 









	   	  
  
	   	  




Medie delle somme dei residui al quadrato (non duplicati). Distribuzione MVN 
 
   N=100 N=250 N=500 N=750 N=1000 
 Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap 
 uvec Sn − Σ( )
2  uvec S*n − Σ( ) 2  .9130 .8970 .3557 .3549 .1806 .1804 .1192 .1192 .0890 .0892 
ML uvec Σˆ − Σ( ) 2  uvec Σˆ* − Σ( ) 2  .6218 .6156 .2295 .2291 .1154 .1151 .0766 .0766 .0576 .0577 
GLS uvec Σˆ − Σ( ) 2  uvec Σˆ* − Σ( ) 2  .7068 .7271 .2481 .2518 .1194 .1203 .0784 .0790 .0582 .0585 
 uvec Σˆ − Σ( ) 2  uvec Σˆ* − Σ( ) 2  .9000 .9460 .2749 .2921 .1248 .1337 .0810 .0856 .0595 .0635 
 uvec Γˆn − Γ( ) 2  uvec Γˆ*n − Γ( ) 2  109.7325 125.9049 44.9332 61.8225 22.7155 39.9954 15.4327 32.6283 11.5423 29.0830 
ADF uvec ΓˆSn − Γ( ) 2  uvec Γˆ*Sn − Γ( ) 2  45.2209 43.4803 16.8167 16.6314 8.4692 8.4161 5.5651 5.5425 4.1662 4.1679 
ADFChol uvec Σˆ − Σ( ) 2  uvec Σˆ* − Σ( ) 2  .8534 .8981 .2860 .2983 .1331 .1418 .0841 .0891 .0633 .0684 
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TABELLA 26 
Medie delle somme dei residui al quadrato (non duplicati) . Distribuzione MVT & AMV 
 
        
   N=100 N=250 N=500 N=750 N=1000 
MVT Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap 
 uvec Sn − Σ( )
2  uvec S*n − Σ( ) 2  2.9559 2.8318 1.9077 1.8641 1.4710 1.4522 1.4123 1.3983 1.3198 1.3052 
ML uvec Σˆ − Σ( )
2  uvec Σˆ* − Σ( ) 2  2.4645 2.3391 1.6624 1.6194 1.3418 1.3228 1.3230 1.3081 1.2528 1.2385 
GLS uvec Σˆ − Σ( )
2  uvec Σˆ* − Σ( ) 2  1.5783 1.4963 1.2316 1.1958 1.1139 1.0952 1.1593 1.1439 1.1323 1.1189 
ADF uvec Σˆ − Σ( )
2  uvec Σˆ* − Σ( ) 2  1.4264 1.4846 .9363 .9690 .8995 .9186 .9659 .9779 .9754 .9759 
ADFChol uvec Σˆ − Σ( )
2  uvec Σˆ* − Σ( ) 2  2.6451 2.7579 1.4587 1.5394 1.1330 1.1892 1.1252 1.1783 1.0768 1.1274 
        
   N=100 N=250 N=500 N=750 N=1000 
AMV Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap Ordinarie Bootstrap 
 uvec Sn − Σ( )
2  uvec S*n − Σ( ) 2  7.5882 7.3003 6.9314 6.8639 7.0707 7.0108 6.8845 6.8626 6.7276 6.6568 
ML uvec Σˆ − Σ( )
2  uvec Σˆ* − Σ( ) 2  6.5405 6.2998 6.3667 6.2936 6.7317 6.6712 6.6215 6.6005 6.5295 6.4603 
GLS uvec Σˆ − Σ( )
2  uvec Σˆ* − Σ( ) 2  7.1083 7.0944 5.8640 5.7545 5.9999 5.9351 6.1583 6.0950 6.0238 5.9942 
ADF uvec Σˆ − Σ( )
2  uvec Σˆ* − Σ( ) 2  4.7736 3.2609 3.0245 3.1152 3.7046 3.7537 4.0821 4.1396 4.3491 4.3872 
ADFChol uvec Σˆ − Σ( )
2  uvec Σˆ* − Σ( ) 2  16.5846 17.1221 7.6294 7.9290 6.7380 6.8619 6.9045 7.0610 6.4227 6.5304 
             




	   	  
  
	   	  









Medie e deviazioni standard delle statistiche ordinarie, bootstrap,  
corrette per un bias additivo (BC1) e proporzionale (BC2). Distribuzione MVN 
 
 N Ordinarie Bootstrap BC1 BC2 
      
ML 500 16.865 (5.656) 16.953 (5.693) 16.777 (5.671) 16.794 (5.672) 
 250 17.231 (5.696) 17.314 (5.704) 17.149 (5.729) 17.164 (5.726) 
 100 17.396 (5.877) 17.486 (6.011) 17.334 (5.851) 17.355 (5.859) 
      
GLS 500 16.584 (5.448) 16.668 (5.48) 16.501 (5.465) 16.517 (5.465) 
 250 16.669 (5.440) 16.747 (5.438) 16.591 (5.482) 16.605 (5.479) 
 100 15.803 (5.135)** 15.813 (5.146)** 15.793 (5.158)** 15.804 (5.157)** 
      
SCALED 500 16.982 (5.672) 17.016 (5.704) 16.948 (5.718) 16.972 (5.721) 
 250 17.449 (5.739) 17.435 (5.774) 17.462 (5.775) 17.486 (5.776) 
 100 17.89 (5.956)* 17.654 (5.975)* 18.147 (6.081)** 18.183 (6.099)** 
      
ADF 500 17.702 (5.903) 19.05 (6.479)*** 16.354 (5.914) 16.589 (5.885) 
 250 18.930 (6.640)*** 20.238 (7.419)*** 17.623 (6.484) 17.864 (6.497)* 
 100 21.452 (7.896)*** 22.739 (8.642)*** 20.166 (8.154)*** 20.476 (8.035)*** 
      
ADFChol 500 16.648 (5.757) 17.834 (6.394) 15.462 (6.079)*** 15.789 (6.128)*** 
 250 17.766 (6.57) 18.872 (7.463)*** 16.66 (6.592) 16.984 (6.642) 
 100 18.809 (7.136)*** 20.329 (8.329)*** 17.29 (7.556)* 17.823 (7.466)* 
      
ADFCholΓ/ 
ADFΓ 
500 15.980 (5.473)*/ 
16.500 (5.607) _ _ _ 
 250 16.124 (5.442)**/ 
16.589 (5.398) _ _ _ 
 100 15.672 (5.611)**/ 
16.343 (5.956) _ _ _ 
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TABELLA 28 
Medie e deviazioni standard delle statistiche ordinarie, bootstrap,  
corrette per un bias additivo (BC1) e proporzionale (BC2). Distribuzione MVT 
 
 N Ordinarie Bootstrap BC1 BC2 
      
ML 500 22.188 (7.676)*** 22.387 (7.571)*** 22.098 (7.841)*** 22.127 (7.855)*** 
 250 21.446 (7.197)*** 21.542 (7.226)*** 21.367 (7.246)*** 21.387 (7.244)*** 
 100 21.300 (7.551)*** 21.469 (7.599)*** 21.131 (7.634)*** 21.192 (7.624)*** 
      
GLS 500 21.660 (7.360)*** 21.814 (7.311)*** 21.506 (7.485)*** 21.531 (7.491)*** 
 250 20.449 (6.658)*** 20.543 (6.698)*** 20.354 (6.670)*** 20.372 (6.668)*** 
 100 18.699 (5.907)*** 18.660 (5.626)*** 18.738 (6.549)*** 18.839 (7.392)*** 
      
SCALED 500 17.005 (5.708) 17.049 (5.677) 17.026 (5.795) 17.053 (5.800) 
 250 16.951 (5.599) 16.900 (5.606) 17.020 (5.699) 17.049 (5.704) 
 100 17.802 (5.966) 17.662 (5.995) 17.985 (6.292) 18.071 (6.302)* 
      
ADF 500 17.699 (5.868) 18.902 (6.535)*** 16.496 (5.804) 16.718 (5.807) 
 250 18.280 (6.147)** 19.787 (6.918)*** 16.774 (5.977) 17.035 (5.959) 
 100 20.173 (6.64)*** 21.296 (6.860)*** 19.050 (7.329)*** 19.360 (7.485)*** 
      
ADFChol 500 17.617 (6.434) 18.773 (7.463)*** 16.462 (6.362) 16.800 (6.383) 
 250 18.555 (6.814)*** 20.254 (7.961)*** 16.856 (6.800) 17.301 (6.774) 
 100 21.729 (8.970)*** 23.470 (10.331)*** 19.968 (9.958)*** 20.777 (10.515)*** 




Medie e deviazioni standard delle statistiche ordinarie, bootstrap,  
corrette per un bias additivo (BC1) e proporzionale (BC2). Distribuzione AMV 
 
 N Ordinarie Bootstrap BC1 BC2 
      
ML 500 36.112 (14.100)*** 36.216 (14.252)*** 36.007 (14.078)*** 36.061 (14.097)*** 
 250 34.147 (14.379)*** 34.283 (14.777)*** 33.958 (14.244)*** 34.008 (14.268)*** 
 100 31.045 (11.192)*** 31.101 (11.311)*** 30.852 (11.116)*** 30.897 (11.148)*** 
      
GLS 500 36.467 (15.737)*** 36.535 (15.847)*** 36.399 (15.75)*** 36.444 (15.767)*** 
 250 33.047 (12.815)*** 33.019 (12.779)*** 33.074 (12.940)*** 33.106 (12.945)*** 
 100 27.665 (9.717)*** 27.613 (9.504)*** 27.716 (10.229)*** 27.804 (10.644)*** 
      
SCALED 500 16.836 (5.352) 16.837 (5.417) 16.818 (5.397) 16.853 (5.401) 
 250 18.153 (6.523) 17.998 (6.399)* 18.210  (6.710)* 18.250 (6.728)* 
 100 19.688 (6.429)*** 19.472 (6.396)*** 19.824 (6.537)*** 19.878 (6.532)*** 
      
ADF 500 18.074 (5.716)*** 19.465 (6.422)*** 16.684 (5.578) 16.920  (5.578) 
 250 18.926  (5.607)*** 20.457 (6.687)*** 17.395 (6.465) 17.910  (7.840) 
 100 22.438 (7.542)*** 24.123 (8.510)*** 20.754 (8.722)*** 21.340 (9.148)*** 
      
ADFChol 500 25.447 (16.036)*** 27.263 (17.522)*** 23.63 (15.737)*** 24.188  (15.81)*** 
 250 29.157 (17.703)*** 31.892 (20.665)*** 26.421 (17.093)*** 27.287 (17.325)*** 
 100 41.146 (30.123)*** 42.977 (30.682)*** 38.688 (31.302)*** 39.871 (31.900)*** 
Note. Kolmogorov-Smirnoff - D test: ***, p ≤ .001; **, p ≤ .01; *, p ≤ .05. 
 
 




	   	  
  
	   	  




Tassi di rifiuto osservati per le statistiche ordinarie, bootstrap,  
corrette per un bias additivo (BC1) e proporzionale (BC2). Distribuzione MVN 
 α- level N Ordinarie Bootstrap BC1 BC2 
ML .15 500 .130 .133 .133 .137 
  250 .117 .127 .123 .123 
  100 .167 .165 .165 .165 
 .05 500 .047 .047 .047 .047 
  250 .057 .060 .060 .060 
  100 .047 .047 .054 .054 
 .01 500 .010 .013 .007 .007 
  250 .017 .017 .017 .017 
  100 .013 .013 .007 .007 
       
GLS .15 500 .113 .117 .113 .113 
  250 .110 .107 .110 .110 
  100 .093 .090 .083 .083 
 .05 500 .043 .040 .040 .040 
  250 .053 .057 .050 .050 
  100 .017 .010 .017 .017 
 .01 500 .003 .010 .003 .003 
  250 .013 .013 .017 .017 
  100 .003 .003 .003 .003 
       
SCALED .15 500 .143 .133 .140 .140 
  250 .137 .150 .137 .137 
  100 .194 .165 .209 .209 
 .05 500 .050 .053 .057 .057 
  250 .057 .057 .060 .060 
  100 .047 .051 .071 .071 
 .01 500 .007 .013 .007 .007 
  250 .017 .017 .023 .023 
  100 .013 .017 .013 .013 
       
ADF .15 500 .170 .260 .130 .140 
  250 .227 .307 .167 .190 
  100 .367 .443 .327 .337 
 .05 500 .060 .110 .053 .057 
  250 .097 .130 .060 .060 
  100 .213 .270 .167 .170 
 .01 500 .010 .023 .013 .013 
  250 .037 .067 .037 .037 
  100 .073 .100 .070 .070 
       
ADFChol .15 500 .117 .213 .110 .120 
  250 .173 .217 .150 .157 
  100 .277 .323 .207 .220 
 .05 500 .050 .093 .057 .060 
  250 .087 .120 .063 .063 
  100 .110 .180 .107 .110 
 .01 500 .010 .013 .013 .013 
  250 .020 .043 .023 .027 
  100 .037 .073 .033 .043 
Note.I tassi di rifiuto fuori dall’I.P.(95%) sono sottolineati. 
 




	   	  
  
	   	  





Tassi di rifiuto osservati per le statistiche ordinarie, bootstrap,  
corrette per un bias additivo (BC1) e proporzionale (BC2). Distribuzione MVT 
 α- level N Ordinarie Bootstrap BC1 BC2 
ML .15 500 .440 .438 .431 .434 
  250 .367 .388 .371 .371 
  100 .360 .372 .345 .345 
 .05 500 .200 .226 .205 .205 
  250 .190 .187 .201 .201 
  100 .202 .213 .183 .183 
 .01 500 .083 .098 .081 .081 
  250 .060 .064 .067 .067 
  100 .068 .081 .062 .062 
       
GLS .15 500 .407 .410 .387 .390 
  250 .310 .323 .313 .313 
  100 .230 .230 .227 .227 
 .05 500 .190 .193 .183 .183 
  250 .160 .157 .150 .150 
  100 .070 .063 .070 .070 
 .01 500 .067 .070 .070 .070 
  250 .043 .043 .050 .050 
  100 .010 .007 .017 .017 
       
SCALED .15 500 .143 .148 .141 .141 
  250 .157 .157 .144 .144 
  100 .188 .179 .203 .207 
 .05 500 .040 .044 .047 .047 
  250 .050 .043 .050 .050 
  100 .058 .061 .066 .066 
 .01 500 .010 .010 .010 .010 
  250 .003 .003 .003 .003 
  100 .014 .017 .024 .024 
       
ADF .15 500 .197 .247 .143 .153 
  250 .207 .293 .157 .160 
  100 .283 .360 .240 .243 
 .05 500 .057 .097 .040 .040 
  250 .073 .147 .053 .060 
  100 .120 .187 .097 .097 
 .01 500 .013 .020 .007 .007 
  250 .013 .033 .010 .010 
  100 .047 .050 .037 .037 
       
ADFChol .15 500 .173 .230 .143 .147 
  250 .243 .330 .177 .190 
  100 .366 .428 .305 .329 
 .05 500 .060 .110 .050 .053 
  250 .087 .173 .073 .080 
  100 .215 .258 .185 .191 
 .01 500 .017 .040 .010 .013 
  250 .033 .067 .023 .030 
  100 .111 .144 .081 .091 
       
Note.I tassi di rifiuto fuori dall’I.P.(95%) sono sottolineati. 
 
 




	   	  
  
	   	  





Tassi di rifiuto osservati per le statistiche ordinarie, bootstrap,  
corrette per un bias additivo (BC1) e proporzionale (BC2). Distribuzione AMV 
 α-level N Ordinarie Bootstrap BC1 BC2 
ML .15 500 .855 .848 .851 .851 
  250 .785 .787 .775 .775 
  100 .769 .768 .777 .777 
 .05 500 .725 .726 .710 .710 
  250 .650 .657 .653 .653 
  100 .574 .571 .570 .570 
 .01 500 .514 .505 .504 .504 
  250 .456 .448 .432 .432 
  100 .354 .364 .342 .342 
       
GLS .15 500 .853 .850 .850 .850 
  250 .753 .760 .777 .780 
  100 .653 .650 .660 .660 
 .05 500 .720 .700 .717 .717 
  250 .627 .640 .620 .623 
  100 .433 .450 .423 .423 
 .01 500 .483 .483 .510 .510 
  250 .453 .443 .447 .447 
  100 .210 .213 .200 .200 
       
SCALED .15 500 .141 .144 .134 .134 
  250 .198 .197 .216 .216 
  100 .256 .237 .285 .285 
 .05 500 .022 .036 .033 .033 
  250 .084 .075 .089 .089 
  100 .113 .111 .114 .114 
 .01 500 .004 .004 .007 .007 
  250 .021 .021 .025 .025 
  100 .051 .040 .052 .052 
       
ADF .15 500 .180 .247 .130 .137 
  250 .233 .330 .153 .157 
  100 .418 .512 .318 .348 
 .05 500 .057 .100 .037 .037 
  250 .050 .130 .040 .040 
  100 .201 .247 .151 .161 
 .01 500 .013 .027 .013 .013 
  250 .017 .030 .013 .013 
  100 .094 .114 .077 .077 
       
ADFChol .15 500 .417 .497 .360 .377 
  250 .557 .617 .470 .500 
  100 .757 .799 .686 .693 
 .05 500 .297 .353 .263 .273 
  250 .410 .463 .343 .357 
  100 .659 .704 .563 .601 
 .01 500 .180 .223 .153 .163 
  250 .260 .327 .213 .227 
  100 .547 .585 .468 .478 
       
Note.I tassi di rifiuto fuori dall’I.P.(95%) sono sottolineati. 
 
 




	   	  
  
	   	  

































































Figura 8. QQ-plot. Distribuzione MVN. 




	   	  
  
	   	  





























































Figura 9. QQ-plot. Distribuzione MVT. 




	   	  
  
	   	  































































Figura 10. QQ-plot. Distribuzione AMV. 




	   	  
  
	   	  



































































Figura 11. QQ-plot. Distribuzione MVN, MVT, AMV, per N = 500. 
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Le prestazioni delle tecniche di analisi strutturale in condizioni di non-normalità 
multivariata dei dati sono discusse da più di un decennio. Come ben noto al 
crescente numero di utilizzatori di tali tecniche, come l’analisi fattoriale 
confermativa e i modello di equazioni strutturali in generale, le procedure 
utilizzabili in queste condizioni sono molteplici. Nonostante i metodi standard 
basati sulla normalità multivariata (ML e GLS) siano sistematicamente descritti 
come non robusti alla violazione di tale assunto, la teoria statistica ne suggerisce 
una robustezza asintotica in condizioni piuttosto particolari (Browne, 1987; 
Anderson & Amemiya, 1988; Browne & Shapiro, 1988; Amemiya & Anderson, 
1990; Moojiart & Bentler, 1991) e difficilmente verificabili nella pratica di analisi 
dei dati empirici (Hu, Bentler & Kano, 1992). Viste le problematiche di 
robustezza dei metodi tradizionali, sono stati sviluppati metodi di stima basati su 
assunzioni più generali rispetto alla normalità multivariata, ma più restrittive 
rispetto ad una distribuzione arbitraria. Browne (1984) ha introdotto la teoria 
multivariata ellittica nell’analisi delle strutture di covarianza. Le distribuzioni 
ellittiche sono una classe di distribuzioni multivariate simmetriche, come la 
normale, le cui code possono essere identiche a quelle della distribuzione normale 
multivariata, così come più “pesanti” (allungate) o “leggere” (contenute). In 
queste distribuzioni è sufficiente considerare un solo parametro aggiuntivo, il 
valore di curtosi comune a tutte le variabili osservate, in modo da ottenere 
stimatori asintoticamente ottimali e statistiche chi-quadrato correttamente 
distribuite. Tale parametro indica appunto l’estensione della coda della 
distribuzione rispetto a quella di una distribuzione normale. Se il modello 
strutturale rispetta una condizione di invarianza di scala, tale per cui il valore della 
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funzione di discrepanza rimane costante anche quando ciascuna variabile viene 
moltiplicata per una costante (Cudeck, 1989), allora, i calcoli si semplificano e 
sarà sufficiente correggere le stime ottenute con la procedure basate sulla 
normalità multivariata (ECML).  
Kano, Berkane e Bentler (1990) hanno esteso la teoria della distribuzione ellittica 
dimostrando come un semplice aggiustamento della matrice di ponderazione 
basata sulla teoria normale multivariata, utilizzando i valori di curtosi (marginale) 
univariata, determini stimatori asintoticamente efficienti dei parametri strutturali e 
una statistica di verifica chi-quadrato robusta. Questo metodo, basato sulla teoria 
della curtosi eterogenea (HK), è più complicato dal punto di vista computazionale 
rispetto al metodo della correzione ellittica di Browne. Tuttavia, è applicabile ad 
una classe di distribuzioni multivariate più ampia in cui i parametri di curtosi 
possono avere un valore eterogeneo. In altre parole, sebbene si assuma una 
simmetria multivariata, le code delle distribuzioni univariate non necessariamente 
saranno ugualmente pesanti (o leggere). La classe multivariata comprende quindi 
distribuzioni simmetriche dai contorni non necessariamente ellittici. Le 
distribuzioni ellittiche e normali multivariate rappresentano casi particolari di 
questa classe con valori di curtosi marginali rispettivamente costanti o nulli.  
Nonostante le preferibili proprietà teoriche, la diffusione del metodo 
asintoticamente indipendente dalla distribuzione dei dati (ADF; Browne, 1984) è 
stata seriamente compromessa dalla necessità di calcolare i momenti di ordine 
quarto delle variabili misurate. I momenti di ordine quarto riflettono la forma 
della coda delle distribuzioni univariate rispetto a quella della distribuzione 
normale. Dal punto di vista computazionale sono stimatori piuttosto onerosi da 
ottenere, richiedendo operazioni piuttosto lunghe di calcolo, e piuttosto instabili, 
soprattutto nei piccoli campioni. Una caratteristica allettante del  metodo HK è 
che i momenti di ordine quarto delle variabili osservate non devono essere 
calcolati, come avviene nella procedura ADF, dal momento che sono una 
funzione delle varianze, covarianze e curtosi univariate campionarie. Ne risulta 
quindi una praticità maggiore rispetto al metodo ADF, fortemente vincolante nel 
numero di variabili osservate utilizzabili e soprattutto nelle grandezze 
campionarie richieste. Il problema dell’utilizzo pratico del metodo ADF in piccoli 
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campioni è stato affrontato con successo da Yung e Bentler (1994), utilizzando 
una procedura correttiva basata sul metodo bootstrap. Tale procedura si è 
dimostrata efficace per grandezza campionarie comparabili con quelle 
comunemente utilizzate in pratica. 
Un metodo generale di correzione delle stime ottenute con procedure non robuste 
è stato proposto da Satorra e Bentler (vedi Bentler & Yuan, 1999; Hu Bentler & 
Kano, 1992). Il loro approccio si basa sul calcolo di un parametro di correzione, 
basato sui momenti di ordine quarto campionari, che dividerà la statistica chi-
quadrato ottenuta con uno dei metodi discussi. Naturalmente, l’utilizzo più 
proficuo si avrà con i metodi ML e GLS, basati sul rigido assunto di normalità 
multivariata. 
Essendo teorie asintotiche, le proprietà di questi metodi di stima sono garantite 
per grandezza campionarie crescenti e tendenti all’infinito. Il problema pratico è 
stabilire la grandezza del campione sufficiente affinché si realizzino. Inoltre, 
ciascun metodo di stima deriva da precise assunzioni relative alla distribuzione 
dei dati. Il concetto di robustezza assume quindi due diverse accezioni. Anzitutto, 
la robustezza riguarda l’assunto asintotico e quindi l’utilizzo in campioni di 
grandezza finita. In secondo luogo, la robustezza riguarda l’utilizzo dei diversi 
metodi di stima in condizioni che possono violarne gli assunti di derivazione. In 
questi casi, la procedura di analisi viene definita come incorrettamente specificata. 
La grandezza campionaria minima alla quale si realizzano le proprietà teoriche 
attese rappresenta un dettaglio pratico di estrema importanza per il ricercatore. 
Inoltre, anche conoscendo tutte le proprietà di robustezza di qualsivoglia metodo 
di stima, un secondo problema pratico è la possibilità di utilizzarle. I programmi 
di analisi di strutture di covarianza possiedono algoritmi di calcolo che eseguono 
procedure di stima robuste alla violazione dell’assunto di normalità multivariata. 
Il problema concreto è trovarne uno che si adatti al proprio modello strutturale.  
Entrambi questi punti di criticità hanno in comune il forte legame con il tipo di 
modello strutturale utilizzato. La teoria della robustezza asintotica dei metodi 
basati sulla normalità multivariata (Browne, 1987; Anderson & coll., 1988; 
Browne & coll., 1988; Amemiya & coll., 1990; Moojiart & coll., 1991) è un 
esempio paradigmatico di linea guida applicabile a modelli strutturali ben definiti. 
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In particolare, i modelli strutturali devono prevedere fattori latenti indipendenti, 
una condizione difficilmente valutabile in pratica (Hu e coll., 1992). Inoltre, 
l’ortogonalità dei costrutti implicati esclude a priori strutture di ordine come i 
modelli simplex e circumplex  (Fouladi, 2000). Il modello CSPMF (Browne, 
1992) per l’analisi confermativa della struttura circomplessa richiede l’utilizzo di 
programmi dedicati. Le alternative disponibili, CIRCUM (Browne & Du Toit, 
1992) e CircE (Grassi, Luccio & Di Blas, 2010), utilizzano procedure di stima per 
dati distribuiti in modo normale multivariato. L’applicazione delle procedure 
robuste alla violazione di questo assunto è quindi limitata dall’assenza di 
programmi che ne consentano l’utilizzo concreto.  
Le osservazioni che hanno motivato questo lavoro di ricerca sono essenzialmente 
tre: (a) la specificità dei risultati ottenuti negli studi di robustezza;  (b) l’assenza di 
software per applicare le procedure robuste nell’analisi confermativa della 
struttura circomplessa; e (c) l’assenza di studi di robustezza in cui si sia utilizzato 
il modello circomplesso di Browne.  
I contributi originali di questo lavoro sono strettamente legati a queste tre 
osservazioni e sono sia di natura teorica che pratica.  
Dal punto di vista teorico, il presente studio ha indagato la robustezza delle 
principali teorie asintotiche disponibili per l’analisi delle strutture di covarianza, 
utilizzando un modello strutturale mai considerato prima in letteratura. Il modello 
CSPMF di Browne è un modello largamente utilizzato in letteratura. Le 
conclusioni tratte da questa ricerca hanno quindi un’ importante ricaduta pratica, 
oltre che un elevato livello di generalizzazione nelle applicazioni concrete del 
modello.  
Dal punto di vista pratico, la programmazione dei metodi discussi nel terzo 
capitolo estende le capacità analitiche fino ad ora disponibili,  limitate ai metodi 
per dati normali. La rilevanza pratica di poter utilizzare metodi diversi dalla 
massima verosimiglianza e dai minimi quadrati generalizzati è legata ai risultati 
del primo studio. A grandi linee, i metodi ML e GLS garantiscono una verifica 
onesta (non conservativa) della struttura circomplessa solo in presenza di dati 
normali multivariati. Leggeri scostamenti da questa condizione ideale, 
determinano tassi di rifiuto di modelli corretti eccessivamente inflazionati. Ad 
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eccezione del metodo ADF, che necessita di grandezza campionarie eccessive, 
tutte le altre procedure garantiscono risultati migliori. In particolare, la semplice 
correzione di Browne delle stime ML per la curtosi multivariata (ECML) si rivela 
essere particolarmente utile anche in distribuzioni fortemente asimmetriche. 
Per quanto riguarda il metodo ADF, il secondo studio ha dimostrato come la 
procedura correttiva proposta da Yung e Bentler (1994) sia efficace anche per il 
modello strutturale CSPMF di Browne. Già a partire da grandezze campionarie di 
N = 250 unità, le statistiche ADF corrette con la procedura bootstrap proposta 
dagli autori, mostrano una distribuzione campionaria in linea con quella teorica 
attesa. La possibilità di utilizzare il metodo ADF e la correzione bootstrap è di 
estrema importanza, considerando che le variabili realmente misurate hanno 
distribuzioni difficilmente collocabili nelle classi considerate dai metodi 
disponibili. Infatti, a patto che i dati abbiano momenti di ordine ottavo finiti 
(condizione necessaria comune agli altri metodi) la procedura ADF è 
asintoticamente indipendente dalla forma della distribuzione dei dati. Almeno fino 
a prova contraria (Olsson, Foss & Troye, 2003). 
Il metodo di raccolta, di analisi, di presentazione ed interpretazione dei dati 
impiegato in questa ricerca si basa su quello comunemente utilizzato nella 
letteratura di settore. Trattandosi di uno studio in cui si simula un processo reale, è 
virtualmente impossibile renderlo generalizzabile in modo assoluto. Alcune scelte 
implicano necessariamente una semplificazione, andando a scapito del realismo 
ma a favore del controllo sperimentale. In particolare, la simulazione del 
campionamento da specifiche distribuzioni multivariate non può interessare tutto 
il possibile spazio parametrico. Oltretutto, è difficile ricreare le peculiari 
condizioni di non-normalità dei dati comunemente incontrate nella realtà. 
Eccedendo nella distorsione dei parametri di asimmetria e curtosi, diventa difficile 
mantenere costanti queste caratteristiche nelle repliche della procedura di 
campionamento. Il rischio è quello di introdurre nel disegno sperimentale delle 
variabili confondenti che potrebbero rendere non chiari i risultati.  
Queste perplessità, così come altri aspetti meta-analitici più sottili (Skrondal, 
2000) sono comuni a tutti gli studi Monte Carlo in generale. Il limite più evidente 
di questo studio non sta tanto in quello che si è fatto, quanto piuttosto in quello 
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che non si è fatto e si sarebbe dovuto (potuto) fare. In particolare, il riferimento è 
all’utilizzo esclusivo di variabili continue che rappresenta un limite alla 
generalizzazione dei risultati ottenuti. L’omissione è ancora più rilevante se si 
considera la diffusione di scale di misura con meno di cinque categorie di risposta. 
Le ragioni che hanno vincolato la ricerca alla sfera del continuo sono due. Per 
prima cosa, la simulazione efficace di variabili categoriali richiede procedure 
particolari. I dati possono essere generati in accordo con una distribuzione 
normale multivariata e successivamente discretizzati, in accordo con una 
distribuzione di probabilità prestabilita. La creazione di condizioni distribuzionali 
più articolate richiede l’applicazione di algoritmi più complessi (Ruscio & 
Kaczetow, 2008). In secondo luogo, la metodologia di analisi per variabili 
continue/categoriali CVM proposta da Muthén (1984) si basa su calcoli piuttosto 
complessi, che richiedono un notevole sforzo di programmazione. L’estensione 
dello studio a variabili discrete rappresenta quindi un futuro sviluppo del presente 
lavoro.   
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APPENDICE A 
A.1 Matrice riprodotta dal modello strutturale di Browne:  
 
Σ = E[x ′x ]
= E[Dζ (c + u)( ′c + ′u ) ′Dζ ]
= E[Dζ (c ′c + c ′u + u ′c + u ′u ) ′Dζ ]
= Dζ[E(c ′c ) + E(c ′u ) + E(u ′c ) + E(u ′u )] ′Dζ
= Dζ Pc + Dν( )Dζ
 
A.2 Calcolo degli indici di comunalità per il modello strutturale di Browne: 
Consideriamo la matrice delle correlazioni  
ρ(xi ,cj )  (per i = 1,…, p e  j = 1,…, p), definita come 
Pxc. Gli indici di comunalità rappresentano gli elementi sulla diagonale maggiore di  Pxc : 
 
Diag[Pxc ] = Diag
−1/2[Σx ]Diag E(x ′c ){ }
= Diag−1/2[Σx ]Diag E x(Dζ
−1x − u ′)⎡⎣ ⎤⎦{ }
= Diag−1/2[Σx ]Diag E x ′x Dζ
− ′1 − x ′u⎡⎣ ⎤⎦{ }
= Diag−1/2[Σx ]Diag Σx Dζ
− ′1 − E(x ′u ){ }
= Diag−1/2[Σx ]Diag Σx Dζ
− ′1 − E Dζ c + u( ) ′u⎡⎣ ⎤⎦{ }
= Diag−1/2[Σx ]Diag Σx Dζ
− ′1 − DζE(c ′u ) − DζDν{ }
= Diag−1/2[Σx ]Diag Σx Dζ
− ′1 − Dζ 0 − Σ x Dζ
−1 − DζPc⎡⎣ ⎤⎦{ }
= Diag−1/2[Σx ]Diag Σx Dζ
−1 − Σx Dζ
−1 + DζPc{ }
= Diag−1/2[Σx ]Dζ
 
che corrisponde all’Equazione 3b* di Browne (1992, pg. 472). Considerando la seguente 
equivalenza: 
 
Diag−1/2[Σx ] = Dζ Diag[Pc ]+ Dν( )Dζ⎡⎣ ⎤⎦
−1/2
= Dζ
−1/2 I + Dν( )−1/2 Dζ−1/2 ,
 
e la proprietà commutativa del prodotto tra matrici diagonali, possiamo scrivere 
 
Diag[Pxc ] = Dζ
−1/2 Dζ
−1/2 Dζ I + Dν( )−1/2 = I + Dν( )−1/2 , ottenendo: 
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APPENDICE B 
I gradienti analitici g e la matrice (Hessiana) H sono funzione delle matrici simmetriche 
 ∂Σ(γ ) ∂γ i  ( i = 1,...,q ) contenenti le derivate parziali del modello strutturale circomplesso 
CSPMF di Browne (1992) rispetto ai parametri  γ i . Per calcolare queste matrici bisogna 
differenziare: 
 
Σ(γ ) = Dζ Pc + Dν( )Dζ ,  (A1)  
rispetto al vettore di parametri 
 
γ = [ζ1,...,ζ p ,ν1,...,ν p ,θ1,...,θ p ,β0 ,...,βm ] . Vediamo quindi i 
risultati per ciascun parametro: 
 





(Pc + Dν )Dζ + Dζ
∂(Pc + Dν )Dζ
∂ζi
= Jii (Pc + Dν )Dζ + Dζ (Pc + Dν )Jii ,
 (A2)  
dove  Jii è una matrice conformabile con tutti gli elementi uguali a zero ad eccezione 
dell’elemento  jii  = 1; 
 
∂Dζ (Pc + Dν )Dζ
∂νi
= Dζ






Dζ = DζJii Dζ ,
 (A3)  
 
 





Dζ ,  (A4)  
 













ζ j .  (A5)  
Dal momento che durante il processo di ottimizzazione i parametri beta della funzione di 
correlazione FS sono costruiti come: 
 
βk = α k α k
k=0
m
∑ ,  (A6)  
abbiamo per  ρ(180
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per  ρ(180



















































;       (zpari > 0, r ≠ z)
	   (A8) 	  
per  ρ(180





























Cos z(θ j −θi ){ }−
                                                 























;       (zdispari > 0, r ≠ z)
	   (A9) 	  














= − kβkSin k θe −θi( ){ }( )
k=1
m














= kβkSin k θ j −θe( ){ }( )
k=1
m
∑       (e = i,  e ≠ j)
	   (A10) 	  
da cui si ricava la notazione compatta: 
∂[Pc ]ij
∂θe
= δei kβkSin k θ j −θe( ){ }( )
k=1
m
∑ −δej kβkSin k θe −θi( ){ }( )
k=1
m
∑ 	   (A11) 	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APPENDICE  C 
TABELLA C1 – ML 
Bias (%) associato alla stima dei parametri (P.) e degli errori standard (S.E.) 
I valori in grigio eccedono i limiti di accettazione del bias: |BR (P.)| = 5; |BR (E.S.)| = 20. 
 MVN MVT AMV 
 N = 100 N = 250 N = 500 N = 750 N = 1000 N = 100 N = 250 N = 500 N = 750 N = 1000 N = 100 N = 250 N = 500 N = 750 N = 1000 
 P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. 
θ2 0 -9 2 -7 0 1 -1 -3 0 -4 1 -45 1 -21 0 -21 0 -14 0 -13 -1 -71 -1 -35 0 -39 0 -38 1 -36 
θ3 -1 -11 1 -12 0 1 0 -3 0 0 2 -56 1 -23 0 -12 0 -22 0 -15 0 -67 0 -36 0 -38 0 -40 0 -36 
θ4 -1 -16 0 -9 0 -3 0 -3 0 -4 2 -45 1 -19 0 -11 0 -16 0 -18 1 -66 0 -39 0 -35 0 -53 0 -39 
θ5 0 -16 0 -9 0 -8 0 -3 0 -4 1 -42 0 -19 0 -16 0 -15 0 -22 -1 -50 0 -30 0 -38 0 -43 0 -40 
θ6 0 -13 0 -9 0 -6 0 -2 0 1 0 -49 1 -23 0 -15 0 -18 0 -20 -2 -56 0 -34 0 -35 0 -40 0 -34 
θ7 0 -18 0 -5 0 -1 0 0 0 -2 0 -52 0 -18 0 -15 0 -19 0 -15 -1 -70 0 -41 0 -41 0 -38 0 -43 
θ8 0 -14 0 -2 0 -7 0 -1 0 0 0 -61 0 -12 0 -17 0 -20 0 -14 -1 -75 0 -37 0 -34 0 -39 0 -41 
α0 -2 0 0 -3 1 0 0 1 0 1 -2 -16 -1 -16 -1 -18 0 -19 0 -17 -84 -23 -82 -41 -83 -48 -82 -50 -82 -56 
α2 -3 4 2 8 2 11 1 12 0 16 5 -10 -1 -7 0 -2 0 -1 1 2 10 -30 5 -14 4 -22 2 -31 1 -12 
α3 4 -16 5 1 3 2 1 8 2 10 28 -56 2 -21 2 -12 1 -9 3 -6 47 -50 10 -33 7 -29 3 -30 3 -26 
v 1 -43 -1 -18 -1 -11 -1 -13 -1 -10 5 -48 1 -38 -2 -26 0 -20 -1 -27 22 -42 13 -37 11 -35 13 -50 13 -39 
ζ1 1 -15 0 4 0 -2 0 1 0 -2 11 -24 11 -10 12 -19 12 -13 12 -19 15 -24 19 -35 21 -31 21 -44 21 -41 
ζ2 1 -9 0 -1 0 9 0 0 0 -2 11 -25 11 -22 12 -10 12 -18 12 -21 15 -20 20 -34 21 -38 21 -43 21 -42 
ζ3 0 -11 0 -1 0 6 0 -9 0 1 11 -24 11 -21 12 -13 12 -16 12 -23 14 -25 20 -28 20 -39 21 -41 21 -41 
ζ4 0 -12 1 -2 0 -5 0 1 0 0 11 -25 12 -16 12 -15 12 -15 12 -18 14 -20 20 -35 21 -40 21 -40 21 -38 
ζ5 0 -15 0 -3 0 2 0 6 0 -1 10 -24 11 -24 12 -17 12 -18 12 -13 16 -26 19 -31 21 -38 21 -43 21 -43 
ζ6 1 -15 0 -4 0 2 0 -1 0 -2 10 -23 11 -21 12 -9 12 -18 12 -17 14 -29 20 -31 21 -30 21 -42 21 -45 
ζ7 1 -11 0 4 0 1 0 0 0 -3 11 -21 12 -19 12 -10 12 -15 12 -15 16 -20 20 -32 21 -36 21 -45 21 -43 
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TABELLA C2 – GLS 
Bias (%) associato alla stima dei parametri (P.) e degli errori standard (S.E.) 
I valori in grigio eccedono i limiti di accettazione del bias: |BR (P.)| = 5; |BR (E.S.)| = 20 
 MVN MVT AMV 
 N = 100 N = 250 N = 500 N = 750 N = 1000 N = 100 N = 250 N = 500 N = 750 N = 1000 N = 100 N = 250 N = 500 N = 750 N = 1000 
 P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. 
θ2 0 -16 1 -7 0 0 -1 -4 0 -3 -1 -28 1 -18 0 -15 0 -14 0 -13 7 -75 -1 -36 1 -39 0 -36 1 -34 
θ3 -1 -18 1 -11 0 1 0 -3 0 0 1 -49 1 -21 0 -9 0 -21 0 -15 3 -71 0 -36 0 -38 0 -39 0 -35 
θ4 -1 -14 0 -9 0 -4 0 -3 0 -2 1 -39 1 -19 0 -9 0 -15 0 -17 2 -66 0 -40 0 -34 0 -39 0 -39 
θ5 0 -16 0 -10 0 -9 0 -2 0 -4 0 -37 0 -15 0 -14 0 -14 0 -21 0 -54 0 -36 0 -50 0 -38 0 -40 
θ6 0 -12 0 -9 0 -6 0 0 0 1 0 -42 1 -20 0 -13 0 -17 0 -20 -1 -61 0 -36 0 -41 0 -39 0 -38 
θ7 0 -14 0 -3 0 -2 0 1 0 -2 0 -43 0 -17 0 -14 0 -19 0 -14 -2 -73 0 -42 0 -44 0 -35 0 -46 
θ8 0 -14 0 -1 0 -7 0 0 0 -1 0 -57 0 -10 0 -16 0 -20 0 -14 -1 -74 0 -39 0 -36 0 -36 0 -41 
α0 -2 5 0 -3 1 1 0 1 0 1 1 -12 -1 -14 0 -16 0 -18 0 -16 -84 -22 -81 -40 -82 -47 -81 -48 -81 -57 
α2 -4 3 1 8 1 12 0 12 0 17 2 -11 -2 -5 0 0 0 -2 1 2 5 -41 2 -18 1 -24 0 -26 0 -12 
α3 7 -15 4 0 2 1 1 7 1 9 12 -45 1 -18 1 -9 1 -9 2 -6 19 -45 8 -31 5 -34 1 -29 2 -25 
v -3 -28 -1 -16 -1 -9 -1 -13 0 -9 -1 -36 0 -28 -2 -19 0 -21 -1 -27 10 -24 11 -31 11 -33 13 -40 13 -38 
ζ1 -3 -6 -1 4 -1 -2 -1 0 0 -1 6 -20 9 -8 11 -17 11 -12 11 -19 12 -27 17 -38 19 -32 20 -40 20 -41 
ζ2 -2 -3 -1 -1 -1 10 0 0 0 -1 6 -20 9 -18 11 -10 11 -17 12 -20 13 -24 18 -39 19 -39 20 -38 20 -43 
ζ3 -3 -8 -2 -2 -1 5 0 -9 0 0 7 -13 9 -17 11 -13 11 -17 11 -23 12 -28 18 -30 19 -41 19 -41 20 -41 
ζ4 -3 -4 -1 -3 -1 -6 0 2 0 0 7 -21 9 -13 11 -14 11 -14 11 -18 12 -27 18 -34 19 -40 20 -38 20 -44 
ζ5 -3 -8 -1 -3 -1 1 0 6 -1 -1 6 -19 9 -21 11 -16 11 -17 11 -12 13 -25 17 -35 19 -39 20 -40 20 -43 
ζ6 -3 -9 -1 -3 -1 3 -1 -2 0 -2 6 -15 9 -17 11 -9 11 -18 11 -17 13 -33 17 -34 19 -31 20 -39 20 -44 
ζ7 -3 -5 -2 4 -1 2 -1 1 0 -2 7 -15 10 -17 11 -8 11 -14 11 -16 13 -26 17 -29 19 -35 19 -43 20 -43 
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TABELLA C3 –  ECML 
 
TABELLA C3 – SCALED 
 Bias (%) associato alla stima degli errori standard (S.E.) di massima verosimiglianza (ML) corretti con una delle due procedure. 
I valori in grigio eccedono i limiti di accettazione |BR (E.S.)| = 20 
 MVN MVT AMV MVN MVT AMV 
N 100 250 500 750 1000 100 250 500 750 1000 100 250 500 750 1000 100 250 500 750 1000 100 250 500 750 1000 100 250 500 750 1000 
 S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. S.E. 
θ2 -11 -8 0 -3 -4 -41 -12 -11 -1 -1 -66 -13 -14 -7 -4 17 37 45 47 37 -16 24 37 39 41 -70 21 30 26 20 
θ3 -13 -13 1 -3 0 -53 -15 0 -11 -3 -60 -14 -11 -10 -4 22 32 43 41 52 -49 30 34 37 46 -55 7 39 23 10 
θ4 -17 -10 -3 -3 -4 -41 -9 1 -4 -6 -59 -18 -7 -30 -8 14 43 42 37 45 -29 27 34 37 43 -25 6 47 27 32 
θ5 -18 -9 -8 -3 -4 -38 -10 -5 -2 -11 -40 -6 -12 -14 -10 17 41 36 41 41 -17 19 32 38 46 -35 12 26 37 39 
θ6 -15 -10 -7 -2 1 -45 -15 -3 -6 -9 -48 -12 -8 -11 -1 17 34 32 38 39 -24 22 37 37 37 -48 -1 23 32 26 
θ7 -20 -6 -1 0 -2 -49 -9 -4 -7 -3 -64 -22 -16 -7 -15 14 40 35 43 34 -36 34 41 34 37 -64 11 12 36 13 
θ8 -16 -3 -7 -1 0 -58 -2 -6 -8 -2 -70 -16 -6 -8 -11 22 34 38 36 38 -40 25 43 31 42 -38 19 27 36 29 
α0 -2 -4 -1 0 0 -10 -6 -8 -8 -5 -7 -20 -25 -25 -33 24 29 43 50 47 36 31 39 36 36 32 20 34 25 23 
α2 2 7 11 12 16 -4 3 11 13 17 -15 14 11 4 32 22 31 40 43 39 20 28 46 46 41 24 32 33 45 32 
α3 -17 0 1 8 9 -53 -12 -1 4 7 -39 -10 1 4 11 -4 28 41 41 41 33 19 36 44 35 -32 -21 21 36 -36 
v -45 -18 -11 -13 -10 -44 -31 -16 -9 -17 -30 -15 -8 -25 -9 -4 22 36 29 40 0 6 33 41 36 8 15 24 37 12 
ζ1 -17 3 -3 0 -2 -17 3 -5 3 -4 -6 -8 5 -10 -4 26 38 31 34 34 35 27 36 37 44 39 41 32 38 32 
ζ2 -11 -2 8 -1 -2 -18 -10 6 -2 -6 1 -6 -5 -7 -5 29 32 43 32 36 36 27 43 43 46 54 46 44 37 29 
ζ3 -14 -2 6 -9 0 -17 -9 2 0 -9 -7 2 -6 -5 -3 21 45 43 31 47 38 28 48 49 32 30 34 44 43 27 
ζ4 -15 -4 -6 1 0 -18 -4 0 1 -3 0 -7 -8 -4 1 28 33 41 43 46 42 29 34 37 38 33 47 45 37 36 
ζ5 -18 -4 1 5 -1 -17 -13 -2 -2 4 -7 -1 -5 -9 -8 29 31 31 36 47 34 37 38 39 31 38 39 31 36 34 
ζ6 -17 -5 2 -2 -3 -16 -9 6 -3 -2 -11 -2 8 -7 -11 21 28 38 34 34 32 38 45 36 38 34 31 32 38 30 
ζ7 -14 3 0 0 -3 -13 -7 6 1 0 0 -3 -2 -11 -7 21 35 37 33 39 32 29 42 45 45 34 39 33 42 30 
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TABELLA C4 – HK 
Bias (%) associato alla stima dei parametri (P.) e degli errori standard (S.E.) 
I valori in grigio eccedono i limiti di accettazione del bias: |BR (P.)| = 5; |BR (E.S.)| = 20 
 MVN MVT AMV 
 N = 100 N = 250 N = 500 N = 750 N = 1000 N = 100 N = 250 N = 500 N = 750 N = 1000 N = 100 N = 250 N = 500 N = 750 N = 1000 
 P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. 
θ2 1 13 2 31 0 42 -1 36 0 36 1 -33 1 27 0 37 0 40 0 40 8 -56 -1 30 0 31 0 35 0 38 
θ3 -1 8 1 24 0 42 0 37 0 41 2 -33 1 20 0 46 0 27 0 37 3 -47 0 28 0 32 0 30 0 39 
θ4 -1 18 0 28 0 36 0 37 0 38 1 -15 1 26 0 46 0 38 0 33 3 -34 0 26 0 39 0 34 0 32 
θ5 0 17 0 27 0 29 0 38 0 36 0 -3 0 36 0 38 0 39 0 27 -1 -8 0 31 0 29 0 32 0 26 
θ6 0 19 0 28 0 33 0 41 0 43 0 -20 1 25 0 39 0 34 0 30 -2 -30 0 29 0 38 0 31 0 32 
θ7 0 10 0 36 0 38 0 42 0 38 -1 -31 0 32 0 38 0 32 0 39 -2 -51 0 19 0 26 0 38 0 20 
θ8 0 16 0 39 0 31 0 41 0 40 0 -32 0 41 0 34 0 29 0 38 -1 -47 0 23 0 39 0 35 0 9 
α0 -2 44 0 35 1 42 0 42 0 42 1 35 0 36 0 34 0 34 0 35 -84 41 -81 20 -82 12 -82 11 -81 -4 
α2 -5 39 1 51 1 58 0 58 0 65 3 34 -2 48 0 60 0 60 1 65 6 1 3 61 2 55 0 55 0 79 
α3 9 -5 3 40 2 43 1 52 1 54 11 -15 2 31 1 44 1 47 2 51 18 3 8 33 4 34 1 50 2 52 
v -3 -3 -1 18 -1 28 -1 23 0 28 -1 -3 0 17 -2 30 0 28 -1 18 11 37 12 29 12 35 14 26 14 27 
ζ1 -3 28 -1 46 -1 38 -1 42 0 39 6 29 9 50 11 40 11 49 11 36 11 50 17 40 19 56 20 43 19 41 
ζ2 -3 35 -1 39 -1 55 0 41 0 39 6 28 9 34 11 52 11 42 12 35 12 52 17 36 19 41 19 46 20 36 
ζ3 -3 27 -2 37 -1 48 0 28 0 42 6 38 9 38 11 49 11 42 11 29 11 43 17 54 18 44 19 36 19 41 
ζ4 -3 34 -1 36 -1 33 0 44 0 41 7 27 9 47 11 43 11 45 11 38 11 51 17 46 18 44 19 46 19 37 
ζ5 -3 25 -1 36 -1 42 0 49 -1 40 6 30 9 31 11 41 11 41 11 47 12 55 16 41 19 43 19 39 19 32 
ζ6 -3 25 -1 36 -1 45 -1 39 0 38 6 35 9 37 11 53 11 37 11 39 12 37 17 41 18 53 19 45 20 33 
ζ7 -3 30 -2 45 -1 43 -1 42 0 38 7 36 9 37 11 55 11 45 11 40 11 50 17 53 18 47 19 42 19 38 
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TABELLA C5 – ADF 
Bias (%) associato alla stima dei parametri (P.) e degli errori standard (S.E.) 
I valori in grigio eccedono i limiti di accettazione del bias: |BR (P.)| = 5; |BR (E.S.)| = 20 
 MVN  ( Γˆ ) MVN ( ΓN ) 
 N = 100 N = 250 N = 500 N = 750 N = 1000 N = 100 N = 250 N = 500 N = 750 N = 1000 
 P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. P. S.E. 
θ2 8 -70 2 -13 0 -3 -1 -3 0 -2 4 -60 1 -5 0 4 -1 0 0 -2 
θ3 1 -57 1 -16 0 -3 0 -2 0 3 1 -50 1 -5 0 8 0 3 0 6 
θ4 0 -44 1 -15 0 -6 0 -1 0 3 -1 -33 0 -3 0 5 0 2 0 4 
θ5 -1 -45 0 -16 0 -7 0 0 0 4 0 -28 0 -1 0 -2 0 3 0 5 
θ6 -1 -54 0 -14 0 -4 0 7 0 12 -1 -40 0 1 0 4 0 7 0 14 
θ7 -1 -59 0 -6 0 6 0 9 0 5 -2 -62 0 8 0 13 0 12 0 8 
θ8 0 -34 0 3 0 12 0 24 0 19 0 -44 0 21 0 21 0 28 0 25 
α0 -9 -31 -1 -21 1 -12 0 -6 0 -8 -3 -7 -1 -5 1 -4 0 -4 0 -3 
α2 -14 -29 -1 -11 0 1 0 5 0 9 -4 -9 2 4 1 9 1 9 0 12 
α3 -5 -41 2 -21 1 -7 0 1 1 5 3 -23 5 -10 3 -2 1 5 1 6 
v 11 -50 1 -25 0 -14 0 -10 0 -3 2 -31 -1 -10 -1 -3 -1 -5 -1 1 
ζ1 -3 -19 -1 0 -1 0 -1 4 0 5 0 -6 0 12 0 7 0 8 0 7 
ζ2 -3 -33 -1 -12 -1 1 0 -5 0 -1 0 -10 0 1 0 11 0 -1 0 2 
ζ3 -3 -43 -1 -24 0 -9 0 -16 0 -5 0 -16 0 -3 0 3 0 -9 0 0 
ζ4 -2 -49 -1 -30 -1 -22 0 -15 0 -14 0 -22 0 -11 0 -13 0 -8 0 -8 
ζ5 -3 -50 -1 -30 -1 -21 0 -12 -1 -14 -1 -24 0 -13 0 -8 0 -5 0 -9 
ζ6 -3 -54 -1 -30 -1 -20 -1 -18 0 -16 0 -21 0 -9 0 -4 0 -7 0 -8 
ζ7 -3 -55 -1 -27 -1 -18 -1 -18 0 -16 0 -19 0 -3 0 -5 0 -5 0 -7 
ζ8 -2 -57 -1 -36 0 -22 0 -21 0 -15 1 -26 0 -13 0 -8 0 -12 0 -9 
 MVT AMV 
θ2 4 -62 0 -22 0 -11 0 -6 0 -3 16 -82 0 -69 0 -39 0 -29 0 -21 
θ3 7 -72 0 -29 0 -5 1 -14 0 -5 13 -82 1 -73 -1 -39 0 -39 0 -31 
θ4 4 -64 1 -26 0 -8 1 -8 0 -7 5 -73 -1 -61 0 -38 0 -39 0 -29 
θ5 2 -54 1 -23 0 -6 0 -8 0 -10 -1 -63 -1 -51 0 -50 0 -35 0 -25 
θ6 0 -55 1 -24 0 0 0 -6 0 -4 -3 -74 -1 -62 0 -39 0 -32 0 -28 
θ7 -1 -63 0 -20 0 1 0 -8 0 6 -7 -81 -1 -70 0 -43 0 -32 0 -21 
θ8 -1 -67 0 -10 0 -3 0 4 0 20 -3 -78 -1 -66 0 -34 0 -31 0 -12 
α0 -9 -43 -1 -35 -2 -20 1 -21 0 -15 -87 -26 -86 -34 -85 -31 -83 -25 -82 -35 
α2 -10 -48 -3 -22 -2 1 0 2 0 6 -23 -57 -11 -46 -4 -37 -2 -29 -3 -14 
α3 3 -54 -1 -30 -2 -14 1 -7 2 -4 27 -69 -1 -52 0 -44 -1 -32 0 -22 
v 11 -52 2 -38 -1 -26 -1 -20 -1 -20 18 -53 17 -49 12 -45 11 -42 12 -35 
ζ1 3 -22 7 -3 10 -1 10 7 11 3 5 -37 11 -33 16 -30 18 -17 17 -13 
ζ2 5 -41 8 -22 10 -13 10 -6 11 -9 14 -58 16 -42 17 -39 19 -30 19 -42 
ζ3 7 -49 9 -32 11 -21 11 -20 11 -21 16 -65 19 -57 19 -53 20 -45 20 -48 
ζ4 8 -59 10 -41 11 -33 11 -25 11 -25 17 -72 19 -62 19 -55 21 -51 20 -50 
ζ5 7 -58 9 -43 11 -34 11 -28 11 -21 17 -71 17 -63 20 -60 20 -52 20 -53 
ζ6 8 -63 9 -44 11 -33 11 -34 11 -27 18 -74 19 -64 20 -56 21 -55 21 -56 
ζ7 9 -63 10 -45 11 -32 11 -31 11 -27 18 -71 19 -66 20 -60 21 -59 20 -58 
ζ8 8 -63 10 -53 11 -39 11 -40 11 -36 19 -73 20 -68 21 -63 21 -58 21 -56 
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