Abstract Understanding population dynamics is critical for meta-population management, especially of endangered species, and also for megaherbivore ecology. We employed complete individual life records to construct census data for a reintroduced black rhinoceros population over 22 years since its founding and investigated its dynamics. Akaike's information criterion applied to scalar models of population growth based on the generalized logistic unambiguously selected an exponential growth model (r=0.102±0.017), indicating a highly successful reintroduction. No evidence of density dependence was detected, and thus, we could not confirm the threshold model of density dependence that has influenced black rhinoceros meta-population management. Our analysis supported previous work contending that the generalized logistic is unreliable when fitted to data that do not sample the entire range of population sizes. A stage-based matrix model of the exponential population dynamics exhibited mild transient behaviour. We found no evidence of environmental stochasticity, consistent with our previous studies of this population that found no influence of rainfall on demographic parameters. Demographic stochasticity was present, principally reflected in annual sex-specific recruitment numbers that differed from deterministic predictions of the matrix model. Demographically driven process noise should be assumed to be a component of megaherbivore population dynamics, as these populations are typically relatively small, and should be accounted for in managed removals and introductions. Increase in age at first reproduction with increasing population size, as manifested in the study population, may provide a warning of possible density feedback prior to detectable slowing of population growth rate for megaherbivores.
Introduction
Reintroduction is an important strategy of conservation science ) and a critical component of metapopulation management for endangered rhinoceros species (Emslie 2001; Emslie et al. 2009 ). Since reintroductions are sourced from existing populations, understanding population dynamics is vital to conservation theory and practice as regards both the expected performance of the introduced population and possible effects on the donor population . Slowing rates of increase in potential source populations led Emslie et al. (2009) to stress the need for predictive models to aid meta-population management for all species of rhinoceros. Population dynamics are a vital component in this effort, which also embraces populations recovering from poaching (Brodie et al. 2011) .
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The approach to meta-population management for black rhinoceros (Diceros bicornis) of Emslie (2001) assumed a threshold model of density dependence (McCullough 1992 (McCullough , 1999 involving exponential growth from low abundance to near equilibrium followed by a rapid decline in population growth rate to zero (S3) (equations, etc., numbered with a prefix BS^refer to the Supplementary Online Resource). However, the scarcity of undisturbed expanding populations of rhinoceros and other megaherbivores poses an obstacle to testing that hypothesis of megaherbivore ecology. There are few long-term studies of megaherbivore population dynamics (Owen-Smith 2010) , especially based on census data.
For not only rhinoceros ecology and conservation in particular but also megaherbivore ecology in general, components of dynamics requiring attention include density dependence (Bonenfant et al. 2009; Owen-Smith 2010) , transient dynamics (Koons et al. 2005) , and both environmental and demographic stochasticity (Lande et al. 2003; Engen et al. 2005; Owen-Smith 2010) ; see also Morris and Doak (2002) . Even with census data, however, extracting ecological information faces challenges prescribing and fitting models to abundance data (Polansky et al. 2009; Clark et al. 2010) .
Our dataset consisted of a time series of censuses of a black rhinoceros (D. bicornis minor) population that grew monotonically from its reintroduction in 1986 through the end of 2008 without reaching equilibrium. We fitted scalar models of population growth to these data to evaluate whether density dependence acted during this time and explored the difficulties mentioned above with fitting models. We estimated demographic and environmental stochasticity for the unstructured population using the best-fit scalar model (Lande et al. 2003; Morris and Doak 2002) .
We next built a matrix model to assess the relevance of population structure to the dynamics, in particular, to check for transient dynamics (Koons et al. 2005) and to estimate demographic stochasticity for the structured population . That environmental variation can influence population dynamics is well known (Owen-Smith 2010) . Demographic stochasticity may be important for reintroductions and perhaps for many populations of megaherbivores. Few estimates of demographic stochasticity have been reported for mammals. This paper extends the study of a key population of the critically endangered black rhinoceros (Lent and Fike 2003; Ganqa et al. 2005; Ganqa and Scogings 2007; van Lieverloo et al. 2009; Fike 2011; Law et al. 2013 Law et al. , 2014 and contributes to the understanding of megaherbivore population dynamics (Cromsigt et al. 2002; Gough and Kerley 2006; Chamaillé-Jammes et al. 2008; Okita-Ouma et al. 2010; Owen-Smith 2010; Brodie et al. 2011; Lee et al. 2011; Okita-Ouma 2014) both for theoretical ecology and conservation science.
Methods

Study population and dataset
The Great Fish River Nature Reserve, Eastern Cape Province, South Africa, is split into halves by the Great Fish and Kat rivers and is considered an excellent black rhinoceros habitat. Black rhinoceros were independently introduced into each half of the reserve. The population in the 220-km 2 western sector (former Sam Knott and Kudu Reserve) is the older, larger, and more consistently monitored of the two and has been the focus of considerable study, as noted in the BIntroduction.^We refer to it from its founding in June 1986 through December 2008 as SKKR. SKKR was effectively isolated demographically and was monitored by ground patrols and aerial reconnaissance; each animal was ear-notched for identification, and all births and deaths were recorded. No animals were handled for the research reported in this paper.
A total of 23 individuals were successfully introduced, the final release in December 1997, five subadults were removed in May 2006, and the population grew monotonically on a semi-annual basis to reach 110 (26 calves, 39 subadults, and 45 adults) in December 2008. From complete population records, we computed population censuses each June and December, from June 1986 through December 2008 (Fig. 1) . These census data excluded concerns of false signals of density dependence (Shenk et al. 1998; Freckleton et al. 2006; Bonenfant et al. 2009 ) or with conflating sampling error with process noise (deValpine and Hastings 2002) . See the Online Resource and previously cited literature for further details of the population.
Scalar population models
Scalar models of density dependence are prominent in population studies of large herbivores (Owen-Smith 2010) . Recognition that the linear decline in per capita growth rate of the logistic model is unrealistic for populations of large vertebrates (Fowler 1981 (Fowler , 1987 McCullough 1992) 
0≤s<t. For the generalized logistic,
(see S1 for F). Let N t be the census data at time t. Non-linear regression fits these data to the solution by putting ε t =N t −F(t,N 0 ), with ε t independent N(0,σ 2 ) variates. Since the projected value at t depends only on N 0 in this model, ε t does not participate in the model dynamics and is not realistically modelled as process noise. We included this naïve model in our analyses to evaluate the importance of process noise.
Discrete-time models incorporate process noise in a straightforward fashion. A semi-annual time step should preclude a pronounced artificial time lag in discrete-time models of population dynamics for black rhinoceros. We considered three discretizations of Eq. (1) (Turchin 2003) . One can replace
or use the solution of Eq. (1) to project the population at t+1 from the population at t. Applied to the continuous-time generalized logistic (Eq. (2)), we refer to the first discretization as the discrete generalized logistic (DGL), the second as the generalized Ricker (genRicker), and the third as the stepwise generalized logistic (SGL). The DGL figured prominently in Cromsigt et al. (2002) and OkitaOuma et al. (2010) though the genRicker is considered more ecologically realistic. The SGL should be most faithful to continuous-time dynamics. Models of exponential growth can be obtained by taking the limit as K goes to infinity. Anticipating difficulty with obtaining estimates for θ (Nelder 1961), we fitted the continuous-time generalized logistic (CGL) and the SGL with θ as a parameter but also with fixed integer values 1-10, 15, 20, 30, 50, 60, 100, 120, and 190 . The error structure can be modelled as additive (Cromsigt et al. 2002; Okita-Ouma et al. 2010) , or as multiplicative (Polansky et al. 2009; Clark et al. 2010) , on abundance, the latter additive on the logarithmic scale. The models that we compared are listed in Table 1 .
All model projections were adjusted to reflect introductions and removals (pp. S5-S6). Non-linear regression (pp. S7-S9) was performed in Statistica 8 (Statsoft), the maximized likelihood of the data computed for each model, and Akaike information criterion (AIC c ) employed to compare models (Burnham and Anderson 2002) . The two error structures, additive and multiplicative, involve different response variables, N t and X t =ln(N t ), respectively, and constitute separate analyses for AIC c comparisons. However, the discrete-time exponential model with multiplicative error has the same likelihood for time series data as the likelihood model of Dennis et al. (1991) for the response X t , which Dennis et al. (1991) recast as a likelihood model for the response N t , using the lognormal distribution. This recast model can be compared using AIC c with the models with additive error structure as these models have response variable N t . Since the recast likelihood is equivalent to the likelihood of the discrete-time exponential model with multiplicative error, it provides a common reference for the two separate AIC c analyses. To assess the influence of time step between censuses, we repeated the above analyses employing just the December census data.
The discrete-time exponential growth model with multiplicative error was unambiguously the best fit to the semi-annual census data and provided an estimate of the expected annual growth rate in the form e r . For each December census, we tabulated the contribution that each individual of the census made through its own survival and recruitment of offspring at the next December census. The variance of these data yields a quantity V d (N t ) for each December. For each December, we put
where N t is the population size for the December census in question and N t+1 that for the following December. Equation (3) is then solved for σ e 2 (N t ). Weighted means of the quantities V d (N t ) and σ e 2 (N t ) provide estimates of demographic and environmental stochasticity, respectively, for the unstructured population (Saether et al. 1998a; Lande et al. 2003; Morris and Doak 2002;  pp. S15-S16).
Matrix model
Since the semi-annual census data were best modelled by the discrete-time exponential, we constructed a stage-based, twosex, birth-flow matrix model with semi-annual time step using the entire population history from June 1986 to December 2008. The biological states of interest were calf (dependent upon the mother, specifically, in association with its mother, less than 4 years old, and no younger calf present), subadult (no longer a calf but not yet an adult), and adult (for females, have given birth or at least 7 years old; for males, 8 or more years old) (Law et al. 2013; Law and Linklater 2014) . Lacking paternity data, reproduction was assigned exclusively to females (Goodman 1969) . We constructed two distinct parametrizations of the matrix model to assess robustness of results: MM1, adapted from the parametrization in Brault and Caswell (1993) , and MM2, based on Caswell (2001, Section 6.1.1) (pp. S16-S22). Due to further aging of the population and the eventual onset of density dependence, we restricted the application of the matrix model to the period December 1998 through December 2008 after introductions. Population vectors were compared using Keyfitz's Δ (Caswell 2001:101 and (S29)).
We adapted methods of Koons et al. (2005) to investigate transient dynamics in the model (pp. S30-S34). We projected the SKKR population vector for each December, 1998 through 2007, through two time steps to the following December, compared that projection with the SKKR population vector for the December to which the projection was made using Keyfitz's Δ, and computed the transient annual growth rate for each such projection as the ratio of projected population size to initial population size (the five exports during 2006 were retained for the comparison with the projection from 2005 to 2006). We also compared the rankings of sensitivities and elasticity of the transient growth rates to those of the asymptotic growth rate.
To directly investigate the influence of stage structure and stochasticity, the SKKR population vectors, augmented by the matrix-model projections of the five rhinoceros removed in May 2006, were compared to the matrix-model projections, through December 2008, of the population structure in December 1998, after introductions had ceased. Engen et al. (2005) provided a formulation of stochasticity for structured populations. In particular, from the deterministic (female only) projection matrix A underlying the dynamics of a population of long-lived vertebrates that produce only a single offspring per breeding occasion, assuming no relationship between reproduction and subsequent adult survival and no environmental stochasticity, which turned out to be the case for our study population, one has
where the summation is over non-zero entries of the projection matrix A=(a ij ), (u , which is the projection over 1 year. Table 2 records the comparisons of the models in Table 1 for the semi-annual censuses. The discrete-time exponential was unambiguously the best model of the data for both error structures. While estimates of r were relatively consistent across models and precise, estimates of K and θ were not. For CGL, DGL, genRicker, and SGL and both error structures, estimates of K fell in the interval (110, 200) and for θ were greater than one but coefficients of variation (CVs) for both were large, at least 0.8 and often exceeding 10. For additive error, the deviance of the CGL models with fixed θ fluctuated slightly for values of θ up to ten and then increased monotonically with θ (values ranging from 191.9 to 194.9), while for multiplicative error, the deviance increased monotonically with θ (values ranging from −106.0 to −99.6). Estimates of K for CGL with fixed θ, for both error structures, decreased monotonically with θ converging on 110, with CVs also decreasing to less than 0.1. For the SGL with fixed θ, for both error types, deviance did not vary with θ, but while estimates of K roughly decreased to near 110 with increasing θ, their CVs did not and were consistently much greater than one.
Results
Scalar models
Differences in ΔAIC c values amongst the discrete-time models in Table 2 were due almost entirely to the number of model parameters. The CGL models with fixed θ had ΔAIC c similar to the other continuous-time models and so were not at all competitive. The SGL models with fixed θ, having only slightly larger deviance than the discrete-time exponential and only one more parameter, were competitive with ΔAIC c values of about 2.3 (additive error) and 1.5 (multiplicative error) but did not, as noted above, yield informative estimates 
Stepwise generalized logistic (SGL) N t+1 =F(1,N t )+ε t X t+1 =ln (F(1,N t ) ) +ε t N t is the census count at time t; X t =ln(N t ); F(t,N 0 ) is the solution of the continuous-time generalized logistic (S1);
is the per capita growth rate of the generalized logistic; ε t are independent N(0,σ 2 ) variates of K. The model of Dennis et al. (1991) reproduced the estimate of r and its standard error (SE) for the discrete-time exponential with multiplicative error (their μ), gave a lower deviance than any model with additive error, and was almost 10 AIC c units below the discrete-time exponential model and thus unambiguously the best model. The most important difference between the analyses of the semi-annual census data and the annual (December) census data was that the latter favoured the naïve continuous-time models over the discrete-time models (Table S1 ). Although exponential growth was the top model for additive error, the CGL with θ = 1 gave the best fit for multiplicative error (Fig. S4) .
Matrix model
As the two parametrizations of the matrix model produced very similar results, we present the results for MM1 only (see pp. S23-S29 for MM2). From December 1999 to December 2008, Keyfitz's Δ between the matrix-model projections from December 1998 and the model stable-stage distribution strictly decreased from 0.227 to 0.001 (Fig. 2) . Keyfitz's Δ between the annual projections to a given December, 1999 December, -2008 , and that December's SKKR population vector averaged (±SD) 0.054 (±0.025) with a low of 0.020 for the projection from 2003 to 2004 (Fig. S5) . The corresponding projected (transient) growth rates over 1 year averaged (±SD) 1.1111 (±0.0084), ranging from 1.0967 to 1.1267 (Table S6) , as compared to the asymptotic annual growth rate of λ=1.1078. Transient dynamics of the model were mild as the dependence on the initial population vector was erased. The rankings of sensitivities and elasticity were similar for both transient and asymptotic growth rates (Table S7) .
The SKKR population vectors, December 1999 through December 2008, deviated somewhat from matrix-model projections (Table 3 ) and Keyfitz's Δ between the SKKR population vectors and both the corresponding matrix-model projections and stable-stage distribution exhibited mild fluctuations (Fig. 1) . The discrepancies between the SKKR population vectors and the projections could be attributed to the differences between actual sex-specific annual recruitment and those of the model projections (Table 3 ; pp. S29-S30).
Process noise
The estimates of the demographic (σ d 2 ) and environmental (σ e 2 ) stochasticity from the unstructured population using the discrete-time model of exponential growth were 0.127 (of which 86 % were directly due to variation in fecundity as opposed to survival) and 0.0002, respectively. For the annual estimates from which these weighted means were obtained, the t test returned p=10 −6 and 0.44, respectively. The assumption that σ e 2 =0 for the application of Eq. (4) was consistent with this result. The resulting estimate of σ d 2 from the female-only matrix model was 0.204. Model name abbreviations as in Table 1 ; R 2 is 1− (ratio of error sum of squares to total sum of squares) for the regression fit; Dev is the deviance, −2 times the maximized log-likelihood; k is the number of estimable model parameters (including the variance of the residuals); r±SE is the estimated value of the parameter r common to all the models as an annual rate±its SE; ΔAIC c is the model's AIC c value minus that of the model with the smallest AIC c value, which was the discrete-time exponential model in both analyses 
Discussion
Consistent with Nelder (1961), when fitting versions of the generalized logistic, estimates of K and especially θ were poor, often useless. Exponential growth can be mimicked by the generalized logistic with large values of K and/or θ, resulting in redundancy of these parameters when fit to exponentialgrowth-like data. The generalized logistic will be unreliable for modelling time series of abundance values only near K (Polansky et al. 2009; Clark et al. 2010) or only prior to pronounced density dependence (our study) but appears to be useful for data across the range of population growth (Eberhardt et al. 2008 ).
The semi-annual census data were unambiguously best fit by the discrete-time exponential model with multiplicative error amongst the models of Table 1 . This model has the same likelihood as the model of Dennis et al. (1991) and the continuous-time stochastic exponential growth model (Tuckwell 1974) . One expects process noise to be multiplicative on population growth if it is additive on vital rates (Turchin 2003:184) . The non-competitive performance of the naïve continuous-time exponential growth model indicated that process noise contributed to the dynamics. But, the naïve continuous-time models were favoured over the discrete-time exponential model for the annual census data. Residuals of the fit of models indicated that differences between the results for the two time steps were an artefact of the annual time step rather than biologically informative (Figs. S1  and S2 ). It appears that stochasticity contained in the semiannual censuses tended to average out over the annual Table 3 The first column gives the year and Keyfitz's Δ between the SKKR population vector, listed in column 3, and the matrix-model projected Projections are from the SKKR population in December 1998, and population vectors for a given year are for December of that year. The column headed 'Recruits' lists the projected number of female and male recruits, in that order, followed by the actual number of female and male recruits, in that order, to the population for the corresponding year ('recruits' being offspring of the year that survive to the end of the year; for the SKKR population, the probability of death in the first year after birth was negligible, so recruits are essentially births)
interval. Hence, censuses limited to longer intervals can misrepresent the dynamics of populations with asynchronized reproduction and no natural time step. For annual survey data for two black rhinoceros populations that exhibited levelling off of population size, Cromsigt et al. (2002) employed discrete-time models with additive error (interpreted as observation error) and obtained good fits to their data with the DGL with estimates for θ of 10 and 28 (no SEs reported). Okita-Ouma et al. (2010) followed the procedure of Cromsigt et al. (2002) but found that only the exponential model returned sufficiently precise estimates of model parameters for three black rhinoceros populations. The time frame for both studies was roughly 10 years. Chamaillé-Jammes et al. (2008) used AIC c to compare several discrete-time scalar models of population dynamics with multiplicative error, including the genRicker, for aerial survey counts of an elephant (Loxodonta africana) population exhibiting several years of considerable growth after cessation of culling, followed by fluctuations, and obtained the genRicker as best fit with θ=6.55 (SE=2.51) but ultimately found that only a model with K related to rainfall adequately explained their data. We propose that an extended period of exponential growth is common for expanding populations of megaherbivores. In addition to the SKKR population and those of Okita-Ouma et al. (2010) , Knight et al. (2001) and Gough and Kerley (2006) reported exponential growth for expanding populations of black rhinoceros and elephant, respectively, while Brodie et al. (2011) deduced densityindependent vital rates from mark-recapture survey data for a black rhinoceros population recovering from poaching.
Our estimate of the annual intrinsic rate of growth for the SKKR population (0.102±0.017) is at the high end of published values (Owen-Smith 1988; Knight et al. 2001; OkitaOuma et al. 2010; Brodie et al. 2011; Ferreira et al. 2011; Greaver et al. 2014) , which are typically below 0.1. Our estimate is within theoretical expectations based on the scaling law r=1.5W −0.36 (Caughley and Krebs 1983) , where W is the mean adult live weight in kilograms, 700-1400 for black rhinoceros (Owen-Smith 1988; 1000 kg yields r=0.125). The matrix-model projection of the SKKR population vector for December 1998 converged monotonically and initially quite rapidly on the matrix model's stable-stage distribution (Fig. 2) . Transience in the SKKR dynamics was also mild. Once reintroductions ceased, the deterministic dynamics implied that the SKKR population should approach its stablestage distribution within the lifespan of black rhinoceros. If these results are typical for black rhinoceros, then transient dynamics will largely reflect unusual population structure rather than the subdominant eigenvalues. Nevertheless, the computation of projected annual growth rates could provide a useful tool for managers planning a removal, e.g., to check for rates below the asymptotic rate, which suggest less robust population structures.
The actual SKKR population vectors, December 1999 through December 2008, differed from the matrix-model projections and did not converge monotonically on the model's stable-stage distribution, exhibiting instead small fluctuations (Fig. 2) . Similarly, Keyfitz's Δ between the annual projections of the SKKR population vectors for each December, 1998 December, -2007 , and the SKKR population vectors for the following December, though typically less than 0.1, did not converge on zero over this period (Fig. S5 and S6 ). Direct examination of the structured population trajectories and matrix projections (Table 3) indicated that the discrepancies could largely be attributed to deviations between the actual numbers of and model projections of sex-specific recruitment each year. We previously (Law et al. 2013 (Law et al. , 2014 found no deterministic explanation for the variation in interbirth intervals or birth sex in the SKKR population and proposed that the variation was due to demographic stochasticity.
As measured by R 2 (Table 3) , the fit of the scalar models to the abundance data was extremely high, yet the better fit of the discrete-time exponential model compared to the continuoustime model indicated the presence of process noise in the dynamics. From the unstructured population, we estimated environmental stochasticity to be negligible. The climate of the study area is warm temperate (Fike 2011) with rainfall expected to be the main driver of environmental influence on dynamics. Yet, we (Law et al. 2013 (Law et al. , 2014 found no evidence for the influence of rainfall on interbirth intervals, age at first reproduction, or birth sex, consistent with our estimation of no environmental stochasticity.
There have been few estimates of demographic stochasticity for long-lived vertebrates or mammals. For the unstructured population, our estimate of 0.127 compares with values of 0.267 for a population of Swiss ibex (Capra ibex) (Saether et al. 2007b) , 0.28 for the Soay sheep (Ovis aries) of Hirta Island, UK (Lande et al. 2003 , Table 1 .2), 0.571 for Scandinavian wolverines (Gulo gulo) , and 0.745 for a population of Norwegian roe deer (Capreolus capreolus) (Grøtan et al. 2005) . For structured population models, our estimate of 0.204 compares with 0.084 for a population of wandering albatross (Diomedea exulans) , 0.15 for a Norwegian island population of moose (Alces acles) using the method of Engen et al. 2005 (Saether et al. 2007a , and 0.155 and 0.180 for two populations of Scandinavian brown bear (Ursus arctos) (Saether et al. 1998b ). The studies of Saether et al. (1998b Saether et al. ( , 2007a Saether et al. ( , 2007b ) also reported very low (<0.008) to negligible values for environmental stochasticity. Our estimates of demographic stochasticity are similar to those for species with long generation times (Saether et al. 2007a ).
The larger values obtained in the studies cited above appear to result from a combination of high adult survival and variable recruitment, the SKKR population also exhibiting high adult survival but more modest variable recruitment. The absence of environmental stochasticity and moderate demographic stochasticity implies that the mean of observed ln(N t+1 /N t ) values should not be much less than the intrinsic rate of growth, which no doubt aided the success of this reintroduction. Unlike SKKR, calf mortality was important in the studies of Hrabar and du Toit (2005) , Brodie et al. (2011), and Greaver et al. (2014) and may be components of environmental and/or demographic stochasticity and/or the deterministic dynamics of those populations.
For megaherbivores, an extended period of exponential growth consistent with the threshold model of McCullough (1992 McCullough ( , 1999 , employed by Emslie (2001) for rhinoceros meta-population management, may be common. It remains unclear, however, at what rate population growth declines when density feedback begins. We previously reported (Law et al. 2013 ) an increase of age at first reproduction in SKKR with increasing population size despite no apparent resource limitation (van Lieverloo et al. 2009 ) and suggested that this response may be socially mediated (Bronson 1989:163) . Increase in age at first reproduction might therefore provide a practical early warning sign of density feedback in an expanding population of megaherbivores prior to detectable slowing in growth rate. Further study across populations and species is required to explore this possibility. Process noise was present in the SKKR dynamics, identified as variation primarily in recruitment. Demographic stochasticity is likely important for understanding megaherbivore population dynamics, as such populations are often relatively small, and therefore of relevance to the impact of removals both on donor populations and on the performance of reintroduced populations. Though megaherbivores may exhibit some robustness to environmental variation, e.g., Brodie et al. (2011:355) also found no temporal variation in vital rates over a 14-year period in a black rhinoceros population, we would expect environmental stochasticity to be common, as in Gough and Kerley (2006) , Hrabar and du Toit (2005) Chamaillé-Jammes et al. (2008) , and Lee et al. (2011) .
