This paper considers the estimation of the parameters of measurement error models where the estimated covariance matrix of the regression parameters is ill conditioned. We consider the Hoerl and Kennard type (1970) ridge regression (RR) modifications of the five quasi-empirical Bayes estimators of the regression parameters of a measurement error model when it is suspected that the parameters may belong to a linear subspace. The modifications are based on the estimated covariance matrix of the estimators of regression parameters. The estimators are compared and the dominance conditions as well as the regions of optimality of the proposed estimators are determined based on quadratic risks.
Introduction
The standard assumption in the linear regression analysis is that all the explanatory variables are linearly independent. When this assumption is violated, the problem of multicollinearity enters into the data and it inflates the variance of an ordinary least squares estimator of the regression coefficient, see [28] for more details. Obtaining the estimators for multicollinear data is an important problem in the literature. The ridge regression estimation due to Hoerl and Kennard [13] works well in multicollinear data. The ridge estimators under the normally distributed random errors in a regression model have been studied by e.g., [31, 18, 19, 6, 12, 3] etc. The details of development of other approaches and the literature related to the ridge regressions are not within the scope of this paper.
Another fundamental assumption in all statistical analyses is that all the observations are correctly observed. When this assumption is violated, the measurement errors creep into the data. Then the usual statistical tools tend to loose their validity, see [8, 7] for more details. An important issue in the area of measurement errors is to find the consistent estimators of the parameters which can be accomplished by utilizing some additional information from outside the sample. In the context of multiple linear regression models, the use of additional information in the form of a known covariance matrix of ✩ The detailed version of this paper is available on the webpage of the second author at http://home.iitk.ac.in/~shalab/research.htm. The authors are grateful to the referees and the associate editor for their comments. measurement errors and a known matrix of reliability ratios, both associated with explanatory variables, has been studied, see e.g., [9, [21] [22] [23] [24] [25] [26] 30, 34, 16, 37] etc.
When the problem of multicollinearity is present in the measurement error ridden data, then an important issue is how to obtain the consistent estimators of regression coefficients. One simple idea is to use the ridge regression estimation over the measurement error ridden data. An obvious question that crops up is what happens then? In this paper, we attempt to answer such questions.
It is well known that Stein [38, 14] initially proposed the Stein estimator and positive-rule estimators. The preliminary test estimators were proposed by Bancroft [4] . On the other hand, ridge regression estimators were proposed by Hoerl and Kennard [13] and they combat the problem of multicollinearity for the estimation of regression parameters. Saleh [29, Chapter 4] proposed ''quasi-empirical Bayes estimators''. So we have considered five quasi-empirical Bayes estimators by weighing the unrestricted, restricted, preliminary test and Stein-type estimators by the ridge ''weight function''. The resulting estimators are studied in measurement error models. The quadratic risks of these estimators have been obtained and optimal regions of superiority of the estimators are determined.
The plan of the paper is as follows. We describe the model set up in Section 2. The details and development of the estimators are presented in Section 3. The comparison of estimators over each other is studied and their dominance conditions are reported in Section 4. The summary and conclusions are placed in Section 5 followed by the references.
The model description
Consider the multiple regression model with measurement errors
where β 0 is the intercept term and β = (β 1 , β 2 , . . . , β p ) ′ is the p×1 vector of regression coefficients, x t = (x 1t , x 2t , . . . , x pt ) ′ is the p × 1 vector of set tth observations on true but unobservable p explanatory variables that are observed as X t = (X 1t , X 2t , . . . , X pt ) ′ with p × 1 measurement error vector u t = (u 1t , u 2t , . . . , u pt ) ′ , u it being the measurement error in the ith explanatory variable x it and e t is the response error in the observed response variable Y t . We assume that
. . , µ x p ) ′ , σ ee is the variance of e t 's whereas Σ xx and Σ uu are the covariance matrices of x t 's and u t 's respectively. Clearly,
Then the conditional expectation of Y t given X t is
reliability ratios of X , see [9] .
Our basic problem is the estimation of β under various situations beginning with the primary estimation of β assuming Σ uu is known.
Gleser [9] showed that the maximum likelihood estimators of γ 0 , γ and σ zz are just the naive least squares estimators, viz.,γ
When Σ uu is known and K xx = Σ −1 XX Σ xx = (Σ xx + Σ uu ) −1 Σ xx is unknown, then K xx is estimated consistently by replacing Σ XX and Σ XX + Σ uu by their respective consistent estimators aŝ
where 1 n S XX is the maximum likelihood estimate of (Σ xx + Σ uu ). Thus, the maximum likelihood estimates of β 0 , β 1 and σ ee are given bỹ
respectively.
Finally,β 0n reduces toȲ −β ′ nX and
providedσ ee ≥ 0 as in (2.7). The estimators will be designated as the unrestricted estimators of β 0 and β. Then by Theorem 2 of [8] we find the large sample covariance matrix ofβ n as
Then, a consistent estimator of C is given by
In case, β is suspected to belong to the linear subspace of Hβ = h where H is a q × p matrix and h is a q × 1 vector of known numbers respectively, the restricted estimator of β is defined bŷ (2.12) see [33] .
Since it is suspected that the restrictions Hβ = h may hold, we remove the suspicion by testing hypothesis H 0 based on the Wald-type statistic
Thus under H 0 , as n → ∞, L * 
Ridge regression estimators of β
In this section, we introduce the ridge regression estimators of β. For this, we first consider the conditional setup of the least squares method with known reliability matrix K xx and minimize the quadratic form with Lagrangian multiplier
This minimization yields the normal equation for β as
Thus, the ridge regression estimator for β is given bỹ
substituting the consistent estimator of K xx given by (2.8) with
Here, the ridge factor of the ridge estimator is given by
which is a consistent estimator of
Hence, the unrestricted ridge regression estimatorβ n (k) is defined bỹ
It is easy to verify that as n → ∞, the bias, MSE and trace of MSE expressions forβ n (k) are given by
Further, since β is suspected to belong to the subspace Hβ = h, we shall consider four more estimators, namely, the (i) Restricted estimator of β given bŷ β n (k) = R n (k)β n . whereβ PT n =β n − (β n −β n )I(L * n < χ 2 q (α)) and χ 2 q (α) denotes the α-level critical value of a Chi-square distribution with q degrees of freedom.
The preliminary test estimation under the assumption of normally distributed random errors has been pioneered by Bancroft [4] and considered later by Bancroft [5] , Han and Bancroft [11] , Judge and Bock [15] , Kibria and Saleh [20] , Saleh [29] and Arashi et al. [3] among others. In the setup of measurement errors models, Kim and Saleh [21] [22] [23] [24] [25] [26] have considered the preliminary test and Stein-type estimation.
(iii) The James-Stein type shrinkage estimator (SE) of β due to James and Stein [14] is given bŷ
The Stein-rule estimation technique in various models has been considered by several researchers, see e.g., [27, 10, 29, 35, 36 ,2,6,1] among many others. asymptotically equivalent toβ n under a fixed alternative, while the asymptotic distribution ofβ n degenerates as n → ∞.
To by pass this problem, we consider the asymptotic distribution under the sequence of local alternatives
The dominance properties ofβ n ,β n ,β Result. Under {K (n) } and the basic assumptions of the measurement error model, the following holds:
. of a noncentral Chi-square distribution with q degrees of freedom and noncentrality parameter ∆ 2 .
Theorem 1. Under {K (n) }, the bias, MSE matrices and risk expressions of the five ridge regression estimators are given by
 ,
 ,
 .
Comparison of estimators of β
We compare the five ridge regression estimators of β based on the risk criterion as a function of the departure parameter, ∆ 2 , as a function of ridge constant k and as a function of both (∆ 2 , k). Comparison among the ridge regression estimators needs the study of the risk-difference of the estimators in comparing. On the other hand, comparison of the ridge regression estimators and the corresponding estimators (sayβ n and R(k)β n etc.) needs the study of the derivatives of the ridge estimators with respect to k. These procedures are adopted throughout in Section 4.1 onwards.
4.1. Comparison ofβ n (k),β S n (k) andβ S+ n (k) based on risks as a function of the departure parameter ∆ 2 First we compareβ n (k) andβ S n (k). Here the risk difference may be written as
The right hand side of (4.1) is non-negative if and only if
Next, we consider the risk difference
. As a result, the dominance picture for the above three estimators is given by β n (see [29, Chapter 7] ).
Comparison ofβ
PT n (k),β n (k) andβ n (k) based on risks as a function of the departure parameter ∆ 2
First, we consider the comparison between the risks ofβ PT n (k) andβ n (k) as follows:
The expression on the right hand side is non-negative whenever
 .
(4.5)
The use of the Courant-Fisher theorem once again yields that (4.5) is non-negative whenever ∆ 2
(4.6)
 . Now, if α = 0, then χ 2 q (0) = ∞ implies H functions are unity and we get risk comparison ofβ n (k) andβ n (k). Thus
The right hand side is non-negative whenever ∆ 2 ∈ (0, ∆ 1 (0, k)) where
.
. 
For a given k, the function E(α, ∆ 2 , k), is a function of α and ∆ 2 . This function for α ̸ = 0 has its maximum under the null hypothesis with following value,
For given k, E max (α, 0, k) is a decreasing function of α. While, the minimum efficiency E min is an increasing function of α. For α ̸ = 0, as ∆ 2 varies the graphs of E(0, ∆, k) and E(1, ∆, k) intersect in the range 0 < ∆ 2 < ∆ 2 1 (α, k), which is given in (4.13).
Therefore, in order to choose an estimator with optimum relative efficiency, we adopt the following rule for fixed values of k. If 0 < ∆ 2 < ∆ 2 1 (α, k), we chooseβ n (k) since E(0, ∆, k) is the largest in this interval. However, ∆ 2 is unknown and there is no way of choosing a uniformly best estimator. Therefore, following Saleh [29] , we will use the following criterion for selecting the significance level of the preliminary test.
Suppose the experimenter does not know the size of α and wants an estimator which has relative efficiency not less than E min . Then among the set of estimators with α ∈ A, where A = {α : E(α, ∆, k) ≥ E min for all∆}, the estimator is chosen to maximize E(α, ∆, k) over all α ∈ A and all ∆ 2 . Thus we solve for α from the following equation. Readers are referred to Saleh and Kibria [32] for tabular values of maximum and minimum guaranteed efficiencies ARE's for various values of α, k, σ 2 .
Comparison of the risk of estimators of β as a function of ridge constant k
First note that the asymptotic covariance matrix of the unrestricted estimator of β is σ zz C −1 where ⇔ C = K ′ xx Σ XX K xx is a positive definite matrix. Thus we can find an orthogonal matrix Γ such that where λ 1 ≥ λ 2 ≥ · · · , λ p > 0 are the characteristic roots of the matrix 
It is easy to see that the characteristic roots of
respectively. Hence we obtain the following identities:
(4.21)
Comparison ofβ n (k) andβ n
In this case we have the risk ofβ n (k) as Clearly for k = 0, the risk equals that the risk ofβ n . Note that the first term of (4.22) is a continuous, monotonically decreasing function of k and its derivative with respect to k approaches −∞ as k → 0 + and λ p → 0. The second term is also a continuous monotonically increasing function of k and its derivative with respective k tends to zero as k → 0 + and the second term approaches ββ ′ as k → ∞. Differentiating with respect to k, we get ∂R(β n (k); Thus a sufficient condition for (4.23) to be negative is that 0
where θ max = Largest element of θ and θ = (θ 1 , θ 2 , . . . , θ p ) ′ .
Thus, we have the following theorem.
Theorem 2. There always exists a k ∈ (0, k * 0 ) such that R 1 (β n ; I p ) ≥ R 1 (β n (k); I p ).
The risk function under the hypothesis Hβ ̸ = h is given by
Thus differentiating (4.25) with respect to k, we obtain a sufficient condition for ∂R 2 (β n (k); I p )/∂k to be negative as
. Thus a sufficient condition for the restricted ridge regression estimator to have smaller risk value than the unrestricted ridge regression estimator is that there exists a value of k such that 0 < k < k 1 where k 1 is given by
. (4.27) We conclude that
We consider the R 3 (β PT n (k), I p ) under Hβ ̸ = h which is a function of eigenvalues and k is given as follows:
 .
(4.28)
. ( 
4.31)
Theorem 4. There always exist a k ∈ (0, k 2 (α, ∆ 2 )) such that R 3 (β PT n ;
Remark. Suppose k > 0, then the following statements hold true following Kaciranlar et al. [17] :
1. If g 1 (α, ∆ 2 ) > 0, it follows that for each k > 0 with k < k 2 (α, ∆ 2 ),β PT n (k) has smaller risk than that ofβ PT n .
2. If g 1 (α, ∆ 2 ) < 0, it follows that for each k > 0 with k > k 2 (α, ∆ 2 ),β PT n (k) has smaller risk than that ofβ PT n .
3. If α = 0, we obtain the comparison conditions forβ n (k) andβ n and if α = 1, we obtain the comparison conditions for β n (k) andβ n .
Comparison ofβ
PT n (k),β n (k) andβ n (k)
Consider first the comparison ofβ PT n (k) andβ n (k). Under the alternative hypothesis Hβ ̸ = h, the difference between the risks ofβ PT n (k) andβ n (k) in terms of eigenvalues and k is given by
and the right hand side is negative whenever
 . (4.33) Thusβ PT n (k) dominatesβ n (k) whenever k 3 (∆ 2 , α) < k, otherwise the reverse holds true. For α = 1, we find thatβ PT n (k) is dominated byβ n (k) when
. (4.34) Under the null hypothesis H 0 : Hβ = h,β n (k) is superior toβ PT n (k) since the risk difference equals
Again the risk difference ofβ PT n (k) andβ n (k) in terms of eigenvalues and k points out to the fact thatβ
In this section, we compareβ S n (k) andβ S n when the risk is a function of (α, ∆ 2 ). First we consider the risk as a function of k and then as a function of ∆ 2 . We now consider the risk function ofβ S n (k). Then, a sufficient condition for ∂R 4 (β S n (k); I p )/∂k to be negative is that k < k 5 (∆ 2 ) where
where
 . 1. If g 2 (∆ 2 ) > 0, it follows that for each k > 0 with k < k 5 (∆ 2 ),β S n (k) has smaller risk than that ofβ S n .
2. If g 2 (∆) < 0, it follows that for each k > 0 with k > k 5 (∆),β S n (k) has smaller risk than that ofβ S n .
Now we consider the risk as a function of ∆ 2 .
To find a sufficient condition on ∆ 2 , the difference in the risks ofβ S n (k) andβ S n will be non-positive when
, (4.39) where
(4.40)
Since ∆ 2 > 0, we assume that the numerator of (4.39) is positive. Then theβ S n is superior toβ S n (k) when
where Ch max (M) is the maximum characteristic root of the matrix (M). However,β S n is inferior toβ S n (k) when
where Ch min (M) is the minimum characteristic root of the matrix (M).
S n (k) andβ n (k) as a function of k
Consider the difference in the risks ofβ S n (k) andβ n (k). Then, a sufficient condition for the risk difference to be nonnegative is whenever 0 < k < k 6 (∆ 2 ) where
 . 1. If g 2 (∆ 2 ) > 0, it follows that for each k > 0 with k < k 6 (∆ 2 ),β S n (k) has smaller risk than that ofβ n (k). 2. If g 2 (∆ 2 ) < 0, it follows that for each k > 0 with k > k 6 (∆ 2 ),β S n (k) has smaller risk than that ofβ n (k).
Note that this risk difference under H
≥ 0. Thereforeβ S n (k) always dominatesβ n (k) under the null hypothesis for q ≥ 3.
Comparison ofβ S n (k) andβ n (k)
Consider the difference in the risks ofβ S n (k) andβ n (k). Then, a sufficient condition for the difference to be non-negative
Suppose k > 0, then the following statements hold true:
1. If g 3 (∆ 2 ) > 0, it follows that for each k > 0 with k < k 7 (∆ 2 ),β S n (k) has smaller risk than that ofβ n (k). 2. If g 3 (∆ 2 ) < 0, it follows that for each k > 0 with k > k 7 (∆ 2 ),β n (k) has smaller risk than that ofβ S n (k).
Note that this risk difference under H 0 :
Next, consider the difference in the risks ofβ S n (k) andβ PT n (k). We define
 .
(4.50)
1. If g 4 (∆ 2 ) > 0, it follows that for each k > 0 with k > k 8 (α, ∆ 2 ),β S n (k) has smaller risk than that ofβ PT n (k). 2. If g 4 (α, ∆ 2 ) < 0, it follows that for each k > 0 with k < k 8 (α, ∆ 2 ),β S n (k) has smaller risk than that ofβ PT n (k). The risk difference under H 0 :
Therefore the risk ofβ S n (k) is smaller than the risk ofβ PT n (k) when A sufficient condition for the risk difference betweenβ S n (k) andβ S+ n (k) to be non-negative is whenever 0 < k < k 9 (∆ 2 ) which is obtained by differentiating the risk ofβ S+ n (k) with respect to k to obtain
 . Differentiating the risk ofβ S+ n (k)with respect to k gives a sufficient condition for ∂R(β S+ n (k); I p )/∂k to be negative under H 0 : Hβ = h that k ∈ (0, k 10 (α)) where
(4.55)
Suppose the numerator of (4.55) is positive, thenβ S+ n (k) dominatesβ S+ n when k > 0 belongs to the region k ∈ (0, k 9 (α)). Suppose k > 0, then the following statements hold true following Kaciranlar et al. [17] :
1. If g 5 (∆ 2 ) > 0, it follows that for each k > 0 with k < k 9 (∆ 2 ),β S+ n (k) has smaller risk than that ofβ S+ n .
2. If g 5 (∆ 2 ) < 0, it follows that for each k > 0 with k > k 9 (∆ 2 ),β S+ n has smaller risk than that ofβ S+ n (k). To obtain a condition on ∆ 2 , we consider the risk difference between β S+ n (k) and β S+ n . It may be shown that the risk-difference is non-positive when
 .
Since ∆ 2 > 0, assume that both the numerator and the denominator of (4.57) are positive or negative respectively. Then β S+ n (k) dominatesβ S+ n when
. The risk difference is
for all α satisfying the condition
  . Under the alternative hypothesis, the difference in the risks ofβ
Since ∆ 2 > 0, assume that both the numerator and the denominator of (4.71) are positive or negative respectively. Then β S+ n (k) dominatesβ 
4.4.
Comparison of risks as a function of (∆ 2 , k) ∈ (0, ∞) × (0, 1)
In this section, we consider the conditions on the parameters (∆ 2 , k) simultaneously for the comparison of estimators in the following theorems.
Theorem 5. Under {K (n) } and assumed regularity conditions, R 1 (β n (k); I p ) ≥ R 4 (β S n (k); I p ) in the interval (∆ 2 , k) ∈ (0, ∞) × (0, k * 0 ) as n → ∞. Otherwise R 4 (β S n (k); I p ) ≥ R 1 (β n (k); I p ). Theorem 6. Under {K (n) } and assumed regularity conditions, R 4 (β S n (k); I p ) ≥ R 5 (β S+ n (k); I p ) in the interval (∆ 2 , k) ∈ (0, ∞) × (0, k 9 (∆ 2 )) as n → ∞.
As a result, the dominance relations hold as R 1 (β n (k); I p ) ≥ R 4 (β S n (k); I p ) ≥ R 5 (β S+ n (k); I p ) in the interval (∆ 2 , k) ∈ (0, ∞) × (0, k 9 (∆ 2 )) where k 9 (∆ 2 ) is given by (4.52) as n → ∞.
Thus, again the estimatorβ S+ n (k) is preferable over others for applied statistics.
Summary and conclusions
In this paper, we have combined the idea of the preliminary test and the Stein-rule estimator with the RR approach to obtain a better estimator for the regression parameter β in a multiple measurement error model. Accordingly, we considered five RRR-estimators, namely,β n (k),β n (k),β PT n (k),β S n (k) andβ S+ n (k) for estimating the parameters (β) when it is suspected that the parameter β may belong to a linear subspace defined by Hβ = h. The performances of the estimators are compared based on the quadratic risk function under both null and alternative hypotheses. Under the restriction H 0 , thê β n (k) performed the best compared with other estimators, however, it performed the worst even when ∆ 2 moves away from its origin. Note under the risk ofβ n (k) is constant while the risk ofβ n (k) is unbounded as ∆ 2 goes to ∞. Also under H 0 , the risk ofβ PT n (k) is smaller than the risks ofβ S n (k) andβ S+ n (k) for satisfying (4.60) for q ≥ 3. Thus, neitherβ PT n (k) norβ S+ n (k) nor β S n (k) dominate each other uniformly. Note that the application ofβ S+ n (k) andβ S n (k) is constrained by the requirement that q ≥ 3. However, from Section 4.4,β S+ n (k) is preferable toβ S n (k) since it dominates uniformly in ∆ 2 for k ∈ (0, ∞) while for q < 3,β PT n (k) is preferable which depends on the size of test α which may be determined by the maximin rule given by (4.14) .
