This paper investigates the evolution of asymmetric patterns for oscillatory flow in a baffled tube. A numerical simulation for three-dimensional flows in an axisymmetric geometry was developed and compared with experimental results obtained using particle image velocimetry ͑PIV͒. Sharp edged baffles were used for both numerical simulations and experiments. From the numerical simulation, a stability map of the flow symmetry was obtained as a function of Reynold-Strouhal numbers. The simulations show that for all Strouhal numbers, the flow was axisymmetric at Reynolds numbers less than 100 and asymmetric at Reynolds numbers larger than 225. The flow was less stable to asymmetric disturbances at small or large Strouhal numbers when compared to St= 1.0. In particular, the flow in the region StϽ 0.5 and ReϾ 100 was asymmetric. Two mechanisms for vortex instability transition into three dimensions has been identified. At small Strouhal numbers, the primary mechanism is a shear ͑Kelvin-Helmholtz͒ instability. At larger Strouhal numbers, the axisymmetry of the flow is broken because of the collision of travelling eddies that have been shed from opposite baffles. The numerical results are in general in agreement quantitatively with the experimental observations and both experiment and simulation assist in understanding the development of unsteadiness in periodic reversing flows.
I. INTRODUCTION
Departure from the laminar Poiseuille flow with increasing flow velocity in a smooth tube is usually observed at a relatively high Reynolds number ͑Ͼ4000͒, where the stability of the flow changes by a rapid transition from patches of turbulence to full turbulence.
1,2 If periodic orifice baffles are inserted in a tube, a different type of flow transition occurs at a relatively low Reynolds number of order 100. 3 In this case, the breakdown of the stability is through the initial development of stable eddies downstream of each baffle and the subsequent development of Kelvin-Helmholtz instabilities of these eddies into more complex flows. It is also possible to modify the laminar turbulent transition in a smooth tube by oscillating the flow within the smooth tube and then a flow transition to turbulence occurs at a range of oscillatory Reynolds number from 4 ϫ 10 3 to 3 ϫ 10 4 for different Strouhal numbers. 4, 5 Finally, and of specific relevance to this paper, is the flow regime where both oscillation and periodic baffles are present and the combined effect of baffles and fluid oscillation influence the evolution from a periodic laminar flow to more complex regimes. In this case, the oscillating fluid motion can interact with each baffle and form vortices, providing efficient mixing ͓oscillatory flow mixing ͑OFM͔͒ within the cavity region between each set of baffles. 3, 6, 7 Previous studies on the OFM in nonuniform section channels and tubes with smooth constrictions began with Bellhouse et al. 8 who studied oscillatory flow in a furrowed channel and reported the oscillatory flow could improve the mass transfer rate in a blood oxygenator. Sobey 9,10 simulated the flow patterns using a two-dimensional numerical simulation for the oscillatory flow in the furrowed channel and showed that vortex formation and ejection were responsible for the enhanced mixing and mass transfer. This simulation was supported by experimental observations by Stephanoff et al. 11 Further studies by Nishimura et al. 12 indicated that the diverse flow structures in this geometry depended on both oscillatory Reynolds number and Strouhal number. Ralph 13 studied the flow patterns in a sinusoidal wavy-walled tube using two-dimensional simulation and experiments, and found a secondary flow separation and time-asymmetric flows in a range of Strouhal numbers. Studies carried out on oscillatory flow in baffled channels and tubes were initiated by Knott and Mackley, 14 who reported that the stable periodic eddies formed at the edge of PHYSICS OF FLUIDS 19, 114101 ͑2007͒ a submerged flat plate and a piercing-exit tube by the oscillatory flow produced by water waves. Brunold et al. 15 showed that the efficient mixing could be achieved by introducing oscillatory flow in ducts containing sharp edges. A chaotic advection and efficient mixing mechanism was found by Howes et al. 3 using two-dimensional simulation in baffled channels with fluid oscillation. Further studies by Roberts and Mackley 16 showed the asymmetry of flow patterns and period doubling of oscillatory flow in baffled channels. Ni et al. 17 extended the simulations to asymmetric regimes using a commercial three-dimensional simulation software FLUENT for the oscillatory flow in a baffled tube, and the simulation was qualitatively validated by particle imaging velocimetry ͑PIV͒ measurements.
It has been found that the oscillatory flow within a baffled tube can provide a range of process enhancement, such as high mass transfer rate, 18, 19 heat transfer rate, 20, 21 and narrow residence time distribution [22] [23] [24] which are all properties relevant to many processing operations in tubular geometries. Each of these enhancements is a result of the increased radial mixing due to the vortex mixing mechanism that periodically advects fluid from near the wall to the central region of the tube. An important feature of this system is the symmetry breakdown due to flow instability. This paper presents a numerical scheme that can follow, with precision, the transition from symmetric to asymmetric flow in a tube with periodical baffles where the geometry of the tube is shown schematically in Fig. 1 . A matching set of experimental results are compared with numerical results and they are in reasonable quantitative agreement. The numerical method is then used to investigate the onset of the asymmetric flow pattern. Two instability mechanisms are identified and instabilities of different azimuthal mode numbers are observed by plotting the velocity fields in cross sections.
II. GOVERNING EQUATIONS AND NUMERICAL METHOD
For a Newtonian liquid considered in this work, the fluid motion is governed by the incompressible Navier-Stokes equations, whose velocity field u is characterized by the divergence-free condition where is the density, is the viscosity, p is the pressure, and u, v, w are the three Cartesian components of the velocity. The three Cartesian coordinates are x, y, and z. x is the axial direction of the tube. Full three-dimensional simulations of flows in a baffled tube were first reported by Ni et al. 17 using the commercial software FLUENT. They found difficulty in the implementation of a spatially periodic boundary condition with a prescribed temporally periodic mass flow rate. It is therefore appropriate to modify the original equations in order to make the implementation of the above conditions simpler and solution more efficient. It can be proved that the pressure increment ⌬p in one spatial period is a constant and independent of ͑y , z͒. A modified pressure is defined as
The momentum equation for the u component of the NavierStokes equation becomes ‫ץ‬u ‫ץ‬t
where G = G͑t͒ is a function of time and it is determined uniquely by the prescribed flux. The Navier-Stokes equation was solved by a semiimplicit projection method. 25, 26 Spatial discretization was established for the cylindrical geometry. One of the main difficulties associated with cylindrical coordinates is the treatment of the coordinate singularity at the centerline ͑r =0͒ and this was addressed by Verzicco et al. 27 and Akselvoll et al. 28 with a certain degree of success. In this simulation, an arbitrary Lagrangian Eulerian ͑ALE͒ method, 29 was used where the spatial discretization of the primitive variables uses a partially staggered approach: the pressure p was defined at the cell center while both compo- nents of the Cartesian velocity u are defined on the cell corner ͑see Fig. 2 for a 2D ALE mesh͒. By choosing to use Navier-Stokes equations expressed in Cartesian components for the velocity, the singularity is avoided at the centerline of the cylindrical components of the velocity. A second difficulty relates to the fact that when using a cylindrical coordinate mesh, the azimuthal grid resolution is proportional to the radial distance from the centerline and this leads to a over-resolution in the azimuthal direction around the centerline. A remedy was to treat all the terms in the momentum equations with derivatives in the azimuthal direction implicitly. All other terms were treated explicitly in order to avoid a fully coupled nonlinear system and therefore achieved an efficient numerical method. The implicit part in the azimuthal direction required the inversion of periodic tridiagonal matrices which can be done efficiently. 30 In this work, the computations are carried out with 48 ϫ 128ϫ 96 grid points equally spaced in the radial, azimuthal, and axial directions, respectively. As the Reynolds number considered in this work was moderate ͑less than 300͒, this grid size is sufficient to capture the main characteristics of the flow. Since the discretization along the axial direction is a standard Cartesian method, the method needs to only be validated in the 2D cross-section plane. In order to establish accuracy, the numerical solutions are compared with an unsteady Lamb dipole flow described in Batchelor.
31
A steady flow solution exists with a distributed vorticity
where is vorticity, is the streamline function, and k is a constant. Fig. 3 . The mesh sizes are 16ϫ 16, 32ϫ 32, and 64ϫ 64, respectively. The time step was refined proportional to the grid spacing and three different types of error were defined as
, ͑11͒
where u i t represents the exact solution. From the data shown in Fig. 3 , it can be seen that the numerical error logarithmically decreases with increasing number of grid points, and a second order spatial accuracy is clearly demonstrated.
III. THE EXPERIMENTAL APPARATUS AND PROCEDURE
An oscillatory flow baffled tube geometry with matching dimensions and configuration to the simulation was used in conjunction with a particle imaging velocimetry ͑PIV͒ in order to establish experimental behaviour and compare with numerical results. A Perspex tube inner diameter of 50 mm and length of 750 mm was fitted with a baffle insert assembly, using baffles of outer diameter 49.5 mm with 25 mm 
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diameter orifices spaced at 1.5 tube diameters ͑75 mm͒ along the tube as shown schematically in Fig. 1 . The tube contained 11 baffles forming 10 cavities ͑the space between successive baffles͒. These baffles were supported along the tube by three stainless steel rods ͑2 mm in diameter͒. The fluid used was a mixture of glycerol and water ͑41.2 w/w%͒ of density 1096 kg/ m 3 and viscosity 3.8ϫ 10 −3 Pa s at 20°C. In order to minimize optical distortion, a rectangular viewing box was fixed in the middle of the tube and filled with glycerol which had a matching refractive index to the Perspex.
A variable frequency and variable amplitude oscillator unit was used, in which a stainless steel piston ͑50 mm diameter͒ provided fluid oscillation at the base of the reactor tube as shown in Fig. 4 . The near sinusoidal motion of piston was obtained by an eccentric rotating cam mechanism driven by an electric motor ͑also see Ref. 24͒. The amplitude of the oscillation was controlled by positioning the cam at predefined positions under the piston and the frequency was controlled by the rotation speed of the motor which was adjusted by an inverter unit ͑ABB, USA͒. In practice, amplitudes in the range of 0.5-5 mm ͑center to peak͒, and frequencies of 0.3-6 Hz could be achieved.
The velocity field was mapped by a PIV system ͑ILA, Germany, Fig. 5͒ . Neutrally buoyant silvered microspheres were used as seeding particles with an average diameter of 10 m. Two Nd:Yag pulsed laser generators produced a pair of laser sheets with a wavelength of 532 nm. The beam was positioned to penetrate through the middle of the flow field, illuminating an axial section as shown schematically in Fig.  6 . A CCD camera ͑PCO SensiCam, Germany͒ captured a pair of images with a resolution of 1280ϫ 1024 pixels. The synchronizer accepts an external trigger pulse that determines the phase of oscillation, and triggers both laser and camera simultaneously to acquire an image pair. By analyzing the trigger position and adjusting the phase angle in the synchronizer, a temporal equally spaced 8 phase positions were obtained, as shown in Fig. 7 . The pictures were analyzed by VidPIV software ͑v 4.6, ILA, Germany͒. All the experiments were operated at room temperature ͑20°C͒. In this section, both numerical and experimental aspects of oscillatory flow in a baffled tube are described and the emphasis is on the results relating to symmetric and asymmetric flow. All numerical simulations in this work were performed within one mixing cavity between two adjacent baffles and experimental visualization was taken in an axial section of the tube as shown in 
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where Q 0 is the maximum flow rate and f is the frequency of the oscillatory flow. The maximum mean velocity in the cross section is
The velocity can be also derived from the sinusoidal motion of the piston
where x 0 is the maximum amplitude. The velocity is a function of time as
so that the maximum mean velocity is
The oscillatory Reynolds number is defined as
and the Strouhal number is defined as
A. Comparison between simulations and experiments
The numerical simulations were started from an initial condition where the fluid was at rest ͑the velocity is zero everywhere͒; the prescribed volumetric flow rate was achieved by using a modified periodic pressure ͓see Eq. ͑7͔͒. In order to trigger the three-dimensional instabilities, an asymmetric perturbation of small amplitude was added to the initial condition at time t = 0 and only at this time. In experiments, the fluid was forced into an oscillatory motion by a sinusoidally moving piston. Asymmetry is present all the time in the experiment because of the imperfect baffled tube and the supporting rods; there is no need to trigger threedimensional instabilities artificially.
Following the terminology of the stability analysis, if the flow is stable, the asymmetric disturbance will be damped and the flow will stay axisymmetric at the end. Alternatively, the asymmetric disturbance will grow and eventually dominate the flow pattern. We start to present our results from the axisymmetric case.
Axisymmetric flow: Matching experimental and numerical results
At small Reynolds numbers, the oscillatory flow in a baffled tube is axisymmetric in space and periodic in time. This is the case for Re= 182 and St= 1.0, Fig. 8 shows the velocity fields in three phases where the overall fluid motion is vertically downwards. The figures in the left column are velocity fields from numerical simulations, and those in the right column are the velocity fields measured by PIV experiments. There are three pairs of vortices in each cavity. At phase 5 ͓Figs. 8͑a͒ and 8͑d͔͒, the flow has just reversed its direction, and starts to flow downwards. A pair of vortices appear near the upper baffle. The match between simulation ͓Fig. 8͑a͔͒ and experiment ͓Fig. 8͑d͔͒ is close with the exception that a small eddy can be seen from the experimental data at the top left corner in Fig. 8͑d͒ . This may be a consequence of slight asymmetry of the baffles in the experiment or a small gap between the baffles and the tube wall. In both the simulation and experiment, another two pairs of vortices collide just below the middle line of the tube cavity, as shown in Figs. 8͑b͒ and 8͑e͒ ; the middle pair of vortices are traveling downwards and the lower pair upwards. The location of this collision region is comparable in the simulation and the experiment. The position of the lower vortices occurs at the same position; however the vortices in the simulation are slightly closer to the tube wall. The size of these vortices are slightly larger in the simulation than those in the experiment. In general the qualitative level of agreement shown in Fig. 8 is good. In both cases, symmetry is maintained and the general eddy structure is matched in shape and magnitude. At this Reynolds number ͑Re= 182͒ and lower Re the simulation was not sensitive to input numerical perturbations.
In order to compare the numerical and experimental results quantitatively, velocity profiles along one horizontal line and one vertical line were considered. These lines are drawn in Fig. 8͑b͒ . The horizontal line is at y = 0.9 and the vertical line x = 0.5. The point of the intersection of these lines is roughly the center of a vortex. The coordinates of these lines in the experiment are slightly different, but the point of the intersection is still the center of a vortex ͓Fig. 8͑e͔͒. The axial and radial velocity profiles are shown in Fig.  9 ; the solid lines are numerical results, and dashed lines are experimental results. The top row of Fig. 9 plots the velocity profiles on the horizontal line. The numerical and experimental data have the same shape but the variation of experimental data are slightly smaller. The bottom row plots the velocity profiles on the vertical line. The match between the numerical and experimental data is less good, nevertheless, they show the same general trend.
Asymmetric flow: Matching experimental and numerical results
When the flow developed into a fully three-dimensional asymmetric pattern, the flow was very sensitive to the initial condition and to the experimental conditions. The detailed flow pattern changed from cycle to cycle. In this subsection, cycle averaged velocity fields are used to characterize the asymmetric flow patterns. These averaged quantities were obtained by averaging numerical or experimental data over 20 cycles. The asymmetry presented in the experiment is not only due to the inherited flow instability at high Reynolds number but also the imperfection in the tube geometry and the supporting rods, while in the numerical simulation the flow asymmetry is solely caused by the flow instability. For this reason, the level of flow asymmetry in the experiment is always higher than in the numerical simulation for a same set of dimensionless number. A reasonable match between ex-
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periment and numerical data is only possible if the Reynolds number in the simulation is higher than in the experiment.
Here we compare numerical and experiment results for a Strouhal number St= 1.0. The Reynolds number in the simulation ͑Re= 300͒ is slightly higher than in the experiment ͑Re= 255͒. The extra Reynolds number in the simulation contributes to compensate the geometric asymmetric effect in the experiment. The flows are observed to be asymmetric both in the simulation and the experiment. While the middle pair of vortices are almost compressed in the simulation, it disappears completely in the experiment. At phase 6 ͓Figs. 10͑c͒ and 10͑f͔͒, the downward flow reaches the peak flow, and the asymmetry is observed apparently in the lower half of the axial section. In both simulation and experiment, the downward flow bypasses the lower right vortex faster and via a shorter route compared to the left side downward stream. In this phase, the middle pair of vortices are blurred in the experiment. This phenomenon has been reported in the axisymmetric flow case. As in the axisymmetric case, axial and radial velocity along two lines profiles were plotted in Fig. 11 in order to compare the results quantitatively. The data are from that of phase position 6 in Fig. 10 . The same level of the agreement is obtained as in the axisymmetric case, except Fig. 11͑b͒ where a high peak is observed in the numerical simulation. Given the complexity of the flow, we consider that the agreement is satisfactory.
In conclusion, the numerical simulation agrees reasonably well with the experimental measurement qualitatively and quantitatively in both symmetric and asymmetric regimes. The experimental data shows slightly stronger asymmetric characteristics and this discrepancy is attributed to experimental asymmetric effects of the tube geometry.
Statistical analysis has been done for experimental measurements and the results were presented in the context of spatial moments of axial velocity. The first order and second order spatial moments are defined as follows. 32, 33 For each x-position X i , we define
where Y = y / L is the dimensionless y position ͑axial͒, X = x / D is the dimensionless x position ͑radial͒, and ū is the phase average axial velocity for different numbers of PIV samples,
The spatial moments are defined as
where the first spatial moment 1 describes the displacement of the center of the magnitude of axial velocity, and the second moment 2 describes the spread around the center of achieved from 15 samples and 20 samples. More precisely, relative deviations of these moments from n PIV samples to those from 20 samples are defined as follows: Figure 14 shows that these deviations decreases with the number of PIV samples, namely, at n − 15, the deviation is less than 1% for the first moment, and 2% for the second moment. This analysis supports that the analysis of 20 PIV pictures is enough to experimentally represent the flow patterns examined in this paper.
B. Stability map for the baffled tube
At a Strouhal number of around St= 1, it was observed experimentally that the oscillatory flow in the baffled tube remained axisymmetric for Reynolds number up to 200. 
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A dimensionless parameter , we call the asymmetry index, is defined to quantify the symmetry within the axial section,
͑26͒
where u and v are axial and radial velocities, and uЈ and vЈ their counterparts on the symmetric positions with respect to the central line. From Eq. ͑26͒, should be in the range of 0 ഛ ഛ 1. If the flow in an axial section is symmetric, will be zero and when symmetry is broken, will be larger than zero. The larger value of , the greater the asymmetry. An area averaged parameter a is defined to quantify the average symmetry of an axial section,
where ij is the asymmetry index at every point in an axial section, and D is the diameter of the baffled tube. Furthermore, to characterize the average symmetry for each oscillation condition, a global asymmetry index t is defined based on the area averaged asymmetry index a ,
where T is the period of one oscillation cycle, p is the number of phase positions, and ⌬t is the time interval between each phase position during the cycle.
A stability flow map of the flow symmetry was obtained from the numerical simulations, as shown in Fig. 15 and a symmetry boundary is evident from the figure. Rather than perfect symmetry ͑ t =0͒, the flow is considered symmetric when t Ͻ 0.05. The figure shows clearly that the transition to asymmetry is very sensitive to the magnitude of Strouhal number. At a low Strouhal number, e.g., Stഛ 0.5, the asymmetry transition can occur at Re= 100 or greater. Strouhal number St= 0.5 seems to be a critical value; beyond this value, the critical Reynolds number for which the flow becomes asymmetric increases dramatically, and it doubles It is of interest to study the mechanisms of the asymmetric instability. At low Strouhal numbers, e.g., St= 0.1, as shown in Fig. 17͑a͒ , the flow contains only one pair of toroidal eddies. In this case, the main flow forms a fast stream core at the tube center, which wobbles and rotates when the Reynolds number is higher, e.g., Re= 100 at St= 0.1. This is a clear sign of a shear ͑Kelvin-Helmholtz͒ instability. The strong shear flow forms when the fluid is squeezed through the baffle region and the flow does not change direction quickly ͑small Strouhal numbers͒. The same threedimensional instability for St= 0 ͑constant flow rate͒ at the same Reynolds number has been observed. It means that the flow oscillation and the eddy collision is not the cause for this instability.
The development of the instability at medium and large Strouhal numbers ͑Stജ 0.5͒ is different. First, the critical 
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Reynolds number ͑ജ200͒ for which the flow becomes asymmetrical is much higher than in the previous case ͑Reഛ 100͒. Secondly, the asymmetrical flow pattern is different; instead of a wobbling and rotating central core, pairs of toroidal eddies are shed from a baffle and collide with pairs of toroidal eddies generated from the opposite baffle at the flow reversal. The breakdown of the flow symmetry is caused ͑at least helped͒ by the collision of the opposite eddies when the energy ͑related to the Reynolds number͒ carried by these toroidal eddies is sufficiently high, e.g., Re Ͼ 225 at St= 1. A rigorous study of the mechanisms of the asymmetric breakdown can be carried out through a linear stability analysis. The traditional stability theory relies on the existence of a steady flow solution about which perturbations are superimposed. This assumption is violated in oscillatory flows because the basic flow solution is characterized by a periodic time dependence. This constitutes a special case of time-varying flows and Floquet theory is the tool of choice for analyzing the stability of the system. 35 We will not pursue this analysis in this work, but concentrate on numerical simulations and experiments.
It is interesting to investigate the possibility of chaotic or stochastic behavior in the flow we studied. A laminar viscous flow may become chaotic after several incommensurate bifurcations ͑Ruelle-Takens-Newhouse scenario͒, or an infinite sequence of period-doubling bifurcations ͑Feigenbaum scenario͒, see Ref. 36 . The process which leads the flow to chaos can be analyzed in detail looking both at the time behavior of a scalar quantity characterizing the system and at the relative spectrum. Figure 18 shows the radial component of the velocity recorded at r = 0.5 ͑radial direction͒, =0 ͑azi-muthal direction͒, and z = 1.5 ͑axial direction͒ for both Reynolds numbers 182 and 300 ͑this function is defined as u c ͒.
The Strouhal number is St= 1.0. Figure 18͑a͒ is a close-up between time t = 190 and 200 for Reynolds number 182; after an initial transition, the flow settles down into a strictly periodic flow, and the flow is axisymmetric. Evidence of a periodic behavior at Reynolds number 300 can also easily be found in Fig. 18͑b͒ , even if this is spoiled by the 3D instability. Indeed, the spectrum of u c ͑Fig. 19͒ shows two high frequency peaks at the forcing frequency f = 1 and its superharmonic 2. The superharmonic response of u c can be explained as follows: from the baffles, a vortex structure is shed each half-period, which causes the radial component of velocity to be directed outward both when the basic flow is from the top to the bottom and vice versa. By increasing the Reynolds number from 182 to 300, the forcing frequency and its superharmonic remain as the only dominant frequencies. Similarly, the power spectrum of the azimuthal component v c and axial component w c at the same location were calculated. They are shown in Fig. 20 for Re= 300. The spectrum of the axial component has only one strong peak at the fundamental frequency 1, while the azimuthal component has two strong peaks at f v Ϸ 0.157 and at 4f v . It is easy to understand that the fundamental frequency of the axial component is equal to 1, which is the forcing frequency. On the other hand, we have no explanation why the fundamental azimuthal frequency f v Ϸ 0.157. The existence of a broadband spectrum component is usually taken as the operational definition of a chaotic ͑stochastic͒ behavior. There are only a few dominant spectrum components in the flow at the Reynolds numbers we studied. This leads us to conclude that the flow regime is laminar unsteady.
C. Velocity fields in transverse section
It was found that the detailed development of threedimensional asymmetric flow patterns was usefully illustrated by examining the time evolution of velocity profiles in transverse sections. Figure 21 plots the velocity field in a transverse section at the 1/4th length of the cavity as shown schematically in Fig. 6 . The top row ͓Figs. 21͑a͒ and 21͑b͔͒ shows that the flow is always axisymmetric for St= 1.0 and Re= 200. For other Strouhal numbers at the same Re, as shown in the second and third rows, the flow symmetry breaks down, and the asymmetric flow pattern evolves during the simulation. At an early time T = 50 for St= 0.5, as shown in Fig. 21͑c͒ , the flow exhibits a twofold mirror symmetry with respect to the horizontal line ͑the symmetry direction͒ and this flow pattern oscillates along the symmetry direction back and forth. The twofold mirror symmetry is a mode 2 pattern ͑other modes will be discussed in the next subsection͒. The symmetry direction can be controlled by carefully choosing the perturbation added to the initial con- dition. In general, the symmetric mode 2 can be triggered so that it is the first developed three-dimensional flow pattern in the transverse section. But this mode is not the dominant mode and will eventually be taken over by a fully developed three-dimensional pattern later on. This is shown in Fig.  21͑d͒ , where the flow is fully three-dimensional ͑the twofold symmetry is broken͒ at a late time ͑T = 100͒. For Strouhal numbers much larger and less than St= 1.0, for example, Fig.  21͑e͒ shows a full three-dimensional pattern for St= 0.1. For St= 2.0, although the flow is no longer axisymmetric ͓Fig. 21͑f͔͒, it exhibits a twofold symmetry along the horizontal line. The development of asymmetrical flow patterns in the transverse section for a higher Re showed a more complex evolution, for example, at Re= 300 and St= 1.0. Figure 22 shows the velocity field at the transverse section at the 1 / 4th length of the cavity. As this is the section of the tube where the pair vortices pass through the cavity, the threedimensional instability appears prominently. The simulation shown in this subsection starts from the fluid at rest ͑zero velocity͒ without being disturbed. Disturbances in the flow are introduced only through round-off error of the computer and need a longer incubation period. Due to this difference in initiating the simulation, the three-dimensional flow pattern takes a longer time to appear. However, this initialization minimizes interference with the development of the flow. An axisymmetric flow is established from the beginning of the simulation, and the velocity field is axisymmetric ͓Fig. 22͑a͔͒. However, at this Reynolds number, the axisymmetric flow is unstable. The first asymmetrical pattern occurs as a fourfold mirror symmetry flow pattern ͑mode 4͒. Figure  22͑b͒ shows a square pattern of the velocity field at period 23. Several periods later, this flow pattern has turned 90°and becomes a diamond pattern at period 31 ͓Fig. 22͑c͔͒. These two flow patterns and the perfectly axisymmetric flow pattern ͓Fig. 22͑a͔͒ are observed in various sequences during this intermediate stage, but a law on how these patterns repeat themselves was not found. The fourth mode that was 
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IV. CONCLUSIONS
A high precision numerical method for solving threedimensional flows in an axisymmetric geometry has been developed and the numerical method was applied to investigate the oscillatory flow and especially the development of asymmetric flow patterns in a baffled tube. In general, the numerical results matched well with the experimental observations and it was possible to develop a stability map of the flow symmetry in Reynold-Strouhal number space. This map was supported by the experimental work of previous authors 3, 16, 34 as well as by work carried out in this paper. Two mechanisms of the three-dimensional instability were identified. At small Strouhal numbers ͑StϽ 0.1͒, the main feature of the flow was a fast stream core at the tube center. This core wobbles and rotates at large Reynolds numbers. This is a clear sign of a shear ͑Kelvin-Helmholtz͒ instability. The fluid is forced through the baffled region and forms a strong shear flow when the flow does not reverse the direction quickly ͑small Strouhal numbers͒. On the other hand, at medium and large Strouhal numbers, StϾ 0.5, the flow pattern is that pairs of toroidal eddies shed from one baffle will travel toward the middle of the cavity, and collide with pairs of eddies shed from the opposite baffle at the flow reversal. The energy of the collision of these opposite eddies results in a breakdown in the flow symmetry if the Reynolds number is larger than 225.
It was found that the evolution of asymmetry flow patterns could be usefully followed from examination the flow in a transverse section. The initial phase of the asymmetric flow possesses symmetric characteristics. Twofold, threefold, and fourfold mirror symmetry patterns have then been observed. The twofold mirror symmetry pattern has to be triggered explicitly in the initial condition, while the fourfold mirror symmetry patterns may be introduced through roundoff error of the computer. The most unstable pattern is the threefold symmetry pattern, which takes over from the two previous symmetry patterns. When the flow is fully developed into a three-dimensional asymmetric flow, the threefold symmetry is destroyed. However, the inherited triangular characteristics, though very distorted, are still recognizable. At this stage, there is not a clear physical explanation for the way in which the symmetric flow develops to an asymmetric flow as described in this paper. Floquet theory is the tool of choice for analyzing the stability of the time-periodic system, 35 and it may provide insight on the development of the asymmetric patterns.
The results in this paper show that the three-dimensional numerical method utilized here provides a good description and prediction of the development of asymmetry for the oscillatory flow within a baffled tube and helps in the understanding of instability development for oscillatory flow. The results show the breakup of the axisymmetry flow pattern in a transverse section, however, it is difficult to measure the flow field in a transverse section by current PIV techniques. The magnetic resonance imaging ͑MRI͒ technique can now be used for the three-dimensional flow visualization, 37 and further studies need to be carried out using this technique to obtain the complementary experimental measurements to the numerical simulation predictions.
