The multi-indexed Jacobi polynomials are the main part of the eigenfunctions of exactly solvable quantum mechanical systems obtained by certain deformations of the Pöschl-Teller potential (Odake-Sasaki). By fine-tuning the parameter(s) of the Pöschl-Teller potential, we obtain several families of explicit and global solutions of certain second order Fuchsian differential equations with an apparent singularity of characteristic exponent −2 and −1. They form orthogonal polynomials over x ∈ (−1, 1) with weight functions of the form (1 − x) α (1 + x) β /{(ax + b) 4 q(x) 2 }, in which q(x) is a polynomial in x.
Introduction
The theory of Fuchsian differential equations is essentially a local theory [1, 2] . Exactly solvable quantum mechanics, on the other hand, has recently provided infinitely many examples of global solutions, called the multi-indexed Jacobi polynomials [3] , of second order Fuchsian equations with 3 + ℓ (ℓ ≥ 1) regular singularities. The first three regular singularities correspond to those for the Jacobi polynomials and the extra ℓ singularities are all apparent and their characteristic exponents are generically all −1. At this point a naive and deep question is 'if it is possible to construct global, i.e. rational solutions having higher (ρ = −2, −3, . . .) characteristic exponents at apparent singularities? ' In a sense, this could be regarded as a problem of the confluence of apparent singularities. In a previous paper [4] , a related 1 Permanent address question was asked in connection with the multi-indexed Laguerre polynomials [3, 5] and a partial positive answer was obtained. Namely, several examples of second order differential equations with one irregular singularity at ∞ and two or more regular singularities at finite locations were constructed together with solutions having a characteristic exponent −2 at one of the regular singularities, through fine-tuning of the parameter of the multi-indexed Laguerre polynomials.
In the present paper, we provide a partial positive answer to the above question within the framework of the multi-indexed Jacobi polynomials. As recapitulated in section two, the multi-indexed Jacobi polynomials are obtained as the main part of the eigenfunctions of a quantum system with the Pöschl-Teller potential [6, 7] , deformed by Darboux-Crum transformations [8, 9, 10] in terms of the polynomial solutions called the virtual state solutions. The "confluence of apparent singularities" is achieved through fine-tuning of the two parameters (g, h) of the Jacobi polynomial to a curve g = g(h) or h = h(g) in such a way that the seed solutions have a cubic zero. In other words, these curves are the roots of the discriminants of the polynomial part of the candidate seed solutions, see (2. with the condition γ + δ + ǫ = α + β + 1 (Fuchs' relation). As is well known (0, 1 − γ), (0, 1 − δ) and (0, 1 − ǫ) are the exponents at 0, 1 and t, respectively and (α, β) are those at ∞. The parameter q is called the accessory parameter . Heun's differential equation appears in several systems in physics [11, 12] , in particular, its special cases appear as the differential equations for the exceptional Jacobi polynomials of type X 1 , and some of their properties were studied in [13] . By the change of the independent variable η = 1 − 2z, the equations 
Multi-indexed Jacobi polynomials
Here we recapitulate the essence of the multi-indexed Jacobi polynomials as derived in [3] .
The main ingredients are (i) the Jacobi polynomials as the main part of the eigenfunctions of the exactly solvable quantum system, the Pöschl-Teller potential, (ii) the virtual state solutions, (iii) the Darboux-Crum transformations.
Darboux-Crum transformations
We start with the Darboux-Crum transformation, which applies to any one-dimensional Schrödinger equation. Let
be a Hamiltonian and U(x) be a potential defined in a complex domain. To define the Darboux-Crum transformation, we pick up distinct seed solutions {ϕ j (x),Ẽ j } (j = 1, . . . , M)
of the original Schrödinger equation. Namely, 2) and the functions ϕ j (x) need not be square-integrable. Let
3)
Then we have Proposition 2.1 [9, 10] Let ψ(x) be a solution of the original Schrödinger equation
Then the function
7)
satisfies the M-th deformed Schrödinger equation (2.3) with the same energy:
In the M-th deformed potential (2.4), the zeros of the Wronskian W[ϕ 1 , . . . , ϕ M ](x) are the extra singularities.
Pöschl-Teller potential
The Jacobi polynomials constitute the main part of the eigenfunctions of a quantum system with the Pöschl-Teller (PT) potential:
It has regular singularities at x = 0 and x = π/2 modulo π, and the characteristic exponents at x = 0 (resp. x = π/2) are ρ = g, 1 −g (resp. ρ = h, 1 −h). The Hamiltonian is self-adjoint and the eigenfunctions and the eigenenergies are given by
where P (α,β) n (η) is the Jacobi polynomial in the variable η defined by
The eigenpolynomial solutions form a complete set of orthogonal polynomials over (0, π/2) under a suitable restriction of the parameters g, h:
14)
Another ingredient is the virtual state solutions, which are three types of seed polynomial solutions of the Schrödinger equation (2.9) indexed by v ∈ Z >0 , which have all real energies:
Note that the seed solutions of type I and II are used to construct generic multi-indexed Jacobi polynomials in [3] . The third type III is now employed to produce a wider class of polynomials, to be called tentatively non-generic multi-indexed Jacobi polynomials (for the non-generic multi-indexed Laguerre polynomials, see [4] ). Because of the type III virtual solutions, the absence of singularities in η ∈ (−1, 1) is no longer guaranteed. One salient feature of the non-generic multi-indexed polynomials is the existence of the additional modes at n < 0. Whenφ III v is used as a seed solution, an additional mode at n = −(v+1) is created. The degree of the polynomialφ
In the rest of this section, we assume that the parameters are general and satisfy these conditions, unless otherwise stated . In section 3 and after, fine tuning of the parameters will be used extensively and the above conditions will not be assumed any longer.
Explicit forms of the multi-indexed Jacobi polynomials
We define a wider class of multi-indexed Jacobi polynomials by applying Darboux-Crum transformation with three types of the seed solutions to the quantum system with the PT potential in (2.9). Letφ
solutions. Let us denote the number of type I seed solutions in the set {φ 
is an eigenfunction of the deformed Hamiltonian
with the same eigenvalue E n = 4n(n + g + h), provided that the deformed potential is non-singular. Let us express the numerator and the denominator of φ
in which Q n (η) and D(η) are polynomials in η.
Proposition 2.2 The exponents are given by
The deformed potential is given by
and the eigenfunctions have a simple form
For general values of g and h, the two polynomials Q n (η) and D(η) are relatively prime and the polynomials {Q n (η) ≡ Q n (η; g, h)} are called the multi-indexed Jacobi polynomials.
With a slight change of notation, these formulas are generalisation of those in [3] with the inclusion of the type III seed solutions. For example, the formulas (2.28), (2.29) and (2.30) correspond to (26), (25) and (30) of [3] .
The regularity of the solutions and/or the positivity of the resulting weight functions etc. must be verified in each specific case for the chosen parameter values. This is in good contrast with the generic multi-indexed Laguerre and Jacobi polynomials in [3] , in which the conditions for the parameters are given (eqs. (23) and (24) of [3] ).
When there is no singularity in η ∈ (−1, 1), the norm of the N -th transformed solution
of the n-th the eigenfunction φ n (x) is related to that of the original φ n (x):
whereẼ j is the energy of the j-th seed solution.
Here is a résumé of the method for the confluence of apparent singularities. Based on the 
Higher degree of apparent singularities
We are going to investigate the relationship between the zero of the Wronskian and the singularity of the deformed Schrödinger equation.
Let us start with a general Schrödinger equation (2.1) with an unspecified potential U(x). Suppose x 0 , a regular point of the original potential U(x), is a zero of the Wronskian
Then it is a singularity of the potential of the deformed Hamiltonian H (N ) such that
The point x 0 is an apparent singularity of the deformed Schrödinger equation, because the monodromy is preserved by Darboux transformations. The characteristic exponents at the apparent singularity x 0 are determined by
and the difference of the exponents is an integer because of the apparency of the singularity.
Combining it with that m ∈ Z >0 , the admitted values are are no longer relatively prime. While the denominator D(η) has an m = l(l + 1)/2 zero, the
The function φ
satisfies the deformed Schrödinger equation and the exponents are −l and l + 1. If l = 2, the denominator Wronskian has a triple zero, and the degree one polynomial is cancelled by that of the numerator. It should be stressed that the normalisation of the polynomials {P n } is uniquely determined by that of w(η; g(h), h).
Hereafter, for simplicity of presentation, we simply write P n (η; g, h), etc. when the curve
Four groups of new Jacobi systems
Now we present several concrete examples of interesting systems exhibiting apparent singularities with the characteristic exponent ρ = −2. We shall be interested in new quantum systems generated by the Darboux transformation using the following eight sets of seed functions:
The four sets in the second row are obtained by replacing in the first row the type I seed functions by the type II ones. Systems generated by other choices of the set of seed functions can be studied accordingly by the method described in the main text.
The four groups of Jacobi systems
We look for the situation where the polynomial part of the Wronskian of the set of seed functions, D(η) (2.23), contains a cubic zero outside of the physical domain x ∈ (0, π/2) (or η ∈ (−1, 1)). It turns out that such a situation exists for these eight cases above when
is a linear fractional function. Note that it is equally well to consider h = h(g) as a function of g in each case. But taking g as a function of h allows us to consider the h → ±∞ limit, which will take the Pöschl-Teller potential to the radial oscillator considered in [4] .
It is discovered out that these eight cases fall into four groups of two members each, such that one member of a group can be obtained from the other by a shift in the value of h, which is determined by the universal formula forḡ andh, (2.28) derived in section 2.3. This is because, the main part of the denominator polynomial D(η; g(h), h), which has a cubic zero, is the same for the two members when expressed in terms ofh. Moreover, the polynomial up to a multiplicative constant is identical for the Groups I and II and it has the same form for the Groups III and IV, with only the value of a parameter γ is different.
This means that the deformed potential U (N ) (x) is identical for the Groups I and II, and it has the same form in the Groups III and IV, when expressed in terms ofḡ andh.
• Group I: (a) [φ
,ḡ = g,h = h − 2;
,ḡ = g − 3,h = h + 1.
For both cases,ḡ =
• Group II: (a) [φ
For both cases,ḡ =h
For Groups I & II:
For both cases,ḡ = 3h 4h−3 ,ḡ +h + 4 = g + h, (L = 2).
For Groups III & IV: The normalisation of the (fine-tuned) multi-indexed polynomials {P n (η)} is fixed by
For these to be non-singular in the physical domain η ∈ (−1, 1), one must restrict The conditionsh = 1, 0 are also needed, otherwise the denominator in each case will be a constant, which is not the case we want to consider here. The square integrability of the eigenfunctions requiresḡ
In Appendix we list the possible range of h for each specific case.
We note here thatḡ I = 1−ḡ II andḡ III = 1−ḡ IV . This explains why the potentials in η are the same for Groups I and II, and for III and IV. By equatingh for the two cases in the same group, one obtains a transformation between the two systems. Hence by setting h → h+ 3 in the potential, the eigenvalues, the eigenfunctions etc in Case Ia (with g expressed in terms of h), one obtains the corresponding formulas for Case Ib. Similarly, setting h → h + 2, h → h − 3 and h → h − 2 map Cases IIa to IIb, IIIa to IIIb and IVa to IVb, respectively.
These are the required shiftings mentioned above.
Here are the Fuchsian differential equations for the rational functions y n (η) 
for Groups I and II, and
for Groups III and IV. In these equations,ḡ =ḡ(h) should be replaced by its respective value for each group as given before. These are second order differential equations with regular singularities at η = ±1, ∞ and η = (2h + 1)/2(h − 1) (for Groups I and II), or 1 − 3/2h (for Groups III, IV) with the conditions (4.7).
The polynomials P n satisfy
for Groups III and IV.
Appendix A presents the essential data for these new polynomials for one case from each group. The other member can be obtained by the shifting mentioned in the last paragraph.
Examples IIb and IIIa were discussed in [14] from a different point of view.
Heun's systems
All the examples in the previous subsection have four regular singularities, three at finite locations and one at ∞. Thus they belong to the Heun's systems with one apparent singularity of characteristic exponent ρ = −2. Let us discuss the Heun's properties by taking the example, Group I (a) with g = 3(h − 3)/(4h − 9). The D(η) polynomial (4.1) in terms of
By the change of the independent variable η = 1 − 2z, the equation for the two-indexed Jacobi polynomial f n = P n (η; 3(h − 3)/(4h − 9), h) is rewritten into the Heun's differential equation (1.1):
f n = 0, n = 0, 1, . . . , . It is interesting to note that the accessory parameter q in (4.13) has a very special dependence on α, β (the exponents at ∞) and the location t of the extra singularity:
Here, the reduced accessory parameter q r does not depend on n. This simplifies (4.13) to
For all the examples in section 4.1, we have q = αβt + q r , q r : does not depend on n, (4.14)
and the following Proposition. 
This can be verified in each case. The above relation (4.14) can be rephrased that the pole residues of the extra singularities are n-independent. This is also the case for the X ℓ Jacobi polynomials which have ρ = −1. See (3.11)-(3.12) in [15] . The same statement applies to the generic multi-indexed Jacobi polynomials, (4.6)-(4.7) in [3] .
Another example is the case [φ 
The degree of the two-indexed Jacobi polynomial P n (η; 1 − h, h) is n + 2, and the function
2 is a solution of the deformed Schrödinger equation.
In this case, however, the extra singularity at η = 0 is located in the physical domain, and it destroys the self-adjointness of the Hamiltonian as well as the quantum mechanical interpretation. From a viewpoint of mathematics, this case is out of the Sturm-Liouville theory, but it satisfies a second-order differential equation. Namely, the two-indexed Jacobi polynomial f n = P n (η; 1 − h, h) satisfies
and it also satisfies Heun's differential equation by setting η = 1 − 2z.
Similar phenomena happen in the cases
Note that the Darboux-Crum transformation was already applied to Heun's equation in [16] . However the motivation and the results in the present paper are different from those in [16] .
Limits to Laguerre systems
We now discuss the relations of these Jacobi systems with the Laguerre systems presented in [4] . It is well-known that by a simple limiting procedure, one can obtain the (deformed)-radial oscillator potential from the (deformed) trigonometric PT potential [17] . For this one makes use of the limit formulas of the base polynomials
By taking the limit of infinite coupling h → ∞ with the rescaling of the coordinate:
we have, with η(x) = cos(2x) and η
Taking the limit h → ±∞ (or equivalently,h → ±∞), where the upper (lower) sign applies to Groups I and II (III and IV), we have The Group I corresponds to the case (A), II to (B) and III to (D) in [4] .
The equations (4.9) and (4.10) for y(η) reduce to
for Groups I and II (upper sign and γ = 2) and groups III and IV (lower sign and γ = 2 and 4, respectively). This corresponds to the equation (3.40), (3.49) and (3.55) in [4] .
In the same limit, the polynomial P n reduce to the corresponding polynomial L n , which satisfies, from the limits of (4.11) and (4.12) for y(η):
for Groups III (γ = 2) and IV (γ = 4). These correspond to the equation (3.41), (3.50) and (3.56) in [4] .
The above results indicate that the systems described in Group I, II and III ( the potential, eigenfunctions, eigenvalues, etc.) reduce to the Cases (A), (B) and (D) Laguerre systems given in [4] , respectively (for details of the Laguerre systems, see [4] ). Group IV corresponds to a new Laguerre system. Since this is not discussed in [4] , we shall give some details of this case in the Appendix.
Specifically, the forms of U (N ) (x) in (4.2) and (4.4) imply that the eigenfunctions have the form:
Under the above limiting process, the prefactor of P n (η; g, h) (times the factor h −ḡ 2 ) tends 
We set g = (5h 2 −5h−12)/(2h 2 −2h−3), which is a root of 2gh 2 −2gh−3g−5h 2 +5h+12 = 0.
Then the polynomial D(η) is written as
and the potential is
Note that η = 1 − 3/{h(h − 1)} is an apparent singularity of exponent −2 and η = 1 + 9/{(h + 2)(h − 3)} is that of exponent −1.
can be treated similarly to Groups I and II in section 4 and the four cases [φ 
The equation 4g 2 h − 4gh 2 − 30g 2 − 56gh − 26h 2 + 69g + 43h − 12 = 0 is quadratic in both g and h. We find some lower lying rational solutions, (g, h) = (131/2, 25/2), (115/2, 16), 
2 ) − 4n(n + 77)(η + 2)(η + 3) P n (η) = 0, (5.5) and the solutions are
They satisfy the orthonormality relations of the common forms of the differential equations for the rational eigenfunction y n = P n /w (4.6) and the multi-indexed polynomial P n . Here w is the reduced denominator polynomial (3.5). The seventh to tenth columns give the equation numbers of the explicit forms of the multi-indexed polynomial P n , the additional modes, the differential equations of the multiindexed polynomial P n and the orthogonality relations, respectively, for the upper member of each group.
Summary Table  seeds g(h)ḡh D&pot. eqs. P n add. eq.P n ort.
y n : (4.9) P n : (4.11)
y n : (4.9) P n : (4.11) (A.6) (A.7) (A.8) (A.9) 
From (4.7), one has h > 9/4 and h = 3. The square integrability (4.8) requires a stronger condition h > 27/10.
• Additional mode corresponds to n = −2 with
• Equation satisfied by P Ia n :
• Orthonormality relations:
A.2 Case IIa
• Explicit form of wave functions: From (4.7), one has h > 9/4 and h = 3. The square integrability (4.8) is satisfied.
• An additional mode corresponds to n = −3 with ,ḡ = g − 2,h = h.
• Explicit form of wave functions:
ψ IIIa n (η; h) = (1 − η) , one has h < 7/4 and h = 1. The square integrability (4.8) requires a stronger condition 1/2 < h < 13/10.
• There are two additional modes corresponding to n = −3 and n = −2:
(i) n = −3: With 
A.4.1 Laguerre limit
In the h → −∞ limit as described before, the polynomial P 
