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Abstract
This paper unites two problem-solving traditions in
computer science: (1) constraint-based reasoning; and
(2) formal concept analysis. For basic definitions and
properties of networks of constraints, we follow the
foundational approach of Montanari and Rossi [3].
This paper advocates distributed relations as a more
semantic version of networks of constraints. The the-
ory developed here uses the theory of formal concept
analysis, pioneered by Rudolf Wille and his colleagues
[5], as a key for unlocking the hidden semantic struc-
ture within distributed relations. Conversely, this pa-
per offers distributed relations as a seamless many-
sorted extension to the formal contexts of formal con-
cept analysis. Some of the intuitions underlying our
approach were discussed in a preliminary fashion by
Freuder and Wallace [1].
Introduction
The fundamental model-theoretic structures in this
paper are distributed relations. Distributed relations
are identified with the constraint systems of object-
oriented constraint languages, which play the roles of
code and data abstractions, and subsume classes, in-
stance variables and methods [2]. Object state is de-
fined by solving constraints. Constraints can specify
various consistency requirements of objects. Exter-
nal hierarchical structure is definable by summation
of constraints. Internal hierarchical structure is defin-
able via formal concept analysis in terms of the con-
cept lattice of associated formal satisfaction contexts.
Formal contexts are shown to be equivalent to single-
sorted distributed relations. The formal satisfaction
context of any distributed relation is the inverse im-
age of the relation along the projection domain mor-
phism. Concept lattices form a hierarchical clustering
of objects. This hierarchy represents all implications
between constraints (an intensional logic).
The knowledge representation research group here
at the University of Arkansas is currently using formal
concept analysis in the area of natural language mod-
elling. More specifically, we are using the conceptual
hierarchies of concept lattices to investigate and rep-
resent whole language semantic space as incorporated
in dictionaries and thesauri.
1 Formal Concept Analysis
Formal concept analysis is a new approach to
formal logic and knowledge representation initiated
by Rudolf Wille [4, 5]. Formal concept analysis
starts with the primitive notion of a formal con-
text. A (order-theoretic) formal context is a triple
C = 〈G,M, I〉 consisting of two posets G = 〈G,≤G〉
and M = 〈M,≤M 〉 and a binary relation I ⊆ G×M
between G and M which respects order: g1 ≤G g2,
g2Im imply g1Im; and gIm1, m1 ≤M m2 imply gIm2.
Intuitively, the elements of G are thought of as entities
or objects , the elements of M are thought of as prop-
erties , characteristics or attributes that the entities
might have, and gIm asserts that “object g has at-
tributem.” This definition extends the original notion
of formal context which was given in a set-theoretic
realm. Theoretically, there are strong reasons for en-
riching and extending to an order-theoretic framework
in an order-theoretic setting. Practically, this enrich-
ment offers the advantage of greater expressibility for
both the system analyst and system designer, since
it allows one to either describe or specify order con-
straints on both objects and attributes.
The collection CxtMG of all contexts with a fixed
object set G and a fixed attribute set M is a poset
with the subset inclusion pointwise order I ⊆ I ′. As
attribute sets M are allowed to vary, we collect to-
gether all contexts with fixed object set G in the poset
CxtG
df
=
∐
M Cxt
M
G . We can define direct and in-
verse image operators on contexts along any function
φ :G2 → G1 between object sets as follows.
[Direct image] Let 〈G2, I2,M〉 be any context. De-
fine its direct image along φ to be the context
〈G1, φop ◦ I2,M〉. Direct image is a monotonic
function φ∗ :CxtG2 → CxtG1 .
[Inverse image] Let 〈G1, I1,M〉 be any context. De-
fine its inverse image along φ to be the context
〈G2, φ ◦ I1,M〉. Inverse image is a monotonic
function φ∗ :CxtG1 → CxtG2 .
Contextual flow is adjoint: for any function between
object sets φ :G1 → G2, direct and inverse image form
an adjoint pair of monotonic functions
φ∗ ⊣ φ
∗.
Formal concept analysis is based upon the under-
standing that a concept is a unit of thought consisting
of two parts: its extension and its intension (Woods
[6] also advocates conceptual intensions). Within the
restricted scope of a formal context, the extent of a
concept is a subset φ ⊆ G consisting of all objects
belonging to the concept, whereas the intent of a con-
cept is a subset ψ ⊆ M which includes all attributes
shared by the objects. A concept of a given context
will consist of an extent/intent pair
(φ, ψ).
Of central importance in concept construction are
two derivation operators which define the notion of
“sharing” or “commonality”. For any subset of ob-
jects φ ⊆ G the direct derivation along I is φ⇒I
df
=
{m ∈ M | gIm for all g ∈ φ}. For any subset of
attributes ψ ⊆ M the inverse derivation along I is
ψ⇐I
df
= {g ∈ G | gIm for all m ∈ ψ}. These two
derivation operators form an adjointness (generalized
inverse relationship) φ⇒I ⊇ ψ iff φ ⊆ ψ
⇐
I . To demand
that a concept (φ, ψ) be determined by its extent and
its intent means that this adjointness should be a strict
inverse relationship at the extent/intent pair (φ, ψ):
the intent should contain precisely those attributes
shared by all objects in the extent φ⇒I = ψ, and vice-
versa, the extent should contain precisely those objects
sharing all attributes in the intent φ = ψ⇐I . Concept
extents are identical to the closed subsets of the clo-
sure operator φ•I
df
= (φ⇒I )
⇐
I
defined by the adjointness
of derivation, and concept intents are identical to the
open subsets of the interior operator ψ◦I
df
= (ψ⇐I )
⇒
I
defined by this adjointness.
The collection of all concepts is ordered by
generalization-specialization. One concept is more
specialized (and less general) than another (φ, ψ) ≤L
(φ′, ψ′) when its intent contains the other’s intent
ψ ⊇ ψ′, or equivalently, when the opposite order-
ing on extents occurs φ ⊆ φ′. Concepts with this
generalization-specialization ordering form a concept
hierarchy for the context. The concept hierarchy is a
complete lattice L(C) called the concept lattice of C.
The meets and joins of concepts in L(C) can be
described in terms of unions, intersections, intent in-
terior, and extent closure as follows:
∧
k∈K
(φk , ψk) =
(⋂
k∈K
φk, (
⋃
k∈K
ψk)
•
I
)
∨
k∈K
(φk , ψk) =
(
(
⋃
k∈K
φk)
•
I
,
⋂
k∈K
ψk
)
.
The join of a collection of concepts represents the
common properties (shared characteristics) of the con-
cepts, and the top of the concept hierarchy represents
the universal concept whose extent consists of all ob-
jects. When extended to distributed relations, the
meet of a collection of concepts corresponds to the
natural join from relational theory, and the bottom
of the concept hierarchy represents all solutions that
satisfy the constraints (the solution-set concept).
In this paper we give arguments that Wille’s origi-
nal notion of formal context, although quite appealing
in its simplicity, now should be extended to distributed
relations. Such a generalization and abstraction of for-
mal contexts offers a powerful approach for the repre-
sentation of knowledge and the reasoning about con-
straints.
2 Distributed Relations
The basic parameter in relational theory is a sorted
domain. Let N be a set of sorts. An N -sorted domain
D is an N -indexed collection of posets D = {Da |
a∈N}. A single-sorted domain (N = 1) is just a
poset. Let ℘N denote the set of all finite subsets of
N . A finite subset of sorts U ∈℘N is called either an
arity or an elementary relational scheme. Given any
scheme U = {a1, ..., an}, the U -th power of D is de-
fined by DU = Da1× . . .×Dan . The empty power is
D∅ = 1, a canonical singleton poset. Any sort subset
inclusion U ⊆ V defines an obvious projection mono-
tonic function DV
piVU−→ DU .
The basic variable quantity in relational theory is
a relation. An N -sorted relation over domain D with
scheme U ∈℘N , an 〈N,D〉-relation, is a closed-below
subset R ⊆ DU . We use the declaration notation R :U
to denote this. For any two 〈N,D〉-relations S :V and
R :U , a projective containment condition exists from
S :V to R :U , written S :V ≤ R :U , when (1) U ⊆ V ,
and (2) piV U (S) ⊆ R or equivalently S ⊆ pi
−1
V U (R).
Containment conditions (either these simple projec-
tive containment conditions or nontrivial dependency
containment conditions) are examples of internal con-
straints on data. Internal constraints are a particular
specification form for semantics.
Let RelN,D denote the collection of all 〈N,D〉-
relations. This forms a poset with projective contain-
ment order. For a single-sorted domain D, Rel1,D is
the powerset of D plus the two relations ∅ : ∅ and 1 : ∅.
The underlying scheme function pN,D : RelN,D −→
℘Nop : (R :U) 7→ U is monotonic by the definition of
projective containment.
Fact 1 RelN,D is a complete lattice: infimums are
natural joins, the top is 1 : ∅, and the bottom is ∅ :N .
Given a set of sorts N , a distributed relational
scheme over N is a pair 〈E, τ〉 consisting of (1) a pre-
order of relation (predicate) symbols or indices E =
〈E,≤E〉, and (2) a monotonic function τ :E → ℘N
op
assigning elementary relational schemes to relation in-
dices. The triple Ω = 〈E, τ,N〉 is called a first order
signature (without multiplicities). The signature is
discrete when the preorder of relation symbols is the
identity preorder E = 〈E,=E〉. In this case a signa-
ture is the same as a hypergraph. The signature is
single-sorted when the set of sorts is a singleton set
N = 1. In this case the signature Ω = 〈E, !, 1〉 is
equivalent to a preorder E.
Constraint-based reasoning is based upon the prim-
itive notion of a distributed relation. Given a fixed sig-
nature Ω = 〈E, τ,N〉, an N -sorted distributed relation
with scheme 〈E, τ〉, an Ω-relation, is a pair 〈D,R〉 con-
sisting of (1) an N -sorted domain D = {Da | a∈N},
and (2) a monotonic function R :E −→ RelN,D as-
signing relations to relation symbols and projective
containment conditions to E-inequalities, where R is
compatible with the scheme 〈E, τ〉 in the sense that
R · pN,D = τ . The latter equality defines when R has
distributed scheme τ .
Facts 1
1. Order-theoretic formal contexts C = 〈G,M, I〉
are (equivalent to) distributed relations for single-
sorted signatures.
2. Networks of constraints [3] N = 〈N, τ, E,D,R〉
are defined to be distributed relations with discrete
signatures.
For formal contexts as distributed relations, (1) the
signature is the preorder of attributes Ω = 〈M, !, 1〉,
(2) the single domain is the set of objects D = G,
and (3) the relation assignment R :M −→ Rel1,G =
℘G+{∅ :∅, 1 :∅} assigns corresponding columns of the
incidence relation to attributes R : a 7→ Ia ⊆ G, so
that each attribute represents a unary constraint. A
network of constraints is a combinatorial construct,
not a semantic algebraic construct. Distributed re-
lations provide a semantic extension of networks of
constraints by specifying projective containment con-
ditions between constraints. Projective containment
conditions help optimize the size of distributed rela-
tions.
For a fixed sorted domain 〈N,D〉 the triple
R : 〈E, τ〉 is called a distributed 〈N,D〉-relation. For
a fixed signed domain 〈Ω, D〉, where Ω = 〈E, τ,N〉
is a signature and D is an N -sorted domain, that
is, for a fixed sorted domain 〈N,D〉 and any re-
lational scheme 〈E, τ〉, the collection RelE,τN,D of all
distributed 〈N,D〉-relations with scheme 〈E, τ〉 is a
poset (actually, a complete Boolean algebra) with the
pointwise order R ≤ S when Re ⊆ Se for all re-
lation indices e∈E. If E = 1 a singleton, then
τ : 1 −→ ℘Nop is essentially an elementary relational
scheme U ∈℘Nop, and RelE,τN,D = ℘D
U the complete
Boolean algebra of (nondistributed) 〈N,D〉-relations
with scheme U . As the scheme 〈E, τ〉 varies, the posets
RelE,τN,D form our most basic semantic domains, and
have syntactically specified join and cojoin transfor-
mations RelE,τN,D −→ Rel
F,σ
N,D defined between them.
As distributed schemes 〈E, τ〉 are allowed to vary, we
collect together all distributed 〈N,D〉-relations in the
poset RelN,D
df
=
∐
E,τ Rel
E,τ
N,D.
3 Domain Morphisms
The process of varying (weakening or strengthen-
ing) constraint satisfaction problems [1] involves two
senses (external/internal) and two options (syntac-
tic/semantic) within each sense.
1. External sense: vary sorted domains.
(a) Remove variables (domain indices): chang-
ing N to N ′, where N ⊇ N ′.
(b) Enlarge variable domains: changing {Di |
i∈N} to {D′i | i∈N}, where Di ⊆ D
′
i for
all i∈N .
2. Internal sense: vary distributed relations.
(a) Remove constraints (relation indices):
changing E to E′, where E ⊇ E′.
(b) Enlarge constraint relations: changing {Re |
e∈E} to {R′e | e∈E}, where Re ⊆ R
′
e for all
e∈E. As noted by [1] when R′i = ⊤ = D
I
the top unconstraining relation, the con-
straint at e has effectively been removed; so
that syntactic variability can be effected to
some extent by semantic variability.
The external sense for varying constraint specifica-
tions is formally defined as direct/inverse image along
domain morphisms. A morphism of sorted domains
〈f, φ〉 : 〈N1, D1〉 → 〈N2, D2〉 is a pair consisting of
1. a function f :N1 → N2 between sort sets, and
2. a ℘N1-indexed collection φ = {D
fU
2
φU
→ DU1 |
U ⊆ N1} of monotonic functions between do-
mains, which satisfy φV · piV U = pifV fU · φU for
every pair V ⊇ U of subsets of N1.
Domain morphisms specify adjoint (direct/inverse im-
age) relational flow.
[Direct image] Let R2 : 〈E2, τ2〉 be any distributed
〈N2, D2〉-relation. Define distributed scheme
〈E1, τ1〉 to be the pullback of scheme 〈E1, τ1〉
along the direct image sort map ℘f :℘N1 →
℘N2 with fibered product E1
df
= {(e2, U) |
e2 ∈E2, U⊆N1, τ2,e2=fU} and projection func-
tion τ1 : (e2, U) 7→ U . Define distributed relation
R1,(e2,U)
df
= φU (R2,e2) for any (U, e2) ∈ E1 to be
the direct image along domain function D
τ2,e2
2 =
D
fU
2
φU
−→ DU1 . Finally, define the direct image dis-
tributed 〈N1, D1〉-relation 〈f, φ〉∗(R2 : 〈E2, τ2〉)
df
=
R1 : 〈E1, τ1〉. Direct image is a monotonic func-
tion:
〈f, φ〉∗ :RelN2,D2 → RelN1,D1 .
[Inverse image] Let R1 : 〈E1, τ1〉 be any distributed
〈N1, D1〉-relation. Define distributed scheme
〈E2, τ2〉
df
= 〈E1, τ1·℘f
op〉. Define distributed re-
lation R2,e1
df
= φ−1τ1,e1 (R1,e1 ) for any e1 ∈ E1
to be the inverse image along domain function
D
τ2,e1
2 = D
fτ1,e1
2
φτ1,e1−→ D
τ1,e1
1 . Finally, define
the inverse image distributed 〈N2, D2〉-relation
〈f, φ〉∗(R1 : 〈E1, τ1〉)
df
= R2 : 〈E2, τ2〉. Inverse im-
age is also monotonic:
〈f, φ〉∗ :RelN1,D1 → RelN2,D2 .
Proposition 1 Relational flow is adjoint: for any
morphism of sorted domains 〈f, φ〉 : 〈N1, D1〉 →
〈N2, D2〉, direct and inverse image form an adjoint
pair of monotonic functions
〈f, φ〉∗ ⊣ 〈f, φ〉
∗
4 The Satisfaction Context
Wille’s formal contexts explicitly model has rela-
tionships between objects and attributes (unary con-
straints). However, the more general satisfaction re-
lationships between object tuples and constraints that
we define in this section associate an order-theoretic
formal context with each distributed relation R =
〈N, τ, E,D,R〉 in a very natural fashion.
The basic constituents in constraint-based reason-
ing are tuples of values representing semantic config-
urations of real-world objects, and ways of describing
these in terms of constraining relations. The relation-
ship between tuples and constraints is a derived rela-
tionship called satisfaction. Intuitively, for any subset
U ⊆ N the tuple values inDU , thought of as the possi-
ble state or configuration of entities or objects, will be
called object tuples . An object tuple may represent the
participation of several objects or entities in a seman-
tic whole. A tuple x∈DU is said to have tag or arity U
and is denoted by x :U . The set of all nonempty tuples
of a distributed relation can be defined as the disjoint
union D[N ] =
∐
U⊆N D
U df=
⋃
U⊆N {U}×(D
U ). This
is a partially ordered set with tuples in D[N ] ordered
by projection: y :V  x :U when x is the projection
of y; that is, when V ⊇ U and piV U (y) = x. This tuple
projection order is an instance of meronymy, or whole-
part order. The tuple x :U is part of the tuple y :V ;
The empty tuple ε : ∅ is the top, smallest part in this
order. A full tuple x :N , whose arity consists of all
indices N , is a minimal element in this identification
order, and represents a whole.
The elements of E are thought of as constraints
that the object tuples might satisfy. A tuple x :U sat-
isfies a constraint e, denoted by x |= e, when the
tuple generalizes to, or equivalently is a specializa-
tion from, the relation of the constraint; that is, when
U ⊇ τe and piUτe(x)∈Re. Satisfaction is a binary re-
lation |= ⊆ D[N ]×E on the set of all tuples, which
respects order: y :V  x :U , x |= e imply y |= e;
and x |= e1, e1 ≤E e2 imply x |= e2. So satisfaction
forms an order-theoretic formal context CR called the
formal satisfaction context of R. This formal context
is defined to be the triple CR = 〈D[N ], E, |=〉, whose
contextual objects are tuples of any arity, whose con-
textual attributes are relation symbols (constraints)
with defined scheme, and whose contextual has rela-
tionship is the satisfaction relationship. Zickwolff [7]
has independently given a similar development for sat-
isfaction. The attributes in E, being relation symbols
with schema, are many-sorted — whence the title of
this paper.
In order to define a canonical projection domain
morphism from distributed relations to formal con-
texts, we must restrict satisfaction to full scheme tu-
ples |= ⊆ DN×E. Let us denote this restricted con-
text by CNR = 〈D
N , E, |=〉. This association of the
restricted formal satisfaction context with each dis-
tributed relation, is represented by the relation-to-
context passage
R 7→ CNR . (1)
For any sorted domain 〈N,D〉, the full Nth power
DN , the unique constant function N
!
→ 1, and the
collection of all projection functions pi = {DN
piN,U
→
DU | U ⊆ N} form a canonical morphism of sorted
domains called projection
piN,D
df
= 〈!, pi〉 : 〈N,D〉 → 〈1, DN 〉.
Theorem 1 The satisfaction context of a distributed
relation is the inverse image along projection
CNR = pi
∗
N,D(R : 〈E, τ〉).
The satisfaction context of a context (regarded as a
single-sorted distributed relation) is the original con-
text. This demonstrates that distributed relations are
a proper extension of formal contexts.
Passage 1 associates a lattice of semantic concepts
L(CR) with each distributed relationR, thus revealing
its hidden semantic structure. The intuitions underly-
ing this semantic structure can be expressed in terms
of partial constraint satisfaction. The concept lattices
of distributed relations can be directly related to the
problem space interpretation of partial constraint sat-
isfaction in [1]. According to the discussion in [1],
a problem space is a set of constraint-satisfaction-
problems ordered by their solution sets. In this paper
we identify the appropriate problem space of a net-
work of constraints, or more generally a distributed
relation R, to be the concept lattice L(CR) of the for-
mal satisfaction context associated with the relation.
We thus identify constraint-satisfaction-problems of
the problem space with formal concepts in the con-
cept lattice — the problem intent is its set of con-
straints, and the problem extent is the solution set
of the constraints. We refer here to the lattice ele-
ments as problem-concepts. These problem-concepts
represent partial information about objects. The lat-
tice uses the opposite sense of order than that defined
in [1]. Weakening problem constraints or generalizing
means moving upward in the problem-concept hier-
archy. On the other hand, moving downward in the
problem-concept hierarchy corresponds to the mono-
tonic accumulation of partial information about object
tuples.
Current and future work involves (1) the definition
of satisfaction algorithms on the distributed relation’s
concept lattice, and (2) the definition of suitably gen-
eralized similarity and distance metrics on the dis-
tributed relation’s concept lattice.
5 Partial Constraint Satisfaction
The concept lattices of distributed relations can be
directly related to the problem space interpretation of
partial constraint satisfaction in [1]. According to the
discussion in [1], a problem space is a set of constraint-
satisfaction-problems ordered by their solution sets.
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a distributed relation R, to be the concept lattice of
the formal satisfaction context associated with the re-
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ements as problem-concepts. These problem-concepts
represent partial information about objects. The lat-
tice uses the opposite sense of order than that defined
in [1]. The problem space is restricted by the strong
idea of formal concept — the constraint set (intent) of
each problem contains all constraints satisfied by the
solution set (extent) of the problem. These restric-
tions on allowable problem-concepts make semantic
sense and greatly optimize the solution search pro-
cess. The semantic structure of the concept lattice
specifies, through the strong idea of formal concept,
how constraint-satisfaction-problems should be weak-
ened and how allowable problems should be restricted.
Weakening problem constraints or generalizing means
moving upward in the problem-concept hierarchy. On
the other hand, moving downward in the problem-
concept hierarchy corresponds to the monotonic ac-
cumulation of partial information about object-tuples.
The top of the hierarchy is unconstrained; the bottom,
whose intent is all constraints, has the total solution
set of the system as its extent. Maximal constraint
satisfaction corresponds to minimality in the lattice
hierarchy. The join of two problem-concepts repre-
sents common constraints, and the meet corresponds
to the natural join from relational theory.
Current and future work involves the definition of
satisfaction algorithms on the distributed relation’s
concept lattice (including generalization of analogs to
Freuder and Wallace’s satisfaction algorithms from
maximal satisfaction, which is only one part of the
distributed relation’s concept lattice, to the entire lat-
tice), and the definition of suitably generalized similar-
ity and distance metrics on the distributed relation’s
concept lattice.
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7 Relational Interior
Any distributed relation contains within it another
distributed relation called its interior which satisfies
all possible projective containment conditions. Inte-
rior is derived from an interesting adjointness between
projection and solution.
On the one hand, the solution set of a distributed
relation R ∈ RelE,τN,D is defined by ΠR
df
= {x∈DN |
x|=e for all e∈E}. Two distributed relations R,S ∈
RelE,τN,D are equivalent when they have the same solu-
tion set ΠR = ΠS. Define Π−1P
df
= {R | ΠR = P}
to be the (possibly empty) collection of distributed
relations with solution set P . By definition of the
solution set ΠR, the projection piNτe(x) of every tu-
ple x∈ΠR is contained in the e-th constraint relation
piNτe(x)∈Re. This fact is expressed by the “counit
inequality” pi(ΠR) ⊆ R.
On the other hand, let P ⊆ DN be any subset of
full object tuples. We regard P as a potential solution
set. The projection of P is the E-indexed collection
of relations piP
df
= {piNτe(P ) | e∈E}. The projection
of P clearly satisfies the projective containment con-
ditions piτeτd(piNτe(P )) ⊆ piNτd(P ), and hence defines
a distributed relation 〈N, τ, Eτ , D, piP 〉. The fact that
every tuple in P satisfies every constraint in E is ex-
pressed by the “unit inequality” P ⊆ Π(piP ).
There are two ways to define a context on full tu-
ples.
1. For any subset of full tuples P ⊆ DN , define an
associated order-theoretic formal context CP =
〈G,M, IP 〉 by
xIP e iff x∈P.
Since the projection pi and product Π operators are
monotonic functions, we have the following proposi-
tion.
Proposition 2 The projection operator pi and the so-
lution operator Π form an adjointness or Galois con-
nection
pi ⊣ Π
between distributed relations R and potential solution
sets P , expressed by the logical equivalence: piP ⊆ R
iff P ⊆ ΠR.
By the above adjointness, projection preserves joins
pi(∪kPk) = ⊔kpi(Pk), and solution preserves meets
Π(⊓kRk) = ∩kΠPk.
For any distributed relation R ∈ RelN,D with dis-
tributed scheme 〈E, τ〉, the projection of the solution
R◦
df
= Πpi(R) = pi(Π(R)) is called the interior of R.
The interior is a distributed relation which satisfies all
possible projective containment conditions. The above
adjointness implies the existence of minimal equivalent
networks of constraints [3]. The interior R◦ is optimal
w.r.t. satisfaction — it is the smallest distributed re-
lation having solution set ΠR:
1. Π(R◦) = ΠR; and
2. if S is an E-indexed distributed relations having
solution set ΠS = ΠR, then R◦ ⊆ S.
In particular, interior is the minimal distributed rela-
tion R◦ =
∧
Π−1ΠR equivalent to R. These results
were stated and proved in [3], but the proofs were not
expressed by use of the simplifying notion of an ad-
jointness.
8 Relational Participation
The previous discussion leads one to ask why cer-
tain tuples are not included in the interior of a dis-
tributed relation R. For any relational constraint in-
dex e∈E a tuple x : τe is in the difference Re \ R
◦
e
when it does not participate in a combining relation-
ship with other tuples to form a full object tuple that
respects all constraints in E. In other words, it is
isolated with respect to R. In this section we will rel-
ativize this idea of relational participation and make
it more explicit.
We can emphasize the importance of certain con-
cepts in a concept lattice L(C) for a formal context
C = 〈G,M, I〉 by specifying this collection of concepts
as a suborder P ⊆ L(C). More precisely, suppose that
P
ι
→ L(C) is an injective monotonic function which
is left adjoint to L(C)
ι⊣
→ P . The trivial example of
such a suborder is the full lattice, where ι and ι⊣
are both identity. The simplest nontrivial example
of such a suborder is the principal ideal ↓c of any con-
cept c∈L(C), where ι is subset inclusion ι(c′) = c′
for all c′ ≤L c and ι⊣ is meet ι⊣(d)
df
= c ∧L d for all
d∈L(C). As a special case, relevant for relational in-
terior, is c = ⊥. Define an associated formal context
CP = 〈G,M, IP 〉 by
gIPm iff ∃p∈P γ(g) ≤L ι(p) ≤L µ(m).
9 Domain Morphisms
In a global sense, following the discussion in [1], the
process of varying (weakening or strengthening) con-
straint satisfaction problems involves two senses with
2 options each.
1. External sense: vary sorted domains.
(a) Remove variables (domain indices): chang-
ing N to N ′, where N ⊇ N ′.
(b) Enlarge variable domains: changing {Di |
i∈N} to {D′i | i∈N}, where Di ⊆ D
′
i for
all i∈N .
2. Internal sense: vary distributed relations.
(a) Remove constraints (relation indices):
changing E to E′, where E ⊇ E′.
(b) Enlarge constraint relations: changing {Re |
e∈E} to {R′e | e∈E}, where Re ⊆ R
′
e for all
e∈E. As noted by [1] when R′i = ⊤ = D
I
the top unconstraining relation, the con-
straint at e has effectively been removed; so
that syntactic variability can be effected to
some extent by semantic variability.
The external sense for varying constraint specifica-
tions is formally defined as direct/inverse image along
domain morphisms. A morphism of sorted domains
〈f, φ〉 : 〈N1, D1〉 → 〈N2, D2〉 is a pair consisting of
1. a function f :N1 → N2 between sort sets, and
2. a ℘N1-indexed collection φ = {EfU
φU
→ DU | U ⊆
N1} of functions between domains, which satisfy
φV · piV,U = pifV,fU · φU for every pair U ⊆ V of
subsets of N1.
Given any sorted domain 〈N,D〉, the full Nth power
DN , the unique constant function N
!
→ 1, and the
collection of all projection functions pi = {DN
piN,U
→
DU | U ⊆ N} form a canonical morphism of sorted
domains called projection
piN,D
df
= 〈!, pi〉 : 〈N,D〉 → 〈1, DN 〉.
Morphisms of sorted domains specify adjoint (di-
rect/inverse image)
relational flow. Let 〈f, φ〉 : 〈N1, D1〉 → 〈N2, D2〉 be
any morphism of sorted domains. Define direct and
inverse image operators as follows.
[Direct image] Let R2 : 〈E2, τ2〉 be any distributed
〈N2, D2〉-relation. Define scheme 〈E1, τ1〉 to be
the pullback of scheme 〈E1, τ1〉 along the direct
image sort map ℘f :℘N1 → ℘N2 with fibered
product E1
df
= {(U, e2) | U ⊆ N1, e2 ∈E2, fU =
τ2,e2} and projection function τ1 : (U, e2) 7→ U .
Define distributed relation R1,(U,e2)
df
= φU (R2,e2)
for any (U, e2) ∈ E1 to be the direct image along
domain function D
τ2,e2
2 = D
fU φU−→ DU1 . Finally,
define the direct image distributed 〈N1, D1〉-
relation 〈f, φ〉∗(R2 : 〈E2, τ2〉)
df
= R1 : 〈E1, τ1〉. Di-
rect image is a monotonic function
〈f, φ〉∗ :RelN2,D2 → RelN1,D1 .
[Inverse image] Let R1 : 〈E1, τ1〉 be any distributed
〈N1, D1〉-relation. Define distributed relation
R2,e1
df
= φ−1τ1,e1 (R1,e1) for any e1 ∈ E1 to be the in-
verse image along domain function D
fτ1,e1
2
φτ1,e1−→
D
τ1,e1
1 . Finally, define the inverse image dis-
tributed 〈N2, D2〉-relation 〈f, φ〉
∗
(R1 : 〈E1, τ1〉)
df
=
R2 : 〈E2, τ2〉. Inverse image is a monotonic func-
tion
〈f, φ〉∗ :RelN1,D1 → RelN2,D2 .
Proposition 3 Relational flow is adjoint: for any
morphism of sorted domains 〈f, φ〉 : 〈N1, D1〉 →
〈N2, D2〉, direct and inverse image form an adjoint
pair of monotonic functions
〈f, φ〉∗ ⊣ 〈f, φ〉
∗
Proposition 4 The satisfaction context of a dis-
tributed relation is the inverse image along projection
CR = pi
∗
N,D(R : 〈E, τ〉).
The satisfaction context of a context (regarded as a
single-sorted distributed relation) is the original con-
text. This demonstrates that distributed relations are
a proper extension of formal contexts.
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A Networks of Constraints
The basic constituents in constraint-based reason-
ing are tuples of values representing real-world objects,
and ways of describing these in terms of constraining
relations. The relationship between tuples and con-
straints is a derived relationship called satisfaction.
Constraint-based reasoning is based upon the prim-
itive notion of a network of constraints. A network
of constraints [3] is a quintuple N = 〈N, τ, E,D,R〉
consisting of the following.
1. A specification or syntactic part, represented by
a hypergraph Ω = 〈N, τ, E〉, with a set N of
nodes called domain indices, sorts or variables;
and a set E of hyper-edges called constraint in-
dices or just constraints, such that each edge
e∈E is typed e : I by a subset of domain indices
τe
df
= I ⊆ N called its connection or scheme. The
scheme is a subset function τ :E → ℘N where
schema
τe1 = {a1}
τe2 = {a1, a2, a3}
τe3 = {a1, a4}
τe4 = {a2, a5}
τe5 = {a3, a4, a5}
constraint relations
Re1 = {(f)}
Re2 = {(f, f, t), (f, t, t), (t, f, f), (t, t, t)}
Re3 = {(f, t), (t, t), (f, f)}
Re4 = {(f, f), (t, f), (t, t)}
Re5 = {(f, f, f), (f, t, t), (t, t, f)}
Table 1: Network of Constraints N
℘N is the power-set of N ; or equivalently, a rela-
tion τ ⊂ N×E with iτe when i indexes a domain
of the constraint e. (So the triple 〈N,E, τ〉 is a
formal context as defined below, representing the
“syntactic concepts” of the constraint networkN .
These formal syntactic concepts consist of the in-
tersections of schemes as intent and projectable
constraints as extent.) In database theory ele-
ments of N would be called attributes; but this
terminology would be confusing here since formal
concept analysis has attributes which correspond
here to elements of E. Sorts are identified with
variables here. In order to separate these, the hy-
pergraph Ω = 〈N, τ, E〉 must be generalized to a
multisorted first order signature.
2. An interpretative or semantic part, which inter-
prets the hypergraph, as an N -indexed collection
{Di | i∈N} of sets of values called domains, or
an N -sorted domain; and an E-indexed collection
{Re ⊆ D
I | e∈E, I = τe} of constraint relations,
where DI
df
=
∏
i∈I Di is the Cartesian product of
all domains with indices in I.
B Example
Table 1 gives an interesting network of constraints
on Boolean values as originally described in [3]. The
variables (domain indices)N = {a1, a2, a3, a4, a5} rep-
resent the Boolean-valued domain Di = {f, t} for
1 ≤ i ≤ 5. The constraints E = {e1, e2, e3, e4, e5}
are presented with schema and relational extents.
Table 2 represents the formal satisfaction context
of the network of constraints presented in Table 1 —
the fact x|=e that the tuple x satisfies the constraint
e is indicated by a ‘×’ in the xe-th entry.
There are two possible projective containment con-
ditions {e2 ≤ e1, e3 ≤ e1} for this network. Although
neither of these is satisfied by the network presented
in Table 1 both are satisfied by the network’s interior.
The solution set is the pair of quintuples
solution set
ΠR = {(f, f, t, t, f), (f, t, t, t, f)}
e1 e2 e3 e4 e5
(f,f,f,f,f) × × × ×
(f,f,f,f,t) × ×
(f,f,f,t,f) × × ×
(f,f,f,t,t) × × ×
(f,f,t,f,f) × × × ×
(f,f,t,f,t) × × ×
(f,f,t,t,f) × × × × ×
(f,f,t,t,t) × × ×
(f,t,f,f,f) × × ×
(f,t,f,f,t) × × ×
(f,t,f,t,f) × × ×
(f,t,f,t,t) × × × ×
(f,t,t,f,f) × × × ×
(f,t,t,f,t) × × × ×
(f,t,t,t,f) × × × × ×
(f,t,t,t,t) × × × ×
(t,f,f,f,f) × × ×
(t,f,f,f,t) ×
(t,f,f,t,f) × × ×
(t,f,f,t,t) × × ×
(t,f,t,f,f) ×
(t,f,t,f,t)
(t,f,t,t,f) × × ×
(t,f,t,t,t) ×
(t,t,f,f,f) × ×
(t,t,f,f,t) ×
(t,t,f,t,f) × ×
(t,t,f,t,t) × × ×
(t,t,t,f,f) × ×
(t,t,t,f,t) × ×
(t,t,t,t,f) × × × ×
(t,t,t,t,t) × × ×
Table 2: Satisfaction Context CN
schema
τe1 = {a1}
τe2 = {a1, a2, a3}
τe3 = {a1, a4}
τe4 = {a2, a5}
τe5 = {a3, a4, a5}
constraint relations
piΠRe1 = {(f)}
piΠRe2 = {(f, f, t), (f, t, t)}
piΠRe3 = {(f, t)}
piΠRe4 = {(f, f), (t, f)}
piΠRe5 = {(t, t, f)}
Table 3: Interior System N ◦
Table 3 gives the interior within the network of con-
straints presented in Table 1. This was erroneously
described in [3]. The error may have caused Mon-
tanari and Rossi to overlook the important projec-
tive containment conditions for systems of constraints,
which lead to the definition of distributed relations.
In this example we see, as [3] have pointed out, why
distributed relations are more optimal w.r.t. storage
requirements than networks: although piΠR is equiva-
lent to R, it has only half as many tuples. In addition,
there are only half as many concepts in the concept
lattice of the interior.
This paper takes the position that the hidden se-
mantic structure of the system of constraints inside
any distributed relationR (and in particular, any net-
work of constraints N ) is revealed by the concept lat-
tice L(CR) of the formal satisfaction context associ-
ated with the system. For any collection of constraint
indices ψ ⊆ E, the inverse derivation
ψ⇐σ = {x∈D
N | xσe for all constraints e ∈ ψ}
= {x∈DN | piτe(x)∈Re for all constraints e ∈ ψ}
corresponds to the natural database join ✶{Re | e∈ψ}
of the constraint relations indexed in the set ψ. The
most efficient way to describe concepts in any con-
cept lattice is by means of generators and succes-
sors: the extent of a concept is the set of tuple gen-
erators of all predeceeding concepts (concepts below
it); and the intent of a concept is the set of con-
straint generators of all succeeding concepts (concepts
above it). The 23 concepts for the satisfaction con-
text of the network of constraints presented in Ta-
ble 1, are described in Table 4 and Table 5 by list-
ing their generators and successors. Concepts are in-
dexed in lectic (reverse numeric) order of their satis-
faction bit vector for constraint indices. The top of
the lattice is C1 = 〈DN , ∅〉 and is label by the single
tuple (t, f, t, f, t) which satisfies no constraint. The
bottom of the lattice is C23 = 〈ΠR,E〉 and is label
by the solution set {(f, f, t, t, f), (f, t, t, t, f)}, the two
tuples which satisfy all constraints. From Table 4
and Table 5 we can compute extents and intents of
concepts: for example, the concept C10 has extent
{(t, f, f, f, f), (t, f, f, t, t), (f, f, t, t, f), (f, t, t, t, f), (t, t, t, t, f)}
and intent {e2, e5}. Here, as for all concepts, the ex-
tent is the solution set for the constraints in the intent,
and the intent is all constraints satisfied by this solu-
tion set — they determine each other. The extent is
also the natural database join Re2✶Re5 of the con-
straint relations indexed in the intent.
Table 6 represents the order relation for the concept
lattice. The matrix is lower triangular because of two
facts: (1) the concepts are listed in lectic (reverse nu-
meric) order; and (2) the concept lattice partial order
is a suborder of the lectic total order.
C Relational Interior
Any distributed relation contains within it another
distributed relation called its interior which satisfies
all possible projective containment conditions. Inte-
rior is derived from an interesting adjointness between
projection and solution.
On the one hand, the solution set of a distributed
relation R ∈ RelE,τN,D is defined by ΠR
df
= {x∈DN |
x|=e for all e∈E}. Two distributed relations R,S ∈
RelE,τN,D are equivalent when they have the same solu-
tion set ΠR = ΠS. Define Π−1P
df
= {R | ΠR = P}
to be the (possibly empty) collection of distributed
generators
concept
tuples constraints
C1 (t,f,t,f,t)
C2 e5
C3 (t,f,t,f,f), (t,t,f,f,t) e4
C4 (t,t,f,f,f)
C5 (t,f,t,t,t) e3
C6
C7 (t,t,f,t,f)
C8 (t,f,t,t,f), (t,t,f,t,t)
C9 (t,f,f,f,t) e2
C10
C11 (t,t,t,f,f), (t,t,t,f,t)
C12 (t,f,f,f,f)
C13
C14 (t,f,f,t,t)
C15 (t,f,f,t,f), (t,t,t,t,t)
C16 (t,t,t,t,f)
C17 (f,f,f,f,t) e1
C18 (f,f,f,t,t)
C19 (f,f,f,t,f), (f,t,f,f,f), (f,t,f,f,t), (f,t,f,t,f)
C20 (f,f,f,f,t), (f,t,f,t,t)
C21 (f,t,t,f,t), (f,f,t,t,t)
C22 (f,f,t,f,f), (f,t,t,f,f), (f,t,t,f,t), (f,t,t,t,t)
C23 (f,f,t,t,f), (f,t,t,t,f)
Table 4: Concept Generators
concept successor concepts
C1 ∅
C2 {C1}
C3 {C1}
C4 {C2, C3}
C5 {C1}
C6 {C2, C5}
C7 {C3, C5}
C8 {C4, C6, C7}
C9 {C1}
C10 {C2, C9}
C11 {C3, C9}
C12 {C4, C10, C11}
C13 {C5, C9}
C14 {C6, C10, C13}
C15 {C7, C11, C13}
C16 {C8, C12, C14, C15}
C17 {C5}
C18 {C6, C17}
C19 {C7, C17}
C20 {C8, C18, C19}
C21 {C13, C17}
C22 {C15, C19, C21}
C23 {C16, C20, C22}
Table 5: Concept Successors
1 2 3 4 5 6 7 8 9 1011121314151617181920212223
1 ×
2 × ×
3 × ×
4 × × × ×
5 × ×
6 × × × ×
7 × × × ×
8 × × × × × × × ×
9 × ×
10 × × × ×
11 × × × ×
12 × × × × × × × ×
13 × × × ×
14 × × × × × × × ×
15 × × × × × × × ×
16 × × × × × × × × × × × × × × × ×
17 × × ×
18 × × × × × ×
19 × × × × × ×
20 × × × × × × × × × × × ×
21 × × × × × ×
22 × × × × × × × × × × × ×
23 × × × × × × × × × × × × × × × × × × × × × × ×
Table 6: Order Relation for Concept Lattice
L(CN )
relations with solution set P . By definition of the
solution set ΠR, the projection piNτe(x) of every tu-
ple x∈ΠR is contained in the e-th constraint relation
piNτe(x)∈Re. This fact is expressed by the “counit
inequality” pi(ΠR) ⊆ R.
On the other hand, let P ⊆ DN be any subset of
full object tuples. We regard P as a potential solution
set. The projection of P is the E-indexed collection
of relations piP
df
= {piNτe(P ) | e∈E}. The projection
of P clearly satisfies the projective containment con-
ditions piτeτd(piNτe(P )) ⊆ piNτd(P ), and hence defines
a distributed relation 〈N, τ, Eτ , D, piP 〉. The fact that
every tuple in P satisfies every constraint in E is ex-
pressed by the “unit inequality” P ⊆ Π(piP ).
There are two ways to define a context on full tu-
ples.
1. For any subset of full tuples P ⊆ DN , define an
associated order-theoretic formal context CP =
〈G,M, IP 〉 by
xIP e iff x∈P.
Since the projection pi and product Π operators are
monotonic functions, we have the following proposi-
tion.
Proposition 5 The projection operator pi and the so-
lution operator Π form an adjointness or Galois con-
nection
pi ⊣ Π
between distributed relations R and potential solution
sets P , expressed by the logical equivalence: piP ⊆ R
iff P ⊆ ΠR.
By the above adjointness, projection preserves joins
pi(∪kPk) = ⊔kpi(Pk), and solution preserves meets
Π(⊓kRk) = ∩kΠPk.
For any distributed relation R ∈ RelN,D with dis-
tributed scheme 〈E, τ〉, the projection of the solution
R◦
df
= Πpi(R) = pi(Π(R)) is called the interior of R.
The interior is a distributed relation which satisfies all
possible projective containment conditions. The above
adjointness implies the existence of minimal equivalent
networks of constraints [3]. The interior R◦ is optimal
w.r.t. satisfaction — it is the smallest distributed re-
lation having solution set ΠR:
1. Π(R◦) = ΠR; and
2. if S is an E-indexed distributed relations having
solution set ΠS = ΠR, then R◦ ⊆ S.
In particular, interior is the minimal distributed rela-
tion R◦ =
∧
Π−1ΠR equivalent to R. These results
were stated and proved in [3], but the proofs were not
expressed by use of the simplifying notion of an ad-
jointness.
D Relational Participation
The previous discussion leads one to ask why cer-
tain tuples are not included in the interior of a dis-
tributed relation R. For any relational constraint in-
dex e∈E a tuple x : τe is in the difference Re \ R
◦
e
when it does not participate in a combining relation-
ship with other tuples to form a full object tuple that
respects all constraints in E. In other words, it is
isolated with respect to R. In this section we will rel-
ativize this idea of relational participation and make
it more explicit.
We can emphasize the importance of certain con-
cepts in a concept lattice L(C) for a formal context
C = 〈G,M, I〉 by specifying this collection of concepts
as a suborder P ⊆ L(C). More precisely, suppose that
P
ι
→ L(C) is an injective monotonic function which
is left adjoint to L(C)
ι⊣
→ P . The trivial example of
such a suborder is the full lattice, where ι and ι⊣
are both identity. The simplest nontrivial example
of such a suborder is the principal ideal ↓c of any con-
cept c∈L(C), where ι is subset inclusion ι(c′) = c′
for all c′ ≤L c and ι⊣ is meet ι⊣(d)
df
= c ∧L d for all
d∈L(C). As a special case, relevant for relational in-
terior, is c = ⊥. Define an associated formal context
CP = 〈G,M, IP 〉 by
gIPm iff ∃p∈P γ(g) ≤L ι(p) ≤L µ(m).
