We propose a splitting algorithm for solving a system of composite monotone inclusions formulated in the form of the extended set of solutions in real Hilbert spaces. The resluting algorithm is a an extension of the algorithm in [4] . The weak convergence of the algorithm proposed is proved. Applications to minimization problems is demonstrated.
Introduction
Let H be a real Hilbert space, let A : H → 2 H be a set-valued operator. The domain and the graph of A are respectively defined by dom A = x ∈ H | Ax = ∅ and gra A = (x, u) ∈ H × H | u ∈ Ax . We denote by zer A = x ∈ H | 0 ∈ Ax the set of zeros of A, and by ran A = u ∈ H | (∃ x ∈ H) u ∈ Ax the range of A. The inverse of A is A −1 : H → 2 H : u → x ∈ H | u ∈ Ax . Moreover, A is monotone if (∀(x, y) ∈ H × H) (∀(u, v) ∈ Ax × Ay)
x − y | u − v ≥ 0, (1.1) and maximally monotone if it is monotone and there exists no monotone operator B : H → 2 H such that gra B properly contains gra A.
A basis problem in monotone operator theory is to find a zero point of the sum of two maximally monotone operators A and B acting on a real Hilbert space H, that is, find x ∈ H such that 0 ∈ Ax + Bx. (1.2) Suppose that the problem (1.2) has at least one solution x. Then there exists v ∈ Bx such that −v ∈ Ax. The set of all such pairs (x, v) define the extended set of solutions to the problem (1.2) [15] , E(A, B) = (x, v) | v ∈ Bx, −v ∈ Ax .
(1.3)
Inversely, if E(A, B) is non-empty and (x, v) ∈ E(A, B), then the set of solutions to the problem (1.2) is also nonempty since x solves (1.2) and v solves its dual problem [2] , i.e, 0 ∈ B −1 v − A −1 (−v). (1.4) It is remarkable that three fundamental methods such as Douglas-Rachford splitting method, forward-backward splitting method, forward-backward-forward splitting method converge weakly to points in E(A, B) [16, Theorem 1] , [10] , [17] . We next consider a more general problem where one of the operator has a linearly composite. In this case, the problem (1.2) becomes [9, Eq. (1.
2)], 5) where B acts on a real Hilbert space G and L is a bounded linear operator from H to G. Then, it is shown in [9, Proposition 2.8(iii)(iv)] that whenever the set of solutions to (1.5) is non-empty, the extended set of solutions
is non-empty and, for every (x, v) ∈ E(A, B, L), v is a solution to the dual problem of (1.5) [9, Eq.(1.
3)],
Algorithm proposed in [9, Eq.(3.1) ] to solve the pair (1.5) and (1.7) converges weakly to a point in E(A, B, L) [9, Theorem 3.1]. Let us consider the case when monotone inclusions involving the parallel-sum monotone operators. This typical inclusion is firstly introduced in [13, Problem 1.1] and then studied in [18] and [6] . A simple case is Then under the assumption that the set of solutions to (1.8) is non-empty, so is its extended set of solutions defined by
, then x solves (1.8) and v solves its dual problems defined by
Under suitable conditions on operators, the algorithms in [13] , [6] and [18] converge weakly to a point in E(A, B, C, D, L). We also note that even in the more complex situation when B and D in (1.8) admit linearly composites structures introduced firstly [4] and then in [7] , in this case (1.8 12) where M and N are respectively bounded linear operator from G to real Hilbert spaces Y and X , B and D act on Y and X , respectively, under suitable conditions on operators, simple calculations show that, the algorithm proposed in [4] and [7] converge weakly to the points in the extended set of solutions,
To sum up, above analysis shows that each primal problem formulation mentioned has a dual problem which admits an explicit formulation and the corresponding algorithm converges weakly to a point in the extended set of solutions. However, there is a class of inclusions in which their dual problems are no longer available, for instance, when A is univariate and C is multivariate, as in [1, Problem 1.1]. Therefore, it is necessary to find a new way to overcome this limit. Observer that the problem in the form of (1.13) can recover both the primal problem and dual problem. Hence, it will be more convenience to formulate the problem in the form of (1.13) to overcome this limitation. This approach is firstly used in [19] . In this paper we extend it to the following problem to unify some recent primal-dual frameworks in the literature.
Problem 1.1 Let m, s be strictly positive integers. For every i ∈ {1, . . . , m}, let (
be bounded linear operators, and every i ∈ {1, . . . , m}, let L k,i : H i → G k be a bounded linear operator. The problem is to find x 1 ∈ H 1 , . . . , x m ∈ H m and
We denote by Ω the set of solutions to (1.16).
Here are some connections to existing primal-dual problems in the literature. In the present paper, we develop the splitting technique in [4] which is reused in [7] , and base on the convergence result of the algorithm proposed in [11] , we propose a splitting algorithm for solving Problem 1.1 and prove its convergence in Section 2. We provide some application examples in the last section.
Notations. (See [3] ) The scalars product and the norms of all Hilbert spaces used in this paper are denoted respectively by · | · and · . We denote by B(H, G) the space of all bounded linear operators from H to G. The symbols ⇀ and → denote respectively weak and strong convergence. The resolvent of A is
where Id denotes the identity operator on H. We say that A is uniformly monotone at x ∈ dom A if there exists an increasing function φ : [0, +∞[ → [0, +∞] vanishing only at 0 such that
The class of all lower semicontinuous convex functions f :
, and the subdifferential of f ∈ Γ 0 (H) is the maximally monotone operator
with inverse given by (∂f )
Moreover, the proximity operator of f is
Algorithm and convergence
The main result of the paper can be now stated in which we introduce our splitting algorithm, prove its convergence and provide the connections to existing work.
Theorem 2.1 In Problem 1.1, suppose that Ω = ∅ and that
Then the following hold for each i ∈ {1, . . . , m} and k ∈ {1, . . . , s}.
(iv) Suppose that A j is uniformly monotone at x 1,j , for some j ∈ {1, . . . , m}, then
Suppose that there exists j ∈ {1, . . . , m} and an increasing function
vanishing only at 0 such that
is uniformly monotone at v 1,j , for some j ∈ {1, . . . , k}, then v
is uniformly monotone at v 2,j , for some j ∈ {1, . . . , k}, then v
Proof. Let us introduce the Hilbert direct sums
We use the boldsymbol to indicate the elements in these spaces. The scalar products and the norms of these spaces are defined in normal way. For example, in H,
which shows that C is ν 0 -Lipschitzian and monotone hence they are maximally monotone [3, Corollary 20 .25]. Moreover, it follows from [3, Proposition 20 .23] that A, B and D are maximally monotone. Furthermore,
Then, using (2.6) and (2.8), we can rewrite the system of monotone inclusions (1.16) as monotone
It follows from (2.9) that there exists y ∈ G such that 10) which implies that
Since Ω = ∅, the problem (2.11) possesses at least one solution. The problem (2.11) is a special case of the primal problem in [11, Eq.(
and 
Let us set
Then it follows from our assumptions that every sequence defined in (2.15) is absolutely summable. Moreover, upon setting
and
and (∀n ∈ N) 
We have (iv): For every n ∈ N and every i ∈ {1, . . . , m} and k ∈ {1, . . . , s}, set 
In turn, by (i) and (ii), we obtain
Then, it follows from (2.25) that
(2.27) Furthermore, we derive from (2.22) that, for every i ∈ {1, . . . , m} and k ∈ {1, . . . , s}
Since A j is uniformly monotone at x 1,j , using (2.28) and (2.18), there exists an increasing function φ A j : [0, +∞[ → [0, +∞] vanishing only at 0 such that, for every n ∈ N,
where we denote ∀n ∈ N χ j,n = p k ) 1≤k≤s are monotone, we derive from (2.19) and (2.28) that for every k ∈ {1, . . . , s},
which implies that
where the last inequality follows from the monotonicity of C. Now, adding (2.33), (2.32), (2.30), (2.34) and using M * v 2 = N * v 1 , we obtain,
We next derive from (2.2) that
which and (2.26), (2.27), and [9, Theorem 2.5(i)] imply that
weakly, they are bounded. Hence
Then, using Cauchy-Schart, the Lipchitzianity of C and (2.38), (2.27), it follows from (2.35) that 
and hence, (2.34) becomes
Processing as in (iv), (2.39) becomes
(vi): Using the same argument as in the proof of (v), we reach at (2.42) where φ C ( x 1,n − x 1 ) is replaced by φ j ( x j 1,n − x 1,j ), and hence we obtain the conclusion. 
reduces to the recent algorithm proposed in [4, Eq.(3.15) ] where the convergence results are proved under the same conditions.
(ii) In the special case when m = 1 and C 1 is restricted to be cocoercive, i.e, C −1 1 is strongly monotone, an alternative algorithm proposed in [7] can be used to solve Problem 1.1.
(iii) In the case when (∀k ∈ {1 . . . , s})(∀i ∈ {1, . . . , m}) L k,i = 0, algorithm (2.2) is separated into two different algorithms which solve respectively the first m inclusions and the last k inclusions in (1.16) independently.
(iv) Condition (2.3) is satisfied, for example, when each C i is restricted to be univariate and monotone, and C j is uniformly monotone.
Applications to minimization problems
The algorithm proposed has a structure of the forward-backward-forward splitting as in [4, 9, 11, 13, 17] . The applications of this type of algorithm to specific problems in applied mathematics can be found in [3, 4, 8, 9, 11, 13, 14, 17] and references therein. We provide an application to the following minimization problem which extends [4, Problem 4.1] and [7, Problem 4.1] . We recall that the infimal convolution of the two functions f and g from H to ]−∞, +∞] is
Problem 3.1 Let m, s be strictly positive integers. For every i ∈ {1, . . . , m}, let (H i , · | · ) be a real Hilbert space, let
For every i ∈ {1, . . . , m} and every k ∈ {1, . . . , s}, let L k,i : H i → G k be a bounded linear operator. The primal problems is to minimize 2) and the dual problem is to
Corollary 3.2 In Problem 3.1, suppose that (2.1) is satisfied and for every (k, i) ∈ {1, . . . , s} × {1, . . . , m}
4)
For every i ∈ {1, . . . , m}, let
,n ) n∈N be absolutely summable sequences in Y k . For every i ∈ {1, . . . , m} and k ∈ {1, . . . , s},
Then the following hold for each i ∈ {1, . . . , m} and k ∈ {1, . . . , s},
(iv) Suppose that f j is uniformly convex at x 1,j , for some j ∈ {1, . . . , m}, then x j 1,n → x 1,j .
(v) Suppose that ϕ is uniformly convex at (x 1,1 , . . . , x 1,m ), then (∀i ∈ {1, . . . , m}) x i 1,n → x 1,i .
(vi) Suppose that ℓ * j is uniformly convex at v 1,j , for some j ∈ {1, . . . , k}, then v j 1,n → v 1,j .
(vii) Suppose that g * j is uniformly convex at v 2,j , for some j ∈ {1, . . . , k}, then v j 2,n → v 2,j .
Proof. Set (∀i ∈ {1, . . . , m}) A i = ∂f i and C i = ∇ i ϕ, (∀k ∈ {1, . . . , s}) B k = ∂g k , D k = ∂ℓ k . We also have 
L k,j x j − r k +∂f i (x i ) + ∇ i ϕ(x 1 , . . . , x m ). (3.14)
Then, using (3.7), (3. 
