We studied the effect on viral growth of drugs targeting different virus functions using a computer simulation for the intracellular growth of bacteriophage T7. We found that drugs targeting components of negativefeedback loops gain effectiveness against mutant viruses that attenuate the drug-target interaction. The greater inhibition of such mutants than of the wild type suggests a drug design strategy that would hinder the development of drug resistance.
The mutability and resultant adaptability of viruses present a major challenge to the design of antiviral strategies that are effective over the long term. While drug design has gained from advances in the molecular understanding of viral growth processes (13, 22) , many initially potent drugs lose efficacy over time because of the emergence of drug-resistant strains (5, 21) . When mutations arise that attenuate or compensate for the inhibitory effect of the drug, virus strains that carry such mutations gain a growth advantage and are subsequently selected for in the viral population (2, 9, 11, 14) . In some instances, two or more drugs targeting the same or different viral functions have been used to reduce the likelihood that a drug-resistant strain will develop. However, multidrug therapies are often accompanied by adverse side effects (3) and do not prevent the development of multidrug-resistant mutants (12, 15, 17) . Here, we present a computational study describing how antiviral strategies might be designed to counter the development of drug-resistant mutants. The central design principle is to choose drug-target interactions that result in selection against likely mutant strains.
Previously, we created a computer simulation that systematized and integrated existing experimental data on the intracellular growth of wild-type phage T7 in a single Escherichia coli cell (6). Our simulation was based on the established mechanisms and rates for the translocation of the phage genome into the host cell, the genome-encoded sequential synthesis of different mRNA species, the synthesis of each T7 gene product, T7 DNA replication, and the intracellular assembly of progeny phage. Lysis of the host cell was not accounted for. Source code, documentation, and an interactive version (T7web) of the simulation are available at http://virus.molsci .org/t7.
Here, we used the simulation to compute the wild-type T7 growth cycles resulting from infection of E. coli BL21 containing a range of antisense RNA concentrations targeting phage mRNA. We chose to simulate the effects of antisense RNA compounds on T7 growth because such compounds can, in principle, be targeted to any viral mRNA (18, 24) . Furthermore, the development of drug resistance by the accumulation of point mutations that reduce antisense RNA-mRNA interactions has been observed (2); such laboratory systems may offer a means to test the strategies that we describe here. We computed the effects of different antisense strategies on phage growth by specifying a particular target mRNA, an initial concentration of complementary antisense molecules in the host cell, and an equilibrium binding constant (K eq ) for the antisense molecule-target interaction. We used for the interactions between antisense molecules and phage mRNA a range of binding constants consistent with literature values (4, 8, 16, 23) . We also performed simulations using kinetic rates for the binding and disassociation of the antisense molecule and the target but did not find qualitative differences from the equilibrium model (data not shown). We assumed that the binding of an antisense molecule to its target prevented the target from being translated. For this work, we defined the degree of inhibition of phage growth as the computed latent time needed to produce 99% the wild-type yield of T7 progeny.
We computed the inhibition of T7 growth by antisense drugs that target mRNA encoding gp10, the T7 capsid protein, and gp1, the T7 RNA polymerase (RNAP). We computed these effects over a range of drug concentrations and affinities for their respective targets (Fig. 1) . On these plots, higher elevations correspond to greater inhibition of viral growth. When the gene 10 mRNA was targeted, the degree of inhibition increased as both the concentration and affinity of the drug for its target increased, as we expected (Fig. 1a) . Since the capsid protein is an essential component of each virion, depleting its message delays the production of viral progeny. However, when we targeted gene 1 mRNA, the simulation unexpectedly revealed a ridge of maximum inhibition of phage growth in a region of intermediate drug-target binding and a plateau of moderate inhibition in a region of maximum drug-target binding (Fig. 1b) .
Differences between the inhibition landscapes reflect differences in the function and regulation of the targets. The gene 1 landscape is more complex than the gene 10 landscape because, unlike gp10, gp1 regulates both its own activity and the activity of other essential viral gene products (Fig. 2) . To understand the gene 1 landscape, we computed the concentrations of gp1 and the gene 2 mRNA, encoding a host RNAP inhibitor (gp2), for regions on the gene 1 inhibition landscape corresponding to no drug (wild type), high concentrations of a high-affinity drug (plateau), and high concentrations of an intermediate-affinity drug (ridge) (Fig. 3) . We found that high concentrations of a high-affinity drug, after a long delay, allowed bursts in the concentrations of active gp1 and gene 2 mRNA that were qualitatively similar to bursts observed during wild-type growth. The long delay in the initiation of gp1 and gene 2 mRNA syntheses reflected the time required by the virus to titrate away the drug. In contrast, we found that high concentrations of an intermediate-affinity drug resulted in in-complete inactivation of gene 1 mRNA, thereby allowing a small amount of gp1 synthesis and the subsequent gp1-mediated activation of the gp2 and gp3.5 negative-feedback loops. Notably, the activation of these loops occurred without the burst in the syntheses of gp1 and gene 2 mRNA seen in the wild-type or plateau cases. The combination of the negativefeedback loops embedded in T7 growth and the antisense drug-based inhibition of an intermediate of one of these negative-feedback loops resulted in the maximum inhibition of viral growth. Locally, gp2 inactivated host RNAP, thereby inhibiting its ability to titrate away the effect of the antisense drug. Globally, the pattern of continuous low-level viral RNAP expression reduced the expression of essential virus proteins.
Examination of the gene 10 landscape (Fig. 1a) revealed how mutant viruses might easily escape antisense drugs targeting mRNA. From any dose and drug affinity corresponding to a point on the landscape, gene 10 mRNA mutants with reduced K eq values for the antisense molecule-mRNA interaction will always be inhibited less. Such mutants have a growth advantage relative to parent strains and should be selected for, other factors being equal. However, targeting of T7 gene 1 produced an entirely different landscape (Fig. 1b) . When gene 1 mRNA was targeted, a ridge formed on the landscape due to the involvement of gp1 in a negative-feedback loop (Fig. 2) . The ridge provides an example of how evolutionary robust drug strategies might work. Starting from the right of the ridge, at log(K eq ) values above 10, the ridge serves as an evolutionary barrier that selects against potential escape mutants. Virus strains carrying mutations that attenuate the drug-target affinity must initially move "uphill" on the landscape, putting them at a selective disadvantage relative to their parent strains. Thus, the regulatory circuitry of the virus is exploited to block viral escape. Obviously, for the ridge to be effective, the decrease in binding affinity caused by a point mutation must not exceed the ridge width. Changes in the antisense moleculetarget binding constant can be as high as 400-fold per nucleotide mismatch for binding between 18-mers (8), a value which is somewhat smaller than the width of the ridge in our example.
In this work, we showed how inhibiting components of negative-feedback loops under a specific set of conditions might be used to create barriers against the development of drug resistance. While we examined antisense mRNAs as inhibitor mol-FIG. 1. Computed effect of antisense drugs on the intracellular growth of phage T7 in E. coli. Antisense targets are mRNAs that encode the viral capsid protein (gp10) (a) and the viral RNAP (gp1) (b). Surface elevations and contour plots represent the time required to achieve 99% the wild-type growth yield. Log(K eq ), the base-10 log of K eq for the antisense drug and its target mRNA, is a measure of the potency of the drug. Molecules per cell, number of antisense molecules per host cell at the start of the T7 infection. In both panels, the horizontal surface for minimum log(K eq ) represents the wild-type growth region (31 Ϯ 1 min).
ecules, the results should extend to small-molecule drugs that inhibit specific virus proteins. For simplicity, we neglected the effects of RNA secondary structure or folding associated with the specific antisense molecule-target interaction. Such effects have been studied elsewhere (2, 10, 19) and will need to be taken into account as appropriate target sequences for antisense inhibition are developed. We also neglected issues associated with the abundance, availability, and localization of antisense molecules, important factors that need to be addressed for their in vivo application. Moreover, our simulation considered only viral intracellular growth and ignored any dynamics associated with the cell-to-cell spread of viral mutants, which have been studied in other systems (1, 20) . Finally, while we have proposed a means to design evolutionary barriers against obvious escape routes, we recognize that new antiviral strategies merely create new selection environments. 
