Introduction.
The classical Nevanlinna-Pick interpolation problem for the case of finite data appeared in papers [1] , [2] , and for the case of infinite data in [3] . Various matrix and operator-valued generalizations were introduced and investigated by different approaches afterwards. For a detailed exposition of the subject we refer to books [4] , [5] , [6] , [7] , [8] .
In this paper we shall analyze the following problem (see Notations below). Let {z k } ρ k=0 , z k ∈ D, be prescribed distinct points: z j = z l , j = l, j, l ∈ 0, ρ; ρ ∈ N ∪ {∞}. Let {C k } ρ k=0 , C k ∈ C N ×N , be given. The problem is to find a C N ×N -valued analytic function T (z), z ∈ D, which belongs to the Carathéodory class C N , subject to conditions:
Here N ∈ N and ρ ∈ N ∪ {∞}, are fixed. This problem is said to be the Nevanlinna-Pick matrix interpolation problem in the Carathéodory class (with finite or infinite data). The problem is said to be determinate if it has a unique solution.
In 1957, Szökefalvi-Nagy and Koranyi presented their famous pure operator approach to the operator-valued Nevanlinna-Pick interpolation [9] , [10] . They derived conditions of the solvability for various operator-valued NevanlinnaPick problems. In particular, their results apply to the problem (1) with finite data (ρ < ∞). The latter problem (ρ < ∞) was investigated by Chen and Hu both in the nondegenerate and degenerate cases using a different method [11] .
The aim of our present investigation is to develop the approach of Szökefalvi-Nagy and Koranyi to obtain an analytic description of solutions for the problem (1) both in the nondegenerate and degenerate cases. In order to obtain an analytic description of solutions, we shall use important results of Chumakin on generalized resolvents of isometric operators [12] , [13] . A similar approach was recently used in [14] , [15] , [16] to treat various matrix moment problems. Also, the necessary and sufficient conditions for the determinacy of the problem (1) are obtained. They become especially simple in the case ρ < ∞.
Notations.
As usual, we denote by R, C, N, Z, Z + , the sets of real numbers, complex numbers, positive integers, integers and non-negative integers, respectively; D = {z ∈ C : |z| < 1}, T = {z ∈ C : |z| = 1}. The set of all complex vectors of size N : a = (a 0 , a 1 , . . . , a N −1 ), we denote by C N , N ∈ N. If a ∈ C N , then a * means its complex conjugate vector. The set of all complex matrices of size (N × N ) we denote by
The space L 2 (M ) is a Hilbert space with a scalar product
We denote e m = (δ m,0 , δ m,1 , ..., δ m,N −1 ), 0 ≤ m ≤ N − 1, where δ m,j is Kronecker's delta function. By the Carathéodory class C N we mean a set of all analytic
If H is a Hilbert space then (·, ·) H and · H mean the scalar product and the norm in H, respectively. Indices may be omitted in obvious cases. For a linear operator A in H, we denote by D(A) its domain, by R(A) its range, by Ker A its null subspace (kernel), and A * means the adjoint operator if it exists. If A is invertible then A −1 means its inverse. A means the closure of the operator, if the operator is closable. If A is bounded then A denotes its norm. For a set M ⊆ H we denote by M the closure of M in the norm of H. For an arbitrary set of elements {x n } n∈I in H, we denote by Lin{x n } n∈I the set of all linear combinations of elements x n , and span{x n } n∈I := Lin{x n } n∈I . Here I is an arbitrary set of indices. By E H we denote the identity operator in H, i.e. E H x = x, x ∈ H. If H 1 is a subspace of H, then
is an operator of the orthogonal projection on H 1 in H.
2 Descriptions of solutions for the Nevanlinna-Pick problem and the determinacy.
Let T (z) be a solution of the Nevanlinna-Pick problem (1). As usual, an important role will be played by the following function (kernel):
Since T (z) ∈ C N , it admits the following representation (e.g. [18] ):
where
Consider the following block matrix (the Pick matrix):
Let
We may write
Here we have used the rules for operations on block matrices. Therefore
If ρ < ∞ the latter relation means that P ρ ≥ 0. Conversely, let the Nevanlinna-Pick problem (1) be given and condition (7) be satisfied. Let
Observe that
and
By [10, Lemma] there exist a Hilbert space H and a sequence {x k }
Let us check that this definition is correct. Suppose that
By (8), (9), (10) we may write
Therefore
Consequently, the definition of A 0 is correct. Let
By (12) we may write
Therefore A 0 is an isometric operator in H. Set A = A 0 . By the definition of A we may write
Let A ⊇ A be a unitary operator in a Hilbert space H ⊇ H. Recall that the following operator-valued function ( [12] , [13] ):
is said to be a generalized resolvent of A (corresponding to A). Set
Let us check that T (z) is a solution of the Nevanlinna-Pick problem (1). In fact, the function T (z) has the following representation:
, where { G θ } θ∈[0,2π] is the left-continuous orthogonal resolution of unity of the operator A −1 . Therefore T (z) ∈ C N . By (13), (10), (8), (9) we may write
Thus, T (z) is a solution of the Nevanlinna-Pick problem (1). Let T (z) be an arbitrary solution of the Nevanlinna-Pick problem (1). Let us show that it admits a representation of the form (15) with a generalized resolvent of A. Consider the space L 2 (F ), where F = F (t) is taken from the representation (3) for T (z). Let
of all (classes of equivalence of) functions of the form (16) we shall denote by M 2 0 (F ), and L 2 0 (F ) = M 2 0 (F ). By (4), (8) , (10) we may write:
7 Consider the following operator:
Let us check that this operator is correctly defined as an operator from M 2 0 (F ) to H. Let f (t) and g(t) have the form (16), (17) . Suppose that they belong to the same class of equivalence in L 2 (F ):
By (18) we may write
Thus, the operator W 0 is defined correctly. Relation (18) implies that W 0 is an isometric operator. Set W = W 0 . The operator W is a unitary transformation which maps
The operator
is a unitary operator in H 1 . Observe that
is the left-continuous orthogonal resolution of unity of the operator A −1 . We may write:
(20) From (3) it follows that T 0 = Im T (0) = Im C 0 . By (10), (3), (9), (8) we have
By (20), (21), (22) we obtain that
By the inversion formula ([19, p. 50]) we conclude that
By (3), (24) we may write:
where R z (A) is a generalized resolvent of A (which corresponds to A). Therefore T (z) has a representation of the form (15) . (1) with z 0 = 0 be given and condition (7) hold. Let an operator A = A 0 be constructed for the Nevanlinna-Pick problem as in (11) . All solutions of the Nevanlinna-Pick problem have the following form:
Theorem 1 Let the Nevanlinna-Pick problem
where Proof. It remains to prove that different generalized resolvents of A produce different solutions of the Nevanlinna-Pick problem (1). Suppose that there exist unitary extensions A j ⊇ A in Hilbert spaces H j ⊇ H, j = 1, 2, such that
. From the latter relation by the linearity we get
Choose an arbitrary h ∈ L, z ∈ D\{0}. By (30) we may write:
Theorem 3 Let the Nevanlinna-Pick problem (1) with z 0 = 0 be given and condition (7) hold. Let an operator A = A 0 be constructed for the Nevanlinna-Pick problem as in (11) . All solutions of the Nevanlinna-Pick problem have the following form 
Here p i,j are taken from relation (8) .
Proof. Let an operator A = A 0 be constructed for the Nevanlinna-Pick problem as in (11) . By (10) we see that condition (A) is equivalent to the following relation: The latter relation is equivalent to the condition R(A) = H. It remains to apply Corollary 1 to complete the proof. ✷ Remark. As it was noted in [10] , condition z 0 = 0 is not restrictive. If z 0 = 0, one may consider a fractional linear transformation u = u(z) = z − z 0 1 − z 0 z , and seek for a C N ×N -valued function R(u) in D, which belongs to C N , subject to
where u k := u(z k ). It is easy to see that the following relation:
establishes a bijective correspondence between all solutions of (36) and all solutions of (1).
