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Re´sume´ :
Ce papier traite le proble`me de la D-stabilisation
des mode`les Takagi-Sugeno (T-S) incertains dans le
cadre non quadratique. En conside´rant le concept de
la D-stabilite´, des conditions sous forme d’Ine´galite´s
Matricielles Line´aires (LMI) sont propose´es pour la
synthe`se de controˆleurs non-Compensations-Paralle`les-
Distribue´es (non-PDC) via des Fonctions de Lyapu-
nov Floues (FLF). Ces conditions permettent une D-
stabilisation locale. Ainsi, une simple me´thode est
conside´re´e pour l’estimation du Domaine d’Attrac-
tion (DA) de la dynamique en boucle ferme´e. Les
re´sultats propose´s sont illustre´s au travers d’un exemple
nume´rique.
Mots-cle´s :
Mode`les Takagi-Sugeno, Loi de commande non-PDC,
D-stabilite´, LMI, Fonction de Lyapunov non quadratique.
Abstract:
This paper deals with the non-quadratic robust D-
stabilization of uncertain Takagi-Sugeno (T-S) fuzzy
systems. By considering the D-stability concept, Li-
near Matrix Linearity (LMI) conditions are proposed
for the design of non-Parallel-Distributed-Compensation
(non-PDC) controllers via non-quadratic Fuzzy Lyapu-
nov Functions (FLF). These conditions allow local D-
stabilization. Thus, a simple way is considered to es-
timate the Domain of Attraction (DA) of the designed
closed-loop dynamics. The proposed result is illustrated
through a numerical example.
1 Introduction
Durant les trois dernie`res de´cennies, l’utilisa-
tion des approches appele´es ”multi-mode`le”
pour le controˆle des syste`mes non line´aires
affines en la commande a connu une crois-
sance exponentielle. Les mode`les flous de
type Takagi-Sugeno (T-S) sont compose´s d’un
ensemble de mode`les line´aires ponde´re´s par
des fonctions d’appartenance non line´aires
convexes [18]. Ils comptent parmi les mode`les
les plus utilise´s car ils peuvent repre´senter exac-
tement un syste`me non line´aire dans un en-
semble compact de son espace d’e´tat en utili-
sant, par exemple, la de´composition en secteurs
non line´aires [21].
En utilisant la me´thode directe de Lyapunov,
des conditions sous forme d’Ine´galite´s Matri-
cielles Line´aires (LMI) peuvent eˆtre obtenues
pour l’analyse de stabilite´ et la stabilisation des
mode`les T-S (voir e.g. [24, 21]). Les premie`res
conditions ont e´te´ obtenues en conside´rant des
fonctions de Lyapunov quadratiques [21, 24],
ce qui ne´cessite de trouver une matrice de Lya-
punov commune et conduit donc a` des condi-
tions conservatives [17]. Pour re´duire le conser-
vatisme, la synthe`se de controˆleurs non-PDC
a e´te´ propose´e dans le cadre non quadratique
via des Fonctions de Lyapunov Floues (FLF)
[12, 19, 9, 20]. Dans ce contexte, les de´rive´es
temporelles des fonctions d’appartenance appa-
raissent dans les conditions de stabilite´ obte-
nues. Par conse´quent, ces conditions sont lo-
cales et plusieurs approches ont e´te´ propose´es
pour estimer le Domaine d’Attraction (DA)
[7, 8, 14].
Ce papier traite de l’ame´lioration de perfor-
mances en re´gime transitoire. Cela peut eˆtre
re´alise´e en conside´rant le concept de la D-
stabilite´, qui a e´te´ tout d’abord propose´ pour les
syste`mes line´aires incertains [6]. Ceci consiste
a` contraindre la migration des valeurs propres
de la boucle ferme´e a` rester a` l’inte´rieur d’une
re´gion LMI pre´de´finie. Ce concept a e´te´ e´tendu
au proble`me de controˆle des mode`les T-S dans
le cadre quadratique (voir e.g. [13, 10, 11,
16, 22, 1, 4, 5]), et re´cemment dans le cadre
non quadratique pour les mode`les T-S nomi-
naux sans conside´rer les estimations du do-
maine d’attraction [3]. Par conse´quent, notre
but dans ce papier est de proposer des condi-
tions LMI non quadratiques locales pour la D-
stabilisation robuste des mode`les T-S incertains,
avec l’estimation de leurs domaines d’attrac-
tion.
Ce papier est organise´ comme suit. Apre`s
quelques pre´liminaires, nous pre´sentons des
conditions non quadratiques robustes pour les
mode`les T-S incertains en boucle ferme´e en
conside´rant les contraintes de D-stabilite´. Dans
ce contexte, une simple me´thode, inspire´e par
[14], est conside´re´e pour l’estimation du DA.
Finalement, l’efficacite´ des re´sultats propose´s
est illustre´e au travers d’un exemple nume´rique.
2 Pre´liminaires
Conside´rons un syste`me non line´aire donne´
par :
x˙(t) = (A(x(t)) + ∆A(x(t)))x(t)
+ (B(x(t)) + ∆B(x(t))u(t))
(1)
ou` x(t) ∈ Rn est le vecteur d’e´tat, u(t) ∈ Rm
le vecteur d’entre´e, A(x(t)) ∈ Rn×n la ma-
trice nominale d’e´tat, B(x(t)) ∈ Rn×m la ma-
trice nominale d’entre´e et ∆A(x(t)) ∈ Rn×n
et ∆B(x(t)) ∈ Rn×m des matrices incertaines
borne´es.
En appliquant une de´composition en secteurs
non line´aires [21], le syste`me non line´aire in-
certain (1) peut eˆtre re´e´crit de manie`re exacte
sur un espace compact Ω de son espace d’e´tat
sous la forme :
x˙(t) =
r∑
i=1
hi(z(t))(A˜i(t)x(t) + B˜i(t)u(t)) (2)
ou` r est le nombre de re`gles, z(t) ∈ Rp
le vecteur de pre´misses qui est suppose´ ne
de´pendre que des variables d’e´tat, hi(z(t)) ∈
[0, 1] les fonctions d’appartenance satisfaisant∑r
i=1 hi(z(t)) = 1, et ou` :
A˜i(t) = Ai + ∆Ai(t) ∈ Rn×n (3)
B˜i(t) = Bi + ∆Bi(t) ∈ Rn×m (4)
ou` Ai et Bi sont des matrices re´elles constantes
de´finissant la partie nominale de la ie re`gle.
∆Ai(t) et ∆Bi(t) sont des matrices incertaines
borne´es qui peuvent eˆtre re´e´crite sous la forme
[26] :
∆Ai(t) = E
a
i δ
a(t)Lai (5)
∆Bi(t) = E
b
i δ
b(t)Lbi (6)
ou` Eai , E
b
i , L
a
i , L
b
i sont des matrices re´elles
constantes de dimensions approprie´es, et δa(t)
et δb(t) des matrices incertaines qui ve´rifient :
(δa)
T
(t)δa(t) 6 I (7)(
δb
)T
(t)δb(t) 6 I (8)
Afin de proposer des conditions non qua-
dratiques pour la synthe`se de controˆleurs D-
stabilisant, conside´rons une loi de commande
non-PDC donne´e par [12, 9, 19] :
u(t) =
r∑
i=1
hi(z(t))Fi
 r∑
j=1
hj(z(t))Pj
−1 x(t) (9)
ou` Fi ∈ Rm×n et Pj ∈ Rn×n sont des matrices
de gain constantes a` synthe´tiser.
Notations : Dans la suite, le temps t sera
omis dans les expressions mathe´matiques lors-
qu’il n’y a pas d’ambiguı¨te´. Un aste´risque
(∗) de´signe une quantite´ transpose´e dans une
matrice, et pour toute matrice carre´e re´elle
R, H(R) = R + RT . Conside´rons un en-
semble de matrices re´elles Mi et Nij , pour
tout (i, j) ∈ {1, ..., r}2 , on notera Mz =
r∑
i=1
hi(z)Mi, Nzz =
r∑
i=1
r∑
j=1
hi(z)hj(z)Nij et
P−1z =
(
r∑
j=1
hj(z(t))Pj
)−1
.
A` partir de (2) et (9), la dynamique en boucle
ferme´e peut eˆtre exprime´e comme :
x˙ = G˜zzx (10)
ou` G˜zz = Gzz + ∆Gzz, Gzz = Az + BzFzP−1z
et ∆Gzz = ∆Az + ∆BzFzP−1z .
L’objectif de ce travail est de proposer de nou-
velles conditions LMI permettant la synthe`se
d’une loi de commande robuste non-PDC (9)
telle que la dynamique en boucle ferme´e (10)
soit D−stable. Le lemme suivant sera utilise´
pour traiter les incertitudes.
Lemme 1. [25] : Pour toutes matrices X , Y
et T = T T > 0 de dimensions approprie´es,
l’ine´galite´ suivante est toujours vraie :
H(XTY ) 6 XTTX + Y TT−1Y (11)
De plus, le lemme suivant sera conside´re´ pour
re´duire le conservatisme.
Lemme 2. [23] : Soient Γij , (i, j) ∈
{1, ..., r}2, des matrices de dimensions appro-
prie´es. L’ine´galite´ Γzz < 0 est satisfaite si
les deux conditions suivantes sont ve´rifie´es
∀(i, j) ∈ {1, ..., r}2 / i 6= j :
Γii < 0, (12)
2
r − 1Γii + Γij + Γji < 0 (13)
Enfin, afin d’introduire le concept deD-stabilite´
[6], les de´finitions suivantes seront conside´re´es.
De´finition 1. (Re´gion LMI) [6] : Un sous-
ensembleD du plan complexe est appele´ re´gion
LMI s’il est de´fini par deux matrices L = LT ∈
Rd×d et M ∈ Rd×d telles que :
D = {λ = x+ iy ∈ C : fD(λ) < 0} (14)
ou` la fonction caracte´ristique fD(λ) est donne´e
par :
fD(λ) = L+ λM + λ¯MT (15)
De´finition 2. (D-stabilite´) [16] : Soit une
re´gion LMI de´finie par (14). Le syste`me dyna-
mique x˙ = f(x)x est ditD-stable s’il existe une
fonction de Lyapunov V(x) ve´rifiant 1
2
V˙ (x)
V (x)
∈ D,
i.e. :
L⊗ 1 +M ⊗ 1
2
V˙ (x)
V (x)
+MT ⊗ 1
2
V˙ (x)
V (x)
< 0 (16)
Selon les objectifs conside´re´s, plusieurs re´gions
LMI peuvent eˆtre de´finies au travers des ma-
trices L et M (voir e.g. [6, 2]). Dans ce papier,
une re´gion LMI usuellement utilise´e pour la D-
stabilite´ est conside´re´e. Elle est pre´sente´e par la
Figure 1 et de´finie par les matrices suivantes :
L =
 2β 0 0 0 00 −2γ cos θ 0 0 00 0 −2γ cos θ 0 0
0 0 0 −s −q
0 0 0 −q −s
 ,
M =
 1 0 0 0 00 cos θ sin θ 0 00 − sin θ cos θ 0 0
0 0 0 0 1
0 0 0 0 0
 .
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Figure 1 – Re´gion LMI usuellement utilise´e en
D-stabilite´.
3 Re´sultat principal
Le the´ore`me suivant re´sume la principale
contribution de cet article.
The´ore`me 1. On suppose que, ∀k ∈ {1, ..., r},
∃φk tels que |h˙k(z)| 6 φk. Soient L et M deux
Λ˜ij =

Λ˜
(1,1)
ij (∗) (∗) (∗)
MT ⊗Dij + I ⊗
(
1
2
r∑
k=1
φk (Xk +Rij)
)
−I ⊗H (Dij) 0 0
M ⊗ Lai P˜j 0 −I ⊗ τai 0
M ⊗ LbiFj 0 0 −I ⊗ τ bi
 (17)
avec Λ˜(1,1)ij = L⊗ P +H ((I ⊗ Ai)Pj +M ⊗BiFj) + I ⊗
(
τai E
a
i (E
a
i )
T + τ biE
b
i
(
Ebbi
)T).
matrices de´finissant une re´gion LMI pre´de´finie
(voir de´finition 1). Le mode`le T-S (2) est D-
stabilise´ par la loi de commande non-PDC (9),
s’il existe des matrices Pi = P Ti > 0, Fj ,
Rij et Dij et les scalaires τai et τ
b
i tels que les
conditions suivantes soient ve´rifie´es pour tout
(i, j) ∈ {1, ..., r}2 / j 6= i :
Λ˜ii < 0, (18a)
2
r − 1Λ˜ii + Λ˜ij + Λ˜ji < 0, (18b)
Ξiik > 0, (19a)
2
r − 1Ξiik + Ξijk + Ξjik > 0, (19b)
ou` Ξijk = Pk +Rij , et Λ˜ij donne´e en (17) (voir
encart ci-dessus).
Dans ce cas, une estimation du domaine d’at-
traction en boucle ferme´e peut eˆtre obtenue en
maximisant un scalaire c tel que :
DA∗φ := {x(0) ∈ Rn |∃c¯ = max c, Λ(c¯) ⊆ Φφ } (20)
c’est-a`-dire en cherchant la plus grande
e´quipotentielle V (x) = c¯ incluse dans :
Φφ = ∩rk=1
{
x ∈ Rn
∣∣∣ |h˙k(z)| 6 φk} ∩ Ω (21)
De´monstration. Conside´rons la fonction can-
didate de Lyapunov non quadratique V (x) =
xTP−1z x ou` Pz > 0 est garantie si ∀i, Pi =
P Ti > 0. D’apre`s la de´finition 2, la dynamique
en boucle ferme´e (10) est D-stable si :
L⊗xTP−1z x+H
(
M ⊗ xT
(
P−1z G˜zz +
1
2
P˙−1z
)
x
)
< 0
(22)
Graˆce aux proprie´te´s du produit de Kronecker,
on peut re´e´crire (22) comme suit :
ψT
(
L⊗ P−1z +H
(
M ⊗
(
P−1z G˜zz +
1
2
P˙−1z
)))
ψ < 0
(23)
avec ψ = I ⊗ x.
Ainsi, (23) est ve´rifie´e ∀x si :
L⊗P−1z +H
(
M ⊗
(
P−1z G˜zz +
1
2
P˙−1z
))
< 0 (24)
En multipliant a` gauche et a` droite par (I ⊗ Pz)
et en notant que PzP˙−1z Pz = −P˙z, l’ine´galite´
(24) devient :
L⊗ Pz +H
(
M ⊗
(
G˜zzPz − 1
2
P˙z
))
< 0 (25)
Introduisons le terme nul :
H (MMT ⊗Dzz −MMT ⊗Dzz) = 0 (26)
En additionnant (26) a` (25) et a` partir des pro-
prie´te´s du produit de Kronecker, on obtient :
L⊗ Pz +H
(
M ⊗ G˜zzPz
)
+H
(
(M ⊗ I)
(
MT ⊗Dzz − I ⊗ 12 P˙z
))
− (M ⊗ I) (I ⊗ (Dzz +DTzz)) (MT ⊗ I) < 0
(27)
Re´e´crivons (27) sous la forme suivante :
γT
[
L⊗ Pz +H
(
M ⊗ G˜zzPz
)
(∗)
MT ⊗Dzz − I ⊗ 12 P˙z I ⊗H (Dzz)
]
γ < 0
(28)
avec γ =
[
I
MT ⊗ I
]
. ∀M , l’ine´galite´ (28) est
ve´rifie´e si :
Υ˜zz + ∆Υ˜zz < 0 (29)
avec :
Υ˜zz =
[
Υ˜
(1,1)
zz (∗)
MT ⊗Dzz − I ⊗ 12 P˙z I ⊗H (Dzz)
]
,
Υ˜(1,1)zz = L⊗ Pz +H (M ⊗ (AzPz +BzFz))
et
∆Υ˜zz =
[ H (M ⊗ (∆AzPz + ∆BzFz)) 0
0 0
]
.
D’apre`s (5) et (6), re´e´crivons ∆Υ˜zz comme :
∆Υ˜zz = H
(
X¯Tz δ¯Y¯z
)
(30)
avec
X¯Tz =
[
I ⊗ Eaz I ⊗ Ebz
0 0
]
,
Y¯z =
[
M ⊗ LazPz 0
M ⊗ LbzFz 0
]
et
δ¯ =
[
I ⊗ δa(t) 0
0 I ⊗ δb(t)
]
satisfaisant δ¯T δ¯ 6 I . En appliquant le lemme 1,
l’ine´galite´ (29) est satisfaite si :
Υ˜zz + X¯
T
z T˜zX¯z + Y¯
T
z T˜
−1
z Y¯z < 0 (31)
ou` T˜z =
[
I ⊗ τaz 0
0 I ⊗ τ bz
]
pour tout scalaire τaz
et τ bz .
Ensuite, en appliquant un comple´ment de
Schur, on obtient :[
Υ˜zz + X
T
z T˜zXz Y
T
z
Yz T˜z
]
< 0 (32)
Notons que
∑r
i=1 h˙i(x) = 0. Donc pour toute
matrice Rij ∈ Rn×n on peut e´crire :
P˙z =
r∑
i=1
r∑
j=1
r∑
k=1
hi(z)hj(z)h˙k(z) (Pk +Rij) (33)
A` pre´sent, ∀k ∈ {1, ..., r}, supposons qu’il
existe :
|h˙k(z)| 6 φk (34)
avec φk 6= +∞. On peut alors e´crire :
−P˙z 6
r∑
i=1
r∑
j=1
r∑
k=1
hi(z)hj(z)φk (Pk +Rij) (35)
sous re´serve que, ∀k ∈ {i, ..., r} :
r∑
i=1
r∑
j=1
hi(z)hj(z) (Pk +Rij) > 0 (36)
A` ce stade et appliquant le lemme 2 sur
l’ine´galite´ (36), on obtient les conditions (19a)
et (19b). De plus, en majorant (32) et en
conside´rant (35), puis en appliquant le lemme
2, on obtient les conditions (18a) et (18b) avec
(17). Par ailleurs, notons qu’en raison de la ma-
joration (34), on ne peut pas garantir la sta-
bilisation asymptotique globale du mode`le T-
S conside´re´. Ne´anmoins, inspire´ par [14], une
simple estimation du domaine d’attraction de la
dynamique du syste`me en boucle ferme´e peut
eˆtre obtenue. Pour ce faire, conside´rons la res-
triction du domaine de validite´ du mode`le T-
S sous les contraintes (34) donne´ par l’espace
compact :
Φφ := ∩rk=1
{
x(t) ∈ Rn
∣∣∣ |h˙k(z)| 6 φk} ∩ Ω (37)
De plus, de´finissons l’ensemble des
e´quipotentielles de Lyapunov donne´ par :
Λ(c) := {x(0) ∈ Rn |V (x(t)) 6 c} (38)
ou` c est un scalaire positif. Une estimation
du domaine d’attraction de la dynamique du
syste`me en boucle ferme´e peut donc eˆtre obte-
nue en maximisant c telle que :
DA∗φ := {x(0) ∈ Rn |∃c¯ = max c, Λ(c¯) ⊆ Φφ } ⊆ DA,
(39)
c’est-a`-dire en cherchant la plus grande
e´quipotentielle V (x(t)) = c¯ incluse dans Φφ.
Remarque 1. Rappelons que les conditions non
quadratiques propose´es dans ce papier ne ga-
rantissent pas la stabilite´ asymptotique globale
du mode`le T-S conside´re´. En effet, elles im-
pliquent les bornes des de´rive´es temporelles
des fonctions d’appartenance qui sont diffi-
ciles (voire impossibles) a` estimer en amont
de la synthe`se de la dynamique en boucle
ferme´e. Des re´sultats re´cents ont e´te´ pro-
pose´s pour permettre l’estimation du domaine
d’attraction simultane´ment a` la re´solution du
proble`me LMI (voir e.g. [8, 15]). Ne´anmoins,
ces re´sultats e´tant relativement complexes, nous
avons adopte´ une simple me´thode alternative
inspire´e par des travaux re´cents [14] afin de ne
pas surcharger cette e´tude. Aussi, dans la pra-
tique, les φk doivent eˆtre choisies le plus grand
possible pour garantir une stabilisation locale
avec le plus grand domaine d’attraction pos-
sible. Par conse´quent, afin de maximiser les φk,
une recherche par programmation line´aire peut
eˆtre re´alise´e lorsque le cout de calcul n’est pas
un frein.
4 Exemple nume´rique
Conside´rons le mode`le T-S suivant avec deux
re`gles donne´e par :
x˙ =
2∑
i=1
hi(z) ((Ai + ∆Ai)x+ (Bi + ∆Bi)u) (40)
avec x =
[
x1
x2
]
, A1 =
[
2 −10
2 0
]
,
A2 =
[
1 −5
1 2
]
, B1 =
[
1
1
]
, B2 =
[
1, 6
2
]
.
Les matrices incertaines ∆Ai et ∆Bi sont
de´compose´es comme dans (5) et (6) avec
Ea1 = E
a
2 =
[
1
0
]
, Eb1 = E
b
2 =
[
1
0
]
,
La1 = L
a
2 =
[
1 0
]
, Lb1 = L
b
2 = 0, 03 et δ(t)
scalaire. h1(z(t)) =
1−sin(x1)
2
et h2(z(t)) =
1+sin(x1)
2
sont des fonctions d’appartenance
convexes.
Notons que ce mode`le T-S est un mode`le
acade´mique et qu’il n’est pas obtenu a` partir
d’un syste`me non line´aire (1) spe´cifique. De ce
fait, nous assumons que Ω = R2.
Les matrices de gain du controˆleur non-PDC (9)
ont e´te´ obtenues a` partir du the´ore`me 1 avec
φ1 = φ2 = 60 et la re´gion LMI de´finie par le
Figure 1 et caracte´rise´e par s = 21, q = −17,
β = 10, γ = 9 et θ = pi/3 :
F1 = [ −88, 50 −75, 03 ] ,
F2 = [ −50, 67 −49, 58 ] ,
P1 =
[
7, 00 4, 96
4, 96 3, 67
]
, P2 =
[
6, 66 5, 42
5, 42 4, 59
]
.
La Figure 2 montre l’estimation du domaine
d’attraction DA∗φ en boucle ferme´e.
−5 −4 −3 −2 −1 0 1 2 3 4 5
−5
−4
−3
−2
−1
0
1
2
3
4
5
x1
x 2
Figure 2 – Estimation du domaine d’attrac-
tion DA∗φ : Espace d’e´tat restreint Φφ (blanc) li-
mite´ par les bornes |h˙k| = φk (trait plein), plus
grande e´quipotentielle de la fonction de Lyap-
nov incluse dans Πφ (points-tirets), trajectoire
de la boucle ferme´e avec les conditions initiales
a` la frontie`re de DA∗φ (pointille´s).
La Figure 3 montre la simulation en boucle
ferme´e avec la condition initiale x(0) =
[ −5, 56 −4, 64 ]T , i.e. prise a` la frontie`re du
DA∗φ. Comme on peut le constater dans la Fi-
gure 3(a), la loi de commande synthe´tise´e sta-
bilise le mode`le T-S incertains (40) avec une
incertitude variable δ(t), trace´e dans la Figure
3(b). De plus, comme montre´ dans la Figure
3(c), la condition initiale e´tant a` l’inte´rieur du
DA∗φ, les de´rive´es temporelles des fonctions
d’appartenance ne de´passent jamais les bornes
conside´re´es φk = 60. Finalement, la Figure 3(d)
montre que la migration des valeurs propres de
la boucle ferme´e reste a` l’inte´rieur de la re´gion
LMI pre´de´finie malgre´ la pre´sence d’incerti-
tudes. Ceci confirme l’efficacite´ des conditions
propose´es dans le the´ore`me 1.
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Figure 3 – Simulation en boucle ferme´e : (a)
Re´ponse en boucle ferme´e, (b) Signal d’incer-
titude δ(t), (c) Evolution des de´rive´es tempo-
relles des fonctions d’appartenance, (d) Migra-
tion des valeurs propres.
5 Conclusion
Dans ce papier, le proble`me de la D-
stabilisation non quadratique locale des
mode`les T-S incertains a e´te´ conside´re´. Des
conditions LMI ont e´te´ propose´es pour la
synthe`se de controˆleurs non-PDC robuste en
conside´rant des contraintes de D-stabilite´ avec
une simple me´thode permettant l’estimation du
domaine d’attraction en boucle ferme´e. L’effi-
cacite´ de l’approche propose´e a e´te´ illustre´e au
travers d’un exemple nume´rique. Les travaux
futures seront focalise´s sur la re´duction du
conservatisme et l’optimisation du domaine
d’attraction.
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