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SUMMARY
This research investigates scalable video communications and its applications
to video streaming, conferencing and 3DTV. Scalable video coding (SVC) is a layer-
based encoding scheme that provides spatial, temporal and quality scalability. Het-
erogeneity of the Internet and clients’ operating environment necessitate the adap-
tation of media content to ensure a satisfactory multimedia experience. SVC’s layer
structure allows the extraction of partial bitstreams at reduced spatial, quality and
temporal resolutions that adjust the media bitrate at a fine granularity to changes in
network state. The main focus of this research work is in developing such extraction
algorithms in the context of SVC. Based on a combination of metadata computa-
tions and prediction mechanisms, these algorithms evaluate the quality contribution
of each layer in the SVC bitstream and make extraction decisions that are aimed at
maximizing video quality while operating within the available bandwidth resources.
These techniques are applied in two-way interaction and one-way streaming of 2D and
3D content. Depending on the delay tolerance of these applications, rate-distortion
optimized extraction algorithms are proposed. For conferencing applications, the
extraction decisions are made over single frames and frame pairs due to tight end-to-
end delay constraints. The proposed extraction algorithms for 3D content streaming
maximize the overall perceived 3D quality based on human stereoscopic perception.
When compared to current extraction methods, the new algorithms offer better video
quality at a given bitrate while performing lesser number of metadata computations
in the post-encoding phase. The solutions proposed for each application achieve the
recurring goal of maintaining the best possible level of end-user quality of multimedia




Video streaming and conferencing are two major forms of multimedia communica-
tion. Such communication over the Internet has seen an unprecedented growth in
the past decade. TV broadcasts and services such as VOD (video-on-demand) over
the Internet have become enormously popular. With the introduction of affordable
3DTVs in the consumer market combined with the release of 3D movies, there is a
fresh interest in streaming of such content too. Recently, Comcast streamed the Mas-
ters Tournament live in 3D to its customers. A number of factors have contributed
to this success including advanced multimedia technologies, improved backbone net-
work infrastructure, affordable broadband connectivity, etc. Rapid improvements in
mobile networks and portable device technology such as netbooks and smart phones
have led to a heavy usage of mobile Internet. This has added another dimension to
media streaming since these devices vary widely in their processing power, display
size and their network connectivities. Interactive communication comes in various
flavors, from social video chats over the Internet (e.g. Skype video, Apple Facetime)
to immersive telecollaboration environments offered by many enterprises (e.g. Cisco
Telepresence). Recent advances in communications and video compression technolo-
gies like H.264 [1–4] and its scalable extension called scalable video coding [5,6] have
made such multimedia applications possible through high compression efficiencies
that offer a rich multimedia experience at much reduced bitrates.
Enabling compelling services, such as video conferencing and streaming, is a chal-
lenge due to the high demands that these systems place on the network. The quality
of experience (QoE) offered by these services depends heavily on the characteristics
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of the underlying network. There must be sufficient network resources available since
the interactivity and performance of these applications is heavily degraded by net-
work impairments such as packet loss, delay, jitter, non-availability of bandwidth,
etc. Abundance in network resources is difficult to achieve in a best-effort network
like that of the Internet. Moreover, client heterogeneity adds to the complexity of the
streaming process. Client devices including mobile phones, PDAs, netbooks, laptops,
workstations, IPTVs, etc. vary widely in their operating environment, computing
power and display capabilities. They connect via heterogeneous access networks like
residential broadband connections (DSL and cable), WiMAX, 3G, university campus
and corporate networks. To deliver a high quality of experience to such a variety of
clients (or participants in case of a video conferencing session), it is necessary for the
video content to adapt its bitrate to the changes in bandwidth and client limitations.
This will help in achieving a graceful degradation when network conditions deterio-
rate. Content adaptation must be done at a fine granularity to ensure the best video
quality possible. It should be scalable to serve a large number of clients in real time
and the reaction speed should be high enough to enable adaptations to quick band-
width changes. The problem is more interesting when streaming 3D content, which
requires twice the bandwidth since two bitstreams are transmitted (one for each eye)
to each client and the added dimension of depth perception poses special challenges.
Our research work investigates this important problem of video content adap-
tation to varying network resources and client limitations using the scalable video
communications approach. In scalable video coding (SVC), multimedia content is
encoded in a set of layers providing temporal, spatial and quality scalability. The
base layer provides a minimum acceptable level of video quality and each additional
enhancement layer provides incremental quality improvements. SVC’s layer struc-
ture allows the extraction and decoding of partial bitstreams at reduced resolutions.
This property of SVC has led to its use in a number of applications including video
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streaming [7,8], video conferencing [9], IPTV services [10,11], mobile TV [12,13], etc.
Adaptation of scalable video to changes in network conditions in these applications
forms the core of our research work and this thesis. Each of these applications differ
in a number of ways in terms of network requirements and the end-user expectation
of QoE. For e.g., video conferencing is tightly constrained by end-to-end delay and
jitter constraints apart from real-time encoding. The users expectation from a video
conferencing application is the ability to converse seamlessly. Streaming techniques
on the other hand do not have jitter requirements, but the QoE expectations from
user is very high in terms of spatial quality, frame rate, etc. When it comes to 3D
streaming, the QoE depends heavily on perceived depth than on the quality of the
individual views that make up the 3D video. Hence, we focus on each application
individually and solve the problem of SVC-encoded content adaptation to varying
channel conditions.
Solution in terms of extraction algorithms that maximize the reconstructed video
quality for a given bitrate is proposed for each application. For the streaming sce-
nario, a rate distortion optimal algorithm is developed for the extraction of MGS
quality layers [5] from the SVC bitstream to adjust its bitrate to the current avail-
able bandwidth in the channel. Here, the extraction decisions are made over each
GOP of compressed video data. For video conferencing, the RD optimal extraction
decisions are made over a pair of frames to meet the tight end-to-end delay and
jitter requirements. The proposed extraction algorithms for 3D content streaming
maximize the overall perceived 3D quality based on human stereoscopic perception.
When compared to current extraction methods, the new algorithms offer better video
quality at a given bitrate while performing lesser number of metadata computations
in the post-encoding phase. The solutions proposed for each application achieve the
recurring goal of maintaining the best possible level of end-user quality of multimedia
experience in spite of network impairments.
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In the next sections, we summarize the research objectives, the key contributions
of our work and the organization of this thesis.
1.1 Research Objectives
The key research objective of this work is to investigate scalable video communica-
tions and propose solutions that enable video content adaptation to varying channel
conditions and client limitations in a variety of multimedia communication environ-
ments such as streaming, conferencing and 3DTV. The goal is to maintain the best
possible level of end-user multimedia experience in spite of network impairments. The
adaptations performed must maximize the reconstructed video quality and must be
able to operate in real-time environments. The solutions must also satisfy application
specific constraints as summarized below:
1. Video Streaming: For one-way streaming applications, rate-distortion opti-
mal extraction of SVC bitstreams should maximize the video quality and min-
imize the delay incurred in metadata computations. It should aim at reducing
the number of decodings performed while evaluating each layer’s contribution
to overall distortion minimization. This enables the extraction technique to op-
erate in real-time, which is necessary for it to be used in streaming applications.
2. Video Conferencing: For two-way conferencing applications, the extraction
of conversational video sequences should maximize the video quality while op-
erating within the tight end-to-end delay and jitter constraints. The extraction
should be rate-distortion optimal and should not incur any additional delay in
the system.
3. 3DTV: For streaming of 3D content in full-resolution stereo mode, the extrac-
tion technique should optimize the overall perceived 3D video quality rather




The key contributions of our research work and this thesis can be summarized as:
1. Video Streaming: For one-way streaming applications, a rate-distortion op-
timal extraction algorithm is proposed that maximizes the video quality. Ex-
traction decisions are made over a window of one group of pictures (GOP) of
compressed video data. It uses a combination of metadata computations and
prediction mechanisms to evaluate the quality contributions of each of the layers
in the bitstream. When compared with the current state-of-the-art techniques,
the proposed algorithm achieves better video quality at a given bitrate while
performing a lesser number of quality metadata computations.
2. Video Conferencing: For two-way conferencing applications, multiple extrac-
tion algorithms with different decision window sizes and jitter compensation
requirements have been proposed. Due to the tight end-to-end delay and jitter
constraints, the extraction decision window is limited to one or two frames in a
GOP and is based on the importance of each layer in minimizing the distortion
of the reconstructed video. The proposed technique of paired-frame extraction
using quality metadata information performs an RD optimal extraction and
provides better video quality than content-independent extraction techniques.
3. 3DTV: For streaming of 3D content in full-resolution stereo mode, the pro-
posed extraction technique takes advantage of the human brain’s stereoscopic
perception and optimizes the overall perceived 3D video quality by unequally
allocating bits among the two views. Compared to equal bitrate allocation, the
proposed technique achieves higher subjective quality.
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1.3 Organization of the Thesis
The thesis is organized as follows: Chapter 2 describes the origin and a brief history
of multimedia communication and video content adaptation mechanisms. It analyzes
the effects of bandwidth on multimedia quality and explains the mechanism behind
SVC along with brief descriptions of other bitrate adaptation mechanisms. Chapter
3 focuses on extraction algorithms for SVC-based streaming. Using three-screen TV
as an application, the extraction problem in formulated. Solutions are proposed and
validated through experiments and results. Chapter 4 proposes extraction algorithms
for SVC-based video conferencing. The organization is similar to Chapter 3 in terms
of application-level motivation, problem formulation, solution and results. Chapter 5
focuses on extraction algorithms for SVC-based 3DTV. It starts with the descriptions
of various content formats and 3D display types and is followed by the proposal of a
3D streaming architecture and human stereoscopic perception based extraction algo-
rithm. The technique is validated through subjective quality evaluations. Chapter 6
concludes the thesis with possible directions to future work.
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CHAPTER II
BACKGROUND AND HISTORY OF THE PROBLEM
In this chapter, we study the background and history of the challenges in multimedia
communication and content adaptation. We start with a description of various modes
of multimedia communication including one-way streaming and two-way conferencing.
Then we describe the multimedia system protocols used in such communications. This
is followed by a study of the impact of bandwidth on multimedia quality along with
techniques to measure such quality. Next, we discuss the various adaptive source
coding techniques with focus on scalable video coding (SVC). We look at the various
dimensions of scalability such as temporal, spatial and quality scalability and analyze
how they are designed in SVC. Finally, we discuss alternate video content adaptation
mechanisms.
2.1 Multimedia Communication – Types and Protocols
In today’s Internet age, multimedia applications like web streaming, live broadcasting,
IPTV, mobile video, video-on-demand (VOD), video conferencing, 3DTV, etc. are
enjoying exponential growth. All these multimedia applications communicate the
media information from the point of content generation or storage to the end-user.
Such a form of communication can be classified as two-way or one-way based on
the direction of flow of the media content. Also, depending on whether the content
transmitted is encoded in real time or is pre-recoded, the communication can be
classified as live or on-demand [14].
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2.1.1 Two-way Communication
Two-way multimedia communication is characterized by media (audio and video)
flow in both directions (full-duplex mode). At each user, media is captured, encoded
and transmitted in real time. Both forward and reverse channels must exist for
such a communication to occur. All interactive forms of communication like video
conferencing, telepresence and telecolloboration fall under this category. When the
number of participants are more than two, this form of communication is referred to
as N-way video communication where each participant interacts with the remaining
N − 1 participants. To maintain a seamless interaction, ITU-T recommendation
G.114 [15–17] suggests the following guidelines:
• Packet loss should be no more than 1%.
• One-way latency should be no more than 150 ms.
• Jitter should be no more than 30 ms.
Real-time encoding enables the adaptation of source parameters and error-resilient
tools (like forward error correction) to changes in channel conditions. Two-way data
flow enables feedback-based source coding. For an N-way interaction, encoding de-
cisions must be based on feedback from all users. Challenges in building interactive
communication systems arise due to the tight delay constraints that limit the com-
putational complexity of the encoding process. Encoding tools optimized for higher
compression ratios cannot be used if such tools are computationally complex or incur
large encoding delays (e.g., B-slices). Hence, the overall compression efficiency of such
encoders [2] is low.
2.1.2 One-way Communication
One-way multimedia communication, commonly referred to as streaming, is charac-
terized by media transport from a server to one or more clients. Feedback and other
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control information could be sent from the clients back to the server on the reverse
channel, when such a channel exists. Services like IPTV, VOD and live streaming fall
under this category. Depending on the transport protocol and the type of server used,
streaming can be classified as web streaming (also known as progressive download)
and true streaming [18].
In web streaming, media placed on a web server is downloaded by a client using
HTTP/TCP protocols (e.g., youtube). While downloading, the client starts playing
the media after waiting a few seconds for initial buffering. The video download rate is
the maximum that is allowed by the network and the server, and it is independent of
the bitrate of the compressed video being downloaded. Hence, when the network state
deteriorates, playout is interrupted unless sufficient data has already been buffered,
which requires a longer startup delay. However, live streaming applications cannot
have a startup delay of more than a few seconds since media data is captured, encoded
and streamed in real time. Moreover, HTTP uses TCP [19] as the transport layer
protocol, which achieves data reliability at the cost of additional delay due to retrans-
missions. To ensure sequenced delivery, TCP does not hand over the newer packets
to the application, even if they arrive on time, until the lost packet is recovered. This
is not suited for multimedia transport where timely delivery is key to performance.
Nevertheless, such web streaming techniques are popular for on-demand streaming of
pre-encoded content.
In true streaming, multimedia content is delivered from a media server to clients
via real time protocol (RTP) over UDP [20]. The date transfer rate is matched
with the bitrate of the compressed audio and video streams. The server responds
to changes in network conditions and feedback from clients by adapting the bitrate
of the streamed media. This ensures a smooth playout even during deteriorating
network conditions. True streaming is suited for broadcasting live events as the
startup delay is minimal. The transport layer protocol used is UDP, which provides
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no data reliability. Packet sequencing, loss detection and retransmission must be
handled by the application at higher layers. This is advantageous since timely arrival
is more important than reliability for real-time multimedia, which can tolerate some
packet losses [20].
Advanced features like random access, fast forwarding and rewinding are pro-
vided with the real time streaming protocol (RTSP) [21]. Since the media data is
delivered to the client application directly, users cannot easily download the entire
media file, thus reducing copyright violations. Streaming of live content to a large
number of geographically distributed users can be achieved through IP-multicast or
content delivery networks (CDNs). For a smooth playout of streamed content, ITU-T
recommendation G.114 [15–17] suggests the following:
• Packet loss should be no more than 5%.
• Latency should be no more than 4 to 5 s (depending on video application’s
buffering capabilities).
• There are no significant jitter requirements.
The delay constraints of one-way live streaming are more relaxed than those of
interactive communication. Hence, live streaming uses coding tools like B-slices,
which improve compression efficiency at the cost of higher computational complexity
and delay. The size of the client group determines the employment of feedback-based
encoding tools. Error-resilient coding techniques usage is adapted to network state
variations in a manner acceptable by most users [2].
With the new wave of 3D movies and affordable 3DTVs, streaming of such content
is becoming common. From the server’s aspect, this means streaming of two videos,
one for each eye, to each 3D content subscriber. Such transmissions might have addi-
tional bandwidth requirements, depending on whether the 3D content is represented
in full-resolution stereo or frame-compatible mode [22,23].
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Figure 1: Protocols used in media streaming.
2.1.3 Multimedia Communication System Protocols
The protocols used in media streaming can be divided into three categories [24] as
illustrated in Figure 1. They are:
1. Network layer : Protocols in this layer provide network-level functionalities like
addressing, routing, etc. For Internet-based media streaming, IP [19] is used at
this layer.
2. Transport layer : Protocols belonging to this layer provide end-to-end data
transport services. UDP and TCP are the lower-layer transport protocols
over which upper-layer transport protocols like RTP and RTCP [25] are im-
plemented.
3. Session control : These protocols provide signaling messages for procedures like
call setup, session initiation, etc. They control the delivery of multimedia data
once the session has been established, and they also provide other interactive
features like random access, fast forwarding and rewinding of streamed media.
Examples include SIP (Session Initiation Protocol) [26], H.323 and RTSP [21].
RTP [20,25,27–29] provides an end-to-end transport function for real-time media
delivery over an unreliable transport layer, such as UDP. RTP does not guarantee
reliable delivery but provides mechanisms such as time stamps, sequence numbers,
11
payload type identifiers and source identifiers [24]. Media data is transported as the
payload of the RTP packet. RTCP [25] is the associated control protocol that provides
QoS feedback by periodic reporting of reception quality, participant identification and
inter-media synchronization.
Other protocols used in media streaming include RSVP [30], which is used for
reserving network resources to provide QoS guarantees to clients. Session announce-
ment protocol (SAP) [31] and session description protocol (SDP) [32] are used to
announce and describe ongoing sessions respectively.
2.2 Impact of Bandwidth on Multimedia Quality
The quality of user experience (QoE) with all media applications depends heavily
on the characteristics of the underlying network that transports the media. Public
networks such as the Internet are characterized by varying bandwidth conditions.
There are no QoS provisioning mechanisms for real-time traffic on the Internet. The
available bandwidth for a flow varies with time depending on the current link usage
due to other flows.
In streaming and interactive video communication, playback begins while the
media data is being received. The decoder waits for the receiver buffer to reach a
certain level of fullness before decoding the first frame of video data. This waiting
period is referred to as the startup delay at the decoder. For e.g., if the decoder
buffers up N frames before starting the decoding process, then the startup delay is
N/F seconds, where F is the frame rate. Once the decoding process has begun, the
decoder continuously decodes frames from the buffer and displays them at a constant
rate of F . Hence, if the network does not deliver data fast enough to the receiver, it
is possible for the receiver buffer to underflow. In the above example, the maximum
tolerable network congestion period for which the decoder can decode and display
frames without receiving any additional data from the network is equal to the start
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up delay of N/F seconds. Once the congestion exceeds this duration, the decoder runs
out of data to decode and playback is interrupted until further data is received. Such
interruptions can be reduced if the decoder waits for a longer time before starting the
decoding process. The longer startup delay allows enough data to be buffered so that
when the network is highly congested, the receiver buffer will not go empty and hence
the decoding and display process can continue smoothly. However, to meet latency
constraints, live streaming limits the startup delay to a few seconds [15–17]. This
is especially true when users switch frequently between multiple streams where this
delay will occur at every switch. This forces the decoder to start decoding even if the
buffer has not reached the desired level. This problem is even more challenging for
interactive video communication where there is no startup delay and decoding begins
immediately after receiving the first couple of frames of video data. By reducing the
time spent by media data in the receiver buffer, the end-to-end delay of a video frame
is kept at a minimum level so that interaction can be maintained.
Under varying network conditions and such tight startup delay constraints, the
problem lies in maintaining the best possible end-user QoE. This requires delivery of
maximum video quality (in a rate-distortion sense) allowable by the network band-
width while ensuring smooth playback without interruptions. A graceful quality
degradation to deteriorating network conditions can be achieved if the server or one
of its proxies adapt the video bitrate to match the current available bandwidth.
The above approach can be summarized by two main operations:
1. Observing the characteristics (e.g., available bandwidth) of the channel between
the server and the client.
2. Maximizing the video quality delivered to the users by adapting the source bi-
trate of the multimedia stream as a reaction to the changes in network. This
requires knowledge of the relative importance of various portions of the bit-
stream in terms of their contribution to the reconstructed video quality.
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2.3 Video Quality Measurement
Digital video quality can be measured by a number of objective and subjective met-
rics. Objective metrics report the video quality based on a computational model that
takes into consideration both the source and the processed video. These metrics can
be broadly classified depending on the amount of information it uses about the orig-
inal source video. Full reference metrics such as PSNR (Peak signal to noise ratio)
need the complete original source video. It computes the mean square error between
pixels on a frame-by-frame basis. PSNR measurements are easy to carry out, sensi-
tive to small changes in pixel values and accurately reproducible. The actual value
is not definitive, but the comparison between two values gives a commonly under-
stood measure of quality. They are very useful when comparing different encoding or
extraction algorithms [33]. Other type of metrics include reduced reference metrics
which have limited dependencies on the source. No-reference metrics do not have any
dependence on the source video. They evaluate the video quality from the processed
video alone [34].
Subjective metrics include metrics such as mean opinion scores (MOS) and mean
time between failures (MTBF) [35, 36]. MOS refers to a scoring scheme where the
subject is asked to rate a video by choosing a number within a specified range. The
lowest and highest endpoints in the range refer to the lowest and the highest quality
video in the test database. MTBF is a functional quality metric where failure refers to
video artifacts deemed to be perceptually noticeable. These two metrics have similar
standard deviations across video stimuli and subjects. In our past work, we have
used the real-time AVQ meter [37–39] to provide an objective estimate of MTBF
for transcoding experiments [40] and video streaming experiments [41]. We have
developed a taxonomy of visibility of artifacts and classified them as compression
artifacts (CA) and network artifacts (NA) depending on whether they occur due to
encoding or due to packet losses [42]. In our streaming and transcoding experiments,
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we simulated conditions that generated such artifacts and used them to verify the
performance of the AVQ metric.
2.4 Adaptive Source Coding Techniques
Client devices of a streaming or a conferencing system include mobile phones, PDAs,
netbooks, laptops, workstations, IPTVs, etc. These devices vary widely in their op-
erating environment, computing power and display capabilities. They connect via
heterogeneous access networks like residential broadband connections (DSL and ca-
ble), WiMAX, 3G, university campus and corporate networks, which vary in available
bandwidth. To deliver a satisfactory multimedia experience to such a variety of users,
it is necessary to adopt video technologies that can adapt to each user’s network con-
nectivity and operating environment limitations. It should provide a mechanism for
adjusting the transmitted bitrate of the video in response to changes in the network
state like available bandwidth conditions. Scalable video coding (SVC) [5,6,43,44], is
one of the key technologies that enable this adaptation. It was recently standardized
as the scalable extension of H.264/AVC [45]. SVC is used in a number of applications
including video streaming [7, 8], video conferencing [9], IPTV services [10], etc.
2.4.1 Scalable Video Coding (SVC): Bitstream Extraction
SVC is a layered coding technique. The video content is encoded at different spatial,
temporal and quality resolutions, which are arranged into a base layer and a set of
enhancement layers within a single bitstream. The enhancement layers of a frame
are predicted from its base layer, and hence it is essential to decode the base layer at
all times. To increase the compression efficiency, SVC uses a number of inter-layer
prediction mechanisms. To decode a particular layer, all layers up to that layer in
that dimension (spatial/temporal/quality) must be decoded to satisfy the inter-layer
dependencies. The bitrate of an SVC stream is far lesser than the sum of the bitrates
of all the individual substreams put together. A complete SVC system [46] is shown
15
Figure 2: An SVC system: encoder, extractor and decoder.
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in Figure 2.
The main advantage in using SVC for streaming and interactive video commu-
nication is its support for partial extraction and decoding of bitstreams at a lower
temporal, spatial and quality resolution. On decoding, the base layer provides a mini-
mum acceptable level of video quality and each additional enhancement layer provides
incremental improvements. When the network condition deteriorates, only the base
layer is extracted. Depending on the available bandwidth, additional enhancement
layers are extracted and decoded, thus improving the video quality at the client. In
this way, the stream’s bitrate is adjusted dynamically and graceful degradation is
achieved when bandwidth drops. The degree of scalability is at a frame level (MGS
scalability, [5]), i.e., the number of quality layers extracted varies frame by frame.
The design of temporal, spatial and quality scalability in SVC is described in the
following subsections.
2.4.1.1 Temporal Scalability
SVC provides temporal scalability by partitioning the set of frames in a GOP into a
temporal base layer and a set of temporal enhancement layers. This type of scalability
is not new in SVC since it already existed in H.264/AVC [5] where such a scalability
was achieved using hierarchical prediction structures as shown in Figure 3. The base
temporal layer (T = 0) is encoded as a P-picture and the higher temporal layers are
encoded as B-pictures. Prediction of a B-picture is allowed only from a lower temporal
layer picture and hence, scalability is achieved by partial decoding of temporal layers
starting from the zeroth layer. Other prediction structures are also possible, for
e.g., zero-delay prediction structures using simply P-pictures at all temporal layers is
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Figure 3: Temporal scalability in SVC using Hierarchical B-pictures.
2.4.1.2 Spatial Scalability
Encoding a bitstream into a number of spatial layers involves motion-compensated
prediction and intra-prediction at each spatial layer. In order to improve the compres-
sion efficiency, SVC incorporates a number of inter-layer prediction mechanisms [5,47]
as illustrated in Figure 4. Switching between spatial layers can occur only at IDR
pictures since spatial scalability is designed to operate with a single motion compen-
sation loop running at the target spatial layer (single-loop decoding).
1. Inter-layer motion prediction: Using a new macroblock type (signaled
through the base mode flag), only a residual signal is sent for the higher spatial
layers. The reference pictures, motion information, etc., are derived from the
co-located macroblock of the lower spatial layer. For conventional macroblock
types, SVC includes the option of using the lower spatial layer motion vectors
as predictors for the motion vectors in the higher spatial layers.
2. Inter-layer residue prediction: This can be used for all inter-coded mac-
roblocks. The residual signal from the lower spatial layer is blockwise upsampled
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Figure 4: Spatial scalability in SVC using inter-layer prediction mechanisms among
the two spatial layers.
and used as a predictor for the residue in the higher spatial layers.
3. Inter-layer intra prediction: When the base mode flag for an enhancement
layer macroblock is set and the region in the base layer is coded using intra
prediction, then the prediction for the higher spatial layer macroblock comes
from inter-layer intra prediction. It is required that the intra blocks in the
base layer are coded using the contrained intra-prediction mode so that it is
not required to decode inter-coded macroblocks in the base layer, which would
require a separate motion-compensation loop for the base layer.
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2.4.1.3 Quality Scalability
Quality scalability implemented as spatial scalability with identical spatial resolutions
at both the base and enhancement layers is known as coarse-grained quality scalabil-
ity (CGS). The disadvantages with CGS approach is that the number of supported
rate points are very limited and the switching can occur only at IDR pictures. SVC
provides a better mechanism of quality scalability called medium-grain quality scal-
ability (MGS) [5]. It provides a wide range of rate points and switching can occur
at any frame. For every frame, there can be a number of MGS quality layers, each
having a set of enhancement layer transform coefficients. This gives the ability to skip
any enhancement quality layer from a frame. To improve the compression efficiency,
SVC predicts the base quality layers from the highest quality reconstructions of their
parents. However, this leads to a drift between the encoder and decoder since throw-
ing away quality layers from a frame affects its reconstructed video quality and when
used as a reference for future frames, it leads to a different motion compensation loop
at the encoder and decoder. To compensate for this problem, SVC includes a new
concept of encoding key pictures. Such pictures are always predicted from the lowest
base quality layer reconstructions of their parents. Frames at temporal layer zero are
usually encoded as key pictures and this ensures that drift is contained within a GOP
and not propagated beyond the temporal layer zero picture.
The structure of SVC NAL unit header is shown in Figure 6. The header is four
bytes in length. In the third byte of the header, the three bits labeled DID represent
the syntax element dependency id and indicate the spatial layer of the NAL unit.
The next three bits (QID) represent the syntax element quality id and indicate the
quality layer to which the NAL unit belongs. The next three bits (TID) represent the
syntax element temporal id and indicate the temporal layer of the NAL unit. These
three fields are the most essential fields in the SVC NAL unit header since they























Figure 5: MGS Quality scalability in SVC using key pictures.
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Figure 6: Four byte SVC NAL unit header.
dimensions without parsing the entire bitstream. The PID field is 6 bits long and
represents the syntax element priority id. It can be used by a post-encoding process
to assign priority levels to the various spatial, quality and temporal layers in the SVC
bitstream depending on the contribution of each layer towards reconstructed video
quality. This information will be of great help to the extractor, which could be located
at an intermediate network node, in extracting layers in a rate-distortion optimal
way so that maximum QoE can be ensured under the current available bandwidth
conditions. The remaining header fields indicate other information about the NAL
unit [48] such as the payload type, inter-layer prediction mechanisms used, etc. The
extraction delay is minimal in SVC since the layer information needed for extraction
is located in the header [45,48] of each NAL unit.
Other technologies suited for bitstream’s rate adjustment include rate control
at the encoder, multiple bitstream switching [49], transcoding [50, 51] and multiple
description coding [52, 53]. The pros and cons of each of these techniques along
with reasons for their unsuitability in real-time communications has been discussed
in detail with respect to each application in the later chapters.
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CHAPTER III
SVC BITSTREAM EXTRACTION FOR STREAMING
This chapter focuses on bitstream extraction techniques for scalable video coding
(SVC) based multimedia streaming. The challenges involved in multimedia stream-
ing are explored using the three-screen TV application as an example. An end-to-end
system architecture based on an SVC home gateway for television broadcasting ser-
vices (like cable/satellite/IPTV) is described. Next, the problem of adapting the
bitrate of SVC encoded video to varying channel conditions is formulated with an
aim of maximizing the reconstructed video quality. Current state-of-the-art solutions
to this problem are discussed and their pros and cons are evaluated. This is fol-
lowed by our solution design and algorithm, which is validated through a variety of
experiments. Comparison with existing techniques show that our algorithm achieves
better video quality for a given available bandwidth in the channel while minimizing
the number of quality metadata computations performed in the post-encoding phase.
This makes our extraction strategy highly suitable for real-time media streaming ap-
plications. Finally all our findings and results for the media streaming application
are summarized.
3.1 Application – Three-Screen TV
Three-screen TV refers to the displaying of video content on multiple devices (usually
two to three), each with different screen size and spatial resolution. In the broader
sense, it also includes devices operating under different environments, network con-
nectivities, processing power, etc. The challenge lies in adapting the video content to
each of the device’s characteristics while maximizing the video quality in each case.
With the advent of smart phones and tablets that are capable of decoding and playing
23
video streams in real-time, the concept of three-screen TV has gained more practical
importance, the three screens being those of the HDTV, tablet or a laptop, and a
mobile phone. Each one of these devices operate under different power limitations
and network connectivities: HDTVs usually have a wired connection, tablets operate
with a WiFi or ethernet connection, mobile phones operate with a 3G, WiFi, or a
bluetooth connection. Service providers aim to deliver content to each of these de-
vices in a way that is suited to the device’s operating environment so that the quality
of experience (QoE) can be maximized on each of the three screens. The straight
forward way of achieving this goal would be to send multiple bitstreams (the exact
number depends on the number of devices) representing the same visual content to
each subscriber. However, this proves very expensive for the service provider as it re-
quires allocation of additional network resources such as bandwidth. Moreover, these
streams cannot adapt to varying network conditions such as bandwidth fluctuations,
changes in packet loss rates, etc. Hence, the service providers require a way to send
a single video stream that can be scaled so that different devices can decode different
portions of the stream depending on their operating conditions and available band-
width. Scalable video coding forms an ideal solution to this requirement. It eliminates
the need to encode multiple streams at different bit-rates and spatial resolutions. The
rate-distortion performance achieved is comparable to that of non-scalable streams
and it has the additional advantage of allowing extractions at reduced bitrates, thus
adapting the video stream to changes in network conditions. This helps achieve a
graceful degradation when the available bandwidth in the network drops. However,
this convenience comes with a minor increase in the encoding time and complexity
when compared to non-scalable streams.
The real power of scalable video coding is the ability to extract streams at reduced
bitrates that offer a reduction along the spatial, temporal or quality dimensions. The
nodes where the extraction process is performed is usually termed as an adaptation
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point [54]. Such points are strategically positioned in the video distribution chain so
that they can respond to changes in network conditions and operating environment
promptly. If this adaptation point is placed at the client device, then it will be useful
in only reducing decoding complexities and will not help achieve graceful degradation
with changes in bandwidth since the complete scalable stream would have already
been delivered to the client. Adaptation point at the headend (server) is not a good
choice either since now multiple streams must be sent through the entire distribution
chain, which negates the purpose of using scalable video streams. Hence, the best
choice for adaptation and bitstream extraction is at an intermediate node, usually
closer to the client and the last-mile access network where bandwidth fluctuations
are maximum and packet losses occur more frequently. Having the adaptation point
closer to the client ensures scalability of the system since only one stream travels
through most of the network path. It also makes sure that graceful degradation is
achieved by adapting the stream to changes in bandwidth in the last mile.
The key step in adapting a bitstream to changes in channel conditions is to evalu-
ate the available network resources and decide what portions of the stream to extract.
The node that does this process is called a decision agent. It is important to know
that the decision agent and the adaptation point need not be the same node in the
distribution chain. The decision agent can request the portions of the stream it needs
and the adaptation point complies with this request. Let us examine the case where
the client acts as the decision agent. In such cases, the available bandwidth is first
measured by the client device. Based on average bitrates of the individual layers in
the SVC stream, the client subscribes to the adaptation node for a set of layers. The
number of layers subscribed is refreshed from time to time as the channel conditions
change. The average layer bitrate information is sent to the client at the beginning
of the streaming session. Such a subscription-based technique suffers from a number
of shortcomings, such as:
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1. Individual video frame data is known for its burstiness, and it might not adhere
to the average layer bitrates.
2. Layer switching at the adaptation point is done at the same granularity at which
the request is made, which depends on how frequently the client can measure
its available bandwidth. This is typically of the order of a few seconds, could be
more for portable devices with limited computing resources. Layer switching at
this granularity reduces the effectiveness of SVC, which allows switching within
every frame (of the order of few tens of milliseconds).
3. Since the adaptation is performed after receiving the decision from the client,
there will be an added latency in implementing the bitrate adjustment of the
stream. Hence, the adaptation speed is reduced. This affects system perfor-
mance when available bandwidth changes at a rate faster than the adaptation
speed.
Hence, clients acting as decision agents are not suitable. The next choice is to
choose the headend (server) as a decision agent. But, the main disadvantage here
is that since it is the farthest from the client, it may not have reliable information
about the last-mile access network which is the key factor that degrades performance
and QoE. Hence, the best choice is to have an intermediate node in the distribution
chain as the decision agent. This node must be closer to the client so that it can
make reliable measurements of the last-mile access network state. Also, it must be
powerful enough to make frequent measurements so that adaptation can be done on
a fine scale (e.g. per-frame basis). To maximize the adaptation speed, the same
intermediate node is chosen as both the adaptation point and the decision agent.
In the context of television broadcasting and video on demand (VOD) services,






















Figure 7: SVC home gateway based three-screen TV architecture.
TV/Satellite dish/IPTV) send a single scalable bitstream for each channel or on-
demand content to the home gateway. The home gateway extracts the video bitstream
depending on each of the currently active receiver’s operating network conditions. For
e.g., it could decode the complete bitstream for the HDTV, whereas it may decode
only the base layer and a few enhancement layers for the tablet operating on a local
WiFi. The gateway integrates the set-top box, modem and wireless access point
functionalities so that it can deliver TV channels and VOD content to all the devices
that have both wired and wireless connectivity. Such type of services are usually
termed by the service providers as TV anywhere within home.
Figure 7 illustrates the end-to-end architecture of an SVC home gateway based
three-screen TV architecture. The three main components of the distribution net-
work are the headend, core network and the home network. This architecture is
generic and is suitable for any type of distribution system including cable, satellite,
IPTV, etc. The headend consists of equipment that capture live broadcast feeds and
encodes them into SVC format in real time. VOD servers contain pre-encoded SVC
streams that are fetched according to individual user’s demand. All the content enters
27
the core distribution network of the service provider. It is distributed to individual
homes through the access network via aggregators (e.g. DSLAMs in DSL networks
and CMTS in cable networks). Within the home, the home gateway receives the scal-
able bitstreams. All the devices that need access to the SVC content (TV channels
or VOD) register with the home gateway. As shown in the figure, the devices may
include HDTVs, laptops, netbooks, mobile phones, PDAs with heterogeneous net-
work connectivities (e.g. WiFi, bluetooth, etc.). The home gateway is made aware of
the real-time decoding capabilities and other limitations associated with each device.
Adaptation decisions are made at the home gateway after measuring the available
bandwidth conditions between itself and each of the device at frequent intervals.
This is followed by bitstream extraction and delivery to each device as an unicast
stream. From the device’s perspective, this involves installing a simple software that
can receive, decode and display unicast IP streams.
3.1.1 Alternate Bitrate Adaptation Mechanisms
Other technologies suited for bitstream’s rate adjustment include encoder-based rate
control, multiple bitstream switching [49], transcoding [50] and multiple description
coding [52, 53]. Since the encoding is done in real time, rate control of a single non-
scalable stream can be done at the encoder by adjusting the encoding parameters like
quantization step size, picture type, etc. Due to a large number of clients viewing a
live stream, there is no one way to satisfy the bitrate requirements of all the clients
simultaneously. A more practical option is encoding a fixed number of bitstreams
at different bitrates and switching among them at the home gateway depending on
the available bandwidth between the client and itself. Switching can occur only at
designated points in the stream, such as I-pictures. However, I-pictures are used
sparingly, as their frequent use reduces compression efficiency. This results in delayed
switching that reduces the reaction speed to changes in bandwidth. The granularity
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achieved is coarse depending on the number of streams the encoder can encode in
real time (usually two or three maximum). Moreover, this technique involves multiple
bitstreams at different bitrates traversing the network which is expensive for service
providers, in terms of allocation of extra resources. On the other hand, SVC requires
the encoding of a single stream that is slightly more complex than that of a non-
scalable stream. Bitrate adaptation to changes in available bandwidth is handled
separately at the home gateway.
Transcoding at the home gateway nodes is another common choice. It involves at
least partial decoding of the stream and re-encoding the stream at a different bitrate
depending on each of the client’s requirements. Such operations are computationally
expensive and incur high delays and hence, not suitable for live broadcast of TV
channels [55]. In multiple description coding (MDC) approach, the content is encoded
into multiple descriptors, each of which is independently decodable. When more than
one descriptor is received, the quality is enhanced. MDC’s success depends totally on
path diversity [56,57], which rarely exists in the last-mile access network between the
home gateway and the device. Also, the redundant information among the multiple
descriptors reduce the compression efficiency. Hence, it is not suited for the three-
screen TV application.
The performance of SVC based systems rely on the timely delivery of at least the
base layer. In video streaming using SVC, additional error control techniques can be
employed to ensure the safe delivery of base layer from packet losses. For e.g., the
base layer can be protected with stronger forward error correction codes (FEC) [58]
compared to the enhancement layers.
3.2 SVC Bitstream Extraction – Preliminaries
A scalable video stream consists of video content encoded into a number of temporal,
spatial and quality resolutions within a single bitstream. The scalability is achieved
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by providing the ability to pick out and decode partial portions of the stream cor-
responding to certain spatial, temporal and quality layers. This picking out process
occurs in the compressed bitstream domain prior to decoding and is known as bit-
stream extraction. The main problem behind such an extraction process is how to
extract a rate-distortion (RD) optimized bitstream for a given available bandwidth
in the channel. In other words, the extracted video stream must be the best possible
quality video stream (in a rate-distortion sense measured through a metric such as
PSNR) that one can obtain at that bitrate. We attempt to solve this problem using
SVC, which has been standardized by the ITU-T and the MPEG standardization
bodies. This section studies the structure of an SVC bitstream, steps involved in an
extraction process and then formulates the key problem of obtaining an RD optimal
bitstream for a given bitrate that maximizes the decoded video quality.
3.2.1 SVC Bitstream Structure
Figure 8 shows the structure of an SVC bitstream with a GOP size of 8 frames. In
the figure, each frame of video has been encoded into a number of spatial layers and
within each spatial layer, it has been encoded into a number of quality layers. Each
rectangular box represents a coded layer belonging to a specific spatial, temporal and
quality layer. D (dependency ID) identifies the spatial layer, Q (quality ID) identifies
the quality layer and T (temporal ID) identifies the temporal layer [48] of each coded
layer. The frame numbers in the figure are in display order, i.e., the order in which
the decoder plays back the video stream. All the spatial and quality representations
are coded for one frame before encoding the next frame. The Q = D = 0 layer of
each frame is termed as the base layer. The remaining layers are collectively called
as the enhancement layers.
A scalable bit stream may contain a number of encoded spatial resolutions to
serve devices with varied screen dimensions and decoding capabilities. For e.g., a
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Figure 8: Structure of an SVC bitstream with a GOP size of 8 frames.
single SVC bitstream could consist of a 1920×1080 resolution stream for HDTVs,
1280×720 resolution stream for netbooks and a 720×480 resolution stream for mobile
phones. These spatial layers are encoded in an RD optimal manner by utilizing the
redundancies between them via inter-layer motion, inter-layer residue and inter-layer
intra prediction mechanisms [5]. These spatial layers are numbered from zero for the
lowest spatial dimensions and are incremented by one for every set of higher spatial
dimensions. This value is represented by the dependency id syntax element (D) [45]
in the NAL unit header of each coded layer in the bitstream. This field is three bits
wide. Hence, the maximum number of spatial layers that can be present in a bit
stream is eight, with D varying from 0, 1, 2, . . . 7.
Within each spatial layer, a video frame is encoded into many quality layers, each
of which is identified by the value of the syntax element quality id (Q) in the coded
layer’s NAL header [45] . The layer with Q = 0 serves as the base quality layer for the
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target spatial layer. The remaining higher quality layers (i.e. layers with Q > 0) are
encoded as medium-grain quality scalability (MGS) layers using key pictures [5]. The
higher quality layers are usually encoded with a finer quantization step size when
compared to the base quality layer. SVC standard gives the ability to distribute
these quantized coefficients into many quality layers so that decoding of each of these
quality layers will give incremental improvements in quality. The quality id field is
four bits long in the NAL unit header. This limits the total number of quality layers
to 16. Of these, the base quality layer is assigned a quality ID of zero. This leaves 15
quality layers for the enhancement layer at the target spatial resolution. Since SVC
uses a 4×4 transform, there are 16 coefficients available in the enhancement layer.
Hence, these 16 coefficients must be distributed among the available 15 layers. Even
when 8×8 transform is used in high profiles, the standard still mandates that the
number of quality layers in the enhancement layer be limited to 15. This is achieved
by having a minimum of four transform coefficients in each enhancement quality layer.
The temporal layer information of the coded layer is represented by temporal id
field (T ) in the NAL unit header [45]. The temporal layer of a frame represents its
prediction capabilities and is dependent on the group of pictures (GOP) size. A group
of pictures is the set of frames in between two temporal base layer (T = 0) frames
along with the succeeding temporal base layer frame. In H.264/AVC, the concept
of hierarchical B-pictures [59] was introduced, which provides temporal scalability.
This is true for SVC, as well. Figure 9 shows the GOP structure using hierarchical
B-pictures for a GOP size of 8 frames. The location of a frame in the hierarchy
is represented by its temporal ID (T ). Frames in the lowest level of the hierarchy
(T = 0) are the most important since they predict the rest of the frames within that
GOP. Hence, these are coded as I or P-pictures, thus forming the temporal base layer.
The remaining members of the hierarchical structure are encoded as B-pictures with






















Group of Pictures (GOP)
Figure 9: GOP structure using hierarchical B-pictures for a GOP size of eight frames.
enhancement layers. The example shown here is that of a dyadic regular prediction
structure. Even nondyadic hierarchical prediction structures [5] exhibit the property
of temporal scalability by the way the prediction structures are arranged. For a dyadic
GOP structure with a size of N frames, the range of values of the temporal ID (T )
can be described as:
T = 0, 1, 2, . . . log2N (1)
To decode a layer with temporal ID T = t, it is necessary to decode all temporal
layers with temporal IDs T ≤ t. For dyadic prediction structures, this is evident from
the prediction structure of Figure 9. To decode a stream at a quality layer Q = q
and a spatial layer D = d, it is necessary to decode all the quality layers Q ≤ q
at the target spatial layer D = d. Also, the base quality layers from lower spatial
resolutions (D < d) have to be extracted to satisfy inter-layer dependencies. SVC
standard assures single-loop decoding i.e., any conforming bitstream is decodable with
a single motion compensation loop. Hence, inter-layer intra prediction mechanisms
are constrained to use only those macroblocks as reference that have been coded using
constrained intra prediction. This eliminates the need for decoding any inter-coded
macroblocks in the reference layer and hence, the stream can be decoded by running
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a single motion compensation loop at the target spatial layer.
3.2.2 Bitstream Extraction: Problem Formulation
In a video streaming application, for e.g., the three-screen TV that we saw in the
last section, the available bandwidth in the channel between the home gateway and
each device varies due to a number of factors. The gateway responds by adapting the
bitrate of the SVC stream to suit the current bandwidth conditions. This adapta-
tion process involves extracting certain temporal, spatial and quality layers from the
bitstream. Video streaming applications are, in general, more delay tolerant when
compared to real-time conferencing applications [15, 17]. As long as the end-to-end
delay is constant, the user would not experience any noticeable difference in QoE. As
a result, adaptation decisions are performed over a GOP of frames, i.e., the extractor
(home gateway in our example) waits to receive the entire GOP of coded data and
then extracts the required layers from the GOP-sized stream. The choice of perform-
ing adaptation along a certain dimension (spatial, temporal or quality) within a GOP
is governed by a number of factors as explained below.
The number of MGS layers selected can vary on a frame-by-frame basis, which
allows a fine-tuned adaptation to changing bandwidth conditions. Of course, this
introduces drift between encoder and decoder but the drift is contained within each
GOP due to the encoding of key pictures in SVC [5]. Frame dropping (reduction of
temporal frame rate) is the next means of adaptation at the extractor to changes in
network state. This can also be done on a per-frame basis but has severe consequences
than dropping quality layers. The decoder compensates for the missing frames by
displaying the previous frame in its place. This results in stuck frames at the decoder
output which reduces the QoE to a great extent, particularly with video sequences
involving quick motion like sports, etc. Frame skipping is performed at the extractor
by leaving out the base quality layers (Q = 0) of higher temporal layer pictures. This
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happens when the bandwidth has fallen very low and already all the MGS layers at
every temporal layer have been left out from extraction.
Switching spatial layers is the last resort at the extractor. When bandwidth falls
to very low levels and the video’s bitrate cannot be sustained at the higher spatial
layer even at a reduced frame rate, the extractor switches to a lower spatial layer.
Switching among spatial layers can only occur at IDR pictures since SVC decoders
are required to run only a single motion compensation loop. This can cause switching
delays that depends on the IDR period in the bitstream. IDR pictures are extremely
inefficient from a compression point of view and hence, are encoded once every few
seconds usually. This reduces the speed of adaptation to changes in bandwidth.
Moreover, frequent spatial layer switches are a source of annoyance to the user if the
multimedia viewing application does not have an automatic interpolation routine.
Initially, the target spatial and temporal layer is chosen by the client depending on
its processing and display capabilities. This is communicated to the extractor prior
to decoding. For e.g., in our three-screen TV application discussed previously, the
devices register with the home gateway regarding their real-time decoding capabilities.
Once these dimensions have been chosen, the base quality layers at the target spatial
and temporal layer are extracted. The key decision to be made at the extractor is how
to choose among the various MGS quality layers such that the resultant bitrate of
the extracted stream does not exceed B bits/s, where B is the available bandwidth in
the channel. The resulting video quality obtained by decoding the extracted partial
bitstream needs to be the best (in an RD optimal sense) possible at the bitrate of
B bits/s. In other words, we are trying to optimize the decoded video quality when
a video is being streamed over a resource constrained channel, the resource in this
case being the available bandwidth. The next goal in the extraction process is that
the extracted substream should be a standards-conforming SVC stream, i.e., it should
satisfy all layer dependencies and should be able to be decoded by any SVC-compliant
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decoder.
When the bandwidth falls very low and the extractor cannot deliver the requested
frame rate to the device, it begins to skip frames. At this point, all the MGS layers
of all temporal layers have been eliminated from extraction. The problem takes a
different form in such circumstances. Given the base quality layers (Q = 0) of all
temporal layers in the GOP, how to extract the most RD optimal substream with a
bitrate of B. Since there is hierarchy among the various temporal layers, the obvious
choice of the order of extraction follows the increasing order of temporal IDs (T ).
But within a GOP, there are multiple frames belonging to the same temporal layer.
Hence, the revised problem is to devise an order of extraction among frames at the
same temporal layer.
Let us formulate the problem mathematically for a single spatial resolution. Let
N be the GOP size in frames, Qm be the maximum encoded quality layer, F be the
frame rate and B represent the currently available bandwidth in the channel. Let G
represent the number of GOPs per second. G can be computed as:
G = F/N (2)
The bit budget (Rg) for the current GOP is computed as:
Rg = B/G = BN/F (3)
The number of quality layers in a frame is Qm + 1 since quality layers begin from
zero. Hence, the total number of quality and temporal layers in the GOP (assuming
there is one spatial layer) is calculated as:
Lm = (Qm + 1)N (4)
If each of the layers present in the GOP were given an absolute layer ID (L), then
the range for L is 0, 1, 2, . . . Lm − 1. The value of temporal ID (T ) is in the range
0, 1, 2, . . . log2N . The value of Q is in the range 0, 1, 2, . . . Qm. Let Size() represent
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the function that computes the size in bits of its input argument. Let S be a layer in
the GOP. It is represented by its temporal ID t, quality ID q and absolute layer ID l,
i.e.,
S ≡ {t, q, l} (5)
Let ∆ represent the set of all layers S that when assembled together form a partial
bitstream that represents the GOP of data and conforms to the SVC standard. Let
Γ(Rg) denote the set of all possible ∆ that are of size less than or equal to the allocated









We are interested in the member ∆opt belonging to Γ(Rg) that minimizes the distortion
function Dist(). This function computes the distortion (e.g. MSE) of the decoded
stream represented by its input argument with respect to the source stream. It uses





Equation (7) represents the problem of RD optimal bitstream extraction that we
attempt to solve in the following sections. For the low bandwidth case, when no
MGS layers are extracted, the set ∆ is limited to layers L with quality ID Q = 0,
i.e., the base quality layer of all frames in the GOP.
3.3 SVC Bitstream Extraction – Solutions
This section proposes the solution to the problem of RD-optimal bitstream extraction
for a given available bandwidth in the channel. First we review the current state-of-
the-art in SVC bitstream extraction. Specifically, we look at two recent techniques
named JSVM–Basic and JSVM–QL and examine their pros and cons. Then, we
describe the design considerations and motivation for our algorithm. We discuss how
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the shortcomings of other techniques are overcome in our algorithm and what makes
it suitable for real-time video streaming. This is followed by our algorithm overview
and details with flow charts.
3.3.1 Related Work
Scalable video bitstream extraction has been studied by researchers since the stan-
dardization of SVC as the scalable extension of H.264/AVC [60–64]. Extraction tra-
jectories based on subjective evaluation has been studied by the authors in [65–69].
Most of these perceptual quality based techniques result in coarse adaptation schemes
with limited switching points as they do not leverage the MGS capability of SVC. The
first bitstream extraction algorithm appeared with the reference software provided by
the standardization body. This software is called the JSVM software [70] and hence,
this technique came to be known as the JSVM–Basic technique. This technique is
fairly straight forward. Initially, the base quality layers (Q = 0) of all the temporal
layers at the lowest spatial layer (D = 0) are extracted. This is followed by the base
quality layer of all temporal layers at the next spatial layer. This process continues
till the base quality layer at all spatial layers have been extracted. Next, the higher
quality layers are extracted. First, all the higher quality layers at the lowest temporal
layer (T = 0) and lowest spatial layer (D = 0) are extracted. This is followed by the
extraction of the higher quality layers at the next temporal layer at the lowest spatial
layer. Once all the higher quality layers at each temporal layer at the lowest spatial
layer have been extracted, the extraction moves towards the higher quality layers at
the next spatial layer and the above process is repeated.
Figure 10 shows a simplified example of the above technique with a single spatial
layer, five quality layers including the base quality layer and four temporal layers.
The section shown here is the extraction of one GOP where GOP size is 8 frames.
The numbers marked within the boxes are layer IDs (L) and represent the order of
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Figure 10: Typical order of layer extraction using the JSVM–Basic extractor for a
GOP size of 8 (T = 0, 1, 2, 3; Q = 0, 1, 2, 3, 4; D = 0).
extraction of the layers. The numbering starts from the most important layers of the
GOP, which is the base quality layer of each frame in the GOP. Among them, the
ordering follows the temporal layer importance. Among frames with equal temporal
importance (denoted by having the same temporal layer ID), the extractor chooses the
layer that was received first in the GOP. Extraction starts at the layer marked 1 and
proceeds in the increasing order of these layer IDs. After extracting each layer, the
extractor checks whether the bitrate limit has been reached. If not, it continues the
extraction process in the order of increasing layer IDs. When the limit is exceeded, it
stops extraction and transmits the extracted layers. The shaded portion in the figure
shows a typical extraction routine for a given bitrate. It can be noticed that before
the higher quality layers of frames at T = 3 are extracted, all the higher quality layers
of lower temporal layers have already been extracted. In this example, the bitrate
limit was reached while extracting layer with layer ID 27, which is the quality layer
with Q = 3 of the first B-picture at temporal layer 3. Hence, the higher quality layers
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of none of the remaining B-pictures at T = 3 are extracted.
The pros of this technique is that it is simple to implement and can be done at an
intermediate network node at equal ease for both live encoded content and on-demand
content. The extraction delay is minimal since the decisions are made simply based
on T, Q and D. This information is located in the NAL unit header of every layer.
Moreover, no additional metadata computations are needed.
The main drawback in this technique is that the layers extracted are simply based
on their quality, spatial and temporal IDs and not based on their actual contribution
to reconstructed video quality. The extraction order is independent of the video
content. For e.g., in Figure 10, the end quality contribution of MGS layers 1 and 2
of Frame # 5 could have been much more than the reduction in distortion achieved
by sending the quality layers 3 and 4 of Frame # 2. Hence, from an RD optimality
viewpoint, it would have been better to send the MGS layers 1 and 2 of Frame # 5
rather than the MGS layers 3 and 4 of Frame # 2. However, since this technique’s
choosing criteria does not minimize the distortion, it is incapable of such RD-optimal
extractions. The layers extracted simply satisfy the bitrate constraint and produce a
standards-conforming bitstream.
The drawbacks of the JSVM–Basic technique are overcome by the JSVM–QL
technique proposed by the authors in [60]. This technique bases its bitstream ex-
traction process on the quality-layers based framework. It is similar in concept to
the quality layers used in JPEG 2000. The main aim is to identify the layers in the
GOP that contribute towards maximum reduction of distortion. The layers are then
extracted in the decreasing order of importance towards contribution to the recon-
structed video quality. The overall technique consists of three parts: quality layers
computation, quality layers signaling and quality layers based extraction. Quality
layers computation occurs as a post-encoding process. It requires the SVC bitstream
and the original source as its input. It decodes all the combinations of the temporal,
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quality and spatial resolutions and evaluates the RD performance of each of those
streams. Then the quality layer information is computed for each layer in the GOP.
This is a very computation intensive process and not suited for real-time applications.
The computed quality layers information is signalled through the bitstream either by
using the priority id field in the NAL unit header or by using the quality layer infor-
mation SEI message. At the extractor, this quality layer information is read from the
NAL unit header or the SEI message. This helps the extractor determine the RD im-
portance of each layer, i.e., how much does each layer contribute to the reconstructed
video quality. Based on this information, the extractor makes an informed decision
and extracts layers in decreasing order of their quality contributions.
Though this algorithm proved better than JSVM–Basic in terms of extracting
bitstreams with higher RD performance, it had many disadvantages as listed below:
1. The extraction is not perfectly RD optimal. The reason is that the JSVM–
QL algorithm computes the impact of the refinement quality layers assuming
that all the lower level quality planes are included. This results in inaccurate
calculations of distortion reduction which reduces the RD optimality of the
technique.
2. The algorithm performs an optimized extraction of only the MGS quality layers.
For the base quality layers, its performance is identical to that of JSVM–Basic,
which is characterized by content-independent and non-optimal extraction.
3. The extraction requires the quality layer information, which is computed as a
post-encoding process and stored in the bitstream. This process is extremely
computation intensive and not suited for real-time post encoding. For e.g., in
the three-screen TV application, real-time SVC encoders at the headend capture
the broadcast TV content from the satellite and encode them into SVC format.
In such situations, the JSVM–QL technique cannot be used to insert quality
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layer information into the stream since it is not possible to compute them in
real-time.
3.3.2 Bitstream Extraction Algorithm
Rate-distortion optimal extraction involves the extraction of those layers that min-
imize the distortion in the reconstructed video. This requires the evaluation of the
contribution from each layer towards reconstructed video quality. Once this infor-
mation is available, bitstream extraction can be performed in the decreasing order of
the layers’ contribution to video quality, i.e., layers that reduce the distortion to the
greatest level are assigned the highest priority and are extracted first and the pro-
cess continues to lesser important layers and stops when either all layers have been
extracted or the available bid budget has been reached. The bitstream produced as a
result of this extraction process should still satisfy the layer dependency constraints
and must conform to the standards.
The requirements of a good bitstream extraction algorithm can be summarized as
follows:
1. Must perform an RD optimal extraction of bitstream for both base quality layer
and MGS quality layers.
2. Must extract a bitstream that conforms to the SVC standard. It should satisfy
all the layer dependencies.
3. Must minimize the number of decodings that need to be performed in order
to evaluate the quality contributions of each layer in the post-encoding phase.
This enables the algorithm to be used in real-time applications.
Figure 11 shows the block diagram of an end-to-end SVC system. The key blocks
in the system include the process of encoding, post-encoding, extraction and decoding






















































Figure 11: SVC-based streaming system: End-to-end block diagram.
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generates an SVC bitstream with a certain number of quality, spatial and temporal
layers, which has been set while configuring the encoder. This is followed by a post-
encoding process where the stream is extracted at various layers and decoded in order
to evaluate the quality contribution of each layer in the stream. The evaluation of
the contribution of a specific layer towards reconstructed quality requires decoding
the video stream with and without that layer and comparing the resulting video
frames in each case with a reference frame and computing the distortion measure, for
e.g. mean square error (MSE), before and after decoding that layer. The reduction in
distortion obtained on decoding a layer is indicative of that layer’s importance. Since
decoding of bitstreams is involved in evaluating each layer’s importance, carrying out
this process at intermediate nodes along the network path (like the home gateway)
will result in enormous end-to-end delays and hence, make the extraction process
unsuitable for streaming applications. Hence, the layer quality contributions must be
computed as a stand-alone process. For real-time encoded content, it is handled as
a post-encoding process at the computationally powerful headend. Once computed,
this quality information is stored in the NAL unit header of the bitstream or as SEI
messages. This relieves the extractor located at an intermediate network node from
decoding the bitstreams and computing quality contributions. By simply looking at
the NAL unit header and the SEI messages, the extractor can identify each layer’s
importance and extract according to the available bandwidth in the channel. Once
extracted, the video streams are transmitted on the network and are finally decoded
by the end-user devices.
The blocks in Figure 11 that are improved by our algorithms are those of post-
encoding and extraction (indicated in the figure by a container surrounding the block).
The extraction algorithm consists of three components:
1. Computation of the quality contribution information of each layer in the bit-
stream. This is carried out as a post-encoding operation.
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2. Signaling of this information in the bitstream.
3. Extraction based on this quality metadata at an intermediate network node.
Now, we describe the algorithm design for each of these components in detail. First
we look at the computation of the quality information and priority ID assignment.
Then, we describe how the metadata information is signalled in the stream and finally
we propose the extraction algorithm that uses this quality metadata information.
3.3.2.1 Computation of Quality Metadata Information
The computation of layer quality contribution as a post-encoding process is usually
computation intensive due to multiple decodings of the bitstream at various layer
combinations. Given that SVC uses prediction pictures (P and B) to compress ef-
ficiently, the distortions computed fall into two category, namely independent and
dependent distortions. Independent distortions are the ones where the reduction in
distortion comes only from the current frame to which the layer belongs. This is
true for pictures that have no children. For example, in Figure 9, the B-frames at
the highest temporal level of 3 have no children and hence, decoding quality layers
for this frame can contribute to the reduction of distortion only for this frame. In
other words, decoding extra MGS layers for these frames do not have any effect on
other frames. However, the same is not true for frames belonging to lower temporal
layers such as T = 0, 1, 2. Additional decoding of MGS layers for these frames reduce
the distortion not only for those pictures but also for their children since they are
the prediction parents of their children. On additional decoding of an MGS layer for
the parent, the prediction quality for the child is improved and hence, the quality
of the child is improved as well. Exhaustively computing the reduction in distortion
obtained by the additional decoding of each layer would involve methodic decoding
starting from the first layer (T = Q = D = 0) and adding one layer at a time till
all the layers have been added. This is a very time consuming and computationally
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expensive process even for the headend or the server and cannot be performed in real
time. The JSVM–QL technique described in the previous section, computes all these
distortions and hence, is the reason it is not suited for real-time applications.
The solution to this problem is to reduce the number of decodings that need
to be performed in order to compute the quality contribution for each layer. Our
methodology is to perform a limited number of decodings at the lowest and highest
quality layers for each frame within a GOP and predict the reduction in distortion that
would be obtained on decoding the in between quality layers. Since the distortion at
the two end points (the base quality layer and the maximum quality layer) is known,
it is possible to estimate the distortions for the in between MGS layers. This involves
distributing the reduction in distortion obtained by decoding the lowest and highest
quality layers among the in between layers. Since all MGS layers do not contribute
equally to reconstructed video quality, it is necessary to proportionately distribute
the distortion reduction among the layers. In SVC [5], the quantized coefficients of
the 4×4 or 8×8 transform are distributed into the various MGS layers at every spatial
resolution. The order of distribution is in the block scan order and lower coefficients
go into the lower MGS layers. This information is represented in the slice header. So
if higher frequency components are present, there will be more non-zero values in the
higher layers, increasing their size. If the higher MGS layers have a very small size,
this implies that there are very few higher frequency coefficients, i.e., sharp gradients
and edges are minimal in the frame and hence, good reconstruction quality can be
obtained by simply decoding the lower MGS layers. In such cases, additional decoding
of higher MGS layers do not contribute much to the reconstructed video quality. This
implies that the size of the MGS layer at a particular spatial level is representative
of its quality contribution. Hence, we distribute the reduction of distortion, from the
lowest to highest quality layers, among the in between MGS layers in proportion to
their sizes.
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meta [1:N, 1:4] =
 ComputeMeta( pic [1:N, 0:Qm] )
Tm = log2(N)
Initialize t to 1, Q to 0
cq [1:N] = Extracted GOP with
 ( Q = 0 for T < t ) and





dq [1:N] = Extracted GOP with
 ( Q = Qm for T < t ) and 
( Q = 0 for T = t )
bq [1:N] = Extracted GOP at
base quality layer (Q = 0) 
mq [1:N] = Extracted GOP at
 max. quality layer (Q = Qm)
meta [1:N, 1] = Dist( bq [1:N], bq [1:N] )
meta [1:N, 4] = Dist( mq [1:N], mq [1:N] )
meta [N, 2] = meta [N,1]
meta [N, 3] = meta [N,4]
meta [s, 2] = Dist( dq [s], mq [s] )
meta [s, 3] = Dist( cq [s], mq [s] )
s = Set of frames (in display 
order) whose T = t
No
Return meta [1:N, 1:4]
ZZ
Figure 12: Flowchart for computation of metadata information for MGS quality lay-
ers.
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Table 1: Distortions represented by the metadata matrix columns for each frame in
a GOP.
Column # Frame’s Quality Frame’s Parents’ Quality
1 Lowest (Q = 0) Lowest (Q = 0)
2 Lowest (Q = 0) Highest (Q = Qm)
3 Highest (Q = Qm) Lowest (Q = 0)
4 Highest (Q = Qm) Highest (Q = Qm)
Figure 12 summarizes the algorithm for computing the quality metadata informa-
tion. It takes encoded data of one group of pictures (GOP) as its input argument.
The GOP has Qm + 1 quality layers labeled from Q = 0, 1, 2, . . . Qm. The GOP
size is N frames. Hence, the number of temporal layers is log2N + 1, labeled from
T = 0, 1, 2, . . . Tm. For simplicity, the flow chart depicts the algorithm for a single
spatial layer. It is straight forward to extend it to multiple spatial layers. First,
the base quality layer (Q = 0) of every frame is extracted into a stream named as
bq. Then, the highest quality level stream (Q = Qm for every frame in the GOP)
is extracted and labeled as mq. The number of rows in the metadata matrix equals
the number of frames in the GOP. Each row has four columns that represent the
distortions as shown in Table 1.
The first and fourth columns can be filled with the distortions of the sequences bq
and mq respectively. However, filling columns two and three require further extraction
of partial bitstreams, which is depicted in the loop structure of the flowchart. For
every temporal level, two extractions namely cq and dq are performed, where dq
represents the stream with the frames at current temporal layer t at the lowest quality
(Q = 0) and their parents (frames in the GOP with T < t) at the highest quality
(Q = Qm) and cq represents the stream with the frames at current temporal layer t
at the highest quality (Q = Qm) and their parents (frames in the GOP with T < t)
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at the lowest quality (Q = 0). For the frame at temporal layer zero, the second
column is the same as the first column and the fourth column is the same as the third
column. This is because of the key picture concept in SVC, which mandates that
the frame at the most important temporal layer be predicted from the lowest quality
layer reconstruction of the reference. This is done to avoid the propagation of the
drift from one GOP to the next GOP.
The total number of extractions and decodings performed in this computation of
metadata equals twice (cq and dq) the number of temporal layers except zero, added
with the two additional extractions at lowest and highest quality layers (bq and mq),
i.e.,
# of decodings = 2Tm + 2 = 2(1 + log2N) (8)
Hence, the number of decodings increase in the order of log2N as N , the GOP size,
increases. This enables the metadata computation to be performed in real-time even
at very large GOP sizes such as 64 or 128 frames. This is in contrast with JSVM–QL
technique that performs an exhaustive number of decoding operations for every layer,
which prevents it from being used in real-time applications.
The above technique can be used only for extracting MGS layers, i.e., they assume
that the base quality layer has already been extracted. The extraction of MGS layers
does not begin until the base quality layers of all the frames in the current GOP have
been extracted. Hence, the extractor also needs a decision making process for RD
optimal extraction of the base quality layers. The straight forward technique is to
use the temporal layer ID as a guiding factor in extracting base quality layers. Since
lower temporal layer pictures are the prediction parents of the higher temporal layer
pictures, their base quality layers (Q = 0) need to be extracted first. This is followed
by the extraction of the base quality layer of the higher temporal layer pictures if
the available bandwidth permits such an extraction. Figure 9 shows that their are
many pictures at each temporal layer within a GOP. The selection criteria among
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them influences the resultant reconstruction video quality. JSVM–Basic technique
uses their appearance order in the GOP as the metric in selecting frames belonging
to the same temporal layer. This is not a very good metric since it is independent of
the video content.
We devise a scheme for the selection of the base quality layers for frames belonging
to the same temporal layer. When a frame is not received by the decoder, it copies the
previous frame in display order from the decoded picture buffer (DPB). Hence, among
the frames belonging to the same temporal layer, we assign least priority to the frame
that has the closest similarity to its previous frame in display order since distortion is
minimized on replacing this frame with the previous one (frame copy). Hierarchical
B-pictures and extracting in increasing temporal order ensure that the previous frame
that would be available in the DPB is actually the current frame’s parent that occurs
before it in display order. We term this parent as the concealment parent. Table
2 shows the concealment parent for the frames in a hierarchical prediction GOP
structure such as the one shown in Figure 9. The frame numbers are in display order
and Frame # 0 refers to the frame at temporal layer zero of the previous GOP, and
it acts as a parent for many frames in this GOP. The first flowchart in Figure 13
computes the distortion (mse[1:N]) between each frame and its concealment parent.
The second flowchart illustrates how the priority IDs are assigned for the base quality
layers of each frame within a GOP. Frames with a lower temporal ID are given a higher
priority. For frames within a temporal layer, priority IDs are assigned according to
the decreasing order of distortion computed between the base quality layer of the
concealment parent and the current frame (mse[1:N]). This ensures that the order of
extraction of the base quality layers of frames belonging to the same temporal level
ensure that distortion is minimized.
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pid [1:N] = 
AssignPid( mse [1:N] )
Tm = log2(N)
Initialize idx to [ ]
Initialize t to 0
s = set of frames whose 
temporal IDs = t
Sort s in decreasing 
order of mse [s]
idx = [idx s]
Next t
t <= Tm ?
Yes
No
pid [idx] = 1:N
mse [1:N] = ComputeMSE     
( pic [1:N, 0:QMAX] )
Select lookup table for N
Initialize f to 1
Locate the concealment 
parent p for frame f 
Compute mse [f] = 








Figure 13: Flowchart for the assignment of priority ID to base quality layers.
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Table 2: Frames and their concealment parents in display order for a GOP (8 frames)
using a hierarchical prediction structure (Frame # 0 refers to the frame at zero tem-
poral layer in the previous GOP).
Frame # Concealment









3.3.2.2 Signaling of Quality Metadata Information
The quality metadata information for the MGS layers and the priority IDs for the base
quality layers are transmitted as part of the SVC bitstream either in the priority id
field of the NAL unit header or in separate SEI messages. Hence, the extractor can
access this information by simply parsing the header and not having to decode the
stream.
3.3.2.3 Extraction based on Quality Metadata Information
The extractor node receives the SVC bitstream embedded with the quality metadata
information. It measures the available bandwidth between itself and each of its clients
or the clients report their available bandwidth to the extractor node. Based on the
current channel conditions, it extracts a partial SVC bitstream for each of its clients
and transmits it along the respective network paths. The extraction algorithm is
illustrated by the flowchart in Figure 14 for a single spatial layer. As the first step,
the base quality layers are extracted in the order of decreasing priority IDs that has
already been assigned during the post-encoding process. Then, the layer size ratios
(sratio) are computed. For the base quality layer, it is set to zero since it is not an
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op [1:N] = Extract( gsize [1:N, 0:Qm], 
meta [1:N, 1:4], pid [1:N], Rg )
Extract base quality layer in the 
order of increasing pid [1:N] and 
store in op [1:N]
Initialize sratio [1:N, 0] to 0
fsize [1:N] = sum of enhancement layer sizes 
sratio [1:N, 1:Qm] = gsize [1:N, 1:Qm] / fsize [1:N]
err [1:N, 0:Qm] = CompDistRed( sratio, meta, op )
 # layers 
extracted < 
(Qm+1)N ?
cand [1:N] = Set of extractable layer candidates
Construct buff [1:N] from err [cand]
Weigh buff elements 
with 1/(2^T)
Find the layer index (idx) 
of max(buff) 
If # idx > 1, choose the layer 
with minimum size
buff == 0?
Size of all 
layers extracted 
<= Rg and 
Parent( idx ) already
 extracted?
Add idx to op
err [1:N, 0:Qm] = 
CompDistRed( sratio, meta, op)












Figure 14: Flowchart for the extraction of layers from an SVC bitstream.
53
err [1:N, 0:Qm] = CompDistRed
( sratio, meta, op)
Initialize f to 1, j to 1
Locate each frame’s parents 
par [1:N, 1:2]
f > N ?
j <= 2 ?
Return 
err [1:N, 0:Qm]
msebl [j] = meta [f, 1] – ( meta [f, 1] – meta [f, 2] )
*sum( sratio [p, 1:op[p] ] )
mseb = mean( msebl )
mseh = mean( msehl )
err [f, 0] = mseb






p = par [f, j]
msehl [j] = meta [f, 3] – ( meta [f, 3] – meta [f, 4] )
*sum( sratio [p, 1:op[p] ] )
Next j
Figure 15: Flowchart for the computation of the GOP’s estimated distortion.
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MGS layer and has already been extracted. fsize computes the sum of all the sizes
of the enhancement quality layers (layers with Q > 0). sratio assigns the size ratio
for each quality layer ranging from Q = 1, 2, . . . Qm for all the N frames in the GOP.
The distortion of the various quality layers in the current GOP is computed using
the function CompDistRed(), which is explained in detail in the flowchart in Figure
15. This function takes the layer size ratios (sratio), metadata (meta) matrix, the
list of layers already extracted in the current GOP (op) as its input and returns the
err matrix, whose size (rows × columns) is equal to the number of layers (temporal ×
quality) in the GOP. The first column in this matrix contains the estimated distortions
of the base quality layer of each frame in the GOP. The next column contains the
estimated reduction in distortion obtained for each frame when their MGS quality
layer at Q = 1 is extracted. Similarly, the other columns contain the estimated
reduction in distortion obtained as the higher MGS quality layers are extracted.
As Figure 15 shows, the computation of err starts with the finding of parents of
the current frame in the GOP. Depending on the number of quality layers already
extracted for each parent, the distortions of the base quality layer and the highest
quality layer of the current frame is estimated.
We saw already that the first two columns of meta give the distortion of the base
layer of the current frame when it is predicted from the lowest and the highest quality
reconstruction of its parents. Hence, depending on the number of quality layers that
has already been extracted for each parent j, the estimated distortion of the base layer
of the current frame msebl[j] is computed as the distortion obtained from the base
layer reconstruction of each parent (meta[f,1]) reduced by the number of additional
MGS layers extracted for each parent. The reduction in distortion is computed by
subtracting the first and second columns of meta. This difference is scaled down by
the size ratio of all the MGS layers extracted for each parent. The scaling is necessary
since columns 1 and 2 of meta represent the distortions of the base layer of the current
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frame predicted from the lowest and highest quality reconstructions of its parents and
in the current scenario, not all MGS quality layers would have been extracted for the
parent.
Next, the estimated distortion of the highest quality layer (Q = Qm) is computed
for the current frame f in a manner similar to the estimation of base layer distortion.
Columns 3 and 4 of the meta matrix represent the distortion of the highest quality
layer of the current frame f predicted from the lowest and highest quality reconstruc-
tions of its parents. Hence, the distortion of the highest quality layer is estimated
from the distortion of that layer predicted from the lowest quality reconstruction
of its parents (meta[f,3]) reduced by the distortion reduction obtained due to the
extraction of additional MGS layers for each parent. This amounts to subtracting
columns three and four of meta and scaling down the difference by the size ratio of all
the MGS layers extracted for each parent. This process is repeated for each parent.
The final estimated distortion for the base layer and the highest quality layer of the
current frame f, represented as mseb and mseh, is computed as the average of the
respective distortions obtained from each parent.
Finally, the row in err matrix corresponding to the current frame f is filled. The
first column is filled with mseb, i.e., the distortion of the base layer of the current
frame. The rest of the columns are filled with the reduction in distortion obtained
on extracting additional MGS layers (Q > 0). Since the only available estimated
distortion for the current frame is mseh and mseb, the reduction in distortion for
all the in between MGS layers is obtained by subtracting the difference between
the lowest and highest quality layer distortions (mseb−mseh) and distributing this
difference among the in between MGS layers in proportion of their sizes. The entire
process is repeated for all the N frames in the GOP.
Coming back to Figure 14, the extraction process begins with the selection of
available candidates for extraction (cand), which is based on the candidate layers
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satisfying the dependency relations with the layers that have already been extracted.
A buffer for comparison (buff) is created. The buffer is filled with data from the
corresponding columns in err, which represents the reduction in distortions obtained
by decoding each of the candidates available for extraction. The buffer elements are
weighed with a factor corresponding to their temporal IDs. This is done to give more
importance to lower temporal layers as they are the prediction parents of the frames
that belong to higher temporal layers. The index of the layer (idx) that maximizes
the distortion reduction is identified. If more than one layer maximizes the distortion
reduction, then the layer with minimum size is chosen. Now, the dependency checks
are verified for this layer (idx) and its size is compared with the available bit budget.
Once these conditions are satisfied, the layer is added to the extraction list (op).
Since, the addition of this layer will influence the distortion of this frame and of all
its children at higher temporal layers, the current estimated distortion for all frames
in the GOP is updated again using CompDistRed(). If the size of idx is too big for
the available bandwidth, then the corresponding position in the err matrix is set to
zero and the process is repeated so that we can evaluate the next best candidate from
cand. The entire extraction process is repeated until all the layers in the bitstream
have been extracted or the available bit budget (i.e., the bandwidth in the channel)
has been reached. The list of layers to be extracted (op) is returned from this function.
Finally, the layers are extracted from the bitstream according to op.
When computing the distortion measure, such as mean square error, we use the
SVC stream extracted at the highest spatial, quality and temporal layer as the ref-
erence. This allows the computation of quality contribution of layers at any part in
the distribution chain. This approach is correct since we are interested in the distor-
tion difference obtained on decoding every additional layer. When all the layers are
extracted, the distortion is the same as that of the reference and hence the distortion
difference is zero. When a subset of layers are extracted, there exists a distortion
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Figure 16: Typical order of layer extraction using the proposed technique for a GOP
size of 8 (T = 0, 1, 2, 3; Q = 0, 1, 2, 3, 4; D = 0).
difference that is greater than zero. Since video is captured in YUV 4:2:0 format





(4PSNRY + PSNRU + PSNRV) (9)
As we have seen above, our algorithm addresses all the issues present in the
previous techniques. A typical extraction of quality and temporal layers for a single
spatial layer is shown in Figure 16. In this example, the GOP size is 8 frames and
has a dyadic hierarchical prediction structure as previously shown in Figure 9. There
are four enhancement quality layers each containing a certain number of transform
coefficients. From the figure, we can see that for certain frames all the quality layers
have been extracted where as for a few others only the base quality layer have been
extracted depending on the quality contribution of each layer to the reconstructed
video and the available bit budget.
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3.4 Experiments and Results
In this section, our proposed extraction algorithm is validated through various experi-
ments. The cases of MGS quality layer extraction and base quality layer extraction are
treated separately since they involve different decision making approaches. For MGS
quality layer extraction, our technique is compared with two current state-of-the-art
techniques, namely JSVM–Basic and JSVM–QL. For base quality layer extraction,
our technique is compared with JSVM–Basic since the performance of JSVM–QL is
identical to that of JSVM–Basic while extracting base quality layers. On an average,
our algorithm achieves a gain in video quality of about 1.5 dB over JSVM–Basic and
a gain of about 0.5 dB over JSVM–QL. The maximum gain is about 4.0 dB when
compared to JSVM–Basic and about 1.5 dB when compared to JSVM–QL. The time
required for computing the metadata information during the post-encoding phase is
73% lesser for the proposed technique when compared with JSVM–QL. The sequences
used and the encoding parameters are described in the first section. This is followed
by the experiments and results for MGS quality layer extraction, base quality layer
extraction and metadata computation time. Then, a snapshot of our algorithm’s
performance is demonstrated. This is followed by comparisons between estimated
and actual distortions. Finally, a few sample frames are shown that illustrate the
superiority of our technique.
3.4.1 Video Sequence Database
The sequences used in our experiments are the standard test sequences used in the
video research community and standardization bodies for testing video compression
algorithms and encoder optimizations. Our database consists of nine sequences di-
vided into three sets based on their spatial resolutions. There are five sequences at
1280×720 (720p) resolution in SET 1 , two at 352×288 (CIF) resolution in SET 2 and
two at 176×144 (QCIF) resolution in SET 3. The sequence names, properties and
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SVC encoding parameters are described in Table 3. Our database is representative
of a wide variety of characteristics. Aspen sequence has extensive spatial details with
little motion between frames where as the Touchdown sequence has quick motion with
lesser spatial details. The Field rush sequence has random motion covering the entire
spatial area. In the Red Kayak sequence, the motion is limited to certain areas where
the person, kayak and the waves are located. Different spatial resolutions help us test
the effectiveness of our algorithm over a wide spectrum of sequence characteristics
and bitrates. The scan type is progressive in YUV 4:2:0 format. The frame rate is
25 fps for all the sets. The GOP structure uses hierarchical B-pictures, as shown is
Figure 9. With a GOP size of 8 frames, the number of GOPs used is 50 for SET 1.
Due to a difficulty in obtaining 50 GOPs for SET 2 and SET 3, the number of GOPs
are limited to 30 for these SETs. All the sequences include an additional frame in the
beginning, which is encoded as an IDR picture. All the sequences are encoded using
the JSVM SVC encoder [70], which is the reference software issued by ITU–T. The
quantization parameters (QP) used for encoding are also shown in Table 3. Since
the GOP size used is 8, there are four temporal layers in all the sets. For simplicity,
only one spatial layer with six quality layers (including the base quality layer) is used.
Sample frames from all the sequences are shown in Figure 17. The encoded bitrate
of each layer for all the sequences in SET 1 is shown in Table 4 and in Table 5 for
SET 2 and SET 3. From the table, we can see that our database covers an extremely
wide range of bitrates, from 100 kb/s to 6000 kb/s.
3.4.2 Video Quality: MGS Quality Layer Extraction
In this section, we describe the experiments conducted and the results obtained for
the extraction of MGS quality layers. Hence, the range of the available bandwidth
used for experiments in this section are chosen in a way such that that extraction of
the base quality layers of all the frames in the GOP is guaranteed. In such cases, the
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Table 3: Test sequences’ characteristics and encoding parameters.
Parameter SET 1 SET 2 SET 3
# of sequences 5 2 2
Sequence names
Aspen, Rush hour,
Carphone,Field rush, Red Mobile, City
Coastguardkayak, Touchdown
Spatial resolution 1280×720 (720p) 352×288 (CIF) 176×144 (QCIF)
Scan type Progressive Progressive Progressive
YUV format 4:2:0 4:2:0 4:2:0
Frame rate 25 fps 25 fps 25 fps
# of frames 401 241 241
Duration 16.04 s 9.64 s 9.64 s
GOP size (N) 8 frames 8 frames 8 frames
Sequence structure IDR–{B3-B2-B3-B1- IDR–{B3-B2-B3-B1- IDR–{B3-B2-B3-B1-
B3-B2-B3-P0}×50 B3-B2-B3-P0}×30 B3-B2-B3-P0}×30
Base layer QP 40 30 30
MGS layer QP 30 20 20
# of Temporal layers 4 (T = 0, 1, 2, 3) 4 (T = 0, 1, 2, 3) 4 (T = 0, 1, 2, 3)
# of Quality layers 6 (Q = 0, 1, . . . 5) 6 (Q = 0, 1, . . . 5) 6 (Q = 0, 1, . . . 5)
# of Spatial layers 1 (D = 0) 1 (D = 0) 1 (D = 0)
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Table 4: Bitrates (kb/s) of the SVC encoded sequences in SET 1 (720p).
Layers (D,T,Q) Aspen Rush Hour Field Rush Touchdown Red Kayak
(0,0,0) 577.10 153.50 725.70 222.70 383.10
(0,1,0) 736.10 213.70 966.00 318.90 600.40
(0,2,0) 912.40 285.00 1206.20 428.70 896.70
(0,3,0) 1056.20 356.60 1393.90 547.80 1245.70
(0,0,1) 1514.50 761.00 1794.00 937.20 1111.40
(0,0,2) 2047.00 860.70 2340.00 1164.00 1373.30
(0,0,3) 2368.00 881.70 2641.00 1268.10 1495.20
(0,0,4) 2557.00 890.50 2821.00 1318.40 1572.90
(0,0,5) 2633.00 894.80 2886.00 1334.10 1598.50
(0,1,1) 2073.00 1007.30 2561.00 1245.30 1847.00
(0,1,2) 2766.00 1128.50 3278.00 1518.80 2246.00
(0,1,3) 3169.00 1161.40 3655.00 1648.00 2431.00
(0,1,4) 3395.00 1180.90 3868.00 1714.00 2548.00
(0,1,5) 3484.00 1195.90 3944.00 1740.00 2587.00
(0,2,1) 2770.00 1325.60 3453.00 1613.70 2945.00
(0,2,2) 3626.00 1477.10 4331.00 1941.00 3538.00
(0,2,3) 4111.00 1532.40 4779.00 2104.00 3814.00
(0,2,4) 4376.00 1573.60 5026.00 2194.00 3988.00
(0,2,5) 4487.00 1610.20 5122.00 2240.00 4050.00
(0,3,1) 3473.00 1709.00 4294.00 2036.00 4418.00
(0,3,2) 4471.00 1908.00 5304.00 2428.00 5276.00
(0,3,3) 5031.00 2004.00 5823.00 2637.00 5687.00
(0,3,4) 5340.00 2086.00 6118.00 2767.00 5940.00
(0,3,5) 5488.00 2163.00 6258.00 2851.00 6036.00
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Table 5: Bitrates (kb/s) of the SVC encoded sequences in SET 2 (CIF) and SET 3
(QCIF).
Layers (D,T,Q) Mobile City Carphone Coastguard
(0,0,0) 406.80 176.90 47.60 74.80
(0,1,0) 510.80 202.10 64.50 97.20
(0,2,0) 634.20 231.50 86.20 114.50
(0,3,0) 753.00 266.50 110.40 125.20
(0,0,1) 585.80 340.30 87.10 114.00
(0,0,2) 753.30 476.70 115.70 147.90
(0,0,3) 908.30 590.40 139.00 176.80
(0,0,4) 1050.90 687.40 159.60 205.70
(0,0,5) 1198.10 766.70 178.40 232.70
(0,1,1) 798.50 420.60 124.70 163.30
(0,1,2) 1058.00 588.90 163.40 217.80
(0,1,3) 1294.10 727.00 194.90 262.10
(0,1,4) 1505.90 842.50 223.10 307.60
(0,1,5) 1711.00 932.40 248.80 344.90
(0,2,1) 1083.00 517.20 174.80 216.90
(0,2,2) 1470.60 715.10 226.70 296.70
(0,2,3) 1818.00 875.80 268.80 359.20
(0,2,4) 2120.00 1008.40 306.70 424.20
(0,2,5) 2396.00 1107.80 341.30 471.80
(0,3,1) 1450.80 653.30 241.50 267.30
(0,3,2) 2029.00 888.80 312.30 369.60
(0,3,3) 2545.00 1080.30 369.70 449.20
(0,3,4) 2970.00 1235.30 421.90 531.30
(0,3,5) 3346.00 1350.00 468.90 589.10
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(a) Aspen (b) Rush hour
(c) Field rush (d) Touchdown
(e) Red kayak
(f) Mobile (g) City (h) Carphone (i) Coastguard
Figure 17: (a) – (e): Sample frames from SET 1 (720p), (f) – (g): Sample frames
from SET 2 (CIF), (h) – (i): Sample frames from SET 3 (QCIF).
64
extracted sequence operates at full frame rate and the reconstructed video quality
depends on an RD-optimal extraction of the MGS quality layers. This enables us to
test the power of our algorithm in performing such an RD-optimal extraction. Two
state-of-the-art extraction techniques namely JSVM–Basic and JSVM–QL [60] have
been used for comparison purposes. JSVM–Basic performs a content-independent
extraction and JSVM–QL extraction is based on quality layers concept and is defined
only for MGS quality layers. The performance measure by which all the algorithms
are compared is that of reconstructed video quality, which is measured through a
full-reference metric, such as PSNR. For each available bandwidth value, the SVC
bitstream is extracted according to our proposed technique and also with JSVM–
Basic and JSVM–QL techniques. These extracted sequences are then decoded and
their reconstructed video quality (PSNR) is compared.
In Figure 18, the variation of video quality (in terms of PSNR measured in dB)
with respect to the available bandwidth in the channel is plotted for all the five se-
quences (Aspen, Rush hour, Field rush, Touchdown, Red kayak) in SET 1 (720p).
As it can be seen from the plots, the proposed technique always offers better re-
constructed video quality than JSVM–QL and JSVM–Basic. This is because our
technique estimates the distortion of the current GOP accurately and updates it
every time after a layer has been extracted. This leads to a better knowledge of
the quality contribution of the remaining layers in the GOP and hence, RD optimal
decisions are made during extraction. JSVM–QL computes the impact of the re-
finement quality layers assuming that all the lower level quality planes are included.
This results in inaccurate calculations of distortion reduction, which reduces the RD
optimality of the technique. Since JSVM–Basic makes extraction decisions simply
on the basis of quality and temporal layer ID in a content-independent fashion, its
performance is the lowest. It can also be noticed that though JSVM–QL performs
better than JSVM–Basic in most cases, JSVM–Basic has higher reconstructed video
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Table 6: Mean and Max. increase in PSNR (dB) over JSVM–QL & JSVM–Basic for
the extraction of MGS layers of SET 1 (720p) sequences.
Sequence
Mean increase Max. increase Mean increase Max. increase
over over over over
JSVM–QL JSVM–QL JSVM–Basic JSVM–Basic
(dB) (dB) (dB) (dB)
Aspen 0.46 0.85 2.39 3.49
Rush hour 0.58 1.50 0.91 2.70
Field rush 0.35 0.69 1.28 2.51
Touchdown 0.42 0.84 1.12 1.97
Red kayak 0.82 1.41 2.22 4.09
quality than JSVM–QL for the bandwidth range of 900 kb/s – 1300 kb/s of the Rush
hour sequence. This is because of the fact that the content-independent extraction
strategy adopted by JSVM–Basic turns out to be close to an RD optimal extraction
in this specific case. However, even in that scenario, our algorithm performs better
than both JSVM–Basic and JSVM–QL. Table 6 summarizes the results of the plots in
Figure 18. For all the sequences in SET 1, it shows the mean and maximum increase
in video quality (PSNR) obtained over JSVM–QL and JSVM–Basic when extraction
is performed using the proposed algorithm. The average is computed over the entire
bandwidth range for each sequence. From the table, we see that the mean increase in
PSNR is about 0.5 dB (averaged over all sequences) when compared to JSVM–QL,
with a highest increase of 1.5 dB for the Rush hour sequence. The mean increase over
JSVM–Basic is about 1.6 dB, with a highest increase of 4.09 dB for the Red kayak
sequence.
The above experiment of evaluating the proposed algorithm’s performance in per-
forming an RD-optimal extraction of MGS quality layers is also conducted on the CIF
sized sequences in SET 2 and the QCIF sized sequences in SET 3. This helps us in
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Figure 18: Video quality (PSNR) vs. bitrate (available bandwidth) for SET 1 (720p)
sequences for MGS layers extraction.
67
validating the algorithm in a wide variety of spatial resolutions and bitrates. Figure 19
shows the variation of video quality (PSNR) with respect to the available bandwidth
in the channel for the Mobile and City sequences in SET 2 (CIF) and the Carphone
and Coastguard sequences in SET 3 (QCIF). Even at reduced spatial dimensions, we
see that our algorithm provides a higher video quality than JSVM–Basic and JSVM–
QL. We also notice that at these lower resolutions, JSVM–QL always performs better
than JSVM–Basic. Table 7 summarizes the results of the plots in Figure 19. For
all the sequences in SET 2 and SET 3, it shows the mean and maximum increase in
video quality (PSNR) obtained over JSVM–QL and JSVM–Basic when extraction is
performed using the proposed algorithm. As in SET 1, the average is computed over
the entire bandwidth range for each sequence. From the table, we see that the mean
increase in PSNR is about 0.3 dB (averaged over all sequences) when compared to
JSVM–QL, with a highest increase of 0.98 dB for the Carphone sequence. The mean
increase over JSVM–Basic is about 1.6 dB, with a highest increase of 3.44 dB for the
Mobile sequence. The mean improvement in PSNR over JSVM–QL is 0.2 dB less for
SET 2 and SET 3 when compared to SET 1. This is attributed to the lesser number
of sequences and smaller total bitrates in SET 2 and SET 3 over which the mean is
computed and the number of frames in each sequence (241 in SET 2 and 3, and 401
in SET 1). Also at lower spatial resolutions, the number of NAL units at each quality
layer is usually one. This leads to a binary decision process, i.e., whether that quality
layer can be sent or not. But at higher spatial resolutions, due to a larger number of
macroblocks, each quality layer is split and packed into mulitple NAL units, which
gives us the additional flexibility of transmitting only those NAL units of a quality
layer whose sizes are within the available bit budget. This leads to an overall increase
in reconstructed video quality at higher spatial resolutions.
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Figure 19: Video quality (PSNR) vs. bitrate (available bandwidth) for SET 2 (CIF)
and SET 3 (QCIF) sequences for MGS layers extraction.
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Table 7: Mean and Max. increase in PSNR (dB) over JSVM–QL & JSVM–Basic for
the extraction of MGS layers of SET 2 (CIF) and SET 3 (QCIF) sequences.
Sequence
Mean increase Max. increase Mean increase Max. increase
over over over over
JSVM–QL JSVM–QL JSVM–Basic JSVM–Basic
(dB) (dB) (dB) (dB)
Mobile 0.09 0.24 2.50 3.44
City 0.22 0.90 0.77 2.55
Carphone 0.41 0.98 1.68 2.46
Coastguard 0.35 0.56 1.31 2.79
3.4.3 Video Quality: Base Quality Layer Extraction
In this section, we describe the experiments and results obtained for the extraction of
base quality layers. In the previous section, the focus was on the extraction of MGS
layers. MGS quality layer extraction does not begin until all the base quality layers of
all the frames in the GOP have been extracted. During moderate to high bandwidth
conditions, there is usually sufficient bandwidth in the channel to allow the extraction
of all the base quality layers. Hence, this is followed by an RD optimal extraction
of MGS layers. When the available bandwidth in the channel drops to low levels,
there may not be sufficient bandwidth to extract all of the base quality layers. So the
extractor needs to perform an RD optimal extraction of the base quality layers within
the low available bandwidth. This would result in skipping of the base quality layer
of one or more lesser important frames in the GOP, thus leading to missing frames
at the decoder, which may use concealment options like frame copy to compensate
for the unreceived frame. The experimentation conditions are similar to the ones
described in the previous section. Reconstructed video quality measured through
PSNR is taken as an indicator of performance. Extraction is performed using our
base quality layer extraction algorithm based on priority ID assignment and using
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JSVM–Basic. The decoded video quality is compared for both techniques at various
available bandwidth values. Since JSVM–QL is defined only for the extraction of
MGS layers, its performance in the extraction of base quality layers is identical to
that of JSVM–Basic and hence, JSVM–QL is not dealt as a separate technique for
comparison of base quality layer extraction.
The experiments for base quality layer extraction are conducted with SET 1 only.
SET 2 and SET 3 are avoided since their bitrates from Table 5 suggests that the
bandwidth required for complete base quality layer extraction (T = 3, Q = 0, D = 0)
is 266.50 kb/s for City, 110.40 kb/s for Carphone and 125.20 kb/s for Coastguard.
Except for the Mobile sequence, whose base layer bitrate is 753.00 kb/s, all the
other sequences’ base quality layers can be extracted completely even at very low
bandwidths of a few hundred kb/s and hence, they do not represent an interesting
case for RD optimal extraction of the base quality layer. Figure 20 shows the variation
of video quality (PSNR) with respect to the available bandwidth in the channel for the
five sequences in SET 1 (720p). The figure shows that our proposed technique for base
quality layer extraction always performs better than JSVM–Basic. This is because our
technique is RD optimal and content-dependent. It is based on priority ID assignment
to each base quality layer in the GOP based on the ease of reconstruction from its
concealment parent, in the event if the frame is skipped. This leads to informed
decisions in dropping those base quality layers of frames that can be concealed very
easily with minimum distortion. The lower performance of JSVM–Basic technique
is due to the fact that its decisions are solely based on temporal ID and is content-
independent. The ‘step’ nature of the curves for JSVM–Basic is due to the fact that for
consecutive available bandwidth, the extracted stream is the same (i.e., corresponding
to a reduced frame rate). For example, in the Aspen sequence of Figure 20, for
bandwidth 600 and 700 kb/s, the extracted stream corresponds to temporal layer 1
(frame rate: 6.25 fps), and for bandwidth 800 and 900 kb/s, the extracted stream
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Table 8: Mean and maximum increase in PSNR (dB) over JSVM–Basic for the ex-
traction of base quality layers of SET 1 (720p) sequences.
Sequence
Mean increase Max. increase
over JSVM–Basic over JSVM–Basic
(dB) (dB)
Aspen 2.03 3.12
Rush hour 0.99 1.99
Field rush 1.74 3.04
Touchdown 1.31 2.21
Red kayak 1.20 2.38
corresponds to temporal layer 2 (frame rate: 12.50 fps). Our algorithm is able to
take advantage of the full available bandwidth each time, thus generating a smooth
RD curve. This is because frame skipping is not done on a temporal level-by-level
basis, but is handled in a more fine grained manner (frame-by-frame basis). Table 8
summarizes the results for all the sequences in SET 1. It shows the mean increase
in PSNR achieved by the proposed technique is about 1.5 dB over JSVM–Basic,
with a maximum increase of 3.12 dB for the Aspen sequence. The mean increase is
similar to the improvement obtained in the previous section for MGS quality layer
extraction. This shows that consistent performance improvement is achieved by using
our algorithm for both MGS and base quality layer extraction when compared to other
extraction techniques.
3.4.4 Metadata Computation Time
In this section, we evaluate the time required for computing the metadata needed for
extraction using the proposed technique and compare it with the time required for the
computation of the quality layer information needed for extraction using JSVM–QL.
Since JSVM–Basic performs extraction independent of metadata, it is not a part of
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Figure 20: Video quality (PSNR) vs. bitrate (available bandwidth) for SET 1 (720p)
sequences for base quality layer extraction.
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Table 9: Metadata computation time (seconds) for JSVM–QL and the proposed
technique for SET 1 (720p), SET 2 (CIF) & SET 3 (QCIF) sequences.
SET # Sequence
JSVM–QL Proposed Technique Reduction
(seconds) (seconds) (%)
SET 1
Aspen 4048.00 1090.20 73.07
Rush hour 4005.00 1080.96 73.00
Field rush 4097.00 1103.13 73.07
Touchdown 4036.00 1083.96 73.14
Red kayak 3991.00 1070.24 73.18
SET 2
Mobile 232.88 64.18 72.44
City 220.83 60.08 72.79
SET 3
Carphone 47.29 13.23 72.02
Coastguard 48.02 13.49 71.90
this comparison. Table 9 shows the time (reported in seconds by the time command)
taken for computing this metadata information by a system with a memory of 4GB
RAM and running on an Intel Xeon quad-core processor. The operating system used
is Ubuntu 10.04 LTS (Linux). The metadata required for the proposed technique
and JSVM–QL is computed one after the other for each sequence in SET 1, SET 2
and SET 3. No other application or user-level process is run while the metadata is
being computed. This helped maintain the CPU usage for the metadata computation
process at a constant rate of 99% (reported by the time command).
As the table shows, the time required to compute the metadata needed for ex-
traction using the proposed technique is 73% lesser, averaged across all sequences,
than the time required for computing the quality layer metadata needed for extrac-
tion using JSVM–QL. This huge reduction in metadata computation time along with
the improvements in video quality make our technique a more preferred candidate
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than JSVM–QL for use in real-time streaming applications. The reduction in meta-
data computation time is due to the limited number of decodings (of the order of
log2N , as shown in Equation (8)) that are required by our technique. We perform
decodings only at the lowest and highest quality layers of each temporal layer that
has been predicted from the lowest and highest quality layers of their parents. For
the in between MGS quality layers, we perform an estimation of their contribution in
improving the overall video quality. This is in contrast with the JSVM–QL technique,
which computes the quality contribution of each quality layer of each frame in the
GOP in an exhaustive manner, thus resulting in an increased metadata computation
time during the post-encoding phase.
Comparison with Transcoding: When compared to alternate bitrate adapta-
tion mechanisms such as transcoding, scalable video coding incurs much less delay
while adapting to varying channel conditions and client characteristics. Quantifying
this reduction in end-to-end delay is difficult due to the fact that there is no standard
method of transcoding. One possible solution is to implement a simple transcoder
by cascading a decoder and an encoder. Here, each stream would be completely de-
coded and re-encoded according to the current available bandwidth. However, this
would result in an unfair comparison since most commercial transcoders perform only
a partial decoding and re-encoding in an effort to reduce the overall delay. Hence,
such experiments have not been performed since optimizing transcoder performance
is outside the scope of this work.
3.4.5 Snapshot of Algorithm’s Performance
In this section, we demonstrate a snapshot of our algorithm’s performance and com-
pare it with JSVM–Basic and JSVM–QL. The Rush hour sequence extracted at 1800
kb/s is used as an example. Figure 21 shows the extraction of MGS quality layers
from five consecutive GOPs (total of 40 frames) in this sequence. As Figure 21a
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shows, the reconstructed video quality of every frame in all the five GOPs is better
when extracted using our algorithm, compared to the extractions performed using
JSVM–QL and JSVM–Basic. Figure 21b shows the size constraint and the size of
each extracted GOP (in bytes) for all the three extraction techniques. The blue line
denotes the size budget for each GOP. For an available bandwidth (B) of 1800 kb/s
and a GOP size (N) of 8 frames and a frame rate (F ) of 25 fps, the GOP size budget
is calculate using Equation (3) as:
Rg = BN/F = 1800(8/25)(1000/8) = 72000 bytes (10)
Any extraction algorithm should not exceed this size limit while extracting a
GOP. As the figure shows, all the techniques lie below the limit for every GOP. Our
technique uses more bytes than the other two techniques since it extracts more quality
layers. However, the total size of each extracted GOP is still less than the allowed
limit.
3.4.6 Estimated and Actual Distortions
In this section, we show the accuracy of the distortion values that are estimated by
our algorithm during the decision making process of extracting MGS quality layers.
The distortions are computed for the lowest and the highest quality layers for every
frame predicted from lowest and highest quality reconstructions of their parents.
Both these distortion values are proportionately scaled depending on the number of
quality layers extracted for each of the parent. Finally, the total distortion reduction
obtained by decoding the lowest and highest quality layers of a frame is distributed
among all the in between MGS quality layers in proportion of their sizes. Hence, the
distortion of each quality layer for every frame within a GOP is estimated and an RD
optimal extraction of layers is performed that minimize this distortion. The details
can be found in the flowchart in Figure 15 of the previous section. In Figure 22, we
compare the estimated distortion with the actual distortion obtained on decoding the
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(a) Quality (PSNR) of 40 reconstructed frames (5 GOPs) extracted using all the three techniques

























GOP size budget (Bytes)
(b) Size of the GOPs extracted using all the three techniques
Figure 21: Snapshot of the performance of the proposed technique compared to JSVM
– QL and JSVM – Basic for the Rush hour sequence extracted at 1800 kb/s.
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extracted sequences. The distortion measure used is mean square error. We show two
examples: Mobile sequence from SET 2 (CIF) extracted at 2400 kb/s and Red kayak
sequence from SET 1 (720p) extracted at 3000 kb/s. As we can observe from the
graphs, our algorithm does estimate the mean square error quite accurately, given
the number of limited decodings it performs and its estimations of the distortion
reduction contributed by the in between MGS layers. We also see that the estimated
mean square error follows the changes in actual distortion closely. This proves the
rate-distortion effectiveness of our technique. Hence, the bitstreams extracted by our
technique are indeed RD optimal.
3.4.7 Sample Frames
In this section, we show some sample frames to illustrate the difference in recon-
structed video quality when extractions are performed using our proposed algorithm
and JSVM–Basic. We show three examples. Figure 23 shows Frame # 1 of the
Aspen sequence that has been extracted at 2000 kb/s. The regions with visible ar-
tifacts (mostly blockiness and blurriness) in the frame extracted using JSVM–Basic
are shown in red circles. The veins in the leaf are blurred in JSVM–Basic extrac-
tion, whereas it is sharp in the frame extracted using our technique. Figure 24 shows
Frame # 153 of the Red kayak sequence that has been extracted at 1750 kb/s. The
smudge in the trees and blocking artifacts in the water are clearly visible in the frame
extracted using JSVM–Basic when compared to the frame extracted using our tech-
nique. Figure 25 shows Frame # 385 of the Red kayak sequence that has also been
extracted at 1750 kb/s. The blockiness appearance in the kayak and the blurriness
in the waves are more prominent in the frame extracted using JSVM–Basic than in
the frame extracted using our proposed algorithm.
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(a) Mobile sequence extracted at 2400 kb/s































(b) Red kayak sequence extracted at 3000 kb/s
Figure 22: Comparison of the estimated distortion and actual distortion in the ex-
tracted sequences.
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(a) Extracted using the proposed technique
(b) Extracted using JSVM – Basic
Figure 23: Frame # 1 of the Aspen sequence extracted at 2000 kb/s.
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(a) Extracted using the proposed technique
(b) Extracted using JSVM – Basic
Figure 24: Frame # 153 of the Red kayak sequence extracted at 1750 kb/s.
81
(a) Extracted using the proposed technique
(b) Extracted using JSVM – Basic
Figure 25: Frame # 385 of the Red kayak sequence extracted at 1750 kb/s.
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3.5 Summary
In this chapter, we have focused on bitstream extraction techniques for scalable video
coding based video streaming. First, we have discussed an SVC-based streaming
application, namely the three-screen TV. An end-to-end system architecture using
a home gateway for television broadcast and video-on-demand services has been de-
scribed. Three-screen TV involves media delivery to a variety of client devices includ-
ing HDTV displays, tablets, netbooks, smartphones, etc., that vary in their display
sizes, processing power and network connectivities. The home gateway acts as an
intermediate network node that receives a single scalable bit stream (SVC) from the
service providers. SVC bitstreams consist of a number of scalable layers along the
temporal, spatial and quality dimensions. The scalability is achieved by providing the
ability to extract and decode partial portions of the stream corresponding to certain
spatial, temporal and quality resolutions. The gateway extracts partial bitstreams
according to each client’s requirements and current available bandwidth conditions
between itself and each of its clients.
With this application as the motivation, the problem of extraction of a scalable
bitstream according to available channel resources has been formulated. The various
dimensions (quality, temporal or spatial) along which extractions can be performed
have been described and their pros and cons have been examined. The main challenge
behind such an extraction process is how to extract a rate-distortion (RD) optimized
stream at a certain spatial, temporal and quality resolution for a given available
bandwidth in the channel. In other words, the extracted video stream must be the
best possible quality video stream (in a rate-distortion sense measured through a
metric such as PSNR) that can be obtained at that bitrate.
Current state-of-the-art extraction techniques like JSVM–Basic and JSVM–QL
have been investigated. Next, our solution algorithm has been described to address
the problem of RD-optimal bitstream extraction at a given bitrate. It consists of
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three components: Computation of the quality contribution of each layer in the bit-
stream, signaling of that information and extraction based on this quality metadata
at an intermediate network node. Our algorithm is based on estimating the distor-
tion of each layer by performing a limited number of decodings (2(1 + log2N)) of the
bitstream at the highest and lowest quality layers for each frame and predicting the
quality contribution of the in between MGS layers according to their sizes. Priority
IDs are assigned to base quality layers depending on their ease of concealment by
their parents. The extraction process at the intermediate network node involves the
evaluation of each candidate layer for extraction based on the estimated distortion
reduction obtained by decoding that layer. The candidate that maximizes this reduc-
tion is selected. The estimates for current distortion of the extracted GOP is updated
as new layers get extracted. The process continues till the available bandwidth is used
up or all the layers have been extracted.
Experiments for MGS quality layer extraction, base quality layer extraction and
metadata computation time have been performed on a number of sequences at a va-
riety of spatial resolutions. Our results have been compared to existing techniques
such as JSVM–Basic and JSVM–QL. On an average, our algorithm achieves a gain
in video quality of about 1.5 dB over JSVM–Basic and a gain of about 0.5 dB over
JSVM–QL. The maximum gain is about 4.0 dB when compared to JSVM–Basic and
about 1.5 dB when compared to JSVM–QL. The time required for computing the
metadata information during the post-encoding phase is 73% lesser for the proposed
technique when compared with JSVM–QL. This huge reduction in metadata compu-
tation time along with the improvements in video quality make our technique a more
preferred candidate than JSVM–QL and JSVM–Basic for use in real-time streaming
applications. These results demonstrate the superiority of the proposed technique in
delivering better video quality for a given bitrate while performing lesser number of
computations for evaluating each layer’s RD importance.
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CHAPTER IV
SVC BITSTREAM EXTRACTION FOR CONFERENCING
In this chapter, we investigate scalable video coding based video conferencing appli-
cations and propose bitstream extraction techniques that maximize the reconstructed
video quality under varying bandwidth conditions. Video conferencing belongs to a
set of interactive applications that are constrained by tight end-to-end delay and jitter
limits. Hence, these applications pose special challenges in the design of scalable com-
munication systems. In the first section, an application of video conferencing in an
enterprise environment is discussed. An end-to-end system architecture is proposed
and an SVC based multipoint control unit (MCU) is described for bitstream extrac-
tion and coordination of traffic flow between the multiple parties involved in video
communication. With this application as motivation, the problem of adapting the bi-
trate of real-time, SVC encoded conversational video to varying channel conditions is
formulated with an aim of maximizing the decoded video quality. Solution approaches
where extraction decisions are made over single and paired frames are proposed. This
is followed by our main solution design and algorithm, which is based on paired-frame
extraction using quality metadata information. The extraction decisions made by this
technique are near RD optimal. Next, our technique is validated with experimental
results. Paired-frame extraction using quality information shows a maximum quality
increase of about 0.2 dB when compared with simple paired-frame extraction and an
increase of about 1.3 dB when compared with frame-by-frame extraction. Finally, all
our findings and results are summarized for the video conferencing application.
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4.1 Application – Enterprise Video Conferencing
In this section, we look at the application of video conferencing over enterprise net-
works. We describe an end-to-end system architecture based on hybrid multipoint
control units (MCUs). In such scenarios, we show how scalable video coding (SVC) is
suited as the ideal solution for performing bitstream adaptations to changes in avail-
able bandwidth on the transmission channel. We also discuss alternate adaptation
mechanisms and their disadvantages. We also validate the use of available bandwidth
as a metric in such applications.
4.1.1 End-to-end System Architecture
Figure 26 shows the architecture of a typical interactive multimedia communication
system in an enterprise [9, 46]. It depicts the communication between a corporate
headquarters, two branches and an employee connecting remotely from home. Within
each branch, participants connect to the session via a video conferencing room or their
desktops, both having wired connectivity to the LAN. Some members also connect
wirelessly through WiFi networks. All such intra-branch connections together form
the core enterprise channel. The branches are interconnected using leased lines and
VPNs through the Internet as shown in the figure. These inter-branch connections
form the peripheral enterprise channel.
Each branch is equipped with one or more multipoint control units (MCUs)
whose main function is to bridge the conference sessions involving members from
that branch. The SVC-based MCU adapts the bitstreams that originate from its
branch to changes in the available bandwidth in the peripheral enterprise channel.
For employees connecting remotely from home, such an MCU is usually implemented
in software. The MCUs from each participating branch coordinate session initiation,
termination and control information for all the members of that branch. It acts as a
central exchange point for all communication to and from that branch (similar to a
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Figure 26: Architecture of an interactive multimedia communication system over
enterprise networks.
home gateway in the one–way streaming scenario).
When the communication is purely intra-branch, a single MCU belonging to that
branch manages the entire conference session. It distributes the streams received
from each participant within the branch to all the other members located within the
same branch. Since within the core enterprise network high QoS can be guaranteed
for real-time traffic, the MCU prioritizes all the received media streams for real-time
delivery. This eliminates the need to do bitrate adaptation within the core enterprise
channel [71–74].
When the communication is inter-branch, a number of MCUs are involved in
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coordinating the communication, one for each branch participating in the confer-
ence session. Inter-branch communications involve the peripheral enterprise channel
(leased lines, VPNs through Internet, etc.), where the available bandwidth could be
limited. Now the responsibilities of each MCU is multifold, which can be summarized
as follows:
1. Distribution of the media data received from participants from other branches
to the members on its core enterprise network.
2. Aggregation of the media data generated by participants within its core enter-
prise network and serving it to all the other participants across the peripheral
enterprise channel through their respective MCUs.
3. Measurement or estimation of the available bandwidth of the channel between
itself and each of the remaining MCUs.
4. Performing multiple adaptations of each outgoing video stream to suit the
changes in available bandwidth between itself and each of the remaining MCUs.
5. Prioritization of the most important parts of outgoing video bitstreams. The
degree of prioritization depends on the QoS levels on the peripheral enterprise
channel.
6. Coordination of the conference session with respect to its core enterprise network
(i.e., the branch to which the MCU belongs).
Provisioning and QoS are always limited along the peripheral enterprise chan-
nel due to the involvement of public Internet connections [71]. Hence, one of the
main challenges faced by MCUs is maximizing video quality while transmitting on
the peripheral enterprise channel. In Figure 26, this refers to all the inter-branch
communications.
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In our architecture, video conferencing sessions involving inter-branch communi-
cations require an MCU for each participating branch. This is a decentralized hybrid
approach to bridging conference sessions that is in contrast to the common technique
of managing an entire conference session among all the branches with a single MCU,
whose location is chosen depending on the branch that initiates the session. The
main problems with the centralized approach can be categorized into a number of
key areas:
Timely Delivery: In the centralized approach, all the communication is relayed
through a single MCU that is usually located in the branch that initiated the ses-
sion. This is an important issue when the peripheral enterprise channels are involved,
where the QoS guarantees are less effective. For e.g., in Figure 26, let us assume a
centralized approach where MCU of the corporate headquarters is used for coordi-
nating the conference session; then, all video traffic from Branch 1 must be sent to
the headquarters from where it will be distributed to Branch 2. This will result in
the video stream from Branch 1 traversing the peripheral enterprise network twice:
first to reach the headquarters and then to reach Branch 2 from the headquarters.
Given the limited effectiveness of QoS guarantees on the peripheral enterprise chan-
nel, these streams would be subjected to delays and packet losses. Hence, they might
not satisfy the tight end-to-end delay constraints of interactive video and would result
in poor performance. Distributing the MCU solves the problem by eliminating the
need to relay all media traffic through a single MCU. Live video traffic from Branch
1 to Branch 2 is sent directly over the peripheral enterprise channel connecting the
two, thus ensuring a much higher probability of timely delivery than the centralized
approach.
Bitrate Adaptation: In the centralized approach, bitrate adaptation of streams
is done at a single MCU based on the available bandwidth between itself and each of
the participants. In the previous example, this would mean that bitrate adaptation
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will be done for only one-half of the path (from MCU to Branch 2). For the path
from Branch 1 to MCU, no adaptation is possible unless it is performed by the sender
at Branch 1. Hence, if the bitstream adaptation process is moved to the sender
(i.e., every participant in the video conferencing session), then bitrate adjustment can
be done along every path connecting the participants. But doing so raises another
issue. In our example of sending video data from Branch 1 to Branch 2 via the
MCU in headquarters, the stream will undergo two sets of adaptation. The first
one will be based on the peripheral enterprise channel between Branch 1 and the
headquarters with the original encoded stream as input, and the second will be based
on the channel between the headquarters and Branch 2 with the adapted stream as
input. If the channel between Branch 1 and headquarters is poor but the channel
between headquarters and Branch 2 is very good, the extra available bandwidth on
the path between the headquarters and Branch 2 cannot be utilized since the stream
received by headquarters would have been that of the lowest quality. Hence, the
video quality received by a branch depends not only on the channel between itself
and the headquarters but also on the channel between the sender of the video and the
headquarters. This problem is readily solved by the decentralized approach, where
the MCU in Branch 1 measures the available bandwidth between Branch 1 and 2
and directly sends its video stream to the MCU in Branch 2. Available bandwidth
between Branch 1 and headquarters has no influence on the stream sent from Branch
1 to Branch 2 since it is not relayed through the headquarters anymore.
Communication Bottleneck: In the centralized approach, a single MCU co-
ordinates the entire video conferencing session and also performs multiple bitrate
adjustments for every stream. Hence, the MCU must be computationally power-
ful to handle heavy media traffic; otherwise, it would become the bottleneck in the
communication system. Any failure in the MCU renders the entire communication
inoperable. In our approach, the load is distributed among the various MCUs, where
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each MCU needs to take care of the streams originating within its core enterprise
network only. Distributing the MCUs avoids a single point of failure. Even if one of
the MCUs fail, only that branch is disconnected and the remaining interaction can
proceed without any hindrance.
The MCU decides on the layers that need to be extracted based on the available
bandwidth conditions. It also performs the actual extraction process on the bitstream.
In this sense, the MCU acts as the decision agent as well as the adaptation point
[54] for the streams originating within its core enterprise channel. Another possible
technique includes a participant-based subscription model, where MCU from each
participating branch subscribes to a set of layers from each of the other MCUs. The
number of layers subscribed depends on the average layer bitrates and the available
bandwidth in the peripheral enterprise channel connecting the two MCUs [75]. Hence,
for each video stream, the MCU on the receiver branch acts as the decision agent and
MCU on the sender branch acts as the adaptation point. This method is not well
suited for interactive video due to the following reasons:
1. Individual video frame data is known for its burstiness, and it might not adhere
well to average layer bitrates.
2. Since the adaptation is performed at the sender’s MCU after receiving the de-
cision from the receiver’s MCU, there will be an added latency in implementing
the bitrate adjustment of the stream. Hence, the adaptation speed is reduced
that affects system performance when available bandwidth changes at a rate
faster than the adaptation speed.
4.1.2 Alternate Bitrate Adaptation Mechanisms
Other technologies suited for bitstream’s rate adjustment include encoder-based rate
control, multiple bitstream switching [49], transcoding [40,50], and multiple descrip-
tion coding [52, 53]. Since the encoding is done in real time for video conferencing,
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rate control of a single non-scalable stream can be done at the encoder by adjusting
the encoding parameters like quantization step size, picture type, etc. However, such
a control is possible if the communication involves only two members. When there
are multiple participants in a video conference, there is no one way to satisfy the
bitrate requirements of all the clients simultaneously except encoding a stream for
each client with bitrate adaptation based on the feedback from that client. When the
number of participants are more than three or four, this is highly impractical because
of the delays involved in encoding multiple streams. A practical option is to encode
a fixed number of bitstreams at different bitrates and switch among them depend-
ing on the channel conditions. Switching can occur only at designated points in the
stream, such as I-pictures. However, I-pictures are used sparingly as their frequent
use reduces compression efficiency. This results in delayed switching that reduces the
reaction speed to changes in bandwidth. The granularity achieved is coarse depending
on the number of streams the encoder can encode in real time (usually two or three).
On the other hand, SVC requires the encoding of a single stream that is slightly
more complex than that of a non-scalable stream. Bitrate adaptation to changes in
available bandwidth of the peripheral enterprise channel is handled separately at the
MCU.
Transcoding at the MCU is another choice, but it is a computationally expensive
and a high-delay operation. Hence, it is not a viable option for interactive video com-
munication with tight end-to-end delay constraints. In multiple description coding
(MDC) approach, the content is encoded into multiple descriptors, each of which is
independently decodable. When more than one descriptor is received, the quality is
enhanced. MDC’s success depends totally on path diversity, which can be realized in
the peripheral enterprise channel by forming an application-specific overlay network
of all the branches over the Internet. Each intermediate branch acts as a relay node
for the video data, thus forming multiple paths between each sender and receiver.
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However, as we have seen before, relaying video data through multiple peripheral en-
terprise channels is detrimental to its timely delivery. Also, the redundant information
among the descriptors reduces the compression efficiency. These factors make MDC
unsuitable for interactive communication. Since some form of QoS support is already
provided by the enterprise, SVC forms the ideal candidate in such circumstances.
The base layer can be guaranteed timely delivery by bandwidth provisioning, and the
enhancement layers can be transmitted depending on the available bandwidth. The
performance of such SVC based systems rely on the timely delivery of at least the
base layer. Other forms of error control like retransmissions and forward error cor-
rection (FEC) [58] incur additional delays that make them unsuitable for interactive
communication.
4.1.3 Available Bandwidth Metric
For interactive media traffic, network state description in terms of available bandwidth
[76,77] is the most suitable metric since it captures the idea of the source video bitrate
needed to reach the destination on time for decoding. The sender’s MCU can employ
a number of ways to measure/estimate the available bandwidth information. Since
the communication is in both directions, the MCU can observe the packet arrival rate
from the other branches and then predict the available bandwidth for the reverse path.
This assumes uplink and downlink bandwidth symmetricity, which is usually true for
enterprise networks. Otherwise, each MCU can explicitly measure the uplink and
downlink available bandwidth on each of its peripheral enterprise channel as shown
in [75]. It can also estimate the available bandwidth by modeling it as a Gaussian
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Figure 27: Delay components of a real-time video communication system.
4.2 SVC Bitstream Extraction – Preliminaries
In this section, we formulate the problem of rate-distortion optimal SVC bitstream
extraction for real-time interactive applications, which are characterized by tight end-
to-end delay and jitter constraints. First, we perform an end-to-end delay analysis of
such an interactive video conferencing system and study its various delay components.
Then, we examine their differences when compared to one way streaming applications
that were studied in the previous chapter. We identify the new challenges that arise
in the interactive scenario and reformulate the bitstream extraction problem and
develop solutions for performing a rate-distortion optimal extraction suited to such
conversational applications.
4.2.1 End-to-end Delay Analysis of a Conferencing System
Based on the architecture described in the previous section, Figure 27 shows the
various delay components of a real-time video communication system. The total end-
to-end delay (Dee) incurred by a frame is a “mouth to ear” delay, i.e., from capture
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to display. It is the sum of all the delay components in the system:
Dee = De +Ds +Dt +Dr +Dd (11)
Acceptable values of Dee are in the range of 150 ms to 350 ms. Values above 400
ms are unacceptable [15] since maintaining interactivity becomes a problem. Let us
analyze these delay components in the context of real-time interactive communication.
Let the maximum frame rate of the sequence be F frames per second (fps). Then,
the sampling interval or the duration for which each frame is displayed, indicated by
δ , is given by:
δ = 1/F (12)
The total end-to-end delay (Dee) can be split into two broad categories: fixed delay
(Dfix) and variable delay (Dvar). Delay due to capture, encoding, decoding and dis-
play can be considered as fixed delays. The encoding and decoding delays for each
frame depends on the frame’s complexity and the encoding modes used. Interac-
tive video sequences have very similar encoding complexities due to minimal motion
between frames, very rare scene changes, and use of similar encoding modes and
prediction structures for all video frames. Hence, the encoding and decoding delays
can be categorized as fixed-delay components. Delay due to queueing at the sender
and receiver buffers and transmission in the peripheral enterprise channel are variable
components.
The transmission delay (Dt) in the peripheral enterprise channel is dependent
on the available bandwidth in the channel. During low bandwidth conditions, it
leads to additional buffering delay (Ds) for successive frames at the sender’s MCU.
The receiver buffer queues the received frames for a duration of Dr before decoding.
Jitter compensation and frame reordering occurs here. The receiver buffering delay
depends on the frame’s arrival time, which in turn depends on the available bandwidth
conditions. The higher the bandwidth of the peripheral enterprise channel, the sooner
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the frame arrives and hence, spends more time in the receiver buffer. During lower
bandwidth conditions, the frames arrive later and spend lesser time in the buffer
before it is decoded.
Let the size of the receiver buffer be represented as Sr. For a frame with a planned
transmission delay of δ (corresponding to a jitter-free transmission with video bitrate
= channel bandwidth), the buffering delay is Sr − δ. The decoder waits for this du-
ration before picking up the first frame of data for decoding and display. Hence, this
delay is the start up delay for the conferencing application. Such a delay is usually
limited to one or two frame durations due to the tight end-to-end delay and jitter
constraints. Once the decoder has decoded the first frame, it continues decoding at
a constant rate by picking up one frame every δ seconds from the receiver buffer.
Decoding at a fixed rate (in terms of number of frames decoded per second) ensures
constant end-to-end system delay and eliminates motion rendition issues. Such a de-
coder is said to operate in constant-delay mode [79]. This is in contrast to operating
the decoder in low-delay mode where each frame is decoded immediately on reception,
i.e., no buffering is involved. This results in end-to-end delay variations between suc-
cessive frames that cause frequent “jumps” and “drags” in motion rendition affecting
the temporal smoothness of the video sequence.
Choosing the correct value of Sr is complicated. Setting a high size for the receiver
buffer (Sr) has the advantage of compensating large variations in frame arrival times
but it increases the total end-to-end delay of all the frames. Since interactive video
frames have tight upper bounds on maximum tolerable end-to-end delay, this leads
to performance degradation. Hence, the size of the receiver buffer is set equal to
the longest tolerable transmission delay (Dtm). When a frame suffers a transmission
delay greater than Dtm, it is considered to be too late for decoding and discarded.
If a frame incurs a transmission delay (Dt) less than Dtm, then it is queued in the
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receiver buffer for a duration Dr such that:
Dr = Dtm −Dt (13)
A frame that suffers the maximum tolerable transmission delay of Dtm will be picked
up for decoding immediately upon arrival. In other words, its buffering delay (Dr)
is zero. Hence, decoder implementations have Sr set to two or three frame intervals
usually. This achieves a good compromise between jitter compensation and increase
in end-to-end delay.
4.2.2 Video Conferencing and Streaming: A Comparison
There are a number of differences between video conferencing and streaming appli-
cations in terms of sequence content, encoding parameters, end-to-end delay, jitter
requirements, etc. Interactive sequences differ from professionally-encoded sequences
like movies, sport events, etc., in the type of content being captured. Most interac-
tive sequences are characterized by very little motion between frames and rare scene
changes. Also, the camera focus would always be on a single or a group of people.
It involves high spatial details, especially when presentations are being delivered.
Real-time encoding of such sequences is a challenge. Encoding complexity and de-
lay are minimized by avoiding B-frames and limiting the motion search range. Inter
prediction is done only using P-frames, and hence the encoding order is same as the
display order. For a GOP size of eight frames at four temporal layers (T = 0, 1, 2, 3),
Figure 28 shows a zero-delay encoding structure commonly employed (used in all our
video conferencing experiments) [46]. The zero-delay encoding structure allows im-
mediate encoding of a frame once it is captured. The predictions used for encoding
the frame come from pictures that have already been encoded. The delay structure
(hierarchical prediction B-pictures) used for one-way streaming, as shown in Figure
9, has a structural delay of Nδ, where N is the GOP size in frames and δ is the frame























Figure 28: Zero-delay encoding structure with a GOP size of eight frames at four
temporal layers.
of conversational video sequences as the interactive applications are constrained by a
tight upper bound on end-to-end delay. Due to low motion between successive frames,
temporal predictors are a better choice than inter-layer predictors for encoding the
enhancement layers [5]. Frequent intra refresh (IDR pictures) is not required since
there are no scene changes. The key aspect in two–way applications is the fact that
there is no GOP based processing due to the tight end-to-end delay constraints. Each
frame is treated either individually or in pairs.
4.2.3 Bitstream Extraction: Problem Formulation
Every δ, video frames are captured, encoded and transmitted one by one from the
participant to its MCU. These frames arrive every δ at the MCU, where the SVC
bitstream extraction process is carried out. The MCU measures the available band-
width in the channel between itself and the remaining participants (or their controller
MCUs). Based on the current channel conditions, the MCU performs an RD optimal
extraction of the SVC bitstream. The main challenge in applying the RD optimal
extraction process developed for the streaming scenario in the previous chapter is
the fact that the MCU does not have enough frames of data (usually the decision
making window is 1 GOP of frames in one–way streaming) to select MGS quality
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layers belonging to several temporal layers within a GOP. Since frames arrive at the
MCU only every δ, the MCU needs to wait for Nδ s to accumulate one GOP of data
so that it can apply an RD optimal extraction process for the various quality layers
in the entire GOP. But the delay incurred in this extraction process is unacceptable
for interactive communications. Hence, the MCU needs to reduce the decision mak-
ing window to that many frames which can be delivered within the end-to-end delay
limits.
Let us formulate the problem mathematically for a single spatial resolution. Let
N be the GOP size in frames, Qm be the maximum encoded quality layer, F fps
be the frame rate, and B bits/s represent the currently available bandwidth in the
channel. The frame interval is represented as δ = 1/F . If the maximum tolerable
transmission delay (for jitter compensation) is represented as Dtm and the average
transmission delay is represented as Dtg, then the number of frames in the decision
window of the MCU is can be represented by n, such that:
n = Dtm/Dtg (14)
The average transmission delay (Dtg) corresponds to a jitter-free transmission and
hence, it is set to the frame interval δ so that the bitrate of the delivered stream cor-
responds to the bitrate of the channel. Since input frames arrive at the MCU from
the sender at a frame rate of δ, it is necessary that the transmission delay of each
frame be limited to δ to ensure that the transmission is jitter free. When the actual
transmission delay exceeds Dtg, this appears as jitter and has to be compensated at
the receiver buffer. When Dtm is set to Dtg, n becomes one, i.e., when the max-
imum tolerable transmission delay is set to the mean transmission delay of δ, the
decision window is a single frame. The advantage in a single frame based decision
is the fact that it ensures jitter-free transmission and does not require the receiver
to implement a jitter-compensation buffer. Absence of dejitter buffering reduces the
overall end-to-end delay for every frame. Hence, it increases the interactivity in the
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video conferencing application. The main disadvantage is that decisions made over
a window of single frame are not rate-distortion optimal and the reconstructed video
quality tends to be poor.
When a jitter compensation of δ is provided at the receiver, the tolerable maximum
transmission delay can be set to twice the mean transmission delay, and hence n
becomes two. Now, the MCU has a window of two adjacent frames at different
temporal layers over which it can make its extraction decisions. This leads to a more
informed and a better rate-distortion optimal extraction when compared to decisions
made from single frames. However, this also increases the end-to-end delay of the
frames by δ but this is not a problem as long as we are within the allowable limits
of interactive communication. Increasing the value of n further is not advisable since
it will cause the jitter compensation buffer to grow in size that will result in higher
end-to-end delays and exceed the acceptable limits of interactive communication.
The bit budget (Rn) for a set of n frames at a frame rate of F fps and an available
bandwidth of B bits/s can be computed as:
Rn = nB/F (15)
The number of quality layers in a frame is Qm + 1 since quality layers begin from
zero. Hence, the total number of quality and temporal layers in the set of n frames
(assuming there is one spatial layer) is calculated as:
Lm = (Qm + 1)n (16)
If each of these layers were given an absolute layer ID (L), then the range for L
is 0, 1, 2, . . . Lm − 1. The value of temporal ID (T ) is in the range 0, 1, 2, . . . log2 n.
The value of Q is in the range 0,1,2,. . .Qm. Let Size() represent the function that
computes the size in bits of its input argument. Let S be a layer in the set of n
frames. It is represented by its temporal ID t, quality ID q and absolute layer ID l,
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i.e.,
S ≡ {t, q, l} (17)
Let ∆ represent the set of all layers S that when assembled together form a partial
bitstream that represents the n frames of data and conforms to the SVC standard.
Let Γ(Rn) denote the set of all possible ∆ that are of size less than or equal to the









We are interested in the member ∆opt belonging to Γ(Rn) that minimizes the distor-
tion function Dist(). This function computes the distortion (e.g. MSE) after decoding
the stream represented by its input argument with respect to the source stream. It





Equation (19) represents the problem of RD optimal SVC bitstream extraction for
video conferencing applications, which we solve in the following sections.
4.3 SVC Bitstream Extraction – Solutions
This section proposes solutions to the problem of optimal bitstream extraction at a
given bitrate for video conferencing applications. We examine extraction techniques
that use single frame and frame pairs in their decision making windows. The pros
and cons of both these techniques is presented and this is followed by our proposed
technique, which is based on paired-frame extraction using quality metadata infor-
mation. The structure of the algorithm is similar to the one proposed for one-way
streaming but has some key differences.
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4.3.1 Frame-by-frame Extraction
The MCU receives coded frames from the sender at the rate of one frame every δ.
One frame of data is composed of the base quality layer and higher quality layers at
various spatial layers for that frame. In the frame-by-frame extraction technique, the
MCU extracts the frame as soon as it is received. Since the decision window is only
one frame, the order of extraction is simply based on the quality layer IDs. As the
SVC standard mandates that all lower quality layers be extracted before extracting a
higher quality layer, the extractor starts with the base quality layer and extracts the
MGS quality layers one by one in the order of increasing Q. This process is illustrated
with a flowchart in Figure 29 for a single spatial layer resolution. As shown in the
figure, the extractor is invoked as soon as each frame is received at the MCU. It
takes three arguments, namely the size of the frame (with all its quality layers),
temporal layer ID of the frame (needed to verify its dependency on past frames),
and the available bit budget to extract the frame. The function checks the available
bit budget (Rf ) and performs the extraction for the frame in increasing order of the
quality IDs after verifying the fact that their parents have already been extracted so
that the SVC bitstream is still conforming to the standard.
The advantages of this technique include straight forward implementation and a
jitter-free transmission. Since every extracted frame of data is assured to be trans-
mitted within the frame interval of δ, there is no variation in arrival time of the
packets at the receiver (jitter) and hence, the receiver does not need to implement
jitter compensation buffer. The absence of queueing delay reduces the overall end-
to-end delay incurred by the video frame. However, the biggest disadvantage of this
technique is that the extraction is not RD optimal and the reconstructed video qual-
ity is not maximized. Another shortcoming of this technique is that the extraction
happens independent of temporal importance as decisions are made on a frame-by-
frame basis. As a result, if the base quality layer of a frame with temporal ID 1
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(i.e., T = 1, Q = 0) is too big to fit within the allocated bandwidth for the interval
of δ, then no layers are extracted for this frame, i.e., this frame is skipped. When
future frames at higher temporal layers in the GOP arrive, they cannot be extracted
too since dependency conditions would not have been satisfied as their parent frame
at T = 1 has not been extracted previously. Hence, this technique of frame-by-frame
extraction is most suited for high available bandwidth conditions, for e.g., core enter-
prise networks where QoS techniques are implemented to assure sufficient bandwidth
to transmit atleast the base quality layer of each frame within the interval of δ. Figure
30 shows the typical order of layer extraction using this technique for a GOP size of
eight frames with four temporal layers, five quality layers and one spatial layer. It
can be noticed that the transmission delay (Dt) of each extracted frame is limited by
δ, thus ensuring a jitter-free transmission.
4.3.2 Paired-frame Extraction
In the previous frame-by-frame extraction, the quality of the reconstructed video
frame is not optimal since each frame is extracted independently with no attention
to relative temporal importance (parent-child relationships among frames). This can
be overcome by increasing the decision making window to include more frames from
different temporal layers. In paired-frame extraction, the decision window uses two
adjacent frames in display order. The first frame is usually the parent frame and the
second frame is the child frame. From Figure 28, the first I/P picture from temporal
layer 0 and the next P picture from temporal layer 3 form the first pair. The next pair
consists of pictures from temporal layers 2 and 3. This way it can be ensured that
the second frame in the pair is always at the highest temporal layer of the sequence
and hence, is never used as a prediction parent of any other frame in the sequence.
Each of the frames used in the extraction’s joint decision process arrive at the
extractor every δ. Hence, the extractor needs to wait for δ after the first frame in
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op = ExtractSF( fsize [0:Qm], T, Rf )
Initialize q to 0, s to 0
s <= Rf & 
Parent( T, q )
 already 
extracted?
Add q to op
Next q
Add fsize(q) to s






Figure 29: Flowchart for frame-by-frame extraction.
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Figure 30: Typical order of layer extraction using frame-by-frame extraction for a
GOP size of 8 (T = 0, 1, 2, 3; Q = 0, 1, 2, 3, 4; D = 0).
the pair is received so that it can accumulate both frames and then decide the layers
to be extracted. This will add δ to the total end-to-end delay of each frame which
may not be acceptable. Hence, the extractor starts extracting the first frame of the
pair as soon as it is received. This is done in a manner similar to frame-by-frame
extraction. But the difference is that paired-frame extraction continues the extraction
of the current quality layer of the first frame even when the bandwidth limit for a
single frame is reached. For e.g., let the bit budget for sending one frame be Rf and
the size of all quality layers of the current frame up to the layer q be less than Rf
and the size of the current frame up to quality layer q + 1 be greater than Rf and
less than 2Rf . Then, frame-by-frame extraction will stop the extraction at layer q
but paired-frame extraction will include layer q + 1. Of course, the additional bits
used come from the allotted bit budget for the second frame in the pair. This reduces
the allotted bit budget for the second frame. By limiting the bit budget to 2Rf for
the first frame in the pair, we ensure that the additional bits used do not go beyond
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what is allocated for the pair. Under very low bandwidth conditions, it may happen
that the first frame uses the entire 2Rf and hence, there is no bits left for the second
frame in the pair, in which case it is dropped.
The transmission delay incurred by the first frame is represented as Dt1 and is
given by δ+ β where β is the extra transmission delay incurred due to the sending of
the additional quality layer. If the size of the extracted frame is Se and the bitrate
of the channel is B bits/s, then
β = (Se −Rf )/B (20)
The maximum transmission delay that can be incurred by the second frame in the
pair is also reduced by the same amount of β so that its transmission delay(Dt2)
must be less than or equal to δ − β. β lies in between 0 and δ, both inclusive. This
limits the maximum transmission delay (Tdm) to 2δ. Hence, the maximum possible
variation in arrival times (i.e., jitter) at the receiver is also δ. At the receiver, this
requires the presence of a receive buffer of size 2δ so that jitter compensation can be
performed for all delay variations up to δ.
The advantage of paired-frame extraction is that the reconstructed video quality
will be better than that of frame-by-frame extraction. With the pairing of frames,
temporal importance of a frame forms a part of the decision process which was not
the case with frame-by-frame extraction where all frames were treated equally. The
structure of the pair is such that the frame at a lower temporal layer is always the
first frame in the pair and hence, when it uses more bits than allocated Rf (these
extra bits come from the allocation for the next frame in the pair), it would result in
improvement of its quality as well as the quality of its child (the next frame in the pair
and other frames in future pairs). This becomes especially significant when the base
quality layer of the first frame requires more bits than the allotted Rf . Paired-frame
extraction would result in extraction of the base quality layer of the temporally more
important frame (first frame in the pair) at the expense of using extra bits originally
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allocated for the second frame in the pair. Once the base quality layer of the parent
frame in the pair is extracted, further extraction of the child frame in this pair can
proceed as long as there is left over bit budget. This is not possible in frame-by-
frame extraction where the base quality layer of the first frame would not have been
extracted since its size was greater than the allotted Rf and hence, none of the layers
of the second frame or future child frames in the GOP can be extracted even if the
bit budget is available to extract them.
The disadvantage of this technique is the possibility of introduction of jitter in
the range of 0 to δ. This requires a jitter compensation buffer at the receiver that is
able to compensate jitter upto δ. This is not a problem since almost all decoders have
such buffers usually of size δ, 2δ, or more. With such a buffer in place, the end-to-end
delay also goes up by an amount δ. These increases are acceptable as long as they
are within the range of interactive communication limits [15].
The working of the paired-frame extraction algorithm is illustrated in the flowchart
in Figure 31. The extractor is invoked as soon as each frame is received by the MCU.
It takes three arguments as its input, namely the size of the frame with all its quality
layers, the available bit budget for the frame, and the frame’s temporal layer ID. The
extractor checks the temporal ID. If it is equal to Tm, it concludes it is the second
frame in the pair. Otherwise, it is the first frame in the pair. The allocated bits
(Rf ) depends on the frame’s position in the pair. For the first frame (T < Tm), 2Rf
is allocated and for the second frame (T = Tm), a budget of Rf is allocated. Then
extraction of the frame is performed starting from the lowest quality layer. At every
step, it checks whether the allocated bit budget has been reached. If it is the pair’s
first frame, it allows the size of the last quality layer extracted to exceed Rf . The
extra bits used (r) is updated so that when the extractor is again invoked upon the
reception of the second frame in the pair, the value of Rf passed to the function has
already been reduced by the extra bits (r) that has been used up during the extraction
107
of the previous frame in the pair. Hence, while extracting the second frame in the
pair, the bit budget is limited to the updated value of Rf . Figure 32 shows the typical
order of layer extraction using this technique for a GOP size of eight frames with four
temporal layers, five quality layers and one spatial layer. Notice the transmission
delay (Dt) of the first frame in the pair is δ + β and correspondingly for the second
frame it is δ − β.
4.3.3 Paired-frame Extraction using Quality Information
In the previous section, we saw that paired-frame extraction can give better recon-
structed video quality than frame-by-frame extraction because of its decision window
consisting of a pair of adjacent frames and the preference it gives to temporally more
important frame in the pair by allowing it to exceed its allocated bit budget and
consume extra bits from the second frame in the pair, which is at a higher and lesser
important temporal layer. However, the decision to consume extra bits over the al-
located bit budget is done for every first frame in every pair. This decision may not
be the most RD optimal decision since it is done in a content-independent fashion.
Hence, we make the paired-frame extraction technique better by making this decision
in a more content-dependent way, i.e., by using quality metadata information similar
to the one developed for the one-way streaming extraction.
The block diagram in Figure 33 illustrates an end-to-end video conferencing sys-
tem based on SVC. The system is symmetric with respect to each of the participants
in the conferencing session. From each user’s perspective, the key blocks in the system
include the process of encoding, post-encoding, extraction and decoding of bitstreams.
An SVC encoder takes an uncompressed YUV stream as its input and generates an
SVC bitstream with a certain number of quality, spatial and temporal layers that has
been set while configuring the encoder. This is followed by a post-encoding process
where the stream is extracted with various layers and decoded in order to evaluate
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(op, r) =  ExtractPF ( fsize [0:Qm], T, Rf )
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Figure 31: Flowchart for paired-frame extraction.
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Figure 32: Typical order of layer extraction using paired-frame extraction for a GOP
size of 8 (TID = 0 . . . 3, QID = 0 . . . 4, DID = 0).
the quality contribution of each layer. Since decoding of bitstreams is involved in
evaluating each layer’s importance, carrying out this process at intermediate nodes
along the network path (like the MCU) will result in enormous end-to-end delays and
hence, make the extraction process unsuitable for interactive applications. Hence,
the layer quality contributions must be computed as a stand alone process. Usually,
it is handled as a post-encoding process for video conferencing applications. Once
computed, this quality information is stored in the NAL unit header of the bitstream
or as SEI messages [45]. This relieves the extractor located at an intermediate net-
work node (such as the MCU) from decoding the bitstreams and computing quality
contributions. By simply looking at the NAL unit header and the SEI messages, the
extractor can identify each layer’s importance and extract according to the available
bandwidth in the channel. Once extracted, the video streams are transmitted on the




































Base layer and 
enhancement layer 
reconstruction
Figure 33: SVC-based conferencing system – End-to-end block diagram.
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The blocks that are improved by our algorithm are those of post-encoding and
extraction (indicated in Figure 33 by a container surrounding the blocks). Similar
to the streaming case described in the previous chapter, the extraction algorithm
consists of three components:
1. Computation of the quality contribution information of each layer in the bit-
stream. This is carried out as a post-encoding operation.
2. Signaling of this information in the bitstream.
3. Extraction based on this quality metadata at an intermediate network node.
Now, we describe our algorithm for each of these components in detail. First we
look at the computation of the quality information. Then, we describe how metadata
information is signalled in the stream and finally we propose the extraction algorithm
that uses this quality metadata information along with paired-frame extraction.
4.3.3.1 Computation of quality metadata information
The computation of quality metadata information is essential for making content
dependent extraction decisions. The quantities computed are shown in Figure 34.
This is similar to the metadata information computed for the one-way streaming
case as illustrated in Figure 12. The metadata computation process is invoked upon
receiving every frame unlike the one-way streaming case where it was computed once
the entire GOP was received. This is done to avoid additional end-to-end delays that
would be incurred if the extractor had to wait to receive frames which arrive only
every δ. For every frame of data received, a total of four decodings are performed
(indicated by bq,mq,cq and dq in Figure 34). They are at the lowest and highest
quality layers of the current frame, each predicted from the lowest and highest quality
layers of their parent. Next, the distortions are computed for each of the four types of
extracted frames with respect to the highest quality reconstructed stream with all the
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meta [1:4] = ComputeMeta2 ( pic [0:Qm] )
cq = Extracted pic at
(Q = Qm), predicted from
 (Q = 0) layer of parent
dq = Extracted pic at
(Q = 0), predicted from  
(Q = Qm) layer of parent
bq = Extracted pic at
(Q = 0), predicted from
 (Q = 0) layer of parent
mq = Extracted pic at
(Q = Qm), predicted from 
(Q = Qm) layer of parent
meta [1] = DIST( bq, mq )
meta [2] = DIST( dq, mq )
meta [3] = DIST( cq, mq )
  meta [4] = DIST( mq, mq )
Return meta [1:4]
Figure 34: Computation of metadata needed for paired-frame extraction.
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enhancement layers. These distortion values are stored as the metadata information
for the current frame. These four basic decodings are essential to evaluate the quality
contributions of the lowest and highest quality layers in the frame, which in turn
depends on the number of layers reconstructed for their parents. It is very important
to reduce the number of decodings since post-processing needs to be done in real time
and interactive applications are limited by tight constraints on end-to-end delays.
Hence, the quality contributions of the in between MGS layers are not computed but
they are predicted according to their sizes using the procedure described for one-way
streaming.
4.3.3.2 Signaling of quality metadata information
The quality metadata information for the current frame is transmitted as part of the
SVC bitstream either in the priority id field of the NAL unit header or in separate
SEI messages. Hence, the extractor can access this information without having to
decode the stream.
4.3.3.3 Paired-frame extraction using quality metadata information
Using the quality information that has been embedded into the SVC bitstream for
each frame, it is now possible to improve the paired-frame technique of extraction by
making content-dependent decisions. The paired-frame technique gave preference to
temporally more important frame in the pair by allowing it to exceed its allocated
bit budget and consume extra bits from the second frame in the pair, which is at a
higher and lesser important temporal layer. This preference was given in a content
independent way for every first frame in every pair. We modify this preference by
using the quality metadata information. The proposed paired-frame extraction using
quality information is illustrated as a flow chart in Figure 35. When a frame arrives at
the MCU, the extractor checks its temporal ID to see whether it is the first or second
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Figure 35: Flowchart for paired-frame extraction using quality information.
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extraction that is illustrated in Figure 31. The function returns the list op1, which
is the list of layers to be extracted for the current frame. The layers are extracted
according to this list and placed on the output channel.
At time δ later, the next frame, i.e., the second frame in the pair arrives at the
MCU. By checking its temporal layer ID, the extractor identifies it to be the second
frame in the pair and then it invokes the Extract() function, which was defined
earlier for one-way in Figure 14. The input to this function is both the current frame
(second frame in the pair) received at time = δ and the previous frame (first frame
in the pair) received at time = 0 and which is currently being transmitted in the
output channel. The metadata information received for the current frame as well as
the previous frame in the pair is also used by the extract function. The bit budget
input is the total budget allocated to the pair (2Rf ). The priority IDs input are
simply 1 for the first frame and 2 for the second frame in the pair. The Extract()
function outputs (op2) the RD optimal decision of layers to be extracted for both
the frames in the pair. But it must be remembered that the first frame in the pair
(which was received at time = 0) has already been extracted and transmission of the
extracted layers has begun. Hence, at time = δ, the transmission of the previously
extracted frame is stopped for a moment and the output (op2) of the Extract()
function is checked. If the current layer of the previous frame (the pair’s first frame)
that is being transmitted is included in this list, then its transmission is continued till
that quality layer is fully transmitted. Then, the transmission of further layers of the
two frames in the pair continue according to the list op2. If the current layer of the
previous frame in the pair is not included in the RD optimal extracted list op2, then
the current transmission is ended abruptly and new transmission begins according to
the layers specified in the list op2.
In this way, the consumption of additional bits by quality layers in the first frame
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in the pair is controlled in an RD optimal way, i.e., these layers are extracted depend-
ing on their contribution to the overall reconstructed video quality. The proposed
extractor uses distortion metadata information of each quality layer and estimates
the reduction in distortion obtained on decoding a specific quality layer. Then, it
extracts the quality layers among the two frames in the pair in decreasing order of
their quality contribution. If the extractor identifies that the quality layer in the first
frame that is responsible for extra consumption of bits over the allocated limit of Rf
is not contributing more to reducing the distortion than a quality layer in the second
frame, it would not extract that quality layer from the first frame. So, by checking
the output list op2 at time = δ during the midst of the transmission of the first
frame in the pair, it is possible to avoid the extra consumption of bits in case it does
not contribute high enough to the reconstructed video quality when compared to the
layers in second frame of the pair. The jitter and end-to-end delay performance of this
technique is identical to that of the paired-frame extraction proposed in the previous
subsection. This also requires a jitter compensation buffer of δ at the receiver and
the end-to-end delay goes up by δ when compared to single frame extraction. This is
usually not a problem since most receivers have dejitter buffer of 2δ or more and the
increase in end-to-end delay is acceptable as long as it is within the specified limits
of interactive communication.
4.4 Experiments and Results
In this section, we validate the proposed algorithms of the previous section through
experiments and results. We quantify the performance improvements obtained by
using the paired-frame extraction using quality information over regular paired-frame
extraction and frame-by-frame extraction. First, we describe our conversational video
sequences database. This is followed by the video quality results at various bitrates
for each of the three extraction techniques. Paired-frame extraction using quality
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information shows a maximum quality increase of about 0.2 dB when compared with
simple paired-frame extraction and a quality increase of about 1.3 dB when compared
with frame-by-frame extraction. Finally we show a snapshot of each of the algorithm’s
performance and a few sample frames that show the superiority of paired-frame ex-
traction with quality information over the other two techniques.
4.4.1 Conversational Sequences Database
In this subsection, we describe the conversational video sequences database. Since
there are no standard conversational sequences for testing, we shot some sequences
at 720P and 25 fps. These sequences are labeled as RP1, RP2, RP3 and RP4. They
represent actual video conferencing scenarios in well-lit conference rooms. The details
of these sequences along with the various encoding parameters used are described in
Table 10. The scan type is progressive in YUV 4:2:0 format. The frame rate is 25 fps
for all the sequences. The GOP structure uses only P pictures, as shown in Figure 28,
to ensure a zero-delay encoding structure. With a GOP size of 8 frames, the number
of GOPs used is 50 for all the four sequences. All the sequences include an additional
frame in the beginning, which is encoded as an IDR picture. All the sequences are
encoded using the JSVM SVC encoder [70], which is the reference software issued
by ITU–T. The quantization parameters (QP) used for encoding are also shown in
Table 10. Since the GOP size used is 8, there are 4 temporal layers in all the sets.
For simplicity, only one spatial layer with 6 quality layers (including the base quality
layer) is used. Sample frames from all the sequences are shown in Figure 36. The
encoded bitrate of each layer for all the sequences is shown in Table 11. From the
table, we can see that we cover a wide range of bitrates, from 100 kb/s to 2000 kb/s.
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Table 10: Conversational sequences’ characteristics and encoding parameters.
Parameter Value
# of sequences 4
Sequence names RP1, RP2, RP3, RP4
Spatial resolution 1280×720 (720p)
Scan type Progressive
YUV format 4:2:0
Frame rate 25 fps
# of frames 401
Duration 16.04 s




Base layer QP 40
MGS layer QP 30
# of Temporal layers 4 (T = 0, 1, 2, 3)
# of Quality layers 6 (Q = 0, 1, 2, 3, 4, 5)
# of Spatial layers 1 (D = 0)
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Table 11: Bitrates (kb/s) of the SVC encoded sequences in the conversational test
sequences database (720p).
Layers (D,T,Q) RP1 RP2 RP3 RP4
(0,0,0) 133.40 76.60 87.50 85.70
(0,1,0) 185.90 102.00 121.60 122.40
(0,2,0) 246.80 131.20 167.30 167.00
(0,3,0) 314.00 164.30 222.90 220.40
(0,0,1) 701.50 645.90 462.00 444.40
(0,0,2) 892.00 827.30 555.40 528.10
(0,0,3) 984.50 920.70 603.70 571.30
(0,0,4) 1042.60 977.00 635.60 599.50
(0,0,5) 1060.20 996.10 648.60 611.00
(0,1,1) 892.80 750.30 580.70 569.00
(0,1,2) 1113.60 952.00 693.80 670.60
(0,1,3) 1221.90 1057.70 753.20 724.20
(0,1,4) 1291.10 1123.80 794.10 760.30
(0,1,5) 1316.70 1150.70 813.90 778.00
(0,2,1) 1112.20 862.30 730.50 717.10
(0,2,2) 1364.10 1084.80 868.30 840.00
(0,2,3) 1490.40 1204.80 943.10 907.60
(0,2,4) 1573.80 1283.50 997.90 956.00
(0,2,5) 1611.90 1322.00 1029.70 985.10
(0,3,1) 1358.60 987.60 910.70 891.50
(0,3,2) 1648.00 1236.10 1080.80 1043.50
(0,3,3) 1801.00 1376.80 1179.60 1133.80
(0,3,4) 1907.00 1475.00 1257.40 1203.90
(0,3,5) 1967.00 1532.30 1310.90 1253.90
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(a) RP1 (b) RP2
(c) RP3 (d) RP4
Figure 36: Sample frames from the conversational video database (720p).
4.4.2 Video Quality Evaluation
In this section, we describe the experiments and results obtained for the quality of
decoded video that has been extracted at various bitrates corresponding to the avail-
able bandwidth values in the channel. Extraction is performed using all the three
techniques namely, frame-by-frame, paired-frame, and paired-frame using quality in-
formation. The quality of decoded video is measured using PSNR, a full-reference
metric using the fully reconstructed video (with all MGS quality layers) as the source
reference. This approach is correct since we are interested in comparing the rate
distortion performance of the various extraction techniques. When all layers are ex-
tracted, maximum performance is reached. An extraction technique cannot perform
better than extracting all the layers. Hence, maximum quality reconstruction is used
as a reference.
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Figure 37: Video quality vs. bitrate (available bandwidth) for RP1 and RP2.
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Figure 38: Video quality vs. bitrate (available bandwidth) for RP3 and RP4.
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Figures 37 and 38 plot the decoded video quality (PSNR) with respect to varia-
tions in bitrates used for extraction (i.e. the available bandwidth in the channel) for
the sequences RP1, RP2, RP3 and RP4. Each plot shows extraction using frame-
by-frame, paired-frame, and paired-frame using quality information. For all the se-
quences, paired-frame extraction using quality information has higher reconstructed
video quality when compared to the other two techniques. This is because of the
content-dependent, rate-distortion optimal extraction decisions taken by the paired-
frame extraction technique using quality information. The frame-by-frame extraction
technique performs the worst since extraction decisions are made over a window of
one frame and hence, temporal importance among frames plays no role in the deci-
sions. When the available bit budget is not sufficient for extracting even the base
quality layer of a frame, then the frame is skipped. This has serious consequences
on the extraction of future frames in the GOP that are dependent on this frame for
prediction. Since the parent frame was skipped, the child frames at higher temporal
layers cannot be extracted even when the available bit budget allows their extraction.
The paired-frame extraction performs better than frame-by-frame extraction since
the decision window comprises of a pair of frames, the first frame at a lower temporal
layer (more important) and the second frame at the maximum temporal layer (least
important). The extractor allows the first frame to overshoot its bit budget by con-
suming extra bits from the second frame, which is less important from a prediction
standpoint. Hence, more quality layers are extracted for the first frame than the
second frame. This improves the quality of the first frame directly and also improves
the quality of the second frame indirectly since it is predicted from the first frame.
Moreover, this temporal layer preference assures that at least the base quality layer of
the temporally more important frame (first frame in the pair) is always extracted so
that future child frames at higher temporal layers that are dependent on this frame
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can be extracted at a later time as long as the bit budget allows it. However, the pref-
erence to lower temporal layer is done universally, in a content independent fashion,
for every first frame in every pair. This contributes to its reduced performance when
compared to paired-frame extraction using quality information. Quality metadata
information about each frame helps the extractor evaluate the quality contribution of
each layer in the frame pair and these are reflected in the extraction decisions made
over the two-frame window. Allowing a quality layer in the first frame of the pair
(temporally more important) to consume extra bits originally allocated for the sec-
ond frame (temporally less important) is done only when that quality layer reduces
the distortion more than the competing quality layer from the second frame. Such
decisions help in the extraction of only those layers that contribute maximally to the
reduction of distortion in the extracted video and hence, increase the reconstructed
video quality.
From the figure, we notice that at higher bitrates, paired-frame extraction with
or without using quality information has similar reconstructed video quality. This is
because of the fact that at such bitrates, most of the quality layers are extracted for
both the extraction types and hence, they perform in a similar manner. However,
even at higher bitrates, frame-by-frame technique has reduced quality due to the
fact that the base quality layer of some frames could be large enough such that it
may not fit within the available bit budget for that frame and hence, it is skipped.
This adversely affects all the following frames that depend on it since they cannot be
extracted in spite of available bit budget since dependency conditions would not have
been satisfied.
Table 12 shows the maximum increase in PSNR obtained for the paired-frame
extraction technique using quality information when compared with simple paired-
frame extraction and frame-by-frame extraction techniques. When compared to sim-
ple paired-frame extraction, the increase is about 0.2 dB averaged over all sequences,
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Table 12: Max. increase in PSNR (dB) obtained for paired-frame extraction using
quality information when compared with paired-frame extraction and frame-by-frame
extraction for conversational sequences.
Sequence
Max. increase Max. increase






with a maximum increase of 0.22 dB for RP3 sequence. Compared to frame-by-frame
technique, the maximum increase is about 1.3 dB averaged over all sequences, with
a maximum increase of 1.72 dB for RP4 sequence. This is understandable since both
paired-frame with quality information and simple paired-frame based extractions use
a decision window of two frames. They differ only in the aspect of assigning priority
among the various quality layers in the adjacent frames. However, frame-by-frame
technique assigns no temporal priority and hence, has a much reduced performance.
4.4.3 Snapshot of Algorithms’ Performance
Figure 39 shows a snapshot of the performance of all the three extraction techniques
using a set of 100 frames from RP3 sequence extracted at 1300 kb/s and RP4 sequence
extracted at 1250 kb/s as examples. We clearly see from the plots that paired-frame
extraction using quality information always performs equal or better than the other
two techniques. Frame-by-frame extraction has a number of dips in the plot. This is
because of its decision window of one frame which sets a narrow limit on allocated bit
budget for a frame. When the size of the base quality layer of the frame is too big to
be extracted, it is skipped resulting in poor quality of that frame and all the frames
that are dependent on it (they cannot be extracted too, since they would not satisfy
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the dependency constraints). We can notice that the paired-frame extraction has
slightly lower or equal quality than paired-frame extraction with quality information.
This is because of the fact that both extraction techniques use a decision window of
two frames and differ only in the way of handling priority among the various quality
layers in each frame pair.
4.4.4 Sample Frames
In this subsection, we show a few sample frames from the test sequences to show the
visibility of artifacts among the video streams extracted using the various extraction
algorithms. Figure 40 shows Frame # 344 of RP1 sequence extracted at 700 kb/s
using paired-frame with quality information and using frame-by-frame technique. The
frame extracted using paired-frame with quality information has a smoother feel with
lesser blockiness artifacts when compared to the frame extracted using frame-by-frame
method. This effect is visible in the face and chest regions that are marked in the
figure. Similarly, Figure 41 shows Frame # 184 of RP2 sequence extracted at 1400
kb/s using the same two techniques. Again, the face and chest regions have more
blockiness in the frame extracted using frame-by-frame method. Finally, Figure 42
shows Frame # 304 of RP4 sequence extracted at 1250 kb/s. The eye and upper-arm
regions have visible blockiness in the frame extracted using frame-by-frame technique.
4.5 Summary
This chapter has focused on solving the problem of maximizing the video quality
of SVC-encoded content under varying bandwidth conditions in a real-time video
conferencing scenario. Interactive applications are characterized by tight end-to-end
delay and jitter constraints, which pose special challenges in designing SVC bitstream
extraction algorithms for such applications. In this chapter, we have explored enter-
prise video conferencing as an application scenario. We have proposed an end-to-end
architecture using an SVC-based multipoint control unit (MCU) that extracts the
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Paired−frame extraction using quality information
Paired−frame extraction
Frame−by−frame extraction
(a) RP3 extracted at 1300 kb/s


















Paired−frame extraction using quality information
Paired−frame extraction
Frame−by−frame extraction
(b) RP4 extracted at 1250 kb/s
Figure 39: Quality (PSNR) of a set of 100 frames extracted using all the three ex-
traction techniques.
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(a) Extracted using paired-frame using quality information
(b) Extracted using frame-by-frame
Figure 40: Frame # 344 of RP1 sequence extracted at 700 kb/s.
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(a) Extracted using paired-frame using quality information
(b) Extracted using frame-by-frame
Figure 41: Frame # 184 of RP2 sequence extracted at 1400 kb/s.
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(a) Extracted using paired-frame using quality information
(b) Extracted using frame-by-frame
Figure 42: Frame # 304 of RP4 sequence extracted at 1250 kb/s.
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bitstreams and coordinates the flow of traffic between the multiple parties involved
in such a communication.
Using this application as the motivation, we have performed an end-to-end delay
analysis of the various delay components in such a real-time interactive communi-
cation system. The role of jitter compensation buffer in smoothing the variations
in arrival times of the data frames due to varying bandwidth conditions have been
studied. The differences between one-way streaming and two-way conferencing on the
areas of content type, encoding complexity, GOP structure, etc., have been discussed.
The problem of RD optimal SVC bitstream extraction has been proposed in a general
framework with a decision window of n frames at the extractor. Depending on the
tolerable limits of end-to-end delay and jitter, n can vary from 1 to size of the GOP
(N).
Solutions with extraction decision windows of one and two frames have been pro-
posed to the above problem. Windows larger than this size place heavy demands
on jitter compensation at the receive buffer and increase the end-to-delay beyond
acceptable limits for interactive communication and hence, have not been considered.
Frame-by-frame extraction uses a decision window of one frame and extracts the qual-
ity layers starting from the base quality layer of that frame. Extraction stops when
the allocated bit budget for that frame is reached. It ensures a jitter-free transmission
and hence, it does not require a jitter compensation buffer at the receiver. However,
the reconstructed video quality is poor as it treats each frame equally, independent
of their temporal importance. When the base quality layer of a frame is too big to
be sent within the bit budget, it is simply skipped. This problem is solved by using a
paired-frame technique of extraction which uses a decision window of two frames that
are located adjacent to each other in display order and belong to different temporal
layers. The first frame in the pair is at a lower temporal layer (more important) and
the second frame is at a higher temporal layer (less important). Hence, the extractor
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gives more preference to the first frame and allows it to consume extra bits than the
allocated bit budget for the frame. These extra bits come from the allocation for the
second frame in the pair. This technique favors the temporally more important frame
and tries to ensure that at least the lowest quality layer of that frame is extracted.
Hence, this extraction produces better reconstructed video quality when compared to
frame-by-frame extraction. This technique requires jitter compensation equal to one
frame interval at the receive buffer. Since this technique favors the first frame of every
pair universally, the decision is content independent and hence, not RD optimal. This
leads to less optimal extraction but still better than frame-by-frame extraction.
The RD optimality of the paired-frame extraction is improved by making ex-
traction decisions based on the contribution of each layer in the frame pair towards
reconstructed video quality. This requires the computation of meta data quality in-
formation, which is carried out as a post-encoding process for each frame. Based
on this information, the extractor makes RD optimal decisions. This technique is
called paired-frame extraction using quality information. Quality metadata informa-
tion about each frame helps the extractor evaluate the quality contribution of each
layer in the frame pair and these are reflected in the extraction decisions made over
the two frame window. Allowing a quality layer in the first frame of the pair (tem-
porally more important) to consume extra bits originally allocated for the second
frame (temporally less important) is done only when that quality layer reduces the
distortion more than the competing quality layer from the second frame.
Experiments and results show the superiority of paired-frame extraction using
quality information when compared to the other two techniques. It shows a maxi-
mum quality increase of about 0.2 dB when compared with simple paired-frame ex-
traction and a quality increase of about 1.3 dB when compared with frame-by-frame
extraction. Sample frames show that perceptual quality is better with paired-frame
extraction using quality information when compared to frame-by-frame extraction.
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CHAPTER V
SVC BITSTREAM EXTRACTION FOR 3DTV
Stereoscopic 3DTV [80–83] has already been launched to homes over cable and satel-
lite networks. Recently, the Masters Tournament was broadcast by CBS and Comcast
in side-by-side, frame-compatible MPEG-2 [84] format to homes with HDTV settops,
and it was also streamed live on the Internet in 3D. In our work, we extend the
streaming application using SVC to 3D content. Except for the content being 3D,
the basic principles of one-way streaming hold good here. However, 3DTV technol-
ogy is characterized by multiple differences in content format (frame-compatible and
full-resolution stereo) and display technologies (active shutter and passive polariza-
tion). When viewing 3D content, humans perceive depth by the cognitive processing
of two different perspectives, one for left eye and the other for right eye, of the same
scene. Hence, proper perception of depth is maintained by perfect synchronization
between the left-eye and the right-eye views. In 2D videos, the end-user experience
is objectively analyzed by measuring the reconstructed video quality using standard
distortion measures like mean square error (PSNR). However, in 3D, the user QoE
cannot be adequately evaluated with simple distortion measures because of the added
dimension of depth perception and the individual preferences of each user. End-user
3D experience varies widely among users depending on their age since glasses must be
worn at all times when viewing such content. Prolonged viewing causes visual fatigue
in some users because of the additional cognitive processing required in perceiving
depth [85]. Hence, subjective tests are important in analyzing the user QoE when
watching 3D content [86,87]. From the network perspective, additional bandwidth is
required for streaming of 3D content, especially when full-resolution stereo formats
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are used, where two bitstreams are delivered (one for the left eye and one for the right
eye). Such heterogeneities make 3D content different from their 2D counterparts, thus
making the live streaming of such content more challenging.
5.1 3DTV – Content Formats and Displays
A variety of 3D representation formats are in use today, the key ones being full-
resolution stereo, stereo interleaving (commonly known as frame-compatible format),
and 2D plus depth [22,88]. Full resolution stereo employs two bitstreams at full frame
rate: one for the left-eye view and another for the right-eye view. Hence, each eye
receives the complete bitstream at the original frame rate. For real-time encoding,
it is necessary to keep the encoding complexity and processing delay at a minimal
level. This leads to independent encodings of the left and right-eye views. The dis-
advantage with such encoding is that the bandwidth required is twice that of regular
streaming since the similarities between the views is not exploited. For N-way mul-
tiview, the bandwidth increases N-fold. This bandwidth requirement can be reduced
by efficiently compressing the multiple views while exploiting the redundancies be-
tween them. The pictures are predicted both temporally and spatially from adjacent
views. This is called inter-view prediction and is used in multi view coding (MVC),
a recently standardized extension of H.264/AVC [45,89]. However, this increases the
complexity of the encoding process and hence, it might not be suited for real-time
encoding purposes (e.g., broadcasting live sport events). It can still be used for offline
encoding of stored content like 3D movies.
The most predominant format in current use is the stereo-interleaved format, also
known as the frame-compatible format. Here, the left-eye and right-eye views are
subsampled and interleaved into a single frame. There are a number of ways of in-
terleaving the two views including side-by-side, top-bottom, row-interleaved, column-
interleaved, checkerboard, etc. In time multiplexing, the left-eye and right-eye views
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are interleaved as alternating frames. The main advantage in these interleaved for-
mats is that existing infrastructure can be used for the distribution and delivery of 3D
content since there are no additional bandwidth and codec requirements. The streams
can be encoded and decoded by existing codecs. Hence, all the cable and satellite
service providers currently broadcast 3D content in this format [90–92]. However,
this convenience comes at the price of losing half the content information along the
spatial or temporal dimension, which affects the quality of the delivered 3D video.
The other less known format is the 2D plus depth format. Here, the regular 2D video
is streamed and the depth map information is sent as an auxiliary video or supple-
mental information. It provides backward compatibility with legacy 2D decoders so
that they can simply ignore the depth information and display the regular 2D content.
The only drawback in this format is that the depth range is very limited and not well
suited for achieving high user QoE.
The common display technologies used in 3DTV today [93] include active shutter
and passive polarized systems. In an active shutter system, the left-eye and right-
eye views alternate in time when shown to the user. Each view has full spatial
resolution. The resulting frame rate is twice the frame rate of the individual left-eye
and right-eye bitstreams. The total brightness is reduced by a factor of two since
one of the two eyes is always shut at any given point of time (achieved through the
active shutter glasses). The viewing angle is wide and the perceived depth is intense
and lively. However, some people experience visual fatigue like eye strain and mild
headache after watching for around 10-15 minutes. Hence, it is highly suitable for
short duration and high action sport sequences, video games, etc. Existing displays
can be used for this system but it requires active shutter glasses and a synchronizing
unit (to match the shuttering rate with the refresh rate), which is expensive.
The other most common display technology is the passive polarized system. Here
the left-eye and the right-eye views are interlaced onto a single frame. By using
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polarizing filters, each alternate row on the display screen is left- and right-circularly
polarized. The glasses also use similar polarizing filters. Hence, each eye receives
every other row of video information. The frame rate remains the same as that of
the bitstream. There is no reduction in brightness since both the eyes are open at all
times. The sense of depth perceived is subtle and the viewing angle is narrow. Such
displays are soft on the eyes and much suited for prolonged viewing, for e.g., a movie.
This system requires specialized 3D monitors with every row alternately polarized.
However, the glasses are simple filters and hence very cheap.
The less common type of 3D display technology includes autostereoscopic displays
[94]. These displays do not require glasses to view the 3D content. Such displays come
in various forms such as lenticular types, parallel barrier types, etc.
In our work on live streaming 3D content over the Internet, we use SVC-based
independent encoding and simulcasting of each view in full-resolution stereo format.
This minimizes the encoding delay and allows bitrate adaptations at intermediate
network nodes so that the overall perceived quality can be optimized with respect
to varying bandwidth conditions in the channel. However, our extraction algorithms
developed for SVC-based streaming can be readily applied to the scalable version of
MVC (known as SMVC [23, 95]) since both the encoding techniques share the same
features that are needed for bitrate adaptation and layer extraction algorithms.
5.2 Streaming of 3D Content – Architecture and Algorithms
Streaming of 3D content in frame-compatible format has the disadvantages of loosing
half the resolution in either horizontal or vertical directions. This leads to overall
poor quality of experience (QoE) for the end user. One of the solutions to boost
the end user QoE is to stream 3D content in full-resolution stereo, i.e., the left and
right-eye views are transmitted in full-resolution. Streaming to end users in a variety
of heterogeneous network environments requires the adaptation of each of the left
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and right-eye views according to the current available bandwidth conditions in the
channel. The end-user QoE depends on the final perceived quality in 3D when both
the left and right eye views are decoded and displayed either in a passive polarized or
an active shutter system. Hence, the main challenge in 3D streaming is in performing
the adaptation of the left and right eye views to changes in available bandwidth
conditions so that the perceived end-user quality is maximized.
5.2.1 Encoding Left-eye and Right-eye Views
As we have seen in the previous chapters, SVC-based encoding offers an ideal solu-
tion for encoding videos when content adaptation is required. Encoding the left and
right-eye views into a number of spatial, quality and temporal layers ensures scalabil-
ity along each dimension and gives flexibility to the extractor in performing an RD
optimal bitstream extraction. Independent encoding of the left and right-eye views
ensures that each bitstream can be extracted independently and hence, an optimal
extraction strategy can be developed for each view. This contributes to the improve-
ment in overall QoE. Moreover, in applications such as live broadcast of events in 3D
(e.g. sports events), real-time encoding is essential. Independent encoding reduces
the encoding complexity, and hence the encoding time, since both the views can be
encoded in parallel. The only disadvantage of independent encoding is the reduction
in overall compression efficiency.
The compression efficiency can be improved by making one of the two views
independent and the second view dependent on the first view. The dependent view is
predicted from the independent view using inter-view prediction mechanisms (multi-
view video coding – MVC). One of the main disadvantages of this technique is that
inter-view prediction is very computation intensive and may not be achievable in real
time. Encoding of each view cannot be parallelized since the views are dependent on
each other. This leads to sequential encoding and thus increases the encoding time.
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This limits the usage of MVC in applications such as live 3D broadcast etc. However,
it could be used for on-demand content when the video is pre-encoded and stored.
MVC in its original form does not have any scalable features. It simply uses inter-
view predictions to predict one view from the other and multiplexes the two views
into one bit stream. Using such an MVC encoded video for streaming applications
that involve bitstream adaptations to variable bandwidth conditions, is not suitable
since there is no dimension of scalability in the bitstream except temporal scalability
(since it is a part of H.264/AVC). A scalable multi view coding (SMVC) technique
has been reported recently, which gives the advantage of scalability of SVC and the
compression efficiency of MVC. Hence, SMVC can be used as an encoding technique
of choice as long as it can be encoded in real-time to suit broadcast applications.
5.2.2 3D Streaming System
Figure 43 shows the end-to-end architecture of an SVC–based 3D content streaming
system. The left-eye and right-eye views are encoded independently using an SVC
encoder. It is also possible to use a scalable version of MVC for encoding the views
as long as it can be encoded in real-time. A post-encoding operation computes the
quality metadata information for each view. This step is needed as a pre-requisite for
performing a rate-distortion optimal extraction of each view at a network node. Both
the left and right-eye views are then simulcasted to an intermediate network node
where RD optimal bitstream extraction takes place according to the available band-
width in the channel between the node and the end-user. The extraction algorithm
used for each view is the one developed in the previous chapters for the extraction
of SVC encoded streams in 2D media streaming. The extracted bitstreams (left and
right eye views) finally reach the decoder, where they are decoded and displayed in






























Figure 43: SVC-based 3D content streaming system – End-to-end block diagram.
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5.2.3 Proposed Algorithm
The proposed architecture in Figure 43 involves the extraction of the left and right
eye views so that they can be transmitted within the available bandwidth in the
channel. The main goal of the extraction process is to enhance the end-user QoE
under the current bandwidth conditions. For a rate-distortion optimized extraction
of each stream, the available bandwidth (B) in the channel is divided by two and
each bitstream is allocated a bit budget of B/2. With this allocation, the extraction
can proceed independently for each stream in a manner identical to the extraction
algorithm developed for 2D media streaming in the previous chapters. This optimal
extraction of individual views produces optimal quality for left and right eye views
independently. However, the end user sees both the views together with an added
dimension of depth. The human brain puts together the two views and perceives
depth information. The QoE here is dependent on overall perceived 3D quality,
which cannot be measured by simple full reference rate-distortion metrics like mean
square error for each view. Hence, the role of human perception must be factored
into the extraction of the left and right-eye view streams.
5.2.3.1 Stereoscopic suppression effect
The theory of human stereo perception states that humans can perceive an overall
higher quality 3D as long as one of the views is of high quality, i.e., given two views
of different quality, the human brain takes the maximum of the two qualities when
perceiving 3D. This effect is termed as stereoscopic suppression since the lower quality
view gets suppressed and superseded by the higher quality view. For e.g., in order
to perceive a scene in 3D, the brain needs the edges of the objects in the scene (the
higher frequency coefficients) to be present in only one of the views. Hence, even if the
other view is low-pass filtered and smoothed with no edges, the brain does not notice
the smoothed view. This is very important from a compression perspective, since
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now one of the views can be encoded with a finer quantization step size (resulting in
a higher bitrate) and the other view can be encoded with a coarser quantization step
size (resulting in a lower bitrate). It has been shown that such unequal allocation
of bits would reduce the total bitrate of the left and right eye views to 1.2 times
the bitrate of a single view. The reduction in resolution of one view can be spatial,
temporal or quality. Authors in [96] support this theory through subjective tests
conducted at various spatio-temporal resolutions on stereo video sequences. They
have found that temporal subsampling between views gives unacceptable results [97]
whereas spatial and quality subsampling among views are acceptable.
This theory of suppression of human stereo perception suggests that by unequally
allocating bits among left and right eye views it is possible to maximize the overall
perceived 3D video quality at a given bitrate or minimize the bitrate required at a
given perceived 3D video quality level [23]. We use this effect to our advantage in the
extraction process at the intermediate network node to maximize the overall perceived
video quality for an available bandwidth of B. Instead of allocating equal bitrates
(B/2) for extraction of each of the left and right eye views, we unequally allocate
the bit budgets among the two views so that the resultant perceived quality can be
maximized. Unequal allocation is implemented by simply extracting the base quality
layer of all the frames in the GOP in one view and then extracting the base quality
layer of the other view along with its higher MGS quality layers till the bandwidth
limit is reached. This would result in one view always having a lower quality than the
other view. Since the human brain takes the maximum of the two views, the overall
perceived quality is the one that is represented by the higher quality view. However,
there is a small percentage of population with a dominant eye effect (also known as
ocular dominance). This is the effect by which the brain tends to receive most of the
visual input from only one of the eyes. If one view (say left-eye view) is always of
lower quality, then we run into the risk of the 3D video being perceived as very poor
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quality by people who have a left dominant eye. Hence, in the extractor, we switch
the unequal allocation of bit budget between the two views after every GOP. If for
all the even GOPs, the left-eye view is allocated more bits, i.e., all the base quality
layers and the MGS quality layers are extracted, then for all the odd numbered GOPs
the right-eye view is allocated more bits. In this manner, no particular view is always
of higher quality but for every GOP one of the views is of higher quality than the
other. The algorithm in Figure 44 illustrates this procedure. Upon receiving a GOP
of data from both the left and right eye views, the GOP # is checked for it being odd
or even. For even GOPs, the base quality layer of all the frames in the GOP of the
right-eye view is extracted. Then, the base quality layer of all the frames in the GOP
of the left-eye view is extracted. This is followed by the extraction of the MGS quality
layers one-by-one for the left-eye view till the available bandwidth limit is reached.
The extraction process for the MGS quality layers is done in an RD optimal way by
using the extraction algorithm developed for the streaming of regular 2D media, as
shown in Figure 14. Although our 3D extraction algorithm has been described for
SVC-encoded left and right-eye views, it is easily extended to cases where the views
are jointly encoded using SMVC. In such cases, the base layer of the independent view
is extracted and the base and MGS layers of the dependent view can be extracted to
provide an overall higher perceived quality.
5.3 Experiments and Results
In this section, we discuss the subjective experiments conducted for evaluating the
reconstructed 3D video quality when extracted using unequal allocation of bits among
the two views as described in the previous section. The results are also compared
with the subjective 3D video quality obtained when extraction is performed using
equal allocation of bits among the views. Around 70% of the subjects preferred the




(1 GOP of L & R)
Examine GOP #
GOP # even?
Extract the base quality layer 
from the L-Stream GOP
Extracted SVC 
bitstream (L & R) 
YesNo
Extract the base and MGS 
quality layers from the R-
Stream GOP using quality 
metadata till bandwidth 
limit is reached
Extract the base quality layer 
from the R-Stream GOP
Extract the base and MGS 
quality layers from the L-
Stream GOP using quality 
metadata till bandwidth 
limit is reached
Figure 44: Proposed extraction algorithm for SVC encoded left and right-eye views.
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show a few sample frames from each of the sequence that illustrate the concept of
unequal bit allocation among the two views.
5.3.1 3D Content Database
Our 3D content database has a number of sequences collected from a variety of
sources. Out of them, four sequences named Flower, Spider, Clownfish and Wa-
terfall have been used in subjective experiments that evaluate the proposed extrac-
tion algorithm. Flower and Spider sequences are a part of the Macroshow sequence,
obtained with permission from Gunter Peschke (http://3d-film-peschke.de/).
Clownfish is a part of the Underwater sequence, obtained with permission from
Michael Watchulonis of 3DigitalVision (www.3DigitalVision.com). Waterfall is a
part of the Magic Forest sequence, obtained with permission from Marton Prech
(http://www.relaxvideo.hu/index_en.html).
Each of these 4 sequences have independent left and right eye views. Sample
frames from each of these sequences have been shown in Figure 45. The details of
these sequences along with the various encoding parameters used are described in
Table 13. The scan type is progressive in YUV 4:2:0 format. The spatial resolution
is 1280×720 and the frame rate is 25 fps for all the sequences. The GOP structure
uses hierarchical-B pictures, as shown in Figure 9. With a GOP size of 8 frames,
the number of GOPs used is 50 for all the four sequences. All the sequences include
an additional frame in the beginning, which is encoded as an IDR picture. All the
sequences were encoded using the JSVM SVC encoder, which is the reference software
issued by ITU–T. The quantization parameters (QP) used for encoding are also shown
in Table 13. Since the GOP size used is 8, there are 4 temporal layers in all the sets.
For simplicity, only one spatial layer with 6 quality layers (including the base quality
layer) is used. The encoded bitrate of each layer for the left-eye views of all the
four test sequences is shown in Table 14. Since the right-eye views’ bitrates are very
145
(a) Flower (b) Spider
(c) Clownfish (d) Waterfall
Figure 45: Sample frames from the 3D sequence database (720p).
similar to the left-eye view bitrates, they have not been shown. From the table, we
can see that the base quality layer of the left-eye views at 25 fps varies from 200 kb/s
to 1000 kb/s and the maximum quality reconstruction at 25 fps varies from 2000 kb/s
to 5000 kb/s.
5.3.2 Subjective Quality Evaluation
In this section, we describe the tests conducted for the subjective quality evaluation
of the reconstructed 3D video. The 3D display system used is a 22-inch Samsung
monitor along with Nvidia’s active shutter 3D glasses. Each of the four sequences are
extracted using unequal allocation of bits among the left and right-eye views using
the algorithm described in Figure 44. For comparison, they are also extracted using
equal allocation of bits among the two views. The extracted total bitrate is 2500
kb/s for all the sequences. This bitrate is chosen for all the sequences since it allows
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Table 13: 3D sequences’ characteristics and encoding parameters.
Parameter Value
# of sequences 4
Sequence names Flower, Spider, Clownfish and Waterfall
Spatial resolution 1280×720 (720p)
Scan type Progressive
YUV format 4:2:0
Frame rate 25 fps
# of frames 401
Duration 16.04 s




Base layer QP 40
MGS layer QP 30
# of Temporal layers 4 (T = 0, 1, 2, 3)
# of Quality layers 6 (Q = 0, 1, 2, 3, 4, 5)
# of Spatial layers 1 (D = 0)
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Table 14: Bitrates (kb/s) of the SVC-encoded left-eye views of 3D test sequences
(720p).
Layers (D,T,Q) Flower Spider Clownfish Waterfall
(0,0,0) 236.00 163.20 594.80 138.10
(0,1,0) 300.50 214.30 739.00 163.30
(0,2,0) 363.80 269.80 865.20 182.60
(0,3,0) 423.70 329.20 953.40 197.20
(0,0,1) 690.80 756.50 1654.00 1160.30
(0,0,2) 881.80 895.20 2253.00 1587.00
(0,0,3) 980.40 937.70 2606.00 1737.00
(0,0,4) 1023.40 952.80 2832.00 1770.00
(0,0,5) 1040.60 960.00 2916.00 1776.00
(0,1,1) 883.40 949.00 2124.00 1300.50
(0,1,2) 1101.70 1109.20 2834.00 1746.00
(0,1,3) 1213.70 1160.80 3244.00 1905.00
(0,1,4) 1264.80 1182.70 3505.00 1947.00
(0,1,5) 1288.70 1196.40 3602.00 1960.00
(0,2,1) 1070.60 1163.70 2594.00 1422.10
(0,2,2) 1313.80 1347.80 3396.00 1888.00
(0,2,3) 1443.10 1412.70 3858.00 2065.00
(0,2,4) 1508.90 1446.50 4153.00 2123.00
(0,2,5) 1546.80 1472.10 4272.00 2152.00
(0,3,1) 1260.30 1401.60 2989.00 1513.40
(0,3,2) 1535.10 1614.20 3869.00 2005.00
(0,3,3) 1692.00 1699.00 4383.00 2205.00
(0,3,4) 1785.00 1751.00 4720.00 2286.00
(0,3,5) 1849.00 1795.00 4874.00 2338.00
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the extraction of the base quality layers of both the views and extra MGS quality
layers of one of the views depending on the remaining bandwidth. For extraction
using equal bitrate allocation among the views, a bitrate of 1250 kb/s per view is
allotted and extraction is performed for each view in an RD optimal manner using
the extraction algorithms proposed in the previous chapters for 2D media . For
extraction using unequal bitrate allocation using our technique, the allotted bitrate
for each view is not fixed. The base quality layers of one view are first extracted and
then the base quality layers along with the MGS quality layers of the other view are
extracted till the available bandwidth limit is reached. For the MGS layer extraction,
the RD optimal technique proposed in the previous chapters for 2D media is used.
For adjacent GOPs, the extraction order is switched among the two views.
Our subjects consisted of people of various age groups and various levels of ex-
pertise with video and 3D technology. There were a few ‘golden-eye’ video experts
as well. The subjects were first trained to the 3D environment by viewing some
artifact-free, high bitrate and some very low-bitrate 3D clips. This got them used to
the range of artifact visibility and how does a good clip and a bad clip look in 3D.
After training, they were shown two versions A and B of the same sequence. Version
A was extracted using unequal allocation of bits using our algorithm while version B
was extracted using equal allocation of bits. The order of A and B was mixed and
the subjects were not informed of the order or any other details of the sequence. The
subjective responses are shown in Table 15.
The table shows that majority of the subjects prefer unequal bitrate allocation
based extraction rather than equal bitrate allocation. The reasons given by the sub-
jects for this preference are more sharp edges and details and better overall experience.
This agrees with the theory that humans perceive details from the maximum qual-
ity view. In unequal bitrate allocation, one of the views has much higher quality
(switched for every GOP) when compared to the other view. Hence, all the high
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Table 15: Subjective test results for perceptual video quality of 3D sequences ex-
tracted at 2500 kb/s using unequal (A) and equal (B) allocation of bits among the
two views.
Sequence (2500 kb/s) # of subjects No preference Prefer A Prefer B
Flower 12 1 9 2
Spider 15 3 10 2
Clownfish 26 4 20 2
Waterfall 10 2 7 1
details are perceived from this view. For equal bitrate allocation, both views have
similar quality but the quality of each view is less when compared to the higher qual-
ity view of the unequal bitrate allocation. Since the brain uses the maximum quality
view for overall perception, extraction based on unequal allocation of bits wins. Aver-
aged over all the sequences, around 70 % of the subjects prefer unequal bit allocation
based extraction than equal bit allocation based extraction due to better perceived
overall 3D quality.
5.3.3 Sample Frames
In this section, we show a few sample frames that show the effect of unequal bitrate
distribution of bits among the left and right eye views. In Figure 46, we show a frame
from the Flower sequence extracted at 2500 kb/s (total for both views) using our
technique where the left-eye view is extracted at the maximum quality layer (Q = 5)
and the right-eye view is extracted at the base quality layer (Q = 0). The blockiness
artifacts are visible in the right-eye view in the petals and the stamen whereas the
left-eye view is sharp and clear. Similarly, Figure 47 shows a frame from the Waterfall
sequence extracted at 2500 kb/s. As before, the left-eye view frame is extracted at
maximum quality and the right-eye view frame is extracted at minimum quality. As
it can be seen from the figure, the right-eye view is smooth whereas the left-eye view
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is detailed and sharp. Particularly, spots on the tree trunk, green foliage on the
sides and the rocks behind the water are clearly visible in the left-eye view than in
the right-eye view. Finally, Figure 48 shows a frame from the Spider sequence also
extracted at 2500 kb/s. The left-eye view at maximum quality has zero artifacts
where as the right-eye view at base layer quality has visible blockiness along the
homogeneous background areas. As subjective tests have shown, such artifacts in one
view get hidden in the overall 3D view as long as the other view is of good quality
and free from visible artifacts. This is due to the human brain’s nature of perceiving
overall quality from the highest quality view.
5.4 Summary
In this chapter, we investigated the problem of streaming 3D media content over
constrained channels where the available bandwidth varies with time. Current 3DTV
technologies include frame-compatible broadcasts where the two views are downsam-
pled and squeezed into a single frame. Though it does not place any additional
requirements on network resources when compared with 2D media streaming, it leads
to loss of quality by a factor of two. On the other hand, full-resolution stereo gives the
best 3D quality since each view is sent at a complete resolution. However, it requires
twice the bandwidth needed for regular 2D media streaming. Moreover, streaming
of 3D content to a variety of end users in heterogeneous network environments re-
quires the adaptation of each of the left and right-eye views according to the current
available bandwidth in the channel. Extraction must be performed in a manner that
optimizes the overall perceived quality. Hence, one of the main challenges in 3D
content streaming is how to reduce the required bandwidth for full-resolution stereo
while maintaining the same perceived overall 3D quality and how to maximize the
perceived video quality for a given available bandwidth in the channel.
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(a) Left-eye view: Maximum quality layer extraction (Q = 5)
(b) Right-eye view: Base quality layer extraction (Q = 0)
Figure 46: Frame # 141 of Flower sequence extracted at 2500 kb/s.
152
(a) Left-eye view: Maximum quality layer extraction (Q = 5)
(b) Right-eye view: Base quality layer extraction (Q = 0)
Figure 47: Frame # 25 of Waterfall sequence extracted at 2500 kb/s.
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(a) Left-eye view: Maximum quality layer extraction (Q = 5)
(b) Right-eye view: Base quality layer extraction (Q = 0)
Figure 48: Frame # 228 of Spider sequence extracted at 2500 kb/s.
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The solution to these challenges lies in exploiting the nature of stereoscopic per-
ception by the human brain. Given two views of different qualities that have been
composed into a 3D video, the brain takes the higher of the two qualities when per-
ceiving the overall 3D quality. The lower quality view is suppressed by the higher
quality view. This is the key behind the idea of unequally allocating bit budgets while
extracting the left and right eye views to maximize the overall perceived quality. As
a result of such allocation, one view tends to be always at a higher quality than the
other and hence, it has the potential of reducing the perceived 3D quality among
people with a dominant-eye effect. Hence, we alternate the unequal bit allocation
strategy between the left and the right eye views, once every GOP. This leads to a
quality variation among the views. If the left-eye view has a better quality for the
current GOP, then the next GOP has the right-eye view with better quality. Using
SVC, we demonstrate this technique. For one view, we extract only the base quality
layer and for the other view we extract the base and higher MGS quality layers as long
as the available bandwidth would support it. For MGS layer extraction, RD optimal
extraction techniques developed for one-way streaming of 2D content is used. For
comparison purposes, extraction is also performed using equal bit allocation among
the views.
Subjective evaluation of the video quality extracted with unequal and equal bit
allocation among the two views confirms that unequal bit allocation has a higher
overall perceived quality than equal bit allocation. On an average, 70% of the subjects
prefer unequal bit allocation based extraction. Hence, overall video quality can be
maximized by unequally allocating the available bandwidth for extraction among the
two views. Given that the video quality is maximized by unequal allocation of bits
among views for a given bitrate, it is also possible due to the same effect, that for
a given video quality the required bitrate can be reduced by unequally allocating
the bits among the views. This can be used in encoding of full resolution stereo 3D
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videos where one view can be encoded at a higher bitrate and the other view at a




CONCLUSIONS AND FUTURE RESEARCH
Applications such as media streaming and conferencing are the two most common
forms of multimedia communication. Unprecedented growth of the Internet and re-
duced price of end-user devices have led to an enormous growth in these video-based
communication services. To provide a high quality of experience (QoE) for the end-
users, these applications depend on the underlying network characteristics since their
performance is heavily degraded by network impairments such as packet loss, delay,
jitter, non-availability of bandwidth, etc. Networks with zero impairments is difficult
to achieve in a best-effort network like that of the Internet. Hence, the applica-
tion must adapt itself to the changes in network so that it can optimize the overall
QoE even during poor channel conditions. Moreover, client heterogeneity adds to
the complexity of the performance of these applications. Client devices including
mobile phones, PDAs, netbooks, laptops, workstations, IPTVs, etc., vary widely in
their operating environment, computing power and display capabilities. They connect
via heterogeneous access networks like residential broadband connections (DSL and
cable), WiMAX, 3G, university campus and corporate networks. To deliver a high
quality of experience (QoE) to such a variety of clients (or participants in case of a
video conferencing session), it is necessary for the video content to adapt its bitrate to
the changes in bandwidth and client limitations. This will help in achieving a graceful
degradation when network conditions deteriorate. Content adaptation must be done
at a fine granularity to ensure the best video quality possible. It should be scalable
to serve a large number of clients in real time and the reaction speed should be high
to enable adaptations to quick bandwidth changes. The problem is more interesting
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when streaming 3D content, which requires twice the bandwidth since two bitstreams
are transmitted (one for each eye) to each client and the added dimension of depth
perception poses special challenges.
This thesis investigated the problem of video content adaptation to varying net-
work resources and client limitations using the scalable video communications ap-
proach. Adaptation of scalable video in applications including video streaming, con-
ferencing and 3DTV formed the core of the thesis. Each of these applications differ
in a number of ways in terms of network requirements and the end-user expectation
of QoE. For e.g., video conferencing is tightly constrained by end-to-end delay and
jitter constraints along with real-time encoding. The user expectation from a video
conferencing application is the ability to converse seamlessly. Streaming techniques
on the other hand, do not have jitter requirements but the QoE expectations from
the user is very high in terms of spatial quality, frame rate, etc. When it comes to
3D streaming, the QoE depends heavily on the perceived depth than on the quality
of the individual views that make up the 3D video. Hence, we focussed on each ap-
plication individually and formulated the problem of content adaptation to varying
channel conditions. Solutions in terms of extraction algorithms that optimized the
reconstructed video quality for a given bitrate were proposed for each application.
For 3D, the objective of extraction was to optimize the perceived overall 3D video
quality rather than optimizing the video quality of the individual views.
For the application of SVC-based streaming, a rate distortion optimal extrac-
tion strategy has been proposed that extracts the most important layers from the
bitstream in terms of their contribution to the reconstructed video quality. The
algorithm computes the quality contribution of the lowest and the highest quality
layers for each frame in the bitstream as a post-encoding process. It estimates the
quality contributions of the in between MGS layers and hence limits the number of
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decodings. The extraction process at an intermediate network node involves extract-
ing those layers that maximize the reduction in distortion. When compared to the
current state-of-the-art techniques, our algorithm achieves a quality gain of about
1.5 dB over JSVM–Basic and a quality gain of about 0.5 dB over JSVM–QL. The
maximum gain is about 4.0 dB when compared to JSVM–Basic and about 1.5 dB
when compared to JSVM–QL. The time required for computing the metadata infor-
mation during the post-encoding phase is 73% lesser for the proposed technique when
compared with JSVM–QL. This huge reduction in metadata computation time along
with the improvements in video quality make our technique a more preferred candi-
date than JSVM–QL and JSVM–Basic for use in real-time streaming applications.
These results demonstrate the superiority of the proposed technique in delivering bet-
ter video quality for a given bitrate while performing lesser number of computations
for evaluating each layer’s RD importance.
For SVC-based video conferencing, three extraction techniques have been pro-
posed. Frame-by-frame extraction uses a decision window of a single frame. It ensures
a jitter-free transmission and hence, it does not require a jitter-compensation buffer at
the receiver. However, the reconstructed video quality of this technique is poor. The
second extraction technique is paired-frame extraction. It makes extraction decisions
over a window of two frames. It achieves better video quality than frame-by-frame
extraction but requires a jitter compensation buffer, equal to a duration of a single
frame, at the receiver. The extraction decisions are content independent and hence,
are not RD optimal. The third extraction technique is paired frame extraction using
quality metadata information. It makes RD optimal, content dependent extraction
decisions over a window of two frames. Layers are extracted based on their contribu-
tion towards reconstructed video quality. The quality metadata information required
for extraction is computed during a post-encoding operation. Allowing a quality layer
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in the first frame of the pair (temporally more important) to consume extra bits orig-
inally allocated for the second frame (temporally less important) is done only when
that quality layer reduces the distortion more than the competing quality layer from
the second frame. Experiments show that our technique achieves a maximum quality
increase of about 0.2 dB when compared to regular paired-frame extraction and a
increase of about 1.3 dB when compared to frame-by-frame extraction.
The main challenge in SVC-based 3D media streaming is how to perform an op-
timal extraction of the left and right eye views such that it maximizes the overall
perceived 3D video quality. Using the human brain’s nature of stereoscopic percep-
tion, an extraction strategy has been proposed which involves extracting one view
at the base quality layer and the other view at the maximum quality layer that the
current available bandwidth would allow. Given two views of unequal quality, the
brain always perceives the overall 3D quality from the higher quality view, i.e., the
lower quality view is suppressed by the brain in favor of the better view. To take ocu-
lar dominance into account, we switch the unequal layer extraction strategy between
the views once after every GOP. Subjective evaluation has shown that 70% of the
subjects prefer the extracted video with unequal allocation of bits to left and right
eye views over equal allocation of bits among the views.
The key contributions of this thesis can be summarized as the proposal of bit-
stream extraction algorithms for scalable video coding (SVC) based streaming, con-
ferencing and 3DTV. Based on a combination of metadata computations and pre-
diction mechanisms, these algorithms evaluate the quality contribution of each layer
in the SVC bitstream and make extraction decisions that are aimed at maximizing
video quality while operating within the available bandwidth resources. These tech-
niques have been applied in two-way interaction and one-way streaming of 2D and 3D
content. Depending on the delay tolerance of these applications, rate-distortion opti-
mized extraction algorithms have been proposed. For conferencing applications, the
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extraction decisions are made over single frames and frame pairs due to tight end-to-
end delay constraints. The proposed extraction algorithms for 3D content streaming
maximize the overall perceived 3D quality based on human stereoscopic perception.
When compared to current extraction methods, the new algorithms offer better video
quality at a given bitrate while performing lesser number of metadata computations
in the post-encoding phase. The solutions proposed for each application achieve the
recurring goal of maintaining the best possible level of end-user quality of multimedia
experience in spite of network impairments.
This research work has a number of possible extensions. More complex optimiza-
tion mechanisms could be adopted for extracting the various quality layers from the
bitstream. Additional prediction mechanisms can help reduce the number of compu-
tations performed during the post-encoding operation. This problem becomes more
interesting when multiple spatial layers are involved. A joint optimization of the
various MGS layers across the different spatial resolutions can be performed. For
video conferencing, the current technique can be extended to include QoS priorities,
which is common in enterprise networks. The domain of 3DTV is new and open to a
number of research challenges. Perceived 3D quality is also a function of the display
type (active shutter, passive polarization or glasses-free 3D). It would be interesting
to observe the effect of spatial and temporal subsampling among the two views and
the response of the subjects to such a change in resolution between the views. Other
content-dependent extraction strategies that also reflect unequal bitrate allocation
could be an excellent extension. Another area to investigate would be the effect of
viewing longer duration 3D sequences, such as movies, on human stereo perception.
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