The q-Rung orthopair fuzzy set (q-ROFS) is an effective and powerful tool for expressing fuzzy information. It can cover more complex and more hesitant fuzzy evaluation information. The aggregation operators are an effective tool to deal with decision problems, but when faced with these new types of fuzzy set whose operational rules are defective, they often causes a lot of information distortion. Therefore, based on the advantages of q-ROFSs, this paper presents a new extended fuzzy group TOPSIS method which doesn't need aggregation technology. This method can effectively reduce the distortion of decision information and improve the accuracy of evaluation results. In addition, this method involves an expert weight model, which can deal with the group decision problems with unknown weight of experts by using the importance of experts and the rationality of evaluation results. By using this weight model, the proposed method can effectively eliminate the unreasonable impact of the extreme evaluation value on the evaluation results, further solve the decision-making situation in which experts' opinions are divergent and experts are manipulated. In order to verify the effectiveness and superiority of the proposed method, this paper applies it to some practical examples and makes a detailed comparison with other existing methods.
I. INTRODUCTION
With the development of social economy, the decisionmaking situation and environment we are facing are becoming more and more complex. Both enterprises and governments face a variety of decision-making problems. Therefore, scientific and effective decision-making tools and methods play a vital role in their future development. Multiple attribute group decision-making (MAGDM) is an important branch of modern decision-making science. It refers to selecting the optimal solution from multiple alternatives based on some evaluation information provided by multiple experts by using different evaluation attributes. Nowadays, the problem of MAGDM involves various fields, such as supplier selection [15] , ecosystem health assessment [13] and medical The associate editor coordinating the review of this manuscript and approving it for publication was Khalid Aamir. facility selection [9] , etc. Usually, there are two stages in the process of dealing with decision problems. The first stage is the expression and processing of decision information. The second stage is the ranking of decision schemes. For the first stage, because of the fuzziness of people's cognition and the complexity and uncertainty of decision-making environment, it is challenging for people to describe decision-making information completely and effectively. Therefore, the form of information expression will directly affect the accuracy of evaluation. In addition, for the processing of evaluation information, we cannot ignore the weight of experts, which includes both the importance of experts themselves and the rationalization of their evaluation results. For the second stage of selecting best scheme, two kinds of methods are usually adopted. One is information aggregation operators, such as simple weighted aggregation operator [16] , [31] and some functional aggregation operator [11] , [14] . This kind of method is simple to operate and has some special features. However, due to the limitation of the operational rules, it is easy to cause a large amount of distortion of the evaluation information. The other is traditional information evaluation methods, such as TOPSIS method [3] , TODIM method [13] , VIKOR method [22] , ELECTRE method [10] , etc.
Because the real decision-making environment is often accompanied by randomness, uncertainty and conflict, coupled with the hesitation of people's subjective judgment, it is impossible for people to express decision-making evaluation information quantitatively or qualitatively through specific numerical values. To this end, Zadeh [36] firstly gave the concept of Fuzzy Set (FS), which uses a similar form of probability to express the degree of satisfaction with a certain thing, i.e. membership degree (u). Afterwards, Atanassov [1] further expanded the fuzzy set and added a non-membership degree (v), i.e. the degree of dissatisfaction with a certain thing. This new information form was called as intuitionistic fuzzy set (IFS), and stipulated that it must satisfy the constraints of u ∈ [0, 1] , v ∈ [0, 1] and 0 ≤ u+v ≤ 1. In addition, IFSs also give the concept of hesitation degree (π), that is, the degree of uncertainty or hesitation for this decision-making thing, and satisfies π = 1 − u − v. Subsequently, in order to use IFSs to express decision information more conveniently, Xu [31] called the single element of intuitionistic fuzzy sets as intuitionistic fuzzy number (IFN). However, due to the uncertainty and conflict of people's subjective cognition, sometimes the evaluation value given by experts does not completely satisfy the constraints of 0 ≤ u + v ≤ 1, so Yager [32] proposed an extended form of IFS, which extends the constraints of u and v to 0 ≤ u 2 + v 2 ≤ 1, called Pythagorean fuzzy set (PFS), and its single element is called Pythagorean fuzzy number (PFN). Although PFN enlarges the representation scope of decision-making information, its ability to express vague and hesitant information is still limited due to the increase of people's vague consciousness and the degree of hesitation. For example, in the mobile phone brand selection problem under the situation of trade war, out of support for domestic products, people may refuse to buy foreign brands, but if only consider the performance and fluency of mobile phones, people may tend to buy foreign brands. Thus, for an international brand of mobile phones, people may give high acceptance and high rejection. Under the psychological effect of this contradiction and hesitation, decision makers are likely to give the evaluation result that u and v are all 0.8. For such evaluation values, IFNs and PFNs cannot be effectively expressed.
In response to the development of decision-making issues, Yager [33] , [34] proposed the concept of q-rung orthopair fuzzy sets (q-ROFS). According to the change of hesitation degree, Yager [33] , [34] further extended the information range expressed by membership degree and non-membership degree, and proposed a new boundary constraint condition,
To facilitate the use of q-ROFSs, Liu and Wang [16] gave the concept of q-rung orthopair fuzzy number (q-ROFN). Obviously, when q = 1, the q-ROFNs can degenerate into IFNs, and when q = 2, the q-ROFNs can degenerate into PFNs. Therefore, the q-ROFNs make the representation of decision information more flexible and effective, thus reducing the distortion of decision information, and more suitable for the complex decision-making situation in reality. Research on fuzzy sets has become very attractive, and the research results mainly include two aspects. One is the relevant theoretical research of q-ROFN. For example, Peng et al. [21] gave the exponential operation law of q-ROFNs and introduced a new score function. Du [4] , [5] studied the Minkowski-type distance measures, correlation and correlation coefficient of q-ROFSs, and applied them to decision-making problems. Wang et al. [26] presented the similarity measures of q-ROFSs based on cosine function. Shu et al. [25] proposed q-rung orthopair fuzzy definite integrals to process discrete information. Gao et al. [6] , [7] developed the concept of q-rung orthopair fuzzy functions and studied their continuities, derivatives, differentials and additive integrals. The other is the research on the aggregation operators of q-ROFNs and their decision-making application. For example, for the operators that can consider the relationship between two attributes, Liu and Liu [12] combined the Bonferroni mean (BM) operator with q-ROFNs to present some functional operators and gave their application, subsequently, Liu et al. [18] proposed their extended form and Liu and Wang [17] used the Archimedean T-norm and T-conorm to study the q-rung orthopair fuzzy BM operator. Meanwhile, Wei et al. [27] presented some q-rung orthopair fuzzy Heronian mean (HM) operators and applied them to enterprise resource planning system selection. For the operators that can consider the relationship among multiple attributes, Liu et al. [11] studied some q-rung orthopair fuzzy power maclaurin symmetric mean (MSM) operators. Wei et al. [28] applied the q-rung orthopair fuzzy MSM operators to conduct an evaluation of the commercialization of emerging technologies. In addition, Xing et al. [30] extended the point operator to q-ROFNs and proposed some operators to solve multiattribute decision making (MADM) problems. Through the above analysis, it can be found that almost all the research on MADM or MAGDM methods for q-ROFNs focus on aggregation operators.
The TOPSIS is an effective information evaluation tool, which first given by Hwang and Yoon [8] , and known as the approximate ideal solution. It seeks the optimal solution according to the relative closeness based on their distances from the positive ideal solution (PIS) and the negative ideal solution (NIS), so as to satisfy the nearest distance from PIS and the farthest distance from NIS. This evaluation method can effectively avoid the distortion of decision information and ensure the validity and accuracy of decision results by directly calculating the distance between PIS and NIS and ranking them accordingly. Compared with ELEC-TRE method, VIKOR method and other traditional methods, TOPSIS method is simple, and easy to understand and calculate, so it has been widely studied and applied by a large number of scholars. At first, the TOPSIS method only solves the MADM problems, then Shih et al. [24] gave an extension of TOPSIS method in the group decision environment. With the emergence of the form of fuzzy information, the TOPSIS method has been widely used in fuzzy environment. Generally, there are two aggregation technologies in the fuzzy group TOPSIS method: (1) First aggregation, (2) Last aggregation. In first aggregation technology, multiple experts' evaluation information is first integrated with an operator, and then the TOPSIS method is used to process the integrated integration matrix. In last aggregation technology, each expert evaluation matrix is processed first by the TOPSIS method and get the distance of each alternative from PIS and NIS, then the relative closeness of all alternatives to the ideal solution are aggregated. Roghanian et al. [23] verified that if there are big differences of opinion among experts, the last aggregation technology will be more effective than the first aggregation technology. For the study of fuzzy group methods based on the intuitionistic fuzzy environment and Pythagorean fuzzy environment, there are already many research results. For example, Boran et al. [2] used the first aggregation technology for intuitionistic fuzzy group TOPSIS method and applied it to select supplier. Chen [3] used the first aggregation technology to present a group TOPSIS method for interval-valued IFNs and solve the medical decision problem. Mohagheghi et al. [19] proposed a new last aggregation evaluating approach for MAGDM problems based on PFSs.
Although there are many research results in applying the fuzzy TOPSIS method to solve MAGDM problems, the form of decision information used by these methods is too old and limited, and cannot effectively handle current complex decision environments. Moreover, no matter what aggregation technology in fuzzy group TOPSIS method we use, it may cause distortion of decision information. In addition, for group decision-making problems, sometimes we cannot give the weight of each expert directly and accurately, and some experts may give the attribute evaluation value of a scheme too high or too low because of personal bias. In addition, the relative closeness of the traditional TOPSIS method has the defect that the nearest ideal solution to PIS is not necessarily the farthest from NIS, which makes the evaluation result inaccurate. Therefore, based on the above motivations, this paper presents a group TOPSIS method that does not require aggregation techniques under q-rung orthopair fuzzy environment. Meanwhile this paper proposes an expert weight calculation model which can effectively deal with extreme value given by the bias expert and solve the situation of experts with large differences of opinion. Besides, using the improved relative closeness formula, the proposed method will get a more accurate evaluation result. Therefore, the innovations of this paper are mainly the following aspects: (1) Extend the TOPSIS method to the q-rung orthopair fuzzy environment to solve group decision problems, this method can effectively handle more complex fuzzy evaluation information. (2) Propose a q-rung orthopair fuzzy group TOPSIS method that does not require aggregation techniques, which can effectively reduce the distortion of decision information. Using the new relative closeness formula can make the evaluation results more accurate. (3) Aiming at the situation that the weight of experts is unknown, a new expert weight calculation model is proposed, which can comprehensively utilize the importance of experts and the rationality of their evaluation. This model can effectively eliminate the impact of extreme expert opinions on the evaluation results, further solve the problem of large differences in expert opinions or avoid some experts being intentionally manipulated.
In summary, this paper firstly introduces the related theoretical knowledge of IFNs, including operation rules, comparison method and distance measure; then proposes a new expert weight calculation model and applies it to the extended group TOPSIS method based on q-ROFNs; finally, an example of enterprise investment scheme selection is given to verify the effectiveness of the proposed method and some detailed comparative analysis is given to demonstrate the superiority of the proposed method.
II. PRELIMINARIES
Definition 1 [33] , [34] : For any universal set Y , a q-ROFSQ is the form ofQ
, uQ(y) and vQ(y) stand for the membership degree and the non-membership of element y ∈ Y belonging to the q-ROFSQ respectively, with the constraint 0 ≤ uQ(y) q + vQ(y) q ≤ 1, (q ≥ 1). For convenience, Liu and Wang [16] called uQ(y), vQ(y) as q-ROFN, represented asQ = uQ, vQ .
A comparison of the information space between IFN, PFN and q-ROFN is shown in Figure 1 . Definition 2 [16] :
Definition 3 [33] , [34] :
Definition 4 [11] :
where
III. EXTENDED TOPSIS MAGDM BASED ON Q-ROFNS
Suppose the evaluation value of the attribute index C j given by expert
is the decision matrix given by expert D s , the η = (η 1 , η 2 , · · · , η p ) is the index vector of the expert set D = {D 1 , D 2 , · · · , D p }, η s stands for the degree of expert importance in his fields and satisfies the condition η s ∈ [0, 1]. The ω = (ω 1 , ω 2 , · · · , ω n ) is the weight vector of the attribute index set C = {C 1 , C 2 , · · · , C n }, with the constraint that ω j ∈ [0, 1], n j=1 ω j = 1. Based on the above information, selecting a best solution from several alternatives is the goal of this MAGDM problem.
B. THE FRAMEWORK TO THE PROPOSED METHOD
The decision process of the extended group TOPSIS method based on q-ROFNs is mainly divided into three stages. The specific steps are as follows:
Phase 1: Constructing a decision matrix
Step 1: Constructing a normalized decision matrix. Usually, there are two types of attribute indicators in the actual decision-making environment, one is the benefit type, that is, the bigger the better, the other is the cost type, that is, the smaller the better. To eliminate the impact of different attribute types, we must standardize them by the following formula:
Step 2: Calculate the attribute weighted decision matrix of each expert.
The attribute weighted decision matrix of each expert is represented by D s = D s ij m×n , which can be calculated by formula (10).
where ω j represents the weight of the j'th attribute and satisfies the condition ω n ∈ [0, 1], n j=1 ω j = 1.
Phase 2: Calculating expert weights Because of the influence of personal prejudice, expert evaluation data often appear extreme value. When the weights of expert are equal, the usual method is to remove the highest score and the lowest score, but this approach will cause the loss of decision information. In order to more completely retain the decision evaluation information, and effectively deal with unreasonable extreme data, we use importance of experts and the rationality of their evaluation to comprehensively calculate the weight of each expert. The importance of expert refers to the degree of authority of an expert in his field, the amount of his knowledge and familiarity with the evaluation of things. The rationality of expert evaluation means that the evaluation information given by experts for each alternative is close to the evaluation information given by other experts, and there is no high degree of disagreement. If the evaluation information given by an expert is far from the information given by other experts (many extreme values appear), we believe that there may be expert bias or expert been manipulated.
Step 3: Calculate the support degree Sup(D s ij , D t ij ) between the evaluation values D s ij and D t ij in the attribute weighted decision matrix.
where s, t = 1, 2, · · · , p and s = t, d(D s ij , D t ij ) is the distance between D s ij and D t ij .
Step 4: Calculate the total support degree T (D s ij ) for each evaluation value D s ij of expert D s .
Step 5: Calculate the rationality degree of evaluation δ s of expert D s .
where δ s ∈ [0, 1].
Step 6: Calculate the comprehensive index ζ s of expert D s . Using the rationality degree of evaluation δ s and the importance degree of expert η s , the expert comprehensive index ζ s is calculated.
where δ s represents the rationality degree of evaluation of the s'th expert, η s represents the importance degree of s'th expert, α(0 ≤ α ≤ 1) represents the adjustment coefficient, and its value can be selected according to the actual situation of the group decision and 0 ≤ ζ s ≤ 1. In the process of calculating the weights of experts, the larger the parameter α, the greater the impact of rationality degree of evaluation, vice versa. Obviously, the greater the proportion of the rationality degree of evaluation, the smaller the proportion of the importance degree of expert.
Step 7: Calculate the weight w s of expert D s .
where 0 ≤ w s ≤ 1, and p s=1 w s = 1.
Phase3: Ranking all alternatives.
Step 8: Calculate the weighted decision matrixD s of expert D s .
The expert weight w s is assigned to the attribute weighted decision matrix D s of expert D s . The final weighted decision matrix of each expert is represented byD s = D s ij m×n and can be calculated by equation (16).
where w s represents the weight of the s'th expert.
Step 9: Convert the matrix. Convert each expert final weighted decision matrixD s into each decision matrixÃ i .
whereÃ i sj corresponds to theD s ij in step 8, and we callÃ i the alternative decision matrix.
Step 10: Calculate the positive ideal decision matrixÃ + and the negative ideal decision matrixÃ − of the alternative.
The positive ideal decision matrix of the alternative should be the best evaluation data in all alternative decision matrixÃ i , sõ
The negative ideal decision matrix of the alternative should be the worst evaluation data in all alternative decision matrixÃ i , sõ
Step 11: Calculate the distances S + i and S − i of the decision matrix of alternative A i to the positive ideal decision matrix A + and the negative ideal decision matrixÃ − , respectively.
Step 12: Calculate the relative closeness RC i of the decision matrix of alternative A i to the ideal decision matrix.
For the initial relative closeness, it has a defect in the intuitionistic fuzzy environment, that is, the obtained best solution is closest to the PIS and does not necessarily satisfy the farthest distance from the NIS. So, we use the new closeness formula proposed in [37] .
Obviously, RC i ≤ 0, the larger the value of RC i , the better the alternative A i . When alternative A i satisfies both
S + i , then RC i = 0, and the alternative is best. In this case, it has the closest distance to the PIS and the farthest from the NIS.
Step 13: Determine the ranking of the alternatives. According to formula (22) , the closeness value RC i of each alternative is obtained. Based on the ranking rule that the larger the RC i is, the better the alternative is, the optimal alternative is obtained.
IV. APPLICATION EXAMPLES
In the following, we adopt the extended group TOPSIS method in this paper to deal with some practical examples, and certify the applicability of proposed method. Moreover, we use other typical methods to handle these practical examples and give a detailed comparative analysis based on their ranking results, further prove the effectiveness and superiority of the new method.
A. APPLICATION OF PROPOSED MAGDM METHOD
Now A city is vigorously developing investment attraction. The government has introduced an investment company to invest in some small and medium-sized enterprises in the city. There are five small and medium-sized enterprises as alternatives, expressed by A 1 , A 2 , A 3 , A 4 and A 5 respectively. In order to make an optimal choice, the investment company has invited three experts D 1 , D 2 and D 3 from different fields to evaluate the objects. They are economic experts of a provincial university, a provincial economy researcher of the National Development and Reform Commission and an executive of the investment company, respectively. After consultation and discussion, the experts identified four evaluation indicators, namely, the company's risk aversion ability (C 1 ), the company's environment (C 2 ), the company's size (C 3 ), and the company's growth ability (C 4 ). According to the professional background and authority of the three experts, the importance index vector is set to η = (0.8, 0.95, 0.9) T . According to the influence of the different attribute indicators, the weight vector of the four attribute indicators is set to ω = (0.2, 0.1, 0.3, 0.4) T . The evaluation data given by each expert for the attribute indicators of each alternative is represented by Q s ij = u s ij , v s ij , where i = 1, 2, 3, 4, 5; j = 1, 2, 3, 4; s = 1, 2, 3. The decision matrices Q 1 , Q 2 and Q 3 from the three experts are Q 1 ij , Q 2 ij and Q 3 ij , respectively. The specific evaluation data are shown in Table 1 to Table 3 .
Step 1: Construct a normalized decision matrix. Because the four attribute indicators of this application example are all benefit type, there is no need to standardize the three expert decision matrices Q 1 , Q 2 and Q 3 . The original decision matrix can be used as the normalized decision matrix, i.e., Q 1 =Q 1 , Q 2 =Q 2 and Q 3 =Q 3 .
Step 2: Calculate the attribute weighted decision matrix D s of expert D s . In order to cover all evaluation values, refer to the assignment rule of parameter q in [16] , we set q = 2. Using equation (10), D s ij is calculated, where s = 1, 2, 3; i = 1, 2, 3, 4, 5; j = 1, 2, 3, 4.
The attribute weighting decision matrices of experts D 1 − D 3 are: Step 3: Calculate the support degree sup(D s ij , D t ij ) between the evaluation values D s ij and D t ij in the attribute weighted decision matrix. For convenience, this paper replaces sup(D s ij , D t ij ) with matrix S st , where s = 1, 2, 3; i = 1, 2, 3, 4, 5; j = 1, 2, 3, 4. According to formula (11), we get: 
Step 5: Calculate the rationality degree of evaluation δ s of expert D s (s = 1, 2, 3 ). According to formula (13), we get:
Step 6: Calculate the comprehensive index ζ s of expert D s (s = 1, 2, 3 ). According to formula (14), we get: ζ 1 = 0.8379, ζ 2 = 0.9124, ζ 3 = 0.8932.
Step 7: Calculate the weight w s of expert D s . According to formula (15), we get:
Step 8: Calculate the final weighted decision matrixD s of expert D s . According to formula (16) , the final weighted decision matrix of expert D 1 -D 3 is calculated as: Step 9: Convert the matrix. According to formula (17) , the expert final weighted decision matrixD s is converted into the alternative decision matrixÃ i (s = 1, 2, 3; i = 1, 2, 3, 4, 5), and the results are as follows: Step 10: Calculate the positive ideal decision matrix A + and the negative ideal decision matrixÃ − of the alternative.
According to formula (18), we get: Step 11: Calculate the distances S + i and S − i of the decision matrix of each alternative A i to the positive ideal decision matrixÃ + and the negative ideal decision matrixÃ − , respectively. According to formula (20) and (21), we get:
Step 12: Calculate the relative closeness RC i of each alternative.
According to formula (22), we get:
Step 13: Determine the ranking of the alternatives.
According to the result of step 12, the rank of the five alternatives is
B. SENSITIVITY ANALYSIS
When calculating the comprehensive index ζ s of expert D s , α has a value range of [0, 1]. In order to discuss the influence of parameter α on the evaluation results, and to accurately determine the range of values of α, we can obtain the experimental results as shown in Table 4 and Figure 2 by changing the value of α. It can be seen from Table 4 and Figure 2 that with the increase of parameter α, the relative closeness of alternative A 3 and A 4 are getting larger and larger, while the relative closeness of alternative A 1 and A 5 are getting smaller and smaller. Therefore, as the parameters change, the sorting results may change. The experimental results verify this conclusion. When α increases from 0 to 0.6, the alternatives 
, but the best alternatives are the same. This is because when α = 0, the expert weight depends only on the importance degree of the expert; when α is gradually increased, the expert weight is affected by both the importance degree of the expert and the rationality degree of expert evaluation; when α = 1, the expert weight is only affected by the rationality degree of expert evaluation. In order to make the decision evaluation results more objective and accurate, it is generally recommended that the value of α is set in [0.4, 0.6]. In addition, we can assign different values to α according to different decision-making situations. For example, because of insufficient preparation in the early stage, or there is not enough evidence to gain the importance degree of the expert, we can take α as 1. When there is a big divergence of opinions among experts, or the decision makes more emphasis on the reasonableness of the expert evaluation, we can assign α a greater value. Therefore, for the parameter α, the decision maker can assign its value flexibly according to the actual decision situation, which fully reflects the flexibility and applicability of the proposed method.
C. FURTHER COMPARATIVE ANALYSIS
The above example can only show the applicability of the proposed method, in order to prove the effectiveness of the ranking results obtained by the proposed method, we do some specific comparative analysis with some other typical methods. These typical methods mainly include the M1 method based on the q-rung orthopair fuzzy weighted averaging (ROFWA) operator in [16] , the M2 method based on the q-rung orthopair fuzzy weighted geometric Bonferroni mean (q-ROFWGBM) operator in [12] , the M3 method based on the intuitionistic fuzzy TOPSIS technique in [2] , the M4 method based on the intuitionistic fuzzy extended TOPSIS technique in [35] and the M5 method is the proposed method, where we set α = 0.5. Firstly, we use these methods to deal with the above example. (Note: Because the M1 method and M2 method can only deal with the situation where the weights of experts are known, we normalize the degree of expert importance as the weights of their experts). The ranking results of the experiments are shown in Table 5 . From the Table 5 , it's easy to see that the three ranking results from M1 method, M2 method and M5 method are the same. They are all A 2
This can clearly show that the proposed method is effective and available. In addition, M3 method and M4 method cannot get the ranking results. This is because M3 method and M4 method can only deal with intuitionistic fuzzy information, and they cannot deal with the fuzzy evaluation information that the sum of membership and non-membership is greater than 1. Their application has some limitations.
In order to make effective use of these methods, we adopt the example in [12] to do comparative analysis. Because the all evaluation data from the application example in [12] can be represented in IFNs, so we set q = 1 when we adopt the M1 method, M2 method and M5 method. It's worth noting that (1) M1 method and M2 method can only deal with the situation where the weights of experts are known, (2) the original weights of experts from M3 method are IFNs and they can be transformed into real numbers by using their entropy. So, in the next comparative analysis, we think that each expert is equally important. In this condition, the weights of each expert in M1 method, M2 method and M3 method are all 1/3, the proposed method can think that the importance degree of each expert is 1, and M4 method and the proposed method all use their respective weight models to calculate expert weights. Then their ranking results of the experiments are shown in Table 6 .
From Table 6 , we can find that the ranking results obtained by M1 method, M2method, M3 method and M5 method are same, they are all A 2 A 4 A 5 A 1 A 3 . Although the ranking results obtained by M4 method are slightly different from the above results, its best choice is the same. To further demonstrate the superiority of the proposed method, we adjust some evaluation data from the application example in [12] . We assume that expert D 2 is a prejudice or that he may be manipulated. His evaluation of alternative A 5 is extremely high compared to the results of the other two experts. So we replace a 2 51 , a 2 52 and a 2 54 with an excessively high evaluation value < 0.9, 0.1 >, and the adjusted decision matrix A 2 is shown in Table 7 .
We use these five methods mentioned above to deal with the adjusted example, the ranking results are described in Table 8 and Figure 3 .
From Table 8 and Figure 3 , we can find that the excessively high evaluation value has a significant impact on the score values or the relative closeness of alternative A 5 obtained by M1 method, M2 method and M3 method (they have a sharp increase). Furthermore, their ranking results also changed greatly, the best alternatives are changed from A 2 to A 5 . However, although the ranking results of M4 method and M5 method have also changed, their best alternatives are still A 2 . From the above experimental results, it can be found that the ranking results of M4 method and M5 method are less affected by extreme evaluation values, and the ranking is more reasonable and stable. These two methods can effectively avoid the influence of expert bias and avoid sorting results being manipulated. There are two main reasons for this result. Firstly, M4 method and M5 method all adopt corresponding expert weight model, which can obtain effective expert weight based on evaluation data. Secondly, M4 method and M5 method do not use aggregation operators to integrate data, which effectively reduce the distortion of information.
Based on all the above experimental results, the specific comparative analysis of the proposed method with other methods are as follows.
(1) Compared with M1 method and M2 method. Firstly, M1 method, M2 method and the proposed method all use q-ROFNs to express the evaluation information, they are better at dealing with fuzzy information. This is their common advantage. Secondly, whether dealing with data between multiple experts or data between multiple attributes, M1 method and M2 method all adopt aggregation operators to integrate data, then rank all alternatives according to the integrated values. Although these information processing methods are simple, they are easy to cause information distortion, especially for some methods that use complex operators. In addition, for M2 method, it can use complex BM operators to deal with the problem of interrelated attributes. However, there are few situations in which all two attributes are interrelated in real decision-making. So its application scope is limited. The proposed method uses the extended group TOPSIS method to obtain the relative closeness by using the distance from the evaluation data to the PIS and the NIS, and then rank the alternatives. This mechanism can effectively avoid the problem of information distortion. Thirdly, the expert weights used in M1 method and M2 method are given in advance based on the importance of experts in their respective fields. However, in the actual decision-making, the expert weight cannot be accurately given, and it must be comprehensively obtained by the importance of the expert and the rationalization of the evaluation result. The proposed method in this paper can reasonably determine the expert weight, and can eliminate the influence of extreme values on the evaluation results, thus avoiding the evaluation being artificially manipulated.
(2) Compared with M3 method. Firstly, the M2 method uses IFNs to express the evaluation information, it cannot deal with fuzzy information that the sum of membership degree and non-membership degree is greater than 1. However, in the realistic decision-making environment, due to the dynamic nature of the evaluation environment, the ambiguity of people's cognition and the hesitancy of evaluation, more and more complex fuzzy information need to be expressed. Therefore, the q-ROFNs used in this paper are an effective tool. Secondly, M3 method uses the first aggregation technology, it can utilize an aggregation operator to process the decision matrices of multiple experts, integrate them into a comprehensive decision matrix, and then use the traditional TOPSIS method to rank the alternatives. There are two main problems in this method. First, when dealing with the information of multiple experts in the first step, it is easy to distort the information by using operators. Second, the traditional formula for calculating relative closeness may lead to the problem that the optimal solution is the nearest to the PIS, but not necessarily the farthest to the NIS. However, the proposed method in this paper can effectively avoid the above problems by using extended group TOPSIS method and new relative closeness. Thirdly, M3 method uses the IFNs to rate the experts, and then uses the entropy of IFNs to obtain the expert weight. And the proposed method uses the importance of the expert and the rationalization of the evaluation result to comprehensively obtain the weight of experts. It can effectively reduce the impact of extreme values given by bias experts on the evaluation results. Therefore, the proposed method is more reasonable and effective.
(3) Compared with M4 method. Firstly, M4 method also uses IFNs to express the evaluation information, this way is very limited based on the flaw of IFNs. The proposed method has the more powerful ability to process fuzzy information, and has a wider application range and a more flexible representation way by using the variable parameter q. Secondly, two methods both adopt the extended TOPSIS method, which can effectively solve the group decision problem and reduce the distortion of the evaluation information as much as possible. It should be noted that the two methods use different closeness formulas. The score gap obtained by Method 4 is small and the experimental results of each alternative are difficult to distinguish, and the score gap obtained by our method is large and the experimental results of each alternative are easier to distinguish. This result can be found in Figure 3 . Therefore, the proposed method is relatively better. Thirdly, two methods can all calculate expert weights based on evaluation information. They can all give prejudice experts a smaller weight through their own mechanisms. This feature can be confirmed by the above example in [12] and its adjusted example. Suppose expert D 2 is a biased evaluator, he gives some extreme evaluation values for alternative A 5 (these values were compared with those given by other experts). By calculating, we find that the weight vectors of three experts obtained by M4 method is changed from (0.3295, 0.3331, 0.3374) to (0.3294, 0.3304, 0.3402) when the example we adopted from the original to the adjusted, and that obtained by the proposed method is changed from (0.3309, 0.3341, 0.3350) to (0.3321, 0.3327, 0.3352). Obviously, the weight of expert D 2 is reduced based on the fact that he is a biased evaluator. Compared with M4 method, the proposed method can take into account both the importance degree of experts and the reasonableness degree of their evaluation results comprehensively. Moreover, the relationship between them can be flexibly adjusted by a variable parameter α, which can be flexibly applied based on different decision-making situations. Therefore, the proposed method is more flexible and has a wider scope of application.
V. CONCLUSION
The q-ROFN is a very comprehensive and effective fuzzy information expression tool, which can flexibly adjust the representation of information based on different decision makers and decision scenarios. However, the current research on q-ROFNs mostly focuses on various forms of aggregation operators. With the deepening of the research, these aggregation operators become more and more complex.
Although they have some specific functions, they are easy to cause information distortion and do not have universality. Therefore, this paper proposed a new MAGDM method based on extended TOPSIS method. It can effectively solve the problem of large amount of information distortion caused by complex aggregation operators. In addition, in real group decision-making, the weights of experts are not necessarily given in advance. So, in this paper, an expert weight calculation model was proposed by combining the importance degree of experts with their evaluation reasonableness. When there are prejudices in decision experts, this weight model can effectively eliminate the impact of extreme values on evaluation results. Finally, we used some examples to verify the feasibility and superiority of the new method by comparing with other typical methods.
In further research, considering the superiority of q-ROFNs, we can extend them to other methods, such as TODIM method [13] , MABAC method [20] , MULTI-MOORA method [29] , ORESTE method [9] and so forth. In addition, we can also propose some new weighting models to obtain attribute weights. In order to be able to apply these new methods better to actual decision making, we can use them to solve some medical diagnosis problems and risk investment problems.
