ABSTRACT Mobile users' online traffic records are a type of data that are closely related to human activities. To explore the differences in lifestyles of Internet users, online records of base stations expressed as time series need to be classified. However, due to the circadian rhythms, such time series have the same trend and small-scale local differences. Traditional similarity measurement using original time series is difficult to adequately capture local features of time series. By mapping the time series into visibility graph, the similarity measurement in the graph domain is obtained preserving the dynamic structure and local features to the greatest extent. In this paper, a locally weighted adjustable parameter-based limited penetrable visibility graph (LWAPLPVG) is proposed to further improve the noise resistance of visibility graph and local identification of limited penetrable visibility graph. We get APLPVG by modifying the visibility criteria, which has noise resistance while preserving local features as well. Simple measurement, such as degree sequence in graph domain, is extracted and proved, which is able to amplify small-scale differences. By considering the circadian rhythms of cyclical and trend time series, APLPVG is weighted locally. We use a real dataset of usage detail records (UDRs) to verify that LWAPLPVG can better improve the identification of time series of functional regions with noise resistance.
I. INTRODUCTION
Nowadays large amounts of data on online activities, especially web-browsing data, have become available. These online records are widely used for understanding the living habits of individuals in society [1] - [3] , offloading traffic in mobile edge computing systems [4] , [5] or constructing mobile social network [6] . Exploitation on such data presented as time series lead to many interesting findings and multiple real-world applications as well. One of the most challenging aspects of time series clustering lies in the sequentiality of time series. It is thus important and beneficial to have a feature extraction mechanism that transforms the sequential characteristics of time series into unordered feature vectors, so that any modern clustering or classification algorithm can be taken advantage of.
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Among them, there is a class of data that contains the geographical location information in human activities, which is defined as the time series of functional regions. Determined by the human working system and movement, it has obvious circadian rhythms following the same trend and have smallscale local difference in various scenes like shopping malls, universities, factories, residential areas, etc. This kind of time series identification is challenging due to small-scale differences in different kinds of time series.
Such kind of time series reveal the lifestyle of different users. This scene clustering is helpful to understand their online behaviors. By dividing people with the same lifestyle, it is convenient for online targeted advertisement, data plan recommendation in different period, more detailed classification of online customers, traffic abnormal warning and so on. As a result, many companies are trying to retrieve such information in order to provide better online services and to increase profits. Hu et al. [7] use these deep convolutional neural networks for high-resolution remote sensing (HRRS) scene classification. Based on machine learning and big data technology, Yang et al. [8] analyze the wireless network multi-dimensional attributes and realize the purpose of quantifying and identifying wireless network scenarios can be achieved. Roesener et al. [9] propose a suitable method for identifying relevant scenarios from real world driving data which is able to handle scenario specific characteristics such as the temporal and spatial dependencies of all traffic participants.
As the time series of functional regions studied are in time series form, therefore the detection is mostly done by using time series analysis techniques [10] , [11] ranging from linear methods to non-linear methods. Linear methods to analyze time series data comprise time, frequency, or time-frequency analysis, i.e. from Fourier transformation to wavelet transformation [12] - [15] . Some dynamical quantities and nonlinear time series methods [16] - [18] , include the Lyapunov exponent, correlation dimension, fuzzy hypothesis testing, approximate entropy, multi-scale permutation entropy. The process of applying the nonlinear analysis is usually commenced by reconstructing the phase space [19] - [21] from a time history set and unfolding its attractor. However, these methods are not able to track the dynamic structure of time series and not able to perpetuate all characteristics of time series of functional regions like nonstationary and small-scale differences.
In recent years, a new methodology using complex network theory [22] has been put forward for characterizing complex systems, especially for complex time series. Graph representations for time series have not been investigated extensively by the time series mining research community possibly due to their high computation complexity. Nevertheless, thanks to recent development of visibility graph, we can construct graph domain from time series easily. The visibility is similar to the process of computing visibility index of an 1-dimensional terrain in Geographic Information Science (GIS) [23] . Such advances give us the opportunity to re-evaluate the possibility of taking advantage of graph representations and extracting graph features for building an efficient and accurate time series clustering.
In this paper, we find traditional visibility graphs have certain limitations on noise resistance, but noise exists in network environment inevitably. Although LPVG is put forward accordingly, we find that there exists some unnecessary connections, which will affect small-scale differences identification. After in-depth research and analysis, we put forward Adjustable Parameter-based Limited Penetrable Visibility Graph (APLPVG) to improve small-scale differences identification when noise intensity is relatively small. Through comparing performance of different features in the visibility graph, we find degree sequence can amplify small scale differences in time series, so the local identification is better. Meanwhile, we add local weight on the visibility graph for time series with circadian rhythms, getting Adjustable Parameter-based Limited Penetrable Visibility Graph (APLPVG).
Our contributions can be summarized as follows: 1. We propose APLPVG to improve the noise resistance of VG and local identification of LPVG, which has better local identification under a certain range of noise intensity. 2. We propose LWAPLPVG to further amplify the local identification by adding local weight on APLPVG for time series with circadian rhythms. 3. We prove that the degree sequence of visibility graph can amplify the small-scale differences of original time series theoretically and use locally weighted degree sequence of LWAPLPVG for small-scale difference identification.
The remaining paper has been structured as: The related research is given in section 2. Section 3 presents the complete description of the real-world dataset used in the experimental part along with the problem analysis. Section 4 details the proposed methods and analysis. Section 5 focuses on the analysis of the noise resistance and local identification of periodic and real-world dataset. Conclusions along with the future work are stated in section 6.
II. RELATED WORK
Today's Internet is typical complex system. Complex network theory is a useful theoretical tool for complex system analysis, which has been proved by many scholars at home and abroad. In 2006, Zhang and Small [24] introduced the concept of mapping time series to complex network and discovered that complex network is an alternative approach to visualize the underlying hidden patterns of the time series. The presence of different behavior (chaotic or fractal) of time series can be distinguished by using different network measurements, as the statistical properties of network could be utilized to obtain the information present in time series.
Interestingly enough, a novel branch in data analysis has started to transform time series into graph representations. The family of visibility algorithms [25] - [28] stand out as computationally simple methods to transform time series into networks which are capable of mapping seemingly hidden structure of the series and the underlying dynamics into graph space, with the peculiarity of often being analytically tractable. Here we extend, via visibility algorithms, a tailored notion of network motifs to the realm of time series analysis and classification. Complex networks inherit the spatialtemporal structure characteristics of time series and include these characteristics information in the internal structure of the network, and different types of time series have different network structure features [29] .
For illustrative purposes, in Fig. 1 we first present a scheme of traditional visibility algorithm. The blue solid lines show the connection through visibility graph (VG). In this graph, every node corresponds, in the same order, to series data, and two nodes are connected if visibility exists between the corresponding data. That is to say, if there is a straight line that connects the series data, provided that this "visibility line" does not intersect any intermediate data height. More formally, we can establish the following visibility criteria: two arbitrary data values (t i , x i ) and (t j , x j ) will have visibility, and consequently will become two connected nodes of the associated graph, if any other data (t k , x k ) placed between them fulfills:
Complex networks inherit the spatio-temporal structure characteristics of time series and include these characteristic information in the internal structure of the network, and different types of time series have different network structure features [29] . We can easily check that by means of the present algorithm, the associated graph extracted from a time series is always: 1. Connected: each node sees at least its nearest neighbors (left and right). 2. Undirected: the way the algorithm is built up, there is no direction defined in the links. 3. Invariant under affine transformations of the series data: the visibility criterion is invariant under rescaling of both horizontal and vertical axes, and under horizontal and vertical translations. 4. The periodic time series are converted to a rule network. 5. The random time series are converted to a random network 6. The fractal time series are converted to a scale-free network.
In [19] , Luque et al. put forward horizontal visibility graph(HVG), a much simpler algorithm whose rules to establish complex networks are easier and its associated graph also has a smaller connectivity. Quite recent, some researchers found that VG and HVG algorithms have certain limitations in noise resistance. In order to get better anti-noise ability, Zhou [30] introduced the conception of visibility distance and developed an improved visibility algorithm, i.e., limited penetrable visibility graph (LPVG) with parameter P. It is robust to noise and can reserve long-range connectivity and global feature of time series. If the visibility line is truncated by N bars, and N is less than or equal to P, there is still an edge between the two nodes in the network. If N is greater than P, the edge does not exist. It can be said that the VG is the special LPVG (P = 0). According to the criteria of LPVG (P = 1), the connections are shown in Fig. 1 through the red dotted lines and the blue solid lines.
But these methods did not consider the different strengths between the nodes in networks. And all the nodes are connected based on these strengths. Give this limitation, weighted visibility graph is proposed accordingly. Supriya et al. [31] proposed a weighted visibility graph (WVG) of EEG signals for epilepsy detection. They achieved an accuracy of 100% in discriminating healthy and ictal EEGs using the modularity and average weighted degree. Based on visibility graph theory, Xu et al. [32] proposed a novel method of constructing weighted complex network from time series by induced ordered averaging aggregation operator (IOWA) and visibility graph aggregation operator (VGA).
To amplify the small-scale differences or find important features, the object we are researching should be segmented and treated differently. Zehnalova et al. [33] present a local ranking of nodes in the network which takes into account only the nearest surroundings of the node when assigning its importance. Bevilacqua et al. [34] proposed locally weighted least squares-discriminant analysis (LW-PLS-DA) algorithm for local classification. The method provided high correct classification rate applied to simulated data and real datasets. Li et al. [35] proposes a novel approach for TSC that considers time series as complex graphs/networks and extracts from these networks important statistical features, which are fed to modern generic classifiers to learn structural knowledge from the original time series.
In this paper, we propose Locally Weighted Adjustable Parameter-based Limited Penetrable Visibility Graph (LWAPLPVG) to improve noise resistance and local identification. Firstly, APLPVG is proposed to improve noise resistance of VG and local feature identification of LPVG. Given time series of circadian rhythms, it retains most of the local feature while resisting noise, better for identification of small-scale local differences. Further, APLPVG is weighted locally on where the difference is relatively large taking into account the circadian rhythms and the connection of nodes in graph space. We extract feature sequence in graph space for clustering. Replacing the distance between the original time series points by the distance between the topological attributes of the transformed graph structure can improve identification of local differences, which is theoretically proved in this paper.
III. PROBLEM ANALYSIS
Due to the rapid development of mobile Internet, online records is becoming an important area of research. Since most people follow the five-day working system and the commute time is relatively fixed, the overall online behavior pattern presents circadian rhythms. Namely, the extracted time series from online records has substantially the same period. At the same time, due to different living environment and occupations, mobile online time series have obvious small-scale local differences. How to identify local differences in this kind of time series is a hard but important issue.
The real-world dataset used this paper is Base Stations (BS) time series extracted from online record data of users in a certain prefecture-level city in the south of China. We select the BS time series of the three largest classes (College, Industry and Village) with sample sizes of n = 168, from November 21, 2014 to December 13, 2014. The number of time series in each class is 60. To reduce the accidental factors, we average the three-week time series into a 7-day time series. The averaged data are shown in Fig. 2 .
It can be seen that BS time series have circadian rhythms presenting a certain periodicity, related to the different lifestyles of human beings. For people's online activities are mostly carried out during the day, and night owls account for less. In general, the average value of College base stations is relatively high, indicating that college students' online behavior is more active than other kinds of people. In the following we will analysis the difference between the three kinds of people. BS time series of College has roughly two peaks, one is about 9 am to 12 pm. The active time is during the classes, when most college students play mobile phones. In addition, around 11 o'clock in the evening is also a peak, for that playing mobile phones before going to bed is also a common phenomenon. There are very few owls in the midnight.
Compared to the College time series, the average value of Industry time series is relatively small, and the local trend also has a slight change. The peaks here are around 12 noon and off-hours (around 5 to 9 p.m.), and the overall peak shifts to daylight. This is also related to the lifestyle of the industry workers. They usually eat and rest at noon and work on duty at night.
The average BS time series of Village is also smaller than that of College. Differently, the peak value is shifted to daytime with less fluctuation. There are two small peaks, one is around 12 noon and the other is 5 pm, when to get off work and for leisure. After that, the active users will gradually decline. Because most of these kinds of base stations are located in suburbs or small towns, people are mostly comfortable, following the lifestyle: The sunrise makes. The sunset but the rest. They often become relatively active during the day, rest early in the evening.
In general, these three kinds of time series have a general trend of higher value in daytime and lower value at nights. However, due to the different lifestyles and online habits, there will be local differences in small scales during periods of high activity. If similarity measure is calculated using only the original time series, the small differences cannot be identified properly. By transforming time series into visibility graph, it is beneficial to the identification of local differences by remaining the dynamic characteristics and potential structure of time series. Thus, it can subdivide the lifestyle and online habits of people under different kinds of base stations. Furthermore, since the difference is mainly concentrated in the daytime active part, adding local weight on the active part can better expand the small-scale differences between them. 
IV. METHOD
In this section, we will illustrate our method by three parts. The structure is shown in Fig. 3 . Firstly, a LWAPLPVG is proposed by modifying the visibility criteria and adding weight locally. Secondly, by transforming time series into different visibility graphs, degree sequences are obtained accordingly. Through further analysis of time series where each node obeys Gaussian distribution, we find that degree sequence in graph space can amplify small-scale differences in time series, thus local identification is better. Thirdly, the extracted features are used to measure the difference between two different graphs. Thus, BS time series accordingly are clustered by spectral clustering. We can evaluate the identification of local differences transformed from BS time series through the clustering evaluation.
A. TRANSFORMATION OF TIME SERIES TO COMPLEX NETWORK
In this section, we illustrate the transformation from the original time series into graph domain. The following steps are used to construct our proposed LWAPLPVG.
1) CONSTRUCTION OF APLPVG
The raise of LPVG algorithm is aiming to avoid the separation of two nodes, which should be visible but the connection is interrupted by the interference of noise. However, some of the separations may not be caused by the noise, thus these connections will make it loss some local features. Given that noise intensity has a certain range, we add a parameter α based on LPVG, controlling whether to be truncated. More formally, we can establish the following visibility criteria: two arbitrary data values (t i , x i ) and (t j , x j ) will have visibility, and consequently will become two connected nodes of the associated graph, if there exist any other data (t k , x k ) of s(s ≤ p) placed between them fulfills (2):
Other data point (t m , x m ) of P − s between them fulfills (3):
For illustrative purposes, in Fig. 4 we present a scheme of APLPVG (P = 1, α = 0.9). The blue edges are obtained according to the visibility criteria of VG, and the red solid links and dotted links are the edges that created by setting limited penetrable distance P = 1. According to our criteria, the dotted links should be erased. Because node i − 1 and node i + 1 have very low probability of being connected due to noise factors.
We can easily check that the networks constructed by APLPVG have the same dynamic characteristics with VG and LPVG. Differently, each node in APLPVG is connected to at most 2(P + 1) nodes. As mentioned above, VG network is more sensible to noise and LPVG has better noise resistance while losing some local features as well. APLPVG takes into account noise resistance and avoids the separation of two nodes due to the presence of noise. Therefore, local features are reserved to the greatest extent while resisting noise.
2) ADDITION OF LOCAL WEIGHT
In order to reflect richer local features and connectivity of time series nodes, we consider adding edge weights to the proposed visibility graph. Weighted complex network plays a significant role to distinguish between weak and potentially less important edges, for different edges have different strength.
In order to analyze the connectivity of nodes between graph structures, the adjacency matrix of three types of given time series is shown as Fig. 5 .
It can be seen that the adjacency matrix obtained from the visibility graph has a substantially block structure, which is determined by the circadian rhythms of given time series. Moreover, the adjacency matrix obtained from three kinds of time series is similar in the block structure indicated by the red box, which substantially corresponds to the valley of the time series. From the obtained adjacency matrix, we can see that the three kinds of time series are almost the same near the valley, and much different near the peak. Therefore, the node near the peak contains more local differences and dynamic structures. If we focus on the more potential differences near the peak, we can further amplify the difference between given time series.
Therefore, we consider the connectivity strengths between the nodes near the peak. below the time series average. So here, a node whose value is higher than the average value of a time series is defined as a node near the peak, and a node whose value is lower than the average value is defined as a node near the valley.
From the analysis above, we can choose where to add weight locally. Based on the visibility criterion, we add weight locally on the nodes near the peak which have connections. Hence, we use f i for marking whether or not node i is weighted shown in (4).
where x i is the value of node i, x is the average value of a time series. Next, the weight should be selected properly. Considering the potential dynamic structure of the time series in the visibility graph, w ij = α ij x i is added as the weight, where α ij is the angle of view between node i and node j shown in Fig. 7 . The angle between the edge and the horizontal line is calculated by (5):
Hence, when node i and node j are connected, the edge weight e ij of node i and node j is calculated by (6), VOLUME 7, 2019 else e ij = 0.
Here, α ij can represent the dynamic structure and the local trend of given time series, x i can represents the node difference of time series itself and f i can amplify the local differences of different time series. By combining the three as weights on the selected nodes, it is possible to amplify the local differences.
B. COMPLEX NETWORK FEATURE EXTRACTION AND ANALYSIS
As we know, the visibility criterion of traditional visibility graph is about the slope of two nodes, more sensible to local differences than HVG whose visibility criterion is about horizontal visibility of two nodes. LPVG is famous for its noise resistance. So we choose VG and LPVG for comparison.
After transforming into VG, LPVG and APLPVG, we extract degree sequence of visibility graph to measure the distance of the graphs. The definition of time series is as follows: When the node sequence of a network is (v 1 , . . ., v N ), the degree k i of the node v i is defined as the number of other nodes connected to the node. The sequence (k 1 , . . ., k N ) is defined as the node degree sequence, denoted by K .
Among the wealth of possible graph-theoretical measures that one could compute on a graph, it is noticeable that the most informative metrics include degree and joint degree distributions (as well as some moments [36] ), entropic quantities based on these distributions or sequential motifs [37] , all these based on the same quantity: the degree sequence. Of course the degree sequence is just one out of many possible descriptors of a graph's topology [38] . But it appears to be highly informative features for automatic classification and provide nontrivial information on the associated dynamical process, working even better than more sophisticated topological metrics. Luque and Lacasa [39] prove that, under suitable conditions, there exist a bijection between the adjacency matrix of an HVG and its degree sequence.
Other than degree sequence, we have used common features of complex network like degree distribution, average shortest path length, clustering coefficient and betweenness centrality for identification as well. The result of degree sequence is best among the results of chosen features. So we finally choose degree sequence as network feature for further analysis.
Here, we will prove that degree sequence can amplify small-scale differences in terms of Gaussian Model generally and discuss local identification and noise resistance when the original time series is locally changed.
1) IDENTIFICATION ANALYSIS
Take a time series (x 1 , . . ., x N ), each node is assumed to obey the distribution N (µ, σ 2 ), where µ is the mean, σ is the standard deviation. After adding x at point j, the average change in K j obtained by the three visibility graphs is calculated. Here, P = 1 in LPVG and APLPVG are taken. Here, we consider three situations. When the value of node j changes, the connection change of node j and node m (before j), node j and node n (after j), node m and node n are calculated.
Given ∀m, consider the probability that degree of node j and node m (before node j) increase by 1 after node j increases by x shown in Fig. 8 is calculated in (7)(8)(9):
FIGURE 9. Connection change of node j and node n (after j ).
FIGURE 10.
Connection change of node m (before j ) and node n (after j ).
where
Similarly, P VG (m, j), P LPVG (m, j) and P APLPVG (m, j) is calculated accordingly, where node n is after node j shown in Fig. 9 .
The probability that degree of node m and node n decrease by 1 after node j increases by x shown in Fig. 10 is calculated as follows:
where 
The average change in degree of any node before j fulfills (19) :
The average change in degree of any node after j fulfills (20):
The average change in degree of node j fulfills (21):
Thus, the average change of degree node in three visibility graphs can be calculated. The greater the value, the higher the identification performance for small changes.
In the equation above, the first item plays a decisive role. And the symbols of the sub-items in K j are the same, and the symbols are different from the second sub-items in K j (s = j). Therefore, K j is the largest. Taking VG as an example, the change of time series and the average change of the degree sequence are shown in Fig. 11 . It can be seen that when the time series changes slightly, the degree sequence can change greatly, which is beneficial to the identification of time series with small-scale differences.
Here, Fig. 12 shows the trend of changes of degree node j with parameter changing. The two figures above show the K j with different σ . The figure on the bottom left shows VOLUME 7, 2019 FIGURE 12. The average change of K j with different parameters.
K j with different α. The last figure shows K j with different µ/σ . According to the formula of K j , P LPVG (m, j) and P VG (m, j) are only related to x/σ , and P APLPVG (m, j) is related to x/σ , µ/σ and α. With other conditions are constant, K APLPVG → K LPVG when µ/σ → ∞ and
When x is smaller than a certain boundary, the change of the degree sequence is greater than that of time series ( K j > x). Namely, the degree sequence can amplify small-scale difference of time series. When x is larger, the slope of K j is smaller than that of x. Hence, under certain conditions, there is at least one limit x making K j = x. When x increases, K j remains stable, thus K j < x When x is smaller than this limit, K j > x always exists. Therefore, when x is small, the degree sequence can amplify small-scale differences in time series. Through this method, we can get the distance between the degree sequence before and after adding x on node j. In Fig. 12 we can clearly see that the change of K j is larger than the change of time series ( x). Besides, in Fig. 11 we know that other than K j changes, the degree of other nodes beside node j changes as well. Hence, the distance between the degree sequence is larger than x when x is relatively small. From the equation (26), we can get the similarity of the two degree sequences before and after x is added in time series accordingly, which is much smaller than the two time series before and after x is added and can be identified more easily.
Among the three visibility graphs, the local identification of VG is undoubtedly the highest without noise at all. When x is small, the average change in degrees of LPVG and APLPVG is small, proving that there is a certain noise tolerance. As x continues to increase, the increasing speed of average change in APLPVG's degree will be greater than that in LPVG's degree. So APLPVG is better than LPVG in local identification.
For verifying the analysis above, we simulate the time series that obey Gaussian distributions. We set x = 1 and calculate the similarity and distance between time series and different visibility graphs before and after x is added in one random node of time series shown in Table 1 . When the distance is larger or the similarity is smaller, the identification performance is better. Here, we use different parameters mentioned above. The results are corresponding to the conclusions above. The performance of VG and LPVG are related to σ , while the performance of APLPVG is related to µ, σ and α. When σ is smaller, the performance of the three is better. When α becomes smaller or µ/σ becomes larger, the performance of APLPVG is closer to LPVG. Last but most importantly, degree sequence is can amplify the smallscale differences when x is relatively small.
2) NOISE RESISTANCE ANALYSIS
In this section, we discuss noise resistance of the three different visibility graphs in general conditions.
For any two nodes m, n in the time series, consider the change of connection in three visibility graphs when any node j between the two is subjected to noise interference. When there is no noise, it is assumed that node m and node n are visible. Namely, the value of node j is below the slash as shown in Fig. 13 , where the value of the node j fulfills: (24) where the value of node j is x j , the node j is added noise with value x, and x j cut by the slanting line of the node m, n is X . Given x j → X , the connectivity of VG changes when adding any intensity of noise while the connectivity of LPVG does not change. For APLPVG, it is related to the signalto-noise ratio (SNR) x j = X /(S − X ). When s → X /α, x j / x → α/(1 − α). Under this circumstance, SNR is at least α/(1 − α), when APLPVG's noise resistance is better than VG. As x j decreases, the corresponding SNR threshold also decreases accordingly.
In the noise resistance analysis, the VG network is more sensitive to noise. The nodes that should be connected are no longer connected due to the existence of noise, which has a great influence on the network structure. The dynamic characteristics of the network are easily masked by noise. LPVG contains strong long-range connectivity and global features. The APLPVG's noise resistance is related to the selected parameter α. The smaller the α, the more fault-tolerant for higher-intensity noise APLPVG is. Combined with the analysis in the previous section, the local identification will be correspondingly weakened. However, considering that the noise intensity is smaller compared to the signal strength, generally we can take about α = 0.9 to satisfy the noise resistance without substantially losing local identification. Therefore, APLPVG has a relatively advantage for local identification of given time series with noise. The performance of noise resistance can be easily understood through the visibility criterion of the three. In addition, the change of smallscale identification can be seen in the results and discussions section.
C. CLUSTER EVALUATION
After the network feature are extracted, we choose clustering algorithm for follow-up evaluation. From the dataset aspect, we select BSs time series for 23 days with 24 hours every day. The amount of dataset is relatively small, which is more suitable for clustering. From the application aspect, users with similar online traffic mode or lifestyle can be clustered by clustering algorithms without knowing each category in advance. Clustering without training is simple, but it can achieve good results. When we get different kinds of traffic time series, we can quickly cluster them into different clustering with similar online traffic mode or lifestyle.
We use the following steps to evaluate the clustering result. Firstly, the similarity measure is performed to obtain the similarity matrix between different base stations. In the locally weighted degree sequence in proposed LWAPLPVG,
i=0 e ij , where e ij is the edge weight calculated by (6) .
The similarity [40] between these characteristics are used to replace the similarity between the original time series. Suppose that the feature sequence or matrix mapped from the time series X and Y are F X , F Y , and the similarity calculation method is calculated as follows:
where R(F x , F y ) is the correlation function of F X and F Y , and D(F x , F y ) is the distance function of F X and F Y . Secondly, the BSs time series are clustered by spectral clustering. Compared with traditional clustering methods such as K-means algorithm, spectral clustering [41] , [42] has the advantage of being able to cluster on the sample space of arbitrary shape and can obtain the global optimal solution. The evaluation indexes used are entropy, purity, adjusted rand index, and standardized mutual Information, FowlkesMallows Index.
1) ENTROPY
For a cluster, first calculate the probability that cluster i belongs to each class j as p ij = m ij /m i . Where m i is the number of all members in cluster i, and m ij is the number of members in cluster i belonging to class j. The entropy of VOLUME 7, 2019 each cluster can be expressed as e j = −log L j=1 P ij log 2 P ij , where L is the number of classes. The entropy of the whole clustering is e = K i=1 m i e i /m, where K is the number of clusters, and m is the number of members involved in the whole cluster.
2) PURITY
Let K be the total number of clusters and C be the total number of real categories, the probability that cluster i belongs to each class j is p ij . The purity of cluster i is p i = max(p ij ), and the purity of the whole clustering result is K i=1 m i p i /m. The value range of purity is (0, 1], and the greater the value takes, the better the effect of clustering is.
3) ADJUSTED RAND INDEX (ARI)
Adjusting Rand Index is a comparison of the clustering results with the real category and is standardized. Let N be the total number of samples, K be the set of clustering results and C be the actual set of categories, then the Rand index is (a + b)/c N 2 , where a is the number of pairs of the same categories in C and K , b is the number of pairs of the various categories in C and K , and c N 2 is the total number of pairs that can be made in the data set. Adjusted Rand Index (ARI) is ARI = (RI − E(RI ))/(max(RI ) − E(RI )), which is in the range of [−1, 1]. The larger ARI is, the more consistent with the real situation the clustering result is.
4) NORMALIZED MUTUAL INFORMATION (NMI)
Mutual information (MI) is a measure of the degree of matching of two data distributions and a common method of evaluating clustering results. Let N be the total number of the samples, U and V be the two distributions.
, where H (U ), H (V ) are the two distributions entropy and MI (U , V ) is mutual information of U and V . The range of NMI is [0, 1]. The larger NMI is, the more consistent with the real situation the result of clustering is.
5) FOWLKES-MALLOWS INDEX (FMI)
The Fowlkes-Mallows Index FMI is defined as the geometric mean of the pairwise precision and recall:
The result values are in the interval [0, 1]. The larger, the better.
Finally, after adding the Gaussian white noise to the data, cluster analysis is performed according to the above three steps to compare the local identification of various methods under different noise intensities.
V. RESULTS AND DISCUSSIONS
To provide a convincing empirical evaluation, we test our method on both synthetic and real-world dataset. 
A. SIMULATION RESULTS
Because of the obvious circadian rhythms of the chosen time series, the periodic time series is used to test the noise resistance and local identification. The synthetic dataset consists of 40 series with period of 40.
1) LOCAL IDENTIFICATION
When the value of a point selected randomly in the periodic time series is changed, the degree change of the three visibility graphs is shown in Fig. 14 .
When the time series changes by one point, the degree change of LPVG is significantly smaller than that of VG and APLPVG due to the strong long-range connectivity of LPVG. According to APLPVG's visibility criteria, it has noise resistance in a certain range. Since this local change is not caused by noise, this can cause a relatively large-scale change in APLPVG degree sequence. Hence, the degree sequence of VG and APLPVG has changed a lot under this circumstance.
2) NOISE RESISTANCE
On the basis of the above analysis, the spearman correlation coefficient between the time series with one node value different is obtained. The smaller the correlation coefficient, the less relevant the two are and the higher the local identification. At the same time, the change of correlation coefficient is observed with the change of signal-to-noise ratio (SNR).
It can be clearly seen from Fig. 15 that the noise resistance of LPVG is the best. When the noise intensity changes, the correlation coefficient obtained by the LPVG degree sequence does not change much, which is not good for local identification. VG and APLPVG have better recognition performance when the noise intensity is not large. At the same time, as SNR decreases, the increase rate of correlation coefficient of VG is faster than that of APLPVG, indicating that APLPVG has better noise resistance performance with the same local identification. Furthermore, the smaller the parameter α, the smaller the decrease rate of identification performance. Hence, when the noise intensity increases, the value of α can be appropriately reduced to increase the noise resistance. Fig. 16 shows the change of degree distribution in three different visibility graphs as the noise intensity changes. Here, we take α = 0.9. Since the sinusoidal signal is a singlecycle time series, the degree distribution consists of regular spikes. In the case of noise addition, the noise resistance of degree distribution in VG network is poor and there is a large deviation in the center position. The degree distribution in LPVG network shows good noise resistance. APLPVG is similar to LPVG. Their shape and main peak position after the addition of noise are basically the same as before.
B. EMPIRICAL RESULTS
The real dataset used in this paper is the largest three kinds of Base Stations (BSs) time series extracted from online record data of users in a certain prefecture-level city in the south of China, which is illustrated in the second part of this paper in detail. Through comparing the visibility criterion, we find VG is sensible to local differences and LPVG has strong noise resistance. We use traditional visibility graph (VG), limited penetrable visibility graph (LPVG), our proposed unweighted and weighted APLPVG for comparison. In addition, we select two common linear and nonlinear time series analysis (Wavelet Transform and Phase Space Reconstruction) for comparison as well.
1) LOCAL IDENTIFICATION
Based on the previous section of the paper, we choose two common similarity method, Pearson correlation coefficient and Euclidian distance, to calculate the similarity matrix by original time series. The original time series are clustered into three classes. Table 2 shows the clustering results.
The clustering indicators of original time series are relative slow, which means given BS time series cannot be identified by linear similarity measurement of original time series only.
According to steps mentioned in the method section, we first map the original time series to topological domain, getting Adjustable Parameter-based Limited Penetrable Visibility Graph (APLPVG) and existing visibility graphs like natural Visibility Graph (VG) and Limited Penetrable Visibility Graph (LPVG). Then the original time series are replaced by the degree sequence obtained from the three visibility graphs to be clustered. The results obtained from Pearson measure are listed in Table 3 .
It can be seen from Table 3 that VG and APLPVG method can classify BS time series better. The results of LPVG are relatively low. Due to its strong connectivity, the structure of LPVG losses partially local features and is less effective for local identification. Besides, the clustering results of LPVG and APLPVG are related to penetrable distance P. When P is larger, the connectivity get stronger, thus the clustering effect get worse. In APLPVG, we choose different α to calculate the clustering results. To guarantee the local identification and noise resistance, we set α around 0.9 through the analysis of last section. Here, we use this α as the parameter value of APLPVG in the follow-up experiment.
For comparison, we select two common linear and nonlinear time series analysis (Wavelet Transform and Phase Space Reconstruction). Through WT, we transform a time domain waveform into the joint time-frequency domain and estimates the signal in the time and frequency domains simultaneously. During the phase space reconstruction from time series, suitable selection of m and τ is critical to directly determine the accuracy. The embedding dimension m can be determined using G-P algorithm, which was proposed by Grassberger and Procaccia [43] . The C-C algorithm proposed by Kim et al. [44] , can be used to determine the delay time. Through the two methods, the corresponding embedding dimension of BS time series can be determined to 15 and the delay time τ can be determined to 7. After determining the two parameters, we transform the time series into complex network by setting a threshold [19] . Here, we choose r c = 0.5 through multiple experiments.
We use distance measure of the time-frequency spectrum obtained from WT and adjacency matrix from PSR for clustering. The clustering results are listed in TABLE 4, along with VG, LPVG and APLPVG. In addition, WAPLPVG other than LWAPLPVG is listed in Table 4 as well.
The clustering effect of VG and APLPVG is not much different, for APLPVG only improves noise resistance and the local identification does not decrease. WT and PSR have better clustering results than original time series, but worse than WAPLPVG and LWAPLPVG due to lack of weight.
In addition, LWAPLPVG has better performance than WAPLPVG because it focuses more on the local difference of given time series.
In conclusion, our proposed method outperforms the compared methods in this paper, for it fully considers the local structural features of the given time series and amplify the small-scale differences. Therefore, the ability to distinguish between time series with small-scale differences is strong.
2) NOISE RESISTANCE
Next, we test our clustering results by adding noise to the dataset according to the process of the method section. The results are shown in Figure 17 . The signal to noise ratio (SNR) is varying from 15dB to 50dB. Considering the results shown in Table 3 ,4, we choose clustering results of VG, LPVG and APLPVG using Pearson method. From the figure we can see that the clustering results of compared methods are better than original time series. Traditional linear and nonlinear time series analysis can improve the clustering results and are not very changeable by noise intensity. By transforming time series into graph domain and adding weight further, the clustering results are improved greatly. Besides, the traditional visibility graph is sensible to noise. When noise intensity becomes high, its identification becomes worse. The results of LPVG is not very changeable. Our proposed visibility graph is not changeable when noise intensity is relatively low.
In general, transforming time series into wavelet domain and topological domain can better reveal its local features compared to the original time series. WT can simultaneously reflect the difference between the signal both in the time domain and the frequency domain, and has good local features in both. Using phase space reconstruction, we convert time series into networks. But it has to estimate the critical threshold and cannot add weight to the constructed network. In the visibility graph, since the angle between the nodes can be added as weight to represent the fluctuation characteristic and dynamic structure between the time nodes, local feature can be more prominent. Moreover, the method for constructing the visibility graph is simple and easier to operate.
Among the three visibility graphs, the clustering effect of LPVG remains basically the same due to the high connectivity when the noise intensity increases. That indicates that its noise resistance is good. But for our given time series with small-scale local differences, its local identification is not good enough. So, the clustering effect of it is the worst among the three. The connectivity of VG is the smallest among the three, so identification of local features is best just when there is absolutely no noise. Since it is sensitive to noise, the local identification will decrease fast relatively with noise intensity increasing. APLPVG is fault-tolerant to a certain range of noise due to the addition of α parameter. In addition, it just considers the nodes which are probably interfered by noise, thus its local identification is good enough for the given time series. In this experiment, we take the parameter α around 0.9. When noise intensity is relatively low, the clustering result remains basically unchanged, indicating that the staged noise resistance is good. If the noise intensity becomes higher, the value of α can be appropriately increased to improve noise resistance at that range. Finally, LWAPLPVG outperforms the compared methods above, for it considers the circadian rhythms of given time series.
VI. CONCLUSION
In this paper, we propose a LWAPLPVG algorithm for the time series of functional regions with small-scale local differences. First, we map time series into graph domains. In order to improve the noise resistance of VG and local identification of LPVG, we change the visibility criteria of LPVG. By removing the noise-independent traversal in the LPVG using parameter α, it preserves the local features of time series to the greatest extent with noise resistance. Furthermore, the proposed visibility graph is weighted locally taking into account the circadian rhythms and the connection of nodes in graph space. Finally, the locally weighted degree sequence is extracted for spectral clustering. We evaluated our method on synthetic and real-world datasets. Our empirical results demonstrate that our proposed method is able to identify local differences. Using only a relatively small dataset, we can still achieve clustering with high accuracy compared to existing visibility graph methods and traditional linear and nonlinear time series analysis methods such as WT and PSR. In the analysis of noise resistance, when the value of α is about 0.9, noise resistance of APLPVG is better than the classical visibility graph when SNR is above 15dB. In future work, it is necessary to reasonably take the values of α and P to balance the noise resistance and local identification. Meanwhile, whether this local identification method can be applied in more time series analysis is to be discussed. 
