The 
Introduction
The complexity of hardware and software systems has led to interest in automatic methods for increasing our confidence that the functional and performance requirements of such systems are satisfied. Stochastic systems can be modelled as continuous-time Markov chains (CTMCs), or in some higher-level language, such as stochastic Petri nets (SPNs) or stochastic process algebra. Performance and dependability requirements are then defined using state and/or transition rewards or in terms of stochastic extensions of temporal logic, such as CSL [3, 5] or asCSL [4] . Temporal logic based approaches are particularly useful when the measure of interest depends on the execution path. Given a formal description of the system and its requirements, we can then execute a model-checking algorithm which establishes automatically whether the system model meets the requirements expressed in CSL or asCSL.
In this paper, we propose a new stochastic temporal logic which builds on CSL and asCSL, but which enriches the set Supported in part by ANR-06-SETI-002 project Checkbound and EEC project Crutial. of properties that can be defined and verified, and present its associated model-checking algorithm. Let us first explain the main motivations for introducing a new logic. Consider a system whose stochastic behavior is described by a CTMC whose states are partitioned into "system is working properly" (work-states), "system is working in degraded mode" (degr-states), or "system is not working properly" (fail-states). The CTMC can move from work to degr states and to fail states (either directly or through degr states). A classical dependability property requires the computation of the probability of failing within the time interval I: these probabilities can be easily computed using classical solution methods for CTMCs.
Instead, if we are interested in only those failures in which the system fails within the time interval I, without first entering the degraded mode, we have to compute the probability of reaching a fail state within I, while passing only through work states. The stochastic temporal logic CSL has temporal operators that allow a simple and semantically-clear description of such a property using the Until operator: P (work U I fail).
The logic asCSL permits the specification of paths in terms of state and action labels.
For example, P ((work Act) ( work tr) (fail p ) I ), is similar to the CSL formula above, with the additional restriction that the change from work-states to fail-states is due to action tr.
However, properties in which paths are specified by an arbitrary number of time constraints, or by time constraints which can be dependent on the behavior of the CTMC, cannot be expressed in the model-checking analyses which we are aware of. Consider the case in which we are interested in the probability of the system exhibiting the following behavior: the system goes from work states to degr states within I, and then from degr states to fail states within I 0 .
With this property, we are therefore characterizing paths not only in terms of states, but also in terms of two time constraints. Furthermore, we can also consider the case in which the time interval I 0 is not relative to the start of the execution of the CTMC, but relative to the transition from work states to degr states. A similar extension can be considered for paths defined also in terms of actions.
The proposal of this paper is to describe paths of interest using a timed automaton [2] with a single clock: the paths of the CTMC on which the probability is computed will be those finite paths that "match" the specification of the timed automaton. The timed automaton has state and action labels, and deterministic behaviour. The resulting logic is called CSL TA . We also present a model-checking algorithm for CSL TA . Contrary to the previous approaches, which perform ad hoc transformations of the CTMC before a transient or steady-state analysis, this algorithm generates a Markov regenerative process and then computes a reachability probability on this process. Furthermore, we prove that CSL TA subsumes both CSL and asCSL. Finally, we prove that CSL TA is strictly more expressive than CSL: this proof is completely different from the ones used for similar results in non-stochastic models.
With regard to related work, performance metrics that depend on paths have also been studied in [8, 14] In particular, the work in [14] uses automata for the specification of the set of paths of interest of a CTMC: rewards, which are usually associated with states or transitions of the CTMC, are instead associated with locations and transitions of the automaton, thus providing a wide range of performance measures based on states and/or events of the CTMC. We also note that the logic CSL TA is similar to the logic TECTL 9 [7] from the non-probabilistic modelchecking literature. One-clock timed automata have been studied in, for example, [13, 15] . Finally, we recall that the original definition of CSL permitted the description of a sequence of timed Until formulae within a single probabilistic operator P [3] : however, only decidability issues are considered, while model-checking algorithms for CSL [5] do not permit sequences of timed Until formulae. The rest of the paper is organized as follows: Section 2 defines the syntax and semantics of CSL TA , illustrated with the help of a number of small examples. Section 3 presents the model-checking algorithm for CSL TA and gives an example on a simple CTMC, while Section 4 shows that CSL TA is strictly more expressive than CSL and asCSL. Section 5 summarizes the paper and reports on future work. TA 
Syntax and Semantics of CSL

Markov Chains and Timed Automata
We first introduce continuous-time Markov chains labelled both by atomic propositions on states and by actions on transitions. Let R 0 (R >0 ) be the set of non-negative (positive) reals, and let N be the set of natural numbers. ;;;! : : : s n;1 an;1 n;1 ;;;;;;;! s n be a finite path. Then j j = n denotes the length of , and ( ) = P n;1 i=0 i is the total duration of . By convention, ;1 = 0 . For an infinite path , we let j j = 1 and ( ) = 1.
As usual, we can describe an ASMC by a graph (see Figure 1) . The vertices of this graph are its states whereas the edges represent its transitions. The atomic propositions (here p and q) that are satisfied in a state are indicated near the corresponding node. Finally, the rate of a transition labels the corresponding edge.
We now present a restricted variant of timed automata [2] , which are used in CSL TA to describe properties of ASMC paths. More precisely, in our context, timed automata are used as acceptors of finite ASMC paths. The class of timed automata that we consider are deterministic (i.e., given a path of an ASMC, there is at most one path of the timed automaton which reads ), and have a single clock. In the same manner as in classical analysis techniques for timed automata [2] , we present our timed automata using natural-numbered constants (rationalnumbered constants can also be considered through rescaling) We proceed to define deterministic (one-clock) timed automata. e = ( l A r l 0 ) 2!, let source(e) = l, guard(e) = , action(e) = A, reset(e) = r, and target(e) = l 0 . We let the valuation x x := 0] be equal to 0 and let the valuation x := 0] be equal to x.
The semantics of DTA, expressed in terms of paths, is standard [2] , apart from the case of boundary edges, which are urgent and have priority over other edges. Urgency specifies that time cannot elapse if a boundary edge is enabled, and is a feature of variant of timed automata used in the tools UPPAAL [6] and KRONOS [16] . The DTA A begins in a configuration (l 0 0) with location l 0 or whether the transition of M must be "read" before any boundary edge is enabled for choice.
Definition 2.4 (Configurations and control switches of
Unless A has already rejected , the path of A generated by then continues from (l 1 x 1 ) or (l 0 1 x 0 1 ). Finally, if the path of A generated by reaches a configuration with a location in Final, then the run of A generated by is accepted. If, however, the path of A generated by does not reach such a configuration, then is rejected. Hence, there are two ways in which A can reject : if there does not exist an control switch corresponding to the "reading" of a transition of , or if a final location is never reached. Examples of DTA: Next and Until. Let 1 and 2 be state propositions in the alphabet of the DTA that we consider. In Figure 2 we illustrate a DTA, using the usual conventions (i.e., nodes represent locations, and edges represent transitions labelled with their guards, actions sets, and the set of clocks to be reset to 0, respectively). in Figure 2 specifies behaviours in which the first transition must be taken to a state satisfying 1 after at least time units, but not after time units, and corresponds to the Next path formula X ] 1 of CSL [5] . The action of the transition is not important; this fact is represented by the action set Act on the edge of the DTA.
We can use the DTA A 1U ] 2 of Figure 3 to represent the property of eventually reaching a state satisfying 2 at some instant between and time units, remaining within states satisfying 1 before that point (the timed Until path property 1 U ] 2 of CSL [5] ). In contrast to the previous example, this DTA uses boundary edges which witness that the time interval ] has been entered. In this way, we distinguish between the time interval 0 ), where the truth value of 2 is irrelevant, and the time interval ], where the truth value of 2 becomes relevant.
Path acceptance. We now describe formally the conditions for the acceptance of an ASMC path by a DTA. 
The first condition specifies that A must start from an initial location and end in a final location. The second condition requires that the state propositions must satisfy the corresponding locations in the sequence. The third condition specifies that can map different (but consecutive) indices of A to the same index of M , provided that the DTA edges corresponding to these indices are boundary edges. It also requires that a transition of the ASMC in can be matched by a traversal of an inner edge provided that the action of the transition is included in the action set of the edge. The fourth condition requires that the sum of durations in A corresponding to a particular index i of is i . Examples of path acceptance. In Figure 4 , we present two examples of the way in which a path of the ASMC M of Figure 1 can be accepted by the DTA A pU ] q . We write e ij to refer to the edge of A pU ] q from location l i to location l j , and we use dotted lines to represent the function.
Note that if we have more than one dotted line from a state N(t) = ( s(t) l (t) x(t)), where s(t) is the state of M at time t 2 R 0 , l(t) is a location of A at time t, and x(t) is the value of the clock at time t. However, in M A we consider only tangible states, i.e., states which do not trigger a boundary edge. Therefore we introduce the following definition (which is sound because there are no loops of p transitions in A). It is straightforward to show that each path of M A leading to > corresponds to a single path in M accepted by A, and vice versa. Furthermore, Pr M s0 (AccPath M (s 0 A)) can be computed as the probability of reaching > in process M Afrom (s 0 l 0 0). In the remainder of this section we explain how this probability can be computed.
M A is a Markov Renewal Process. We can rewrite a state of M A in terms of the last clock constant reached, as follows: N(t) = ( s(t) l (t) c (t) x(t) ; c(t)) where c(t) is the largest c 2 C such that c x(t)
We now show that M A is a Markov renewal pro- The proof of Theorem 3.2 is straightforward given the definition of MRP (see [11] ), because, due to the definition
where c(T k ) 2 C is the value of the clock at T k , and the joint distribution of Y k+1 and T k+1 ; T k only depends on Y k .
It is well-known that Y = fY k k= 0 1 2 : : : g is a DTMC (the embedded DTMC of the MRP). In general the solution of an MRP requires the definition of the global and local kernel matrices (see [11] ). The computation of the probability of reaching the absorbing state > from the initial state can be performed on the DTMC P i j which expresses the probability that, if i is the state at regeneration instant 0, then j is the state at the next regeneration instant T 1 (that is, P ij = PrfY 1 = jjY 0 = ig).
Tangible Reachability Graph of M A . We next define a data structure that supports the definition of the DTMC and the computation of its transition probabilities. This data structure is called Tangible Reachability Graph (TRG), and is inspired by the identically-named graph of Deterministic SPNs [1] , in which the elapsing of time between two consecutive timing constants c and next(c) is interpreted as a deterministic "transition" of duration next(c) ; c. Note that in our case a deterministic "transition" can only be preempted by a transition of M Athat includes a clock reset.
The nodes of the TRG take the form of elements of We now define TRS as the set of nodes reachable from the set of states (s l 0), for all s 2 S and l 2 Init, with s j = (l), applying the reachability expressed by the four rules above (note that we all considering all states s 2 S since satisfaction need to be checked on all states of M). Then the TRG of M A is defined as the graph over TRS where the arcs are described as above. To compute the probability of reaching >, we need to identify in the TRG the states of the DTMC and the associated transition probabilities. When c = 0 we need to distinguish in the CTMC C (s l 0) the state (s l 0) Reset , entered upon a clock reset, from the state (s l 0) entered through a Markovian transition: indeed we need to compute for C (s l 0) the probability of being in the various states of C (s l 0) at the next regeneration point, given that C (s l 0) starts in (s l 0), and therefore we need to distinguish the two cases. Observe that when c > 0 it is never the case that (s l c) can be entered through a non-Markovian transition. Note that in the TRG a M res transition corresponds in DSPNs to the case of an exponential transition that preempts a deterministic transition and then immediately re-enables it, which, as explained in [11] , requires a duplication of the states of the subordinated CTMC.
The rates of the CTMC C (s l c) can be computed directly from the rates of the transitions of M that cause the change of state in the TRG. The states of the subordinated CTMC C (s l c) are of the form (s 0 l 0 c 0 ) for s 0 2 S, l 0 2 L and c 0 2 f 0 c g, or ? or >. The transition probabilities of the DTMC P (s l c)(s 0 l 0 c 0 ) are computed in C (s l c) (with one subordinated CTMC per each row of P ) as follows. If c < c m then P (s l c) (s 0 l 0 next(c)) is the probability of being at time next(c);c in state (s 0 l 0 c ); furthermore P (s 0 l 0 c) j , with j 2 f (s 0 l 0 0) > ?g, is the probability of being in j at time next(c) ; c. However, if c = c m , then we compute on C (s l cm) the probability to reach each absorbing state, i.e., >, ? or some (s 0 l 0 0) (which has been reached by an inner edge with a clock reset).
Note that there are two peculiarities of the embedded DTMC. First, we can re-enter the same state due to a clock reset. This has no effect on the computation. Second, the transition matrix can be substochastic, because for some DTMC states there is a non-null probability to never reach another state of the MRP. Again, this is not problematic, because the reachability probability computation with a substochastic matrix is identical as with a stochastic transition matrix.
Expressiveness of CSL
TA
In this section we study the relationship between CSL TA , CSL [5] , and asCSL [4] . Formulae interpreted on ASMCs are described as being equivalent if, for any ASMC, the same states of the ASMC satisfy the formulae. Formally, we say that 1 (of the logic Log 1 , with the satisfaction relation j = Log 1 ) is equivalent to 2 (of the logic Log 2 , with the satisfaction relation j = Log 2 ), if, for any ASMC M, and for any state s of M, we have: M s j = Log 1 1 , M s j = Log 2 2 .
The following two propositions show that CSL TA is strictly more expressive than CSL. to the rectangles where the satisfaction of 0 and 00 by s 0 and by s 1 is invariant (that is, we consider rectangles of the partition of ( 0 1 is not equivalent to any formula of CSL. Lemma 4.4 then gives a direct proof of Proposition 4.2. Observe also that the proof can be adapted easily to build a formula of asCSL not equivalent to any formula of CSL. 
Proposition 4.5 states that CSL
TA is as least as expressive as asCSL. The proof of the proposition is omitted for reasons of space. We also conjecture that there exists a CSL TA formula for which no equivalent asCSL formula exists. 
Conclusion
In this paper we have defined a new stochastic temporal logic CSL TA , based on timed automata, which we propose as a good trade-off between adding flexibility to property specification and limiting the explosion of complexity in analysis. With regard to the specification of properties, the most significant extension is the possibility of specifying an arbitrary number of timing constraints along an execution path which may also depend on the history of the process. More precisely, CSL TA subsumes both CSL and asCSL. Furthermore, the evaluation process is handled in an uniform way via Markov regenerative processes rather than by ad hoc transformations as previously.
Further work can consider an implementation of the proposed method (possibly exploiting existing DSPN tools), and the extension of CSL TA to allow for rewards [12] . We also plan to compare the DTA approach with the automatabased approach of Obal and Sanders [14] .
