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We introduce a multi-parameter deformation of the Fredkin spin 1/2 chain whose
ground state is a weighted superposition of Dyck paths, depending on a set of param-
eters ti along the chain. The parameters are introduced in such a way to maintain
the system frustration-free while allowing to explore a range of possible phases. In
the case where the parameters are uniform, and a color degree of freedom is added
we establish a phase diagram with a transition between an area law and a volume
low. The volume entropy obtained for half a chain is n log s where n is the half-chain
length and s is the number of colors. Next, we prove an upper bound on the spectral
gap of the t > 1, s > 1 phase, scaling as ∆ = O((4s)nt−n2/2), similar to a recent a
result about the deformed Motzkin model, albeit derived in a different way. Finally,
using an additional variational argument we prove an exponential lower bound on
the gap of the model for t > 1, s = 1, which provides an example of a system with
bounded entanglement entropy and a vanishing spectral gap.
I. INTRODUCTION
Entanglement is one of the central quantum phenomena that distinguish quantum systems
from their classical counterparts. It has profound implications in many different contexts
of modern physics and has both driven theoretical discussions of the foundations of quan-
tum mechanics and motivated promising applications in quantum information and quantum
computation. In quantum many-body physics, the study of entanglement is focused on the
survival, or lack thereof, of entanglement between individual particles when a large number
of particles organize themselves with interactions in a condensed matter system [1]. Some
of the characteristics of the correlations generated this way are quantified by the concept of
‘entanglement entropy’ and it’s scaling with the system size.
Scaling of entanglement entropy is often closely related to the spectral gap of a system,
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2although an exact relation is still somewhat elusive, especially in higher dimensions. In a
gapped system, correlations are short-ranged, and entanglement entropy is expected to obey
an “area law”, which says that the entanglement entropy of a region scales with the area of
the boundary of the region as opposed to its volume. In one dimension the entanglement
entropy of a subsystem is bounded by a constant regardless of its length, as shown in
[3, 4]. For gapless systems, (1+1)-dimensional conformal field theory studies find logarithmic
scaling [5–7]. Fermi liquids exhibit a logarithmic violation of area law behavior scaling in
any dimension [8, 9], and require control of multidimensional dimensional gineralizations of
the Szego limit theorems as described by Widom’s conjecture [9–11].
Recently, efforts have been made to find one-dimensional spin systems with more severe
violations of the area law [12–15]. These exotic scalings are achieved at the price of either
introducing a high-dimensional local Hilbert space or sacrificing translational invariance.
Based on previous work by Bravyi et al [16], Movassagh and Shor [17] first introduced a
highly-entangled (power-law scaling) integer spin-s chain (s > 1) that enjoys several physi-
cally appealing features, including relatively small dimensionality of the local Hilbert space,
short-range interaction and translational invariance. Furthermore, the model Hamiltonian is
frustration free: it can be written as a sum of local projectors sharing a unique simultaneous
ground state. Inspired by this work, in [18] we have used the idea to describe a class of
Hamiltonians with a tunable parameter t that exhibits a novel quantum phase transition.
The t > 1 phase, in particular, features an enhanced scaling of entanglement entropy
to a full extensive (volume) scaling. The phase exhibits additional unusual properties. For
example, the spectral gap has been shown to decrease exceptionally fast as a function of
system size L = 2n. An initial estimate of exponential decay has been improved by Levine
and Movassagh [19] to an unusually fast decay as exp(−n2/3). Recently, numerical studies
on the nature of the gap in t < 1 phase in the deformed Motzkin model have been carried
out suggesting a type of topological order in the Haldane phase [20].
Another realization of the new bound to extensive phase transition is based on the Fredkin
model introduced by Salberger and Korepin [21]. The Fredkin model utilizes half-integer
spin chains, with next nearest neighbor interactions based on the so-called Fredkin gate
[21, 22]. The deformed Fredkin model is presented in [23] and exhibits a similar quantum
phase transition into an extensively entangled state. In particular, a proof of the entropy
scaling is given, utilizing known property of Dyck paths and their relation to Young Tableaux
3enumeration.
In this paper we expand the results of [23] by addressing several important issues. Our
main results are the following:
1) The underlying conditions for the validity of the frustration free deformation in [23] are
clarified. In doing so we uncover a large class of deformations, that maintain a frustration
free ground state.
2) We give an alternative, elementary and fully self-contained version of the proof of
entropy scaling that might yield further insights of the underlying physics.
3) We prove an upper bound on the scaling of the spectral gap using a variational wave
function that explicitly manifests the super-exponential decay of the gap giving a physical
intuition behind the scaling established in [19] for the deformed Motzkin model.
4) Recent numerical evidence [20] suggests that, surprisingly, the t > 1 phase in the
colorless Fredkin model is gapless. This behavior is somewhat unusual for this type of
transition as the entanglement obeys an area law for s = 1 and t > 1. We explain this
behavior by establishing a variational excited state that has vanishing energy t > 1, s = 1
in the thermodynamic limit.
The paper is structured as follows. In Section II, we briefly review the constituting ingre-
dients Dyck walk and Fredkin interaction of the Hamiltonian and ground state of Fredkin
spin chain and show how the deformation parameter t fit in without compromising its frus-
tration free feature of the Hamiltonian and the uniqueness of its ground state. In Section III,
we illuminate the mechanism behind the linear scaling of entanglement entropy of Fredkin
spin chain by introducing the non-commutative ‘height’ and ‘shift’ operators, without re-
sorting to any mathematical knowledge beyond analysis. In Section IV, we exploit features
of the Hamiltonian and its ground state to construct low energy excitation states for the
s > 1 and s = 1 models that have exponentially small gaps in the t > 1 region of the phase
diagram. Finally, in Section V, we point out several possible future directions.
II. HAMILTONIAN AND GROUND STATE
We start with a brief review of Dyck walks, which span the ground state subspace of the
Hilbert space of the Fredkin spin chain Hamiltonian introduced in [21, 22].
Definition 1. A Dyck walk (or path) on 2n steps is any path from (0, 0) to (0, 2n) with
4steps (1, 1) and (1,−1) that never passes below the x-axis.
A Dyck walk can be mapped to a spin configuration of a spin-1/2 chain |σ1σ2 . . . σ2n〉
with σk = +1/2 or −1/2 for a (1, 1) or (1,−1) kth step respectively. When each step is
assigned a color ck from a palette of s colors, | ↑ck〉 (| ↓ck〉) corresponds to a state σk =
ck/2 (resp. σk = −ck/2). And a colored Dyck walk can, therefore, represent the spin
configuration of any half-integer spin chain. In the original Fredkin spin chain model, the
ground state is a uniform superposition of colored Dyck walks. Here following [18], we present
a class of Hamiltonians that feature higher probability amplitudes in the superposition for
paths with greater heights. Our Hamiltonians have a reduced contribution to entanglement
from fluctuation in path shape, which are greatly reduced, however we have an enhanced
contribution to entanglement from color degrees of freedom, which, in turn, is responsible
for the volume scaling of entanglement.
We introduce a parameter t that deforms the Fredkin Hamiltonian of [21, 22] while
remaining frustration free. The Hamiltonian is given by:
H(s, t) = HF (s, t) +HX(s) +H∂(s), (2.1)
where
HF (s, t) =
2n−1∑
j=2
s∑
c1,c2,c3=1
(|φc1,c2,c3j,A 〉〈φc1,c2,c3j,A |+ |φc1,c2,c3j,B 〉〈φc1,c2,c3j,B |) (2.2)
HX(s) =
∑2n−1
j=1 [
∑
c1 6=c1 | ↑c1j ↓c2j+1〉〈↑c1j ↓c2j+1 | (2.3)
+1
2
∑s
c1,c2=1
(| ↑c1j ↓c1j+1〉 − | ↑c2j ↓c2j+1〉)(〈↑c1j ↓c1j+1 | − 〈↑c2j ↓c2j+1 |)], (2.4)
and
H∂(s) =
∑s
c=1(| ↓c1〉〈↓c1 |+ | ↑c2n〉〈↑c2n |). (2.5)
The projectors in HF are defined using:
|φc1,c2,c3j,A 〉 =
1√
1 + |tA,j|2
(
∣∣↑c1j ↑c2j+1↓c3j+2〉− tA,j ∣∣↑c2j ↓c3j+1↑c1j+2〉) (2.6)
|φc1,c2,c3j,B 〉 =
1√
1 + |tB,j|2
(
∣∣↑c1j ↓c2j+1↓c3j+2〉− tB,j ∣∣↓c3j ↑c1j+1↓c2j+2〉) (2.7)
5j j + 1
t j−1A( )
−1
= t jB( )
−1
FIG. 1: Different ways of “flattening” a hill must have the same amplitude. Note that the colors
have been interchanged during the procedure, this, however, is not an obstruction as all colorings
appear with the same amplitude.
with the condition that tBj = t
A
j−1.
The Fredkin gate projectors in HF allows a pair of ↑↓ neighboring spins (with the same
color enforced by the first term in HX) to move freely around its left or right third neighbor
and still appear in the ground state superposition, but now with a different probability
amplitude. The second term inHX ensures that otherwise identical Dyck paths with different
coloring have the same weight. And the boundary term H∂ (together with the Fredkin
projectors) penalizes paths that go below 0 at any point along the chain. Notice that
analogous to [18], the simplest choice is a parameter t = tA = tB being the same in the two
projectors of HF is the one employed in [23, 24], but is only a subset of the parameter space
that leaves the Hamiltonian frustration free. More generally, we introduce parameters tA
and tB, for the two projectors in HF . Then any set of {tAj , tBj } that satisfies the condition
tAj = t
B
j+1 for all j’s would guarantee the Hamiltonian to be frustration free
1. The point
is illustrated in Fig. 1. In particular, we may specify a Hamiltonian with a frustration-free
ground state by picking any set of the tAj parameters.
We now want to characterize the ground state of the system. First, let us denote h(l) to
be the height of the Dyck path after step l, that is, for a spin configuration |w〉 describing
a Dyck path,
s∑
c=1
l∑
j=1
σzj,c|w〉 = h(l)|w〉, (2.8)
1 Note that there is no parallel condition tBj = t
A
j+1.
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FIG. 2: A spin configuration corresponding to a colored Dyck path and the corresponding height
function h(l).
where σzj,c is the Pauli matrix giving ±1 if spin j is in state ↑cj or ↓cj, respectively. The height
function is illustrated for a generic Dyck path in Fig. 2. To find the relative amplitude
of this spin configuration as compared with the lowest possible spin configuration, we use
successively the Fredkin moves to | ↑↑↓〉 −→ tA| ↑↓↑〉 to ”flatten” the hill. The process is
described in Fig. 3. In this way, the weight of each Dyck paths is related to the weight
of the lowest height, | ↑↓↑↓ ... ↑↓〉 path. Note that we have suppressed the color index in
this treatment since, as mentioned above, in the ground state superposition all admissible
colorings should appear with the same amplitude.
The amplitude of a given Dyck path in the ground state of the model is thus given by
counting the number of ”diamonds” associated with each tAj , and can be written in the form:
|GS〉 = 1N
∑
w∈{s−colored
Dyck walks}
e
∑2n−2
l=2 [
h(l)
2
] log(tAl−1)|w〉, (2.9)
where [x] is the integer part of x and N is a normalization factor. In the case where tAj ≡ t,
the ground state can be simply related to the area under the path as:
|GS〉 = 1N ′
∑
w∈{s−colored
Dyck walks}
t
1
2
A(w)|w〉. (2.10)
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FIG. 3: The “flattening” of a hill and it’s amplitude. Starting from the left, we reduce the first by
using the Fredkin move | ↑↑↓〉 −→ tA| ↑↓↑〉. This process is repeated for each peak until the lowest
height hill is achieved.
III. ENTANGLEMENT ENTROPY
In this section, we employ the simplest choice of parameters which is translational in-
variant tA = tB = t everywhere. When t = 1, the entanglement entropy of the ground state
scales as log n for s = 1 and as
√
n for s > 1 [21, 22]. The reason our deformation with the
extra parameter can further increase the scaling of entropy is because when a spin is moved
around its neighboring ↑↓ pair, it is separated from its own partner paired in the same color,
which is the first unpaired down spin to its right (or up spin to its left). This way, when
a pair of spins required to be in the same color are shifted to different subsystems of the
chain, they become a source of entanglement entropy between the two subsystems. Tuning
8the parameter t to favor higher paths in the ground state superposition will now enhance
the more substantial contribution from those with more unpaired spins in one subsystem.
To put this in a mathematical way, we decompose the ground state into tensor products of
states in the left and right halves of the chain.
|GS〉 =
n∑
m=0
√
pn,m
∑
x∈{↑1,↑2,...,↑s}m
|Cˆ0,m,x〉1,...,n ⊗ |Cˆm,0,x¯〉n+1,...,2n, (3.1)
where |Cˆp,q,x〉 is a weighted superposition of spin configurations with p excess ↓, q excess
↑ and a particular coloring x of the unmatched arrows, such that 〈GS|(|Cˆ0,m,x〉1,...,n ⊗
|Cˆm,0,x¯〉n+1,...,2n) 6= 0, and x¯ is the coloring in the second half of the chain that matches
x. The decomposition gives the Schmidt number
pn,m(s, t) =
M2n,m(s, t)
Nn(s, t)
, (3.2)
where
Mn,m(s, t) ≡ sn−m2
∑
w∈{1st half of Dyck
walks stopping at (n,m)}
tA(w), (3.3)
Nn(s, t) ≡
n∑
m=0
smM2n,m(s, t). (3.4)
And the entanglement entropy of the half chain in the ground state is given by
Sn(s, t) = −
n∑
m=0
smpn,m(s, t) log pn,m(s, t). (3.5)
To study the behavior of Mn,m as a function of m, we observe that they satisfy the
following recurrence relations,
Mk+1,k+1 = t
k+ 1
2Mk,k,
Mk+1,m = st
m+ 1
2Mk,m+1 + t
m− 1
2Mk,m−1, for 0 < m < k,
Mk+1,0 = st
1
2Mk,1.
(3.6)
Notice that the Mn,m is only non-vanishing for m’s of same parity as n.
From these relations, we can see that for large enough t, Mn,m will be monotonically
increasing as we increase m by increments of 2. Paths with height in the middle scaling as
O(n) will contribute more to the entanglement entropy from the sO(n) possible colorings of
9unmatched spins. In particular, the half chain entanglement entropy will also scale linearly
with system size n. In the next subsection, we give a rigorous proof that this is true in the
thermodynamic, and that this critical phase of large entanglement spans the entire half line
t > 1.
A. t > 1, s > 1 phase: Volume scaling of entropy.
In this section we repeat the steps taken in [18], to prove volume scaling for weighted
Motzkin walks, with a few modifications. For arbitrary t > 1, the non-zero entries of Mn,m
are not necessarily monotonic in terms of m, but we can still show that for a given n,
Mn,m reaches its maximum at some m = m
∗, within a finite distance away from m = n
independent of the system size n itself. This is not obvious in the step-by-step recurrence
relations, but becomes clear as we take into account the accumulated effect of the evolution
of the coefficients Mn,m with respect to n. To see this, we summarize (3.6) in the following
operator formalism.
As in [? ], we represent the distributions of Mk,m as components of the state at ‘time’ k
during the ‘evolution’ in a basis spanned by |m〉, m = 0, 1, 2, . . ..
|Mk〉 =
∞∑
m=0
Mk,m|m〉, Mk,m = 0 if m > k. (3.7)
We we define ‘shift’ and ‘height’ operators to describe the ‘evolution’ of the the states |Mk〉
as
S|m〉 = |m− 1〉,S|0〉 = 0; (3.8)
H|m〉 = m|m〉. (3.9)
One can check that the recurrence relations (3.6) translate to
〈m|Mk+1〉 = Mk+1,m = stm+ 12 〈m+ 1|Mk〉+ tm− 12 〈m− 1|Mk〉
=〈m|stH+ 12S + tH− 12S†|Mk〉,
which gives us:
|Mk+1〉 = tH(s
√
tS + 1√
t
S†)|Mk〉. (3.10)
Using the commutation relation
tkH(s
√
tS + 1√
t
S†) = (st−(k− 12 )S + tk− 12S†)tkH, (3.11)
10
we keep moving the tkH operators all the way to the right until it disappears when acting
on |0〉 we obtain:
|Mn〉 = [tH(s
√
tS + 1√
t
S†)]n|M0〉 = ~K
n∏
k=1
(st−(k−
1
2
)S + tk− 12S†)|0〉. (3.12)
Here ~K denotes ordering the multiplications in the product such that factors with greater
k value are on the right. For t > 1 the factors in the product above are dominated by the
S† term for large k. In other words, at some point during the evolution, the distribution of
Mm starts shifting at velocity 1 to the right along the m axis without much spreading. For
a larger t, this happens shortly after the evolution starts, while for smaller values of t, it
takes longer to reach this stable propagation. In any case, as we show below, the maximum
of Mn,m is a within finite distance away from m = n.
Lemma 1. Let m∗ be such that supmMn,m = Mn,m∗, then ∃N0 < n, such that when t > 1,
m∗ ∈ [n− 2N0, n].
Proof. Let
|M′n〉 = ~K
n∏
k=N0+1
(st−(k−
1
2
)S + tk− 12S†)|0〉. (3.13)
Note that
t−(k−
1
2
)‖st−(k− 12 )S‖1 ≤ st−2(k− 12 ) ≡ ck, (3.14)
so that:
‖st−(k− 12 )S + tk− 12S†‖1 < tk− 12 (1 + ck)
we thus have
‖t−
∑n
k=N0+1
(k− 1
2
)|M′n〉 − |n−N0〉‖1 ≤
∏n
k=N0+1
(ck + 1)− 1 < e
∑∞
k=N0+1
ck − 1
= e
st
t2−1 t
−2N0 − 1 ≡ f(s, t)t−2N0 − 1.
The first inequality on the left follows from noting that |n − N0〉 appears in
t−
∑n
k=N0+1
(k− 1
2
)|M′n〉 with coefficient 1, and is exactly canceled. We have also used that
11
x+ 1 ≤ ex. Next,
‖t−
∑n
k=1(k− 12 )|Mn〉 − ~K
N0∏
k=1
(st−2(k−
1
2
)S + S†)|n−N0〉‖1
≤‖~K
N0∏
k=1
(st−2(k−
1
2
)S + S†)‖1‖t−
∑n
k=N0+1
(k− 1
2
)|M′n〉 − |n−N0〉‖1
<(f(s, t)t
−N0 − 1)
N0∏
k=1
(1 + ck) < (f(s, t)
t−N0 − 1)e
∑N0
k=1ck < (f(s, t)
t−N0 − 1)f(s, t).
Let
M ′n,m = 〈m|~K
N0∏
k=1
(st−2(k−
1
2
)S + S†)|n−N0〉, (3.15)
then clearly M ′n,m = 0 for m < n− 2N0. If we choose
N0 =

0 f(s, t) < 1+
√
5
2
,
− log
log(f−1(s,t)+1)
log f(s,t)
log t
, otherwise,
(3.16)
then
‖t−n
2
2 |Mn〉 −
n∑
m=n−2N0
M ′n,m|m〉‖1 < 1 = M ′n,n ≤ sup
m
M ′n,m. (3.17)
Therefore ∃m∗ ∈ [n− 2N0, n], such that Mn,m∗ ≥Mn,m for all m.
This allows us to prove the linear scaling of the entanglement entropy.
Theorem 1. In the state (2.10), when t > 1, the entanglement entropy of half of the chain
is bounded from below by Sn > n log s+C(s, t), where C(s, t) is an n independent constant.
Proof. We separate a linear term from Sn as follows (below we supress the n index in Mn,m):
Sn =
∑n
m=0 s
mpm log s
m −∑nm=0 smpm log(smpm) >∑nm=0 smpmm log s
=
∑n
l=0 s
n−lpn−l(n− l) log s = n log s− log s
∑n
l=0
sn−lM2n−l∑n
m′=0 s
m′M2
m′
l (3.18)
Taking m∗ such that supmMn,m = Mn,m∗ and using lemma 1, we see that
n∑
l=0
sn−lM2m∗∑n
m′=0 s
m′M2m′
l <
n∑
l=0
sn−lM2m∗
sm∗M2m∗
l = sn−m
∗
n∑
l=0
s−ll
< s2N0
n∑
l=0
s−ll < s2N0
∞∑
l=0
s−ll =
s2N0+1
(s− 1)2 .
Therefore, the remainder term on the right hand side of (3.18) is bounded.
12
One can see from the proof that the factor of sm is already enough to make the scaling
of entropy linear, and all that is required for pm is that it doesn’t destroy this exponential
dependence on m.
B. t < 1 and any s: Bounded entanglement entropy.
Contrary to the case studied above, when t < 1, we expect Dyck paths with smaller
areas below to be exponentially preferred in the ground state superposition. But this time,
for the entropy to reflect the predominance of lower path, where less mutual information
between the two subsystems can be stored, the behavior of pm needs to not only be decreasing
exponentially with m, but also fast enough to overcome the exponential increasing sm factor.
Considering that, we define
M˜n,m = s
m
2 Mn,m , p˜n,m =
M˜2n,m∑n
m=0 M˜
2
n,m
. (3.19)
Substitution into (3.6) gives the following relations,
M˜k+1,k+1 =
√
stk+
1
2M˜k,k,
M˜k+1,m =
√
s(tm+
1
2M˜k,m+1 + t
m− 1
2M˜k,m−1), 0 < m < k,
M˜k+1,0 =
√
st
1
2M˜k,1
(3.20)
To prove the entropy is bounded, we need the following lemmas.
Lemma 2.
M˜2n+2,m > M˜
2
n,m. (3.21)
Proof. From (3.12), we have
|Mn+2〉 = ~K
n∏
k=1
(st−(k−
1
2
)S + tk− 12S†)(st−(n+ 12 )S + tn+ 12S†)(st−(n+1+ 12 )S + tn+1+ 12S†)|0〉,
= ~K
n∏
k=1
(st−(k−
1
2
)S + tk− 12S†)[s2t−2(n+1)S2 + s(t+ 1
t
) + t2(n+1)S†2]|0〉
= s(t+
1
t
)|Mn〉+ ~K
n∏
k=1
(st−(k−
1
2
)S + tk− 12S†)[s2t−2(n+1)S2 + t2(n+1)S†2]|0〉.
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The last term on the RHS of the equation contains non-zero contributions for all states |m〉,
with m = 0, 1, . . . , n+ 2, and we have:
Mn+2,m > Mn,m,
M˜n+2,m > M˜n,m ∀m ≥ 0, n ≥ 1.
Next we establish the following bound on p˜n,m:
Lemma 3.
p˜n,m < 36
s2
t2
t4m. (3.22)
Proof. By definition of p˜n,m, and using the recursion relation (3.20) twice consequtively,
p˜n,m =
{√s[tm+ 12√s(tm+ 32M˜n−2,m+2 + tm+ 12M˜n−2,m) + tm− 12
√
s(tm−
1
2M˜n−2,m + tm−
3
2M˜n−2,m−2)]}2∑n
m=0 M˜
2
n,m
=
s2t4m[t2M˜n−2,m+2 + (t+ 1t )M˜n−2,m + t
−2M˜n−2,m−2]2∑n
m=0 M˜
2
n,m
≤ s
2t4m[3 max{t2M˜n−2,m+2, (t+ 1t )M˜n−2,m, t−2M˜n−2,m−2}]2∑n
m=0 M˜
2
n,m
≤ 36s
2
t2
t4m
max{M˜2n,m+2, M˜2n,m, M˜2n,m−2}∑n
m=0 M˜
2
n,m
< 36
s2
t2
t4m.
Lemma 2 was used in the last line.
We now have the ingredients to prove the boundedness of entropy.
Theorem 2. When 0 < t < 1, s ≥ 1, there exists a constant C0(s, t) independent of the
system size n, that for any n, Sn < C0(s, t).
Proof. Using Lemma 3 we see that when
m > m0 ≡
[ log( 1
36e
t2
s2
)
4 log t
]
+ 1, (3.23)
we have
p˜n,m < 36
s2
t2
t4m <
1
e
. (3.24)
14
It is easy to check that the function −x log(x) is monotonically increasing when x ∈ (0, 1
e
),
in other words, for m > m0,
p˜n,m < 36
s2
t2
t4m <
1
e
=⇒ − p˜n,m log p˜n,m < −36s
2
t2
t4m
(
log(
36s2
t2
) + 4m log t
)
. (3.25)
Therefore
Sn = −
n∑
m=0
p˜n,m log p˜n,m + log s
n∑
m=0
p˜n,mm
< −
m0∑
m=0
p˜n,m log p˜n,m −
∞∑
m=m0+1
36
s2
t2
t4m
(
log(
36s2
t2
) + 4m log t
)
+ log s
∞∑
m=0
36
s2
t2
t4mm
<
m0 + 1
e
− 36s
2t4m0+2
1− t4 log(
36s2
t2
)− 144s
2t4m0+2(m0(1− t4) + 1)
(t4 − 1)2 log t+
36s2t2
(t4 − 1)2 log s
≡ C0(s, t),
where we used supx∈(0,1)−xlog(x) = e−1 for entropy terms with m ≤ m0 in the last inequal-
ity.
Notice our proof here does not rely on the fact that s > 1, and it applies to the s = 1
case as well.
IV. SCALING OF THE SPECTRAL GAP
A. Super-exponential Upper bound in the t > 1, s = 1 Phase
Since entanglement entropy is a measure of correlation in the system, a high entangle-
ment entropy indicates that the system is highly correlated and also a gapless spectrum (in
the thermodynamic limit) [3, 4]. As our model at t > 1, s > 1 exhibits linear scaling of
entanglement entropy, we expect the spectral gap to be also decreasing faster with system
size than the t = 1. Here, we give variational proof that the spectral gap for t > 1, s > 1
decreases exponentially with a square of the system size.
Just as the linear scaling of entanglement entropy results from the prominence of the
higher weighted paths in the ground state superposition, gaplessness can be shown by trun-
cating lower weighted paths at the price of softly violating the superposition required to
make the projectors in the Hamiltonian vanishing. To do so it is convenient to define a
‘prime walk’ as follows:
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Definition 2. A prime Dyck walk is a Dyck walk that is always above the x-axis, except at
the endpoints.
By this definition, a Dyck walk is either prime or a concatenation of prime walks (Fig. 4
exhibits a Dyck walk in solid line made of two prime walks and one in dashed line made of
three prime walks).
To construct a low energy variational excited state, we start with an auxiliary state that
projects out all the walks in the ground state superposition whose longest prime walk has a
length smaller than n+ 1. That is, define:
Pn,> = {s-colored walks containing a prime walk of length l > n } , (4.1)
and Pn,< = the complement of Pn,> . Our auxiliary state is defined as:
1
N ∗
∑
w∈Pn,>
t
1
2
A(w)|w〉. (4.2)
For t > 1 higher walks are favored rendering the auxiliary state largely overlapping with the
ground state and therefore unqualified as a low energy excitation state. However, the color
degree of freedom allows us to make this state orthogonal to the ground state by permuting
the color of the last down move (or equivalently the first up move) in the longest prime
walk. This way, all walks in the new superposition have one pair of spins with unmatched
colors, and consequently orthogonal to all paths in the ground state. The choice of the ‘n+1’
threshold on the cut-off of longest prime walk length eliminates the potential ambiguity in
the location of the color permutation so that each path in the superposition has exactly one
pair of unmatched colores.
Theorem 3. The spectral gap of the t > 1, s > 1 phase has an upper bound of 2(4s)
n
1+t2
t−n
2/2.
Proof. We define a new state |ξ〉 as:
|ξ〉 = 1N ∗
∑
w∈Pn,>
t
1
2
A(w) P |w〉, (4.3)
where N ∗ is the new normalization factor and the operator P sends the color c of the last
down move of the longest prime walk to c+ 1 mod s and leaves everything else unchanged.
Because of the color imbalance we immediately have:
〈ξ|GS〉 = 0, (4.4)
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FIG. 4: An representative walk in the superposition of |ξ〉 that crosses the threshold of the cut-off
when acted on by the operator (t| ↓rn−1↑bn↓bn+1〉 − | ↑bn−1↓bn↓rn+1〉)(〈↓rn−1↑bn↓bn+1 |t− 〈↑bn−1↓bn↓rn+1 |).
and |ξ〉 can be readily used as a variational wave function to bound the gap from above .
Let us compute the variational energy associated with the |ξ〉 state. First we note that:
H∂|ξ〉 = 0, HX |ξ〉 = 0, (4.5)
as each non-matching color pair is separated by at least n sites (while HX is only sensitive
to nearest neighbor violations). The same goes for most of the projectors in HF just the
way it works in the ground state.
However, in HF , we have also non-zero contributions coming from walks w that are one
”Fredkin” move away from leaving the set Pn, >. In other words, this happens when the
first (second) projector in HF in Eq. (2.1) acts on the left (resp. right) endpoint of the
longest prime walk and changes its length from n+1 to n−1 (the kind of which is absent in
the superposition). For instance, applying the projectors on φn−1,B (Eq. (2.7)) to the prime
walk w corresponding to the one in Fig. 4 gives:
1
1 + t2
〈w|(t| ↓rn−1↑bn↓bn+1〉 − | ↑bn−1↓bn↓rn+1〉)(〈↓rn−1↑bn↓bn+1 |t− 〈↑bn−1↓bn↓rn+1 |)|w〉 =
1
1 + t2
,
(4.6)
and
1
1 + t2
〈w′|(t| ↓rn−1↑bn↓bn+1〉 − | ↑bn−1↓bn↓rn+1〉)(〈↓rn−1↑bn↓bn+1 |t− 〈↑bn−1↓bn↓rn+1 |)|w〉 = 0, (4.7)
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with w′ is any other walk in the |ξ〉 (i.e. any other walk in Pn,>).
We can now estimate the variational energy due to such paths. The number of these
paths that will go from Pn,> to Pn,< when applying a Fredkin projector is very roughly
bounded from above by 22nsn (which is the total number of walks). On the other hand, the
probability amplitudes of a path that has a prime walk length of exactly n + 1 or n + 2 in
Pn,<, are penalized by their area differences from the highest weighted one, i.e. the shaded
area in Fig. 4, by a factor smaller than t−n
2/4. We therefore have the following upper bound:
〈ξ|H|ξ〉 < 2(4s)
n
1 + t2
t−n
2/2. (4.8)
Thus we have proved an upper bound of exponential of square of system size on the spectral
gap when t > 1, s > 1.
Remark: The overall factor 2 above comes from possibility of modifying the prime path
on the left or on the right.
B. Exponential Upper Bound in the t > 1, s = 1 Phase
As has been discussed in the previous subsection, a bounded from above entanglement
entropy is expected to be a strong indicator of the existence of a non-vanishing spectral gap.
Yet that intuition fails in the t > 1, s = 1 phase of the Motzkin spin chain. The numerical
results in [20] showed the t > 1, s = 1 Motzkin chain is gapless despite the boundedness of
its entanglement entropy. Here we prove the Fredkin chain counterpart of this phenomenon,
which can be readily adapted to the Motzkin chain.
We follow the same strategy we used to construct low energy excitation state from the
t > 1, s > 1 phase, only now we don’t have the luxury of taking advantage of color degrees of
freedom to ensure the orthogonality to the ground state. Fortunately, there’s still a degree
of freedom we haven’t fully exploited yet, namely the z-component of the total spin, or
the net up spin of the chain, which can be non-vanishing when the boundary terms in the
Hamiltonian is violated. To construct a low energy excitation due to this, we define
Q−2 = {walks that starts from (0,0) and ends at (2n, -2) and never pass below x=-2.}
Notice a Fredkin move acting on a walk in Q−2 always gives another walk in Q−2.
Theorem 4. The spectral gap of the t > 1, s = 1 phase has an upper bound of t−n+1.
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FIG. 5: Two representative walks in Q−2. The light blue one can be shifted in the direction of the
orange arrow to become the dark blue one with a relative weight increase of tn−1 corresponding to
the area of the shaded regions.
Proof. We define an excited state
|η〉 = 1
N?
∑
w∈Q−2
t
1
2
A(w)|w〉, (4.9)
where N? = (
∑
w∈Q−2 t
A(w))
1
2 is the normalization factor. |η〉 is clearly orthogonal to the
ground state as they have different total spins. Since |η〉 only violates the boundary term
in the Hamiltonian, after being acted on by H, only paths starting with a down move
will survive. To get an estimate on the amplitude of the paths left, we point out that
by rearranging the first down step to the last, (or equivalently shifting along the arrow in
Fig. 5,) we get another walk in Q−2of area 2n− 2 bigger. Therefore,
〈η|H|η〉 =
∑
w∈Q−2 t
A(w)
N?
< t−n+1, (4.10)
which gives an upper bound on the spectral gap.
V. OUTLOOK
We mention a few other future directions worth exploring. While we have shown how
to construct a multi-parameter deformation, we have only studied entropy and gap for a
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uniform parameter t. This choice keeps the chain translationally invariant, however, no
momentum space arguments were involved in the analysis. A more general treatment will
have to contend with the distribution of the tA parameters.
Second, the nature of the quantum phase transition is unclear. At a first glance, it
hardly fits into the mechanism of symmetry breaking with an associated goldstone mode
and exponents. To study the transition, as well as thermal effects, more detailed information
about the density of states near the ground state is crucial. In particular, it would be very
interesting to explore a possible field theoretic description in the continuous limit.
For the colored case our variational upper bound on the gap gives an elementary way
of obtaining the gap behavior established in [19]. In [19] the colorful deformed Motzkin
model was studied using more sophisticated mathematical machinery by utilizing the relation
between frustration free local Hamiltonians and Markov chains, and applying a Cheeger
inequality.
Using a different variational wavefunction, we have also proven that the spectrum is
gapless for the colorless version of the model at t > 1, in spite of entropy being bounded,
furnishing an example of how bounded entanglement entropy does not imply a gap. The
idea can be applied immediately to the deformed Motzkin chain providing an explanation
for the surprising numerical observation of a vanishing gap in the t > 1, s = 1 phase [20].
Finally, we remark that [20] also provides strong numerical evidence supporting the claim
that the spectrum will be gapped when 0 < t < 1 (for any s). It would be interesting to
establish this observation rigorously.
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