We investigate two techniques for reducing the error-floor of low-density parity-check codes under iterative decoding. Both techniques are developed based on comprehensive analytical and simulation studies of combinatorial properties of trapping sets in codes on graphs. The first technique represents an algorithmic modification of beliefpropagation based on data fusion principles and specialized message averaging methods. The second technique relies on identifying redundant parity-check matrices of codes that do not contain small trapping sets. In the latter context we introduce the notion of the trapping redundancy of a code and show how decoding with redundant parity-check matrices can lead to reductions of error rates exceeding an order of magnitude. Our findings are described on the well known [2640, 1320] Margulis code.
memory or belief propagation algorithms that employ data fusion principles [16] . At the same time, they can be seen as an application of mathematical methods aimed for handling divergent series [17] . Techniques of this form were first proposed by the authors in [18] , and were analyzed independently and in a different context in [7, 15, 19] .
• We describe methods for selecting redundant rows for the parity-check matrix of a code that ensure error-free decoding of trapping set variables. In this setting, we introduce the notion of the trapping redundancy of a code, and provide analytical upper bounds on the values of these code parameters. The trapping redundancy represents an extension of the notion of the stopping redundancy, first described in [20] . We also identify classes of codes for which the trapping redundancy is small compared to the code length.
Although the work described in this paper represents a case-study of the Margulis [2640, 1320] code, most of the described ideas and techniques can be adapted to apply to more general classes of codes as well.
The paper is organized as follows: Section 2 provides definitions and terminology related to LDPC codes and trapping sets that is used throughout the paper. It also gives a detailed description of the iterative decoding algorithm used for decoding and analyzing the trapping set phenomena. In Section 3, we describe the class of averaged BP algorithms, and show that their error thresholds do not exceed the thresholds of standard BP decoders. The influence of redundant paritycheck equations on the structure of trapping sets and the performance of BP decoding is studied in Section 4. Analytical results pertaining to the central problems of the paper are described in the same section as well as in Section B. Proofs of a selected set of results are given in Appendix A and Appendix B.
Definitions, Background, and Terminology
We start by providing a comprehensive description of the message-passing algorithm used for studying the error-floor phenomena. Although message passing is by now a standard decoding technique [21] , it is worth pointing out that the characteristics of decoding errors depend on the particular implementation of the algorithm and the accompanying message processing techniques 1 [23] . The discussion regarding message passing algorithms is followed by a brief introduction to trapping sets, their properties, and classification.
Belief-Propagation Algorithm
Decoding of LDPC codes is standardly performed in terms of an iterative algorithm that describes the protocol for exchanging reliability messages between the variable nodes and the check nodes of a bipartite Tanner graph [24] . Such 1 Such as quantization [22] .
an algorithm is known as a message passing (MP) algorithm, belief-propagation (BP) algorithm, or equivalently, the sum-product (SP) algorithm. The particular implementation of the product-sum algorithm used for our study is available at [25] . The software tool [25] utilizes the sum-product decoder described in [26] .
Throughout the remainder of the paper we use H to denote the parity-check matrix of a binary [n, k, d] LDPC code C , and G (H) to denote its corresponding bipartite Tanner graph. The columns of H are indexed by the elements of the set of variable (left-hand side) nodes N of G (H), while the rows of H are indexed by the set of check (right-hand side) nodes M of G (H) . Furthermore, it is assumed that a codeword in C , x = (x 1 , x 2 , . . . , x n ), is transmitted over an additive white Gaussian noise (AWGN) channel with noise variance σ 2 . The signal-to-noise ratio (SNR) of the system is give by The horizontal step of the l-th iteration of the algorithm is initiated by computing the probabilities r (l) cv,x v . This is accomplished in terms of the fast implementation approach described in [26] : first, the difference of the probabilities, 
Whenever a denominator equal to zero is encountered, its value is reset to 10 −20 in order to avoid division by zero. The During the vertical step of the l-th iteration of the BP algorithm, the values of q cv,0 and q cv,1 are updated as follows.
First, the pseudoposterior probabilities of x v being zero or one are found according to
where α v is chosen so as to ensure q 
where α cv is chosen so that q (l) cv,0 + q
cv,1 = 1. These probabilities are passed on to the horizontal step of the next iteration.
Note that minor differences in the implementation of this algorithm can result in substantially different behavior of the decoder at moderate and high SNR values, where one expects to encounter probability values very close to zero and one. Especially important is the effect of thresholding (quantizing) the probability values close to zero [5] . We restrict our attention to the BP algorithm described above, and its log-likelihood ratio version (LLR). The only difference between the two algorithms is that the latter uses messages of the form ℓ , i = 0, 1, rather then the probabilities themselves.
Near-Codewords and Trapping Sets
The error-floor phenomenon was first described by MacKay and Postol in [4] , where it was observed that the bit error rate (BER) curve of the [2640, 1320] Margulis code exhibits a sudden change of slope at SNRs approximately equal to 2.4dB. This change of slope was attributed to the existence of near-codewords in the Tanner graphs of the Margulis code with a parity-check matrix H described in [1] . Near codewords are vectors y of small weight with syndromes s(y) ≡ Hy that also have small weight. In his seminal paper [5] , Richardson analyzed the effect of near-codewords on the behavior of various classes of decoders and for a group of channels, and introduced the notion of trapping sets to describe configurations in Tanner graphs of codes that cause failures of specific decoding schemes. There exist many different groups of trapping sets. For example, trapping sets of maximum likelihood (ML) decoders are the codewords of the code; trapping sets of iterative decoders used for messages transmitted over the binary erasure channel are stopping sets [6] . For the AWGN channel and BP decoding, no simple characterization of trapping sets is known. Nevertheless, extensive computer simulations reveal that a large number of trapping sets for this channel/decoder combination can be described in a simple and precise setting. Henceforth, we use the notion trapping set to refer exclusively to a set of the form described below. It is straightforward to see that the number of trapping sets in a Tanner graph depends on the particular choice of the parity-check matrix of the code used to define this graph. We therefore define trapping sets for a specific choice of the parity-check matrix as follows.
Definition 2.2. For a given
trapping set T of H is a set of a columns of H with a projection that contains b odd-weight rows. An elementary (a, b)
trapping set is a trapping set for which all non-zero rows in the projection have either weight one or two, and exactly b rows have weight one.
Based on extensive computer simulations performed in [5] and in [18] , it was observed that the majority of trapping sets that exhibit a strong influence on the error-floor level are of elementary form. Furthermore, although check nodes of odd degree larger than one are possible, they seem to be very unlikely within small trapping sets [27] . We henceforth focus our attention only on elementary trapping sets. An example of the incidence structure corresponding to an elementary trapping set has to include (d v · a − b)/2 "satisfied" checks. 2 The case b = 0 corresponds to codewords. Consequently, we deal with the b > 0 case only. 
Trapping Sets And The Error-Floor Phenomena
The influence of trapping sets on the onset of error-floors in LDPC codes can be attributed to the following phenomena, related both to the properties of the code graph and decoding algorithm, as well as to realization of certain special channelnoise configurations. In the initial stage of BP decoding, due to the presence of special low-probability noise samples [11] , variable nodes internal to one particular trapping set (termed the initial trapping set) experience a large increase in reliability estimates for incorrect bit values. This information gets propagated to other variable nodes in the trapping set, some of which already have unreliable bit estimates themselves. After this initial biasing, external variables usually start to correct their initially incorrect estimates. By that time, the variable nodes in a trapping set have already significantly biased their decisions towards the wrong values. Since there are very few check nodes capable of detecting errors within trapping sets, this erroneous information persists in the graph until the end of the decoding process. Furthermore, the unreliable estimates in trapping sets sometimes get "amplified" and/or "exported" to the variable nodes external to the trapping set. The degree of influence of the trapping set on the external variables (and vice versa) is an important factor that influences the behavior of trapping sets under iterative decoding, and it cannot be described in a simple manner. This is why the complete failure characterization of iterative decoders is not possible in terms of using trapping sets only.
Nevertheless, it can be shown that for the [2640, 1320] Margulis code, most decoding errors are confined to subsets of either 12 or 14 variables for which the subgraph induced by these variable nodes and their neighbors contains exactly four unsatisfied checks [5] . This finding can be explained in part by the fact that the presence of only four check nodes capable of detecting errors does not suffice to ensure correct decoding of the corresponding trapping variables.
Based on the estimates given in [5] , 75% of all frame errors occurring at SNRs close to 2.4 dB can be attributed to subsets with 12 variables, while approximately 23% of the frame errors arise due to subsets with 14 variables. All subsets with 14 variables were found to represent two-variable extensions of trapping sets with 12 variables. The elementary trapping sets in the Margulis code can, in general, be classified into three groups: point, periodic, and aperiodic elemen- 0   20  40  60  80  100  120  140  160  180  200  0   100   200   bits in error   0  20  40  60  80  100  120  140  160  180  200  0   500   1000   bits in error   0  20  40  60  80  100  120  140  160  180 tary trapping sets. Point trapping sets represent subsets of variable nodes that contain all erroneous variables encountered starting from some iteration l start up to the maximum number of iterations of the decoder, l max . The (12, 4) and (14, 4) sets identified in [4, 5] and described above are of this form. Periodic trapping sets are varying subsets of the variable nodes that switch from erroneous to error-free values in a near-periodic fashion. Such sets occur very rarely, and are usually not detected during VLSI decoder prototyping [23] . Finally, aperiodic trapping sets represent subsets of variable nodes that are in error at only one stage of the decoding process, and are never revisited again. Figure 1 gives an illustration of these three different forms of trapping sets. The graphs show the number of variables in error per iteration of BP decoding, for three codewords of the Margulis code with errors confined to a point trapping set, an aperiodic trapping set, and a periodic trapping set.
Algorithmic Techniques
So far, several simple algorithmic techniques for eliminating the negative influence of pseudocodewords/trapping sets on the performance of iterative decoders were proposed. The first results in this direction were described in [28, 29] , were it was shown that message damping can reduce the performance gap between the sum-product and the min-sum as well as some modified BP algorithms. Iterative decoders with damping features were also considered for decoding Reed-Solomon codes [30, 31, 32] and linear block codes in general [33] . The idea of using message damping to reduce the error floor can be traced back to the work by Laendner and Milenkovic [18] and Pretti [15] . In these papers, it was shown that message averaging or message damping can significantly lower the error-floor in terms of slowing down the propagation of erroneous information to and from trapping set variables. More recently, Vontobel and Koetter [7] proposed a similar modification for iterative decoding which consists in using weighted averages of the log-likelihood ratio messages over two consecutive iterations. The same approach was put in a statistical physics framework in the more recent work described in [11, 12] .
Here, we extend and generalize our findings from [18] and show that damping and averaging can be viewed as special instances of data fusion performed on messages passed through Tanner graphs. Furthermore, we study the impact of various forms of data fusion techniques on the error-floor characteristics of the Margulis codes. A detailed description of averaging, damping and data fusion is provided in the next section. It is worth pointing out that our techniques differ from the related methods outlined above in so far that they are completely combinatorial in nature and do not require complicated adaptation strategies.
Redundant Parity-Check Matrices
The Tanner graph of a linear [n, k, d] code C can be described in terms of parity-check matrices of different forms. A parity-check matrix is usually chosen so that its rows represent basis vectors of the subspace corresponding to C ⊥ . For the purpose of iterative decoding, such parity-check matrices may not represent a good choice. This is due to the fact that such matrices are either irregular or that they contain a large number of stopping sets [20, 34] . Consequently, many parity-check matrices used for iterative decoding are redundant -i.e., they contain more than n − k rows (of course, the rank of a redundant parity-check matrix still has to equal to n− k). Examples include the matrices described in [20, 35, 36] that do not contain stopping sets of size smaller than d − 1.
Henceforth, we use the phrases redundant parity-check matrix to describe a parity-check matrix with > n − k rows. In a redundant parity-check matrix, there may exist one or more rows that represent linear combinations of other rows. On the other hand, a full-rank parity-check matrix of minimum dimensions (n − k) × n will be simply referred to as a paritycheck matrix. Rows added to a parity-check matrix will be called redundant rows. Redundant parity-check matrices can be used to impose more restrictive constraints on the structure of their corresponding Tanner graphs. As will be shown in Section 4, judiciously chosen redundant parity-check matrices can be used to lower the error floor of the Margulis code. This is achieved in terms of rendering the structure of small trapping sets so as to make the number of their unsatisfied checks sufficiently large. In this context, our results can be seen as a generalization of the findings in [20] for the case of trapping sets. An analytical study of the influence of redundant rows on the parameters of small trapping sets is described in Section 4.4.
Message Averaging and Damping

Motivation
There are many intuitive reasons why averaging messages passed during different iterations of belief propagation can lead to improved BER performance in the error floor regime. One explanations follows from viewing averaging as message damping, which is a well known technique from statistical physics and dynamical systems theory used for controlling chaotic behavior of a system. Averaging can also be viewed as a method for adding memory to the decoding process and combining expert opinion [16] from the past and present in order to increase the reliability of the decision.
Yet another explanation follows from the theory of divergent series [17] , where various forms of averaging are used to convert oscillating sums into convergent series.
Let us start by describing the notion of message damping in a statistical physics framework [15] . It is well known that BP decoding is a special instance of the Bethe-Kikuchi method for estimating the Boltzmann distribution of an appropriately defined thermodynamical system [37] . The stability of the Bethe-Kikuchi method can be improved in terms of probability damping. Damping can be performed in several different ways, including arithmetic averaging, geometric averaging, and normalization. In the context of estimating the Boltzmann distribution, the updates of probabilities of variable nodes are computed within the following setup. First, variable nodes are viewed as random variables X i , i = 1, . . . , n, with an interaction pattern described in terms of the Hamiltonian operator
Here, the sum ranges over all sets N (c) that represent collections of variables nodes connected to a check node c, and h() denotes the check function Hamiltonian [15] that may also account for external fields operating on the nodes (i.e. for noise added to the variable nodes). Consequently, each set N (c) corresponds to one parity-check equation, and X N (c) denotes the collection of random variables checked by c. The Bethe free energy of the system described above can be written as
where p i (X i ) denotes the marginal probability distribution of the variable X i , and p N (c) (X N (c) ) denotes the marginal probability distribution of the collection of random variables X N (c) . The notation p is reserved for the collection of all marginal distributions of the random variables X i , i = 1, . . . , n . In addition, c i = 1 − d i , where d i is the out-degree of the variable node associated with the variable X i . The marginals of the Boltzmann distribution can be found in terms of an iterative procedure which is equivalent to belief propagation decoding. Furthermore, the computation of the marginals can be modified so as to include damping of the following form [15] :
The index j refers to the iteration number, while N (c i ) is used to denote the set of check nodes neighboring the variable node corresponding to X i .
It can be easily seen that damping represents a special form of aggregation of probability distributions [16] . Usually, probabilities from multiple observation systems (e.g. experts) are combined by using axiomatic approaches. One such approach was described in [38] , and it can be dated back to Laplace. If P i (θ) denotes the probability distribution of a variable θ as observed by the i-th expert system, then the combined probability distribution of the variable θ can be computed as
where c is a properly chosen normalization constant and r is a scaling factor which takes non-negative real values. If c = 1 and r = 1, then the expert Equation (6) reduces to the so called linear opinion pool equation,
Similarly, if r → 0, then the expert equation results in a logarithmic opinion pool, for which
The linear opinion pool satisfies the unanimity and marginalization property, while the logarithmic opinion pool satisfies the principle of external Bayesianity [16] . Linear pooling corresponds to arithmetic averaging, while logarithmic pooling corresponds to geometric averaging 3 . It is straightforward to see that the damping Equation 6 is a logarithmic opinion pool based on two experts, with weighting factors ω 1 = γ and ω 2 = 1− ω 1 = 1− γ. Therefore, damping and other forms of averaging applied to messages of the belief propagation algorithm can be viewed as aggregation of message probabilities from several iterations, where "experts" correspond to "iterations". Averaged decoding can also be viewed as belief propagation decoding with memory.
Due to its connection to general means, averaging can also be seen as a method for "summing" oscillating series [17] .
A convergent series {a i } ∞ i=1 has the property that its partial sums, s n = ∑ n i=1 a i , represent a convergent series. In other words, lim n→∞ s n = s < ∞. A series that is not convergent is called a divergent series [17] . Divergent series either have s = ∞, or they exhibit oscillating behavior, so that the defining limit does not exist (some authors, like Hardy [17] , use the word "divergent" to refer to oscillating series only). 
Clearly, Cesáro sums are nothing more than arithmetic averages of an increasing number of terms of the original series.
More general weighted averaging techniques include the Borel method and the Nörlund methods [17] . In the latter case, one first defines a decreasing series of coefficients
and then an average of the form
where s j = ∑ j i=0 a i . Of special importance are regular summability methods [17] . A summability method is said to be regular if every series convergent or divergent in the standard setting is also convergent or divergent under the given summability method, and has the same limit in both cases. A regular method preserves the convergence properties of an infinite series. Clearly, Cesáro sums are regular, since ∑ ∞ i=0 a i = s implies that the limit in (9) also equals s. On the other hand, a Nörlund method is regular if and only if β n /B n → 0 as n → ∞.
It is straightforward to see that all the above described mathematical techniques are based on the same underlying principles of "smoothing out" oscillating behavior arising in dynamical systems, expert systems, and infinite series. In the context of belief propagation decoding, "smoothing" has a similar meaning. There, one sometimes encounters oscillating behavior of the probabilities prior to the trapping event, either due to numerical instabilities or to some of the inherent properties of the decoding algorithm. Therefore, averaging may be viewed as a means of controlling the oscillations in such a system. It can also be seen as a method for controlling the speed with which extrinsic information is passed from one variable node to another. Finally, it represents a way to combine "expert opinions" from various subgraphs of the Tanner graph 4 .
In what follows, we refer to any form of a BP algorithm that uses some form of message averaging as an averaged decoder. In particular, we focus our attention on arithmetic and geometric averaging methods applied both to probabilities as well as to log-likelihood ratios passed by variable or check nodes. In order to keep the exposition focused, we present simulation results only for those techniques that were found to offer some advantage (computational or performance based) over other methods.
Averaged BP Decoding
Let us denote the averaged probabilities of a variable node v having value 0 and 1 at iteration number l byq
v,1 , respectively. These probabilities are obtained by taking the average of l av probability values assigned to node v, starting from the l min -th iteration. More precisely, the average is taken over the pseudoposterior probability of the last iteration, q
v,0 and q
v,1 , and the averaged pseudoposterior probabilities of the l av − 1 previous iterations,q
Define the averaged probability update rules as follows. For the first l min iterations, no averaging is performed so that the averaged probabilities are equal to the probabilities given by (2), i.e.
For iteration indices l min < l < l min + l av , the message probability update rules are given bŷ
where q
v,1 are used to denote the message probabilities passed at the l-th iteration, computed from the averaged
v,1 , l min < i < l min + l av , and the update rules (12) and (13) . The function g() may take different forms for different averaging strategies, and it may be applied to the probabilities r cv,x v , rather than the probabilities q
Some specific choices for g() will be described at the end of this section. 4 It is to be observed that for each iteration, the decoder operates on a different form of an unwrapped coding tree/graph. Consequently, averaging over several iterations corresponds to averaging message values obtained from several different graphical structures.
For all other iteration indices l ≥ l min + l av , the averaged probability update equations are of the form
During one iteration of averaged message passing, the averaged probabilitiesq
v,1 are sent to the parity-check nodes and updated in a standard manner 5 :
where α cv is chosen such thatq
cv,1 = 1. Note that in the equations above we made a slight abuse of notation by denoting the most recent -i.e. current probability messages, calculated using the averaged probabilities of the previous iterations, by q
cv,0/1 , r cv,x n , and q
v,1 represent messages obtained before applying the averaging update function g, and they are evaluated according to Equation (2).
We focus our attention on three different forms of the averaging function g(), and use p to denote either the q or r probabilities defined in the previous sections. Which of these two probabilities one is averaging over will be apparent from the context in which the formulas are used.
a. Arithmetic averaging of probabilities:
b. Geometric averaging of probabilities:
c. Weighted arithmetic arithmetic averaging of probabilities:
where the weighting coefficients β i , 1 ≤ i ≤ L are chosen as described in definition of a Nörlund sum.
Note that averaging can result in a slower speed of message changes. To minimize this undesirable effect of averaging one can make the averaging algorithm follow some adaptive set of rules. In this context, adaptive refers to the the ability of the algorithm to initiate the averaging process at each variable node individually, and only in the case that the absolute change in pseudoposterior probabilities during two adjacent iterations exceeds a given threshold θ.
Thresholds of Averaged BP Algorithms Background
The error-correcting performance of BP decoders is most easily be analyzed in terms of density evolution (DE) [40] .
DE can be used to find capacity-approaching degree distributions for irregular LDPC codes as well as to determine the decoding threshold for a wide variety of discrete, memoryless channels. While DE is straightforward to perform for the case of the BEC channel, it can be a complex undertaking for other channels such as the additive white Gaussian noise (AWGN) channel, unless certain analytical approximations are made. Chung, Richardson, and Urbanke [41] showed that one such approximation for DE of the message passing algorithm for an AWGN channel consists in modelling the messages as Gaussian random variables in a one-dimensional parameter space. For completeness, we briefly summarize the basic equations behind the Gaussian approximation for DE, and then proceed to use these results in order to study the threshold of averaged decoders (to be rigorously defined below). We use Gaussian approximation techniques to show that various forms of averaging do not increase the decoding threshold of LDPC codes and consequently do not exhibit a negative influence on the codes performance in the waterfall region. On the other hand, as will be shown in Section 3.4, averaging may results in a significant decrease in the error floor of codes.
Let us recall the LLR version of the message passing algorithm described in Section 2.1, and for the moment, assume that averaging is performed at the variable nodes. In this case, the messages of interest are of the form ℓ
v,1 . At each variable node, its corresponding channel message ℓ 
By using the duality property of variable and check nodes, one similarly obtains
where ℓ , although these variables are provably non-Gaussian [41] . To simplify analysis, let us assume that the messages ℓ 
.
To obtain the update equation for m (l)
c , one first has to find the expected values of both sides of Equation (20) . Then, the expected value of the right hand side of (20) is expressed in terms of a continuous, monotonically decreasing function φ(x) on [0, ∞) with limits φ(0) = 1 and φ(∞) = 0, so that
where two particular approximations for φ can be found in [41] . The expression above can be recast as
Consequently, the check node update equation reduces to
c . The same arguments can be used to derive the update rules for variable and check nodes in irregular codes, by replacing Gaussian variables by appropriate Gaussian mixtures [41] .
Theorem 3.1. [41] For a fixed s, t l (s) diverges if and only if
Define the threshold s ⋆ as the infimum of all s in R + such that t l (s) diverges, i.e. such that lim l→∞ t l (s) = ∞. Then
The threshold is proportional to the inverse of the highest noise variance the decoder can tolerate. Since the function f (s,t) is monotonically increasing on both 0 < s < ∞ and 0 ≤ t < ∞, for all s > s ⋆ and t l (s) > t l (s ⋆ ), t l (s) diverges as well.
Thresholds of Averaging Decoders
We show next that the sequencet l (s), obtained from an update function that corresponds to certain forms of averaged decoding also diverges for all s > s ⋆ , where s * denotes the threshold of standard BP decoding. The word "averaged" refers to arithmetic averaging of probabilities (Equation (16)), geometric averaging of probabilities (Equation (17)), as well as
Nörlund averaging (Equation (18)) with appropriate parameters l av and l min . We also show that the decoding threshold does not increase if arithmetic/geometric averaging of log-likelihood ratios is performed. Under suitable conditions, the findings hold for averaging either over variable or check messages. We provide proofs for a selected set of methods applied to check nodes. We omit the proofs for averaging techniques operating on variable nodes, since these are either fairly straightforward to derive or since they follow from the corresponding results derived for check node averages.
Case 1: Consider a sequence {t l (s)} ∞ l=0 and initialize it as follows:
where f (s,t) is as defined above and l av ≥ 2. The proof is given in Appendix A.1.
Case 2:
We show next that geometric averaging of LLRs over l av iterations does not increase the threshold of BP decoding. In this case, define a sequence {t l (s)} ∞ l=0 , and initialize it according tot 0 (s) = 0 andt 1 (s) = t 1 (s) = f (s,t 0 (s)) > 0. Let t l (s) and f (s,t l (s)) be as defined in the previous section. Furthermore, let
Lemma 3.2. The sequence {t l (s)} diverges for s > s ⋆ , where s ⋆ is threshold of the standard sum-product algorithm.
The proof is given in Appendix A.2.
Case 3:
Averaging strategies can be applied on probabilities directly, according to the rules described in the previous section. Proving that these techniques do not have thresholds larger than those of standard BP algorithms is technically more involved than proving the corresponding results for their LLR counterparts. Therefore, we first reformulate probabilistic averaging as a specialized form of LLR averaging, and then apply DE techniques to this case.
Observe first thatt
Define the probability p f l according to
so that
Averaging is performed in terms of computing the following geometric meañ
This form of probabilistic averaging is equivalent to averaging LLRs according to the formulã The proof of the lemma is given in Appendix A.3.
We conclude this analysis by observing that he update equation for arithmetic averaged decoding of check probabilities is given by,
and a similar proof for the invariance of the threshold of BP decoding can be performed for this case as well. The detailed proof is given in Appendix A.4.
The Influence of Averaging on Trapping Sets: Experimental Results
We provide next a comparative simulation study of the performance of the [2640, 1320] Margulis code under BP and averaged BP decoding at an for SNR of 2.4dB. At this SNR value, one can detect the onset of an error-floor and record the trapping sets that cause it. For a set of approximately 1.5 billion tested frames, 488 frames contained errors under standard BP decoding implemented as described in Section 2. Of these 488 frames, all frames containing trapping sets were successfully decoded using less than 200 iterations of arithmetic and geometric averaged decoding of variable node probabilities. Only frames that showed random-like oscillations in message values, and for which no erroneous message trapping was observed 6 , were not corrected by averaging. Probabilistic averaging performed on check nodes resulted in almost the same performance, while averaging techniques applied to LLRs showed visibly inferior performance. We therefore focus on probabilistic averaging techniques for variable node messages only. Henceforth, we refer to the first set of described frames as trapping frames, and the second set of frames as random frames. We also tested the performance of the same averaged decoders on 36 million frames that were correctly decoded by standard BP algorithms. All these tested frames were correctly decoded under both forms of averaged decoding, for an appropriate setting of the parameters of the averaging algorithms. Consequently, averaging is not expected to change the performance of a decoder in the waterfall region of the BER curve, although in this regime it is not necessary to use this decoding strategy at all. Consider the data plotted in Figure 2 , showing the changes in the number of erroneous variables with respect to the number of iterations during averaged belief propagation, for the same set of frames displayed in Figure 1 . As can be seen, all three types of trapping sets were decoded without errors if message averaging was used.
The question of interest is, then, to explain why averaging eliminates the negative influence of trapping sets on the code graph. As described in the previous section, the success of averaging techniques can be attributed in part to the fact that they control chaotic behavior, eliminate unwanted oscillations, and combine expert opinions. To illustrate the influence of averaging on oscillation suppression in variable messages, consider the data listed below.
The data in the table pertains to a (14, 4) trapping set. The first block (consisting of two rows) in each pair of blocks contains values of messages passed by one node in this set during standard BP. The second block contains the same messages under arithmetic (probability) averaged BP decoding. The symbol M is used to denote "method" and it refers to the parameters of arithmetic averaged decoders l min /l av , as defined in the previous section. The symbol I is used to 6 Very likely due to typical noise-configurations Margulis code similar to those developed in [44, 11] for a different study. For reasons of clarity, we henceforth say that a variable node is zero-biased (one-biased), if the probability of this node having value zero exceeds (falls below) 0.5.
M/I
A node is said to be strongly zero-biased, if the probability of the node having the value zero is close to one. Strongly one-biased is defined similarly. The above described probabilities can be a priori and pseudoposterior probabilities, depending on the iteration number. trapping set (gray circles), two "expansion" variables 7 (white circles), and the resulting (14, 4) trapping set. This is the unique nesting structure for (12, 4) and (14, 4) trapping sets observed for all performed simulations, and first described in [5] . For ease of visualization, variable nodes are both "color coded" and "shape coded". Blue circles are reserved for zero-biased variable nodes, while red circles are reserved for one-biased nodes. The radius r of a circle is proportional to the absolute value of the difference between the probability p of a variable being zero and the threshold 0.5. More 7 Expansion variables will be investigated in more details in the next section.
precisely, r = |p − 0.5]. Consequently, strongly biased variables are represented by circles of large radius. We refer to the four variables at the corners of the structure shown in figure 8 as the "outer ring", and the four innermost corner variables (forming a square) as the "inner ring". The Margulis code is a (3, 6) regular code so that each check node has exactly six outgoing edges, of which only those connected to the trapping set variables are shown. With this restriction, the degree of a check node within the trapping set equals the number of its neighbors among the variables in the trapping set. Let us compare next the behavior of the standard BP decoder and the probability version of arithmetic averaging decoder with respect to the zero and one-biases of the variables. Figure 4 shows the a priori and seven pseudoposterior biases of variables in a (14, 4) trapping set that were obtained by standard BP simulations, and are henceforth denoted by A. As can be seen, the majority of the variables in the trapping set exhibit a strong one-bias, and the few zerobiased variables tend to change their bias within a few consecutive iterations 8 After a certain number of iterations, all variables show a strong one-bias, although this bias is slightly smaller for the expansion compared to the basic trapping set variables. This bias persists for all subsequent iterations, which implies that the variable nodes exterior to the trapping set cannot change the decisions made by the trapping set variables. On the other hand, consider the same trapping set A and the same set of a priori biases with respect to averaged arithmetic decoding. Figure 5 depicts the evolution of the biases up to the number of iterations needed for correct decoding. One can observe a similar progression of biases as for standard BP, in the sense that at a certain iteration (in this case, iteration number 11) all variables in the trapping set have a one-bias. The strengths of the biases are, on average, significantly smaller for averaged then for standard BP decoding. Furthermore, the number of iterations needed for this event to occur is also significantly larger than for the case of standard decoding. This allows the variables exterior to the trapping set to revise the biases of the trapped variables, which results in correct decoding after a sufficient number of additional iterations. These findings are typical of all the trapping sets investigated, and they are also present in the case of geometric averaging. Consequently, it can be deduced that averaging prevents potential problems in the decoding process by reducing the magnitude of large biases, and slowing down the changes in biases of variable nodes. 2  1  22  23  23  2  21  21  21  3  20  19  20  4  21  20  20  5  24  23  24  6  24  24  23  7  20  20  20  8  21  21  21  9  26  25  24  10  25  25  24   Table 2 : Convergence speed of averaged decoding.
Method
The number of overall iterations of averaged decoding is usually larger than the average number of iterations needed for standard belief propagation decoding of frames that do not exhibit point trapping set behavior. The reader is referred to Table 2 for a more precise count of this number of iterations for arithmetic averaged BP decoding. In addition, Table 3 lists the average number of iterations needed for error-free decoding of 1000 frames by standard and averaged belief propagation. It can be observed that the later the averaging process is started (i.e., the larger the value l min ), the smaller the expected number of iterations required for successful averaged decoding. Consequently, one needs to choose the parameters l min and l av in a judicious manner that will ensure sufficiently fast and correct progression of the biases of variables outside the trapping set, while at the same time slow down erroneous messages reaching the trapping sets.
The performance of the adaptive averaging scheme with parameter θ is shown Table 2 . The operational parameters of the averaged decoding algorithm are again given by the pair of values l min /l av .
As can be seen from Tables 2 and 3 , the best results in terms of decoding complexity can be achieved for the 2/2 and 5/2 arithmetic averaging method. Adaptive averaging does not seem to offer any advantages compared to general averaging methods in terms of error-rate performance.
Method (1000 frames) BP 2/2 6/2 7/2 Average # of iterations 7.4 11.22 14.14 10.43 Table 3 : Convergence speed of averaged decoding for correctly decoded frames.
Geometric versus Arithmetic Averaging
We compare next geometric and arithmetic averaging techniques applied to variable nodes. We point out once again that averaging of LLRs showed inferior results compared to its probability-based counterparts, and we again focus on averaging techniques operating on probabilities of variable node messages. The decoder parameters are, again, two integers (l min , l av ), describing the starting iterations for averaging l min , and the number of iterations l av over which averaging is performed. Arithmetic averaging follows the update rules listed in Equation (16) , while geometric averaging is performed according to Equation (17) . A total number of 47 point trapping were tested with respect to these two averaging techniques. Table 4 shows the average number of iterations required for error-free decoding of arithmetic and geometric averaged decoders, as well as the maximum number of iterations for the 47 frames. Note that the maximum number of iterations was set to 200. Obviously, for all the cases listed, the required number of iterations for averaging over l av = 1 iterations is 200, since this case corresponds to standard BP.
Geometric averaging is extremely sensitive to the particular choice of the decoder parameters (l min , l av ). If more than two iterations are used and if averaging is initiated after nine or more iterations, certain numerical problems are encountered that prevent the decoder to converge to a meaningful solution.
Nevertheless, the results listed in the table also indicate that geometric averaging with the best set of decoder pa- rameters can decode the same number of errors as arithmetic averaging with its optimal set of parameters. Furthermore, geometric averaging results in faster biasing rates compared to arithmetic averaging. Table 4 : Average number of iterations necessary for correct decoding of point trapping sets using arithmetic and geometric averaging. Averaging starts after iteration l min , average taken over l av iterations.
The BER performance of standard BP decoding is compared to averaged decoding techniques in Figure 6 . As all trapping frames that were decoded without errors by the arithmetic averaging decoder were also decoded without errors by geometric averaging decoders, only one curve is displayed for both these methods. Note that averaging is only used in the error floor region (i.e. only once a certain SNR is reached). The curves in Figure 6 are generated using averaged decoding that starts at the first iteration, l min = 1, and performs averaging over l av = 2, 3, and 4 iterations. Averaged decoders with l av = 2 show the best results in terms of performance.
Remark:
We also implemented averaged decoders that use Nörlund-type of averaging. Here, the update rules for the probabilitiesp l , and their sums s j = ∑ j i=0p i , were chosen aŝ
As is the case for geometric averaging, Nörlund-type of averaging is very sensitive to the particular choice of decoding parameters -in this case, the parameters β i included. For example, by letting the sequence β i , i = 1, . . . , l av be 
Trapping Sets and Redundant Parity-Check Equations
An alternative approach for reducing error floors of LDPC codes consists in choosing an appropriate redundant paritycheck matrix for decoding, rather than altering the decoding algorithm itself. For that purpose, let us assume that during decoding on the standard Tanner graph of the Margulis code, a frame is encountered with errors confined to a (12, 4) trapping set. The problem of interest is to investigate how the estimated values of these 12 trapping set variables change with the addition of one or more redundant parity-check equations. If these redundant check nodes increase the number of unsatisfied checks in a trapping set with 12 variables from four to five, is the decoder still going to make an erroneous decision? For a given number of variables, how many unsatisfied checks are needed in order for the decoder to recognize errors confined to a trapping set and to correct them? These questions are addressed in this section, and our results show that increasing the number of unsatisfied checks connected to trapping sets of a code in terms of adding redundant paritycheck equations leads (with high probability) to correct decoding of most trapped frames. More precisely, we show that for the [2640, 1320] Margulis code, errors confined to point trapping sets can be completely eliminated by adding only one redundant row to the standard parity-check matrix of the code. trapping subset. Once a trapping event is detected, an appropriately chosen parity-check equation can be appended to the matrix and the decoding process can be restarted. Figures 7(b) and 7(c) show the performance of the decoder when one such redundant row is added to the parity-check matrix in a way that the projection of the 12 trapped variables confined to this row has weight one. In Figure 7 (b) the decoder gets trapped in the (14, 4) trapping set already observed in Figure 7 (a), since the projection of its 14 variables on the redundant row has weight two, and the erroneous variables inside the (14, 4) trapping set are even more biased towards an incorrect decision. The additional parity-check equation used in Figure 7 (c) has row-weight one when confined to both the (12, 4) as well as the (14, 4) trapping set. Nevertheless, it does not lead to successful decoding but rather results in the decoder being trapped in an aperiodic trapping set. In Figure 7 (d), the output of the decoder for another choice of a redundant parity-check equation with projection of weight one confined to both the (12, 4) as well as the (14, 4) trapping set is shown. In this case, the decoder successfully identifies the codeword after only 19 iterations. Note that in all these experiments, the channel noise realizations were the same.
As can be seen from the example above, the output of the decoder operating on the augmented Tanner graph depends on the effect of the redundant row on the (12, 4) trapping set. If the projection of the 12 columns on the redundant parity-check equation results in a row of weight 1, the (12, 4) trapping set is converted into an elementary (12, 5) trapping set. Such a set has one more unsatisfied check equation, which may help the decoder in identifying some erroneous variables. Unfortunately, the expansion of a (12, 4) trapping set into a (12, 5) set often does not lead to a correctly decoded frame, but rather forces the decoder into a (14, 4) trapping set containing the original (12, 4) trapping set. If, on the other hand, both the projections of the underlying 12 and the extended 14 trapping set variables result in rows of weight one corresponding to the redundant parity-check equation, the decoder converges with high probability to the correct codeword. For all (12, 4) and (14, 4) trapping sets investigated, a single parity-check equation can be identified that can simultaneously increase the number of unsatisfied checks in the (12, 4) and their extended (14, 4) trapping sets.
More precisely, in all such cases, the projections of both the 12 and the 14 variables contained a vector of weight one when confined to the redundant row.
Parity-check equations that lead to this effect can found by using two different approaches. One approach, termed genie-aided search, assumes the knowledge of the erroneous trapping variables. Since such knowledge is not readily available during decoding, another approach, termed structured search, is proposed as well. The structured approach provides for simple and computationally inexpensive identification of appropriate redundant parity checks to be used for decoding trapping errors, but it requires some prior knowledge on the structure of trapping sets encountered during decoding. In all investigated cases, the redundant rows found during the search were not previously present in the standard parity-check matrix, as can be easily determined based on its weight: while all parity-checks of the original parity-check matrix have weight 6, the weight of the appended rows was found to be an even number in the range from 18 to 50.
Genie-aided random search
Structured search
We describe next an approach for identifying good candidates for redundant parity-checks without using side information regarding the position of erroneous variables, but rather by exploiting structural properties of the (12, 4) and (14, 4) trapping sets in the [2640, 1320] Margulis code.
Throughout the remainder of this section, we call the variables and checks introduced by extending a (12, 4) Since the Margulis code has no four-cycles, at most one expansion check can be connected to both the expansion variables. Consequently, either three or four edges emanating from the expansion variables are connected to expansion check nodes, while the remaining edges are connected to check nodes whose degree in the basic (12, 4) trapping set is one. Thus there exist only two possible configurations for such trapping sets, as shown in Figure 8: 1. Based only on the knowledge of check nodes of degree one within the basic (12, 4) trapping set, it is straightforward to determine the whole expansion set: the two degree-one checks of the basic (12, 4) trapping set are connected through two variable nodes to one additional check node. These two variable nodes are the expansion variables.
2. In the second configuration, the expansion variables do not share a check node.
All frames we observed during our simulations correspond to configurations of the first type.
For configuration 1, denote the two expansion variables by v E,1 and v E,2 . Furthermore, denote the check node connected to both these variables by c E . The unsatisfied check nodes in the basic trapping set neighboring the expansion variables are denoted by c BE,1 and c BE,2 , while the variable nodes in the basic trapping set connected to check nodes c BE,1 and c BE,2 are denoted by v BE,1 and v BE,2 , respectively. The check nodes of degree one in the expansion of the trapping set are c EO,1 and c EO,2 . The two remaining check nodes of degree one in the basic trapping set are termed c BO,1 and 9 These check nodes, incidentally, correspond to unsatisfied check nodes, that can be readily identified. c BO,2 , and the variable nodes within the basic (12, 4) trapping set connected to them v BO,1 and v BO,2 , respectively (see Figure 8 (a)). The configuration involving all the aforementioned checks and variables is illustrated in Table 5 . Table 5 : Projection of the basic trapping set and the expansion variables
Expansion Variables Basic Trapping Set Variables
The parity-check equations containing the projections described in Table 5 can be linearly combined to generate a redundant parity-check equation that has a projection of odd weight in both the (12, 4) and the (14, 4) trapping set. There are three different methods for linearly combining the parity-check equations with projections as shown in Table 5 .
Method S 1 refers to adding the rows indexed by (c E , c EO,1 , c BE,2 ), (c E , c EO,2 , c BE,1 ), (c EO,1 , c BE,1 ), and (c EO,2 , c BE,2 ).
Observe that all these combinations have a projection of weight one within the basic trapping set. Method S 2 refers to 1 , c BO,2 , c EO,2 , c BE,1 ) . The Hamming weight of the constructed rows is an even integer between 10 and 24. The lower bound 10 is met by the constructions S 1 and S 2 if the supports of two added parity-checks share exactly one element. The intersection of the supports cannot have more than one element, since the code has no four cycles. Method S 3 meets the upper bound 24: four parity-check equations are added and none of the variables listed in Table 5 occur in the support of more than one parity-check.
If a trapping set of the form shown in Figure 8(b) is present in the code graph, then the two expansion variables cannot have a common check node. Consequently, the expansion variable v E,1 is connected to two of the degree-one check nodes of the basic trapping set. 10 If there is only one variable node connected to two degree-one checks, denoted by c BE,1 and c BE,2 , the variable of interest is the expansion variable v E,1 , which is also connected to expansion check node c EO,1 . Observe that the expansion variable v E,2 is strongly influenced by its two neighboring check nodes connected to the outside graph and it cannot be uniquely determined. Due to this limited knowledge of the expansion set, there are two possible ways to generate a redundant parity-check with an odd projection weight on the basic trapping set, involving the sums of the rows (c EO,1 , c BE,1 ) as well as (c EO,1 , c BE,2 ). A similar analysis can be conducted for (14, 4) trapping sets.
Details regarding this procedure are omitted. Table 6 illustrates the application of methods S 1 , S 2 , and S 3 , as well as the genie-aided random search for identifying redundant parity-check equations that lead to correct decoding of all frames erroneously decoded on the standard Tanner graph (described in the previous section). For illustration purposes, we focus on 15 frames chosen from this category.
The table includes data describing the parameters of the sets in which the decoder was initially trapped, the number of parity-check equations that had to be added in order to generate the redundant equation used in the genie-aided random search method, and the number of iterations performed by the decoder until successful decoding. Also listed are the types of structured methods used to generate the redundant parity-check equation. Underlined symbols refer to methods that used the minimum number of iterations to converge to the correct solution. This number is also shown in the rightmost column of the table.
Although decoding with a redundant parity-check matrix should, in principle, only be performed in the error-floor region (by restarting the decoder if it gets "trapped"), simulation results indicate that the performance in the waterfall region is not influenced by the presence of one redundant parity-check, so that decoding can be performed with the redundant parity-check matrix for all SNR values. 10 One must keep in mind that the choice for such a variable may not be unique.
Genie Table 6 : Summary of simulation results for processed frames using the genie-aided random search and structured search methods. The software used to generate part of the results is available upon request from the authors.
Redundancy and Variable Node Biases
Intuitively, it is clear that adding properly selected redundant check nodes can change the flux of "correct" messages to and from variable nodes within the trapping set. How exactly this information is passed and how it influences the evolution of biases of variables in the trapping is described next.
For this purpose, we start by considering redundant parity-check equations in the decoding matrix that increase the number of odd-degree checks in the Tanner graph of all nested trapping sets. Note that one parity-check equation may increase the number of odd-degree checks in one trapping set, but simultaneously increase the number of even-degree checks in another set containing that given trapping set. Determining when such an event occurs is very hard, and largely dependent on the structure of the Tanner graph of the code. Consequently, we focus on only one redundant parity-check equation simultaneously altering only two nested trapping sets, which is the case for the already described (12, 4) and (14, 4) trapping sets. An illustrative example that does not involve these two trapping sets is given in Figure 9 . It shows three instances of belief propagation decoding involving three different parity-check matrices: the solid line is used to represent the standard parity-check matrix, the dashed line corresponds to a parity-check matrix with one redundant equation, while the dash-dotted line follows the decoding process on the standard matrix augmented with seven redundant rows. For the standard parity-check matrix, the decoder gets trapped in a (12, 4) set. When one more parity-check is added, the decoder produces errors confined to a (14, 4) set. This one line increases the number of odd-degree checks in the (12, 4) , and, at the same time, the number of even-degree checks in the (14, 4) set. Adding six more equations leads to an aperiodic trapping frame, which visits a (18, 12) trapping set in the span of two iterations. The zero-and one-biases of variables in two trapping sets, denoted by B and C, and augmented in several different ways, are depicted in Figure 10 and Figure 11 . The redundant parity-check equations are generated in terms of the structured search methods described in Section 4. Method S 1 results in converting both the (12, 4) and (14, 4) trapping sets into (12, 5) and (14, 5) trapping sets (e.g. Fig. 10(b) ), while method S 2 only alters the number of odd-degree checks in the (14, 4) trapping set (e.g. Fig. 10(c) ). Method S 3 results in the formation of a non-elementary trapping set. The resulting structures are shown for the trapping set B in Figure 10 . We choose to display both those configurations that are correctly decoded, as well as those that are not correctly decoded, in order to identify the underlying interactions between the redundant check and the variable nodes with zero-and one-biases. Nodes connected by thin dotted lines do not belong to the set of erroneously decoded variables. The redundant check nodes are emphasized by using thick dotted lines for their edges and are pointed to by arrows. trapping set. The latter check only modifies the structure of the (14, 4) trapping set, since it is connected to the expansion set variables. Despite the fact that these two redundant equations lead to different overall changes in the trapping set structures, one of their common features is that they both connect a zero-biased trapping set variable with a variable outside the trapping set, and therefore provide this variable with relevant information needed for correct decoding. decoding. This indicates that the success of decoding using redundant check equations not only depends on the bias of the variable node the redundant check is connected to, but also on the bias of the variables neighboring a redundant check. As it would seem intuitive that the connection of a redundant check to a variable in the trapping set supports this variable in developing or maintaining a zero-bias, the decoding process appears to be of a more complex nature.
Successful decoding of trapping sets using redundant check equations depends also on the biases of all the trapping set variables and their neighboring nodes.
The redundant checks leading to successful decoding of trapping set C are depicted in Figure 11 . Observe that adding these redundant checks from method S3 makes the (14, 4) trapping set non-elementary and introduces additional cycles within the trapping set. The redundant checks displayed in Figures 11(a) , 11(b), and 11(e), respectively, also connect the expansion set variables, therefore forming a four-cycle and reducing the girth of the Tanner graph. It has to be noted that for all tested frames, the redundant equations obtained by method S3 resulted in the best decoder performance.
Contrary to averaged BP decoding, which slows down the convergence of the bias of the variable nodes, redundant parity-check equations show, if at all, only a very limited influence on the speed of convergence. For most redundant check equations that resulted in a correctly decoded frame, variable nodes of the trapping set were strongly one-biased after several iterations. At a later stage of the decoding process, these biases were reverted. There is, however, no one single set of parameters capable of describing the connection between the structure of a redundant check, the initial bias of the trapping set variables, and the probability of successfully decoding a frame. Furthermore, strongly biased nodes sometimes cause numerical instabilities in the decoding algorithm, making the decoding process highly unpredictable.
As a final remark, we point out that the location of the non-zero entry within the projection of the redundant parity-check equation on the (12, 4) or (14, 4) trapping set does not seem to influence the performance of the decoder.
Redundancy Versus Trapping Set Size: An Analytical Study
In what follows, we investigate the fundamental theoretical trade-offs between the number of rows in a parity-check matrix of a code and the size of its smallest trapping set from a given class. For all our subsequent derivations, we need the following definition. Proof. The proof of the claimed result is based on Lovàsz Local Lemma [46] , stated below. 
then P{
Let E i be the event that the projection of the i-th collection of a columns from a randomly chosen matrix in M C (m)
contains fewer than b odd rows. Then
Equation ( is imposed in order to ensure that any two events E i and E j are independent as long as they do not share one or more columns index, since for a linear code with minimum distance d. In the above setting, let P{ T E i } denote the probability that the randomly chosen matrix is free of trapping sets with parameters (a, s), where 1 ≤ s ≤ b − 1. In order to complete the proof, it suffices to observe that the dependence number of the events E i is upper bounded as
since any subset of a columns depends on any other subset that shares at least one column with it. Additional n − k − d + 1 rows may be required to make the randomly chosen matrix have rank n − k.
Although Theorem 4.1 ensures the existence of at least one matrix in M C (m) that is free of trapping sets with certain parameters, the actual probability of finding such a matrix may be very small. It is therefore of interest to identify values of the parameter m for which the probability of obtaining a matrix of the desired form in the ensemble is very close to one. 
where Proof. The result in Equation (33) is obtained by invoking the high-probability variation of Lovász Local Lemma, stated below.
Lemma 4.2.
[46] Let E 1 , E 2 , . . . , E N be a set of events in an arbitrary probability space, and let 0 < ε < 1. Suppose that each event E i is independent from all other events E j , except for at most τ of them. If
To prove the theorem, replace the expression for P{E i } in the above result by Equation (32) . The number of events E i , N, can easily be seen to be n a , and τ, the number of events dependent on a fixed event
The claimed result follows by invoking Vandermonde's convolution formula [47] which states that
for some integers t and u.
Although a closed form for Equation (33) (a) λ = 1/2:
independently on the precise value of λ!.
(c) λ < 1/2:
Consequently, by replacing λ with (b − 1)/m one obtains the following results. These two techniques are by no means the only methods that can be used to reduce the error floor of LDPC codes.
Other approaches, such as combining BP decoders and permutation decoding, or statistically combining outputs of several different BP decoders ran in parallels are currently under investigation.
A Proofs of Section 3
This section contains the proofs of the four lemmas in Section 3 pertaining to the noise threshold s ⋆ of several form of averaged decoding. The proofs proceed in two steps. The first step consists in proving that elements of the sequence {t l (s)} are strictly increasing. The second step consists in showing that the sequence does not have a finite limit. The second step is a straightforward consequence of the fact that the sequence {t l (s)} described in terms of the functions f (s,t) and φ(x) cannot have finite fixed points, provided that its terms are strictly increasing. Consequently, we only provide the proofs for the first step.
A.1 Proof of Lemma 3.1
Let us show by induction that the sequencet l (s) is strictly increasing for l ≤ l av . The basis for induction is given bŷ
Assume thatt l (s) is increasing up to l = L < l av . Then
Here, we used the decomposition
to (26) 
Assume next that the sequencet l (s) is strictly for all values of l < L. Then
which completes the proof.
A.3 Proof of Lemma 3.3
We start by observing thatt 1 (s) >t 0 (s) = 0 andt 2 (s) >t 1 (s). Assume that the induction hypothesis is thatt l (s)
Consider Equation (28) , and write
Clearly, 0 < a(l) < 1 and 0 < b(l) < 1 for all l > 0.
The function e x /(1 + e x ) is strictly increasing with x, and by induction hypothesis,t l (s) is strictly increasing with
holds. This implies that a(l) > a(l − 1) and
Now, Equation (28) can be rewritten ast
To show thatt L+1 (s) >t L (s), we take the difference of these two terms and use Equation (46) to obtaiñ
The last inequality holds since
From the above inequality it directly follows that
Therefore,t l (s) >t L (s) for all l > 0, which completes the proof.
bounds on the number of redundant rows one needs to add to the standard parity-check matrix of the [2640, 1320] Margulis code in order to eliminate all (12, 4) and (14, 4) trapping sets.
B.1 Trapping sets in Projective Geometry Codes
We start by introducing the relevant terminology.
Definition B.1. A finite projective geometry PG(m, q) of dimension m and over a finite field GF(q), for some prime power q, is a collection of points and subsets of the point set called lines, for which the following axioms hold true [48] :
• Two distinct points determine a unique line;
• Every line consists of more than two points;
• For every pair of distinct lines L 1 and L 2 , intersecting at some point r, there exist two pairs of points (p 1 , q 1 ) ∈ L 1 and (p 2 , q 2 ) ∈ L 2 that differ from r, such that the lines determined by (p 1 , p 2 ) and (q 1 , q 2 ) intersect as well.
• For each point and for each line, there exist at least two lines and two points that are not incident to them, respec- 
A type-I projective geometry code is defined in terms of a parity-check matrix representing the line-point incidence matrix of a projective geometry PG(m, q) [49] . We consider projective plane codes, for which m = 2, and codes based on projective geometries with m = 3 only.
Definition B.2. An s-arc in PG(2, q) is a collection of s points such that no three of them are collinear. The lines incident to an s-arc K are either unisecants (they intersect the arc in exactly one point) or bisecants (they intersect the arc in exactly two points). Similarly, an s-cap in PG(3, q) is a set of s points, no three of which are collinear.
The following results are taken from [50, pp. 176-200] Similarly, for an s-cap K in PG (3, q) it holds that: Remark: From the 21 trapping sets identified in the test-codes of [5] , only two were of the form (a, b) with a < b, namely (3, 9) and (4, 10). The first trapping set contributed to 27, while the other contributed to 13 failures. In addition, the largest trapping set in the list contains 16 variables. For s = 16, q = 2 5 = 32, a hypothetical trapping set in a type-I PG(2, q) code would have 288 checks of degree one.
A complete classification of trapping sets in projective geometry codes is probably an impossible task. This is due to the fact that very little is known about the number and existence of arcs and caps of different sizes in projective spaces.
One aspect of this problem that is better understood is the existence and enumeration of complete arcs (and caps) -i.e.
arcs and caps not contained in any larger arc or cap. Results pertaining to the enumeration of these configurations will be presented elsewhere.
Some examples of projective geometry codes and their smallest trapping sets are given in Table 7. In this table, complete H refers to the size of the parity-check matrix in terms of a complete set of lines and points of the geometry.
Furthermore, in Tables 8 and 9 , let minimal H denotes a matrix with n − k × n (i.e. a matrix for which some projective lines were removed in order to ensure that the matrix has rank n − k and only n − k rows). The size of the parity-check matrix derived using Lovász Local Lemma and its high-probability variation in The values for the minimum distance and the rank of the parity-check matrix, n − k, are taken from [49] . Table 8 : Necessary size of the parity-check matrix for selected PG codes to be free of (a, s) trapping sets with 1 ≤ s < b. The size of H from the PG code construction (complete H), the effective codimension n − k (minimal H), and the minimum size of the parity-check matrix derived using Theorems 4.1 and 4.2 (LLL H (standard) and (high probability)) are shown.
B.2 Bounds for the [2640, 1320] Margulis Code
Results similar to those derived for projective geometry codes are shown for the [2640, 1320] Margulis code in Table 9 .
We used the estimate d ≈ 40 [52] for this code.
It can be seen from Table 9 that there exists a redundant parity-check matrix with at most 1426 rows that does not contain any trapping sets of size (14, s) with 1 ≤ s < 5. 
