This paper provides a realistic case study of using the previously introduced SIMPPL system architectural model, which fixes the physical interface and communication protocols between processing elements (PEs) using PE-specific SIMPPL controllers. The implementation of a real-time MPEG-1 video decoder using SIMPPL provides a practical demonstration of how the complexity of system-level design issues are reduced by enabling rapid system-level integration and on-chip verification. The adaptation of the MPEG-1 PEs into the SIMPPL framework combined with the systemlevel integration was accomplished in 72.5 hours, which is only 4.5% of the overall system design time, instead of the more typical system integration times that can be as much as 30% of the design time.
SIMPPL Control Sequencer (SCS)
The SIMPPL CE abstraction. a controller as the physical inter-CE interface that processes the inter-CE communication protocols. The SIMPPL Control Sequencer (SCS) provides control instructions to the PE in addition to those received from other CEs in the system. The controller executes these instructions to direct how each PE is used by the system with minimal overhead [3] . Thus, the controller's fixed interface allows designers to decouple the system communication and control from the PE's computation, while the SCS provides the flexibility to reconfigure the control without modifying the physical interface.
The previous work provided a proof of concept for the SIMPPL model. It used a controller to interface small modules in simple video streaming applications to demonstrate that the SIMPPL controller is a viable method of reducing the complexity of design reuse, while adding a small amount of overhead to the CE implementation [3] . This paper extends that work to examine the effects on a non-trivial system-level design and demonstrate the inherent flexibility in SIMPPL's framework that makes it adaptable to different applications.
The focus of this paper is to describe both the benefits and constraints of creating and verifying designs using the SIMPPL model on an FPGA. These include:
• the model's extensibility to new system requirements • the reduced system-level integration effort
• an on-chip testbed for thorough verification of CE(s)
• a measurement of the resource overhead of the SIMPPL framework • a demonstration of the minimized system-level redesign effort
Demonstrating these characteristics of the framework requires a complex system as a case study. Figure 2 [6] shows a block diagram implementation of a generic MPEG-1 video decoder [7] outlining the datapath from the compressed data 1-4244-0 312-X/06/$20.00 c 2006 IEEE. Fig. 2 . An MPEG-1 video decoder to RGB display. input to the video output display. The MPEG-1 video decoder closely approximates the MPEG-2 video decoder, which uses 7377 slices on a Virtex-E FPGA in a commerical implementation [6] and is too large for our prototyping system, yet provides a realistic test system for the system model.
The remainder of this paper begins with Section 2 discussing how adapting a traditional modular system design methodology to use the SIMPPL model can reduce design time. Section 3 describes how the video decoder is implemented within the SIMPPL framework and Section 4 discusses an on-chip testbed that enables thorough verification of each CE. The system implementation results are presented in Section 5 and the conclusions and possible future work are summarized in Section 6.
DESIGN METHODOLOGY
When designing an SoC, there are numerous system specific issues to consider. This section describes a generic design methodology for designing within the SIMPPL framework and some of the application-specific issues that must be addressed. The particular design choices made for the MPEG-1 video decoder are then discussed in Section 3.
An initial high-level system specification in languages such as SystemC [8] is becoming increasingly common for complex systems. A designer describes SIMPPL modelled SoCs in these languages by specifying the SIMPPL controller and SCS interfaces for each PE module. Since the SIMPPL system-level architecture is fixed as a network of CEs connected via Asynchronous FIFOs, it lends itself to a modular design methodology. Initially, the PEs are designed and verified as individual modules in simulation and, where possible, on-chip. The SIMPPL controllers and their SCSs are then integrated with the PEs and the resulting CEs are verified in simulation. The remainder of the testing is performed on-chip to verify that data packets are properly received, processed, and retransmitted by the CEs using the on-chip testbed described in Section 4.
While the system-level architecture is fixed, the internal structure of the CE is flexible because a set CE architecture is unlikely to work for all applications, which reduces the usability of the model. Instead, the CE's architectural definition is conceptual: the system-level control and communication must be separated from the PE's computation as shown in Figure 1 . This means that the designer can select: the CE's number of Rx and Tx Communication Links, whether or not the CE interfaces with off-chip I/O, and the number of SIMPPL controllers per CE, as well as their instruction sets, to suit each PE's functionality. Even the granularity of partitioning of the system's dataflow into individual PE's is left unfixed to facilitate the adaptation of different applications to the model. By analyzing the design's dataflow, a system-level architecture can be chosen that partitions the design into PEs that are reusable in future applications. The designer must also consider the computational latency and throughput of each PE to prevent bottlenecks in the system and to guarantee that the application's latency and throughput requirements are met. Researchers have developed tools that can be used to model and analyze the system [9] or profile it on-chip [10] to meet the system performance requirements.
MPEG1 IMPLEMENTATION
The implementation of the MPEG-1 video decoder using the SIMPPL model was done by a four-person design team initially unfamiliar with the model. The changes to the systemlevel architecture are described first, followed by the applicationspecific implementation of the CE model from Figure 1 and the updates to the original controller architecture. Finally, the SCS architecture used for this application is discussed. In each case, the benefits and overhead inherent to the updated system model are discussed.
Adapting MPEG-1 to the SIMPPL model
The design team partitioned the video decoder into PEs before selecting a system-level architecture. While the PE partitions are not made to ensure reusability, they are still readily adaptable to CEs. Figure 3 shows a block diagram of the MPEG-1 video decoder implemented using the SIMPPL model, which has been redesigned as a pipeline due to the serial nature of MPEG-1 encoded data. The system is now divided into five CEs: the Parser, the VLD/RLD, the IQ, the IDCT, and the MC/PR. All the CEs are implemented in hardware except for the Parser. Due to design time limits, the team used software running on a processor, termed a software CE, to read the MPEG encoded data from external memory to generate the data-packets for the VLD/RLD CE.
The direct paths from the Parser and the VLD/RLD CE to the MC/PR CE are removed in the new system model, as shown in Figure 3 . While the direct path from the Parser is only used to provide status bits about the transmitted blocks to the MC module, the VLD provides data-packets to both the MC module and the RLD module for processing. Even though the SIMPPL controller supports branching operations, the resulting architecture uses only one datapath. The new architecture must now provide some mechanism for directly passing data between two non-adjacent CEs in the pipeline while ensuring that the order of the transmitted datapackets is maintained. This is addressed by adding new functionality to the SIMPPL controller and is discussed in greater detail in Section 3.2.
SIMPPL controllers act as the interface between PEs and the rest of the system. The predefined interface facilitates The data-packets transferred between modules consists of two or three fields, where the first field is an instruction word consisting of the opcode plus the number of data words in the packet. The second field is optional, providing the state information about this packet as an address word to the PE. For example, the status bits that used to be passed directly to the MC module from the Parser, as shown in Figure 2 , are now stored as state bits in the packet. The remaining field in the packet is the data words that are consumed by the PE. Figure 4 shows a block diagram of the CE architecture for the MPEG-1 application based on Figure 1 's abstraction. All the PEs in the MPEG-1 application are implemented in a pipelined format to allow multiple data packets to be processed in flight. This ensures that the real time throughput requirements for the video display are met. Therefore, each PE now has independent input and output SIMPPL controllers called the Consumer and the Producer, respectively, where each controller has its own SIMPPL Control Sequencer (SCS). Using independent controllers for receiving and transmitting data allows the Consumer to receive a data packet for processing while the Producer transmits a packet to the adjacent CE.
Adapting the SIMPPL CE for MPEG-1
The primary update to the controller addresses the requirement that the VLD/RLD CE be able to pass data di- rectly to the MC/PR CE, as described in Section 3.1. To resolve this issue, a new bypass instruction is added to the SIMPPL controller instruction set. It enables the controller to receive a packet with a bypass instruction header and then retransmit the packet, less the bypass instruction. Figure 5 illustrates a data packet that has four bypass instructions tagged to the beginning. By tagging N bypass instructions in front of a data packet, the packet will bypass N controllers before the N+1 controller processes the actual data packet.
Updating the SCS for the MPEG-1 system
Since the Consumer controller does not create any data packets, it does not run a local program. Therefore, an SCS is not required for this application, although the Consumer supports one as indicated in Figure 4 . All data processing performed by the Consumer is based on the data packets received from the preceding CE via the Rx Communication Link. However, the PEs in the MPEG-1 video decoder can consume different types of packets that directly determine the instructions issued by the Producer for each transmitted data-packet. The transmitted instruction's data dependency requires that the the local program in the Producer's SCS be dynamically generated based on the packets received by the Consumer unlike the static programs used in the proof-ofconcept study. Figure 6 illustrates how a CE that received packets A through E in order, where packet C had two bypass instructions, generates the appropriate program for the Producer's SCS. Recalling that the order of packets received by a CE must be maintained when they are transmitted to the subsequent CE, it is imperative that data packets A and B, which were inflight when packet C arrived, are transmitted first. To enable this functionality, the instructions from the Rx Communication Links and those created in the Producer's SCS must have variable processing priority. When the continue program status bit, as shown in Figure 6 , is set, the controller continues to fetch available instructions from the SCS, even if there are data packets to be processed on the receive link. Therefore, each Producer's SCS uses a FIFO not only to store the instruction word and the state word for each packet, but the status of the continue program bit as well. The PE enqueues valid instructions into the FIFO for every data packet in flight, setting the continue program bit for each instruction, as indicated in Figure 6 .
To ensure that bypassed packets are retransmitted in the proper order, the PE must detect if the Consumer receives a bypass instruction. In this situation, the PE will queue a null instruction into the FIFO with the continue program bit set low, as shown in Figure 6 . To guarantee that instructions are enqueued in the Producer's FIFO in the correct order, the SCS state machine must push the correct instruction onto the FIFO before the Consumer controller finishes reading the current data packet. The Producer will then dequeue the instructions and retransmit the data packets in order. When the "null" instruction is detected with the continue program bit set low, the Rx Communication Link will be given priority. The bypassed packet will then be retransmitted by the Producer to the subsequent CE and the "null" instruction will be dequeued from the FIFO. Thus, for the example shown in Figure 6 , the Producer will transmit packets A and B from the PE. It will then detect a "null" instruction, with the continue program bit set low, and process packet C from the bypass link, while simultaneously dequeuing the "null" instruction. This will be followed by packets D and E being sent to the next CE.
ON-CHIP TESTBED
The standardized physical interface and communication protocols of a CE allow the designer to use a flexible testbed architecture as shown in Figure 7 . CEs can be verified individually, as independent processing stages, or in combination with adjacent CEs. Furthermore, since the design is implemented on an FPGA, it is possible to run the testbed on-chip to verify the behaviour of CEs with a large number of data packets to obtain quick and accurate results. Previous work demonstrated that debugging [11, 12] and profiling [10] designs using on-chip resources results in a significant reduction of the time required to obtain information for the designer. Since design verification commonly requires greater than 50% of the overall design time, sometimes as much as 70% [13] , it may be possible to reduce the percentage of time spent verifying the design, and thus reduce the overall design time.
The testbed comprises the processors and the software required to generate (Source) and interpret (Sink) data packet streams for the CEs. The MPEG-1 video decoder is designed for a Xilinx Virtex2V2000, so the MicroBlaze T M soft processor is used in this testbed. High-level functions are built to generate each data packet from the instruction and data pointer specified by the user. The user can then quickly alter the number and types of data packets sent by the Source to the System Under Test (SUT) by changing the instructions in the source code and then compiling and downloading the processor executable to the Source Processor. Creating the data stream using software allows a significantly quicker turnaround time for testing the SUT with different data packet streams than is possible with the source data stream coded as a separate hardware module. The Sink Processor runs a program that detects and interprets packets received from the SUT and then allows the user to log them. The Sink processor program can also be combined with the Source processor program to allow designers to log the intermediate state of the design as shown in Figure 7 .
The on-chip testbed facilitated the detection of a significant PE error that required the redesign of the MPEG-1 video decoder pipeline. Using the MPEG-1 pipeline from the VLD/RLD CE to the MC/PR CE as the SUT, the design team found that a portion of the design specification for the MC/PR PE had not been implemented. The team created a new CE called the Missing Macroblock Replacer (MMR) CE and inserted it into the decoder pipeline just before the MC/PR CE to correct the error. The modularity and structure of SIMPPL made this change to the pipeline very easy.
Although the on-chip testbed runs orders of magnitude faster than in simulation, it does not likely exhibit the exact runtime behaviour of the final system. A runtime data stream could be irregular with data words sometimes arriving every clock cycle and sometimes delayed for numerous clock cycles, thus the Source and Sink may process data slower or faster than the system at runtime. However, the Consumer and Producer controllers, which interface the CE with its preceding and subsequent CEs, are able to abstract runtime data behaviour from the PE as they separate the communication protocols from the actual data processing. Both are able to properly stall the PE if there is no source data in the Rx Communication Link or no space in the Tx Communication Link so that the PE exhibits correct runtime behaviour independent of the data rate.
IMPLEMENTATION RESULTS
This section provides the implementation statistics for the resource usage and the design time of the MPEG-1 video decoder running at 30 frames per second to generate 320 by 200 pixel images on a monitor using the Xilinx Multimedia Board's Virtex 2V2000. Table 1 summarizes the resources used by the hardware CEs in the MPEG-1 video decoder system. Column 1 list the hardware CEs for which the resource usage measurements will be reported in the remaining columns. This excludes the Parser CE as it is a software CE implemented on a MicroBlaze T M and the focus here is on the overhead for hardware PEs. Columns 2 and 3 report the number of LUTs and flipflops used by each PE and SCS respectively. The Virtex 2V2000 provides 56 dedicated Block RAMs (BRAMs) and 56 hard multipliers as extra design resources, along with the homogeneous array of LUTs and flipflops in their Combinational Logic Blocks (CLBs). Column 4 reports the number of BRAMs and multipliers used in the PEs as none are required for the SCSs. Since neither the Producer controller nor the Consumer controller use BRAMs or multipliers, the total logic resource usage for the controllers is reported in terms of LUTs and flipflops in Columns 5 and 6 respectively. Finally, Column 7 reports the percentage of extra LUTs and flipflops required in addition to the PE to create each CE. This is calculated by totaling the number of the LUTs/flipflops used by the two controllers and the SCS and then dividing it by the LUTs/flipflops used by the PEs.
Resource Usage
Consumer as well as Producer controllers have relatively consistent resource usage among the CEs due to their similar instruction sets. However, the IQ and IDCT CE have slightly larger controllers because they execute bypass instructions and support variable instruction priority. SCS resource usage for all five CEs is minimal, the maximum being 92 LUTs and 98 flipflops by the VLD/RLD CE's SCS. This is due to the fact that its Producer has to generate both packets for the adjacent IQ CE and bypass packets. The great variance in the CE sizes arises from the different PEs they include, how complex they are algorithmically and how much of their design can be moved into BRAMs and Multipliers.
The MMR PE is the smallest because it is a patch to fix an error. Ideally, its functionality should have been encom- passed in the MC/PR CE, but a redesign of the PE required more testing and risked more errors than adding a separate module to implement the extra functionality. Although the percentage overhead of adapting the MMR PE into a CE was 269% in terms of LUTs and 94% in terms of flipflops, the percentage overhead of the LUTs for the MMR CE is greater than 100% because the PE uses less LUTs than the combination of the producer and consumer controllers, however, it minimized the design time required to fix the error as discussed in Section 5.2. Row 7 summarizes the complete hardware MPEG-1 video decoder system resource usage in terms of LUTs, flipflops, BRAMs and multipliers. Column 2 of Row 7 report the total number of LUTs and flipflops in the complete hardware system, which comprises the resources required for the FIFOs used as Communication Links between CEs, the system reset manager, and the CEs themselves, and the totals for the SCSs. The fifth and sixth columns in the final row report the total overhead of the Consumer and Producer controllers used in the system and the final column is the percent overheard of converting all the PEs to CEs with respect to the total system resource usage. Based on this calculation, the total system overhead of the SIMPPL model for the MPEG-1 design is 27% of the LUTs and 20% of the flipflops used by the system. However, these numbers have been inflated by the unplanned inclusion of the MMR CE to patch the missing part of the design specification. If we assume that the current MC/PR CE includes the MMR PE's functionality, we can remove the MMR CE and reduce SIMPPL's design overhead to 23% of the LUTs and 17% of the flipflops. These numbers can be further reduced to reflect the necessity of system integration and control logic if the SIMPPL framework is not used. Thus, even if the SIMPPL model with its increased flexibility and simplified integration is not employed, a portion of this extra logic is still required to implement dedicated protocols for passing data correctly between the different PEs shown in the original MPEG-1 block diagram in Figure 2 . A reasonable first order approximation of the necessary dedicated system control logic is the sum of all the SCSs used in the system as they implement the PE control state machines. Therefore, an approximation of the overhead of the SIMPPL framework is calculated as the resources used by all the controllers divided by the total system resources. The approximated actual overhead of the SIMPPL framework is reduced to 19% of the LUTs and 14% of the flipflops in this MPEG-1 system. Table 2 provides a synopsis of the design times required for the different phases of the MPEG-1 video decoder system's hardware design in terms of hours. The first column reports the portion of the design time being measured and Columns 2 through 6 list the different hardware CEs for which these numbers are reported. Column 7 reports the percentage of the total design time that the sum of the hardware CE design times attributes to each phase of the design.
Design Time Statistics
PE design and initial debugging are reported in the second row. This is the design time required to create the initial PE design, debug it in simulation and, where possible, perform some initial on-chip debugging. These values vary greatly depending on the complexity of the PE and how much independent algorithmic development was required. As previously mentioned, the MMR PE is relatively simple and both the IQ PE and IDCT PE are well-defined with readily available example implementations. Both the VLD/RLD PE and the MC/PR PE required a significant portion of time to develop and debug their algorithms.
Before trying to convert their PEs into CEs, the design team members each required about ten hours to learn about the details of the SIMPPL model. This includes understanding the operation of the Consumer and Producer controllers and how the SCS directs the local operations of the PE. These hours are not included in Table 2 as they are a onetime, non-recurring cost for using the SIMPPL framework as opposed to being specifically attributable to the MPEG-1 video decoder design. The PE-Consumer and PE-Producer integration times measure the time required to adapt the PE interface to the controller's requirements. This was most costly in the cases of the MC/PR PE-Consumer integration and the VLD/RLD PE-Producer integration, which required that their PE interfaces be adapted to the controller requirements. The Producer's SCS design time was dependent on the complexity of the dynamic program that could be run by the Producer. Once both the Consumer and Producer had been integrated along with SCS, CE testing was performed to verify that packets were being properly received and retransmitted by the CE.
At this point, the design team was able to perform a second phase of PE verification using the on-chip testbed to thoroughly test the operation of their CE. Once the CEs had been verified, the correct system-level connections and constraint specification files were generated in 12 hours. The total system design time was reported to be 1608 hours of which 1376 hours, or 85.6%, of the time was required for the PE design and initial debugging phase and another 9.9% for the on-chip phase of PE verification. This means that only 4.5% of the time was actually used to generate the CEs from their PEs and then integrate them into the system. For complex designs, system integration can tradition- ally account for as much as 30% of design time [13] , more than 6 times the system integration time for the MPEG-1 video decoder usingthe SIMPPL model. This allowed the designers to focus the majority of their efforts on creating properly functioning PEs, as opposed to system-level control and communication protocols. An interesting point of comparison is to look at the design times required for transforming the IQ PE into the IQ CE versus the IDCT PE into the IDCT CE. Both CEs were created by the same individual, where the IQ CE was developed first. As can be seen from Columns 3 and 4 in Rows 3 through 6 of Table 2 , adapting the IQ PE into a CE required significantly longer than for the IDCT CE. This was due to the designer's learning curve for understanding the SIMPPL CE model. Once the IQ CE was completed, the designer was sufficiently comfortable with the model to successfully implement a comparable interface in six hours as opposed to the 16 hours initially required.
Similarly, by the time the need for the MMR CE was determined, the design team had almost completed the system. The large resource usage overhead of using SIMPPL controllers to adapt the MMR PE into a CE required only 1.5 hours and the increase to the system integration time was nominal due to the designer's familiarity with the model. If an application-specific system model had been used for the video decoder, the time to fix the MC/PR module and reintegrate it into the system would have been significant and the entire verification phase would have to have been repeated. Instead, the complete design of the MMR CE, from the inital PE design to the final on-chip verification required only 22 hours.
CONCLUSIONS AND FUTURE WORK
The usage of SIMPPL controllers as the physical and communication protocol interface between CEs greatly facilitated the system-level design. The SIMPPL framework attributed approximately 23% more LUTs and 16% more flipflops of overhead to the system design, where the resource usage of the controllers is independent of the PE's size. The designers required only 4% of the overall design time to adapt the inital PE designs into CEs, which could be thoroughly verified on-chip with large data packet streams to ensure that they exhibited the correct behaviour. The system-level integration time was 12 hours, less than 1% of the total system design time.
This study examined the numerous system-level issues and proposed an effective method of verifying and integrating CEs at a coarse granularity, however, future work will need to address system-level debugging at finer granularity. While the proposed testbed is useful for verifying that data packets flow correctly through the system, it provides no method of detecting internal errors to the CE or PE if the data is processed incorrectly. Since this system is implemented as a pipeline, it facilitates the detection and location of the source of CE-specific design errors. However, the SIMPPL model also supports branching systems where verifying the correct global level operation is more difficult. The complexities of these system architectures compounds the need to obtain CE specific debugging information. Thus, creating a tool that allows the user to obtain CE specific debugging information on-chip is the next phase of research.
