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Abstract
We study a system, where a random flow of customers is served by servers (called agents)
invited on-demand. Each invited agent arrives into the system after a random time; after each
service completion, an agent returns to the system or leaves it with some fixed probabilities.
Customers and/or agents may be impatient, that is, while waiting in queue, they leave the
system at a certain rate (which may be zero). We consider the queue-length-based feedback
scheme, which controls the number of pending agent invitations, depending on the customer
and agent queue lengths and their changes. The basic objective is to minimize both customer
and agent waiting times.
We establish the system process fluid limits in the asymptotic regime where the customer
arrival rate goes to infinity. We use the machinery of switched linear systems and common
quadratic Lyapunov functions to approach the stability of fluid limits at the desired equilibrium
point, and derive a variety of sufficient local stability conditions. For our model, we conjecture
that local stability is in fact sufficient for global stability of fluid limits; the validity of this con-
jecture is supported by numerical and simulation experiments. When local stability conditions
do hold, simulations show good overall performance of the scheme.
Keywords: service systems, queues, call centers, on-demand agent invitation, abandonment, fluid
limit, dynamic system stability, switched linear system, common quadratic Lyapunov function
1 Introduction
Consider a service system where a random flow of customers arrive exogenously. Servers, called
agents, can be invited on-demand at any time. Invited agents arrive into the system not immedi-
ately, but after a random delay. When a customer is matched with an agent, a service occurs. After
completing the service, the agent can either leave the system or return to serve more customers.
Customers and/or agents may be impatient, that is, they abandon the system if their wait in queue
exceeds some random patience time. The objective is to keep waiting times of both customers and
agents small. Such system is schematically shown in Figure 1.
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The model we consider is a generalized version of that in [13, 14]. In [14], there is no abandonment
for both queues, and agents always leave the system after service completions. The model in [13]
also has no abandonment, but, like in our model, an agent may return to the system after a service
completion. Thus, our model is more realistic in many scenarios because customer abandonment
is a key factor for call center operations (see e.g. [6, 21]).
More specifically, the model in this paper is as follows. Customers arrive as a Poisson process and
join a customer queue if no agent is available. Agents can be invited into the system exogenously,
and join an agent queue after a random exponentially distributed time. There is an infinite pool
of potential agents, which can be invited to serve customers. Customer service times are i.i.d.
exponential. After the service completion, the customer leaves the system while the agent can
return to the agent queue with some fixed probability. The matching of customers and agents is
done in first-come-first-served (FCFS) order. The head-of-the-line customer and agent are matched
immediately and together go to service, that is, there cannot be non-zero number of customers
and agents simultaneously in the customer and agent queues. Customers and/or agents may be
impatient and the patience times are independently exponentially distributed.
The model is primarily motivated by call/contact centers (see [20]), where agents that we consider
are highly skilled. It is not reasonable to set a fixed working schedule for these agents since their
time is very valuable. Instead, they are invited on-demand in real time. The purpose is to design
a real-time adaptive agent invitation scheme that minimizes customer and agent waiting times.
However, designing an effective, simple and robust agent invitation strategy is non-trivial due to
randomness in agent behavior.
We study a feedback-based adaptive scheme of [20, 14, 13], called queue-length-based feedback
scheme, which controls the number of pending agent invitations, depending on the customer and/or
agent queue lengths and their changes. The algorithm analysis in this paper is substantially more
challenging due to greater generality of our model. Just like in [13, 14], we consider a “stylized”
version of the invitation scheme to make the analysis more tractable. Our simulation experiments
in section 7.2 show that the behavior of the stylized scheme is very close to that of the more prac-
tical version of the queue-length-based feedback scheme.
We consider the system in the asymptotic regime where the customer arrival rate goes to infinity
while the distributions of the agent response times, the service times and the patience times are
fixed. We show convergence of the fluid-scaled process to the fluid limit (Theorem 1), which satisfies
a system of differential equations. The key property of interest is the convergence of the fluid limit
trajectories to the equilibrium point (at which the queues are zero). This property is referred to as
global stability of the fluid limits. Establishing global stability appears to be very challenging, due
to the fact that fluid limits have complicated behavior – there are two domains where they follow
different ODEs, and a “reflecting” boundary. In this paper, we focus on the local stability of fluid
limits, defined as the stability of the dynamic system which describes fluid limit trajectories away
from the boundary. The main results in this paper (Theorem 2) give sufficient local stability con-
ditions; the proof uses the machinery of switched linear systems and common quadratic Lyapunov
functions [10, 19]. Theorem 2 implies many useful sufficient local stability conditions (Corollaries
1 - 12) for special cases, including those where customers never abandon or agents certainly leave
the system after service completions. (Some of these corollaries – namely, Corollaries 9, 10 and 12
– strengthen the results in [13] for the non-abandonment system.) These sufficient local stability
conditions are robust and easy to achieve in practice. Finally, we conjecture that, for our model,
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local stability is in fact sufficient for global stability, based on a large number of numerical and
simulation experiments. Our simulation experiments also show good overall performance of the
feedback scheme when the local stability conditions do hold.
The model has many applications, or potential applications. For a general discussion of modern
call/contact centers and their management, see, e.g. [1, 12]. Another example is telemedicine [2],
where “agents” are doctors, invited on-demand to serve patients remotely. The model also arises
in other applications, such as crowdsourcing-based customer service (see e.g. [5, 3]), taxi-service
system, buyers and sellers in a trading market, and assembly systems. The model has relation to
classical assemble-to-order models, where customers are orders and “invited agents” are products,
which cannot be produced/assembled instantly. The model is also related to “double-ended queues”
(see e.g. [9, 11]) and matching systems (see e.g. [7]); although in such models arrivals of all types
into the system are typically exogenous, as opposed to being controlled.
Paper organization. The rest of the paper is organized as follows. Some background facts on
switched linear systems and common quadratic Lyapunov functions are given in section 2. In sec-
tion 3, we describe the model and algorithm in detail. Section 4 states the main results of the paper,
which are proved in sections 5 and 6. Section 7 provides numerical and simulation experiments;
it also contains our conjectures about global and local stability of fluid limits, supported by these
experiments. A discussion of the results and future work is in section 8.
Basic notation: Symbols N, Z, R, R+ denote the sets of natural, integer, real, real non-negative
numbers, respectively. Rd denotes the d-dimensional vector space. Rd×d denotes the set of all d×d
real matrices. The standard Euclidean norm of a vector x ∈ Rn is denoted ‖x‖. For a vector a
and matrix A, we write their transposes as aT and AT , respectively. For a matrix A, we write its
inverse and determinant as A−1 and det(A), respectively. We write x(·) to mean the function (or
random process) (x(t), t ≥ 0). For a real-valued function x(·) : R+ → R, we use either x′(t) or
(d/dt)x(t) to denote the derivative, and for x(·) : R+ → Rd, (d/dt)x(t) = (x′1(t), . . . , x′d(t)). For
x ∈ R, x+ = max{x, 0} and x− = −min{x, 0}; and sgn(x) = 1 if x > 0, sgn(x) = 0 if x = 0, and
sgn(x) = −1 if x < 0. For x, y ∈ R, we denote x ∧ y = min{x, y} and x ∨ y = max{x, y}. a ⇔ b
means “a is equivalent to b”; a⇒ b means “a implies b”. We write xr → x ∈ Rn to denote ordinary
convergence in Rn. For a finite set of scalar functions fn(t), t ≥ 0, n ∈ N, a point t is called regular
if for any subset N0 ⊆ N, the derivatives
d
dt
max
n∈N0
fn(t) and
d
dt
min
n∈N0
fn(t)
exist. (To be precise, we require that each derivative is proper: both left and right derivatives exist
and are equal.)
Abbreviations: u.o.c. means uniform on compact sets convergence of functions, with the argu-
ment determined by the context (usually in [0,∞)); w.p.1 means with probability 1 ; i.i.d. means
independent identically distributed ; RHS means right hand side; FSLLN means functional strong
law of large numbers; CQLF means common quadratic Lyapunov function; LTI system means
linear time-invariant system.
3
2 Switched linear systems and CQLF
Common quadratic Lyapunov functions for switched linear systems play an important role in de-
riving our results. In this section, we provide some necessary background.
Consider a switched linear system
ΣS : u
′(t) = A(t)u(t) , A(t) ∈ A = {A1, . . . , Am} (1)
where A is a set of matrices in Rn×n, and t → A(t) is a mapping from nonnegative real numbers
into A. (Usually, as in [19], this mapping is required to be piecewise constant with only finitely
many discontinuities in any bounded time-interval. In our case this additional condition is not
important, because our switched system will have a continuous derivative; see equation (8) below.)
For 1 ≤ i ≤ m, the ith constituent system of the switched linear system (1) is the linear time-
invariant (LTI) system
ΣAi : u
′(t) = Aiu(t). (2)
The origin is an exponentially stable equilibrium of the switched linear system Σs if there exist real
constants C > 0, a > 0 such that ‖u(t)‖ ≤ Ce−at‖u(0)‖ for t ≥ 0, for all solutions u(t) of the
system (1) (see [8, 19]).
A symmetric square n × n matrix M with real coefficients is positive definite if zTMz > 0 for
every non-zero column vector z ∈ Rn. A symmetric square n × n matrix M with real coefficients
is negative definite if zTMz < 0 for every non-zero column vector z ∈ Rn. A square matrix A is
called a Hurwitz matrix (or stable matrix ) if every eigenvalue of A has strictly negative real part.
The following fact is the Hurwitz criterion of matrices in R3×3 (see [16]).
Proposition 1 ([16]). Let L(λ) = det(A − λI) = 0 be the characteristic equation of matrix A in
R3×3:
L(λ) = a0λ
3 + a1λ
2 + a2λ+ a3 = 0 , a0 > 0. (3)
Matrix A is Hurwitz if and only if a1, a2, a3 are positive and a1a2 > a0a3.
The function V (u) = uTPu is a quadratic Lyapunov function (QLF) for the system ΣA : u
′(t) =
Au(t) if (i) P is symmetric and positive definite, and (ii) PA + ATP is negative definite. Let
{A1, . . . , Am} be a collection of n × n Hurwitz matrices, with associated stable LTI systems
ΣA1 , . . . ,ΣAm . Then the function V (u) = u
TPu is a common quadratic Lyapunov function (CQLF)
for these systems if V is a QLF for each individual system (see [10, 19]).
The following facts will be used in the proof of our main results (Theorem 2).
Proposition 2 ([10, 19]). The existence of a CQLF for the LTI systems is sufficient for the
exponential stability of the switched linear system.
Proposition 3 ([10, 19]). Let A1 and A2 be Hurwitz matrices in Rn×n, and the difference A1−A2
has rank one. Then two systems u′(t) = A1u(t) and u′(t) = A2u(t) have a CQLF if and only if the
matrix product A1A2 has no negative real eigenvalues.
Proposition 4 ([18]). If A−11 is non-singular, the product A1A2 has no negative eigenvalues if and
only if A−11 + τA2 is non-singular for all τ ≥ 0.
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3 Model and algorithm
3.1 Model
Our model is a generalization of that considered in [13, 14]. Customers arrive according to a Poisson
process of rate Λ > 0, and join a customer queue waiting for an available agent and are served in
the order of their arrival. There is an infinite pool of ’potential’ agents, which can be invited to
serve customers. After a potential agent is invited, it becomes a ’pending’ agent; we refer to such
an event as an invitation. A pending agent ’accepts’ its invitation and becomes ’active’ agent after
a random, exponentially distributed, time with mean 1/β; we refer to such an event as an accep-
tance. Upon acceptance events, the new active agents join the (active) agent queue. The customer
and agent queues cannot be positive simultaneously: the head-of-the-line customer and agent are
immediately matched, leave their queues, and together go to service. Each service time is an ex-
ponentially distributed random variable with mean 1/µ; after the service completion, the customer
leaves the system, while the corresponding agent either remains active and rejoins the agent queue
– this occurs with probability α ∈ [0, 1) – or leaves the system with probability 1− α. Thus, there
are two ways in which agents join the queue – when an agent becomes active (upon acceptance
event) and already active agents rejoining the queue after service completions. The patience times
of customers and agents are independent sequences of i.i.d. exponential random variables with rate
δ ≥ 0 and θ ≥ 0, respectively. When its patience time expires while a customer or server wait in
queue, they leave the system. (The model in [13] is a special case of ours, with δ = 0 and θ = 0;
in other words, customers and agents certainly wait in their queues until they are matched. The
model in [14] is a special case of ours, with δ = 0, θ = 0 and α = 0.) Figure 1 depicts such a system.
Let X(t) be the number of pending agents at time t. Let Y (t) = Qa(t) − Qc(t) be the difference
between the agent and customer queue lengths at time t. (Note that Qa(t) = Y
+(t) and Qc(t) =
Y −(t).) Let Z(t) be the number of customers (or agents) in service at time t. The system state at
time t is (X(t), Y (t), Z(t)).
Figure 1: An agent invitation system
3.2 Algorithm
The queue-length-based feedback scheme in [13, 14, 20], referred to as the actual scheme, main-
tains a “target” Xtarget(t) for the number of pending agents X(t). Xtarget(t) is changed by
∆Xtarget(t) = [−γ∆Y (t) − Y (t)∆t] at each time t when Y (t) changes by ∆Y (t) (+1 or −1),
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where γ > 0 and  > 0 are the algorithm parameters and ∆t is the time duration from the previous
change of Y . New agent invitations occur (i.e., the number of pending agents increases) if and only
if X(t) < Xtarget(t), where X(t) is the actual number of pending agents; therefore, X(t) ≥ Xtarget(t)
holds at all times. In addition, Xtarget(t) ≥ 0; i.e. if an update of Xtarget(t) makes it negative, its
value is immediately reset to zero. Note that Xtarget(t) is not necessarily an integer.
Just like in [13, 14], to simplify our theoretical analysis, we consider a “stylized” version of the actual
scheme, referred to as the stylized scheme, which has the same basic dynamics, but keeps Xtarget(t)
integer and assumes that X(t) = Xtarget(t) at all times; the latter is equivalent to assuming that
not only agents can be invited instantly, but pending agents can be removed from the system at
any time. Formally, the stylized scheme is defined as follows. There are six types of mutually
independent, and independent of the past, events that affect the dynamics of X(t), Y (t) and Z(t)
in a small time interval [t, t+ dt]:
• a customer arrival with probability Λdt+ o(dt),
• an acceptance with probability βX(t)dt+ o(dt),
• an additional event (we will call it a type-3 event) with probability |Y (t)|dt + o(dt); unlike
other events, it is triggered by the algorithm itself, as opposed to other events triggered by
customers’ and/or agents’ “movement” in the system,
• a service completion with probability µZ(t)dt+ o(dt),
• an abandonment in the customer queue with probability δY −(t)dt+ o(dt),
• an abandonment in the agent queue with probability θY +(t)dt+ o(dt).
The changes at these event times are described as follows:
• Upon a customer arrival, if Y (t) > 0, Z(t) changes by ∆Z(t) = 1; and if Y (t) ≤ 0, Z(t)
changes by ∆Z(t) = 0. Y (t) changes by ∆Y (t) = −1, and X(t) changes by a random
quantity with average γ > 0. For example, if γ = 1.7 and ∆Y (t) = −1, then ∆X(t) = 2 with
probability 0.7 and ∆X(t) = 1 with probability 0.3. Note that if γ is integer, ∆X(t) = γ
w.p.1. To simplify the exposition, we assume that γ > 0 is an integer.
• Upon an acceptance event, if Y (t) < 0, Z(t) changes by ∆Z(t) = 1; and if Y (t) ≥ 0,
Z(t) changes by ∆Z(t) = 0. Y (t) changes by ∆Y (t) = 1, and X(t) changes by ∆X(t) =
−(γ ∧X(t)), that is, the change is by −γ but X(t) is kept to be nonnegative.
• Upon a type-3 event, if X(t) ≥ 1, the change ∆X(t) = −sgn(Y (t)) occurs; and if X(t) = 0,
the change ∆X(t) = 1 occurs if Y (t) < 0 and ∆X(t) = 0 if Y (t) ≥ 0.
• Upon a service completion, (a) if the agent returns to the agent queue (with probability α),
then if Y (t) < 0, the change ∆Z(t) = 0 occurs; and if Y (t) ≥ 0, the change ∆Z(t) = −1
occurs; Y (t) changes by ∆Y (t) = 1, and ∆X(t) = −(γ ∧ X(t)). (b) If the agent leaves the
system (with probability 1− α), then Z(t) changes by ∆Z(t) = −1.
• Upon a customer abandonment, Y (t) changes by ∆Y (t) = 1, and X(t) changes by ∆X(t) =
−(γ ∧X(t)).
• Upon an agent abandonment, Y (t) changes by ∆Y (t) = −1, and X(t) changes by ∆X(t) = γ.
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Let V (t) = Y +(t) + Z(t) be the total number of agents in the system at time t. Obviously,
(X(t), Y (t), V (t)) is a random process with states being 3-dimensional integer vectors. However,
very informally, the basic dynamics of (X(t), Y (t), V (t)) under the stylized scheme can be thought
of as described by the following ODE
(d/dt)X = −γ(d/dt)Y − Y
(d/dt)Y = βX − Λ + αµZ + δY − − θY +
(d/dt)V = βX − (1− α)µZ − θY +.
(4)
ODE (4) is only to provide the basic intuition for the system dynamics – it is not used in the
analysis.
4 Main results
We consider a sequence of systems, indexed by a scaling parameter r → ∞. In the system with
index r, the arrival rate is Λ = λr, while the parameters α, β, µ, δ, θ, , γ do not depend on r.
The corresponding process is (Xr(t), Y r(t), Zr(t)), t ≥ 0. The desired system operating point, at
which (Xr(t), Y r(t), Zr(t)) should be centered is given by (λr(1− α)/β, 0, λr/µ). The explanation
of this choice is as follows. If an invitation scheme works as desired, Y r(t) should be close to 0; the
number of customer-agent pairs Zr(t) should be close to its average value, which is λr/µ, so that
the customers leave the system at rate λr; finally, Xr(t) should be close to the value χ, such that
the total average rate at which agents join the agent queue, which is χβ + [(λr)/µ]µα, is equal to
the customer arrival rate λr – this gives χ = λr(1− α)/β. However, instead of considering process
(Xr(t), Y r(t), Zr(t)), we will consider process (Xr(t), Y r(t), V r(t)), which is more convenient for
the analysis. (Recall that Zr(t) = V r(t)− (Y r(t))+.) Then the natural centering value for V r(t) is
same as for Zr(t), namely λr/µ. We define fluid-scaled process with centering as
(X¯r(t), Y¯ r(t), V¯ r(t)) = r−1
(
Xr(t)− λr(1− α)
β
, Y r(t), V r(t)− λr
µ
)
, t ≥ 0. (5)
Theorem 1. Consider a sequence of processes (X¯r(·), Y¯ r(·), V¯ r(·)), r → ∞, with deterministic
initial states such that (X¯r(0), Y¯ r(0), V¯ r(0))→ (x(0), y(0), v(0)) for some fixed (x(0), y(0), v(0)) ∈
R3, x(0) ≥ −λ(1−α)β . Then, these processes can be constructed on a common probability space, so
that the following holds. W.p.1, from any subsequence of r, there exists a further subsequence such
that
(X¯r(·), Y¯ r(·), V¯ r(·))→ (x(·), y(·), v(·)) u.o.c. as r →∞ (6)
where (x(·), y(·), v(·)) is a locally Lipschitz trajectory such that at any regular point t ≥ 0
x′(t) =
{
−γy′(t)− y(t), if x(t) > −λ(1−α)β
[−γy′(t)− y(t)] ∨ 0, if x(t) = −λ(1−α)β
y′(t) = βx(t) + αµ(v(t)− y+(t)) + δy−(t)− θy+(t)
v′(t) = βx(t)− (1− α)µ(v(t)− y+(t))− θy+(t).
(7)
A limit trajectory (x(·), y(·), v(·)) specified in Theorem 1 will be called a fluid limit starting from
(x(0), y(0), v(0)).
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Remark. Equations (7), which a fluid limit must satisfy, are very natural. They can be thought of
as rescaled centered versions of the (informal) equations (4). In addition, (7) includes a “reflection”
(or, “regulation”) at the boundary x = −λ(1−α)β , i.e. condition x(t) ≥ −λ(1−α)β is “enforced” as all
times. This additional condition is the centered rescaled version of the condition Xr(t) ≥ 0, which
obviously must hold at all times.
Consider a dynamic system (x(t), y(t), v(t)) ∈ R3:
x′(t) = −γy′(t)− y(t)
y′(t) = βx(t) + αµ(v(t)− y+(t)) + δy−(t)− θy+(t)
v′(t) = βx(t)− (1− α)µ(v(t)− y+(t))− θy+(t).
(8)
Note that the RHS of (8) is continuous. This dynamic system describes the dynamics of fluid limit
trajectories when the state is away from the boundary x = −λ(1−α)β . System (8) is a generalization
of the system considered in [13], referred to as a non-abandonment system, which is a special case
of ours with δ = 0 and θ = 0.
We say that the fluid limit is globally stable if every fluid limit trajectory converges to the equilib-
rium point (0, 0, 0); and it is locally stable if every trajectory of the dynamic system (8) converges
to the equilibrium point (0, 0, 0). Note that exponential stability of the system (8) implies local
stability.
The following theorem is the main result of this paper. It provides sufficient exponential stability
conditions for the system (8).
Theorem 2 (Sufficient exponential stability conditions). For any set of positive β, µ, , γ, non-
negative δ and θ, and α ∈ [0, 1), such that either (i)
γ > max
{
αµ− δ
β
,
√
(2− α)µ+ αδ
βµ
}
, (9)
or (ii)
γ > max
{
αµ− δ +√(αµ− δ)2 + 4αµ2
2β
,
√
max
{
α(δ − µ)
βµ
, 0
}}
(10)
holds, a common quadratic Lyapunov function (CQLF) of the system (8) exists, and the system
(8) is exponentially stable.
In other words, conditions (9) and (10) are sufficient for local stability of our system. Theorem 2
implies the following useful sufficient local stability conditions (Corollaries 1 - 12) for special cases.
Figure 2 depicts the connection between these results.
Corollary 1. Given all other parameters are fixed, the system (8) is exponentially stable for all
sufficiently large γ.
Corollary 2. If αµ ≤ δ, then the system (8) is exponentially stable under condition
γ >
√
(2− α)µ+ αδ
βµ
. (11)
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Figure 2: Result’s diagram
Corollary 3. If αµ ≤ δ, then the system (8) is exponentially stable for all sufficiently small .
Corollary 4. If αµ > δ and  ≤ (αµ−δ)2µ(2−α)µβ+αδβ , then the system (8) is exponentially stable under
condition
γ >
αµ− δ
β
. (12)
Corollary 5. If αµ > δ and  > (αµ−δ)
2µ
(2−α)µβ+αδβ , then the system (8) is exponentially stable under
condition
γ >
√
(2− α)µ+ αδ
βµ
. (13)
Corollary 6. If αµ ≥ δ, then the system (8) is exponentially stable under condition
γ >
αµ− δ +√(αµ− δ)2 + 8β
2β
. (14)
Corollary 7. If µ > δ, then the system (8) is exponentially stable under condition
γ >
αµ− δ +√(αµ− δ)2 + 4αµ2
2β
. (15)
(Note that this condition does not depend on .)
We also have the following result for the system where agents do not return to the agent queue
after service completions.
Corollary 8. If α = 0, then the system (8) is exponentially stable for all positive β, µ, , γ, and
δ ≥ 0, θ ≥ 0.
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Let us consider a special case when δ = 0, referred to as a customer non-abandonment system. Then,
Corollaries 4, 5, 6, and 7 imply the following sufficient local stability conditions of the customer
non-abandonment system.
Corollary 9. If δ = 0, α ∈ (0, 1), and  ≤ α2µ2(2−α)β , then the system (8) is exponentially stable under
condition
γ >
αµ
β
. (16)
Corollary 10. If δ = 0, α ∈ (0, 1), and  > α2µ2(2−α)β , then the system (8) is exponentially stable
under condition
γ >
√
(2− α)
β
. (17)
Corollary 11. If δ = 0, and α ∈ [0, 1), then the system (8) is exponentially stable under condition
γ >
αµ+
√
α2µ2 + 8β
2β
. (18)
Note that if θ = 0, then Corollary 11 is a simpler, equivalent version of the sufficient local stability
condition in [13] for the non-abandonment system (Theorem 3 in [13]). Moreover, condition (10)
in Theorem 2 implies the following result, which does not depend on , for the non-abandonment
system.
Corollary 12. If δ = 0, and α ∈ [0, 1), then the system (8) is exponentially stable under condition
γ >
(α+
√
α2 + 4α)µ
2β
. (19)
Having a variety of these sufficient local stability conditions is useful, because some or others may
be easier to verify/ensure, depending on the scenario. Note that γ and  are control parameters,
while all other parameters are those of the system – they can be potentially measured/estimated
in real time. It is not easy to give an intuitive meaning/interpretation of the above local stability
conditions. Perhaps Corollary 1 is the easiest to interpret: if magnitude γ of the system response
to changes in the queue length is large enough, this is sufficient for local stability.
Remark. We note that our local stability results apply to more general systems, exhibiting same
local behavior. For example, suppose the total number of potential agents is not infinite, by finite,
scaling with r as κr, where κ > λ(1− α)/β. Then, the fluid limits of such system satisfy the same
ODE (8) in the vicinity of the origin, and therefore our local stability results apply as is.
5 Proof of Theorem 1
The proof of Theorem 1 is a generalization of the proof of Theorem 1 in [14]. However, it requires
additional technical details – we present it here for completeness.
In order to prove Theorem 1, it suffices to show that w.p.1 from any subsequence of r, we can
choose a further subsequence, along which a u.o.c. convergence to a fluid limit holds.
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Let Ni(·), i = 1, . . . , 8 be mutually independent unit-rate Poisson processes. N1 is the process
which drives customer arrivals. N2 is the process which drives the acceptance of invitations. N3 is
the process which drives the service completions with agents leaving the system. N4 is the process
which drives the service completions with agents returning the agent queue. N5 and N6 are the
processes which drive type-3 events, when variable Y r(t) is negative and positive, respectively. N7
is the process which drives the abandonment of customers. N8 is the process which drives the
abandonment of agents. Given the initial state (Xr(0), Y r(0), V r(0)), we construct the process
(Xr(·), Y r(·), V r(·)), for all r, on the same probability space via a common set of independent
Poisson process [15] as follows:
Xr(t) = Gr(t) +
(
− min
0≤s≤t
Gr(s)
)
∨ 0, (20)
Gr(t) = Xr(0) + γN1(λrt)− γN2
(
β
∫ t
0
Xr(s)ds
)
− γN4
(
αµ
∫ t
0
(V r(s)− (Y r(s))+)ds
)
−
− γN7
(
δ
∫ t
0
(Y r(s))−ds
)
+ γN8
(
θ
∫ t
0
(Y r(s))+ds
)
+
+N5
(

∫ t
0
(Y r(s))−ds
)
−N6
(

∫ t
0
(Y r(s))+ds
)
, (21)
Y r(t) = Y r(0) +N2
(
β
∫ t
0
Xr(s)ds
)
−N1(λrt) +N4
(
αµ
∫ t
0
(V r(s)− (Y r(s))+)ds
)
+
+N7
(
δ
∫ t
0
(Y r(s))−ds
)
−N8
(
θ
∫ t
0
(Y r(s))+ds
)
, (22)
V r(t) = V r(0) +N2
(∫ t
0
βXr(s)ds
)
−N3
(∫ t
0
(1− α)µ(V r(s)− (Y r(s))+)ds
)
−
−N8
(
θ
∫ t
0
(Y r(s))+ds
)
. (23)
W.p.1, for any r, relations (20)-(23) uniquely define the realization of (Xr(·), Y r(·), V r(·)) via the
realizations of the driving processes Ni(·). Relation (20), the “reflection” at zero, corresponds to
the property that Xr(t) cannot become negative.
The functional strong law of large numbers (FSLLN) holds for each Poisson process Ni:
Ni(rt)
r
→ t , r →∞ , u.o.c., w.p.1. (24)
We consider the sequence of associated fluid-scaled processes with centering (X¯r(·), Y¯ r(·), V¯ r(·)) as
defined in (5). Let a constant m > ‖(x(0), y(0), v(0)‖ be fixed. For each r, on the same probability
space as (X¯r(·), Y¯ r(·), V¯ r(·)), let us define a modified fluid-scaled process (X¯rm(·), Y¯ rm(·), V¯ rm(·)). Let
(X¯rm(·), Y¯ rm(·), V¯ rm(·)) start from the same initial state as (X¯r(·), Y¯ r(·), V¯ r(·)) , i.e., (X¯rm(0), Y¯ rm(0), V¯ rm(0)) =
(X¯r(0), Y¯ r(0), V¯ r(0)). The modified process (X¯rm(·), Y¯ rm(·), V¯ rm(·)) follows the same path as (X¯r(·), Y¯ r(·), V¯ r(·))
until the first time t, such that ‖(X¯r(t), Y¯ r(t), V¯ r(t))‖ ≥ m. Denote this time by τ rm. We then freeze
the process (X¯rm(·), Y¯ rm(·), V¯ rm(·)) at the value (X¯r(τ rm), Y¯ r(τ rm), V¯ r(τ rm)), i.e. (X¯rm(t), Y¯ rm(t), V¯ rm(t)) =
(X¯r(τ rm), Y¯
r(τ rm), V¯
r(τ rm)) for all t ≥ τ rm.
Lemma 1. Fix (x(0), y(0), v(0)) and a finite constant m > ‖(x(0), y(0), v(0))‖. Then, w.p.1 for
any subsequence of r, there exists a further subsequence, along which (X¯rm, Y¯
r
m, V¯
r
m) converges u.o.c.
to a Lipschitz continuous trajectory (xm, ym, vm), which satisfies properties (7) at any regular time
t ≥ 0 such that ‖(xm(t), ym(t), vm(t))‖ < m.
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Proof. For the modified fluid-scaled processes (X¯rm(·), Y¯ rm(·), V¯ rm(·)), we define the associated count-
ing processes for upward and downward jumps. For t ≤ τ rm,
X¯r↑m (t) = r
−1γN1(λrt) + r−1γN8
(
θr
∫ t
0
(Y¯ rm(s))
+ds
)
+ r−1N5
(
r
∫ t
0
(Y¯ rm(s))
−ds
)
, (25)
X¯r↓m (t) = r
−1γN2
(
βr
∫ t
0
[
X¯rm(s) +
λ(1− α)
β
]
ds
)
+ r−1γN4
(
αµr
∫ t
0
[
V¯ rm(s) +
λ
µ
− (Y¯ rm(s))+
]
ds
)
+
+ r−1γN7
(
δr
∫ t
0
(Y¯ rm(s))
−ds
)
+ r−1N6
(
r
∫ t
0
(Y¯ rm(s))
+ds
)
, (26)
Y¯ r↑m (t) = r
−1N2
(
βr
∫ t
0
[
X¯rm(s) +
λ(1− α)
β
]
ds
)
+ r−1N4
(
αµr
∫ t
0
[
V¯ rm(s) +
λ
µ
− (Y¯ rm(s))+
]
ds
)
+
+ r−1N7
(
δr
∫ t
0
(Y¯ rm(s))
−ds
)
, (27)
Y¯ r↓m (t) = r
−1N1(λrt) + r−1N8
(
θr
∫ t
0
(Y¯ rm(s))
+ds
)
(28)
V¯ r↑m (t) = r
−1N2
(
βr
∫ t
0
[
X¯rm(s) +
λ(1− α)
β
]
ds
)
, (29)
V¯ r↓m (t) = r
−1N3
(
(1− α)µr
∫ t
0
[
V¯ rm(s) +
λ
µ
− (Y¯ rm(s))+
]
ds
)
+ r−1N8
(
θr
∫ t
0
(Y¯ rm(s))
+ds
)
, (30)
and for t > τ rm, all these counting processes are frozen at their values at time τ
r
m, that is,
X¯r↑m (t) = X¯r↑m (τ rm) , X¯
r↓
m (t) = X¯
r↓
m (τ rm) ,
Y¯ r↑m (t) = Y¯ r↑m (τ rm) , Y¯
r↓
m (t) = Y¯
r↓
m (τ rm) ,
V¯ r↑m (t) = V¯ r↑m (τ rm) , V¯
r↓
m (t) = V¯
r↓
m (τ rm).
(31)
Using the relations (20)-(23) and the fact that for 0 ≤ t ≤ τ rm the original process (X¯r, Y¯ r, V¯ r) and
the modified process (X¯rm, Y¯
r
m, V¯
r
m) coincide, we have for all t ≥ 0,
X¯rm(t) = G¯
r
m(t) +
(
−λ(1− α)/β − min
0≤s≤t
G¯rm(s)
)
∨ 0, (32)
G¯rm(t) = X¯
r(0) + X¯r↑m (t)− X¯r↓m (t), (33)
Y¯ rm(t) = Y¯
r(0) + Y¯ r↑m (t)− Y¯ r↓m (t), (34)
V¯ rm(t) = V¯
r(0) + V¯ r↑m (t)− V¯ r↓m (t). (35)
The counting processes X¯r↑m (·), X¯r↓m (·), Y¯ r↑m (·), Y¯ r↓m (·), V¯ r↑m (·), V¯ r↓m (·) are non-decreasing. Using
FSLLN (24) and the fact that the processes X¯rm(·), Y¯ rm(·), and V¯ rm(·) are uniformly bounded by
construction, we see that w.p.1. for any subsequence of r, there exists a further subsequence along
which the set of trajectories (X¯r↑m (·), X¯r↓m (·), Y¯ r↑m (·), Y¯ r↓m (·), V¯ r↑m (·), V¯ r↓m (·)) converges u.o.c. to a set
of non-decreasing Lipschitz continuous functions (x↑m(·), x↓m(·), y↑m(·), y↓m(·), v↑m(·), v↓m(·)). But then
the u.o.c. convergence of (X¯rm(·), Y¯ rm(·), V¯ rm(·), G¯rm(·)) to a set of Lipschitz continuous functions
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(xm(·), ym(·), vm(·), gm(·)) holds, where
xm(t) = gm(t) +
(
−λ(1− α)/β − min
0≤s≤t
gm(s)
)
∨ 0, (36)
gm(t) = x(0) + x
↑
m(t)− x↓m(t), (37)
ym(t) = y(0) + y
↑
m(t)− y↓m(t), (38)
vm(t) = v(0) + v
↑
m(t)− v↓m(t), (39)
and the following holds for t before fluid trajectory hits ‖(xm(t), ym(t), vm(t))‖ = m
x↑m(t) = γλt+ γθ
∫ t
0
y+m(s)ds+ 
∫ t
0
y−m(s)ds, (40)
x↓m(t) = γβ
∫ t
0
(
xm(s) +
λ(1− α)
β
)
ds+ γαµ
∫ t
0
(
vm(s) +
λ
µ
− y+m(s)
)
ds+
+ γδ
∫ t
0
y−m(s)ds+ 
∫ t
0
y+m(s)ds, (41)
y↑m(t) = β
∫ t
0
(
xm(s) +
λ(1− α)
β
)
ds+ αµ
∫ t
0
(
vm(s) +
λ
µ
− y+m(s)
)
ds+ δ
∫ t
0
y−m(s)ds, (42)
y↓m(t) = λt+ θ
∫ t
0
y+m(s)ds, (43)
v↑m(t) = β
∫ t
0
(
xm(s) +
λ(1− α)
β
)
ds, (44)
v↓m(t) = (1− α)µ
∫ t
0
(
vm(s) +
λ
µ
− y+m(s)
)
ds+ θ
∫ t
0
y+m(s)ds. (45)
Hence,
x′m(t) =
{
−γβxm(t)− γαµ(vm(t)− y+m(t)) + γθy+m(t)− γδy−m(t)− ym(t), if xm(t) > −λ(1−α)β
[−γβxm(t)− γαµ(vm(t)− y+m(t)) + γθy+m(t)− γδy−m(t)− ym(t)] ∨ 0, if xm(t) = −λ(1−α)β
y′m(t) = βxm(t) + αµ(vm(t)− y+m(t)) + δy−m(t)− θy+m(t)
v′m(t) = βxm(t)− (1− α)µ(vm(t)− y+m(t))− θy+m(t).
(46)
It is easy to verify that, at any regular time t ≥ 0 such that ‖(xm(t), ym(t), vm(t))‖ < m, properties
(7) hold for the trajectory (xm(·), ym(·), vm(·)). 
Conclusion of the proof of Theorem 1. It is easy to see that
d
dt
‖(xm(t), ym(t), vm(t))‖ ≤ C‖(xm(t), ym(t), vm(t))‖ for any m and some C > 0. (47)
From Gronwall’s inequality [4], we have
‖(xm(t), ym(t), vm(t))‖ ≤ ‖(x(0), y(0), v(0))‖eCt for all t ≥ 0 (48)
For a given (x(0), y(0), v(0)), let us fix Tl > 0 and choose ml > ‖(x(0), y(0), v(0)‖eCTl . For
this Tl > 0, there exists a subsequence r
l, along which (X¯r, Y¯ r, V¯ r) converges uniformly to
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(xml , yml , vml), which satisfies properties (7), at any t ∈ [0, Tl]. The limit trajectory (xml , yml , vml)
does not hit ml in [0, Tl]. Subsequence r
l = {rl1, rl2, . . . } is such that, w.p.1, for all sufficiently large
r along the subsequence rl, (X¯r(t), Y¯ r(t), V¯ r(t)) = (X¯rml(t), Y¯
r
ml
(t), V¯ rml(t)) at any t ∈ [0, Tl].
We consider a sequence T1, T2, . . . , → ∞. We construct a subsequence r∗ by using Cantor’s
diagonal procedure [17] from subsequences r1, r2, . . . (r1 ⊇ r2 ⊇ . . . ) corresponding to T1, T2,
. . . , respectively (i.e. r∗1 = r11, r∗2 = r22, . . . ). Clearly, for this subsequence r∗, w.p.1, (X¯r, Y¯ r, V¯ r)
converges u.o.c. to (x, y, v), which satisfies properties (7), at any regular point t ∈ [0,∞). 
6 Proof of Theorem 2
In order to prove Theorem 2, it suffices to show that LTI systems of the switched linear system (8)
have a CQLF.
The system (8) is a switched linear system with m = 2. (Note that y+ = y if y ≥ 0 and y+ = 0 if
y < 0, and y− = 0 if y ≥ 0 and y− = −y if y < 0.) Namely, for y ≥ 0,
x′(t) = (−γβ)x(t) + (γαµ+ γθ − )y(t) + (−γαµ)v(t)
y′(t) = (β)x(t) + (−αµ− θ)y(t) + (αµ)v(t)
v′(t) = (β)x(t) + ((1− α)µ− θ)y(t) + (−(1− α)µ)v(t)
(49)
and for y < 0, 
x′(t) = (−γβ)x(t) + (γδ − )y(t) + (−γαµ)v(t)
y′(t) = (β)x(t) + (−δ)y(t) + (αµ)v(t)
v′(t) = (β)x(t) + (−(1− α)µ)v(t)
(50)
We can rewrite the systems above as two LTI systems u′(t) = A1u(t) and u′(t) = A2u(t), where
u(t) = (x(t), y(t), v(t))T and
A1 =
−γβ γαµ+ γθ −  −γαµβ −αµ− θ αµ
β (1− α)µ− θ −(1− α)µ
 , A2 =
−γβ γδ −  −γαµβ −δ αµ
β 0 −(1− α)µ
 . (51)
Lemma 2. Matrix A1 in (51) is Hurwitz for all positive β, γ, µ, , δ ≥ 0, θ ≥ 0 and α ∈ [0, 1).
Proof. The characteristic equation of A1 is
λ3 + (βγ + µ+ θ)λ2 + (β+ βγµ+ µθ)λ+ βµ = 0. (52)
By Proposition 1, it suffices to verify that
βγ + µ+ θ > 0 , β+ βγµ+ µθ > 0 , βµ > 0, and (53)
(βγ + µ+ θ)(β+ βγµ+ µθ)− βµ = β2γ2µ+ β2γ+ βγµ2 + 2βγµθ + βθ+ µ2θ + µθ2 > 0.
(54)
The conditions (53) and (54) are obviously true. 
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Lemma 3. For positive β, γ, µ, , δ ≥ 0, θ ≥ 0 and α ∈ [0, 1), matrix A2 in (51) is Hurwitz if
and only if (
βγ + δ
µ
+ (1− α)
)(
βγµ+ δµ(1− α)
β
+ 1
)
> 1 (55)
Proof. The characteristic equation of A2 is
λ3 + (βγ + µ(1− α) + δ)λ2 + (β+ βγµ+ δµ(1− α))λ+ βµ = 0. (56)
By Proposition 1, it suffices to verify that
βγ + µ(1− α) + δ > 0 , β+ βγµ+ δµ(1− α) > 0 , βµ > 0, (57)
and (βγ + µ(1− α) + δ)(β+ βγµ+ δµ(1− α))− βµ > 0, which is equivalent to (55) since
(βγ + µ(1− α) + δ)(β+ βγµ+ δµ(1− α))− βµ > 0
⇔ (βγ + δ + µ(1− α))(βγµ+ δµ(1− α) + β) > βµ
⇔
(
βγ + δ
µ
+ (1− α)
)(
βγµ+ δµ(1− α)
β
+ 1
)
> 1.
The conditions (57) are obviously true. 
It is easy to see that Lemma 3 implies the following result.
Corollary 13. Matrix A2 in (51) is Hurwitz if
γ >
αµ− δ
β
. (58)
(Note that γ > 0 by definition.)
Lemma 4. Matrix A2 in (51) is Hurwitz under the condition either (9) or (10).
Proof. This easily follows by applying Corollary 13.
Lemma 5. Matrix product A1A2 has no negative eigenvalues under the condition either (9) or
(10).
Proof. With the help of MATLAB symbolic calculation, it can be shown that A1 is non-singular
and
A−11 =
− θβ −
(α−+γθ)
β
α
β
−1 −γ 0
−1 (−γµ)µ − 1µ
 . (59)
By Proposition 4, to demonstrate that the product A1A2 has no negative eigenvalues, it will suffice
to show that [A−11 + τA2] is non-singular for all τ ≥ 0. We have
det[A−11 + τA2] = [β
22µ2τ3+
+(β22 + β2γ2µ2 − 2βµ2 + δµ2θ + αβµ2 + βδγµ2 − αδµ2θ + βγµ2θ − αβδµ− αβδγµ2)τ2+
+(µ2 − αµ2 + β2γ2 − 2β+ δθ + βδγ + αδµ+ βγθ − αµθ − αβγµ)τ + 1]/(−βµ). (60)
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To show det[A−11 + τA2] 6= 0 for all τ ≥ 0, it will suffice to show that the numerator of the ratio
(60) is strictly positive. We can represent the numerator of the ratio (60) as follows.
(a) Under the condition (9), the numerator of the ratio (60) is
β22µ2τ3 + (βτ − 1)2+
+[(β2γ2µ2 − 2βµ2 − αβδµ+ αβµ2) + δµ2θ(1− α) + βδγµ2(1− α) + βγµ2θ]τ2+
+[µ2(1− α) + βγ(βγ − αµ+ δ) + αδµ+ (βγ − αµ+ δ)θ]τ (62)-(63)> 0, (61)
since the condition (9) implies
γ >
αµ− δ
β
⇒ βγ − αµ+ δ > 0, (62)
and γ >
√
(2− α)µ+ αδ
βµ
⇒ β2γ2µ2 − 2βµ2 − αβδµ+ αβµ2 > 0. (63)
Hence, the numerator of the ratio (60) is strictly greater than 0 under the condition (9).
(b) Under the condition (10), the numerator of the ratio (60) is
(βτ − 1)2µ2τ + (βτ − 1)2+
+[(β2γ2µ2 − αβδµ+ αβµ2) + δµ2θ(1− α) + βδγµ2(1− α) + βγµ2θ]τ2+
+[(β2γ2 − βγ(αµ− δ)− αµ2) + αδµ+ (βγ − αµ+ δ)θ]τ (65)-(66)> 0, (64)
since the condition (10) implies
γ >
αµ− δ +√(αµ− δ)2 + 4αµ2
2β
>
αµ− δ
β
⇒ β2γ2 − βγ(αµ− δ)− αµ2 > 0 and βγ − αµ+ δ > 0 (65)
and γ >
√
max
{
α(δ − µ)
βµ
, 0
}
⇒ β2γ2µ2 − αβδµ+ αβµ2 > 0. (66)
Hence, the numerator of the ratio (60) is strictly greater than 0 under the condition (10).
Therefore, A1A2 has no negative eigenvalues under the condition either (9) or (10). 
Conclusion of the proof of Theorem 2. By Lemma 2, A1 is Hurwitz for all positive β, γ, µ, ;
δ ≥ 0, θ ≥ 0; and α ∈ [0, 1). By Lemma 4, A2 is Hurwitz under the condition either (9) or (10).
It is easy to verify that the difference A1 − A2 has rank one. By Lemma 5, A1A2 has no negative
real eigenvalues under the condition either (9) or (10). Hence, by Proposition 3, two LTI systems
u′(t) = A1u(t) and u′(t) = A2u(t) have a CQLF. Therefore, the system (8) is exponentially stable
under the condition either (9) or (10). 
7 Numerical and simulation experiments and conjectures
In this section, we present some numerical and simulation experiments. These results are for both
stylized and actual schemes, and all results are for the true system which includes boundary X ≥ 0.
We also put forward some conjectures based on these experiments.
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In all simulations, we always assume r = 1000, but specify only the actual arrival rate Λ = λr. On
the plots labeled ’fluid’, X(t), Y (y), V (t) are replaced by their fluid approximations
X(t) = rx(t) +
λr(1− α)
β
, Y (t) = ry(t), V (t) = rv(t) +
λr
µ
,
respectively, where (x(·), y(·), v(·) is the corresponding fluid limit.
7.1 Stylized scheme
Example 1. Consider the following set of parameters, which satisfies condition (9):
Λ = 2000 , α = 0.5 , β = 3 , µ = 2 , γ = 1 ,  = 1.5 , δ = 1 , θ = 0.1
with four initial conditions: (a) (X(0), Y (0), Z(0)) = (0, 0, 0); (b) (X(0), Y (0), Z(0)) = (0, 2000, 0);
(c) (X(0), Y (0), Z(0)) = (2000,−2000, 1000); (d) (X(0), Y (0), Z(0)) = (2000, 4000, 1000). The red
line of the figure is the fluid approximation and the blue one is the simulation experiment. We see
the converging trajectories on the Figure 3. Note that Figures 3b and 3d show that the trajectory
hits the boundary on X. We also did the numerical/simulation experiments with many different
sets of parameters satisfying the condition (9). All results, including those not shown on Figure 3,
suggest the global stability of the system.
Example 2. We use sets of parameters:
Λ = 2000 , α = 0.9 , β = 0.05 , µ = 0.5 ,  = 1 , δ = 0.01 , θ = 0.01
with four different values of γ (γ1 = 1, γ2 = 5, γ3 = 10, and γ4 = 20) (Figure 4). The sets
of parameters with γ1 = 1 and γ2 = 5 do not satisfy the condition (9) while the sets of pa-
rameters with γ3 = 10 and γ4 = 20 satisfy the condition (9). We consider an initial condition
(X(0), Y (0), Z(0)) = (1000, 6000, 2000). On the Figures 4b, 4c and 4d, we see that the trajectories
converge. However, Figure 4a shows the trajectory that never converges under the set of parameters
with γ1 = 1.
With many numerical/simulation experiments, the results, including those not shown on Figure 4,
suggest both local and global stability of the system for all sufficiently large γ.
Our simulation experiments show that the fluid trajectory provides a very good approximation for
the behavior of stylized scheme.
7.2 Actual scheme
Example 3. We conduct a simulation experiment for the actual scheme with the same set of
parameters as in Example 1:
Λ = 2000 , α = 0.5 , β = 3 , µ = 2 , γ = 1 ,  = 1.5 , δ = 1 , θ = 0.1
with two initial conditions (X(0), Y (0), Z(0), Xtarget(0)) = (0, 0, 0, 0) and (X(0), Y (0), Z(0), Xtarget(0)) =
(0, 0, 0, 1000). (Note that this set of parameters satisfies the condition (9).) The results are shown
in Figures 5 and 6. We see that the magnitude of the difference between Xtarget and the actual
number of invited agents X is very small (except at time 0) and can be negligible compared to
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(a) (X(0), Y (0), Z(0)) = (0, 0, 0) (b) (X(0), Y (0), Z(0)) = (0, 2000, 0)
(c) (X(0), Y (0), Z(0)) = (2000,−2000, 1000) (d) (X(0), Y (0), Z(0)) = (2000, 4000, 1000)
Figure 3: Stylized scheme: Comparison of fluid approximations with simulations in Example 1
their values. This explains why the trajectories of Xtarget and X are well approximated by the fluid
trajectory, obtained for the stylized scheme.
For the stylized scheme, the results suggest the global stability of our system for all sufficiently large
γ. However, the problem with large γ is that the behavior of the stylized scheme may significantly
deviate from the behavior of the actual scheme, as illustrated by the following example.
Example 4. Consider the following set of parameters:
Λ = 2000 , α = 0.7 , β = 0.5 , µ = 3 ,  = 1 , δ = 1 , θ = 2
with two values of γ (γ1 = 10, γ2 = 20); and an initial condition (X(0), Y (0), Z(0), Xtarget(0)) =
(0, 0, 0, 1000) (Figure 7). These results show that the behavior of the actual scheme deviates
substantially from the behavior of the fluid trajectory with large γ.
Since αµ > δ and  ≤ (αµ−δ)2µ(2−α)µβ+αδβ , then we choose γ = 2.3 such that γ > αµ−δβ (Corollary 4). We
can see that, with a “good” value of γ, the behavior of the actual scheme deviates negligibly from
the behavior of the fluid trajectory (Figure 8a) and the difference between Xtarget and X is not
large compared to their values (Figure 8b).
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(a) γ = 1 (b) γ = 5
(c) γ = 10 (d) γ = 20
Figure 4: Stylized scheme: Comparison of fluid approximations with simulations in Example 2
7.3 Global vs. local stability of fluid limits
In this paper, we have derived some sufficient local stability conditions for the fluid limits. Based on
a variety of simulation experiments above for the stylized scheme, we conjecture that local stability
is sufficient for global stability of fluid limits for our model. In the next example, we compare the
behavior of fluid limits for the system without boundary (given by (8)) with that of the system
with boundary (given by (7)).
Example 5. Consider two set of parameters, which satisfy the local stability conditions, so that
the trajectory of the system (8) converges to the equilibrium point (0, 0, 0) (Figure 9). The red line
of the figure is the trajectory of the system (7), which may hit the boundary X = 0, and the black
one is the trajectory of the system (8), for which there is no boundary.
With many experiments, the results, including those not shown in Figure 9, further suggest the
global stability of the fluid limits, when the local stability holds.
7.4 Summary of conjectures, based on numerical and simulation experiments.
Conjecture 1. Our system is globally stable if it is locally stable.
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(a) Fluid vs. X(t) and Xtarget(t) (b) X(t)−Xtarget(t)
Figure 5: Actual scheme: (X(0), Y (0), Z(0), Xtarget(0)) = (0, 0, 0, 0)
(a) Fluid vs. X(t) and Xtarget(t) (b) X(t)−Xtarget(t)
Figure 6: Actual scheme: (X(0), Y (0), Z(0), Xtarget(0)) = (0, 0, 0, 1000)
Conjecture 2. Given all other parameters are fixed, our system is globally stable for all sufficiently
large γ.
Obviously, Conjecture 1 is stronger than Conjecture 2 because we have proved the local stability
when γ is large in this paper. We note again, however, that in a practical application the value
of γ should not be made too large, because the stylized scheme behavior, which we studied in this
paper, may substantially deviate from the behavior of the actual scheme, where uninviting pending
agents are not allowed.
8 Discussion and further work
In this paper, we study a feedback-based agent invitation scheme for a model with randomly be-
having agents and possible abandonment of customers and agents. This model is motivated by a
variety of existing and emerging applications. The focus of the paper is on the stability properties
of the system fluid limits, arising as asymptotic limits of the system process, when the system scale
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(a) γ = 10 (b) γ = 20
Figure 7: Problem with large γ of the actual scheme
(a) γ = 2.3 (b) X(t)−Xtarget(t)
Figure 8: A “good” value of γ for the actual scheme
(customer arrival rate) grows to infinity. The dynamic system, describing the behavior of fluid limit
trajectories has a very complex structure – it is a switched linear system, which in addition has a
reflecting boundary. We derived some sufficient local stability conditions, using the machinery of
switched linear systems and common quadratic Lyapunov functions. Our simulation and numer-
ical experiments show good overall performance of the feedback scheme, when the local stability
conditions hold. They also suggest that, for our model, the local stability is in fact sufficient for
the global stability of fluid limits. Verifying these conjectures, as well as expanding the sufficient
local stability conditions, is an interesting subject for future research. Further generalizations of
the agent invitation model are also of interest from both theoretical and practical points of view.
Acknowledgement. The authors would like to thank the referees for useful suggestions which helped
to improve the exposition in the paper.
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(a) Set 1 (b) Set 2
Figure 9: Fluid trajectories of the systems (7) and (8)
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