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ABSTRACT 
 
 
Estimating O-D tables for trucks is of substantial interest due to different 
emission characteristics, pavement damage, etc of trucks. This thesis proposes a 
bilevel optimization model and corresponding solution method for static multi-class 
O-D estimation using various types of data. Limited memory BFGS method with 
bounded constraints is used for solving the upper level optimization, which is used to 
derive O-D table entries by minimizing the sum of squared differences between 
observations from different data sources and the predictions of those values. A probit 
model is assumed in the lower-level stochastic user equilibrium problem for flow 
prediction. Extensive experiments have been performed on a test network with 
different types of link count sensors and turning movements. The tests verify the 
problem formulation and solution algorithm, and offer important insights into the 
multiclass O-D estimation process with different types of data available. 
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CHAPTER 1 
INTRODUCTION 
 
One of the core concepts in analyzing performance of transportation networks is the idea 
that people or goods travel from an origin zone to a destination zone (geographic areas) by using 
paths in a connected network of directional arcs or links. As the units moving (people, vehicles, 
shipping containers, etc.) choose (or are routed on) paths through the network, they create flow 
rates on the network arcs. In general, we’ll refer to the collection of trip rates as a matrix, Q, with 
elements ijq  representing movement from origin zone i to destination zone j.  We will denote the 
arc (or link) flows as x, with the flow on a specific arc, a, denoted as ax . Although these arc 
flows are really rates, it is common to refer to them as volumes. One of the central problems in 
transportation network analysis is the determination of “equilibrium” link volumes, given an 
input trip table and the network topology and link capacities. Equilibrium in this context is 
defined as a state in which no single user of the network has an incentive to switch paths between 
their origin and destination to make themselves better off (i.e., lower cost, reduced travel time, 
etc.). 
One of the critical challenges in using these network analysis methods is determining the 
O-D flow rates. One approach to this challenge is to solve a so-called “inverse problem,” where 
we attempt to infer the O-D table from observations taken in the network (usually link counts). 
Since the mid-1970’s, there has been interest in estimating origin-destination matrices from link 
count (or other) data. For the most part, these efforts have focused on creating static O-D tables 
 2 
 
for passenger movements by automobile, using a single vehicle class. A sampling of some of the 
influential papers in this area includes the work of Robillard (1975), Turnquist and Gur (1979), 
Van Zuylen and Willumsen (1980),  Carey, et al. (1981), Maher (1983), Cascetta (1984), 
Nguyen (1984), Spiess (1987), Cascetta and Nguyen (1988), Brenninger-Göthe, et al. (1989), 
Lam and Lo (1990), Yang, et al. (1992), Sherali, et al. (1994), Yang (1995) and Maher, et al. 
(2001). 
In general, the rates of trip movements can be denoted as Q(t), to emphasize that the rates 
are time-dependent. However, in this thesis, the focus will be on the static problem, where Q is 
treated as a collection of constant origin-destination rates of travel. This assumption is very 
useful for planning purposes, using averages of time-varying trip rates over defined time periods. 
For example, averaging is often done over a peak hour, or a morning peak period (e.g., 6 – 9 
AM), a mid-day off-peak (e.g., 9 AM – 3 PM), or an average weekday. 
An important aspect of this thesis is recognition that there are multiple vehicle classes 
using the network simultaneously. One obvious distinction is between autos and various types of 
trucks in a road network, but the concept of vehicle classes also transfers to other situations 
(multiple train classes in a railroad network; multiple aircraft types using an airport, multiple 
vessel types in a lock-and-dam operation on a river, etc.). These multiple vehicle classes may use 
different amounts of available facility capacity, have different operating characteristics, etc., so 
we are often interested in disaggregating the O-D table and the resulting link flows by vehicle 
class, m:  
m
ijq  and 
m
ax . 
The interest in treating multiple vehicle classes separately is growing, especially in urban 
areas where truck flows are of increasing interest. It has been common in transportation planning 
studies to assume that truck flows are a constant (and generally small) fraction of automobile 
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flows. However, this assumption ignores the substantial differences that may exist between the 
origins and destinations for trucks and those for automobiles. 
Estimating O-D tables for trucks is of substantial interest to transportation planners 
because trucks impose different levels of pavement damage than cars, they have different 
emission characteristics, different accident patterns, and may be the subject of different types of 
flow controls. However, truck O-D estimation suffers from two fundamental challenges. First, it 
is inherently a multi-class problem because there are several different size classes of trucks, and 
this makes the estimation problem more difficult. Second, the available data on truck movements 
is very sparse, particularly data that separates different classes of trucks. Most of the data on 
which O-D estimation usually depends is link counts, and these data are normally collected by 
loop detectors buried in the roadway. However, single-loop detectors, which are ubiquitous in 
practice, cannot reliably distinguish a truck from a car – they simply can count the total number 
of vehicles passing over the detector during a specified time interval. Because the traffic stream 
in most locations is heavily dominated by automobiles, these total counts have been considered 
usable for single-class O-D estimation with the implicit assumption that trucks follow the same 
pattern of movements as cars. As urban areas become more concerned about truck movements, 
the long-used assumption that trucks are just an “add-on” to the automobile flow has become less 
acceptable, but the lack of truck movement data greatly hinders the process of estimating truck 
O-D tables separately from automobiles. 
List and Turnquist (1994, 1995) proposed a method for estimating multi-class O-D tables 
for truck movements, and applied the technique in the New York City metropolitan area. The 
procedure made use of several different types of data, including several types of vehicle 
classification counts that had been made for special purposes by different transportation agencies 
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in the New York area. An extended version of this technique (List, et al., 2002) has been 
instituted as a part of the “Best Practice Model” for on-going use in the New York City area. 
Another example of truck flow estimation, using a combination of link count data and 
regional input-output economic data for Ontario, is described by Al-Battaineh and Kaysi (2007). 
One of the interesting ideas represented by their work is that truck movements are connected to 
economic activity, so regional economic data may be of help in estimating truck flows. This 
builds on the general concept that link counts of traffic (truck or otherwise) are not the only 
useful source of data for estimating O-D tables, and we should be creating methods that can 
integrate a wider variety of data types. 
A major difficulty with these “truck only” O-D estimation methods is that they do not 
account for the interactions of trucks and automobiles in congested networks. A more complete 
approach is to estimate separate O-D tables for several vehicle classes (automobiles and various 
truck size classes) simultaneously, accounting for the different operating characteristics of the 
various vehicle classes and their interactions in creating a flow equilibrium. However, this 
clearly is a more complex estimation problem than the single-class models, and depends on 
having some of the observed data (although not necessarily all) separated by vehicle class. 
There has been very limited work on estimating O-D tables for multiple vehicle classes, 
but a noteworthy effort of this type is described by Wong, et al. (2005). They developed a 
formulation and solution algorithm for a five-class problem (autos, taxis, buses, light trucks, and 
heavy trucks) for use in Hong Kong. The method developed in this thesis differs from their work 
in several important ways, but their model has provided a very useful starting point for this 
effort.  
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 Ha, et al. (2007) developed a multi-class estimation model for use in Seoul, Korea. Their 
method is based on minimizing squared errors between estimated and observed classification 
counts on network links. They compared the multi-class O-D estimation method against a single-
class model using the resulting trip length distribution as a criterion, and concluded that the 
multi-class model performed much better, but they provide few details of the actual 
implementation. 
Raothanachonkun, et al. (2005) propose a multi-class estimation model focused on 
automobiles, light trucks and heavy trucks as vehicle classes. Their approach has the interesting 
characteristic of being aimed at estimating dynamic O-D matrices, rather than static ones, and 
uses an assumption of stochastic equilibrium as the underlying model of flow assignment in the 
network. Although they sketch out the outline of the model, they provide no indication of actual 
computational implementation. 
In a subsequent paper (Raothanachonkun, et al., 2006) the same authors analyze 
multiclass static O-D estimation using a genetic algorithm for solution. They provide illustrative 
results on a very small network.  
The objectives of this thesis are: 
1) To develop a new method for estimating static multi-class O-D tables (automobiles 
plus several classes of trucks), using a variety of potential data types; 
2) To build that method on an underlying model of stochastic user equilibrium as the 
characterization of network flows, reflecting the uncertainty in how individual users 
choose routes through the network; 
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3) To consider a range of sensor types, including both traditional and innovative means 
of providing vehicle classification counts, and determine how the output of those 
sensors can be incorporated into the O-D estimation process; 
4) To test the methods developed on a network with varying types and levels of data, to 
verify the methods and provide guidance on the relative value of different types of 
sensors and data. 
 
Because much of this project is based on the ability to classify vehicles and to have 
sensors that can count vehicles by class, Chapter 2 focuses on vehicle classification and sensors. 
Chapter 3 describes the O-D estimation model formulation, and discusses the details of the 
solution process. Chapter 4 discusses results from a series of experiments on a test network, and 
Chapter 5 presents conclusions and directions for further work. 
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CHAPTER 2 
VEHICLE CLASSIFICATION, SENSORS AND DATA TYPES 
2.1 Vehicle Classification 
Vehicle classification can be done in several different ways, but one of the standard 
classifications is that used by the Federal Highway Administration (FHWA). This classification 
system defines 13 vehicle classes, as listed in Table 2 - 1. Figure 2 - 1 illustrates the important 
truck classes. Trucks in classes 10-13 are seldom seen in urban areas, as they are mostly used for 
long-haul movements. 
Table 2 - 1. FHWA vehicle classes. 
Vehicle Class Description 
1 Motorcycles 
2 Passenger cars 
3 Two-axle, four-tire single unit trucks 
4 Buses 
5 Two-axle, six-tire single unit trucks 
6 Three-axle single unit trucks 
7 Four or more axle single unit trucks 
8 Four or less axle single trailer trucks 
9 Five-axle single trailer trucks 
10 Six or more axle single trailer trucks 
11 Five or less axle multi-trailer trucks 
12 Six-axle multi-trailer trucks 
13 Seven or more axle multi-trailer trucks 
 
An alternative commercial vehicle classification with eight truck classes, based strictly on 
the gross vehicle weight, is also used quite widely. The first 6 classes are subdivisions of what 
are shown as types 3 and 5 in Figure 2 - 1. A “class 7” truck includes both types 6 and 7 from 
Figure 2 - 1, and a “class 8” truck is any tractor-trailer combination.  
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Type 3: Two-axle, four-tire, light trucks  Type 5: Two-axle, six-tire, medium trucks 
 
   
Type 6: Three-axle single unit trucks  Type 7: Single unit trucks with > 3 axles 
 
   
Type 8: Four or fewer-axle single-trailer trucks Type 9: Five-axle single-trailer trucks 
   
Figure 2 - 1 Truck classes defined by FHWA. 
A vehicle classification scheme used in several states is based on dividing vehicles into 
four or five length classes. For example, a common four-class length structure is:  < 26 ft., 26-39 
ft., 39-65 ft. and > 65 ft. Vehicles less than 26 ft. long are assumed to be automobiles (although 
this grouping also would capture motorcycles and light trucks from class 3 in the FHWA 
scheme). The 26-39 ft. class includes single-unit trucks (FHWA types 5-7). The 39-65 ft. class 
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includes most tractor-trailer trucks (FHWA classes 8 and 9). Vehicles over 65 ft. long are either 
oversize loads or trucks with multiple trailers (FHWA classes 10-13). 
The analysis in this thesis is based on using the FHWA classification scheme, but the 
experiments in Chapter 4 use an aggregation of types into three vehicle classes: Automobiles and 
Light Trucks (FHWA classes 2 and 3), Medium Trucks (FHWA class 5), and Heavy Trucks 
(FHWA classes 6-13). 
2.2 Sensors and Traffic Data 
Estimation of O-D matrices was originally defined as a problem in which the only data 
available were traffic counts on links. The basis for this assumption was that counts from loop 
detectors in the pavement are the most commonly collected type of traffic data. Over the years of 
development of O-D estimation models, some efforts have made allowance for a few other types 
of data, including cordon counts, intersection turning movements, data collected at toll booths, 
and automatic vehicle identification (AVI) data. In the following subsections, these various types 
of data, and the sensors used to collect them, are discussed. 
2.2.1 Loop Detectors and Link Count Data 
A link count is simply the number of vehicles crossing a specific link over a defined time 
interval. This type of data is ubiquitous because loop detectors buried in the pavement are widely 
deployed as the basic data collection mechanism for traffic engineering. Figure 2 - 2 illustrates 
the basic set-up and technology of a simple loop detector. The loop is a few turns of wire 
embedded in the pavement, which forms an inductor. When a vehicle passes over the loop, the 
mass of metal in the vehicle changes (reduces) the inductance, and a circuit senses this as a pulse 
with a specific duration. If the width of the detector is d, and a vehicle (indexed by i) of length Li 
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traveling at a speed ui passes over the detector, the duration of the pulse is 
i
i
L d
u

.  Since we can 
measure the duration of the pulse, if we knew either the speed or the vehicle length, we can 
determine the other. However, we cannot determine both speed and vehicle length 
simultaneously from the detector output. 
 
 
Figure 2 - 2 Simple single-loop detector implementation. 
 
The usual output from a loop detector is a count and occupancy over some defined time 
period, T (often 20 sec or 30 sec). The count is simply the number of pulses recorded, or the 
number of vehicles counted. Occupancy is the proportion of time that there is a vehicle present 
over the detector. The inductance recorded at the detector over time is illustrated in Figure 2 - 3. 
If there are n pulses recorded over time T, then the occupancy measurement is: 
 
1
n
i
i i
L d
u
Occ
T




      Equation 2 - 1 
 
 
Li
d
Inductance
Time  
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Figure 2 - 3 Loop detector recording over time. 
 
If an average vehicle length, L, is assumed, then occupancy is directly related to the 
traffic density (vehicles/mile), and average speed is tied to density and counted volume, so the 
usual use of the detector measurements is to report traffic volume, q: 
n
q
T
       Equation 2 - 2 
and the average speed of that traffic, u: 
 q L d
u
Occ

               Equation 2 - 3 
 
However, since an important aspect of vehicle classification is sensing vehicle length, the 
a priori assumption of the average vehicle length in the traffic stream makes the use of single-
loop detectors for vehicle classification highly problematic. A few authors have tried to create 
ways around this limitation. Sun and Ritchie (1999) and Jeng and Ritchie (2008) had some 
success using more detailed waveform output from the detectors. However, most detectors 
deployed in the field are not capable of producing that waveform output, so implementation of 
their ideas would require some extensive retro-fitting. Wang and Nihan (2003) created a two-bin 
classification model (“cars” and “larger”) by exploiting an ability to estimate average speed 
separately from the loop detector output. Equation 2-3 can be rearranged to solve for average 
vehicle length if average speed is known: 
Time
i
i
L d
u
 1
1
i
i
L d
u



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 u Occ
L d
q
      Equation 2 - 4 
 
If there are only two length classes, with known average lengths L1 and L2, and a 
proportion of the vehicles are in class 1, then the overall average length must be 
1 2(1 )L L L     . If we combine this result with Equation 2-4, we can use the single-loop 
detector output to estimate  . This, in turn, allows the total volume q to be broken down into two 
class counts. However, this only works when there are two classes, and if we assume that the 
average lengths in each class are known. 
Zhang, et al. (2006) created a series of neural network models to attempt classification of 
vehicles into length groupings based on a series of single-loop detector measurements. They 
define a neural network for each of four vehicle length classes (< 26 ft., 26-39 ft., 39-65 ft. and > 
65 ft.). Each network takes as input a set of 18 measurements (volume and lane occupancy over 
nine previous 20-sec. intervals, or three minutes worth of data), plus a time stamp. Each network 
produces an estimate of how many vehicles in a particular length class passed over the detector 
during that 3-minute span. They found that they could estimate the volume in the first bin (< 26 
ft.; i.e., passenger cars and light trucks) reasonably accurately, but that the estimated volumes in 
the three bins of larger vehicles (medium and heavy trucks) had quite substantial errors. Thus, 
their approach seems potentially capable of separating cars from larger vehicles (i.e., two 
classification categories), but does not seem to be an effective way of obtaining any more 
detailed distinctions of truck volumes in different size classes. 
Dual-loop detectors are a much more reliable means of obtaining length-based vehicle 
classification counts, although the deployment of dual-loop detectors is more limited. A dual-
loop detector setup across a three-lane freeway section is illustrated in Figure 2 - 4. As a vehicle 
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passes over a dual-loop detector, it creates two pulses, one from each loop. The beginning and 
end of each pulse can be labeled as a time (t1 through t4), as illustrated in Figure 2 - 5. 
 
Figure 2 - 4. Dual-loop detector installation. 
 
 
Figure 2 - 5. Dual-loop detector inductance pulses as a vehicle passes. 
 
Then if the known distance between the two loops is D, the speed of vehicle i passing 
over the detector is: 
3 1
i
D
u
t t


    Equation 2 - 5 
Given this speed, the vehicle length can be estimated based on the average duration of the 
two pulses: 
   2 1 4 3
2
i i
t t t t
L u d
   
  
 
  Equation 2 - 6 
 
Time
t1
t4t3
t2
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Vehicles of different lengths can then be grouped into some set of classes and counted. 
The length-based classification scheme (four vehicle length classes: < 26 ft., 26-39 ft., 39-65 ft. 
and > 65 ft.) described earlier may be acceptable for rural freeways, but in urban areas it is likely 
that few multi-trailer combinations will be observed, and it would be useful to separate FHWA 
type 5 trucks (two-axle, six-tire) from larger single-unit trucks of FHWA types 6 and 7. 
However, it is difficult to separate those single-unit classes using length alone. 
In relatively uncongested conditions, dual-loop detectors can provide useful data on 
vehicle length, but the error rate on classifications is often quite high. Nihan, et al. (2002) 
reported on experiments that showed approximately 30-40% of trucks are misclassified, using 
the four-bin scheme. The most common errors are placing bin 2 trucks in bin 3, and placing bin 3 
trucks in bin 4. 
In congested conditions, when vehicles may often stop over a detector, the quality of the 
data degrades considerably. Wei (2011) has recently developed some methods for length-based 
vehicle classification using loop detector data under stop-and-go traffic conditions, but this 
remains a troublesome issue, of particular concern with loop detectors on urban streets. 
2.2.2 Cordon Counts 
Cordon counts identify some geographic area of interest and count all vehicles crossing 
the “cordon” enclosing that area (entering, leaving or both). These counts are usually done for 
specific purposes, and are often performed manually over a relatively short period. They are not 
normal ongoing data collection methods. However, when such counts are available, they may 
offer useful observations of total origins or total destinations within some defined area. This area 
may or may not correspond to one or more zones defined in the O-D table, however. 
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2.2.3 Turning Movement Data 
Turning movements at intersections relate inbound and outbound flows on different legs 
(or approaches) to an intersection. Using the simple intersection in Figure 2 - 6 as an example, 
turning movements for all vehicles entering on approach 1 (I1), would specify the proportions of 
those vehicles that turned right, went straight through, and turned left. 
 
Figure 2 - 6 Simple four-leg intersection with inbound and outbound counts. 
 
If data are collected on all movements at a given intersection with N approaches, the 
inbound and outbound counts can be related as shown in Equation 2-7 (assuming no U-turns): 
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.. .. .. .. .. ..
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     
     
     
   Equation 2 - 7 
where     is the proportion of traffic entering on leg i that exits on leg j. 
Turning movements are not usually collected on an on-going basis as normal traffic data 
because in most cases, collecting the data requires manual observers (either to record data in the 
field or to watch video offline). However, these counts are important for optimal signal timing 
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and thus may be collected periodically at a given intersection as part of a project to improve 
signal timing and intersection operation. For normal traffic engineering use, the total counts of 
vehicles making various turns are the important data, and it is not common to collect counts for 
vehicles in different classifications separately. 
The potential value of turning movements for O-D estimation is that they specify a 
sequence of links used by a vehicle, rather than just counts on individual links. This provides an 
element of path information. In most previous O-D estimation efforts, the underlying assumption 
governing vehicle flows on the network is deterministic user equilibrium, and path flows are not 
uniquely identified by the equilibrium conditions, so this type of partial path information has not 
been of great interest. However, if the underlying flow pattern is assumed to be a stochastic user 
equilibrium, there is a set of identifiable path flows associated with the equilibrium, and this 
connection makes turning movements of significant potential value for the O-D estimation 
process. 
A multiclass O-D estimation process also creates interest in having the turning 
movements separated by vehicle class. If the turning movement data are collected manually, this 
is certainly possible even though not commonly done. However, because manual data collection 
is expensive and not done frequently at any given intersection, there is also interest in automated 
methods of collecting turning movement data with vehicle classification that could be in place on 
a continuing basis. 
Video data collection and processing is capable of making turning movement counts. 
Miovision (www.miovision.com), for example, markets a portable video data collection system 
designed for short term deployment at an intersection, as a substitute for manual data collection. 
The video processing software associated with this system is asserted to be able to provide 
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vehicle classification data (at least at the level of separating medium trucks and heavy trucks 
from buses and automobile traffic, although the in-field assessments of count accuracy (see, for 
example, Swann (2010) and Schneider (2011)) have assessed only total counts. The accuracy of 
this system for total vehicle counts is quite high (generally with no more than 1-2% error), but no 
validation checks on classification counts have been identified in our analysis. 
Further development of accurate and effective video collection and processing for turning 
movement data by vehicle class appears likely to be a useful endeavor, particularly when 
combined with a multiclass O-D estimation capability. 
2.2.4 Toll Booth and Other Forms of Partial Path Data 
Partial path data is sometimes available from special surveys at specific facilities. For 
example, truck drivers in line at a toll booth may be questioned for “last stop” and “next stop” 
information. This is done occasionally at locations like the toll bridges crossing the Hudson 
River into New York City, but collection of data in this way is labor intensive, expensive and 
prone to substantial reporting errors. Another example of such data is collected for U.S. import 
statistics. Counts of containers entering a specific port and destined for somewhere in the U.S. 
are collected by origin country. However, the specific destination inside the U.S. is not reported. 
In urban networks this type of data can also be collected by video, using license plate 
matching software. That is, a specific truck may be observed at several points within a network 
at different times. By matching the data collected by different cameras, partial path information 
for the truck can be inferred. We may not know the original origin (or the final destination) of 
the truck, but we can infer some information about their path through the network, and whether 
stops within the network (which define destinations and origins of “linked” trips) are likely to 
have been made. 
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2.2.5 Automatic Vehicle Identification (AVI) Data 
An increasing number of trucks have GPS receivers and many are capable of reporting 
their location to some central dispatching center on a regular basis. This type of data is not 
normally available outside the company that operates the trucks, but it is potentially a very rich 
data source. There has also been interest in using this type of data from automobiles (an 
increasing proportion of which are equipped with GPS capability) to estimate O-D information 
for passenger vehicles. 
2.2.6 Non-Traffic Data and Use of a priori Trip Tables 
One of the strategies used in O-D estimation since the 1970’s has been to use a “target” 
trip table within the process. This stems from the fact that link volumes by themselves are 
generally insufficient to uniquely identify the trip table from which they arose (i.e., the inverse 
problem does not have a unique solution). One way to deal with this non-uniqueness is to 
postulate a trip table and then use the link volumes to find the trip table that is “closest” to this a 
priori table, and still consistent with the observed link data. Thus, the observed link data is used 
to adjust this a priori solution, rather than to dictate a solution on its own. 
However, this approach depends on having some a priori O-D estimate available to use 
as a “target.” In some cases, there may be an old O-D estimate that is to be updated with new 
data, and the target trip table approach can work quite well. Because urban areas in the U.S. have 
been charged with making metropolitan transportation plans for some time, there is often an 
automobile trip table available from a previous iteration of the planning process. However, this is 
more troublesome for trucks because most transportation plans have not been too concerned with 
truck flows in the past. 
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For truck flows, another approach that may be useful is to use socio-economic and land 
use data to estimate truck trip ends (total origins and total destinations, by zone). For example, 
the Southern California Association of Governments (SCAG) has developed estimates of trip 
rates related to employment in seven different industries as well as to numbers of households in 
an area. Although their estimates were created for use in the Los Angeles / Long Beach area, 
such estimates may also be useful in other areas. These rates, which separate light, medium and 
heavy trucks, are shown in Table 2-2. 
 
Table 2 - 2 Truck trip rates estimated based on employment and numbers of households in 
traffic zones. 
SCAG—INTERNAL TRIP RATES* 
     
         
 
Outbound Inbound 
 
Lt Med Hvy Subtotal Lt Med Hvy Subtotal 
Households 0.0390 0.0087 0.0023 0.0500 0.0390 0.0087 0.0023 0.0500 
AMC 0.0513 0.0836 0.0569 0.1919 0.0513 0.0836 0.0569 0.1919 
Retail 0.0605 0.0962 0.0359 0.1925 0.0605 0.0962 0.0359 0.1925 
Government 0.0080 0.0022 0.0430 0.0533 0.0080 0.0022 0.0430 0.0533 
Manufacturing 0.0353 0.0575 0.0391 0.1319 0.0353 0.0575 0.0391 0.1319 
Transportation 0.2043 0.0457 0.1578 0.4078 0.2043 0.0457 0.1578 0.4078 
Wholesale 0.0393 0.0650 0.0633 0.1677 0.0393 0.0650 0.0633 0.1677 
Service 0.0091 0.0141 0.0030 0.0262 0.0091 0.0141 0.0030 0.0262 
         Notes: 
SCAG = Southern California Association of Governments 
Lt = light trucks (8,501-14,000 lb GVW) = FHWA class 3 
Med = medium trucks (14,001-33,000 lb GVW) = FHWA class 5 
Hvy= heavy trucks (>33,000 GVW) = FWWA classes 6 and higher  
AMC = Agriculture/Mining/Construction 
*Household trip rates are daily trips per household; all other trip rates are daily trips per 
employee 
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To use these trip rates, it is necessary to estimate employment and numbers of households 
within defined origin-destination zones. Then the trip rates can be used to construct “row totals” 
and “column totals” for the O-D matrices of truck classes.  
2.3 Conclusions 
Traffic data is available from a variety of sensor types, and the range of possibilities is 
increasing as better (and less expensive) video processing becomes available, and as GPS-based 
vehicle location technology becomes more widely deployed. Most of the O-D estimation 
methods that have been developed since the 1970’s are focused on using link counts because that 
data (often obtained via loop counters in the pavement) is most widely available. Most deployed 
loop counters are single-loop installations that cannot reliably distinguish vehicle classes, so the 
O-D estimation methods have primarily been single-class models. 
In this thesis, the primary objective is to explore formulation and solution methods for a 
multi-class O-D estimation process. This offers the opportunity to better understand the flow 
patterns of different truck size classes, as well as the differences between truck O-D patterns and 
automobile O-D patterns. To support such a process, better vehicle classification data is vital, 
and this chapter has discussed some of the possible technologies for obtaining such data. The 
following chapter describes a model formulation for O-D estimation that can use various types of 
data.  
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CHAPTER 3 
MODEL FORMULATION AND SOLUTION 
 
3.1 Model Formulation 
The problem of determining an O-D matrix from observed traffic flow data is generally 
underdetermined because there are typically many more unknowns (O-D matrix entries) than 
there are observations. This means that there are many different O-D tables that could produce 
the same set of observed link volumes. As a result, one aspect of O-D matrix estimation is 
defining what is to be considered the “best” O-D matrix from among the candidates. 
A second important aspect of the problem is that observed data, whether it be traffic 
counts on links, classification counts from video data, turning movements, etc., always contain 
errors. As a result, the data may be internally inconsistent and the model for estimating an O-D 
matrix must be robust in the face of “noisy” or inconsistent data. An effective way of 
incorporating that robustness is to minimize the squared errors or deviations from the observed 
values, but to allow estimates that do not match observed values exactly. 
A third critical aspect of the O-D estimation problem is the assumption of how a link 
flow pattern on the network is constructed from the O-D flows. One possible assumption is that 
there is a set of constant, volume-independent, path choice proportions for each O-D pair that 
can be determined a priori and used in the inverse model. This is called a proportional 
assignment assumption. It is useful in uncongested networks, and was widely used in the O-D 
estimation methods developed in the 1980’s. 
A second common assumption is that link flows in the network are determined via a 
deterministic user equilibrium process. The equilibrium concept is important in congested 
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networks. However, it makes the O-D estimation process much more difficult because an 
important parameter of the process, the route-choice proportion, depends on the O-D matrix 
being estimated. Early efforts to incorporate equilibrium effects were discussed by Turnquist and 
Gur (1979) and Nguyen (1984). Deterministic user equilibrium (DUE) is a widely used 
mechanism for predicting flows in congested networks, and this makes it an attractive option for 
O-D estimation as well. Initially, it was difficult to accommodate both the concept of DUE 
(which assumes perfect knowledge of travel impedances by drivers) and the fact that link data 
are invariably at least somewhat inconsistent with that assumption, but Sherali, et al. (1994) 
constructed an elegant approach to deal with that problem when there is a single vehicle class 
present. The multiclass model developed by Wong, et al. (2005) also assumes a DUE process for 
the traffic flows in the network. 
A third possibility for the mechanism of determining link flows from O-D volumes is to 
assume a stochastic user equilibrium (SUE). The SUE assumption allows for errors in perception 
on the part of drivers as they make route choice decisions, and thus offers a richer view of 
equilibrium flows in the network. Daganzo (1983) showed that the equilibrium conditions for an 
SUE solution can be written as the following set of nonlinear equations: 
 , 0, 1,..., ; 1,...,m m ama ij ij
ij
x q p Q c a n m M     Equation 3 - 1 
where 
m
ax  is the class m volume on link a,  
and  ,amijp Q c  represents the link utilization 
coefficients (i.e., the fraction of the class m O-D volume for pair ij that appears on link a).  These 
link utilization coefficients are functions of both the vector of costs on the links of the network 
(c), and of the O-D volumes themselves (Q). 
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If we have observed link volumes (on some, but not necessarily all, links), the conditions 
in Equation 3-1 provide a way of connecting that data to the estimates of O-D volumes. 
However, doing this in a computationally practical way is non-trivial. Several authors have 
approached this issue (for a single vehicle class) using a bi-level programming formulation, 
where the upper-level problem adjusts the qij values, and the lower-level problem finds link 
flows, given the qij’s. Maher, et al. (2001) developed a bi-level programming approach for a 
logit-based SUE formulation and one vehicle class. 
The logit model of route choice through the network (which produces the  ,amijp Q c
coefficients) is attractive for its computational simplicity, but it imposes some relatively 
unrealistic assumptions on the route choice probabilities, as a result of basic assumptions in the 
choice structure on which the model is built. One of its obvious weaknesses as a route choice 
model is the assumption that the characteristics of routes are independent of one another, even 
when those routes may overlap for a large fraction of their length. Cascetta, et al. (1996) 
proposed a method for relaxing the route independence assumption, but it creates quite a 
complicated O-D estimation process. 
An alternative approach is to assume a probit model of route choice. The underlying 
assumption of the probit model (that uncertain route characteristics, or driver perceptions of 
those characteristics, are approximately Normal) is intuitively appealing, but the computations 
required for assigning traffic to a network using probit-based methods are significantly more 
complex than the computations for logit-based assignment. This has inhibited more widespread 
use of the probit model for SUE predictions. However, we have decided that its conceptual 
advantages outweigh its computational issues, and the model developed here is built using a 
probit-based SUE assumption. 
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The SUE conditions represented in Equation 3-1 can be incorporated into the O-D 
estimation process in two different ways. One way is to incorporate the conditions directly as 
constraints into the optimization for determining the O-D elements. Maher, et al. (2001) refer to 
this approach as “equilibrium programming” (following terminology defined by Garcia and 
Zangwill, 1981). A second way is to formulate a bi-level model, where the upper-level problem 
adjusts the qij values, and the lower-level problem finds link flows, given the qij’s. If a logit-
based SUE model is used, the partial derivatives of the link utilization coefficients can be 
constructed in a reasonably straightforward way, and an equilibrium programming approach can 
be effective. However, this is much more difficult with a probit-based model and the bi-level 
programming approach seems likely to be more effective. The bi-level approach has been 
adopted here. 
Under ideal conditions, the link count data will separate each of the defined vehicle 
classes and there will be counts available for all network links. In practice, however, this is 
unlikely to be the case. The observed values for the link volumes may correspond to 
aggregations of the vehicle classes defined, and there may not be observations for all links. We 
will index the available observations by l, and the set of all observed link counts as X . The 
count for observation l will be denoted lx , and include vehicles from a set of classes, Ml. The 
relevant link for observation l will be denoted al. Then the observed link count data and the 
observations’ connection to the O-D tables for individual vehicle classes under the SUE 
conditions, can be written as: 
 ,l
l
a m m
l ij ij
m M ij
x p Q c q l

     Equation 3 - 2 
The general form of constraints representing non-link count data (for an observation 
indexed by l) can be expressed as: 
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l l
ml m
ij ij l
m M ij
u q B
 
      Equation 3 - 3 
where lB  is an observed value and the 
ml
iju  values are known coefficients. Equation 3-3 states 
that some linear combination of elements in the estimated O-D tables (for some subset of vehicle 
classes denoted Ml and a subset of the O-D pairs ij in the set l ) should sum to an observed 
value. This is a very general form, because the set l may have any combination of ij pairs in it, 
and the set Ml may contain one or more vehicle classes. 
The observed values, regardless of type, must be assumed to contain errors.  Thus, there 
is likely to be no solution that satisfies all the constraints specified by Equation 3-2 and Equation 
3-3 exactly. We allow violations of the constraints 3-2 and 3-3, but with penalties in the form of 
a squared-error term for each constraint. This leads to a formulation of the problem as follows: 
 
 
2 2
0
,l
m
ij
l l l
a mml m m
l l ij ij l l ij ij
q
m M ij m M ijl B l X
Min f B u q x p Q c q 

   
   
         
   
     
 
Equation 3 - 4 
 
The sets  and X B  define the observed values ( lx and Bl) for the link counts and non-link data, 
respectively. The incorporation of the weighting constants   and l l   allows us to control the 
degree to which emphasis is placed on various observations within the observed data. 
One of the primary difficulties in solving the optimization problem in Equation 3-4 is that 
the 
am
ijp  values are determined as part of the assignment of the O-D trips, Q, for all the vehicle 
classes to the network to achieve a stochastic equilibrium flow pattern. That SUE assignment 
problem is itself an optimization, and that problem needs to be solved in order to have the 
parameters to evaluate the function in Equation 3-4. This illustrates the bi-level character of the 
overall problem. Evaluation of the objective function for the “upper-level” problem Equation 3-4 
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requires solution of the “lower-level” optimization (the SUE flow problem). The following 
section describes a method for accomplishing the solution of the minimization expressed in 
Equation 3-4. 
3.2 A Solution Method 
The general flow of information in the solution approach is that a trial solution for the 
upper-level problem (a set of 
m
ijq  values) is passed to the lower-level problem. Assignment of 
these trips via an SUE algorithm results in link and path flows, and a set of 
am
ijp  values that are 
consistent with the input 
m
ijq  values. These 
am
ijp values are passed back to the upper-level 
problem and treated as constants while the 
m
ijq  values are adjusted to create a new trial solution 
to the upper-level problem. If the upper-level problem has converged (i.e., the 
m
ijq  values are not 
changing), a solution to Equation 3-4 has been reached. However, if the new trial 
m
ijq  values are 
different from the previous values, they are passed back to the lower-level problem, where new 
am
ijp  values are created. 
For solution of the lower-level problem, a probit-based SUE algorithm, based on the 
work of Maher and Hughes (1997) and Connors, et al. (2007), is used. The SUE calculations are 
iterative, and depend on a core method for doing stochastic network loading (SNL). This can be 
accomplished using the Stochastic Assignment Model (SAM) algorithm first described by Maher 
(1992). 
In a more formal sense, the algorithm for solution of Equation 3-4 is as follows: 
1) Set n ← 0 (an iteration counter). Based on free-flow conditions for travel times and 
costs, use SAM to do a SNL for each vehicle class. The result of this loading is a set 
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of 
am
ijp  values. Denote the collection of values as 0P . For some types of data, the 
associated 
ml
iju  values also depend on 0P . Denote the entire collection of 
ml
iju  values 
as 0U . 
2) Using the values of  
am
ijp  from 0P  and 
ml
iju  from  0U (as constants), solve the 
problem: 
2 2
0
l
m
ij
l l l
a mml m m
l l ij ij l l ij ij
q
m M ij m M ijl B l X
Min B u q x p q 

   
   
        
   
     
 
Denote this solution as 0Q . 
3) Using the O-D tables nQ  for the various vehicle classes, do the SUE calculations to 
get a feasible solution for the network link volumes, denoted nX , the link utilization 
values, nP , and the associated data coefficients nU . The collection  , , ,n n n nQ X P U  
will be termed a consistent solution. (Note that when n = 0, the nP  and nU  values 
computed in this step replace the initial values estimated in step 1.) 
4) Using the values of  
am
ijp  from nP  and 
ml
iju  from  nU  (as constants), solve the 
problem: 
2 2
0
l
m
ij
l l l
a mml m m
l l ij ij l l ij ij
y
m M ij m M ijl B l X
Min B u y x p y 

   
   
        
   
     
 
Denote this solution as nY . 
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5) Using the O-D tables nY  for the various vehicle classes, do the SUE calculations to 
get a feasible solution for the network link volumes, denoted nV . This will be termed 
a trial solution. 
6) Linearize the assignment map between the two feasible solutions so that we can 
express potential trip tables as a function of a step size  , where 0 1  : 
 ( ) n n nQ Q Y Q     
7) Perform a one-dimensional search on   to find: 
2
2
0 1
( ) ( )l
l l
a mml m m
l l ij ij l l ij ij
m M ijl B l X
Min B u q x p q

   
 
  
 
       
 
   
 
The values of 
ml
iju   and  
la m
ijp  are the values associated with the solution nQ .  Denote 
the optimal value of   as * . 
8) If the difference 
*( ) nQ Q   is small enough, the solution has converged, and we can 
stop, using the last consistent solution as the final solution. If the process is not 
converged, make n ← n + 1, and *( )nQ Q  . Go to step 3. 
 
Further discussion of the steps in this algorithm is facilitated by an example, so we’ll consider a 
small network described in the following sub-section. 
3.3 An Example Network 
Figure 3 - 1 shows a small network with nine nodes and 12 two-way links. The values 
alongside the links are lengths, in miles. For analysis purposes, each of the two-way links is 
replaced by a pair of directional links, so the network has 24 directed links. 
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Figure 3 - 1. Example network. 
 
Each link has a delay function to relate travel time to flow volume. Some commonly used delay 
function forms are the FHWA function, shown in Equation 3-5 and the Akçelik function 
(Akçelik , 1991) shown in Equation 3-6. Both functions are defined for all non-negative flows. 
Either form could be used in this example, but we will choose to assume the Akçelik functions. 
In this form of delay function, when flow exceeds capacity (i.e., qa > 1), the delay increases 
rapidly, representing transient queuing on the link. For this example, we will assume capacity Ua  
= 1200 veh/hour on all links, a free-flow speed of 40 mph, and B  =  0.4. Figure 3 - 2 shows travel 
time for a link that is 1.0 miles in length, as a function of traffic flow on that link, using these 
parameters. 
   0 1a a a at x t q

  
     Equation 3 - 5 
 
     
2
0
8
0.25 1 1a a a a a a
a
B
t x t T q q q
K T
   
       
   
  Equation 3 - 6 
 
where:  t0a = free-flow time for link a (e.g., length divided by the speed limit) 
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T =  period under analysis (in this example, 1 hour) 
   xa = flow on link a (e.g., veh/hour) 
   Ka = capacity of link a (in same units as flow variable) 
   qa = xa / Ua  (saturation level) 
   B = parameter that varies by link type 
   ,  = parameters (often = 0.15 and  = 4). 
 
 
Figure 3 - 2. Travel time as a function of volume for a 1.0-mile link. 
 
For this example, we will assume three vehicle classes – automobiles and two truck 
classes. The first truck class is two-axle, six-tire medium trucks (Type 5 shown in Figure 2 - 1). 
The second class includes all heavier trucks (Types 6-9 in Figure 2 - 1). Light trucks (Type 3 in 
Figure 2 - 1) are included with the automobiles. For the purposes of the multiclass network flow 
assignment, we define a standardized flow, za, as a weighted combination of the flows of the 
three classes 
m
ax : 
1 2 31.8 2.4a a a az x x x      Equation 3 - 7 
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The standardized flow converts the truck flows into passenger car equivalents. Passenger cars 
(class 1) have a weight of 1. A medium truck (class 2) is assumed to be equivalent (in terms of 
contribution to volume-related congestion) to 1.8 passenger cars, and a heavy truck (class 3) is 
equivalent to 2.4 passenger cars. 
The link delay functions for this example are written in terms of the standardized flow za,  
where La is the length of the link in miles and the resulting travel time is expressed in minutes: 
 
2
3.2
1.5 15 1 1
1200 1200 1200 1200
a a a
a a a
z z z
t z L
  
                  
         
 Equation 3 - 8 
We will assume that there are four O-D pairs in this network:  1-9, 3-7, 7-3 and 9-1. 
Thus, the core problem is to estimate three O-D tables (one for each vehicle class), each of which 
contains four elements. 
As drivers decide on paths from origin to destination, they are assumed to be attempting 
to minimize a cost that depends on both distance and travel time. The cost functions for each link 
(for the three vehicle classes) are: 
1 ( ) 0.5 0.33 ( )a a a a ac z L t z                       Equation   3 - 9     
2( ) 0.33 ( )a a a a ac z L t z     Equation 3 - 10 
3( ) 1.5 0.5 ( )a a a a ac z L t z     Equation 3 - 11 
The terms in Equation 3-9 through 3-11 that relate to the length of the link, La, do not depend on 
the flow volume, but as flow, za, increases on a link, ta(za) increases (using Equation 3-8), and 
thus the cost of using that link increases to all vehicle classes, but at rates that are class-
dependent. 
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3.4 Stochastic Network Loading (Algorithm Step 1) 
The basis of equilibrium in networks is that drivers of individual vehicles are choosing 
paths through the network to minimize their own costs. In deterministic equilibrium, each driver 
is assumed to have complete and accurate information about the costs of all links as the basis for 
a path choice. In stochastic equilibrium, the perceptions of travel time (or cost) are assumed to 
contain errors. These errors are modeled as random variables 
m
a , and the (random) perceived 
costs of using link a are then: 
1 1( ) 0.5 0.33 ( )a a a a a ac z L t z      Equation 3 - 12 
2 2( ) 0.33 ( )a a a a a ac z L t z       Equation 3 - 13 
3 3( ) 1.5 0.5 ( )a a a a a ac z L t z      Equation 3 - 14 
Along the links of a path from origin to destination, the costs add, so we can also 
consider the cost along a path, p, as a random variable: 
 
m m m
p p pg g       Equation 3 - 15 
 
where  m mp a a
a p
g c z

   is the deterministic portion of the path cost and  m mp a
a p
 

  is the 
random portion. It is usual to assume that the link random variables have zero mean, so 
m
p  also 
has zero mean, and the expected path cost is 
m
pg . 
If we consider two alternative paths, p1 and p2, for a given origin and destination, the 
probability of a driver choosing path p1 is the probability that path p1 is perceived as having 
lower cost: 
1 2 1 1 2 2
Pr Prm m m m m mp p p p p pg g g g              Equation 3 - 16 
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Re-arranging Equation 3-16 to put the random variables all on one side of the inequality, we can 
write it as: 
1 2 1 2 2 1
Pr Prm m m m m mp p p p p pg g g g              Equation 3 - 17 
Equation 3-17 is written in the form of the cumulative distribution function (CDF) of the 
random variable 
1 2
m m
p p   :  i.e., the probability that the random variable takes on a value no 
greater than 
2 1
m m
p pg g . Thus, the path choice probability depends directly on the distributional 
assumption made for the error terms. There are two common choices: the Gumbel distribution, 
which leads to the logit model for the path choice probabilities, and the Normal distribution, 
which leads to expressing Equation 3-17 as a cumulative Normal distribution (the probit model). 
Expanding Equation 3-16 and 3-17 to the case where there are more than two alternative 
paths means that we are concerned with identifying the smallest of a set of random variables, and 
if the probit model (i.e., Normally distributed errors) is assumed, this means the smallest of a set 
of Normal random variables. The central result for effective computations is Clark’s 
Approximation (Clark, 1961), which says that if Yi and Yj are Normally distributed random 
variables with means    and   , variances 
2
i  and 
2
j  and covariance vij, then the random 
variable T defined to be the minimum of Yi and Yj is itself approximately Normal with mean    
and variance 
2
T , where: 
( )T i i j j a                        Equation 3 - 18 
     2 2 2 2 2 2( )T i i i j j j i j Ta                   Equation 3 - 19 
In Equation 3-18 and 3-19, the quantities a and   are computed from: 
2 2 2 2i j ija v          Equation 3 - 20 
  /i j a       Equation 3 - 21 
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(.) is the standard Normal density function. The probability that it is Yi that is smaller is    , 
given by: 
 ( )i       Equation 3 - 22 
(.)  is the standard Normal CDF. As a result of Equation 3-22, we also have: 
1 ( )j i        Equation 3 - 23 
Finally, if Yi and Yj were correlated with some third random variable Yk, then the 
covariance of T with Yk is: 
Tk i ik j jkv v v      Equation 3 - 24 
Equations 3-18 through 3-23 create a straightforward way of obtaining the mean and 
variance of the minimum of two Normal random variables. The fact that the minimum is also 
approximately Normal, combined with Equation 3-24, further allows this result to be applied 
iteratively across an arbitrary set of Normal random variables to obtain the minimum of the 
entire set of n random variables. This makes the result of immense value in doing probit-based 
stochastic network flow assignment. 
This is the idea exploited by Maher (1992) in constructing what he termed a Stochastic 
Assignment Model (SAM). Given a set of random link costs, ac , assumed Normally distributed, 
SAM operates from an origin node and moves through a network, performing two basic 
operations – scanning and merging. Outbound links from a given node are scanned to construct 
the distributions of cost to reach the ends of those links. Sets of inbound links to a given node are 
merged to construct the distribution of cost required to reach that node. Once a node has been 
merged, the links outbound from it are eligible for scanning. When all inbound links to a node 
have been scanned, that node is eligible to be merged. Maher (1992) developed a very efficient 
algorithm for performing the required computations, based on Clark’s (1961) results. 
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In concept, SAM calculates a set of probabilities that can be used to load all trips 
originating at the origin node (and terminating at all destinations) in a single pass. However, 
when doing so, it is quite easy to encounter a situation called “lock-up” in the algorithm, where 
no node is eligible to be merged and the algorithm cannot complete. This is not a problem in 
acyclic networks, but most transportation applications operate in networks where cycles are 
possible. It is possible to avoid the potential for lock-up by limiting the operations (and flows) to 
a set of “efficient” links, but doing so in a careful way forces the SAM algorithm to operate on a 
single O-D pair at a time, making it much more computationally intensive. However, for the 
current purposes, the benefits of using the concept of link efficiency seem to outweigh the 
additional computational burden, so this has been incorporated. 
The concept of efficient links for an origin-destination pair originated with Dial (1971), 
who used the idea in his logit-based SNL algorithm. For a given origin-destination pair, crossing 
an efficient link moves one further from the origin and closer to the destination. Links that are 
not on the shortest path from the origin to the destination can be efficient, as long as they are on 
paths that are generally moving in the right direction. However, the concept precludes cycling in 
the network because somewhere along a cyclic sub-path one must be moving “backwards” – i.e., 
getting closer to the origin and further from the destination. Thus, if flows are limited to paths 
made up of only efficient links there can be no cycles in the paths. For a single O-D pair, this 
allows the SAM algorithm to avoid the potential problem of lock-up. 
The idea of defining and using only efficient links can be illustrated using our simple 
example network. We’ll define the costs for medium trucks (vehicle class 2) at a set of initial 
conditions when za = 0 for all links. Equation 3-8 is used to compute travel times (minutes) for 
all links, ta(0). Then Equation 3-10 is used to compute the costs for medium trucks: 
2 (0)ac . These 
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costs are shown along the links in Figure 3 - 3. We consider the O-D pair 1-9, and Figure 3 - 3 also 
includes a set of node labels, CO , representing the cost of the minimum-cost path from the origin 
(node 1) to that node. The minimum-path tree is indicated with the heavier directed links. 
 
 
Figure 3 - 3. Example network with link costs and minimum path tree from node 1. 
 
We can also construct the minimum-cost path from each node to the destination (node 9), 
and use the label CD to indicate the cost from each node, as shown in Figure 3 - 4. The 
destination-focused minimum-path tree is also indicated in Figure 3 - 4, using the heavier directed 
arcs. 
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Figure 3 - 4. Example network with link costs and minimum path tree to node 9. 
 
Figure 3 - 5 shows the combination of CO and CD labels at the nodes. The concept of an 
efficient link (for a specific O-D pair) is that traversing that link takes one further from the origin 
(CO is increasing from the beginning node of the link to the ending node), and closer to the 
destination (CD is decreasing from the beginning node of the link to the ending node). For 
example, we can see that traversing link 12 satisfies both criteria, and thus link 12 must be 
efficient for O-D pair 1-9. Figure 3 - 5 shows the collection of all efficient links for O-D pair 1-9. 
 
Figure 3 - 5 Example network with efficient links for O-D pair 1- 9. 
 
Using only efficient links for the assignment of flow from 1-9 results in an acyclic 
network and avoids any potential problems of lock-up in the SAM algorithm. The set of efficient 
links also defines implicitly a set of possible paths between node 1 and node 9, but we have not 
had to explicitly enumerate those paths. The SAM algorithm, however, will produce probability 
values for use of links by each vehicle class on this O-D pair (the 
am
ijp  values noted earlier), as 
well as enough information to reconstruct probabilities of path use which will be important for 
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constructing some constraints of the form described in Equation 3-3. The results of the SAM 
calculation of link probabilities for O-D pair 1-9 and vehicle class 2 are shown in Figure 3 - 6. 
 
Figure 3 - 6 Link use probabilities for vehicle class 2 (medium truck) and O-D pair 1- 9. 
 
If we interpret these probabilities as proportions of a total flow of vehicles from origin to 
destination, we have conservation of flow at the nodes, and the product 
am m
ij ijp q   represents part 
of the flow volume for link a. For example, if the O-D volume of class 2 trucks from 1 to 9 is 
500, the expected volumes (rounded to integers) on the links of the network contributed by that 
vehicle class and O-D pair, are as shown in Figure 3 - 7. 
 
Figure 3 - 7 Expected flow volumes for vehicle class 2(medium truck) and O-D pair 1- 9, if the 
O-D flow is 500. 
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Of course, the total flow within each vehicle class on any network link may have 
contributions from many O-D pairs, and the observed counts on any link may include multiple 
vehicle classes, so in general, we have the relationship shown earlier as Equation 3-2. 
The link utilization probabilities also implicitly define probabilities for use of different 
paths between the origin and destination. Consider again the situation shown in Figure 3 - 6. If the 
probability of a truck using link 1-2 is 0.5289, that value must be the sum of probabilities for all 
paths that contain link 1-2. At node 2, that probability is split between paths that continue to 
node 3 and those that go to node 5. Thus, we can say that the probability of the partial path 1-2-3 
is 0.0853, and the probability of the partial path 1-2-5 is 0.4436. At node 5, the partial path 1-2-5 
merges with the partial path 1-4-5, and an assumption is necessary about how vehicles entering 
node 5 from different directions exit that node. This information may be provided by explicit 
turning probabilities (which could be calibrated from video surveillance of an intersection, for 
example). In the absence of such specific information, we might make a Markov assumption that 
each inbound partial path splits in the same proportions outbound. That is, since the ratio of the 
outbound probabilities at node 5 is 0.5028
0.2723
, each inbound partial path will divide in that 
proportion. Thus, the probability of the partial path 1-2-5-6 will be 
0.5028
0.4436 0.2878
0.5028 0.2723
 
 
 
, and the probability of the partial path 1-2-5-8 will be 
0.2723
0.4436 0.1559
0.5028 0.2723
 
 
 
 . 
We continue splitting partial paths and computing probabilities until we reach the 
destination, at which point we have complete origin-destination paths identified. In this small 
example, there are six potential paths between node 1 and node 9, with usage probabilities 
computed as follows: 
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Path   Probability 
1-2-3-6-9  0.0853 
1-2-5-6-9  0.2878 
1-2-5-8-9  0.1559 
1-4-5-6-9  0.2150 
1-4-5-8-9  0.1165 
1-4-7-8-9  0.1395 
It can easily be verified that these path probabilities sum to 1.0. We also note that the path (1-2-
5-6-9) that was computed to be the shortest path (see Figure 3 - 3) has the highest probability of 
use. In this stochastic flow assignment, shorter paths have a higher probability of use, but less 
direct paths (like 1-2-3-6-9, for example) have non-zero probability of use. That is, not all traffic 
is assumed to use the single shortest path. 
Being able to compute expected path probabilities for a given vehicle class and O-D pair 
allows us to take advantage of potential observations of vehicles at multiple locations. For 
example, suppose some number of class 2 trucks were observed on the sequence of links 2-5 and 
5-8. Those trucks could be traveling from node 1 to node 9, using path 1-2-5-8-9, or they could 
be part of some other O-D pair (in this case, from 3 to 7, using path 3-2-5-8-7). The relative 
probabilities for the various paths give us useful information about how to factor such 
observations into our overall analysis. 
3.5 Observations and Estimating O-D Tables (Algorithm Step 2) 
To illustrate the use of count data to estimate an O-D table, let us suppose that traffic 
counts on links 1-4, 3-6, 5-6 and 5-8 are available. On link 5-6, the counts separate the vehicle 
classes in each direction. On links 1-4 and 5-8, the counts are from dual loop detectors and 
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separate automobiles from trucks, but both classes of trucks are combined. Furthermore, on link 
4-1, the truck count is missing. On link 3-6, counts are available in both directions, but are 
simply total vehicles (from a single loop counter). The 15 available observed data are as follows: 
 
Link  Count 
1-4  642 (automobiles – class 1) 
1-4  48 (total trucks – classes 2 and 3) 
4-1  654 (automobiles – class 1) 
3-6  676 (total vehicles – all classes) 
6-3  639 (total vehicles – all classes) 
5-6  916 (automobiles – class 1) 
5-6  34 (medium trucks – class 2) 
5-6  45 (heavy trucks – class 3) 
6-5  918 (automobiles – class 1) 
6-5  43 (medium trucks – class 2) 
6-5  67 (heavy trucks – class 3) 
5-8  1004 (automobiles – class 1) 
5-8  131 (total trucks – classes 2 and 3) 
8-5  1006 (automobiles – class 1) 
8-5  109 (total trucks – classes 2 and 3) 
 
For this example, there are four O-D pairs for each vehicle class, or a total of 12 O-D 
entries to be estimated. Thus, we have more observations than unknowns, but the data may not 
 42 
 
all be consistent, so there may be no trip table that would match these observations exactly. Also, 
in large networks, there are normally many more O-D table elements than we have observations, 
so the problem is usually underspecified. 
We use the SAM algorithm to compute link utilization probabilities and path probabilities 
for vehicle classes 1 and 3, just as for vehicle class 2 above, but the probabilities are different 
because the cost functions (3-9) and (3-11) for vehicle classes 1 and 3 are different from vehicle 
class 2. Figure 3 - 8 shows the link use probabilities for vehicle class 1 and O-D pair 1-9; Figure 
3 - 9 shows the comparable values for vehicle class 3. These figures can be compared to Figure 3 
- 6, which pertains to vehicle class 2. The probabilities for the other O-D pairs are also 
computed, but not shown explicitly in figures. 
 
Figure 3 - 8 Link use probabilities for vehicle class 1 (automobiles) and O-D pair 1- 9. 
 
 
1
2
3
4 5 6
7
8 9
0.4777
0.1454
0.1454 0.4289
0.57110.2835
0.3323
0.4214
0.1009
0.10090.5223
0.4702
1
2
3
4 5 6
7
8 9
0.4610
0.1316
0.1316 0.3890
0.61100.2574
0.3294
0.4710
0.0680
0.06800.5390
0.5430
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Figure 3 - 9. Link use probabilities for vehicle class 3 (heavy trucks) and O-D pair 1- 9. 
The following equations relate the observed data to the unknown trip table values. 
1 1
19 37 1642 0.4777 0.0577q q e    
 
2 2 3 3
19 37 19 37 248 0.4711 0.0415 0.4610 0.0266q q q q e      
 
1 1
73 91 3654 0.0648 0.4805q q e    
 
1 1 2 2 3 3
19 37 19 37 19 37 4676 0.1009 0.4060 0.0853 0.3757 0.0680 0.3365q q q q q q e        
 
1 1 2 2 3 3
73 91 73 91 73 91 5639 0.3961 0.0964 0.3642 0.0809 0.3241 0.0640q q q q q q e        
 
1 1
19 73 6916 0.4702 0.2934q q e    
 
2 2
19 73 734 0.5028 0.2786q q e    
 
3 3
19 73 845 0.5429 0.2575q q e    
 
1 1
37 91 9918 0.2996 0.4656q q e    
 
2 2
37 91 1043 0.2848 0.4985q q e    
 
3 3
37 91 1167 0.2635 0.5387q q e    
 
1 1
19 37 121004 0.2835 0.5530q q e    
 
2 2 3 3
19 37 19 37 13131 0.2723 0.6044 0.2574 0.6638q q q q e      
 
1 1
73 91 141006 0.5518 0.2868q q e    
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2 2 3 3
73 91 73 91 15109 0.6041 0.2748 0.6645 0.2589q q q q e      
 
Using these 15 observations, we can estimate O-D tables for the three vehicle classes by 
solving: 
 
15
2
0
1
m
ij
l
q
l
Min e



 
 
The solution to the minimization problem (rounded to the nearest integer number of trips) is: 
 
1
19 1199q    
2
19 50q    
3
19 41q   
1
37 1200q    
2
37 98q    
3
37 71q   
1
73 1200q    
2
73 32q    
3
73 88q   
1
91 1199q    
2
91 30q    
3
91 90q   
 
Because the link utilization probabilities from the SAM algorithm were constructed in 
step 1 based on free-flow conditions, and the trip table we have just estimated, if assigned to the 
network, will produce link volumes that are not free-flow, the entire process is not yet 
converged. That is the reason for steps 3-8 in the algorithm. However, we have constructed an 
initial estimate of the three trip tables that can be the basis for further iterations.  
In this small example, the actual trip tables that were assigned to the network and used to 
generate the observed flows are known, even though in field applications of the O-D estimation 
process that is not the case. The actual O-D tables have not been used in any way in the 
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estimation process, but we can compare the current estimated trip tables with the actual values to 
judge how similar they are. The actual trip tables are as follows: 
 
1
19 1200q    
2
19 50q    
3
19 40q   
1
37 1200q    
2
37 100q    
3
37 70q   
1
73 1200q    
2
73 30q    
3
73 90q   
1
91 1200q    
2
91 30q    
3
91 90q   
 
It is clear that the initial estimates are very close to the true values, even though data were 
not available for all network links, some of the data aggregated vehicle classes, and the portion 
of the algorithm representing the SUE flow calculations has not yet been invoked. 
Although in this example the trip tables estimated based on link counts only are very 
close to the true values, the 9-node example network is also useful to illustrate the incorporation 
of turning count data at intersections. For this illustration, turning movement data from three of 
the four approaches at node 5 is used and the assumption is that those turning movements are 
total counts (i.e., not specific by vehicle class). The available data are summarized in Figure 3 - 
10. Turning movements are not specified for the approach from node 2. This helps illustrate that 
the computations can be done using any available data, and that not all approaches need to be 
covered. 
 
795
239
396
160
407
351
271
1029
696
256164
1116
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Figure 3 - 10. Available turning movement data at node 5. 
 
A turning movement observation is equivalent to observing a vehicle on a sequence of 
two links. That is, the 396 vehicles that go straight through the intersection in the leftmost 
diagram in Figure 3 - 10 are vehicles that use the sequence of links 4-5 and then 5-6. This 
sequence is part of two paths for different O-D pairs: 
O-D Pair Path 
1-9  1-4-5-6-9 
7-3  7-4-5-6-3 
As part of the SAM calculations, we have determined that the probabilities of these paths for the 
three vehicle classes on the respective O-D pairs are: 
Table 3 - 1 Example path probabilities in 9-node network 
  
Probabilities 
O-D Pair Path Vehicle Class 1 Vehicle Class 2 Vehicle Class 3 
1-9 1-4-5-6-9 0.2073 0.215 0.2234 
7-3 7-4-5-6-3 0.0989 0.0845 0.0679 
 
This allows construction of another observation constraint for the O-D table estimation: 
 
1 2 3 1 2 3
19 19 19 73 73 73 16396 0.2073 0.2150 0.2234 0.0989 0.0845 0.0679q q q q q q e        
 
The observations of turning movements are not simple link counts and the coefficients in the 
constraint are not link probabilities, so this is a constraint of the form in Equation 3-3 and the 
coefficients are examples of  
ml
iju   values. Each of the movements illustrated in Figure 3 - 10 can 
be converted into an observational constraint of the general form given in Equation 3-3: 
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1 2 3
73 73 73 17239 0.1818 0.1785 0.1702q q q e     
 
1 2 3
19 19 19 18160 0.1250 0.1165 0.1059q q q e     
 
1 2 3
91 91 91 19351 0.2618 0.2867 0.3185q q q e     
 
1 2 3 1 2 3
37 37 37 91 91 91 20407 0.1014 0.0864 0.0693 0.2038 0.2117 0.2202q q q q q q e        
 
1 2 3
37 37 37 21271 0.1982 0.1984 0.1943q q q e     
 
1 2 3
91 91 91 22164 0.1255 0.1167 0.1058q q q e     
 
1 2 3 1 2 3
73 73 73 91 91 91 23696 0.3579 0.4099 0.4750 0.1613 0.1581 0.1531q q q q q q e        
 
1 2 3
73 73 73 24256 0.1945 0.1941 0.1895q q q e     
 
When the above observations are added to the minimization problem, the resulting 
solution is: 
1
19 1199q    
2
19 48q    
3
19 42q   
1
37 1201q    
2
37 91q    
3
37 78q   
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1
73 1200q    
2
73 34q    
3
73 85q   
1
91 1199q    
2
91 34q    
3
91 86q   
 
This solution is very similar to the previous solution. In this example, the addition of turning 
movement data is not important for improving the solution, but the example does illustrate how 
non-link count data can be incorporated into the O-D estimation process. In subsequent 
experiments on a larger and more complicated network in Chapter 4, the value of turning 
movement data will be clearer. 
Other types of partial path information may also be represented in similar constraints if 
the data acquisition equipment can provide it. For example, license plate matching capability 
could produce an observation that a certain number of vehicles were observed on both links 1-2 
and 7-8 (i.e., non-sequential links). These two links will be parts of specific paths for which 
probabilities have been computed, and constraints of the same form as the ones above can be 
constructed. The key is in identifying the potential “efficient” paths within the SAM algorithm 
and then tying counts of vehicles observed on parts of those paths to the possible O-D pairs on 
which they could be traveling. 
3.6 Consistent Solutions and Stochastic Equilibrium 
If the O-D volumes resulting from the zero-flow estimates of link use probabilities were 
assigned to flow over the network, they would imply a set of link volumes that would create 
different link travel times and costs than those used to construct the link utilization probabilities, 
and thus the probabilities used so far are not consistent with the estimated O-D volumes. Step 3 
in the overall algorithm described at the beginning of section 3 updates those probability 
estimates and resulting link volumes to be consistent with the current O-D table estimates, thus 
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creating a collection of O-D volumes, link volumes and probabilities [ denoted by (Q, X, P, U) ] 
that are all internally consistent. This will be termed a consistent solution to the overall problem. 
Finding a consistent solution depends on solving for stochastic user equilibrium (SUE) in 
the network -- a condition in which the link volumes, resulting travel times and costs, and 
estimated link utilization probabilities are all consistent with the behavioral principle that shorter 
(or faster or cheaper) paths for any given O-D pair should have higher probability of use than 
longer (or slower or more expensive) paths.  
Finding the multiclass SUE solution is a process of solving the equilibrium conditions 
posed by Daganzo (1983) – Equation 3-1, repeated here for easy reference. 
 
 , 0, 1,..., ; 1,...,m m ama ij ij
ij
x q p Q c a n m M     Equation 3-1 
 
Equation 3-1 may be viewed as the first-order conditions for an optimization problem, as 
described (for a single vehicle class) by Sheffi (1985). This optimization is: 
 
0
( ) ( ) ( )
a
a
x
a a a a ij ij
x
a a ij
Min c w dw x c x q S c                 Equation 3 - 25 
 
The first term in Equation 3-25 is the function that would be minimized at a deterministic user 
equilibrium solution. The second term is the total cost of travel in the network, and would be 
minimized at a system-optimal solution. The third term is the expected value of the total 
perceived network cost, using the Satisfaction function, ( )ijS c , defined as the expected perceived 
minimum cost of travel for O-D pair ij: 
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( ) min kij ij
k
S c E g 
 
             Equation 3 - 26 
 
k
ijg  is the perceived path cost for path k from origin i to destination j. Along the links of a 
path the costs add, so the cost along a path, k, is a random variable as described earlier. The 
expectation in Equation 3-26 is with respect to the distribution of the error terms in the perceived 
path costs, which depend on the link costs, so we write ( )ijS c  as a function of the set of link 
costs, c. 
Maher and Hughes (1997) developed an algorithm for solving the optimization in 
Equation 3-25, taking advantage of the fact that the ( )ijS c  function is implicitly evaluated during 
the performance of the SAM algorithm. Their algorithm was originally designed for use with a 
single vehicle class, but the modification to include multiple vehicle classes is straightforward. 
Their algorithm involves iterative application of the SAM algorithm, combined with a search 
mechanism to average the successive solutions. Extending this process to include multiple 
vehicle classes doing the SAM calculations at each iteration for all vehicle classes separately, 
calculating a satisfaction function, ( )
m m
ijS c ,  function for each vehicle class, and updating link 
travel times for the next iteration based on the aggregate equivalent flow on each link. 
Step 3 of the multiclass O-D estimation algorithm listed at the beginning of this chapter is 
the application of the multiclass version of the Maher-Hughes method for finding SUE solutions, 
using the current estimated trip tables, to produce the necessary consistent solution at a given 
iteration. 
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3.7 Solving the Nonlinear Optimization at Steps 2 and 4 of the Procedure 
The construction of estimated trip tables, Q, with the link utilization probabilities, P, and 
coefficients, U, treated as constants, requires solution of a problem of the form: 
 
2 2
0
l
m
ij
l l l
a mml m m
l l ij ij l l ij ij
q
m M ij m M ijl B l X
Min B u q x p q 

   
   
        
   
       Equation 3 - 27
 
 
This is a quadratic optimization, and for the solution to be sensible the trip table elements 
must be non-negative. One effective method for finding a solution to this problem is the L-
BFGS-B algorithm (Byrd, et al. ,1995; Zhu and Nocedal, 1997; and Morales and Nocedal, 2011).  
The core idea on which this algorithm is based is the Broyden-Fletcher-Goldfarb-Shanno 
(BFGS) method for nonlinear optimization. The L-BFGS version of this algorithm uses some 
approximations in the storage of derivatives to create a limited-memory (L) version of the 
method that is effective for large problems. The further extension to handle simple box 
constraints on variables (the B suffix) creates an effective method for the problem faced here. 
The L-BFGS-B method is one of a class of algorithms called quasi-Newton methods. 
These algorithms are based on a core idea that if a function ( )f q , where q is an n x 1 vector, is 
twice continuously differentiable, we can construct a quadratic approximation to it at a point q  
by using a Taylor series expansion around a point kq : 
 
     2
1
( ) ( ) ( ) ( )
2
T
k k k k k kf q f q q q f q q q f q q q         Equation 3 - 28 
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If 2 ( )f q  is positive definite, then the minimum of the quadratic approximation occurs 
at the point *q  where ( *) 0f q  . This point is found by solving: 
 
1
2* ( ) ( )k k kq q f q f q

        Equation 3 - 29 
 
Newton’s Method involves using Equation 3-29 iteratively, finding the next 
approximation 1kq   to the minimum of ( )f q  by evaluating the gradient and the Hessian (matrix 
of second partial derivatives) of  f at a point kq , and then computing the next estimate as: 
 
1
1 2 ( ) ( )k k k kq q f q f q

         Equation 3 - 30 
 
The process is then repeated with 1kq   replacing kq . 
In practice, Newton’s method has several shortcomings. It requires storage and repeated 
computation of the inverse Hessian, and if the Hessian is ill-conditioned, the algorithm can be 
unstable or fail to converge. The techniques known as quasi-Newton methods have been 
developed to overcome these problems. The general ideas underlying quasi-Newton methods are 
described in several texts on nonlinear optimization and solution of nonlinear equations (e.g., 
Dennis and Schnabel, 1996; Luenberger and Ye, 2008). The central idea is to construct and 
update an approximation to the inverse Hessian in a way that does not require explicit inversion 
and that ensures that the approximation is always positive definite. Quasi-Newton method 
contains a whole family of algorithms. The difference lies in how they do the approximation of 
Hessian. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm has proven over time to be 
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an effective and reliable means for doing that. The L-BFGS variation stores a simplified version 
of the whole n by n Hessian approximation matrix, using a history of the past r updates of the 
position and the corresponding gradient. L-BFGS-B, the bounded variation of L-BFGS, uses the 
idea of an active set to accommodate simple constraints. At every step, the algorithm identifies 
fixed and free variables using a simple gradient method and runs the L-BFGS only on the free 
variables.  
In our implementation, we used an open-source java wrapper (Kobos, 2012), which 
wraps from the original Fortran code to solve the optimization problem in step 2 and 4 of the O-
D estimation procedure. 
3.8 The Search Process at Steps 6 and 7 of the Algorithm 
At the end of step 5 of the algorithm, we have two feasible solutions to the O-D 
estimation problem – a current solution created through steps 2 and 3, and a new trial solution 
created in steps 4 and 5. The trial solution should be in a direction from the current solution that 
produces an improvement overall, but there is an important question of how far to move in that 
direction. This creates a search problem that operates along the line between the current solution 
and the trial solution. 
To implement that search process, we linearize the assignment map between the two 
feasible solutions (the current solution Qn and the trial solution Yn) so that we can express 
potential trip tables and associated link volumes as a function of a step size,   , where 0 1  : 
 
 ( ) n n nQ Q Y Q          Equation 3 - 31 
 ( ) n n nX X V X         Equation 3 - 32 
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Then we can search for the value of   that solves: 
 
2
2
0 1
( ) ( ) ( )
l l
ml m
l l ij ij l l l
m M ijl B l X
Min f B u q x x

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 
  
 
     
 
     Equation 3 - 33
 
 
This is a one-dimensional optimization because the only variable is  . We’ll denote the optimal 
value of    as 
* . 
Since ( )f   is convex, we can solve for     analytically by setting ( ) 0f   . This gives 
us 
   
∑   (     )(     ) ∑   ( ̃    )(     )  
∑   (     )   ∑   (     )  
  Equation 3 - 34 
where: 
   ∑ ∑     
      
 
      Equation 3 - 35 
   ∑ ∑     
      
 
       Equation 3 - 36 
   ∑ ∑     
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       Equation 3 - 38 
   ̌  
     
       
These required calculations are straightforward and can be done quite easily.  
3.9 Conclusions 
This chapter describes a formulation of the multiclass O-D estimation problem that meets 
specified criteria. It is constructed to accept a variety of different types of data that relate O-D 
volumes to observed values. This includes traditional link count data, but also accommodates 
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other types of data such as turning movements at intersections, partial path observations from 
individual vehicles, etc. The data may be either class-specific or may aggregate a subset of 
vehicle classes. A particular focus of this formulation is to allow better estimation of truck flows 
in urban networks, using various size classes of trucks, and separating them from estimation of 
automobile O-D patterns. 
The O-D estimation process is constructed using a probit-based stochastic model for 
network loading and user equilibrium. Using a stochastic model of user equilibrium (SUE) 
allows a relaxation of the common assumption that all drivers have complete and accurate 
knowledge of link travel costs everywhere in the network. The stochastic model includes errors 
in individual drivers’ perceptions of those costs. Although the probit model of SUE is more 
demanding computationally than the logit-based model, it has important conceptual advantages 
with respect to the assumption about the distribution of errors and in reflecting covariance among 
path alternatives that share common links. 
Sections 3.3-3.8 describe in detail an algorithm for solving the O-D estimation problem 
formulated in section 3.2. This algorithm borrows pieces from the work of several previous 
authors, but it represents a significant advance in capability for estimating multiclass O-D tables. 
The following chapter describes an extensive set of experiments with the algorithm on a 
test network. These experiments illustrate the use of the algorithm, and also contribute insight 
into the relation between the amount and character of available data and the quality of the 
resulting O-D estimates. 
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CHAPTER 4 
TESTS AND ANALYSIS 
 
To test the concepts and solution algorithm, a series of experiments has been developed. 
These experiments are designed to test performance of the solution method under varying 
conditions and with varying types of data. Section 4.1 introduces the test network and the 
method to generate observation data we used in all following tests. Section 4.2 proposes several 
questions we are interested in and thus designing the tests upon. Section 4.3 describes the 
algorithm implementation details and how we evaluate test results. Section 4.4 to section 4.10 
answers the questions proposed in section 4.2 in details using test results and corresponding 
analysis. Section 4.11 concludes what we found. 
4.1 Test Network 
All the tests are performed on the “Sioux Falls” (SF) network, shown in Figure 4 - 1. It 
originated from a representation of part of the street network in Sioux Falls, South Dakota. This 
network, first constructed and used by LeBlanc, et al. (1975), has since become a “standard” test 
network for many types of transportation network algorithms. We have borrowed the basic 
structure of the network from the original version used by LeBlanc, et al. (1975), but we have 
created O-D tables and link characteristics that enhance the network’s usefulness as a test bed for 
our multiclass O-D estimation algorithm. By creating an O-D table for each vehicle class and 
using those tables to create assigned link volumes, we create a test bed where we can select 
different sets of volume data and see how well the algorithm can reproduce the known O-D 
tables under varying conditions of available data. 
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 Three vehicle classes (see Table 4 - 1) and two theoretical O-D tables have been created.  
The first O-D table contains 4 origin and destination zones, which generates a 4 by 4 table for 
each vehicle class (See Table 4 - 2, Table 4 - 3, and Table 4 - 4). This set of O-D tables is 
relatively simple and the flow pattern of automobile and truck are quite similar.  The second set 
of O-D tables contains 7 origin and destination zones and has considerably different flow pattern 
between automobile and truck (see Table 4 - 5, Table 4 - 6, and Table 4 - 7). In the 7 by 7 O-D 
tables, node 10 is assumed to be a zone at downtown area, where a lot of automobile trips begin 
and end. Node 13 is a loading area at the periphery of the city, where a relatively higher 
percentage of truck trips begin and end. 
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Figure 4 - 1 Sioux Falls network 
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Table 4 - 1:  Vehicle class information in Sioux Falls network 
Class 
number 
Type 
Cost of time 
Coefficient 
Cost of distance 
Coefficient 
Vehicle 
equivalents 
1 Automobile 0.2 0.25 1 
2 Medium truck 0.33 1 2 
3 Heavy truck 0.5 1.5 3 
 
Table 4 - 2: Four-zone O-D table for vehicle class 1 (veh/hr) 
O\D 1 7 15 20 
1 0 3109 839 891 
7 3117 0 2462 1994 
15 846 2456 0 1788 
20 881 2010 1779 0 
 
Table 4 - 3: Four-zone O-D table for vehicle class 2 (veh/hr) 
O\D 1 7 15 20 
1 0 215 61 57 
7 214 0 163 141 
15 58 161 0 123 
20 64 131 110 0 
 
Table 4 - 4: Four-zone O-D table for vehicle class 3 (veh/hr) 
O\D 1 7 15 20 
1 0 176 50 52 
7 169 0 125 103 
15 46 133 0 89 
20 55 109 111 0 
 
Table 4 - 5: Seven-zone O-D table for vehicle class 1 (veh/hr) 
O\D 1 6 7 10 13 15 20 
1 0 491 440 1070 532 839 359 
6 491 0 306 269 224 266 264 
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7 442 308 0 1348 90 723 90 
10 1064 267 1343 0 532 533 794 
13 526 221 90 537 0 708 91 
15 846 267 714 534 719 0 1069 
20 355 267 88 807 89 1071 0 
 
Table 4 - 6 : Seven-zone O-D table for vehicle class2 (veh/hr) 
O\D 1 6 7 10 13 15 20 
1 0 14 37 121 69 24 19 
6 25 0 19 37 16 7 10 
7 30 19 0 50 37 7 18 
10 116 45 62 0 116 38 49 
13 68 23 30 113 0 27 25 
15 19 7 14 33 25 0 15 
20 19 3 18 33 28 3 0 
 
Table 4 - 7: Seven-zone O-D table for vehicle class 3 (veh/hr) 
O\D 1 6 7 10 13 15 20 
1 0 42 53 121 41 48 39 
6 38 0 8 19 13 6 8 
7 68 20 0 37 18 10 18 
10 115 34 40 0 26 28 23 
13 33 15 8 36 0 18 14 
15 27 7 17 32 8 0 14 
20 32 13 21 23 5 8 0 
 
 
Through SUE calculation, these trip table produce link and path flows for each vehicle 
class. We can then sample link counts, turning observations at intersections, etc., and create 
observations that may be separated by vehicle class or aggregated in various ways. This creates a 
test environment where different sets of assumed data can be specified and the algorithm can be 
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run to estimate multiclass O-D tables. Because the original “correct” O-D tables are known, the 
result of various experiments can be evaluated by comparing the estimated tables with the correct 
tables. 
4.2 Questions for testing 
The following are the questions investigated. All the tests are designed to answer these 
questions, and are discussed individually in the indicated sections. 
1) If classified link count data are available on all the links in the network, how 
accurately can the three vehicle class O-D tables be estimated? (Section 4.4) 
2) If classified link counts are available, but not all links are covered, how does the 
accuracy of the O-D estimates change as the proportion of links with available 
count data changes? (Section 4.5) 
3) How does the accuracy of O-D estimation change if only some of the available 
link counts classify three vehicle classes, and the rest simply report total vehicles 
in all classes? (Section 4.6) 
4) Are dual loop detectors (capable of separating automobiles from trucks, but 
reporting an aggregate of the two truck classes) an acceptable substitute for 
classified link count sensors? (Section 4.7) 
5) In many cities, the available count data is limited to a relatively small fraction of 
the total links, and vehicle classification information is available on only a portion 
of the links with counts. Under these conditions, is it possible to estimate 
multiclass O-D tables with reasonable confidence? (Section 4.8) 
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6) If, in addition to link count data, turning movement observations are also 
available at key intersections, by how much is the accuracy of the multiclass O-D 
estimates improved? (Section 4.9) 
7) If the observed data contain significant errors, how is the accuracy of the resulting 
O-D estimates degraded? (Section 4.10) 
 
4.3 Algorithm Implementation and Evaluation of Test Results 
The algorithm is coded in java based on the solution method in section 3.2. The 
implementation of the L-BFGS-B algorithm is adapted from an open-source java wrapper  
(Kobos 2012). To check whether the solution has converged, root mean square (RMS) is used as 
a criterion. RMS is a statistical measure of the magnitude of a varying quantity. It measures how 
close the two values or two sets of values are. The calculation of RMS is shown in Equation 4-1. 
    
√
∑ ∑
( ̃   
   ̃(   )  
 ) 
    ( ̃   
   ̃(   )  
 )   
∑    
                                Equation 4 - 1                                                
 
where: 
 ̃   
   = the O-D volume estimated in n
th
 iteration for vehicle class m from origin i to 
destination j 
      = the number of O-D pairs for vehicle class m 
 
The termination criteria for the algorithm is set to be maximum 200 iterations or RMS of 
two successive iterations of O-D volume estimates < 0.1, whichever comes first. An RMS of 0.1 
means on average the squared error of an O-D pair between the two successive iterations is 1%. 
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From our experiments, most tests converge at about 10 to 30 iterations. If a test doesn’t converge 
even at 60 iterations, normally it will go all the way until the preset maximum iteration. When 
this happens, the objective value is just bouncing back and forth around the optimum value 
without much improvement. Therefore setting maximum iteration to 200 should be enough. 
After the termination criteria are met, the code will output the last set of O-D pairs calculated 
from the optimization. 
RMS can only ensure that the successive two optimization results are close enough. 
However, it doesn’t necessarily mean that the estimation is close enough to the “correct” value. 
The estimation error is computed by the percent difference between the estimated value and true 
value (see Equation 4-2) 
   
  
( ̃  
     
 )
   
                                                             Equation 4 - 2 
where: 
 
 ̃  
     =    the estimated O-D volume for vehicle class m from origin i to destination j 
   
     =    the true O-D volume for vehicle class m from origin i to destination j 
   
     =    the estimation error for O-D pair from i to j for vehicle class m 
 
For each test run, we can derive a set of estimation errors, one for each entry of the O-D 
table. After sequencing all the estimation errors from the smallest to the biggest from one run of 
test, we found that it basically follows an ‘s’ curve. Figure 4 - 2 is an example when running the 
algorithm on SF network with classified link count observations on all the links for 4 by 4 O-D 
tables. This pattern shows in all other tests as well.  
We want to know how this solution method performs overall. We considered an O-D pair 
as estimated acceptably correctly if the estimation error is within  5%. Then the percentage of 
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O-D pairs estimated correctly for each vehicle class and overall can be used as performance 
measures to compare the results between different tests. Not only do we care about how many O-
D pairs are estimated correctly, but also the volume captured within that range. If the 
corresponding O-D volumes for the O-D pairs estimated within  5% range is small, that means 
a large proportion of traffic is estimated incorrectly, which is undesirable even if the method 
captures a high percentage of O-D pairs. Therefore, the percentage of O-D volume (classified or 
aggregated) that is estimated within  5% range is also an important performance measure. 
For the example shown in Figure 4 - 2, 89% of total O-D pairs fall into the range between 
-5% and +5%, which accounts for 96% of O-D volume. After decompose them into different 
vehicle classes, 91.7% of automobile, 91.7% of medium tracks, and 83.3% of heavy truck O-D 
pairs are estimated within the acceptable error, with corresponding volume of 96.2%, 95.9% and 
91.6% respectively. 
 
Figure 4 - 2: Sequenced error for 100% link coverage with classified vehicle counts 
 
 64 
 
4.4 Q1: Estimating Multiclass O-D tables from Classified Link Counts  
Suppose we have classified link counts on all the links in the network. Can the true 
multiclass O-D tables be estimated accurately? When implemented on the 4-zone O-D tables, the 
result is very positive. As we can see from Table 4 - 8, 89% of O-D pairs and 96% of volume are 
estimated within 5% by the solution method. The results are consistent across all vehicle classes. 
However, in the 7-zone O-D pair tests, the outcome is quite poor. Only 12.7% of O-D pairs are 
estimated within 5%, which counts about 18.8% of the total traffic volume.  
Table 4 - 8 Estimation results when classified link counts with full link coverage available 
 
4 x 4 O-D 7 x 7 O-D 
Maximum error 5.5% 234.7% 
Minimum error -9.4% -100.0% 
Number of OD pairs within 5% 88.9% 12.7% 
OD volumes within 5% 96.0% 18.8% 
OD pairs within 5% for vehicle class 1 91.7% 11.9% 
OD pairs within 5% for vehicle class 2 91.7% 16.7% 
OD pairs within 5% for vehicle class 3 83.3% 9.5% 
OD volumes within 5% for vehicle class 1 96.2% 18.8% 
OD volumes within 5% for vehicle class 2 95.9% 20.0% 
OD volumes within 5% for vehicle class 3 91.6% 17.3% 
 
The reason behind this phenomenon might come from the relative relationship between 
the number of observations and the number of unknowns. As the O-D table increases in size, the 
number of unknowns that need to be estimated increases rapidly. For the 7-zone case, the 
number of unknowns is           . In 4-zone case, the number is only          . 
In these tests, there are three counts available on each of 76 links, or 228 observations, but not all 
the observations are independent because flow must be conserved at nodes within each vehicle 
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class. In addition, some subsets of links are in the efficient sets for the same collection of O-D 
pairs, which further reduces the information content of the counts. 
The solution method developed here makes effective use of available link count data, and 
in networks with only a few origins and destinations it can produce reliable multiclass O-D 
estimates. However, as the number of origins and destinations grows (for a constant network 
structure), the link count data (even separated by vehicle class) is not sufficient for reliable 
multiclass O-D estimation. 
4.5 Q2: Effects of Reduced Link Count Coverage 
From the previous section, we see that in a case where the number of unknown O-D table 
entries to be estimated is much smaller than the number of available link counts (i.e., the 4-zone 
case), the multiclass O-D estimation process can be quite accurate. However, in practice it is 
unlikely that counts will be available on all links. This raises the question of how the accuracy of 
the O-D estimates degrades as the number of observations is reduced. A set of tests on the 4-zone 
network is designed to address that question. 
We estimated the 4-zone O-D tables under different percentages of links that are covered 
by classified link count sensors, ranging from 10% to 100% in increments of 10%. Each case 
used 20 samples of randomly selected links except for the 100% case. For each experiment, the 
percentage of O-D pairs that fall into the  5% estimation error range and the percentage of total 
volume represented by those O-D pairs are measured. 
The results are summarized in Table 4-9 and shown graphically in Figure 4-3. For this 
network, reasonably accurate O-D estimates are obtained as long as the percentage of links with 
counts exceeds about 50%. If the percentage of links covered is below that value, the overall 
error of estimation increases dramatically. At a given level of link coverage, the total percentage 
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of O-D volume estimated within  5% error is bigger than the percentage of corresponding 
number of O-D pairs, which means that the solution estimates of large volume O-D pairs tend to 
be more accurate than estimates of small volume O-D pairs.  
Table 4 - 9:  Results from different level of link coverage 
% of links 
with counts 
% O-D pairs 
within  5% 
% O-D volume 
within  5% 
100 88.9% 96.0% 
90 86.9% 94.1% 
80 84.6% 92.5% 
70 81.8% 89.9% 
60 81.3% 88.2% 
50 80.0% 89.0% 
40 74.6% 80.0% 
30 53.3% 62.1% 
20 36.4% 44.0% 
10 12.6% 15.1% 
 
  
Figure 4 - 3:  Percentage of O-D pairs and volume within 5% error under different link 
count coverage 
 
Table 4-10 summarizes O-D estimates (zone pair and vehicle class) that consistently have 
the largest errors in these experiments. Some O-D entries tend to be underestimated consistently, 
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while others tend to be overestimated. The relative frequency column in Table 4-10 indicates the 
percentage of the total samples where a given O-D entry is among the three largest negative 
errors or the three largest positive errors. 
 
Table 4 - 10: O-D pairs frequently estimated with large error among all samples 
 
Origin Destination Vehicle class Volume Relative frequency 
Largest 
Underestimates 
1 15 3 50 50.0% 
15 1 3 46 29.0% 
15 20 3 89 25.8% 
20 15 3 111 22.6% 
7 1 3 169 19.4% 
Largest 
Overestimates 
1 20 3 52 43.5% 
20 1 3 55 43.5% 
20 7 3 109 30.6% 
20 7 2 131 29.0% 
7 20 3 103 17.7% 
 
Most of the O-D entries with largest percentage errors are in vehicle class 3 (heavy 
trucks), where the volumes are relatively small. Of course, on a small base volume a modest 
absolute error can yield a relatively large percentage error. However, these results do indicate 
that the truck O-D volumes, which are generally much smaller than automobile O-D volumes, 
are harder to estimate accurately. 
It is also of interest that the O-D pairs with one end in either node 15 or node 20 appear 
most often. Understanding which O-D pairs and which vehicle classes are most often subject to 
large errors can provide insight for choosing sensor types and locations in order to measure those 
movements more accurately. The sensor location problem is not considered here, but is a very 
interesting direction for future research. 
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One of the main conclusions from this set of experiments is that the O-D estimation 
process in networks with small O-D tables is tolerant of less than full count coverage down to 
some critical value (in this test network, approximately 50%). If the available counts represent 
less than that percentage of links, the accuracy of the O-D estimates degrades rapidly. Second, 
the high volume O-D entries tend to be estimated more accurately than the low volume ones, and 
the largest percentage errors are concentrated in low volume vehicle classes, like heavy trucks. 
Third, these large errors may also be concentrated geographically in the network, and this 
implies that the locations of sensors in networks with less than full coverage is an important 
issue. 
4.6 Q3: Effects of Losing Classification Information 
In the previous two sections, we focused on O-D estimation using link counts that always 
include vehicle classification. However, not all sensors can classify vehicles. In particular, single 
loop counters that are widely deployed in practice can only provide aggregate traffic counts. 
Collecting vehicle classification data is generally more expensive than collecting aggregate 
counts. The premise of this thesis is that multiclass O-D estimation is needed to understand truck 
movements better, and this implies that at least some of the available data must distinguish 
vehicle classes. In this set of tests, we examine how the accuracy of the multiclass O-D estimates 
is affected when only part of the link count sensors can provide classification information. We 
again focus on the 4-zone case, since in the 7-zone case even with all classified counts, the link 
counts alone are not sufficient to estimate the O-D tables accurately. 
In the first set of tests, it is assumed that link count data are available on all the links in 
the network. However, only a certain percentage of link count sensors can separate the three 
vehicle classes.  The rest are single loop sensors. We checked the situation of 100%, 75%, 50%, 
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25%, and 0% of links having classified count data. The 100% case corresponds to the experiment 
done to address question 1 (in section 4.4). 
The results are illustrated in Figure 4 - . As the proportion of counts that include 
classification information decreases, the percentage of O-D entries estimated within 5% of actual 
values declines almost linearly, and this relationship is particularly true for the truck classes. The 
automobile class is more tolerant to the loss of vehicle classification data because most of the 
vehicles being counted are automobiles. These figures illustrate that it is very difficult to 
estimate truck O-D volumes with any accuracy when a significant fraction of the sensors are 
reporting only total vehicles counted. 
 
 
Figure 4 - 4: The percentage of O-D pairs and volume within 5% estimation error 
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Figure 4 - 5: The percentage of O-D pairs within 5% error for each vehicle class 
 
A second set of tests explores the joint effect of losing some vehicle classification data 
and some link coverage. The tests relating to link coverage (see section 4.5) were repeated with 
only 50% of the available sensors able to provide classified counts. The rest are assumed to be 
single loop detectors that report only total vehicles. The results are summarized in Table 4 - 11, 
which can be compared to Table 4 - 9. When only 50% of the sensors can provide classified 
count information, the quality of the estimations decreases for all vehicle classes, and especially 
for the two truck classes. Even with 80% coverage on network links, if only half of those counts 
contain vehicle classification information the number of truck O-D entries that are within the 
 5% error range is only about 30%.  
Table 4 - 11 Estimation errors of different level of link coverage with 50 percent of sensors 
provide classified link counts 
link 
coverage 
OD  in 
5% 
OD vol. 
in 5% 
ODs cls. 
1 
ODs cls. 
2 
ODs cls. 
3 
100% 57.1% 80.7% 75.4% 52.5% 43.3% 
90% 52.4% 75.6% 70.4% 46.3% 40.4% 
80% 43.9% 72.3% 69.2% 31.7% 30.8% 
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70% 44.4% 68.9% 65.4% 35.8% 32.1% 
60% 43.3% 64.5% 57.9% 38.3% 33.8% 
50% 37.2% 59.4% 55.8% 28.8% 27.1% 
40% 26.7% 46.6% 39.6% 19.2% 21.3% 
30% 17.8% 33.9% 27.5% 11.3% 14.6% 
20% 10.6% 18.1% 15.0% 8.3% 8.3% 
10% 7.9% 7.8% 5.4% 6.7% 11.7% 
 
These experiments reinforce the importance of having vehicle classification data as part 
of the traffic counts. If it is desired to do multiclass O-D estimation, it is more important to have 
classification data from whatever links are available than to have full coverage of the network 
links. 
4.7 Q4: Is Dual Loop Detector Data an Acceptable Substitute? 
If vehicle classification data is important, but expensive to collect, it is useful to ask if 
partial classification data from much cheaper dual loop detectors would be sufficient. They 
cannot separate all vehicle classes, but can tell an automobile from a truck. 
To explore the potential for dual loop detector data, we tested a situation with 100% link 
coverage, where 100%, 50%, and 0% of them are dual loop detectors. The remaining counts are 
assumed to be total vehicle counts from single loop sensors.  
The test results are organized in Table 4 - 12. Without classified link counts, the 
estimation of truck O-D volumes is completely ineffective. Even if all sensors can differentiate 
between automobile and trucks (i.e. 100links_100dual case), the estimates of truck O-D volumes 
are nearly all incorrect. It is preferable to have 50% classification counts than to have 100% dual 
loop counts. When only single loop detectors exist, even with 100% link coverage, none of the 
O-D entries (automobile or truck) is estimated usefully. Interestingly, even the automobile O-D 
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estimates are degraded by substituting dual loop counts for classification counts. This is the case 
even though the automobile observations are the same in each case. The confusion induced in 
trying to sort out the truck classes from one another without actual classification data carries over 
into the automobile estimates as well. We conclude that using dual loop detectors to substitute 
for classification counts in estimating O-D tables with more than one truck class is not likely to 
prove useful. 
Table 4 - 12: Different classification level for 100% link coverage 
 
ODs in 
5% 
OD volume 
in 5% 
ODs in 5% 
for cls 1 
ODs in 5% 
for cls 2 
ODs in 5% 
for cls 3 
100links_100clsfy 88.9% 96.0% 91.7% 91.7% 83.3% 
100links_100dual 30.6% 82.7% 83.3% 0.0% 8.3% 
100links_50clsfy 57.1% 80.7% 75.4% 52.5% 43.3% 
100links_50dual 22.6% 70.1% 65.0% 1.7% 1.3% 
100links_100single 0.0% 0.0% 0.0% 0.0% 0.0% 
 
 
4.8 Q5: Effectiveness of Typical Current Data 
In actual cities, not all the links are covered by sensors and most deployed sensors are 
single loop detectors. Even in cities noted for effective traffic management, like Rochester, NY, 
only 20% of links in the central city area are covered by sensors, all of which are single loop 
detectors. The results from the earlier sets of tests offer little hope of doing effective multiclass 
O-D estimation (or even single class estimation) with such sparse data, but as an explicit test 
case, we have postulated a situation where 20% of links have counts, and 25% of those counts 
are from dual loop sensors. We compare that with a case where all the counts are from single 
loop sensors. 
The test results are summarized in Table 4 - 13. Comparing the last two rows of Table 4 – 
13, we conclude that even if 25% of the sensors are upgraded to dual loop sensors, few reliable 
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estimates will be derived, particularly for trucks. We have also tested two more extensive 
updates of typical current counter data – upgrading either 50% or 100% of the current link 
counters to provide vehicle classification data. Upgrading 50% of the counters (i.e., having 
classification data on 10% of total network links) to provide such data has very modest benefits. 
Some O-D entries are estimated more accurately, but the overall results are still quite poor. Even 
if all the sensors were upgraded to provide classified link counts (20links_100clsfy case – data 
from the set of tests in section 4.5 regarding link coverage), accuracy of the results is strongly 
limited by the sparse coverage of the data across the network.  
Table 4 - 13: Possible classification level in real situation 
 
ODs in 
5% 
OD volume 
in 5% 
ODs in 5% 
for cls 1 
ODs in 5% 
for cls 2 
ODs in 5% 
for cls 3 
20links_100clsfy* 36.4% 44.0% 36.7% 36.3% 36.3% 
20links_50clsfy 10.6% 18.1% 15.0% 8.3% 8.3% 
20links_25 dual 9.2% 22.7% 19.2% 2.1% 6.3% 
20links_0dual 2.8% 3.5% 3.8% 0.4% 4.2% 
* Note: the notation of the cases: ‘20links’ means 20% of total links in the network are covered 
by sensors. ‘100clsfy’ means 100% of the sensors can classify three vehicle classes. 
 
Estimating multiclass O-D tables with the level of data typically available currently is 
largely a futile exercise. In order to get a relative acceptable result, classified link counts are 
needed with preferably at least 50% of the link covered (see Table 4 - 9). This will provide at 
least 80% of O-D pairs within the 5% error range given all the sensors can provide classified 
counts. More sensors capable of providing vehicle classification information are needed, and 
there is also potentially an important role for data types other than link counts in order to 
estimate multiclass O-D tables. 
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4.9 Q6: Adding Turning Movements 
Ever since question 1(section 4.4), we have discovered that link counts alone (even with 
100% of links covered by classification counts) is not enough for 7-zone O-D table estimation. 
Turning movements at intersections offer one possible source of additional data. As noted in 
Chapter 2, most of the literature on O-D estimation has paid little attention to turning movements 
because the partial path information they provide is not important under deterministic user 
equilibrium assumptions, where path flows are not uniquely identified. However, SUE 
assignments do identify path probabilities, and turning movements may be of greater value. 
Turning movements are typically collected manually, but they can be provided by surveillance 
cameras and there has been some work on reconstructing them from inbound and outbound loop 
sensors at intersections. The tests in this section have added turning movement data to the 
original link count information and tested on the 7-zone O-D situation.  
We ordered all the non-centroid nodes in the network in terms of their entering/ exiting 
traffic volume from the largest to the smallest (see Table 4 - 14) and picked out a few 
intersections that are likely to be important for collecting turning movements. 
Table 4 - 14: Non-centroid nodes ordered by their entering traffic volume 
Non-centroid node Vehicle class 1 Vehicle class 2 Vehicle class 3 
3 6100 499 488 
18 4807 241 191 
16 4713 146 131 
12 3974 394 246 
11 3772 299 227 
4 3639 286 313 
8 3406 180 211 
19 3157 82 69 
9 3042 265 240 
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5 2602 256 242 
22 2417 121 73 
 
We did three sets of tests, supplemented by turning movements of 2, 4, and 6 
intersections respectively. We picked node 16 and 11 as the choice of two intersections, since 
node 3, 18 and 12 are all at the periphery of the network. For the case of 4 intersections, in 
addition to node 16 and 11, we added node 3 and node 22. Node 3 experiences the highest traffic 
volume and can cover the northern part of the network after node 16 and 11 took care of the 
middle part (also the downtown area) of the Sioux Falls network. Node 22 is an irregular 
intersection, which might get cameras installed due to some other concerns (e.g. traffic safety). 
Furthermore, it covers the southern part of the network. For the case of 6 intersections, node 8 
and 19 are added for similar reasons. The situation for each case is summarized in Table 4 - 15. 
Table 4 - 15: Case situations when turning movements are added 
Case Intersections 
2 intersections added 11,16 
4 intersections added 3, 11, 16, 22 
6 intersections added 3, 8, 11, 16, 19, 22 
 
Three types of turning movement data are tested. Classified turning movements can 
provide counts for all three vehicle classes. Dual loop turning movements are assumed to be 
reconstructed from dual loop counters on entry to and exit from the intersection. These counts 
differentiate automobile from trucks, but group both truck classes together, as with the dual loop 
link counts. Total vehicle turning movements give only total counts of vehicle movements. In 
addition, as a base case, we include the case where no turning movements are available. 
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We combined each type of the turning movement counts to three kinds of link counts: 
100% link coverage with all 100% classified link counts; 100% link coverage with all 100% 
being dual loop detectors; and 80% of links covered with all assumed to be classified link counts. 
Each of these three cases is tested with different numbers of intersections considered. This 
creates a total of 36 experiments, including all combinations of the three experimental factors. 
Table 4 - 16 summarizes the results for six intersections with turning movements. Parallel 
sets of results for four and two intersections with counts are shown in Table 4 - 17 and Table 4 - 
18. Availability of turning movements obviously improve the estimation result as the 
information provided from observations increases. Especially when no classified information 
from link counts is available, classified turning movements can help to improve the truck 
estimation immensely. 
 
Table 4 - 16: Estimation supplemented by different turning movement of 6 intersections 
7x7 
OD 
6 intersections 
ODs 
in 5% 
OD volume 
in 5% 
ODs in 5% 
for cls 1 
ODs in 5% 
for cls 2 
ODs in 5% 
for cls 3 
100% link 
with all 
classified 
link 
counts 
no turning 12.7% 18.8% 11.9% 16.7% 9.5% 
classified turning 35.7% 53.5% 45.2% 31.0% 31.0% 
dual turning 36.5% 54.2% 42.9% 35.7% 31.0% 
single turning 27.0% 52.8% 47.6% 16.7% 16.7% 
80% link 
with all 
classified 
link 
counts 
no turning 14.4% 26.7% 20.2% 12.0% 10.8% 
classified turning 35.0% 49.1% 39.6% 34.8% 30.7% 
dual turning 33.4% 54.8% 45.1% 30.1% 25.0% 
single turning 18.1% 36.8% 33.6% 11.1% 9.6% 
100% link 
with all 
dual loop 
counts 
no turning 9.5% 33.1% 23.8% 2.4% 2.4% 
classified turning 39.7% 58.3% 45.2% 45.2% 28.6% 
dual turning 12.7% 43.5% 28.6% 0.0% 9.5% 
single turning 7.1% 32.1% 21.4% 0.0% 0.0% 
 
Table 4 - 17: Estimation supplemented by different turning movement of 4 intersections 
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7x7 
OD 
4 intersections 
ODs 
in 5% 
OD volume 
in 5% 
ODs in 5% 
for cls 1 
ODs in 5% 
for cls 2 
ODs in 5% 
for cls 3 
100% link 
with all 
classified 
link 
counts 
no turning 12.7% 18.8% 11.9% 16.7% 9.5% 
classified turning 42.1% 57.1% 52.4% 42.9% 31.0% 
dual turning 41.3% 60.5% 50.0% 40.5% 33.3% 
single turning 27.0% 51.7% 47.6% 16.7% 16.7% 
80% link 
with all 
classified 
link 
counts 
no turning 14.4% 26.7% 20.2% 12.0% 10.8% 
classified turning 31.9% 47.1% 40.1% 28.2% 27.3% 
dual turning 30.1% 47.4% 39.8% 26.9% 23.6% 
single turning 16.6% 33.4% 30.2% 10.8% 8.8% 
100% link 
with all 
dual loop 
counts 
no turning 9.5% 33.1% 23.8% 2.4% 2.4% 
classified turning 29.4% 52.6% 42.9% 26.2% 19.0% 
dual turning 11.9% 39.6% 31.0% 2.4% 2.4% 
single turning 9.5% 31.4% 23.8% 2.4% 2.4% 
 
Table 4 - 18: Estimation supplemented by different turning movement of 2 intersections 
7x7 
OD 
2 intersections 
ODs 
in 5% 
OD volume 
in 5% 
ODs in 5% 
for cls 1 
ODs in 5% 
for cls 2 
ODs in 5% 
for cls 3 
100% link 
with all 
classified 
link 
counts 
no turning 12.7% 18.8% 11.9% 16.7% 9.5% 
classified turning 27.8% 48.6% 38.1% 23.8% 21.4% 
dual turning 30.2% 48.5% 42.9% 23.8% 23.8% 
single turning 28.6% 52.2% 47.6% 23.8% 14.3% 
80% link 
with all 
classified 
link 
counts 
no turning 14.4% 26.7% 20.2% 12.0% 10.8% 
classified turning 25.5% 41.0% 35.0% 19.9% 21.7% 
dual turning 20.7% 39.0% 32.5% 14.8% 14.9% 
single turning 14.0% 27.1% 23.3% 10.4% 8.5% 
100% link 
with all 
dual loop 
counts 
no turning 9.5% 33.1% 23.8% 2.4% 2.4% 
classified turning 16.7% 34.9% 23.8% 11.9% 14.3% 
dual turning 7.9% 32.3% 23.8% 0.0% 0.0% 
single turning 7.9% 25.8% 19.0% 2.4% 2.4% 
 
For example, before adding any turning movements, with 100% link coverage by dual 
loop sensors, only 2.4% of truck O-D pairs are estimated within  5% range. After adding 
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classified turning movement counts at six intersections, the accuracy rate is raised to 45.2% for 
medium truck and 28.6% for heavy truck. The accuracy rate for automobiles has been doubled. 
Overall, the number of O-D pairs that have acceptable errors has increased from 9.5% to almost 
40% with classified turning movement counts. In sum, when classification information is not 
available in the link count data, the classified turning movements can improve the estimation 
dramatically, especially for trucks. However, dual loop turning counts and total vehicle turning 
movements are much less effective.  
Even if we had classified link counts on all the links, adding turning movements still 
increases the accurate rate from 12.7% to around 36%. In this case, dual loop turning movements 
produce a similar improvement. When the classification information is available from link 
counts, classified turning movements can be substituted by cheaper dual turning movements and 
have similar overall O-D estimation accuracy. This conclusion also holds for 80% link coverage 
cases. 
When only total vehicle turning movements are available, the primary effect is on 
estimates of automobile (class 1) O-D volumes. If classification counts are available on links, 
addition of total turning movements at intersections improves the automobile estimation 
accuracy, although it provides little benefit for the truck classes. 
All of the above conclusions also hold for supplementing by 4 intersections and 2 
intersections. However, as the number of intersections providing turning movement is reduced, 
the result is less dramatic. But even so, the number of O-D pairs within the     error range still 
doubled in the 2 intersection case. 
Four important conclusions emerge from these experiments. First, turning movement data 
can be quite useful in improving the accuracy of multiclass O-D estimates. Second, classification 
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counts at intersections and along links can be substitutes for one another, as long as classification 
data is available from some source. Third, for the truck classes total vehicle turning movements 
are not very useful, even if vehicle classification data is available from the link counts. Some 
distinction between automobiles and trucks is necessary, even if only from dual loop counters at 
the intersections. Finally, the more intersections with data the better, although even a few 
intersections can be useful. 
4.10 Q7: Effects of Errors in Observations 
All the previous tests are performed based on error-free observations. However, in 
reality, all the observations are subjected to a certain level of error depending on the types of 
sensors. We are interested in how the solution method performs under the observation errors.  
Under the current technology, the error of dual loop link counts is around 4% (Yu, et al. 
(2010)). For classified link counts, it’s around 10% (Yu, et al. (2010)). For turning movements, 
the current technology can provide unclassified counts at an error of 8% (Yi, et al. (2010)). We 
assume that both dual and classified turning movements have 10% errors. We selected 4 
situations from the tests on turning movements in section 4.9 that have relative higher accuracy 
among all the experiments on 7-zone O-D table and introduce the error to the observations. 
The error of the sensors is assumed to be the coefficient of variation of a normal 
distribution with the mean of true traffic volume on the link or turning path. We generated a set 
of observations and use the original random numbers we used in tests of section 4.9 to select 
links. 
A summary of the results is shown in Table 4 - 19. In all four test cases, there is marked 
deterioration in the quality of the estimated O-D tables when the observed data contains errors of 
the magnitude that might normally be expected in practice. This is not unexpected, but these 
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results emphasize two important aspects of the multiclass O-D estimation problem. First, it is 
important to reduce the errors in the observed data whenever possible. This may mean using 
better counting technology, or doing more filtering of the data before it is used. Second, in the 
presence of errors it is necessary to have far more observations to support O-D estimation than 
would be necessary in an error-free environment. This has implications for sensor location, 
which includes consideration of both how many sensors, and where they should be located.  
 
Table 4 - 19: Comparison of estimation with error and no error introduced 
 
Error 
test 
ODs 
in 5% 
OD volume 
in 5% 
ODs in 5% 
for cls 1 
ODs in 5% 
for cls 2 
ODs in 5% 
for cls 3 
100% link covered by 
all classified link counts 
with dual turning in 4 
intersections 
no 
error 
41.3% 60.5% 50.0% 40.5% 33.3% 
with 
error 
11.1% 23.9% 16.7% 14.3% 2.4% 
100% link covered by 
all dual loop counts 
with classified turning 
in 6 intersections 
no 
error 
39.7% 58.3% 45.2% 45.2% 28.6% 
with 
error 
15.1% 7.1% 9.5% 19.0% 16.7% 
80% link covered by all 
classified link counts 
with classified turning 
in 6 intersections 
no 
error 
35.0% 49.1% 39.6% 34.8% 30.7% 
with 
error 
10.1% 15.7% 13.0% 7.9% 9.5% 
80% link covered by all 
classified link counts 
with dual turning in 6 
intersections 
no 
error 
33.4% 54.8% 45.1% 30.1% 25.0% 
with 
error 
9.2% 14.9% 11.7% 8.3% 7.5% 
 
4.11 Conclusions 
In this chapter, a series of experiments have been carried out on a test network to address 
several questions regarding the estimation of multiclass O-D tables. The results of these 
experiments lead to 10 important conclusions. 
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1) In situations where the O-D tables are small relative to the set of link observations 
available, multiclass O-D tables can be estimated reliably if the observations are 
separated by vehicle class. 
2) In this set of experiments, the O-D estimation process in networks with small O-D 
tables is tolerant of less than full count coverage down to some critical value (in this 
test network, approximately 50%). If the available counts represent less than that 
percentage of links, the accuracy of the O-D estimates degrades rapidly. 
3) If the set of O-D pairs is much larger (relative to the set of link observations 
available), the quality of the estimated O-D tables degrades considerably because the 
total number of unknowns approaches or exceeds the information available in the 
observations. 
4) The O-D estimates for the predominant vehicle class (in most cases, automobiles) are 
more reliable than the estimates for classes with fewer vehicles (e.g., trucks). 
5) Without classified link counts, the estimation of truck O-D volumes is completely 
ineffective. Even if all sensors can differentiate between automobile and trucks (i.e. 
dual loop counters), the estimates of truck O-D volumes are nearly all incorrect. It is 
preferable to have 50% classification counts than to have 100% dual loop counts. 
Using dual loop detectors to substitute for classification counts in estimating O-D 
tables with more than one truck class is not likely to prove useful. 
6) When only single loop detectors exist, even with 100% link coverage, none of the 
multiclass O-D entries (automobile or truck) is estimated usefully. This is important 
because single loop counters are currently the dominant source of traffic counts in 
most urban areas. Moreover, the link coverage in practice is much less than 100%, 
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and under these conditions, it is likely to be a futile exercise to attempt estimation of 
multiclass O-D tables. 
7) Adding turning movement data to link counts is an effective way of increasing the 
quality of O-D estimates. When only total vehicle turning movements are available, 
the primary effect is on estimates of automobile (class 1) O-D volumes. If 
classification counts are available on links, addition of total turning movements at 
intersections improves the automobile estimation accuracy, although it provides little 
benefit for the truck classes. 
8) When classification information is not available in the link count data, classified 
turning movements can improve estimation of truck O-D tables dramatically. 
9) If vehicle classification counts are available from the link data, classified turning 
movements can be substituted by cheaper dual turning movements and have similar 
overall O-D estimation accuracy. 
10) There is marked deterioration in the quality of the estimated O-D tables when the 
observed data contains errors of the magnitude that might normally be expected in 
practice. This is not unexpected, but this emphasizes two important aspects of the 
multiclass O-D estimation problem. First, it is important to reduce the errors in the 
observed data whenever possible. This may mean using better counting technology, 
or doing more filtering of the data before it is used. Second, in the presence of errors 
it is necessary to have far more observations to support O-D estimation than would be 
necessary in an error-free environment. This has implications for sensor location, 
which includes consideration of both how many sensors, and where they should be 
located. 
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It is important to verify these conclusions using additional test networks, but even on the 
basis of this one test network the experimental results point to important directions for further 
study. These directions, along with overall conclusions from the investigation described here, are 
discussed in Chapter 5. 
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CHAPTER 5 
CONCLUSIONS AND FUTURE DIRECTIONS 
 
Since the mid-1970’s, there has been interest in estimating origin-destination matrices 
from link count (or other) data. For the most part, these efforts have focused on creating O-D 
tables for passenger movements by automobile, using a single vehicle class. The interest in 
treating multiple vehicle classes separately is growing, especially in urban areas where truck 
flows are of increasing interest. It has been common in transportation planning studies to assume 
that truck flows are a constant (and generally small) fraction of automobile flows. However, this 
assumption ignores the substantial differences that may exist between the origins and 
destinations for trucks and those for automobiles. 
Estimating O-D tables for trucks is of substantial interest to transportation planners 
because trucks impose different levels of pavement damage than cars, they have different 
emission characteristics, different accident patterns, and may be the subject of different types of 
flow controls. However, truck O-D estimation suffers from two fundamental challenges. First, it 
is inherently a multi-class problem because there are several different size classes of trucks, and 
this makes the estimation problem more difficult. Second, the available data on truck movements 
is very sparse, particularly data that separates different classes of trucks. Most of the data on 
which O-D estimation usually depends is link counts, and these data are normally collected by 
loop detectors buried in the roadway. However, single-loop detectors, which are ubiquitous in 
practice, cannot reliably distinguish a truck from a car – they simply can count the total number 
of vehicles passing over the detector during a specified time interval. Because the traffic stream 
in most locations is heavily dominated by automobiles, these total counts have been considered 
usable for single-class O-D estimation with the implicit assumption that trucks follow the same 
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pattern of movements as cars. As urban areas become more concerned about truck movements, 
the long-used assumption that trucks are just an “add-on” to the automobile flow has become less 
acceptable, but the lack of truck movement data greatly hinders the process of estimating truck 
O-D tables separately from automobiles. 
This thesis proposes a bilevel optimization model and corresponding solution method for 
static multi-class O-D estimation using various types of data. The model is an iterative 
combination of an optimization on the upper level and stochastic network loading on the lower 
level. The optimization model in the upper level is used to derive the O-D table entries that can 
minimize the sum of squared differences between observations from different data sources and 
the predictions of those values based on the network loading of estimated O-D tables. 
The upper-level optimization uses the limited memory Broyden–Fletcher–Goldfarb–
Shanno method with bounded constraints (LBFGSB) implemented in java. A probit model is 
assumed in the lower-level stochastic user equilibrium (SUE) problem and a computational 
approach proposed by Maher and Hughes (1997) is used to construct the SUE solutions. 
Extensive computational experiments have been performed on a small test network with 
24 nodes and 76 links. These tests verify the effectiveness of the problem formulation and 
solution algorithm, and also offer important insights into the multiclass O-D estimation process 
with different types of data available. The tests have evaluated data from different types of link 
sensors (including single and dual loop counters, and methods of collecting link classification 
data). The potential addition of turning movement data has also been evaluated. The conclusions 
from these experiments are listed at the end of Chapter 4 and will not be repeated here. However, 
these conclusions indicate important areas for future development and practical implementation 
of multiclass O-D estimation. 
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Multiclass O-D estimation is computationally feasible and an effective method for doing 
it has been developed in this research. However, the quality of the resulting O-D tables is 
dependent on having good data that separates the vehicle classes. There is no “computational 
trick” that will substitute for such data. The practical implication of this finding is that traffic 
management and transportation planning agencies that desire to better estimate truck O-D 
movements (in addition to automobile O-D tables) need to prepare to collect much better vehicle 
classification data than is currently collected in most urban areas. 
As a consequence, there is significant value to development of innovative and easily 
deployable sensors to collect vehicle classification data. These sensors may go beyond the 
traditional focus on collecting link counts, and the O-D estimation method developed here is 
capable of accepting a wide variety of types of data. 
Inclusion of turning movement data can improve the O-D estimates significantly, and 
such data can be incorporated easily into the estimation framework developed here. Furthermore, 
classification data for turning movements at intersections and classification data in link counts 
are somewhat substitutable. It is not necessary to have classification counts everywhere, as long 
as there are enough of them somewhere. In current practice, turning movements are usually 
collected only occasionally at a given intersection, as part of a signal timing study, for example. 
The findings here indicate that more regular collection of turning movements, particularly if they 
contain vehicle classification information, is likely to be important for better estimation of 
multiclass O-D movements. 
Because collecting vehicle classification data is considerably more expensive than 
collecting just total vehicle counts, and classification data need not be collected everywhere, 
there is an important direction for further research to address the sensor location issue. That is, 
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given some set of sensor technologies (with costs, capabilities and error characteristics), how 
many of what types of sensors should be used, and where should they be deployed to allow most 
effective estimation of multiclass O-D movements? This is a central question to be addressed in 
the continuation of the current research reported here. 
The presence of reporting errors of the magnitude currently experienced in practice for 
count data causes severe deterioration in the quality of the estimated multiclass O-D tables. This 
implies that there is significant value in finding ways to reduce the error magnitudes. This may 
be accomplished by technological improvements in the sensors themselves. It may also be 
possible to reduce the effective errors by comparing data from sensors that are in close proximity 
to one another, or finding other ways to filter the data. The model structure developed here 
contains weighting factors that allow greater weight to be placed on data from more accurate 
sensors. In the experiments reported here, that weighting capability has not been used, but the 
framework exists for doing so. 
There is also interest in incorporating data into the multiclass O-D estimation process that 
may not come directly from traffic sensors at all. A variety of data are collected for purposes 
other than traffic management and control, and by agencies or organizations that have very 
different objectives. For example, cell phone carriers know how individual phones have moved 
from one cell to another. This is potentially useful information for identifying partial paths for 
vehicles. In many cases, even more detailed information is available from GPS traces on 
individual cell phones or vehicles, but use of this data may create more serious privacy concerns. 
Another type of data potentially useful, especially for truck movements, is economic 
activity data in various zones. An example of using this type of information to estimate total 
truck origins and destinations was discussed briefly in Chapter 3. The tests conducted in this 
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thesis have not used that type of data, but it represents another example of non-traffic data that 
may be useful. 
Finally, the effort represented in this thesis is directed at the static O-D estimation 
problem, where average trip rates over a period like a peak hour or multi-hour period are 
estimated. An obvious extension of this work is to the case where dynamic estimates are made, 
representing trips being originated or terminated over much shorter periods (e.g., a few minutes). 
The dynamic capability would create an opportunity to implement short-term control actions on 
truck movements, for example. However, the data and computational requirements to support a 
dynamic O-D estimation process would be considerable. 
The research in this thesis contributes an important capability for multiclass O-D 
estimation. This is likely to be of particular interest in urban areas where there is a desire to 
better understand truck movements so that more effective policies on emissions, pavement 
maintenance and energy consumption can be designed. This work has also opened up a set of 
promising directions for further research and development to be pursued in future efforts. 
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