Experimental studies have shown that many species show preferences for different climatic 19 conditions, or may die in unsuitable conditions. Climate envelope models have been used frequently 20 in recent years to predict the presence and absence of species at large spatial scales. However, many 21 authors have postulated that the distributions of species at smaller spatial scales are determined by 22 factors such as habitat availability and biotic interactions. Climatic effects are often assumed by 23 modellers to be unimportant at fine resolutions, but few studies have actually tested this. 24
example dispersal rates). Even the most mobile species usually experience a potentially selective 53 series of local environments, rather than the "average" conditions of a much larger area. In contrast, 54 the geographic ranges of species are typically represented on distribution maps at resolutions that 55 are three to fourteen orders of magnitude coarser than this. For example, grid resolutions of 10 km x 56 10 km to 100 km x 100 km are commonly used for the production of distribution atlases (e.g. Luff 57 1998), to help quantify recent distribution changes in response to climate change (e.g. Hickling et 58 al. 2006) , and for the purposes of modelling species' distributions and projecting the responses of 59 species to climate change (e.g. Huntley et al. 2007 , McKenney et al. 2007 ). Different resolution 60 bioclimatic models give rise to quite different expectations of species' distributions and abilities to 61 survive climatic change (e.g. Randin et al. 2009 ). Given this mismatch, it is unclear whether coarse-62 resolution analyses are sufficient to understand current distributions, or to project future potential 63 changes and conservation priorities. 64 65 Within a particular landscape, the background climate may be similar from place to place, and fine-66 resolution spatial variation in the distributions of species could be determined predominantly by 67 non-climatic factors. These could include differences in vegetation cover and management (e.g. 68 7 addition of four sites in the lowest elevation areas. This strategy gave a comprehensive 147 representation of the range of microclimates present at each site. Forty-eight locations were sampled 148 at Glen Finglas, selected in the same way, the additional locations allowing better representation of 149 the more topographically diverse terrain present. Sample locations were georeferenced in the field 150 using a handheld Global Positioning System (Garmin GPS 60), and were at least 50 m apart to 151 reduce spatial autocorrelation. 152
153
At each sample location, five pitfall traps were deployed in a circle of 2 m diameter. Traps consisted 154 of two standard plastic vending cups nested together and sunk into the soil so that the rim of the 155 inner cup was flush with the soil surface. Each trap was filled to a 2.5 cm depth with ethylene 156 glycol antifreeze. Traps were covered with a terracotta coloured plastic saucer suspended 11cm 157 above the trap using galvanised wire. This served the dual purpose of limiting liquid loss by 158 evaporation and limiting flooding from rainfall. A surround of chicken wire (mesh diameter 20 mm) 159 aimed to exclude small mammals and livestock. Traps were emptied on a monthly basis, and the 160 antifreeze solution was replaced as necessary. Invertebrates from all five pitfalls at each sample 161 location were pooled then transferred to 100% ethanol for transport back to the lab. Carabids were 162 sorted from other invertebrates and identified to species. The entire season's catch for each trapping 163 location was then pooled for analysis to give a measure of the relative population density present at 164 any one location; pooling data in this way should average out the effects of sample error and of 165 extreme weather events on activity of individuals during different months of trapping (Baars 1979 grazing livestock, a trapping effort variable was included as a log-offset in all models, 220 corresponding to the proportion of the trapping effort that was lost to such damage at each location 221 (e.g. loss of two of the five pitfall traps at a given location in one month). Linear and quadratic 222 relationships were explored, and best models were built using a backwards stepwise procedure 223 using the Akaike Information Criterion (AIC) as the basis for rejection or inclusion within each set 224 of variables (temperature and habitat) in the BIOMOD package for R (Thuiller 2009 ). Area under 225 the receiver operating characteristic curve (AUC) was calculated using a 70/30 data split, with 70% 226 being used for training and the remaining 30% being used for testing. Residuals from the best 227 models for each species were checked for spatial autocorrelation using Moran's I in ArcGIS. summarising the climatic and land cover data to 100 km² resolution in ArcGIS, to match the 239 distributional data; the mean of four cells was used for the temperature variables, and the total area 240 covered for the habitat categories. Species' presences were taken as 100 km² grid cells where a 241
given species had been recorded, using data from the NBN gateway from 1961-2009 to reflect the 242 available climate data. Because sampling of carabid beetles in Britain is not exhaustive, a species 243 may be truly present in some cells where it has not been recorded. To reduce this concern, 244 "absences" were taken to be only those 100 km² grid cells that were known to have been sampled 245 for ground beetles (i.e., other carabid species had been recorded from them, Fig. 2 ). For each 246 species, we generated a response variable of presences and absences from the UK. We then used a 247 GLM with a binomial error structure and logit link function fitted to two sets of variables, habitat 248 (the percentage cover of each of fifteen habitat categories) and temperature (average mean, 249 maximum and minimum over the 1961-90 period) using the BIOMOD package for R (Thuiller 250 2009). For each variable set, a best model was produced using backwards stepwise selection based 251 on AIC. Area under the receiver operating characteristic curve (AUC) was calculated using a 70/30 252 data split, with 70% being used for training and the remaining 30% being used for testing. 253
254

Results
256
Local scale distribution modelling 257
258
We collected a total of 41 species of Carabidae: 35 species from Glen Finglas, 29 species from Lake 259 Vyrnwy and19 species from the Peak District. Twenty of these fulfilled the modelling criteria at one 260 or more sites (Table 1) . Across sites and species, temperature variables were the most important 261 
within landscapes (negative regression coefficients), whereas more southerly species tended to be 276 found in relatively warm places (positive regression coefficients). 277 278 National scale distribution modelling 279
280
Our analysis revealed that habitat models were better than temperature models at predicting the 281 presence/absence of all species modelled (Fig. 3) . In general, model fit was poor (13/20 species 282 AUC < 0.7 for habitat models, 16/20 species AUC < 0.7 for temperature models). However, both 283 habitat (AUC > 0.8) and temperature models (AUC > 0.7) performed best for the four most 284 northerly-distributed species (Supplementary materials Appendix 1, Table A4 ), suggesting that 285 coarse resolution habitat and temperature models both perform better on species at the edges of 286 their range. 287
288
Discussion
290
By using high resolution (25 m²) surfaces that reflect local thermal environments, the local 291 distributions of species could frequently be explained in terms of climatic variables. We interpret 292 this result cautiously because of the slightly coarser resolution of the habitat data, but also the 293 higher number of habitat variables. Temperature appears to be as important as habitat as a predictor 294 of the presence of species at finer resolutions. Northerly species were most often found in cool 295 micro-sites within landscapes. Southerly species showed the reverse pattern, being found in warm 296 environments within the study sites. However, the effects of climatic variables were not restricted to 297 species at the thermal edges of their geographic distributions, and many "widespread" species were 298 statistically associated with particular thermal environments within study sites. In contrast, land 299 cover was always more important in analyses of species' distributions at the national scale. species and a particular habitat type cannot always be unambiguously ascribed to habitat or to 318 microclimate (but see Huntley and Baxter 2003) . 319 320 This is further confounded by the fact that different habitats not only occur predominantly in 321 different microclimates but that they also generate different microclimates through variation in 322 vegetation density and height. For example, Schneider and Eugster (2005) found that converting 323 peat wetlands to productive agricultural land reduced the temperature range in the study site by 0.6 324 ºC. Similarly, Suggitt et al. (2011) found that the minimum temperature in woodlands was 4-6 ºC 325 warmer than in nearby heathlands and grasslands, and Thomas (1983) reported that short turf can 326 14 generate 8 ºC higher surface temperatures than tall turf, within the same grassland. It is possible 327 that, in the absence of appropriate high-resolution microclimatic data, much of the within-landscape 328 variation in species' abundance and distribution is being mistakenly attributed to habitat-related 329 factors, thereby underestimating the role of climatic variables (and hence climatic change) in 330 affecting species' local distributions. Our analyses only considered microclimatic variation 331 associated with topography, calculated at the top of the vegetation layer. However, beetles were 332 trapped below the vegetation, so additional sources of microclimatic variation related to habitat type 333
were not included, and we may still have underestimated the role of thermal variation. may include large areas that are unsuitable for a species, hence it is preferable to use area of 376 occupancy criteria. However, this more accurate measure is unknown for 98% of all birds 377 (Sekercioglu et al. 2008 ), which are a relatively well studied group. Fine-resolution models 378 incorporating microclimatic variation as well as other appropriate fine-resolution data could be used 379 to assess current status and project future trends more realistically than is possible with coarser-380 resolution models (Williams et al. 2003 
