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Abstract
In this paper, we suggest and analyze a new modified predictor–corrector algorithm for solving a nonconvex generalized
variational inequality using the auxiliary principle technique; the convergence of the algorithm requires the partially relaxed strong
monotonicity of the operator.
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1. Introduction
Variational inequality theory, which was introduced by Stampacchia [8], has emerged as an interesting and
fascinating branch of applied mathematics with a wide range of applications in industry and physical, regional, social,
pure, and applied sciences. Variational inequalities have been generalized and extended in different directions using
innovative techniques. An important and useful generalization of the variational inequality is called the generalized
variational inequality, which was introduced and studied by Fang and Peterson [2]. For the applications, numerical
methods and formulations, see [2,4]. Noor presented the more general multivalued variational inequality in 2001.
Almost all the results regarding the existence and iterative schemes for variational inequalities which have been
investigated and considered so far refer to the case where the underlying set is a convex set. This is because all the
techniques are based on the properties of the projection operator over convex sets, which may not hold in general,
when the sets are nonconvex. Bounkhel, Tadj and Hamdi [1] and Noor [6] have considered the variational inequalities
over these nonconvex sets. They suggested and analyzed some projection type iterative schemes, respectively, by using
the prox-regular, auxiliary principle technique of iterative schemes. In this paper, according to the predictor–corrector
technique of Noor in [5], we present the modified predictor–corrector algorithm for solving the generalized variational
inequality, and also prove that the convergence of this method requires the partially relaxed strong monotonicity.
I This work was supported by the Natural Science Foundation of China, Grant 10471015 and 10671029.
∗ Corresponding author.
E-mail addresses: lppang@dlut.edu.cn (L.-P. Pang), shenjie73@dl.cn (J. Shen).
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2006.07.010
320 L.-P. Pang et al. / Computers and Mathematics with Applications 54 (2007) 319–325
2. Preliminaries
Let H be a real Hilbert space whose inner production and norm are denoted by 〈·, ·〉 and ‖ · ‖, respectively. Let
C(H) be the family of all nonempty compact subsets of H . Let T : H → C(H) be a multivalued operator. Let K be
a nonempty closed set in H , not necessarily convex.
We consider the problem of finding u ∈ K , u∗ ∈ T (u) such that
〈u∗, v − u〉 ≥ 0, ∀v ∈ K . (2.1)
The inequality of type (2.1) is called the generalized variational inequality and studied by Fang and Peterson [2]. For
the applications, numerical methods and formulations, see [4,2].
We recall now the following well-known concepts from nonlinear convex analysis [7].
Definition 2.1. The proximal normal cone of K at u is given by
N P (K , u) = {ξ ∈ H |u ∈ PK [u + αξ ]},
where α > 0 is a constant and
PK [u] = {u∗ ∈ K |dK (u) = ‖u − u∗‖}.
Here, dK (·) is the usual distance function, to the subset K , that is
dK (u) = inf
v∈K ‖v − u‖.
The proximal normal cone N P (k, u) has the following characterizations.
Lemma 2.1. Let K be a closed subset in H. Then, ξ ∈ N P (K , u) if and only if there exists a constant α > 0 such
that
〈ξ, v − u〉 ≤ α‖v − u‖2, ∀v ∈ K .
Definition 2.2. The Clarke normal cone, denoted by NC (K , u), is defined by
NC (K , u) = co[N P (K , u)],
where co means the closure of the convex hull.
Rockafellar and Wets in [7] have introduced and studied a class of nonconvex sets, which are called also uniformly
prox-regular sets. This class of uniformly prox-regular sets has played an important part in many nonconvex
applications such as optimization, dynamic systems, and differentials in conclusions. In particular, we have the
following definition [6].
Definition 2.3. For a given r ∈ (0,∞), a subset K is said to be normalized uniformly r -prox regular if and only if
every nonzero proximal normal to K can be realized by an r -ball, that is, ∀v ∈ K and 0 6= ξ ∈ N P (K , u) with
‖ξ‖ = 1, one has
〈ξ, v − u〉 ≤ (1/2r)‖v − u‖2, ∀v ∈ K .
It is known that, if K is a uniformly r -prox regular set, then the proximal normal cone N P (K , u) is closed as
a set-valued mapping. Thus, we have NC (K , u) = N P (K , u). For the sake of simplicity, we define N (K , u) =
NC (K , u) = N P (K , u), unless specified otherwise.
It is well known that problem (2.1) is equivalent to finding u ∈ K such that
T (u) ∩ {−N (K , u)} 6= ∅, (2.2)
where T is a multivalued operator, N (K , u) denotes the normal cone of K at u in the sense of convex analysis.
Problem (2.2) is called the variational problem associated with the problem (2.1).
If K is a nonconvex set, then problem (2.1) and problem (2.2) are called the nonconvex generalized variational
inequality and nonconvex generalized variational problem, respectively. We show now that problems (2.1) and (2.2)
are equivalent if the set K is r -prox regular.
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Lemma 2.2. If K is an r-prox regular set, then the nonconvex generalized variational problem (2.2) is equivalent to
finding u ∈ K, u∗ ∈ T (u) such that
〈u∗, v − u〉 + 1
2r
‖v − u‖2 ≥ 0, ∀v ∈ K . (2.3)
Proof. Let u ∈ K be a solution of (2.3). Then there exists a u∗ ∈ T (u) such that
〈u∗, v − u〉 + 1
2r
‖v − u‖2 ≥ 0, ∀v ∈ K .
If u∗ = 0, clearly, 0 ∈ −N (K , u), which shows that u ∈ K is a solution of problem (2.2).
If u∗ 6= 0, we have
〈−u∗, v − u〉 ≤ 1
2r
‖v − u‖2, ∀v ∈ K ,
i.e., −u∗ ∈ N P (K , u) = N (K , u), which shows that u ∈ K is a solution of problem (2.2).
Conversely, if u ∈ K is a solution of problem (2.2), then
−u∗ ∈ N P (K , u) = N (K , u).
From Definition 2.3, it follows that u ∈ K is a solution of nonconvex generalized variational inequality (2.3). 
Inequality (2.3) is called the regularized nonconvex generalized variational inequality. It is worth mentioning that, if
r = ∞, then the regularized nonconvex generalized variational inequality reduces to generalized variational inequality
(2.1) and the nonconvex generalized variational problem (2.2) becomes the convex generalized variational problem.
We note that, if T : H → H is a single-valued operator, then problem (2.1) is equivalent to finding u ∈ K such that
〈T (u), v − u〉 ≥ 0, ∀v ∈ K , (2.4)
which is known as the nonconvex variational inequality, introduced and studied by Noor [6] in 2004. Problem (2.4)
represents an improvement and refinement of the known results for nonconvex variational inequalities.
If K is convex, then problem (2.1) is the problem of finding u ∈ K , g(u) ∈ K , u∗ ∈ T (u) such that
〈u∗, g(v)− g(u)〉 ≥ 0, ∀g(u) ∈ K , (2.5)
for g = I , where g : H → H is a single-valued operator. An inequality of type (2.5) is called a multivalued variational
inequality, which is the multivalued variational inequality introduced and studied by Noor [5,4].
We also need the following well-known results and concepts.
Lemma 2.3.
〈u, v〉 = 1
2
{‖u + v‖2 − ‖u‖2 − ‖v‖2},
‖u‖2 + 〈u, v〉 ≥ −1
4
‖v‖2.
Definition 2.4. For all u1, u2, z ∈ H such that u∗1 ∈ T (u1), u∗2 ∈ T (u2), multivalued operator T : H → C(H) is said
to be
(a) partially relaxed strongly monotone if and only if there exists a constant α > 0 such that
〈u∗1 − u∗2, z − u2〉 ≥ −α‖u1 − z‖2;
(b) M-Lipschitz continuous if and only if there exists a constant δ > 0 such that
M(T (u1), T (u2)) ≤ δ‖u1 − u2‖,
where M(·, ·) is the Hausdorff metric on C(H).
We remark that if z = u1, then the partially relaxed strongly monotonicity is exactly the monotonicity of the
operator T .
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3. Main results
In this section, we suggest and analyze a new iterative method for solving the problem (2.1) by using the auxiliary
principle technique of Glowinski, Lions, and Tremolieres [3].
For a given u ∈ K , consider the problem of finding a unique w ∈ K , W ∗ ∈ T (w) such that
〈ρw∗ + w − u, v − w〉 + 1
2r
‖v − w‖2 ≥ 0, ∀v ∈ k, (3.1)
where ρ > 0 is a constant. An inequality of type (3.1) is called the auxiliary regularized inequality.
We note that if w = u, then clearly w is a solution of the generalized variational inequality (2.1). This observation
enables us to suggest the following modified predictor–corrector method for solving the generalized variational
inequality (2.1).
Algorithm 3.1 (Modified Predictor–Corrector Algorithm). For a given u0 ∈ H , compute the approximate solution
un+1 using the iterative scheme
〈ρw∗n + un+1 − wn, v − un+1〉 +
1
2r
‖v − wn‖2 ≥ 0, ∀v ∈ K ,
w∗n ∈ T (wn) : ‖w∗n+1 − w∗n‖ ≤ M(T (wn+1), T (wn)),
(3.2)
〈ρy∗n + wn − yn, v − wn〉 +
1
2r
‖v − yn‖2 ≥ 0, ∀v ∈ K ,
y∗n ∈ T (yn) : ‖y∗n+1 − y∗n‖ ≤ M(T (yn+1), T (yn)),
(3.3)
〈ρu∗n + yn − un, v − yn〉 +
1
2r
‖v − un‖2 ≥ 0, ∀v ∈ K ,
u∗n ∈ T (wn) : ‖u∗n+1 − u∗n‖ ≤ M(T (un+1), T (un)),
(3.4)
where ρ > 0 is a constant, n = 0, 1, . . ..
If r → ∞, the Algorithm 3.1 reduces to the predictor–corrector method for solving the variational inequality of
finding u ∈ K , u∗ ∈ T (u) such that
〈u∗, v − u〉 ≥ 0, ∀ v ∈ K .
Algorithm 3.2 ([5] Predictor–Corrector Method). For a given u0 ∈ H , compute the approximate solution un+1 using
the iterative scheme
〈ρw∗n + un+1 − wn, v − un+1〉 ≥ 0, ∀v ∈ K ,
w∗n ∈ T (wn) : ‖w∗n+1 − w∗n‖ ≤ M(T (wn+1), T (wn)),
〈ρy∗n + wn − yn, v − wn〉 ≥ 0, ∀v ∈ K ,
y∗n ∈ T (yn) : ‖y∗n+1 − y∗n‖ ≤ M(T (yn+1), T (yn)),
〈ρu∗n + yn − un, v − yn〉 ≥ 0, ∀v ∈ K ,
u∗n ∈ T (wn) : ‖u∗n+1 − u∗n‖ ≤ M(T (un+1), T (un)).
For the convergence analysis of Algorithm 3.1, we need the following result.
Lemma 3.1. Let ρ ∈ (0,min{r, 12 }), u ∈ K be the exact solution of (2.1), and let un be the approximate solution
obtained from Algorithm 3.1. If the operator T : H → C(H) is partially relaxed strongly monotone with constant
0 ≤ α ≤ 1, then
c1‖un+1 − un‖2 ≤ ‖u − un‖2 − c2‖un+1 − wn‖2, (3.5)
where c1 ∈ (0, 1), c2 = (1− αρ)(1− ρr )−1 > 0.
Proof. Let u ∈ K , u∗ ∈ T (w) be the solution of (2.1); then
〈ρu∗, v − u〉 + ρ
2r
‖v − u‖2 ≥ 0, ∀v ∈ K . (3.6)
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Now, taking v = un+1 in (3.6) and v = u in (3.2), we have
〈ρu∗, un+1 − u〉 + ρ2r ‖un+1 − u‖
2 ≥ 0, (3.7)
〈ρw∗n + un+1 − wn, u − un+1〉 +
1
2r
‖u − wn‖2 ≥ 0. (3.8)
Adding (3.7) and (3.8), we have
〈un+1 − wn, u − un+1〉 ≥ 〈ρw∗n, un+1 − u〉 −
1
2r
‖u − wn‖2
= 〈ρ(w∗n − u∗), un+1 − u〉 + 〈ρu∗, un+1 − u〉 −
1
2r
‖u − wn‖2
≥ ρ〈w∗n − u∗, un+1 − u〉 −
ρ
2r
‖un+1 − u‖2 − 12r ‖u − wn‖
2.
Since the operator T is partially relaxed strongly monotone with constant α > 0, we have
〈un+1 − wn, u − un+1〉 ≥ −αρ‖un+1 − wn‖2 − ρ2r ‖un+1 − u‖
2 − 1
2r
‖u − wn‖2.
Note that
〈un+1 − wn, u − un+1〉 = 12‖u − wn‖
2 − 1
2
‖un+1 − wn‖2 − 12‖u − un+1‖
2,
and thus
1
2
‖u − un+1‖2 ≤ 12‖un+1 − wn‖
2 − 1
2
‖u − wn‖2 + αρ‖un+1 − wn‖2 + ρ2r ‖un+1 − u‖
2 + 1
2r
‖u − wn‖2,
i.e., (
1
2
− ρ
2r
)
‖un+1 − u‖2 ≤
(
1
2
+ 1
2r
)
‖u − wn‖2 −
(
1
2
− αρ
)
‖un+1 − wn‖2. (3.9)
Similarly, Taking v = u in (3.3) and v = wn in (2.3), we have
〈ρu∗, wn − u〉 + ρ2r ‖wn − u‖
2 ≥ 0, (3.10)
〈ρy∗n + wn − yn, u − wn〉 +
1
2r
‖u − yn‖2 ≥ 0. (3.11)
Adding (3.10) and (3.11), we have
〈wn − yn, u − wn〉 ≥ 〈ρy∗n , wn − u〉 −
1
2r
‖u − yn‖2
= 〈ρ(y∗n − u∗), wn − u〉 + 〈ρu∗, wn − u〉 −
1
2r
‖u − yn‖2
≥ ρ〈y∗n − u∗, wn − u〉 −
ρ
2r
‖wn − u‖2 − 12r ‖u − yn‖
2,
≥ −αρ‖yn − wn‖2 − ρ2r ‖wn − u‖
2 − 1
2r
‖u − yn‖2.
Because
1
2
‖u − yn‖2 − 12‖wn − u‖
2 − 1
2
‖u − wn‖2 = 〈wn − yn, u − wn〉
≥ −αρ‖yn − wn‖2 − ρ2r ‖wn − u‖
2 − 1
2r
‖u − yn‖2,
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we have(
1
2
− ρ
2r
)
‖wn − u‖2 ≤
(
1
2
+ 1
2r
)
‖u − yn‖2 −
(
1
2
− αρ
)
‖wn − u‖2
≤
(
1
2
+ 1
2r
)
‖u − yn‖2. (3.12)
Taking v = yn in (3.6) and v = u in (3.4), using the same technique, we have(
1
2
− ρ
2r
)
‖yn − u‖2 ≤
(
1
2
+ 1
2r
)
‖u − un‖2. (3.13)
Now,
‖un+1 − wn‖2 = ‖un+1 − un‖2 + ‖un − wn‖2 + 2〈un+1 − un, un − wn〉, (3.14)
combining (3.9) and (3.12)–(3.14), we obtain
c1‖un+1 − u‖2 ≤ ‖u − un‖2 − c2‖un+1 − un‖2. 
Theorem 3.1. Assume the conditions in Lemma 3.1 hold; let H be a finite dimensional space, T : H → C(H) be a
M-Lipschitz continuous operator. Then the sequence {un} given by Algorithm 3.1 converges to a solution u of (2.1).
Proof. Let u ∈ H be a solution of (2.1). Since c1 < 1, it follows from (3.5) that the sequence {un} is bounded and
∞∑
n=0
c2‖un − un+1‖2 ≤ ‖u0 − u‖2, (3.15)
which implies that
lim
n→∞ ‖un − un+1‖ = 0. (3.16)
Let u¯ be the cluster point of {un}; a subsequence {unk } of {un} converges to u¯ ∈ K . Replacing wn and yn by unk in
(2.1), (3.3) and (3.4), then taking the limit nk →∞, and then using (3.16), we have
〈u¯∗, v − u¯〉 + 1
2r
‖v − u¯‖2 ≥ 0, v ∈ K ,
which implies that u¯ solves the problem (2.3), and
‖un+1 − u‖2 ≤ ‖un − u‖2.
Thus, it follows from the above inequality that un has exactly one limit point u¯ and
lim
n→∞ un = u¯.
Let u∗n ∈ T (un), u∗ ∈ T (u); from (3.4) and using M-Lipschitz continuity of T , we have
‖u∗n − u∗‖ ≤ M(T (un), T (u)) ≤ δ‖un − u‖,
which implies that
lim
n→∞ u
∗
n = u∗.
Now, consider that
d(u∗, T (u)) ≤ ‖u∗ − u∗n‖ + d(u∗, T (u))
≤ ‖u∗ − u∗n‖ + M(T (un), T (u))
≤ ‖u∗ − u∗n‖ + δ‖un, u‖ → 0.
This implies that u∗ ∈ T (u). 
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