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Abstract—Performing a stability analysis during the design of
any electronic circuit is critical to guarantee its correct operation.
A closed-loop stability analysis can be performed by analysing
the impedance presented by the circuit at a well-chosen node
without internal access to the simulator. If any of the poles of
this impedance lie in the complex right half-plane, the circuit
is unstable. The classic way to detect unstable poles is to fit a
rational model on the impedance.
In this paper, a projection-based method is proposed which
splits the impedance into a stable and an unstable part by pro-
jecting on an orthogonal basis of stable and unstable functions.
When the unstable part lies significantly above the interpolation
error of the method, the circuit is considered unstable. Working
with a projection provides one, at small cost, with a first appraisal
of the unstable part of the system.
Both small-signal and large-signal stability analysis can be
performed with this projection-based method. In the small-signal
case, a low-order rational approximation can be fitted on the
unstable part to find the location of the unstable poles.
Frequency domain simulation methods, like Harmonic Bal-
ance (HB) or a DC analysis, impose a structure on the obtained
solution of the circuit [1]: The DC analysis only allows for a
fixed solution, while HB imposes a frequency grid. Any circuit
solution that requires more than the imposed frequencies,
e.g. an extra oscillation not on the imposed grid, cannot be
represented in the constrained frequency grids of DC and
HB. The simulator will still find a valid solution, but the
obtained orbit will be locally unstable: it cannot recover from
small perturbations and will be physically unobservable in the
circuit [2]. It is therefore necessary to perform a local stability
analysis on each of the circuit solutions obtained with a DC
and HB analysis [1].
Over the years, several methods have been developed to
determine the local stability of a circuit solution. Some
techniques, like the analysis of the characteristic system [2],
require access to the simulator. Open-loop techniques, like
the analysis of the normalised determinant [1], require access
to the intrinsic device models. These classic techniques are
therefore hard to implement in commercial simulators.
Closed-loop stability analysis methods can easily be applied
as a post-processing step without any internal knowledge
of the circuit and can be used in commercial simulators.
This is the reason why they have attracted a large interest
lately [1], [3], [4]. A closed-loop local stability analysis
performs linearisation of the circuit around the orbit to check
the stability thereof: if the linearised circuit has at least one
pole in the complex right half-plane, the orbit is unstable. It
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is moreover assumed that, conversely, the absence of unstable
pole implies stability, although no published proof of this fact
seems available yet. The question is more subtle than it looks:
there exist delay systems which are unstable and still their
transfer-function has no unstable pole [5], moreover has an
example of an ideal circuit with this property. Nevertheless,
it is claimed in [6] that a circuit whose elements are passive
at arbitrary high frequencies must indeed have some unstable
pole if it is unstable.
The poles of the linearisation around the circuit orbit cannot
be obtained directly. Instead a FRF of the linearised circuit is
obtained with small-signal simulations on a discrete set of
frequencies. The closed-loop stability analysis then aims at
determining whether the underlying FRF has a pole in the
complex right half-plane. In a pole-zero stability analysis, a
rational approximation is fitted on the FRFs. If the rational
approximation contains poles in the complex right half-plane,
the solution is declared unstable.
Note that the FRF of circuits with distributed elements,
like transmission lines, is not rational. Therefore it must be
argued that the poles of the computed rational approximant
convey information on the poles of the true FRF. This is a
delicate issue and a particular instance of a recurring question
in approximation theory, namely: what do the singularities
of an approximant tell us about the singularities of the ap-
proximated function? We observe that no such information
can be drawn from the mere quality of approximation in a
range of frequencies, since a famous theorem by Runge entails
that a continuous function on a segment can be approximated
arbitrary well by a proper rational function with prescribed
pole location [7]. Thus, for singularity detection, the choice
of the approximation algorithm (and not just the fit of the
approximant) does matter.
For instance, methods based on linear interpolation, like
Padé or multipoint Padé approximation, are famous for gen-
erating spurious poles that wander about the domain of ana-
lyticity of the approximated function. This phenomenon was
intensively studied for meromorphic and branching functions
[8]–[10], in particular the convergence in capacity of Padé
approximants implies that spurious poles have a nearby zero
when the order gets large, leading to so-called near pole-zero
cancellations (also known as Froissart doublets). Modifications
of Padé approximants were proposed to offset this issue [11],
but they do not eliminate the problem [12]. Apparently, the
theoretically less studied vector fitting method which is a
least squares version of linear interpolation, popular today in
system analysis, is also prone to producing spurious poles and
near cancellations (see [13] for issues on convergence of this
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method).
In system identification, near cancellations are often
ascribed to overmodelling. The terminology suggests an ana-
logy with the stochastic identification paradigm: though meas-
urements may not correspond to a rational transfer function,
the basic assumption is that they arise from a well-defined
rational system R with added noise. This point of view leads
one to postulate the existence of a “correct order” to identify
the Frequency Response Function (FRF), i.e. the degree of R,
while using a higher degree results in approximating the noise
term with inessential, nearly simplifying rational elements.
However, if the transfer function is not rational, requirements
to keep the degree small conflict with the need to make the
approximation error small as well (not to incur undermod-
elling), thus calling for a compromise akin to the classical
trade-off between bias and variance from parametric stochastic
identification [14]. To quote [15]1: “it is not always trivial to
discriminate between overmodelling quasi-cancellations and
physical quasi- cancellations that really reflect an unstable
behaviour”.
To resolve this issue, the approach proposed in [15] is to
cut the frequency band into smaller intervals and use low-
order local rational approximations to assess the stability of the
FRF on each interval separately. On small enough intervals,
rational approximation can be performed accurately in low
degree, and if unstable poles occur their physical character is
checked by re-modelling the FRF locally around each of them
and verifying that the unstable pole remains present in the new
model. This procedure is commercially available in the STAN
tool [16], [17] and successful applications on several examples
are reported in [18]–[21].
Still, justifying the above-described technique presently
rests on heuristic arguments, and putting it to work is likely
to require some know-how since several parameters need to
be adjusted adequately (Appendix A, for example, shows that
local models of a stable FRFs can become unstable). This is
why the authors feel that it may be interesting to develop
an alternative viewpoint, focusing more on estimating the
unstable part of the glsFRF.
Below, we propose a closed-loop stability analysis method
devoid of local models, in which the FRF is projected onto
the orthogonal basis of stable and unstable functions. If a
significant part of the FRF is projected onto the unstable
basis functions, the circuit solution is unstable. Calculating
the projection boils down to computing a Fourier transform
once the FRF is mapped from the imaginary axis to the unit
circle. Using the Fast Fourier Transform (FFT), this can be
done fast and in a numerically robust way.
Functional projection onto a stable and unstable basis is a
linear operation, simple to implement, and no optimisation step
is required. No model-order or maximum approximation error
needs to be specified. The parameters in the projection method
are the frequency range on which the FRF is determined
and the amount of simulation points. When the amount of
simulated points is too low, an interpolation error is present
1The rational approximation technique used in this reference is described
as “frequency domain least squares identification”
Fig. 1. A Small-signal current source is connected to a well-chosen node in
the circuit under test to perform the local stability analysis.
in the result of the method. It is shown that the level of this
error can easily be estimated and used to correctly choose the
amount of needed simulation points.
Once the unstable part of the FRF has been obtained, it is
compared to the level of the interpolation error to determine
whether the unstable part is significant or not. This final
step can be done visually, or a significance threshold can be
chosen by the user, both will require some experience with
the method.
A final benefit of the projection-based approach is that it
may help exploiting the fact that the unstable part is rational
in a small-signal stability analysis [6]. The unstable part
can therefore be approximated by a rational function without
influence of the distributed elements, which are projected onto
the stable part of the FRF.
The following of the paper is structured as follows: First, the
simulation set-up used to determine the FRF of the linearised
circuit is discussed (Section I). Then, the details of the
functional projection are provided (Section II). In Section III,
the method is applied to four examples: First, an artificial
example is considered. Then, the small-signal stability of two
amplifiers is investigated and finally, the method is applied to
investigate the large-signal stability of a circuit.
I. DETERMINING THE FREQUENCY RESPONSES
In this paper, the (trans)impedance presented by the circuit
to a small-signal current source will be used as FRF (Fig. 1).
In the remainder of this paper, it will be assumed that the
unstable poles are observable in the FRF. To reduce the chance
of missing an instability in the circuit due to a pole-zero
cancellation, many different FRFs can be analysed one-by-
one. Having a fast method to determine stability of a single
FRF is therefore critical to a robust stability analysis.
The FRF of the linearised circuit is obtained by first placing
the circuit in the required orbit, using either a DC or HB
analysis and running a small-signal simulation around this
orbit.
In a small-signal stability analysis, the stability of the DC
solution of the circuit is investigated, so the FRF of the
linearised circuit is obtained with an AC simulation. The
impedance of the circuit is then obtained as:
Zmn(jω) =
Vm(jω)
In(jω)
(1)
where In(jω) is the small-signal current injected into the
selected node n and Vm(jω) is the voltage response of the
circuit measured at node m in the circuit.
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In a large-signal stability analysis, the stability of a large-
signal solution of the circuit is investigated. The circuit is
driven by a periodic continuous-wave excitation at a pulsation
ωex and the circuit solution is obtained with a HB simulation.
The FRF of the linearised system around the HB orbit is
obtained with a mixer-like simulation2. As the small-signal
will mix with the large signal, several transfer impedances
with a different frequency translation are obtained:
Z [b]mn(jω) =
Vm(jω + bjωex)
In(jω)
b ∈ Z
The stability analysis now needs to determine whether the
obtained impedances have poles in the right half-plane. The
stability analysis of a large-signal orbit doesn’t differ much
from the analysis of a DC solution [4]. The small-signal
stability analysis can be considered a special case where only
Z
[0]
mn(jω) is analysed.
II. STABLE/UNSTABLE PROJECTION
The projection described here has been used before to per-
form stable interpolation and extrapolation of FRF data [22].
With slight modifications, it can be turned into a full-blown
stability analysis. We first start with a brief introduction to the
notion of Hardy spaces.
The Hardy space H2(C+), is defined as the set of all
functions g defined on C+ such that:
• ∀z ∈ C+, g is holomorphic at z
• supx>0
´ +∞
−∞ |g(x+ jω)|2dω <∞
A classical result [7], [23] states that every function g ∈ H2
admits a limiting function G(jω) defined on the imaginary
axis jR. The latter is obtained by taking the limit of g(z) when
z tends non tangentially toward jω. Moreover ∀z ∈ C+, g(z)
is equal to the poisson integral of G, that is:
g(z = x+ jy) =
ˆ +∞
−∞
G(jω)
x
x2 + (y − ω)2 dω. (2)
The holomorphic nature of g ensures that it is also the Cauchy
integral of its boundary value G:
g(z = x+ jy) =
1
2pi
ˆ +∞
−∞
G(jω)
1
jω − z dω. (3)
There is a one to one linear correspondence between the Hardy
functions g and its boundary value function G. Using this
identification, H2(C+) becomes a subspace of the Hilbert
space L2(jR) of square integrable functions on jR. A direct
consequence of (2) is that H2(C+) is closed in L2(jR) and
therefore admits an orthogonal complement. An important res-
ult [23] asserts that,
(
H2(C+)
)⊥
= H2(C−) where H2(C−)
is defined exactly as H2(C+) above by replacing C+ by C−
and taking the supremum over x < 0. We therefore have that
L2(jR) = H2
(
C+
)⊕H2(C−)
This decomposition asserts that any square integrable function
on jR decomposes uniquely as the sum of the traces on the
imaginary axis, of an analytic function in the right half-plane
2In Keysight’s Advanced Design System (ADS), this mixer-like simulation
is called a Large-Signal Small-Signal (LSSS) analysis.
and a function analytic in the left half-plane. The projection on
H2(C+) defines the stable part of the function. The projection
onto H2(C−) is the unstable part. As an example, consider
P/Q a strictly proper (deg(P ) < deg(Q)) rational function
devoid of poles on the imaginary axis. We write its partial
fraction expansion as,
P (s)
Q(s)
=
∑
i∈I+
ki∑
k=1
ai,k
(s− λi)k +
∑
i∈I−
ki∑
k=1
ai,k
(s− λi)k
where the λ′is with i ∈ I− are poles belonging to C−, and the
ones with i ∈ I+ belong to C+. The strict properness of P/Q
ensures its square integrability on jR. By unicity its stable
part obtained after projection on H2(C+) is found to be,∑
i∈I−
ki∑
k=1
ai,k
(s− λi)k ,
while its unstable part is∑
i∈I+
ki∑
k=1
ai,k
(s− λi)k .
In the general case the projection boils down to calculating
certain inner products of Z [b]mn(jω) with the basis functions
Bk, which form an orthogonal basis of L2(jR)
ck =
〈
Z [b]mn(jω) , Bk
〉
=
∞ˆ
−∞
Z [b]mn(jω)Bk(jω)dω (4)
Bk (s) =−
√
α
pi
(s− α)k
(s+ α)
k+1
k ∈ Z (5)
The overbar • indicates the complex conjugate. α is a positive
constant used for scaling. All Bk with k ≥ 0 create a basis for
the stable part, while the Bk with negative k form a basis for
H2(C−). Once the ck coefficients are calculated, the stable
and unstable parts are easily recovered by calculating
Zstable(jω) =
∞∑
k=0
ckBk(jω) (6)
Zunstable(jω) =
∞∑
k=1
c−kB−k(jω) (7)
The inner product in (4) runs over all frequencies while the
impedance function Z [b]mn(jω) is only known over a frequency
range f = [fmin, fmax]. To impose the finite frequency band
on the data, the impedance is filtered before the analysis
Zf(jω) = Z
[b]
mn(jω)H(jω) (8)
The filter H(jω) is a high-order elliptic lowpass filter with
its first transmission zero placed at fmax that imposes band
limitation. This filter will stabilise poles close to its cutoff
frequency, so fmax should be chosen well beyond the max-
imum frequency at which the circuit can become unstable.
fmin should be placed very close to DC. If fmin can’t be
close to DC, a bandpass filter should be used for H(jω).
The filtering ensures that Zf(jω) ∈ L2(jR) by suppressing
anything outside of the frequency band of interest. The smooth
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Fig. 2. The Möbius transform used in the analysis maps the complex right-
half plane to the inside of the unit disc. DC is mapped to −1. When α =
2pifmax
(√
2− 1
)
, fmax is mapped to ej
pi
4 .
decay to zero of Zf(jω) at the edges of the frequency interval
will avoid instabilities to pop up due to the discontinuity of
Z
[b]
mn(jω).
In this paper, we use an elliptic filter of order 10 to filter
the data. The filter has one transmission zero which is placed
exactly at fmax.
A. Transforming to the unit circle
Working with the basis functions defined in (5) is troublesome
from a numeric point of view. Performing the projection when
working on unit disc yields better results [22]. The mapping
from the complex plane to the unit circle is performed with
the Möbius mapping visualised in Fig. 2:
Zf(s) 7−→
Mo¨b
Zdiscf =
√
piα
2
z − 1Zf
(
α
1 + z
1− z
)
(9)
Our mapping of choice converts square integrable functions
on the frequency axis into square integrable functions of the
same norm on the unit circle. Square integrable functions
which are analytic on the right half-plane are mapped onto
square integrable functions which are analytic inside the unit
disc. Appendix B shows that the basis functions Bk map onto
powers of z
Bk(s) 7−→
Mo¨b
Bdisck (z) = z
k (10)
Projecting on this basis boils down to calculating the Fourier
series of Zdiscf (z), with coefficients given by
ck =
1
2pi
2piˆ
0
Zdiscf
(
ejθ
)
e−jkθdθ (11)
This Fourier series can be calculated in a numerically efficient
way using the Fast Fourier Transform (FFT). The FFT requires
that the θ-values are linearly spaced between 0 and 2pi. Due
to the mapping from the complex plane to the unit disc, the
samples will not satisfy this constraint. A simple interpolation,
can be used to obtain Zdiscf on the θ-values required to perform
the FFT.
The interpolation can introduce artefacts in the unstable part
if the FRF is not sampled on a sufficiently dense frequency
grid, which will be shown on an example later. The level of
this interpolation error can be estimated by interpolating the
FRF using only the data at the even data points. The difference
between the original and the interpolated data for the odd
data points will give an indication of the interpolation error
encountered in the stability analysis. When the unstable part
lies significantly above the interpolation error, we can conclude
that the original impedance is unstable.
The threshold to determine when the unstable part lies
significantly above the level of the interpolation error will
depend on the simulation set-up for the circuit. In the examples
that follow, a level of 20 dB has been used as a threshold. A
more strict threshold could be used at the cost of requiring a
more dense frequency grid and an increased simulation time.
When measured components are used in the simulation set-
up, the noise level in those measurements should be taken
into account to choose the correct threshold.
B. Summary of the projection method
The stable and unstable parts of a FRF are determined using
the following steps:
1) Multiply the FRF with a high-order filter as in (8)
2) Transform the filtered FRF to the unit disc using (9)
3) Interpolate the transformed FRF to a linear grid and use
the FFT to calculate the ck coefficients
4) Reconstruct the stable and unstable part using (6-7)
C. Obtaining the unstable poles
A function is meromorphic on C if it is holomorphic on
C but on a countable number of isolated poles. The func-
tion tanh(ω) is for example meromorphic, having infinitely
many isolated poles on the imaginary axis placed at jpi/2 +
jkpi (∀k ∈ Z) and being analytic elsewhere. In a small-signal
stability analysis of a circuit composed of lumped elements,
transmission lines and active devices modelled by negative
resistors, the impedances can be shown to be meromorphic
functions of the frequency. Under the additional realistic
assumption that active elements can only deliver power over
a finite bandwidth, the impedances are proven to possess only
finitely many unstable poles in C+ [6]. Under the generic
condition that Z [b]mn(jω) is devoid of poles on the imaginary
axis, and that the filtering function H(jω) decays strongly
enough in order to render Z [b]mn(jω)H(jω) square integrable,
we conclude that the unstable part of Z [b]mn(jω)H(jω) is a
rational function. Its poles coincide with the unstable poles of
Z
[b]
mn(jω): note here that the multiplication by H(jω) does not
add any unstable pole as H(jω) is stable. This means that most
of the complexity of the frequency response, like the delay,
will be projected onto the stable part, while the unstable part
can easily be approximated by a low-order rational model to
recover the unstable poles3.
Classic rational approximation tools can be used to approx-
imate the unstable part and determine the unstable poles. When
multiple frequency responses are analysed simultaneously, an
approximation method suited for approximation of rational
matrices is preferred [24]. In our current implementation,
Kung’s method [25], [26] is used to estimate the poles of the
unstable part of a single FRF at a time. Alternatively, more
sophisticated rational approximation engines like RARL2 [24]
can be used to recover and track unstable poles.
3Interpolation error will be present in the obtained unstable part, but its
influence can be minimised by weighting the rational estimator with the
obtained interpolation error level.
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Compared to working with a high-order rational approx-
imation of the total impedance of the circuit, the ‘split-first,
approximate later’ approach proposed here could be a faster
and easier method to recover the unstable poles. The post-
processing will be faster, but the amount of points required
to obtain a sufficiently low interpolation error might be higher
than the amount of points required for a tool based on rational
approximation.
When the circuit is stable, designers often require informa-
tion about critical stable poles, to determine how far the circuit
is from instability and to track the location of the poles as the
circuit varies. In its current form, the projection-based analysis
does not simplify finding the location of the stable poles. To
perform such an analysis, methods based on local modelling
may still be required.
III. EXAMPLES
The stability analysis will now be applied to four different
examples. The first is an artificial example generated in Matlab
on which we can demonstrate that the unstable poles in
the circuit are recovered perfectly. In the second example,
an unstable balanced amplifier is analysed to show that the
method works for RF circuits. The third example is a two-stage
GaN Power Amplifier (PA). In the final example, a large-signal
stability analysis is performed to verify the stability of a circuit
orbit obtained in a HB simulation.
All simulations were performed in Keysight’s Advanced
Design System (ADS) and the post-processing was performed
in Matlab.
A. Example 1: Random state space system
As a first example, the stability analysis is applied to a
random system of order 202 generated with the rss function
from Matlab4. The test system has an unstable pole pair at
1 GHz, as can be seen on its pole-zero map (Fig. 3). A zero
is placed close to the unstable poles. This makes that the
unstable poles are difficult to observe in the FRF. To introduce
delay in the test system, a time delay of 2 ns is added to the
system. The frequency response of the system is calculated
on 5000 linearly spaced frequency points between 0 Hz and
5 GHz and is shown in green in Fig. 4. The obtained stable
and unstable parts after projection are shown in red and blue
on the same figure. The maximum interpolation error is very
low in this example (−120 dB) . We will focus on the effect
of the interpolation error in more detail in example 2.
The obtained unstable part peaks at 1 GHz, which matches
the location of the unstable pole pair of the system. Note
also that the obtained Zunstable is very simple: it is clearly a
second-order system. Most of the complexity of the frequency
response, including the delay, is projected onto the stable part.
This observation supports the proposed approach of estimating
a rational model only after projection. A good fit was obtained
with a rational model that consisted of two unstable poles
and a single zero. The two poles obtained with a rational
approximation of Zunstable coincide exactly with the unstable
poles in the circuit as is shown in Fig. 3.
4The rss function in Matlab returns models with poles and zeroes around
1Hz. The example here was scaled up in frequency to represent an RF circuit.
Fig. 3. Pole-zero map of the test system. There are 202 poles ( ) and 200
zeroes ( ). The two poles placed in the right half-plane are easily recovered
after the projection by fitting a low-order model on the unstable part ( ).
Fig. 4. The stable/unstable projection splits the original frequency response
( ) in a stable part indicated with ( ) and an unstable part indicated with ( )
B. Example 2: Balanced amplifier
The second example is a balanced amplifier built as a
student project for operation around 3.4 GHz (Fig. 5). Two
BFP520 transistors were used to construct the amplifier. Dur-
ing measurement, the design oscillated around 1.43 GHz when
terminated with 50 Ω, so the circuit is a good candidate to
verify the proposed method to find the instability in simula-
tions.
The small-signal current source was connected to the col-
lector of the top transistor. The BFP520 has a fT of 45 GHz, so
the maximum frequency for the simulation was set to 50 GHz.
The impedance of the circuit was determined starting from
DC in 10 MHz steps. The obtained impedance is shown in
green in Fig. 6, the obtained stable and unstable parts are also
shown in the same figure. The instability around 1.46 GHz
is detected, but also some artefacts can be observed in the
obtained unstable part at higher frequencies. The high level
of the interpolation error at the frequency of these artefacts
indicates that they are due to the interpolation in step 3 of the
stable/unstable projection. At the frequency of the detected
instability, the unstable part lies about 30 dB above the error
level, which indicates that the instability is not an interpolation
artefact.
To confirm that the artefacts are caused by the interpolation,
a second simulation was run, but now 1 MHz steps were
used instead of 10 MHz. The stable/unstable projection of
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Fig. 5. Simulation set-up and photograph of the balanced amplifier. In the simulations for the stability analysis, the amplifier is excited at the collector of
one of its transistors. All transmission lines in the circuit are 50Ω lines unless stated otherwise. The length of the transmission lines is given in millimetres.
The TLINP model was used for the transmission lines with r = 6.15, tan(δ) = 0.003 and conductor losses A = 2.5 dB/m.
Fig. 6. The separation of the impedance ( ) into the stable part ( ) and unstable part ( ) reveals the instability around 1.46 GHz. The interpolation error is
shown with ( ). In the plot on the left, there are artefacts present in the unstable part due to interpolation of the coarsely obtained impedance data. When the
impedance of the balanced amplifier is simulated on a finer frequency grid, the artefacts disappear (right).
the denser frequency response data (Fig. 6) still predicts the
instability around 1.46 GHz, but the artefacts in the unstable
part at higher frequencies are gone. The maximum of the
interpolation error went down to −80 dB(Ω).
C. Example 3: Two-stage Power Amplifier
As a third example, we consider the small-signal stability
analysis of an X-band PA designed in the 0.25µm GaN HEMT
technology GH25-10 of UMS [27]. The circuit and its design
are described in great detail in [18]. The resulting MMIC is
shown in Fig. 7.
The PA is a two-stage design where the second stage
consists of two branches with each two transistors in parallel.
In simulation, the second stage of the PA demonstrated an
odd-mode instability [18], so a stabilisation resistor was added
between the drains of the top and bottom halves of the second
stage of the PA (as indicated in the Fig.).
The simulation of the complete PA was performed in ADS.
The passive structures in the circuit were simulated with EM
simulations in Momentum and combined with the non-linear
transistor models afterwards. To verify the stability of the
amplifier, the circuit impedance was determined at the gate
of the top most transistor of the second stage.
The obtained impedance for Rstab = 500Ω is shown in
Fig. 8. The impedance is simulated on 945 logarithmically
spaced points between 1MHz and 50GHz. Because 1MHz is
not sufficiently close to DC, a bandpass filter was used in the
stability analysis. Due to the low amount of data points in the
resonances of the circuit, a Padé interpolation was used in the
stability analysis. The resulting stable and unstable parts are
shown in blue and red on the same figure. It is clear that the
circuit is unstable for Rstab = 500Ω. The unstable part peaks
around 9.5GHz and lies about 40 dB above the interpolation
error level.
The odd-mode instability can be resolved by decreasing the
resistance of Rstab [18]. In a second stability analysis, we
determined the stability of the PA for Rstab = 25Ω. The results
of this second analysis are shown in Fig. 9. The obtained
unstable part coincides with the level of the interpolation error,
which indicates that the circuit is now stable.
D. Example 4: R-L-diode circuit
The final example in this paper shows that the stability
analysis can also be used to determine the stability of HB
simulations of the R-L-diode circuit shown in Fig. 10. The
circuit is based on [28], but a realistic diode model was used to
represent the diode in the circuit instead of the three equations
provided in the original paper.
The circuit is excited by a single-tone voltage source with an
amplitude Vin and a frequency of 100 kHz. Because the diode
has a transit-time of 4 µs, the circuit generates period-doubling
solutions starting from sufficiently high amplitudes Vin. For
even higher Vin, the circuit will create chaotic solutions.
To visualise this behaviour, a bifurcation diagram is con-
structed using time-domain simulations in the same way as
is described in [28]: For every value of Vin, 1030 periods of
100 kHz are simulated and the final 30 periods are sampled
every 1/100 kHz. If the circuit solution is periodic with the same
period as the input source, all 30 sampled points will fall on
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Fig. 7. Microphotograph of the MMIC. The stabilisation resistor Rstab is
indicated in red.
Fig. 8. Impedance seen at the gate of the first stage of the PA for Rstab =
500Ω. Its obtained stable and unstable parts clearly indicate that the DC
solution of the amplifier is unstable. The interpolation error ( ) is quite high
due to the low amount of simulation points.
Fig. 9. Impedance presented by the PA at the gate of the transistor in the
first stage for Rstab = 25Ω. The obtained stable and unstable parts indicate
that the DC solution is now stable. The interpolation error is shown with ( ).
top of each-other. If a period-doubling occurs in the circuit,
two different values will be obtained.
The obtained bifurcation diagram for our R-L-diode ex-
ample is shown in Fig. 11. It is clear that a period-doubling
occurs for Vin higher than 0.8 V. Starting from 1.8 V the
period quadruples. For the highest input amplitudes, a chaotic
solution is obtained.
If this R-L-diode circuit is simulated with HB, the circuit
solution is constrained to harmonics of 100 kHz. For input
amplitudes higher than 0.8 V, where the circuit wants to go
to a period-doubling solution, the constrained HB solution will
be locally unstable.
We run two HB simulations on this circuit. Both HB
simulations have a base frequency of 100 kHz and an order
of 10. In the first simulation, Vin is set to 0.5 V, which will
result in a stable orbit. The second simulation has a Vin of
1.5 V, which will cause the orbit to be unstable.
The frequency response of the circuit around the HB solu-
tion is obtained with a mixer-like simulation, as explained in
the introduction of this paper. The small-signal excitation was
swept in both cases on a linear frequency grid starting from
(1 kHz + 1 Hz) up to (2 MHz + 1 Hz) in 1 kHz steps. The
1 Hz was added to the start and stop values of the sweep to
avoid overlap with the tones of the HB simulation.
The mixer-like simulation in ADS uses Single-
Sideband (SSB) current excitations i (t) = ejωt, which
causes the obtained frequency responses Z ′[b]mn (jω) with
b 6= 0 to be non-Hermitian:
Z ′[b]mn (jω) 6= Z ′[b]mn (−jω)
An alternative representation can make Z ′[b]mn (jω) Hermitian
by transferring to a sine and cosine basis from the exponential
basis [29], [30]
Z [b]mn(jω) =
1
2
[
Z ′[b]mn (jω) + Z
′[−b]
mn (jω)
]
Z [−b]mn (jω) =
j
2
[
Z ′[b]mn (jω)− Z ′[−b]mn (jω)
]
Z
[−1]
mn (jω) Z
[0]
mn(jω) and Z
[+1]
mn (jω) are then analysed with
the stable/unstable projection method. The results are shown
in Fig. 12. The HB solution obtained for Vin = 0.5 V is clearly
stable: its unstable part is more than 70 dB smaller than its
stable part.
In the case for Vin = 1.5 V, the solution is clearly unstable
as the unstable part lies far above the stable part of the
frequency response. Note that the lowest-frequency peak in the
unstable part is located around 50 kHz and that copies of the
resonance are found at 150 kHz, 250 kHz,... This behaviour
is to be expected and indicates that the circuit wants to go to
a period-doubling solution.
During the stability analysis of a periodic orbit, the unstable
part will contain both the unstable base pole and all its higher-
order copies. The unstable part will be simple, just like in the
small-signal case, and it will be possible to approximate it by
a finite set of base poles. Due to the infinite amount of higher-
order copies however, it will not be possible to approximate
it by a low-order rational approximation as is the case in the
stability analysis of a DC solution.
IV. CONCLUSION
This paper introduces a closed-loop local stability analysis
without using a rational approximation. Instead, the impedance
functions are split into a stable and unstable part by projecting
onto an orthogonal basis. Transforming the problem to the
unit disc allows to calculate this projection with the FFT
which makes the projection-based stability analysis very fast.
In a small-signal stability analysis, once the unstable part is
obtained, a low-order rational model can be used to find the
unstable poles in the circuit.
Due to the model-free nature of the proposed method, it
is a very simple method to use: no choice of model order or
approximation error needs to be made. The only requirements
of the projection-based stability analysis are that the frequency
responses are sampled on a sufficiently dense frequency grid
and that the maximum frequency of the simulations is large
enough. When the circuit impedance is simulated on a too
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Fig. 10. The circuit R-L-diode circuit is excited with a small-signal current source at
the diode.
Fig. 11. The bifurcation diagram of the R-L-diode circuit
shows that a period-doubling occurs for input amplitudes higher
than 0.8 V.
Zstable
Zunstable
Zstable
Zunstable
Z[0]
Z[-1]
Z[+1]
Fig. 12. The results of the stability analysis of Z[−1]mn (jω) Z
[0]
mn(jω) and Z
[+1]
mn (jω) in the two HB simulations show that, for Vin = 0.5 V, the orbit is
stable, but for Vin = 1.5 V, the orbit is unstable. The interpolation error in shown with ( ).
coarse frequency grid, a large interpolation error is introduced
in the results. The level of this interpolation error can easily be
determined and used to improve the accuracy of the method.
Once the stable and unstable parts of the impedance are
obtained with a sufficiently low interpolation error, the ob-
tained unstable part can be compared to the interpolation
error to determine whether it is significant or not. From
experience, we found that, when the unstable part lies more
than 20 dB above the interpolation error level, the circuit can
be considered unstable. Further work is to be done towards
automated decision making regarding stability.
The stable/unstable projection has been successfully applied
to both the stability analysis of DC and large-signal solutions
of RF circuits.
APPENDIX A
ON LOCAL RATIONAL APPROXIMATION
Due to the presence of distributed elements in microwave
circuits it is impossible to obtain a rational model of the im-
pedances of the circuit over the full simulated frequency range.
In a small frequency band however, it is possible to obtain a
good low-order rational approximation of the impedance. This
is the basis of pole-zero based stability analysis.
It is however not guaranteed that the poles of the local
model correspond to the poles of the global model. We will
demonstrate this in this appendix using an simple example
without distributed elements.
Consider the artificial example in equation (12). All poles
of this rational function lie in s = −5, so Z(s) is stable. In
the frequency band [−1, 1] however, the FRF of this stable
rational function closely resembles an unstable FRF (Figure
13)
To verify whether the global poles are obtained with a local
model, we estimate a local rational model on 1000 frequency
points on the interval ω ∈ [−0.6, 0.6] using vector fitting [31].
The model order for the local model is not known in advance,
so it is swept from 2 to 11. The maximum of the phase error
of the obtained fit is shown in Figure 14. Starting from model
order 8, the phase error lies below 10−3 degrees so the fit can
be considered sufficiently good for stability analysis [17].
The obtained local model is unstable however. In fact, an
unstable local model is obtained for all model, which shows
that the poles of a local model do not necessarily correspond
to the poles of the underlying impedance. This is an artificial
example of course, but the example indicates that the use of
local lower-order models to determine the stability could lead
to misleading results.
APPENDIX B
MAPPING OF THE BASIS FUNCTIONS ONTO THE UNIT DISC
Applying transform (9) to the basis functions of the complex
plane (5) yields the following:
Bdisck (z) =
√
piα
2
z − 1Bk
(
α
1 + z
1− z
)
= −√piα 2
z − 1
√
α
pi
(
α 1+z1−z − α
)k
(
α 1+z1−z + α
)k+1 = zk
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Z (s) =
−228.5s14 − 153.7s13 − 875.2s12 − 550.2s11 − 1364.9s10 − 789.9s9
−1118.6s8 − 584.2s7 − 520.9s6 − 239.2s5 − 140.7s4 − 54.7s3 − 21.4s2 − 5.9s− 1
(s+5)15/9.9281·1010
(12)
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Fig. 13. FRF used in Appendix A. The FRF is stable, but resembles an
unstable FRF in the interval [-1,1]. Using a local model of this FRF might
result in false positives during stability analysis.
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Fig. 14. Maximum phase error as a function of the model order obtained
when estimating a local model in the range ω ∈ [−0.6, 0.6] of the stable
impedance (12).
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Fig. 15. The obtained poles and zeroes for model order 8. The model was
estimated using data in the interval ω ∈ [−0.6, 0.6]. The red circle indicates
all points s in the complex plane for which |s| < 0.6.
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