A dynamic definition of a first-order phase transition is given. It is based on a master equation description of the time evolution of a system. When the operator generating that time evolution has an isolated near degeneracy there is a first-order phase transition. Conversely, when phenomena describable as first-order phase transitions occur in a system, the corresponding operator has near degeneracy. Estimates relating degree of degeneracy and degree of phase separation are given. This approach harks back to early ideas on phase transitions and degeneracy, but now enjoys greater generality because it involves an operator present in a wide variety of systems. Our definition is applicable to what have intuitively been considered phase transitions in nonequilibrium systems and to problematic near equilibrium cases, such as metastability.
I. INTRODUCTION
For systems out of equilibrium, much of the formal structure of thermodynamics and statistical mechanics is inapplicable. Numerous authors have addressed this problem, and our own efforts are found in Refs. 1 and 2. In the present article, we give a general theory of first-order phase transitions that holds in the nonequilibrium context, including systems that do not satisfy detailed balance. Our proposal is a natural offshoot of our approach, although we did find that some of the ''obvious'' assertions were not so easy to prove, even at the level of finite matrices. As could have been anticipated, the concept of analyticity of the partition function is of no use to us: there is in general no partition function. Rather, we focus on eigenvalue degeneracy, advocated by Kac among others. The limitation of this idea has been that many systems are not associated with linear operators. By going to dynamics we are able to use a nearly ubiquitous operator, the generator of the master equation, allowing application to a wide variety of equilibrium and nonequilibrium systems. In equilibrium models, eigenvalue degeneracy of this operator has been studied 3 in conjunction with a corresponding analytic structure. However, in that same article 3 an example of a natural boundary at a first-order phase transition was provided. In our present view, the simplicity of the eigenvalue degeneracy idea compares well with the variety of analytic structures that can occur at first-order transitions, coupled with the fact that even for so basic an example as the two-dimensional Ising model, no one knows what singularity appears at the first-order transition. ͑What is known about the singularity 4 provides evidence against the possibility of using analyticity in definitions of metastability; we comment further below.͒ In addition to analyticity there is another common idealization that we avoid, namely the thermodynamic limit. We discuss this below but we mention now that there are physical reasons why this concept should fail out of equilibrium, with metastability again providing a relevant example.
In our approach we assume that the dynamics can be formulated as stochastic dynamics. The system is described by states x,y in a state space X. The dynamics are defined by a transition probability R xy , the probability that the system state is in x at time tϩ1, given that it was in y at time t. This context excludes some situations, but we expect that aside from mathematical niceties the important physical exclusions are systems where quantum interference plays a role and sys-tems with infinite memory. By conservation of probability, R has an eigenvalue 1 and its associated right eigenvector p 0 is its stationary distribution. For simplicity, we assume that R is irreducible ͑otherwise split X and work with a reducible R͒ so that it has a unique stationary distribution. ͓Of course p 0 may not tell the whole story. Often though, a small modification of the dynamics can restore the focus on the stationary state. An example is above-threshold directed percolation, where the trivial absorbing state can be avoided with a vanishingly small ͑as size →ϱ͒ escape probability.͔ Because of the close relation between our master equation approach and the theory of stochastic processes, our results may be of interest in that area as well. For example, issues related to those we raise here are discussed in Ref. 5 .
In this article we establish the following two-way relation. ͑1͒ If the eigenvalue 1 of R is nearly degenerate and if other eigenvalues are distant ͑in a sense to be defined͒, then R is nearly reducible, that is, the support of its stationary state breaks into two pieces with hardly any transitions between them. ͑2͒ If two transition matrices, R and RЈ are close ͑i.e., VϵRЈϪR is small in a certain sense͒, but have stationary states with nearly disjoint support, then the eigenvalue 1 for R is nearly degenerate. ͑This can describe critical points as well as first order transitions.͒ Furthermore, because the degenerate eigenvalue is a dynamic one, its ͑near-͒ degeneracy allows for the possibility of long-term phase coexistence. These results generalize to higher-order state multiplicities and eigenvalue degeneracies. Alternatively one could show the converse of item ͑1͒ above, namely, if the stationary measure breaks into pieces with a long transit time between them, then there is eigenvalue degeneracy. Running our proofs backward ͑in particular, the perturbation arguments of Sec. V͒ could establish this result, but we have instead chosen to focus on the instability aspect of a phase transition: small changes in external conditions lead to big changes in the system. Note that the notion of phase transition presented here implicitly involves the subtleties of asymptotic analysis. We speak of ''near degeneracy'' and ''near disjointness,'' etc. This is given practical meaning in terms of relations, such as Eq. ͑3.2͒ below, that allow the definition of time scales during which the transition is a recognizable physical phenomenon. Such an idea is certainly not new to physics, nor even to phase transitions, 6 but it is not the usual perception of an equilibrium phase transition. In particular this view is at odds with the notion of thermodynamic limit, for many a concept without which one cannot even contemplate a phase transition. However, as emphasized in Ref. 6 , the relatively mild manifestation of nonequilibrium behavior in metastability arises precisely because volumes are finite; there are two large quantities: volume and droplet nucleation time.
As is implicit above, our primitive notion of a first-order phase transition is that there is a big change in the system for a small change in its dynamics. Our results establish a relation of this primitive notion to eigenvalue degeneracy for a dynamical operator that occurs in a wide variety of situations, equilibrium and nonequilibrium. As remarked, the significance of eigenvalue degeneracy was noted early in the study of phase transitions, [7] [8] [9] [10] but given the frequent absence of a linear operator the idea was limited. Furthermore, results on analyticity breakdown in the thermodynamic limit made the latter concept appear to be the cleanest mathematical criterion for a phase transition. Notwithstanding the general satisfaction among workers in this field with notions of analyticity, phenomena such as metastability [11] [12] [13] [14] [15] [16] [17] never fit well with this picture. 18, 6 In some of the referenced works on metastability a dynamical approach was taken and indeed the approach here may be considered an outgrowth of Refs. 3, 19, and 20. Moreover, metastability may be considered the gentlest of nonequilibrium phenomena. For the general nonequilibrium situation one can expect no help from ideas of analyticity, so that a dynamical approach is particularly suitable.
Another fundamental intuition for phase transitions is the coexistence of phases. As mentioned above, since the degenerate eigenvalue is dynamical, and since we show that the instability ͑''small change⇒big change''͒ implies degeneracy, we have as a corollary that there can be phase coexistence, not on an infinite time scale, but in the same asymptotic sense that underlies our other work. 21 In Sec. II, we introduce our notation and general framework. Following that we detail assumptions germane to the problem at hand. In Sec. IV we establish basic identities and inequalities. In Sec. V this information is used to establish properties of individual phases, namely a measure of the degree of stability of each phase. This is continued in the following section, where exit times are calculated. In Sec. VII we use a method of two-time conditioning ͑similar to Ref.
19͒. In the next section we take up the converse: if there is a phase transition, does this imply degeneracy. We show ͑with technical assumptions͒ that it does. Finally in Sec. IX we deal with more than two phases.
We close with a comment on the issues of mathematical rigor and technical assumptions. We believe some of our assumptions are too restrictive and our results have greater generality. For example, Eq. ͑3.10͒ below probably assumes more than is needed. 22 But we also believe that for some systems and for certain limits the notions we propose really do break down, for physical reasons. Thus there are systems that are first-order phase transitions under our definition and in the physical sense as well ͑e.g., metastability͒ that lose definition in both senses for sufficiently large volume. We also mention that we sometimes do not provide full rigorous proofs, mainly because we did not consider it important at this stage, physically or mathematically, to define the additional hypotheses necessary for such proofs. An example is at the end of Sec. V. Finally, here and in our previous work 1,2 we have not addressed limitations due to assuming a finite, discrete state space and a discrete time. Although we do expect the basic idea to hold, for example, the Fokker-Planck equation for motion in a double well with a high barrier will show degeneracy, we also expect that the level of mathematical agony will increase considerably. And there may be cases where it really will make a difference.
II. NOTATION
Let R be a stochastic matrix on a space X. We assume it has only one eigenvalue of unit norm ͑to be called 0 ͒ and order the eigenvalues by decreasing modulus. For simplicity we assume that 1 is real. Thus the eigenvalues satisfy 0 ϵ1Ͼ 1 у͉ 2 ͉у••• . The corresponding right and left eigenvectors are, respectively, p k and A k (kϭ0,1,...), and satisfy
We normalize
͑2.1͒
p 0 is naturally normalized by
which fixes A 0 (x)ϭ1 for all x. ͑Thus A 0 ϭ X , the characteristic function.͒ In the following we assume
͑2.2͒
This corresponds to irreducibility and ergodicity assumptions on R. We normalize the left eigenstates by
For tϾ0 an integer, we denote by R t the tth power of R; its eigenvalues satisfy 0
͑2°͒ On right vectors, q,
Accordingly, we define two norms on matrices, B,
III. ASSUMPTIONS CONCERNING NEAR DEGENERACY "2 PHASES…
We assume
and consider an intermediate time t such that
is small ͓as specified in Eq. ͑3.10͔͒.
͑3.2͒
We write
where B t is the remainder matrix
͑3.4͒
Although R need not be diagonalizable, the representation ͑3.3͒ is guaranteed by the nondegeneracy of 0 and 1 . ͑Although for eigenvalues smaller than 1 a Jordan form may be needed, this would not affect our arguments below, since all we use is the orthogonality of the subspaces associated with those eigenvalues.͒ Because ͚ x A 1 (x) p 0 (x)ϭ0 and p 0 Ͼ0, we deduce that
and we define accordingly the two states, which will correspond to the two phases of the system,
Here B xM t ͑respectively B xm t ͒ is the value of B xy t for some point y(
More generally, for any y we can define
so that, from Eqs. ͑3.7͒ and ͑3.8͒, we have 
͑3.10͒
uniformly for any subset Y ʚX and any point xX. In terms of the norms ͑2.4͒, this means that
For many interesting physical applications this assumption will not hold, although we expect our two-phase construction to be valid for systems more general than those obeying Eq. ͑3.10͒. Thus we consider the hypothesis to be needed for technical reasons.
IV. BASIC IDENTITIES AND INEQUALITIES
We take the scalar product of p M t and p m t with A 1 . We have
This follows from
From ͑4.1͒ and the fact that ͚ p M t (x)ϭ ͚ p m t (x)ϭ1 we deduce the basic identity
͑4.2͒
The foregoing identity is a fundamental statement about the structure of the two phases. It does not depend on the hypothesis of Eq. ͑3.10͒. Let us now fix aϾ0 and consider the two subsets
These subsets will in fact turn out to be the two phases. We also define E M (a)ϵC I M (a), E m (a)ϵC I m (a) ͑where C indicates the complement of a set͒. We take aϽ1 and note that
From the definition ͑4.3͒ of I M (a),E M (a), and the identity ͑4.2͒, we deduce
with analogous inequalities for M replaced by m. We next estimate the total weight of I M (a)ഫI m (a) for p 0 . From Eq. ͑3.7͒
where A M Ͼ0 and A m Ͻ0 have been used. Thus from Eq. ͑4.4͒
Now it may happen that in addition to the conditions we have already placed on ⑀ 1 and ⑀ 2 , they further satisfy ⑀ 2 Ӷ⑀ 1 . In that case it follows from the basic hypothesis ͑3.10͒ that up to terms much less than ⑀ 1
which means that almost all the weight of the stationary state is on the union of the two phase regions. Note that for Eq. ͑4.6͒ to hold the quantity ''a'' used in it must be slightly smaller ͓O(⑀ 2 )͔ than the quantity by the same name in Eq. ͑4.5͒. In other words, we have eliminated the last term in Eq. ͑4.5͒, using the hypotheses of Eq. ͑3.2͒. On the other hand, if ⑀ 2 ϳ⑀ 1 or ⑀ 2 Ͼ⑀ 1 , then the bound on the sum in Eq. ͑4.6͒ may depend on both ⑀ 1 and ⑀ 2 , and may also involve slight changes in ''a''.
A. p M t and p m t as approximate eigenstates of R

By definition
It follows that in the R-norm 
B. Estimation of p 1
We have seen that
where r(x)ϭ 2 t ϫ ͑linear combination of B xM t ,B x,m t ͒. From the basic identity ͑4.2͒, we deduce
where ⑀, ⑀Ј are O(1Ϫ 1 t ).
V. ALMOST DEGENERATE PERTURBATION THEORY
The phases I M and I m are disjoint, and their union, I m ഫI M , fills almost all X, as measured by p 0 . We can define a new stochastic process that is the same as the original one within I m ഫI M , but which is killed if it steps outside this union. In other words, we consider the substochastic matrix R defined by R xy ϭ ͭ R xy if both x and y are in I M or both x and y are in I m 0 otherwise .
͑5.1͒
Because of the disjointness, R is reducible and will have two distinct non-negative eigenvectors. Each of these will be associated with the positive eigenvalue of the largest norm for vectors having support on the corresponding subspace. Thus we will have two distinct solutions to
with ͑possibly͒ different 0 s. Clearly,
We seek solutions to Eq. ͑5.2͒ by perturbing around the largest eigenvalue of R. We write 
͑5.8͒
Call Q(␣ 1 ) the trinomial on the left. It can be rewritten as
so that finally
A. Calculation of ␣ 1
We use Eq. ͑3.7͒ so that
B. Solution of Eq. "5.9…, Q"␣ 1 ‫0؍…‬
We first analyze the coefficients of the trinomial in Eq. ͑5.8͒ and prove that each coefficient is O(1Ϫ 1 t ). In the matrix elements of T, we have the sum only on x, y such that T xy 0, that is, x and y are not in the same phase. The sum therefore takes pairs from three disjoint subsets:
Thus we examine in turn ͗A 0 ͉Tp 0 ͘ ͓Eq. ͑5.10͔͒, ͗A 0 ͉Tp 1 ͘ ͓Eqs. ͑5.11͒ and ͑5.12͔͒, and ͗A 1 ͉Tp 1 ͘ ͓Eq. ͑5.13͔͒.
Finally we examine the case ͚ x,y A 1 (x)T xy p 1 (y),
͑5.13͒
where we have used the fact that 
D. Calculation of q
The equation for q is given by
͓see Eq. ͑5.4͔͒ where V is given by
We approximate Eq. ͑5.16͒ by
RqϪqϭV.
͑5.18͒
The conditions ͑5.6͒ and ͑5.7͒, which fix ␣ 1 and 1 , imply ͗A 0 ͉V͘ϭ0 and ͗A 1 ͉V͘ϭ0. Thus
On the other hand, it is easy to see that
where C does not depend on k ͑for the normalization, max͉A k ͉ϭ1͒. 
VI. EXIT TIME FROM ONE OF THE PHASE REGIONS
Let T M (x) be the average of the first exit time, starting from xI M , of the phase region
where E is the expectation for the R process. It is easy to see that
͑6.1͒
The first line is derived by considering a single time step. The advantage of looking at the quantity T M (x) is that it is fairly constant inside I M , except near the boundary of I M , where it drops quickly to zero. One can also define a function T m (x) relative to the other phase I m . One can then expand T M , on the left eigenstates
where M ,k ϭ͗T M ͉p M ,k ͘ and p M ,k is the right eigenstate of R relative to the phase I M . In particu-
From Eq. ͑6.1͒, we see that
On the other hand, we have seen in Sec. IV, that
This means that
͑6.5͒
Remark: Note that this is not a uniform estimate. T M is in fact a function of xX and for x near the boundary 24 we expect the otherwise almost constant Ã(x) to vary, in particular to be small.
VII. DOUBLE CONDITIONING
In a previous publication 19 we found that a metastable phase could become fully well-defined by a method using two-time conditioning. In this method, the dynamical persistence of the metastable state, its characteristic feature, was the essential property that was used to define the concept of metastability. ͑This contrasts to analyticity oriented approaches to this problem͒. Inasmuch as our fundamental method in the present work ͑which follows Refs. 1 and 2͒ is dynamical, it is reasonable to expect the two-time conditioning approach to be applicable to the definition of phases of our R-degenerate system. We now show this to be the case.
For xI M define
The numerator is
͑7.2͒
But for points in the M phase, we can expand
For T→ϱ, we expect that
Although we do not supply a rigorous proof of Eq. ͑7.3͒ we expect it to be true because the largest ''''s ͑excluding the single one for each phase near unity͒ will correspond to the relaxation times within the phases, namely, what we have been calling 2 , and eigenvalues of yet smaller norm. As usual, in appropriate ͑or perhaps, inappropriate͒ departures from the intended physical situation ͑as in the thermodynamic limit described in Ref. 6͒ unphysical modes may be introduced by mathematical idealizations.
VIII. CONVERSE: PHASE TRANSITION IMPLIES DEGENERACY
We have shown that when a stochastic matrix is nearly degenerate ͑and satisfies certain other conditions͒ it will, to a good approximation, describe a system with two distinct stationary states. These stationary states are in many ways like the phases on either side of a first-order phase transition, but ͑unlike analyticity-based descriptions of phase transitions͒ have a natural place for the metastable phase. In the present section we deal with the converse: Suppose there is what one might call, literally and by analogy, a phase transition. This would occur for two stochastic matrices that differ only slightly but whose respective invariant states are very different. What we show next is that this implies that for both these stochastic matrices the largest eigenvalue is nearly degenerate. This form of converse is not specific to first order phase transitions, and may apply to certain parameter variations about critical points. ͓Note that we only show near degeneracy of the largest eigenvalues, not that successive eigenvalues are distant in the sense of Eq. ͑3.1͒.͔ Two stochastic matrices, R and RЈ, are given, with
RЈϭRϩV
͑8.1͒
so that ͚ x V xy ϭ0. We denote by p 0 and p 0 Ј the stationary states of R and RЈ, and assume that both p 0 Ͼ0 and p 0 ЈϾ0 everywhere. By the irreducibility of both R and RЈ we still have A 0 ϭ X ϭA 0 Ј . We denote by (͉) p 0 the scalar product
and by (͉) p 0 Ј the scalar product with respect to p 0 Ј .
A. Hypotheses
͑1͒ We assume that there exist disjoint subsets S and SЈ of X such that
and SഫSЈϭX. It follows that
where and Ј are small. ͑2͒ To say that a quantity ͑vector, operator͒ is small means that the norms, ʈ ʈ p 0 and ʈ ʈ p 0 Ј , should be small. We assume that
where ʈVʈ p 0 is the norm of the V matrix for the scalar product defined by p 0 . We want to prove that under these hypotheses R and RЈ have a near degeneracy in the sense that the eigenvalue of first excited state of R ͑respectively RЈ͒ is 1 ͑respectively 1 Ј͒ with
We shall prove this for RЈ. We have to show that there exists a left vector Â Ј such that Â Ј is O͑1͒ in the norm ʈʈ p 0 ,
͑8.5͒
͗Â Ј͉p 0 Ј͘ϭ0,
͑8.6͒
and ʈÂ Ј͑1ϪRЈ͒ʈ p 0 , ʈÂ Ј͑1ϪRЈ͒ʈ p 0 Ј ϭO͑,Ј,␦ ͒.
͑8.7͒
Before establishing the relations ͑8.5͒-͑8.7͒, we show that they in turn imply that RЈ has an eigenvalue ͑besides unity͒ whose difference from 1 is O(,Ј,␦).
More generally, let us assume that in a vector space E there are two vectors x,yE and a matrix M such that
Then xϭ(M ϪI) Ϫ1 y and it follows that the norm of (M ϪI) Ϫ1 is of order 1/⑀. By taking a Jordan expansion of M , we see that M has an eigenvalue within ⑀ of 1.
In our situation, we choose for the vector space E the space of vectors A such that ͗A͉p 0 ͘ ϭ0 and M ϭ t (RЈ) ͑thereby satisfying the second condition above on E, using also the irreducibility of R͒. We take for ''x'' and ''y'' the vectors A and (M ϪI)A, respectively. Note too with respect to our upcoming application that it is sufficient to establish these conditions with respect to any particular norm, and for this purpose we have in mind the p 0 norm.
We now turn to establishing the conditions ͑8.5͒-͑8.7͒. Choose Â ЈϭЈ S Ј Ϫ͑1ϪЈ͒ S
͑8.8͒
so that Eq. ͑8.6͒ is satisfied and condition ͑8.5͒ is satisfied ͓for example, ʈÂ ʈ p 0 ϭO(1)͔. Now ϪÂ Ј͑1ϪRЈ͒ϭϪЈ͑ S Ј Ϫ S Ј RЈ͒ϩ͑1ϪЈ͒͑ S Ϫ S R͒Ϫ͑1ϪЈ͒ S V.
͑8.9͒
We also notice that S ϩ S Јϵ X ϵA 0 so that 
