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THE MULTIPLICATIVE JORDAN DECOMPOSITION IN THE
INTEGRAL GROUP RING Z[Q8 × Cp]
WENTANG KUO AND WEI-LIANG SUN
Abstract. Let p be a prime such that the multiplicative orderm of 2 modulo p is even. We
prove that the integral group ring Z[Q8 ×Cp] has the multiplicative Jordan decomposition
property when m is congruent to 2 modulo 4. There are infinitely many such primes and
these primes include the case p ≡ 3 (mod 4). We also prove that Z[Q8 × C5] has the
multiplicative Jordan decomposition property in a new way.
Keywords: Integral group ring, Multiplicative Jordan decomposition, Q8×Cp, Chebotarev
density.
1. Introduction
For a finite dimensional algebra A over a perfect field F , every element α of A has a
unique additive Jordan decomposition α = αs+αn, where αs is a semisimple element, αn is
a nilpotent element and αsαn = αnαs. Here, an element is called semisimple if its minimal
polynomial over F has no repeated roots in the algebraic closure of F . If α is a unit, then αs is
also invertible and αu = 1+α
−1
s αn a unipotent unit with αsαu = αuαs. Then α = αsαu is the
unique multiplicative Jordan decomposition of α. Let F be the field Q of rational numbers
and A = Q[G] be the rational group algebra of a finite group G over Q. Viewing Z[G] as
a subring of Q[G], each unit α of Z[G] has the unique multiplicative Jordan decomposition
α = αsαu in Q[G]. Usually, αs and αu do not always lie in Z[G]. Following [AHP98] and
[HPW07], we say that Z[G] has the multiplicative Jordan decomposition property (MJD) if
for every unit α of Z[G], those αs and αu are contained in Z[G].
The MJD problem on group rings R[G] of finite groups over integral domains R was
first proposed by A.W. Hales and I.B.S. Passi [HP91, Concluding remarks] in 1991. It is a
particularly interesting problem of classifying those finite groups G for which Z[G] has MJD.
In 2007, Hales, Passi and L.E. Wilson [HPW07, Theorem 29] (together with [HPW12]) shows
that if Z[G] has MJD, then one of the following holds:
(i) G is either abelian or of the form Q8 × E × A where Q8 is the quaternion group of
order eight, E is an elementary abelian 2-group and A is abelian of odd order such
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that the multiplicative order of 2 modulo |A| is odd (in this case, Q[G] contains no
nonzero nilpotent elements);
(ii) G has order 2a3b for some nonnegative integers a, b;
(iii) G = Q8 ×Cp for some prime p ≥ 5 such that the multiplicative order of 2 modulo p
is even;
(iv) G is the split extension of Cp (p ≥ 5) by a cyclic group 〈g〉 of order 2
k or 3k for some
k ≥ 1, and g2 or g3 acts trivially on Cp.
This theorem is a one-way result: there are some groups G above so that Z[G] does not
have MJD. It should be classified which group rings have MJD for groups in each case. This
classification has not been completed and there are some current results for each case. For
any group in case (i), Z[G] has MJD since it contains no nonzero nilpotent elements (see
Theorem 2.3). For case (ii), the classification has been completed by S.R. Arora, Hales,
Passi, Wilson [AHP98, HPW07, HPW12], M.M. Parmenter [Par02], C.-H. Liu and D.S.
Passman [LP09, LP14, LP10]. For case (iv), it is still incomplete but many of possibilities
are classified by several authors as above in [AHP98, LP13, HP17]. On the contrary, no
progress for case (iii) has been made except p = 5 by X.-L. Wang and Q.-X. Zhou [WZ17].
The survey paper [HP17] gives the progress on the MJD problem and related topics.
The aim of this paper is to prove that there are infinitely many primes p in the case (iii)
such that Z[Q8 × Cp] has MJD. This gives a great advance to case (iii) since 1991. More
precisely, we will prove the following result.
Theorem 1.1. If the multiplicative order of 2 modulo p is congruent to 2 modulo 4, then
Z[Q8 × Cp] has MJD.
It is interesting that for groups in cases (ii) and (iv), their integral group rings usually
do not have MJD when group orders are large enough (except for orders 2p and 4p in case
(iv)).
Note that if the multiplicative order of 2 modulo p is even, says 2k, then k divides (p−1)/2
since 2k divides p−1. Thus, k is odd when p ≡ 3 (mod 4). We have the following immediate
consequence.
Corollary 1.2. If the multiplicative order of 2 modulo p is even and p ≡ 3 (mod 4), then
Z[Q8 × Cp] has MJD.
Assume that the multiplicative order of 2 modulo an odd prime p is even so that the
group ring Q[Q8 × Cp] has nonzero nilpotent elements. In Section 2, we first study nonzero
nilpotent elements of Q[G]. Each nonzero nilpotent element has a clear form. Then we find
the Jordan decomposition for each non-semisimple unit of Z[Q8×Cp] in Section 3. Studying
MJD IN Z[Q8 × Cp] 3
semisimple parts of non-semisimple units will lead us to prove Theorem 1.1 in Section 4.
Back to the prime p. When p ≡ 3 (mod 4), we already have the positive result by the
previous corollary. For p ≡ 1 (mod 4), we remark that 281 is the smallest prime satisfying
the condition of Theorem 1.1. Note that it was proved that Z[Q8×C5] has MJD in [WZ17].
They proved this by computing a certain subgroup of U(Z[ε5]) for some primitive 5-th root ε5
of 1 in C. However, it is not easy to compute subgroups of U(Z[εp]) for large p. In Section 5,
we will provide a new proof for p = 5 without computing subgroups of U(Z[ε5]). Finally, we
will compute the Chebotarev density for primes satisfying the condition of Theorem 1.1 in
Section 6. Thus we show that there are infinitely many such primes p so that Z[Q8 × Cp]
has MJD.
2. Nilpotent Elements in Q[Q8 × Cp]
For a group G and α =
∑
g∈G αgg ∈ Q[G] with αg ∈ Q, we denote by aug(α) =
∑
g∈G αg
the augmentation of α. If aug(α) = 1, α is said to have augmentation 1. View Z[G] as a
subring of Q[G]. Denote U(Z[G]) the unit group of Z[G] and U1(Z[G]) the group of units in
U(Z[G]) with augmentation 1.
Let p be an odd prime such that the multiplicative order of 2 modulo p is even. Let
G = Q8 × Cp where
Q8 = 〈a, b | a
4 = 1, a2 = b2, bab−1 = a−1〉
and
Cp = 〈t | t
p = 1〉.
Denote c = ab and z = a2 = b2 = c2. In this section, we will study nilpotent elements in
Q[G]. It will be used when we try to find the Jordan decomposition of a non-semisimple
unit in the next section.
Since the multiplicative order of 2 modulo p is even, there exist r, s ∈ Z[ε] such that
r2 + s2 = −1
where ε is a primitive p-th root of 1 in C ([GS95, p. 153]). Then we have a ring homomor-
phism
ρ : Q[G]→M2(Q(ε))
defined by
a 7→
(
0 1
−1 0
)
, b 7→
(
r s
s −r
)
, t 7→
(
ε 0
0 ε
)
.
Clearly, ρ(Z[G]) ⊆M2(Z[ε]). We also consider the following two ring homomorphisms
φ : Q[G]→ Q[G/G′] = Q[G/〈z〉]
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defined by a 7→ a, b 7→ b and t 7→ t with ker(φ) = (1− z)Q[G] and
θ : Q[G]→ Q[G/Cp] = Q[Q8]
defined by a 7→ a, b 7→ b and t 7→ 1 with ker(θ) = (1− t)Q[G].
Note that the center of G is 〈z〉 × 〈t〉 and we have the following immediate consequence
which will be used in Section 3.
Lemma 2.1. Let g ∈ G.
(i) If g is not central, then tr(ρ(g)) = 0.
(ii) If g = zitk, then tr(ρ(g)) = (−1)i2εk.
(iii) tr(ρ(Z[G])) ⊆ 2Z[ε].
Now, consider the following ring isomorphism
∆ : Q[Cp]
≃
→ Q⊕Q(ε)
by sending t to (1, ε). For an element α(t) ∈ Q[Cp], we denote
∆(α(t)) = (α(1), α(ε))
for convenience. Note that α(1) = aug(α). Under the isomorphism, if α(1) = 0 and α(ε) = 0,
we can conclude that α(t) = 0. Next, we consider a certain situation under ρ.
Lemma 2.2. Let α =
∑
g∈Q8
αg(t)g ∈ Q[G] for some αg(t) ∈ Q[Cp]. Let ξg = αg(ε)−αgz(ε)
for g ∈ {1, a, b, c}. Then ρ(α) is nilpotent if and only if ξ1 = 0 and ξ
2
a + ξ
2
b + ξ
2
c = 0.
Proof. Observe that
ρ(α) =
∑
g∈Q8
αg(ε)ρ(g) =
(
ξ1 + rξb + sξc ξa + sξb − rξc
−ξa + sξb − rξc ξ1 − rξb − sξc
)
.
Then tr(ρ(α)) = 2ξ1 and
det(ρ(α)) = ξ21 + ξ
2
a + ξ
2
b + ξ
2
c
since r2 + s2 = −1. The result holds since X2 − tr(ρ(α))X + det(ρ(α)) is the characteristic
polynomial of ρ(α). 
We need the following well-known result.
Theorem 2.3 ([Seh78, p. 172] or [PS02, Theorem 7.4.11]). Let H be a finite group of order
2km with odd m. Then Q[H ] has no nonzero nilpotent elements if and only if H is either
abelian or H = Q8 × E × A where E is an elementary abelian 2-group and A is an abelian
group of order m such that the multiplicative order of 2 modulo m is odd.
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Now, each nilpotent element in Q[G] has a nice form.
Proposition 2.4. Let α =
∑
g∈Q8
αg(t)g ∈ Q[G] with αg(t) ∈ Q[Cp]. Then α is nilpotent if
and only if
α =
∑
g∈{a,b,c}
αg(t)g(1− z)
with
αa(t)
2 + αb(t)
2 + αc(t)
2 = 0.
In this case, α2 = 0 and αg(1) = 0 for g ∈ {a, b, c}.
Proof. Assume that α is nilpotent and so is φ(α). Since G/〈z〉 = (Q8/〈z〉)×Cp ≃ C2×C2×
Cp is abelian, its rational group ring has no nonzero nilpotent elements by Theorem 2.3.
We see that φ(α) = 0 and we get
∑
g∈{1,a,b,c}(αg(t) + αgz(t))g = 0 in Q[G/〈z〉]. Hence,
αgz(t) = −αg(t) for g ∈ {1, a, b, c}.
Note that θ(α) is also nilpotent in Q[Q8]. By Theorem 2.3, θ(α) = 0 and it implies
that
∑
g∈Q8
αg(1)g = 0. Hence, αg(1) = 0 for all g ∈ Q8. Since ρ(α) is nilpotent, we get
α1(ε)−αz(ε) = 0 by Lemma 2.2. This implies that α1(ε) = αz(ε) = 0 since αz(t) = −α1(t).
Now we have α1(1) = 0, α1(ε) = 0 and hence α1(t) = 0. Moreover, αz(t) = 0. We obtain
α =
∑
g∈{a,b,c} αg(t)g(1− z) and aug(αg(t)) = αg(1) = 0 for g ∈ {a, b, c}.
By Lemma 2.2 again, we have
∑
g∈{a,b,c}(αg(ε)− αgz(ε))
2 = 0. Note that αgz(t) = −αg(t)
for g ∈ {a, b, c} and we obtain
∑
g∈{a,b,c} αg(ε)
2 = 0. Since
∑
g∈{a,b,c} αg(1)
2 = 0, it follows
that
∑
g∈{a,b,c} αg(t)
2 = 0.
Conversely, if α =
∑
g∈{a,b,c} αg(t)g(1− z), then α
2 = −2(αa(t)
2 + αb(t)
2 + αc(t)
2)(1− z).
The result follows when
∑
g∈{a,b,c} αg(t)
2 = 0. 
3. Semisimple and Nilpotent Parts
In this section, we are going to give explicit forms of semisimple and nilpotent parts of a
non-semisimple unit in Z[G] where G = Q8 × Cp. Recall that Cp = 〈t | t
p = 1〉,
Q8 = 〈a, b | a
4 = 1, a2 = b2, bab−1 = a−1〉
and we denote c = ab and z = a2 = b2 = c2. First of all, we have the following observation.
Lemma 3.1. If u ∈ U1(Z[G]) is non-semisimple, then us is central.
Proof. Let u ∈ U1(Z[G]) be non-semisimple. Consider the Wedderburn decomposition of
Q[G] that
Q[G] ≃ (Q[Cp])[Q8] ≃ Q[Q8]⊕Q(ε)[Q8] ≃ Q[Q8]⊕ 4Q(ε)⊕M2(Q(ε)).
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Here, 4Q(ε) is the direct sum of four copies of Q(ε). The two maps θ : Q[G] → Q[Q8]
and ρ : Q[G] → M2(Q[ε]) given in Section 2 can be viewed as two projections of this
decomposition. It suffices to show that both θ(us) and ρ(us) are central.
Since u is non-semisimple, ρ(u) is a non-semisimple unit in M2(Q[ε]). Thus, ρ(u) has
repeated eigenvalues. It follows that ρ(us) is a diagonal matrix since its minimal polynomial
has degree 1. In particular, ρ(us) is central.
For θ(us), we observe that θ(us) = θ(u) since θ(un) = 0 by Theorem 2.3. Moreover, Z[Q8]
has only trivial units by Higman’s theorem (see [Seh93, Proposition (2.2)]). So θ(u) = gzi
for some g ∈ {1, a, b, c} and i ∈ {0, 1} since aug(θ(u)) = aug(u) = 1. Note that gzi = θ(gzi)
and ker(θ|Z[G]) = (1− t)Z[G]. Then u = gz
i + (1− t)β for some β ∈ Z[G]. We will see that
g = 1 and then θ(u) is central.
Note that tr(ρ(u)) = (−1)itr(ρ(g)) + (1 − ε)tr(ρ(β)) and we deduce that tr(ρ(u)) ∈
(−1)i · 2 + (1 − ε)2Z[ε] if g = 1; and tr(ρ(u)) ∈ (1 − ε)2Z[ε] if g ∈ {a, b, c} by Lemma 2.1.
Let λ be the repeated eigenvalue of ρ(u). Then λ = tr(ρ(u))/2 ∈ Z[ε]. Moreover, it is a unit
in Z[ε] because ρ(us) = λI is invertible and λ
−1 = tr(ρ(u−1))/2 ∈ Z[ε]. Consider the norm
map N = NQ(ε)/Q, namely, N(α) =
∏
σ∈Aut(Q(ε)/Q) σ(α) for α ∈ Q(ε). If g ∈ {a, b, c}, then
tr(ρ(g)) = 0 and λ ∈ (1− ε)Z[ε]. It follows that N(λ) is divided by N(1− ε) = p in Z. It is
impossible because λ is a unit and N(λ) = ±1. So we get g = 1. 
The above lemma is false when u is not a unit. For instance, let
u =
∑
g∈{a,b,c}
[1 + t+ · · ·+ tp−1 + αg(t)]g − αg(t)gz
where αg(t) ∈ Z[Cp] not all zero and αa(t)
2 + αb(t)
2 + αc(t)
2 = 0. Such αa(t), αb(t) and
αc(t) exist since the multiplicative order of 2 modulo p is even (see [GS95, p. 153]). Here,
u is not a unit since aug(u) = 3p 6= ±1. Moreover, un =
∑
g∈{a,b,c} αg(t)g(1− z) 6= 0 and u
is non-semisimple. In particular, us = (1 + t+ · · ·+ t
p−1)(a + b+ c) is not central.
Recall the isomorphism ∆ : Q[Cp] → Q ⊕ Q(ε) given by ∆(t) = (1, ε) and we have the
embedding
Z[Cp] →֒ Z⊕ Z[ε].
Restricting on units of augmentation 1, we have the following well-known result.
Proposition 3.2 ([Seh93, Proposition (10.7)]). Let
U1(Z[ε]) = {y ∈ U(Z[ε]) | y ≡ 1 (mod 1− ε)},
then the map
δ : U1(Z[Cp])→ U1(Z[ε])
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given by t 7→ ε is a group isomorphism.
Now, for a non-semisimple unit in Z[G], we can know what its semisimple and nilpotent
parts in Q[G] look like. The following theorem is essentially due to [WZ17, Theorem 2.1]
but their proof looks complicated. Here, we rewrite the statement in a clearer way and prove
the result using Lemma 3.1 and Proposition 2.4.
Theorem 3.3. Let u ∈ U1(Z[G]) and write u =
∑
g∈Q8
fg(t)g. Then u is non-semisimple if
and only if one of fg(t)− fgz(t) 6= 0 for g ∈ {a, b, c} and∑
g∈{a,b,c}
(fg(t)− fgz(t))
2 = 0.
In this situation, we have the followings.
(i) The semisimple and nilpotent parts are
us = f1(t) + fz(t)z +
1
2
∑
g∈{a,b,c}
(fg(t) + fgz(t))g(1 + z)
and
un =
1
2
∑
g∈{a,b,c}
(fg(t)− fgz(t))g(1− z)
with u2n = 0.
(ii) (f1(1), fz(1)) ∈ {(1, 0), (0, 1)} and fg(1) = 0 for g ∈ Q8 \ {1, z}.
(iii) f1(t)− fz(t) ∈ U(Z[Cp]).
Proof. Assume that u is non-semisimple. By Lemma 3.1, us is central. Since conjugacy
classes of G are {ti}, {zti}, {gti, gzti} for 0 ≤ i ≤ p − 1 and g ∈ {a, b, c}, it follows that
us = d1(t) + dz(t)z +
∑
g∈{a,b,c} dg(t)g(1 + z) for some dg(t) ∈ Q[Cp]. Then
un = (f1(t)− d1(t)) + (fz(t)− dz(t))z +
∑
g∈{a,b,c}
(fg(t)− dg(t))g + (fgz(t)− dg(t))gz.
By Proposition 2.4, we have
(a) f1(t)− d1(t) = fz(t)− dz(t) = 0,
(b) fgz(t)− dg(t) = −(fg(t)− dg(t)) for g ∈ {a, b, c}, and
(c) (fa(t)− da(t))
2 + (fb(t)− db(t))
2 + (fc(t)− dc(t))
2 = 0.
It follows that d1(t) = f1(t), dz(t) = fz(t) and dg(t) =
1
2
(fg(t) + fgz(t)) for g ∈ {a, b, c}.
Clearly, u2n = 0 from the Wedderburn decomposition of Q[G]. We obtain (i). Moreover, by
(c), we have
(fa(t)− faz(t))
2 + (fb(t)− fbz(t))
2 + (fc(t)− fcz(t))
2 = 0
via fg(t)− dg(t) = (fg(t)− fgz(t))/2 for g ∈ {a, b, c}.
8 WENTANG KUO AND WEI-LIANG SUN
By Proposition 2.4 again, we have fg(1)−dg(1) = 0 for g ∈ {a, b, c}. Note that θ(us) = z
i
for some i ∈ {0, 1} since θ(us) = θ(u) and it is a central unit in Z[Q8]. It follows that
(d1(1), dz(1)) = (1, 0) if i = 0 and (d1(1), dz(1)) = (0, 1) if i = 1, and dg(1) = 0 for g 6= 1, z.
Thus, we have (f1(1), fz(1)) ∈ {(1, 0), (0, 1)}, fg(1) = 0 and fgz(1) = 2dg(1)− fg(1) = 0 for
g ∈ {a, b, c}. This gives (ii).
For (iii), let w(t) = f1(t) − fz(t) and we first observe from (i) that ρ(us) = λI where
λ = w(ε). Note that θ(us) = z
i implies that w(1) = (−1)i. As in the proof of Lemma 3.1,
we have λ ∈ U(Z[ε]) and λ = tr(ρ(u))/2 ∈ (−1)i+(1−ε)Z[ε]. It follows that ∆((−1)iw(t)) =
(1, (−1)iw(ε)) and (−1)iw(ε) ∈ U1(Z[ε]). By Proposition 3.2, we can conclude that (−1)
iw(t) ∈
U1(Z[Cp]). Hence, f1(t)− fz(t) ∈ U(Z[Cp]).
Conversely, assume that u ∈ U1(Z[G]) and
∑
g∈{a,b,c} β
2
g = 0 with some βg 6= 0 where
βg = fg(t)− fgz(t) for g ∈ {a, b, c}. Then we set
α =
1
2
∑
g∈{a,b,c}
βgg(1− z) 6= 0.
Observe that α2 = −1
2
(β2a + β
2
b + β
2
c )(1 − z) = 0 and α is nilpotent. Moreover, it is easy
to see that u − α is central since it is a Q-linear combination of class sums. It follows that
u− α is semisimple and u = (u− α) + α is the Jordan decomposition of u. In particular, u
is non-semisimple. 
By Theorem 3.3(i), Z[G] has MJD if and only if for every non-semisimple unit u =∑
fg(t)g, we have fg(t) + fgz(t) ∈ 2Z[Cp] for each g ∈ {a, b, c}. We will focus on each
fg(t) + fgz(t) when a non-semisimple unit u is given. For convenience, we may multiply u
by any central unit w by the following obvious observation.
Lemma 3.4. Let H be a finite group and u, w ∈ U(Z[H ]). If w is central, then (uw)s = usw
and (uw)n = unw. In particular, u is non-semisimple if and only if uw is non-semisimple,
and us ∈ Z[H ] if and only if (uw)s ∈ Z[H ].
Let u ∈ U1(Z[G]) be non-semisimple and write u =
∑
g∈Q8
fg(t)g. By Theorem 3.3(iii),
f1(t)−fz(t) is a unit in Z[Cp]. Note that it is also a central unit in Z[G]. By Theorem 3.3(ii),
either (f1(1), fz(1)) = (1, 0) or (f1(1), fz(1)) = (0, 1). If f1(1) = 1, then let w = (f1(t) −
fz(t))
−1; if fz(1) = 1, then let w = −z(f1(t) − fz(t))
−1. Thus, w is a central unit of
augmentation 1 in Z[G] and uw ∈ U1(Z[G]). By Lemma 3.4, us ∈ Z[G] if and only if
(uw)s ∈ Z[G]. Write uw =
∑
g∈Q8
hg(t)g and we have h1(t) − hz(t) = 1. We now consider
that
V =
{
v ∈ U1(Z[G]) | vn 6= 0 and h1(t)− hz(t) = 1 where v =
∑
g∈Q8
hg(t)g
}
.
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Then we have proved the following result.
Proposition 3.5. For any non-semisimple u ∈ U1(Z[G]), there exists a central w ∈ U1(Z[G])
such that uw ∈ V. Moreover, if vs ∈ Z[G] for each v ∈ V, then Z[G] has MJD.
From now on, we will focus on non-semisimple units in V. Before we end this section, we
give the following result which will be used in Section 5.
Lemma 3.6. Let u ∈ V. Then u−1 = u−1s − un is the Jordan decomposition of u
−1. In
particular, us + u
−1
s ∈ Z[G].
Proof. Let u ∈ V and write u =
∑
g∈Q8
fg(t)g. By Theorem 3.3(i), we can write
us = (f1(t)− fz(t))
1− z
2
+
∑
g∈{1,a,b,c}
(fg(t) + fgz(t))g
1 + z
2
and un ∈ Z[G](
1−z
2
). Thus, we have usun = unus = un since f1(t) − fz(t) = 1 and
1−z
2
,
1+z
2
are primitive central idempotents in Q[G]. Multiplying u−1s on both sides, we obtain
un = u
−1
s un = unu
−1
s . It follows that (us + un)(u
−1
s − un) = 1 and (u
−1
s − un)(us + un) = 1
since u2n = 0. Hence, u
−1 = u−1s −un and it is also the Jordan decomposition of u
−1 in Q[G].
Finally, us + u
−1
s = u+ u
−1 ∈ Z[G]. 
4. ∗-invariant and the Proof of Theorem 1.1
Let ∗ be the involution of Q[G] induced by g 7→ g−1 for group elements g ∈ G. An element
α in Q[G] is called ∗-invariant if α∗ = α. Let V be defined as above Proposition 3.5 and let
u ∈ V. Then u is non-semisimple and f1(t) − fz(t) = 1 when we write u =
∑
g∈Q8
fg(t)g.
Moreover, we have f1(1) = 1, fg(1) = 0 for g 6= 1 by Theorem 3.3(ii). For convenience, we
set
Fg = fg(t) + fgz(t) for g ∈ {1, a, b, c}.
As we mentioned before, if we can show that Fg ∈ 2Z[Cp] for g ∈ {a, b, c}, then us ∈ Z[G]
by Theorem 3.3(i) and Z[G] will have MJD. In this section, we will prove that F ∗g = Fg for
each g. Once we have this, then we can prove Theorem 1.1.
Recall the homomorphism φ : Q[G] → Q[G/G′] by sending a 7→ a, b 7→ b and t 7→ t, and
G/G′ = 〈a〉 × 〈b〉 × 〈t〉 = C2 × C2 × Cp. Then
φ(u) = F1 + Faa + Fbb+ Fcc
is a unit in Z[C2×C2×Cp]. Note also that Q[C2×C2×Cp] ≃ 4Q[Cp] and this isomorphism
can be obtained by sending
a 7→ (1, 1,−1,−1), b 7→ (1,−1, 1,−1), and t 7→ (t, t, t, t).
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Via this isomorphism, we have Z[C2×C2×Cp] →֒ 4Z[Cp] and we obtain four units in Z[Cp],
namely
φ(u) 7→ (w1, wa, wb, wc)
where 

w1 = F1 + Fa + Fb + Fc,
wa = F1 + Fa − Fb − Fc,
wb = F1 − Fa + Fb − Fc,
wc = F1 − Fa − Fb + Fc.
(EQ)
Since f1(1) = 1 and fg(1) = 0 for g ∈ Q8 \ {1}, it follows that aug(F1) = 1 and aug(Fa) =
aug(Fb) = aug(Fc) = 0. Thus,
w1, wa, wb, wc ∈ U1(Z[Cp]).
In fact, these four units were used to prove the case p = 5 in [WZ17].
For α ∈ Z[Cp], we say that α ≡ 0 (mod n) for n ∈ N if α ∈ nZ[Cp]. Applying Theorem 3.3,
we have the following result.
Lemma 4.1. Let u ∈ V and fg, Fg be as above. We have
(i) F 2a + F
2
b + F
2
c ≡ 0 (mod 4) and
(ii) Fa + Fb + Fc ≡ 0 (mod 2).
Proof. (i) Since Fg = fg(t) + fgz(t) and
∑
g∈{a,b,c}(fg(t)− fgz(t))
2 = 0 by Theorem 3.3, the
result follows from
F 2a + F
2
b + F
2
c = 4(fa(t)faz(t) + fb(t)fbz(t) + fc(t)fcz(t)).
(ii) For each g ∈ {a, b, c}, we write
Fg =
p−1∑
i=0
git
i for gi ∈ Z.
For instance, Fa = a0 + a1t+ · · ·+ ap−1t
p−1 and Fb, Fc are similar. Then
F 2g =
(
p−1∑
i=0
git
i
)2
=
p−1∑
i=0
g2i t
2i + 2
∑
i<j
gigjt
i+j ≡
p−1∑
i=0
git
2i (mod 2)
since g2i ≡ gi (mod 2). We have
F 2a + F
2
b + F
2
c ≡
p−1∑
i=0
(ai + bi + ci)t
2i (mod 2).
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Note that we also have F 2a + F
2
b + F
2
c ≡ 0 (mod 2) by (i). It follows that ai + bi + ci ≡ 0
(mod 2) for all i since 2i runs over all {0, 1, . . . , p−1}. Thus, Fa+Fb+Fc ≡ 0 (mod 2) and
the result follows. 
We need a well-known result to prove the next proposition. The following lemma is a
special case of [Seh93, Lemma (2.10) (Cliff-Sehgal-Weiss)].
Lemma 4.2. When p is an odd prime, we have
U1(Z[Cp]) = Cp × U2(Z[Cp]) and U2(Z[Cp]) = U∗(Z[Cp])
where
U2(Z[Cp]) = {v ∈ U1(Z[Cp]) | v ≡ 1 mod (t− 1)
2}
and
U∗(Z[Cp]) = {v ∈ U1(Z[Cp]) | v
∗ = v}.
Proposition 4.3. Let F1, Fa, Fb, Fc and w1, wa, wb, wc be as above.
(i) All units w1, wa, wb, wc are in U2(Z[Cp]) and so they are ∗-invariant.
(ii) All elements F1, Fa, Fb, Fc are ∗-invariant.
Proof. (i) Note that F1 = f1(t) + fz(t) = 1 + 2fz(t) since f1(t) − fz(t) = 1. Moreover,
Fa + Fb + Fc ≡ 0 (mod 2) by Lemma 4.1(ii). It follows that
wg ≡ 1 (mod 2)
for each g ∈ {1, a, b, c} by equations (EQ). If we write wg = 1 + 2αg for αg ∈ Z[Cp],
then we have w∗g = 1 + 2α
∗
g. Since α
∗
g ∈ Z[Cp], we can deduce that w
∗
g ≡ 1 (mod 2).
According to Lemma 4.2, we have U1(Z[Cp]) = Cp ×U2(Z[Cp]). Since wg ∈ U1(Z[Cp]), there
exists a unique ig ∈ {0, 1, . . . , p − 1} such that t
igwg ∈ U2(Z[Cp]) = U∗(Z[Cp]). We have
tigwg = (t
igwg)
∗ = w∗gt
−ig . Then we obtain tig ≡ t−ig (mod 2). It follows that ig = 0. Hence,
wg ∈ U2(Z[Cp]) = U∗(Z[Cp]), as desired.
(ii) We observe from (EQ) that

4F1 = w1 + wa + wb + wc,
4Fa = w1 + wa − wb − wc,
4Fb = w1 − wa + wb − wc,
4Fc = w1 − wa − wb + wc.
Hence F ∗g = Fg since the involution ∗ is linear and the characteristic of Z is zero. 
Now we prove our main theorem.
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Theorem 4.4. If the multiplicative order of 2 modulo p is congruent to 2 modulo 4, then
Z[Q8 × Cp] has MJD.
Proof. Let u ∈ V, u =
∑
g∈Q8
fg(t)g and Fg = fg(t)+fgz(t) as previous. To have the result,
it suffices to show that Fg ∈ 2Z[Cp] for g ∈ {a, b, c} by Theorem 3.3(i). First of all, we have
Fa + Fb + Fc ≡ 0 (mod 2) by Lemma 4.1(ii). Consider that Fc ≡ Fa + Fb (mod 2) and we
can obtain F 2c ≡ (Fa + Fb)
2 (mod 4). It follows that 2F 2a + 2F
2
b + 2FaFb ≡ 0 (mod 4) by
Lemma 4.1(i) so
F 2a + F
2
b + FaFb ≡ 0 (mod 2).
Multiplying (Fa − Fb) on both sides, we have
F 3a ≡ F
3
b (mod 2).
Write Fg =
∑p−1
i=0 git
i for gi ∈ Z and g ∈ {a, b, c}. Note that we have the congruence
F 2g ≡
∑p−1
i=0 git
2i (mod 2) (see the proof of Lemma 4.1(ii)). Continue this squaring process
and we can obtain that
F 2
k
g ≡
p−1∑
i=0
git
2ki (mod 2) for any k ∈ N.
Let 2m be the multiplicative order of 2 modulo p, then 2m ≡ −1 (mod p). Moreover, m is
odd by assumption. We obtain that t2
mi = t−i = (ti)∗ since tp = 1. By Proposition 4.3(ii),
we have
F 2
m
g ≡
p−1∑
i=0
git
2mi ≡
p−1∑
i=0
gi(t
i)∗ ≡ F ∗g ≡ Fg (mod 2) for g ∈ {a, b, c}.
Now, we observe that 2m + 1 ≡ (−1)m + 1 ≡ 0 (mod 3) since m is odd. Hence, by the
congruence F 3a ≡ F
3
b (mod 2), we obtain
F 2a ≡ F
2m+1
a ≡ F
2m+1
b ≡ F
2
b (mod 2).
Therefore,
Fa ≡ Fb (mod 2)
by the congruence F 2g ≡
∑p−1
i=0 git
2i (mod 2) again. It follows that Fc ≡ Fa+Fb ≡ 0 (mod 2).
By symmetry, we have Fa ≡ Fb ≡ 0 (mod 2). 
Remark. In the previous proof, we basically show that if three ∗-invariant elements α, β, γ
in Z[Cp] satisfy α
2 + β2 + γ2 ≡ 0 (mod 4), then α ≡ β ≡ γ ≡ 0 (mod 2) for certain primes
p. However, it is not true for p = 5. For instance, if we consider that α = t+ t4, β = t2 + t3
and γ = α + β, then we still have α2 + β2 + γ2 ≡ 0 (mod 4) but α, β, γ 6≡ 0 (mod 2).
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5. A Proof for p = 5
In this section, we will show that Z[Q8 × C5] has MJD and our proof is different from
[WZ17]. Let p be an odd prime. For convenience, we write U1 = U1(Z[Cp]), U2 = U2(Z[Cp])
and U∗ = U∗(Z[Cp]). Recall that Cp = 〈t | t
p = 1〉. Consider automorphisms
ϕi : Z[Cp] → Z[Cp]
t 7→ ti
for 1 ≤ i ≤ p−1. For each i, it is clear that ϕi forms an automorphism of U1 since ϕi preserves
augmentation. Moreover, ϕi(Cp) = Cp and ϕi(U2) ⊆ U2. It follows that ϕi(U2) = U2 because
U2 = ϕi(ϕj(U2)) ⊆ ϕi(U2) for some ϕj with ϕiϕj = id, the identity map. By Lemma 4.2,
U2 = U∗. Consequently, each ϕi forms a group automorphism when restricting on U1, U2
and U∗, respectively.
For α ∈ Z[Cp], we define
N(α) :=
p−1∏
i=1
ϕi(α).
As in Section 2, let ε be a primitive p-th root of 1 in C and consider the ring homomorphism
δ : Z[Cp]→ Z[ε]
given by t 7→ ε. For each α ∈ Z[Cp], we have
δ(N(α)) = NQ(ε)/Q(δ(α))
where NQ(ε)/Q is the norm map on Q(ε).
If w ∈ U1, then N(w) ∈ U1 and δ(N(w)) ∈ U1(Z[ε]) by Proposition 3.2. On the other
hand, NQ(ε)/Q(δ(w)) = ±1 since δ(w) is a unit in Z[ε]. Thus, δ(N(w)) = ±1. Note that
−1 6∈ U1(Z[ε]), otherwise −1 ∈ 1 + (1 − ε)Z[ε] and it shows p | 2 via NQ(ε)/Q(1 − ε) = p.
Hence, we have δ(N(w)) = 1. Then, we get N(w) = 1 by Proposition 3.2 again. As a
consequence,
N(w) = 1 for w ∈ U1.
Observe that U = {ϕi | 1 ≤ i ≤ p− 1} forms a group isomorphic to (Z/pZ)
× via ϕi 7→ i
for each i. It follows that ϕp−1 is of order 2 in U and
U =
(p−1)/2⋃
i=1
{ϕi}〈ϕp−1〉
is a union of coset representatives. We note that ϕp−1(α) = α
∗ for any α ∈ Z[Cp]. Thus, if
w ∈ U2 = U∗, we have ϕp−1(w) = w and it follows that N(w) = v
2 where v =
∏(p−1)/2
i=1 ϕi(w).
Since U2 ⊆ U1, we have v
2 = 1 from the above. We remark that if H is a finite group and
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v is a torsion unit of augmentation 1 in Z[H ], then the order of v divides |H| (see [Seh93,
Lemma 37.3]). Since |Cp| = p is an odd prime, we can conclude that v = 1. In other words,
(p−1)/2∏
i=1
ϕi(w) = 1 for w ∈ U2.
In particular, we have w ·ϕ2(w) = 1 for w ∈ U2 when p = 5. Now, we can prove the following
result.
Theorem 5.1. Z[Q8 × C5] has MJD.
Proof. Let u ∈ V, u =
∑
g∈Q8
fg(t)g and Fg = fg(t) + fgz(t) as in Section 4. As in the
proof of Theorem 4.4, we still have F 3a ≡ F
3
b (mod 2) and it suffices to show that Fa ≡ Fb
(mod 2). Recall the four units w1, wa, wb, wc ∈ U2 above Lemma 4.1. Since p = 5, we have
w−1g = ϕ2(wg)
for each g ∈ {1, a, b, c}. Now we consider u−1 which is also non-semisimple and we can
apply Theorem 3.3. Write u−1 =
∑
g∈Q8
hg(t)g for hg(t) ∈ Z[C5] and Hg = hg(t) + hgz(t) for
g ∈ {1, a, b, c}. Recall the natural homomorphism φ : Q[G]→ Q[G/G′] in Section 2 and we
have φ(u−1) = H1 +Haa+Hbb+Hcc. As (EQ) in Section 4, we can obtain

w−11 = H1 +Ha +Hb +Hc,
w−1a = H1 +Ha −Hb −Hc,
w−1b = H1 −Ha +Hb −Hc,
w−1c = H1 −Ha −Hb +Hc,
since φ(u−1) = φ(u)−1. It follows that

4H1 = w
−1
1 + w
−1
a + w
−1
b + w
−1
c ,
4Ha = w
−1
1 + w
−1
a − w
−1
b − w
−1
c ,
4Hb = w
−1
1 − w
−1
a + w
−1
b − w
−1
c ,
4Hc = w
−1
1 − w
−1
a − w
−1
b + w
−1
c .
Now, we can deduce from w−1g = ϕ2(wg) and from the equations in the proof of Proposi-
tion 4.3(ii) that
Hg = ϕ2(Fg)
for each g ∈ {1, a, b, c} since ϕ2 is an automorphism of Z[C5].
Now, by Lemma 3.6, us + u
−1
s ∈ Z[G] which implies that
1
2
∑
g∈{a,b,c}
(Fg +Hg)g(1 + z) ∈ Z[G]
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by Theorem 3.3(i). Thus, we have Fg+Hg
2
∈ Z[Cp] for each g ∈ {a, b, c}. In other words,
Fg +Hg ≡ 0 (mod 2). Then for each g,
Fg ≡ Hg ≡ ϕ2(Fg) ≡
p−1∑
i=0
git
2i ≡ F 2g (mod 2)
if Fg =
∑p−1
i=0 git
i. It follows that F 2g ≡ F
3
g (mod 2). Because F
3
a ≡ F
3
b (mod 2), we obtain
Fa ≡ F
2
a ≡ F
3
a ≡ F
3
b ≡ F
2
b ≡ Fb (mod 2).
Therefore, Z[Q8 × C5] has MJD. 
6. The Density of Primes
In this section, we compute the Chebotarev density for primes satisfying the condition of
Theorem 1.1. For convenience, we denote ordp(n) the multiplicative order of n modulo p
and let
P = {odd primes p | ordp(2) ≡ 2 (mod 4)}.
To compute the Chebotarev density of P , it suffices to describe primes in P by ordp(2) and
ordp(4). Specifically,
p ∈ P if and only if ordp(2) is not odd and ordp(4) is odd
since ordp(2) = 2 · ordp(4) when ordp(2) is even.
Recall the main result of [Odo81].
Theorem 6.1 ([Odo81, Theorem 1]). Let Q be a finite non-empty set of primes q, with
product Q, and let g > 1. Let t ≥ 1 be the largest natural number such that g is a t-th
power in Z and, for each q ∈ Q, let qτ(q)‖t. Suppose that g = gˆt, gˆ ∈ Z, gˆ > 1, and that
gˆ = g˜ × (square) in Z, where g˜ is squarefree. For each q ∈ Q let qγ(q)‖g˜. Then, as x→∞,
the number of primes p ≤ x such that no prime in Q divides ordp(g) is asymptotically
λ(Q, g)Li(x) +O
(
Li(x) exp
(
−c
log log x
log log log x
))
,
where Li(x) =
∫ x
2
dt/ log t and
λ(Q, g) =
∏
q∈Q
(
1−
q1−τ(q)
q2 − 1
)
+ λ∗(Q, g),
where λ∗(Q, g) is as follows:
(i) λ∗(Q, g) = 0 if 2 6∈ Q;
(ii) λ∗(Q, g) = 0 if g˜ ∤ 2Q;
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(iii) if 2 ∈ Q and g˜ | 2Q, then
λ∗(Q, g) =
∏
q∈Q
cq(g),
where, for q > 2, cq(g) = 1− γ(q)− (q
2 − 1)−1q1−τ(q), while, for q = 2,
c2(g) =


(2τ(2)3)−1 if g˜ ≡ 1 (mod 4)
(2τ(2)3)−1 −
∑
1+τ(q)≤n<2
1
2
if g˜ ≡ 3 (mod 4)
(2τ(2)3)−1 if g˜ ≡ 2 (mod 4) and 4 | t
− 1
12
if g˜ ≡ 2 (mod 4) and 2 ‖ t
− 1
24
if g˜ ≡ 2 (mod 4) and 2 ∤ t.
The constant λ(Q, g) is the Chebotarev density for those primes p that ordp(g) can not
be divided by any prime in Q. For instance, we can recover Hasse’s result.
Corollary 6.2 ([Has66, Section 3]). The density of primes p such that ordp(2) is odd is
7/24. Therefore, the density of primes p such that ordp(2) is even is 17/24.
Proof. To compute the density of primes p such that the multiplicative order of 2 modulo
p is odd, we can choose Q = {2} and g = 2. Then t = 1, τ(q) = 0, g˜ = g = 2, and
λ(Q, g) =
(
1−
21−0
22 − 1
)
+ λ∗(Q, g) =
1
3
−
1
24
=
7
24
.

Using the previous corollary, we can compute the density of P .
Theorem 6.3. The density of P is 7/24 and then P is an infinite set.
Proof. To count primes in P , it is equivalent to count primes p such that ordp(4) is odd
and ordp(2) is not odd. First of all, if ordp(2) is odd, then ordp(4) is also odd. Moreover,
the density of primes p which ordp(4) is odd is given by λ({2}, 4) and the density of primes
p which ordp(2) is odd is given by λ({2}, 2). Therefore, by Theorem 6.1 and Corollary 6.2,
the density of P is
λ({2}, 4)− λ({2}, 2) =
(
1−
21−1
22 − 1
−
1
12
)
−
7
24
=
7
24
.

We remark here that there are 2917 primes in P for the first 10000 primes.
As a consequence, Z[Q8 × Cp] has MJD for infinitely many primes p with even ordp(2).
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