Introduction
The mathematical theory of wave propagation in dissipative systems is rich both in appli- We consider the following system of partially separable second order differential equations
(Here we identify x with Y0.) These are supplemented by boundary and initial conditions defining a signalling problem:
Eou (O, v, t) = g(v, t) ,
where o denotes the conormal derivative. For now we simply assume that the m x m matrices M, A, Bj, C, Dij, Eo and T, are functions only of the cross-sectional coordinate y and that (1-4) is well-posed. A formal representation of the solution may be obtained using Laplace transformations in z and t. This leads to the eigenvalue problem in fi:
i,j=l j=l n-10Djo.
An oxpression for u then is:
Asymptotic Analysis
We now use the method of steepest descent to compute asymptotic expansions of qt, valid for x large. Evaluating (10) along rays t = 3'x , x >> 1, we seek points s* such that:
3(3')=0.
Assuming that for 0 _< 7,,_in _< "7 -< ")'max --<OO a solution to (11) exists we have:
x Substituting these into (9) formally yields an appro:dmation of u_ for t > 77mi,_x;
In (16) ut is represented as a superposition of wave groups propagating at their group velocity.
Further simplifications may be obtained by noting that, for problems with dissipation, each wave group decays exponentially with the rate:
For general signal data we expect that the large x behavior will be dominated by the wave group with least decay, so we seek to minimize the decay rate as a function of 3'. Differentiating with respect to "7 yields:
which by (11) reduces to:
Assuming (11) defines a curve in s space, we have shown that critical points of the decay rate occur as the curve crosses the imaginary axis. This may occur for s* = 0 or for complex conjugate pairs 8" = +_i. In the spirit of Laplace's method a crossing at 3' = "Ylwill lead to a contribution to the asymptotic approximation of u, computed by replacing Ct in (16) by:
'q_ 1 l[ere we have: It is, therefore, of interest to identify a priori problems for which s" = 0 is a solution of (11-13). We find that sufficient conditions can be given if we make the following partial symmetrizability assumption.
Assumption 1 There exists a smooth matrix S(y) with smooth inverse such that _ = Su satis]ies:
where the matrices 2VI, A, C and D are symmetric and:
Furthermore, the boundary conditions on O_ either take the .form:
with T symmetric and positive semidefinite.
We note that Assumption 1 wiLl hold for a number of interesting physical problems including some advection-diffusion equations as well as linearized advection-reaction-diffusion equations with parallel base flows. It does not, however, hold for the Navier-Stokes equations linearized about a parallel flow. In fact s* _ 0 may be important in our asymptotic analysis of linearized viscous flow both for very low and very high Reynolds numbers [12] . We now turn to the analysis of (5). In what follows we'll drop the tildes and assume that (1-4) has been given in the partially symmetrized form above. If we can show that AI(a ) is real for real s in an intervM containing zero, than we will have shown that the reaJ 
OvH _ Ov ) (29) is strictly positive, the right-hand side can never be zero, so At must be of one sign. Moreover, if At < 0 then G < 0. Differentiating (5) with respect to s, multiplying by v T and integrating we obtain a general formula for Art:
For At _ld v real the factor multiplying A_tis simply G so that the sign of A_ is the same as that of G and, hence, that of ),t.
Note that the conditions be relaxed to allow At(0) = 0 so long as G(v(y; 0), 0) ¢ 0. Then the sign of _ determines the sign of )q and At. It should also be noted that these theorems, though establishing the contribution of the neighborhood of s = 0 to the asymptotics, do Now supt)ose we are interested in the numerical solution of (1-4), or, more generally, of a problem for which these equations represent a far-field approximation. In order to restrict lhc computaMonal (lomail_ to a finit(; region, an artificial boundary is tyl)icall.v introduced.
sayat x = r. In order to close the system, additional boundary conditions must be imposed.
That is, we approximate u by uf which satisfies (1-4) for (x, y) E [0, r] x ft as well as:
Ill the past fifteen years an extensive literature has developed discussing the problem of choosing the operator B, though mainly in the difficult case of hyperbolic problems. There are three basic criteria which it should ideally satisfy:
1. The finite domain problem is well-posed.
2. Bu is small in an appropriate norm.
3. The efficient numerical solution of the finite domain problem is possible.
The first two criteria are the specialization of the usual notions of stability and consistency to the problem of numerical boundary conditions, and can be used to derive error estimates 
This leads to tile local relationship:
These may be substituted into (9) to finally obtain a condition on ut. The time derivative is brought outside the integral to further simplify the expression.
This involves the neglect of terms from the limits of integration which should be exponentially small. The asymptotic boundary condition we propose is, then, given by:
The construction of/3 now hinges on the number of modes, ul, which are importanl in the asymptotic development ofu. In the simplest case there is asingle mode, say l = 1,
Thel, we may take:
it is shown that this procedure leads to an error estimate of the form:
T where K is a constant. In the most interesting cases AI (0) is small so that the ! decay, T which is a direct result of the use of asymptotic conditions, is important.
More generally we may assume that At(0) < Az+1 (0) and, for some J:
If J is small, for example 2 or 3, a Jth order operator B may be constructed as the product of first order conditions:
For J larger, a nonlocal in space condition is likely to be more useful. Let /Ci, i = 1,... ,J be linear functionaJs on the appropriate space of functions on _ with the property:
The existence of such functionals is guaranteed by the linear independence of tile eigenfunctions vl(y; 0). An asymptotic boundary operator is then given by: 
This is rather difficult to analyze, and we won't discuss it further. Note, however, that we expect the decay rates to be bounded away from zero independent of 79.
Under case 2, on the other hand, we find many eigenvalues which approach 0 with D. Introducing the scaling A = 79A we consider the nonsingular reduced problem: Here agMn we identify Y0 with x and suppose that neither Dij nor F depend explicitly on x. Boundary conditions (4) are also imposed. We further suppose that (at least) two solutions independent of x and t, u+(y) exist. A traveling wave solution of (50) takes the form u = w(x -ct, y) with: y)= It satisfies the elliptic equation:
Only a few studies of solutions to (52) 
A Model of Flame Propagation in a Channel with Cold Walls
Considerthe followingsystemof reaction-diffusion equationsmodelingcombustionin the channel (x,y)e (-_,oo) × [0,1]:
Itere T is the temperature, Y is the mass fraction of the reactant, _ is the Lewis number and is the activation energy. The model has heat loss at the channel walls, which precludes the existence of planar traveling wave solutions.
This thermo-diffusive model ignores convection by the fluid flow induced by thermal expansion. Most authors, in using such a model, take p constant rather than proportional to T -1 . In order to define the traveling wave we must find unburnt and burnt limiting states at +co. The burnt state solution has no reactant present and is at the ambient temperature:
Note that in the study of plane flames the burnt boundary is hot, T > To. The structure of the flame we compute will be much different, exhibiting a nonmonotonic temperature profile rising to a maximum in the reaction zone then slowly decaying due to the heat loss. There is no unburnt equilibrium due to the form we've chosen for the reaction term. However, supposing the dimensionless ratio of ambient temperature to activation energy to be small, e = _ (:< 1, we can compute a slowly varying unburnt state:
Among the questions one would like to answer about the propagating flames are: 
) --0
The traveling wave problem (52) clearly cannot possess unique solutions due to the translation invariance of the wave. To get uniqueness, we must impose an additional phase condition which we do by fixing 7+:
1{v+(T -(To + _T1)) + w+(Y -(ro + _Yl)))dy =
k.
This additional equation balances the additional unknown, c. In [5] , where a stable-unstable connection is computed, the use of the theory of [14] leads to one less boundary condition at z+ corresponding to the fact that waves exist for a range of speeds. We approximate (52) using centered finite differences and solve for the wave and c simultaneously using Newton's method. Note that the et dependence of the wave only comes in, at leading order, through the boundary condition.
In Figure 4 .2 we plot a typical profile. At present we have only investigated a small part of parameter space with L: > 1. We have found a variety of interesting phenomena including extinction for c_ large enough as well as an apparent limit point as L: is v_ried. 
