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4. Ubergangsnetzwerke : Al lgemeine Charakterisierung 
Nachdem bisher die methodischen und konzeptuellen Voraussetzungen 
für einen Parser für das Deutsche diskutiert worden sind , soll 
nun ein spezielles Modell für die Beschreibung und Analyse natür-
licher Sprachen beschrieben und diskutiert werden, das in einigen 
Aspekten für die Lösung der angesprochenen Probleme besonders ge-
eignet erscheint . Das Modell, das Konzept von Ubergangsnetzwerken, 
wird zunächst in seinen Grundzügen charakterisiert; die allgemeine 
Beschreibung wird ergänzt durch die kurze Darstellung einer spe-
ziellen Netzwerksprache , jener für das System PLIDIS, und durch 
die Erläuterung der Anwendbarkeit anhand einiger Beispiele. Die 
Darstellung schl i eßt ab mit einer Obersicht über die Leistungsfä-
higkeit des Netzwerkmodells und mit einigen Bemerkungen zur Satz-
analyse mit Netzwerkmodellen. 
4. 1 • Einfache Ubergangsnetz~1erke 
Obergangsnetzwerke als Modell für grammatische Beschreibungen 
sind in der hier beschr i ebenen Form von W. WOODS entwickelt wor-
den. Ausführliche Beschreibungen seines Ansatzes finden sich in 
WOODS , 1969 , WOODS, 19 70, WOODS, 1973. Die folgenden Ausführungen 
weichen von denen von WOODS nicht in der Definition eines Netz-
werkes ab, sondern nur in der Akzentuierung der besonderen An~len­
dung für das Deutsche . 
Ein Übergangsnetzwerk ist darstellbar als ein Graph, der aus ei-
ner Menge von etikettierten Zuständen, die durch gerichtete , eti-
kettierte Kanten miteinander verbunden sind, besteht. Von einem 
Zustand können mehrere Kanten zum gleichen oder zu verschiedenen 
Zuständen überleiten . Ebenfalls können mehrere Kanten in einen 
Zustand einmünden. Ein wohlgeformtes Obergangsnetzwerk benötigt 
einen ausgezeichneten Anfangszustand und einen oder mehrere aus-
gezeichnete Endzustände. Wir können die Zustände durch etiket-
tierte Kreise, die Kanten durch etikettierte Pfeile repräsentie-
ren. 
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WennS/, NP/ und VP/ ausgezeichnete Anfangszustände sind, S/VP, 
NP/NP, VP/VP ausgezeichnete Endzustände, und zwar dadurch, daß 
von ihnen eine "offene " Kante mit der Markierung POP ausgeht, und 
wenn PUSH NP/, CAT N, CAT DET, usw. Kantennarkierungen, dann sind 
die folgenden Graphen von der Form her wohlgeformte übergangsnetz-
werke: 
~9 PUSHVP/ ~ 
CAT DET 
CAT NPR CAT N 
POP 
CAT V ~pp 
CATV / 
POP 
Abb. 1: Beispiel für Übergangsnetzwerke 
Übergangsnetzwerke bedürfen, um die Definition zu vervollständi-
gen, zusätzlich noch e iner Interpretation. Sie sind zu interpre-
tieren als abstrakte Maschinen, wobei jeder Zustand des Graphen 
einem Automatenzustand entspricht , und jede Kante mit ihrer Mar-
kierung als eine Operation zu interpretieren ist. Wenn die Opera-
tion erfolgreich angewendet ~1erden kann, erfolgt ein Übergang vom 
Ausgangszustand zum Zielzustand der jeweiligen Kante, deren Eti-
kette diese Operation ist. Dabei kann eine Operation selbst wie-
der als Durchlauf eines Übergangsnetzwerkes definiert sein. Die 
Operation PUSH NP/ kann z.B. als Durchlaufen des Netzes, welches 
mit NP/ beginnt, definiert sein. Damit ist die Möglichkeit der 
Rekursion gegeben. 5 
Ein Netzwerk ist erfolgreich angewendet worden, wenn es einen 
durchgehenden Pfad (eine zu sammenhängende Menge von Kanten) mit 
erfolgreichen Übergängen vom Ausgangszustand bis zu einem Endzu-
stand gibt . 
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Wenn wir Obergangsnetzwerke als Grammatikmodelle für natürliche 
Sprachen verwenden wollen, müssen wir die Obergangsoperationen 
natürlich in angemessener Weise spezifizieren. Als solche Opera-
tionen wollen wir nun die in Abb. 1 enthaltenen Ausdrücke PUSH 
und CAT definieren: 
Die Operation CAT <kategorie> prüft die (präterminale) Kategorie 
des gerade betrachteten Wortes. Die Operation PUSH < kategorie> 
überprüft bei komplexen Kategorien (die ja selbst wieder aus an-
deren Kategorien zusammengesetzte Ketten beschreiben), ob ein ent-
sprechendes Unternetz mit dem Anfangszustand <kategorie> durchlau-
fen werden kann. Mit der PUSH-Operation wird also die Rekursivität 
in einer Grammatik hergestellt. POP endlich gibt, wie bereits er-
wähnt, das Ende eines Netzes an. 
Mit diesen Definitionen stellen die Netzwerke in Abb. 1 bereits 
eine minimale, aber sinnvolle Grammatik dar. Als Kategorienbe-
zeichnungen (bzw. Argumentbezeichnungen der Funktionen PUSH und 
CAT) sind die geläufigen Symbole verwendet worden. 6 
Die Anwendung einer solchen Grammatik auf einen Satz einer Sprache 
können wir uns so vorstellen, daß zum Beginn der Analyse bei Zu-
stand S/ das erste Wort gelesen wird, daß dann dieses Wort auf 
seine Kategorie überprüft wird (wobei bei S/ zunächst bei NP/ 
weitergemacht wird und innerhalb des NP/-Netzes zunächst gefragt 
wird, ob das erste Wort ein DET(erminans) ist). Jedesmal, wenn 
eine CAT-Kante erfolgreich durchlaufen werden kann (z.B. weil das 
erste Wort tatsächlich ein Determinans ist) , wird das erste Wort 
aus dem Eingabesatz entfernt und das zweite Wort gelesen. Ein Satz 
ist erfolgreich analysiert, wenn man auf irgendeinen zusammenhän-
genden Pfad zu S/VP gelangt ist und auch das letzte Wort aus dem 
Eingabesatz entfernt worden ist. Von den Netzen der Grammatik G 
in Abb. 1 werden z.B. folgende Sätze akzeptiert: 
(15a) 
(15b) 
Der Vater schläft. 
Hans liebt die Katze. 
Es ist leicht zu sehen, daß die Grammatik G auch in Form von kon-
textfreien Phrasenstrukturregeln dargestellt werden kann und daß 
eine solche Grammatik G' die gleiche Satzmenge generiert wie G: 7 
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( 16) G' : S -+ NP VP 
NP -+ DET N I NPR 
VP -+ V NP I V 
In zwei nicht unwichtigen Einzelheiten weicht jedoch ein einfa-
ches Obergangsnetzwerk von den Möglichkeiten von Phrasenstruktur-
grammatiken ab . Einmal kann eine Kante wieder zum gleichen Zu-
stand zurückführen, von dem sie kommt. Das heißt, daß diese Kante 
von diesem Zustand aus beliebig oft beschritten werden kann . Da-
mit ist das in 3.3. angesprochene Phänomen der variablen Wieder-
holung gleicher Konstituenten direkt und ohne die behelfsmäßigen 
Umwege bei einer Phrasenstrukturgrammatik darstellbar . Ein Bei-
spiel wäre etwa die Verarbeitung einer variablen Anzahl von Ad-
jektiven. Dazu brauche n wir eine Erweiterung des NP/-Netzes von 
Abb. 1 zum Netz in Abb. 2. 
CAT ADJ 
Abb . 2: Nominalgruppe mit beliebig vielen Adjektiven 
Ferner kann man eine Pseudo-Operation JUMP hinzufügen, die das 
Oberspringen eines Pfades zu einem definierten Zielzustand er-
laubt. Dadurch lassen sich identische Tei l e von Regeln sehr kom-
pakt zusammenfassen. Ein Beispiel eines solchen Te i lnetzes findet 
sich in Abb. 3 . 
g CATV POP 
JmlP 
JUMP 
Abb . 3 : Verbalgruppe 
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Ein solches Netz beschreibt eine VP, die entweder nur ein Verb 
oder ein Verb mit einer oder zwei NP's gefolgt von beliebig vie-
len PP's enthält . 8 
4.2. Erweiterte Obergangsnetzwerke 
Ein einfaches Obergangsnetzwerk von der bisher beschriebenen Form 
kennt nur zwei Typen von Operationen über Kanten, nämlich die 
Tests CAT und PUSH , zu denen noch zwei Pseudo-Operationen , POP 
und JUMP, hinzukommen. Zur Vervollständigung können wir noch eine 
Operation WRD <wort> hinzufügen, welche untersucht , ob das momen-
tan zu untersuchende Wort gleich dem Ausdruck <wort> ist. 
Eine wesentliche Erweiterung eines Obergangsnetzwerkes erreichen 
wir dadurch, daß zusätzlich zu diesen elementaren Kantenoperatio-
nen bei jeder Kante noch beliebige andere Tests und Operationen, 
insbesondere zur Zwischenspeicherung irgendwelcher Werte , hinzu-
gefügt werden können, die zudem bei einer einzelnen Kante in Kom-
bination auftreten dürfen. Eine typische Kantenmarkierung, oder 
kurz Kante, besteht damit in einem erweiterten Obergangsnetzwerk 
aus einer Kantenoperation mit ihren Argumenten, einem Test , einer 
beliebigen Menge von Aktionen und einer Obergangsaktion, die an-
gibt , in welchen Zustand bei erfolgreicher Durchführung der Kan-
tenoperation und des Tests überzugehen ist. Die Aktionen erlauben 
es, beliebige Werte in beliebig vielen Registern (Speicherzellen) 
zu speichern und zu verändern . Die Tests erlauben es, beliebig 
viele Bedingungen zu formulieren, unter denen eine Kantenopera-
tion vorgenommen werden darf. Insbesondere lassen sich damit Be-
dingungen über Registerinhalte formulieren. Durch analyseabhängi-
ge Registerspezifizierungen mit späterer Oberprüfung solcher In-
halte läßt sich ein Analyseprozess sehr effizient aufgrund von 
Vergleichen weit auseinanderliegender Konstituenten steuern. Die 
Aktionen können ferner zur Ergebnisgenerierung verwendet werden. 
Schließlich läßt es die Definition erweiterter Obergangsnetzwerke 
zu, daß Kantenoperationen nicht nur über das momentan betrachtete 
Wort der Eingabeäußerung , sondern auch über zwischengespeicherte 
oder gar über zwischengespeicherte und dabei veränderte Elemente 
ausgeführt werden. 
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Solche Tests und Aktionen sind z.B. in einer Phrasenstrukturgram-
matik nicht definierbar. Wenn keine Einschränkungen bezüglich mög-
licher Tests und Aktionen gemacht werden, entspricht ein Uber-
gangsnetzwerk sogar einer Turing-Maschine . Für die konkrete Anwen-
dung muß aber natürlich eine bestimmte eingeschränkte Menge von 
Ausdrucksmöglichkeiten für Kantenoperationen, Tests und Aktionen 
vordefiniert sein. Im folgenden soll nun als konkretes Beispiel 
einer solchen speziellen Netzwerksprache die bei der syntaktischen 
Analyse im System PLIDIS (s. BERRY-ROGGHE et al., in diesem Band) 
verwendete skizziert werden. 
4.3. Eine Netzwerksprache für die syntaktische Analyse des 
Deutschen in PLIDIS 
Die im folgenden in ihren Grundzügen beschriebene spezielle Netz-
werksprache9 lehnt sich an jene an, die von WOODS im LUNAR-System 
verwendet worden ist (WOODS/KAPLAN/NASH-WEBER, 1972) und die frag-
mentarisch auch in WOODS , 1970 und WOODS, 1973 dargestellt wird. 
Es handelt sich im wesentlichen um eine Untermenge der WOODS'schen 
Netzwerksprache, die aber durch einige morphologische tlbereinstim-
mungsoperationen ergänzt worden ist. 
Die Darstellung geschieht in der LISP-Listennotation. 10 Ein wohl-
geformter Ausdruck besteht dabei aus einer geklammerten Liste, 
wobei die Listenelemente selbst wieder Listen sein können. Das 
erste Element jeder Liste ist normalerweise als Funktionszeichen 
zu interpretieren, alle folgenden Listenelemente als Argumente 
dieser Funktion. Jede Funktion ergibt bei der Berechnung einen 
Wert, der, wenn die Funktion eingebettet ist, bei der Berechnung 
der übergeordneten Funktion weiterverwendet wird. 
Im folgenden unterscheiden wir Kantentypen (kurz für Kantenmar-
kierungstypen), Aktionen, Tests und Formen. Kantentypen sind die 
Markierungen, mit denen eine Kante versehen werden kann. Der Ein-
fachheit halber wird eine Kante durch ihre Markierung dargestellt. 
Wie bereits erwähnt, besteht eine Kantenmarkierung aus einer Ope-
ration (über einem Wort), einem beliebig komplexen Test und be-
liebig vielen Aktionen. Formen sind dabei Ausdrücke, die im Zu-
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sammenhang mit Aktionen und Tests als Werte Registerinhalte in 
alter oder veränderter Form ergeben. 
4.3.1. Kantentypen 
(CAT <kategorie> <test> <aktion>* <übergangsaktion> ) 
(WRD <wort> <test> <aktion>* <übergangsaktion> ) 
(VIR <kategorie> <ho ldstack> <test> <aktion>* <übergangsaktion> ) 
(PUSH <zustand> <test> [ <präaktion>*l <aktion>* <übergangsaktion>) 
(POP <form> <test>) 
(JUMP <zustand> <test> <aktion>*) 
(TO <zustand> <test> <aktion>*) 
Tabell e 1: Die wichtigsten Kantentypen in der PLIDIS-Netzwerk-
sprache. 
Jeder Kantentyp stellt im Prinzip einen Test über der Eingabeäus-
serung dar. Hiervon machen nur die "Pseudo-Kanten" POP, JUMP und 
TO, die zur zusätzlichen Steuerung im Netz dienen, eine Ausnahme. 
Bei einer CAT-Kante wird das gerade betrachtete Wort der Eingabe-
äußerung darauf untersucht, ob es die Kategorie <kategorie> be-
sitzt. 
Bei einer WRD-Kante muß das gerade betrachtete Wort gleich <wort> 
sein. 
In einer VIR-Kante wird e in in <holdstack> (siehe die HOLD-Aktion) 
zwischengespeichertes Wort untersucht, ob es die Kategorie <kate-
gorie> besitzt. 
In einer PUSH-Kante wird die Analyse mit einem Unternetz, das mit 
dem Zustand <zustand> beginnt, fortgesetzt. 
Mit POP kann ein solches Unternetz, das durch PUSH erreicht wor-
den ist, wieder verlassen werden. Es wird daraufhin mit der ent-
sprechenden übergeordneten PUSH-Kante weitergearbeitet. 
Eine JUMP-Kante stellt einen folgenlosen Übergang zu einem näch-
sten Zustand <zustand> dar. Insbesondere bleibt sich das eingele-
sene Wort gleich (es wird nicht weitergelesen). 
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In einer TC-Kante wird demgegenüber das folgende Wort in der Ein-
gabeäußerung gelesen. Das als nächstes zu betrachtende Wort kann 
aber auch durch spezielle Operationen angegeben werden. 
4.3.2. Aktionen 
(SETR <register> <form>) 
(LIFTR <register> <form> [<stufe> ]) 
(SENDR <register> <form>) 
(HOLD <holdstack>) 
(ADDL <form>) 
Tabelle 2: Die wichtigsten Aktionen in der PLIDIS-Netzwerksprache 
In der Hauptsache dienen Aktionen zum Zwischenspeichern beliebi-
ger Ergebnisse, vor allem in Registern (mit Namen versehene Spei-
cherzellen, die über diesen Namen zugänglich sind). 
Die Zuweisung eines Wertes zu einem Register geschieht mit 
(SETR <register> <form>): Durch diese Operation erhält das Regi-
ster <register> den Wert von <form> als Inhalt. 
Registerinhalte haben nur auf der jeweiligen Rekursionsstufe Gül-
tigkeit, sind also lokal gebunden. Wenn durch PUSH eine tiefere 
Rekursionsstufe erreicht wird, ist ein Registerwert aus der höhe-
ren Stufe nicht mehr zugänglich. Will man ihn trotzdem zur Verfü-
gung haben, so muß er vor dem Ausführen der PUSH-Operation dieser 
tieferen Rekursionsstufe mitgeteilt werden. Dies geschieht durch 
die " Präaktion" (SENDR <register> <form>), durch welche eine Stufe 
tiefer ein Register mit Namen <register> und dem Wert von < form> 
als Inhalt eingerichtet wird. 
Das umgekehrte kann durch LI FTR geschehen : Mit 
(LIFTR <register> <form>) wird auf der nächsthöheren Rekursions-
stufe (der Ebene, von der aus eine PUSH-Operation erfolgt ist), 
einem Register <register> der Wert von <form> als Inhalt zugewie-
sen . Durch zusätzliche Angabe der Stufe eines dritten Arguments 
<stufe> als Integerzahl kann auch eine andere höhere Rekursions-
stufe erreicht werden . 
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Eine weitere Operation zum Zwischenspeichern ist HOLD . Mit 
(HOLD <holdstack>) wird das gerade betrachtete Wort der Eingabe-
äußerung im Stapelspeicher <holdstack> gespeichert. 11 
(ADDL <form>) schließlich ist jene Aktion, die den Wert von <form> 
als Teilergebnis der Ergebnisliste anfügt: 






(BUILDQ < fragment> <register>*) 
(POPSYN <fragment>) 
(QUOTE <ausdruck>) 
Tabelle 3: Die wichtigsten Formen in der PLIDIS-Netzwerksprache 
Formen dienen zum Ansprechen der Werte von Registern sowie ande-
rer benötigter Informationen sowie zur Weitergabe in umgewandel-
ter Form bei den verschiedenen Aktionen und bei Tests. 
(GETR <register>) liefert als Wert den Inhalt des Registers 
<register>. 
(GETF <merkmal>) liefert den Wert des Merkmals <merkmal> für das 
momentan betrachtete Wort. (GETF KASUS) liefert z.B . den Kasus 
eines gerade betrachteten Nomens. 
* liefert in einer CAT- , WRD- oder VIR-Kante als Wert die Normal-
form (Stammform) des gerade untersuchten Wortes an. In einer PUSH-
Kante wird damit das Teilergebnis aus der erfolgreichen Anwendung 
der PUSH-Kante bezeichnet. 
** liefert als Wert den Teilstring der Eingabeäuße rung, der in 
einem Kantenübergang verarbeitet worden ist. 
(LIST <form1> < form 2> . . . ) liefert als Wert eine Liste aus den 
Werten von < form 1> , <form2> . .. 
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BUILDQ e r zeugt aus <fra gment> und <registe r 1> , <register 2> . .. 
eine Struktur in d e r Weise, daß sämtliche durch + angegebenen 
Leerstellen in < fragment> in der Reihenfolge ihres Auftretens 
durch die Werte von < registe r 1> , <register 2> ... ersetzt werden . 
Enthält z . B . das Register SUBJ den Wert (NP HANS), das Register 
V den Wert (V SCHLAFEN), dann ergibt (BUILDQ (S + (VP +)) SUBJ V) 
die Struktur (S (NP HANS) (VP (V SCHLAFEN))). 
POPSYN erzeugt eine neue Ergebnisliste auf der jeweiligen Rekur-
sionsstu f e dadurch, daß der momentanen Ergebnisliste der Wert von 
< fragment> vorangestellt wird. <fragment> muß dabei eine Liste 
bestehend aus einem Atom oder einem Registernamen, gefolgt von 
Paaren aus Atomen und Registernamen sein. Lautet z.B. das bishe-
rige Teilergebnis (DET DER) (N MANN), und hat das Register KNG 
den Wert (NOM SING M), dann ist der Wert von (POPSYN (NP KNG KNG)) 
die neue Teile rgebnisliste (NP KNG (NOM SING M) (DET DER) (N MANN)). 
(QUOTE <ausdruck> ) oder kurz ' <ausdruck> liefert als Wert den 
Ausdruck <ausdruck> selbst, der somit nicht weiter evaluiert wird. 
Schließlich können auch alle üblichen listenverarbeitenden Funk-
tionen von INTERLISP vrie CAR, CDR, CONS, APPEND, NCONC usw . als 
Forme n verwendet werden. 
4.3.4. Tests 
(AGREE <wert1> <wert2> l 
(AGREE* < form1 > < form2> l 
(AGREEKNG) 
(END - OF-STRING?) 
Tabelle 4: Die wichtigsten Tests in der Netzwerksprache von 
PLIDIS 
Tests sind Oper ationen, die einen Wert NIL oder Nicht-NIL erge-
ben. Damit eine Kante durchlaufe n werden darf , muß sich bei An-
wendung des Tests e in Wert e rgeben, der nicht NIL ist. 
(AGREE <wert1> <wert 2> ) bestimmt den Durchschnitt der Werte von 
<wert1> und <wert2> , wobei beides entweder Register oder sonstige 
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nicht-atomare INTERLISP-Ausdrücke sein dürfen. Der Test mit AGREE 
ergibt den Wert NIL, wenn der Durchschnitt leer ist. Wenn aller-
dings <wert1> ein Register bezeichnet, das noch gar keinen Wert 
bekommen hat, dann wird diesem Register der Wert von <wertz> zu-
gewiesen (wie bei SETR) . 
Wie AGREE funktioniert AGREE* , das im Unterschied dazu jedoch be-
liebige Formen als Argumente zuläßt. 
(AGREEKNG) bestimmt den Durchschnitt zwischen dem Register KNG in 
einer Nominalgruppenanalyse (dem Register, das alle bisher er-
schließbaren Angaben bezüglich Kasus , Numerus und Genus in einer 
Nominalgruppe kombiniert enthält) und dem entsprechenden Merkmal 
KNG des gerade untersuchten Wortes, z.B . einem Adjektiv oder einem 
Nomen. 
(END-OF-STRING?) liefert den Wert T, wenn die Eingabeäußerung 
vollständig abgearbeitet ist. 
Als Tests können ferner alle logischen Operationen von INTERLISP 
verwendet werden. Die am häufigsten verwendete ist (EQ <wert1> 
<Wertz>), welche den Wert T ergibt, wenn <wert1> und <wert2> den 
gleichen Wert haben. Als leere Bedingung, die immer wahr ist, wird 
schließlich Ausdruck T verwendet. 
5. Beispiele für Problemlösungsstrategien in Obergangsnetz-
werken 
Im folgenden soll anhand von Beispielen gezeigt werden, wie einige 
der im zweiten und dritten Abschnitt angesprochenen Probleme sich 
auf einfache und durchsichtige Art mit Tests und Aktionen in er-
weiterten Obergangsnetzwerken lösen lassen. 12 
5 . 1. Oberprüfung und Berechnung morphologischer Bedingungen 
In Abschnitt 3.4. wurde das Problem erwähnt, daß bei expliziter 
Formulierung in Phrasenstrukturregeln verschiedene Beschränkungen, 
besonders morphologischer Art, zu unübersichtlichen und teilweise 
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redundanten Regelmengen führen. Eine Lösung dieses Problems be-
steht darin, die Regeln in möglichst vereinfachter Form zu schrei-
ben und dafür zusätzlich Bedingungen über mögliche (morphologi-
sche) Kombinationen in diesen vereinfachten Regeln zu formulieren. 
Wenn Regeln und Restriktionen unabhängig voneinander formuliert 
sind , können, besonders bei verallgemeinerter Verwendung dieses 
Verfahrens, Steuerungsprobleme bei der Analyse auftreten: Wann 
soll eine Restriktion über einer Regelanwendung getestet werden? 
Um dies im richtigen Moment zu tun, benötigt ein gewöhnlicher Par-
ser einen zusätzlichen Kontrollapparat. 
In Ubergangsnetzwerken können solche Tests dagegen direkt kanten-
bezogen , also in unmittelbarem Zusammenhang mit der dazugehörigen 
Regel, formuliert werden . Dies erspart e i nen zusätzlichen Kontroll-
apparat und vereinfacht den Uberbl i ck über die Steuerung der Ana-
lyse. 
Als Beispiel sei eine vereinfachte Nominalgruppenanalyse für das 
Deutsche angeführt . Es sollen Nominalgruppen mit oder ohne Deter-
minans, mit beliebig vielen Adjektiven und einem Nomen oder sol-
che mit einem Eigennamen akzeptiert werden . In der Grundstruktur 
sieht ein Netz folgendermaßen aus: 
CAT DET 
JUMP CAT ADJ 
CAT NPR 
Abb. 4 : Vereinfachte Nominalgruppenanalyse 
Um nur Kombinationen mit den richtigen morphologischen Eigenschaf-
ten zuzulassen , müssen wir bei jeder Kante Kasus, Numerus und Ge-
nus (zusammengenommen im Merkmal KNG), bei Adjektiven auch die 
Folgeflexion (stark - schwach) überprüfen. Dies geschieht durch 
Verwendung von AGREE und AGREEKNG (der Ubersichtlichkeit halber 
stellen wir das Netz in Listenschreibweise dar) : 
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(17) (NP/ (CAT DET (SETR KNG (GETF KNG)) 
(SETR FF (GETF FF)) 
(TO NP/DET)) 
(JUMP NP/DET T 
(SETR KNG ((NOM GEN DAT AKK) 
(SING PLUR) 
(M F N)) 
(SETR FF I STARK) 
(CAT NPR (SETR KNG (GETF KNG)) 
(TO NP/NP))) 
(NP/DET (CAT ADJ (AND (EQ (GETF FF) (GETR FF)) 
(AGREEKNG)) 
(TO NP/DET)) 
(CAT N (AGREEKNG) 
(TO NP/NP)) 
(NP/NP (POP ("Ergebnis") T)) 
Wenn das Merkmal KNG zum ersten Mal angetroffen wird (wie bei DET 
oder NPR), muß dem Register KNG zuerst ein Wert zugewiesen werden 
(mit SETR). Bei JUMP (also beim Fehlen eines DET) sind sämtliche 
Werte möglich . Die Prüfung der Folgeflexion FF geschieht aufgrund 
der Werte, die von einem Determinans gefordert werden. Deshalb 
wird in der CAT DET-Kante in NP/ zunächst ein Register FF mit die-
sen Werten versehen , das bei der Adjektivanalyse auf Gleichheit 
(EQ) mit dem Merkmalwert des Adjektivs überprüft wird. Wenn dem 
Adjektiv kein Determinans vorangeht, muß das Adjektiv stark flek-
tiert sein . Dies wird dadurch erkennbar , daß bei der JUMP-Kante 
in NP/ das Register FF den Wert STARK erhält. Als Ergebnis der 
Überprüfung von KNG erfolgt immer auch die Zwischenspeicherung 
der erhaltenen Werte, so daß man am Schluß die möglichen morpho-
logischen Eigenschaften einer Nominalgruppe hat. (Die Möglichkei-
ten der Ergebniserzeugung werden in Abschnitt 5.4. behandelt.) 
Wir können für eine Nominalgruppe aber auch morphologische Werte 
vorgeben. Zum Beispiel kann eine Nominalgruppe ein nominales Att-
ribut haben , das jedoch im Genitiv stehen muß; Genus und Numerus 
sind dagegen beliebig. All dies läßt sich dadurch erreichen, daß 
wir vom Zustand NP/NP eine PUSH-NP-Kante ausgehen lassen, in der 
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der NP/ durch SENDR Genitiv vorgegeben wird:I J 
(18) NP/NP (PUSH NP/ T 
(SENDR KNG (GEN 
(SING PLUR) 
(M F N)) 
(TO NP/ATTR)) 
(JUMP NP/ATTR T)) 
NP/ATTR (POP ("Ergebnis") T)) 
Aus diesem Beispiel dürfte deutlich geworden sein, auf welche 
Weise in einem einfachen Netz, in dem alle möglichen Strukturen 
einer Nominalgruppe übersichtlich zusammengefaßt sind, sämtliche 
morphologischen Werte in einer Nominalgruppenanalyse fortlaufend 
auf ihre Konsistenz und ihre konkreten Realisierungen überprüft 
werden können . Durch solche Tests werden faktisch komplizierte 
kontextsensitive Regeln einfach ausdrückbar. 
5.2. Steuerung der Obergänge durch Kantenbedingungen 
Mittels Wertesetzunq in Registern mit späterer Oberprüfung die-
ser Werte kann in vielen Fällen eine einfache und gezielte Steue-
rung der Analyse erreicht werden. Wir können z.B. zu jedem Verb 
die entsprechende Verbklasse vermerken und aufgrund dieser Infor-
mation die Analyse der entsprechenden Verbalrahmen, die ja je-
weils z . B. nur Nominalgruppen mit bestimmtem Kasus zuläßt, steu-
ern. 
Wenn wir in Verbklasse 1 intransitive Verben wie s c h ta f en , in 
Verbklasse 2 einfache transitive Verben wie e sse n , in Verbklasse 
3 Verben mit Dativ- und Akkusativobjekt wie ge b en zusammenfassen, 
und wenn wir zusätzlich verlangen, daß das Subjekt immer vor dem 
Verb steht, nach dem Verb aber noch ein Satzadverb (SADV) stehen 
kann, dann können wir folgendes Hauptsatznetz konstruieren (zur 
Vereinfachung der Darstellung wird anstelle der bisher verwende-
ten Kategorie KNG ein besonderes Kasus-Register vorgesehen) : 
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PUSH NP/ 





Abb. 5: Hauptsatz mit Verbalrahmenunterscheidung 
Eine solche Darstellung ist insofern sehr ausdrucksmächtig, als 
die Ergänzungen hier beliebig weit von dem den Verbalrahmen be-
stimmenden Verb entfernt sein können; nach S/VERB könnten statt 
CAT SADV beliebige andere Kanten und neue Zustände eingeführt 
werden (z.B. mit Reflexivpronomen, anderen Adverbien usw.), ohne 
daß die Analyse des Verbalrahmens dadurch geändert werden müßte. 
Für eine Phrasenstrukturgrammatik ist es nicht möglich, solche 
Bedingungen über eine variable Anzahl von Zwischenelementen in 
Erinnerung zu behalten. 
In ähnlicher Weise können wir den Fall beschreiben, daß es neben 
der in Abb. 5 vorgesehenen Wortfolge auch vorkommen kann, daß das 
Satzadverb als erstes Satzglied vor dem Verb erscheint , daß dafür 
aber das Subjekt direkt hinter dem Verb folgt. Wir müssen dabei 
vermerken, von welcher Kategorie das erste Satzglied 1·1ar, und 
beim Satzglied, das dem Verb folgt, den entsprechenden Test ma-
chen. Das Netz von Abb. 5 wäre bis zum Zustand S/SADV dementspre-
chend gemäß Abb. 6 zu verändern: 
PUSH NP/ 
(SENDR K 'NOM) 
(SETR VORF 'SUBJ) 
CAT SADV 
(SETR VORF 'SADV) 
CAT VERB 
S/SUBJ (SETR VEKL (GETR 
VEKL)) 
PUSH NP/ 
(EQ (GETR VORF) ' SADV) 
(SENDR K 'NOM) 
CAT SADV S/SADV·---
(EQ (GETR VORF) 
JUHP 
'SUBJ) 
( EQ ( GETR VORF) 
'SUBJ) 
' ' 
Abb. 6: Hauptsatzbeginn mit möglichem Satzadverb im Vorfeld 
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Auch in diesem Be ispiel wird deutlich, wie einzelne Analyseergeb-
nisse an viel späteren Stellen für die Steuerung der weiteren Ana-
lyse wieder hinzugezogen werden könne n. Netzteile, die davon unbe-
rührt bleiben, können unverändert gelassen werden. Dies fUhrt 
nicht nur zu sparsameren Formulierungen, welche die Analyse 
selbst wieder vereinfachen, es wird dadurch für den Benutzer auch 
eine größere Durchsichtigkeit der Netze erreicht. 
5. 3 . Diskontinuierliche Konstituenten 
Diskontinuierliche Konstituenten lassen sich in erweiterten tiber-
gangsnetzwerken oft sehr einfach dadurch verarbeiten , daß ein er-
ster Teil einer solchen Konstituente mit der Aktion HOLD zunä chst 
zwischengespeichert wird und erst dann mit der Operation VIR zu 
Ende analysiert wird, wenn der zweite Teil dieser Konstituente 
angetroffen worden ist. 
Auf diese Weise läßt sich eine elegante Darstellung des zusammen-
gesetzten Verbs im Deutschen geben. Wenn wir uns a uf die Analyse 
des Perfekts beschränken, können die relevanten Teile eines Net-
zes wie folgt ausse hen: 14 
CAT VERB 
(SETR VEKL (GETF VEKL)) 
CAT AUX 
(HOLD AUX) 
(SETR VEKL '(1 2 3 )) 
' 
' 
___ .Q -=c::,:Ac:T~VE=R:::B _ ___ --»i}Q vrR AUX Aux Q x 
A::;J (AN D V V 
_.. " (AGREE (GETR VEKL) 
(GETF VEKL)) 










In diesem Netz wird ein Auxiliarverb bei seiner ersten Analyse 
nach S/SUBJ in CAT AUX zunächst mittels (HOLD AUX) im Stapelspei-
cher AUX zwischengespeichert. Erst wenn nach S/VR ein Partizip 
gefunden wird, wird es erneut analysiert und das Tempus der Ver-
balgruppe als Perfekt erkannt. Diese Strategie ist noch mehr er-
forderlich bei komplexeren Verbalgruppen, z.B. mit Modalverben. 
Durch diese nachgeholte Verarbeitung wird effektiv eine diskonti-
nuierliche Konstituente als kontinuierliche Konstituente verar-
beitbar. Das in HOLD gespeicherte Wort erscheint als Element, das 
infolge irgendwelcher Regeln nach links verschoben ist, bei der 
Analyse zu früh ersc~eint, und das so wieder zurtickverschoben 
werden muß. Durch Aufruf des zwischengespeicherten Wortes mittels 
einer VIR-Kante kann die Anwesenheit dieses Wortes im gewünschten 
Augenblick sozusagen simuliert werden. 
Für die Verarbeitung von diskontinuierlichen Konstituenten, deren 
einer Teil als nach rechts verschoben erscheint, wie z.B. bei den 
extrapanierten Nebensätzen in (11), kann dieses Vorgehen von Zwi-
schenspeicherung und Wiederaufruf nicht angewendet werden. Solche 
nach rechts verschobenen Konstituenten erscheinen in der Eingabe-
äußerung sozusagen zu spät; dann, wenn sie verarbeitet werden 
sollten, sind sie nicht vorhanden. Information, die nicht vorhan-
den ist, kann auch nicht verarbeitet werden. Mit den beschriebe-
nen Mitteln der Netzwerksprache läßt sich dieses Problem nicht 
lösen. 1 5 
Diskontinuierliche Konstituenten können mit der hier beschriebe-
nen Netzwerksprache somit nur dann erfaßt werden, wenn sie sich 
als Ergebnis einer Verschiebung eines Teilstrings nach links dar-
stellen lassen. 
5.4. Ergebniserzeugung 
Im Prinzip ist die Ergebnisgenerierung in Ubergangsnetz1o~erken sehr 
einfach: Bei jedem erfolgreichen Kantenübergang wird mittels der 
Aktion ADDL die gewünschte Ergebnisinformation, beispielsweise 
die Grundform des eben verarbeiteten Wortes, versehen mit der 
richtigen Wortklassenangabe, am Schluß der momentanen Teilergeb-
171 
nisliste hinzugefüg t. In der Nominalgruppenanalyse von ( 17) wäre, 
um dies zu erreiche n, in der CAT DET-Kante die Aktion 
(ADDL (LIST 'DET *)) hinzuzufüge n; entsprechende Aktionen wären 
bei den anderen Kanten einzubauen. Am Schluß enthält die Ergeb-
nis l iste so sätmliche Worte mit ihr en Kate gorienangaben , in Fäl -
len von PUSH-Kanten in hierarchisch g eglie derter Listenform und 
zwar in der Reihenfo lge ihrer Verarbeitung. 
In v ielen Fällen wünscht man sich allerdings eine etwas differe n-
ziertere Aufbe reitung der Ergebnisliste. Es könnte beispielsweise 
erwünscht sein, daß zu j e dem Infinitivsatz das f ehlende Subjekt 
während der Analyse e rgänzt wird. Dieses fehlende Subjekt ist 
normalerweise ide nti s ch mit einer Ve rbergänzung au f der nächsthö-
heren Satzebene ; um welche Ergänzung es sich hande lt, hängt a ber 
vom Verb ab. Bei Ve rben wie befehlen , Pa ten handelt es sich um 
die Dativergänzung : 
( 19a) 
( 19b) 
Chris ti an Piet s einem Sohn , eine Zeit u ng zu kau f en . 
Der Hauptmann befahl den Soldaten zu sc h ießen. 
Be i ve rs prechen , glauben dagegen ist das fehlende Subjekt id e n-
tisch mit de m Subj e kt des übe rgeordneten Satzes : 
( 20a) Christian versprach se i nem So hn , eine Zeitung zu kau f en . 
Der Hau p t mann glaub te , s eine Munition ve r gessen zu ha b en . 
(Andere Verbklasse n seien hier ve rnachlässigt.) 
Um diese s f e hlende Subjekt in der richtigen Stelle im Ergebnis 
e inse tzen zu könn e n, kann man folge ndermaßen vorgehe n: Wir klas -
sifiziere n die Verbe n , we lche eine n Infinitivsatz als Ergänzung 
zu sich ne hme n könne~ danach, welche ihrer Ergänzunge n das feh-
lende Subj e kt im Infinitivsatz ersetzen kann. Einem solche n Verb-
Merkmal mit Namen I NFSUBJ könnte b e i be fehle l~ der Wert IOBJ gege-
ben werde n, b e i v ersp r echen de r We rt SUBJ. Die ses Merkmal wird 
bei der Verbanalyse in eine m Registe r I NFSUBJ zwischengespe i-
chert. Be i d e r Sa t zanalyse spe ichern wir fe rne r das Subj e kt die-
ses Verbs im Regi s t e r SUBJ, das indirekte Objekt im Re giste r 
I OBJ. 16 Wenn nun die Analyse e ine s Infinitivsatzes durch e in spe-
zie lle s Net z INFSATZ/ , al so in eine r Kante P USH INFSATZ/ erfolgt , 
muß in Abhängigke it vom Inhalt des Registe r s INFSUBJ je nachd e m 
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der Inhalt des Registers SUBJ oder des Registers IOBJ an das 
INFSATZ-Register SUBJEKT mittels SENDR weitergegeben werden. Die-
se bedingte Aktion wird durch die INTERLISP-Funktion COND darge-
stellt. Am Ende der Infinitivsatzanalyse, bei der POP-Kante aus 
dem INFSATZ/-Netz, wird dieser Registerinhalt dem übrigen Teiler-
gebnis vorangestellt; die POP-Kante müßte dementsprechend lauten: 
(21) (POP (LIST 'INFSATZ (POPSYN SUBJ)) T) 
Wenn wir auf dem Netz von Abb. 5, 6 und 7 aufbauen, läßt sich die 
gesamte Hauptsatzanalyse mitsamt der PUSH-Kante für den Infinitiv-
satz so wie in Abb. 8 darstellen. Zu einer Bemerkung gibt in die-
sem Netz höchstens noch die JUMP-Kante von S/IOBJ nach S/VR An-
laß: Sie ist dadurch begründet, daß ja Infinitivsätze bei transi-
tiven Sätzen zwar Akkusativobjekte sind, jedoch erst nach dem 
Verb folgen. Wenn diese JUMP-Kante beschritten wird, muß also ein 
Infinitivsatz folgen; sonst liegt ein fehlerhafter Satz vor. Um 
diese Regel zu erfassen, wird in diesem Netz beim Durchschreiten 
dieser JUMP-Kante ein Register INFS auf T gesetzt; daraufhin 
darf das Satz-Netz nur durch den Zustand S/INFS verlassen werden. 
Ausgänge durch die anderen Endzustände S/VR und S/AUX werden 
durch den Test (NULL (GETR INFS)) ('Ist das Register INFS leer?) 
verboten. Dieses Beispiel soll verdeutlichen, wie durch Steuerung 
mittels Register, die im Verlauf einer Analyse gesetzt und später 
abgefragt werden, die Ergebniserzeugung in Abhängigkeit von be-
stimmten Analysebedingungen differenziert erfolgen kann. Kompli-
ziertere Bedingungsgefüge als das eben angeführte lassen sich 
denken. So könnte man die Passivtransformation bei der Ergebnis-
erzeugung rückgängig machen, indem man, wenn man die Verbalphrase 
als passivisch erkannt hat, das (zwischengespeicherte) Subjekt 
der Analyse im Endergebnis an der Stelle des Objekts einfügt, an 
der Stelle des Subjekts aber eine gefundene Präpositionalphrase 
mit von oder, falls keine solche gefunden werden konnte, das Wort 
j emand . Eine genaue Ausarbeitung dieses Beispiels wäre allerdings 
so umfänglich, daß aus Platzgründen auf eine Darstellung hier 
verzichtet werden muß . 17 
Im Prinzip ist es mit erweiterten Obergangsnetzwerken möglich, 
bei der Ergebniserzeugung eine Eingabeäußerung beliebigen Trans-







PUSH NP/ T 
(SENDR K ' NOM) 
(SETR VORF 'SUBJ) 
(SETR SUBJ *) 1 
CAT SADV T 
(SETR VORF 
'SADV) 
CAT VERB T 




CAT AUX T 
(HOLD AUX) 
(SETR VEKL '(1 2 3)) 
JUMPT 
PUSH NP/ 
(EQ (GETR VORF) 
'SADV) 
(SENDR K 'NOM) 
(SETR SUBJ *) 
JUMP 
(EQ (GETR VORF) 
'SUBJ) 
•) CAT VERB 8v VIR AUX AUX T 
. (AND S 
(AGREE (GETR VEKL) 
(GETF VEKL)) 
(EQ (GETF TEMP ) 'P2) ) 
(SETR I NFSUBJ (GETF INFSUBJ )) 
POP 
(AND (END-OF-STRING ?) 
(NULL (GETR INFS ))) 




(SENDR K 'DAT) 
( SETR IOBJ *) 
PUSH NP/ T 
lSENDR K 'AKK ) 
JUMP T 
JUMP 
(AGREE (GETR VEKL) 2) 7' 
-~ 
"' JUMP 
(AGREE (GETR VEKL ) 1) 
PUSH I NFSATZ/ T ~S POP 
(COND ~ I ( END-OF-STRING?~ 
POP 
((EQ (GETR INFSUBJ ) 
'IOBJ) 
(SENDR SUBJ (GETR 
IOBJ) )) 
((EQ (GETR INFSUBJ) 'SUBJ ) 
(SENDR SUBJ (GETR SUBJ )))) 
(AND (END- OF- STRING?) 
(NULL (GETR INFS) )) 
5.5 . Vermeidung von backtracking 
Zwischenergebnisse können natürlich nicht nur gespe ichert und ge-
testet werden , sie können im Laufe einer Analyse auch verändert 
werden. Dieser Umstand ermöglicht es in manchen Fällen , proviso-
rische Entscheidungen zu treffen und später, wenn zusätzliche In-
formationen hinzukommen , zu verändern, ohne daß dadurch ein back-
tracking notwendig 1'/Ürde , wie dies i n der Interpretation von 
Phrasenstrukturregeln unumgänglich wäre. 
Als Beispiel kann die Verbanalyse und insbesondere die Analyse 
des Tempus im deutschen Verbkomplex dienen. Hierbei stellen sich 
mehrere Probleme. Betrachten wir einige mögliche Verbkomplexe im 
Nebensatz: 
(22a) (daß er ) s chla f eil wird. 
(22b) (daß eJ' ) schlafen soZZ . 
(22c) (daß el') .schlafen können wird. 
(22d ) (daß el') schlafen können hat. 
( 22e ) (daß e l") schlafen können so l z. 
Wenn wir ein Prädikatsverb wie schlafen im Infinitiv antreffen, 
dann ist noch unentscheidbar, wie diese Form zu interpretieren 
ist, ob als normaler Infinitiv (mit Präsensbedeutung) vor einem 
Modalverb , wie in (22b) oder als Teil der Futurumschreibung mit 
werden wie in (22a). In Form von Phrasenstrukturregeln ausge-
drückt, würde es sich hier um zwei verschiedene Regeln handeln, 
die der Reihe nach ausprobiert werden müßten , wobei bei Am'lendung 
der falschen Regel mit backtracking wieder zum Anfangspunkt zu-
rückgekehrt werden müßte . In einer Netzwerkdarstellung läßt sich 
provisorisch das Tempus als Infinitiv angeben und zwischenspei-
chern. Folgt ein Modalverb, so bleibt der Inhalt des Tempus un-
verändert , folgt jedoch eine Form von werden, so muß der Wert 
des Tempus von Infinitiv zu Futur umgewandelt werden. 
Ganz ähnlich kann bei der Analyse von Modalverb-Infinitiven ver-
fahren werden. Hi er besteht das Problem darin, daß bekanntlich 
bei Modalverben die Infinitivform nicht nur in der Infinitivfunk-
tion , sondern auch in der Partizipfunktion für die Perfektum-
schreibung verwendet wird. Das Paar (22c) und (22d) verdeutlicht 
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diese Situation. Welche Interpretation die richtige ist, kann 
aber erst entschieden werden, wenn das nachfolgende Verb analy-
siert ist. Wir können also so vorgehen, daß als Tempus eines Mo-
dalverbs zunächst Infinitiv angenommen wird; wenn ein Modalverb 
folgt (wie in (22e)), dann bleibt diese Information unverändert; 
folgt eine Form von werden, so ist diese Form ebenfalls als Infi-
nitiv zu interpretieren, als Tempus ist aber Futur anzugeben; 
folgt aber eine Form von haben , so ist die Form des Modalverbs 
als Partizip umzuinterpretieren, und als Tempus ist Perfekt anzu-
geben. 
Dieses Vorgehen, Vorentscheidungen aufgrund später hinzukommender 
Informationen abzuändern, kann besonders bei der kontextabhängig 
gesteuerten Ergebniserzeugung hilfreich sein und eine erhebliche 
Vereinfachung der Netze bedeuten; ob ein Satz passivisch ist oder 
nicht, erkennt man ja erst beim Verb, wenn z . B. das grammatische 
Subjekt bereits analysiert ist. Natürlich kann es aber auch dann 
zur Vereinfachung der Analyse beitragen, wenn Bedingungen für die 
Kantenauswahl getestet werden müssen, die aufgrund mehrerer inein-
anderwirkender Faktoren bestimmt werden müssen. 
6. Zusammenfassende Charakterisierung der Leistungsfähigkeit 
von erweiterten Obergangsnetzwerken 
Die Leistungen von erweiterten Ubergangsnetzwerken wurden bereits 
in den letzten Abschnitten in Beispielen dargestellt. Im folgen-
den soll nun eine Zusammenfassung der hauptsächlichsten Vorteile 
von Ubergangsnetzwerken gegenüber anderen Darste llungsmodellen 
gegeben werden. 
Nach WOODS (z.B. WOODS, 1973, S. 116) besitzt ein enveitertes 
Ubergangsnetzwerk-Modell die generative Kapazität einer Turing-
Maschine, wenn keine weiteren Einschränkungen formuliert werden. 
Es könnten somit theoretisch alle möglichen Anforderungen erfüllt 
sein, vorausgesetzt, es handelt sich um berechenbare Vorgänge. 
Solche theoretischen Aspekte interessieren jedoch hier weniger; 
vielmehr geht es um die Verwendbarkeit der in Abschnitt 4.3. vor-
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gestellten speziellen Netzwerksprache im Hinblick auf die im er-
sten Teil dieses Aufsatzes diskutierten Bestimmungsgrößen. 
Wenden wir uns zunächst der Leistungsfähigkeit im Hinblick auf 
die linguistischen Problernstellungen zu. Im Laufe der Diskussion 
in den vorangegangenen Abschnitten ist demonstriert worden, wie 
die Problerne der Analyse von beliebig oft wiederholbaren gleich-
geordneten Konstituenten, der Berechnung morphologischer Spezifi-
zierungen und der Analyse diskontinuierlicher Konstituenten sich 
sehr einfach und übersichtlich darstellen lassen. Lediglich zwei 
der angesprochenen linguistischen Probleme sind auch mit Netz-
werken höchstens auf Umwegen lösbar: die variable Satzgliedfolge 
und diskontinuierliche Konstituenten, die als Verschiebung einer 
Teilkonstitutente nach rechts darstellbar sind. Die variable Satz-
gliedfolge würde sich auch mit Mitteln der Netzwerkdarstellung 
nicht anders als in Form von Ersetzungsregeln darstellen lassen, 
nämlich als explizites Teilnetz für jede kombinatorische Varian-
te. Die Problerne bei rechts-extraponierten diskontinuierlichen 
Konstituenten wurde n bereits in Abschnitt 5.3. diskutiert: Es ist 
nur mit zusätzlichen komplexen Funktionen möglich, solche "zu 
spät" erscheinenden Konstituenten zu verarbeiten, da bei der vor-
ausgesetzten Strategie ein Teilstring analysiert werden müßte, 
wenn er noch nicht zur Verfügung steht. 
Allgernein läßt sich sagen, daß ein erweitertes Ubergangsnetzwerk 
sich sehr gut dafür eignet, eine Grammatik als Kombination von 
vereinfachten Grammatikregeln mit dazugehörigen zusätzlichen 
Wohlgeforrntheitsbedingungen darzustellen. Die Tatsache, daß sol-
che Bedingungen in den Kanten selbst getestet werden können, er-
leichtert außerordentlich die Kontrolle der Interaktion zwischen 
Regelanwendung und Uberprüfung mittels Wohlgeformtheitsbedingun-
gen . 
Was den Grammatiktyp angeht, der mit erweiterten Ubergangsnetzwer-
ken darstellbar ist, so können wir somit sagen, daß die möglichen 
Grammatiken von weitaus größerer Komplexität sein können, als es 
Phrasenstrukturgrammatiken beliebiger Ausprägungen sind. Dies 
wird in der Praxis hauptsächlich dadurch erreicht, daß Kontext-
sensitivität in Netzwerken in einem ausgesprochen extensiven 
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Sinne ausdrückbar ist, da Register über eine beliebige, dazu va-
riable Anzahl von Zwischenkonstituenten getestet werden können 
und so Kontextbedingungen in weit entfernten "Kontexten" formu-
liert werden können. Gegenüber anderen möglichen Modellen mit 
dem gleichen Leistungsumfang besitzt das Ubergangsnetzwerk-Modell 
darüber hinaus den Vorteil, ein sehr übersichtliches und flexibles 
Darstellungsmittel für die beschriebenen Operationen zu bieten. 
Solche Netzwerke entsprechen deshalb in besonderem Maße der For-
derung nach Transparenz. Diese Transparenz wird zunächst vor al-
lem dadurch erreicht , daß jeder Kantenübergang e ine einfache gram-
matische Operation darstellt, daß diese Operation zudem unmittel-
bar als ausführbare Funktion interpretierbar ist und drittens, 
daß jeder Kante die dazugehörigen Tests und Aktionen direkt zuge-
ordnet werden können. Daß die Tests und Aktionen direkt zu einer 
Kante geschrieben werden, bringt zusätzlich den Vorteil mit sich, 
daß keine weiteren Angaben und Kontrollen bezüglich der Ausfüh-
rung solcher Tests und Aktionen für eine Kante notwendig sind. 
Es ist so auch bei jeder Regel mit einem Blick erfaßbar, welche 
Aktionen ihr zugehören. In den gleichen Zusammenhang gehören auch 
die Möglichkeit zur flexiblen Ergebnisgestaltung und die Möglich-
keit, dabei beliebige Transformationen der Eingabeäußerung vorzu-
nehmen. Voraussetzung für all dies ist wiederum die eben erwähnte 
Ausführungsorientiertheit der Kantenoperationen. 
Die Transparenz d e r Darstellungsweise hängt in vielen Fällen 
direkt mit ihrer Flexibilität zusammen . Dies ist etwa bei der 
Steuerung der An.alyse durch Regelanordnung und Tests der Fall. 
Auch bei der Verwendung von JUMP-Kanten (siehe Abb. 3 und Abb. 5) 
ist sie sichtbar geworden . Ferner trägt dazu die darauf aufbauen-
de Möglichkeit bei, identische Teilstrukturen von Sätzen auch in 
identischen Teilnetzen darzustellen, selbst wenn sie in verschie-
denen Kontexten auftreten. Eine solche Situation würde bei einer 
Darstellung in Form von Ersetzungsregeln eine doppelte Darstel-
lung gleicher Teilketten je nach Kontext erfordern. 
Bei allen diesen Darstellungsvorzügen steigen die Zeitanforderun-
gen für die Ana l yse eines erweiterten Ubergangsnetzwerkes gegen-
über einem einfachen Ubergangsnetzwerk lediglich im Maße der An-
forderungen, die die Registerverarbeitung stellt. Dies steht im 
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Gegensatz zu anderen Verarbeitungsmodellen; z.B . wachsen bei der 
Konstruktion eines Parsers für kontextsensitive Phrasenstruktur-
grammatiken die Zeitanforderungen für jede neue Kontextbedingung 
im Verhältnis weitaus stärker. 
7. Satzanalyse mit Ubergangsnetzwerken in PLIDIS 
Bisher wurde das Problem von möglic hen Analysestrategien mit 
Ubergangsnetzwerken weitgehend mit Stillschweigen übergangen; wo 
es nicht ganz ausgeklammert werden konnte, ~rurde kommentarlos 
eine bestimmte Strategie (top-down und prädiktiv) vorausgesetzt. 
Es muß jedoch betont werden, daß die formale Definition einer 
Netzwerkgrammatik im großen und ganzen keine Präjudizien bezüg-
lich ihrer Anwendung schafft. Eine Netzwerkgrammatik ist eine 
Darstellung einer Regelmenge wie andere Grammatikdarstellungen 
und benötigt zu ihrer konkreten Anwendung zusätzlich einen Par-
ser. 
Dementsprechend ließen sich auch Systeme konzipieren, die Netz-
werke nicht zur Analyse, sondern zur Produktion von Sätzen ver-
wenden. Wenn Netzwerke zur Analyse verwendet werden, dann können 
sie theoretisch sowohl prädiktiv wie parallel, top-down wie 
bottom-up interpretiert werden. 18 Statt daß ~it dem ZustandS/ 
begonnen wird, könnte z.B. im bottom-up-Verfahren der erste zu-
stand danach ausgewählt werden, ob eine Kante mit dem zum ersten 
Wort passenden CAT-Test von ihm ausgeht; wenn ein Pfad bis zu 
einer POP-Kante von diesem Zustand aus gefunden werden konnte , 
würde wieder ein Zustand gesucht werden, von dem aus die gewünsch-
te PUSH-Kante ausgeht usw. 
Wie schon bei den Erläuterungen der Beispiele in Abschnitt 5. 
deutlich ge~1orden sein dürfte, ist die dort verwendete Netzwerk-
sprache am unmittelbarsten für eine top-dmom-Analyse geeignet. 
Im folgenden soll nun grob die Analysestrategie, wie sie im Rah-
men von PLIDIS verwendet wird, skizziert werden. Es handelt sich 
um ein prädiktives top-down-Verfahren. Die Wahl dieses Verfahrens 
ist in der Konzeption des Systems PLIDIS begründet. Im Vordergrund 
steht dabei, daß eine Eingabeäußerung eine Frage ist, die so ein-
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fach und so schnell wie möglich, und das heißt vor allem ohne 
lästige und zeitraubende Zwischenfragen , einer Beantwortung zuge-
führt werden soll. Es soll also als Ergebnis einer Analyse zum 
vorneherein nur eine Struktur erzeugt werden, (da mehrere Ergeb-
nisse eine We iterbearbeitung ohne zusätzliche Entscheidungshilfen 
z.B. von Seiten des Benutzers verunmöglichen); zweitens soll die 
Analyse selbst so ~1enig Zeit wie möglich in Anspruch nehmen. Dies 
geschieht am besten durch ein prädiktives Vorgehen. Die top-down-
Strategie ist, wie bereits erwähnt, aus Gründen der Registerver-
waltung vorzuziehen , insbesondere wenn, wie dies faktisch der 
Fall ist, die Interaktion zwischen Registern verschiedener Rekur-
sionsstufen relativ intensiv ist. Die Erreichung des Gesamtziels 
kann zusätzlich durch eine geeignete Organisation des Netzwerkes 
selbst unterstützt werden. Durch entsprechende Anordnung der Kan-
ten, die von einem Zustand ausgehen, kann erreicht werden, daß 
zunächst immer jener Pfad versucht wird , der das bevorzugte Resul-
tat ergeben würde. 
All diese Vorkehrungen verhelfen dazu, einerseits die Zahl von 
möglichen Mehrdeutigkeiten überhaupt zu verringern und im Falle 
von trotzdem auftretenden Mehrdeutigkeiten die gewünschte Version 
als erste zu finden. Natürlich kann dadurch nicht für jeden Fall 
verhindert werden, daß die gewünschte Interpretation nicht doch 
erst als zweite gefunden wird. Die Zahl dieser Fälle wird aber 
insgesamt dadurch sehr gering gehalten. 
Die top-down-Analyse mit Netzwerken geht demnach so vor sich, daß 
als erster Zustand bei jeder Analyse einer Eingabeäußerung in den 
besonders gekennzeichneten Anfangszustand S/ übergegangen wird. 
Die Analyse wird vom Parser so gesteuert, daß zu jedem Zustand 
eine charakteristische Konfiguration aufgebaut wird, die alle In-
formationen für die notwendigen Berechnungen bei Kantenübergängen 
und beim backtracking enthält : Es wird gespeichert, welches Wort 
momentan betrachtet wird, welches der Name des momentanen Zustan-
des ist, welches der momentane Inhalt aller Register und Stapel-
speicher ist, welches die Register- und Stapelspeicherinhalte der 
höheren Rekursionsebene sind, von der aus das gegenwärtig durch-
laufene Netz aufgerufen worden ist, und schließlich , wie die mo-
mentane Konfiguration zustande gekommen ist, d . h . welches die 
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Kante war, die zum gegenwärtigen Zustand führte , und welches das 
damals betrachtete Wort war. 
Der Parser ermittelt nun für die momentane Konfiguration anhand 
des darin angegebenen Zustands und der Grammatik, in der die mög-
lichen wegführenden Kanten angegeben sind, einen geeigneten Uber-
gang zu einem nächsten Zustand. Ein Ubergang kann beschritten 
werden, wenn sowohl die Kantenoperation wie die Tests zur Kante 
zu einem positiven Ergebnis führen. Wenn ein Ubergang möglich ist, 
wird eine neue Folgekonfiguration aufgebaut. Dies geschieht in 
der Weise , daß je nach Obergangsfunktion das neue Eingabewort ver-
merkt wird; wenn es sich um eine TO-Aktion handelt , das folgende 
Wort , bei einer JUMP-Aktion oder -Kante das gleiche Wort wie in 
der vorangegangenen Konfiguration . Ferner wird der neu erreichte 
Zustand vermerkt , die Registerwerte werden aufgrund der Aktionen 
zur eben beschrittenen Kante neu berechnet und der vorangegangene 
Zustand und die eben erfolgreich beschrittene Kante werden gespei-
chert. In dieser neuen Konfiguration kann nunmehr wieder nach dem 
qleichen Verfahren ein neuer Obergang gesucht werden. Hande l t es 
sich bei einem Ubergang um eine PUSH-Kante, werden zunächst die 
bestehenden Registerwerte gespeichert (als Registerwerte der hö-
heren Rekursionsstufe). Die Tests und Aktionen werden erst be i 
der Rückkehr aus dem untergeordneten Netz durch POP ausgeführt. 
Die Kanten , die von einem Zustand ausgehen , werden in der Re i hen-
folge anzuwenden versucht, wie sie in der Grammatik angeordnet 
sind; die erste erfolgreiche Kante wird beschritten . Gibt es in 
einer bestimmten Konfiguration keine vom betreffenden Zustand aus-
gehende Kante, die erfolgreich beschritten werden kann , dann ist 
die Analyse in eine Sackgasse geraten; es muß mittels backtracking 
e in neuer Weg gefunden werden. Dies geschieht systematisch da-
durch , daß der Zustand der direkt vorangegangenen Konfiguration 
wiederhergestellt wird und von dort aus die nächste, noch nicht 
beschrittene Kante anzuwenden versucht wird. (Es müssen also je-
weils imme r alle berei ts einmal vollzogenen Ubergänge ausgelassen 
werden.) Wird auch von hier aus keine beschreitbare Kante befun-
den, muß nochmals ein Konfiguration zurückgegangen werden , wo 
das gleiche Vorgehen wiederholt wird. Gelangt man so schließlich 
wieder zum Anfangszustand S/ zurück, und kann dort endgültig kein 
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erfolgreicher Kantenübergang vollzogen werden, so ist der Satz 
mit der vorgegebenen Grammatik nicht analysierbar. 
Die Gesamtheit aller Konfigurationen einschließlich der Konfigu-
rationen, die aufgrund des backtrackings aus vorangegangenen Kon-
figurationen wiederhergestellt worden sind, kann als eine umfas-
s ende Repräsentation eines Analysepfades, der bei der (erfolgrei-




In Begriffen der Problemlösungstheorie läßt sich der Unterschied zwischen 
top-dOim und bottom- up als der Unterschied von state-space und Problem-
reduction interpretieren ( s. VanderBrug/~linker , 1975) • 
2 Ein bekannter Parser , in dem dieses Verfahren angewendet \Ürd , ist der 
"Predictive Analyzer" von S. Kuno (Kuno, 1966). 
3 Ein bekanntes Beispiel eines bottom-up-Verfahrens mit paralleler Suche 
stellt der Cocke- Algorithmus dar (s . Hays, 1967, s . 76f . , Kuno , 1966, S. 
87). Ein ähnliches Verfahren ist von ~1. Kay entwickelt worden (Kay, 1967) . 
4 In Begriffen der Problemlösungstheorie kann man prädiktive Suche als depth-
first-Suche, para l lele Suche als breadth-first-Suche verstehen. 
5 Hierin unterscheiden sich einfache Obergangsnetzwerke von den sogenannten 
fini te-sta te-r~asc;hinen , die keine Rekursion zulassen. 
6 Die Zustandsetiketten sind willkürlich, können aber als mnemotechnische 
Abkürzungen gelesen werden: S/ "Satzanfang" , S/NP "Satz nach der (bereits 
analysierten) NP", NP/NP "NP (nach der bereits analysierten) NP " , d.h. "NP-
Ende11, NP/ "Anfang der NP", us\'1. 
7 Als Entsprechungsregeln für die Darstellung von Obergangsnetzwerken in 
Ersetzungsregeln könnten wir etwa formulieren: 
a) Der Anfangszustand in einem Netz A entspricht dem Ausgangssymbol in 
einer Phrasenstrukturregel A ' . 
b) Die geprüften Kategorien in den Kanten eines Netzes A entsprechen den 
Zielsymbolen in einer Phrasenstrukturregel A' und zwar in der gleichen 
Reihenfolge. 
c) Jeder mögliche Pfad in einem Netz entspricht einem möglichen String von 
Symbolen in einer Phrasenstrukturregel. 
8 Es gibt Z\•ar entsprechende Notationsmöglichkeiten für Phrasenstrukturre-
geln, die ähnliche Vereinfachungen erlauben , z.B. runde Klammern zur Anga-
be fakultativer Konstituenten oder den Kleene ' schen Operator * zur Angabe 
der variablen Anzahl eines Konstituententyps. Damit ließe sich die Konsti-
tuente VP von Abb . 3 folgendermaßen ausdrücken: VP ~V (NP (NP)) (PP)* . 
Eine derarti ge Formulierung ist jedoch in der Phrasenstrukturgrammatik 
nicht eine einzige Regel, sondern eine kombinierte Darstellung vieler 
(theoretisch infolge des Ausdrucks (PP)* unendlich vieler) Regeln. 
Ein gewöhnlicher Parser von kontextfreien Phrasenstrukturgrammatiken kann 
auch nicht eine abgekürzte Notation der oben angeführten Form interpretie-
ren , sondern en•artet unabgekürzte Regeln. 
\•lenn Teile von Regeln identisch sind , bedeutet dies aber keineswegs eine 
Vereinfachung beim Analysieren , denn jede Rege l muß ja für sich angewendet 
\•/erden. Identische Teile müssen deshalb norma l erweise jedesmal neu auspro-
biert werden. 
Diese unnötige •1iederhol te Am•endung des gleichen Symbo l s auf den gleichen 
Teilstring Hird in einer Darstellung in einem Netzwerk \'lie in Abb. 3 ver-
mieden: Nenn vor VP/NP1 eine NP erfolgreich gefunden \'lorden ist, braucht 
diese Kante nicht mehr beschritten zu werden, auch Henn der nachfolgende 
Pfad noch nicht bekannt ist. 
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9 Für eine vollständige Beschreibung siehe Lötscher, 1977. 
10 s. Teitelman, 1975. 
11 Der Unterschied zwischen einem Register und einem Stapelspeicher (Stack) 
liegt darin , daß ein Register immer nur ein Element als Inhalt besitzen 
kann, ein Stapelspeicher jedoch beliebig vie l e . In einem Stapelspeicher 
wi rd e in neues Element immer als oberstes hinzugefügt, auch kann immer 
nur das oberste (letzte hinzugefügte) Element betrachtet oder entfernt 
\'!erden. 
1 2 Die im folgenden zugrundegelegten Beispiele von Grammatikfragmenten sind 
nicht als korrekte Teile einer vollständigen und konsistenten Grammatik 
des Deutschen gedacht, sondern als Ausgangspunkt, an dem sich das Problem 
und dessen Lösung demonstrieren lassen. Wollten wir eine vollständige 
Grammatik voraussetzen , würde dies die Notwendigkeit der Diskussion der 
ganzen Grammatik und der Funktion der einzelnen Teile darin erfordern. 
Dies wiederum würde den Rahmen dieser Ausführungen sprengen, abgesehen 
davon, daß die meisten aufzuwerfenden Fragen für das Einzelproblem, um 
das es geht, ke i ne Relevanz hätten. Eine Gesamtgrammatik für das Deutsche 
wird zudem in Lötscher/Kolvenbach, in diesem Band, beschrieben. 
13 Wenn das Register KNG durch SENDR vor dem Durchlaufen des Netzes von (17) 
einen l'iert bekommt, darf es natürlich nicht mehr durch SETR verändert 
werden. l'ii r können die Situation allgemein lösen, indem wir in ( 17) SETR 
durch AGREE bzw. AGREEKNG ersetzen . 
14 Bei einem Verb im Perfekt entsteht ein Problem bezüglich der Verbklassen/ 
Verbrahmen-Übereinstimmung. Da das Hauptverb in diesem Fall erst nach a l-
len Ergänzungen kommt, muß der Verbrahmen beim Analysieren der Ergänzun-
gen bestimmt werden und dann beim Verb getestet werden, ob dieses damit 
verträglich ist. Dies verlangt eher Tests mit AGREE als mit EQ. (Z.B. 
müßte im Netz von Abb. 5 der Test beim Dativobjekt statt (EQ (GETR VEKL)3) 
lauten: (AGREE (GETR VEKL) 3). 
15 Lösungen des Problems lassen sich durchaus denken . In einer top-down-In-
terpretation müßten wir über die Möglichkeit der Zwischenspeicherung ei-
ner Kante verfügen; diese Kante könnte später im richtigen Moment ange-
wendet ~~erden. Ein Problem stellt dabei die richtige Ergebnisgenerierung 
dar: Im Normalfall 1~ollte man sicherlich das nachträgliche Ergebnis am 
ursprünglich erwarteten Ort einfügen. Dieser Platz ist aber nur nach Ana-
lyse der Ergebni sliste wieder zu finder •. 
Am einfachsten 1·1äre die Behandlung rechts-verschobener diskontinuierlicher 
Konstituenten in einem bottom-up parallelem Verfahren. Hier stände mit 
Sicherheit die gesuchte fehlende Teilkonstituente früher oder später zur 
Verfügung, bevor die restliche Anillyse ganz zu Ende ist. Das Problem dabei 
ist, daß das hier definierte Vorgehen sich für bottom-up-Analysen schlecht 
eignet (siehe Abschnitt 7.). 
16 Im Falle des indirekten Objektes müßten wir allerdings noch den Kasus von 
Dativ auf Nominativ umstellen , da die Nominalgruppe später als Subjekt 
taugen sollte. Diese Umstellung ist durchaus machbar, Henn auch ziemlich 
kompliziert, weshalb das Problem hier vernachlässigt sei. 
17 Ein Beispiel mit Rückverwandlung des Passivs findet sich in 1'/oods, 1970, 
Abschnitt 8. 
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18 Lediglic h bezüglich der Registerven<altung, dem Setzen und Abfragen von 
Registern müssen einige Einschränkungen hinsichtlich der Verwendbarkeit 
i n einem top-down oder bottom-up-Verfahren gemacht 1·1erden. SENDR-Aktionen 
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1 . Problemstellung und Rahmenbedingungen 
Das Thema, das im folgenden erörtert werden soll, muß im Rahmen 
einer umfassenderen Fragestellung gesehen werden, nämlich vor dem 
Hintergrund der Aufgabe, ein natürlich-sprachlich funktionieren-
des Frage-Antwort-System zu konstruieren. Das Problem, das sich 
dabei zunächst stellt , besteht darin, die natürlichsprachlichen 
Eingabeäußerungen in eine Form zu bringen, die sie zur Verarbei-
tung im Frage-Beantwortungs-Prozeß im engeren Sinn (Aufsuchen der 
Antwort aufgrund der vorliegenden Frage) geeignet macht . 
In der hier vorliegenden Konzeption 1 ist eine geeignete interne 
Darstellung für die Durchführung dieses Frage-Beantwortungspro-
zesses eine formale Sprache (s. dazu ZIFONUN in diesem Bande) . 
Die Aufgabe, die sich aus diesem Entscheid ableiten läßt, kann 
demnach so formuliert ~1erden: Wie ist eine natürlich-sprachliche 
Äußerung am einfachsten in eine (vordefinierte) interne Darstel-
lung zu bringen? 
Für die Lösung dieser Aufgabe sind unterschiedliche Konzeptionen 
entwickelt worden . Dabei ergibt es sich je nach Auffassung in 
verschiedener Weise, daß auch eine Komponente für die morphesyn-
taktische Analyse eines Satzes notwendig ist. Dabei ist klar , daß 
die Anforderungen an eine solche Komponente und an das Ergebnis 
einer morphesyntaktischen Analyse in starkem Maße vom jeweiligen 
Rahmen abhängt . 
Im folgenden sollen deshalb zuerst die möglichen Vergehensweisen 
für eine Überführung aus genereller Sicht diskutiert werden. Erst 
aus den daraus abzuleitenden Entscheidungen ergibt sich die Be-
gründung für eine konkrete morphesyntaktische Komponente und die 
genauere Definition der Aufgabenstellung . Schon aus diesen Bemer-
kungen dürfte aber klar geworden sein, daß die Aufgabenstellung 
nicht von rein "linguistischen" Gesichtspunkten bestimmt wird , 
und daß deshalb eine solche Komponente zum Teil von linguistisch 
orientierten Modellen abweichen kann. 
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1.1. Ein-Schritt-Uberführung 
Eine erste mögliche Vergehe nsweise zur Lösung de s Oberführungs-
problems besteht in der "Ein-Schritt-Ube rführung": Die Eingabe-
äußerung wird in einem einzigen Schritt in e ine interne Repräsen-
tation gebracht; sie wird nur einmal abgearbeitet, die Erzeugung 
der entsprechenden internen Repräse ntation erfolgt parallel zur 
Abarbeitung des Satzes, es werden keine Zwischene rgebnisse er-
ze ugt, die nach Abarbeitung eines Satzes zur eigentlichen Erzeu-
gung e iner Formulierung der inte rnen Repräsentation weiterverwen-
det we rden. 
Dieses Prinzip kann selbst wiede r auf verschiedene Weise in einer 
Analysekomponente realisiert werden. Ein besonde rs konsequentes 
Beispiel, wo auch die Vor - und Nachteile besonde rs deutlich wer-
den, stellt das von SCHANI< und seinen Mitarbeitern e ntwickelte 
System MARGIE (s . SCHANI<, 1975a , besonders Kap. 2 und 4) dar. 
Wesentliche Me rkma le im Analysesystem von MARGIE, neben der di-
rekten Erzeugung einer internen Darste llung (einer sogenannten 
"conceptual dependency structure") , bestehen darin , daß keine ex-
plizite morphesyntaktische Grammatik verwendet wird , und daß wäh-
rend der Analyse konsequent semantische und pragmatische Informa-
tion zu Hilfe genommen wird. 
Für jedes Wort sind in einem Lexikon "Erwartungen" bezüglich der 
syntaktische n und semantischen Charakte risierung seines nachfol-
genden Kontexts angegeben. Bei der Analyse eines Satzes wird je 
nach Er wartungen, die mit einem gerade betrachteten Wort verbun-
den sind, der Kontext daraufhin untersucht, ob er diesen Erwar-
tungen e ntspricht. Wenn die Erwartu nge n erfüllt sind, kann e ine 
Struktur als Ergebnis aufge baut werden. 
Für g ive z .B. ist im Lex ikon angegeben, daß entweder zwei Nomi-
nalgruppen oder eine Nominalgruppe, gefolgt von eine r Präpositio-
nalgruppe mit to folgen müssen. Eine dieser beiden Gruppen muß 
zudem eine Person beze i chnen, die andere eine Sache oder eine 
Handlung ( to give someone a beat i ng ). We nn in einer Analyse das 
Verb give angetroffen wird, wird versucht, im nachfolgenden Teil 
des Satzes Elemente zu finden, die die geforde rten syntaktischen 
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und semantischen Bedingungen erfüllen. Falls solche gefunden wer-
den , wird die interne Repräsentation für die entsprechende Äuße-
rung aufgebaut . 
Die Vergehensweise der Satzanalyse in MARGIE könnte statt in ei-
nem Lexikon durchaus in der Form "echter" grammatischer Regeln 
dargestellt werden . 2 Dabei würde die Komplexität einer Grammatik, 
in der alle syntaktischen und semantischen Bedingungen, d i e bei 
einer MARGIE-Analyse enthalten sind, deutlich zum Ausdruck kom-
men: Morphesyntaktisch einfache, aber semantisch mehrdeutige Wör-
ter (z.B. Präpositionen und Verbe n) und ihre Umgehungen müssen je 
nach semantischen Gehalt mehrfach unterschieden werden. 3 
Als Gewinn stellt sich allenfalls heraus, daß in vielen solchen 
Fällen die Formulierung von syntaktischen Rahmenbedingungen weni-
ger differenziert sein muß als in expliziten grammat i schen Dar-
stellungen. So kann auf die Unterscheidung zwischen Ergänzungen 
und Angaben meist verzichtet werden, da ihre semantische Relevanz 
direkt in der Erzeugung einer bestimmten internen Darstel l ung zum 
Ausdruck kommt. 
Als Konsequenz einer solchen semantischen Differenzierung von 
grammatischen Kategorien ergibt sich, daß eine daraufhin formu-
lierte Grammatik nicht mehr nur syntaktische Kategorien, sondern 
syntaktisch-semantisch-pragmatische Kategorien aufweist: Eine 
solche grammatische Kategorie bezeichnet linguistische Entität-
ten, die syntakt i sch charakterisiert sind, und in einem bestimm-
ten Weltausschnitt bestimmte Klassen von Objekten usw. bezeichnet . 
So könnte man a l so z . B. sagen, daß nicht Nominalphrasen beschrie-
ben werden, sondern Strukturen, mit denen eine Sekre tärin Reisen, 
Konferenzen und Reisekosten bezeichnen kann. (Siehe di e Bemerkun-
gen in WOODS et al. 1976, Bd. I, S. 22). 
Ein Vorteil einer Ein-Schritt-Analyse besteht sicherlich darin, 
daß kein wiederum zu analysierendes Zwischenergebnis e rzeugt wird. 
Ein weiterer Vorteil speziell bei der semantisch gesteuerten Ana-
lyse ist ferner, daß die v ielen lexematischen und syntaktischen 
Ambiguitäten , die in jedem Satz vorkommen, direkt auf Grund der 
semantischen Teilergebnisse , (welche oft die einzigen Entschei -
dungshilfen überhaupt bie ten), vereindeutigt werden können . Auf 
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diese Weise werden sowohl mehrdeutige Wörter wie syntaktische 
Mehrdeutigkeiten (z.B . die Unterscheidung zwischen Angaben, Er-
gänzungen und Attributen) sofort beseitigt, ohne daß diese Mehr-
deutigkeiten zunächst mit großem Aufwand in der morphesyntakti-
schen Analyse entdeckt werden müssen , nur um anschließend in der 
semantischen Analyse beseitigt zu werden. 
Diese Möglichkeiten, semantische Informationen zur Vereindeuti-
gung einer Analyse beizuziehen, bestehen naturgemäß nur bei einer 
Ein-Schritt-Analyse , wo semantische Interpretationsteile bereits 
während der Analyse selbst erzeugt werden. 
Den Vorteilen stehen aber auch einige Nachteile gegenüber. 4 Ein-
mal ist mit einem Ein-Schritt-Vorgehen gegenüber anderen Verge-
hensweisen ein Verzicht auf Transparenz verbunden: Der syntakti-
sche Rahmen der möglichen zugelassenen Satzkonstruktionen ist nur 
schwer oder gar nicht hinter den kombinierten syntaktisch-seman-
tischen Regeln zu erkennen: Viele syntaktisch eindeutige Elemente 
oder Konstruktionen müssen aus semantischen Gründen differenziert 
werden, so daß die Einheitlichkeit nicht mehr sichtbar ist oder 
hinter den primär gesuchten semantischen Bezügen zurücktritt. 
Besonders bei umfangreicheren Systemen oder bei Erweiterungen 
eines bestehenden Systems kann dieser Mangel an Transparenz durch-
aus zu einem Problern werden . Insgesamt wird zudem durch die Ein-
beziehung semantischer und pragmatischer Informationen die Ana-
lysekomponente in vielen Fällen sehr weltausschnittabhängig; än-
dert man den Anwendungsbereich , muß man auch v1esentliche Bestand-
teile der Komponente ändern. Dieses Problem kann man nur sauber 
lösen, wenn man bei aller Unterstützung der Analyse durch seman-
tische und pragmatische Informationen, diese Informationen vorn 
eigentlichen Analyseapparat streng trennt, statt sie zu vermi-
schen wie in MARGIE. 
Nicht zu vernachlässigen ist ferner, daß die Satzanalysekomponen-
te von MARGIE oder HWIM für einen Ausschnitt des Englischen kon-
struiert worden ist . 
Die komplexere Morphologie des Deutschen im Nominalbereich und 
die Verbendstellung im Deutschen schaffen für die Anwendung der 
Ein-Schritt-Analyse schwerwiegende Probleme. 
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Für eine Analyse syntaktischer Bedingungen sind die morphologi-
schen Merkmale zu wen ig e indeutig, als daß schon am Anfang einer 
Nominalgruppenanalyse gesagt werden könnte, welche morphologische 
Charakterisierung die betreffende Nominalgruppe besitzen könnte. 
Sehr oft kann dies sogar erst bei der Kenntnis aller vorkommenden 
Nominalgruppen gesagt werden. Die Konsequenz für eine Ein-Schritt-
Ubersetzung ist, daß sehr viele semantische Entscheidungen aufge-
hoben werden müssen, bis Klarheit in der morphologischen Charak-
terisierung erzielt werden kann. 
Ein noch schwierigeres Problem stellt die Verbendstellung im 
Deutschen dar. Wenn das Verb erst nach alle n Ergänzungen folgt , 
ist gar keine systematische Steuerung der Analyse durch die verb-
abhängigen syntaktisch-semantischen "Erwartungen" möglich, was 
doch ein Hauptvorteil einer Analyse im MARGIE-Stil ist. 
Es soll hier nicht behauptet werden, daß eine Ein-Schritt-Uber-
führung im MARGIE-Stil nicht auch so modifiziert werden könnte, 
daß die erwähnten Probleme theoretisch bewältigt werden. Es soll-
te hier aber deutlich geworden sein, daß dies nur mit komplizier-
ten Umwegen, die eigentlich der zugrundegelegten Strategie ent-
gegenlaufen, bewerkstelligt werden kann. 
1.2. Mehr-Schritt-Uberführung 
Bei einer Mehrschritt-Uberführung wird ein Satz in mehreren 
Schritten analysiert; in jedem Schritt wird ein Zwischenergebnis 
erzeugt , das als Eingabe für den nächsten Schritt dient. 
Damit ist noch nicht festgelegt, wie die Schritte im einzelnen 
definiert sind. Im allgemeinen werden jedoch Mehr-Schritt-Analy-
sen gemäß den herkömmlichen linguistischen Analyseebenen organi-
siert. Das heißt, daß zunächst die Wörter morphologisch analy-
siert werden, daß anschließend eine morphosyntaktische Gruppie-
rung der Wörter vorgenommen wird und daß schließlich eine Trans-
formation dieser so strukturierten Sätze in die gewünschte Formu-
lierung der internen Darstellung erfolgt. Diese Transformation 
kann wiederum in mehreren Normalisierungs- und Veränderungs -
schritten erfolgen. Die morphologische Analyse kann aber auch 
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im gleichen Schritt wie die morphesyntaktische Analyse erfolgen : 
Beim Abarbeiten eines Satzes wird jedes Wort zuerst auf seine 
möglichen morphologischen Merkmale untersucht, bevor es in die 
Umgebung syntaktisch einzuordnen versucht wird. Diese Vergehens-
weise wird z.B. in LUNAR (s. WOODS et al., 1972) eingeschlagen. 
Die Gesichtspunkte für die Organisation einer Mehr-Schritt-über-
führung mögen bei den verschiedenen Forschern im einzelnen unter-
schiedlich sein. 5 Relevant für eine Entscheidung zugunsten einer 
Mehrschritt-Überführung ist sicher das Kriterium der Transparenz , 
die durch eine Modularisierung einer Komponente nur erhöht werden 
kann. Nur durch eine sinnvolle Aufteilung und Abtrennung der un-
terschiedlichen Aufgaben in einer so komplexen Problemstellung 
wie der Überführung kann in umfangreicheren Systemen der überblick 
über die Lösungsschritte, die dabei verwendeten Informationen und 
die veränderten Parameter erhalten bleiben. 
1.3. Die Modularisierung der Mehr-Schritt-Überführung in PLIDIS 
Auch in PLIDIS wird eine Mehr-Schritt-überführung vorgenommen. 
Die Umsetzung einer Eingabeäußerung erfolgt in den drei Schritten: 
morphologische Analyse - morphesyntaktische Analyse - Überführung 
nach KS. 
Die Abtrennung der morphologischen von der morphesyntaktischen 
Analyse erfolgte mehr aus praktischen denn aus prinzipiellen 
Gründen. Einmal geht es darum, die Auswechselbarkeit des verwen-
deten Verfahrens einer morphologischen Analyse (bei Beibehaltung 
des Outputs) zu gewährleisten, da bei der Entwicklung eines Sy-
stems unter wechselnden Bedingungen eine solche Flexibilität 
durchaus vorteilhaft ist. Wenn die morphologische Analyse von 
der morphesyntaktischen getrennt wird, ist diese Auswechslung der 
Komponenten problemlos. 
Die Begründung einer Trennung der morphesyntaktischen Analyse von 
der eigentlichen Überführung sollte in Abschnitt 1.1. deutlich 
geworden sein . Es müssen danach zunächst möglichst alle morphe-
syntaktischen Informationen zugleich vorhanden sein, bevor die 
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Oberführung in Angriff genommen werden kann. Dabei müssen sowohl 
Analysekategorien wie Analyseergebnisse auf die Notwendigkeiten 
der Oberführung hin konzipiert werden. Das heißt einerseits, daß 
keine Aufgaben gelöst werden sollen, die besser von einer Ober-
führung, die Zugang zu semantischen Informationen hat, gelöst 
werden können. Z. B. sollen 1wrtsemantische Mehrdeutigkei ten in 
diesem Schritt nicht berücksichtigt werden (Schloß ist z . B. als 
ein einziges Wort zu betrachten) . Aber auch die Berücksichtigung 
syntaktischer Mehrdeutigkeiten, die nur semantisch aufzulösen 
sind, würde bei der Aufgabe der Oberführung sich nur als hinder-
lich erweisen; Mehrdeutigkeiten führen einerseits zu Entschei-
dungs problernen bei der Aus~1ahl eines Analysekandidaten und zu 
Sackgassen in der Analyse; andererseits wird ein Oberführungs-
algorithmus auf Grund der semantischen Informationen von selbst 
auch bei "zu undifferenzierten" Strukturen die richtigen Diffe-
renzierungen vornehmen. 
Andererseits soll als Ergebnis der Analyse eine Beschreibung des 
Satzes entstehen, die die Oberführung des Satzes soweit wie mög-
lich vereinfacht. Dies bedeutet insgesamt , daß das Ergebnis eine 
normalisierte morphesyntaktische Darstellung sein wird, in der 
mögliche Unregelmäßigkeiten und für eine Abarbeitung im Laufe der 
Oberführung problematische Satzeigenschaften in eine günstigere 
Form gebracht worden sind. (Das heißt nicht, daß dabei die ur-
sprüngliche Satzform nicht doch noch erkannt werden müßte.) So 
ist es günstig, die morphologisch bedingten Wortableitungen auf 
eine Normalform zurückzuführen, oder die Wortstellung soweit wie 
möglich zu normalisieren. 
Solche überführungsbedingten Anforderungen an eine morphe-syntak-
tische Analyse dürfen jedoch nicht bedeuten, daß die Komponente 
abhängig wird von speziellen semantischen Bedingungen des Anwen-
dungsbereichs. Im Gegenteil stellt ja eine weitere Begründung für 
die Einführung einer eigenen morphe-syntaktischen Komponente dar, 
daß die Analyseoperationen so allgemein wie möglich formuliert 
werden sollen, damit die Eingabe zu beliebigen Obersetzungsregeln 
generell vorgegeben ist . Dadurch können die Ubersetzungsregeln 
selbst auf eine uniforme Weise konstruiert werden. 
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Es ist schließlich noch zu begründen, warum die Oberführung von 
der morphosyntaktischen Darstellung in eine interne Repräsenta-
tion in einem einzigen Schritt erfolgt. Auf die Oberführung selbst 
wird allerdings in WULZ, in diesem Bande, ausführlich eingegangen . 
Hier soll nur soviel gesagt werden, daß es an sich keine wohlde-
finierte Ebene einer Satzdarstellung zwischen einer (normalisier-
ten) morpho-syntaktischen Darstellung und der internen Repräsenta-
tion gibt. Als Möglichkeiten solcher Ebenen werden zwar hin und 
wieder entweder jene der Tiefenstrukturen a la CHOMSKY oder von 
Tiefenkasusdarstellungen a la FILLMORE angeführt. Seide sind je-
doch in großem Maße von speziellen theoretischen Annahmen abhän-
gig, die selbst stark umstritten sind . 
Sogar für kleine Ausschnitte der jeweiligen Sprache ist die Form 
eines Satzes auf der postulierten Zwischenebene nicht klar. 
Hinzu kommt, daß dabei keineswegs gesichert ist, daß eine Z~li­
schenübersetzung in Tiefenstrukturen oder Tiefenkasus die Ober-
führung in e ine spezielle interne Darstellung erleichtert. 
Die am einfachsten zu definierende Vorgehensweise der Oberführung 
einer morphosyntaktischen Struktur in eine interne Repräsentation 
ist jene in e i n e m Schritt. 
2. Morphologische Identifizierung in PLIDIS 
Die Aufgabe der morphologischen Identifizierung (oft auch "Lemma-
tisierung" genannt) besteht darin, für a lle Wörter e iner Eingabe-
äußerung die Wortklasse, die Spezifikationen der morphologischen 
Eigenschaften und (besonders für flektierbare Wortklassen) das 
zugrundeliegende Grundwort oder die "Normal form " anzugeben . Letz-
teres ist nicht nur aus Vollständigkeitsgründen wichtig: Eine se-
mantische Interpretation von einzelnen Lexemen wird überflüssig 
kompliziert, wenn als Ausgangsinformation die flektierte Form 
eines Wortes verwendet werden muß. Diese Formen sind so vielfäl-
tig und überschneiden sich dabei infolge der Mehrdeutigkeit der 
Endungen unterschiedlicher Flexionsparadigmen so häufig, daß die 
Identifizierung der richtigen semantischen Regel für eine flek-
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tierte Wortform nur mittels eines komplexen und umständlichen 
Apparates möglich ist. 6 Die morphologische Analyse liefert ihrer-
seits genau die Informationen zur Identifizierung der Normalform . 
2. 1. Mögliche Vorgehens~reisen zur morphologischen Identifi-
zierung 
Die Zuordnung von morphologischen Beschreibungen zu den Wortfor-
men einer Eingabeäußerung kann nach zwei Prinzipien erfolgen. Die 
eine Möglichkeit besteht darin, daß die Beschreibung durch Aufsu-
che der Wortform in einem Wortformenlexikon ("Vollformenlexikon") 
ermittelt wird. Dieses Verfahren erfordert ein großes Lexikon 
(für jede Form in einem Paradigma muß ein eigener Lexikoneintrag 
vorhanden sein), aber nur einfache Operationen (Aufsuche einer 
bestimmten Wortform im Lexikon und Ubertragung der dortigen In-
formation in die Darstellung der Eingabeäußerung) . 
Die zweite Möglichkeit besteht darin, daß zu einer gegebenen 
Wortform der Eingabeäußerung die Grundform in einem Grundformen-
lexikon gesucht wird. Dies kann durch e ine entsprechende morpho-
logische Analyse im eigentlichen Sinn geschehen: Endungen und 
Präfixe werden abgetrennt, Umlaute werden rückgängig gemacht, und 
auf Grund solcher erfol greichen invertierten morphologischen Ab-
leitungsregeln kann auf die morphologischen Eigenschaften des 
flektierten Wortes geschlossen werden. Dieses Verfahren erfordert 
ein kleineres Lexikon (nur ein "Grundformenlexikon"), aber beson-
ders für das Deutsche sehr aufwendige und umständliche Analyse-
prozeduren, die die Vereinfachung des Lexikons gegenüber dem er-
sten Verfahren weit mehr als ~rettmachen, besonders, wenn man, 
wie im morphologischen Lexikon, aus der Grundform und der Flexi-
onsklassenangabe die Vollformen und ihre Beschreibungen automa-
tisch generieren kann. Dazu kommt der Gesichtspunkt, daß es ange-
sichts des Analyseaufwandes nicht einsehbar ist, daß eine bestimm-
te Wortform bei jedem Auftreten in einer Eingabeäußerung erneut 
analysiert wird, wenn doch das Analyseergebnis jedesmal vorher-
sehbar das gleiche sein \drd und beim ersten Mal gleich gespei-
chert werden kann. Für PLIDIS wurde deshalb das erste Verfahren 
gewählt. 
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Das Ergebnis der morpho l ogischen Identifizierung ist statt der 
einfachen Kette der Eingabewörter eine Liste dieser Wörter mit 
der Angabe der möglichen morphologischen Beschreibungen zu jedem 
Wort. Außerhalb eines syntaktischen Kontextes kann ja ein Groß-
teil der Wortformen des Deutschen mehrere morphologische Inter-
pretationen haben . Fes~ kann (wenn die Großschreibung vernachläs-
sigt wird) Nominativ, Dativ oder Akkusativ Singular zum Nomen 
Fes~ darstellen oder ein Adverb (wie in Er sahläf~ fest.) oder 
ein Verbpräfix (wie in El' hält ihn fest .). Zum Zeitpunkt der mor-
phologischen Identifizierung ist noch nicht entscheidbar, welche 
dieser Interpretationen die richtige sein wird; es müssen deshalb 
alle angegeben werden. 
2 . 2. Zum Aufbau des morphologischen Lexikons (MOLEX) in PLIDI S 
Das MOLEX besteht zur Zeit aus ca. 20.000 Einträgen , die die Voll-
formen von etwa 4 . 000 zum größten Teil flektierenden Lexemen sind. 
Die Verteilung der Lexeme auf die einzelnen Wortklassengruppen 
ist etwa die folgende: 
1 . "geschlossene Listen" (z.B. Adverbien, Präpositionen , Konjunk-
tionen, Verbpräfixe usw.) etwa 850 Lexeme 
2 . offene Klassen 
a) Verben etwa 550 Lexeme 
b) Nomen eb1a 1 . 300 Lexeme 
c) Adjektive etwa 1 . 400 Lexeme (wobei auch die Partizipien des 
Präsens und Imperfekts als Adjektive generiert werden, wenn 
bei ihnen eine Adjektivstellung im Satz möglich ist). 
2 . 2 . 1. Zum Aufbau eines Lexikone intrages 
Jeder Lexikoneintrag besteht einmal aus dem Stichwort (Key), d . h . 
dem Lexem in seiner konkreten Erscheinungsform, und zum anderen 
aus der b zw . den Beschreibung(en) zu diesem Eintrag. 
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Da es Bedingung war , daß das MOLEX mit LISP zu verarbeiten sein 
soll, 1.,rar es notwendig , bestimmte Konventionen bezüglich der 
Klamrnerung einzuführen . Jeder Eintrag muß eine geklammerte Liste 
sein , deren erster Teil das Stichwort und deren zweiter Teil die 
Liste der möglichen Beschreibungen zum Stichwort ist: 
( (<wortform1> 
(< wortformr[ 
<beschreibung 1 > 1 
<beschreibung 1 > 2 





<beschreibung >) ) 
ni 
n 
2 . 2.2 . Der Aufbau der Beschreibungen 
Als erster Eintrag einer Beschreibung steht, welcher Wortklasse 
das Stichwort zuzurechnen ist, also etwa N (für Nomen), VERB 
(für Verb), ADJ (für Adjektiv) usw. 
Als nächstes steht hinter der Kategorienbezeichnung NF die Nor-
malform zum Stichwort; diese ist bei Nomen etwa der Nominativ 
Singul ar (wenn vorhanden, sonst der Nominativ Plural), bei Ver-
ben der Infinitiv , bei Adjektiven die unflektierte Form. Auf die 
Angabe der Normalform folgen sämtliche übrigen morphologischen 
Merkmale einer bestimmten Deutung eines Stichworts. 
Jede Beschreibung hat wiederum Listenstruktur: 
(<wortklassek> NF <norma l form> <kategoriek > <wertk > 
1 1 
<kategoriek > <wertk > 
2 2 
<kategoriek . > <wertk.>) 
J J 
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2. 2. 3. Zur Disambiguierung der Normalform 
Zu Anfang der Entstehung des MOLEX ging man davon aus, daß die 
Normalform eine jeweils festzulegende Wortform des behandelten 
Lexems sein sollte. Das führte dazu, daß z.B. bei der Wortform 
de1• als Normalform für das Determinans einmal der für G = Ge-
schlecht M = masculin, die für G = F (feminin) und das für G N 
(neutrum) eingetragen wurde. Für der als Relativpronomen gab es 
einmal die Normalform der für G = M und die für G = F. 
Dieses Vorgehen brachte mit sich, daß nur für der bei G N mit 
der Normalform das e ine eindeutige Zuordnung von weiteren Anga-
ben zu der Normalform möglich gewesen wäre, bei Pronomen und Re-
lativpronomen ebenso wie bei den Determinantien mit dem Geschlecht 
M und F gab es Überschneidunge n bezüglich der Normalform. 
In der Folgeze it, besonders als die überführungsregeln in PLIDIS 
eingebaut wurden , die jeweils über die Normalform zu identifizie-
ren und nur von dieser her einzubringen sind (vgl. WULZ in diesem 
Band), erwies sich diese Notierung der Normalform als äußerst 
störend . Es wurde deshalb , in Abstimmung mit den Bearbeitern der 
Syntaxanalyse und der überführungsregeln folgendes Vorgehen ge-
wählt: Die Normalformen sind zu vereinheitlichen und zu verein-
deutige n , auch dann, wenn man dadurch Kunstformen a l s Normalform 
zu definieren hat (vgl. hierzu die unten folgenden Beispiele). 
Eine Beeinträchtigung für den Benutzer ergibt sich daraus nicht. 
Er bemerkt diese Festlegungen in der Regel nur dann , wenn er sich 
eingehender für die Einträge im Lexikon als für die Antwort auf 
seine Frage interessiert. 
Bei der Festlegung dieser "künstlichen" Normalformen wurde ein 
weiterer Nachteil der ersten Aufnahme in das Lexikon ebenfalls 
ausgeglichen. In der oben beschriebenen Aufnahmeform hätten alle 
weiteren Informationen wie Semantik und überführungsregeln an 
alle drei Norma l formen, nämlich die , der und das angehängt wer-
den müssen, die sich bezüglich des Genus unterschieden. 
Durch Disambiguierung der Normalformen und gleichzeitige Außer-
achtlassung der Genuskennze ichnung war nun e ine nur einmal ige 
199 
Aufnahme der weitergehenden Informationen unter der jeweiligen 
Normalform möglich. 
Beispiele für solche disambiguierte Normalformen sind etwa: 
alle QDET NF all 
PRON NF alle 
einen DET NF ein 
PRON NF einer 
VERB NF einen 
einzelne QDET NF einzeln* 
PRON NF einzelner 
ADJ NF einzeln 
Insgesamt wurden für etwa 20 Lexeme mit besonderen Mehrdeutigkei-
ten solche Disambiguierungen der Normalform vorgenommen. 
2.2 .4. Zur Gewinnung der KNG-Kennung 
Um einen leichteren Zugriff zu ermöglichen, wurden die Angaben 
über Kasus, Numerus und Genus, soweit vorhanden, in einer vier-
stelligen Zah l verschlüsselt; auf diese Zahl wird zur schnelle-
ren Bearbeitung bei der Syntax-Analyse zugegriffen (vgl. LÖTSCHER, 
in diesem Band (4.3.4.)). 
In der KNG-Kennung werden Informationen über Kas us, Numerus und 
Genus in 13 Bits dargestellt. Man hat sich hierunter eine geord-
nete Aneinanderreihung dieser 13 Bits vorzustellen, wobei jede 
Bitposition eine morphologische Spezifizierung darstellt. Jeder 
Bitposition entspricht als Wert eine Potenz von 2. 
Kasus Nwnerus Genus 
!NoM GEN DAT AKK 1 2 3 4 5 6 M F N 
212 211 210 29 28 27 26 25 24 23 22 21 20 
4096 2048 1024 512 256 128 64 23 16 8 4 2 1 
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Zur Gewinnung der KNG-Zahl werden nun sinnbildlich die entspre-
chenden Bits angekreuzt und ihre Zweierpotenzen in dezimaler Dar-
stellung aufaddiert, z.B. setzt sich für Haus die KNG-Zahl zusam-
men aus: Kasus NOM = 4096 +Kasus DAT = 1024 +Kasus AKK = 512 
+Numerus 3 = 64 +Genus N = 1; damit erhält der Lexikoneintrag 
Haus die KNG-Zahl 5697. 
Gibt es für ein Merkmal - eh1a Kasus oder Genus - keine Angaben, 
wie bei allen Verbformen, so wird für den Lexikoneintrag das feh-
lende Merkmal mit allen seinen möglichen Werten aufaddiert. 
Für Wortklassen, bei denen (vgl. Tabelle) keine Angaben über Ka-
sus, Numerus oder Genus gernacht werden, wie etwa bei Adverbien , 
Verbpräfixen und dergleichen, ergibt sich somit, ebenso wie für 
die Infinitive der Verben, bei denen im Gegensatz zu den meisten 
anderen Verbformen kein Eintrag zu Person/Numerus steht, als KNG-
Zahl 8191, d.h., da keine Angaben gernacht werden, werden alle 
möglichen Zahlen aufaddiert: 7680 für Kasus, 504 für Numerus und 
7 für Genus; insgesamt 8191. 
2.2.5. Auszug aus der Tabelle der Wortklassen für Momina, Verben 
und Adjektive mit Wortklassenkürzel, Normalform und mögli-
chen Beschreibungsmerkmalen mit den zugehörigen Auswahl-
möglichkeiten 
In dieser Tabelle der Wortklassen finden sich - häufig mit weite-
ren Unterklassen - Angaben über: 
Nomina, Verben, Adjektive, Adverbien, Subjunktionen, Präpositio-
nen, Deterrninantien, Pronomina, Partikeln, Zahlen, Interpunktio-










Normalform obligatorische und fakultative Merk- 7 
male mit \1ertzmleisung s möglichkeiten 
Nominativ K Kasus (Nom Gen Dat Akk) 
Person/Numerus (3 6) 
Geschlecht (M F N) 
Singular oder PN 





für TEMP IN 
TEMP IZ 
<REFL 







für TEMP PI 
DIA 
<REFL 







schlossenem "-zu- 11 : 
Reflexivfähigkeit 




(1 2 3 4 5 6) 
~lodus (IND KONJ BEF) 
Diathese (AKT) 
Reflexivfähigkeit 






(NER DAT AKK)> 
Partizip Perf.: 
Habe n oder Sein 
(HABEN SEIN) 
Passivfähigkeit 
(0 I 2 3) 
Diathese (AKT PAS) 
Reflexivfähigkeit 
(NER DAT AKK)> 
PN 
K 
Person/Numerus ( 3 6) 
Kasus (Nml GEN DAT AKK) 
G Geschlecht (M F N) 
F Flexion (STIIRK SCR\'IACH) 
S Steigerungsstufe (POS KOMP SUP) 
2 . 2 . 6. Beispiele für Lexikoneinträge 
(MEINUNG (N NF MEINUNG KNG 7746 
K (NOM GEN DAT AKK) PN 3 G F)) 
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(STEHT (VERB NF STEHEN KNG 7703 
PN 5 MOD BEF TEMP GE DIA AKT REFL (NER DAT AKK)) 
(VERB NF STEHEN KNG 7703 
PN 5 MOD BEF TEMP GE DIA AKT VPR GEGENDEBER REFL 
(NER DAT)) 
(VERB NF STEHEN KNG 7703 
PN 5 MOD BEF TEMP GE DIA AKT VPR (AN NACH VOR)) 
(VERB NF STEHEN KNG 7767 
PN (3 5) MOD IND TEMP GE DIA AKT REFL (NER DAT AKK)) 
(VERB NF STEHEN KNG 7767 
PN (3 5) MOD IND TEMP GE DIA AKT VPR GEGENUEBER REFL 
(NER DAT)) 
(VERB NF STEHEN KNG 7767 
PN (3 5) MOD IND TEMP GE DIA AKT VPR (AN NACH VOR))) 
(STEIFER (ADJ NF STEIF KNG 4164 
PN 3 K NOM G M F STARK S POS) 
(ADJ NF STEIF KNG 3138 
PN 3 K (GEN DAT) G F F STARK S 
(ADJ NF STEIF KNG 2063 
POS) 
PN 6 K GEN G (M F N) F STARK S POS) 
(ADJU NF STEIF S KOMP)) 
2.3. Morphologische Identifizierung und Wortbildung 
Zuweilen wird zu den Aufgaben einer morphologischen Identifizie-
rung (in einem allgemeineren Sinn) auch die Analyse der wortbil-
dungsmäßigen Eigenschaften eines Wortes gerechnet. Die bisher 
erwähnten Eigenschaften betrafen ja nur die flexionsmäßigen Ei-
genschaften der Wortformen. Die Untersuchung der wortbildungs-
mäßigen Eigenschaften eines Wortes wie Steue r'hinterziehungsverfahr"en 
könnte z.B. zu Tage bringen, daß das Wort ein Kompositum aus 
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Steuerhinterziehung und Ver f ahren ist, und daß Steuerhin terz ie -
hung wiederum eine Nominalisierung zum Verb hint e1•z ieh en mit dem 
Objekt Steuer darstellt. Bei morphologischen Identifizierungen 
im Rahmen eines Document-retrieval-Systems (wo man also z.B. al le 
Dokumente über "Steuerhi nterziehung " finden will und der Wortbe-
standteil Verfahren in diesem speziellen Fall eliminiert ~Terden 
muß, um zum gewünschten Resultat zu gelangen), sind solche Ana-
lysen von großer Wichtigkeit. Da die Wortbildung in ~leiten Berei-
chen aber produktiv ist (man denke an die Nominalisierung mit 
-ung oder an die Kompositabildung), läßt sie sich nicht mit Voll-
formenlexika, sondern nur mit regelgesteuerten Analyseoperatio-
nen vornehmen. 
Es ist aber bekannt, daß die semantische Funktion der verschiede-
nen Wortbildungsprozesse im einzelnen meist unbestimmt, zumindest 
aber vieldeutig ist. Selbst wenn eine Analyse der einem Wort zu-
grundeliegenden Wortbildungsoperationen erfolgreich durchgeführt 
werden konnte, ist zumeist immer noch nicht eine automatische se-
mantische Interpretation möglich. Diese muß auf Grund der Kennt-
nis des Sprachgebrauchs "von Hand" gegeben werden. Es ist deshalb 
insgesamt in einem Frage-Antwort-System wie PLIDIS, wo die Kennt-
nis semantischer Beziehungen für das Funktionieren grundlegend 
ist, nicht zu umgehen, daß Komposita als solche in das Wörterbuch 
aufgenommen werden und daß ihre spezielle Bedeutung einzeln bei 
der Ubersetzung angegeben wird. 
3. Syntaktische Analyse in PLIDIS 
Zweck dieses Abschnittes ist es, die inhaltlichen Aspekte einer 
morphesyntaktischen Analyse zu diskutieren: Was für Sätze werden 
akzeptiert? Wie ~Terden sie im Ergebnis dargestellt? Die formalen 
Aspekte e iner Analyse, d.h. Darstellungsformalismus und Analyse-
prozeduren, werden in LÖTSCHER, in di e sem Bande, e rörtert. Der 
fo lgende Abschnitt und der erwähnte Aufsatz ergänzen sich somit. 
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3 . 1. Zur Festlegung der syntaktischen Kategorien 
Selbst wenn die Menge der akzeptablen von derjenigen der unakzep-
tablen Sätze unterschieden ist (durch Introspektion oder irgend-
ein anderes Verfahren), ist nicht eindeutig entscheidbar , mit 
Hilfe welcher Regeln nun die akzeptablen Sätze generiert ~1erden 
sollen: in vielen Fällen läßt sich durch verschiedene Regelkombi-
nationen die gleiche Menge Sätze mit allerdings jeweils verschie-
denen Strukturbeschreibungen erzeugen. Bei der Analyse natürli-
cher Sprachen kommt hinzu, daß sehr oft nicht klar ist, ob ein 
Strukturierungsversuch auf semantischen oder auf rein autonom-
syntaktischen Kriterien basiert; dies trotz der Tatsache, daß 
syntaktische und semantische Strukturierung in natürlichen Spra-
chen keineswegs konform gehen (wäre dies so, so ~1ie es in forma-
len Sprachen der Fall ist, könnte das Problem auch gar nicht ent-
stehen). Solche Gründe führen dazu, daß mit gleichwertigen Argu-
mentationen oft für den gleichen Satztyp ganz verschiedene Regel-
mengen vorgeschlagen werden können. Je nachdem, welche Wichtig-
keit der semantischen Korrektheit der generierten Sätze zugemes-
sen wird, werden die Strukturbeschreibungen differenzierter oder 
weniger differenziert ausfa llen. 
In dieser Situation gewinnen die im Abschnitt 1. 3. angestellten 
Uberlegungen ihre Relevanz: Danach ist es im hier vorauszusetzen-
den Kontext nicht Zweck einer morphesyntaktischen Analyse, eine 
Satzanalyse zu liefern, die allen denkbaren linguistischen Krite-
rien Genüge leistet , vielmehr sollen die morphesyntaktischen 
Grundlagen für eine Oberführung eines Satzes in seine interne 
Darstellung geschaffen werden. Auf dieser Ebene brauchen deshalb 
Differenzierungen nicht vorgenommen zu werden, die ohne zusätz-
liche semantische Informationen nicht entscheidbar sind; solche 
Differenzierungen werden bei der Oberführung automatisch produ-
ziert und sind dann im Normalfall auch entscheidbar . Strukturie-
rungen von Sätzen sind umso nützlicher, je einfacher die syntak-
tischen Beziehungen, die in der Oberführung verwendet werden, 
darin darzustellen sind. Differenzierte Strukturierungen können 
unter Umständen zur Folge haben, daß solche Beziehungen nur mit 
komplexen Bedingungen ausdrückbar sind. 
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Im Deutschen sind sehr viele Satzgliedbeziehungen nur mit Hilfe 
semantischer Kriterien auffindbar . Die Ursache liegt in der Mehr-
deutigkeit sehr vieler Kasusmarkierungen und Präpositionen und 
der Weglaßbarkeit der meisten Elemente in einem Satz, insbesonde-
re der Attribute , vieler Ergänzungen und der Angaben aller Art. 
Wir können also weder strukturell noch durch andere Relationen 
angeben , ob eine Nominalgruppe eine Ergänzung, eine Angabe oder 
ein Attribut darstellt. Diese Relationen sind daher zu vernach-
lässigen. Die Konsequenz davon ist , daß generell Nominalgruppen 
einzeln g leichgeordnet auf Satzebene dargestellt werden. 
Auch der Anschluß der Relativsätze kann syntaktisch nicht ein-
deutig geklärt werden, wenn die Attribuierungsverhältnisse nicht 
festliegen: Ein Relativsatz am Schluß einer Nominalgruppe mit 
Attributen kann sich prinzipiell auf jede der einze lnen (einge-
betteten) Nominalgruppen beziehen. 
Gleichgelagerte Probleme ergeben sich schließlich mit den übri-
gen Nebensätzen. Auch bei diesen läßt sich in den seltensten Fäl-
len mit rein syntaktischen Mitteln feststellen, ob es sich um 
Attributssätze (di e Möglichkeit ••. , daß •.. ) oder um Ergänzungs-
sätze (b ehaupten , daß ... ) handelt. Kommen mehrere Nebensätze am 
Satzende vor, ist vor allem bei Angabesätzen nicht zu erkennen, 
in welcher Beziehung diese Sätze zueinander stehen, ob ein Neben-
satz vom anderen abhängig ist , oder ob sie parallel zu verstehen 
sind: 
Pr>afessor Hilbezahl behauptete, daß del' Mond aus Emmentaler 
besteht, obwohl er mit dieser> Meinung allein dastand, weü 
er eine fiut auf seine Kollegen hatte. 
Aus all diesen Gründen müssen auch Nebensätze normalerweise als 
gleichgeordnete Elemente auf Satzebene dargestellt werden. 
3.2 . Kurze Charakterisie rung des akzeptierten Sprachumfangs 
Aus räumlichen und thematischen Gründen würde es im Rahmen dieses 
Aufsatzes zu weit führen, eine ins Einzelne gehende Darstellung 
der Analysekapazität der morphesyntaktischen Analyse zu geben. 9 
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Es soll hier vielmehr versucht werden , anhand der wichtigsten 
Teile zu zeigen, in welchen konkreten Regelkombinationen eine 
Analyse nach den in 3.1. diskutie rten Prinz ipie n sich nieder-
schlägt. Zu diesem Zweck werden die Hauptsatzanalyse , die Verb-
analyse im Hauptsatz und die Nominalgruppenanalyse dargestellt . 
Die Analyse erfolgt in PLIDIS mit Ubergangsnetzwerken, die im 
top-down-Verfahren interpretiert werden. (Zum Darstellungsforma-
lismus von Obergangsnetzwerken siehe LÖTSCHER in diese m Band). 
Eine graphische Darstellung des Hauptsatznetzes findet sich in 
Abb. 1 und 2 . Dieses Netz akzeptiert Sätze mit folgenden Konsti-
tuententy pen : 
- einzelne Nominalgruppen (ohne Attribute) und Präpositional-
gruppen 
- Adjektivgruppen 
- koordinierte Nominalgruppen , sofern die Konjunkte mindestens 
ein Nomen enthalten 
- koordinierte Adj e ktivgruppen, sofern die Konjunkte mindestens 
ein Adjektiv enthalten 
- beliebig komplexe Verbalgruppen mit beliebig vielen Modalverben 
- Nebensätze aller Art: daß-Sätze, Sätze mit anderen Subjunktio-
nen , indirekte Fragesätze, infinitivische Nebensätze . 
Dabei werden allerdings, wie oben erläutert , eine Reihe syntakti-
scher Beziehungen nicht erkannt , so d i e Attributsbeziehung zwi-
schen Nominalgruppen , zwischen Nominalgruppen und Relativsätzen 
oder da ß-Sätzen, die Beziehung zwischen Verb und Ergänzungen und 
die Beziehungen zwischen Nebensätzen. 
In allen diesen Fällen werden die entsprechenden Konstituenten 
als gleichgeordnete Satzkonstituenten behandelt. 
Nicht akzeptiert werden von dem dargestellten Netz vor allem 
- Parenthesen 
- elliptische Konstruktionen 
- andere als die angegebenen Koordinationstypen 
- Sonderkonstruktionen wie z.B . mit t ei Zs .. . te i Zs , en tweder .. . 
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Abb. 2: Netzwerk zur Analyse des Hauptsatzes (2. Teil) 
Im Vorfeld eines Hauptsatzes (d.h . vor dem finiten Verb), können 
dabei praktisch alle vorkommenden Konstituentenkombinationen , al-
so auch Nominalgruppen mit Attributen beliebiger Art (Relativsätze 
oder daß -Sätze), vorkommen, denen auch Partikel wie auch , nur , 
sogar vorangehen können. Lediglich Verbalteile sind nicht zuge-
lassen. Im Nachfeld (hinter den infiniten Verbteilen) sind Nomi-
nalgruppen oder Präpositionalgruppen , die vom Vergleichspartikel 
als abhängen , oder eine beliebige Anzahl von Nebensätzen zugelas-
sen. 
Das Netzwerk zur Analyse des Verbkomplexes im Hauptsatz ist in 
Abbildung 3 wiedergegeben. 
Dieses Netz analysiert praktisch alle vorkommenden Typen von Verb-
komplexen, die im deutschen Hauptsatz vorkommen; insbesondere sind 
auch diskontinuierliche Komplexe als Konstituenten erkennbar; da-
bei können passivierte Verben und beliebig viele Modalverben in 
allen Zeiten verarbeitet werden. Die einzige nichtanalysierbare 
Konstruktion ist jene , wo ein infiniter Verbteil im Vorfeld er-
scheint, wie z.B. im folgenden Satz: 
Ausleihen wUrde ich das Buch schon. nur verkaufen nicht. 
Die Analyse diskontinuierlicher Konstruktionen geschieht mit Hilfe 
der in Obergangsnetzwerken verfügbaren Zwischenspeicherung in so-
geannnten HOLD-Stacks: Das an zweiter Stelle im Hauptsatz erschei-
nende finite Verb wird an dieser Stelle nicht analysiert, sondern 
lediglich zwischengespeichert (im Stack VFIN). Erst am Schluß der 
Verbanalyse wird der Inhalt dieses Stacks als Teil des Verbkom-
plexes untersucht. In gewisser Weise wird dabei also die Wortstel-
lung im Nebensatz simuliert, wo der finite Verbteil tatsächlich 
am Ende des Verbkomplexes erscheint . 
Abbildung 4 schließlich zeigt das Netzwerk zur Analyse von Nomi-
nalgruppen und Präpositionalgruppen. Das Netzwerk erhält einen 
Teil seiner Komplexität daraus, daß damit zugleich auch koordi-
nierte Nominalgruppen analysiert werden können. Diese werden, wie 
oben erwähnt, aber nur akzeptiert, wenn jedes Konjunkt mindestens 









Abb. 4: Netzwerk zur Analyse von einfachen und koordinierten Nominal- und Präpositional-
gruppen . 
Wenn wir zunächst von der Analyse koordinierter Gruppen absehen , 
dann läßt sich sagen, daß im Prinzip lediglich relativ einfache 
Nominalgruppen und Präpositionalgruppen akzeptiert werden; näm-
lich solche, die maximal ein Determinans oder eine Zahl, beliebig 
viele Adjektive und ein Nomen enthalten. Zahlen können allerdings 
modifiziert sein, ebenfalls ist bei Stoffbezeichnungen eine Maß-
angabe gestattet: 
etwa 23 Tonnen Sand 
Selbstverständlich kann eine Nominalgruppe auch allein aus einem 
Pronomen oder aus einem Nomen bestehen: jedoch darf sie nicht le-
diglich aus einem Determinans oder einer Zahl bestehen. 
Die Nominalgruppenanalyse wird im Normalfall mit der Analyse der 
genannten Wortklassen abgeschlossen; Attribute werden nicht mehr 
als zur Nominalgruppe gehörig analysiert. Eine Ausnahme machen 
Attribute in Koordinationen: Solche sind morphesyntaktisch ein-
deutig als solche erkennbar, und würden sie nicht als Attribute 
erkannt , wäre auch eine koordinierte Struktur nicht analysierbar: 
die Katze auf dem Baum und die HUhner hinter dem Haus 
In koordinierten Strukturen sind also zwangsläufig Attribute 
strukturell zuzulassen. 
Ein besonderes Problem bei koordinierten Nominalgruppen besteht 
darin, daß sie in vielen Fällen systematisch strukturell mehrdeu-
tig sind . Ein Ausdruck wie der folgende läßt sich in den drei an-
gegebenen Arten verstehen: 
((zehn a~te M~nner) und (Frauen)) 
(zehn ((alte M~nner) und Frauen)) 
(zehn (al~e (M~nner und Frauen))) 
In der Nominalgruppenanalyse sind (u.a. auf Grund der Ana1yse 
durch das - hier nicht ausgeführte - Netz KOORDN/) alle drei Va-
rianten an sich analysierbar. Faktisch 1~ird jedoch immer nur eine 
Möglichkeit erkannt, da prinzipiell die erste erfolgreiche Analy-
se zu Ende geführt und Alternativen nicht weiter verfolgt werden. 
Aus pragmatischen Gründen wurde die Analyse so organisiert, daß, 
wenn möglich, zuerst die Struktur mit den größten Konjunkten er-
kannt wird, im obigen Beispiel also die erste Interpretation. 
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(Der Grund liegt darin, daß es in vielen Fällen, vor allem bei 
einfachen Nominalgruppen, zu einem unverhältnismäßigen zeitli-
chen Mehraufwand fUhren würde, wenn zuerst erfolglos eine koordi-
nierte Teilstruktur wie im zweiten oder dritten Beispiel gesucht 
würde) . 
In sgesamt wird man schon beim Durchgehen nur der drei angeführ-
ten Netze feststellen müssen, daß von ihnen nicht nur eine Menge 
von syntaktisch wohlgeformten deutschen Sätzen zurückgewiesen 
wird, sondern daß umgekehrt auch eine Menge nicht akzeptabler 
Sätze akzeptiert wird. Das erstere braucht wohl keine besondere 
Entschuldigung; eine Grammatik, mit der alle grammatikalischen 
Phänomene der deutschen Sprache adäquat erfaßt werden, ist prak-
tisch nicht zu formulieren; selbst wenn dies möglich wäre, ergäbe 
dies ein in seiner Komplexität unverwendbares System. Aber auch 
das zweite läßt sich im Rahmen des gegebenen Systems wohl vertre-
ten: Die Grammatik dient ja nicht zur Produktion deutscher Sätze, 
sondern nur zur Analyse und zur Zuweisung einer befriedigenden 
Strukturbeschreibung. Es kann zunächst ohne weiteres angenommen 
werden, daß die Benutzer zur Interaktion korrektes Deutsch ver-
wenden. Wichtig ist weniger, daß inakzeptable Sätze zurliekgewi e-
sen werden (die Menge der zurückgewiesenen Sätze deckt sich ja 
ohnehin nicht mit jener der inakzeptablen Sätze), als daß den 
faktisch geäußerten eine befriedigende und im Rahmen des Verein-
barten eine korrekte Analyse zuteil wird. Letzteres wird im übri-
gen durch die relativ geringe Differenziertheit der Grammatik nur 
unterstützt. 
3.3. Ergebnisstrukturierung 
Wie oben bereits angedeutet, soll als Ergebnis der Analyse, wo 
nötig, eine normalisierte Darstellung des Satzes geliefert wer-
den, nicht unbedingt eine identische Wiedergabe der Eingabeäuße-
rung mit Strukturangaben. Dies soll so geschehen, daß der über-
führungsprozeß erleichtert wird . Dieses Ziel wird dadurch er-
reicht , daß die Wörter nicht in ihrer flektierten, sondern in 
der Normalform aufgeführt werden, daß die Angabe morphologischer 
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Information an der güns tigsten Stelle vereinheitlicht dargestellt 
wird (auch wenn es sich , wie bei den Verben , um analytische Kon-
struktionen mit Hilfsverben handelt), und daß diskontinuierliche 
Konstituenten an e i n e r Stelle konzentriert werden. 
Konkret heißt das , daß die morphologischen Informationen zu den 
Kategorien so "weit oben " wie möglich vermerkt werden; die Kasus-
Numerus-Genus-Spezifikation in Nominalgruppen wird dem Kategori-
ensymbol "Nominalgruppe" hinzugefügt, die Person-Numerus-Spezifi-
kation des Verbkomplexes zum Kategoriensymbol " Verbkomplex". 
Ebenso ist die Form der Diathese (Aktiv oder Passiv) dem Satzsym-
bol zuzuordnen , da ja diese Information auch bei der Bewertung 
der morphologischen Merkmale der einzelnen Nominalgruppe von Be-
deutung ist . Bei der Darstel lung der Verbalgruppe end l ich wird 
die Tempus-Information, die durch zusammengesetzte Formen ausge-
drückt wird , als morphologisches Merkmal des Verbs, welches in 
seiner einfachen Form erscheint, dargestellt . Der Verbkomplex a l s 
solcher wird an den Satzanfang gestellt . 
Prinzipiell erfo lgt die Ergebnisdarstellung in herkömmlicher 
Baumdarste l lung . 10 Zur Darstel lung der angeführten morphesyntak-
tischen Merkmale benötigen wir allerdings zusätzli ch das Konzept 
der Merkmale zu Kategorien: Jede Kategorie kann mit einer festge-
legten Menge von Merkmalen bzw. Merkmalspezifizierungen versehen 
werden. Dies betrifft nicht nur Wortkl a ssen sondern auch nicht-
terminale Kategorien; z . B . ist das Kategoriensymbol NG (Nominal-
gruppe) mit Kasus, Genus und Numerus versehen , das Symbol S mit 
den Merkma l en Type ("Frage", "Befehl ", "Aussage") und Diathese 
"Aktiv", "Passiv". Bei den Hauptkategorien sowie an den Stellen , 
~10 im Eingabesatz Verba l teile vorkamen, wird als Merkmal zudem 
die ursprüngliche Eingabeformulierung vermerkt. Au f diese Weise 
läßt sich der ursprüngliche Wortlaut der Eingebeäußerung auch bei 
Einzelteilen stets wi ederauffinden. 
Zur Illustration wird in Tabelle 1 die Struktur der möglichen 
Hauptsätze in einer Phrasenstrukturregel grob charakterisiert . 
Die Phrasenstrukturregel i st dabei allerdings nicht a l s Erset-
zungsregel im üblichen Sinn, sondern als "Baumerzeugungsregeln" 
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Koordinier t e Präpositional-
norninalgruppe 
"Freie Gruppe" Partikeln 
(nur), (auch) , (lol"ie) 
"Nachfeld" 
VERPAR : Vergleichspartikel (al~) 
GLEIPAR: Gleichsetzungspartik~l 1 
AA : "Artangabe" (am schönste 
Tab. 1: Struktur der möglichen Hauptsätze im Ergebnis einer Satzanalyse. 
A ~ B C 




3.4. Charakterisierung der Leistung der syntaktischen 
Analysekomponente 
In mehrfacher Hinsicht läßt sich sagen, daß die Analysekomponente 
in PLIDIS bezüglich ihrer Leistungsfähigkeit einen gewöhnlichen 
Parser für eine kontextfreie Phrasenstrukturgrammatik übertrifft. 
Einmal ist die generative Leistungsfähigkeit von erweiterten 
Obergangsnetzwerken an sich gegenüber Phrasenstrukturgrammatiken 
erheblich größer. Diese Oberlegenheit resultiert aus der Möglich-
keit, zu jeder Regel beliebige Aktionen, z.B. zwischenspeicherun-
gen, und Tests anzugeben. So kann ein beliebiges morphologisches 
Merkmal zwischengespeichert und während der Analyse abgefragt 
werden. Dies ist insbesondere für die Oberprüfung der Kasus-Nume-
rus-Genus-Spezifizierungen i nnerhalb von Nominalgruppen von gro-
ßem Nutzen. Aber auch für die Berechnung des Tempus von Verben 
benötigen wir solche Abfragemöglichkeiten, da ja in zusammenge-
setzten Zeiten sich das Tempus aus einer Kombination mehrerer 
Merkmale ergibt. Insgesamt ergibt sich, daß durch die erwähnten 
Tests eine starke Kontextsensitivität ausdrückbar wird, die so-
gar Bedingungen in nicht benachbarten Konstituenten umfassen 
kann. 
Für diskontinuierliche Konstituenten kann die Möglichkeit ausge-
nutzt werden, daß Wörter zwischengespeichert und erst später ana-
lysiert werden können. Diese Möglichkeit wird im vorliegenden 
Netz bei der Verbanalyse ausgenutzt, wo, wie oben bereits erwähnt, 
das finite Verb im Hauptsatz erst als letztes Element des Verb-
komplexes analysiert wird. 
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Auf Grund der Normalisierung, die ein eingegebener Satz bei der 
Ergebnisformulierung erfährt, kann man schließlich von gewissen 
transformativen Fähigkeiten der Komponente sprechen: Die Ergeb-
nisformulierung wandelt die Eingabeäußerung in eine veränderte 
Fbrm um. Relevant ist dabei, daß dies nicht in stereotyper Weise 
auf Grund der a llgemeinen Form der angewendeten Regeln geschieht , 
sondern daß die Umstrukturierung in Abhängigkeit von speziellen 
Bedingungen, die während der Analyse erkannt werden, geschehen 
kann: Erst damit wird eine volle transformative Kapazität er-
reicht, die die Möglichkeit von speziellen Bedingungen in einzel-
nen Regeln erfordert. 
Auf der andern Seite muß hier natUrlieh nochmals erwähnt werden, 
daß von einem linguistischen Standpunkt aus die Grammatik in 
PLIDIS eine geringere schwache und vor allem eine erheblich ge-
ringere starke generative Kapazität aufweist , als flir eine adä-
quate linguistische Darstellung normalerweise gefordert wird. 
BegrUndungen flir diese Beschränkung wurden schon früher gegeben. 
Als zusätzlicher Gesichtspunkt mag hier angefügt werden, daß eine 
Grammatik von linguistisch adäquater Leistungs- und Differenzie-
rungsfähigkeit zu solcher Kompl exität anwächst, daß ihre Verwen-
dung in einer Analysekomponente zu einem untragbaren Zeit- und 
Raumaufwand fUhrt. Solche Grammatiken sind nur von theoretischem 
Interesse. Im konkreten Anwendungsfall, wie er flir die vorliegen-
de Komponente vor Augen stand , müssen eher die praktischen Be-
dürfnisse des Benutzers eines Systems berücksichtigt werden. 
4. Schlußbemerkungen 
Es wurde im vorliegenden Aufsatz versucht, die Aufgabenstellung 
der morphesyntaktischen Analyse als linguistisches Problem in 
den weiteren Rahmen des Uberflihrungsproblems flir natUrliehsprach-
liche Äußerungen zu stellen und daraus die wichtigsten Entschei-
dungsgrößen abzuleiten. Es ist dabei deutlich geworden, daß diese 
Einbettung in einen größeren Zusammenhang zu Folgerungen fUhren 
kann, die nicht unbedingt mit den gängigen theoretischen Vorstel-
lunge n in der Linguistik übereinstimmen. Insbesondere wird dies 
218 
auf die oben gemachte Aussage zutreffen, daß die vorgestellte 
Satzanalyse vom linguistischen Standpunkt aus in weiten Teilen 
" zu e infach" , "zu undifferenziert" sei. Unter einem allgemeineren 
Blickwinkel können aber Entscheidungen und Rahmensetzungen , die 
unter augenscheinlich rein praktischen Erwägungen getroffen wor-
den sind, als Alternativen zu Modellen, die in der theoretischen 
Diskussion üblich sind, durchaus auch von theoretischem Interesse 
sein. Im konkreten Fall kann die Aufgabenteilung zwischen morphe-
syntaktischer Analyse und Oberführung Anlaß geben, das Problem 
der Beziehung zwischen syntaktischer Form und semantischer Inter-
pretation neu z u diskutieren. In der gegenwärtigen Diskussion 
dieses Problems wird ja ein Ansatz zu entwickeln versucht, wonach 
natürliche Sprachen analog zu forma len Sprachen zu beschreiben 
seien; dies heißt für das Problem der Syntax-Semantik-Beziehung, 
daß einer syntaktischen Kategorie immer auch eine semantische 
Kategorie entsprechen muß und umgekehrt. 11 In einem Modularisie-
rungsansatz, wie er in PLIDIS realisiert ist, wird demgegenüber 
implizit ein Modell aufgebaut, wonach die beiden Kategoriensyste-
me sich gar nicht decken, indem es weniger syntaktische als se-
mantische Kategorien gibt ( z .B. können Nominalphrasen sehr ver-
schiedene semantische Kategorien ausdrücken) und die beiden Ebe-
nen sich z um Teil gar nicht decken (was etwa die Stellung der 
Quanteren oder der Modaloperatoren anbelangt). 
Relevant erscheint dabei allerdings weniger das rnit der Modulari-
sierung verknüpfte Prinzip der Mehr-Schritt-Analyse; realistisch 
als Modell menschlichen Sprachverstehens erscheint eher eine Ein-
Schritt-Analyse.12 Man müßte auf Grund der praktischen Erfahrun-
gen in PLIDIS vielmehr die Möglichkeit erkunden , ob nicht viele 
Kategorien und Unterscheidungen, die herkömmlicherweise als syn-
taktischer Natur betrachtet werden, viel besser der Ebene der 
semantischen Interpretation zugerechnet würden. 
In dieser Sicht wUrden solche Unterscheidungen als im Grunde se-
mantische Unterscheidungen definiert; was an syntaktischen Beob-
achtungen damit verknüpft ist, wäre als Teil der prozedural (d.h. 
als auszuführende Aktio nen) zu verstehenden Interpretationsregeln 
(die ein Ergebnis in Form irgendeiner internen Repräsentation er-
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zeugen) einzuordnen. Die Syntax einer Sprache ist demgegenüber 
kein prozedural zu verstehendes System, sondern eine Menge von 
Regeln, welche die möglichen Kombinationen von Zeichen auf der 
Ebene des Zeichenausdrucks definieren. Solche Syntax-Regeln brau-
chen primär keine Rücksicht auf die Semantik der Zeichen zu neh-
men. Auf der anderen Seite brauchen semantische Interpretations-
regeln in einem solchen System sich nicht an eingegrenzte syntak-
tische Einheiten zu halten, sondern können Struktur-übergreifende 
Bedingungen enthalten (Interpretationsregeln, d.h. Uberführungs-
regeln in PLIDIS sind sehr oft "strukturübergreifend" in dem Sinn, 
als mit einer Regel Teile verschiedener, voneinander nicht abhän-
giger Teilstrukturen übersetzt werden) . Mit einem solchen Modell 
wäre eine Hypothese der Nichtübereinstimmung von Syntax und Se-
mantik in natürlichen Sprachen relativ durchsichtig zu beschrei-
ben. 
Solche Uberlegungen, die hier notwendigerweise nur kurz und frag-
mentarisch sein können, mögen die mögliche theoretische Relevanz 
der Konzeption von PLIDIS in linguistischer Sicht andeuten. Damit 
sei allerdings nicht behauptet, daß der Aufbau der morphesyntak-
tischen Analyse in PLIDIS in allen Teilen e ine voll durchentwik-
kelte theoretische Alternative zu andern Modellen darstellt. In 
vielen Aspekten ist sicherlich die Ausarbeitung der Komponenten 
rein zweckorientiert . Die obigen Schlußbemerkungen können jedoch 
vielleicht die Auffassung relativieren, daß alle zweckorientier-
ten Entscheidungen theoretisch uninteressant und linguistisch 




Die Produktion von Cyanid durch die BASF sollte vom Wasserwi r t -
schaftsamt verboten werden dürfen . 
ERGEBNIS DER MORPHO-SYNTAKTISCHEN ANALYSE (PASS1l: 
(S ((TYPE • AUSSAGt) 
(DIATH~SE • PASSIV) 
(NS • (DIE PROUUKTION VON CYANIO DURCH 
DIE uASF SOLLTE VOM WASSF.RWIRTSCHAFTSAMT VERBOTEN 
WERDEN OUERFFN .))) 
(VK ((PN • (1 3)) 
(MODUS . (!ND KONJ))) 
(MV ER I:\ ( (TE ,'IP • VE)) 
SOLLEN) 
(~VERB ((TEMP • GEll 
DIJERFENl 
(V ((TEMP • GO) 
VERBIETEN)) 
(NG ((KNG • 4/:.74) 







(PNG ((KNG • 10891 
(NS • (VON CY4NID))) 
(PRAEP NIL 
VON) 
(N IH l 
CYANIDII 
(PNc; ( (KNG • 53fll 
(N~ • (DURCH DIE BASFII) 





OA S F)) 
(VEPI:i CCNS • SOLLT E)) 
SOLLEN) 
(PNG ((KNG • 10 PY) 







(V E Rb (( N S • (V E lliHlT E N •,H R ~ f N DU F P F U :)) ) 
Eingabeäußerung: 
Giftige, gefährliche und verbotene Stoffe dürfen nicht in 
öffentliche Gervässer eingeleitet rverden. 
ERGEDNIS DER HOHPHO - SYNT~KTISCHEN ANALYSE (PASS1): 
( S ((TY rE • AUSSAGE) 
(DIATHESE • PASSIV) 
(NS • (GIFTIGE , GEFAEHRLICHE UNO 
VERFlOHNE STOFFE DtJERFEtl NICHT IN 0 EF FENTL ICHE 
GEWAESSER [fNGELEITET W~RDEN . ))) 
(VK ((PN • (4 6)) 
(KOOUS • (IND KONJ))) 
(~W~Rß ((TEI1P • GE)) 
DlJERFEN) 
(V ((TEt1P • GE)) 
EINLEITEN)) 
(NG ((KNG • 4620) 
(NS • (GIFTIGE , GEFAEHRLICHE 
U'ID VERBOTENE STOFFE ))) 
(ADJG NIL 
( KQOqDADJ ((KOORDTYP • UND)) 
(AOJ (( S • POS)) 
GIFTIG) 
( KOORD NIL 
1(0f1MA ) 
(ADJ ((S. POS)) 





(ADJ ((S • PQS)) 
VE RE! OTE N))) 
( N N 1l 
STOFf)) 
(VERB ((NS • flUERFEN)) 
DUEF<FEN) 
(FG ((NS • NIC~T)) 
(NEGI'AR NTL 
NICHT>) 
(PNG ((KNG • 521> 




(AOJ ((S • POS)) 
OE FFENTLl CH)) 
(tJ N 1 l 
GEWAESSER)) 
(VER& ((NS • <UNG ELEITET WERDEN))) '/) 
Anmerkungen 
Eine Beschreibung diese r Konzeption findet sich in Berry-Rogghe et al., in 
diesem Bande. Eine Begründung für die Notwendigkeit einer speziellen inter-
nen Repräsentation liefert Zifonun, in diesem Bande. 
2 Weitere Beispiele von Ein-Schritt-Analysen mit allerdings anderen Darstel-
lungsmitteln und Analysestrategien finden sich bei Brown/Burton/Bell, 1974, 
und Woods et al., 1976. 
J Das Pro blem 1drd illustriert in l~oods et al., 1976, Bd. IV, s. 24ff. 
4 Die hier angeführten Gesichtspunkte stellen sicherlich für Schank keine 
Argumente dar, da er seine Vergehensweise aus der Absicht ableitet, ein 
psychologisch realistisches Modell menschlichen Sprachverstehens zu kon-
struieren. In unserem Falle geht es dagegen weniger um psychologischen Rea-
lismus als um Praktikabilität. 
5 Hin und wieder spielen sicherlich spezielle linguistische Theorien für die 
Gestaltung im einzelnen eine Rolle. Für die Syntaxanalyse von LUNAR dienen 
konkrete Vorstellungen unter Linguisten, 1·1ie das Ergebnis einer Syntaxana-
lyse auszusehen habe, sicher als Vorbild. Ähnliches gilt für die Tiefenka-
sus-Darstellungen in GUS (s. Bobr01• et al., 1977). 
6 So hat etwa das Flexionsmorphem -en folgende Mehrdeutigkeiten (zur Auflö-
sung der Abkürzungen und ihrer Bedeutung vgl. Abschnitt 2.2.): 
für die Verben: 
für d i e Nomen: 


















(4 6) TEMP GE 
6 TE~IP GE MOD 
(4 6) TEMP VE 
(4 6) TEMP VE 
(4 6) TEMP VE 
(4 6) TE~IP VE 
6 TEMP VE ~IOD 
TEMP VE MOD 
TEMP VE MOD 
IN 
(GEN DAT) PN 
DAT PN 3 G N 
DAT PN 6 G N 
(NOM GEN DAT 
(NOM GEN DAT 
(GEN DAT) PN 
DAT PN 6 G F 
KAS DAT PN 6 G M 
MOD BEF DIA AKT 
MOD (IND KONJ) DIA 
(IND KONJ) DIA AKT 
MOD IND DIA AKT 
~IOD KONJ DIA AKT 
~IOD KONJ DIA AKT 
MOD (IND KONJ) DIA 
IND DIA AKT 
KONJ DIA AKT 
(IND KONJ) DIA AKT 
3 G N 
AKK) PN 6 G N 
AKK) PN 6 G F 
3 G F 
KAS (GEN DAT AKK) PN 3 G M 




für die Adjektive: 
PN K NOM G F F STARK S POS 
PN 3 K AKK G F F (STARK SCH~IACH) S POS 
PN K NOM G (M F N) F SCH\qACH S POS 
PN 3 K AKK G N F SCHiqACH S POS 
PN 6 K (NO!~ AKK) G (M F N) F STARK S POS 
PN 3 K AKK G ~l F (STARK SCHiqACH) S KOMP 
PN 3 K (GEN DAT) G (M F N) F SCHiqACH S KOMP 
PN 6 K DAT G (f.l F N) F STARK S KOMP 
PN 6 K (NOM GEN DAT AKK) G (M F N) F SCHWACH S KOMP 
PN 3 K AKK G M F (STARK SCHWACH) S SUP 
PN 3 K (GEN DAT) G (M F N) F SCR~IACH S SUP 
PN 6 K DAT G (M F N) F STARK S SUP 
PN 6 K (NOM GEN DAT AKK) G (l·l F N) F SCR\•IACH S SUP 
7 Die obligatorischen Merkmale stehen ohne Klammern, die fakultativen Merk-
male stehen insgesamt in "< >", die Wertzm1eisungsmöglichkeiten sind als 
Liste in " ( )" angegeben, Hobei mindestens ein Element der Liste stehen 
muß, 1•enu das Merkmal gelten soll. l·lerkmalangaben ohne lqertzUI•Ieisungen 
sind unzulässig. 
8 Bei den Verben ist die Verteilung der obligatorischen und fakultativen 
Merkmale abhängig von dem \qert des obligatorischen Merkmals TEMP. 
9 Eine detaillierte Darstellung der Komponente findet sich in Lötscher, 1977 
10 Aus praktischen Gründen muß ein Baumgraph allerdings als Liste dargestellt 
l·lerden. Das erste Listenelement 1'1ird dabei als Mutterknoten interpretiert, 
das zHeite Listenelement als ~lerkmalsspezifikation, alle weiteren Listen-
elemente sind als Tochterknoten zu verstehen. 
11 Ein Beispiel für die Ausarbeitung dieses Ansatzes stellt Cresswell, 1973, 
dar. 
12 Hierin 1•äre also Schank zu folgen, Henn auch dessen Überlegungen 1·1ohl zu 
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Die Notwendigkeit der Darstellung von Informationen, die in na-
türlichsprachlichen Äußerungen formuliert sind, in einer formalen 
Sprache zum Zwecke der maschinellen Informationserschließung, der 
automatischen Problemlösung oder der Computersimulation von Sprach 
verstehen, bedingt nicht nur die Frage nach erforderlichen Eigen-
schaften und geeigneter Form einer solchen formalen Sprache (vgl. 
ZIFONUN in diesem Band) , sondern verlangt auch eine Explizierung 
des regelhaften Zusammenhangs zwischen den Einheiten einer natür-
lichen Sprache und denjenigen der formalen Repräsentationssprache. 
Betrachtet man diesen Zusammenhang als eine Obersetzungsbeziehung} 
dann kann unter einem deskriptiven Aspekt diese Beziehung festge-
legt werden durch Aufzählung der Elemente einer Ubersetzungsrela-
tion, wofür wir ein Regelwerk diskutieren werden, das wir aufgrund 
gewisser Ähnlichkeiten zu generativen Grammatiken und Transforma-
tionsgrammatiken als U b e r s e t z u n g s g r a m m a t i k 
bezeichnen. Unter einem operationalen Aspekt geht es um ein Ver-
fahren, das beschreibt, wie für eine einzelne natürlichsprachli-
che Formulierung der Zusammenhang mit einer formalsprachlichen 
Formulierung hergestellt v1ird (und vice versa), wobei wir das Her-
stellen eines solchen Zusammenhangs als U b e r f ü h r u n g 
bezeichnen. Die hier beschriebene Technik der Aufzählung der Ele-
mente einer Obersetzungsrelation berücksichtigt diesen zweiten 
Aspekt der Operationalisierung, so daß die Beschreibung der Ober-
setzungsgrammatik bereits eine Computerrealisierung der Oberfüh-
rung vorzeichnet. 
Die hier skizzierte Form einer Übersetzungsgrammatik ist eine 
Verallgemeinerung des Formalismus, der im System PLIDIS (vgl. 
BERRY-ROGGHE et al. in diesem Band) verwendet wird zur Steuerung 
der Oberführung natürlichsprachlicher Formulierungen in die Kon-
struktsprache KS (vgl. ZIFONUN in diesem Band). 
Ziel der Entwicklung eines solchen Formalismus war nicht die Kon-
struktion eines ad-hoc Mechanismus zur Verarbeitung eingeschränk-
ter deutscher Sätze über Sachverhalte der Industrieabwasserüber-
wachung, die von PLIDIS gespeichert werden, sondern die Auffin-
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dung einer generellen Uberführungstechnik, die unabhängig von An-
wendungsgebieten verwendet werden kann. 
In der Folge werden lediglich die Grundzüge einer Ubersetzungs-
grammatik und eines Uberführungsverfahrens aufgezeigt, um einen 
Uberblick zu vermitteln. Wir halten es deshalb für gerechtfertigt, 
auf Einzelheiten und detaillierte Formalisierungen zu verzichten 
und verweisen dazu auf eine ausführlichere Darstellung an anderer 
Stelle. 1 
1. Uberführung als Teilproblem des Ubersetzens 
Bei der Erläuterung der Konstruktsprache KS als Darstellungsmit-
tel für natürlichsprachlich formulierte Informationen beschreibt 
ZIFONUN 2 den Zusammenhang zwischen einer natürlichen Sprache und 
KS als einen Ubersetzungszusammenhang. Betrachtet man eine Spra-
che mengentheoretisch als eine Menge von Formulierungen, kann ei-
ne Ubersetzungsrelation formal wie folgt dargestellt werden: Ist 
a, a E LAS' eine Formulierung einer natürlichen Sprache LAS' und 
gibt es eine Formulierung ß, ß E LZS' einer formalen Sprache LZS' 
dann soll das Paar (a,ß) zu einer Relation gehören, d.h. 
(a,ß) E UR, wenn ß eine Ubersetzung von a ist. UR nennen wir dann 
U b e r s e t z u n g s r e l a t i o n , 
LAS A u s g a n g s s p r a c h e (bezüglich UR) und 
LZS Z i e l s p r a c h e (bezüglich UR). (Eine Präzisierung 
d e r formalen Eigenschaften von UR ist für den nachfolgenden Kon-
text nicht erforderlich, liegt jedoch auf der Hand, wenn man LAS 
und LZS als disjunkte Mengen betrachtet und UR als Teilmenge des 
Produkts von LAS und LZS' d.h. UR c LAS x Lzs·) 
1.1. Aufzählung einer Ubersetzungsrelation 
Bei unseren Uberlegungen gehen wir davon aus, daß eine Uberset-
zungsrelation gesetzt sei. M.a.W . wir interessieren uns nicht da-
für, aufgrund welcher (empirischer) Kriterien festgelegt wird, 
daß eine Formulierung a zu einer Formulierung ß in Ubersetzungs-
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relation stehen soll. Uns interessiert vielmehr, mit welchen for-
malen Mitteln das Resultat einer solchen Festlegung ausgedrückt 
werden kann. Die einfachste Methode dazu ist sicherlich die Auf-
zählung der Relation UR durch Angabe einer Liste all der Paare 
des kartesischen Produkts LAS x LZS' die in UR liegen; sie schei-
det jedoch wegen ihres hohen Aufwandes aus. Wir suchen deshalb 
nach einem Verfahren, das auf Regeln aufbaut, mit denen für Teile 
einer ausgangssprachlichen Formulierung die zielsprachlichen Ent-
sprechungen festgelegt werden können, sov1ie nach Regeln, die an-
geben, wie aus solchen Teilformulierungen in Abhängigkeit von ei-
ner ausgangssprachlichen Gesamtformulierung eine zielsprachliche 
Gesamtformulierung zu konstruieren ist. Wir verdeutlichen diese 
Zielsetzung durch eine Analogie zur Beschreibung von Einzelspra-
chen mit Hilfe von Regelgrammatiken im engeren Sinne (auch als 
generative Grammatiken, Phrasenstrukturgrammatiken, CHOMSKY-Gram-
matiken etc. bezeichnet) und präzisieren dabei einige Begriffe , 
die wir später verwenden werden. 
Anstatt eine Sprache L durch Angabe einer Liste aller Sätze von L 
festzulegen, wird eine Regelgrammatik G = (VN, VT, S, P) angege-
ben , wobei 
VN eine Menge von Kategorien-Symbolen, das n i c h t -
t er m in a 1 e V o k ab u 1 a r (von G), 3 
VT eine von VN disjunkte Menge von Symbolen, das 
t e r m i n a 1 e V o k a b u 1 a r (von G) (in lingu-
istischer Umgangssprache auch als 'Wörter' oder 'Lemmata' 
bezeichnet), 
S ein ausgezeichnetes Symbol aus VN, das S t a r t - symbol 
(von G), 
P eine Menge von Paaren der Form (a , a), geschrieben a ~ a, 
die (Produktions-) Rege 1 n (von G), 4 wobei a aus 
VN und a eine aus Symbolen von VN U VT gebildete Kette 
ist , a ~ c. 
Das Vokabular V 
G. 
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VN U VT nennen wir dann auch das Alphabet von 
Um mittels G eine Sprache zu definieren, wird folgender Ablei-
tungsbegriff festgelegt: 
sind u,v Wörter aus V* , dann ist ein Wort ß = uav aus einem 
Wort uav d i r e k t a b 1 e i t b a r , wenn es in P eine 
Regel a ~ a gibt ; 
eine Folge von Wörtern (a 1 , . . . , an) ist eine Ab 1 e i tun g 
von an aus a 1 (in G), wenn für alle i, i :S (n-1), gilt: ai+1 
ist direkt ableitbar aus ai. Wir sagen dann auch , an ist aus 
ai ableitbar. Besteht an nur aus termi nalen Symbolen, d.h. 
an E VT , ist an t er m in a 1 abge l eitet (in G) . 
die Menge L(G) aller aus dem Startsymbol S (in G) terminal 
abgeleiteten Wörter ist die von G e r z e u g t e S p r a -
c h e . Die Wörter von L(G) bezeichnen wir dann als 'Sätze ' 
oder 'Formeln ' von L(G). 
Um mittels einer Regelgrammatik G die Sprache L(G) "aufzuzählen" 
oder zu "erzeugen", kann ein Verfahren angegeben ~1erden, das auf 
der Interpretation einer Produktionsregel a ~ a als einer Anwei-
sung beruht, nach der in beliebigen Wörtern ein Symbol a durch a 
zu ersetzen ist, wodurch ein neues Wort 'produziert' wird . Bei 
geeigneter Steuerung des Verfahrens können dann , zumindest theo-
retisch , alle aus S in G terminal abgeleiteten Wörter, i.e. die 
Sätze von L(G), erzeugt werden. 
Soll nun mittels einer Regelgrammatik G eine vorgegebene Sprache 
L beschrieben werden, ist es eine Frage der Adäquatheit bzw . 
Vollständigkeit oder Korrektheit5 von G, ob L = L(G) bzw. ob 
L(G) nur eine Teilmenge von L oder ob L(G) Wörter enthält, die 
nicht in L liegen. Die Beurteilung der Adäquatheit von G setzt 
voraus , daß L irgendwie unabhängig von G gesetzt ist und daß es 
Kriterien gibt , die wir in aller Vagheit als 'Kompetenz für L' 
bezeichnen wollen , mit deren Hilfe entscheidbar ist , ob ein Wort 
zu L gehört oder nicht. Der Formal ismus einer Regelgrammatik i st 
dann lediglich ein Darstellungshilfsmittel , mit dem idealiter 
die Leistungen der Kompetenzkriterien nachgebildet ~1erden. Der 
Formalismus selbst stellt jedoch keine Entdeckungsprozeduren für 
die Auffindung solcher Kriterien zur Verfügung. 
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Wenn wir nun nach einem Regelwerk suchen, mit dem die Kompetenz 
für eine gegebene Ubersetzungsrelation expliziert werden kann, 
dann bedeutet dies, daß wir nach einem ähnlichen axiomatischen 
System6 wie dem einer Regelgrammatik suchen. Mit Hilfe des für 
solche Systeme definierten Ableitungsbegriffs, der etwas allge-
meiner ist als derjenige für Regelgrammatiken, soll es möglich 
sein, festzulegen, welche Paare (a,ß) aus LAS x Lzs in einer Uber-
setzungsrelation UR liegen. Ein solches axiomatisches System nen-
nen wir dann auch U b e r s e t z u n g s g r a m m a t i k. 
1.2. Erzeugung einer Ubersetzung 
Wir haben bisher noch nicht festgelegt, in welcher Weise die von 
einer Ubersetzungsgrammatik UG zu einem Sprachenpaar L 1 , L2 zu 
erzeugenden Formeln , die Sprache von UG, mit einer Ubersetzungs-
relation UR c L1 x L2 zusammenhängen soll. Dazu gibt es mindestens 
zwei Möglichkeiten: 
( 1 ) 
( 2) 
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Die Formeln der Sprache von UG haben die Form aß, so 
daß (a,ß) E UR. Es gibt dann nur ein einziges Axiom, 
aus dem parallel sowie in gegenseitiger Abhängigkeit 
die Teilketten a und ß abgeleitet werden. UG kann dann 
als P a r a 1 1 e 1 g r a m m a t i k beschrieben 
werden (vgl. PRATT, 1971). 7 
Die Sprache von UG ist die Menge aller Formeln ß I für 
die es ein a gibt, so daß (a ,ß) E UR und ß ist in UG 
aus a ableitbar. D.h. die Axiome von UG wären dann 
gleich der Menge { a I es gibt ein x, so daß (a, x) E UR}. 
Wie wir später zeigen werden, kann diese Möglichkeit auf 
ein System UG' eingeschränkt werden, in dem zwar nicht 
ß aus a ableitbar ist, jedoch eine Baumstruktur tß aus 
einer Baumstruktur ta' wobei ta bzw. tß die syntaktische 
Struktur von a bzw. ß beschreibt. UG' kann dann mit dem 
Formalismus einer T r a n s f o r m a t i o n s g r a m -
m a t i k (vgl. GINSBURG/PARTEE, 1969, PAUSE, 1976) be-
schrieben werden. 
Um zwischen den beiden Möglichkeiten entscheiden zu können, müß-
ten folgende Fragen bezüglich der resultierenden Systeme beant-
\olortet \>/erden: 
Welche formalen Eigenschaften können für die beiden Systeme 
be1viesen werden und ergibt sich daraus eine Bewertung? 
Welches der beiden Systeme ist ökonomischer bezüglich der Re-
gelmenge und der Komplexität der Einzelregeln? 
Welche Verfahren lassen sich, wenn überhaupt, für die beiden 
Systeme angeben zur 
(i) Entscheidung, ob für ein Paar (a,ß) gilt: (a,ß) E UR 
(ii) Erzeugung einer Formel ß aus einer Formel a, so daß 
gilt: (a,ß) E UR 
(iii) Erzeugung einer Formel a aus einer Formel ß, so daß 
gilt: (a,ß) E UR? 
Nach welchen Kriterien sind die Verfahren für (i) - (iii) zu 
be\>1erten? 
Die Untersuchung dieser Fragen ist uns weder im Rahmen dieses 
Beitrags noch aus forschungspraktischen Gründen möglich. Wir 
treffen deshalb eine heuristische Entscheidung auf der Grundlage 
der Praxis, für die wir eine Ubersetzungsgrammatik verwenden 
\>/ollen. 
Als eine solche Praxis haben wir eingangs Verfahren der maschinel-
len Informationserschließung, der automatischen Problemlösung 
oder der Computersimulation von Sprachverstehen genannt, für die 
Sätze einer natürlichen Sprache L1 in eine formale Sprache L2 zu 
übersetzen sind. Eine (abstrakte) Maschine M, die in der Lage 
sein soll, solche Verfahren auszuführen, kann in einer ersten 
Annäherung skizziert werden als bestehend aus drei Teilmaschinen 
M1 , M2 , M3 (vgl. Abb. 1). Während M2 die eigentlichen Verfahren 
der Informationsverarbeitung ausführt, sind M1 und M3 Ubersetzer, 
wobei M1 natürlichsprachliche Formulierungen aus L1 übersetzt in 
Formulierungen der formalen Sprache L2 und ~13 die formalsprachli-
chen Ergebnisse der Informationsverarbeitung \>Iieder zurücküber-
setzt in L1 . 
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Für die Konstruktion von M1 und M3 suchen v1ir nun eine Überset-
zungsgrammatik üG , aus deren Formalismus sich ein Verfahren für 
M1 und r-~ 3 ge1·1innen läßt, v1obei im Idealfall M1 direkt auf den Re-
geln von UG und M3 auf der Umkehrung davon aufbaut. 
M 
Abbildung 1 
Das bedeutet, daß wir bei der Festlegung der Form einer Überset-
zungsgrammatik ÜG zu einer Übersetzungsrelation UR als Ziel Ver-
fahren im Auge haben, mit denen sich aus einer Formel a eine For-
mel ß erzeugen läßt und umgekehrt, so daß (a,ß) E UR. Wir präfe-
rieren deshalb die oben unter (2) angedeutete Möglichkeit zur 
Festlegung einer Ubersetzungsrelation. 
Unsere Überlegungen sind nicht notwendigerweise auf die angedeu-
tete Praxis der automatischen Problemlösung und Informationser-
schließung beschränkt. Wenn es möglich ist, eine Übersetzungs-
grammatik üG 1 für ein Sprachenpaar L1 , L2 zu definieren, wobei 
L1 eine natürliche Sprache und L2 eine formal e Sprache ist , dann 
müßte es auch möglich sein, eine Übersetzungsgrammatik UG 2 für 
ein Paar L2 , L3 zu definieren, so daß L3 eine natürliche Sprache 
ist. Konstruiert man den Transduktor M1 aufgrund der Regeln von 
üG 1 und M3 aufgrund der Regeln von UG2 , erzeugt die oben skiz~ 
zierte Maschine M aus Formulierungen der Sprache L1 Formulierun-
gen der Sprache L3 . Wir wollen es mit diesem Hinweis bewenden 
lassen und nicht näher eingehen auf die dann von M2 auszuführen-
den (semantisch-pragmatischen Disambiguierungs-) Verfahre n sowie 
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auf die Funktion von L2 als Interlingua (vgl. PAUSE, 1974). 
2. Grundlegende Ubersetzungsstrategie 
Bevor wir den formalen Rahmen für eine Ubersetzungsgrammatik 
festlegen, gehen 1·1ir zuerst der Frage nach , über 1·1elchen sprach-
lichen Einheiten einer Ausgangs- und einer Zielsprache Regulari-
tlten für eine Ubersetzung festgelegt werden können und welche 
Operationen die Regeln beschreiben sollen, mit denen diese Regu-
l aritlten dargestellt werden. Wir verwenden dazu Beispiele aus 
dem System PLIDIS und der dort eingesetzten Konstruktsprache KS. 8 
Mit dem für den Gegenstandsbereich "Industrieabwasserkontrolle" 
definierten KS-Vokabular kann ein Satz wie 
(1) Die flasse:r>p:r>oben bei Fa. Joos in Stuttga:r>t 
vom 21.11 . 77 enthielten 0,1 mg/l Zink. 
reformuliert werden durch die folgende F o r m e 1: 







(PROBE (BETRIEB JOOS STUTTGART) 77 / 11/21 ) 
x.abstrobj 
0,1-mg/l)) 
Die Formel 1~ird gebildet durch das 4-stellige Prldikatsymbol 9 
ANTEIL mit den im Sortentupel (stoff , stoffkoll, abstrobj , dirn-
zahl) festgelegten Restriktionen für die Argumente . Zu den Argu-
menten : 
1 . Argument (ii) 1-stelliger Term der Sorte stoff (in Anlehnung 
an das ehern . Zeichen für ' Zink'). 
2. Argument (iii) : 2-stelliger Term der Sorte stoffkoll(ektiv) 
mit dem Prädikat PROBE, dessen 1. Argument ein 
Term der Sorte betrieb und dessen 2. Argument 
ein Term der Sorte int(ervall) ist. 
3. Argument (iv) sortierte Variable der Sorte abstrobj (abstrak-
tes Objekt wie z.B . ein Laborbericht, in dem 
die Untersuchungsergebnisse für eine Probe 
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festgehalten sind), die durch einen Existenz-
quantor gebunden ist (i). 
4. Argument (v): 1-stelliger Term der Sorte dirnzahl (dimensio-
nierte Zahl) . 
2.1. Ersetzung durch Kontextpattern 
Eine auf der Hand liegende Regularität des Zusammenhangs von zwei 
Sprachen sind die Entsprechungen ihrer terminalen Symbole, wie 
sie zum Beispiel in zweisprachigen Wörterbüchern aufgelistet 
sind. Meistens werden jedoch nicht nur Lexempaare angegeben, de-
ren erste Komponente in der einen Sprache der zweiten Komponente 
in der anderen Sprache entspricht , vielmehr wird auch angegeben , 
wie zumindest das zweite Lexem in der anderen Sprache zu ver~/en­
den ist, etwa durch Anführung von Beispielen oder durch Hinweise 
auf den syntaktischen Kontext. 
In ähnlicher Weise verfahren wir bei der Beschreibung des Zusam-
menhangs zwischen deutschen Lexemen und Symbolen der Konstrukt-
sprache KS. D.h. in einer Ubersetzungsregel für das Verb entha l -
t en wollen wir nicht nur festlegen, daß diesem Verb in KS das 
Prädikat ANTEIL entspricht , sondern auch, daß ANTEIL als vier-
stelliges Prädikat mit dem Sortentupel (stoff, stoffkoll, 
abstrobj , dirnzahl) zur Bildung einer Formel verwendet ~1ird. Wir 
s tellen diese Information durch den Klammerausdruck 
(3) (FORMEL [ANTEIL A1 A2 A3 A4)) 
dar, wobei die Symbole A1 bis A4 Hilfssymbole sind, die nicht 
zum Vokabular von KS gehören. 
Paraphrasiert man den mit [ ) geklammerten Ausdruck von (3) mit 
der Formulierung 
"Der ANTEILanstoff A1 in einem stoffkoll(ektiv) A2 hat gemäß 
einem abstr(akten) objekt A3 e inen dim(ensionierten) zahl(enwe rt) 
von A4." 
dann kann man diese r Paraphrase deutsche S ä tze g e g e nüberstellen 
wie etwa (1) oben oder auch 
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{4) Die Abwasserproben in der Firma MilZZer enthielten gernaß 
Laborbericht vom 23.11.77 0,5 mg/Z Cadmium. 
(5) Am 21.11. 77 enthielten die Proben bei der DMV 0,8 mg/Z 
Zink. 
(6) Enthielten die Proben von Lauxmann Cadmium? 
Bei der Gegenüberstellung sieht man, daß die deutsche Entspre-
chung zu 
stoff A1 in Sätzen mit dem Verb enthalten als Nornen einer No-
minalphrase formuliert ist, die Akkusativergänzung 10 zum Verb 
ist, 
stoffkoll A2 als Ergänzung im Nominativ, 
abstrobj A3 als Präpositionalergänzung, wobei Präpositionen 
möglich sind wie gemaß, laut, entsprechend, aufgrund etc., 
dirnzahl A4 als Maßangabe der Ergänzung im Akkusativ. 
Dies bedeutet für die Ubersetzung von deutschen Sätzen mit ent-
halten, daß zumindest ein Teil der KS,-Entsprechung aus einer mit 
ANTEIL gebildeten Formel besteht, die man aus (3) dadurch ent-
hält, indem man für A1 die Ubersetzung des Nomens der Ergänzung 
im Akkusativ einsetzt, für A2 die Ubersetzung der Verbergänzung 
im Nominativ usw. 
Aufgrund dieser naheliegenden Beobachtung kommt man zu ersten 
Regeltypen für eine Ubersetzungsgrammatik: Bezeichnet man einen 
Ausdruck wie (3) als Kontextpattern (CP) und faßt man die Hilfs-
symbole A1, A2 usw. als Kennzeichnung von Leerste 1 1 e n 
auf, dann können K o n t e x t p a t t e r n r e g e l n defi-
niert werden, die einem ausgangssprachlichen Symbol ein Kontext-
pattern zuordnen, sowie L e e r s t e 1 1 e n r e g e 1 n , die 
angeben, wie die Leerstellen des CP mit Teilübersetzungen aus dem 
Kontext des ausgangssprachlichen Symbols auszufüllen sind. Aus 
den Uberlegungen zur Ubersetzung von enthalten geht hervor, daß 
die einzusetzenden Teilübersetzungen charakterisierbar sind 
durch : 
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zielsprachensyntaktische Bedingungen wie Sortenrestriktionen 
oder einer Festlegung, daß Argumente eines Prädikats Terme 
sein müssen und keine Formeln; 
syntaktische Kategorien und Relationen der Ausgangssprache 
wie Nomen, Nominalphrase, Ergänzung etc. 
Die Anwendung der Leerstellenregeln setzt deshalb voraus, daß so-
wohl für die Teile eines ausgangssprachlichen Satzes als auch für 
die Teile der daraus erzeugten Übersetzung die entsprechenden 
syntaktischen Informationen vorhanden sind. 
Um über die syntaktischen Informationen der Ausgangssprache zu 
verfügen, gehen wir davon aus, daß die übersetzungsregeln nicht 
auf Sätze a einer Ausgangssprache LAS angewendet werden, sondern 
auf syntaktische Strukturbäume ta, die durch Ableitung von a in 
einer Regelgrammatik GAS gewonnen werden können/ 1 wobei LAS 
L(GAS). Das hat als Konsequenz, daß die Axiome einer Übersetzungs-
grammatik, aus denen die Ableitungen vorgenommen werden, nicht 
von der Menge der Sätze LAS gebildet wird, sondern von einer Men-
ge von Bäumen, die wir die B a s i s einer Übersetzungsgramma-
tik nennen. 
Die zielsprachensyntaktischen Informationen machen wir verfügbar, 
indem bei der Erzeugung einer Übersetzung nicht nur Ketten von 
terminalen Symbolen der Zielsprache aufgebaut werden , sondern 
ebenfalls Baumstrukturen, aus denen die syntaktische Struktur 
einer zielsprachlichen Kette ersichtlich ist. Wir haben deshalb 
im Beispiel mit ANTEIL dem Verb en thalten nicht nur den mit [ ] 
geklammerten Ausdruck zugeordnet, sondern den gesamten Klammer-
ausdruck von (3), der sich als Baum (7) 
( 7) FORMEL 
ANTEIL A1 A2 A3 A4 
darstellen läßt. 12 Ganz abgesehen von den Hilfssymbolen ist (7) 
keine Beschreibung einer syntaktischen Struktur von KS, da die 
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Endkette von (7), [ANTEIL A1 A2 A3 A4], in einer Grammatik von 
KS nicht direkt aus FORMEL ableitbar ist. Richtiger bezüglich KS 
wäre eine Darstellung wie (8), 
(8) FORMEL 
ANTEIL A1 A2 A3 A4 
in der die Binnenstruktur des Baumes nicht näher spezifiziert ist. 
Da einerseits die linearisierte Darstellung von (8) in Form eines 
Klammerausdrucks nicht unproblematisch ist, andrerseits die de-
taillierte Binnenstruktur für unsere folgenden Uberlegungen ohne 
Belang ist, verwenden wir einfachheitshalber Ausdrücke wie (3) 
für Kontextpattern und (8) für ihre Darstellung in den Abbildun-
gen . 
Was bedeutet es nun für die Anwendung einer Kontextpatternregel, 




enthal t en 
die Struktur (8) 'zugeordnet' wird? Legt man diese Zuordnung so 
fest, daß in einem Baum mit einer Teilstruktur (9) diese Teil -
struktur durch (8) ersetzt wird, dann geht die Information verlo-
ren, daß in dem dadurch resultierenden Baum die Teilstruktur (8) 
aus (9) entstanden ist. Da wir jedoch festgestellt haben, daß wir 
für die Ausfüllung der Leerstellen eines Kontextpatterns auch 
syntaktische Information der Ausgangssprache benötigen, diese 
jedoch bei der Ersetzung verloren gehen würden, ersetzen wir (9) 




[ .. . 
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Dabei ven1enden wir das komplex notierte 13 Hilfssymbol TR/ ind=(ll 
immer so, daß gilt: dominiert ein Symbol a ein Symbol TR, dann 
ist die von TR dominierte Struktur ß dem Symbol a (als Translat) 
zugeordnet. Wir nennen dann auch ß das T r a n s 1 a t von a. 
Die Kontex tpatternregel für e ntha lte n können wir dann schreiben 
als 
(11) (V enthalten) ~ (FORMEL [ANTEIL A1 A2 A3 A4]) 
oder allgemein 
( 12) - CP -a~ß bzw. (CP Ci ß) 
wobei (12) zu vereinbaren ist als Kurzschreibweise für eine ele-
mentare Regel, die einen Teilbaum u um einen Teilbaum v so erwei-
tert, daß der Wurzelknoten k von v vom Wurzelknoten von u domi-
niert wird und in dem dadurch entstandenen Baum kein Knote n 
rechts von k liegt. v ~1äre dann der Baum des Klammerausdrucks 
(TR/ind=(ll ß}. Da der Knoten k "Sohn" des Wurzelknotens des neuen 
Baumes ist, nennen wir eine solche Regel auch "E(rhl(eiterung um) 
r(echten) So(hn)" (EW.RSO) und schreiben: 
( 13) - EW.RSO -U V oder (EW.RSO Ü v) 
wobei Ü bzw. v Klammerausdrücke sind, die die Bäume u bzw. v be-
schreiben. 
2.2. Translathebung 
Bevor wir detaillierter auf den Formalismus von Leerstellenre-
geln eingehen, beschäftigen wir uns zuerst mit der Frage, wie 
aus den Translaten von Teilstrukturen die Translate einer Gesamt-
struktur zu gewinnen sind. Dazu betrachten wir das abstrakte Bei-
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TR/ 
in<.i=0 
Die gestrichelten Pfeile in (14) sollen andeuten, daß die aus 
ausgefüllten Kontextpattern entstandenen Translate von D und F 
in Leerstellen des Kontextpatterns ß von (B C) aufgrund der Leer-
stellenregeln R1 und R2 für ß einzusetzen sind. D.h. zusammen 
mit der CP-Regel (CP (B C) ß1 ) formulieren die Regeln R1 und R2 , 
v1ie die Translate von Kontextteilen von (B C) durch Ausfüllung 
des Patterns ß 1 zu einem Gesamttranslat zusammenzufassen sind. 
Da dadurch bereits die Translate der von A dominierten Teilstruk-
turen im Translat von B zusammengefaßt sind - das Translat von ß 
enthält nach Anwendung von R1 und R2 das Translat von D wie von 
F -, kann grundsätzlich angenommen werden, daß das so entstandene 
Translat von B auch gleichzeitig das Translat von A ist. Um ge-
nerell feststellen zu können, welches Translat die Translate des 
Kontexts enthält , verwenden wir das Merkmal ind von TR und legen 
fest: Wird ein Translat in eine Leerstelle eingesetzt, dann wird 
das TR-Symbol, das dieses Translat dominiert, ersetzt durch das 
Symbol TR/ind=1. Wenn nun ein Symbol wie z.B. A in (1 5) nur ein 
Symbol B dominiert, das seinerseits TR/ind=0 dominiert, alle an-
deren von A dominierten Symbole (wie D und F) das Symbol TR/ind=1 
dominieren, dann kann die von TR/ind=0 dominierte Struktur dem 
SymbolAals Translat zugeordnet werden, so daß aus (14) die 
Struktur (15) entsteht: 
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Dieses Prinzip, das wir T r a n s l a t h e b u n g nennen, ist 
nach unserer Obersicht über die Ubersetzung deutsch/KS weitgehend 
anwendbar und nur für ~1enige Symbole, die nicht-terminale Symbole 
dominiere n, müssen eigene CP - Regeln definiert werden. 
Um die Regeln der Translathebung nicht für jedes einzelne Symbol 
formulieren zu müssen, führen wir S y m b o l v a r i a b l e 
Xl, X2 , . .. , Xn e in. Zudem muß e ine Regel festgelegt werden , die 
beschreibt , wie eine in einem Baum bereits vorhandene Teilstruk-
tur an eine andere Stelle im Baum gesetzt we rden kann. Dazu wird 
die Regel "Er(se tzung einer) St(ruktur)" (ER.ST), 
( 16) a ER.ST b oder (ER.ST a b) 
definiert als Ersetzung eines Teilbaumes u durch einen Teilbaum 
v in e inem Baum t, wobei der Wurzelknoten von u mit a, der Wurzel· 
knote n von v mit b markiert ist. Die Translathebung für eine Teil -
struktur mit der Wurzelknotenmarkierung Xl kann dann angege ben 
werden mit de n beiden Re geln: 
(17) (EW.RSO Xl Al) 
(ER.ST Al TR/ind=~) 
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mit der folgenden Einschränkung für die Anwe ndung der 
Regeln : 
(i) Xl domi niert nicht TR/ind=~ 
(ii) X1 dominiert ein Symbol X2 
(iii) X2 dominiert TR/ind=~ 
(iv) für alle X3 gilt: wenn X3 von X1 dominiert ~1ird, 
dann dominiert X3 ein Symbol TR/ind=~ 
Die Regel EW.RSO (vgl. (13)) ist erforderlich, um mit dem Hilfs-
symbol A1 zuerst die Stelle zu schaffen, an die mit der Regel 
ER.ST die von TR/ind=~ dominierte Teilstruktur gestellt werden 
soll. 
Für den Fall, daß (15) Teilbaum eines größeren Baumes ist, ist es 
möglich, daß ß 1 in eine Leerstelle außerhalb von (15 ) eingesetzt 
wurde, so daß auch ß1 von einem Symbol TR/ind=1 dominiert wird . 
Bedingung (iv) ist dann nicht erfüllt und die Regeln von (17) 
sind deshalb nicht anwendbar. Da nicht generell entscheidbar ist, 
welche von TR/ind=1 dominierte Struktur Translat von A sein soll, 
andrerseits die Teiltranslate außerhalb von (15) 'berücksichtigt' 
sind, ordnen wir dann Aals Translat den 'leeren Baum' zu. D. h. 
A wird nur um einen mit TR/ind=1 markierten Knoten erweitert, der 
seinerseits keine weiteren Knoten dominiert. Statt (17) schreiben 
wir dann 
(17a) (EW.RSO X1 TR/ind=1) 
mit der folgenden Einschränkung: 
(j) X1 dominiert nicht TR/ind=~ oder TR/ind=1 
(jj) für alle X2 gilt: wenn X2 von X1 dominiert wird , 
dann dominiert X2 ein Symbo l TR/ind=1 . 
Eine streng formale Definition der Regeln für die Translathebung 
im Rahmen einer Ubersetzungsgrammatik ist nicht problemlos auf-
grund der verwendeten Symbolvariablen und der Bedingungen (i) bis 
(iv) , die die Anwendung der beiden Regeln auf ganz bestimmte 
Strukturen einschränken . Wir nennen solche Bedingungen S t r u k-
t u r b e d i n g u n g e n . Nun gibt es zwar in der Theorie 
von Transformationsgrammatiken (vgl. GINSBURG/PARTEE, 1969) 14 
Vorbilder für die Verwendung von Symbolvariablen und Strukturbe-
dingungen , mit dem dort Vorgeschlagenen lassen sich jedoch nur 
die Bedingungen (i) - (iii) darstellen. Dagegen enthält (iv) eine 
All-Quantifizierung und eine Implikation , deren Darstellung noch 
zu klären sein wird. 15 
243 
2.3. Ausfüllen von Leerstellen 
Eine wesentliche Rolle spielen Strukturbedingungen auch bei der 
Formulierung der Regularitäten für die Ausfüllung von Leerstel-
len eines Kontextpatterns. Soll festgehalten werden, daß z.B. die 
Leerstelle A2 des CP von enthalten durch einen Term der Sorte 
stoffkoll (komplex notiert: TERM/Sorte=stoffkoll) auszufüllen 
ist, dann kann diese KS-syntaktische Bedingung in der Regel 
(18) (ER.ST A2 Term/Sorte=stoffkoll) 
zum Ausdruck gebracht werden, die bedeutet , daß A2 durch einen 
Teilbaum zu ersetzen ist, der von TERM/Sorte=stoffkoll dominiert 
wird . Darüberhinaus muß mit Strukturbedingungen präzisiert vier-
den (vgl. die Erläuterungen zu (3)), daß 
(i) die von TERM/ ... dominierte StrukturTranslateiner 
Nominalgruppe im Nominativ (NG/K=nom) und 
(ii) 'die NG Ergänzung zum Verb enthalten ist. 
Unter Verwendung der über den Knoten eines Baumes definierbaren 
Relationen wie Dominanzrelation (DOM) , mittelbare Dominanzrela-
tion (DOH*), Linksrelationen (LFT) und mittelbare Linksrelatio-
nen (LFT*) sowie der Junktoren 'und' (A) und 'oder ' (v) läßt sich 
(i) darstellen durch eine Formulierung wie 
(19) (DOM NG/K=nom TR/ind=~) A (DOM TR/ind=~ TERM/Sorte 
=stoffkoll) 
wofür wir dann schreiben 
(20) (TRANSLAT NG/K=nom TERH/Sorte=stoffkoll) 
und (20) als Äquivalent zu (19) betrachten. 
Nach einem ähnlichen Prinzip kann eine Strukturbedingung für Er-
gänzungen (ERG) und Attribute (ATTR) definiert werden, wobei die 
Details von der Grammatik abhängen, die für die Konstruktion der 
Basis zugrundegelegt wird, ebenso wie die Frage, ob die beiden 
Bedingungen so definiert werden können, daß für zwei Teilbäume 
nicht gleichzeitig smwhl die Bedingung ERG als auch die Bedin-
gung ATTR zutrifft. 
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Gehen wir davon aus, daß die Bedingung ERG definiert sei, kann 
die Leerstellenregel für die Leerstelle A2 des CP von enthalten 
als b e d i n g t e Regel geschrieben werden, d.h. als eine Re-
gel, deren Anwendung an die Erfüllung zusätzlicher Bedingungen 
gebunden ist: 
(21) (ER.ST A1 TERM/Sorte=stoffkoll) 
( ('rRANSLAT NG/K=nom TER!-1/Sorte=stoffkoll) 1\ 
(DOM* V A1) 1\ (ERG V NG/K=nom))) 
Zusätzlich zu (21) ist eine Regel erforderlich, mit der im Hin-
blick auf die Translathebung das Symbol TR/ind=~, das TERM/Sorte 
=stoffkoll dominiert, ersetzt wird durch das Symbol TR/ind=1. 
Wir verwenden dazu eine Regel "Er(setzung eines) S(ymbols)" 
(ER.S), geschrieben 
(22) a ER.S b bzw. (ER. S a b) 
mit der ein Symbol a durch ein Symbol b ersetzt wird. Im Fall der 
o.a. Leerste llenersetzung wird die Regel als bedingte Regel ver-
wendet: 
(2 3) ((ER.S TR/ind=~ TR/ind=1) 
(DOM TR/ind=~ TERM/Sorte=stoffkoll)) 
2.4. Aufpfropfung 
Die bisher beschriebene Oberführungsstrategie baut auf dem Grund-
prinzip von Kontextpattern zu ausgangssprachlichen Konstituenten 
einer Satzstruktur auf, in denen Leerstellen ausgewiesen sind, 
die durch Translate von anderen Konstituenten der Satzstruktur 
ausgefüllt werden können. Ein zweites Grundprinzip ist die Trans-
lathebung , das für Translate von Strukturen u 1 , .•. , un' deren 
Wurzelknoten Geschwister sind, regelt, welches dieser Translate 
angehoben wird zum Translat der Struktur, deren Wurzelknoten die 
Strukturen u 1 , ... , un dominiert. Dabei wird dasjenige Translat 
angehoben, das noch nicht in ein anderes Kontextpattern einge-
setzt wurde. Dies kann jedoch nur dann erfolgen, wenn die anderen 
Translate bereits in Leerstellen eingesetzt wurden. Nun gibt es 
allerdings Fälle, für die vorhersagbar ist, daß das entstehende 
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Translat in keine Leerstelle eines anderen Kontextpatterns ein-
setzbar sein wird, so daß das Prinzip der Translathebung versagen 
würde, da mit Sicherheit mehrere nichteingesetzte Translate vor-
liegen. 
Ein Beispiel für einen solchen Fall ist die Ubersetzung der Nomi-
nalgruppe die in Stuttgart untersuchten Proben in einem Satz wie 
(24) Enthielten die in Stuttgart untersuchten Proben Zink? 
Ordnet man untersucht ebenso wie dem Verb untersuchen das Kontext-
pattern einer Formel zu, dann ist (24) in zwei durch UND verbunde-
ne Formeln zu übersetzen. D.h. die Ubersetzung von (24) wäre para-
phrasierbar als " Gibt es Proben. so daß gilt: Die Proben wurden 
in Stuttgart untersucht UND die Proben enthielten Zink? " Wird je-
doch dazu die o.a. Nominalgruppe als Formel übersetzt, kann diese 
Formel nicht in Leerstellen des CP von enthalten eingesetzt wer-
den, da, wie in vorangehenden Beispielen zu sehen war, in diese 
Leerstellen nur Terme als Argumente von ANTEIL einsetzbar sind, 
und insbesondere für die Leerstelle A2 des CP von enthalten ein 
TERM/Sorte=stoffkoll einzuse tzen ist, der Translat der Nominativ-
ergänzung ist (vgl. (21)). 
Das Problem kann in folgenden Schritten gelöst werden: 
(i) untersucht wird das CP einer Formel mit dem Prädikat, das 
untersuchen entspricht, zugeordnet; 
(ii) in die für die Bezeichnung des 'Untersuchungsgegenstandes ' 
vorgesehene Leerstelle des CP \•Tird das Translat desjenigen 
Nomens (im Beispiel: Probe ) eingesetzt, das untersucht 
folgt, jedoch ohne das dieses Translat dominierende 
TR/ind=~ zu verändern; 
(iii) a uf den gesamten Baum, in dem die betrachtete Nominalgruppe 
Teilstruktur ist, wird eine Struktur 
( 25) FüRHEL 
[UND A1 * 
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' 
'aufgepfropft', wobei das Symbol '*' die Stelle markiert, 
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Abbildung 2: Beispiel für eine 'Aufpfropfung' (nach Ausführung 
der Schritte {i) - (iv)). 
(iv) in die Leerstelle A1 von (25) wird die Formel eingesetzt, 
die Translat von untersucht ist und das Symbol TR/ind=~, 
das die Formel dominiert, wird ersetzt durch TR/ind=1. Da 
in Schritt (ii) TR/ind=0 belassen wurde, stellt sich nach 
Anwendung der Translathebungsregeln heraus, daß das Trans-
lat des Nomens Probe zum Translat von NG angehoben werden 
kann. 
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Zur Beschreibung von Schritt (iii) führen wir eine Regel zur 
Er(setzung einer Struktur durch ein) 'Lit(eral) 1 (ER.LIT) ein, 
geschrieben 
(26) a ER.LIT a bzw. (ER.LIT a a) 
wobei a ein Symbol und a ein Klammerausdruck ist . Die Regel ist 
so anzuwenden, daß ein von a dominierter Baum durch den a ent-
sprechenden Baum ersetzt wird. 
Für eine zu definierende S t r u k t u r v a r i a b 1 e * le-
gen wir fest, daß * diejenige Struktur bezeichnet, die in einer 
Regel von der linken Regelseite bezeichnet l'lird, so daß Schritt 
(iii) mit der Regel zu beschreiben ist: 
( 27) s ER.LIT (FORMEL [UND A1 * l) 
2.4. Terminierung und Transformation 
Unabhängig davon, ob auf einen Baum Teilstrukturen aufgepfropft 
wurden oder nicht, müssen nach der Translathebung bis zum S-Kno-
ten die ausgangssprachlichen Strukturteile aus einem abgeleite-
ten Baum entfernt werden, damit eine reine zielsprachliche Struk-
tur entsteht. Dies kann ganz einfach dadurch erfolgen, daß die 
von S dominierte Struktur durch das Translat von S ersetzt wird, 
wozu wir die T e r m i n i e r u n g s r e g e 1 
(28) ( (ER.ST S X1) (TRANSLAT S X1)) 
formulieren. 
Es kann durchaus möglich sein, daß die durch Anwendung der Regel 
(28) entstandene Struktur noch weiter transformiert werden muß. 
Dies ist bei einer Ubersetzung nach KS dann erforderlich, wenn 
Leerstellenregeln angegeben werden für den Fall, daß in einem 
deutschen Satz eine Konstituente gar nicht ausformuliert ist, de-
ren Translat in eine Leerstelle eingesetzt werden sollte. Das die 
Leerstelle bezeichnende Hilfssymbol wird dann ersetzt durch eine 
Variable von KS. Es dürfte sich als zweckmäßig erweisen, die Bin-
dung solcher Variablen durch Quanteren erst nach Anwendung der 
Terminierungsregel durchzuführen. 
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3. Zum formalen Rahmen einer Ubersetzungsgrammatik 
Aus dem bisher Gesagten ergeben sich eine Reihe von Folgerungen 
für die Form einer Ubersetzungsgrammatik, deren Rahmen wir in der 
Folge abstecken wollen, ohne jedoch in allen Einzelheiten die er-
forderlichen formalen Definitionen zu leisten (vgl. hierzu WULZ, 
1979) . 
3.1. Komponenten einer tibersetzungsgrammatik 
Unter den Komponenten eines n-Tupels UG, das eine tibersetzungs-
grammatik definiert, ist die nächstliegende Komponente das 
V o k a b u 1 a r . 
Im Vokabular V einer Ubersetzungsgrammatik lassen sich drei Teil-
mengen ausgrenzen: 
VAS als ausgangssprachliches Vokabular (AS Vokabular) 
mit einem nichtterminalen und einem terminalen AS-
Vokabular VNAS und VTAS' so daß VAS= VNAS U VTAS 
VZS als zielsprachliches Vokabular (ZS-Vokabular), 
~10bei VZS = VNZS U VTZS 
H als spezielles Hilfsvokabular von UG, wobei H und 
VAS U VZS disjunkte Mengen. 
Das H i 1 f s v o k a b u 1 a r enthält u.a. die Symbole, die 
zur Kennzeichnung von Leerstellen in Kontextpattern verwendet 
werden, die beiden Klammerzeichen ( ) zur Linearisierung von Bäu-
men durch Klammerausdrücke, sowie die Strukturvariablen X1, . .. , Xn 
und die Symbolvariable *, wobei die beiden letzten nur in den Re-
geln verwendet werden. Daneben liegt in H die Menge der i n d i-
z i e r t e n Symbole, die aus den Symbolen von VAS und Vzs 
durch Indizierung mit natürlichen Zahlen entstehen. Wir schreiben 
für diese Menge auch vl,~l U V~~), für ein Element daraus auch ai 
(also z .B. NP 1 , N2 etc .). Gilt ai E v(N) und a E V, dann heißt a 
die nichtindizierte Entsprechung von ai. (Erläuterungen zur Not-
wendigkeit und Verwendung von indizierten Symbolen geben wir in 
Abschnitt 3. 2 .) 
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Zur Definition der B a s i s von ÜG im Sinne der Axiomenmenge 
eines axiomatischen Systems, aus dessen Elementen Formeln abge-
leitet werden, bestimmen wir eine TeilmengeT von V*, die wir 
B a u m m e n g e Ober dem Alphabet V nennen. Es soll dies die 
~1enge aller Bäume sein, deren Knoten mit Symbolen aus V markiert 
sind. 16 Die Basis B einer Übersetzungsgrammatik kann dann charak-
terisiert werden als eine Teilmenge von T, wobei gilt: ist t ein 
Baum von B, dann sind die Endknoten von t (terminale Knoten) mit 
Symbolen aus VTAS' die anderen Knoten von t (nichtterminale Kno-
ten) mit Symbolen aus VNAS markiert. Damit ist die Form der Basis 
hinreichend spezifiziert, und es bleibt ein praktisches Problem, 
wie eine konkrete Basis aufgezählt wird. Wie schon angedeutet ge-
hen wir davon aus, daß die Basis festgelegt werden kann durch 
eine Regelgrammatik GAs = (VNAS' VTAS' s, P) und durch ein Ver-
fahren, das den terminalen Ableitungen in GAS Bäume zuordnet. 
Auf die Form der R e g e 1 n von ÜG gehen wir im nächsten Ab-
schnitt ein, so daß wir hier offen lassen, wie die Anwendung der 
Regeln zurliekgeführt werden kann auf einfache Ersetzungsoperatio-
nen und wie im einzelnen flir eineRegelrund zwei Bäume t1, t 2 
aus T entscheidbar ist, ob gilt: t 2 entsteht aus t 1 durch Anwen-
dung d e r Regel r. 
Mit dem Vokabular V, der Basis B und den Regeln R kann dann eine 
Übersetzungsgrammatik ÜG definiert werden als Tripel. 
(29) ÜG = (V,B,R). 
Sind t 1 , t 2 Bäume aus T, dann ist t 2 aus t 1 (in ÜG) direkt ableit-
bar, wenn es eine Regel r aus R gibt, so daß t 2 aus t 1 durch An-
wendung von r entsteht. Der Begriff einer Ableitung (in ÜG) ent-
spricht d emjenigen .einer Regelgrammatik, so daß festgelegt ~/er­
den kann: e in BaumtausT heißt terminal abgeleitet (in ÜG), 
wenn gilt: 
-es gibt eine Ableitung (t1 , ... ,tn) in UG mit tn=t und 
- es gibt keinen Baum u aus T und keine Regel r aus R, so daß 
u aus t durch Anwendung der Regel r entstünde. 
Als die von UG e r z e u g t e S p r a c ' h e bezeichnen wir 
nicht die Me nge aller aus den Bäumen der Basis von ÜG terminal 
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abgeleiteten Bäume, sondern die Menge der Endketten dieser Bäume, 
wobei die Endkette eines Baumes diejenige Symbolkette ist, die 
durch Verkettung der Symbole entsteht, mit denen die terminalen 
Knoten eines Baumes markiert sind. 
Eine Ubersetzungsgrammatik UG beschreibt nun insofern eine Uber-
setzungsrelation UR c LAs x Lzs, als - die Adäquatheit und Kor-
rektheit von UG vorausgesetzt - für alle Paare (a,ß) E LAs x Lzs 
gilt: 
(a,ß) liegt in UR, wenn es Bäume u mit der Endkette a und v 
mit der Endkette ß gibt, so daß u ein Baum der Basis 
von UG und v in UG terminal abgeleitet ist aus u. 
a ü b e r s e t z e n heißt dann , einen Baum u mit der Endkette 
a in der Basis von UG ermitteln, ihn terminal ableiten und die 
Endkette ß des aus u terminal abgeleiteten Baumes zu konstruie-
ren. ß ist dann eine U b e r s e t z u n g von a. 
3 . 2 . Zur Definition von Regeltypen 
Zur Festlegung der Regeltypen einer Ubersetzungsgrammatik kann 
man von den Regeln eines Teilbaumersetzungssystems (ROSEN, 1973, 
169) ausgehen, die die Form 
(30) r 1 : u -> v 
haben, wobei u und v Klammerausdrücke sind, die die Bäume u und 
v beschreiben. Ein Baum t 2 entsteht aus einem Baum t1 durch An-
wendung von r1 dadurch, daß der terminale Teilbaum17 u von t1 er-
setzt wird durch den Baum v (vgl. Abb. 3). 
Abbildung 3: Anwendung der Regel r 1 
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Selbst für den Fall, daß sich das in Abschnitt 2 skizzierte Vor-
gehen mit Regeln vom Typ r 1 darstellen ließe, wären solche Regeln 
allein schon deshalb ausgesprochen aufwendig, da ein zu ersetzen-
der Teilbaum u vollständig dargestellt werden müßte, auch wenn es 
ausreichen würde, nur die Wurzelknotenmarkierung von u anzugeben. 
Besondere Schwierigkeiten ergeben sich jedoch, wenn man r1 als 
kontextsensitive Regel verwenden will, wie etwa zur Festlegung, 
daß eine Leerstelle A1 durch einen Term des Kontexts auszufüllen 
ist, der Translat einer NG ist. Bliebe man im Formalismus von 
(30), müßte auf der linken Regelseite von r1 nicht ein Baum mit 
der Wurzelknotenmarkierung A1 aufgeführt werden, sondern ein Baum, 
der neben dem mit A1 markierten Knoten auch den gesamten Teilbaum 
mit der Wurzelknotenmarkierung NG enthält sowie den gesamten Teil-
baum mit der Wurzelknotenmarkierung TERM/ .... Der Gesamtbaum 
müßte auf der rechten Regelseite von r1 wiederholt v1erden, mit 
dem Unterschied, daß an der Stelle von A1 der Teilbaum mit Wurzel-
knotenmarkierung TERM/ ... steht. 
In der Folge skizzieren wir einige Möglichkeiten zur Verbesserung 
der Formulierungsmöglichkeiten durch Einführung von 
(a) Schreibkonventionen, 
(b) Regelschemata, 
( c) S truk turbed ingu.ngen, 
{d) indizierten Symbolen und Symbolvariablen, 
(e) komplexen Regeln, 
wobei Details einer zu leistenden Formalisierung überlassen blei-
ben. 
{a) Schreibkonventionen 
Soll ein Teilbaum v eines Baumes a in der Weise in a umgestellt 
v1erden, daß v an die Stelle eines Teilbaums u von t 0 tritt (vgl. 
Abb. 4), kann dies nicht in der Form von (30) dargestellt werden, 
da r1 unabhängig davon anwendbar ist, ob v ein Teilbaum von t 0 
ist oder nicht. D.h. es muß eine Notation gefunden werden, um 
aus (30) eine kontextsensitive Regel zu bilden, so daß eine Re-
gel 
( 31 ) 
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a -+ ß 
formulierbar ist, wobei die von den Klammerausdrücken ä und ß 
beschriebenen Bäume a und ß schematisch in Abb. 4 dargestellt 
sind: 
Abbildung 4: Anwendung der Regel r 2 
Um den notationeilen Problemen beim Aufschreiben von a und ß aus 
dem Wege zu gehen, definieren wir r 1 und r 2 als eigene Regelty-
pen und schreiben für r 1 
( 31 ) ü ER. LI!;_ V bzw. (ER.LIT ü V) 
(Ersetzung durch Literal) und für r2 
(32) (ER.ST Ü v) 
(Ersetzung durch Struktur) mit der Festlegung, daß (32) nur dann 
auf einen Baum t anwendbar ist, wenn sowohl u als auch v termina-
le Teilbäume von t sind. 
Unterscheidet sich in einer Regel wie (31) u von v nur dadurch, 
daß der Wurzelknoten von u mit einem Symbol a, der Wurzelknoten 
von v mit einem Symbol b markiert ist, dann schreiben wir für die 
damit intendierte Ersetzung des Symbols a durch b statt der Re-
gel Ü ~ v vom Typ 1 auch 
(33) ä ER.S b bzw. (ER.S ä b) 
Soll ein Teilbaum u durch einen Teilbaum ß ersetzt werden, und 




Baum v erweitert werden, daß der Wurzelknoten von v äußerster 
rechter (bzw. linker) Sohn des Wurzelknotens von u werden soll, 
schreiben wir 
( 34 ) - EW . RSO U V bzw. (EW.RSO Ü v) 
bZ\-1. 
(35) - E\v .LSO U V bzw. (EW.LSO Ü v) 
Für eine Regel Ü ~~vom Typ r 1 , in der~ einen in Abb. 6 darge-
stellten Baum beschreibt, schreiben wir auch 
- ER.LIT (36) U V bzw. (ER.LIT Ü v) 
wobei sich v von dem Teilbaum v' von ß (vgl. Abb. 6) nur dadurch 
unterscheidet, daß der Wurzelknoten von u, der terminaler Knoten 
von v ' ist, in v mit dem Symbol*, d .h. mit der Strukturvariab-
len, markiert ist. M.a.W.: durch (36) 1-1ird die "Aufpropfung" ei-





Während die Regeln EW.RSO und EW.LSO (vgl. (34), (35)) als 
schreibtechnische Vereinfachungen der Grundregel (30) angesehen 
werden können, sind die Regeln ER.ST (32) und ER.S (33) genauge-
nommen keine Regeln mehr, sondern Regelschemata , 18 
die eine Nenge von Einzelregeln zusammenfassen , die ihrerseits 





(1) u, v sind Bäume der Baummenge über V; 
(2) der Wurzelknoten von u ist mit a markiert; 
(3) der Wurzelknoten von v ist mit b markiert.) 
In ähnlicher Weise erweitern wir die Regeln der Form 
u ~V mit RT E (ER.LIT, ER.ST, EW.RSO,EW.LSO} 
zu Regelschemata, indem wir Ü ~ v interpretieren als Zusammen-
fassung der Regelmenge 
- RT -RRT = (w 1 ~ w2 I {1) u ist koradikaler Teilbaum von w1 
{2) ist RT = ER.ST, dann ist v koradika-
ler Teilbaum von w2 , ansonsten v = w2}. 
Koradikale Teilbäume eines Baumes u sind diejenigen Teilbäume t 
von u, die den Wurzelknoten von u gemeinsam haben und für deren 
Knoten gilt: Liegt ein Knoten k von u im Teilbaum t, dann liegen 
auch die Gesch\·listerknoten von k in t. 
Seien a und b Symbole und bezeichne der Klammerausdruck (a) den 
Baum, der nur aus einem mit a markierten Knoten besteht, dann 
läßt sich aufgrund des oben eingeführten Regelschemas die Regel 
(a) ER.ST (b) 
schreiben, die dann so zu interpretieren ist, daß ein terminaler 
Teilbaum u mit der Wurzelknotenmarkierung a durch einen Teilbaum 
v mit der Wurzelknotenmarkierung b zu ersetzen ist, wobei jedoch 
nicht festgelegt ist, daß u bzw. v nur aus einem Knoten besteht. 
(c) Strukturbedingungen 
Teilbämne, die ersetzt oder die für andere Teilbäume eingesetzt 
werden sollen, können mit den bisher eingeführten Mitteln nur 
durch Angabe ihrer Binnenstruktur näher spezifiziert werden, 
nicht jedoch durch den Kontext, in dem sie stehen. Formulierungen, 
mit denen ein Kontext beschrieben werden kann, nennen wir 
S t r u k t u r b e d i n g u n g e n , da sie durch Spezifizie-
rung von Kontextstrukturen die Anwendungsbedingungen von Regeln 
bzw. die Menge der von einem Regelschema zusammengefaßten Regeln 
einschränken . 
Zur Bildung e lementarer Strukturbedingungen definieren wir die 
zweistelligen Strukturpräd i kate DOM {Dominanz), DOM* (mittelbare 
Dominanz), LFT (unmittelbare Linksposition), LFT* {mittelbare 
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Linksposition), EQ (Identität) sowie das einstellige Strukturprä-
dikat TB (Teilbaum). Sind a, b Symbole des Alphabets V einer 
Übersetzungsgrammatik und ist P ein zweistelliges Strukturprädi-
kat, dann ist der Ausdruck (P a b) eine elementare Strukturbedin-
gung. Ist a ein Klammerausdruck, der einen Baum aus der Baummenge 
über V beschreibt, dann ist (TB a) eine elementare Strukturbedin-
gung. 
Den Definitionsgang für die Erfüllungsbedingungen einer elementa-
ren Strukturbedingung weisen wir exemplarisch am Beispiel des 
Prädikats DOM auf: 
Ein Baum t erfüllt die elementare Strukturbedingung (DOM a b), 
genau dann wenn: 
es gibt Knoten k 1 , k 2 in t, so daß gilt: 
k 1 dominiert k 2 (in t) und 
k 1 ist mit a und k 2 ist mit b markiert . 
Mit Hilfe der logischen Junktoren A (und), v (oder), --,(nicht), 
~ (Implikation) und den in der Aussagenlogik geltenden Klammer-
und Umformungsregeln lassen sich aus elementaren Strukturbedin-
gungen Strukturbedingungen bilden, die rekursiv definiert werden: 
1. Elementare Strukturbedingungen sind Strukturbedingungen. 
2. Sind sb, sb 1 und sb 2 Strukturbedingungen, dann auch 
(sb1 " sb2l, (sb1 v sb2l, --, sb, (sb1 ~ sb2l. 
3. Außer 1. und 2. gibt es keine anderen Strukturbedingungen. 
Betrachtet man eine erfül lte Strukturbedingung als eine wahre 
Aussage, dann läßt sich aus der Erfüllung e lementarer Struktur-
bedingungen aufgrund der üblichen Semantik der Junktoren die Er-
füllung e iner (nicht-elementaren) Strukturbedingung berechnen. 
Bezeichnen wir die oben eingeführten Regeln (bzw. Regelschematal 
der Form 
u ~ v mit R f (ER.LIT, ER.ST, ER.S, EW.RSO, EW.LSO) 
als e i n f a c h e R e g e 1 n einer Ubersetzungsgrammatik, 
dann ist ein Paar (r, sb) eine b e d i n g t e Regel einer 
Übersetzungsgrammatik, wenn r eine einfache Regel und sb eine 
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Strukturbedingung ist. Für die AmTendung einer bedingten Regel 
wird festgelegt: Ein Baum t 2 entsteht aus einem Baum t 1 durch An-
wendung einer bedingten Regel (r, sb), wenn gilt: 
1 . t 1 erfüllt die Strukturbedingung sb 
2. t 2 entsteht aus t 1 durch Anwendung der Regel r . 
(d) Indizierte Symbole und Symbolvariable 
Geht man davon aus, daß es in einem Baum mehrere Knoten mit der 
gleichen Markierung gibt, dann kann es unerwünschte Möglichkei-
ten für die Anwendung von bedingten Regeln geben. Soll etwa mit 
einer Regel ((ER.LIT Ba) (DOM C B)) ein Teilbaum mit der Wur-
zelknotenmarkierung B ersetzt werden durch einen Baum a, jedoch 
nur unter der Bedingung, daß der mit B markierte Wurzelknoten von 
einem mit C markierten Knoten dominiert ist, dann ist die in Abb. 
7 schematisch dargestellte unerwünschte Regelanwendung möglich 





Ein anderes Problem ist die Formulierung von Strukturbedingungen 
über verschiedene Knoten, die die gleichen Markierungen haben. 
Um Knoten mit gleicher Markierung unterscheiden zu können, muß 
für Strukturbedingungen und Regeln die Verwendung von indizierten 
Symbolen zugelassen werden. Zusätzlich wird eine Indexbeseitigung 
~ definiert als Abbildung 
~ : V-+ V n V(N) 
~(x)= y wobei y = a, wenn x a(i) 
ansonsten x y. 
~(x) nennen wir dann auch die nichtindizierte Entsprechung von x. 
Die Einführung von indizierten Symbolen hat zur Folge, daß die 
Anwendungsbedingungen der Regeln und die Erfüllungsbedingungen 
für Strukturbedingungen geändert \~erden müssen, da es nich t sinn-
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voll ist, davon auszugehen, daß die Knoten der Bäume, auf die die 
Regeln angewendet werden sollen, mit indizierten Symbolen mar-
kiert sind. 
Bei der Skizzierung der erforderlichen Erweiterungen beziehen wir 
auch die Verwendung von S y m b o l v a r i a b l e n mit ein , 
die benutzt werden, wenn bezüglich einzelner Knotenmarkierungen 
keine detaillierten Festlegungen gemadht werden sollen. Soll etwa 
ein Teilbaum - unabhängig von seiner Wurzelknotenmarkierung -
dann ersetzt werden, wenn der Wurzelknoten von einem mit C mar-
kierten Knoten dominiert ~1ird, kann dies unter Verwendung einer 
Symbolvariablen X1 u.a. mit einer Strukturbedingung (DOM C X1) 
formuliert werden. 20 
Für die Interpretation von indizierten Symbolen und Symbolvariab-
len führen wir den Begriff der Knotenzuordnung ein: 
Ist K=k 1 , •.• ,kn eine Folge von Knoten, so daß alle ki, i~n, Kno-
ten eines Baumes t sind, und ist a = a 1 , ..• ,an eine Folge von 
Symbolen, dann ist das Paar w = (a, K) eine Knotenzuordnung be-
züglich t, wenn für alle Paare (ai, ki) und (aj, kj), i,j ~ n 
gilt: 
1. ist ai keine Symbolvariable, dann ist ki in t mit der 
nichtindizierten Entsprechung von ai markiert. 
2. ist ai=aj, dann ist auch ki=kj. 
Einen Knoten ki bezeichnen wir dann auch als den dem Symbol ai 
mittels w zugeordneten Knoten. Unter Berücksichtigung der Syntax 
von Klammerausdrücken kann dann auch definiert v/erden, welcher 
Teilbaum u eines Baumes t der einem Klammerausdruck a mittels w 
zugeordnete Baum ist. 
Es erscheint uns leicht herleitbar, wie mit diesen zur Knotenzu-
ordnung eingeführten Begriffen festgelegt wird, wie ein Baum t 1 
eine Strukturbedingung sb 'unter einer Knotenzuordnung w erfüllt' 
und wie ein Baum t2 durch Anwendung einer Regel r' mit der Kno-
tenzuordnungwaus einem Baum t 1 entsteht. Für .eine bedingte Re-
gel r' = (r, sb) wird festgelegt: 
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t 2 entsteht aus t 1 durch Anwendung der Regel r mit der 
Knotenzuordnung w, wenn gilt: 
1. t1 erfüllt sb unter der Knotenzuordnung w, 
2. t2 entsteht aus t 1 durch Anwendung von r mit der Knoten-
zuordnung w. 
Durch die Knotenzuordnung w ist dann auch sichergestellt, daß so-
wohl den in r als auch den in sb verwendeten gleichen Symbolen 
gleiche Knoten zugeordnet werden. 
(e) Komplexe Regeln 
Bei der Festlegunq der Komponenten einer Ubersetzungsgrammatik 
UG haben wir nichts darüber ausgesagt , ob die Regeln von UG geord-
net sind, und haben deshalb auch bei unserem Ableitungsbegriff 
nicht berücksichtigt, ob zu den Regeln ein Ordnungssystem angege-
ben wird wie et1•1a bei der Definition von Transformationsgrammati-
ken. Wir gehen hier davon aus, daß solche Regelordnungen, die die 
Abfolge der Regelanwendung festlegen, zumindest in dem von uns 
betrachteten Kontext nicht erforderlich sind , da sich insbesonde-
re durch die Strukturbedingungen aus den Regeln selbst eine Re-
gelordnung ergibt. 
SchYTierigkeiten entstehen jedoch, wenn ein Teilbaum a so zu einem 
Teilbaum ß verändert werden soll, daß ß nur mit mehreren sukzes-
siven Regelanwendungen aus a erzeugt I•Terden kann. In einem sol-
chen Fall könnte es sinnvoll sein, die Knotenzuordnung von einer 
Regel auf die folgende zu übertragen. Das würde bedeuten, daß Re-
gelordnungen definiert werden müssen, wobei in Teilordnungen auch 
die Knotenzuordnungen einbezogen werden. Eine Alternative wäre 
die Definition von k o m p 1 e x e n R e g e 1 n der Form 
wobei die ri , i~ n, Regeln sind. Für die Anwendung von r kann 
festgelegt werden: 
Ein Baum t ' entsteht aus einem Baum t durch Anwendung der kom-
plexen Regel r mit der Knotenzuordnung w, wenn es Bäume 
t1, ... ,tn+ 1 gibt, so daß gilt: 
1. ti+ 1 entsteht aus ti durch Anwendung der Regel ri mit 
der Knotenzuordnung w, i~n; 
2 . t1 =t und tn+1 =t'. 
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3.3. Aufgaben einer theoretischen Fundierung 
Im Rahmen des Systems PLIDIS wurde eine Komponente programmiert, 
die von den Regeln einer Ubersetzungsgrammatik gesteuert wird 
und deren Ubersetzungsstrategie der Ableitung in einer Uberset-
zungsgrammatik folgt, wie sie hier skizziert wurde. Damit mag 
zwar ein erster Nachweis der Praktikabilität unserer Vorschläge 
erbracht sein, eine theoretische Fundierung wird dadurch jedoch 
nicht ersetzt, die uns insbesondere zur Klärung der in Abschnitt 
1.2 aufgeworfenen Fragen erforderlich erscheint. Unter einer 
theoretischen Fundierung verstehen wir dabei den Nachweis der 
formalen Eigenschaften einer Ubersetzungsgrammatik im Hinblick 
auf die von ihr erzeugte Sprache und auf angehbare Verfahren für 
die Erzeugung dieser Sprache. Eine solche Fundierung kann anknüp-
fen an Forschungen über Transformationsgrammatiken, zur Automa-
tentheorie und zur Theorie von Programmiersprachen und Compilern, 
wobei es sich nicht um disjunkte Teildisziplinen sondern um Eti-
ketten für unterschiedliche Akzentuierungen sich überschneiden-
der Fragestellungen handelt. 
Um die Verbindung zu diesen Forschungen herzustellen, wäre der 
Beweis zu versuchen, daß eine Ubersetzungsgrammatik rückführbar 
ist auf eine Transformationsgrammatik, so daß die für l etztere 
bewiesenen Theoreme 21 auch für eine Ubersetzungsgrammatik Gültig-
keit hätten. Ähnliche Möglichkeiten könnten sich bei der Rückfüh-
rung einer Ubersetzungsgrammatik auf Teilbaumersetzungssysteme 22 
ergeben, wobei dann auch ein direkter Anschluß an die Arbeiten 
zu Baumtransduktoren 23 gegeben wäre. 
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Anmerkungen 
Eine ausführliche Darstellung ist in Vorbereitung (vgl. Wulz, 1979). 
2 Vgl. den Beitrag von Zifonun in diesem Band. 
3 Eine 11enge von Symbolen nennen wir 'Vokabular' oder ' Alphabet ' , eine Ver-
kettung von Symbolen heißt '~lort ' . Ist V ein Alphabet, dann bezeichnen wir 
mit V* die Menge aller Wörter, die sich mit Symbolen von V bilden lassen, 
e ingeschl ossen das 'leere ~lort' c. 
4 Wir beschränken uns hier auf kontextfreie Grammatiken. Einführende Darstel-
lungen des Gesamtkomplexes von Regelgrammatiken finden sich z.B. in Wall, 
197 2 und Kratzer/Pause/v . Stecho~l, 1973. 
5 Vgl. Kratzer/Pause/v. Stechow, 1973, 52. 
6 Zu einer kurzen Darstellung von axiomatischen Systemen vgl. Wall, 1972, 
197ff. Als ' en1eitertes axiomatisches System' ist e ine Regelgrammatik G 
(VN, VT, S, P) darstellbar als G' = (VN , VT, B, P), \'lobei B = {S}. Bist 
dann allgemeiner definiert als eine ~lenge von \~Örtern über VN U VT, die 
A x i o m e von G ' . 
7 Aus dem mir leider nur in e inzelnen Fragmenten vorliegenden handout zu ei-
ner Lehrveranstaltung des WS 1976/77 entnehme ich, daß sich auch K.J. Engel-
berg, Konstanz, mit der Verl'lendung von Parallelgrammatiken zur Darstellung 
von Übersetzungszusammenhängen beschäftigt. 
8 Vgl. den Beitrag "Das Informationssystem PLIDIS" von G. L. Berry-Rogghe et 
al., in diesem Band. 
9 Der Einfachheit halber unterscheiden wir nicht z1<ischen Operationszeichen 
und Relationszeichen, sondern reden nur von Prädikatsymbolen bzw. verkürzt 
von Prädikaten. 
10 Da unserer ~leinung nach der Formalismus (nicht jedoch die einzelnen Regeln!) 
einer Übersetzungsgrammatik unabhängig von dem zugrundegelegten Syntaxmodell 
zur Beschreibung des Deutschen i st , verzichten l'lir hier auf die präzise De-
finition der Termini 11 Ergänzung" und '1Attribut 11 , die wir in Anlehnung an 
die DUDEN-Grammatik verwenden. Als Ergänzungen bezeichnen 1'1ir die in der 
DUDEN-Grammatik als " Subjekt", "Objektergänzung " und "Umstandsergänzung" 
klassifizierten Syntagmen. 
11 In der Literatur 11erden verschiedene Verfahren beschrieben, die Ableitungen 
in Zusammenhang bringen mit Baumdiagrammen (vgl. \~all, 1972, 214; Kratzer 
et al. , 1973, 91). Von Wall werden auch die Bedingungen aufgezeigt, unter 
denen Ableitungsbäume für Ableitungen in kontextsensitiven Grammatiken kon-
struiert \'/erden können, so daß unsere Überlegungen nicht grundsätzlich auf 
kontextfreie Grammatiken beschränkt sind. 
12 Ist a ein Symbol, dann gehen wir von Klammerausdrücken der Form a , (a) oder 
(a ä 1 , ... ,än) aus , \'lobei ä 1 , ... ,än \•Iieder Klammerausdrücke sind. Der a und 
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(a) entsprechende Baum besteht aus einem einzigen Knoten, der mit a mar-
kiert ist . Der Wurzelknoten k des (a , ä 1 , .. . ,än) entsprechenden Baumes ist 
mit a markiert und dominiert die 1•/urzelknoten der ä 1 bis än entsprechen-
den Bäume. 
Beispiel: Dem Klammerausdruck ä; (a(b c) d (e f)) entspricht der folgen-
de Baum t: 
b~e J u- L 
t nennen \·tir auch den 1 Baum von ä 1 • 
Zur Unterscheidung zwischen einem Klammerausdruck und dem von ihm beschrie-
benen Baum verwenden \olir einen \otaagrechten Strich: ist u ein Baum, dann 
schreiben 1'1ir für den Klammerausdruck , der u beschreibt, ü. 
Sofern keine ~1ißverständnisse entstehen , identifizieren wir Knoten und 
Markierungen und sagen z.B. statt ' der mit a markierte Knoten dominiert 
den mit b markierten Knoten' auch einfach 'a dominiert b'. 
Das ~lort , das durch Verkettung der Symbole entsteht, mit denen die termi-
nalen Knoten eines Bawnes t markiert sind, nennen Hir die "Endkette von t '' . 
Beispiel: Die Endkette des o . a . Baumes t ist das Wort cdf. 
13 Ein komplex notiertes Symbol s ist eine Folge 
s; (A, (a1 ,w1), ... ,( an •Wn)) , geschrieben A/a1;UJ1 , ... , an;UJn wobei ai ein 
't•€rkmal von A ' undwider ' \•/ert von ai'. 
Beispiel: N/Kasus;Nom,Gen;roask,Numerus;singular . 
(vgl. Kratzer/Pause/v. StechOI·I, 1974 , 5). wenn es auf einzelne Merkmale-
~lert-Paare nicht ankommt, spezifizieren wir im folgenden solche Paare 
nicht. 
14 Zum neueren Forschungsstand vgl . auch Pause , 1976. 
15 Dies ist a llerdings für (iv) nicht unbedingt erforderlich, ~1enn man an-
nimmt, daß die Basis nur binäre Bäume enthält. Theoretisch kann man je-
doch nur dann von einer solchen Annahme ausgehen, wenn die Ausgangsspra-
che eine kontextfreie Sprache ist, da Chomsky, 1959 , be1~iesen hat , daß 
eine solche Sprache mit einer Grammatik erzeugt \~erden kann, deren Regeln 
die Form A -> BC oder A -> a haben, 1'10bei a terminales Symbol und A, B,C 
nichtterminale Symbole s ind. 
16 Im Kontext unseres Beitrags lassen wir offen, 1·1elche Symbole in H erfor-
derlich sind, so1·1ie l·le l che l~ohlgeformtheitsbedingungen, um mit Wörtern 
über V markierte Bäume zu beschreiben. IHr gehen in der Folge davon aus , 
daß Bäume spezifiziert ~1erden können durch eine bestimmte Klasse von Klam-
merausdrücken, zu denen ein Verfahren für die Ermittlung der entsprechen-
den Bäume angegeben 1·1erden kann (vgl. Anmerkung 12). Für eine detaillier-
te Definition von UG ist natürlic h zu präzisieren, ob die Regeln von UG 
auf Klammerausdrücke oder auf Bäume im graphentheoretischen Sinne angewen-
det werden (vgl. hierzu auch Rosen, 1973; zur Gesamtproblematik von Bäumen 
vgl. den ausführlichen Oberblick in Knuth, 1968, Kap. 2. 3., sowie die dort 
besprochene grundlegende Literatur). 
17 Ist k der l~urzelknoten eines Teilbaumes u von t , dann ist u ein terminaler 
Teilbaum von t, wenn er alle diejenigen Knoten von t enthält, die von k 
unmittelbar und mittelbar in t dominiert werden. 
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18 In der Folge verzichten wir auf eine systematische Unterscheidung Zl·lischen 
Regeln und Regelschemata und lassen offen , im~ieweit eine als Regel oder 
Regelschema bezeichnete Formulierung r Element der Regelmenge R einer 
Ubersetzungsgrammatik ist oder ob mit Hilfe von Interpretationsvorschrif-
ten zu r lediglich entscheidbar ist, ob eine Formulierung r' in R ist. 
19 Diese Behauptung wäre allerdings im Hinblick auf den kontextsensitiven 
Charakter von (32) näher zu untersuchen. 
20 Die Einführung von indizierten Symbolen und Symbolvariablen •1irft generell 
d i e Frage nach dem Status der in elementaren Strukturbedingungen als Ar-
gumente verwendeten Symbole auf: Betrachtet man die Strukturbedingungen 
als prädikatenlogische Formeln, muß zHischen Konstanten und Variablen un-
terschieden \~erden, 1·10mit sich dann auch die Frage der Quantifizierung 
stellt. Dabei wäre die Allquanti f izierung sicherlich ein starkes Hilfsmit-
tel zur Bildung von Regelschemata. 
21 Vgl. Pause, 1976 
22 Vgl. Rosen , 1973. 
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1. Die Problemstellung und die Zweckmäßigkeit eines 
Theorembe~1eisers für ihre Lösung 
1.1. Fragebeantwortung als Deduktionsprozeß 
Das sprachliche Medium der Problemlösungskomponente von PLIDIS 
ist die Konstruktsprache (KS). Alle Informationen müssen hier al-
so konstruktsprachlich formuliert sein, damit sie verarbeitet 
werden können: das "Wissen" über den Weltausschnitt, Fragen und 
eventuelle Hinweise, die den Antwortprozeß steuern können (Heuri-
stiken). 
Fragen nach Fakten, die man an ein Informationssystem wie PLIDIS 
stellen kann, können vom System entweder direkt beantwortet wer-
den (und zwar dann, wenn das jeweilige Faktum im Wissen des Sy-
stems gespeichert ist) oder indirekt durch Verknüpfen von Einzel-
informationen . Die Einzelinformationen können im Sinne einer mo-
delltheoretischen Auswertung der Frage durch Mengenoperationen 
(vgl. den Beitrag von BERRY-ROGGHE/DILGER in diesem Band) oder 
im Sinne einer beweistheoretischen Auswertung der Frage durch lo-
gische Schlußregeln verknüpft werden . In PLIDIS werden beide Me-
thoden angewandt, da die Datenbasis von PLIDIS kein vollständiges 
Modell des Weltaus schni tts darstellt, sondern manche Informationen 
nur implizit gegeben sind, vermittelt durch nicht-logische Axio-
me, die bestimmte Regularitäten des We ltausschnitts repräsentie-
ren. Das Verknüpfen von Informationen nach logischen Schlußregeln 
nennt man auch "Herlei ten" oder "Deduzieren" neuer Informationen 
aus vorhandenen. Das Beantworten von Fragen kann im folgenden 
Sinne als Deduktionsprozeß aufgefaßt werden: s ind A1, An 
die Formeln des Wissens, das das System besitzt, und F die Frage-
formel, dann heißt das Beantworten von F das Herleiten oder Dedu-
zieren von F aus A1, ... , An. Dies kann auch so formuliert wer-
den: es ist die Gültigkeit von F zu beweisen unter der Vorausset-
zung, daß A1, ... , An gelten. 
Eine geläufige Notation für diese Aufgabe ist: 
A1 , ... , An 1- F. 
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1.2. Warum ein Theorembeweiser? 
Äquivalent mit der Aufgabe 
ist die Aufgabe, die Gültigkeit der Formel 
ohne Voraussetzungen zu beweisen, m.a.W. zu beweisen, daß diese 
zusammengesetzte Formel ein Theorem ist. 
Damit ist die Aufgabe der Fragebeantv10rtung zurückgeführt auf die 
Aufgabe des Theorembeweises. Für diese Aufgabe gibt es eine große 
Zahl von Algorithmen, die allerdings fast alle nur Formeln der 
Prädikatenlogik erster Stufe verarbeiten können, und damit nicht 
beliebige KS-Formeln. Jedoch lassen sie sich so modifizieren, daß 
sie einen großen Teil von KS-Formeln verarbeiten und somit auch 
für KS sinnvöll verwendet werden können. 1 
Solche Theorembeweiser können also - bezüglich KS mit bestimmten 
Einschränkungen - beliebige syntaktisch korrekte Formeln verar-
beiten, d.h. auf die darin formulierten Inhalte nimmt ein Theo-
rembeweiser keinen Bezug . Er kann also generell alles in der je-
weiligen formalen Sprache Formulierbare verarbeiten. Es können 
ferner jederzeit Formeln hinzugefügt oder weggelassen werden, 
d.h. das Weltwissen kann beliebig verändert werden. 
Auf der anderen Seite bringt die Generalität und Variabilität ei-
nen schwerwiegenden Nachteil mit sich, nämlich die in vielen Fäl-
len ungeheure Zahl von Schlußmöglichkeiten, die sich im Verlauf 
einer Deduktion ergeben und die nicht alle zu einem Ergebnis füh-
ren müssen. Man spricht in diesem Zusammenhang von "kombinatori-
scher Explosion". Um diese einzudämmen, wurden die bestehenden 
Algorithmen in mehrfacher Hinsicht verfeinert; z.T. wurden sie 
abgeschwächt zu unvollständigen, aber trotzdem in vielen Fällen 
brauchbaren Verfahren. Das wirksamste Hittel gegen die kombinato-
rische Explosion sind aber Heuristiken, die den Deduktionsgang 
steuern, z.T. nach syntaktischen, z.T. nach inhaltlichen Krite-
rien. Speziell zur Darstellung von Heuristiken im Zusammenhang 
mit nichtlogischen Axiomen für automatisierte Theorembeweiser 
267 
wurden in den letzten Jahren programmiersprachliche Hilfsmittel 
geschaffen (z.B. MICRO-PLANNER, s. SUSSMAN/WINOGRAD/CHARNIAK, 
1971). Ihr Nachteil gegenüber anderen Theorembeweisern ist, daß 
die Heuristiken fest mit den Axiomen verbunden sind. Das ist nur 
dann günstig , wenn ein fester Weltausschnitt ge~1ählt wird und auf 
Variabilität kein Wert gelegt wird. Ansonsten ist es vorteilhaf-
ter, Axiome tind Heuristiken getrennt darzustellen und sie im De-
duktionsgang in interpretierender Weise heranzuziehen. Daher ist 
für ein Informationssystem wie PLIDIS ein gewöhnlicher Theorem-
beweiser am geeignetsten. 
1.3. Warum das Resolution-Prinzip? 
Es gibt zwei Hauptklassen von Theorembeweisern: die einen verwen-
den die Regeln des natürlichen Schließens, die anderen die Regeln 
des sequenzenlogischen Schließens. 2 Beide Regeltypen gehen auf 
die wahrheitsfunktionale Interpretation der logischen Operatoren 
zurück, sie verwenden sie nur in verschiedener Weise. 
Die meisten definierten Algorithmen gehören zu der ersten Klasse, 
und hier wiederum zur Unterklasse der Beweisverfahren nach dem 
"Resolution-Prinzip". 3 Diese Unterklasse zeichnet sich dadurch 
aus , daß die Algorithmen n'ur stark normalisierte Formeln verarbei-
ten können, d . h. Formeln, die möglichst wenige logische Operato-
ren enthalten . Alle prädikatenlogischen Formeln lassen sich in 
äquivalenter Weise in solche operatorenarme Formeln umformen. Je 
weniger Operatoren aber vorkommen, desto weniger Schlußregel n 
braucht der Algorithmus. Das ist für die maschinelle Verarbeitung 
günstig. 
Wenn man nun sequenzenlogische Schlußverfahren mit solchen des 
natürlichen Schließens vergleicht, die beide auf operatorenarmen 
Formeln arbeiten, dann stellt man fest , daß die Unterschiede nur 
noch gering sind. Deshalb ist es letztlich eine pragmatische Ent-
scheidung, welches Verfahren man wählt. Für das Resolution-Prin-
zip spricht, daß es schon seit über 10 Jahren Gegenstand intensi-
ver Forschungen ist und daß es in dieser Zeit eine große Zahl von 
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Verfeinerungen erfahren hat. Vor allem macht die Verwendung von 
Verbindungsgraphen das Resolution-Prinzip besonders geeignet für 
ein Frage-Antwort-System. 
2. Der Theorembe\veiser 
2 . 1 . Logische Grundlagen des Resolution-Prinzips 
Das Resolution-Prinzip ist für operatorenarme Formeln, sogenannte 
"Klauseln" definiert. Sie enthalten nur noch Negation, Disjunk-
tion und Generalisation (Allquantor) als logische Operatoren. 
Formeln, die noch andere Operatoren enthalten , können durch "Nor-
malisierung" in diese Form gebracht werden. 4 
Hier einige notwendige begriffliche Festlegungen: 
( 1) Ein L i t e r a 1 ist eine nichtne.gierte oder 
eine negierte atomare Formel. 
(2) Eine K 1 a u s e 1 ist eine endliche Folge von 
Literalen. 
(3) Die L ä n g e einer Kl ausel ist die Anzahl der 
Literale, aus denen sie besteht . 
Uber die Variablensymbole wird die Vereinbarung getroffen, daß 
alle mit "X" beginnenden Symbole als universell quantifizierte 
Variable gelten (weshalb die Allquanteren nicht notiert werden 
müssen), alle übrigen Symbole außer Prädikatsymbolen als "freie 
Variablen" oder "Konstanten". Die Literale innerhalb einer Klau-
sel sind generell als disjunktiv miteinander verknüpft zu denken, 
deshalb kann das Disjunktionszeichen weggelassen werden. 
Beispiel 1: 
(1) Die Folge 
(NICHT (P X1 (FA X2))) (Q B X3) (NICHT (R X4)) 1Q X2 A) 
ist eine Klausel aus vier Literalen. 
(2) Die Formel 
(FUERALL (IMPLIK (EXIST X2 (H4PLIK (F X1 X2) (G X2 X1))) 
(EXIST X3 (H X3)))) 
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ergibt normalisiert die beiden Klauseln 
(F X1 X2) (H (SF X1 X2)) 
(NICHT (G X2 X1)) (H (SF X1 X2)) 
1·10bei (SF X1 X2) ein bei der Normalisierung entstandener 
"Skolemfunktions"-Ausdruck ist. 
Das Resolution-Prinzip besitzt statt einer Quanteren-Schlußregel 
den "Unifizierungsalgorithmus", in den die Schlußregel ftir den 
Allquantor eingegangen ist, und außerdem nur noch e i n e aus-
sagenlogische Schlußregel, die R e s o 1 u t i o n - R e g e 1 , 
in die die Schlußregeln ftir Negation und Disjunktion eingegangen 
sind. 
Die Resolution-Regel ist eine dreistellige Relation R auf der 
~Ienge aller möglichen Klauseln und ist so definiert: 
SeiL ein Literal und seien K1', K1", K2 ', K2" endliche (e ventu-
ell leere) Folgen von Literalen, so gilt: 
(iii) K3 K " 1 
Ist L in K1 eine negierte atomare Formel, so wird aus ihr durch 
das zusätzliche Negationszeichen in K2 eine nichtnegierte atomare 
Formel. 
Die Tripel von R werden folgendermaßen interpretiert: Ist M eine 
Menge von Klauseln, also eine Teilmenge aller möglichen Klauseln, 
und sind 1< 1 und K2 in M enthalten, dann muß auch K3 zu M gehören. 
Hat man also irgendeine Klauselmenge gegeben, dann kann man R als 
Konstruktionsvorschrift verstehen, die aus der Ausgangsmenge eine 
bezüglich R abgeschlossene Klauselmenge erzeugt. 
Enthält eine Klausel K1 ein Literal L1 = (P t 1 ... tn)und eine 
Klausel K2 ein Literal L2 = (NICHT (P t 1 ' ... tn')), wobei t 1 , 
. .. , tn, t1', . .. , tn' Terme sind, so erfüllen K1 und K2 zusammen 
mit einer entsprechenden Klausel K3 R, falls t 1 = t 1 •, t 2 = t 2 ', 
... , tn = tn', Sind die Terme nicht in dieser Weise identisch, 
gelingt es aber, ftir die Variablensymbole in K1 und 1< 2 solche 
Einsetzungen zu finden, daß die Terme identisch werden, so erhält 
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man die Klauseln 1< 1 und R2 . Diese erfüllen zusammen mit dem ent-
sprechenden modifizierten R3 die Relation R. Die erforderlichen 
Einsetzungen werden - falls sie existieren - durch den Unifizie-
rungsalgorithrnus bestimmt. 
Beispiel 2: 
(P X1) (Q B A) (NICHT (R X2)) 
I<2 (P (FA)) (NICHT (Q BA)) (S X2 A) 
K3 (P X1) (NICHT (R X2)) (P (F A)) (S X2 A) 
erfüllen R. 
(R X1) (NICHT (P (F A) X2)) (Q X2) 
K2 (P (FX3) (GBX4)) 
lassen sich durch die Einsetzungen 
A/X3 , (G B X4)/X2 
unifizieren, und man erhält: 
K1 (R X1) (NICHT (P (F A) (G B X4))) (Q (G B X4)) 
K2 (P (FA) (G B X4)) 
I<1 und K2 erfüllen R zusammen mit der Klausel 
K3 = (R X1) (Q (G B X4)) 
Die Gültigkeit einer Formel F wird im Resolution-Prinzip indirekt 
bewiesen, und zwar wird versucht , aus der Negation von F, (NICHT 
F), einen evidenten Widerspruch abzuleiten. Ein solcher liegt 
vor, wenn die Klauselmenge zwei Klauseln der Länge 1 enthält, die 
direkt oder nach einem Unifizierungsschritt die Relation R erfül-
len, zusammen mit der "leeren Klausel ", die durch das Symbol d 
wiedergegeben wird. 
Ein B e w e i s im Resolution-Prinzip kann also als eine Folge 
von Klauselmengen M1 , M2 , ... , Hn (n~1) mit den Eigenschaften 
(i) - (v) definiert werden: 
(i) M1 ist aus der Normalisierung der negierten Formel ent-
standen. 
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(iii) IIHi+1ll = ll11ill + 1 5 
(iv) o E 11n 
(v) 3 K1 E Mi, 3 K2 E 11i, 3 K3 E Mi+ 1 : 
(K,, K2, K3) E R V (K1, K2, K3) E R 
Beispiel 3: 
Die Formel 
(IMPLIK (UND (EXIST X1 (UND (A X1) 
(FUERALL X2 (IMPLIK (B X2) 
(M X1 X2))))) 
(FUERALL X1 (IMPLIK (A X1) 
(FUERALL X2 (H1PLIK (Z X2) 
(NICHT (11 X1 X2))))))) 
(FUERALL X1 (H1PLIK (B X1) 
(NICHT (Z X1))))) 
ist zu beweisen. Negiert und normalisiert erhält man aus ihr die 
Klauselmenge 
M1 = ( (A C) 
(NICHT (B X1)) (M C X1) 
(NICHT (A X1)) (NICHT (Z X2)) (NICHT (M X1 X2)) 
(B D) 
( Z D)} 
Anstatt die Mengen M2 , ... , Mn jedesmal vollständig aufzuschrei-
ben, werden nur die in jedem Schritt neu hinzukommenden Klauseln 
angegeben: 
(NICHT (Z X2)) (NICHT (M C X2)) 
(M C D) 
(NICHT (11 C D)) 
0 
2.2. Verbindungsgraphen 
Damit ein Beweis nach dem Resolution-Prinzip automatisch ablau-
fen kann, ist die Abfolge der Übergänge von den Mengen Mi zu Mi+ 1 
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(i = 1, ... , n- 1) zu algorithmisieren, d.h. es ist zu klären , 
welches Klauselpaar im jev1eiligen Schritt für eine Resolventen-
bildung6 herangezogen werden soll. Als Grundlage für diese Ent-
scheidung ist es günstig, die Mengen ~1i als sogenannte V e r -
bin~ u n g s g r a p h e n zu organisieren. 7 In einem solchen 
Verbindungsgraphen sind die Literale die Knoten. Sie werden ent-
sprechend ihrer Zugehörigkeit zu Klauseln zu Knotenkomplexen zu-
sammengefaßt. Zwei Literale aus verschiedenen Klauseln werden 
durch eine Kante verbunden, falls sie sich unifizieren lassen. 
Die dafür notv1endigen Einsetzungen ( "Unifikator") werden dann an 
die Kante geschrieben. 
Ein Beispiel für einen Verbindungsgraphen ist der in Abbildung 1 







(Z D) I D/X2 
(Z X2 )) (NICHT 
(NICHT (B X1')) 
I D/X1' 
(B D) 
(M X1 X2)) 
I C/X1, X2/X 1' 
(M C X1') 
Der Übergang von Mi zu Mi+ 1 geht nun so vor sich: 
(1) Wähle eine Kante a us. 
(2) Bilde den Resolventen der beiden Klauseln. 
(3) Füge den Resolventen zu der Menge Mi hinzu. 
(4) Bilde alle möglichen Kanten für den Resolventen. 
Die Technik der Verbindungsgraphen ist besonders bei der Verwen-
dung eines Theorembeweisers in einem Frage-Antwort-System günstig. 
Hier kann man die Formeln des Wissens bereits normalisiert und zu 
einem Verbindungsgraphen aufbereitet abspeichern, d.h. man kann 
eine große Anzahl von Deduktionsschritten, nämlich die zur Er-
stellung des Verbindungsgraphen erforderlichen , im voraus erledi-
gen. Dadurch spart man für die eigentliche Fragebeantwortung Zeit. 
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2.3. Auswahlfunktion und Heuristiken 
Bei jedem Verfahren stellt sich das Problem zu entscheiden, mit 
welchem Klauselpaar der Obergang von der Menge Mi zur Menge Mi+ 1 
durchgeführt werden soll. Man braucht also eine Auswahlfunktion, 
die aus der Menge der in Frage kommenden Klauselpaare ein geeig-
netes aussucht. Am einfachsten kann dies durch sequentielle Ab-
arbeitung aller Möglichkeiten geschehen. In den meisten Fällen 
ist dieses Vorgehen nicht befriedigend. Legt man den Verbindungs -
graphen zugrunde, dann wird es günstig sein, in jedem Schritt 
eine Bewertung der Kanten nach heuristischen Kriterien vorzuneh-
men und diejenige Kante zu wählen, die den günstigsten Wert be-
kommt, oder - falls mehrere den günstigsten Wert bekommen - eine 
von ihnen. Solche heuristischen Kriterien können syntaktischer 
Art sein; z.B. ist es günstig, Klauseln der Länge 1 beim Resol-
vieren zu bevorzugen, oder solche Kanten, deren Unifikatoren aus 
möglichst wenigen Einsetzungen bestehen. Sie können aber auch in-
haltlicher Art sein; z.B. kann es sein, daß man Terme mit besttimr 
ten Prädikaten bevorzugt einsetzt, oder bestimmte Konstanten 
nicht einsetzen will, falls sie in dem Literal schon einmal vor-
kommen. Man kann Heuristiken generell als Funktionen auffassen, 
die - angewandt auf die Kanten des Verbindungsgraphen - für jede 
Kante einen Wert liefern. Die Werte einer Kante aus den verschie-
denen heuristischen Funktionen werden in irgendeiner vorgehbaren 
Weise kombiniert, z .B. werden sie addiert oder es wird ihr Durch-
schnitt berechnet, und schließlich kann die Auswahlfunktion an-
hand der endgültigen Bewertungen die nächste zu bearbeitende Kan-
te auswählen. 
Zusätzlich kann man noch Strategien anwenden, die die Suchmöglich· 
keiten weiter einschränken. Eine solche, die bei Frage-Antwort-
Systemen günstig anzuwenden ist, ist die folgende: ~1an sondert 
eine Klausel aus und resolviert nur jeweils mit dieser und aus 
ihr abgeleiteten zusammen mit einer Klausel aus dem Rest der 
Ausgangsmenge. Bei Frage-Antwort-Systemen sondert man in der Re-
gel eine aus der Frage sich ergebende Klausel aus . Auf diese Wei-
se wird hier der Deduktionsgang von der Frage her aufgezogen. 
Man nennt diese Strategie "Input-Resolution". 
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2.4. Die Berücksichtigung der Sortenstruktur der 
Konstruktsprache 
Da die Konstruktsprache einen sortierten Individuenbereich vor-
aussetzt , müssen bei der Bestimmung der Unifikatoren sowie bei 
der Bildung des Resolventen die Sortenrestriktionen berücksich-
tigt werden. Dazu muß zunächst für eine zu ersetzende Variable 
bestimmt werden, zu \~elcher Sorte sie gehört. Dies geschieht mit 
Hilfe des "Sortenworts" desjenigen Prädikats, als dessen Argu-
ment die Variable vorkommt. Das Sortenv1ort eines Prädikats gibt 
an, zu welchen Sorten die einzelnen Argumentstellen des Prädikats 
gehören. Es ist in einem speziellen Lexikon für die Symbole der 
Konstruktsprache eingetragen. 
Es kann nun vorkommen, daß eine Variable durch ihre Stellung z.B. 
als zur Sorte A gehörig ausgewiesen ist, durch ihre Verwendung 
an anderer Stelle in derselben atomaren Formel als zur Sorte B 
gehörig, die eine Untersorte von A ist . Sie kann dann natürlich 
nur als zur Sorte B gehörig behandelt werden. 
Beispiel 1: 
Das Verb sieh bewegen kann als dreisteiliges Prädikat mit den 
Sorten "Lebewesen", "Ort", "Ort" aufgefaßt werden. 
(BEWEG A R S) 
heißt: A bewegt sieh von R nach S . Das Verb umziehen kann man 
vereinfacht a ls synonym zu sieh vom alten Flohnsitz zum neuen 
bewegen auffassen. 
(BEWEG X (AW X) (NW X)) 
heißt also: Jemand zieht um . Durch das Vorkommen von X im zweiten 
und dritten Argument wird seine Sorte eingeschränkt auf die Un-
tersorte "Mensch". 
Die Sorten der Individuenkonstanten sind im Lexikon für die Kon-
struktsprache eingetragen , die der Terme ergeben sich aus den 
Sortenwörtern der Prädikate, mit denen sie gebildet sind. 
Es kann vorkommen, daß man für zwei Klauseln z~1ar einen Unifika-
tor findet , die Resolventenbildung aber nicht möglich ist, weil 
eine Sortenrestriktion verletzt ist. 
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Beispiel 2: 
Die Präposition an und das Substantiv Ort sollen als zweistelli-
ge Prädikate mit den Sorten "physikalisches Objekt" und "Ort" 
aufgefaßt werden. 
Dann läßt sich in den Klauseln 
(NICHT (AN X1 X2)) (NICHT (BEWEG X1 X2 X3)) (AN X1 X3) 
(AN TISCH (ORT TISCH)) 
das erste Litera! der ersten Klausel mit der zweiten Klausel uni-
fizi e r e n. Der Unifikator ist: 
TISCH/X1 1 (ORT TISCH)/X2 
Versucht man, den Resolventen zu bilden, so erhält man: 
(NICHT (BEWEG TISCH (ORT TISCH) X3 )) (AN TISCH X3) 
Im ersten Litera! ist hier die Sortenrestriktion verletzt, da an 
erster Stelle ein Individuum der Sorte "Lebe~1esen " stehen muß. 
Also kann der Schluß nicht vollzogen werden . 
3. Die Verwendung des Theorembeweisers zur Fragebeantv1ortung 
und zur Normenkontrolle 
3.1. Fragetypen 
Es soll hier keine erschöpfende Liste von Fragetypen angeführt 
werden, nur diejenigen Typen sollen erwähnt werden, die im Zu-
sammenhang eines Frage-Antwort-Systems vermutlich am häufigsten 
vorkommen. 
Der einfachste Fragetyp unter dem Aspekt der Beantwortung sind 
die Entscheidungsfragen oder Ja-Nein-Frage n, d.h. Fragen, auf die 
man di e Antwort Ja oder Nein oder allenfalls Ich weiß nicht er-
wartet. Der nächste Typ sind die Einsetzungsfragen (W-Fragen), 
also Fragen, die mit fver , fveZch , fvan n , fio beginnen. Als Antv10rt 
erwartet man hier die Angabe eines oder mehrerer Individuen der 
entsprechenden Art. Uber die einfachen Einsetzungsfragen hinaus 
gehen mit fvie und fvarwn beginnende Fragen. Als Ant~10rt erwartet 
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man hier eine Aufzählung der Schritte, die vorn Wissen zur AnhTort 
geführt haben . Ähnlich komplexe Antworten er1~artet man auf Fragen, 
die mit der Floskel Unter welche n Bedingungen beginnen. 
3.2. Behandlung der einzelnen Fragetypen durch den 
Theore!llbeweiser 
Bei Entscheidungsfragen ist die Aufgabe, die Frageformel aus den 
Formeln des Wissens herzuleiten. l>He in Abschnitt 1 . 2. darge-
stellt, bedeutet das für den Theorernbeweiser, die zusammenge-
setzte Formel 
zu beweisen. Nehmen wir an, die Formeln des Wissens seien bereits 
normalisiert, d.h. A1 , ... , ~seien Klauseln. Dann muß noch die 
Gesamtformel negiert (vgl. 2.1.) und normalisiert werden. Dabei 
erhält man die Klauseln 
A1, ... , An, F 1, . . . , Fk 
Die Klauseln F1 , •.. , Fk entstehen aus der Norrnalisierung der ne-
gierten Frage; in vielen Fällen ergibt sich nur eine Klausel. Das 
bedeutet nun: die Formeln des \Hssens können unabhängig von der 
Fragebeantwortung normalisiert und abgespeichert werden. Für den 
Antwortprozeß ist es nur erforderlich, die Frage zu negieren und 
zu normalisieren und die entstehenden Klauseln zu den vorhande-
nen hinzuzufügen, dann kann sofort mit der Deduktion begonnen 
werden. Wird die leere Klausel abgeleitet, dann ist die Antwort 
Ja. Gelingt es nicht, die leere Klausel abzuleiten, dann gibt es 
z1vei Höglichkeiten: entweder kommt man im Beweis an eine Stelle, 
wo keine neue Klausel abgeleitet werden kann, d.h. wo gilt: 
1·1k = Nk+ 1 für ein bestimmtes K, oder der Beweis läuft unendlich 
lange weiter (wegen der Unentscheidbarkeit der Prädikatenlogik). 
Den zweiten Fall muß man mit irgendwelchen Hilfsmitteln abfangen, 
z.B. mit einer Zeitschranke. In beiden Fällen kann die Antwort 
auf die Frage allerdings nicht ne in sein. Vielmehr muß man die 
Verneinung der Frage aus dem Wissen herleiten können, um mit nei n 
antworten zu können. Gelingt auch dies nicht, dann heißt die Ant-
wort I c h weiß ni c ht. 
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Einsetzungsfragen werden in KS als LAMBDA-Terme dargestellt. Der 
Theorembeweiser behandelt eine solche Frage so , daß er die dem 
Term zugrundeliegende Formel wie eine Entscheidungsfrage aus den 
Formeln des Wissens zu beantworten versucht, dabei aber die 
LAJI1BDA-gebundene Variable aufbe~1ahrt und bei der Deduktion mitbe-
handelt. Dies geschieht so, daß die Variable durch ein spezielles 
Antwortprädikat gebunden wird, das sonst nirgends vorkommt , also 
auch nicht beim Resolvieren verschwinden kann. Das Literal mit 
dem Antwortprädikat wird an eine der Frageklauseln angehängt. 
Das Ziel der Deduktion ist nun nicht mehr, die leere Klausel ab-
zuleiten, sondern eine Klausel der Länge 1, die nur noch das Li-
teral mit dem Antwortprädikat enthält. Das Argument des Antwort-
prädikats liefert dann die gewünschte Antwort. 
Wie-Fragen lassen sich z . T. auf Einsetzungsfragen zurückführen, 
und zwar dann, wenn das Erfragte ein Argumentterm irgendeines 
Prädikats ist, z.B. ein Term der Sorte " Situation" oder "Zustand" . 
Zu einem anderen Teil sind Wie-Fragen so zu behandeln wie Warum-
Fragen , nämlich es ist eine Deduktion vorzunehmen und aus dieser 
dann relevante Information zu extrahieren. Auf diese Weise läßt 
sich so etwas wie ein Handlungsplan erstellen. Bei Fragen nach 
Bedingungen oder Voraussetzungen ist ebenfalls eine Deduktion 
durchzuführen, und die verwendeten Formeln des Wissens liefern 
dann die Antwort. 
3.3. Normenkontrolle 
Der Theorembeweiser ~1ird in PLIDIS auch zur Normenkontrolle ein-
gesetzt. Dabei handelt es sich um die Aufgabe, eingehende Daten 
daraufhin zu überprüfen, ob sie vorgegebene Normen verletzen und, 
falls dies zutrifft , zu prüfen, welche Maßnahmen zu ergreifen 
sind. Bereits die Überprüfung der Normen erfordert einen einfa-
chen Deduktionsschritt, denn die Normen sind in der Konstrukt-
sprache als nichtlogische Axiome formuliert. Für den zweiten Teil 
der Aufgabe ist ein komplexerer Deduktionsschritt erforderlich, 
im Augenblick allerdings nur einer; jedoch kann hier mit zuneh-
mender Zahl und Differenzierung der zu ergreifenden Maßnahmen 
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eine längere Deduktion erforderlich werden. Im Augenblick wird 
der Theorembeweiser zum Zweck der Normenkontrolle durch geeignete 
Fragen, z.B. nach den einzelnen zu ergreifenden Haßnahmen, ange-
stoßen. Prinzipiell möglich ist es aber auch, ihn ohne Frage anzu-
stoßen und an einem mittels Heuristiken eingrenzbaren Punkt der De-
duktion, oder an einer Stelle , ~10 Mk = Hk+ 1 gilt (vgl. 3. 2.) , 
abzubrechen und die dann vorliegenden Klauseln zu sammeln und 
auszuwerten. Die leere Klausel kann in diesem Fall nicht abge-
leitet werden, es sei denn, es läge ein Widerspruch in den For-
meln des Wissens vor. 
4. Beispiel 
Hier soll als ein größeres Beispiel für die Arbeitsweise des 
Theorembeweisars eine KS-Formulierung des bekannten Affe-Banane-
Problems8 erläutert werden. Die Voraussetzungen sind: 
(1) Wenn ein Lebewesen X1 am Ort eines Gegenstandes X2 ist, dann 
hält es diesen Gegenstand , nachdem e s ihn genommen hat. 
(2) Wenn ein Lebewesen X1 einen Gegenstand X2 hält, dann ist der 
Gegenstand an der Stelle X3 , nachdem das Lebewesen ihn dort-
hin getragen hat. 
(3) Wenn ein Lebewesen X1 an der Stelle X2 ist und ein Gegen-
stand X3 unten (d.h. auf dem Boden) ist, dann ist X1 am Ort 
von X3, nachdem es sich dorthin bewegt hat. 
(4) Wenn ein Gegenstand X1 sich unter einem Gegenstand X2 befin-
det und X1 hoch ist und X2 sich oben befindet (d.h. irgend-
wie aufgehängt ist), dann ist ein Lebewesen X3 am Ort von 
X2, nachdem es auf X1 geklettert ist. 
(5) Die Kiste ist unten. 
(6) Die Kiste ist hoch. 
(7) Die Banane ist oben. 
(8) Der Affe befindet sich zu Beginn der ganzen Aktion an sei-
nem Platz (wo immer der sein mag). 
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Auf die Wiedergabe von (1) - (8) in der Gestalt von vollen KS-
Formeln wird verzichtet, stattdessen wird sofort die Klauselform 
wiedergegeben. Aus technischen Gründen wird statt des Negations-
zeichens "NICHT" das Zeichen "NEG" verwendet. Zu beachten ist, 
daß fast alle Prädikate als letztes Argument eines der Sorte 
"Situation" haben, das in (1) - (8) nicht in allen Fällen erwähnt 
ist. "ERG" steht für "Ergebnisse". 
( (NEG (AN X1 (ORT X2) X3)) 
(HALT X1 X2 (ERG (NEH~1 X1 X2 X3)))) 
2 ((NEG (HALT X1 X2 X4)) 
(AN X2 X3 (ERG (TRAG X1 X2 (ORT X2) X3 X4)))) 
3 ( (NEG (AN X1 X2 X4)) 
(NEG (UNTEN X3 X4)) 
(AN X1 (ORT X3 ) (ERG (BEWEG X1 X2 (ORT X3) X4) ))) 
4 ( (NEG (AN X1 (UNTER X2 ) X4)) 
(NEG (HOCH X1 X4)) 
(NEG (OBEN X2 X4 )) 
(AN X3 (ORT X2) (ERG (KLETTER X3 X1 X4 )))) 
5 ( (UNTEN KISTE X1) ) 
6 ((HOCH KISTE X1)) 
7 ((OBEN BANANE X1)) 
8 ((AN AFFE (ORT AFFE) C1)) 
Man sieht sofort, daß die Klauseln 5, 6 und 7 nur mit je einem 
Literal in den Klauseln 3 und 4 resolviert werden können und daß 
diese Literale auch nur durch Resolvieren mit den Klauseln 5, 6 
und 7 entfernt 1·1erden können. Also kann man diese Schritte so-
fort machen und erhält die Liste: 
( (NEG (AN X1 (ORT X2) X3)) 
(HALT X1 X2 (ERG (NEHM X1 X2 X3)))) 
2 ((NEG (HALT X1 X2 X4) ) 
(AN X2 X3 (ERG (TRAG X1 X2 (ORT X2) X3 X4)))) 
3 ( (NEG (AN X1 X2 X4)) 
(AN X1 (ORT KISTE) (ERG (BE~IEG X1 X2 (ORT KISTE) X4)))) 
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4 ((NEG (AN KISTE (UNTER BANANE) X4)) 
(AN X3 (ORT BANANE) (ERG (KLETTER X3 KISTE X4)))) 
5 ((AN AFFE (ORT AFFE) C1)) 
Der Verbindungsgraph für die Klauseln 1 bis 5 ist in Abbildung 2 
dargestellt (die Unifikatoren sind 'ileggelassen, der Leser kann 
sie leicht selbst bestimmen). 
Eine Frage, die man mit diesem Wissen automatisch beantworten 
kann, heißt: 
fi ie e J.?re i c h t de r Af f e die Ban'ane? 
Oder anders formuliert: 
I n we l che r S i tua ti on hä l t de r Affe di e Banane ( in de r Hand) ? 
D.h. es ist nach einem Argument der Sorte "Situation" in einer 
Formel mit dem Prädikat HALT gefragt. Wir haben hier also den 
Fall einer Wie-Frage, die sich wie eine Einsetzungsfrage behan-
deln läßt. Negie rt und normalisiert ergibt sich die Klausel: 
( (NEG (HALT AFFE BANANE X1))) . 
Da es sich um eine Einsetzungsfrage handelt, die nach der letzten 
Argumentstelle fragt, muß ein Literal mit dem Antwortprädikat ANT 
hinzugefügt werden. Man erhält so als sechste Klausel: 
6 ((NEG (HALT AFFE BANANE X1)) 
(ANT X1)) 
Hit der Klausel 6 z usammen erhält man den Verbindungsgraphen von 
Abbildung 3. 
Aus diesem Verbindungsgraphen kann eine Klausel, die nur ein Li-
teral mit de m Antwortprädikat enthä lt, abgeleitet werden. Wir 
venqenden für die Deduktion die Strategie "Input-Resolution" 
(vgl. 2.3.), d.h.· wir beginnen bei Klausel 6. Sie hat nur eine 
Kante. Mit ihr erhält man die Klausel 7 in Abbildung 4 . Diese 
hat zwei Kanten, man muß also eine AUS'ilahl treffen. Wir verwen-
den dazu ein syntaktisches Kriterium, nämlich die Länge des Uni- · 
fikators, d.h. die Zahl der Substitutionen , die er enthält. Da-
nach is t die kürzere der beiden Kanten zu wählen. Mit ihr erhält 





((AN X2 X3 (ERG(TRAG Xl X2 (ORT X2) X] <'))H,.G(~ 
((NEG(AN Xl (ORT X2) X3)) (HALT Xl X2 (ERG(NEHM Xl X2 X3)))) 
(( .. G(]' X( X' X'Jl (AN X< (ORT X,,,_, ('>G(B,W.G X( X' 
((NEG(AN KI STE (UNTER BANANE) X4)) (AN X] (ORT BANANE) (ERG(KLETTER X] KISTE X4)))) 
Abbildung 2 




((AN X2 X3 (ERG(TRAG Xl X2 (ORT X2) X3 
( (NEG(AN KISTE (UNTER BANANE) 
Abbildung 3 
6 ( (NEG (HALT AFFE BANANE Xl)) (ANT Xl)) 
X<)))(~G(~~ 
Xl X2 (ERG(NEHM Xl X2 X3) ))) 
X2 X4)) (AN Xl (ORT KISTE) (ERG(BEWEG Xl X2 (ORT KISTE) X4)))) 
X3 (ORT BANANE) (ERG(KLETTER X3 KISTE X4)))) 
"' CO 
"" 8 ( (NEG (AN KISTE (UNTER BANANE) X4)) (ANT (ERG (NEHM AFFE BANANE (ERG (KLETTER AFFE KI STE X4)))))) 
I ((AN_ X2 X3 (ERG(TRAG Xl X2 (ORT X2) X3 Xl X2 X4))) X4)))(NEG(H~ 
Abbildung 4 
~(HALT Xl X2) X3)) (ORT X2 (ERG(NEHM Xl X2 X3)) )) 
((AN AFFE (ORT AFFE) Cl)) 
X2 X4)) (AN Xl (ORT KISTE) (ERG(BEWEG Xl X2 (ORT KI STE) X4)))) 
(ORT BANANE) (ERG(KLETTER X3 KISTE X4)))) 
7 ((NEG (AN AFFE (ORT BANANE) X3)) (ANT (ERG (NEHM AFFE BANANE X3)))) 
Abbildung 5 ze igt die nächste n Schritte zu den Klauseln 9 und 10. 
Klausel 10 hat wieder zwei Kanten. Wir verwenden zur Auswahl das-
selbe Kriterium wie bei Klausel 7. Das liefert die rechte Kante 
und mit ihr erhä lt man die Klausel 11 in Abbildung 6. Aus den 
vie r Kanten der Klausel 11 wähl e n wir die ganz rechte aus und 
zwar nach dem ebenfalls syntaktischen Kriterium der Länge der 
Klausel, mit der zusammen resolviert wird. Bei der rechten Kante 
ist dies sogar eine Klausel der Länge 1. Beim Resolvieren fällt 
deshalb aus der Klausel 11 das erste Literal weg und übrig bleibt 
eine Klausel, die als einziges Literal eines mit dem Antwortprä-
dikat enthält. Damit ist ein Endpunkt der Deduktion erreicht, und 
das Argument des Antwortprädikats liefert die gewünschte Antwort. 
Es heißt: 
(ERG (NEHM AFFE BANANE 
(ERG (KLETTER AFFE KISTE 
(ERG (TRAG AFFE KISTE (ORT KISTE) (UNTER BANANE) 
(ERG (NEHM AFFE KISTE 
(ERG (BEWEG AFFE (ORI' AFFE) 
(ORI' KISTE) C1)) •.. ) 
Dieser Ausdruck ist sozusagen "von innen nach außen" zu lesen. 
Die Antwort auf die Fra ge 
Wi e e rreic h t der Affe die Banane? 
ist also: 
Der Af fe geh t v on seinem Platz z u der Kiste . nimmt s i e . 
t r agt sie von ihrem Plat z zum Pl atz un t er der Banane, 
kle ttert au f die Kis t e und n imm t die Bana ne . 
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"" g; 9 ((ANT(ERG(NEHM AFFE BANANE (ERG(KLETTER AFFE KISTE (ERG(TRAG Xl KISTE (ORT KISTE)(UNTER BANANE)X4))))))) 
(NEG(HALT Xl KISTE X4) ) ) 
"""~'"~I 
((NEG(AN Xl (ORT X2) X3)) (HALT Xl X2 (ERG(NEHM Xl X2 X3)))) 
((AN_ X2 X3 (ERG(TRAG Xl X2 (ORT X2) X3 
~~(ORT Mn) c>)) 
"~"\' X2 X4)) (AN Xl (ORT KISTE) (ERG(BEWEG Xl X2 (ORT KISTE) X4)))) 
X4)) (AN 
10 ((NEG(AN Xl (ORT KI STE X3)) (ANT( ERG(NEHM AFFE BANANE 
(ERG(KLETTER AFFE KISTE 
Abbildung 5 
(ERG(TRAG Xl KISTE (ORT KISTE) (UNTER BANANE) 
(ERG(NEHM Xl KISTE X3)) .. . ) 
11 
N 
((AN X2 X3 (ERG(TRAG Xl X2 (ORT X2) X3 
. ((""G '\' 
""~l::;::::m 
X4))) (NEG(BALT Xl X2 X4))) 
((""GThN~x2 ("GI- X' X2 X3)))) 
((AN AFFE (ORT AFFE) Cl)) 
(ERG (KLETTER AFFE KI STE 
(ERG(TRAG Xl KISTE(ORT KISTE) (UNTER BANANE) 
(ERG (NEHM Xl KISTE 
(ERG(BEWEG Xl X2 (ORT KISTE) X4)) . . . ) 
~ Abb ildung 6 
Anmerkungen 
Literatur zu diesem Komplex findet sich bei Chang/Lee , 1973 und bei Dilgezy 
Schneider, 1976. 
2 Vgl. Dilger/Schneider, 1976 
3 Vgl. Chang/Lee, 1973. 
4 Im Gegensatz zu der im Beitrag von Berry-Rogghe/Dilger benutzten Normali-
sierung handelt es sich hier um die Oberführung in pränexe konjunktive Nor-
malform mit anschließender Skolemisierung . 
5 Ist M eine Menge, dann ist IIMII die Mächtigkeit von M, d.h. die Anzahl ihrer 
Elemente. 
6 Ist (K1 , K2 , K3) ER, so heißt K3 Res o 1 v e n t von K2 und K1 . 
7 Die Verbindungsgraphen wurden von Kowalski, 1975 e ingeführt. Dort findet 
sich auch weitere Literatur zu diesem Komplex. 
8 Das Problem läßt sich folgendermaßen beschreiben: 
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In einem Rawn befinden siah ein Affe, eine Kiste und eine Banane, die an 
der Deake des Raumes hängt. 
Was muß der Affe tun, um in den Besitz der Banane zu gelangen? 
G.L. Berry-Rogghe 
Werner Dilger 
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1 . Allgemeine Charakterisierung 
1.1. Notwendigkeit eines Terminterpreters 
Die Notwendigkeit eines Terminterpreters folgt aus der Verwendung 
der Konstruktsprache KS (siehe ZIFONUN in diesem Band) als Daten-
basisabfragesprache. 
Eine KS-Frage muß auf dem Hintergrund eines extensionalen Modells, 
das in der Form einer Datenbasis realisiert ist, interpretiert 
werden. Das 'Wissen' des Systems besteht, einerseits, aus der Men-
ge der 'elementaren Fakten ' eines vorgegebenen Weltausschnittes 
und, andererseits, aus den Gesetzmäßigkeiten oder ' fakten-spezi-
fischen Axiomen'. (Es ~1ird damit nicht vorausgesetzt, daß die Fak-
ten auch in KS dargestellt werden sollen; im derzeitigen PLIDIS-
System ist dies aber der Fall.) 
Es ist die Funktion des Terminterpreters, die KS-Frageformel nach 
den Regeln der KS-Semantik zu interpretieren. Es gibt im Prinzip 
zwei alternative Verfahren: Entweder der Terminterpreter über-
führt die KS-Frage in e ine von einem geeigneten Datenbanksystem 
vorgegebene Abfragesprache, oder der Terminterpreter erschließt 
die Antwort dadurch, daß er selbst elementare Einzelabfragen an 
die Datenbasis erzeugt , die Extensionen der Terme mengentheore-
tisch bestimmt, wobei er gegebenenfalls den Theorembeweiser her-
anziehen kann, und gemäß den operationalisierten Regeln der KS-
Semantik aus den Einzelantworten die Antwort auf die Gesamtfrage 
bestimmt. 
In PLIDIS wurde die zweite Alternative gewählt, und zwar aus fol-
genden Gründen: 
- die vorhandene Datenbankverwaltung läßt nur einfache atomare 
Formeln als Abfragen zu; 
- die Bedeutungen verschieden quantifizierter Listenterme lassen 
sich nur so adäquat berücksichtigen; 
- es läßt sich auf diese Weise genau ermitteln, wo eventue ll die 
Existenzvorgabe, die durch Terme ausgedrückt wird, verletzt 
wird; 
- auf jeder Stufe der Termeinbettung lassen sich Deduktionen an-
stoßen. 
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Im folgenden werden die Eigenschaften von KS als Datenbasisabfra-
gesprache und somit auch ihre Vorteile über andere prädikaten-
kalkül-orientierte Abfragesprachen erläutert. 
1.2. KS als Datenbasisabfragesprache 
1.2.1. Behandlung von Entscheidungsfragen 
In KS können, im Gegensatz zu anderen Datenbasisabfragesprachen, 
sowohl Entscheidungsfragen als auch Einsetzungsfragen gestellt 
werden. In vielen Fällen kann zwar eine Entscheidungsfrage durch 
eine Einsetzungsfrage ersetzt werden; läßt man aber keine Ent-
scheidungsfragen zu, so wird die Benutzerfreundlichkeit des Sy-
stems eingeschränkt. Z.B . könnte die Frage 
Hat Breaht am 13.10. 76 die Firma Lauxmann UberprUft? 
auch sinnvollerweise als 




Enthielten alle Proben der Firma Lauxmann im Jahr 1976 
Arsen? 
könnte aber nicht durch die Frage 
Welahe Proben der Firma Lauxmann enthielte n 1976 Arsen? 
ersetzt werden. Vielmehr müßte nach allen Proben der Firma Laux-
mann im Jahr 19 76 gefragt ~/erden, und der Benutzer müßte selber 
überprüfen, ob alle Arsen enthalten. 
Entscheidungsfragen werden in KS dargestellt als mit dem pragma-
tischen Operator '?' präfigierte Formeln. Falls der Wahrheits-
wert der Formel 'T' ist, ist die Antwort ja, falls er 'F' ist, 
~ein ; ist er 'undefiniert', dann ist die Antwort Keine-Einträge -
in-der- Datenbasis , Keine - Zugriffsbereahtigung oder Falsahe-Prä -
3upposition . Eine Erklä rung der letzteren Meldung ist im über-
<ächsten Abschnitt gegeben. 
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Der Wahrheitswert einer mit Hilfe logischer Junktoren zusammenge-
setzten Formel wird aufgrund der wahrheitsfunktionalen Interpre-
tation der Junktoren aus den Bestandteilen der Formel berechnet. 
Der Wahrhei ts1.,rert e iner atomaren Formel A wird wie folgt berech-
net: Sei P das (n-stellige) Prädikat von A. 
Fall 1 : Alle Argumente von P sind Individuenterme. Dann ist A 
wahr, falls A in der Datenbas i s vorkommt, oder f alls P eine be-
rechenbare Funktion darstellt und ihre Berechnung mit den ersten 
n-1 Argumenten den Wert des letzten Arguments liefert. 
Fall 2: Einige Argumente von P - eventuell alle - sind Listenter-
me. Dann wird A nach wohldefinierten semantischen Regeln in eine 
durch Konjunktion und Disjunktion zusammengesetzte Formel über -
führt, deren atomare Teilformeln nur noch Individuenterme enthal-
ten. Die Auswertung der Formel erfolgt dann wie die beliebiger 
Formeln. 
1 .2.2. Behandlung von Nachfragen 
Die Benutzerfreundl i chkeit, die schon bei der Zulassung von Ent-
scheidungsfragen in PLIDIS zum Ausdruck kam, könnte man noch ver-
größern, indem man dem Benutzer die Möglichkeit bietet , nachdem 
die Frage 
Ent hi eZ t en aZ Ze Pro be n i m Ja hr e 19 76 Ars en ? 
mit j a beantwortet vlUrde , nachzufragen fleZ che ? oder rvan n? . In 
herkömmlichen Systemen würde eine solche Nachfrage eine völlig 
neue Abfrage an das System erforderlich machen, wobei nochmals 
al l e Proben aus der Datenbasis geholt v1erden müßten. Der PLIDIS-
Terminterpreter wurde so konzipiert, daß die Ergebnisse der zur 
Beantwortung notwendigen Einzelfragen an die Datenbasis in geeig-
neter Weise abgespeichert werden und für die Weiterverwendung in 
eventuellen Nachfragen zur Verfügung stehen. 
Hiermit enthält PLIDIS erste Ansätze eines Dialogsystems, die 
über ein reines Datenbanksystem hinausgehen . 
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1.2.3. Behandlung von Präsuppositionen 
Definite Nominalphrasen in natürlichsprachlichen Sätzen präsuppo-
nieren in der Regel die Existenz irgendwelcher Individuen, be-
haupten sie aber nicht. Die Frage 
Hat Breaht die Probe vom 13 . 10.76 bei Lauxmann gezogen? 
enthält die Präsupposition, daß es eine Probe der Firma Lauxmann 
gibt, die am 13.10.76 gezogen wurde. 
In rein prädikatenlogischer Formulierung wäre dann folgende For-
mel zu beweisen: 
3x ((PROBE L 77/10/13 x)A(PRN x BRECHT)A 
Vy((PROBE L 77/10/13 y)~(y=x))) 
Wenn wir annehmen, daß der durch die Datenbasis repräsentierte 
Weltausschnitt abgeschlossen ist, d.h. daß wir über ihn alles 
wissen, und daß es für kein x einen Eintrag (PROBE L 77/10/13 x) 
in der Datenbasis gibt, dann ist diese Formel falsch, das System 
müßte also die durch die Formel dargestellte Frage mit nei n be-
antworten. Das System sollte aber in diesem Fall den Benutzer 
auf das Nichterfülltsein der Präsupposition hinweisen, d.h. daß 
er sich entweder geirrt hat oder daß die Datenbasis unvollständig 
ist. Die KS-Darstellung der oben angegebenen Frage würde aber 
keine durch UND-verknüpfte Formeln enthalten, sondern eingebette-
te Terme: 
(? (PRN (EIN (PROBE L 77/10/13)) BRECHT)) 
Aufgrund dieser Darstellung ist es dem Terminterpreter möglich, 
zwischen Präsupponiertem und eigentlich Erfragtem zu unterschei-
den. 
1. 2.4. Behandlung von Quantaren 
Eines der schwierigsten Probleme bei der Verwendung einer prädi-
katenlogisch-orientierten Sprache als Datenbasisabfragesprache ist 
die Behandlung von Quantoren. Meistens werden Quantaren in der 
Abfrage gar nicht zugelassen. Z.B.: In der von CODD (1971) ent-
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wickelten Sprache ALPHA sind nur sogenannte 'range- coup l ed quan-
tifiers' zugelassen , d . h. der Existenz-Quantor nur in Verbindung 
mit der Konjunktion und der ALL-Quantor nur in Verbindung mit der 
Implikation : 
(EXIST x (UND F G)) 
(FUERALL x (Hli'LIK F G)) 
wo F und G Formeln bezeichnen . 
Diese beiden syntaktischen Möglichkeiten decken zwar die üblichen 
Fragen an ein Datenbanksystem ab. In PLIDIS wurde aber angestrebt, 
den vollen Umfang aller wohlgeformten KS - Formeln behandeln zu 
können, z.T . aus Gründen der Allgemeinheit , z.T. aufgrund der Be-
obachtung, daß solche, wegen der erwähnten Einschränkungen in 
ALPHA nicht formulierbaren Fragen, durchaus vorkommen können. Ein 
Beispiel wäre die Frage: 
En t hiel t en a l le Pro b en Ars en? 
Die rein prädikatenlogische Darstellung (in KS-notationeller Form) 
wäre: 
(? (FUERALL x . STOFFK (EXIST x.AOB (EXIST x.DIMZ 
(ANTEIL AS1 x.STOFFK x.AOB x.DH1Z))))) 1 
Durch den im nächsten Abschnitt beschriebenen Prozeß der 'Norma-
lisierung ' würden aus dieser Formel zunächst die Quantaren EXIST 
und FUERALL beseitigt und die gebundenen Variablen durch mit den 
entspre che nden KS-Quantifikatoren EIN und ALL präfigierte Terme 
ersetzt: 
(? (ANTEIL AS1 (ALL (STOFFK)) (EIN (AOB)) (EIN (DIMZ)))) 
Die Auswertung solche r Terme 1~ird im Abschnitt 3 behandelt. 
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2. Normalisierung einer KS - Frage 
2.1. Zweck der Normalisierung 
Es ist der Zweck der Normalisierung, eine KS-Formel so zu trans-
formieren, daß sie Quantoren-frei wird. Dazu wird die Formel in 
einem ersten Schritt in miniscope-Normalform überführt und danach 
werden die Quanteren durch Termeinbettung beseitigt. 
Außer Formeln müssen auch LAMBDA-Terme normalisiert werden. Dies 
geschieht so, daß zuerst die im Term enthaltene Formel F norma-
lisiert wird, so daß sie nur noch die logischen Operatoren UND , 
ODER, NICHT enthält. Diese Operatoren werden dann durch ihre 
mengentheoretischen Äquivalente Durchschnitt, Vereinigung, Kom-
plement ersetzt. 
2. 2. Die Formel-Normalisierung 
Notation 
Im folgenden werden die Buchstaben F, G, H als Variablen f ür 
wohlgeformte KS-Formeln, der Buchstabe A als Variable für atomare 
und negierte atomare Formeln verwendet. 
Definition 
Ein L i t e r a 1 ist eine atomare oder eine negierte atomare 
Formel. 
Sei F eine Konjunktion von Literalen, etwa 
F = A1 A • •• A An, 
dann bezeichnet F ~ Ai (i $ n) die Konjunktion 
A1 A. • .Ai-1 A Ai+1 1\ •• • An . 
Die Symbole V und /\ "'erden folgendermaßen definiert: 
n 
VFi = F 1 v ••. v Fn i=1 
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\•/0 die F i Formeln bezeichnen. 
Sei F eine Formel, dann bezeichnet 
Fx 
t 
die Formel, die aus F dadurch e ntstand , daß jedes Vorkommen des 
Symbols x in F durch den Ausdruck t ersetzt wurde. 
Definition2 
Si 
Sei F eine KS-Formel, x eine freie Variable in F und T ein 
LAMBDA-Term der Sorte sj, wo sj :5 si, der die Henge (a1 , ..• ,an} 
bezeichnet, dann 
Si n Si 
X Ä Fx F(ALL T) 
- j=1 aj 
s. s. 
l. n l. 
X V Fx F(EIN T) 
- j=1 aj 
Uberführung in miniscope-Normalform3 
Die angewandten Regeln können folgendermaßen kurz zusammengeiaßt 
werden: 
(a) Beseitigung der logischen Operatoren I~WLIK und AEQUIV 
(b) 
(AEQUIV G H) - (UND (HlPLIK G H) 
(IMPLIK H G)) 
(IMPLIK G H) - (ODER (NICHT G)H) 
Hereinziehen von Quantaren 
F (EXIST X (ODER G H)) F 
-
(ODER(EXIST x G) (E XIST x H)) 
F (FUERALL X (UND G H)) F 
-
(UND (FUERALL x G) (FUERAIL x H)) 
F (EXIST X (NICHT G)) F 
-
(NICHT (FUERALL X G)) 
F (FUERALL X (NICHT G)) F 
-
(NICHT (E XIST X G)) 
(c) Behandlung von existentiell quantifizierten konjunktiven For-
meln und von universell quantifizierten disjunktiven Formeln 
F1 (EXIST x (UND G1 H1)) 
F2 (FUERALL x (ODER G2 H2 )) 
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Falls F1' = (UND G1 H1 ) den Operator ODER enthält, wird F1 1 in 
disjunktive Normalform überführt. 
Falls F 2 1 = (ODER G2 H2 ) den Operator UND enthält, wird F2 1 in 
konjunktive Normalform überführt. 
Ansonsten, falls F1 
1 bzw. F 2
1 Literale enthalten, die die Variab-
le x nicht enthalten, wird F1
1 bzw. F 2
1 so transformiert, daß 
G1
1 bzw. G2 1 alle x-freien Literale enthalten und H1 
1 bzw. H2 1 
alle Literale, die x enthalten, so daß: 
F1 =(UND G1 1 (EXIST x H1 1 )) 
F2 = (ODER G2 I (FUERALL X H2 I)) 
Nachdem die Formel in miniscope-Normalform überführt wurde, ent-
hält sie nur die Operatoren UND, ODER und NICHT. Die Quanteren 
kommen nur in einer der folgenden Positionen vor: 
(a) (EXIST x A) 
(b) (FUERALL x A) 
{c) (EXIST X F), wo F eine Konjunktion von Literalen ist, die 
alle die Variable x enthalten. 
(d) (FUERALL x F), wo Feine Disjunktion von Literalen ist, die 
alle die Variable x enthalten. 
Folgendes Beispiel illustriert die Überführung in miniscope-Nor-
malform, wobei (1) die unnormalisierte und (1 1 ) die normalisierte 
Formel darstellen. 
( 1) (FUERALL x (IMPLIK (EXIST y (UND (P a x) 
(Q y b))) 
(FUERALL z (UND (R a z b) 
(P X z))))) 
(1 1 ) (UND (ODER (NICHT (EXIST x (Pax))) 
(ODER (NICHT (EXIST y (Q y b))) 
(FUERALL z (Ra z b)))) 
(ODER (FUE RALL x (ODER (NICHT (Pax)) 
(FUERALL z (P x z)))) 
(NICHT (EXIST y (Q y b))))) 
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Beseitigung der Quanteren 
Der nächste Normalisierungsschritt besteht darin, daß mittels 
Termeinbettung die Quanteren beseitigt werden. Hierzu werden fol-





S . Si 
(EXIST x 1 A) - Ax (EIN(si)) 
s. 
s. ]_ 
(FUERALL x 1 A) - Ax (ALL(si)) 
Si (EXIST X 
Si 
X S 
F) - (F - A) (EIN (LAMBDA x i A)) 
s. 
wo F eine Konjunktion von Literalen, die alle x 1 enthalten, 
darstellt, und A ein Literal in F ist. 
s. 
(FUERALL x 1 F) 
s. 
X 1 S. ~ H (ALL (LAMBDA x 1 (NICHT G))) 
wo F = (ODER G H) und G und H eine der folgenden Formen 
haben (in üblicher prädikatenlogischen Notation geschrieben; 
A,A1, ... ,An, B,B 1 , ... ,Bm sind nicht negierte atomare Formeln; 
n,m<:1): 
G A und H = B1 v ... vBm 
H 
G 
1B und G = 1A1 v 
1A1 v .. ,,An und H 
In allen Fällen (a-d) muß der Term, der die Variable x ersetzt, 
von dem I<S-Referenzsymbol RESPEKTIV präfigiert werden, falls x 
mehr als einmal in der Formel vorkommt. Alle mit RESPEKTIV präfi-
gierten Terme innerhalb einer Formel haben dieselbe Extension. 
Auf den Beweis der Theoreme (a-d) wird hier verzichtet. 4 
Die Formel (1') in miniscope-Normalform wird durch die Beseiti-
gung der Quanteren mittels der Theoreme (a-d) folgendermaßen 
transformiert: 
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(UND (ODER (NICHT (Pa (EIN (Sx)))) 
(ODER (NICHT (Q (EIN (S ))b)) y 
(R a (ALL (Sz)) b))) 
(ODER (P (ALL (P a)) (ALL (Sz))) 
(NICHT (Q (EIN (Sy)) b)))) 
2.3. Die Te rm-Normalisierung 
s . 
Sei T = (L~ffiDA x l F) ein KS-Term und F eine KS-Formel, dann 
wird erst F normalisiert und in disjunktive Normalform überführt. 





(ODER G H) 
(UND G H) 
(NICHT G) 
A 
Diese werden weiter normalisiert nach den folgenden Regeln: 
s. s . s. 
(a) (LAMBDA x l (ODER G H)) = (LISTE (L~DA x l G) (L~DA x l H)) , 
wobei eingebettete Listenterme auf "top-level" gebracht wer-
den : 
(LISTE t 1 .. . ti_ 1 (LISTE t . l1 
(LISTE t 1 . . . ti_ 1 ti 1 
(b), (c) 
- Falls F nur positive Literale enthält, ist keine weitere 
Normalisierung erforderlich . 
- F enthält nur die negativen Literale ,A1 , . .. ,,An . 
Dann gilt F =(NICHT F'), wobei F ' eine Disjunktion der 
positiven Literale A1 , . . . ,An ist. Dann gilt weiter: 
s. Si (L~DA x l (NICHT F')) = (COMPL (L~DA x F') (si)) 
(COMPL A B) ist definiert als B-A. 
- G enthält nur positive, H nur negative Literale (eventu-
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ell nach Umordnung). Dann gilt F ~(UND G(NICHT H')), 
wobei H' eine Disjunktion der positiven Literale in H ist . 
Dann gilt weiter: 
s. 
(LAMBDA X 1 (UND G (NICHT H'))) 
(d) Keine Normalisierung erforderlich. 
s. 
(COMPL(LAMBDA x 1 H') 
s . 
(LAMBDA X l G)) 
Das Ergebnis der Term-Normalisierung wird am folgenden Beispiel 
illustriert. (2) enthält nur die Operatoren UND, ODER und NICHT. 
(2') ist der Term (2) in normalisierter Form. (Sortensymbole sind 
weggelassen) . 
(2) (LAMBDA x (ODER(UND (R a b c) 
(UND (P a x) 
(Q X b))) 
(UND (R x c b) 
(UND (NICHT(S a x)) 
(NICHT(Q x a)))))) 
(2 1 ) (LISTE (LAMBDA x (UND (Ra b c) 
(UND (P a x) 
(Q X b)))) 
(COMPL (LISTE(LAMBDA x (S ax )) 
(LAMBDA x (Q x a))) 
(LAMBDA x (R x c b)))) 
3. Auswertung einer KS-Frage 
Aus einer in der oben beschriebenen Weise normalisierten KS-Frage 
wird eine Baumstruktur erzeugt , wobei jedes Symbol durch einen 
Knoten repräsentiert wird. Jeder Knoten besteht aus vier Zellen. 
Die ersten zwei Zel l en enthalten Pointer auf die Oberknoten bzw. 
die Unterknoten. Die dritte Zelle enthält den Symbolnamen, falls 
das Symbol eine Individuenkonstante, e in logischer Operator oder 
ein KS-Quantifikator ist; wenn es sich um ein Prädikatensymbol 
handelt, enthält sie den ganzen Term bzw. die Formel. Die vierte 
Zelle enthält die Extension der Terme, die entweder berechnet 
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oder durch Datenbasisaufrufe ermittelt wurde. Zv1ei identische mit 
RESPEKTIV präfigierte Terme verweisen auf dieselbe Teilstruktur 
im Baum. 
Der Auswertungsprozess besteht darin, daß zuerst Datenbasisabfra-
gen aus den Termen an den untersten Knoten erzeugt werden, deren 
Ergebnisse nach oben zur Erzeugung neuer Fragen weitergegeben 
werden. 
Diese Knotenstrukturen, die Antworten auf Teilfragen enthalten, 
werden während eines Dialoges mit dem System aufbewahrt, so daß 
sie für eventuelle Nachfragen verfügbar sind. 
Der Beantwortungsprozess durch den Terminterpreter wird anhand 
folgender Beispielfrage verdeutlicht: 
Gibt es in StuttgaPt BetPiebe. bei denen alle PPoben des 
JahPes 1976 APsen enthielten? 
Diese Frage wird folgendermaßen in KS dargestellt: 
(? (ANTEIL AS 1 




Abbildung 1 zeigt in vereinfachter Form die graphische Darstel-
lung der Knotenstruktur, die aus diesem Ausdruck erzeugt wird. 
zur Beantwortung dieser Frage wird der Baum von unten nach oben 
abgearbeitet, wobei an den Knoten, die mit mehrsteiligen Prädika-
ten markiert sind (BETRIEB, PROBE, ANTEIL) die entsprechenden Da-
tenbasisabfragen erzeugt werden. Einstellige Sortenprädikate wer-
den in der Datenbasisabfrage durch Variablen ersetzt. 
Es werden also folgende konsekutiven Teilabfragen gestellt: 
(1) Fielehe BetPiebe in StuttgaPt gibt es? 
KS: (LAHBDA x .BETR (BETRIEB (EIN (FIR14A) ) STUTTGART x . BETR)) 
OB: (x y) (BETRIEB x STUTTGART y) 5 
ANTWORT: (BETRIEB G-L STUTTGART $1) 
(BETRIEB DMV STUTTGART $2) 
(BETRIEB JOOS STUTTGART $3) 
301 
( 2 ) I\S 1 EIN (5 EIN 
(1\BSTROBJ) ( 8) (DUlZI\HL) 
(9) EIN (10) (IN-T EMP 76/ ) 
(11) BETRIEB 
(12) EIN (13) STUTTGI\RT 
(14) (FIRMA) 
Abbildung 1 
Die Anbmrtformeln sind als durch UND verknüpft zu verstehen. 
Die ses Ergebnis v1ird dem Knote n ( 11) der Abbildung 1 zugeordnet. 
(2) fielehe Proben diese r Firme n wurden in 197 6 gezogen? 
Die Dollarkonstanten an der letzten Argumentstelle der aufgeführ-
ten BETRIEB-Formeln können zu dem aufgezählten Listenterm (LISTE 
:t1 :t2 :t3) zusammengefaßt werden. 
KS: (LAMBDA X.STOFFK 
(PROBE (EIN (LISTE $1 $2 $3)) (IN-TEMP 76/) X.STOFFK)) 
DB: (y) (PROBE (LISTE $1 $2 $ 3 ) (IN-TEMP 76/) y) 
ANTWORT: (PROBE $1 76/01/10/14/00 $10) 
(PROBE $1 76/05/10/14/00 $11) 
(PROBE $1 7 6/09/10/15/00 $12) 
(PROBE $2 76/02/12/14/00 $21) 
(PROBE $2 76/08/15/14/00 $22) 
(PROBE $3 76/02/10/14/00 $ 3 1) 
(PROBE $ 3 76/05/10/14/00 $32) 
(PROBE $3 76/09/10/14/00 $33) 
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Diese Antwort-Formeln werden dem Knoten ( 6) zugeordnet. 
(3) Enthielten aZZe Proben einiger dieser Firmen Arsen? 
Dieser Frage entspricht aber kein LM1BDA-Term, sondern es muß 
der Wahrheitswert folgender Formel untersucht werden: 
KS: (ODER (ODER (UND (UND (ANTEIL AS1 $10 (EIN(AOB)) (EIN(DIMZ))) 
(ANTEIL AS1 $11 (EIN(AOB))(EIN(DIMZ)))) 
(ANTEIL AS1 $12 (EIN(AOB)) (EIN(DIMZ)))) 
(UND (ANTEIL AS1 $21 (EIN (AOB)) (EIN (DII1Z))) 
(ANTEIL AS1 $22 (EIN(AOB)) (EIN(DII1Z)))) 
(UND (UND (ANTEIL AS1 $31 (EIN(AOB)) (EIN(DH1Z))) 
(ANTEIL AS1 $32 (EIN(AOB)) (EIN(DH1Z)))) 
(ANTEIL AS1 $33 (EIN(AOB)) (EIN(DI MZ ))))) 
DB: (x y) (ANTEIL AS1 (LI STE $10 $11 $12 $21 $22 $31 $32 $33) x y) 
ANTWORT: (ANTEIL AS1 $10 $100 2.5-MG/L) 
(ANTEIL AS1 $11 $101 3.6-NG/L) 
(ANTEIL AS1 $12 $102 2.6-MG/L) 
(ANTEIL AS1 $21 $201 5.5-HG/L) 
(ANTEIL AS1 $22 $202 4.3-MG/L) 
(ANTEIL AS1 $33 $303 10. 3-!1G/L) 
Dieses Ergebnis wird dem Knoten (1) zugeordnet. 
Die Antwort ergibt, daß nicht alle als Antwort zur Frage (2) ge-
lieferte n Proben Arsen enthalten. Für die Proben $31 und $32 wur-
de kein Arsen-Anteil in der Datenbasis gefunden. Die Frage kann 
trotzdem mit ja beantwortet werden, da die erste durch ODER ver-
knüpfte Formel den Wert 'T' hat, denn die Anteil-Formeln in der 
Antwort sind, wie schon erwähnt, konjunktiv verknüpft zu denken, 
und durch Abschwächung erhält man das erste ODER-Glied der KS-
Formel. Die eigentliche Beantwortung der Frage Enthielten aZZe 
Proben des Jahres 19?6 von einigen Betrieben in Stuttgart Arsen? 
ist damit gegeben. Aber damit eventuelle Nachfragen wie 
fole Zohe Proben? 
Von weZohen Firmen? 
ohne größeren Auf\Vand beantwortet 1·1erden können, müssen die Er-
gebnisse, die den entsprechenden Knoten zugeordnet waren, in Hin-
sicht auf die Auswertung der Frage (3) geändert werden. Es müssen 
also von den Ergebnissen am Knoten (6) die Proben gestrichen wer-
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den, die kein Arsen enthalten , also die Proben $31 und $32. 
Danach müssen vom Knoten (11) die Betriebe gestrichen werden, von 
denen nicht alle Proben Arsen enthalten, also der Betrieb mit der 
Nummer $3. 
Damit kann die Antwort auf eventuelle Nachfragen sofort an den 
entsprechenden Knoten aufgefunden werden. 
Weitere Untersuchungen, wie erweiterte Nachfragen, die auf Teil-
strukturen einer schon bestehenden Knotenstruktur aufbauen, be-
handelt werden sollen, und w~e elliptische Fragen in KS darge-
stellt werden können, ~/erden zur Zeit in Angriff genommen. 
Anmerkungen 
Die hier angeführten Beispiele sind der KS-Einzelsprache für den Bereich 
"Abwasserüberprüfung" entnommen. Für e ine Beschreibung, siehe Berry-Rogghe 
et al. in diesem Band. 
2 Diese Definition ist ein erster Versuch, die Bedeutung von Formeln, die 
mit EIN bzw . ALL präfigierte Listenterme enthalten, festzulegen. Da die 
Arbeiten auf dem Gebiet der Semantik von KS erst im Anfangsstadium sind, 
darf man diese Festlegung nur als vorläufige betrachten. 
3 Gelegentlich auch 'antipränexe Normalform' genannt . 
4 Vorausgesetzt v1ird bei diesem Beweis erstens : die Endlichkeit der Daten-
basis, zweitens: die Abgeschlossenheit der durch die Date nbasis repräsen-
tierten Welt. 




DATENBASISVERWA LTUNG IN EINEM FRAGE-ANTWORT-SYSTEM 
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1. Aufgaben und Aufbau des Datenverwaltungssystems 
Das Datenverwaltungssystem (DVS) hat die Aufgabe, die eingegebe-
nen und zu s peichernden Daten ohne Informationsverlust so aufzu-
bereiten, daß sie der Datenbankorganisation angepaßt sind, sowie 
aufgrund von Suchfragen die gevrunschten Informationen aus der 
Datenbasis zu selektieren und zur Verfügung zu stellen. Das DVS 
stellt also das Bindeglied zwischen der physikalischen Organisa-
tion der Daten auf einem Massenspeicher und ihrer logischen Be-
handlung durch Benutzerprogramme oder Abfragesprachen dar. 
Der logische Aufbau des DVS ist in Abb. 1 dargestellt. 
I t DVS 
'} I 
SPEICHER SPEZIALROUTI-
UND 1- MONITOR ~ NEN ZUR 
RETRIEVAL- ~ I~ DATEN-
ROUTINEN AUFBEREITUNG 
l f_ 
§ • . • • § DATENBANK 
Abbildung 1 
2. Datenstruktur 
Beim Entwurf eines DVS wird ein bestimmtes Datenmodell zugrunde-
gelegt. Dieses beschreibt die logische Struktur der Daten. Die 
drei wichtigsten Datenmodelle. die z. zt. verwendet werde n. sind 
das hierarchische Modell, das Netzwerkmodell und das relationale 
Modell. Bei den im Informationssystem PLIDIS abgespeicherten Da-
ten handelt es sich hauptsächlich um einfache atomare Formeln 
der Konstruktsprache (KS), d.h. um solche, die nur noch aus 
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nicht ".,ei ter zerlegbaren einzelnen Symbolen bestehen. Sie vierden 
als "Items" bezeichnet. Für solche Daten ist das relationale Na-






'----+~~~-AN __ TE __ I_L ______________ _ 
'----4~LI_AN __ TE __ I_L _________ a_A_Y_E_R __ 
~---4~LI_AN __ T_E_I_L _________ a_AS __ F __ _ 
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Um einen möglichst raschen Zugriff auf die Daten zu gewährleisten 
ist die Datenbasis logisch in zwei Teile gegliedert: die Primär-
datei, in der die eigentlichen Benutzerdaten, also die Items, ge-
speichert sind, und die Sekundärdatei, in der jedes in den Items 
der Primärdatei vorkommende Symbol zusammen mit einer Liste von 
Nummern derjenigen Items, die das Symbol enthalten , gespeichert 
ist. Eine solche Liste von Nummern heißt "Indexfolge". Die Sekun-
därdatei ist also eine sogenannte "invertierte Datei" zur Primär-
datei. 
Bei dem vorliegenden Modell ist eine vollkommene Trennung von 
Primär- und Sekundärdaten gegeben , d.h. in der Sekundärdatei gibt 
es keine Informationen, die zum Lesen oder Rekonstruieren der 
Primärdatei nötig sind. 
Als Platzbedarf ergibt sich bei den Primärdaten die minimale lo-
gische Größe von m Rekords (m ist die Anzahl der gespeicherten 
Einzeldaten) . 
Für die Sekundärdaten ergeben sich mxn Einträge, wobei n die 
durchschnittliche Anzahl an atomaren Zeichenketten in einem Ein-
trag ist. 
3. Speichern von Daten 
In der beschriebenen Datenbank können nur Items gespeichert wer-
den, 
z . B. : 
(PROBE B+H 77/12/31/ ~ 321). 
Da aber KS beliebig teif eingeschachtelte Terme zuläßt, muß die 
zu speichernde KS-Formel normalisiert werden, 
z.B.: 
(ANTEIL ARSEN (PROBE B+H 77/12/31/) 
(LABORBERICHT ........ ) 
0.5-MG/L) 
Entsprechend den Regeln zur Termbildung kann aus dem Term 
(PROBE B+H 77/12/31/) 
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eine Formel durch Hinzufügen einer Skolemkonstante wie z.B. 
(PROBE B+H 77/12/31/ $XYZ1) 
erzeugt werden. 
Da PROBE ein eineindeutiges Operationssymbol ist, kann die Sko-
lemkonstante $XYZ1 als Wert der Operation PROBE mit den Argumen-
ten B+H und 77/12/31 aufgefaßt werden und zugleich den Term 
(PROBE B+H 77/12/31) 
eindeutig repräsentieren, so daß die Ausgangsformel zu 
(ANTEIL ARSEN 
verändert werden kann. 
Mit dem Term 
$XYZ1 
(LABORBERICHT .... . ) 
0.5-MG/L) 
(LABORBERICHT ..... ) 
muß analog verfahren werden . 
Es ergibt sich dann folgende normalisierte KS-Formel 
(UND (UND (ANTEIL ARSEN $XYZ1 $XYZ2 0.5-MG/L) 
(PROBE B+H 77/12/31/ $XYZ1)) 
(LABORBERICHT .... $XYZ2)) 
Die Skolemkonstanten müssen eindeutig sein , so daß für jeden neu 
zu skolemisierenden Sachverhalt eine neue Skolemkonstante er-
zeugt werden muß. 
Die beim Normalisierungsvorgang entstehenden UND-Verknüpfungen 
müssen ebenfalls entfernt werden, um ein effizientes Retrieval 
zu ermöglichen. Die UND-Verknüpfung kann problemlos entfernt 
werden, 1~enn vorausgesetzt wird, daß alle in der Datenbasis ent-
haltenen Formeln implizit mit UND verknüpft sind. D.h. für das 
obige Beispiel, daß die drei Formeln 
(ANTEIL ARSEN $XYZ1 $XYZ2 0.5-MG/L) 
(PROBE B+H 77/12/31/ $XYZ1) 
(LABORBERICHT .... . .. $XYZ2) 
abgespeichert werden. 
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Enthält eine Formel mit EXIST quantifizierte Variablen, so müs-
sen diese ebenfall s durch Skolemkonstanten ersetzt werden. 
Um die Datenbasis redundanzfrei zu halten, muß bei jeder Skolemi-
sierung geprüft werden, ob der vorliegende Sachverhalt bereits 
beschrieben ist. Wenn dies der Fall ist, so muß die bereits vor-
handene Skolemkonstante verwendet werden. 
Beim eigentlichen Speichervorgang wird jedem Eintrag eine logi-
sche Satznummer zugeordnet. Die interne Verarbeitung erfolgt nur 
über die logische Satznummer . 
Ober den Adressblock erfolgt die Zuordnung zwischen logischen 
und physikalischen Satznummern . 
Jedem atomaren Element des zu speichernden Ausdrucks wird in der 
invertierten Liste die logische Satznummer zugeordnet, erhält 
z.B. der Eintrag 
(PROBE B+H 77/12/31/ $XYZ1) 
die logische Satznummer 15, so wird in den invertierten Listen 
den Elementen 
PROBE , B+H, 77/12/31/ und $XYZ1 
die logische Satznummer 15 zugeordnet. 
4. Aufsuchen von Daten 
Ausgehend von dem vom Benutzer oder Problemlöser vorgegebenen 
Item und der Liste der im Item enthaltenen Variablen, wird die 
Aufsuche in der Datenbasis initialisiert. 
Einige Beispiele für einfache Abfragen: 
a) Item: (PROBE BASF 77/12/31/ $XYZ1) 
Variablen : leer 
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Es wird gesucht, ob genau dieses Item in der 
Datenbasis gespeichert ist. 
b) Item: (PROBE B+H X.INT X.STOFFKOLL) 
Variablen: (X.INT X.STOFFKOLL) 
Es werden alle Items gesucht, die in PROBE an der 
ersten Stelle B+H stehen haben, die andern beiden 
Positionen können beliebig belegt sein. 
Der Suchprozeß erfolgt in folgenden Schritten: 
Aus den invertierten Listen werden für alle Kon-
stanten des vorgegebenen Items die zugehörigen 
Indexfolgen aufgesucht, und der Durchschnitt ge-
bildet. 
Die resultierende Indexfolge enthält die logischen 
Satznummern für alle in der Datenbasis vorhandenen 
Items, die dem vorgegebenen Item entsprechen. 
Zur Ausgabe vierden die den logischen Satznummern ent-
sprechenden Items eingelesen und zu einer Liste zu-
sammengefaßt . 
Um eine Begrenzung der auf eine Anfrage auszugebenden Items zu 
erreichen, besteht die Möglichkeit , für jede variable Position 
im Suchitem Selektionskriterien anzugeben. 
Z.B.: - es werden nur Datumsangaben gesucht , die zwischen dem 
1.1.76 und dem 30.6.76 liegen; 
- es werden nur Orte gesucht, die zum Regierungsprä-
sidium Stuttgart gehören. 
5. Datenschutz 
Datenschutz ist die Gewährleistung des Schutzes der Daten in der 
Datenbank vor einem unberechtigten Zugriff . 
Der Begriff Datenschutz orientiert sich ausschließlich an den 
Zugriffsmerkmalen 'berechtigt' oder 'unberechtigt'. Zur Gewähr-
leistung des Datenschutzes wird jedes eingegebene Item mit e inem 
Sicherheitsschlüssel versehen . Der Sicherheitsschlüssel entspricht 
dem Status des Benutzers, der dieses Item eingegeben hat, so daß 
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jeder Benutzer von der Definition her nur auf seine, von ihm ein-
gegebenen Daten zugreifen kann. 
Diese strikte Beschränkung der Zugriffsberechtigung entspricht 
nicht den Vorstellungen von Datenbankbenutzern . Es muß eine Re-
lation S definiert werden , die angibt , ob ein Benutzer mit dem 
Zugriffsschlüssel z ein Itern mit dem Sicherheitsschlüssel b le-
sen darf . 
Für hierarchisch gegliederte Zugriffsberechtigungen könnte die 
Relation etwa so definiert sein: 
{ true für b ;;:: Z} S(b,Z) = false für b $ z 
Für den allgemeinen Fall muß die Relation über einer beliebigen 





An den Knoten des Baumes steht je111eils eine Liste von Sicher-
heitsschlüsseln. Die Relation S ist dann erfüllt, wenn der Kno-
ten, dem der Zugriffsschlüssel z zugeordnet ist, den Knoten, dem 
der Sicherheitsschlüssel zugeordnet ist, dominiert . 









Als weiterer Schutz vor unberechtigtem Zugriff werden die Ein-
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träge in der Datenbasis mit Hilfe einer Codiertabelle verschlüs-
selt, so daß der Eintrag aus einer Menge von Zahlen besteht und 
nur unter Zuhilfenahme der Decodiertabelle gelesen werden kann. 
Die Decodierung des Eintrags erfolgt erst , wenn die Zugriffsbe-
rechtigung festgestellt wurde. 
6 . Behandlung großer Datenmengen in INTERLISP 
Auf die physikalische Behandlung großer Datenmengen sol l hier nur 
ganz kurz eingegangen werden. 
In INTERLISP steht dem Benutzer ein virtueller Adressraum zur 
Verfügung, der nur die Speicherung einer re l ativ kleinen Menge 
von Daten zuläßt. 
Aus diesem Grund müssen die Daten auf eine Datei ausgelagert wer-
den . 
Um so wenig wie möglich LISP-Lese/Schreibvorgänge zu benötigen, 
wird die Datei als P~1-Datei (~rimary ~ccess ~ethod) organisiert . 
Diese Organisation ermögl icht, daß Informationen nach dem Kopie-
ren von Blöcken aus der Datei in den LISP-Adressraum durch LISP-
Funktionen verarbeitbar sind . Es ist ledigl ich darauf zu achten , 
daß diese Blöcke beim Schreiben keine LISP-internen Pointer ent-
halten, die bei nochmaligem Lesen keine sinnvolle Information 
mehr darstellen. 
Es wird ein Arbeitsbereich definiert, der Platz für z.B. 10 Blök-
ke der Datei liefert . In diesen Arbeitsbereich werden während 
des Suchvorgangs die benötigten Tei l e der Primär- und Sekundär-
daten kopiert. Sind die gesuchten Informationen gefunden, so wer-
den sie durch einen Decodierer in eine LISP-Struktur überführt 








Der logische Aufbau der Datenverwaltung bleibt von der physika-
lischen Realisierung der Datenspeicherung unberührt. 
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