[1] Three methods for intercalibrating humidity sounding channels are compared to assess their merits and demerits. The methods use the following: (1) natural targets (Antarctica and tropical oceans), (2) zonal average brightness temperatures, and (3) simultaneous nadir overpasses (SNOs). Advanced Microwave Sounding Unit-B instruments onboard the polar-orbiting NOAA 15 and NOAA 16 satellites are used as examples. Antarctica is shown to be useful for identifying some of the instrument problems but less promising for intercalibrating humidity sounders due to the large diurnal variations there. Owing to smaller diurnal cycles over tropical oceans, these are found to be a good target for estimating intersatellite biases. Estimated biases are more resistant to diurnal differences when data from ascending and descending passes are combined. Biases estimated from zonal-averaged brightness temperatures show large seasonal and latitude dependence which could have resulted from diurnal cycle aliasing and scene-radiance dependence of the biases. This method may not be the best for channels with significant surface contributions. We have also tested the impact of clouds on the estimated biases and found that it is not significant, at least for tropical ocean estimates. Biases estimated from SNOs are the least influenced by diurnal cycle aliasing and cloud impacts. However, SNOs cover only relatively small part of the dynamic range of observed brightness temperatures.
Introduction
[2] Water vapor in the troposphere (especially in the middle to upper troposphere) is an important climate variable due to its positive feedback in a warming climate [e.g., Manabe and Wetherald, 1967; Held and Soden, 2000] . Despite this, tropospheric water vapor is poorly simulated by current climate models [e.g., John and Soden, 2007] . Traditional water vapor measurements from radiosondes fail to provide an accurate and global picture of the distribution and evolution of water vapor in the middle to upper troposphere due to their inabilities to measure accurately in drier and colder conditions [e.g., Soden and Lanzante, 1996; John and Buehler, 2005] . Better sources of water vapor measurements with global coverage are satellite infrared (IR) and microwave (MW) measurements. The IR measurements have been used to understand the role of water vapor in the climate system [e.g., Soden et al., 2005; Shi and Bates, 2011] . But there is a clear advantage in the microwave climate data record (CDR), which is the availability of all-sky data, whereas infrared records sample only clear areas [John et al., 2011] .
[3] Satellite microwave humidity sounders have been measuring tropospheric water vapor for about 20 years with the first Special Sensor Microwave Humidity Sounder (SSM-T/2) [Wilheit and al Khalaf, 1994] in orbit in November 1991. Later on, the first Advanced Microwave Sounding Unit-B (AMSU-B) [Saunders et al., 1995] was launched in May 1998, and the first Microwave Humidity Sounder (MHS) [Bonsignori, 2007] was launched in May 2005. Microwave sounding data have been found to make significant impacts on the skills of numerical weather prediction (NWP) [e.g., Andersson et al., 2007] . However, SSM-T/2 data were not assimilated at NWP centers, and the error characteristics of these measurements are poorly understood.
[4] There have been efforts to intercalibrate microwave humidity sounders [e.g., John et al., 2012] in order to provide climate quality data sets for climate monitoring and use in climate quality reanalyses. Intercalibration methods which use simultaneous nadir overpasses (SNOs) [Cao et al., 2004] ) of polar-orbiting satellites have become very popular [Cao et al.,2005; Shi et al., 2008; Iacovazzi and Cao, 2008; Zou et al., 2009] . Yang et al. [2011] applied the SNO method to estimate the Special Sensor a MHS values are given in brackets, if different from AMSU-B. f C is the central frequency of the channel, f is the passband width, NET is the noise equivalent temperature taken from Kleespies and Watts [2007] , and NET values are the on-orbit measurements for N16 AMSU-B and N18 MHS.
Microwave Imager (SSM/I) intersensor biases and demonstrated the important impact of removing the biases in creating a climate quality SSM/I brightness temperature data set and associated environmental data records. During an SNO, instruments on two satellites measure the same target area with short time differences with comparable viewing geometry; thus, the difference in their measurements can practically be taken as intersatellite bias. Intersatellite bias estimates using the SNO method can minimize sampling errors, for example, arising from the diurnal cycle. However, SNOs of polar-orbiting satellites normally occur only in polar latitudes (above 70°), and thus, SNO measurements represent only a small portion of the dynamic ranges of global measurements [Shi and Bates, 2011] . It is shown in John et al. [2012] that the scene-radiance dependence of intersatellite biases limits the usefulness of polar-only SNOs for intercalibrating microwave humidity sounders.
[5] Another possible method for intercalibration is the use of natural calibration targets such as Antarctica or tropical oceans [Mo, 2011] . Mo [2010] has shown that Antarctica can act as a good intercalibration target during Antarctic winter months because diurnal variations there are very small. Mo and Liu [2008] have shown that tropical oceans can also act as a stable intercalibration point. Therefore, in this study, we analyze microwave humidity sounding data over these two natural targets to understand data characteristics and to estimate intersatellite biases. The establishment of a set of natural Earth targets for instrument calibration is important for the calibration and validation of microwave radiometers [Mo, 2011] .
[6] Shi and Bates [2011] proposed and used another method for intercalibrating upper tropospheric water vapor infrared radiances measured by different High-Resolution Infrared Radiation Sounder instruments. They used zonally averaged (10°bins) monthly mean brightness temperatures to estimate intersatellite biases. They calculated radiance-dependent biases for each satellite pair using zonally matched brightness temperatures. This method can be prone to errors from diurnal cycle variations [Zou and Wang, 2011] .
[7] Another possible method for intercalibration is the double differencing of Observation minus Background (O-B) statistics from NWP analysis which is discussed in detail in Saunders et al. [2013] and therefore is not included in this study. One of the issues with O-B method is that known frequency changes are already modeled in the radiative transfer model used for assimilating observations, and thus, the impact of this on intersatellite bias is not seen with this method. For example, radiance differences, as discussed in John et al. [2012] , due to change in central frequency from 150 to 157 GHz for Channel 2 of AMSU-B and MHS cannot be easily detected. It is worth noting that this is a double difference technique where the NWP model fields are used as a transfer function.
[8] We compare the three methods of intercalibrationnatural targets, SNOs, and zonal averages-for microwave humidity sounders by taking the AMSU-B instruments on NOAA 15 (N15) and NOAA 16 (N16) as examples. This study deals only with near-nadir brightness temperatures, thus avoiding any errors that could stem from scandependent biases. It is known that some of the AMSU-B channels have suffered from scan-dependent biases John et al., 2013] . Also, this study discusses the methods which use only the data that has to be intercalibrated (and not any other data or model outputs), thus minimizing errors from other sources. Although this study is limited to N15-N16, it can be extended to other satellite pairs. For example, we have done similar analyses for N17 and N16 pair and found similar bias patterns for N16 (not shown), which corroborate results discussed in this article.
Data and Methods

AMSU-B Data
[9] The AMSU-B is a five-channel microwave radiometer which is designed to measure the radiation emitted from the Earth's surface and atmosphere in order to estimate global fields of tropospheric humidity. The instrument specifications are given in Table 1 . AMSU-B is onboard NOAA 15 (N15), N16, and N17.
[10] Channels 1 and 2 at 89 GHz and 150 GHz, respectively, enable deep penetration through the atmosphere to the Earth's surface. Channels 3-5 are located in the strongly opaque water vapor absorption line at 183.31 GHz and provide information on the tropospheric humidity at different levels. The passbands of Channels 3, 4, and 5 are centered at 183.31˙1.00 GHz, 183.31˙3.00 GHz, and 183.31˙7.00 GHz, respectively.
[11] At each channel frequency, the antenna beam width (full width at half maximum) is a constant 1.1 ı . Ninety contiguous cells are sampled on the Earth's surface, with each scan covering an angle of˙49.5 ı from nadir. These scan patterns and geometric resolution translate to a 16.3 km diameter cell at nadir at a nominal satellite altitude of 833 km. quality-controlled raw instrument counts. Geographical and operational calibration information is also included in the files. We used the Advanced Television and Infrared Observational Satellite and advanced very high resolution radiometer Processing Package (AAPP) [Labrot et al., 2006] to convert level 1b data to level 1c data. During this process, the calibration coefficients are applied to the instrument counts to obtain antenna temperature, and this is then converted to brightness temperatures by applying an antenna pattern correction [Hewison and Saunders, 1996] . Corrections for radio frequency interference (RFI) [Atkinson, 2001] are also done during the conversion to level 1c. We are already aware of quality issues of N15 and N16 AMSU-B data during their life spans, but we include all the data here to see how bias estimates differ from method to method. Note that Channels 3, 4, and 5 of N15 failed in August 2010.
[13] John et al. [2013] have used simultaneous all angle collocations (SAACs) of both AMSU-B and MHS instruments to estimate scan-dependent biases. N15 channels are found to be affected the most, mainly due to radio frequency interference (RFI) from onboard data transmitters. Channel 4 of N15 shows the largest and time-varying biases; about 10 scan positions on the right edge of the scan suffer more than 15 K bias during 2006-2010. Measurements closer to nadir, which are used in this study, do not suffer from large biases except for Channels 4 and 5 on N15 and N16. They found the results are robust in the sense that biases estimated for one satellite pair can be reproduced by double differencing biases of these satellites with a third satellite.
SNOs
[14] SNOs were identified by the method developed by Cao et al. [2004] . We used only three footprints on either side of nadir for analysis. Sensitivity analyses were done by John et al. [2012] , which is similar to those in Yang et al. [2011] , on the impact of distance and time threshold criteria for selecting the collocations on the estimated bias based on the uncertainty of the biases (Figure 3 of John et al. [2012] ). They found that to overcome spatial inhomogeneity, only those pixel pairs whose centers are closer than 5 km, which is less than one third of the 16.3 km pixel diameter at nadir, should be used in the analyses. We also discard any measurements with time differences exceeding 300 s to avoid changes in scene properties such as clouds which is again based on findings by John et al. [2012] . These thresholds are in agreement with those used in Global Space-based Intercalibration System (GSICS) intercalibration initiative [Hewison, 2013; Hewison et al., 2013] . SNOs occur with a frequency of about 8 days between N15 and N16. We computed monthly bias and its standard error for the Northern and the Southern Hemispheres separately. The results are shown on the left panels of Figure 6 but will be discussed later.
Zonal Averages
[15] The daily averages of the brightness temperatures were calculated by binning the data by latitude (1°grid) and then averaging them with weights proportional to the cosine of the latitudes for area weighting. We analyze ascending and descending passes separately in order to see the influence of the diurnal cycle. The results are shown in Figure 5 but will be discussed later.
Natural Targets
[16] We used the 1°zonal-averaged daily near-nadir brightness temperatures to compute Antarctic mean values. We used Antarctic area-weighted values from 70°S to 82°S. To compute tropical ocean averages, we first gridded daily brightness temperatures to a 2.5° 2.5°latitude-longitude grid and then computed the area-weighted average of oceanonly grid boxes from 20°S to 20°N. Note that these natural targets are zonal averages, not specific areas, such as Dome-C or the Amazon, or statistical minima brightness temperatures as used in other studies.
Results
[17] Figure 1 shows local equator crossing times (LECT) of ascending and descending nodes for N15 and N16. It can be clearly seen that orbital drift is significant for N15 and N16. When launched, N15, had equator crossing times at 7:30 A.M./P.M. and by the end of 2010 that had become 4:30 A.M./P.M. N16 at launch had crossed the equator at 2 A.M./P.M. and by the end of 2010 that had become 7 A.M./P.M. These changes in measurement time will have caused diurnal cycle aliasing which introduces nonclimatic trends in the data records from these satellites which have to be taken into account before estimating intersatellite biases.
[18] Lindfors et al. [2011] have constructed diurnal cycles of infrared radiances, and the diurnal cycle of their surface channels will be comparable to those of Channels 1 and 2 of the microwave humidity sounders, at least qualitatively. Measurements over ocean showed an amplitude less than 1 K, but over the land, it is of the order of 10 K. Their results show that the maximum of the diurnal cycle is at around 2 P.M. and the minimum at 4 A.M.
[19] Chung et al. [2007] describe the diurnal cycles of upper and middle tropospheric humidity. Similar to surface channels, the amplitude is larger over land. For these channels, the maximum occurs around 3 A.M. and the minimum at 4 P.M. over the land with an amplitude of 4% relative humidity (RH) and 1 P.M. over the ocean with an amplitude of just over 1% RH. Note that for any of these channels, the cycles are not symmetric, and therefore, averaging ascending and descending passes, which are 12 h apart, will not completely remove the diurnal cycle effects.
[20] We also estimated climatological diurnal cycles for these channels using a method similar to Lindfors et al. [2011] . The work will be discussed in detail in Kottayil et al. [2013] . Our preliminary results concur with those of Lindfors et al. [2011] and Chung et al. [2007] .
[21] The following subsections discuss in detail the strengths and weaknesses of each of the three methods of intercalibration.
3.1. Natural Targets 3.1.1. Antarctica
[22] Figure 2 shows time series of monthly mean nearnadir brightness temperatures observed over Antarctica (70°S-82°S) by the AMSU-B instruments on N15 (middle panels) and N16 (left panels) from 2001 to 2010. This analysis is similar to what is shown in Mo [2010] who studied AMSU-A brightness temperatures over Antarctica. Data for ascending (black curves) and descending (red curves) passes are separately processed as done in Mo [2010] . All channels show a distinct seasonal cycle with maxima occurring in Austral summer months and minima occurring in Austral winter months. During Austral winter months, there is very low water vapor column over the elevated Antarctica, which results in most of these channels being sensitive to surface. The brightness temperatures decrease sharply to the minima at the start of autumn and stay low during the winter. The brightness temperatures then sharply increase to the maximum in late spring which basically depicts the seasonal cycle of Antarctic temperature. There are secondary effects from changing emissivity due to changing surface type from pure ice or snow in winter to a mixture of water and snow in other seasons. Dry snow typically has a low emissivity due to volume scattering by the ice crystals within the snow pack, whereas wet snow can have a very high emissivity, due to highly absorbing liquid water droplets near the surface of the snow pack [e.g., Mo, 2011] .
[23] Blue curves in Figure 2 show the difference between ascending and descending passes. The axes labels are provided at the right-hand side of each subplot. These differences are due to diurnal variations in the brightness temperatures. The differences show a clear seasonal cycle for all channels; small for Austral winter months and large for Austral summer months which is as expected. The differences are large for window/surface channels: up to 5 K for N16. But they are only about 1 K for Channel 3 which in Austral summer has only a partial contribution from the surface; the rest of the signal originates from the atmosphere where the diurnal cycle is weaker compared to the surface. The differences are larger for Channels 4 and 5 because they receive greater contributions from the surface.
[24] The magnitude of the diurnal cycle differences for N16 is more than for N15 during early years because N15 was measuring in the early morning and evening, whereas N16 was measuring in the afternoon and near midnight. Later on, due to orbit drift, these sampling times changed as shown in Figure 1 , and the diurnal cycle differences decreased for N16 and increased for N15.
[25] Mo [2010] showed that for AMSU-A channels, the diurnal cycle differences become close to zero over Antarctica during Austral winter months which would be an ideal case for intercalibration. This is almost the case for N16 AMSU-B channels, but not for N15 where ascending passes are warmer than descending passes during most years. Channel 4 of N15 shows the largest difference which began to increase around 2008, and in Austral winter of 2010, it reached 5 K. Also, the seasonal cycle for this channel is not clearly seen. This channel is known to have problems due to RFI as discussed in section 2.1. This clearly illustrates the usefulness of natural targets to identify periods of data problems and will be particularly useful for analyzing data from the SSM-T/2 instrument whose data characteristics are poorly known.
[26] Intersatellite biases are shown in the right panels, separately for ascending (black curves) and descending (red curves) passes and also by combining both passes (green curves). Biases for ascending passes show a larger seasonal cycle. This is again because ascending passes are in the afternoon and evening and capture the seasonal modulation of the diurnal cycle, but descending passes are near midnight and early in the morning where diurnal cycle differences are smaller. This seasonal cycle of bias is stronger for surface channels and much weaker for sounding channels. One can expect that by combining ascending and descending passes, the diurnal cycle impact on estimated bias would be reduced. However, this does not completely eliminate the diurnal cycle effects because it only removes the 24 h cycle component of the diurnal cycle, and the diurnal cycles of microwave humidity sounder measurements are not just 24 h cycles [Kottayil et al., 2013] .
[27] It may be true that at the south pole, there is no diurnal cycle during Austral winter months but that may not be true for the Antarctic plateau as a whole [Hudson and Brandt, 2005] . Therefore, it is difficult to estimate intersatellite biases using Antarctic measurements due to the impact of the diurnal cycle. This is especially true when biases are small. However, when the biases are larger, as is true for the sounding channels (3-5), these measurements can provide a qualitative idea of the intersatellite biases and show, for example, the sounding channels biases increase with time after 2007. Also, due to radiance dependence of the biases [e.g., John et al., 2012] , estimated biases using Antarctic measurements may only be representative for the colder end of the brightness temperatures.
Tropical Oceans
[28] Tropical oceans are another suitable intercalibration target where the microwave humidity sounding channels act differently from the Antarctic region. We gridded the near-nadir brightness temperatures over the tropical oceans (20°S-20°N) to construct daily averages. Channel 1 is a window channel, except for heavy precipitation conditions, and thus sensitive to surface properties. Channel 2 acts mostly as a humidity sounding channel in the tropics, sensitive to -82°S) . Right panels show intersatellite differences (N16-N15) for ascending passes (black), descending passes (red), and both combined (green).
the lowermost troposphere or boundary layer with very little contribution from the surface. However, it can have significant surface contributions in the dry subsidence zones of the tropics. Over tropical oceans, Channels 3-5 are humidity sounding channels with no contribution from the surface.
[29] Figure 3 shows area-weighted, tropical oceanaveraged, near-nadir brightness temperatures for N15 and N16 AMSU-B channels. Contrary to measurements over Antarctica, the seasonal cycle is less pronounced. Also, the differences between ascending and descending passes show neither large differences nor seasonal dependence. This is because the range of diurnal variations in sea surface temperature is less than a kelvin for tropical oceans [e.g., Bernie et al., 2007; Kennedy et al., 2007] . For both satellites, 20°S-20°N) . Right panels show intersatellite differences (N16-N15) for ascending passes (black), descending passes(red), and both combined (green).
Channels 1 and 2 do not show a large trend in brightness temperature time series, but significant trends can be seen for Channels 3, 4, and 5 of N16 and Channels 4 and 5 of N15 which probably is an indication of performance degradation of these channels. Over the oceans, the diurnal cycle of these measurements are weak [Kottayil et al., 2013] , and therefore, contributions from diurnal cycle aliasing to these trends are minimal.
[30] It is interesting to note that the ascending passes (afternoon/evening) are colder than descending passes for Channel 1, but the opposite is true for all other channels. One of the explanations for this is that ocean emissivity decreases Figure 4. Diurnal cycle of Channel 1 brightness temperatures over tropical ocean. The method used to construct the diurnal cycle is described in Kottayil et al. [2013] .
as the sea surface temperature (SST) increases, which affects only Channel 1 over tropical oceans. The decrease of sea surface emissivity with temperature tends to stabilize the diurnal cycle of brightness temperature of all channels that are sensitive to the surface over oceans. The differences for Channel 1 increase with time for N15 and decrease with time for N16. In order to understand this different behavior of Channel 1, we have estimated the diurnal cycle of Channel 1 brightness temperatures over tropical ocean which is shown in Figure 4 . The Channel has highest values of brightness temperatures around midnight and the lowest during day time. For Channel 1, liquid water in clouds acts similarly to water vapor in the atmosphere, and thus, the reason for the late night or early morning peak in brightness temperatures over tropical ocean is likely to be due to signals from clouds. Diurnal cycle of marine stratocumulus clouds are also noticeable in infrared measurements (although here, minimum OLR is around 6 A.M., the time of maximum cloud extent, since clouds reduce the upward emissions of infrared radiation, see, for example, Figure 16d in Allan et al. [2007] ).
[31] Channel 1 brightness temperature are warmer when the atmosphere has high liquid water content because more emission from the clouds will be added to the emission from the radiometrically colder ocean surface [Sreerekha et al., 2008] . The liquid water content of low level clouds has maximum values in late night or early morning [Wood et al., 2002] . Channel 1 shows opposite trends in biases for ascending and descending passes which is also related to sampling through different parts of the diurnal cycle which is shown in Figure 4 . The biases become similar when the equator crossing times of the satellites are at the same time in 2008. This is an indication of strong diurnal cycles of liquid clouds over tropical oceans even though there is very little diurnal cycle for sea surface temperature. Detailed discussions of diurnal cycles of convective and stratiform rainfall are given in Yang and Smith [2006, 2008] and . They also found that oceanic rainfall exhibits a dominant late evening peak which is consistent with our results.
[32] Intersatellite biases for N16-N15 are shown in the right panels of Figure 3 , separately for ascending (black curves) and descending (red curves) passes. Unlike the biases estimated from Antarctic measurements, tropical ocean measurements show intersatellite biases for all channels, which was not apparent in the Antarctic measurements.
[33] It is interesting to note that the seasonal variations of Channels 1 and 2 are similar for both satellites which indicates that these channels are in good order and have small relative biases in their measurements. Biases estimated for Channel 1 are mainly due to diurnal cycle effects, and combining ascending and descending passes has resulted in smaller biases. However, Channel 2 shows an increase in bias from close to zero in the early years to 1 K by the end of 2010.
[34] Channel 3 shows an increasing intersatellite bias starting in 2006. Looking at the brightness temperature time series plots for individual satellites, N16 is found to be responsible for a considerable part of this bias. There are distinct seasonal patterns in bias during this time period which resemble the solar beta angle of the satellite and are thus related to Sun heating-induced instrument temperature variability as shown in Figures 2 and 4 of Zou and Wang [2011] . Solar beta angle is defined as the angle between the orbit plane of the satellite and the vector from the Sun. The solar beta angle determines the amount of time the satellite spends in direct sunlight, absorbing solar energy.
[35] Channel 4 brightness temperatures of N15 have an increasing trend for both passes during early years, but then they remain flat for ascending passes and a deceasing trend for descending passes. The time series show abnormal, solarangle related, seasonal variability which is more for the descending pass (morning overpasses). N16 brightness temperatures shows an increasing trend for this channel. As a result of all these variabilities and trends, this channel has large time-varying intersatellite biases.
[36] Channel 5 on N16 shows an anomalous decreasing trend for both ascending and descending nodes, and on the other hand, N15 brightness temperatures are showing a small increasing trend. As a result, this channel shows the largest bias which reaches 10 K by the end of 2010.
[37] Overall, the analysis using tropical ocean-averaged brightness temperatures shows more coherent patterns and time evolution of biases compared to the other natural target-Antarctica. This is mainly due to the comparatively smaller diurnal and seasonal cycles for these measurements over tropical oceans. These results can be slightly affected by the smaller diurnal cycles, but combining measurements of the ascending and descending passes, which mitigates the diurnal cycle impact, can reduce the influence of diurnal cycle differences on the biases as shown by the green curves in Figure 3. [38] In this section, we analyze zonal-averaged brightness temperatures of 10°wide latitude bands (both land and ocean data), which is similar to what was done in Shi and Bates [2011] . In fact, the two previous cases (Antarctica and tropical oceans) are special cases of the zonal average method. Figure 5 shows biases estimated using zonal mean brightness temperatures for the five channels using ascending (middle column), descending (right column), and both passes combined (left column) for N16-N15.
Zonal Averages
[39] It was shown in John et al. [2012] that biases estimated using zonal-averaged brightness temperatures agrees well with the biases estimated using global SNOs for the sounding channels (Channels 3-5). However, it should be noted that global SNOs occur only when two satellites have Figure 5 . Biases (N16-N15, in kelvin) estimated from zonally averaged brightness temperatures for 16 latitude bands from 80°S to 80°N in 10°intervals are shown. Channel 1 is at first row, Channel 2 is at the second row, and so on. Left columns show biases estimated with data which consist of both ascending and descending passes. Middle columns are biases estimated with only ascending passes, and the right columns are biases estimated with only descending passes. similar equator crossing time (i.e., similar sampling times), and thus, there is almost no influence of diurnal cycle differences in the zonal-averaged brightness temperatures during those time periods. However, during other time periods, diurnal cycle differences and orbit drift of the satellites can affect the estimated biases using zonal averages.
[40] Biases for Channels 1 and 2 (first and second rows, respectively, of Figure 5 ) show significant seasonal dependence even when both passes are used in bias estimation (when only ascending or descending passes are used latitudinal and seasonal dependences are even larger). Also, there is considerable latitude dependence for these biases. However, John et al. [2012] have demonstrated using global SNOs that there is only very little latitude and scene-radiance dependence for the biases of these channels. Therefore, these significant latitudinal and seasonal variations of biases are likely to be a result of diurnal cycle effects mainly from the surface. This can be corroborated by the near-absence of latitude dependence in bias during mid-2008 when the sampling times of both satellites are similar.
[41] Channel 3 (third row in Figure 5 ), on the other hand, shows very little latitude or seasonal dependence which is due to less surface influence and thus smaller diurnal cycle effects. Channel 4 (fourth row in Figure 5 ) biases show significant seasonal variability which is mainly due to the instrument being directly affected by Sun angle variations as described in Zou and Wang [2011] and in the previous section. Some of this variability might also be coming from the diurnal cycle especially in recent years when the ascending and descending biases differ. Channel 5 (last row) bias shows latitudinal dependence which is again due to the impact of residual diurnal cycle.
[42] If zonal averages are to be used to estimate intersatellite biases, then it is disadvantageous to separate ascending and descending passes since combining them will average out at least the 24 h component of the diurnal cycle.
[43] Shi and Bates [2011] , as shown in their Figure 3 , estimated the scene-radiance dependence of the biases using biases estimated from the zonal average method. But that will present a problem if biases are time varying. Lindfors et al. [2011] also considers time-invariant biases. If the biases are time varying, then diurnal differences can be misinterpreted as radiance dependence.
SNOs
[44] The left panels of Figure 6 show biases estimated using the SNO method. As discussed in section 1, SNOs normally occur only over narrow latitude bands near the poles (from -70 ı to -80 ı and from 70 ı to 80 ı latitudes), except when the equator crossing times of the two satellites become similar. This has happened for N16-N15 pair around August 2008, and we had global SNOs [John et al., 2012] . We have also shown biases estimated from zonal-averaged brightness temperatures of those latitude bands on the right panels for easy comparison.
[45] The two window channels, Channels 1 and 2, show small intersatellite biases throughout the life of the satellites. One of the main differences of the SNO method compared to the natural target methods for these channels is that we do not see impacts of diurnal cycle differences. There are differences between Southern and Northern Hemisphere estimates, possibly due to dependence of biases on scene radiances [John et al., 2012] . Biases for Channel 1 estimated using Antarctic SNOs show a trend of about -1 K over the 10 years, but there is no such trend for biases estimated using Arctic SNOs. Biases estimated from zonal mean differences (in the right panels) show very large seasonal variations for reasons explained in section 3.1.1 which confirms that zonal average methods are not very suitable for channels with surface influence, because the surface has higher seasonal and diurnal variability compared to the atmosphere aloft.
[46] Biases estimated for Channels 3-5 are remarkably similar for both Arctic and Antarctic SNOs. The biases estimated using zonal averages show comparable results, but there is higher seasonal variability in biases using measurements from the southern latitude band, which is likely to be caused by the varying contributions from the surface.
One interesting inference one may draw from these analyses is that it is possible to have time-varying radiancedependent biases. For example, the difference between biases from Southern and Northern Hemispheres shows seasonal patterns; during certain periods, there are no differences between them, and during others, there are significant differences, and August 2008 was one of those. John et al. [2012] analyzed global SNO data for this month to investigate scene-radiance dependent biases for N16-N15 and found significant radiance-dependence.
[47] In general, SNOs should provide the "true" intersatellite biases in the absence of scene-radiance dependent biases. This is because SNOs are not affected by diurnal cycle differences and are thus resistant to the impact of orbital drifts. Also, impacts of clouds and inhomogeneous surfaces are minimal for this method due to stringent collocation criteria.
Impact of Clouds
[48] Though microwave measurements are less impacted by clouds than infrared or visible measurements, there can be considerable cloud impacts when strong convection is present for the sounding channels [e.g., Hong et al., 2005] or when cloud liquid water is present for the window channels [e.g., Sreerekha et al., 2008] . Clouds affect these channels differently. For the window channels (Channels 1 and 2), cloud liquid water acts like water vapor, and the emission from the clouds will be added to the surface emission, and therefore, the presence of these clouds increases the brightness temperatures. On the other hand, ice particles in deep convective clouds scatters the radiation away from the line of sight of the satellite sensor and thus decreases the brightness temperatures. This effect dominates for the sounding channels (3-5), particularly for Channel 5.
[49] As discussed before, due to our stringent collocation criteria, clouds do not impact estimated biases from SNOs, because measurements from both satellites will be affected in somewhat similar ways. Although clouds (and precipitation) will introduce additional scatter to the SNOs, they will not introduce significant biases because of their symmetric distribution within the collocation criteria. However, for the methods using natural targets or zonal averages, there are biases introduced by systematic differences in the sampling, which alias the diurnal cycle-e.g., surface temperature or liquid water path in stratocumulus regions.
[50] However, clouds can have significant impacts on the estimated biases when natural targets or zonal averages are used. To estimate the impact of clouds, we have used the method developed by Buehler et al. [2007] which can be used to filter the clouds affecting Channel 3 measurements. As Moradi et al. [2010] demonstrated that the cloud filtering works well for the tropics, we have used tropical ocean averages to check the impact. The method is based on brightness temperature differences of Channels 3 and 5 and a threshold for Channel 3 brightness temperatures. We used data only until 2006 because after that significant biases exist for these channels and such biases can result in false cloud detection or missing a cloud. This method basically filters out clouds with ice particles; so we used it for the three sounding channels, as these channels are all affected by ice scattering.
[51] Figure 7 shows intersatellite biases estimated using all data (green curves) and only cloud-free data (blue curves) . Left panels show intersatellite biases (N16-N15) estimated using SNO method. Black symbols represent biases estimated using SNOs over the Antarctic, and blue symbols represents biases estimated using SNOs over the Arctic. The vertical lines show standard errors of the estimated bias. Right panels show biases estimated using zonal averages (ascending and descending passes combined) for comparison where black symbols represent 70°S-80°S and blue symbols represent 70°N-80°N latitude bands. SNOs normally occur at these latitudes.
over tropical oceans for Channels 3-5. Cloud filtering is done using the method described in Buehler et al. [2007] . It is encouraging to see that the bias patterns using all and cloud unaffected data are similar due to the fact that the cloud effects are similar for both satellites when measurements are averaged over a month. However, the cloud impact is larger on Channel 3 than Channels 4 and 5.
Summary and Outlook
[52] In this study, we have assessed three methods for intercalibrating operational satellite microwave humidity sounders which is a necessary step toward creating climate data records from these measurements. The methods we have analyzed are using the following: (1) Figure 7 . Intersatellite biases of Channels 3, 4, and 5 for N16 and N15 estimated using tropical ocean averages as described in section 3.1.2. Green curves represent bias estimates using all data and blue curves represent bias estimates using only cloud-unaffected data. Cloud filtering is based on Buehler et al. [2007] .
(2) Antarctica and Tropical Oceans as natural targets [e.g., Mo, 2011] , and (3) zonal-averaged brightness temperatures [Shi and Bates, 2011] . In all methods, biases are calculated by averaging the data for a month.
[53] One of the natural targets, Antarctica, is found to be not very suitable for calibrating microwave humidity sounding channels. Owing to its elevated surface and drier atmosphere, all channels are sensitive to the surface over Antarctica. Therefore, strong diurnal and seasonal cycle and diurnal cycle aliasing (due to orbit drift of the satellites) signals are present in the estimated biases, which compromise their use for intercalibration. Nonetheless, the results reveal some of the instrument problems and general bias patterns.
[54] On the other hand, biases estimated using tropical ocean measurements show clear signals of bias patterns and instrument problems, because diurnal and seasonal variations of these measurements are smaller over tropical oceans. Combining ascending and descending passes which are 12 h apart removes the 24 h component of the diurnal cycle, which is predominant for the surface sensitive channels [Kottayil et al., 2013] . But even after combining the passes, smaller signals of diurnal cycle aliasing remain in the estimated biases for surface channels due to asymmetries in the diurnal cycle.
[55] Both liquid and ice clouds could impact these measurements [e.g., Sreerekha et al., 2008] . We have not filtered for clouds in the analyses presented here. In order to test the impact of clouds on the estimated biases, we used a cloud-filtering method by Buehler et al. [2007] for the three sounding channels (Channels 3-5) for the tropical ocean measurements. We found similar results for both all and cloud-cleared data.
[56] Ideally, SNOs alone could provide correct estimates of intersatellite biases because this method is not affected by clouds (because of the stringent spatiotemporal collocation criteria) or by diurnal cycle differences (and thus the effect of orbital drift). However, because SNOs usually occur only at very high latitudes, measurements there only represent the colder end of the radiance dynamic range and therefore if the biases have scene-radiance dependence [e.g., Shi et al., 2008; Zou and Wang, 2011; John et al., 2012] , bias estimates from SNOs represent only the biases for colder brightness temperatures.
[57] Figure 8 shows a comparison of biases estimated from SNOs and tropical ocean measurements for Channels 1 and 3. These two channels are selected owing to their very different behavior. Channel 1 is a surface channel under all-weather conditions, thus will have strong influence from the diurnal cycle and thus orbit drift of the satellites. Channel 3 has the least influence from these because of its sensitivity to the upper troposphere. The green curves are the same as those in Figure 3 , and the black and the blue curves are as in Figure 6 . As expected, impacts of orbital drift are clearly seen for Channel 1, and the bias estimates differ among them. The difference between estimates of southern and northern hemispheric SNOs could possibly indicate scene-radiance dependent biases in Channel 1. During boreal winter months and also during the period, when equator crossing times are about the same, the bias estimates from both hemispheres are similar. All three bias estimates and patterns for Channel 3 are very similar. Bias estimates of southern hemispheric SNOs and tropical ocean are sometimes half a kelvin apart, which depicts possible scene-radiance dependence of these biases. This is approximately 4% relative error in UTH estimates. Both methods are capable of detecting biases arising from instrument temperature variations associated with changes in Sun angle changes as shown in Zou and Wang [2011] .
[58] The main limitation of using zonal-averaged brightness temperatures (to a lesser extent for tropical ocean averages) for intercalibration is the impact of diurnal cycle which aliases into the estimated biases. One way to overcome this is to use data from only those areas where diurnal cycle of the measurements is very small. It is evident from Kottayil et al. [2013] that these areas, where the diurnal cycle is minimal, are channel and time dependent. Combining the methods presented in this paper and that of Kottayil et al. [2013] remains topic for future work.
[59] Overall, the biases are complex and have time-, state-, and instrument-dependencies (e.g., instrumentviewing angle-dependent biases, as shown in John et al. [2013] ). Correcting the biases of these instruments, primarily designed to provide data for weather forecasting and to create climate monitoring data sets, is challenging. See Thorne et al. [2011] for a detailed discussion of these issues for temperature-sounding channels. When using these data for climate applications, it is necessary to have a clear understanding of the detailed specification of the required measurement uncertainties and instrument deficiencies.
