Abstract: Wildlife habitat mapping strongly supports applications in natural resource management, environmental conservation, impacts of anthropogenic activity, perturbed ecosystem restoration, species-at-risk recovery and species inventory. Remote sensing has long been identifi ed as a feasible and effective technology for large-area habitat mapping. However, existing and future uncertainties in remote sensing will defi nitely have a signifi cant effect on the relevant scientifi c research. This article attempts to identify the current challenges and opportunities in remote sensing for large-area wildlife habitat mapping, and accordingly provide possible solutions and directions for further research.
. Most studies use physical environment characteristics when describing wildlife-habitat relationships or mapping wildlife habitat, for example land cover (Hansen et al., 2001; Collingwood, 2008; McDermid et al., 2008) , canopy closure (Hyde, 2005) , leaf area index (LAI; Chen and Black, 1992; Qi et al., 2000; Li et al., 2008) , and so on. Jensen (2007: 4) suggested that 'Remote sensing is the noncontact recording of information from the ultraviolet, visible, infrared, and microwave regions of the electromagnetic spectrum by means of instruments such as cameras, scanners, lasers, linear arrays, and/or area arrays located on platforms such as aircraft or spacecraft, and the analysis of acquired information by means of visual and digital image processing'. Remote sensing has long been identifi ed as a feasible and effective technology for large-area habitat mapping (Osborne et al., 2001; McDermid, 2005; Hyde, 2005) , compared with in situ observation which has obvious limitations in time, cost and labour. However, both present and future uncertainties in remote sensing (RS) will defi nitely have a signifi cant effect on scientifi c research regarding largearea habitats, such as the limitation of Landsat-series data, the negative impact of clouds and cloud shadows (CCS) in optical imagery, and landscape pattern analysis using RS classifi cation products. This review focuses on three aspects relating to present and anticipated sources of uncertainty: (1) current challenges and opportunities in remote sensing; (2) possible sensors and methods to deal with these challenges and opportunities; and (3) the application issuelandscape analysis and remote sensing.
II Current challenges and opportunities in remote sensing
With the increasing abundance of RS products and RS techniques, more and more challenges and opportunities emerge. Here, we focus on three signifi cant aspects of current challenges and opportunities: (1) the Landsat-series data in large-area habit mapping; (2) clouds and cloud shadows; and (3) data fusion.
The Landsat-series data in large-area habit mapping
The fi rst satellite of the Landsat series was launched in 1972, and until 2008 the Landsat programme has provided a continued record of earth observation data for 36 years (Landsat 5 and 7 sensors are also available for delivering data). The archived images from the programme present the longest continual remotely sensed data sets available for monitoring spaced-based environment (Draeger et al., 1997) . Cohen and Goward (2004) have indicated that, of all remotely sensed data, data acquired by Landsat sensors have played the most pivotal role in modelling biogeochemical cycles, and also for characterizing land cover, vegetation biophysical attributes, forest structure, and fragmentation in relation to biodiversity. Franklin and Wulder (2002) argued that Landsat, due to the distinctive combination of spatial and spectral resolutions, is the best satellite sensor supporting management, monitoring, and scientifi c activities over large areas. In the world-famous citation database -Web of Science -users can access 5675 articles on remote sensing subject areas if the search topic is set to remote sensing. Of these, there are 2857 articles referring to Landsat, which exceeds 50% of the total (search on 20 November 2008). Wulder et al. (2008) concluded that the reasons for the prevalence of Landsat series are: (1) the sensor characteristics adapt perfectly to ecological application over large areas with large amounts of detail, such as the combination of spatial, spectral, and temporal resolutions, and reasonable image size; (2) a 36-year record of Landsat data makes long-term change detection commonplace; and (3) the Landsat data policy, covering data acquisition, processing, archiving, distribution, and pricing, facilitates the widespread use of data.
However, some of the Landsat characteristics restrict its application in large-area habitat mapping, including a 16-day temporal resolution, 180 km image size, and the gap of Landsat continuity. More specifically, the 16-day Landsat revisit cycle has limited Landsat's use for monitoring biodynamics (Ranson et al., 2003; Roy et al., 2008) , and blocked the application for detecting rapid surface changes such as crop-growth monitoring and detecting intraseasonal ecosystem disturbance (Gao et al., 2006; Pape and Franklin, 2008 (Stenhouse, 2008) . But the total study area should cover 273,071 km 2 (Kansas, 2002) , and the 185 × 185 km size is not big enough to cover the area in a study period. Therefore, the researchers developed mosaic methods (McDermid et al., 2008) to combine land-cover maps from different years forming a large map of the whole study area (ie, fi rst divide the whole study area into several subunits; then classify a subunit per year; fi nally combine all of the subunits together). This classifi ed map as a whole, cannot, however, present the updated situation of land cover, because the map of the fi rst subunit was generated in 1999, and that of the last one in 2007 (McDermid et al., 2008) . It is a major problem for subsequent users, such as resource managers and ecologists.
In addition, after mapping the Earth's surface for over 30 years to meet a wide range of information needs (Chander, 2007) (Chander, 2007) . It is likely that both satellites will run out of fuel before the end of 2010 (Chander, 2007) .
Clouds and cloud shadows
Remote sensing demonstrates a high quality of performance in many applications on account of global and repetitive measurement capability, such as scene analysis, land-use classification, landscape ecological change detection, terrain modelling, etc. However, regardless of the variety of uses for remote sensing images, the first goal is to extract landscape information from the satellite images (Tseng et al., 2008) . Unfortunately, two-thirds of the Earth's surface is always covered by clouds throughout the year (Wang et al., 1999) , causing serious problems in optical wavelength remote sensing (Wang et al., 1999) . Esche et al. (2002) also stated that since approximately 50% of the earth is covered in cloud at any given time, one of the most signifi cant challenges in creating repeatable and robust classifi cations is understanding and appropriately addressing cloud contamination. Since clouds and the shadows they cast blur the optical imagery, many of the applications are impeded. For example, cloud shadow affects the accuracy of vegetation estimates, and cloud cover affects the climate system over a broad range of time and space scales (Simpson and Stitt, 1998) . Asner (2001) studied cloud cover in Landsat observations of the Brazilian Amazon and identifi ed that clouds are a major obstacle to optical remote sensing of humid tropical regions.
Many researchers have attempted to detect clouds and the corresponding cloud shadows so as to eliminate cloud contamination producing cloud-free imagery, such as Tseng et al. (2008 ), Chen (2001 , and Wang et al. (1999) . However, numerous obstacles still exist. For example, Chen (2001) stated that the thin cloud and cloud shadow pixels had similar refl ectance ranges to the cloud-free pixels; in particular, both cloud shadow and water pixels had a very similar refl ectance range, and Griffi n et al. (2003) indicated that bright surface features such as snow, ice, and sand can easily be mistaken for cloud features in the visible portion of the spectrum. Even though the locations of clouds can be detected, it is still difficult to estimate the locations of their corresponding shadows (Wang et al., 1999) . This is because, in some cases, the clouds and their shadows are likely to be separated by a considerable distance. The locations of shadows in the image depend on the distances of the corresponding clouds from the ground and the incidence angle of the sunlight at that time (Wang et al., 1999) . In addition, Esche et al. (2002) pointed out that the location of clouds in the scene may have an impact on the classifi cation algorithm.
Data fusion
Earth observation satellites provide data that covers different portions of the electromagnetic spectrum at different spatial, temporal, and spectral resolutions. For the full exploitation of increasingly sophisticated multisource data, data fusion emerged as a new topic in the late 1980s (Gamba and Chanussot, 2008) . Fused images may provide more information since data with different characteristics are combined, and consequently more reliable results obtained. A good example is the fusion of images acquired by optical sensors with data from radar sensors. Optical images reflect the spectral information of the target illuminated by sunlight, and radar intensities are sensitive to the target roughness (texture) and vertical characteristics. The fusion of these disparate data contributes to the understanding of the objects observed (Pohl and van Genderen, 1998) .
a Definition of data fusion: A general definition of remotely sensed data (image) fusion is given as 'the combination of two or more different images to form a new image by using a certain algorithm' (Pohl and van Genderen, 1998: 825) . Data fusion can be categorized into three groups according to the processing level where the fusion takes place: pixel, feature, and interpretation level ( Figure 1 ). Pixel level fusion refers to the merging of measured physical parameters at the lowest processing level. It requires raster data that are at least co-registered and geocoded. Fusion at the feature level is performed after the extraction of objects recognized in the various data sources. The recognized object is called a feature, which correspond to characteristics extracted from raw images. Interpretation level fusion uses value-added data to reinforce common interpretation and furnish a better understanding of the observed data. In this level, input images are processed individually for information extraction.
Apart from the processing levels, data fusion can be applied to various types of data sets:
• single sensor for temporal, eg, multitemporal analysis of ERS-1 (European Remote Sensing satellite) SAR (Synthetic Aperture Radar) images over land areas (Weydahl, 1993 ); • multisensor for temporal, eg, VIR/SAR image fusion (Pohl and van Genderen, 1995) ; • single sensor for spatial, eg, pansharpening, ie, high/low resolution panchromatic/multispectral images (Ranchin and Wald, 2000) ;
• multisensor for spatial, eg, Landsat/ MODIS (Moderate Resolution Imaging Spectroradiometer) (Gao et al., 2006 ); • multisensor in single date, eg, ERS-1/ERS-2 (Guyenne, 1995) ; • remote sensing data with ancillary data, eg, terrain data (Carpenter et al., 1997) .
b Purpose of data fusion: Data fusion is used to combine multisource image using certain fusion algorithms. It can integrate disparate and complementary data to improve image resolution in spatial, temporal or/and spectral aspects, and consequently to lead to more accurate data (Keys et al., 1990) and increased utility (Rogers and Wood, 1990) . More specifi cally, the data fusion is applied to digital imagery in order to:
• sharpen images (Ranchin and Wald, 2000) ;
• improve co-registration (Leprince et al., 2007) ;
• provide stereo-viewing capabilities for stereophotogrammetry (Bloom et al., 1988) et al., 1998) .
The following points describe the purpose in more detail.
(1) Pansharpening. High-resolution panchromatic imagery is fused with lowresolution multispectral image data. These synthetic images looks like multispectral (MS) images observed with a sensor at the higher resolution (Ranchin and Wald, 2000) . (2) Improvement of co-registration. The input images might come from multiple platforms, multiple sensors on board the same instrument, ancillary data sources, and so on. This situation usually requires the user to work on multisensor or multitemporal data sets simultaneously. The first problem encountered is coregistration, which remains a crucial step in numerous applications and still generates much critical attention (Wong and Clausi, 2007 It is well known that the optical imagery is subject to interference from clouds, and thus the shadows of the clouds block the interpretability of the imagery. Radar imagery, on the other hand, suffers from severe geometric distortions and speckle due to its side-looking geometry. Therefore there is a big need and prospect to combine different images acquired by the same or by different instruments.
III Possible sensors and methods for the challenges and opportunities
Newly advanced sensors and methods are increasing the probability of tackling the aforementioned problems, and providing great opportunities for new interpretative research and applications.
1 Possible sensors for large-area habitat mapping As mentioned above, the limitations of Landsat suggest that alternative imagery should be tested for its suitability in wildlife habitat mapping. Currently available satellitebased imagery can be divided into three categories based on its relationship between scale and spatial resolution: low spatial resolution imagery (optical applications are most suitable for studying phenomena that vary over hundreds or thousands of metres (small scale), eg, NOAA (National Oceanic and Atmospheric Administration) AVHRR (Advanced Very High Resolution Radiometer), EOS (Earth Observing System) MODIS, and SPOT (Satellite Pour l'Observation de la Terre) VEGETATION sensor data); medium spatial resolution imagery (optical applications are most suitable for studying phenomena that vary over tens or hundreds of metres (medium scale), eg, Landsat, SPOT, IRS (Indian Remote Sensing satellite) sensor data); and high spatial resolution imagery (optical applications are suitable for studying phenomena that vary over centimetres to metres (large scale), eg, aerial remote sensing platforms, IKONOS, and QUICKBIRD-2 sensor data; Franklin and Wulder, 2002) . Among these three categories of satellite imagery, Franklin and Wulder (2002) have pointed out that medium spatial resolution satellite imagery might be suitable for largearea land-cover mapping. Medium spatial resolution imagery can provide detailed information to compare with coarse-resolution imagery, and simultaneously guarantee large enough image size for large-area mapping to high-resolution imagery. The challenge on Landsat-series data may be avoided if information from satellites such as those listed in Tables 1 and 2 are tested and proven capable of delivering the information required. Figure 2 links the optical imagery properties listed in Table 1 to their specifi c habitat applications. Taking land-cover classification as an example, spatial and spectral resolution can guarantee suffi cient tone, size, shape, and texture information for classification with required accuracy. In addition, image size can determine whether the image will cover the total study area. However, spatial resolution and image size have a negative relationship, which means that high spatial resolution corresponds to a small image size and vice versa. Therefore, users have to compromise according to their objectives. For radar sensors, polarization is an exclusive property compared to optical sensors. It also provides useful information for a variety of applications (Table 3) . (Table 4) , capable of obtaining multispectral images of any part of the world every day. Surrey Linear Imager -6 Channels (SLIM-6) is a dual bank linear push broom imager utilizing the orbital motion of the DMC platform to capture radiation refl ected from the Earth's surface (Crowley, 2008) . SLIM-6 has three bands, ie, NIR (0.77-0.90 µm), Red (0.63-0.69 µm), and Green (0.52-0.60 µm), which are equivalent to Landsat TM or ETM+ band 4, band 3, and band 2, respectively. The combination of the above sensor characteristics can support DMC imagery to be used for extensive practical applications. For example, its 32 m spatial resolution and three spectral bands are analogous to the Landsat TM and ETM+ data, which allows image users to generate comparable remote sensing products used in existing habitat mapping and ecological models. A one-day temporal resolution can satisfy the application of detecting rapid surface changes such as crop-growth monitoring and detecting intraseasonal ecosystem disturbance. Meanwhile, the high temporal resolution also promotes acquisition of good-quality imagery with limited cloud contamination. The sensor has been used in many applications including forest, agriculture, land-cover and habitat mapping, and fl ood or fi re monitoring. It is especially suitable for large area land-cover mapping due to the 600 km swath width. The cost of purchasing DMC data ranges from 0.018 to 0.164 US dollars per km 2 depending on desired data types (DMC International Imaging Ltd, 2008) . The further exploitation of DMC data likely provides an appropriate data source to traverse the coming Landsat gap.
Figure 2 Linkage of optical imagery properties and habitat applications
b ALOS PALSAR and Radarsat-2: Radar, the acronym of radio detection and ranging, is based on the transmission of long-wavelength microwaves (eg, 3-25 cm) through the atmosphere and then recording the amount of energy backscattered from the terrain (Jensen, 2007) . Radar remote sensing uses the microwave portion of the electromagnetic spectrum, from a frequency of 0.3 GHz to 300 GHz, or, in wavelength terms, from 1 m to 1 mm (Canada Centre for Remote Sensing, 2008). Most remote sensing radars operate at wavelengths from 0.5 cm to 75 cm (Canada Centre for Remote Sensing, 2008). The microwave frequencies have been arbitrarily assigned to different bands which are identified by letter. The most popular of these bands for use by imaging radars are included in Table 5 (Jensen, 2007) . The capability to penetrate through cloud or into a surface layer is increased with longer wave-lengths, eg, L-band radar sensors have better penetration than the C-band sensors. However, radars operating at wavelengths greater than 2 cm are not significantly affected by cloud cover (Canada Centre for Remote Sensing, 2008). Jensen (2007) summarized the primary advantages of radar as follows:
(1) certain microwave frequencies will penetrate clouds, allowing all-weather remote sensing; (2) it allows synoptic views of large areas for mapping from 1:10,000 to 1:400,000
and satellite coverage of cloud-shrouded countries is possible; (3) coverage can be obtained at userspecifi ed times, even at night; (4) it permits imaging at shallow look angles, resulting in different perspectives that cannot always be obtained using aerial photography; (5) it senses in wavelengths outside the visible and infrared regions of the electromagnetic spectrum, providing information on surface roughness, dielectric properties, and moisture content.
The Phased Array type L-band Synthetic Aperture Radar (PALSAR) on board Advanced Land Observing Satellite (ALOS) is an enhanced version of the JERS-1 SAR (Japanese Earth Resources Satellite), launched in January 2006 by the Japanese Aerospace Exploration Agency (Rosenqvist et al., 2007) . It is a fully polarimetric instrument, which operates in L-band with 1270 MHz (23.6 cm) centre frequency and 14 and 28 MHz bandwidths. PALSAR operates in single-polarization (HH or VV), dualpolarization (HH+HV or VV+VH), or quadpolarization mode, and the nominal ground resolution is ~10 and ~20 m in the singleand dual-polarization modes, respectively, and ~30 m in quad-pol mode (Rosenqvist et al., 2004) . It can also operate in a coarse, 100 m, resolution ScanSAR mode, with singlepolarization (HH or VV) and 250-350 km swath width (Rosenqvist et al., 2004) . In theory, quad-pol has more inherent information per pixel than dual-and single-pol, and so quad-pol data should produce more accurate products. PALSAR images have been successfully used for scientific researches on, for example, earthquake (eg, Lubis and Isezaki, 2009; Jin and Wang, 2009) , ice sheet (eg, Rignot, 2008) , hydrology (eg, Paillou et al., 2009) , and soil science (eg, Takada et al., 2009) . RADARSAT-2 (R-2) is the follow-on mission to RADARSAT-1 (R-1) designed to assure continuity of the supply of radar data, launched in December 2007 by the Canadian Space Agency (CSA) and MacDonald Dettwiler and Associates Ltd (MDA). However, the R-2 represents a significant evolution from R-1 in aspects of spatial resolution, polarization, and look direction (Table 6 ). With these advanced features, it is believed that R-2 can be used in many relevant application areas, such as improving resource management operations in the areas of ice and oceans, agriculture, geology, and hydrology, and supporting the global effort to improve environmental quality through environmental planning, assessment, and management (Morena et al., 2004) . More specifi c to applications in forestry, R-2's array of beam modes and polarimetric capabilities is likely to provide signifi cant steps forward in the detection of structural differences between forests, and offer greater potential for burn mapping. For example, ultra-fi ne beam mode provides increased accuracy of boundary placement; HV or VH single-pol likely provides the best potential for burn mapping since it is sensitive to structural damage incurred by the forest canopy (Radarsat-2 Information, 2009a). High-resolution data from RADARSAT-2, such as 3 m ultra-fi ne mode data or 12 m fi ne quad-pol mode data, offers the potential to improve forest-type mapping using textural analysis (Radarsat-2 Information, 2009a). In the context of geology, R-2's ultra-fi ne resolution and fully polarimetric capabilities can provide benefi ts such as more detailed mapping of terrain features or fi ne geological structures, better identifi cation of structural features and improved discrimination of different geologic units (Radarsat-2 Information, 2009a).
Methods for detection and removal of clouds and their shadows
In general, cloud cover is the unwanted information in optical images (Tseng et al., 2008) . In this context, if complementary information can be found to replace cloud-and cloud shadow-contaminated areas, the problem will be resolved to generate cloud-free images or map products. Multitemporal and radar images are considered a good choice to provide the complementary information (Hegarat-Mascle et al., 1998; Wang et al., 1999; Tseng et al., 2008) . The general steps of producing cloud-free images include image pre-processing (co-registration, correction of brightness, and image enhancement), detection of clouds and cloud shadows, and removal of clouds and their shadows (replacement). Many approaches have been developed to tackle obstacles at every step, but here we focus on reviewing the methods of detection and the removal of clouds and their shadows.
a Detection of clouds and their shadows:
Simpson and Stitt (1998) developed the pixelby-pixel cross-track geometry of the scene and image analysis methods to detect cloud shadow in daytime AVHRR scenes over land. These methods are not suitable for removing clouds and their shadows in other satellite imagery (Meng et al., 2009 ). However, the most frequently used method is one based on a threshold, of which the values may vary for images acquired at different time (Meng et al., 2009) . Chen (2001) stated clouds and their shadows can be detected using thresholds obtained from all five AVHRR (Advanced Very High Resolution Radiometer) channels as well as systematic mathematical expressions. The fi ve channels involve the use of surface reflectance (channels 1 and 2) and thermal (channels 3, 4, and 5) data. Cloud detection is based on the characteristic that clouds are generally bright in the visible spectrum (channel 1) and/or cold in the infrared spectrum (channel 2) (Gutman, 1992) , and highly reflective in channel 3 and/or relative cold in channels 4 and 5 (Yamanouchi and Kawaguchi, 1992) . Chen (2001) tested different thresholds for the detection of clouds and their shadows in AVHRR imagery, and used the thresholds of 0.27 for channel 1, 223 K for channel 4 and 0.8-1.6 for the ratio of channel 2 refl ectance, to channel 1 refl ectance. Finally, the contaminated pixels are classed into thick clouds, thin clouds, optical cirrus, cloud edges and cloud shadows according to their impacts on normalized difference vegetation index (NDVI). However, thermal bands are not available for many of the popular sensors, such as SPOT and IRS. With Landsat imagery, Automatic Cloud Cover Assessment (ACCA) can detect clouds over most of the earth's surface by their high albedo in the visible spectrum and by their cold temperatures (Choi and Bindschadler, 2004) . However, it is prone to mix up clouds and ice sheets because both Wang et al. (1999) suggested it is diffi cult to detect the shadow regions because of the similar brightness values between shadows and their neighbours or some other regions. Therefore, Wang et al. (1999) applied wavelet transforms to detect shadow regions, because shadows reduced the local contrasts of the image, and the wavelet coeffi cients can measure the local contrasts of the image at different scales. In addition, Griffi n et al. (2003) developed a cloud-cover algorithm for application to EO-1 (Earth Observer-1) Hyperion hyperspectral data. The algorithm successfully discriminated clouds from surface feature such as snow, ice, and desert sand only utilizing six bands in the refl ected solar spectral regions. Tseng et al. (2008) used the linear spectral unmixing method (LSU) to extract all of the cloud-cover pixels, but it cannot handle thin clouds and cloud shadow, and often confuses bright land surfaces as clouds.
b Removal of clouds and their shadows:
Adapted from the Tseng et al. (2008) research, the methods of removal can be categorized into four general classes according to the source of complementary information: (1) using image statistical information to interpolate or treat the cloud as noise to remove (eg, Rossi et al., 1994; Feng et al., 2004) ; (2) using multispectral images to fuse and generate the cloud-free images (eg, Wang et al., 2005) ; (3) using multitemporal images to fuse and generate the cloud-free images (eg, Wang et al., 1999; Tseng et al., 2008; Meng et al., 2009) ; and (4) because radar images are not affected by clouds, using radar images can restore the cloud-covered area (eg, Thanh et al., 2008 ).
An example from the fi rst category, proposed by Feng et al. (2004) , was called an improved homomorphism fi ltering method. This was based on the statistical characters of image information to remove cloud. Instead of fi ltering in the frequency fi eld, it isolates the low-frequency component of the image representing cloud information by calculating neighbourhood averages in the spatial fi eld. However, this method readily leads to the confusion of bright land-cover area and clouds; moreover, theoretically the denoising methods cannot completely recover the land covers blocked by the clouds (Tseng et al., 2008 ). An example from the second category, proposed by Wang et al. (2005) , encounters cloud contamination in all bands of multispectral images; in such a case, the clouds are also treated as noises and the similar results to these of the fi rstcategory methods are acquired (Tseng et al., 2008) . As a result, neither class of methods is likely to become mainstream in use.
More effort has gone into generating cloud-free composite images based on multitemporal methods. Wang et al. (1999) developed a scheme to remove clouds and their shadows from remotely sensed images of Landsat TM. The scheme uses the image fusion technique to automatically recognize and remove contamination of clouds and their shadows, and integrate complementary information into the composite image from multitemporal images. Tseng et al. (2008) generated cloud-free mosaic images from multitemporal SPOT images based on multidisciplinary methods, such as the multiscale wavelet-based fusion method. Meng et al. (2009) proposed an effi cient approach, called closest spectral fi t. This technique can avoid the spectral inconsistency between the substitution and original image, and it does not depend on the areas, the thickness, and the density of clouds and cloud shadows in the images.
The use of radar images to remove clouds and their shadows has rarely been studied, largely because optical and radar sensors fall into totally different genera (Jensen, 2007) , which may result in more complicated processing than using multitemporal methods. But the multitemporal methods require that cloudy areas in the base image should be cloud-free in the complementary image. Frequently it is impossible or extremely diffi cult to obtain a cloud-free complementary image, especially in tropical or cloud-prone areas. Most importantly, the Landsat imagery, with its low temporal resolution (16 days) is further limited when research objects change dramatically in a short time period. Hence, radar imagery has exclusive advantages in addressing the cloud issue when compared with multitemporal optical imagery. Thanh et al. (2008) achieved promising results on cloud removal of optical image using SAR data.
Fusion techniques of optical and radar imagery
Optical and radar image fusion is always at the leading edge of remotely sensed data fusion. The relevant technology has become progressively more systematic. Figure 3 indicates the outline of fusion between optical and radar images. Generally, system error will be corrected by the providers of the data, but the data need to be subject to further radiometric processing using a fi lter or other algorithms. Radar images have a strong 'salt and pepper' phenomenon (ie, speckle). Therefore, speckle reduction is an elementary operation in processing, and some remote sensing professionals suggest fi rst reducing speckle before geocoding (Dallemand et al., 1993) . Optical imagery acquisition is strongly influenced by atmospheric conditions and therefore needs correction. The next step Figure 3 Outline of optical and radar image fusion Source: Adapted from Pohl and van Genderen (1998) .
is geocoding, or co-registration, because the techniques are sensitive to misregistration (Pohl and van Genderen, 1999) . Data can then be fused according to the fusion techniques described below. However, if the image data are very different in spatial resolution, resampling from low to high resolution causes the data to appear blocky (Pohl and van Genderen, 1999) . Therefore, Chavez (1987) recommended using a smoothing fi lter before image fusion -any spatial or spectral enhancement related to the application prior to image fusion will benefi t the resulting fused image (Pohl and van Genderen, 1999) .
In general, the fusion techniques can be categorized into two classes (Pohl and van Genderen, 1998) : (1) colour-related techniques, such as colour composites (RGB), intensity-hue-saturation (IHS); (2) Statistical or numerical methods, such as principal component analysis (PCA), band combinations using arithmetic operators and others. Table 7 indicates the most successful techniques for fusing images from Landsat, SPOT, ERS-1 and JERS-1 -Japanese Earth Resources Satellite; Pohl and van Genderen, 1999) . Besides the typical techniques, more new techniques focus on the modelling and combination of fusion algorithms with the development of sensors and computation. For example, Farah et al. (2008) presented a semi-automatic approach based on casebased reasoning (CBR) to fuse images from ERS-2 and SPOT 4, and obtained encouraging results. Corbane et al. (2008) developed an algorithm consisting of a completely unsupervised procedure for processing pairs of co-registered SAR/optical images. Waske and van der Linden (2008) proposed a joint classifi cation of multiple segmentation levels from multisensor imagery using SAR and optical data, and implemented this method based on a support vector machine (SVM). Garzelli (2002) proposed a method aiming to generate an integrated map which selects specific information from SAR data to be injected into the optical data based on Table 7 Typical techniques testing on fusion from optical and radar sensors
Categorization
Techniques Results
Colour-related RGB Simple, and does not require CPU timeintensive computations. RGB overlay protects the contribution from optical imagery from being greatly affected by speckle from SAR.
IHS
With the capability of allocating data from the SAR to cloud-cover areas without having to identify the clouds at an earlier stage, but will reduce spatial detail.
Statistical or numerical Band combinations
Improve the interpretation of the SAR data, but depend very much on the appearance and content of the SAR image. Do not solve the cloud-cover problem. Brovey transform Successfully combine spectral information from the VIR with texture from the SAR data. PCA Principal component SAR images show potential for topographic mapping, especially for the 3D impression of topography and change detection.
the wavelet which is not referred to in classical IHS or PCS (Principal Component Substitution).
IV Application issue -landscape analysis and remote sensing
Landscape analysis refers to accurately quantifying landscape pattern, which has been commonly used in applications of resource management, environmental conservation and impacts of anthropogenic activity. A large number of metrics have been developed for quantifying landscape pattern since the seminal paper by O'Neill et al. (1988) . Advances in remote sensing technologies have provided practical means for classifi ed thematic maps which are the key inputs for most studies on landscape pattern analysis (Shao and Wu, 2008) . However, before using classifi cation maps to calculate landscape metrics, classifi cation accuracy should be assessed via analytically comparing satellite sensor derived products (eg, land cover) to reference data, which is presumed to represent the target value (Justice et al., 2000) . This is because the classifi cation errors will be carried over or even propagated in subsequent landscape pattern analysis (Fang et al., 2006; Shao and Wu, 2008) .
Accuracy assessment
Accuracy assessment is a critical step in analysing any map created from remotely sensed data. Quantitative accuracy assessment is implemented to identify and measure map errors (Congalton and Plourde, 2002) . The most widely used approaches in accuracy assessment are to calculate RMSE (see below) and to create an error matrix. Before the assessment, one needs to learn about the source of errors (Powell et al., 2004) . Besides the error gained from the method itself, other sources of errors include registration errors, processing errors, interpretation errors, and sampling errors, all of which will affect the accuracy of results (Lu and Weng, 2007) . RMSE is root mean square error, also called standard deviation, which is a measure of positional accuracy that encompasses both the effects of bias and random error. Because of the simplicity of RMSE calculation, it has long been utilized in accuracy assessments of remote sensing products (eg, Cohen et al., 2003; McDermid, 2005; Xu et al., 2005) . The error matrix is currently at the core of the accuracy assessment literature (Foody, 2002) . Congalton and Plourde (2002) stated that in order to correctly generate an error matrix the following factors need to be considered: (1) reference data collection; (2) classifi cation scheme; (3) sampling scheme; (4) spatial autocorrelation; and (5) sample size and sample unit. Afterwards, one can calculate overall accuracy, user's accuracy (commission error), producer's accuracy (omission error), and kappa coeffi cient. The meaning and computation methods of an error matrix can be found in previous literature such as Congalton and Plourde (2002) and Foody (2002) .
2 Landscape pattern analysis using remote sensing data Landscape pattern is spatially correlated and scale-dependent (Wu, 2004) . In particular, any measures of spatial heterogeneity in the landscape pattern, or of patch characteristics via metrics will be scale-dependent (Wu and Hobbs, 2002; Li and Wu, 2004; Wu, 2004) . The term 'scale' may refer to any one or combinations of several concepts, including grain (spatial resolution), extent (geographic), lag (or spacing), and cartographic ratio (Wiens, 1989; Lam and Quattrochi, 1992; Wu, 2004) , but the most commonly examined scales are grain or extent (Urban, 2005; Kent, 2007) , which have previously been described as the 'Modifiable Areal Unit Problem' (MAUP) in Geographic Information Systems (GIS) (Kent, 2007) . For remotely sensed data, grain and extent relate to image spatial resolution and footprint (image size), respectively. It is straightforward to deal with the extent issue via seamless image mosaicing. Accordingly, we focus on discussing the relationship of landscape metrics and image spatial resolution, and landscape metrics and thematic resolution. Furthermore, confronted with the limitations and uncertainties of Landsat-series data, it is important to examine what should be done at the application level. For instance, most ecological or resource-management models are Landsat-dependent, and if they must use other imagery to produce the mapping products it will result in incompatibility, or even conflict with derived models because of distinct spectral and spatial resolution.
a Landscape metrics and spatial resolution: Benson and MacKenzie (1995) examined the effects of grain size (spatial resolution) on landscape parameters characterizing spatial structure, ie, whether structural parameters remain constant from 20 m to 1100 m of grain size, and whether aggregation algorithms permit extrapolation within this range. Landscape parameters were used to quantify spatial structure, including percentage of water, number of lakes (patches), average lake area and perimeter, fractal dimension, and three measures of texture (homogeneity, contrast, and entropy). Results indicate that most measures were sensitive to changes in grain size. However, it was found that two texture measures were relatively invariant with grain size -homogeneity and entropy. The aggregation of the results indicated that extrapolated values closely approximated the actual sensor values, and that interpolation between the grain sizes of different satellite sensors is possible when an approach involving an aggregation of pixels is applied.
However, considerable differences between aggregated values and actual sensor values were found by Saura (2004) , who examined the effect of spatial resolution on six common fragmentation indices that are being used within the Third Spanish National Forest Inventory. Number of Patches (NP), Mean Patch Size (MPS), and Edge Length (EL) indicated that the aggregated values produced clearly more fragmented patterns than actual sensor ones. Different aggregation algorithms were tested in the context of forest fragmentation estimates across various spatial scales (Garcia-Gigorro and Saura, 2005) . Thirty-metre Landsat-TM forest data were transferred to 188 m IRS-WiFS (Indian Remote Sensing Satellite-Wide Field Sensor) and compared with actual WiFS data. Sensor point spread function was found to greatly improve comparability of forest fragmentation indices. However, a poor performance of power scaling laws was observed at finer spatial resolutions, and accordingly Garcia-Gigorro and Saura (2005) suggested that the true accuracy and practical utility of these scaling functions may have been overestimated in previous literature. In addition, the sensitivity of each of the indices varied with the gradient of spatial resolution. But Cain et al. (1997) conducted a multivariate analysis of pattern metrics, and pointed out that measures of land-cover diversity, texture, and fractal dimension were more consistent than measures of average patch shape or compaction among the landcover maps. summarized the responses of the 19 landscape metrics that fell into three general categories when calculated at the landscape level: Type I metrics showed predictable responses with changing scale, and their scaling relations could be represented by simple scaling equations (linear, power-law, or logarithmic functions); Type II metrics exhibited staircase-like responses that were less predictable; and Type III metrics behaved erratically in response to changing scale, suggesting no consistent scaling relations. Therefore, if metrics fall within category Type I they can be readily and accurately extrapolated or interpolated across spatial scales, whereas if they fall in Type II or Type III categories more explicit consideration of idiosyncratic details are required for successful scaling.
Proportion errors cannot be avoided when land-cover classifi cation data are aggregated to coarser scales. Moody and Woodcock (1995) tested two statistical models, multiplelinear and tree-based regression techniques, to assess relationships between landscape spatial pattern and errors in the estimates of cover-type proportions. Results from a multiple-linear regression model suggest that as patch sizes, variance/mean ratio, and initial proportions of cover types increase the proportion error moves in a positive direction and is governed by the interaction of the spatial characteristics and the scale of aggregation. However, the linear model does not explain the different directions of the proportion error. A regression tree model provided a much simpler fi t to the complex scaling behaviour through an interaction between patch size and aggregation scale. The understanding of proportion errors can help correct land-cover proportion estimates.
b Landscape metrics and thematic resolution:
The thematic resolution of remote sensing products is determined by the applied landcover classifi cation scheme. This represents the amount of detailed geospatial information, and infl uences on the various aspects of landscape classifi cation and the relevance of the derived pattern attributes to particular ecological questions (Buyantuyev and Wu, 2007) . Changing the thematic resolution of categorical maps may often alter the number of classes and their spatial pattern, thus resulting in differences in landscape metrics (Buyantuyev and Wu, 2007) . Many research results have proven that thematic resolution had significant effects on most of the landscape metrics, such as Huang et al. (2006) , Buyantuyev and Wu (2007) , and Castilla et al. (2009) . For example, Buyantuyev and Wu (2007) stated that three general response patterns emerged: increased, decreased, and little change. Most of the changes appear either linear or similar to a power-law. Additionally, Huang et al. (2006) pointed out that at lower class numbers, landscape metrics were most sensitive to increasing classifi cation detail.
c Solutions to the Landsat-gap on application level: It is necessary to generate Landsat-like classification maps using other alternative satellite images (eg, SPOT, DMC or radar images), if the expected Landsat-gap happens. It is of vital importance for the subsequent landscape pattern analysis or relevant ecological models to be based on Landsat classification maps. As discussed, scale issues caused by spatial, thematic, and spectral resolutions have a significant effect on classifi cation, and consequently the calculation of landscape metrics. In general, three promising solutions are suggested to partly address this issue: (1) select approximate 30 m spatial resolution alternatives (eg, DMC 32 m multispectral images); (2) adjust the procedural parameters of classification; (3) apply scaling relationships between landscape metrics and grain size to set up the model. The following points provide detailed information regarding these solutions.
• Solution 1. Landscape metrics are calculated based on classifi cation maps with certain grain size. DMC imagery has 32 m spatial resolution, and three bands which are equivalent to Landsat TM or ETM+ bands 2, 3 and 4. It is considered to be the closest sensor to Landsat TM or ETM+, and consequently it is likely to generate comparable classifi cation maps.
• Solution 2. Franklin et al. (2009) (Elmqvist et al., 2008) . 'Shape' represents the shape information considered in the segmentation and is defi ned by the compactness and smoothness heterogeneity of objects (Elmqvist et al., 2008) . 'Compactness' equals the ratio of the perimeter of an object and the square root of the number of pixels forming that image object (Benz et al., 2004 , Saura (2004), and Wu (2004) . grouped the effects of changing grain size into three general types: Type I, simple scale functions; Type II, staircase pattern; Type III, unpredictable behaviour. Twelve of the 19 landscape metrics we examined belonged to Type I, including the number of patches (NP), patch density (PD), total edge (TE), edge density (ED), landscape shape index (LSI), area-weighted mean shape index (AWMSI), area-weighted mean patch fractal dimension (AWMFD), patch size coeffi cient of variation (PSCV), mean patch size (MPS), square pixel index (SqP), patch size standard deviation (PSSD), and largest patch index (LPI). The relationships can help set up models to predict Landsat-based landscape pattern using alternatives, eg, SPOT imagery.
V Conclusions
Remote sensing provides significant information and plays a dominant role in largearea wildlife habitat mapping, although fi eld data acquired by in situ methods are also indispensable for most studies. However, the limitations and uncertainties in remote sensing hinder the feasibility and reliability of remotely sensed data in large-area applications. Pioneering work has achieved promising results in addressing these issues, but a tremendous amount of research yet remains, especially regarding the limitations and uncertainties of Landsat-series data, clouds and cloud shadows in optical imagery, and landscape analysis and remote sensing. New optical and radar sensors, eg, DMC and Radarsat-2, may provide answers to the above questions. Future research should explore the applicability of these sensors in large-area wildlife habitat mapping, and develop reliable and efficient methods for supporting diverse environmental, ecological and resource management applications. Key areas to address are: fusing the complementary optical and radar images to improve classification accuracy; diminishing the difference of classifi ed maps from diverse sensors on landscape pattern analysis via adjusting object-oriented classifi cation parameters; developing a cloud classification scheme according to their impacts on ground objects; and applying radar to remove cloud contamination in optical imagery.
