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Abstract: We show on-demand multi-wavelength spectrum and space defragmentation in an 
SDM and elastic network with four programmable nodes and two multi-core fiber links. The 
combined approach is shown to reduce blocking and hardware requirements in small nodes. 
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1.  Introduction 
Elastic optical networking (EON) has been proposed as a viable approach to efﬁciently support high-speed optical 
channels beyond 100 Gb/s [1]. EON allows to accommodate high-speed channels with arbitrary bandwidth 
requirements, e.g. 400G, 1T and beyond, as well as to increase spectral efﬁciency for low bitrate channels, e.g. 10G, 
by allocating spectrum in a ﬂexible manner and depending on channel requirements [2]. However, in a dynamic 
network environment, where optical channels are constantly added and removed, elastic spectrum allocation may 
give rise to spectrum fragmentation, which increases the blocking probability. Several techniques have been 
proposed to defragment the spectrum, such as wavelength conversion [2] and continuous tuning of the transmitted 
wavelength [3]. However, most of the techniques considered to date relocate only a single wavelength at a time with 
a specific polarization, bitrate and modulation format. To make this process more efficient it is necessary to develop 
a multi-wavelength defragmentation technique that is polarization, bitrate and modulation format independent. 
Meanwhile, Space Division Multiplexing (SDM) has been proposed to increase optical ﬁbre transmission 
capacity by increasing the number of spatial channels over a single ﬁbre [4]. However, successful deployment of 
networks with SDM links will require scalable and ﬂexible optical nodes able to support granularities consistent 
with traffic switching requirements while minimizing hardware requirements. We have recently proposed an 
adaptable optical node that provides a wide range of granularities and supports SDM requirements [5]. High 
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Figure 1. Experimental network configuration. Inset A: FWM-based wavelength converter schematic. 
relatively small nodes can switch large volumes of trafﬁc. However, switching at fiber/core granularities requires all 
channels in the same ﬁbre/core input to go to the same ﬁbre/core output, i.e. space defragmentation. 
In this paper, we propose and experimentally demonstrate on-demand polarization-independent multi-
wavelength spectrum defragmentation, as well as space defragmentation, in an elastic network with four 
programmable nodes and two multi-core fiber links. The proposed spectrum defragmentation approach 
simultaneously wavelength-converts one 40 Gb/s QPSK and two 10 Gb/s OOK channels, thereby reducing blocking 
due to wavelength contention. In turn, space defragmentation, performed in a large node, is shown to alleviate 
switching requirements in a smaller node, thereby facilitating the provisioning of end-to-end services. 
2.  Elastic multigranular network conﬁguration 
The network scenario, shown in Fig. 1, represents a future elastic and dynamic transparent network, with 
programmable optical nodes of different sizes and capabilities, linked by a mix of multi-core and single mode fiber 
(SMF). Nodes 1, 2 and 3 are connected by two 7-core ﬁbre sections of 2-km (MCF-1) and 3-km (MCF-2). Both 
MCFs connect to optical nodes using SDM MUX/DEMUX devices based on free-space optics [6]. The average loss 
of the MCF combined with SDM MUX/DEMUX was measured to be 2 dB and 2.4 dB for MCF-1 and MCF-2 
respectively. The average measured cross-talk (including the contributions of MUX / DEMUX) was -56.5 dB and -
53.8 dB for MCF-1 and MCF-2 respectively. Node-4 is connected to Nodes 1, 2 and 3 by different lengths of SMF, 
as illustrated in Fig. 1. Node-5 is remotely located and connects to Nodes 1 and 3 through 340-km dispersion 
compensated dark ﬁbre links. Nodes 1-4 are based on the Architecture-on-Demand (AoD) concept [5] and consist of 
an optical backplane that interconnects MCF/SMF ﬁbre inputs, functional modules and MCF/SMF ﬁbre outputs. 
The backplanes of Nodes 1, 2 and 4 are implemented as independent partitions of a 160x160 3D-MEMS optical 
switch with a 20-ms switching time and an average loss of 2 dB per cross-connection. Node-3 is implemented with a 
16x16 beam-steering switch [7] with an average loss of 0.59 dB per cross-connection. The modulation-, bit rate- and 
polarization-independent multi-channel spectrum defragmentation is achieved by wavelength conversion based on 
four-wave mixing (FWM) in a highly nonlinear fiber (HNLF) pumped by two orthogonally polarized cw lasers, see 
inset of Fig.1. The pumps are located at the two extremes of the signal/idler bandwidth and coupled together with 
the signals via arrayed waveguide gratings (AWGs), as illustrated in Fig. 1 inset A.  
3.  Spectrum and space defragmentation 
Figures 2 (a)-(d) show spectrum plots at relevant Node-2 inputs with channels labeled according to their destination 
node. Figures 2 (e)-(f) show relevant Node-2 outputs. Output channel labels represent the corresponding Node-2 
input. Three of the wavelengths in MCF-1 core 4 (Fig. 2c) present contention with one channel from SMF input A 
(Fig. 2a) and two channels from MCF-1 core 7 (Fig. 2d). These channels require being transmitted over Node-3, and 
340-km of installed SMF, to reach their destination (Node-5). It is not possible to resolve this contention using the 
space dimension, due to the single-core fiber between Nodes 3 and 5. Also, Node-3 is not provisioned with 
wavelength conversion or (de)multiplexing capabilities. Therefore, Node-2 is programmed to connect the 
polarization-independent multi-channel converter to input MCF-1 core 4, as shown in Fig. 1. Thus, the contending 
channels are relocated by means of simultaneous multi-wavelength conversion (MWC) and aggregated with all the 
other channels that go to Node-5 on MCF-2 core 5, as shown in Fig. 2(f). As the channels now aggregated in MCF-2 
core 5 have a common destination, i.e. Node-5, channel (de)multiplexing is not required for switching them at Node-
3, as shown in Fig. 1. Similarly, channels destined to Node-4 are aggregated at the output of Node-2 in MCF-2 core 
6, as shown in Fig. 2(e), thereby obviating the need for (de)multiplexing at Node-3. Therefore, performing spectrum 
and space defragmentation in Node-2 alleviates channel (de)multiplexing requirements in Node-3. 
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Figure 2. Optical spectrum plots at relevant Node-2 inputs and outputs. 
4.  Channel performance  
Figure 3 (a) shows bit error ratio (BER) plots and constellation diagrams for the phase modulated channels as a 
function of optical signal to noise ratio (OSNR), which were sent and received at Node-5 after going through Node-
1, MCF-1, Node-2 (with WC), MCF-2 and Node-3. BER results for the 10 Gb/s OOK channels, originated and 
received at Node-5 after going through Node-1, MCF-1, Node-2 (with WC), MCF-2 and Node-3, are shown in Fig. 
3 (b). At BER=10-9, end-to-end OSNR penalties of 2 dB and 2.8 dB are observed for the converted 1551.8 nm and 
1554 nm wavelengths respectively. Figure 3 (c) shows typical BER curves for channels ending at Node-4. End-to-
end penalties of 1.8 dB, 2.7 dB and 3.7 dB are observed for the 555 Gb/s (sub-carrier 25), 42.7 Gb/s, and 42.7 Gb/s 
sub-wavelength channels respectively. Figure 3 (d) shows back-to-back and end-to-end sensitivities of the 
continuous 42.7 Gb/s channels received at Node-4. The highest penalty, of 4.5 dB was measured for the channel at 
1542.9 nm due to the lower channel power and OSNR, as shown in Fig. 2(e). Note that power equalization was not 
performed at the outputs of Node-2. 
5.  Conclusion 
We have proposed and experimentally demonstrated on-demand polarization-independent multi-wavelength 
spectrum defragmentation, as well as space defragmentation, in an elastic SDM/FDM/TDM network with four 
programmable nodes and two multi-core fiber links. The proposed multi-channel spectrum defragmentation 
approach was implemented in a programmable node to perform on-demand waveband conversion and resolve issues 
of wavelength contention. Space defragmentation was shown to alleviate switching requirements of smaller nodes, 
thereby facilitating the provisioning of end-to-end services. BER results showed error-free performance for the OOK 
channels and a good margin below the 2x10-3 FEC threshold for the 555 Gb/s, 40G BPSK and 40G QPSK channels. 
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Figure 3. BER measurements at various points in the network. 
