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X-ray diﬀraction (XRD) scan of a quasi-forbidden (002) reﬂection and using X-
ray reﬂectivity (XRR) electron density in addition to XRD peak location. The
intensity of this (002) reﬂection varies as a function of arsenic content, which
allows having two free composition-related variables, peak intensity and loca-
tion. The obtained layer compositions are compared with accurate reference
values obtained with Rutherford backscattering spectroscopy combined with nu-
clear reaction analysis measurements. The results reveal that the XRD method
overestimates the arsenic and nitrogen content with an error margin of about 0.12
in arsenic content and 0.025 in nitrogen content for the 30 nm thick ﬁlms, but
the accuracy can be improved by taking peak weakness into account. The XRR
and XRD based method is more accurate with accuracy being 0.05 in arsenic
content and 0.01 in nitrogen content. Furthermore, a method is demonstrated
to determine the layer composition with photoreﬂectance inverting the two-level
band anticrossing model to determine material composition based on the energies
of the transitions from the valence band to the split conduction band.
Keywords: GaAsPN, quaternary semiconductor, X-ray diﬀraction,
Rutherford backscattering, photoreﬂectance
Language: English
ii
Aalto-yliopisto
Sähkötekniikan korkeakoulu
Elektroniikan ja sähkötekniikan koulutusohjelma
DIPLOMITYÖN
TIIVISTELMÄ
Tekĳä: Juha-Matti Tilli
Työn nimi:
Neliyhdistepuolĳohde GaAsPN:n koostumuksen määritys
Päiväys: 1. elokuuta 2014 Sivumäärä: 10 + 96
Pääaine: Mikro- ja nanotekniikka Koodi: S-104
Valvoja: Professori Harri Lipsanen
Ohjaaja: Diplomi-insinööri Henri Jussila
30 nm ja 130 nm paksuja Ga(As)PN-epikerroksia kasvatettiin GaP-substraatille,
joiden avulla tutkittiin onko mahdollista määrittää kerrosten koostumus mit-
taustekniikoilla joita ei tavanomaisesti käytetä neliyhdistepuolĳohteen koostu-
musmääritykseen. Erityisesti tekniikat jotka vaikuttivat lupaavimmilta olivat yh-
den kvasikielletystä (002)-heĳastuksesta mitatun röntgendiﬀraktiokäyrän käyttä-
minen ja röntgenheĳastuksella määritetyn elektronitiheyden käyttäminen rönt-
gendiﬀraktiopiikin sĳainnin lisäksi. Tämän heĳastuksen intensiteetti muuttuu
arseenipitoisuuden funktiona, mikä sallii kahden koostumusriippuvaisen vapaan
muuttujan määrittämisen. Saatuja kerrosten koostumuksia vertaillaan tarkkoi-
hin referenssiarvoihin, jotka on saatu Rutherford-takaisinsirontaspektroskopialla
yhdistettynä ydinreaktioanalyysimittauksiin. Tulokset paljastavat, että röntgen-
diﬀraktiomenetelmä yliarvioi arseeni- ja typpipitoisuuksia arseenipitoisuuden vir-
heen ollen noin 0.12 ja typpipitoisuuden virheen 0.025 30 nm paksuille kerroksille,
mutta tarkkuutta voidaan parantaa. Röntgenheĳastukseen ja röntgendiﬀraktioon
pohjautuva menetelmä on tarkempi arseenipitoisuuden virheen ollen noin 0.05 ja
typpipitoisuuden virheen 0.025. Lisäksi esitettiin menetelmä, jolla voidaan mää-
rittää kerroksen koostumus fotoreﬂektanssilla invertoiden kaksitasoisen band an-
ticrossing -mallin. Menetelmä antaa koostumuksen, kun tiedetään transitioiden
energiat valenssivyöltä jakautuneelle johtavuusvyölle.
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1 Introduction
The semiconductor industry today is based mostly on CMOS circuits manufactured
on silicon substrates. The advantages of silicon are low material cost, the availability
of a high quality gate oxide and a reasonably high hole mobility in comparison to
e.g. GaAs. Additionally, the temperature at which doped silicon becomes intrin-
sic is high, meaning that silicon transistors can operate at high temperatures when
compared to e.g. germanium transistors. In MOSFETs built using the CMOS pro-
cess, ideally current only ﬂows when a transistor switches its state, leading to low
power consumption in large integrated circuits, which explains why most integrated
circuits today are made using the CMOS process. However, it should be mentioned
that in modern sub-micrometer CMOS processes there is also a continuously ﬂow-
ing leakage current. There is also capacitive coupling between the electrical wires,
which explains why optoelectronic interconnects are interesting. Silicon is also the
dominant material in solar cells, which can be explained by the low cost of silicon
substrates. However, silicon is a poor light emitter due to its indirect bandgap which
explains why optoelectronic components are made from III-V compound semicon-
ductors. Additionally, III-V compound semiconductors can be used to manufacture
high-electron mobility transistors (HEMT) and heterojunction bipolar transistors
(HBT) which have a higher cut-oﬀ frequency than conventional transistors. III-V
dilute nitrides also have an eﬀect where the conduction band splits into two [3–9],
thus making it possible to fabricate an intermediate band solar cell (IBSC) [10–17].
The integration of III-V compound semiconductors with silicon could enable inte-
grating high-frequency components and optoelectronics for inter-chip and intra-chip
1
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interconnects with silicon CMOS technology. Additionally, a silicon intermediate
band solar cell could compete with traditional silicon solar cells in terrestrial appli-
cations. Of all binary III-V compound semiconductors, gallium phosphide (GaP)
has the smallest lattice mismatch when compared to silicon. Therefore, gallium
phosphide is a promising buﬀer layer material for growing III-V compound semicon-
ductors on top of silicon. In order to successfully fabricate components on top of
silicon, viable components have to be demonstrated on gallium phosphide substrates
ﬁrst.
The quaternary material GaAsPN allows more degrees of freedom for adjusting
the band gap and the lattice constant when compared to e.g. GaPN. A GaAsPN
quantum well laser integrated on silicon has already been successfully demonstrated
using electrical injection [18, 19]. The material also has drawn some attention in
the solar cell research community due to having a split conduction band [20] allow-
ing the fabrication of an IBSC. Furthermore, the material has been proposed to be
used in fabrication of a silicon tandem solar cell [21]. However, the composition
determination of this quaternary material is challenging. The traditional method to
determine the composition of an epilayer is the determination of the lattice constant
from XRD [22,23] measurements. However, with quaternary materials, determining
the lattice constant from XRD measurements is not enough, as the composition
determination of a quaternary material requires determining two variables. For the
GaAsPN quantum well laser, it was noted that XRD allows precise composition de-
termination of only ternary alloys, and the composition of the quaternary GaAsPN
was determined by various test structures that investigated the incorporation be-
haviour of various elements in MOVPE [19]. There are several composition determi-
nation methods that work for quaternary materials such as AES [24,25], SIMS [26],
RBS [27, 28], XPS [29] and XRF [30]. However, the measurement apparatuses re-
quired for these methods are uncommon. E.g. an RBS system is rare, whereas an
X-ray diﬀractometer is found in almost any optoelectronics laboratory. Similarly a
PR measurement apparatus can be built from standard laboratory equipment.
In this thesis, new methods for composition determination based on XRD peak
intensity, XRR electron density and band-anticrossing (BAC) model calculations
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with PR measurements are developed. All of these methods allow the composition
determination of the quaternary GaAsPN. Furthermore, a new manual method for
performing a relaxation test with a triple-crystal diﬀractometer is developed to check
that the layers are fully strained, which the XRD based composition determination
assumes. This work could be expanded by developing a more comprehensive theory
of dynamical XRD that takes into account the presence of crystallographic defects,
but that is out of the scope of this work and would require specialized knowledge that
the author does not have. The objective of this work is to determine whether the
proposed XRR, XRD and PR based methods are accurate for the grown GaAsPN
layers. The objective of this work is not to fully characterize the set of samples
grown, but as a side eﬀect of the studies done evidence about low crystalline quality
and a composition gradient of N were found.
In Chapter 2, the theoretical basis related to III-V semiconductors and the
growth of gallium phosphide on silicon is reviewed. In Chapter 3, the metal-organic
vapor phase epitaxy (MOVPE) growth process is described. In Chapter 4, the used
measurement methods XRR, XRD, PR, AFM and RBS/NRA are reviewed. In
Chapter 5 the novel measurement methods based on XRD and PR are described.
In Chapter 6 the results of the measurements are presented and discussed. Chapter
7 concludes this thesis.
2 Theoretical basis of the materi-
als
This chapter reviews the theoretical basis of the materials used in this work. For the
theoretical basis of the used growth and measurement methods, see the next chap-
ters. First, III-V compound semiconductors and their growth methods in general
are described. Then gallium phosphide based alloys are discussed.
2.1 III-V compound semiconductors
Silicon, the most common semiconductor material today, has an indirect band gap.
To create luminescent components, a direct band gap is required. Many III-V com-
pound semiconductors have a direct band gap. The crystal structure of III-V com-
pound semiconductors is usually zinc blende or wurtzite. The III-nitrides naturally
have a wurtzite structure and the other semiconductors generally have a zinc blende
structure, but the incorporation of a small amount of nitrogen in III-V zinc blende
compound semiconductors does not change the crystal structure.
For binary compound semiconductors, the lattice constant of the material is a
known parameter. For ternary and quaternary semiconductors, the lattice constant
can be calculated from Vegard’s law [31, 32] which is a linear interpolation law for
the lattice constant. In this thesis, a similar linear interpolation law has also been
used for the parameters EN and CMN of the BAC model and the Poisson’s ratio.
The band gap cannot be calculated from a simple linear interpolation law unlike
4
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Table 2.1: Lattice constants and band gaps of silicon, germanium and III-V com-
pound semiconductors having the zinc blende crystal structure. From the table we
can see that the lattice constant of GaP is very close to that of silicon.
a Eg
Si 5.431 Å 1.12 eV
Ge 5.658 Å 0.661 eV
GaAs 5.65325 Å 1.424 eV
GaP 5.4505 Å 2.26 eV
InAs 6.0583 Å 0.354 eV
InP 5.8687 Å 1.344 eV
the other constants. There is a second-order bowing term in the law. For example,
for GaAsyP1−y the direct band gap is
EMΓ(0) = (2.776− 1.469y + 0.108y2) eV. (2.1)
GaP actually has an indirect band gap lower than the direct band gap. The previous
equation calculates the direct band gap.
III-V compound semiconductor substrates are grown using e.g. the Czochralski
process or the Bridgman method. Layers of III-V compound semiconductors on top
of the substrate are grown with epitaxy. Epitaxy refers to the growth of crystalline
thin ﬁlms on top of a crystal substrate. The growth can be either homoepitaxial
where the same material as the substrate crystal is grown on top of it, or heteroepi-
taxial where a diﬀerent material is grown. At a glance, homoepitaxy may sound
pointless, but the grown ﬁlm can be more pure than the substrate and can have a
diﬀerent level of doping than the substrate. In the case of heteroepitaxy, the lattice
constant mismatch between the substrate and the grown ﬁlm results in strain par-
allel to the surface. An opposite strain in the direction perpendicular to the surface
results from strain parallel to the surface, and can be calculated from the Poisson’s
ratio. Both homoepitaxy and heteroepitaxy were used in this thesis: the growth of a
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gallium phosphide (GaP) buﬀer layer on top of the GaP substrate is homoepitaxial
growth, while the growth of GaAsPN on top of GaP is heteroepitaxial growth.
In addition to luminescent components, III-V compound semiconductors enable
a lot of interesting applications such as transistors having a higher cut-oﬀ frequency
than silicon MOSFETs and BJTs. Additionally, multi-junction solar cells can be
manufactured with III-V compound semiconductors. To understand why multi-
junction solar cells are important, it can be noted that basic crystalline silicon solar
cells have a Shockley-Queisser limit of 30 percent [33] and have reached an eﬃciency
of 25 percent in non-concentrated light. A fundamental limitation here is that at
energies lower than the band gap, the material of the solar cell does not absorb light,
and with photon energies higher than the band gap, the excess energy is lost as heat.
Multi-junction solar cells have multiple junctions with band gap energies decreasing
in the deeper junctions, allowing light absorption at diﬀerent wavelengths. GaAs
multĳunction solar cells have reached an eﬃciency of 44 percent in concentrated
light and 38 percent in non-concentrated light.
Conventional solar cells have only two relevant energy bands: the valence band
and the conduction band and there is only one possible transition from the valence
band to the conduction band. Adding a new energy band to an n-band solar cell
adds n new transitions: for example for a two-band one-transition solar cell, adding
an intermediate band results in a total of three transitions. Such a solar cell could
compete with a three-junction solar cell while having a far simpler structure and
therefore potentially lower cost. In III-V dilute nitrides, the BAC model predicts
that the conduction band splits into two sub-bands. Thus these materials can be
used to fabricate a multi-band solar cell.
In terrestrial applications the ﬁgure of merit is watts per cost which results
in cheap silicon-based cells dominating the market. In space applications, where
the launch cost is high, the ﬁgure of merit is watts per kilogram. High-eﬃciency
multĳunction solar cells are used in satellites and space exploration, and in terrestrial
applications when combined with solar concentrators. It has been predicted that
in the future, electric power generation is dominated by solar cells. However, solar
cells are unable to produce power when the sun doesn’t shine, and electricity is
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hard to store. Therefore, it is likely that in the future concentrated solar-thermal
power plants that store heat in the daytime and use it to generate electricity during
the nighttime are needed in addition to photovoltaic cells to achieve an ecological
electricity generation mix. Fortunately, electricity use peaks in the daytime when
the sun shines, so there is also need for solar cells in the power generation mix, too.
Currently solar cells are used mainly in terrestrial oﬀ-grid applications and in space
where an electric grid is not available.
Fabricating an intermediate-band solar cell from III-V dilute nitrides could make
it possible to use low cost silicon wafers as the substrate of the solar cell. In this
application, an intentionally miscut substrate can be used to reduce the amount of
monoatomic steps [34] and thus the degree of anti-phase disorder, because no CMOS
electronics are going to be integrated with the solar cell. It should be noted that
there is also another way to increase the eﬃciency of silicon solar cells, namely the
upconverting photovoltaic (UC-PV) cell [35]. Such solar cells have a backside layer
made of an upconverting material which absorbs multiple photons at low energies
and re-emits a single photon at a high energy.
2.2 Gallium phosphide based alloys
Of the binary III-V semiconductors, gallium phosphide (GaP) has a lattice constant
closest to that of silicon. For this reason, gallium phosphide looks to be a promising
buﬀer layer for the integration of III-V based components such as high-speed tran-
sistors and optoelectronics on silicon substrates. GaP growth on silicon has been
investigated as early as 1980 [36,37]. However, it has only been recently shown that
a suitable buﬀer layer of gallium phosphide can be grown on silicon [38–48]. After
that, it was shown that GaAsPN MQW structures having direct band gap can be
grown on GaP [49–51] and monolithically integrated on silicon [52]. Furthermore, it
was shown that GaAsPN MQW structures achieve lasing under optical injection [53]
and can be used in the fabrication of a laser diode on GaP [54–57]. Then a laser
integrated on silicon was successfully demonstrated using electrical injection [18,19].
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In this work, the composition determination of GaAsPN is done on gallium phos-
phide substrates and thus GaP is not grown on silicon, but gallium phosphide is an
interesting material precisely because it can be grown on silicon.
Gallium phosphide has an indirect band gap. However, gallium phosphide and
gallium arsenide phosphide based dilute nitride materials where a few percent of
nitrogen is included in the alloy change the indirect bandgap to a direct one, making
it possible to fabricate light-emitting components. Additionally, nitrogen changes
the band structure in a signiﬁcant and important way: the conduction band of dilute
nitrides has been observed to split into two sub-bands. In an intermediate-band solar
cell, the intermediate band needs to be isolated from the contacts and the open
circuit voltage is determined by the E+ band. In lasers and light-emitting diodes,
the intermediate band is not isolated from the contacts and thus the intermediate
E− band determines the wavelength of the emitted light. This enables the emission
at a wavelength longer than the direct band gap of GaP.
Gallium phosphide is a binary semiconductor, and therefore growing it on a
monoatomic semiconductor can lead to so-called anti-phase disorder. For this reason
among others, the growth of GaAsPN is done on gallium phosphide substrates in this
work to prevent anti-phase disorder from aﬀecting the XRD results. As a matter
of fact, the (002) reﬂection has been used to determine the degree of anti-phase
disorder previously [58]. This illustrates the importance of the used GaP substrate,
as the used (002) reﬂection is very sensitive to anti-phase disorder.
3 MOVPE
In this thesis, the examined materials are grown using metal-organic vapor phase
epitaxy (MOVPE). In addition to MOVPE, other epitaxial processes such as liquid
phase epitaxy (LPE) and molecular beam epitaxy (MBE) exist. The advantages of
MOVPE, however, are the wide availability of materials, and the possibility to grow
very thin ﬁlms. Additionally, it is possible to grow quantum dots with MOVPE.
MOVPE [59, 60] is an epitaxial growth process where the precursors are
organometallic compounds and growth takes place from the gas phase. The lay-
ers can be grown at an atmospheric pressure or with a vacuum pump, a pressure
lower than the atmospheric pressure. It is a major process in the growth of structures
used in optoelectronics. In particular, blue light emitting diodes are manufactured
using MOVPE. The growth rate depends on the temperature and the gas ﬂows,
but for example at a temperature of 700 °C the growth rate of gallium phosphide is
about a micrometer per hour. The growth rate is slow enough to allow the precise
control of thickness required for fabricating quantum wells.
The reactor can be a cold-wall reactor where only the susceptor is heated, so that
the gases do not react before reaching the hot substrate sitting on the susceptor,
or a hot-wall reactor where the entire reaction chamber is heated. The susceptor is
made of a material that absorbs radiation well.
In this thesis, a Thomas Swan MOVPE reactor was used. It is a cold-wall reactor
where the graphite susceptor is heated with a halogen lamp. The graphite susceptor
is able to hold a 2 cm×2 cm substrate. The growth temperature is monitored with a
thermocouple that is situated inside a glass tube in a hole in the susceptor. It should
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be mentioned that all temperatures mentioned are thermocouple readings and thus
the temperature of the sample surface is lower due to the fact that the ﬂowing gases
cool down the sample surface. The reactor walls consist of quartz glass and are
cleaned periodically because of the tendency of the source materials to deposit on
the reactor walls. All of the grown thin ﬁlms were grown at an atmospheric pressure.
The reactor that was used has a vacuum pump and therefore supports growth at
a pressure lower than the atmospheric pressure, but the feature of growing at a
pressure lower than the atmospheric pressure was not used. The used carrier gases
were hydrogen and nitrogen. During growth, the hydrogen carrier gas was used and
otherwise there is a constant nitrogen ﬂow through the reactor.
The materials grown in this thesis consist of gallium, nitrogen, phosphorus and
arsenic. The used precursors were trimethylgallium (TMGa), dimethylhydrazine
(DMHy), tertiarybutylphosphine (TBP) and tertiarybutylarsine (TBAs). During
growth, the TBP ﬂow is turned on ﬁrst and then the other precursors are introduced
to the reaction chamber. The TBP ﬂow is also turned oﬀ last. Having only a group
V precursor does not result in layer growth, but prevents the evaporation of the
group V atoms from the surface thus protecting the surface. The V/III ratio is
about a hundred, so group III precursors are the ones that limit growth.
When the organometallic precursors are heated in the MOVPE reactor, they
start to decompose in a reaction called pyrolysis. The pyrolysis is an extremely
complex reaction, and there are also bimolecular reactions between the diﬀerent
precursors [61,62], so the exact pyrolysis reactions are not described here. It suﬃces
to say that the bond between the grown element and the organic group is stronger the
fewer carbon atoms there are in the organic group. Thus, for example triethylgallium
decomposes faster at a low temperature when compared to trimethylgallium.
Because of the complexity of the reactions occurring, it is impossible to determine
the composition of the layer accurately from gas ﬂow ratios. This is especially true
for group V precursors where at the used V/III ratios of about hundred an abundance
of group V precursor molecules exist. Therefore it is important to have a separate
method for determining the composition of grown layers. In the case of GaAsPN, the
incorporation behaviour of group V elements has been extensively investigated [63].
4 Traditional measurement meth-
ods
This chapter describes the theory behind the traditional measurement methods
AFM, XRR, HRXRD, PR and RBS. It should be noted that the theory presented
here is not complete. If the reader wishes to get a complete understanding of these
measurement methods, the references for AFM [64–71], XRR [72–75], XRD [22,23],
PR [76–79] and RBS [27,28] are recommended.
4.1 Atomic force microscopy (AFM)
Atomic force microscopy (AFM) [64–71] is a type of scanning probe microscopy with
a high resolution on the order of fractions of a nanometer. This is many orders of
magnitude better than the diﬀraction limit of optical microscopes. The information
of the sample surface is obtained by reﬂecting a laser beam from a cantilever to an
array of four photodetectors. The relative detected intensity of the laser beam at
the photodetectors gives information about the movement of the cantilever. The
cantilever has a sharp tip at the end that is used to scan the sample surface. The
sample holder can move the sample horizontally and vertically very accurately with
a sub-nanometer precision. The principle of AFM is based between the forces of
the sharp tip of the cantilever and the sample surface when the tip is brought close
to the sample surface. AFM measurements can be performed in the contact mode
where the deﬂection of the tip and thus the force between the tip and the sample
11
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surface is maintained at a constant value, or in semicontact mode where the AFM
tip oscillates at its resonant frequency and the forces between the sample surface and
the tip act to modify the resonance frequency and the software adjusts the sample
height to keep the oscillation frequency or amplitude constant.
In this thesis, an NT-MDT Ntegra Aura AFM was used. All of the atomic force
micrographs have been taken in semicontact mode. The AFM is on top of a damped
table to reduce vibrations originating from the environment.
4.2 X-ray reﬂectivity (XRR)
The refractive index for most materials at X-ray wavelengths is slightly smaller than
one. Therefore, at low grazing angles of ω < 0.2° a phenomenon called total external
reﬂection (TER) is observed. At angles larger than this, the reﬂected intensity can
be calculated from Fresnel equations. If there is a thin ﬁlm on top of the substrate,
interference eﬀects as a function of angle can be seen. These interference eﬀects
allow determination of the thickness (via the spacing of the interference fringes)
and electron density (via the strength of the interference fringes) of the thin ﬁlm as
long as there is a suitable electron density contrast between the substrate and the
thin ﬁlm. Additionally, if the surface of the sample is rough, a part of the reﬂected
intensity goes to diﬀuse scattering, so the specular reﬂectivity intensity is lower.
This eﬀect allows the determination of the surface roughness. The most accurate
analysis of the data is by ﬁtting a theoretical simulated curve calculated from a layer
model into the measured data. The determination of ﬁlm thickness using XRR has
been shown to have good inter-laboratory accuracy [80, 81]. For more information
about XRR, see e.g. Ref. 72–75.
The main beneﬁt of XRR for composition determination purposes is that it can
be used to determine the electron density of a thin ﬁlm, which is dependent on the
composition of the ﬁlm. However, the accuracy of electron density determination
may not necessarily be high enough to be useful in composition determination of
heteroepitaxial layers.
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Figure 4.1: Example of simulated XRR curve ﬁtted to measured data. The deviation
between the measurement and the simulation at large angles is due to the non-
Gaussian behaviour of the surface roughness factor [82].
In XRR measurements, an X-ray mirror, a 0.04 rad Soller slit, a 10 mm beam
mask and a programmable divergence slit held at 1/32° were used on the incident
beam side. Additionally, a 0.1 mm copper attenuator was manually inserted and
removed at the high-intensity regions of the reﬂectivity curve to achieve a linear
response of the detector. At the reﬂected beam side, a thin ﬁlm collimator, a
0.04 rad Soller slit and a ﬂat graphite monochromator crystal were used. The
detector used was a proportional counter. The XRR curves of the measurement
were analyzed using a custom software, the algorithms of which have been reported
previously [83, 84]. It should be noted that currently there exists free software for
analyzing XRR measurements [85,86], which was not the case when the custom XRR
software was written in 2006. Additionally, commercial software, some of which has
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Figure 4.2: Example of simulated XRD curve ﬁtted to measured data.
been described in the literature [87, 88], can also be used but such software often
has high license costs. The custom software is based on Parratt’s formalism [89]
combined with the Névot-Croce interfacial roughness approximation [90].
4.3 High-resolution X-ray diﬀraction (HRXRD)
X-ray diﬀraction (XRD) [22, 23] is a phenomenon where the X-rays incident on a
sample crystal diﬀract from the atoms of the crystal. As the atoms are ordered in
a periodic crystal lattice, there exist directions where the interference of the waves
scattered from the diﬀerent atoms of the crystal is constructive. These directions
can be calculated from Bragg’s law.
With an X-ray diﬀractometer, it is possible to measure high-resolution scans of
the diﬀraction intensity as a function of the angle. These high-resolution (HRXRD)
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scans contain information not only about the lattice constants and thus the elemental
compositions of the sample, but also interference fringes can be seen which contain
information about the thickness of thin ﬁlms. It has been shown that both XRR
and XRD have good accuracy in thickness determination [91].
For samples of good enough quality, the sample can be modelled with a layer
model consisting of a substrate and a number of homogeneous thin ﬁlms on top
of the substrate. With a ﬁtting analysis, it is possible to obtain layer thicknesses
and the distance between the diﬀracting planes along the direction of the diﬀraction
vector, which can be used to calculate the lattice constant. By using Vegard’s
law [31,32], the composition of ternary semiconductors can be determined from the
lattice constant.
If a good ﬁt of the simulation model to the measurement cannot be obtained,
it is still possible to obtain information about the lattice constant by using Bragg’s
law for the diﬀraction peak. E.g., for a sample consisting of a substrate and a layer
of poor crystalline quality, it is possible that a weak peak from the thin ﬁlm can
still be seen but the interference fringes that contain information about the layer
thickness may be too weak to be distinguishable from background noise. In this
case, it is possible to obtain the distance between the diﬀracting planes by using
Bragg’s law for the angle of the peak if the peak can be seen.
For symmetric reﬂections such as (004) for (001) oriented substrates, information
is obtained for the lattice constant perpendicular to the surface of the sample.1 For
asymmetric reﬂections such as (113), the distance of the diﬀracting planes contains
also information about the lattice constant parallel to the surface. Thus with the
information from both a symmetric reﬂection and an asymmetric reﬂection, it is
possible to determine the lattice constant parallel to the surface and to determine
whether the layer is relaxed.
The XRD measurements were performed using a commercial Philips X-ray
diﬀractometer with a four germanium (220) crystal monochromator and an X-ray
mirror at the incident beam side and with an analyzer crystal at the diﬀracted
1...or nearly perpendicular, as all substrates are either intentionally or at least accidentally
miscut a little bit.
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beam side. The measurements were analyzed using a custom software that has
been described previously [2]. Because the presented method depends on the values
of crystal electric susceptibilities, it is important to note how they are calculated.
In this case, the crystal electric susceptibilities were calculated with a method by
Lugovskaya and Stepanov [92], using ﬁtted sums of gaussian functions for atomic
scattering factors [93] and tabulated values for dispersion corrections [94] and for
Debye-Waller factors [95]. The curve itself was calculated with a recursive solu-
tion of the Takagi-Taupin equation [96] and diﬀerential evolution [97–100] was used
as the ﬁtting algorithm with a covariance-matrix based coordinate rotation during
crossover [84]. Diﬀerential evolution in particular [101, 102] and genetic algorithms
in general [103–105] have been previously applied to X-ray scattering curve ﬁt-
ting problems. The software does not support traditional optimization algorithms
such as Levenberg-Marquardt [106, 107] or the simplex method [108] as they get
stuck to false local optima. The global optimization algorithm simulated anneal-
ing [109, 110] is also not supported, as it requires too large calculation time in
practice. Poisson’s ratios and lattice constants were calculated with linear inter-
polation using Vegard’s law [31, 32]. The software has been compared for the case
of the samples analyzed in this thesis against Sergey Stepanov’s X-ray server [111]
at http://x-server.gmca.aps.anl.gov/, which uses a recursive matrix approach of
dynamical XRD [112]. The simulated curves were almost identical, and thus the
software can be trusted. Furthermore, a set of GaAsN samples previously analyzed
with Philips’ software [113] has been reanalyzed with the used software and the
results have been found to be in good agreement [2].
4.4 Photoreﬂectance (PR)
PR is a measurement method for the diﬀerential change of the reﬂectance of a sample
when another light source is illuminated on the sample surface [76–79]. The other
light source is typically a laser, which is absorbed by the sample and the absorption of
the illuminated light modiﬁes the electric ﬁeld near the sample surface. The electric
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ﬁeld causes a diﬀerential change in the reﬂectance of the sample. The diﬀerential
change is especially large near photon energies corresponding to transitions between
the valence band and the conduction band. Therefore PR allows determining these
transitions, which can be used to make deductions about material composition.
Photoreﬂectance measurements can be performed in the bright conﬁguration
where the monochromator is placed between the sample and the detector, or in the
dark conﬁguration, where the monochromator is placed between the lamp and the
sample. An advantage of the bright conﬁguration is that laser scatter does not reach
the detector and the luminescence of the sample reaches the detector only at the
wavelength of the monochromator. In the bright conﬁguration, the luminescence
signal can be separately measured and subtracted from the combined luminescence
and reﬂectance signal. In this work, bright conﬁguration is used for that reason.
Information from photoreﬂectance signals can be performed by either manually
determining the locations of the transitions from the features seen in the curve
or alternatively with a ﬁtting analysis. In this work, ﬁtting analysis was used for
samples #1–3.
The measurement apparatus has been manually built from standard laboratory
equipment [114]. An Oriel Instruments halogen lamp is used as the light source.
The power of the lamp can be adjusted by an adjustable Oriel Instruments constant-
power supply. A power of 50 watts was used during the alignment of the components,
and 250 watts was used during measurement.
All of the measurements were performed in a bright conﬁguration where the
monochromator was placed between the sample and the detector. The sample was
attached with glue or with a two-sided adhesive tape to a copper coin, which is
attached to a brass sample holder that can be rotated along the vertical axis. The
temperature of the sample can be controlled with a compressor and a temperature-
controlled heater element. However, all of the photoreﬂectance measurements here
were performed in room temperature. A 405 nm InGaN laser diode was used which
was temperature-controlled with a Peltier element to operate at 25 °C. The laser
diode was powered by an adjustable constant current source and chopped with a
chopper running at a known frequency, e.g. at 337 Hz. A Stanford Research Systems
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lock-in ampliﬁer was used to distinguish the PR signal at the chopper frequency
from other signals. In some of the samples, PL was observed. The PL signal was
measured by turning oﬀ the halogen lamp and subtracted from the combined PL and
PR signal measured with the halogen lamp on. For PR measurement procedures,
see Appendix 4.
4.5 Rutherford backscattering spectroscopy
(RBS)
Rutherford backscattering spectroscopy (RBS) [27,28] is an analytical technique that
utilizes the backscattering of typically alpha particles to obtain information about
the sample. An RBS instrument consists of three components: an ion source that
gives a beam of usually alpha particles, a linear particle accelerator to accelerate the
ions to high energies, typically to the range 1–3 MeV, and a detector that is capable
of measuring the energies of backscattered ions over a range of angles.
The energy for the backscattered particles can be obtained by considering the
kinematics of the collision, namely the conservation of momentum and energy, and
thus the energy of a backscattered particle gives information about the mass of
the atom into which the particle collided. To obtain composition information, an
equation of the probability of the backscattering event is also required.
Because particles travelling in a material slow down gradually, RBS is a surface-
sensitive technique and is capable of determining the layer thickness accurately.
RBS can be combined with nuclear reaction analysis (NRA). In this case, the
ion beam causes nuclear reactions in certain atoms such as nitrogen. The radiation
emitted by these nuclear reactions is detected, and with a suitable standard the
absolute composition of certain atoms can be calculated. This technique is espe-
cially useful for detecting the nitrogen content in dilute nitrides, as the nitrogen
content is typically very small and hard to detect with RBS alone. For RBS/NRA
measurement procedures, see Appendix 3.
5 Novel measurement methods
This chapter describes the related theory behind the developed measurement meth-
ods. First, how the PR composition determination method works for GaAsPN is
demonstrated in Section 5.1. Then, in Section 5.2 how the composition aﬀects dif-
ferent variables in X-ray scattering curves is analyzed and it is demonstrated that a
measurement method based on the location and intensity of (002) XRD peak looks
promising, as does a measurement method based on the location of an XRD peak and
XRR-determined electron density. Furthermore, the potential error sources aﬀecting
the (002) XRD measurement method and the XRR-determined electron density are
identiﬁed and a procedure for doing the ﬁtting analysis for the (002) XRD measure-
ment method is described, as is a procedure for determining material composition
from XRR-determined electron density and XRD-determined lattice constant. Ad-
ditionally, in Section 5.3, a novel method is described for testing whether an epilayer
is fully strained.
5.1 PR composition determination
The PR composition determination method is based on determining the energies of
the transitions from the valence band to the split conduction band. The transition
energies are dependent on the material composition, and a model which tells what
these transition energies as a function of composition are can be inverted to de-
tremine the composition as a function of the transition energies. Because there are
two transitions between the valence band and the conduction band split into two,
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with the knowledge of these transition energies the full composition of a quaternary
material can be determined.
The band anticrossing model predicts that the conduction band splits into two
[3,4]
E±(k) =
1
2
[(EMΓ(k) + EN)±
√
(EMΓ(k)− EN)2 + 4xC2NM ], (5.1)
where the minimum of the conduction band at the Γ band edge of GaAsyP1−y is
calculated from Equation 2.1 and linear interpolation is used for the nitrogen level
EN (1.65 eV for GaAsN and 2.18 eV for GaPN) and the coupling parameter CNM
(2.7 eV for GaAsN and 3.05 eV for GaPN).
Here it should be noted that the usage of the BAC model has often been criticized
by theorists as it fails to take into account the impacts of all diﬀerent N conﬁgu-
rations to the material band structure [115, 116]. It can be speculated that with
a model more accurate than the BAC model, the PR composition determination
could be made more accurate.
Solving the values of x and y from the nonlinear system of equations is not
possible with algebraic means. Therefore, a computer program to solve the equa-
tion using numerical algorithms was written using GNU Octave (see Appendix 2).
This program can be used to determine the composition of a quaternary material
when the transition energies from the photoreﬂectance measurement are known.
The transition energies can either be determined manually or ideally with a ﬁtting
analysis.
5.2 X-ray based composition determination
5.2.1 Introduction
Both HRXRD and XRR measurements are sensitive to the composition of a thin
ﬁlm, but in diﬀerent ways: in XRR measurements the composition of the thin ﬁlm
aﬀects its electron density whereas in XRD measurements the composition of the
thin ﬁlm aﬀects the unstrained lattice constant of the thin ﬁlm.
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In XRR measurements, the composition of the thin ﬁlm aﬀects its electron den-
sity, which can be measured with a curve-ﬁtting analysis from the measured data.
The accuracy of XRR has been previously studied and it has been found that the
relative accuracy of mass density determination is about 3%, but that is for ALD-
grown aluminium oxide on top of silicon [117, 118]. If this is the case, it is unlikely
that this accuracy would be good enough for determining the layer composition
accurately.
In HRXRD, the composition aﬀects the unstrained lattice constant according to
Vegard’s law [31,32]. Below the critical thickness, the lattice constant of an epitax-
ially grown thin ﬁlm parallel to the surface is forced to the same value as the lattice
constant of the substrate. Perpendicular to the surface, the value of the lattice con-
stant can be calculated from Poisson’s ratio and lateral strain. Of these two diﬀerent
composition measurements methods (XRR and HRXRD), HRXRD is signiﬁcantly
more accurate but works only for crystalline materials and therefore HRXRD is the
main X-ray technique for measuring composition of heteroepitaxial semiconductors.
Another advantage of HRXRD is that for thin ﬁlms of poor crystalline quality, the
position of the peak is not changed although the peak may become weaker. Even
if ﬁtting analysis is impossible, it is still possible to determine the lattice constant
using Bragg’s law.
With only one measured real variable, only one free composition variable in the
sample model can be ﬁtted to the measured data. Thus for quaternary semiconduc-
tors of the type AxB1−xCyD1−y or ABxCyD1−x−y determining both x and y from a
single X-ray curve using traditional methods is not possible.
Determining the composition of a quaternary semiconductor needs two diﬀerent
composition related variables. The variables can for example be:
1. Location of the Bragg peak in XRD
2. Intensity of the Bragg peak in XRD
3. Electron density in XRR
Unfortunately, small changes in composition result in small changes in intensity
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of the Bragg peak for the usually used (004) reﬂection in XRD measurements. It is
unlikely that this variable could be determined accurately enough.
In this section, two X-ray based composition determination methods are de-
scribed. The ﬁrst method uses the location and intensity of the (002) XRD Bragg
peak. The second method uses the location of the (004) XRD Bragg peak and the
electron density as determined by XRR.
5.2.2 XRD peak intensity and location based method
5.2.2.1 Introduction
The intensity of a reﬂection can be calculated from the structure factor, which takes
into account interference eﬀects from the reﬂecting waves coming from all atoms
within the unit cell. Some reﬂections are called quasi-forbidden reﬂections. In these
reﬂections such as (002) for zinc-blende semiconductors, destructive interference
reduces the intensity of the reﬂection. As the III and V atoms have a diﬀerent
reﬂection coeﬃcient, the destructive interference does not totally eliminate all of
the intensity of the reﬂection and thus a weak reﬂection can be seen. Due to the
partial destructive interference, the intensity of these quasi-forbidden reﬂections is
more sensitive to the composition of the material than e.g. the (004) reﬂection.
In particular, the intensity of a quasi-forbidden (002) reﬂection has been shown
to depend strongly on the composition of the ternary AlxGa1−xP and quaternary
InxAl1−xAsySb1−y, allowing the use of the intensity of the reﬂection as a second free
variable in composition determination, which makes it possible to determine the
composition of a quaternary material with a single X-ray scan. [119,120]
To investigate the feasibility of using the (002) reﬂection intensity to determine
the composition of GaAsyP1−x−yNx, several curves were simulated for the (002) and
(004) reﬂections with varying values of y and with x set so that the lattice constant
of the material stays the same. The simulated curves are shown in Figures 5.1(a)
and 5.1(b). Note that the some of the simulated curves in the ﬁgures are clearly
unphysical, e.g. it is assumed that the layers are fully strained and the nitrogen
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content x to keep the lattice constant the same was unrealistically large from the
fabrication point of view in some cases. The ﬁgures are only meant to illustrate
how the intensity of the peak varies as a function of the As content y. It can
be seen that the intensity of the (004) peak is practically independent of the As
content while the intensity of the quasi-forbidden (002) reﬂection varies strongly
with the As content, making it potentially possible to determine the composition
of a quaternary semiconductor by taking into account the intensity of the peak in
addition to the location of the peak. In this work, the intensity and the location
of the quasi-forbidden (002) reﬂection are used to determine the composition of
GaAsPN layers.
5.2.2.2 Error sources
Use of the peak intensity is not as accurate as peak position in determining the
composition of the material. In particular, the following sources of error may be
present:
• Poisson-distributed photon counting noise and other measurement related in-
accuracies such as sample misalignment. This can result in either too high
or too low determined arsenic content. This error source is random and can
be reduced by making the measurement multiple times in the case of sample
misalignment and using longer photon counting times in the case of photon
counting noise. The magnitude of these measurement related inaccuracies can
be estimated by making the measurement multiple times and doing ﬁtting
analysis for each measurement separately.
• The crystal planes of the epilayer may be tilted diﬀerently from the substrate.
For example, it has been shown that a GaP layer grown on a misoriented
silicon surface relieves the strain energy by tilting the crystal planes [121]. If
this is the case, the true thin ﬁlm peak may be at a diﬀerent ω or Ψ angle than
the peak of the substrate. Note here that alignment is typically done for the
substrate peak. The result is that the peak observed in a 1-axis ω− 2θ scan is
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Figure 5.1: Simulated XRD curves for the (a) quasi-forbidden (002) reﬂection and
(b) allowed (004) reﬂection of a 75 nm thick GaAsyP1−x−yNx with varying values
of y and with x set so that the lattice constant stays the same. Note that some of
the simulated curves are unphysical, e.g. the layer was assumed to be fully strained
which might not be true in reality and the N content x was unrealistically large for
some layers.
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weaker than the true peak. The result is that the determined arsenic content is
too high, as both an increased arsenic content and tilting of the crystal planes
result in a weaker peak. With a reciprocal space map of a symmetric reﬂection
(or ideally two, one at φ = 0° and another at φ = 90°) it can be checked that
the true thin ﬁlm peak occurs at the same ω angle as the observed thin ﬁlm
peak. Additionally, with ω and Ψ scans the same check can be done but in a
signiﬁcantly faster way.
• The epilayer may have degraded crystal quality. For example, nitrogen re-
lated point defects may be present in the case of GaAsPN. Typically in dilute
nitrides, nitrogen is not fully substitutionally incorporated into the crystal
lattice. The diﬀerent possible nitrogen conﬁgurations may cause strain ﬁelds
around them, aﬀecting the reﬂection intensity. Due to degraded crystal qual-
ity, the peak will become weaker, which results in too high determined arsenic
content.
• The layer may be partially relaxed. If this is the case, this results in a deter-
mined nitrogen content that is too high, as both relaxation and an increase in
nitrogen content tend to move the peak to a higher θ angle without materially
aﬀecting the peak intensity. However, it should be noted that strain relaxation
is associated typically with degraded crystal quality, so the determined arsenic
content will typically also be too high if the layer is relaxed. The relaxation
may be studied with reciprocal space maps of asymmetric reﬂections or with
the method presented in Section 5.3 and can be eliminated by ensuring that
the layer thickness is below the critical thickness for strain relaxation.
• The atomic scattering factors used to calculate crystal electric susceptibilities
may be inaccurate. If they are slightly incorrect, the eﬀect of the peak intensity
varying with material composition is seen, but the magnitude of the eﬀect in
simulations will deviate from the magnitude in real measurements. Thus, the
determined arsenic content will be oﬀ.
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Additionally, it should be noted here that the lattice constant is determined very
accurately by a high-resolution X-ray diﬀractometer, whereas the peak intensity will
not be as accurate as lattice constant in determining material composition. Thus, the
determined arsenic and nitrogen contents have a crosserror: if e.g. the determined
arsenic content is too high due to one of the mentioned error mechanisms, this would
move the peak to a lower θ angle without an associated increase in nitrogen content.
However, the location of the peak is very accurately known and stays ﬁxed, as the
previously mentioned error mechanisms aﬀect mainly only the peak intensity and
not its location1. Therefore, the determined too high arsenic content will lead to a
determined nitrogen content that is also too high.
It should also be noted that although the determined lattice constant is very
accurate, Vegard’s law [31, 32] may not be true for dilute nitrides. For example,
it has been observed that the lattice constant of InAsN deviates signiﬁcantly from
Vegard’s law due to non-substitutional incorporation of nitrogen into the crystal
lattice [122]. Additionally, for GaPN it has been incorrectly determined with XRD
that the nitrogen content is 0.02 while the real nitrogen content was 0.036, which
was explained also by non-substitutional incorporation of nitrogen into the crystal
lattice [123]. In the work, the substitutional nitrogen content is 0.024 which is closer
to the XRD-determined nitrogen content of 0.02. The accuracy of Vegard’s law has
also been investigated for InGaN [124] and InGaAsP [125], and it has been observed
that there is a deviation from Vegard’s law.
In summary, the systematic error sources cause the peak to become weaker and
the determined arsenic content (crystal quality issues) or the nitrogen content (re-
laxation) in being too high, while the random photon counting noise error source
can either result in too high or too low arsenic content. There is crosserror between
the determined nitrogen and the arsenic content: if due to crystal quality issues the
determined arsenic content is too high, it causes the determined nitrogen content
to also be too high. An estimate for the photon counting noise can be obtained by
performing the measurement twice and seeing how the determined arsenic content
1with the exception of strain relaxation which affects also peak location
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values diﬀer. The amount of systematic error cannot be estimated in this way.
5.2.2.3 XRD peak intensity and location ﬁtting analysis
To determine if the composition of the samples could be determined with XRD
alone, a simulated curve with a ﬁxed trial As content is ﬁtted into the measured
curve. The ﬁtting error values of the function used in the ﬁtting analysis were then
plotted as a function of the trial As content. The determined As content is at the
minimum of the ﬁtting error function curve. The N content and the layer thickness
is obtained from the ﬁtting analysis at the minimum of the curve. The software
used doesn’t support determining the composition of a quaternary semicondutor,
but as it exposes the value of the ﬁtting error function used in the ﬁtting analysis
to the user, it is possible to ﬁt one composition parameter and manually determine
the minimum of the ﬁtting error as a function of the other composition parameter.
The ﬁtting analysis here is somewhat diﬀerent than but similar to the the inte-
gration method used previously to determine the composition of InxAl1−xAsySb1−y.
[120] As the method here is based on a ﬁtting analysis, the method takes into account
the intensity of the whole peak, not just its maximum, and is therefore similar to
the integration method. Normalization is achieved by using the normalization con-
stant as one ﬁtting parameter, which results in the simulated and measured curves
in being at the same height in logarithmic scale. The method presented here would
be easier to implement in a curve-ﬁtting software than the integration method, as
the only change needed would be to simply allow the ﬁtting of another composition-
related parameter, which would eliminate the manual minimum determination step
in the method.
To investigate if the ﬁtting error function has an eﬀect on the determined compo-
sition, four diﬀerent ﬁtting error functions are used. The ﬁrst ﬁtting error function
that takes into account the Poisson-distributed photon counting noise in a correct
way is
F1 = χ
2 =
∑ (Pmeas − Psimul)2
Pmeas
, (5.2)
where Pmeas and Psimul are the measured and simulated photon counts, respectively.
CHAPTER 5. NOVEL MEASUREMENT METHODS 28
Note that as the standard deviation of photon counting noise is the square root of
the measured photon count, the numerator contains the diﬀerence squared and the
denominator contains the standard deviation squared. Thus the diﬀerence is divided
by its standard deviation and a square is taken of the result. Unfortunately the χ2
ﬁtting error function gives too much weight to the Bragg peak of the GaP substrate
in comparison to the GaAsPN layer. This is a signiﬁcant problem, as in the analysis
it is assumed that the only source of error is Poisson noise. In reality, the used
simulation model might not reproduce the shape of the substrate peak accurately
enough. Additionally, the used X-ray detector can have a nonlinear response at high
intensities. Therefore, the ﬁtting error function χ2 needs modiﬁcations in order to
be useful.
The second used ﬁtting error function was mixed relative/χ2 which is the same
as χ2 below a critical photon rate C and proportional to the relative error above a
critical photon rate. The function is the sum of:
F2 =
{ ∑ (pmeas−psimul)2
pmeas
, pmeas < C∑ (pmeas−psimul)2
p2meas/C
, pmeas ≥ C
, (5.3)
where pmeas and psimul are the measured and simulated photon rates, respectively,
measured in photons/second and the parameter C was set to 100 photons/second
to prevent the Bragg peak from having too much weight. The third was 1-norm in
logarithmic space:
F3 =
∑
| log pmeas − log psimul|, (5.4)
and the fourth was 2-norm in logarithmic space:
F4 =
√∑
(log pmeas − log psimul)2. (5.5)
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5.2.3 XRD peak location and XRR electron density based
method
5.2.3.1 Introduction
If XRR electron density could be determined accurately enough, it could be used as a
second composition dependent variable in addition to the XRD peak location. It has
been previously demonstrated [117,118] that the accuracy of density determination
in XRR is 3.5%. The accuracy is low because of Poisson-distributed photon counting
noise. However, this low accuracy is caused by the fact that an extended ﬁtting
range is used and the used ﬁtting error function is 2-norm in logarithmic space. The
ﬁrst article [117] demonstrated that with a suitably designed ﬁtting error function,
one can determine mass density much more accurately. Additionally, tests have
been performed and it was found out that restricting the end of the ﬁtting range
to a region where photon counting noise is not so prevalent also improves density
determination accuracy. In this thesis, two methods to avoid low accuracy are used:
1. The end of the ﬁtting range is restricted to 1°. Actually, this would be neces-
sary for other reasons too in addition to avoiding photon counting noise: after
1° the simulation no longer matches the measurement due to non-Gaussian
behaviour of the surface roughness factor [82].
2. The ﬁtting error function used is mixed relative/χ2 instead of the more com-
monly used 2-norm in logarithmic space.
For XRR analysis, mixed relative/χ2 ﬁtting error function is deﬁned as
F2 =
{ ∑ (rmeas−rsimul)2
rmeas
, rmeas < C∑ (rmeas−rsimul)2
r2meas/C
, rmeas ≥ C
, (5.6)
where rsimul and rmeas are the simulated and measured reﬂectivities and C is a free
parameter for which the value of 0.001 is used for XRR measurements. Note that
the deﬁnition of the ﬁtting error function is the same as for XRD analysis with the
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exception that reﬂectivities are used instead of photon rates and the value of C is
0.001 instead of 100 photons/second.
There are two possible ways how to determine material composition based on
XRD and XRR scans. One possibility, the most ideal way, is to ﬁt XRD and XRR
curves simultaneously. However, that requires software that is designed to ﬁt both
XRD and XRR curves. The software used consisted of two individual components
that do not work together. A slightly less ideal way to determine the material
composition is to determine the electron density from XRR measurement and then
use various trial As and N contents to calculate a theoretical electron density to see
which trial contents give the correct electron density. The trial As and N contents
are linked together: when a trial As content is selected, XRD ﬁtting analysis is
performed to ﬁt the location of the XRD peak giving the trial N content which
explains the location of the XRD peak together with the trial As content.
In order to calculate the electron density, the mass density of the layer needs to
be known ﬁrst. For GaAsyP1−x−yNx, the mass density is
ρ =
4mGa + 4ymAs + 4(1− x− y)mP + 4xmN
a‖a‖a⊥
, (5.7)
where a‖ is the lattice constant of the thin ﬁlm parallel to the surface, a⊥ is the
lattice constant of the thin ﬁlm perpendicular to the surface and determined from
XRD (004) scan via curve ﬁtting analysis, mX for X = Ga, As, P and N is the mass
of the atom in kilograms and y and x are the As and N contents.
When the mass density is known, the electron density can be calculated from
ρe =
fGa + yfAs + (1− x− y)fP + xfN
mGa + ymAs + (1− x− y)mP + xmNρ (5.8)
where y and x are the As and N contents, mX is the atomic mass of X = Ga, As,
P and N in kilograms and fX = ZX + ∆f ′X is the atomic scattering factor of X =
Ga, As, P and N where ZX is the atomic number and ∆f ′X is the Hönl anomalous
dispersion correction real part tabulated e.g. in Ref. 94. Finally, note that ρe is
not the real density of electrons in the material. It is the density of electrons that
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would explain the optical properties of the material if electrons behaved ideally. The
inclusion of the Hönl anomalous dispersion correction takes into account the non-
ideal behaviour of electrons. For a GNU Octave function to calculate the electron
density of GaAsPN and its usage instructions, see Appendix 5.
The XRR curve ﬁtting software should be able to calculate ρe based on the ﬁtted
layer mass density. Typically the ﬁtting parameter is the mass density and not the
electron density, but as they are linearly related to each other, it is possible to
determine the electron density by using a trial composition to ﬁt the mass density
and then calculate the electron density. The determined electron density should be
relatively independent on the trial composition but the determined mass density is
obviously dependent on the trial composition. If the XRR curve ﬁtting software
does not expose the value of electron density to the user, Eq. 5.8 can be used to
calculate the electron density from the mass density and the trial composition.
5.2.3.2 Error sources
There are at least a few error sources which may aﬀect the XRR-determined electron
density:
1. It is possible that the sample is misaligned and thus the critical angle is de-
termined incorrectly [126]
2. It is possible that the oscillation amplitude of the interference fringes is dif-
ferent in the measurement when compared to the simulation. For example, it
has been speculated that the Névot-Croce interfacial roughness model causes
artiﬁcially strong interference fringes in the simulation [127].
3. Poisson-distributed photon counting noise also aﬀects the determination of
electron density, especially so if the 2-norm in logarithmic space ﬁtting error
function is used and if the ﬁtting range is extended to the noisy region. This
error source has been investigated previously [117,118], but the investigations
are incomplete: for example, these investigations have not researched what
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eﬀect reducing the ﬁtting range far away from the noisy region has on the
material parameter determination accuracy.
4. When the electron density is calculated from the mass density, Hönl anomalous
dispersion corrections need to be used. It is possible that these anomalous
dispersion corrections have incorrect values. The values tabulated in Ref. 94
are used in this work, but it is by no means certain that they are accurate.
In this work, the second and third error sources are reduced by using the mixed
relative/χ2 ﬁtting error function and restricting the end of the ﬁtting range to 1°.
This causes the electron density determination to use the critical angle region and
the very ﬁrst interference fringes, which are the most accurately determined ones.
Additionally, it should be noted that the lattice constant is determined very
accurately by a high-resolution X-ray diﬀractometer, but the electron density de-
termination by XRR is inaccurate e.g. due to possible sample misalignment. If
the XRR determined electron density gives a too high arsenic content, this would
move the peak to a lower θ angle without an associated increase in nitrogen con-
tent. However, the location of the peak is very accurately known and stays ﬁxed, as
the XRD error mechanisms aﬀect mainly only the peak intensity and not its loca-
tion2. Therefore, the determined too high arsenic content will lead to a determined
nitrogen content that is also too high.
5.3 Novel relaxation test method
5.3.1 Introduction
Some commercial software have the capability to determine strain state based on
ﬁtting multiple XRD ω-2θ scans at the same time, some from an asymmetric re-
ﬂection such as (113) and some from a symmetric reﬂection such as (004). For
example, for PANalytical Epitaxy, a set of four ω-2θ scans is recommended for most
2with the exception of strain relaxation which affects also peak location
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accurately determining the strain state. The software automatically compensates
away the eﬀect of crystal plane tilt when four ω-2θ scans are used. However, the
used custom software has no such support. To determine whether the layers are
fully strained, a novel manual method for performing a relaxation check with a
triple-crystal diﬀractometer was developed in this thesis. The method is based on
comparing the location of the (113) XRD peak to the theoretically predicted value
of a fully strained ﬁlm.
Another way to determine whether the layers are fully strained is to acquire
a RSM of the (113) reﬂection and seeing whether the thin ﬁlm peak occurs at
the same value of the diﬀraction vector component along the crystal plane as the
substrate peak. However, the drawback of RSMs is the slow data acquisition time.
An advantage of RSMs here is that they are able to ﬁnd evidence of a strain gradient.
For example, it has been shown that InGaN may have a strain gradient [128].
5.3.2 Mathematical background
It should be noted that due to the tetragonal distortion of the unit cell, the crystal
planes of the asymmetric reﬂections in the thin ﬁlm have an oﬀset angle diﬀerent
from the substrate even though the crystal planes parallel to the surface have not
been tilted. This is illustrated in Figure 5.2. The angle diﬀerence can be calculated
from the dot product of the reciprocal lattice vectors of the substrate and the thin
ﬁlm and for the (113) reﬂection is
α = arccos
12
asa‖
+ 1
2
asa‖
+ 3
2
asa⊥√
( 1
as
)2 + ( 1
as
)2 + ( 3
as
)2
√
( 1
a‖
)2 + ( 1
a‖
)2 + ( 3
a⊥
)2
(5.9)
where as is the lattice constant of the substrate, a‖ the lattice constant of the thin
ﬁlm parallel to the surface and a⊥ the lattice constant of the thin ﬁlm perpendicular
to the surface. Here a⊥ was calculated from Bragg’s law of a symmetric reﬂection.
As we assume a fully strained ﬁlm, a‖ = as. Here for gallium phosphide a‖ = as =
5.4505 Å. Note that the previous equation loses sign information and gives always
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alpha
Figure 5.2: Tetragonal distortion of the unit cell changes the oﬀset angle of the thin
ﬁlm to a diﬀerent value than the oﬀset angle of the substrate.
positive oﬀset angle diﬀerence. The sign needs to be inverted to be negative if a⊥ is
smaller than a‖.
The predicted location of the peak can be calculated using Bragg’s law and the
interplanar distance of the reﬂecting planes d113 where
d113 =
1√
( 1
a‖
)2 + ( 1
a‖
)2 + ( 3
a⊥
)2
, (5.10)
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where a‖ and a⊥ are deﬁned as previously and
θ113 = arcsin
λ
2d113
, (5.11)
where λ is the wavelength of the used X-rays. These equations can be used to
calculate the location of the substrate XRD peak if as is substituted for a‖ and a⊥.
The ω − θ oﬀset angle for the (113) reﬂection of (001) oriented substrates is
theoretically
ω − θ = β(113) = arctan
√
12 + 12
3
, (5.12)
however, the miscut of the substrate modiﬁes the actual angle so the previous equa-
tion calculates only an initial guess and the real oﬀset angle needs to be found with
a diﬀractometer.
If the peak can be seen with the predicted θ− ω oﬀset angle with the diﬀerence
α from the θ − ω oﬀset angle of the substrate peak and occurs with the predicted
θ angle calculated from d113, it can be concluded that the layer is fully strained.
However, it should be noted that this presented method does not work perfectly
when there are strain gradients in the thin ﬁlm.
In order to calculate the approximate in-plane lattice constant of the thin ﬁlm,
the reciprocal lattice vector component parallel to the (001) planes needs to be
known. For (113) reﬂections on (001) substrates it is [129]
H‖ =
1
λ
(cos(2θ(113) − ω′(113))− cos(ω′(113))), (5.13)
where ω′(113) = θ(113) + β(113) + α is the angle of incidence measured from the (001)
planes, θ(113) is the diﬀraction angle and λ is the wavelength of the used X-rays.
After H‖ has been calculated for the observed peak, it is possible to calculate
the approximate in-plane lattice constant from
a‖ =
√
12 + 12
H‖
, (5.14)
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which is valid for (113) reﬂection on (001) cut substrates. It should be, however,
noted that the equation is only very approximate as the true peak in the (H‖, H⊥)
reciprocal space may not be paraxial, so for relaxed layers the true maximum of the
peak may occur at a diﬀerent H‖ value than the peak observed in a 1-dimensional
ω-2θ scan.
The degree of relaxation of a layer is deﬁned as
R = 1− a‖ − a0
as − a0 , (5.15)
where as is the substrate lattice constant, a0 is the strain-free thin ﬁlm lattice
constant and a‖ is the true in-plane lattice constant of the thin ﬁlm. According to
the deﬁnition of degree of relaxation, R = 1 if a‖ = a0 and R = 0 if a‖ = as, so the
deﬁnition makes sense.
Finally, the strain-free lattice constant a0 can be calculated from
a0 =
(1− ν)a⊥ + 2νa‖
1 + ν
, (5.16)
where a⊥ and a‖ are deﬁned as previously and ν is the Poisson’s ratio for the thin
ﬁlm. For GaAsP and GaAsPN, the value 0.309 which is halfway between the values
for GaP (0.307) and GaAs (0.311) can be used. For GaPN, the value for GaP (0.307)
should be used.
5.3.3 Method application
The novel method to determine the strain state of a layer proceeds as follows:
1. A symmetric ω-2θ scan such as (004) scan for (001) cut substrates needs to be
acquired.
2. The strained out-of-plane lattice constant is determined from the layer sym-
metric peak location and Bragg’s law.
3. The diﬀractometer is aligned to the symmetric thin ﬁlm peak and it is veriﬁed
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with ω and Ψ scans that the layer peak occurs for the same ω−θ oﬀset and tilt
angle Ψ as the substrate peak. If this is not the case, the layer crystal planes
are tilted diﬀerently from the substrate and the relaxation check cannot be
trusted.
4. The substrate (113) peak location is calculated using Eq. 5.10 (substituting as
for a‖ and a⊥) and Eq. 5.11. The ω−θ oﬀset angle of the substrate (113) peak is
calculated using Eq. 5.12. The diﬀractometer is aligned to the substrate peak
by enterng the calculated θ and ω− θ oﬀset values. The sample rotation angle
Φ is adjusted so that the peak is seen and standard diﬀractometer alignment
procedures are used afterwards (see Appendix 1).
5. The ω − θ oﬀset diﬀerence between the thin ﬁlm and the substrate are calcu-
lated from Eq. 5.9. Note also that the sign of α needs to be modiﬁed to be
negative if a⊥ is smaller than a‖. The predicted thin ﬁlm peak location is also
calculated from Eq. 5.10 and Eq. 5.11.
6. The ω − θ oﬀset angle the diﬀractometer is aligned to is modiﬁed by adding
to it the calculated oﬀset angle diﬀerence α. Note that the sign of α must
be changed to be negative in some cases. The diﬀractometer is aligned to the
predicted thin ﬁlm peak location θ.
7. If the thin ﬁlm peak is seen at the predicted θ location, the layer is fully
strained. If not, the layer is at least partially relaxed.
6 Results and discussion
The chapter is organized in the following way: Section 6.1 presents the description
of the grown samples. Section 6.2 presents the structural and composition charac-
terization of the samples with the results of AFM and RBS/NRA measurements.
Section 6.3 contains the results of the PR measurements and the comparison of PR
measurements with RBS/NRA measurements and XRD peak location. In Section
6.4, it is veriﬁed with the novel method that samples #1–5 are fully strained. In Sec-
tion 6.5, the full quaternary composition of the layers is determined from the (002)
XRD scan and the accuracy of the method is improved by taking into account the
weakness of the (004) XRD peak. Finally, in Section 6.6, the full quaternary compo-
sition of the layers is determined from the (004) XRD scan and the XRR-determined
electron density.
6.1 Samples
GaAsPN layers were grown on GaP substrates using MOVPE as the fabrication
method. The used growth parameters and sample information is listed in Table 6.1.
The 20 nm thick GaAsPN layer in sample #0 was grown on top of a 70 nm
gallium phosphide buﬀer layer and the gallium phosphide substrate. The 30 nm
and 130 nm thick GaAsPN layers #1–9 were grown directly on top of the GaP
substrate. Three samples #1–3 were grown with slightly varying DMHy/V ratios
and TBAs/V ratios. Samples #4–5 were grown with TBAs/V ratios that were very
small and zero. The samples #6–9 are similar to samples #5, #4, #1 and #2,
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Table 6.1: Grown GaAsPN samples. All samples were grown at a temperature of
600 °C and were subsequently annealed for 5 minutes at 750 °C.
Sample thickness buﬀer V/III DMHy/V TBAs/V
#0 20 nm 70 nm 100 0.32 0.045
#1 30 nm no 101 0.32 0.045
#2 30 nm no 103 0.32 0.061
#3 30 nm no 106 0.39 0.054
#4 30 nm no 100 0.30 0.020
#5 30 nm no 98 0.31 0.000
#6 130 nm no 101 0.32 0.000
#7 130 nm no 103 0.32 0.020
#8 130 nm no 101 0.32 0.046
#9 130 nm no 103 0.32 0.061
respectively, but are 130 nm thick. The samples most suitable for XRD analysis are
the 30 nm thick samples. The 130 nm thick set of samples was grown with similar
DMHy/V and TBAs/V ratios as some of the 30 nm thick samples in order to be
able to deduce the N content with NRA measurements, as the NRA measurements
were not successful for the 30 nm thick samples.
6.2 Structural and composition characterization
using established methods
The surface morphology of the samples was studied by atomic force microscopy.
Ideally, the roughness of the surface should be as low as possible and there should
be no holes. Atomic steps should be clearly visible. The surface quality is important
because the models used in XRR and XRD ﬁtting analysis assume that the surface
has good quality.
The surface of the sample #0 was investigated using an atomic force microscope.
It was determined that the height variations of the surface were on the order of
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(a) (b)
Figure 6.1: Atomic force micrographs of (a) sample #0 (RMS roughness 1.0 nm,
peak-to-peak 10 nm, scan area 5 µm×5 µm, height scale 10 nm), and (b) sample
#2 (RMS roughness (0.47 nm, peak-to-peak 4.91 nm, scan area 3 µm×3 µm, height
scale 6 nm). Figure (a) was acquired immediately after sample growth, whereas
Figure (b) was obtained a year after sample growth. The small dots in Figure (b)
were not seen in micrographs immediately after sample growth, so it is possible that
the surface of the sample changes as a function of time.
10 nm, a rather high value for a nominally 20 nm thick layer. The determined
RMS roughness was 1.0 nm. From the peak-to-peak height variation and the RMS
roughness, it can be seen that the roughness is not normally distributed. There
are many small >5nm deep holes. The quality of the surface was unsatisfactory for
X-ray composition determination and the high surface roughness likely originates
from the 70nm thick GaP buﬀer layer that was grown below the GaAsyP1−x−yNx
layer. Similar evidence was observed from other samples possessing a GaP buﬀer
layer. For this reason and because the XRD and XRR measurements have features
not predicted by the theory, the step to grow the GaP buﬀer layer was omitted in
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Table 6.2: Surface roughness of the samples as determined by AFM.
Sample RMS roughness peak-to-peak roughness
#0 1.0 nm 10 nm
#1 0.35 nm 2.54 nm
#2 0.47 nm 4.91 nm
#3 0.48 nm 4.43 nm
#4 0.62 nm 8.10 nm
#5 1.62 nm 9.90 nm
further samples1.
The atomic force micrographs were taken from the samples #0–5 (some of these
shown in Figure 6.1). The RMS roughness and the peak-to-peak roughness were
determined with AFM based on a 3 µm × 3 µm scan area with the exception of
sample #0 which had 5 µm × 5 µm scan area. The roughnesses determined by
AFM are in Table 6.2. The AFM measurements were not performed for samples
#6–9, and they were sent for RBS analysis so it is not possible to perform the AFM
measurements afterwards for these samples.
The surface roughnesses of the samples are reasonably low with the exception of
sample #5, which had a high surface roughness. The reason for this high surface
roughness is unknown. Nevertheless, despite this high surface roughness of sample
#5 the XRR and XRD measurements were chosen to be performed for all of these
samples. It was later observed that despite the high surface roughness of sample
#5, XRR was able to measure the electron density and layer thickness.
To obtain accurate reference values for layer compositions, the RBS and NRA
measurements were performed for samples #1–9. The measurements were performed
at Lawrence Berkeley National Laboratory by Kin Man Yu and the measurement
results are listed in Table 6.3. The NRA measurements for the thin 30 nm thick
samples were not performed because the N signals were too low to determine the
1It was later observed that the growth parameters of the GaP buffer layer were slightly off and
afterwards atomically smooth GaP buffer layers were grown, but the samples in this thesis were
grown with no GaP buffer layer.
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Table 6.3: RBS and NRA results of the samples. fsub refers to the substitutional
fraction of N in the crystal lattice. xXRD refers to the N content determined using
XRD while keeping the RBS-determined As content as a ﬁxed value.
Sample Thickness yRBS xNRA χmin,GaAsP χmin,N fsub xXRD
#1 31 nm 0.31 ? 0.007
#2 31.5 nm 0.34 ? 0.006
#3 31 nm 0.32 ? 0.004
#4 31 nm 0.22 ? 0.004
#5 ? 0 ? 0.006
#6 ≈120 nm 0 ≈0.016 0.06 0.19 0.86 0.008
#7 124 nm 0.2 ≈0.013 0.09 0.16 0.92 0.012
#8 125 nm 0.31 ≈0.008 0.017
#9 120 nm 0.32 0.01 0.012
N content in these cases. The RBS measurements also give the thicknesses of the
ﬁlms, which were estimated by assuming an average atomic composition of the ﬁlm
from the measured As content and are accurate to about 5%. The RBS-determined
thicknesses are probably more accurate than the XRD-determined thicknesses as the
XRD spectra did not contain notable interference fringes and therefore the thick-
ness with XRD is determined by the width of the diﬀraction peaks, which may
be broadened due to factors such as low crystalline quality. For the 130 nm thick
layers, NRA results were ﬁtted by using the SIMNRA software [130] and using a
thin InN thin ﬁlm as a standard for N quantiﬁcation. The accuracy of N content is
about 10%. For a perfect crystal, the GaAsPN minimum yield (χmin,GaAsNP), ratio
of the channeling to the random yields, should be on the order of 0.04. However,
for samples #6 and #7 the values of χmin,GaAsNP are signiﬁcantly higher than that.
This suggests that the defect density in these samples (particularly sample #7) is
signiﬁcantly higher giving rise to a higher dechanneling of the ion beam.
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6.3 PR composition determination
In this section, PR and PL measurements results are presented and discussed. Ad-
ditionally, the accuracy of PR measurements is veriﬁed by comparing them to the
RBS/NRA results and to the location of the XRD peak. It is found that the PR
measurements are accurate. However, PR composition determination could not be
done at all for samples #4–5 because the features seen in the PR spectra were not
clear enough.
6.3.1 PR and PL measurements
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Figure 6.2: Measured PR spectrum from sample #0.
To study the accuracy of the developed PR based composition determination
method, PR measurements were performed for samples #0–3. Figure 6.2 shows
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Figure 6.3: PR spectra for 30 nm thick GaAsPN samples #1–3. The reduction of
band gap with an increasing arsenic content and the increasing separation between
the transitions with an increasing nitrogen content can be clearly seen.
the PR spectrum measured from sample #0. The PR curve clearly shows that
the conduction band is split into two: E+ = 2.48 eV and E− = 1.93 eV. It can
be determined with the computer program in Appendix 2 that an arsenic content
y = 0.28 and a nitrogen content x = 0.005 gives the values E+(0) = 2.48 eV and
E−(0) = 1.93 eV.
The PR spectra from samples #1–3 having the same 30 nm layer thickness
but varying arsenic and nitrogen compositions are shown in Figure 6.3. It can
be clearly seen that the transitions in the PR spectrum move to a lower energy
which corresponds to a lower band gap with increasing arsenic content, and that
the distance between the transitions increases with increasing nitrogen content, as
predicted by the BAC model.
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Figure 6.4: PR spectra for 30 nm thick GaAsPN samples #4–5. The substrate
transition region is diﬀerent for the two samples, suggesting that the substrate signal
is overlapped with thin ﬁlm signal. In addition to the substrate transition, another
weak transition can be seen but its location is hard to deﬁne as the feature seen is
rather wide. These PR spectra are unsuitable for composition determination.
The PR spectra from samples #4–5 are shown in Figure 6.4. In can be observed
that the substrate transition region is diﬀerent for the two samples, even though
both used identical GaP wafers as the substrate. This is most straightforwardly
explained by diﬀerent phase in the lock-in ampliﬁer. However, it is also possible
that the substrate signal is overlapped with thin ﬁlm E+ signal for sample #4
having a low arsenic content. The E+ transition is not seen at all for sample #5 due
to the fact that the measurement apparatus is limited to 2.9 eV. Because of this, E+
cannot be determined for these samples. Additionally, the features caused by E− are
rather wide and thus the location of E− cannot in practice be determined from the
spectra. Therefore, these PR spectra are unsuitable for composition determination.
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Figure 6.5: PL curve for sample #1. The curves for samples #2–3 (not shown) were
practically identical in intensity and location of the peak. Samples #4–5 did not
have PL and for samples #0 and #6–9 PL measurements were not performed.
The measurement apparatus is limited to 2.9 eV due to many reasons. Firstly, a
409 nm long-pass ﬁlter corresponding to a photon energy of 3.0 eV is used to block the
405 nm InGaN laser light. The transition between the passband and the stopband
is obviously not completely sharp so it makes sense to limit the measurement range
to less than 3.0 eV. Secondly, the overall sensitivity of the setup is weaker in this
range because of the emission spectrum of the halogen lamp and the response of the
detector.
The locations of the transitions were determined by ﬁtting analysis from the PR
spectra of samples #1–3 and are shown in Table 6.4. The PR measurements for
the samples #6–9 were not performed, and the PR spectra from samples #4–5 are
unsuitable for composition determination.
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Table 6.4: Locations of the transitions in PR spectra and the compositions as de-
termined by BAC model.
Sample E+ (eV) E− (eV) y x
#1 2.42 eV 1.94 eV 0.303 0.004
#2 2.41 eV 1.91 eV 0.324 0.005
#3 2.45 eV 1.89 eV 0.314 0.006
It should be noted that the GaAsPN samples #1–3 had red luminescence at
room temperature. The PL spectrum was subtracted from the measured combined
PL and PR spectrum with the same phase on the lock-in ampliﬁer in order to
obtain the PR spectrum. The PL spectrum of sample #1 is shown in Figure 6.5.
The PL spectra of samples #2–3 are not shown, but are practically identical in
intensity and in the location of the peak. Varying the nitrogen content or the
arsenic content thus does not seem to aﬀect the PL peak. A possible explanation
for the PL peak is that it occurs via deep N-related states, as the peak does not
seem to correspond to either of the band gaps. It has been shown that at least in
GaPN the PL emission is dominated by optical transitions within deep states likely
related to N clusters [131]. No PL was observed for samples #4–5. However, it
should be noted that the PL was measured with PR measurement setup which has
a lower sensitivity than a real PL setup due to the fact that lenses are not used in the
same way to collect radiation across a wide range of angles. Therefore, it is possible
that samples #4–5 had low luminescence not detectable by the measurement setup.
The luminescence of samples #1–3 was even visible to the naked eye, and samples
#4–5 had no luminescence visible to the naked eye. As the nitrogen contents of
the samples were rather small, it is possible that the combined nitrogen and arsenic
contents of samples #4–5 were not high enough to change the bandgap to a direct
one, explaining the lack of bright PL. PL and PR spectra from samples #1–3 were
measured immediately after sample growth and PL spectra from samples #4–5 were
measured a year after sample growth. However, PL and PR spectra from sample #1
were additionally remeasured a year after sample growth and no changes in either
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of the spectra were observed.
The fact that samples #4–5 did not have clearly visible features in the photore-
ﬂectance spectra and had no luminescence could be most straightforwardly explained
by the layers having low crystalline quality. However, as later will be shown, XRD
measurements indicate otherwise: according to XRD, layer #4 had practically as
strong XRD peak as predicted by the theory unlike layers #1–3, indicating higher
crystalline quality. It should be remembered that there are diﬀerent types of crys-
talline defects (point defects, dislocations, stacking faults, etc). It is possible that
the most common defect type in layer #4 is diﬀerent from layers #1–3 thus causing
no luminescence and weak photoreﬂectance features while at the same time not re-
ducing the XRD peak intensity from the theoretically predicted one. One possible
cause for the diﬀerence in PR spectra between samples #1–3 and #4–5 is the diﬀer-
ence in As content. Another possible cause is that samples #1–3 were grown in the
same day and #4–5 on another day. The MOVPE reactor had maintenance work
done on it between the growth of samples #1–3 and #4–5, and the halogen lamp
height needs to be adjusted during maintenance work. If the halogen lamp was at a
lower height when samples #4–5 were grown when compared with the height when
samples #1–3 were grown, the maximum temperature of the reactor was limited.
The growth recipe during annealing uses the PID controller to set the target tem-
perature of the thermocouple to be 750 °C but starts to count the annealing time
when a lower temperature is reached. Thus, it is possible that samples #4–5 had
lower eﬀective annealing temperature than samples #1–3.
6.3.2 Agreement of PR compositions with XRD lattice con-
stant
HRXRDmeasurements were made for sample #0. The diﬀraction peak from the thin
ﬁlm can be observed in the HRXRD measurement in addition to interference fringes
that depend on the thickness of the thin ﬁlm. It was assumed that the composition
of N in the layer was 0.005 as determined by PR and BAC model calculations,
and the composition of As was determined by ﬁtting a simulated curve into the
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Figure 6.6: XRD curve of GaAsyP1−x−yNx. The determined thickness was 17.9 nm
and the composition y = 0.30 assuming x = 0.005.
measured HRXRD data. The composition was y = 0.30, but this is assuming that
the composition of N is 0.005 which is a rough approximation calculated from the
BAC model and may not necessarily be true. The result agrees with the y = 0.28
obtained from the BAC model calculations. In addition of being able to determine
one free composition-related variable very accurately, ﬁtting of a simulated curve
into the measured HRXRD data also gives a layer thickness of 17.9 nm.
In the XRD curve of sample #0, it can be seen that the simulation does not
reproduce the shape of the peaks exactly. This is an indication that the layer model
consisting of one uniform and homogeneous layer is not necessarily good enough
to accurately describe the sample. The diﬀerence between the simulation and the
measurement likely originates from the slightly diﬀering lattice constant and electric
susceptibility between the MOVPE-grown GaP buﬀer layer and the doped substrate,
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which can create interference eﬀects.
Another way to calculate the composition of sample #0 would be to assume the
value y = 0.28 as determined by the BAC model to be correct and calculate the
nitrogen composition with ﬁtting analysis from the XRD data. The value based
on XRD ﬁtting analysis is x = 0.0026 in that case. Of these values, x = 0.005
and y = 0.30 is probably more believable, as the used DMHy/V ratio was 0.32
and GaP0.98N0.02 has been previously grown with a DMHy/V ratio of 0.5 [132].
With XRD, it is possible to determine deﬁnitely that y > 0.27 for sample #0, as
no amount of nitrogen can move the diﬀraction peak to the observed location for
values of y < 0.27.
To determine whether PR-determined measurements agree with the lattice con-
stant as determined by XRD, theoretical XRD curves were simulated with the PR-
determined N contents. The intensity normalization factor, θ error oﬀset, the layer
thickness and the As content were ﬁtted to the measured curves with the N content
being ﬁxed. Reasonably good agreement was obtained with the PR-determined re-
sults and the XRD-determined results, although the XRD-determined As contents
seem to be systematically a bit larger than the values obtained from PR measure-
ments. The results are in Table 6.5. For XRD measurements, the (004) reﬂection
was used.
Table 6.5: Comparison of PR-determined As compositions with XRD-determined
compositions based on lattice constant.
Sample Fixed N content PR As content XRD As content
#0 0.005 0.277 0.298
#1 0.004 0.303 0.308
#2 0.005 0.324 0.337
#3 0.006 0.314 0.335
As a result of all the above, the good agreement between PR based composition
determination method, XRD determined lattice constant and RBS/NRA results
suggests that the PR based method gives accurate values for layer composition. It
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is not entirely surprising that the PR based composition determination method is
consistent with RBS/NRA results because the band-anticrossing model parameters
have been most likely originally ﬁtted using RBS/NRA data. However, it should
be kept in mind that the BAC model is inaccurate and additionally that linear
interpolation was used for the BAC model parameters, so the fact that such linear
interpolation with the BAC model gives accurate composition values is certainly
new information.
6.4 Relaxation and crystal plane tilt tests
It is possible that the crystal planes of an epitaxially grown thin ﬁlm are tilted. For
example, it has been found out that GaP layer grown on misoriented silicon surfaces
relieves its strain energy by tilting the crystal planes [121]. Nevertheless, it should be
kept in mind that crystal plane tilt is extremely improbable for a nominally exactly
cut wafer like the wafers used. In order to determine whether the crystal planes of
the grown GaAsPN layers are tilted, for samples #1–5 scans as a function of ω and
the tilt angle Ψ were made of the thin ﬁlm XRD peak of a symmetric reﬂection from
planes parallel to the surface of the sample. The scans (not shown) indicate that the
maximum of the peak occurs at the same values of ω − θ oﬀset angle and Ψ as the
substrate peak. This indicates that the crystal planes are not tilted. Another way
to check for crystal plane tilt would be to acquire reciprocal space maps (RSMs)
of a symmetric reﬂection such as (002) or (004) and determining whether the thin
ﬁlm peak occurs at the same value of ω − θ oﬀset angle as the substrate peak. For
perfectness, two such RSMs should be measured, one at a sample rotation angle of
Φ = 0° and another at a sample rotation angle of Φ = 90°. Some such RSMs were
measured (not shown) and they are also fully consistent with no crystal plane tilt.
The drawback of the RSM based method is their slow data acquisition time which
typically easily exceeds an 8 h work day. Furthermore, the sample needs to be very
carefully attached to the diﬀractometer, as with an adhesive tape based attachment
method there is a drawback that the sample can creep. The probability of creep
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increases as the data acquisition time is extended. Thus fast data acquisition time
is here an advantage and therefore the method based on only rocking the sample
along two directions in separate scans is more satisfactory.
Table 6.6: Relaxation tests: measured (004) reﬂection θ, calculated perpendicular
lattice constant a⊥, calculated ω − θ oﬀset diﬀerence α between substrate and fully
strained thin ﬁlm for (113) reﬂection, predicted θ for (113) reﬂection and actual
measured θ for (113) reﬂection using the calculated oﬀset diﬀerence.
Sample (004) θ a⊥ α predicted (113) θ actual (113) θ
#1 33.645° 5.5612 Å +0.449° 27.458° 27.459°
#2 33.573° 5.5716 Å +0.491° 27.413° 27.415°
#3 33.599° 5.5679 Å +0.476° 27.429° 27.432°
#4 33.896° 5.5248 Å +0.301° 27.617° 27.624°
#5 34.518° 5.4373 Å −0.054° 28.011° 28.012°
Table 6.7: Relaxation tests continued: calculated in-plane lattice constant a‖, in-
plane lattice constant diﬀerence between the thin ﬁlm and the substrate and the
calculated degree of relaxation R.
Sample a‖ a‖ − as R
#1 5.4498 Å -0.0007 Å −0.012
#2 5.4496 Å -0.0009 Å −0.014
#3 5.4496 Å -0.0009 Å −0.015
#4 5.4493 Å -0.0012 Å −0.030
#5 5.4503 Å -0.0002 Å 0.026
For samples #1–5, relaxation tests were performed. From Table 6.6, it can be
seen that all of the samples are fully strained, because the measured location of the
(113) peak is the very close to being the same as that predicted for a fully strained
layer. Most importantly, the peak was actually observed at the predicted ω − θ
oﬀset angle. Similarly, the calculated in-plane lattice constants and the degrees
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of relaxation are shown in Table 6.7. It can be observed that the in-plane lattice
constants are very close to the ones of the substrate. Due to the possible inaccuracy
in the determined values (e.g. it is possible that the diﬀractometer goniometer is
not completely accurate), most of the determined degrees of relaxation are slightly
negative but close to 0. This means that in practice the degrees of relaxation can
be considered to be 0.
The strain tests were not performed for the samples #6–9. Note, however, that
it is likely that of the 130 nm thick samples #6–9 the samples #8–9 were partially
relaxed. This is because assuming a similar discrepancy between the experimentally
measured and theoretically calculated critical thickness as reported for GaP0.98N0.02
layers on GaP substrate [132], it can be estimated with calculations that the critical
thickness of the GaAsPN layer in samples #6–9 are on the order of 175 nm, 140 nm,
60 nm and 60 nm, respectively. Unfortunately, the samples #6–9 were sent for RBS
analysis and the samples are not in Finland, so it is not possible to do the relaxation
tests afterwards for samples #6–9, some of which are likely relaxed. Additionally,
some RSMs were measured and they are also fully consistent with no relaxation in
the samples #1–5 and no strain gradient. The drawbacks of RSMs in comparison
with the novel method are here the same as for checking crystal plane tilt.
Additionally, relaxation test was performed for the 220 nm thick sample previ-
ously analyzed in Ref. 132. The results show that the layer is fully strained. This
is despite the fact that SR-XRT showed that the sample had few misﬁt disloca-
tions. The results can be explained by the fact that SR-XRT and the XRD based
relaxation check probe diﬀerent things. SR-XRT probes the existence of misﬁt dislo-
cations whereas XRD probes layer relaxation. Only few misﬁt dislocations will not
noticeably change the in-plane lattice constant but will be visible in SR-XRT. This
discrepancy between SR-XRT-determined critical thickness and XRD-determined
critical thickness has been previously observed in Ref. 133 and Ref. 134.
Furthermore, relaxation test was performed for a GaAsP sample of unknown
thickness. XRR measurements did not reveal notable interference fringes for the
GaAsP sample. Thus, it is likely that the sample surface had high waviness or
the sample was so thick that the resolution of the diﬀractometer was not enough
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to observe the ﬁne interference fringes. XRD measurements also did not reveal
interference fringes from which the layer thickness could be determined, and the
main XRD peak probably was broadened due to low crystal quality, so it is also not
helpful in thickness determination. It has been previously observed that interference
fringes in XRD measurements can disappear with increasing layer thickness [132].
The GaAsP layer had the thin ﬁlm (004) peak at θ = 33.689° corresponding to
a⊥ = 5.5548 Å. The calculated value α = 0.421° and the predicted θ113 = 27.486°.
The observed θ113 was 27.458°, signiﬁcantly smaller than the predicted location.
The strained in-plane lattice constant was 5.4556 Å and the diﬀerence between it
and the substrate lattice constant was 0.0051 Å, signiﬁcantly larger than for the
fully strained samples. The determined degree of relaxation R is 0.089. However,
for this sample it should be remembered that the true peak in the 2-dimensional
reciprocal space may not be paraxial so the determined degree of relaxation is only
very approximate. As a matter of fact, the true peak was observed at θ = 27.475495°
with ω aligned so that it gives the maximum intensity. Using Bragg’s law gives
1.66955 Å interplanal reﬂecting plane spacing. Taking into account the out-of-
plane lattice constant 5.5548 Å results in an in-plane lattice constant of 5.4605 Å
corresponding to a degree of relaxation of 0.167. This value determined with the true
maximum of the peak and Bragg’s law is probably more accurate than the inaccurate
a‖ determined from the parallel reciprocal lattice vector component using the peak
that is not the true maximum of the peak. Thus, it can be concluded that for
layers that are not fully strained, the relaxation test does not give accurate degree
of relaxation values and can merely answer the question whether or not the layer is
fully strained.
6.5 Full XRD (002) composition determination of
GaAsPN
In this section, the composition of samples #1–9 is fully determined with the (002)
XRD reﬂection. The obtained As contents mostly disagree with RBS+NRA deter-
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mined values, being usually larger but for one sample the method was accurate.
The accuracy of As content determination is found to be 0.12. Next, the failure of
the experiments to reproduce the theoretical intensity is discussed, and a method to
increase the accuracy of As content determination by taking into account the peak
weakness is proposed. With the proposed method, the As content determination
accuracy is 0.05.
6.5.1 Full XRD composition determination with no GaP
buﬀer layer
To study the impact of the used ﬁtting error function, the X-ray scan from the sample
#1 was analyzed. Diﬀerent trial As contents were tried for the four ﬁtting error
functions and the layer thickness, N content and the intensity normalization constant
were ﬁtted with the ﬁxed As composition. Then the As content was assumed to be
the one that results in the smallest possible ﬁtting error function value. The plotted
values of the diﬀerent ﬁtting error functions are in Figure 6.8. The determined As
content, N content and layer thickness are in Table 6.8. From the table, it can be
seen that the method is sensitive to the ﬁtting error function used. Of the results,
the value for F4 (2-norm in logarithmic space) is the most believable, as it is closest
to the values determined by RBS. This ﬁtting error function also resulted in the best
match between the measured curve and a simulation ﬁtted to it, because it weighes
equally all major features seen in the curve. Still, the determined N contents are
rather large and the As contents are higher than those determined by RBS. It is
likely that the peak intensity is reduced due to low crystalline quality, and the
determined As content is too large, which results in the determined N content being
too large so that the peak is still in the correct location.
To determine whether the measurement is repeatable, a second measurement was
made for the sample #1 and it was analyzed by using two diﬀerent ﬁtting error func-
tions F2 (mixed relative/χ2) and F4 (2-norm in logarithmic space). By comparing
Table 6.8 with Table 6.9, it can be estimated how much error the Poisson-distributed
photon counting noise causes. The repeatability of the determined arsenic content
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Figure 6.7: Measured XRD curve and a simulated curve that was ﬁtted to the
measured curve. An excellent ﬁt was obtained.
Table 6.8: Determined As content, N content and thickness with diﬀerent ﬁtting
error functions for sample #1.
Sample Fitting error function As content N content Layer thickness
#1 F1 0.450 0.037 29.8 nm
#1 F2 0.418 0.031 29.7 nm
#1 F3 0.398 0.026 29.5 nm
#1 F4 0.380 0.022 29.5 nm
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Figure 6.8: Minimum possible values of four diﬀerent ﬁtting error functions for
diﬀerent As contents for sample #1.
seems to be within an absolute error limit of 0.01. The ﬁtting error function F4 is
chosen for the analysis of the rest of the samples, because it resulted in best visual
agreement between the measured curve and the ﬁtted curve, and additionally the
determined As content agrees best with the RBS-determined values if the ﬁtting
error function F4 is used.
The arsenic and nitrogen contents were determined for the samples #2–9. The
arsenic precursor ﬂow in sample #2 was increased compared to sample #1 with the
nitrogen precursor ﬂow being the same, and the nitrogen precursor ﬂow in sample
#3 was increased with the same arsenic precursor ﬂow as in sample #2. The samples
#4 and #5 were grown with a low and zero arsenic ﬂow, respectively. The samples
#6–9 are similar to samples #5, #4, #1 and #2, respectively, but are 130 nm thick.
In this case, only one ﬁtting error function was used, 2-norm in logarithmic space.
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Table 6.9: Determined As content, N content and thickness with diﬀerent ﬁtting
error functions for sample #1 with a second measurement to see if the results are
repeatable.
Sample Fitting error function As content N content Layer thickness
#1 F2 0.410 0.028 29.5 nm
#1 F4 0.374 0.020 29.1 nm
Table 6.10: Determined As content, N content and thickness determined with loga-
rithmic ﬁtting error function for samples #2–9.
Sample Fitting error function As content N content Layer thickness
#2 F4 0.456 0.031 27.7 nm
#3 F4 0.439 0.030 28.2 nm
#4 F4 0.219 0.004 29.6 nm
#5 F4 0.082 0.025 29.6 nm
#6 F4 0.229 0.058 132.5 nm
#7 F4 0.693 0.119 99.7 nm
#8 F4 0.787 0.120 62.3 nm
#9 F4 0.776 0.110 64.7 nm
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Figure 6.9: Two measured XRD curves with diﬀerent arsenic contents and vertical
lines denoting peak intensities.
The results are in Table 6.10.
The XRD peak for the sample #2 was at a slightly lower angle when compared
with the peak of the sample #3, so at the same determined arsenic content the
nitrogen content of sample #3 would be expected to be higher. However, the increase
in the nitrogen content was not seen in the results as the determined arsenic content
in sample #2 was higher than in sample #3. If we assume a priori that the arsenic
content in sample #2 is 0.439, the ﬁtting analysis gives a nitrogen content of 0.027.
It is likely that the nitrogen content in sample #3 is higher than in sample #2, as the
used dimethylhydrazine ﬂow was higher. It seems that the arsenic content cannot
be determined from the peak intensity accurately enough, and there is a crosserror
between the arsenic content and the nitrogen content due to an accurately known
peak location, which causes an error in the determined nitrogen content.
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Finally, to show that the peak intensity varies in real measurements in addition
to simulations, the measured XRD curves from the two ﬁrst samples were plotted
to Figure 6.9. It can be seen that even for this small change in arsenic content, the
peak intensity changes noticeably, conﬁrming the theory that was predicted by the
simulations that the peak intensity varies as a function of changing layer arsenic
content.
The potential error sources are listed in Section 5.2.2.2. However, not all error
sources are applicable here. Because it has been determined that the layers are not
fully strained, the error source related to layer relaxation cannot aﬀect the measure-
ment results. It has also been determined that the crystal planes are not tilted (see
Section 6.4), so the error source related to that also cannot aﬀect the measurement
results. The measurement for sample #1 was performed twice, showing also that
photon counting noise with the used averaging times is small enough for the method
to be accurate with a repeatability in arsenic content being less than 0.01 absolute
error. However, the used ﬁtting error function seems to have eﬀect on the location
of the minimum of the ﬁtting error function. Additionally, the error source related
to low crystal quality is likely, as the XRD-determined As and N contents are higher
than the RBS-determined As and N contents. In the next section, the weakness of
the measured XRD peaks is discussed more.
6.5.2 Failure of the experiment to reproduce the theoretical
intensity
Because the XRD-determined As and N contents are higher than the RBS-
determined values, it seems that in the XRD measurements the peak intensities
are weaker than predicted by theory. This seems to be the case for samples #1–
3, #5 and especially for the 130 nm thick samples #6–9, but for the sample #4
XRD gives about the same As content as RBS (0.229 for XRD and 0.22 for RBS).
Therefore, it seems likely that samples other than #4 have a reduced crystal quality.
To investigate this more, the theoretical peak intensity was simulated for the (004)
reﬂection of sample #2 so that the intensity normalization constant was ﬁtted only
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Figure 6.10: (004) reﬂection of sample #2 and a simulation ﬁtted to it.
based on the substrate peak region. The ﬁtted curve has a thin ﬁlm peak stronger
than in the measurement and diﬀerent interference fringe modulation. The diﬀer-
ent interference fringe modulation suggests that the assumption of a homogeneous
layer does not hold. It is possible that N is evaporated from the top of the layer
during annealing, as annealing was performed with no DMHy ﬂow. To investigate
this more, a two-layer model was ﬁtted into the measurement. The top layer had a
diﬀerent N content than the bottom layer. The resulting ﬁt, shown in Figure 6.10,
shows that the composition gradient of N does not explain the weakness of the thin
ﬁlm XRD peak but explains the interference fringe modulation. The weakness of
the thin ﬁlm XRD peak can be most straightforwardly explained by the presence of
crystal defects.
As a conclusion for applying the method, the intensity of the (004) reﬂection
should be checked. If the measured intensity is smaller than the theoretical intensity,
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caution should be used when interpreting the results, as the (002) reﬂection will
likely also be weaker than predicted by theory, causing the As content (and the N
content) to be overestimated. In the next section, we will see if it’s possible to take
into account the weakness of the peaks in simulations.
Such crystal quality problems were not seen in a previous study where the com-
position of quaternary InAlAsSb was determined by using peak intensity in addition
to peak location, but this may be due to the fact that MBE was used in the study,
while here the layers were grown with MOVPE [120]. However, at the same time it
should be remembered that the previous InAlAsSb study had only one data point,
one material of zero Al content ’quaternary’, i.e. InAsSb, for which the composition
was determined by two independent methods. The accuracy of the method for the
only other data point, a real InAlAsSb quaternary, was not validated with a method
known to be accurate. Thus it could be argued that the study in this thesis is more
rigorous than in the previous InAlAsSb study.
For example, it has been observed that carbon and hydrogen tends to be incor-
porated in MOVPE-grown layers of GaPN [135], GaN [136,137], GaInNAs [138,139],
ZnO [140], GaAs [141, 142] and TiO2 [143]. The incorporation of foreign atoms in
the crystal structure obviously can aﬀect the intensity of the reﬂection by reducing
the crystal quality. It is also possible that nitrogen occupies interstitial sites in the
crystal lattice due to the disparity in size of nitrogen and other group V atoms.
These interstitial nitrogen atoms in the crystal lattice can cause strain ﬁelds around
them. All of these eﬀects can reduce the intensity of the reﬂection. As a matter
of fact, the substitutional fraction determined by RBS/NRA measurements clearly
suggested the presence of N intrestitials in the grown GaAsPN layers. It may be the
case that our crystal quality problems are related to the special nature of GaAsPN,
a dilute nitride. For example of an XRD curve from a material not containing nitro-
gen, see Figure 4.2 which contains an XRD curve of 53 nm thick layer of GaAsP on
GaAs. It can be observed from Figure 4.2 that the measured layer peak is as strong
as simulation predicts. This gives further support to our theory that nitrogen causes
weak layer peaks. Additionally, it has been observed that MOVPE-grown layers of
gallium phosphide on gallium phosphide have stacking faults [144]. So, in summary,
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the weakness of the XRD peaks seen but that was not observed in the previous
study can be due to (i) the special nature of dilute nitride alloys, (ii) due to the
fact that MOVPE was used instead of MBE or (iii) due to stacking faults. It is
interesting to note that the As content of sample #4 was reasonably accurately de-
termined (0.229 by XRD and 0.22 by RBS), so it likely had a higher crystal quality.
It is understandable that many of the grown materials have a low crystal quality,
because the growth conditions of the materials were not optimized to achieve a good
crystal quality. It can be hypothesized that an optimization of growth conditions
could allow growing materials with the other compositions, too, with a good crystal
quality.
6.5.3 Taking into account the weakness of the XRD peaks
To fully explain why the XRD peaks are weaker than predicted by theory in materials
having low crystal quality, a better dynamical theory of XRD that is able to take
into account crystallographic defects would be required. However, developing such
a new theory of dynamical XRD is out of the scope of this thesis and the article
published about this thesis [1]. However, it can be noted that within the traditional
theory of dynamical XRD, the strength of the XRD peak is mainly determined by
the susceptibility Fourier components χh and χh. As a matter of fact, the way
changing the As content of GaAsPN changes the reﬂection intensity is actually by
changing the values of these Fourier components. Multiplying these by a factor wh
between 0 and 1 makes the peak weaker. Note that the constant component χ0
is not multiplied. This multiplication is not fully consistent with the dynamical
theory of XRD, but is rather a simple trick to explain the weakness of the peak.
The custom XRD curve ﬁtting software was modiﬁed to support this multiplicative
susceptibility factor to explain the weakness of the XRD peaks.
One diﬃculty with this method is that the w(002) required for accurate composi-
tion determination may diﬀer from w(004), so a common w valid for both reﬂections
cannot necessarily be determined from the (004) measurement for which knowing
the composition is not necessary to determine w(004) as the reﬂection intensity and
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thus the Fourier components of electric susceptibility are practically independent of
material composition. However, for the (002) reﬂection for determining the correct
value w(002) it is required to a priori know the composition unless w(002) could be
somehow deduced from w(004). To see if there is a relationship between w(002) and
w(004), the values for both were determined. The values were determined by assum-
ing the RBS-determined As contents to be accurate. The values are shown in Table
6.11. It can be observed that for samples #1–6 w(002) is larger than w(004) but for
samples #7–9 w(004) is larger than w(002). Thus there doesn’t appear to be a general
rule that could be used to determine w(002) from w(004). For all of the samples, the
both the values of w(002) and the values of w(004) were always in the range from 0 to
1, indicating that the measured peaks are weaker than predicted by theory. They
were never larger than 1. This is consistent with the fact that there is a factor that
can reduce the intensity of an XRD peak (low crystal quality) but there is no known
factor that can increase the intensity of an XRD peak.
Based on this limited set of samples, it seems to be the case that for thick
layers having a large mismatch in lattice constants, w(004) is larger than w(002),
whereas for layers having either small mismatch in lattice constants, a thin 30 nm
thick ﬁlm or both, w(004) is smaller than w(002). A transformation to calculate
w(002) based on w(004) can be expressed as w(002) = f(w(004)) and would ideally
have the properties f(1) = 1 for ﬁlms of perfect crystal quality and f(0) = 0 for
ﬁlms that are fully amorphous. A set of functions that satisﬁes this relationship is
f(x) = xα. The most important cases are the thin 30 nm thick ﬁlms. Therefore
α was determined from ﬁtting analysis by using w(002) and w(004) determined for
samples #1–6. The determined value of α is 0.392. It should be remembered,
however, that this α value is probably valid only for a narrow range of growth
conditions. The function f(x) = xα is not useful for the 130 nm thick samples having
a large mismatch between the lattice constants, at least with the ﬁtted value of α.
Figure 6.11 shows the values of w(004) and w(002) and the curve f(x) = x0.392 ﬁtted to
the measurement results. Finally, Figure 6.12 demonstrates how the multiplicative
susceptibility factor increases ﬁt quality.
To see if the w(002),calc is useful from composition determination point of view,
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Table 6.11: w(002) and w(004) for the XRD measurements of the samples.
Sample w(002) w(004) w(002),calc
#1 0.891 0.692 0.866
#2 0.788 0.594 0.815
#3 0.822 0.726 0.882
#4 0.984 0.911 0.964
#5 0.932 0.874 0.949
#6 0.710 0.373 0.679
#7 0.357 0.505 -
#8 0.264 0.383 -
#9 0.243 0.323 -
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Figure 6.11: w(004) plotted against w(002) and the curve w(002) = w(004)0.392 ﬁtted to
the data points.
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Figure 6.12: Measured XRD curve of the (002) reﬂection and a simulation ﬁtted to it
using the ﬁxed RBS-determined As content. The simulation is ﬁtted both with and
without the multiplicative susceptibility factor w(002). The intensity normalization
factor is ﬁtted only using the substrate peak region.
Table 6.12: w(002),calc and the As and N contents for the XRD measurements of the
samples with peak weakness taken into account. Taking the peak weakness into
account was found to be not suitable for samples #7–9, so only samples #1–6 are
shown.
Sample w(002),calc y x
#1 0.874 0.282 0.000
#2 0.826 0.360 0.010
#3 0.889 0.363 0.012
#4 0.905 0.205 0.004
#5 0.952 0.019 0.011
#6 0.696 0.000 0.008
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for the samples #1–6 the As and N contents were determined by using the described
quaternary composition determination method, this time with a value of w 6= 1. The
previous results were determined with the default value of w = 1. The determined
As and N contents are shown in Table 6.12. It can be seen that for sample #1, the
determined nitrogen content is 0 which is unrealistic as there was a ﬂow of DMHy
when sample #1 was grown. The method of calculating w(002),calc therefore is not
fully satisfactory as it was unable to determine the inclusion of nitrogen in this layer.
Nevertheless, the error in As content became smaller. With this method that takes
into account the weakness of the XRD peak, the maximum error in the As content
is about 0.05 and the maximum error in N content is about 0.01 in contrast to the
maximum errors of 0.12 and 0.025 when the weakness of the XRD peak was not
taken into account. For samples #7–9 having both high lattice constant mismatch
and a thick ﬁlm this method is not useful because the calculated w(002),calc using
α = 0.392 markedly deviates from the real w(002).
6.6 Full XRR and XRD composition determina-
tion of GaAsPN
The full compositions of the layers were determined by the method described in Sec-
tion 5.2.3. Multiple XRR measurements were performed per sample to investigate
how accurate the XRR-determined electron density is. The ﬁtting range of 0.25° to
1° was used to determine the XRR electron density. Note that 0.25° is just below
the critical angle. The measurement results are shown in Table 6.13.
Note that the use of the custom mixed relative/χ2 ﬁtting error function is im-
portant. For example, the more commonly used 2-norm in logarithmic space ﬁtting
error function gives an incorrect electron density of 1.205·1030 m−3 for sample #1
measurement 1, being 1% smaller than the correct electron density. Figure 6.13
illustrates how the theoretical electron density varies as a function of material As
content. In the theoretical calculations, the N content corresponding to the trial As
content is determined by ﬁtting the XRD peak location.
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Table 6.13: XRR and XRD composition determination of the layers. There were
multiple XRR measurements per sample, but the XRD measurements were per-
formed only once per sample. a⊥ is the out-of-plane lattice constant determined
from (004) XRD scans. ρe is the XRR-determined electron density. yXRD+XRR and
xXRD+XRR are the As and N contents determined from both XRD and XRR scans.
In comparison, the RBS-determined As contents for samples #1–5 are 0.31, 0.34,
0.32, 0.22 and 0. Sample #2 measurement 1 was misaligned leading to an incorrect
determination of electron density and thus As and N contents.
Sample Meas. a⊥ ρe yXRD+XRR xXRD+XRR
#1 1 5.56120 Å 1.217 · 1030 m−3 0.316 0.006
#1 2 1.219 · 1030 m−3 0.324 0.008
#1 3 1.213 · 1030 m−3 0.305 0.004
#2 1 5.57124 Å 1.241 · 1030 m−3 0.385 0.015
#2 2 1.229 · 1030 m−3 0.353 0.008
#2 3 1.223 · 1030 m−3 0.337 0.005
#3 1 5.56788 Å 1.227 · 1030 m−3 0.348 0.009
#3 2 1.224 · 1030 m−3 0.339 0.007
#3 3 1.222 · 1030 m−3 0.331 0.006
#4 1 5.52372 Å 1.180 · 1030 m−3 0.205 0.003
#4 2 1.178 · 1030 m−3 0.199 0.002
#4 3 1.193 · 1030 m−3 0.240 0.011
#5 1 5.44076 Å 1.119 · 1030 m−3 0.016 0.009
#5 2 1.112 · 1030 m−3 0.000 0.005
#5 3 1.120 · 1030 m−3 0.020 0.010
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It can be observed that for most samples, the XRR+XRD-determined As con-
tents are close to the RBS-determined values having an error of at most 0.03, but for
sample #2 one of the XRR+XRD-determined As contents has an error of more than
0.04. This is due to the fact that sample #2 measurement 1 was slightly misaligned:
the full beam reﬂection for measurement 1 was 362 000 counts/s whereas it was
501 000 counts/s for measurement 2 and 464 000 counts/s for measurement 3. Thus
measurements 2 and 3 give most accurate composition information for sample #2.
The slightly misaligned sample was chosen to be included in this thesis, because it
illustrates how a misaligned sample can lead to incorrectly determined composition.
The maximum diﬀerence between the RBS-determined As contents and the
XRD+XRR-determined As contents is below 0.05 and the maximum diﬀerence be-
tween the RBS+XRD determined N contents and the newly determined N contents
is below 0.01. Thus it can be concluded that the method is accurate to within 0.05
in As content and to within 0.01 in N content. However, if only perfectly aligned
samples are considered, the maximum diﬀerence in As content between RBS and
XRR+XRD is 0.03 and the maximum diﬀerence in N content is 0.007.
Sample #5 was a particularly interesting case. The measured XRR curve had no
interference fringes visible to the human eye. Nevertheless, a computer with ﬁtting
analysis was able to determine the correct layer thickness and electron density. So,
it can be concluded that the measurement indeed did contain interference fringes
but they were so weak they were not visible to the human eye but were only visible
to a computer. The XRR measurement of sample #5 is illustrated in Figure 6.14.
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Figure 6.13: Simulated and measured electron density for sample #1 measurement
1. It can be observed that an electron density of 0.316 reproduces the measured
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Figure 6.14: Simulated and measured XRR curves for sample #5.
7 Conclusions
Of all the binary III-V compound semiconductors, gallium phosphide has the lowest
lattice constant mismatch when compared to silicon. Therefore gallium phosphide
looks to be a promising material for a buﬀer layer grown on silicon on top of which
optoelectronic components made from other III-V compound semiconductors can be
integrated. The integration of optoelectronics with silicon CMOS microelectronics
could allow building optical intra-chip and inter-chip interconnects.
XRR and XRD can be used to obtain information about the thickness of the thin
ﬁlm. The thickness measured with XRR and XRD agree well with each other. XRD
can be used to measure the composition of a ternary compound semiconductor very
accurately, but composition determination of a quaternary semiconductor is hard.
A second composition-related variable in addition to the peak location is required.
The intensity of the peak for an allowed reﬂection such as (004) varies only slightly
as a function of the layer composition. However, for GaAsPN the intensity of a
quasi-forbidden reﬂection such as (002) varies strongly as a function of the layer
composition, and with a ﬁtting analysis it is possible to obtain information about the
composition of a quaternary material using a single X-ray measurement of a quasi-
forbidden reﬂection. Additionally, the XRR-determined electron density can be
used as a second composition dependent variable in addition to XRD peak location.
When performing these measurements, the measured layer should be grown directly
on top of gallium phosphide substrate. Growing a buﬀer layer of GaP between the
substrate and the measured layer results in features in the measurements that cannot
be reproduced by simulations. Furthermore, when performing XRR measurements
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care should be taken to align the sample properly.
The BAC model predicts that the conduction band in dilute nitrides splits into
two separate sub-bands. This allows the fabrication of an intermediate-band solar
cell. PR can be used to observe the splitting of the conduction band into two. PR
with BAC model calculations was found to be a suitable method to estimate the
composition of a quaternary semiconductor. The results are in reasonably good
agreement with the lattice constant as determined by XRD, but they do not agree
with the XRD method where the intensity of the XRD peak was used in addition
to the location of the peak. Furthermore, PR composition analysis worked only for
samples #1–3 and not for samples #4–5.
To investigate more which of these methods is the most accurate, RBS and
NRA measurements were performed. The RBS measurements indicate that the
XRD measurements are accurate to within an error of 0.12 in As content and 0.025
in N content. This is a rather low accuracy. This low accuracy results from the
measured XRD peaks being weaker than predicted by theory. The software was
modiﬁed to take into account the weakness of XRD peaks by using a multiplicative
susceptibility factor. For samples #1–6 for which the (004) reﬂection was measured
and for which the multiplicative susceptibility factor obeys a relationship w(002),calc =
w(004)
0.392, the measurements were reanalyzed by using the calculated multiplicative
susceptibility factor w(002),calc in the simulations. This resulted in an accuracy of
0.05 in As content and 0.01 in N content. The accuracy now is better, but it should
be noted that as the N contents in the samples were small, it is possible that the
method determines an N content of zero, which is unrealistic as there was a DMHy
ﬂow during the growth conditions of all samples. This happened for sample #1.
The combined XRR and XRD measurements have an error of 0.05 in As content
and 0.01 in N content, so the accuracy of using both XRR electron density and
XRD peak location is the same as the improved XRD analysis. However, unlike the
improved XRD analysis the mathematical basis of the combined XRR and XRD
analysis is sound and therefore this method is more satisfying. However, care needs
to be taken to align the sample properly as misalignment can result in an error in
electron density and thus layer composition. If only perfectly aligned samples are
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considered, the combined XRR and XRD analysis is better than the improved XRD
analysis, having a maximum error of 0.03 in As content and 0.007 in N content.
The PR measurements seem to be more accurate than the XRD measurements,
but it should be noted that PR composition determination was only successful for
samples #1–3 which have a narrow range of As contents. For samples #4–5 with
low and no As content, E+ overlapped the substrate signal or was outside of the
ranges of the measurement apparatus, and E− was too wide to determine its location
accurately. Thus, unlike the simplest version XRD analysis which at least works for
all samples even though it is not accurate, the PR analysis does not work for some
of the samples. Additionally, the combined XRR and XRD analysis is practically
as accurate as PR analysis for samples #1–3 and works well for all samples unlike
the PR analysis, so there is little reason to do PR composition determination if a
diﬀractometer is available.
Future studies should investigate the XRD based quaternary composition deter-
mination method for other alloys than InAlAsSb and GaAsPN, and the XRR and
XRD based quaternary composition determination method for other alloys than
GaAsPN. Future studies should also use a wider range of As and N contents and a
larger selection of layer thicknesses for the composition determination of GaAsPN.
Also, future studies should use more multiple repeated XRD measurements of the
same sample, which was done here for only one sample for XRD although repeated
XRR measurements were made. Furthermore, in future studies the grown layers
should be characterized in a more thorough manner using e.g. TEM [145, 146] and
SR-XRT [147–149] to see if they contain stacking faults or dislocations. Addition-
ally, a more accurate dynamical theory of XRD should be developed to take into
account the presence of crystallographic defects. This theory should replace the pro-
posed multiplicative susceptibility factor with no sound mathematical basis. The
PR composition determination would also beneﬁt from future work, e.g. testing it
across a wider range of As and N contents, using more than one layer thickness and
testing it also for other quaternary dilute nitrides than GaAsPN.
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Appendix 1: Experimental X-ray
diﬀraction (XRD) and reﬂectivity
(XRR) procedures
For the ﬁrst XRD and XRR measurements, the sample was attached directly to
the diﬀractometer with adhesive tape. Another attachment method was tried where
the lightweight sample was attached to a heavyweight plastic plate with adhesive
tape, and the plastic sample was attached to the diﬀractometer with adhesive tape.
However, when using the heavyweight plastic plate, the measurements were unsat-
isfactory as the adhesive tape wasn’t strong enough to hold the heavyweight plastic
plate at a ﬁxed location. Unfortunately, the samples were cut to smaller pieces
when parts of the samples were sent for RBS/NRA analysis, so the measurements
performed after RBS/NRA analysis were made with the heavyweight plastic plate.
This had to be done, as the diﬀractometer sample cradle has a small hole in the
middle of it, and only samples that are large enough can be attached directly to the
diﬀractometer sample cradle with adhesive tape. Smaller samples need the plastic
plate. When attaching the sample to the plastic plate, care was taken to avoid any
residual forces which might result in curvature of the sample.
The angles of the detector were calibrated with the following procedure:
• A manual scan of intensity as a function of θ was made. At the maximum of
the peak, θ was set to 0.0 deg. At this position, the radiation from the source
goes directly into the detector. This calibration step needs to be done after
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something in the optical path of the instrument has been modiﬁed, and it is
good to check it in any case.
• The sample was attached to the sample holder of the diﬀractometer.
• The sample was moved along the Z axis (which happens to be one of the
horizontal axes of the diﬀractometer) so that the sample obscured half of the
beam going into the detector.
• The angle 2θ of the diﬀractometer was set to 0.2°. At this angle, total external
reﬂection happens because the refractive index n of the material of the sample
at X-ray frequencies is a bit smaller than 1. A manual scan of intensity as a
function of ω was made. At the maximum of the peak, ω was set to 0.1° so
that ω and θ are equal.
Additionally, for diﬀraction measurements the following additional calibration pro-
cedures were done:
• The ω and θ were aligned to the maximum of a diﬀraction peak.
• The sample was rotated 360° along an axis perpendicular to its surface. As a
function of the angle Φ two peaks can be seen. The angle Φ was set to the
midpoint of these peaks.
• The angle ω was aligned to the maximum of the diﬀraction peak again.
• A 2θ − ω scan was made which keeps the oﬀset between θ and ω the same,
and θ was aligned to the maximum of the diﬀraction peak.
• The angle ω was aligned to the maximum of the diﬀraction peak again.
• The sample was tilted along an axis parallel to the sample surface and in the
same plane as the incident and diﬀracted wave. The angle Ψ was set to the
maximum of the peak.
• The angle ω was aligned to the maximum of the diﬀraction peak again.
Appendix 2: A GNU Octave com-
puter program to calculate compo-
sition of GaAsPN from E+ and E−
function result = bac(composition)
global Eplus; global Eminus;
y_As = composition(1); x_N = composition(2);
EN = 2.18*(1-y_As) + 1.65*y_As;
EMGamma = 2.776 - 1.469*y_As + 0.108*y_As**2;
CMN = 3.05*(1-y_As) + 2.7*y_As;
result = [
0.5*((EMGamma+EN) + sqrt((EMGamma-EN)^2 + 4*x_N*CMN^2)) - Eplus
0.5*((EMGamma+EN) - sqrt((EMGamma-EN)^2 + 4*x_N*CMN^2)) - Eminus
]’;
end
global Eplus; global Eminus;
Eplus = input("E+ (eV): ");
Eminus = input("E- (eV): ");
composition = fsolve("bac", [0.3, 0.01]);
y_As = composition(1), x_N = composition(2)
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Appendix 3: RBS and NRA mea-
surement procedures
The RBS and NRA measurements were performed at Lawrence Berkeley National
Laboratory by Kin Man Yu. In order to get accurate reference values for the com-
positions of the samples, the compositions were measured with channeling Ruther-
ford backscattering spectroscopy (c-RBS) together with nuclear reaction analysis
(NRA). To detect nitrogen, the 14N(α,p)17O reaction with a 3.72 MeV 4He2+ beam
was utilized. A passivated implanted planar silicon (PIPS) detector with an area of
150 mm2 and a 3×12 mm slit was used to detect the emitted protons at 135° with
respect to the incident beam. To absorb the backscattered alpha particles, a 25 µm
thick mylar foil was placed in front of the detector. Simultaneously, RBS spectra
were also measured at 165° with another PIPS detector. Both RBS and NRA mea-
surements were carried out in random and <100> axial channeling directions. By
comparing the random and channeling yields of the RBS and NRA measurements,
it is possible to obtain the fraction of substitutional nitrogen atoms in the layers.
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Appendix 4: PR measurement pro-
cedures
The measurement setup was conﬁgured in the following way before measurements:
• The power controller of the halogen lamp is set to a low value of 50 watts and
the halogen lamp is situated so that it shines on the sample surface.
• The sample is rotated along the vertical axis so that the reﬂection of the
halogen lamp from the sample goes to the lens in front of the monochromator.
Additionally, a 409 nm ﬁlter is used in front of the monochromator to block
scatter from the laser.
• The beam of the halogen lamp is chopped with a chopper and a lock-in am-
pliﬁer is used to identify the signal from the halogen lamp at the frequency of
the chopper. The signal of the chopper is connected to the lock-in ampliﬁer
as the reference frequency signal.
• The photodetector (a silicon PIN photodiode) which is connected to the lock-
in-ampliﬁer and is situated after the monochromator is moved to the position
that gives the strongest signal to the lock-in-ampliﬁer.
• The lens on front of the monochromator is also adjusted to the location which
results in the strongest possible signal to the lock-in-ampliﬁer.
• The InGaN laser diode operating at a low current of 30 mA is adjusted so that
it shines on the sample surface.
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Appendix 5: A GNU Octave func-
tion to calculate electron density of
GaAsPN on GaP
% y and x are the As and N contents.
% zspace is the perpendicular lattice constant in meters.
% Example usage:
% real_ed = 1.21659e+30;
% zspace = 5.56120e-10;
% y = 0.315; x = 0.00845709*(1-y); y,x,ed(zspace, y, x) - real_ed
% y = 0.316; x = 0.00878483*(1-y); y,x,ed(zspace, y, x) - real_ed
% ...where the N contents corresponding to the As content have been
% determined by fitting the location of the XRD peak using the XRD
% software. zspace has been determined with XRD and real_ed by XRR.
% It can be observed that y=0.316 and x=0.006 gives the closest
% electron density.
function rho_e = ed(zspace, y, x)
xyspace = 5.4505e-10;
f_Ga = 29.71; f_As = 32.05;
f_P = 15.30; f_N = 7.033;
rho_e = (4*f_Ga+4*y*f_As+4*x*f_N+4*(1-x-y)*f_P)/(xyspace^2*zspace);
end
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