A method is presented for deterministic global optimization in the estimation of parameters in models of dynamic systems. The method can be implemented as an -global algorithm, or, by use of the interval-Newton method, as an exact algorithm. In the latter case, the method provides a mathematically guaranteed and computationally validated global optimum in the goodness of fit function. A key feature of the method is the use of a new validated solver for parametric ODEs, which is used to produce guaranteed bounds on the solutions of dynamic systems with intervalvalued parameters, as well as on the first-and second-order sensitivities of the state variables with respect to the parameters. The computational efficiency of the method is demonstrated using several benchmark problems.
Parameter estimation is a key step in the development of mathematical models of physical phenomena, and is a well studied problem. 1 In many cases, especially in chemical engineering, the phenomena of interest are nonlinear in nature and are described by systems of ordinary differential equations (ODEs), or by differential-algebraic equation (DAE) systems. In general, there are two types of approaches to addressing the parameter estimation problem for such dynamic systems. In either approach, the objective is to minimize a weighted squared error between the observed values and those predicted by the model. The first approach uses integration routines to determine the values of the state variables, as well as the sensitivities, for a given set of parameter values. This is referred to as a sequential approach, since the solution of the differential system and the solution of the minimization problem are done sequentially. The other type of strategy is a simultaneous approach, in which discretization techniques, such as collocation, are used to transform the dynamic system into an algebraic system, resulting in a nonlinear programming (NLP) problem to which standard, or specially designed, solvers can be applied. A more detailed discussion of the optimization methods used in connection with both of these approaches is given by Esposito and Floudas. 2 In the nonlinear parameter estimation of dynamic systems, it is not uncommon for there to be nonconvexities, leading to the important issue of multiplicity of local solutions. 2, 3 Therefore, global optimization algorithms are needed to address this issue and find the globally optimal parameters.
Stochastic searches 4 as well as deterministic methods 5 can be applied. The former class of methods, which essentially sample the feasible domain in various ways to locate the global optimum, increase the likelihood of finding the global optimum, but without a theoretical guarantee. Deterministic methods, on the other hand, can provide a theoretical guarantee of finding, in finite time, either the exact global optimum (e.g., interval-Newton methods 6 ) or an -global optimum (e.g., αBB methods 7, 8 ).
Esposito and Floudas 2 used the αBB approach for the solution of the minimization problem that arises in both the sequential and simultaneous approaches. They found that for systems with nonlinearities in the state variables, the simultaneous approach performed poorly compared to the sequential approach. The αBB approach uses convex underestimating functions in connection with a branch-and-bound strategy. A theoretical guarantee of attaining an -global solution is offered as long as rigorous underestimators are used, and this requires that sufficiently large values of α be used. However, the determination of proper values of α depends on the Hessian of the optimization problem, and, when the sequential approach is used, this matrix is not available in explicit functional form. Thus, Esposito and Floudas 2 did not use rigorous values of α in their implementation of the sequential approach, and so did not obtain a theoretical guarantee of global optimality. This issue is discussed in more detail by Papamichail and Adjiman. 9 For rigorous determination of α, Chachuat and Latifi 10 have proposed two new approaches, one based on sensitivity analysis and the other on the use of adjoint variables. However, these procedures for determining first-and second-order derivatives of the necessary state-dependent functions appear to be quite costly. Papamichail and Adjiman 9, 11 have presented a deterministic spatial branch-andbound algorithm in which a new convex relaxation procedure is used. They achieved a rigorous convex relaxation of the dynamic information using either parameter independent or parameter dependent bounds on the solution of the dynamic system. Computational examples showed that the parameter independent bounds were not sufficiently tight, thus requiring many iterations to converge, and that the parameter dependent bounds, which are affine functions of the parameters, were tighter and thus required far fewer iterations. However, the computational cost of constructing such tight affine underestimators and overestimators appears to be high. The approaches given by both Chachuat and Latifi 10 and by Papamichail and Adjiman 9,11 provide a theoretical guarantee of presented in section 6. Singer and Barton 12 have recently described a branch-and-bound approach using convex and concave relaxations for bounding the state trajectories. Using this approach, the cost of determining an -global optimum appears to be much more reasonable.
We present here a new deterministic global optimization approach for the parameter estimation of dynamic systems. This method is based on interval analysis and employs a type of sequential approach. A key feature of the method is the use of a new validated solver 13 for parametric ODEs, which is used to produce guaranteed bounds on the solutions of dynamic systems with intervalvalued parameters, as well as on the first-and second-order sensitivities of the state variables with respect to the parameters. The computational efficiency of this approach will be demonstrated through application to several benchmark problems.
The remainder of this paper is organized as follows. In section 2, the problem to be solved is defined mathematically. Section 3 provides a brief introduction to interval analysis and Taylor models, as well as a constraint propagation procedure on Taylor models. Section 4 reviews the new validated method 13 for parametric ODEs, which makes use of Taylor models. Section 5 then outlines the algorithmic procedure for solving the global optimization problem. Finally, in section 6 we present the results of some numerical experiments that demonstrate the effectiveness of the proposed approach for parameter estimation of dynamic systems.
Problem Definition
Let Z be the set of all state variables (components of z), J be the set of states whose derivatives appear explicitly in the model (J ⊆ Z), and M be the set of fitted states (M ⊆ Z). In standard error-in-variables form, the parameter estimation problem for a dynamic model can be written as
Here θ is the vector of parameters (length p) which are to be estimated; z 0 = (z 0,j ; j ∈ J) is the vector (length |J|) of constant initial conditions; z µ = (z µ,m ; m ∈ M ) is the vector (length |M |) of fitted data variables andz µ = (z µ,m ; m ∈ M ) is the vector (length |M |) of measured values, both at t = t µ , the time associated with the µ-th data point; and r is the total number of data points.
As stated, this is a DAE system with a vector (length |J|) of derivatives g = (g j , j ∈ J) defining the differential constraints, and a vector h (length |Z|−|J|) defining the algebraic constraints. However, the DAE system is assumed to have an index of at most one. Therefore, it is possible to convert the DAE system into a set of ODEs, either by explicitly solving 0 = h(z, θ, t) for the algebraic variables z i , i ∈ J, and substituting into g(z, θ, t) or through one differentiation of h(z, θ, t). 14 We will henceforth assume that the dynamic model in which parameters are to be estimated is in the form of a system of ODEs. We also assume that g is (k − 1)-times continuously differentiable with respect to the state variables z, and (q + 1)-times continually differentiable with respect to the parameters θ. Here k is the order of the truncation error in the interval Taylor series (ITS) method to be used in the integration procedure (to be discussed in section 4), and q is the order of the Taylor model to be used to represent parameter dependence (to be discussed in section 3.2). When a typical sequential approach is used, an ODE solver is applied to the constraints with a given set of parameter values, as determined by the optimization routine. This effectively eliminates z µ , µ = 1, . . . , r, and leaves an unconstrained minimization in the parameters θ only.
Interval Analysis and Taylor Models

Interval Analysis
A real interval X is defined as the set of real numbers lying between (and including) given upper and lower bounds; that is, X = X, X = x ∈ R | X ≤ x ≤ X . Here an underline is used to indicate the lower bound of an interval and an overline is used to indicate the upper bound. A real interval vector X = (X 1 , X 2 , · · · , X n ) T has n real interval components and can be interpreted geometrically as an n-dimensional rectangle or box. Note that in this context uppercase quantities are intervals, and lowercase quantities or uppercase quantities with underline or overline are real numbers.
Basic arithmetic operations with intervals are defined by X op Y = {x op y | x ∈ X, y ∈ Y }, where op = {+, −, ×, ÷}. Interval versions of the elementary functions can be similarly defined.
It should be emphasized that, when machine computations with interval arithmetic operations are done, as in the procedures outlined below, the endpoints of an interval are computed with a directed (outward) rounding. That is, the lower endpoint is rounded down to the next machine-representable number and the upper endpoint is rounded up to the next machine-representable number. In this way, through the use of interval, as opposed to floating-point arithmetic, any potential rounding error problems are avoided. Several good introductions to interval analysis, as well as interval arithmetic and other aspects of computing with intervals, are available. 6,15-17 Implementations of interval arithmetic and elementary functions are also readily available, and recent compilers from Sun Microsystems directly support interval arithmetic and an interval data type.
For an arbitrary function f (x), the interval extension F (X) encloses all possible values of f (x) for x ∈ X; that is, it encloses the range of f (x) over X. It is often computed by substituting the given interval X into the function f (x) and then evaluating the function using interval arithmetic.
This "natural" interval extension is often wider than the actual range of function values, though it always includes the actual range. For example, the natural interval extension of f (x) = x/(x − 1) [1, 3] , while the true function range over this interval is [1.5, 2] . This overestimation of the function range is due to the "dependency" problem, which may arise when a variable occurs more than once in a function expression. While a variable may take on any value within its interval, it must take on the same value each time it occurs in an expression. However, this type of dependency is not recognized when the natural interval extension is computed. In effect, when the natural interval extension is used, the range computed for the function is the range that would occur if each instance of a particular variable were allowed to take on a different value in its interval range. In some situations, dependency issues can be avoided through the use of the dependent subtraction operation (also known as the cancellation operation). Assume that there is an interval S that depends additively on the interval A. The dependent subtraction operation is defined by [3, 4] and S = A+B +C = [6, 9] .
Say that only S is stored and that later it is desired to compute A + B by subtracting C from S.
Using the standard subtraction operation yields S − C = [6, 9] − [3, 4] = [2, 6] , which overestimates the true A + B. Using the dependent subtraction operation, which is allowable since S depends additively on C, yields S C = [6, 9] [3, 4] = [3, 5] , which is the true A + B. For more gen-eral situations, there are a variety of other approaches that can be used to try to tighten interval extensions, 6, [15] [16] [17] including the use of Taylor models, as described in the next subsection.
Taylor Models
Makino and Berz 18 have described a remainder differential algebra (RDA) approach for bounding function ranges and control of the dependency problem of interval arithmetic. 19 This method employs high-order computational differentiation to express a function by a model consisting of a Taylor polynomial, usually a truncated Taylor series as shown below, and an interval remainder bound.
Consider a function f : x ∈ X ⊂ R m → R that is (q + 1) times partially differentiable on X and let x 0 ∈ X. The Taylor theorem states that for each x ∈ X, there exists a ζ ∈ R with 0 < ζ < 1 such that
where the partial differential operator
The last (remainder) term in eq 2 can be quantitatively bounded over 0 < ζ < 1 using interval arithmetic or other methods to obtain an interval remainder bound. The Taylor model for f (x) then consists of a q-th order polynomial in (x − x 0 ), p f (x − x 0 ) (the summation in eq 2), and an interval remainder bound R f . This Taylor model is denoted by T f = (p f , R f ).
Arithmetic operations with Taylor models can be done using the RDA approach described by Makino and Berz. 18, 20 Let T f and T g be the Taylor models (q-th order) of the functions f (x) and g(x) respectively over the interval x ∈ X. For f ± g,
Thus a Taylor model of f ± g is given by
For the the product f × g,
Note that p f × p g is a polynomial of order 2q. In order to be consistent with the q-th order polynomial in a Taylor model, this term is split into the sum of a polynomial p f ×g of up to q-th order, and an extra polynomial p e containing the higher order terms. A Taylor model for the product f × g can then be given by T f ×g = (p f ×g , R f ×g ), with
Here B(p) = P (X − x 0 ) denotes an interval bound of the polynomial p(x − x 0 ) over x ∈ X.
Similarly, an interval bound on an overall Taylor model T = (p, R) will be denoted by B(T ), and is computed by obtaining B(p) and adding it to the remainder bound R; that is, B(T ) = B(p) + R.
In storing and operating on a Taylor model, only the coefficients of the polynomial part p(x − x 0 ) are used, and these are point valued. However, when these coefficients are computed in floating point arithmetic, numerical errors may occur and they must be bounded. To do this in our current implementation of Taylor model arithmetic, we have used the "tallying variable" approach, as described by Makino and Berz. 20 This approach has been analyzed in detail by Revol et al. 21 This results in an error bound on the floating point calculation of the coefficients in p(x − x 0 ) being added to the interval remainder bound R.
The range bounding of the interval polynomials B(p) = P (X − x 0 ) is an important issue, which directly affects the performance of the Taylor model. Unfortunately, exact range bounding of an interval polynomial is NP hard, and direct evaluation using interval arithmetic is very inefficient, often yielding only loose bounds. Naturally, we focus on exact bounding of the dominant part, that is, the first-and second-order terms. However, exact bounding of a general interval quadratic is computationally expensive. Thus, we have adopted here a compromise approach, in which only the first-order and the diagonal second-order terms are considered for exact bounding, and other terms are evaluated directly. That is,
where Q is the interval bound of all other terms, and is obtained by direct evaluation with interval arithmetic. In eq 8, since X i occurs twice, there exists a dependency problem. For |a i | ≥ ω, where ω is a small positive number, we can rearrange eq 8 such that each X i occurs only once; that is,
In this way, the dependence problem in bounding the interval polynomial is alleviated so that a sharper bound can be obtained. If |a i | < ω, direction evaluation will be used instead.
Taylor models for the reciprocal operation, as well as the intrinsic functions (exponential, logarithm, square root, sine, cosine, etc.) can also be obtained. 18, 20, 22 Using these, together with the basic arithmetic operations defined above, it is possible to start with simple functions such as the con-
, and the identity function i( 
Constraint Propagation on Taylor Models
Partial information expressed by a constraint can be used to eliminate incompatible values from the domain of its variables. This domain reduction can then be propagated to all constraints on that variable, where it may be used to further reduce the domains of other variables. This process is known as constraint propagation. In this subsection, we show how to apply such a constraint propagation procedure using Taylor models, for both inequality and equality constraints.
Let T c be the Taylor model of the function c(x) over the interval x ∈ X, and say the constraint c(x) ≤ 0 needs to be satisfied. In the constraint propagation procedure (CPP) described here, B(T c ) is determined and then there are three possible outcomes:
will ever satisfy the constraint; thus, the CPP can be stopped and
then every x ∈ X will always satisfy the constraint; thus X cannot be reduced and the CPP can be stopped. 3. If neither of previous two cases occur, then part of the interval X may be eliminated;
thus the CPP continues, using an approach based on the range bounding strategy for Taylor models described above.
For some i ∈ {1, 2, . . . , m}, let a i and b i be the polynomial coefficients of the terms (
and (x i − x i0 ) of T c , respectively. Note that, x i0 ∈ X i and is usually the midpoint x i0 = m(X i ); the value of x i0 will not change during the CPP. For |a i | ≥ ω, the bounds on T c can be expressed using eq 9 as
where S i is determined by dependent subtraction (see section 3) using
Now define the intervals
goal is to identify and retain only the part of X i that contains values of x i for which it is possible to satisfy c(x) ≤ 0. Since B(T c ) bounds the range of c(x) for x ∈ X, the constraint c(x) ≤ 0 will be satisfied if B(T c ) ≤ 0. Thus, to identify bounds on the part of X i that satisfies the constraint, we can use the condition
Then, the set U i that satisfies eq 12, can be determined to be
The part of X i to be retained is then
If |a i | < ω, then eq 9 cannot be used, but eq 8 can. Following a procedure similar to that used above, we now define
To identify bounds on the part of X i that satisfies the constraint, we can now use the condition
Then, the set U i that satisfies eq 14, can be determined to be
where it is assumed that |b i | ≥ ω. The part of X i to be retained is then
both |a i | and |b i | are less than ω, then no CPP will be applied on X i .
For the equality constraint c(x) = 0, the procedure is similar to but simpler than for the inequality case. If |a i | ≥ ω, eq 12 becomes
Then, with W i = V i /a i , it follows that
Thus, the part of X i retained is
. If |a i | < ω and |b i | ≥ ω, eq 14 becomes
The overall CPP is implemented by beginning with i = 1 and proceeding component by component. If, for any i, the result X i = ∅ is obtained, then no x ∈ X can satisfy the constraint; thus, X can be discarded and the CPP stopped. Otherwise the CPP proceeds until all components of X have been updated. Note that, in principle, each time an improved (smaller) X i is found, it could be used in computing S i for subsequent components of X. However, this requires recomputing the bound B(T c ), which, for the functions c(x) that will be of interest here, is expensive. Thus, the CPP for each component is done using the bounds B(T c ) computed from the original X.
Validated Solution of Parametric ODEs
When a traditional sequential approach is applied to the parameter estimation problem, the objective function φ is evaluated, for a given value of θ, by applying an ODE solver to the constraints to eliminate z µ , µ = 1, . . . , r. In the global optimization algorithm described here, we will use a sequential approach based on interval analysis. This approach requires the evaluation of bounds on φ, given some parameter interval Θ. Thus, we need an ODE solver that can compute bounds on z µ , µ = 1, . . . , r, for the case in which the parameters are interval valued. Interval methods 24 (also called validated methods) for ODEs provide a natural approach for computing the desired enclosures of the state variables at the times t µ , µ = 1, . . . , r, corresponding to the given data points.
Validated methods for ODEs not only can determine guaranteed bounds on the state variables, but can also verify that a unique solution to the problem exists. Traditional interval methods usually consist of two processes applied at each integration step. 24 In the first process, existence and uniqueness of the solution are proven using the Picard-Lindelöf operator and the Banach fixed point theorem, and a rough enclosure of the solution is computed. In the second process, a tighter enclosure of the solution is computed. In general, both processes are realized by applying interval [18] [19] [20] to deal with the dependency problem on the uncertain variables (parameters and initial values). In the context of parameter estimation, the initial values are assumed to be known exactly, and so only the parameters are interval valued. We will summarize here the basic ideas of the method used. Additional details are given by Lin and Stadtherr. 13 Consider the following parametric ODE system, with state variables denoted by y:
where t ∈ [t 0 , t m ] for some t m > t 0 . Note that a parameter interval Θ has been specified, and that it is desired to determine a validated enclosure of all possible solutions to this initial value problem. Also note that nonautonomous (time dependent) problems can be converted to the autonomous form given in eq 18. We denote by y(t; t j , Y j , Θ) the set of solutions y(t; t j , Y j , Θ) = y(t; t j , y j , θ) | y j ∈ Y j , θ ∈ Θ , where y(t; t j , y j , θ) denotes a solution ofẏ = f(y, θ) for the initial condition y = y j at t = t j . We will describe a method for determining enclosures Y j of the state variables at each time step j = 1, . . . , m, such that y(t j ; t 0 , y 0 , Θ) ⊆ Y j .
Assume that at t j we have an enclosure Y j of y(t j ; t 0 , y 0 , Θ), and that we want to carry out an integration step to compute the next enclosure Y j+1 . Then, in the first phase of the method, the goal is to find a step size h j = t j+1 − t j > 0 and a prior enclosureỸ j of the solution such that a unique solution y(t; t j , y j , θ) ∈Ỹ j is guaranteed to exist for all t ∈ [t j , t j+1 ], any y j ∈ Y j , and any θ ∈ Θ. We apply the traditional interval method, with high order enclosure, to the parametric ODEs by using an interval Taylor series (ITS) with respect to time. That is, we determine h j and
Here k denotes the order of the Taylor expansion, and the coefficients F 
Satisfaction of eq 19 demonstrates that there exists a unique solution y(t; t j , y j , θ) ∈Ỹ j for all t ∈ [t j , t j+1 ], any y j ∈ Y j , and any θ ∈ Θ.
In phase 2, we compute a tighter enclosure Y j+1 ⊆Ỹ j such that y(t j+1 ; t 0 , y 0 , Θ) ⊆ Y j+1 .
This will be done by using an ITS approach to compute a Taylor model T y j+1 of y j+1 in terms of the parameters, and then obtaining the enclosure Y j+1 = B(T y j+1 ). For the Taylor model computations, we begin by representing the parameters by the Taylor model T θ with components
where m(Θ i ) indicates the midpoint of the interval Θ i . Then, we can determine Taylor models T f [i] of the interval Taylor series coefficients f [i] (y j , θ) by using RDA operations to compute
Using an interval Taylor series for y j+1 with coefficients given by T f [i] , and incorporating a novel approach for using the mean value theorem on Taylor models, one can obtain a result for T y j+1 in terms of the parameters. To further control the wrapping effect, 24 a QR factorization approach is applied to the remainder bound. The algorithmic procedure for phase 2 is summarized in Algorithm 1, where J(f has been developed and tested by Lin and Stadtherr, 13 who compared its performance with results obtained using the popular VNODE package. 27 For the test problems used, VSPODE provided tighter enclosures on the state variables than VNODE, and required significantly less computation time.
Global Optimization Procedure
The global optimization procedure described here uses an interval-Newton approach. 
Objective Range Test
In this step, the Taylor model T φ k , of the objective function φ(θ) over Θ (k) is computed. To do this, Taylor models of z µ , the state variables at times t µ , µ = 1, . . . , r, corresponding to the given data points, must first be determined. This is done using VSPODE, as described in section 4. is then the intersection of these two results. This tends to tighten the bounds provided by B(T φ k ) and also guarantees that B(T φ k ) ≥ 0.
The part of Θ (k) that can contain the global minimum must satisfy the constraint φ(θ) −φ ≤ 0, whereφ is a known upper bound on the global minimum, the initialization and update of which is discussed below. Thus the constraint propagation procedure (CPP) described in section 3.3 is now applied using this constraint. The first step of the CPP amounts to checking if the lower bound In this application, the objective function φ is a sum of squares function, and it can be accumulated as a series of partial sums computed at each data time t µ , µ = 1, . . . , r − 1, with the final sum φ determined only after integration to the final data time t r . Thus, after integration through the s-th data time t s (s < r), we have computed the partial sum
Since each term in the sum is positive, φ s ≤ φ s+1 ≤ φ, s = 1, . . . , r−1. Thus, for any s = 1, . . . , r−1, a lower bound on φ s is a valid lower bound on φ, and the bounds improve (increase) as s increases.
However, an upper bound on φ s is not a valid upper bound on φ. This means that we are able to augment the objective range test described above by applying a partial CPP after each data time t s is reached in the integration process. At this point, the Taylor model of φ s over Θ (k) is available.
It is bounded to obtain B(T φ sk ) and a CPP is started. The only part of the CPP that cannot be done is the second step, which determines when to updateφ, since this involves the upper bound on the Taylor model of φ s , which is not a valid upper bound on φ. Using this partial CPP at each data time may result in Θ (k) being eliminated without having to integrate all the way to t r , or it may result in a larger reduction of Θ (k) once t r is reached.
As with any type of procedure incorporating branch-and-bound, an important issue is how to initializeφ, the upper bound on the global minimum. There are many ways in which this can be done, and clearly, it is desirable to find aφ that is as small as possible (i.e., the tightest possible upper bound). To initializeφ, we run p 2 local minimizations (p is the number of parameters to be estimated) using a local optimization routine from randomly chosen starting points, and then choose the smallest value of φ found to be the initialφ. For this purpose, we use the boundconstrained quasi-Newton method L-BFGS-B 29 as the local optimization routine, and DDASSL 14
as the integration routine.
Function Range Test
This test step is also known as the gradient test. Since the global minimum must be one of the stationary points of φ(θ), it must be a solution of f(θ) = ∇φ(θ) = 0. The Taylor model T f k , of
If there is any component of B(T f k ) that does not include zero, then no solution of f(θ) = 0 can exist in this interval. This interval can then be discarded. Note that we have assumed that the initial interval Θ (0) is sufficiently large that the global minimum will not be on its boundary, because an extremum on the boundary is in general not a stationary point.
For situations in which such an assumption cannot be made, the "peeling" process described by Kearfott, 16 in which IN is applied to each of the lower dimensional subspaces that constitute the boundary of Θ (0) , can be used.
Using T f k , a constraint propagation procedure can also be performed using each component has been discarded. The procedure is repeated until no further improvement of Θ (k) can be made.
Note that in order to determine a Taylor model of f (θ), it is necessary to obtain Taylor models for the first-order sensitivities z θ i = ∂z/∂θ i , i = 1, . . . , p, at each t µ , µ = 1, . . . , r. To do this, VSPODE is applied to integrate the first-order sensitivity equation,
for each i = 1, . . . , p. Thus, the function range test is relatively expensive, and one must consider the tradeoff between the computational cost of the test and the reduction of Θ (k) that it provides.
A mechanism for dealing with this tradeoff is described below in section 5.4.
Interval-Newton Test
If Θ (k) has not been eliminated in the objective range test or in the function range test, then the interval-Newton (IN) test is applied. The linear interval equation system
is solved for a new interval N (k) , where F (Θ (k) ) is an interval extension of f (θ), the Jacobian of f(θ) with respect to θ (i.e., F (Θ (k) ) is an interval extension of the Hessian of φ(θ)), andθ
is an arbitrary point in
is determined and used to bound the coefficients of
It has been shown 6,16,17 that any root of f(θ) = 0 (i.e., any stationary point of φ(θ)) contained in Θ (k) is also contained in the image N (k) . This implies that if the intersection between Θ (k) and N (k) is empty, then no root exists in Θ (k) , and also suggests the iterative reduction scheme
it has been shown 6,16,17 that, if
, then there is a unique root contained in Θ (k) and thus in N (k) . Therefore, after computation of N (k) from eq 24, there are three possibilities: 1.
meaning there is no root in the current interval Θ (k) and it can be discarded. 2.
, meaning that there is exactly one root in the current interval Θ (k) . Thus, the testing of Θ (k) can stop. The root is enclosed by
, and can be more tightly enclosed by repeated application of the IN test, which will converge quadratically to a desired tolerance on the enclosure diameter. 3. Neither of the above, meaning that no conclusion about the number of roots can be drawn, but that
can still be applied to try to reduce Θ (k) .
At this point, Θ LISS LP has been shown to achieve further improvements in computational performance.
Note that in order to determine a Taylor model of f (θ), it is necessary to obtain Taylor models for the second-order sensitivities z θ j θ i = ∂ 2 z/∂θ j ∂θ i , j = 1, . . . , p, i = 1, . . . , p, at each t µ , µ = 1, . . . , r. To do this, VSPODE is applied to integrate the second-order sensitivity equation,
for each j = 1, . . . , p and i = 1, . . . , p. Thus, the IN test is very expensive, and one must consider the tradeoff between its cost and the reduction of Θ (k) that it provides. A mechanism for dealing with this tradeoff is described in the next section.
Implementation
The global optimization method consists of three tests, as outlined above. At termination, when all the subintervals in the stack have been tested, all global minimizers of φ will have been tightly enclosed. This method can be regarded as a type of branch-and-bound (or branch-and-reduce) scheme on a binary tree. Although the function range and IN tests are effective in reducing and eliminating subdomains from the search space, they are also relatively expensive computationally, especially for optimization in dynamic systems, since these tests require the integration of the sensitivity equations together with the state equations. Thus, in considering the impact on overall computational time, one must consider the tradeoff between the expense of these tests and the reduction of search space that they provide.
Since the IN test and function range test tend to be more effective on smaller intervals, we use a delay scheme, whereby the tests are turned on only by some triggers. The triggers used here are based on the level of the current subinterval Θ (k) in the binary tree, denoted by L( 
then the function range test will be performed, and when L(Θ (k) ) ≥ L J , then the IN test will be performed. In this way, these tests are not applied until the size (volume) of the subinterval Θ (k) being tested is less than V 0 /2 L T , T ∈ {F, J}, where V 0 is the size of the initial interval Θ (0) .
Since the IN test requires the integration of the second-order sensitivity equations, as well as the first-order conditions, it is always significantly more expensive than the function range test, which requires integration of the first-order sensitivities only. Therefore, when the IN test is triggered, the function range test can always be performed with little additional computational overhead. This means that it would not make sense to set L F equal to or higher than L J ; thus, in practice, L F is always less than L J . We will compare the computational performance of these schemes, including different trigger levels, in the next section.
If the IN test is turned off, then the method becomes a type of finite -convergence global optimization algorithm. In the objective range test, an -convergence test is required. That is, if
will be discarded, where abs and rel are absolute and relative convergence tolerances, respectively. In parameter estimation problems, the global minimum in the sum of squares function φ(θ) can be expected to be close to zero, and there may be also be other local minima with φ(θ) values close to zero. For this situation, use of an absolute convergence tolerance is inappropriate. For example, if abs is set to 10 −3 , then even with the worst case lower bound B(T Φ k ), any local minimum withφ ≤ 10 −3 would be accepted as the global minimum, even though a minimum orders of magnitude lower might exist. Thus, for parameter estimation problems, a relative tolerance should be used. Note that, when the IN test is used, the method is an exact global optimization algorithm, i.e., = 0. In this case, the algorithm will find arbitrarily tight (limited by machine precision) enclosures of all global minimizer points, with each such enclosure guaranteed to contain a unique stationary point (∇φ(θ) = 0). The width of this enclosure should not be confused with , which is a tolerance on the objective function value and is zero in this case.
Summary
A step-by-step summary of the global optimization procedure is given below:
1. Initialization (a) Set the trigger levels, L F and L J .
(b) Set the relative convergence tolerance, rel , or the absolute convergence tolerance, abs .
If the exact global optimum is sought set rel = 0 or abs = 0. (e) Set the other subinterval to be the current interval Θ, and go to step 3. 
Computational Studies
In this section, results on four example problems are presented. Computational performance with different trigger levels L F and L J will be discussed. All example problems were solved on an Intel Pentium 4 3.2GHz machine. The VSPODE package 13 (see section 4), with a k = 17 order interval Taylor QR method and a q = 3 order Taylor model, was used to integrate the dynamic systems in each problem. Using a smaller value of k will result in the need for smaller step sizes in the integration and so will tend to increase computation time. Using a larger value of q will result in somewhat tighter bounds on the states, though at the expense of additional complexity in the Taylor model computations. In the -convergent case, a relative convergence tolerance of rel = 1 × 10 −3 was used for all problems. The algorithm was implemented in C++.
First-order Irreversible Series Reaction
This problem involves parameter estimation for a first-order irreversible chain reaction, as presented by Tjoa and Biegler, 34 and studied by several others. 2,10-12 The reaction system is
Only the concentrations of components A and B are available as measurements. The differential equation model takes the formż Computational results are shown in Table 1 MHz machine (roughly an order of magnitude slower than the machine used here). Chachuat and
Latifi 10 obtained an -optimal solution to this problem in 280 seconds, using an unspecified machine and a "prototype" implementation. Singer and Barton 12 solved this problem to -global optimality with an absolute tolerance, so their results are not directly comparable; however, on this problem, the computational cost of their method appears to be similar to the cost of the method given here.
All of these other methods provide for -convergence only.
First-order Reversible Series Reaction
This example involves a first-order reversible chain reaction, as presented by Tjoa and Biegler 34
and Esposito and Floudas. 2 The reaction system is
The differential equation model takes the forṁ
where the state vector, z, is defined as the concentration vector [A, B, C] T , and the parameter
In this problem the total number of moles remains constant, so the balance on component C is not independent of the other two component balance equations.
Thus, the third model equation is the overall balance. Two sets of measurement data can be found in Esposito and Floudas, 2 both generated from the model using the parameter values θ = For the first estimation problem (Example 2-1), using only measurements of components A and B, the computational results are shown in Table 2 . In all cases, the approach found a global Table 2 (and subsequent tables for other examples) gives results for trigger values on both sides of the best levels. For L F and L J values below those shown, the computational cost was significantly higher. On this problem, it appears that, above certain trigger levels, the performance is relatively insensitive to the trigger values used.
For the second estimation problem (Example 2-2), using measurements of all the components, the computational results are shown in Table 3 . In all cases, the global minimum found was 
Catalytic Cracking of Gas Oil
This problem involves a model representing the catalytic cracking of gas oil (A) to gasoline (Q) and other side products (S), as described by Tjoa and Biegler 34 and also studied by several others. 2, [10] [11] [12] The reaction is
Only the concentrations of A and Q were measured. Instead of the simple first-order kinetics in the previous two examples, this reaction scheme involves nonlinear reaction kinetics. The differential equation model takes the formż 
The computational results are shown in Table 4 . In all cases, the global minimum found was comparable. However, the computational cost of their method on this problem appears to be similar to the cost of the method given here. These other methods all provide for -convergence only.
Lotka-Volterra Predator-Prey Model
This parameter estimation problem, described by Luus, 35 and also studied by Esposito and Floudas, 2 is based on the Lotka-Volterra predator-prey model from theoretical ecology. The system is described by two differential equations, The computational results are shown in Table 5 . In all cases, the global minimum found was 
Concluding Remarks
We have presented here a method for deterministic global optimization in the estimation of parameters for dynamic models (ODE or DAE systems). The method can be implemented as latter case, the method provides a mathematically guaranteed and computationally validated global optimum in the goodness of fit function. On some problems, the exact global optimization algorithm requires some additional computational effort relative to the -convergent case. However, on other problems, the exact algorithm is actually less costly. Other global optimization algorithms proposed for solving this problem either offer no theoretical guarantees, 2 or provide -convergence only. [10] [11] [12] The exact algorithm described here provides a rigorous and validated global optimum, and does so with a computational cost that is comparable to or better than the other methods.
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