For any moduli space of stable representations of quivers, certain smooth varieties, compactifying projective space fibrations over the moduli space, are constructed. The boundary of this compactification is analyzed. Explicit formulas for the Betti numbers of the smooth models are derived. In the case of moduli of simple representations, explicit cell decompositions of the smooth models are constructed.
Introduction
Moduli spaces constructed using Geometric Invariant Theory [10] , parametrizing appropriate stable objects in an abelian category up to isomorphism, are usually not projective, making the determination of their global topological and geometric invariants a difficult problem. In contrast, the standard compactification, parametrizing equivalence classes of semistable objects, is usually highly singular. Posing a moduli problem resulting in smooth projective moduli spaces is therefore a rather subtle, and in many cases unsolved, problem. The standard approach is to parametrize objects in the given category together with some additional structure, but to choose such structure in an appropriate way is in no way canonical, and depends, if possible at all, on a deep understanding of the particular moduli problem.
Moduli spaces of representations of quivers [6] form a particularly interesting testing ground for techniques of moduli theory: they are easily defined and parametrize basic linear algebra type objects, they behave quite analogously to moduli of vector bundles on curves or surfaces in many respects, and of course they are interesting in themselves, since they play a key role in approaching wild classification problems in representation theory [17] .
The above mentioned general dichotomy between smooth non-projective and singular projective moduli also applies to quiver moduli as soon as the basic discrete invariant of a quiver representation, its dimension vector, is not coprime.
In this paper, we formulate and study a moduli problem closely related to the original problem of parametrizing stable representations of quivers up to isomorphism. Namely, we consider representations, together with an additional "framing datum", consisting of maps from given vector spaces to the quiver representation. The subtle point in the construction is to choose the correct notion of stability. Once this is found, the moduli spaces of stable such pairs, which are called smooth models here, parametrize semistable quiver representations, together with a map "avoiding the subspaces contradicting stability" (see Proposition 3.3 and Lemma 3.5).
The construction is inspired both by the idea of framing quiver data, prominent in H. Nakajima's work on quiver varieties (see e.g. [11] ), and by the construction and study of Brauer-Severi type varieties in [2] and [20] . A similar construction in the context of moduli of vector bundles on curves is provided by the moduli of stable pairs [19] . Two special cases of the present construction were already studied by the second named author: the case of quivers without oriented cycles, with respect to trivial stability, in [14] , and the case of the multiple-loop quiver in [13] .
The smooth models of quiver moduli resulting from our construction, if nonempty, are irreducible smooth varieties of known dimension, projective over the corresponding moduli space of semisimple representations (thus projective in case of quivers without oriented cycles), see Proposition 3.6. They admit a natural projective morphism to the moduli space of polystable representations, an analogue of the Hilbert-Chow morphism from Hilbert schemes to symmetric products. No general simple criterion for non-emptyness of the smooth models is known, except for a recursive one; but for "large enough" framing data, the smooth models are always non-empty (Lemma 3.7). A notable exception is the case of trivial stability, for which an efficient criterion is given in Theorem 6.1.
The fibres of the analogue of the Hilbert-Chow morphism can be explicitely described as nilpotent parts of smooth models for other quiver data, using a generalization of well-known Luna slice techniques (Theorem 4.1). In particular, the fibres over the stable locus are always isomorphic to projective spaces of appropriate dimension. Furthermore, the analogue of the Hilbert-Chow morphism is a fibration (that is, locally trivial in theétale topology) over each Luna stratum of the moduli space of polystable representations. This allows us to define a stratification of the smooth models, whose generic stratum is given by a projective space fibration over the moduli of stable representations, and whose boundary is decomposed into fibrations with "known" fibres over the other Luna strata (Corollary 4.2).
Using Harder-Narasimhan techniques and a resolution of the occuring recursions, the Betti numbers in singular cohomology of quiver moduli in the coprime case were computed in [12] . Based on these formulas, two different formulas for the Betti numbers of smooth models are given. One formula (Theorem 5.4) is given by an explicit summation, a variant of the main formula from [12] . The other formula (Theorem 5.2) computes the Poincaré polynomials of all smooth models at the same time, by expressing their generating function as a quotient of two generating functions involving explicit rational functions already used in [12] . This result is established using Hall algebra techniques (Lemma 5.1), reminiscent of similar techniques for numbers of rational points of moduli of stable representations [15] and of quiver Grassmannians [3] .
In the special case of trivial stability, the smooth models parametrize arbitrary representations together with a presentation as a factor of a projective representation, and we call them Hilbert schemes of path algebras of quivers. As mentioned above, we are able to give an explicit criterion for non-emptyness in this case. Furthermore, we derive from the general cohomology formulas a positive combinatorial formula for the Betti numbers, that is, a formula given by a weighted counting of certain combinatorial objects, namely, a restricted class of multipartitions.
We give a conceptual explanation for this formula by constructing an explicit cell decomposition (Theorem 7.6), generalizing a construction in [13] . The cells in this decomposition are naturally parametrized by certain types of forests (more precisely, certain subquivers of covering quivers), yielding a combinatorial formula for the Betti numbers in terms of such objects. The final result, Theorem 8.2, therefore establishes a direct combinatorial relation between the multipartitions and the forests relevant for our combinatorial formulas.
The paper is organized as follows: in section 2, we first recall basic definitions and facts on quivers, their representations and on quiver moduli (subsection 2.1). We also recall some results from [12] which will be used in the following (subsection 2.3), thereby generalizing them to quivers possessing oriented cycles using a general purity result (subsection 2.2). Section 3 is devoted to the construction of the smooth models by a framing process. The objects parametrized by the smooth models are described (Proposition 3.6), and basic geometric properties are discussed. The section ends with an illustration of the general construction by several examples, which will be studied in more detail subsequently. In section 4, we first recall the Luna stratification of quiver moduli. This is used to define the stratification of the smooth models, whose geometric properties rely on the analysis of the fibres of the analogue of the Hilbert-Chow morphism in Theorem 4.1. After recalling some Hall algebra techniques, section 5 derives two formulas for Betti numbers of smooth models mentioned above by direct computations relying on the formulas of subsection 2.3, and illustrates the use of the formulas in two examples. Section 6 applies the techniques of the previous sections to the case of Hilbert schemes of path algebras, the methods being of a more combinatorial flavour. The cell decompositions of Hilbert schemes of path algebras are constructed explicitely in section 7. Section 8 compares the relevant combinatorial concepts and gives a typical example.
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2 Recollections on quiver moduli
Definition of quiver moduli
Let Q be a finite quiver with set of vertices I and set of arrows Q 1 , where an arrow α ∈ Q 1 starting in i ∈ I and ending in j ∈ I will always be denoted by α : i → j. Denote by ZI the free abelian group generated by I, whose elements will be written as d = i∈I d i i. On ZI, we have the Euler form of Q defined by
The subsemigroup NI of ZI will be viewed as the set of dimension vectors of representations of Q.
Given a dimension vector d ∈ NI, we fix complex vector spaces M i of dimension d i for any i ∈ I and consider the affine space
on which the reductive algebraic group 
Let Θ ∈ (QI)
* be a linear form, called a stability condition, which will be fixed throughout, and let dim d ∈ N be defined by
This allows to define the slope of a non-zero dimension vector by
For µ ∈ Q, we define
We denote by Rep C (Q) the category of finite-dimensional complex representations of Q. The dimension vector of such a representation
will be denoted by dimX ∈ NI. Its slope µ(X) ∈ Q is then defined as the slope µ(dimX) of its dimension vector. The representation X is called (µ-)stable (resp. (µ-)semistable) if
for all non-zero proper subrepresentations U of X. Moreover, the representation X is called (µ-)polystable if it is isomorphic to a direct sum of stable representations of slope µ.
In the case Θ = 0, any representation is semistable, and the notions of stability, resp. polystability, reduce to the notions of simplicity, resp. semisimplicity. We define Rep µ C (Q) as the full subcategory of Rep C (Q) consisting of semistable representations of slope µ. By simple properties of semistability (see [12] ), this in an abelian subcategory, that is, it is closed under extensions, kernels and cokernels. Its simple objects are the stable representations of slope µ.
We denote by
, the open subset of the variety R d (Q) corresponding to semistable, resp. stable, representations.
By [6] , there exists a smooth complex algebraic variety M 
attaching to a representation the isomorphism class of its semisimplification, is denoted by N d (Q) and is called the nullcone in R d (Q). The points of the nullcone correspond to representations admitting a filtration with subquotients isomorphic to the S i , or equivalently, representations such that the trace along all non-trivial oriented cycles vanishes. We call such representations nilpotent.
By the above, the variety M sst d (Q) admits a projective morphism
again associating to a representation its semisimplification.
The situation is summarized in the following diagram:
In case the quiver Q has no oriented cycles, the moduli space M Following [12] , we call d coprime for Θ if
In particular, we then have gcd(d i ) i∈I = 1, and this condition is sufficient for coprimality of d at least for generic Θ by [6] . For d coprime for Θ, we have M There are two natural operations on stability conditions which are easily seen to respect the class of stable (resp. semistable) representations: Θ can be multiplied by a positive rational number, and Θ can be translated by a multiple of the functional dim. Using these operations, one can always assume without loss of generality that Θ ∈ (ZI) * and Θ(d) = 0 for some given d ∈ NI.
We state the following criterion (see [12, 
Purity
Although our primary interest is in quiver moduli over the complex numbers, all the varieties considered so far can be defined over arbitrary fields: by [15, section 6] , there exist schemes over Z whose base extensions to C are isomorphic to
, respectively. We can thus extend scalars to any field (in particular, to finite fields or their algebraic closures), which, by abuse of notation, will also be denoted by M . In particular, we can consider the number of rational points over finite fields F q of these varieties, which will be denoted (again by abuse of notation) by |M
We need a general remark on purity of quiver moduli. Assume that a datum (Q, d, Θ) as before is given, and assume that d is coprime for Θ. We will prove that M st d (Q), viewed over an algebraic closure of a finite field, is not only smooth, but also cohomologically pure, although it is not projective for general Q. We adopt the technique of [4, 2.4 for all i.
Application to the quiver setup yields the following:
Proof The multiplicative group G m acts on R d (Q) by scaling the linear maps representing the arrows. This restricts to an action on R 
generated by traces along oriented cycles by [7] , thus G m is non-negatively graded by the weight spaces of the G m -action. Consequently, the point 0
is the unique G m -fixed point, to which all points limit. Therefore, the G m -fixed points in the smooth quasi-projective variety M 
Cohomology
Next, we consider the Betti numbers of quiver moduli. For a complex variety X, we denote by
its Poincaré polynomial in singular cohomology with rational coefficients (the half-powers of q are reasonable since in the present situation, only varieties with vanishing odd cohomology will be proved to appear).
Definition 2.4 Given (Q, d, Θ) as before, define a rational function
where the sum runs over all decompositions
Such decompositions of d will be called µ-admissible.
. Proof In the case that Q has no oriented cycles, this is proved in [12, Theorem 6.7] , where it is derived via purity from the formula
for the number of rational points of M • the vertices ofQ are those of Q, together with one additional vertex ∞,
• the arrows ofQ are those of Q, together with n i arrows from ∞ to i, for every vertex i of Q,
The slope function associated toΘ is denoted byμ, and the Euler form with respect toQ is denoted by
Any dimension vector e ∈ NI can be viewed as a dimension vector forQ via the natural embedding I ⊂Î. Furthermore, for any dimension vector e ∈ NI, we define a dimension vectorê forQ as in the definition. The product n · e is defined by i∈I n i e i .
Lemma 3.2 The following properties hold for the new datum (Q,d,Θ):
1. We have ê, f Q = e, f − n · f and e,f Q = e, f for all e, f ∈ NI.
For all 0 = e ≤ d, we haveμ(e) <μ(d) if and only ifμ(e) ≤μ(d) if and only if µ(e) ≤ µ(d).

For all e < d, we haveμ(ê) <μ(d) if and only ifμ(ê) ≤μ(d) if and only if µ(e) < µ(d).
The dimension vectord is coprime forΘ.
Proof The first part follows from a direct computation using the definition of Q. By the operations on stabilities mentioned above, we can assume without loss of generality that Θ(d) = 0 and Θ ∈ ZI * . We assume ε to be sufficiently small in the above definition, thus we can assume ε ≤ 1. For the second part, assume 0 = e ≤ d. Then
(and similarly for ≤ instead of <), thus the statement follows since Θ(e) ≤ 0 if and only if µ(e) ≤ µ(d). The third part follows analogously: assume e < d. Then
(and similarly for ≤ instead of <), thus the statement follows as before. Now the final statement follows.
As in [14] , we can view representations ofQ of dimension vectord as representations of Q, together with a framing datum, as follows:
We fix vector spaces V i of dimension n i for all i ∈ I, and consider V = ⊕ i∈I V i . It is easy to see that the representations ofQ of dimension vectord can be identified with pairs (M, f ) consisting of a representation M of Q of dimension vector d and a tuple f = (f i : V i → X i ) i∈I of linear maps. 
Proof We consider the dimension vectors of non-trivial subrepresentations of the representation (M, f ).
The subrepresentations of (M, f ) of dimension vector e clearly correspond to subrepresentations of M of dimension vector e, whereas the subrepresentations of (M, f ) of dimension vectorê correspond to subrepresentations U of M such that Im(f ) ⊂ U ; namely, they are of the form (U, f ).
Now assume that (M, f ) isμ-semistable (resp.μ-stable), and let U be a nontrivial subrepresentation of M . Viewing U as a subrepresentation of (M, f ),
Conversely, assume that M fulfills the claimed conditions. The above analysis of the possible subrepresentations of (M, f ), together with Lemma 3.2, immediately yieldsμ-(semi-)stability of (M, f ).
By Lemma 3.2, the dimension vectord is coprime forΘ. We thus have an equality of moduli From the definition ofQ and the general properties of quiver moduli, we now immediately get: Remark: For each vertex i ∈ I, we consider the projective representation P i of Q, which has the paths from i to j as a basis of the space (P i ) j . We have
for all representations M . Therefore, defining
maps of Q-representations from P (n) to M can be naturally identified with maps f : V → M as before. Thus, we can also interprete the points of M Θ d,n (Q) as equivalence classes of morphisms f : P (n) → M such that M is µ-semistable and µ(U ) < µ(M ) for any proper subrepresentations U of M containing the image of f , under the equivalence relation identifying (f :
it is a smooth and pure variety of dimension
Proof Smoothness and purity follow from Proposition 2.3, using the fact that d is coprime forΘ by Lemma 3.2. The map
by the characterization Proposition 3.3 of stable points (M, f ). Thus, it descends to a morphism
On the other hand, we have projective morphisms
The moduli spaces of semisimple representations are spectra of invariant rings, which are generated by traces along oriented cycles in the quivers. But the oriented cycles of Q andQ coincide by definition ofQ, and thus
Consequently, the compositep of the morphisms
No general effective exact criterion for non-emptyness of M d,n (Q) is available at the moment, except for the general recursive criterion Theorem 2.1.
We will derive such a criterion later in case Θ = 0 (see Theorem 6.1).
Proof By Proposition 3.3, non-emptyness of M 
Proof We recall the construction of the universal bundles M i from [6] . Since d is coprime for Θ, it is in particular indivisible, so we can choose integers m i for i ∈ I such that i∈I
Consider the trivial vector bundle
The stabilizer of any point in R 
More generally, the projective bundle P( i∈I M mi i ) can be realized as the quotient
On the other hand, we consider the variety R 
and it is stable if the above inequality is strict. This is one of the classical examples of Geometric Invariant Theory [10] . As soon as i dim U i and dim V are not coprime, there might exist properly semistable points. Define the dimension vector n by n 0 = 1 and n i = 0 for i = 1, . . . , r. 
and it is stable if the inequality is strict. Fix vector spaces V ′ and W ′ of dimension n i and n j , respectively. The smooth model M up to base change in V and W . Stability is defined by the above inequality, which has to be strict whenever
Example E As a particular case of Example 7, we consider the case d i = 1 for all i = 1, . . . , r. In this case, the moduli space M 
The fibres of π and stratifications of smooth models
First we recall the Luna type stratification (see [1, 7] ) of M 
For a given polystable type ξ, we define a new quiver datum as follows:
Denote by Q ξ the quiver with set of vertices {1, . .
the natural morphism. The fibre π 
Moreover, the restriction of π to the inverse image of the Luna stratum S ξ is a fibration, that is, it is locally trivial in theétale topology.
Proof We consider the datum (Q,d) as in section 3, but define a degenerate stabilityΘ 0 by
This corresponds to the case ε = 0 in Definition 3.
1. We can easily analyze stability of representations (M, f ) ofQ of dimension vectord with respect to the slope functionμ 0 defined viaΘ 0 , using obvious variants of Lemma 3.2 and Proposition 3.3, resulting in the following: 
, which descends to an isomorphism of moduli
We want to apply the Luna slice theorem to the fibres of the resulting morphism
using techniques of [1] . Given a point M ∈ M sst d (Q) of polystable type ξ as above, we construct a smooth affine open Gd-stable subvariety X such that
as in [1, section 3] . We associate extended local quiver dataQ ξ andd ξ to (Q ξ , d ξ , n ξ ) as in section 3 and consider the quotient morphism
According to [1] , the affine space Rd ξ (Q ξ ) can be identified with the normal space at the point
to the Gd-orbit of (M, 0). As in [1, section 4], the strong form of the Luna slice theorem ( [9] , see [5] for an introduction) can be applied to the restriction ofq to X. It yields a locally closed affine subvariety S of X containing the point (M, 0), which is stable under the stabilizer
Moreover, there exists a diagram of Cartesian squares
We now want to compare the intersectionŝ
Suppose we are given a point (Z, h) in the fibre q −1 ξ (0), which corresponds to a point (N, f ) in the fibreq −1 (M ) under the above isomorphism. The representation N thus admits a filtration F * with subquotients isomorphic to the stable direct summands U k of M . Assume we are given a subrepresentation V ⊂ N containing the image of f such that µ(V ) = µ(N ). Since semistable representations of a fixed slope form an abelian subcategory, the intersection of V with the filtration F * induces a filtration of V with subquotients isomorphic to some of the U k . Thus, there exists a subrepresentation W ⊂ Z containing the image of h. Conversely, a subrepresentation W of Z containing the image of h induces a subrepresentation V of N containing the image of f , such that
Since the open subsets R Θ d,n (Q) and R 0 d ξ ,n ξ (Q ξ ), respectively, are defined by the triviality of such subrepresentations, we conclude that the above isomorphism of fibres restricts to an isomorphism
Passage to Gd-quotients yields the desired isomorphism and theétale local triviality.
We define a stratification of M Θ d,n (Q) as follows: for any polystable type ξ, define
The methods developed above now immediately give the following. 
Remark: The smooth models M 2. Continuing Example F above, we describe the fibre of π over the polystable nonstable points in the case r is even: the quiver Q ξ has two vertices 1, 2, and the number of arrows from i to j equals r/2 − 1 + δ i,j . The dimension vector is given by
Thus, the loops at the vertices can be ignored, since the nilpoteny condition forces them to be represented by zero. The dimension vector n ξ is given by (n ξ ) 1 = 1 = (n ξ ) 2 .
The resulting nilpotent part of the smooth models is isomorphic to two copies of a line bundle over projective space of dimension r − 2, glued at a single point.
Cohomology
As in [3, 15] , we consider a completed version of the Hall algebra of the quiver Q and perform computations with certain generating functions in it. By applying an evaluation map, this yields an identity involving the number of rational points of
as the direct product of one-dimensional Q-vector spaces with basis elements [M ], indexed by the isomorphism classes of finite dimensional representations of F q Q, and with the following multiplication:
where F X M,N denotes the number of F q Q-subrepresentations U of X such that U ≃ N and X/U ≃ M .
This defines an associative unital NI-graded Q-algebra by [15] . Note furthermore that the direct product
over all isomorphism classes in Rep
as the direct product of the one-dimensional Q-vector spaces with basis elements t d indexed by d ∈ NI, and with multiplication
The map sending a basis element [M ] to the element
by [12] .
Let C be a full abelian subcategory of Rep Fq (Q), that is, C is closed under kernels, cokernels and extensions. If U ⊂ M is a subrepresentation of a representation M ∈ C, we therefore have a well-defined minimal subrepresentation
containing U , defined as the intersection of all subrepresentations V ∈ C of M containing U .
Fix an arbitrary representation Z ∈ Rep Fq (Q). We denote by Hom 0 FqQ (Z, M ) the set of all F q Q-morphisms f from Z to M with the following property:
We consider the following elements of H((Q)):
Lemma 5. 1 We have e 0 · h Z = e Z in H((Q)).
Proof
We have
To prove that this equals
it thus suffices to exhibit a bijection between Hom FqQ (Z, X) and the set of pairs (U, f ), where U ⊂ X, U ∈ C and f ∈ Hom 0 FqQ (Z, U ). This is given by assigning to f : Z → X the pair
with converse map assigning to a pair (U, f ) the composite f : Z → U → X.
Theorem 5.2 For all (Q, Θ, n) as before, we have the following identity of generating functions in
Proof We apply the identity of Lemma 5.1 to the abelian subcategory
and the representation
for n ∈ NI, denoting the elements h Z , e 0 , e Z by h n , e 0 , e n , respectively. We apply integration to these elements, noting that
The integral of e n thus can be computed as
For h n , we first note that, by the definitions and Lemma 3.5, a point
considered up to the natural action of G d on such pairs. From this, we get:
By [12, Proposition 6.6] , the fraction in this last sum equals |M 
This allows us to classify such decompositions ofd as follows: we call a de-
For such a decomposition, we define k 0 as the minimal index k such that
(this being well-defined since equality of slopes holds for k = s), and associate to it the admissible decompositions For the two types of sequences above, their contribution to the sum in Definition 2.4 is easily worked out as
respectively. This results in the following sum over all semi-admissible decompositions of d:
Applying Theorem 2.5, we get:
For all (Q, d, n, Θ) as before, we have
the sum running over all semi-admissible decompositions of d.
Examples:
1. We consider the dimension vector d given by d i = 2 and d j = 2k in the case of Example D, the m-Kronecker quiver. The function P d (q) equals
by [12, Section 7] , using the standard notation for q-binomial coefficients. The only relevant dimension vector e on the right hand side of the formula in Corollary 5.3 is e = d/2 with P e (q) = m k , again by [12] . After some computation, we arrive at the following formula for the Poincaré polynomial of the smooth model:
2. In the case of Example F with r even, the function P d (q) equals
and the Poincaré polynomial of the smooth model equals
).
Hilbert schemes of path algebras
From now on, we consider the special case Θ = 0, and set
in this case. From the general theory, we have a projective morphism
to the affine moduli of semisimple representations. The points of H d,n (Q) correspond to pairs (M, f ) consisting of an arbitrary representations M , together with a map f : V → M whose image generates the representation M . Equivalently, the points correspond to pairs consisting of a representation M , together with a surjection P (n) → M . In analogy to coherent sheaves, H d,n (Q) can thus be viewed as a Hilbert scheme. In the special case n i = 1 for all i ∈ I, we have a surjection kQ → M , thus H d,1 (Q) parametrizes left ideals I in kQ such that dimkQ/I = d.
We will first derive an effective criterion for non-emptyness of H d,n (Q) in terms of the Euler form of Q and the support supp(d) of the dimension vector, which is defined as the full subquiver of Q supported on vertices i ∈ I such that d i = 0. 
or, equivalenty, n i ≥ d, i . Now assume that d i = 0, but n j = 0 for any vertex j ∈ I admitting a path from j to i in Q (in particular, for j = i). Then the subrepresentation U generated by the image of f obviously fulfills U i = 0, a contradiction.
To prove the converse, we want to apply the criterion Theorem 2.1 for nonemptyness of moduli. Thus, we consider decompositions ofd as in Theorem 2.1, neccessarily of the form
and of strictly descending slope with respect to the slope functionμ. But we haveμ (e) = 0 andμ(ê) > 0 for all e = 0, thus the only possible such decompositions are of the formd =ê+f for e+f = d and f = 0. Additionally, we have H e,n (Q) = 0, thus n i ≥ e, i for all i ∈ I by what is already proved, and we have
or, equivalently:
Denote by J ⊂ I the set of all vertices i for which e i < d i , which is non-empty since f = 0. For any i ∈ J, we have
thus there exists some arrow j → i such that j ∈ J. Iterated application of this argument constructs (by finiteness of Q) a cycle
From this we can conclude n i = 0 and thus e i = j→i e j . Using again the above cycle, we have an estimate
and thus e j = 0 for any vertex j admitting an arrow α : j → i k pointing into the cycle.
We have d i = 0, thus by assumption, there exists a vertex j such that n j = 0 (and thus j ∈ J) and a path from j to i in the support of d. we conclude that there exists an arrow α : j → l in this path such that j ∈ J and l ∈ J. By the above conclusion, we infer 0 = e j = d j , a contradiction.
Remark: That the second condition in the theorem is neccessary (in contrast to the case of quivers without oriented cycles, see [14] ) can be seen for instance in the following example: assume Q consists of two vertices i, j, a loop at i, and an arrow from i to j. Define n i = 0 and n j = 1 as well as d i = 1 and d j = 0. Then the first condition of the theorem is satisfied, whereas obviously the moduli space is empty.
We will derive a positive formula for the Betti numbers of H d,n (Q) from Theorem 5.2 by a purely formal argument. The cell decomposition constructed in the next section will provide a more conceptual positive formula; the final section of this paper will show how these two positive formulas are related.
Given a quiver Q and a dimension vector d, we consider the set of multipartitions λ ∈ Λ d , by which we mean a tuple (λ i ) i∈I of partitions
consisting of non-negative integers. We formally define λ i 0 as some large integer (large enough for none of the finitely many conditions λ i 0 < C appearing below to be fulfilled). We define the weight |λ| of a multipartition by
Furthermore, we denote by S d,n the subset of Λ d consisting of multipartitions with the following property:
for any 0 ≤ e < d, there exists a vertex i ∈ I such that λ i di−ei < n i − e, i .
Theorem 6.2 For any (Q, d, n) as before, we have
Proof Since Θ = 0, any representation is semistable, thus R 
Multiplying on the left hand side and comparing coefficients of the various t d , this reads
We will rewrite the fractions appearing on both sides as power series in the variable q −1 . To do this, we first note that
the sum running over all partitions λ : (λ 1 ≥ . . . ≥ λ n ≥ 0). This then gives us
Substituting this identity in the above formula and multiplying both sides by
Substituting the claimed formula for H e,n (Q), we arrive at the identity
We prove this identity by induction over d, constructing a bijective map
in such a way that weights of multipartitions correspond as in the claimed identity. Suppose we are given a multipartition λ ∈ Λ d . Consider the set of dimension vectors g ≤ d such that
which is non-empty since g = d belongs to it by definition. Let e be a minimal element in this set, and define f = d − e. We then construct µ ∈ Λ f by
and ν ∈ Λ e by ν i k = λ i k−(di−ei) . We claim that ν in fact belongs to S e,n : otherwise, there exists a dimension vector e ′ < e such that for all i ∈ I, we have
contradicting minimality of e.
To construct a converse map, suppose we are given a pair (µ, ν) as above. Thus S e,n = 0, and by the inductive assumption, the claimed formula already holds for e, resulting in H e,n (Q) = ∅. By Theorem 6.1, we thus have n i − e, i ≥ 0 for any i ∈ I. This allows us to add n i − e, i to any constituent of µ i , yielding a multipartitionμ. We define λ as the concatenation ofμ and ν, for which we have to assure that ν i k ≤ n i − e, i for any i ∈ I and any k. To see this, we consider the dimension vector e ′ = e − i for some vertex i. Working out the defining condition of S e,n in this special case, we get ν i 1 < n i − e, i + i, i ≤ n i − e, i , which gives the desired estimate.
Remark: In the case of the m-loop quiver, this result was obtained in [13, Section 5 ].
Cell decomposition of H d,n (Q)
Recall the definition of the non-commutative Hilbert scheme from section 6. Our aim is to give a cell decomposition of H d,n (Q), i.e. a filtration by closed subvarieties
such that X i \ X i+1 is isomorphic to a disjoint union of affine spaces for i = 0, . . . , s − 1. If such a decomposition exists the number of affine pieces of dimension n is known to be the Betti number dim H 2n (H d,n (Q)), and we know dim H 2n+1 (H d,n (Q)) = 0 for all n. In a first step we will define certain affine subsets U S * of H d,n (Q) such that X = S * U S * . In the next step we will make this union disjoint by reducing the U S * to smaller spaces Z S * ⊆ U S * . The index set from which the S * are taken is a set of certain forests which we will describe later. Let Q be a quiver, I its set of vertices, d, n ∈ N I dimension vectors. For each vertex q ∈ I define a tree T q as follows: The vertices of T q are paths in Q, starting in q. Edges in T q are of the form (
prolongations of paths in Q by exactly one arrow. It is clear that the empty path in q is the uniquely determined source of T q . A subtree S q ⊆ T q of a tree T q as above is a subset S q of T q which is closed under predecessors. We denote by a forest a tuple of trees, a subforest F ⊆ G is a forest F whose trees are subtrees of the trees of G. Assign to Q with dimension vector n the forest F n (Q) : = T q,1 , . . . , T q,nq q∈I . The elements of F n (Q) can be labelled in the form (q, i, w) which means the path w in the ith copy of T q which will be denoted by T q,i . A vertex (q, i, w) ∈ F n (Q) with w = α 1 · · · α m is called a j-vertex for a j ∈ I if α m points towards j in Q; we write t (w) = j. Since every tree S q,i in a subforest F of F n (Q) has a unique successor in F as showed above denote the index of this tree by succ (q, i). In the following we will concentrate on subforests of F n (Q). 
The U S * are open subsets of H d,n (Q) since the defining condition can be reformulated as the nonvanishing of a determinant. It is therefore easy to see that (U S * ) for all subforests S * of F n (Q) form an open covering of H d,n (Q) because of the stability condition which in this case states that stable points correspond to exactly those pairs (M, f ) such that M is generated by the image of f (c.f. [13, Corollary 3.3] ). Note furthermore that the U S * are affine analogous to [13, Lemma 3.4] . We denote the set of all forests S * such that U S * = ∅ by Φ d,n .
Definition 7.3 For a finite subforest
Proof By induction on S * . Let S * : =S * ∪ C S * and
for all j ∈ I. Of course we have
If this is an equality we have U j = M j for all j ∈ I since by assumption
Otherwise there exists (q, i, w) ∈ S * \S * = C (S * ) such that M w f q (v q,i ) / ∈Ū j for all j ∈ I. Append (q, i, w) to S * and start again with S * instead ofS * . The algorithm stops after finitely many steps since all vector spaces involved have finite dimension. Definition 7.5 For a subforest S * of F n (Q) denote by Z S * the set of tuples (M * , f * ) ∈ U S * such that for all (q, i, w) ∈ C (S * ) the following holds:
By definition the sets Z S * are also affine due to the fact that they arise from the U S * by eliminating some generators. Now we can formulate the main result of this section:
We have Proof For each forest S * ∈ Φ d,n define
which is a closed subvariety of H d,n (Q). The enumeration of the subforests in the chosen order now gives the required filtration.
We will give the proof of the theorem by showing each inclusion seperately.
Proof The inclusion Z S * ⊆ U S * is clear by definition. So let us assume there is a tuple (M * , f * ) ∈ Z S * ∩ U S ′ * for a forest S ′ * < S * . By definition of Z S * we have condition (2) for all (q, i, w) ∈ C (S * ). Let (q, i) be maximal with respect to the property S
By definition of the order (see Definition 7.1) we have to discuss two cases:
1. S ′ succ(q,i) > S succ(q,i) and all predecessors match. Then we have
and that is a contradiction.
S
Let m be minimal with respect to the property w ′ m+1 < w m+1 . By definition of the lexicographical order of the paths we have to discuss again two cases:
is a proper subword of w m+1 . Then we have w ′ m+1 ∈ S succ(q,i) which is a contradiction.
. Let s be minimal with respect to the property
Then we have Write S q,i = {w 1 < . . . < w p < w p+1 < . . .} with w p < w < w p+1 . Define a new forestS * containing the treesS r,j : = S r,j for all (r, j) < (q, i) and S q,i : = {w 1 < . . . < w p < w}. Then by assumption for (q ′ , i ′ , w ′ ) ∈S * the elements (M w ′ f q ′ (v q ′ ,i ′ )) are linearly independent and by Lemma 7.4 we have a forest S ′ * such that (M * , f * ) ∈ U S ′ * . We will show S ′ * < S * which gives us the desired contradiction. We have • S ′ r,j = S r,j for all (r, j) < (q, i) since otherwise there was aw ∈ S ′ r,j \S r,j , and we may assumew ∈ C (S r,j ). But (q, i) was chosen to be minimal, so
Mwf r (v r,j ) ∈ M w ′′ f q ′′ (v q ′′ ,i ′′ ) S * ∋(q ′′ ,i ′′ ,w ′′ )<(r,j,w), t(w ′′ )=t(w) , and hence (M * , f * ) / ∈ U S * which contradicts our former conclusion.
• In the same manner we can show that the first p words of S q,i and S ′ q,i
coincide. Since w < w p+1 by assumption we have S ′ q,i < S q,i .
• If there is no such w p+1 which means S q,i = {w 1 < . . . < w p }, we have S ′ q,i > |S q,i | and hence S ′ * < S * . 
Relating combinatorics of forests and multipartitions
We know from Theorem 6.2 that we can obtain the Betti numbers of H d,n (Q) by a weighted counting of multipartitions which satisfy certain conditions. In detail we have for a quiver Q and dimension vectors d, n ∈ N I the multipartitions λ i 1 , . . . , λ i di i∈I such that the following holds:
for all 0 ≤ e < d there exists an i ∈ I such that λ i di−ei < n i − e, i .
We are now in the situation where two combinatorial formulas for the Poincaré polynomials are available, namely Theorem 6.2 and Corollary 7.10. It is therefore natural to expect the underlying combinatorial objects to be in natural bijection. We will now construct such a bijection ϕ, generalizing [18, Proposition 6.2.1]. We construct ϕ as follows: Let S * ∈ Φ d,n . Define λ j m as the number of j-vertices (q, i, w) ∈ C (S * ) such that there are at least m j-vertices (q ′ , i ′ , w ′ ) ∈ S * with (q, i, w) < (q ′ , i ′ , w ′ ).
Lemma 8.1
The map ϕ : Φ d,n → S d,n is well-defined, so the multipartitions we obtain satisfy (3).
Proof Assume there is a dimension vector 0 ≤ e < d such that for all vertices i ∈ I the condition λ i di−ei ≥ n i − e, i
holds. This is equivalent to the following: There is a dimension vector 0 ≤ e < d such that for all vertices i ∈ I there are at least n i − e, i i-vertices in C (S * ) smaller than the e i -th i-vertex in S * . Let i 0 ∈ I be the uniquely determined minimal vertex from the e i -th i-vertices in S * . Then we have an upper bound for the number of i 0 -vertices in C (S * ) which are smaller then the e i0 -th i 0 -vertex in S * as the sum of the following:
• the number of possible subforests with root i 0 : this is of course less than n i0 ,
• the number of j-vertices in S * which are smaller than the e i0 -th i 0 -point. Because of the minimality of i 0 this number is strictly less than j→i0 e j .
• −e i0 , since e i0 vertices of the above lie in S * .
Summation gives us that the desired number is strictly less than n i0 − e i0 + j→i0 e j = n i0 − e, i 0 which is in contradiction to our assumption from above. We construct a forest as follows: Denote the vertices in I by i 0 < . . . < i p−1 and start with the empty forest S ′ * ∈ F n (Q). Proceed inductively. The translation in the proof of Lemma 8.1 shows that the obtained forest is a preimage of λ with respect to ϕ.
As an example let us take the quiver with two vertices a, b and arrows α : a → b and β : b → a together with dimension vectors d = n = (2, 2). 
