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GAMMA STABILITY IN FREE PRODUCT VON NEUMANN ALGEBRAS
CYRIL HOUDAYER
Abstract. Let (M,ϕ) = (M1, ϕ1) ∗ (M2, ϕ2) be a free product of arbitrary von Neumann
algebras endowed with faithful normal states. Assume that the centralizer Mϕ1
1
is diffuse.
We first show that any intermediate subalgebra M1 ⊂ Q ⊂ M which has nontrivial central
sequences in M is necessarily equal to M1. Then we obtain a general structural result for all
the intermediate subalgebras M1 ⊂ Q ⊂ M with expectation. We deduce that any diffuse
amenable von Neumann algebra can be concretely realized as a maximal amenable subalgebra
with expectation inside a full nonamenable type III1 factor. This provides the first class
of concrete maximal amenable subalgebras in the framework of type III factors. We finally
strengthen all these results in the case of tracial free product von Neumann algebras.
1. Introduction and statement of the main results
A von Neumann algebraM ⊂ B(H) (with separable predual) is amenable if there exists a norm
one projection E : B(H) → M . By Connes’ celebrated result [Co75b], all the amenable von
Neumann algebras are hyperfinite. Moreover, the amenable or hyperfinite factors are completely
classified by their flows of weights (see [Co72, Co75b, Co85, Ha84]). In particular, there is a
unique amenable II1 factor [Co75b]: it is the hyperfinite II1 factor of Murray and von Neumann
[MvN43].
Since the amenable von Neumann algebras form a monotone class, any von Neumann algebra
admits maximal amenable subalgebras. The first concrete examples of maximal amenable
subalgebras inside II1 factors were obtained by Popa in [Po83]. He showed that any generator
masa A in a free group factor L(Fn) with n ≥ 2 is maximal amenable. This result answered
in the negative a question raised by Kadison. Indeed, A ⊂ L(Fn) is an abelian subalgebra
generated by a selfadjoint operator and yet there is no intermediate hyperfinite subfactor in
L(Fn) which contains A as a subalgebra. Popa discovered in [Po83] a powerful method to prove
that a given amenable subalgebra is maximal amenable inside an ambient II1 factor. Using this
strategy for the generator masa A ⊂ L(Fn), he first showed that A satisfies a certain asymptotic
orthogonality property and then deduced that A is maximal amenable in L(Fn) using various
mixing techniques. His results actually showed that the generator masa A is maximal Gamma
inside L(Fn). Recall that a II1 factor M (with separable predual) has property Gamma of
Murray and von Neumann [MvN43] if there exists a sequence of unitaries un ∈ U(M) such that
limn→∞ τ(un) = 0 and limn→∞ ‖xun − unx‖2 = 0 for all x ∈M .
Subsequently, Cameron, Fang, Ravichandran and White proved in [CFRW08] that the radial
masa in a free group factor L(Fn) with 2 ≤ n < ∞ is maximal amenable. Recently, the
author vastly generalized in [Ho12a, Ho12b] Popa’s results from [Po83] and obtained many new
examples of maximal amenable subalgebras inside the crossed product II1 factors associated
with free Bogoljubov actions of amenable groups. Very recently, Boutonnet and Carderi showed
in [BC13] that any infinite maximal amenable subgroup Λ in a Gromov word-hyperbolic group
Γ gives rise to a maximal amenable subalgebra L(Λ) inside the group von Neumann algebra
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L(Γ). For other related results regarding maximal amenability in the framework of II1 factors,
we refer the reader to [Br12, Fa06, Ga09, Ge95, Jo10, Po13, Sh05].
In this paper, we obtain new results regarding maximal amenability and Gamma stability
for subalgebras of free products of arbitrary von Neumann algebras. We will be particularly
interested in the structure of free product type III factors. Before stating our main results, we
first introduce some terminology. Recall that a von Neumann algebra M is diffuse if M has
no minimal projection. We say that a von Neumann subalgebra Q ⊂ M is with expectation if
there exists a faithful normal conditional expectation EQ : M → Q. Let now ω ∈ β(N) \N
be a non-principal ultrafilter. We say that a von Neumann algebra M has property Gamma
if the central sequence algebra M ′ ∩Mω is diffuse. Observe that in the case when M is a II1
factor with separable predual, this definition is equivalent to the property Gamma of Murray
and von Neumann [MvN43] (see e.g. [Co74, Corollary 3.8]).
Our first main result deals with Gamma stability inside arbitrary free product von Neumann
algebras (M,ϕ) = (M1, ϕ1) ∗ (M2, ϕ2). We show in Theorem A that the subalgebra M1 ⊂ M
sits in a very rigid position with respect to taking central sequences inside M .
Theorem A. Let (M1, ϕ1) and (M2, ϕ2) be σ-finite von Neumann algebras endowed with
faithful normal states. Assume that the centralizer Mϕ11 is diffuse. Denote by (M,ϕ) =
(M1, ϕ1) ∗ (M2, ϕ2) the free product von Neumann algebra.
Then the inclusion M1 ⊂ M is Gamma stable in the following sense: for every intermediate
von Neumann subalgebra M1 ⊂ Q ⊂M such that Q′ ∩Mω is diffuse, we have Q =M1.
It is worth noticing that in the statement of Theorem A, the intermediate subalgebra M1 ⊂
Q ⊂ M is not assumed a priori to be with expectation in M . The proof of Theorem A
is based on a key result (see Theorem 3.1) which is a generalization of Popa’s result [Po83,
Lemma 2.1] regarding asymptotic orthogonality for free group factors to arbitrary free product
von Neumann algebras. The proof uses Popa’s original method together with ε-orthogonality
techniques from [Ho12a, Ho12b].
In order to obtain structural results for the intermediate subalgebras M1 ⊂ Q ⊂ M , we will
next assume that Q is with expectation in M in the statement of Corollary B. Recall that a
factor M (with separable predual) is full if its asymptotic centralizer Mω is trivial (see [Co74]).
Observe that by [AH12, Theorem 5.3], this is equivalent to M ′ ∩Mω = C.
Corollary B. Let (M1, ϕ1) and (M2, ϕ2) be von Neumann algebras with separable predual
endowed with faithful normal states. Assume that the centralizer Mϕ11 is diffuse. Denote by
(M,ϕ) = (M1, ϕ1) ∗ (M2, ϕ2) the free product von Neumann algebra.
Then any intermediate von Neumann subalgebra M1 ⊂ Q ⊂M with faithful normal conditional
expectation EQ : M → Q is globally invariant under the modular automorphism group (σϕt ).
Moreover, there exists a sequence of pairwise orthogonal projections zn ∈ Q′ ∩M ⊂ Z(M1)
such that
∑
n zn = 1 and
• M1z0 = Qz0 and
• Qzn is a full nonamenable factor such that (Qzn)′ ∩ (znMzn)ω = Czn for every n ≥ 1.
Corollary B generalizes and strengthens [Po83, Lemma 3.1] and [Ge95, Lemma 4.4]. Corollary
B moreover implies that if M1 has property Gamma, then M1 ⊂ M is a maximal Gamma
subalgebra with expectation in M . The structural result in Corollary B allows us to obtain
a wide range of maximal amenable subalgebras inside nonamenable factors. In particular,
Corollary C below provides the first class of concrete maximal amenable subalgebras with
expectation in the framework of type III factors.
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Corollary C. Any diffuse amenable von Neumann algebra with separable predual can be con-
cretely realized as a maximal amenable subalgebra with expectation inside a full nonamenable
type III1 factor.
Our main last result deals with Gamma stability for subalgebras of tracial free product von
Neumann algebras. Theorem D below is a further generalization of Corollary B where the
subalgebra Q ⊂M is only assumed to have a diffuse intersection with M1.
Theorem D. Let (M1, τ1) and (M2, τ2) be von Neumann algebras with separable predual en-
dowed with faithful normal tracial states. Assume that M1 is diffuse. Denote by (M, τ) =
(M1, τ1) ∗ (M2, τ2) the tracial free product von Neumann algebra.
Then for every von Neumann subalgebra Q ⊂ M such that Q ∩M1 is diffuse, there exists a
central projection z ∈ Z(Q′ ∩M) ∩ Z(Q′ ∩Mω) ⊂M1 such that
• Qz ⊂ zM1z and
• (Q′ ∩Mω)(1− z) = (Q′ ∩M)(1 − z) is discrete.
Theorem D shows in particular that whenever Q ⊂M is a subalgebra such that both Q ∩M1
and Q′ ∩ Mω are diffuse, then Q ⊂ M1 (see Theorem 4.1). This is a strengthening of the
Gamma stability result in Theorem A. Besides the asymptotic orthogonality property obtained
in Theorem 3.1, the proof of Theorem D uses two more ingredients of II1 factors: Popa’s
intertwining techniques [Po01, Po03] and Peterson’s L2-rigidity results for tracial free product
von Neumann algebras [Pe06].
In Section 2, we recall a few preliminaires on free product and ultraproduct von Neumann
algebras. In Section 3, we prove the key result regarding asymptotic orthogonality inside free
products of arbitrary von Neumann algebras. Finally, we prove in Section 4 the main results
of the paper.
Acknowledgments. I am grateful to Re´mi Boutonnet and Sven Raum for their valuable
comments regarding a first draft of this manuscript. I especially thank Re´mi for pointing out
a gap in the initial proof of Proposition 2.5. Finally, I thank the referee for carefully reading
the paper and useful remarks.
2. Preliminaries
We fix once and for all a non-principal ultrafilter ω ∈ β(N)\N. All the von Neumann algebras
that we consider in this paper are assumed to be σ-finite, that is, countably decomposable. We
say that M is a tracial von Neumann algebra if M admits a faithful normal tracial state τ .
Background on σ-finite von Neumann algebras. Let M be any σ-finite von Neumann
algebra. We denote by Ball(M) the unit ball of M with respect to the uniform norm ‖ · ‖∞,
U(M) the group of unitaries in M and Z(M) the center of M . Let ϕ ∈ M∗ be a faithful
normal state. We denote by L2(M,ϕ) (or simply L2(M) when no confusion is possible) the
GNS L2-completion of M with respect to the inner product defined by 〈x, y〉ϕ = ϕ(y∗x) for
all x, y ∈ M . We denote by Λϕ : M → L2(M) : x 7→ Λϕ(x) the canonical embedding and by
Jϕ : L
2(M)→ L2(M) the canonical conjugation. We have xΛϕ(y) = Λϕ(xy) for all x, y ∈M .
We say that two elements x, y ∈ M are ϕ-orthogonal in M if ϕ(y∗x) = 0 or equivalently if
the vectors Λϕ(x) and Λϕ(y) are orthogonal in the Hilbert space L
2(M). For all x ∈M , write
‖x‖ϕ = ϕ(x∗x)1/2 and ‖x‖♯ϕ = ϕ(x∗x+xx∗)1/2. Recall that the strong (resp. ∗-strong) topology
on uniformly bounded subsets of M coincides with the topology defined by ‖ · ‖ϕ (resp. ‖ · ‖♯ϕ).
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An element x ∈M is said to be analytic with respect to the modular automorphism group (σϕt )
if the function R → M : t 7→ σϕt (x) can be extended to an M -valued entire analytic function
over C.
We will be using the following standard facts.
Proposition 2.1. Let (M,ϕ) be any σ-finite von Neumann algebra endowed with a faithful
normal state.
(1) The subset A ⊂ M of all the elements in M which are analytic with respect to the
modular automorphism group (σϕt ) forms a unital σ-strongly dense ∗-subalgebra of M .
(2) For all a ∈ A and all x ∈M , we have
Λϕ(xa) = Jϕσ
ϕ
−i/2(a
∗)Jϕ Λϕ(x).
(3) For all a ∈ A and all x ∈M , we have
ϕ(ax) = ϕ(xσϕ−i(a)).
In particular, for all a ∈ A and all x, y ∈ M , we have that xa and y are ϕ-orthogonal
in M if and only if x and yσϕi (a)
∗ are ϕ-orthogonal in M .
Proof. (1) follows from [Ta03, Lemma VIII.2.3] and (2) follows from [Ta03, Lemma VIII.3.10].
Let us prove (3). For every a ∈ A and every x ∈M , we have
ϕ(xσϕ−i(a)) = 〈Λϕ(xσϕ−i(a)),Λϕ(1)〉ϕ
= 〈Jϕσϕi/2(a∗)Jϕ Λϕ(x),Λϕ(1)〉ϕ
= 〈Λϕ(x), Jϕσϕ−i/2(a)Jϕ Λϕ(1)〉ϕ
= 〈Λϕ(x),Λϕ(a∗)〉ϕ
= ϕ(ax).
In particular, for all a ∈ A and all x, y ∈M , we have
ϕ((yσϕi (a)
∗)∗ x) = ϕ(σϕi (a) y
∗x) = ϕ(y∗ xa).
Hence xa and y are ϕ-orthogonal inM if and only if x and yσϕi (a)
∗ are ϕ-orthogonal in M . 
Proposition 2.2. Let M be any σ-finite von Neumann algebra.
(1) We have that M is diffuse if and only if there exists a faithful normal state ϕ ∈ M∗
such that the centralizer Mϕ is diffuse. Moreover in that case, there exists a unitary
u ∈ U(Mϕ) such that uk → 0 weakly as |k| → ∞.
(2) Let N ⊂M be a von Neumann subalgebra with expectation. If N is diffuse, so is M .
Proof. (1) Assume first that M is diffuse. There exists a sequence of pairwise orthogonal
projections zn ∈ Z(M) such that
∑
n zn = 1, Mz0 is a von Neumann algebra with a diffuse
center and Mzn is a diffuse factor for every n ≥ 1. Choose any faithful normal state ϕ0 on
Mz0. By [HS90, Theorem 11.1], for every n ≥ 1, choose a faithful normal state ϕn on Mzn
such that the centralizer (Mzn)
ϕn is diffuse. Let (an)n be a sequence of positive reals so that∑
n an = 1. The formula ϕ =
∑
n anϕn defines a faithful normal state on M such that
Mϕ =
⊕
n
(Mzn)
ϕn .
Therefore, Mϕ is diffuse.
Assume next that Mϕ is diffuse for some faithful normal state ϕ ∈ M∗. Using the above
decomposition, for every n ≥ 1 such that zn 6= 0, letting ϕn = 1ϕ(zn)ϕ(·zn), we have that
(Mzn)
ϕn = Mϕzn is diffuse. Therefore Mzn is a non-type I factor and so is diffuse. Thus, M
is diffuse.
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WhenMϕ is diffuse, take A ⊂Mϕ a maximal abelian subalgebra. Then A is necessarily diffuse.
Then choose a diffuse subalgebra B ⊂ A with separable predual. Since B ∼= L∞(T), we can
then take a unitary u ∈ U(B) such that uk → 0 weakly as |k| → ∞.
(2) Denote by E : M → N a faithful normal conditional expectation and choose a faithful
normal state ψ ∈ N∗ such that Nψ is diffuse. Then ϕ = ψ ◦E is a faithful normal state on M
such that Nψ ⊂Mϕ. Since Nψ is diffuse and Mϕ is tracial, Mϕ is diffuse and so is M by item
(1) of the proposition. 
Free product von Neumann algebras. For i = 1, 2, let (Mi, ϕi) be any σ-finite von Neu-
mann algebra endowed with a faithful normal state. The free product von Neumann algebra
(M,ϕ) = (M1, ϕ1) ∗ (M2, ϕ2) is the von Neumann algebra M generated by M1 and M2 where
the faithful normal state ϕ satisfies the following freeness condition:
ϕ(x1 · · · xn) = 0 whenever xj ∈Mij ⊖C and i1 6= · · · 6= in.
Here and in what follows, we denote by Mi ⊖C = ker(ϕi). We refer to the product x1 · · · xn
where xj ∈ Mij ⊖C and i1 6= · · · 6= in as a reduced word in (Mi1 ⊖C) · · · (Min ⊖C) of length
n ≥ 1. The linear span of 1 and of all the reduced words in (Mi1 ⊖ C) · · · (Min ⊖ C) where
n ≥ 1 and i1 6= · · · 6= in forms a unital σ-strongly dense ∗-subalgebra of M .
For all n ≥ 1 and all i1 6= · · · 6= in, the mapping
L2((Mi1 ⊖C) · · · (Min ⊖C), ϕ)→ L2(Mi1 ⊖C, ϕi1)⊗ · · · ⊗ L2(Min ⊖C, ϕin)
Λϕ(x1 · · · xn) 7→ Λϕi1 (x1)⊗ · · · ⊗ Λϕin (xn)
defines a unitary operator. Moreover, we have
L2(M,ϕ) = C⊕
⊕
n≥1
⊕
i1 6=···6=in
L2(Mi1 ⊖C, ϕi1)⊗ · · · ⊗ L2(Min ⊖C, ϕin).
For all t ∈ R, we have σϕt = σϕ1t ∗σϕ2t (see [Ba93, Lemma 1] and [Dy92, Theorem 1]). By [Ta03,
Theorem IX.4.2], there exists a unique ϕ-preserving faithful normal conditional expectation
EM1 : M → M1. Moreover, we have EM1(x1 · · · xn) = 0 for all the reduced words x1 · · · xn
which contains at least one letter from M2 ⊖ C (see [Ue11, Lemma 2.1]). For more on free
product von Neumann algebras, we refer the reader to [Ue98, Ue11, Vo85, Vo92].
Ultraproduct von Neumann algebras. Let M be any σ-finite von Neumann algebra. De-
fine
Iω(M) = {(xn)n ∈ ℓ∞(N,M) : xn → 0 ∗ −strongly as n→ ω}
Mω(M) = {(xn)n ∈ ℓ∞(N,M) : (xn)n Iω(M) ⊂ Iω(M) and Iω(M) (xn)n ⊂ Iω(M)} .
We have that the multiplier algebra Mω(M) is a C∗-algebra and Iω(M) ⊂Mω(M) is a norm
closed two-sided ideal. Following [Oc85], we define the ultraproduct von Neumann algebra Mω
by Mω =Mω(M)/Iω(M). We denote the image of (xn)n ∈ Mω(M) by (xn)ω ∈Mω.
For all x ∈M , the constant sequence (x)n lies in the multiplier algebra Mω(M). We will then
identifyM with (M+Iω(M))/Iω(M) and regardM ⊂Mω as a von Neumann subalgebra. The
map EM :M
ω →M : (xn)ω 7→ σ-weak limn→ω xn is a faithful normal conditional expectation.
For every faithful normal state ϕ ∈ M∗, the formula ϕω = ϕ ◦ EM defines a faithful normal
state on Mω. Observe that ϕω((xn)
ω) = limn→ω ϕ(xn) for all (xn)ω ∈Mω.
Let Q ⊂ M be any von Neumann subalgebra with faithful normal conditional expectation
EQ : M → Q. Choose a faithful normal state ϕ on Q and still denote by ϕ the faithful
normal state ϕ ◦ EQ on M . We have ℓ∞(N, Q) ⊂ ℓ∞(N,M), Iω(Q) ⊂ Iω(M) and Mω(Q) ⊂
Mω(M). We will then identify Qω = Mω(Q)/Iω(Q) with (Mω(Q) + Iω(M))/Iω(M) and
regard Qω ⊂ Mω as a von Neumann subalgebra. Observe that the norm ‖ · ‖(ϕ|Q)ω on Qω is
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the restriction of the norm ‖ · ‖ϕω to Qω. Observe moreover that (EQ(xn))n ∈ Iω(Q) for all
(xn)n ∈ Iω(M) and (EQ(xn))n ∈ Mω(Q) for all (xn)n ∈ Mω(M). Therefore, the mapping
EQω : M
ω → Qω : (xn)ω 7→ (EQ(xn))ω is a well-defined conditional expectation satisfying
ϕω ◦ EQω = ϕω. Hence, EQω :Mω → Qω is a faithful normal conditional expectation.
PutH = L2(M,ϕ). The ultraproduct Hilbert space Hω is defined to be the quotient of ℓ∞(N,H)
by the subspace consisting in sequences (ξn)n satisfying limn→ω ‖ξn‖H = 0. We denote the im-
age of (ξn)n ∈ ℓ∞(N,H) by (ξn)ω ∈ Hω. The inner product space structure on the Hilbert space
Hω is defined by 〈(ξn)ω, (ηn)ω〉Hω = limn→ω〈ξn, ηn〉H. The GNS Hilbert space L2(Mω, ϕω) can
be embedded into Hω as a closed subspace by Λϕω((xn)ω) 7→ (Λϕ(xn))ω. For more on ultra-
product von Neumann algebras, we refer the reader to [AH12, Oc85].
Put xϕ = ϕ(·x) and ϕx = ϕ(x·) for all x ∈M and all ϕ ∈M∗. We will be using the following
standard facts.
Lemma 2.3. Let (M,ϕ) be any σ-finite von Neumann algebra endowed with a faithful normal
state. Then for every x ∈M , we have
‖xϕ‖ ≤ ‖x‖ϕ, ‖ϕx‖ ≤ ‖x∗‖ϕ and ‖xϕ− ϕx‖ = ‖x∗ϕ− ϕx∗‖.
Proof. Let x ∈M . Using the Cauchy-Schwarz inequality, for all y ∈ Ball(M), we have
|(xϕ)(y)| = |ϕ(yx)| ≤ ‖y∗‖ϕ ‖x‖ϕ ≤ ‖x‖ϕ
and hence ‖xϕ‖ ≤ ‖x‖ϕ. Likewise, for all y ∈ Ball(M), we have
|(ϕx)(y)| = |ϕ(xy)| ≤ ‖x∗‖ϕ ‖y‖ϕ ≤ ‖x∗‖ϕ
and hence ‖ϕx‖ ≤ ‖x∗‖ϕ. Moreover, for all y ∈ Ball(M), we have
|(x∗ϕ− ϕx∗)(y)| = |ϕ(yx∗ − x∗y)| = |ϕ(yx∗ − x∗y)| = |ϕ(xy∗ − y∗x)| = |(xϕ− ϕx)(y∗)|.
This implies that ‖xϕ− ϕx‖ = ‖x∗ϕ− ϕx∗‖. 
Proposition 2.4. Let (M,ϕ) be any σ-finite von Neumann algebra endowed with a faithful
normal state.
(1) For every (xn)n ∈ Mω(M) and every (yn)n ∈ ℓ∞(N,M) such that xn − yn → 0 ∗-
strongly as n→ ω, we have (yn)n ∈ Mω(M) and (xn)ω = (yn)ω ∈Mω.
(2) For every (xn)n ∈ ℓ∞(N,M) satisfying limn→ω ‖xnϕ − ϕxn‖ = 0, we have (xn)n ∈
Mω(M) and (xn)ω ∈ (Mω)ϕω .
(3) For every projection e ∈ Mω, there exists a sequence of projections (en)n ∈ Mω(M)
such that e = (en)
ω.
Proof. (1) Let (xn)n ∈ Mω(M) and (yn)n ∈ ℓ∞(N,M) such that xn − yn → 0 ∗-strongly as
n→ ω. Then (yn−xn)n ∈ Iω(M) ⊂Mω(M) and hence (yn)n = (yn−xn)n+(xn)n ∈ Mω(M).
Moreover, by the definition of the ultraproduct von Neumann algebra Mω, we have (xn)
ω =
(yn)
ω ∈Mω.
(2) Let (xn)n ∈ ℓ∞(N,M) such that limn→ω ‖xnϕ − ϕxn‖ = 0. Let (bn)n ∈ Iω(M). We may
assume that max{‖xn‖∞, ‖bn‖∞ : n ∈ N} ≤ 1. Using the Cauchy-Schwarz inequality, for all
n ∈ N, we have
(‖xnbn‖♯ϕ)2 = ϕ(b∗n x∗nxnbn) + ϕ(xn bnb∗nx∗n)
≤ ‖bn‖ϕ ‖x∗nxnbn‖ϕ + |(xnϕ− ϕxn)(bnb∗nx∗n)|+ |ϕ(bn b∗nx∗nxn)|
≤ ‖bn‖ϕ + ‖xnϕ− ϕxn‖ ‖bnb∗nx∗n‖∞ + ‖b∗n‖ϕ ‖b∗nx∗nxn‖ϕ
≤ ‖bn‖ϕ + ‖xnϕ− ϕxn‖+ ‖b∗n‖ϕ.
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Therefore, we obtain limn→ω ‖xnbn‖♯ϕ = 0 and so (xnbn)n ∈ Iω(M). Likewise, for all n ∈ N,
we have
(‖bnxn‖♯ϕ)2 = ϕ(x∗n b∗nbnxn) + ϕ(bn xnx∗nb∗n)
≤ |(x∗nϕ− ϕx∗n)(b∗nbnxn)|+ |ϕ(b∗n bnxnx∗n)|+ ‖b∗n‖ϕ ‖xnx∗nb∗n‖ϕ
≤ ‖x∗nϕ− ϕx∗n‖ ‖b∗nbnxn‖∞ + ‖bn‖ϕ ‖bnxnx∗n‖ϕ + ‖b∗n‖ϕ
≤ ‖xnϕ− ϕxn‖+ ‖bn‖ϕ + ‖b∗n‖ϕ.
Therefore, we obtain limn→ω ‖bnxn‖♯ϕ = 0 and so (bnxn)n ∈ Iω(M). This shows that (xn)n ∈
Mω(M). Moreover, x = (xn)ω ∈ (Mω)ϕω by [AH12, Lemma 4.35].
(3) The proof is identical to the one of [Co75a, Proposition 1.1.3]. Let e ∈Mω be any projection.
We may choose a sequence (xn)n ∈ Mω(M) such that ‖xn‖∞ ≤ 1 for all n ∈ N and e = (xn)ω.
Put yn = x
∗
nxn for all n ∈ N. Since e = e∗e, we have limn→ω ‖xn − yn‖♯ϕ = 0, (yn)n ∈ Mω(M)
and e = (yn)
ω. Since e = e2, we moreover have limn→ω ‖yn − y2n‖♯ϕ = 0. Put εn = ‖yn − y2n‖ϕ.
Letting en = 1[1−√εn,1](yn) ∈ M for all n ∈ N, we have limn→ω ‖yn − en‖♯ϕ = 0 by [Co75a,
Lemma 1.1.5]. It follows that (en)n ∈ Mω(M) and e = (en)ω ∈ Mω by item (1) of the
proposition. 
The next proposition will be useful to prove Corollary B.
Proposition 2.5. Let M be any factor with separable predual and Q ⊂ M any irreducible
subfactor with expectation. Then, either Q′ ∩Mω = C or Q′ ∩Mω is diffuse.
Proof. Denote by EQ : M → Q the faithful normal conditional expectation. Choose a faithful
normal state on Q and still denote by ϕ the faithful normal state ϕ ◦ EQ on M . Since Q is
globally invariant under the modular automorphism group (σϕt ) and since σ
ϕω
t (x) = σ
ϕ
t (x) for all
x ∈M , the relative commutant Q′∩Mω is globally invariant under the modular automorphism
group (σϕ
ω
t ). Hence (Q
′ ∩Mω)ϕω = (Q′ ∩Mω) ∩ (Mω)ϕω = Q′ ∩ (Mω)ϕω .
Claim. Either Q′ ∩ (Mω)ϕω = C or Q′ ∩ (Mω)ϕω is diffuse.
Proof of the Claim. We use the proof of [Io12, Lemma 2.7]. Put Q = Q′ ∩ (Mω)ϕω and denote
by e ∈ Z(Q) the maximum central projection in Q such that Qe is discrete. We may represent
e = (en)
ω by a sequence of projections (en)n ∈Mω(M). Put λ = ϕω(e) = limn→ω ϕ(en). Since
Q′ ∩M = C, we have en → λ1 σ-weakly as n→ ω.
Next, we construct by induction a sequence of projections (fm)m≥1 in Q such that
(1) ϕω(efi) = λ
2 and ϕω(efifj) = λ
3,∀1 ≤ i < j.
Indeed, assume that f1, . . . , fm ∈ Q have been constructed. For every 1 ≤ j ≤ m, represent
fj = (fj,n)
ω by a sequence of projections (fj,n)n ∈ Mω(M). Let (xi)i∈N be a ‖ · ‖♯ϕ-dense
sequence in Ball(Q). Since e = (en)
ω ∈ (Mω)ϕω , since limn→ω ‖enxi − xien‖♯ϕ = 0 for all i ∈ N
and since en → λ1 σ-weakly as n → ω, we can find an increasing sequence (kn)n in N such
that for every n ≥ 1, we have
(P1) ‖eknϕ− ϕekn‖ ≤ 1n ,
(P2) ‖eknxi − xiekn‖♯ϕ ≤ 1n for all 1 ≤ i ≤ n,
(P3) |ϕ(enekn)− λϕ(en)| ≤ 1n and
(P4) |ϕ(enfj,nekn)− λϕ(enfj,n)| ≤ 1n for all 1 ≤ j ≤ m.
Property (P1) together with Proposition 2.4 imply that the sequence (ekn)n lies in the multiplier
algebra Mω(M) and f = (ekn)ω ∈ (Mω)ϕ
ω
. Property (P2) implies that xif = fxi for all
i ∈N. Since {xi : i ∈ N} is ∗-strongly dense in Ball(Q), we obtain that f ∈ Q′ ∩ (Mω)ϕω = Q.
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Finally, Property (P3) implies that ϕω(ef) = λϕω(e) = λ2 and Property (P4) together with
the induction hypothesis imply that ϕω(efjf) = λϕ
ω(efj) = λ
3 for all 1 ≤ j ≤ m. We can now
put fm+1 = f . This finishes the proof of the induction.
Define pm = fme which is a projection in Qe. Observe that since Qe is a discrete tracial von
Neumann algebra, Qe is ∗-isomorphic to a countable direct sum of finite dimensional factors
and hence its unit ball Ball(Qe) is ‖ · ‖ϕωe -compact, where ϕωe = ϕ
ω(e·e)
ϕω(e) . Thus, we may choose a
subsequence (pmk)k≥1 which is ‖ · ‖ϕωe -convergent in Ball(Qe). By Cauchy-Schwarz inequality,
for all 1 ≤ j < k, we have
|ϕωe (pmjpmk)− ϕωe (pmj )| = |ϕωe (pmj (pmk − pmj ))| ≤ ‖pmj − pmk‖ϕωe .
Taking the limit as (j, k) →∞ and using (1), we obtain λ2 = λ3. Therefore λ ∈ {0, 1} and so
e ∈ {0, 1}.
This implies that either e = 0 and Q is diffuse or e = 1 and Q is a discrete tracial von Neumann
algebra. In the case when Q is a discrete tracial von Neumann algebra, we show that Q = C.
Assume by contradiction that Q is a discrete tracial von Neumann algebra and that Q 6= C.
Denote by EM : M
ω → M the canonical faithful normal conditional expectation. Recall that
ϕ ◦ EM = ϕω. Since Q 6= C, we may choose a projection e ∈ Q satisfying ϕω(e) = λ with
λ 6= 0, 1. We may represent e = (en)ω ∈ Q by a sequence of projections (en)n ∈ Mω(M).
Observe that EM (e) = λ1 = σ-weak limn→ω en. Then for all y ∈ Ball(M), we have
‖e− y‖ϕω ≥ ‖e− EM (e)‖ϕω =
√
λ− λ2 > 0.
Put ε =
√
λ−λ2
2 . Put e1 = e ∈ Q. Next, we construct by induction a sequence of projections
em ∈ Q such that ‖ep − eq‖ϕω ≥ ε for all p, q ≥ 1 such that p 6= q. Assume that e1, . . . , em ∈ Q
have been constructed. For every 1 ≤ j ≤ m, represent ej = (ej,n)ω by a sequence of projections
(ej,n)n ∈ Mω(M). Let (xi)i∈N be a ‖·‖♯ϕ-dense sequence in Ball(Q). Since e = (en)ω ∈ (Mω)ϕω ,
since limk→ω ‖ekxi−xiek‖♯ϕ = 0 for all i ∈ N and since limk→ω ‖ek− ej,n‖ϕ = ‖e− ej,n‖ϕω ≥ 2ε
for all 1 ≤ j ≤ m and all n ∈ N, we can find an increasing sequence (kn)n in N such that for
every n ≥ 1, we have
(P1) ‖eknϕ− ϕekn‖ ≤ 1n ,
(P2) ‖eknxi − xiekn‖♯ϕ ≤ 1n for all 1 ≤ i ≤ n and
(P3) ‖ekn − ej,n‖ϕ ≥ ε for all 1 ≤ j ≤ m.
By the same reasoning as before, Properties (P1) and (P2) imply that (ekn)n ∈ Mω(M) and
f = (ekn)
ω ∈ Q. Moreover, Property (P3) implies that ‖f − ej‖ϕω ≥ ε for all 1 ≤ j ≤ m. We
can now put em+1 = f . This finishes the proof of the induction.
So, we have constructed a sequence of projections em ∈ Q such that ‖ep − eq‖ϕω ≥ ε for all
p, q ≥ 1 such that p 6= q. This however contradicts the fact that Ball(Q) is ‖ · ‖ϕω -compact and
finishes the proof of the Claim. 
Assume that Q′ ∩ (Mω)ϕω = C. Then by [AH12, Lemma 5.4], we have that Q′ ∩Mω = C
or Q′ ∩ Mω is a type III1 factor. Next, assume that Q′ ∩ (Mω)ϕω is diffuse. Then, using
Proposition 2.2, we have that Q′ ∩Mω is diffuse. Therefore, either Q′ ∩Mω = C or Q′ ∩Mω
is diffuse. 
Proposition 2.6. For every diffuse amenable von Neumann algebra M with separable predual,
the central sequence algebra M ′ ∩Mω is diffuse.
Proof. Let M be any diffuse amenable von Neumann algebra with separable predual. There
exists a sequence of pairwise orthogonal projections zn ∈ Z(M) such that
∑
n zn = 1,Mz0 is an
amenable von Neumann algebra with a diffuse center and separable predual andMzn is a diffuse
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amenable factor with separable predual for every n ≥ 1. It is obvious that (Mz0)′ ∩ (Mz0)ω
is diffuse. By the classification of amenable factors with separable predual (see [Co72, Co74,
Co75b, Co85, Ha84]), Mzn is hyperfinite and (Mzn)
′ ∩ (Mzn)ω is diffuse for every n ≥ 1.
Therefore M ′ ∩Mω =⊕n(Mzn)′ ∩ (Mzn)ω is diffuse. 
An elementary fact on ε-orthogonality. Let H be a complex Hilbert space and ε ≥ 0. We
say that two (not necessarily closed) subspaces K,L ⊂ H are ε-orthogonal and we denote by
K ⊥ε L if
|〈ξ, η〉H| ≤ ε ‖ξ‖H ‖η‖H, ∀ξ ∈ K,∀η ∈ L.
Define the function
δ :
[
0,
1
2
)
→ R+ : t 7→ 2t√
1− t−√2 t√1− t
.
We will be using the following elementary fact regarding ε-orthogonality whose proof can be
found in [Ho12a, Proposition 2.3].
Proposition 2.7 ([Ho12a]). Let k ≥ 1. Let 0 ≤ ε < 1 such that δ◦(k−1)(ε) < 1. For all
1 ≤ i ≤ 2k, let pi ∈ B(H) be projections such that piH ⊥ε pjH for all i, j ∈ {1, . . . , 2k} such
that i 6= j. Write Pk =
∨2k
i=1 pi. Then for all ξ ∈ H, we have
2k∑
i=1
‖piξ‖2H ≤
k−1∏
j=0
(
1 + δ◦j(ε)
)2 ‖Pkξ‖2H.
3. Asymptotic orthogonality in the ultraproduct framework
The key result of the paper is the following generalization of Popa’s result [Po83, Lemma
2.1] regarding asymptotic orthogonality for free group factors to arbitrary free product von
Neumann algebras. There are mainly two difficulties that arise in generalizing Popa’s result
[Po83, Lemma 2.1] to the setting of arbitrary free product von Neumann algebras. The first
main difficulty is that the free product von Neumann algebra (M,ϕ) = (M1, ϕ1)∗(M2, ϕ2) is no
longer assumed to be tracial. Hence, we need to work in the ultraproduct von Neumann algebra
framework and carefully approximate elements in M in the σ-strong topology by finite linear
combinations of reduced words which are analytic with respect to the modular automorphism
group (σϕt ) (see also the proof of [Ue11, Proposition 3.5] where a similar method is used). The
second main difficulty is that unlike the case of the free group factors, M is no longer assumed
to have a nice basis of unitary elements. To circumvent this issue, we will use ε-orthogonality
techniques from [Ho12a, Ho12b].
Theorem 3.1. Let (M1, ϕ1) and (M2, ϕ2) be σ-finite von Neumann algebras endowed with
faithful normal states. Assume that the centralizer Mϕ11 is diffuse. Denote by (M,ϕ) =
(M1, ϕ1) ∗ (M2, ϕ2) the free product von Neumann algebra.
Let u ∈ U(Mϕ11 ) be any unitary such that uk → 0 weakly as |k| → ∞. For every x ∈ {u}′ ∩Mω
and every y ∈M ⊖M1, the elements y(x−EMω
1
(x)), (x−EMω
1
(x))y and yEMω
1
(x)−EMω
1
(x)y
are pairwise ϕω-orthogonal in Mω.
Proof. For every i ∈ {1, 2}, denote by Ai ⊂ Mi (resp. A ⊂ M) the unital σ-strongly dense
∗-subalgebra of all the elements inMi (resp.M) which are analytic with respect to the modular
automorphism group (σϕit ) (resp. (σ
ϕ
t )) (see Proposition 2.1). Observe that for every i ∈ {1, 2},
Ai ⊂ A. Denote by (Ai1⊖C) · · · (Ain⊖C) the set of all the reduced words of the form a1 · · · an
with aj ∈ Aij ⊖C, n ≥ 1 and i1 6= · · · 6= in. The linear span of
{1, (Ai1 ⊖C) · · · (Ain ⊖C) : n ≥ 1, i1 6= · · · 6= in}
forms a unital σ-strongly dense ∗-subalgebra of M .
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Using the existence of the normal conditional expectation EM1 :M →M1, every y ∈M ⊖M1
can be approximated with respect to the σ-strong topology by a net (yα)α∈I of finite linear
combinations of reduced words in (Ai1 ⊖ C) · · · (Ain ⊖ C) where n ≥ 1, 2 ∈ {i1, . . . , in} and
i1 6= · · · 6= in. Assume that for every α ∈ I and every x ∈ {u}′ ∩ Mω, yα(x − EMω
1
(x)),
(x − EMω
1
(x))yα and yαEMω
1
(x) − EMω
1
(x)yα are pairwise ϕ
ω-orthogonal in Mω. Then since
yα → y σ-strongly as α→∞, it follows that
yα(x− EMω
1
(x))→ y(x− EMω
1
(x))
(x− EMω
1
(x))yα → (x− EMω
1
(x))y
yαEMω
1
(x)− EMω
1
(x)yα → yEMω
1
(x)−EMω
1
(x)y
σ-strongly as α→∞. Therefore, y(x−EMω
1
(x)), (x−EMω
1
(x))y and yEMω
1
(x)−EMω
1
(x)y are
pairwise ϕω-orthogonal in Mω. Using the previous discussion, we infer that it suffices to prove
the result for
y =
k∑
j=1
wj where wj = aj,1bj,1 · · · bj,njaj,nj+1
with nj ≥ 1, aj,1 = 1 or aj,1 ∈ A1⊖C, aj,nj+1 = 1 or aj,nj+1 ∈ A1⊖C, aj,2, . . . , aj,nj ∈ A1⊖C
and bj,1, . . . , bj,nj ∈ A2 ⊖C. We fix such an element y ∈ M ⊖M1 until the end of the proof.
Observe that for every 1 ≤ j ≤ k, we have wj ∈ A⊖C and
σϕ−i(w
∗
j ) = σ
ϕ1
−i (a
∗
j,nj+1)σ
ϕ2
−i (b
∗
j,nj) · · · σϕ2−i (b∗j,1)σϕ1−i (a∗j,1).
It follows that σϕ−i(w
∗
j ) is a reduced word containing at least one letter from M2 ⊖C.
Denote by V ⊂M1 the finite dimensional vector subspace generated by 1 and by
• the first letters coming from M1 ⊖ C of the reduced words wi, w∗i , σϕ−i(w∗i ) and the
first letters coming from M1 ⊖ C of all the reduced words arising in the finite linear
decomposition of w∗jwi into reduced words, for all 1 ≤ i, j ≤ k, and
• the last letters coming from M1 ⊖ C of the reduced words wi and the last letters
coming from M1⊖C of all the reduced words arising in the finite linear decomposition
of wiσ
ϕ
−i(w
∗
j ) into reduced words, for all 1 ≤ i, j ≤ k.
Let ℓ = dim(V ) and choose elements e1, . . . , eℓ ∈ V so that (Λϕ1(ei))ℓi=1 forms an orthonormal
basis for Λϕ1(V ). By Gram-Schmidt process, choose a vector subspace W ⊂M1 so that
L2(M1) = Λϕ1(V )⊕ Λϕ1(W ).
We will be using the following notation:
• K1 ⊂ L2(M) is the closed subspace generated by the image under Λϕ of the linear span
of all the reduced words in (M2 ⊖ C) · · · (M2 ⊖ C), (V ⊖ C)(M2 ⊖ C) · · · (M2 ⊖ C),
(M2⊖C) · · · (M2⊖C)(M1⊖C) and (V ⊖C)(M2⊖C) · · · (M2⊖C)(M1⊖C). Observe
that
K1 ∼= Λϕ(V )⊗ L2((M2 ⊖C) · · · (M2 ⊖C)M1).
• K2 ⊂ L2(M) is the closed subspace generated by the image under Λϕ of the linear span
of all the reduced words inW (M2⊖C) · · · (M2⊖C) andW (M2⊖C) · · · (M2⊖C)(V ⊖C).
Observe that
K2 ∼= L2(W (M2 ⊖C) · · · (M2 ⊖C))⊗ Λϕ(V ).
• L ⊂ L2(M) is the closed subspace generated by the image under Λϕ of the linear span
of all the reduced words in W (M2 ⊖C) · · · (M2 ⊖C)W . Observe that
L2(M1)⊕K1 ⊕K2 ⊕ L = L2(M).
GAMMA STABILITY IN FREE PRODUCT VON NEUMANN ALGEBRAS 11
Let u ∈ U(Mϕ11 ) such that uk → 0 weakly as |k| → ∞ and put T = uJϕuJϕ ∈ U(L2(M)).
Observe that since u ∈ U(Mϕ11 ) ⊂ U(Mϕ), we have TΛϕ(z) = Λϕ(uzu∗) for all z ∈M .
Claim 1. For all ε > 0, there exists k0 ∈ N such that for all i ∈ {1, 2} and all |k| ≥ k0, we
have T kKi ⊥ε Ki.
Proof of Claim 1. Let ξ, η ∈ K1 that we write
∑ℓ
i=1Λϕ(ei) ⊗ ξi and η =
∑ℓ
j=1Λϕ(ej) ⊗ ηj
with ξi, ηj ∈ L2((M2 ⊖ C) · · · (M2 ⊖ C)M1). Observe that ‖ξ‖2ϕ =
∑ℓ
i=1 ‖ξi‖2ϕ and ‖η‖2ϕ =∑ℓ
j=1 ‖ηj‖2ϕ. Since u ∈Mϕ, we have T kξ =
∑ℓ
i=1 Λϕ(u
kei)⊗ JϕukJϕξi and hence
|〈T kξ, η〉ϕ| ≤
ℓ∑
i,j=1
|ϕ(e∗jukei)| ‖ξi‖ϕ ‖ηj‖ϕ.
Since uk → 0 weakly as |k| → ∞, we may choose k1 ∈ N such that for all |k| ≥ k1 and all
1 ≤ i, j ≤ ℓ, we have |ϕ(e∗jukei)| ≤ ε/ℓ. By Cauchy-Schwarz inequality, for all |k| ≥ k1, we
obtain |〈T kξ, η〉ϕ| ≤ ε‖ξ‖ϕ‖η‖ϕ.
Likewise let ξ, η ∈ K2 that we write
∑ℓ
i=1 ξi ⊗ Λϕ(ei) and η =
∑ℓ
j=1 ηj ⊗ Λϕ(ej) with ξi, ηj ∈
L2(W (M2⊖C) · · · (M2⊖C)). Observe that ‖ξ‖2ϕ =
∑ℓ
i=1 ‖ξi‖2ϕ and ‖η‖2ϕ =
∑ℓ
j=1 ‖ηj‖2ϕ. Since
u ∈Mϕ, we have T kξ =∑ℓi=1 ukξi ⊗ Λϕ(eiu−k) and hence
|〈T kξ, η〉ϕ| ≤
ℓ∑
i,j=1
|ϕ(e∗jeiu−k)| ‖ξi‖ϕ ‖ηj‖ϕ.
Since uk → 0 weakly as |k| → ∞, we may choose k2 ∈ N such that for all |k| ≥ k2 and all
1 ≤ i, j ≤ ℓ, we have |ϕ(e∗jeiu−k)| ≤ ε/ℓ. By Cauchy-Schwarz inequality, for all |k| ≥ k2, we
obtain |〈T kξ, η〉ϕ| ≤ ε‖ξ‖ϕ‖η‖ϕ.
Put k0 = max(k1, k2). Then for all i ∈ {1, 2} and all |k| ≥ k0, we have that T kKi ⊥ε Ki. 
Claim 2. For all i ∈ {1, 2} and all (zn)ω ∈ {u}′ ∩Mω, we have
lim
n→ω ‖PKi(Λϕ(zn))‖ϕ = 0.
Proof of Claim 2. Let i ∈ {1, 2} and z = (zn)ω ∈ {u}′ ∩Mω. We may assume that ‖zn‖∞ ≤ 1
for all n ∈ N. For all n ∈ N and all k ∈ N, we have
‖PKi(Λϕ(zn))‖2ϕ = ‖T kPKi(Λϕ(zn))‖2ϕ
= ‖T kPKi(Λϕ(zn))− PT kKi(Λϕ(zn)) + PT kKi(Λϕ(zn))‖2ϕ
≤ 2‖T kPKi(Λϕ(zn))− PT kKi(Λϕ(zn))‖2ϕ + 2‖PT kKi(Λϕ(zn))‖2ϕ
= 2‖PT kKi(Λϕ(ukznu−k − zn))‖2ϕ + 2‖PT kKi(Λϕ(zn))‖2ϕ
≤ 2‖ukznu−k − zn‖2ϕ + 2‖PT kKi(Λϕ(zn))‖2ϕ.
Fix K ≥ 1. Choose ε > 0 very small according to [Ho12a, Proposition 2.3] so that ∏K−1j=0 (1 +
δ◦j(ε))2 ≤ 2. Then choose a subset G ⊂ N of 2K integers such that two distinct integers in G
are at least at distance k0 from one another. By Claim 1, we obtain T
k1Ki ⊥ε T k2Ki for all
k1, k2 ∈ G such that k1 6= k2. Thus, we obtain
2K‖PKi(Λϕ(zn))‖2ϕ ≤ 2
∑
k∈G
‖ukznu−k − zn‖2ϕ + 4‖zn‖2ϕ.
Since G is finite, we have limn→ω ‖PKi(Λϕ(zn))‖2ϕ ≤ 22−K for all K ≥ 1. Therefore, we obtain
limn→ω ‖PKi(Λϕ(zn))‖ϕ = 0.
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Claim 3. The subspaces yL, Jϕσϕ−i/2(y∗)Jϕ L and y L2(M1)+ Jϕσ
ϕ
−i/2(y
∗)Jϕ L2(M1) are pair-
wise orthogonal in L2(M).
Proof of Claim 3. Recall that y =
∑k
j=1wj where wj = aj,1bj,1 · · · bj,njaj,nj+1 with nj ≥ 1,
aj,1 = 1 or aj,1 ∈ A1 ⊖ C, aj,nj+1 = 1 or aj,nj+1 ∈ A1 ⊖ C, aj,2, . . . , aj,nj ∈ A1 ⊖ C and
bj,1, . . . , bj,nj ∈ A2 ⊖C. Observe that
yL ⊂ span {Λϕ(wjW (M2 ⊖C) · · · (M2 ⊖C)W ) : 1 ≤ j ≤ k}(2)
Jϕσ
ϕ
−i/2(y
∗)Jϕ L ⊂ span {Λϕ(W (M2 ⊖C) · · · (M2 ⊖C)Wwj) : 1 ≤ j ≤ k}(3)
and
(4) y L2(M1) + Jϕσ
ϕ
−i/2(y
∗)Jϕ L2(M1) ⊂ span {Λϕ(wiM1),Λϕ(M1wj) : 1 ≤ i, j ≤ k}.
Let 1 ≤ i ≤ k. Observe that by the choice of the vector subspace W ⊂ M1, any letter v ∈ W
is ϕ-orthogonal in M to the first letter of the reduced word w∗i and to the first letter of the
reduced word σϕ−i(w
∗
i ). Hence wiv is a reduced word starting with the first letter of wi and
ending with a letter from M1⊖C and vwi is a reduced word starting with a letter fromM1⊖C
and ending with the last letter of wi. Moreover both vwi and wiv contain at least one letter
from M2 ⊖C.
Let 1 ≤ i, j ≤ k. By the choice of the vector subspace W ⊂ M1 and the remark above, the
first letter of any reduced word wiv with v ∈ W is ϕ-orthogonal to W in M . This implies
that W (M2 ⊖C) · · · (M2 ⊖C)Wwj and wiW (M2 ⊖C) · · · (M2 ⊖C)W are ϕ-orthogonal in M .
Since this holds for all 1 ≤ i, j ≤ k, using (2) and (3), we obtain that the subspaces yL and
Jϕσ
ϕ
−i/2(y
∗)Jϕ L are orthogonal in L2(M).
Let 1 ≤ i, j ≤ k. If ni ≤ nj, then any element in wiM1 is a finite linear combination of reduced
words which have at most ni letters fromM2⊖C while a reduced word in wjW (M2⊖C) · · · (M2⊖
C)W has at least nj +1 letters from M2⊖C. This implies that wjW (M2⊖C) · · · (M2⊖C)W
and wiM1 are ϕ-orthogonal in M . If ni > nj, then w
∗
jwi is a finite linear combination of
reduced words whose first letter is ϕ-orthogonal to W in M and which contain at least one
letter from M2 ⊖ C. It follows that any element in w∗jwiM1 is a finite linear combination
of reduced words whose first letter is ϕ-orthogonal to W in M . Again, this implies that
wjW (M2 ⊖ C) · · · (M2 ⊖ C)W and wiM1 are ϕ-orthogonal in M . Next, since wi contains at
least one letter from M2 ⊖C and by the choice of the vector subspace W ⊂ M1, any element
in M1wi is a finite linear combination of reduced words whose last letter is ϕ-orthogonal to
W in M . This implies that wjW (M2 ⊖C) · · · (M2 ⊖C)W and M1wi are ϕ-orthogonal in M .
Since the previous reasoning holds for all 1 ≤ i, j ≤ k, using (2) and (4), we obtain that the
subspaces yL and y L2(M1) + Jϕσϕ−i/2(y∗)Jϕ L2(M1) are orthogonal in L2(M).
Let 1 ≤ i, j ≤ k. Since wi contains at least one letter from M2 ⊖C and by the choice of the
vector subspace W ⊂M1, any element in wiM1 is a finite linear combination of reduced words
whose first letter is ϕ-orthogonal to W in M . This implies that W (M2 ⊖C) · · · (M2 ⊖C)Wwj
and wiM1 are ϕ-orthogonal in M . Next, if ni ≤ nj, then any element in M1wi is a finite linear
combination of reduced words which have at most ni letters fromM2⊖C while a reduced word
in W (M2 ⊖C) · · · (M2 ⊖ C)Wwj has at least nj + 1 letters from M2 ⊖ C. This implies that
W (M2⊖C) · · · (M2⊖C)Wwj and M1wi are ϕ-orthogonal in M . If ni > nj, then wiσϕ−i(w∗j ) is
a finite linear combination of reduced words whose last letter is ϕ-orthogonal to W in M and
which contain at least one letter from M2 ⊖ C. It follows that any element in M1wiσϕ−i(w∗j )
is a finite linear combination of reduced words whose last letter is ϕ-orthogonal to W in M .
Using Proposition 2.1, this implies again that W (M2 ⊖ C) · · · (M2 ⊖ C)Wwj and M1wi are
ϕ-orthogonal in M . Since the previous reasoning holds for all 1 ≤ i, j ≤ k, using (3) and
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(4), we obtain that the subspaces Jϕσ
ϕ
−i/2(y
∗)Jϕ L and y L2(M1) + Jϕσϕ−i/2(y∗)Jϕ L2(M1) are
orthogonal in L2(M). This finishes the proof of Claim 3. 
We are now ready to finish the proof of Theorem 3.1. Let x ∈ {u}′ ∩ Mω and put z =
x − EMω
1
(x). Observe that since u ∈ M1 ⊂ Mω1 , we have z ∈ {u}′ ∩ (Mω ⊖ Mω1 ). Write
z = (zn)
ω ∈ {u}′ ∩ (Mω ⊖Mω1 ) with zn = xn − EM1(xn). By Claim 2 and since y is analytic
with respect to the modular automorphism group (σϕt ), we obtain
Λϕω(yz) = (Λϕ(yzn))ω = (yΛϕ(zn))ω
= (y PL(Λϕ(zn)))ω ∈ L2(M)ω
Λϕω(zy) = (Λϕ(zny))ω = (Jϕσ
ϕ
−i/2(y)
∗Jϕ Λϕ(zn))ω
= (Jϕσ
ϕ
−i/2(y)
∗Jϕ PL(Λϕ(zn)))ω ∈ L2(M)ω
Λϕω (yEMω
1
(x)− EMω
1
(x)y) = (Λϕ(yEM1(xn)−EM1(xn)y))ω
= ((y − Jϕσϕ−i/2(y)∗Jϕ)Λϕ(EM1(xn)))ω ∈ L2(M)ω.
Using Claim 3 for every n ∈ N and using the ultraproduct Hilbert space structure of L2(M)ω,
we obtain that Λϕω(y(x − EMω
1
(x))), Λϕω((x − EMω
1
(x))y) and Λϕω(yEMω
1
(x) − EMω
1
(x)y)
are pairwise orthogonal in L2(M)ω. This implies that y(x − EMω
1
(x)), (x − EMω
1
(x))y and
yEMω
1
(x)− EMω
1
(x)y are pairwise ϕω-orthogonal in Mω. 
4. Proofs of the main results
4.1. Proof of Theorem A and Corollaries B and C.
Proof of Theorem A. Let M1 ⊂ Q ⊂ M be any intermediate von Neumann subalgebra such
that Q′ ∩Mω is diffuse. Since Mϕ11 is diffuse, by [Ue11, Corollary 3.2], we have Q′ ∩M ⊂
M ′1 ∩M ⊂M1 and so Q′ ∩M = Z(Q) = Q′ ∩M1 ⊂ Z(M1).
First, denote by z ∈ Q′ ∩M the maximum projection such that M1z = Qz. We show that
z = 1. Assume by contradiction that z 6= 1 and put q = z⊥ = 1 − z ∈ Q′ ∩M = Z(Q). We
have q 6= 0 and Qq ⊖M1q 6= 0. Denote by J the nonzero σ-strongly closed two-sided ideal in
Qq generated by Qq⊖M1q. Let e ∈ Z(Qq) = Z(Q)q be the unique nonzero central projection
in Qq such that J = Qe. We necessarily have e = q. Indeed otherwise we have q − e 6= 0
and by the choice of the projection z ∈ Q′ ∩M , we have Q(q − e) ⊖M1(q − e) 6= 0. Now let
y ∈ Q(q− e)⊖M1(q− e) such that y 6= 0. Since y ∈ Qq⊖M1q, we obtain y ∈ J and so y = ye.
However since y ∈ Q(q − e)⊖M1(q − e), we also obtain y = y(q − e) and thus y = 0. This is a
contradiction. Thus, we have e = q.
Next, we show that (Qq)′ ∩ (qMq)ω ⊂ (M1q)ω. Indeed, let x ∈ (Qq)′ ∩ (qMq)ω ⊂ M ′1 ∩Mω.
For every y ∈ Qq ⊖M1q ⊂M ⊖M1, we have
0 = yx− xy = y(x− EMω
1
(x))− (x− EMω
1
(x))y + (yEMω
1
(x)−EMω
1
(x)y).
By Theorem 3.1, y(x− EMω
1
(x)), (x− EMω
1
(x))y and (yEMω
1
(x)− EMω
1
(x)y) are pairwise ϕω-
orthogonal in Mω. By Pythagora’s theorem, we obtain y(x−EMω
1
(x)) = 0. Likewise, for every
a ∈ Qq and every y ∈ Qq⊖M1q, we have a y (x−EMω
1
(x)) = 0 and since yEM1(a) ∈ Qq⊖M1q
and a− EM1(a) ∈ Qq ⊖M1q, we also have
y a (x− EMω
1
(x)) = y EM1(a) (x− EMω1 (x)) + y (a− EM1(a)) (x − EMω1 (x)) = 0.
This implies that for every y ∈ J , we have y(x − EMω
1
(x)) = 0 hence q(x − EMω
1
(x)) = 0.
Therefore, x = E(M1q)ω (x) ∈ (M1q)ω.
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Now we have that (Qq)′ ∩ (qMq)ω = (Qq)′ ∩ (M1q)ω. Since Q′ ∩ Mω is diffuse and since
(Qq)′∩(qMq)ω = q(Q′∩Mω)q, we have that (Qq)′∩(M1q)ω is diffuse as well. This implies that
there exists a net of unitaries Uα ∈ U((Qq)′∩ (M1q)ω) such that Uα → 0 weakly as α→∞. We
may represent every Uα ∈ U((Qq)′∩(M1q)ω) by a sequence of elements (uαn)n ∈ Mω(M1q) such
that uαn ∈ Ball(M1q) for every α and every n ∈ N, Uα = (uαn)ω for every α and yuαn − uαny → 0
∗-strongly as n→ ω for every α and every y ∈ Qq.
Define the directed set
I = {i = (ε,F ,G) : ε > 0, F ⊂M1q and G ⊂ Qq are finite subsets}
with order relation given by
(ε1,F1,G1) ≤ (ε2,F2,G2) if and only if ε2 ≤ ε1, F1 ⊂ F2 and G1 ⊂ G2.
Let i = (ε,F ,G) ∈ I. Since Uα → 0 weakly as α→∞, there exists α such that |ϕω(b∗Uαa)| ≤
ε/2 for all a, b ∈ F . Since Uα = (uαn)ω ∈ U((Qq)′ ∩ (M1q)ω), for all a, b ∈ F and all c ∈ G, we
have
ε
2
≥ |ϕω(b∗Uαa)| = lim
n→ω |ϕ(b
∗uαna)|
‖a‖ϕ = ‖Uαa‖ϕω = lim
n→ω ‖u
α
na‖ϕ
0 = ‖cUα − Uαc‖ϕω = lim
n→ω ‖cu
α
n − uαnc‖ϕ.
Since F ⊂M1q and G ⊂ Qq are finite subsets, there exists n = n(α) such that
max
{
|‖a‖ϕ − ‖uαn(α)a‖ϕ|, ‖cuαn(α) − uαn(α)c‖ϕ, |ϕ(b∗uαn(α)a)| : a, b ∈ F , c ∈ G
}
≤ ε.
Put wi = u
α
n(α) ∈ Ball(M1q). Thus, (wi)i∈I is a net of elements in Ball(M1q) such that
(P1) limi∈I ‖wia‖ϕ = ‖a‖ϕ for all a ∈M1q.
(P2) limi∈I ‖cwi − wic‖ϕ = 0 for all c ∈ Qq.
(P3) limi∈I |ϕ(b∗wia)| = 0 for all a, b ∈M1q.
Put E = span({q(Mi1 ⊖C) · · · (Min ⊖C)q : n ≥ 1, 2 ∈ {i1, . . . , in} and i1 6= · · · 6= in}). Observe
that E is σ-strongly dense in qMq ⊖M1q.
Claim. The following hold true.
(1) For all a, b ∈ E , we have
lim
i∈I
‖EM1q(b∗wia)‖ϕ = 0.
(2) For all b ∈ E and all y ∈ qMq ⊖M1q, we have
lim
i∈I
‖EM1q(b∗wiy)‖ϕ = 0.
Proof of the Claim. (1) By linearity, it suffices to prove the result for all the elements a, b ∈ E
of the form a = a1 · · · a2m+1 and b = b1 · · · b2n+1 with m,n ≥ 1, a1 = q or a1 ∈ M1q ⊖ Cq,
a2m+1 = q or a2m+1 ∈ M1q ⊖Cq, b1 = q or b1 ∈ M1q ⊖Cq, b2n+1 = q or b2n+1 ∈ M1q ⊖Cq,
a2, . . . , a2m, b2, . . . , b2n ∈M2 ⊖C and a3, . . . a2m−1, b3, . . . , b2n−1 ∈M1 ⊖C. We have
b∗wia = b∗2n+1 · · · b∗2 (b∗1wia1) a2 · · · a2m+1.
By the freeness property, we have
EM1(b
∗wia) = ϕ(b∗1wia1)EM1(b
∗
2n+1 · · · b∗2 a2 · · · a2m+1).
Using property (P3) of the net (wi)i∈I , we obtain limi∈I ‖EM1q(b∗wia)‖ϕ = 0.
GAMMA STABILITY IN FREE PRODUCT VON NEUMANN ALGEBRAS 15
(2) Let y ∈ qMq⊖M1q and b ∈ E . We may assume that ‖b‖∞ ≤ 1. Since E is σ-strongly dense
in qMq ⊖M1q, for every ε > 0, there exists a ∈ E such that ‖y − a‖ϕ ≤ ε/2. Thus, for every
i ∈ I, we have
‖EM1(b∗wi(y − a))‖ϕ ≤ ‖b∗wi(y − a)‖ϕ ≤ ‖y − a‖ϕ ≤ ε.
Using the first part of the proof, this implies that lim supi∈I ‖EM1q(b∗wiy)‖ϕ ≤ ε. Since ε > 0
is arbitrary, we obtain limi∈I ‖EM1q(b∗wiy)‖ϕ = 0. This finishes the proof of the Claim. 
Let b ∈ E and y ∈ Qq⊖M1q. Using the properties (P1) and (P2) of the net (wi)i∈I , we obtain
‖EM1q(b∗y)‖ϕ = lim
i∈I
‖wiEM1q(b∗y)‖ϕ using (P1) for a = EM1q(b∗y)
= lim
i∈I
‖EM1q(b∗y)wi‖ϕ using (P2) for c = EM1q(b∗y)
= lim
i∈I
‖EM1q(b∗y wi)‖ϕ since wi ∈M1q
= lim
i∈I
‖EM1q(b∗wi y)‖ϕ using (P2) for c = y
= 0 using item (2) of the Claim.
Since E is σ-strongly dense in qMq ⊖M1q, we may choose a net (bj)j∈J in E such that b∗j →
y∗ σ-strongly as j → ∞. Since EM1q : qMq → M1q is σ-strongly continuous, we obtain
that EM1q(b
∗
jy) → EM1q(y∗y) σ-strongly as j → ∞ and hence EM1q(y∗y) = 0. This implies
that y∗y = 0 and hence y = 0. Since y ∈ Qq ⊖ M1q is arbitrary, we derive that M1q =
Qq. This contradicts the maximality of the projection z ∈ Q′ ∩M and finishes the proof of
Theorem A. 
Proof of Corollary B. Let M1 ⊂ Q ⊂ M be any intermediate von Neumann subalgebra with
faithful normal conditional expectation EQ : M → Q. Denote by EM1 : M → M1 the unique
ϕ-preserving normal conditional expectation. Since Mϕ11 is diffuse, we have M
′
1 ∩M ⊂ M1
by [Ue11, Corollary 3.2] and hence EM1 is the unique faithful normal conditional expectation
from M to M1 by [Co72, The´ore`me 1.5.5]. Since EM1 ◦ EQ is a faithful normal conditional
expectation from M to M1, we have EM1 ◦EQ = EM1 . This implies that for every x ∈M , we
have
ϕ(EQ(x)) = ϕ(EM1(EQ(x))) = ϕ((EM1 ◦ EQ)(x)) = ϕ(EM1(x)) = ϕ(x).
By [Ta03, Theorem IX.4.2], we obtain that Q is globally invariant under the modular automor-
phism group (σϕt ).
Since Q′ ∩M = Z(Q) is abelian, there exists a sequence of pairwise orthogonal projections
qn ∈ Q′ ∩M ⊂ Z(M1) such that
∑
n qn = 1, (Qq0)
′ ∩ q0Mq0 = (Q′ ∩M)q0 is a diffuse abelian
von Neumann algebra and Qqn is a diffuse factor such that (Qqn)
′∩qnMqn = (Q′∩M)qn = Cqn
for every n ≥ 1. Define
I = {0} ∪ {n ≥ 1 : (Qqn)′ ∩ (qnMqn)ω is diffuse} .
Put z0 =
∑
n∈I qn and N = (Cz0 ⊕M1z⊥0 ) ∨M2. If z0 = 0, then M1z0 = Qz0. Otherwise, by
[Ue11, Lemma 2.2], we have that M1z0 and z0Nz0 generate z0Mz0 and are free in z0Mz0 with
respect to the state ϕz0 =
ϕ(z0·z0)
ϕ(z0)
. Thus, we have
(z0Mz0, ϕz0) = (M1z0, ϕz0) ∗ (z0Nz0, ϕz0).
Moreover, the intermediate subalgebra M1z0 ⊂ Qz0 ⊂ z0Mz0 is globally invariant under the
modular automorphism group (σ
ϕz0
t ) and we have
(5)
⊕
n∈I
(Qqn)
′ ∩ (qnMqn)ω ⊂ (Qz0)′ ∩ (z0Mz0)ω.
Since Q ⊂ M is globally invariant under the modular automorphism group (σϕt ) and since
qn ∈ Mϕ for all n ∈ N, we have that both
⊕
n∈I (Qqn)
′ ∩ (qnMqn)ω and (Qz0)′ ∩ (z0Mz0)ω
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are globally invariant under the modular automorphism group (σ
ϕωz0
t ). Therefore, the inclusion
(5) is with expectation. Since
⊕
n∈I (Qqn)
′ ∩ (qnMqn)ω is diffuse, so is (Qz0)′ ∩ (z0Mz0)ω by
Proposition 2.2. Applying Theorem A to the intermediate von Neumann subalgebra M1z0 ⊂
Qz0 ⊂ z0Mz0, we obtain M1z0 = Qz0.
For every n /∈ I, (Qqn)′ ∩ (qnMqn)ω is not diffuse. By Proposition 2.5, we obtain that (Qqn)′ ∩
(qnMqn)
ω = Cqn. In particular, since Q ⊂M is with expectation, we have (Qqn)′ ∩ (Qqn)ω ⊂
(Qqn)
′ ∩ (qnMqn)ω. Thus, we have (Qqn)′ ∩ (Qqn)ω = Cqn and so Qqn is a full nonamenable
factor by Proposition 2.6. This finishes the proof of Corollary B. 
Proof of Corollary C. Let M1 be any diffuse amenable von Neumann algebra with separable
predual. Choose a faithful normal state ϕ1 on M1 such that the centralizer M
ϕ1
1 is diffuse (see
Proposition 2.2). Define M2 = R∞ to be the unique hyperfinite type III1 factor endowed with
any faithful normal state ϕ2. Then by [Ue11, Theorem 3.4], the free product (M,ϕ) = (M1, ϕ1)∗
(M2, ϕ2) is a full nonamenable type III1 factor. Moreover M1 ⊂M is with expectation.
Let M1 ⊂ Q ⊂ M be any intermediate amenable von Neumann algebra with expectation. By
Corollary B, we obtain that M1 = Q. 
4.2. Proof of Theorem D. We recall Popa’s intertwining-by-bimodules theory that will play
a crucial role in the proof of Theorem D. Let M be a tracial von Neumann algebra together
with A ⊂ 1AM1A and B ⊂ 1BM1B von Neumann subalgebras. Following [Po01, Po03], we
say that A embeds into B inside M and denote by A M B if one of the following equivalent
conditions is satisfied:
• There exist projections p ∈ A and q ∈ B, a nonzero partial isometry v ∈ pMq and a
unital normal ∗-homomorphism ϕ : pAp→ qBq such that av = vϕ(a) for all a ∈ pAp.
• There exist ℓ ≥ 1, a projection q ∈Mℓ(B), a nonzero partial isometry v ∈M1,ℓ(1AM)q
and a unital normal ∗-homomorphism ϕ : A → qMℓ(B)q such that av = vϕ(a) for all
a ∈ A.
• There is no net of unitaries (wi)i∈I in U(A) such that EB(x∗wiy) → 0 ∗-strongly as
i→∞ for all x, y ∈ pMq.
We first prove the following intermediate result which can be regarded as a generalization of
Theorem A in the case of tracial free product von Neumann algebras.
Theorem 4.1. Let (M1, τ1) and (M2, τ2) be von Neumann algebras with separable predual
endowed with faithful normal tracial states. Assume that M1 is diffuse. Denote by (M, τ) =
(M1, τ1) ∗ (M2, τ2) the tracial free product von Neumann algebra.
For every von Neumann subalgebra Q ⊂M such that Q∩M1 and Q′∩Mω are diffuse, we have
Q ⊂M1.
Proof. Let Q ⊂M be any von Neumann subalgebra such that Q∩M1 and Q′∩Mω are diffuse.
By [IPP05, Theorem 1.1], we have Q′ ∩M ⊂ M1. Denote by z ∈ Z(Q′ ∩M) the maximum
projection such that Qz ⊂ zM1z. We prove that z = 1. Assume by contradiction that this not
the case and put q = z⊥ = 1− z ∈ Z(Q′ ∩M) ⊂M1. We have q 6= 0.
First, assume that Qq is amenable. Choose a diffuse abelian subalgebra A ⊂ q⊥M1q⊥ and put
Q = Qq⊕A. Then Q is amenable and Q∩M1 is diffuse. Theorem 3.1 implies that the inclusion
M1 ⊂M has the asymptotic orthogonality property relative to the diffuse subalgebra Q∩M1
in the sense of [Ho12b, Definition 5.1]. Since the inclusion M1 ⊂M is mixing (see e.g. [Ho12b,
Proposition 4.7]) in the sense of [Ho12b, Definition 4.4], we have that the inclusion M1 ⊂M is
weakly mixing through the diffuse subalgebra Q ∩M1 in the sense of [Ho12b, Definition 4.1].
Therefore [Ho12b, Theorem 8.1] implies that Q ⊂M1 and so Qq ⊂ qM1q. This contradicts the
fact that z is the maximum projection in Z(Q′ ∩M) such that Qz ⊂ zM1z.
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Second, assume that Qq is not amenable. Let q0 ∈ Z(Q′∩M)q be a nonzero central projection
such that Qqq0 has no amenable direct summand. Since (Qqq0)
′ ∩ (qq0Mqq0)ω = qq0(Q′ ∩
Mω)qq0 is diffuse and since the inclusion M1 ⊂ M is mixing, by [Pe06, Theorems 4.3, 4.5
and Lemma 5.1] and [IPP05, Theorem 4.3] (see also [Ho07, Theorem 5.6] and [Io12, Theorem
6.3]), we obtain that Qqq0 M Mi for some i ∈ {1, 2}. This implies that Qq M Mi for some
i ∈ {1, 2}.
There exist ℓ ≥ 1, a projection p ∈ Mℓ(Mi), a nonzero partial isometry v ∈ M1,ℓ(qM)p and
a unital normal ∗-homomorphism ϕ : Qq → pMℓ(Mi)p such that av = vϕ(a) for all a ∈ Qq.
Write v = [v1 · · · vℓ] ∈M1,ℓ(qM)p. In particular, we have Qvj ⊂
∑ℓ
k=1 vkMi for all 1 ≤ j ≤ ℓ
and so (Q∩M1)vj ⊂
∑ℓ
k=1 vkMi for all 1 ≤ j ≤ ℓ. Since Q∩M1 is diffuse, by [IPP05, Theorem
1.1], we obtain that i = 1 and that vj ∈M1 for all 1 ≤ j ≤ ℓ. Therefore vv∗ ∈ (Qq)′∩qM1q is a
nonzero projection such that Qvv∗ ⊂ vv∗M1vv∗. If we denote by z0 the central support of vv∗
in (Qq)′ ∩ qM1q, we have that z0 ∈ Z(Q′ ∩M)q, z0 6= 0 and Qz0 ⊂ z0M1z0. This contradicts
again the fact that z is the maximum projection in Z(Q′ ∩M) such that Qz ⊂ zM1z.
Consequently, we obtain that z = 1 and so Q ⊂M1. This finishes the proof of Theorem 4.1. 
Proof of Theorem D. The proof is similar to the one of Corollary B. Let Q ⊂ M be any
von Neumann subalgebra such that Q ∩M1 is diffuse. By [Io12, Lemma 2.7], there exists a
central projection z ∈ Z(Q′ ∩M) ∩ Z(Q′ ∩Mω) ⊂ M1 such that (Q′ ∩Mω)z is diffuse and
(Q′ ∩Mω)z = (Q′ ∩M)z is discrete. Choose a diffuse abelian subalgebra A ⊂ z⊥M1z⊥ and
put Q = Qz ⊕A. We have that Q ∩M1 and Q′ ∩Mω are diffuse. By Theorem 4.1, we obtain
Q ⊂M1 and hence Qz ⊂ zM1z. This finishes the proof of Theorem D. 
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