In this paper, we propose to derive an approximate theoretical distribution under the null hypothesis of the low-rank adaptive normalized matched filter (LR-ANMF). This detector is used to detect a target when the disturbance is composed of a low-rank Gaussian contribution (called clutter) and an additive white Gaussian noise. In the LR-ANMF, the estimated covariance matrix is replaced by the estimated orthogonal projector onto the subspace clutter. The method to derive this distribution is based on perturbation analysis and assumes a steering vector far from the clutter and a large clutter-to-noise ratio. Simulations on a space-time adaptive processing example validate our theoretical result. The impact of both hypotheses is also studied.
I. INTRODUCTION
Several applications, e.g., radar or sonar, consist of detecting a known signal, the so-called steering vector, embedded in a disturbance. In this context, the likelihood ratio test and generalized likelihood ratio test (GLRT) have been developed. When the covariance matrix (CM) of the disturbance is known, the theoretical performance of the developed detectors is well known even for subspace signals [1, 2] . But in practice, the CM is unknown. From so-called secondary data, assumed to be independent and to share the same distribution as the observation under test, Kelly [3] derived the GLRT. The theoretical have been also computed. Another solution has been proposed by [4] : the detector is first derived by assuming a known CM, and then the maximum likelihood estimator (MLE) of the CM is plugged into the previous detector. The theoretical probability of false alarm (PFA) and probability of detection (PD) have been also computed and have showed close performance compared to Kelly's detector.
Nevertheless, these detectors need a large number of secondary data K to reach correct performance, i.e., K ≈ 2m (where m is the data size) [5, 6] . Because this number m may be large in some applications, such as space-time adaptive processing (STAP), it is important to derive detection techniques for small K compared to m. To achieve this goal, many techniques have been and are still being investigated in the array processing community. For example, a reduced-rank (RR) STAP algorithm based on an autoregressive model is proposed in [7] . In [8] , a combination of the possible persymmetric structure of the CM and the extended factor approach (EFA) allows great reduction of the number K. Li et al. propose in [9] a cost function to build an EFA algorithm based on a low-rank (LR) approximation. Another approach is to integrate a priori information about the clutter to improve STAP filtering [10, 11] . For a slow-moving target, [12] derives a RR STAP based on a min-max algorithm. When the disturbance is structured as a sum of an additive white Gaussian noise (AWGN) and an LR contribution (the so-called clutter in radar or sonar), this number K of secondary data can also be reduced. For example, the LR adaptive filtering only needs K = 2r (where r is the clutter rank), whereas classical adaptive filtering needs K = 2m to reach the same performance [13, 14] . In the context of a disturbance composed of LR clutter and an AWGN, and by assuming to know the projector onto the subspace clutter, we obtain the low-rank normalized matched filter (LR-NMF) [2, 15, 16] . Its theoretical performance is obtained in [15] . Because the CM of the clutter is not known in practice, it has to be estimated from secondary data. The structure information about the RR of the clutter CM can be taken into account in the covariance estimation step to improve the detection performance. For example, several recent works propose to constraint the estimation of the CM to be RR [17] [18] [19] [20] [21] to improve the accuracy of the estimation. In these works, the proposed algorithms estimate the eigenvectors and the eigenvalues (and other parameters in the non-Gaussian case) of the CM. In this paper, we are only interested in the estimated eigenvectors to build the estimated projector onto the subspace clutter. In Gaussian clutter, it is well known that the MLE is then obtained through the eigenvalue decomposition (EVD) of the sample covariance matrix (SCM). By plugging this estimate in the LR-NMF, we obtain the so-called low-rank adaptive normalized matched filter (LR-ANMF). Other LR adaptive detectors have been developed and can be found in [22] [23] [24] . Unfortunately, for all these detectors, and in particular for the LR-ANMF, the theoretical PFA and PD are not derived in the literature.
We propose in this paper to derive an approximate theoretical distribution of the LR-ANMF test statistic under the null hypothesis by means of a perturbation analysis [25] . As in previous works [13, 14, [26] [27] [28] on theoretical performance based on this approach, we assume the steering vector is orthogonal with respect to the clutter subspace for mathematical tractability. We also assume that the clutter-to-noise ratio (CNR) is large, which is a common assumption in radar or sonar. Numerical simulations are performed for a STAP application. STAP is a technique used in airborne-phased array radar to detect a moving target embedded in an interference background such as jamming or strong clutter [29] . While conventional radars are able to detect target both in the time domain related to target range and in the frequency domain related to target velocity, STAP uses an additional domain (space) related to target angular localization. The consequence is a two-dimensional adaptive filtering technique that uses temporal and spatial dimensions jointly to cancel interference and improve target detection. In most cases, the disturbance in STAP is known to be composed of LR clutter plus an AWGN, where the rank is easily deduced [30] . Results in this context validate our theoretical result even in the cases of nonorthogonality of the steering vector with respect to the clutter subspace and of low CNR. This paper is organized as follows: Section II presents the problem statement, Section III contains the main result of the paper, which is the approximate distribution of the LR-ANMF under the H 0 hypothesis, and Section IV shows the results of different numerical simulations.
The following convention is adopted: italic indicates a scalar quantity, lowercase boldface indicates a vector quantity, and uppercase boldface indicates a matrix. Superscript T denotes the transpose operator and superscript H denotes the transpose conjugate. E [] is the expected value operator. CN (a, M) is a complex Gaussian vector of mean a and of CM M. I m is the m × m-identity matrix. χ 2 (n) is a chi-square random variable with n degrees of freedom. N c (a, σ 2 ) is a complex Gaussian random variable of mean a and variance σ 2 . Vector e i is the vector with only one nonzero component equal to 1 at index i. The ∼ symbol means "distributed as."
II. PROBLEM STATEMENT
The stated problem is to infer whether the received signal x ∈ C m×1 , corrupted by an additive disturbance, also contains a complex signal a. One also has a set of K secondary data {x k } that are signal-free realizations of the disturbance. The two hypotheses are then as follows:
(1) Here, a is the desired signal and is equal to αd ( ), where d is the steering vector, α is an unknown deterministic parameter, and is an unknown deterministic vector.
is the Gaussian clutter. Consequently, the CM of the secondary data can be written as R = C + λI m ∈ C m×m . Moreover, the clutter is considered to be of LR r. 1 Hence, rank(C) = r m, and one could write the EVD of C and define C as follows:
where λ i and u i , i ∈ [ [1; r] ] are the nonzero eigenvalues and the associated eigenvectors of C, respectively.
We define the following unitary matrices:
1 The rank is assumed to be known in this paper as in STAP applications according to Brennan's formula [30] : r = N + (M -1) * β (N is the number of sensors, M is the number of pulses, and β depends on radar parameters). If not, it is possible to estimate it, for example, with new methods based on random matrix theory tools [31] .
where
are the eigenvectors associated with the eigenvalue λ. We define the projector onto the clutter subspace c and the projector onto the orthogonal of the clutter subspace ⊥ c = I m − c as follows [13, 14] :
A preprocessing on the observation vector is first done to remove the clutter, and we retrieve a complex signal detection problem defined by the following binary hypothesis test:
(5) The detection problem is solved considering the white noise power n 0 unknown. The used detection test corresponds to the LR-NMF [15] :
η means that the H 1 hypothesis is decided if the test LR ( ) is over the threshold. In the following, the parameter is omitted. Because ⊥ c is not known in practice, we have to estimate it from the secondary data {x k }. The classical estimation is based on the EVD of the SCM:
whereλ i andû i are the estimated eigenvalues and eigenvectors. Finally, the estimated projectors are as follows:
Then, using the estimateˆ ⊥ c , the LR-ANMF detector can be written as follows:
III. APPROXIMATE DISTRIBUTION OF THE LR-ANMF UNDER THE H 0 HYPOTHESIS
As in previous works on LR-STAP theoretical performance analysis [13, 14, [26] [27] [28] i = 1, . . ., r . This means that the tested steering vector is not fully embedded in the clutter ridge. In the next section, we check by simulation that the theoretical result is also valid even in a case of nonorthogonality of the tested steering vector with respect to the clutter subspace. From the structure of R, we have the following relations:
Without loss of generality, we decide that the norm of steering vector d is equal to 1. We finally assume that the CNR is large, which leads to λ 1 , . . . , λ r λ. As in STAP, this assumption is realistic in many applications. Moreover, it is well known that in a low CNR regime, a simple detector without the estimated CM or the estimated projector is good enough. Nevertheless, as for the orthogonality assumption, we perform a simulation in the next section under low CNR conditions to check the validity of our theoretical result.
The main result is given in the next subsection, and then its proof is derived in the last subsection.
A. Main Result

Proposition 1
The LR-ANMF of (10),ˆ LR , can be expressed as a function of 6 independent random variables:
with
, and b 1 ∼ N c (0, 1) are independent random variables.
Let us discuss the meaning of this main result. This result is obtained by a first-order approximation. Therefore, it is an approximate distribution of the LR-ANMF under the H 0 hypothesis. Nevertheless, this result leads to interesting remarks. First, by inspecting Proposition 1, we conclude that the approximate distribution of the LR-ANMF under H 0 does not depend on the structure of the clutter subspace. Therefore, the LR-ANMF is approximately CFAR: under H 0 , it depends only on the rank r, the data size m, and the number of secondary data K. To determine a threshold as a function of the PFA, we need only to perform a Monte Carlo simulation. The time computation here is instantaneous, whereas a Monte Carlo simulation of (10) could be dramatically important, especially for large m involving very large matrices. Moreover, the simulation of the clutter could be difficult in several practical cases (the clutter scenario is not always known in practice). Finally, the hypothesis that the projection of the steering vector on the true interference subspace is negligible is not critical under the H 0 hypothesis. As in classical adaptive detectors, it will be difficult in practical cases to set a threshold as a function of the parameters contained in (e.g., in STAP, the angle of arrival and the target speed). Moreover, we inspect in the simulation section that the derived result in Proposition 1 remains valid even if this hypothesis is not fulfilled (the same study has been made in [28] ).
B. Proof of Proposition 1
The proof is based on the following two propositions. Proposition 2 Define R as R =R − R. Up to the first order with respect to R, we havê
where M is the pseudoinverse of C:
Proposition 3 We havê
The proofs of both propositions are given in the appendix. In the sequel, the parameter λ is omitted in α and β because it cancels in the ratio (16) . From (16), the proof is next based on some invariance properties ofˆ LR 2 with respect to unitary matrices. Let Q 1 and Q 2 be two unitary matrices:
Matrix Q 1 is chosen so that 
where u is a unitary vector and X 1 is independent of u. It is easy to check using invariance properties with respect to unitary matrix transformation that the distributions of α and β conditioned on u do not depend on u. Then, the distributions of α and β are equal to their conditional distributions, and we can choose u at our convenience. We take u = e m−r + 1 , which yields:
Simplification With Respect tob We can write the following:
T is an unitary vector composed of m − r − 1 nonzero values. X 2 is independent of u, and b 1 ∼ N c (0, 1). As for the previous simplification, we check using invariance properties with respect to unitary matrix transformation that the distributions of α and β conditioned on u do not depend on u. Then, the distributions of α and β are equal to their conditional distributions, and we can choose u at our convenience. We take u = e 2 , which yields the following:
Simplification With Respect toS Let us study the term (b 1 X 2 0 . . . 0) HS e m−r+1 in (24):
The result of the multiplication of the two last terms is a vector in which each element is N c (0, 1) distributed. Therefore, these two last terms of (25) can be written as follows: (26) and u is an independent unitary vector with K components. By using X 3 , (25) becomes
where only the two first lines are of interest. They are independent and identically distributed, with each element being N c (0, 1) distributed. As for the first and the second simplifications, we check using invariance properties with respect to unitary matrix transformation that the distributions of α and β conditioned on u do not depend on u. Then, the distributions of α and β are equal to their conditional distributions, and we can choose u at our convenience. We take u = e 1 . Then, α and β can be rewritten as given in the proposition, which concludes the proof.
IV. NUMERICAL SIMULATIONS
To validate our theoretical result, the STAP application is chosen. The purpose of STAP is to detect a moving target using a uniform linear antenna composed of N sensors receiving M pulses. The response of the ground, the clutter c, is the superposition of a large number of points, the clutter patches, allocated at a fixed distance around the airborne radar. According to Brennan's formula [30] , the clutter rank is known and is lower than the data size. In the STAP application, = (θ; v), where θ is the direction of arrival (DoA) and v is the object relative speed. (c is the celerity of light), and the pulse repetition frequency is f r = 600 Hz. The clutter rank is computed from the Brennan rule [30] and is equal to r = 15. Therefore, the clutter has an LR structure, because r = 15 < m = 64.
The CM C of the Gaussian clutter is computed using the model presented in [29] . The identity matrix is next added to build the CM R. The CNR is defined by the following:
For the steering vector d, we always choose a DoA equal to 0
• . The choice of the speed depends on the simulation. For large speed, the assumption u fulfilled. In contrast, the hypothesis is no more valid when the speed becomes small. In the same STAP configuration, K secondary data have been simulated. These secondary data allow us to obtain the SCMR. From the EVD of the SCM, the adaptive detector LR-ANMF of (10),ˆ LR , is computed. Moreover, the first-order version of the LR-ANMF of (14) ,ˆ LR 1 , is obtained. The final computation of the LR-ANMF of (16),ˆ LR th , is easily obtained by the trials of only six random variables. We also give the LR detector distribution [15] derived with the true projector, denoted LR-NMF and given in (6).
B. Validation
First, results for PFA as function of the threshold are shown in Fig. 1 for K = m and for K = 2r. The difference between the LR-ANMF distribution given by the Monte Carlo simulation and our approximate distribution is the same for both values of K. In addition, the LR-ANMF and LR-NMF distributions are close for K = m, whereas the LR-ANMF distribution is close to the proposed approximate distribution for K = 2r. This result is interesting when using the LR-ANMF detector in standard conditions for K: for a given PFA, it allows us to determine a threshold more precisely than the LR-NMF distribution. In addition, the distributions ofˆ LR 1 and LR th are close, which shows that the error comes mainly from the first-order approximation.
For a threshold of η = −10 dB, we compute the PFA for the three detectorsˆ LR ,ˆ LR 1 , andˆ LR th as a function of K; the result is shown in Fig. 2 . The error increases as K decreases. Because the theoretical result is based on a first-order approximation, this result is logical. Now, we propose to validate our theoretical result with respect to the two hypotheses: u Both results show that our theoretical result is valid even for small CNR and small tested speed (where the assumptions are no more valid). We conclude that these assumptions needed to derive the theoretical calculus are not critical in practical issues.
V. CONCLUSION
In this paper, we derived an approximate distribution of the LR-ANMF under the null hypothesis. The disturbance is composed of Gaussian LR clutter plus an AWGN, and the estimated projector is built from the EVD of the SCM. The approach has been based on a perturbation analysis. The obtained result showed that the LR-ANMF is approximately CFAR. Moreover, it allows us to provide a quasi-instantaneous threshold for a given PFA without knowledge of the clutter scenario and to do so more precisely than the theoretical distribution of the LR-NMF. In a STAP context, we validated our theoretical result and showed its robustness to the different hypotheses.
Further theoretical investigations must be conducted to investigate the limits of our theoretical result in terms of CNR and distance to the clutter subspace. An extension to non-Gaussian distributions could also be considered.
For the second variable, the strong CNR hypothesis has been used. Similarly,
