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ABSTRACT. In statistical errors in variables models one observes a noisy convolution 
of an unknown density with a known error distribution, and the problem is to recover 
the unknown density. This problem amounts to ill-posed inversion of an operator. Such 
inversion requires regularization. After a brief summary of regularization in general we 
turn to deconvolution of functions on Abelian groups and focus in particular on the 
circle. Finally we propose a kind of error in variables model on the sphere (see also 
Chang (1989» and mention some ensuing problems. 
1. Introduction 
In statistics ill-posed problems may arise in situations where we observe or con-
struct a noisy approximation 9 of 
g=Kf, (1.1) 
where K is a known transformation of an unknown signal f. The problem is to recover 
the signal f from iJ which requires inversion of the operator K. This inversion, however, 
is often ill-posed; even when we restrict to the typical case where K is a one-to-one 
and continuous linear transformation of a Hilbert space H into itself, K-1 need not be 
defined on all of H (so that 9 may fall outside the range K(H)), and K-l need not be 
continuous. Therefore so-called regularization of the inverse is needed. 
The kind of statistical problem to which we will restrict ourselves here is the 
errors in variables model, where we observe Yi = Xi + Ei, with Xi II Ei and the pairs 
(XloEt}, ... ,(Xn,En) and hence Yi""'Yn ii.d. In this model the unobservable errors 
Ei have a known density cp, say, the unobservable Xi have unknown density f and the 
observed Yl, ... , Yn have a density 9 which can be estimated from the data; this density 
estimator will be denoted by 9n. In this case the operator K is convolution with cpo 
Hence to recover f from 9n is a deconvolution problem; such problems are ill-posed 
indeed. 
It is clear that in this kind of problem our Hilbert space H is a Hilbert space of 
functions L2(G,A,I'&), where G must at least have the structure of a topological group 
in order that convolution be defined. The symbol 1'& denotes an invariant measure on 
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G, called Haar measure. For Ahelian groups there is no distinction between left and 
right invariance. If 6! is the group operation, convolution is defined as 
(r.p ® f)(x) = L r.p(x 8 y)f(y)dJ.L6(Y),X E G, (1.2) 
where x 8 y = x EB y-l. A theory of regularized deconvolution is indeed possible for 
certain G, in particular for locally compact Abelian groups. 
In the simple examples below of such groups ..\ will denote Lebesgue measure, 
restricted or not to a part of R: 
(a) G = R with EB = + and J.L6 = ..\j 
(b) G = (0,00) with EB = X and J.L6 = J.L+, the measure with density (dJ.L+/d..\)(t) = 
t-t, t E (O,oo)j 
(c) G = R/l = S, the unit circle in the plane (l the set of all integers)j we will make 
the identification S = [0, I), with EB = + (modulo 1) and J.L6 = /JO, Lebesgue 
measure on [0,1). 
We will focus on S but briefly mention R and (0,00). Regularized deconvolution on S 
will be considered in Section 4. 
In higher dimensions the circle generalizes both to the unit sphere Sd-l in Rd or 
to O(d), the orthogonal group in Rd. As we will see below, a modification of Chang's 
(1989) model leads to a kind of errors in variables model on the sphere, and one can 
easily imagine how errors in variables on O(d) arise. However, Sd-l is not even a 
group (although it is a homogeneous space), and O(d) is a group but not Abelian. In 
Section 5 we define an erroain variables model on the sphere and outline a possible 
solution. However, we cannot yet present the mathematical details but hope to do so 
in a forthcoming paper. 
Before deconvolution can even be considered we have to face the problem of esti-
mating 9 from the data Yt, ... , Yn E G. We consider this problem in Section 3 in the 
case where G is a Stiefel manifold, which is not in general a group (it is a homoge-
neous space) but which contains all the examples of present interest (the circle, the 
sphere, the orthogonal group) as special cases. In Section 2 we briefly discuss a general 
principle of regularization in Hilbert spaces. 
Our references to the vast literature will be rather selective and restricted. An im-
portant but not specifically statistical reference in Tikhonov & Arsenin (1977) where 
the concept of regularization serves the same purpose but is somewhat differently de-
fined. Their technique is applied in Vapnik (1982), often overlooked in the recent 
statistical literature, to some statistical problems. This author deals with compact 
operators but deconvolution is not included. For statistical deconvolution on the real 
line e.g. Carroll & Hall (1988), Fan (1988) and Zhang (1990). Many interesting prac-
tical examples can be found in Titterington (1985) and O'Sullivan (1986). In Carroll 
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et al. (1990) a general theory of regularized inversion in Hilbert spaces is reviewed, 
applied to deconvolution on abstract locally compact Abelian groups, and illustrated 
with a number of practical statistical problems. However, they don't consider errors in 
variables on the sphere. 
2. Regularized inverses in Hilbert spaces 
Let K be an injective operator of a Hilbert space H into itself; in other words let 
K be one-to-one and K E .c(H). By suitable preconditioning (replacing the equation 
9 = Kf by Tg = TKf for suitable one-to-one T E .c(H)) if necessary we may and 
will assume that K is strictly positive Hermitian. It is the contents of the spectral 
theorem, applied to such operators, that there exists a O'-finite measure space (X,A,I'), 
a unitary U : H -+ L2(X,A,I'), a measurable "( : X -+ O'(K), the spectrum of K, and 
a multiplication operator M., : L2(X,A,I') -+ L2(X,A,I'), such that 
K = U-1 M.,U, where M.,t/J = "(. t/J for t/J E L2(X,A,I')' (2.1) 
This is well-known for Euclidean spaces where an orthonormal matrix 0 E O(d) exists 
such that K = ot AO, with A a diagonal matrix. Loosely speaking (2.1) entails that, 
apart from unitary equivalence, K-l is multiplication by ,,(-1, an operator that indeed 
might tum out to be unbounded if H is infinite dimensional. (In the finite dimensional 
case K-1 = ot A -10 which is still continuous but unstable in a sense when the smallest 
eigenvalue of K (and hence A) is close to 0.) 
A regularized inverse of K is a sequence of operators R". E .c(H), mEN, where 
m is a kind of smoothing parameter, with the property that Rm is close to K-l: 
IIRmKf - fll-+ 0, it as m -+ 00, for all f E H. (2.2) 
H K happens to be invertible (and not just one-to-one) so that K-1 E .c(H), which 
is the case if 0 < min{A : A E O'(K)}, we might take Rm = K-l for all mEN. But 
even in this case for stability considerations one might prefer to carry out a genuine 
regulariza.tion. 
It is possible to construct a regularized inverse once the quantities in (2.1) are 
given. For mEN let us define 
{ 
,,(-1 (x), for x EX: ,,(x) ;::: 11m 
Pm(x) = 
0, elsewhere. 
It can be shown that (2.2) is satisfied with 
(2.3) 
R". = U-1Mp",U, where Mp",t/J= Pm·t/J fort/J E L2(X,A,I'). (2.4) 
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This regularization is related to projection. Another interesting regularization is ob-
tained by choosing Pm = (a(m) + 7)-1. In either case we have 
IIRmIl ~ m, me N. (2.5) 
We will use the regularization (2.4). 
A proper choice of the regularization parameter m may depend on other parame-
ters in the problem. Let (n, W, P) be a probability space and the estimators Yn : n -+ H 
Borel measurable. We will assume that, given / e H, the element 9 = K / can be con-
sistently estimated in the sense that EllYn - K /11 = 6n(f) -+ 0, as n -+ 00, and we 
know that IIRmK / - /11 = Em(f) -+ 0, as m -+ 00. Then it is possible to find for each 
n e N an integer m( n) e N (depending on f) such that 
(2.6) 
As an estimator for / we propose 
1.. = Rm(n)Yn, with m(n) satisfying {2.6}. (2.7) 
Since also Em(n)(f) -+ 0, as n -+ 00, for such m(n) it follows that 
Eilin - /11 ~ IIRm(n)1I6n(f) + Em(n)(f) -+ 0, as n -+ 00. (2.8) 
IT the rates of EmU) and 6n (f) are known (see (2.5» for the rate of IIRmll it is possible 
to specify an approximately optimal rate for the r.h.s. in (2.8) by choosing the m(n) in 
such a way that a balance between the rates of 1IR...(n)1I6nU) and Em(n)(J) is obtained. 
For at least two important subclasses of operators further specification of the 
operator U and the function 7 in (2.1) is possible: for compact and for convolution 
operators. By preconditioning Wicksell's problem (estimation of the true radius of a 
sphere when only radii of random two-dimensional cuts are observed) can be reduced 
to regularized inversion of a compact operator (Nychka & Cox (1989), Carroll et al. 
(1990); for recent results by a different approach see e.g., van Es & Hoogendoorn 
(1988». Hence this provides a practical example in the first class and, as we have seen, 
errors in variables models belong to the second class. Here we will restrict ourselves to 
convolutions. 
EXAMPLE 2.1. Let us first briefly consider convolution on G = R with tp e Ll(R,8,~), 
symmetric about 0, so that H = L2(R,8,~). In this case also L2(X,A,p) = L2(R,8,~), 
U is the usual Fourier transform F, and 7 the characteristic function of tp denoted by 
r{> = $Ftp. With all these quantities made explicit the regularized inverse is easily 
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computed. The rate on the right in (2.8) can be improved by restricting f to a Sobolev 
space; it is still possible to determine U explicitly (Carroll et al.). 
EXAMPLE 2.2. Let us next turn to convolution on 6 = (0,00) with a function 
<p E L1(0,00),B,Il+). symmetric in the sense that <p(x-1 ) = <p(x) for x E (0,00). 
Here H = L2 (0,00),B,Il+) and it turns out that L2(X,A,Il) = L2(R,B,A), with 
Uf = F+f = F (J(exp») for f E L2(0,00),B,Il+). Finally we have that 1= tfJ+ = 
$F+<p. Surprisingly Laplace transforms can be related to this kind of convolution 
operator. In a statistical context the Laplace transform shows up in a mixture of 
exponential distributions. This connexion with the Laplace transform is considered in 
van Rooij & Ruymgaart (1990). 
3. Density estimation on Stiefel manifolds 
Downs gives an interesting example from vectorcardiography where the sample 
elements consist of pairs of orthonormal vectors in R3; such sample points lie in the 
Stiefel manifold 
S (3,2). The general Stiefel manifold S(d,k) is defined as the submanifold of M(d,k), 
the set of d x k matrices (d, kEN with 1 ::; k ::; d) which could be identified with Rkd , 
given by 
S(d,k) = {O E M(d,k): oto = h}, (3.1) 
where Ik denotes the k x k identity matrix. The Euclidean inner product in M(d,k) 
satisfies (Mt. M2 ) = tr MfM2 • It is clear that S(d,k) is a compact subset of v'kSkd-l. 
The Stiefel manifold is not only of interest in its own right but it generalizes both the 
sphere Sd-l(k = 1) and the orthogonal group Oed) (k = d). 
Let Y1 , ... , Yn denote LLd. random elements in S( d, k) with common probability 
distribution Q. The Haar probability measure on Oed) induces an invariant probability 
measure 71 on S(d,k). Let us assume that Q has a continuous positive density 9 with 
respect to 71. Such a density can be approximated in the following way. Consider the 
subsets 
Ca(t) = {A E S(d,k): tr AID ~ t}, 0 E S(d,k),t E [-k,k]. (3.2) 
We refer to these sets as caps (with center 0 and height t) because in the special case 
of the sphere they have such a form. Let us write 
vet) = 71 ( Ca(t»), independent of 0 E Sed, k), (3.3) 
due to the invariance of 71. It can be shown that 
P(Ca(t»)/v(t) -+ g(O), as t 1 k. (3.4) 
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This suggests the estimators 
Un(O) = Pn(Co(tn»)/V(tn), for suitable tn e [-k,k]. (3.5) 
where Pn(D) is the empirical measure of a Borel set D C S(d,k). 
It should be noted that a cap Co(t) can be produced by intersecting S(d,k) with 
a properly chosen closed half space in M( d, k). Let 1l denote the class of all such 
halfspaces. It is well-known that sharp exponential bounds can be obtained for the 
probabilities on the local fluctuations 
P{SUPEOt(D) IPn(E) - P(E)I ~ ~},~ ~ 0, (3.6) 
where 1l(D) is the class ofsubsets obtained by intersecting the measurable DC S(d,k) 
with all H e 1l. With the aid of these bounds the following result can be shown in an 
almost standard way. 
THEOREM 3.1. Let 9 be continuous on S(d,k) with strictly p06itive minimum, and let 
Cn -+ 00, as n -+ 00. Then we have 
provided that 
v(tn) -+ 0, and nv(tn)/{cnllogv(tn}l} -+ 00, as n -+ 00, (3.8) 
Comparison of the nonrandom gn with 9 follows the usual pattern and combination 
yields at least the MISE consistency 
EIiUn - gll2 = E ( {Un(O) - g(O)}2dji(O) -+ 0, as n -+ 00, (3.9) 
lS(d,Ie) 
as required in Section 2. Condition (3.8) is formulated in terms of the volumes v(tn ). 
For practical implementation, however, it is the smoothing parameter tn that we have 
to choose so that we have to "solve" condition (3.8) for tn. With the help of Morse's 
lemma it is possible to convert a rate of v(tn) into a rate of tn; see Hendriks et al. 
(1990) for the details. 
685 
4. Relulal'ised decon'YOlutlon on the olrcle 
Continuing the examples in Section 2 let us now consider in a little more detail 
the convolution on 6 = S = [0, 1) with a function C(J E Ll ([0,1), B, J.'o), symmetric in 
the sense that <p(8z) = <p(z) for z E [0,1) and with 8z = EIlz-1 where Ell is addition 
modulo 1. Clearly in this example we have H = L2([0,1),B,J.'0), A character on S is a 
mapping into the complex unit circle T which is a continuous group homomorphism. 
With pointwise multiplication and, in the case of the circle, uniform convergence these 
characters form a locally compact Abelian group r, called the character group of 6. 
Every k E Z, the set of all integers, determines a character (;2 = -1) 
'Yk(Z) = exp(2l1"ikz),z E [0,1). (4.1) 
In this way a topological group isomorphism Z -+ r is obtained. For simplicity we 
identify r with Z. 
We have already seen that in this case J.'6 = J.Lo, Lebesgue measure on [0,1), and 
as an invuiant measure on r we take J.'r = #, the counting measure on Z. Writing 
dJ.'o(x) = dx we have the following formulas 
(<p®f)(x) = 11 <p(x 8 y)/(y)dy,x E [0,1), (4.2) 
where <p E Ll([O, 1),B,J.'0), I E Ll([O, 1), B,J.'o) n L2([0, 1),B,J.Lo), 
(Fo<p)(k) = t <p(x)exp(2l1"ikx)dx, (Fo-l1/1)(x) = E 1/I(k)exp(-2l1"ikx), (4.3) 10 kEI 
where k E Z, <p E Ll ([0, 1), B, J.Lo), x E [0, 1),1/1 E II (Z). We also have 
Fo(<p ® f) = (For,o)· (Fof), lor r,o,1 e Ll([O, 1),B,J.Lo). (4.4) 
Because L2([0,1),B,J.'0) C L1([0,1),B,J.'0) it is immediate that .1'0 is defined on 
L2([0,1),B,J.Lo). It now turns out that L2(X,A,p) = L2(Z,'P(Z),#) = I2(Z) and 
U = .1'0, since it can be shown that .1'0 : L2([0, 1),B,po) -+ I2(Z) and that it is unitary 
indeed. 
Hence, with KI = r,o®1 for I E L2([0,1),B,J.'0) it follows from (2.1) and the 
remarks made above that K = .1'0-1 M..,Fo, where 'Y = For,o and M..,1/I = 'Y • 1/1 for 
1/1 E I2(Z), Consequently, a regularized inverse is obtained by taking 
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and Pm as in (2.3) with 'Y = :Fol.{) (see also above) and X = Z. Given any g E 
L2([O,1),B,Po) we can make this inversion more explicit by putting Rmg = :Fi1 
(Pm' :FOg) =~. By formal manipulation (that can be justified) we obtain :Fo~ = 
Pm' (:Fog) = (:Fo:Fi1 Pm). (:Fog) = :FO(:F;l Pm)®g) according to (4.4), from which we 
may deduce that Rmg = (:Fo- 1 Pm) ® g. Because we know that both g and the original 
f are real functions we should take the real part in (4.3) and replace exp(211"ikz) by 
cos211"kx,z E [0,1). Thus we finally obtain 
( -r'-l )() '" cos211"kz [0 1) ro Pm Z = L..."k:(Fo<p)(k)~l/m (:Fol.{)(k) ' Z E , • 
Summarizing we have proved the following result. 
(4.6) 
THEOREM 4.1. Let K f = I.{) ® f,f E L2(5,B,J.IO),1.{) E L1(5,8,J.IO) with I.{) symmetric. 
Suppose that Un: n -+ L2(S,B,Po) are measurable estimators ofg = Kf with EIIUn-
gil = 6n (/) -+ 0, as n -+ 00. Then the estimators 
(4.7) 
with :F;lPm(n) given by (4.6), are MISE consistent provided that the m(n),n E N, 
satisfy (2.6). 
EXAMPLE 4.1. For the practical importance of statistics with values in S we refer to 
Mardia. (1975). Let us assume that we can observe Y1 = Xl Ell Z,' .. ,Yn = Xn Ell Zn, 
and that the known density of the Zi is the so-called wrapped standard normal density 
<po(Z) = '" <p(k + z),z E [0,1), 
L..."kEZ 
(4.8) 
where I.{) is the standard normal density on R. For the computa.tion of (4.5) we note 
that 
1 11 1 (:Fo<po)(k) = . rn= {'" exp( --2(z + k)2 + 211"ikz)}dz = <P(211"k), k E Z. (4.9) 
v211" 0 L..."kEZ 
This implies tha.t {k E Z: (:Fo<po)(k) ~ l/m} = {k E Z : Ikl :s am}, where am = 
{(1/271"2)log(m/$»!. In this way we find the estimators 
for suitably chosen men) -+ 00, as n -+ 00. 
Often I.{) will be a smooth density and if it is the density 9 = I.{)fd'will also be 
smooth. If f is not a priori known to be smooth itself, the problem of recovering such 
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a possibly non-smooth I with the aid of a sample from the smooth g is hard. The 
difficulty of the inversion is reflected in the speed of convergence. For convolution on 
R the dependence of the rate on the number of derivatives is well-known (Carroll & 
Hall (1988), Fan (1988), Zhang (1990»; in Carroll et aI. (1990) the convolution is 
restricted to a Sobolev space and the operator is again shown to be related with a 
multiplication but through unitary equivalence with a different Hilbert function space. 
For convolution on (0,00) a similar kind of result is obtained in van Rooij & Ruymgaart 
(1990). The case of the circle S is very similar to the reaIline so that an outline will 
suffice. 
Let us write I' = j<l) for the derivative of I on S = [0,1) in the sense that f: I'(z)d:c = I(b) - I(a) for all 0 :::; a < b < 1, and restrict ourselves to the class 
of smooth functions H = {I e L2(S,B,/JO): I(l), ... ,j<p) e L2(S,B,#,0)}, for some 
peN. This class is known to be a Hilbert space, called Sobolev space (Kantorovich & 
Akilov (1982» when the inner product 
is used. The restriction of the convolution to H will be denoted by KHI = tp®/,/ e H. 
Because (tp®I)' = tp®/' it is clear that KH : H -+ H and is strictly positive Hermitian. 
For the unitary equivalence we still use the Fourier transform Fo as defined in (4.3), 
but with different domain and range viz. Fo : H -+ l2,,,(l) = L2(l, pel), 1/), where the 
measure 1/ has density 
(4.12) 
with respect to the counting measure # on Z. 
For the isometry note in particular that, for any Foh = I with h e H and / e 
l2,,,(Z), we have 
IIhll~ = IIhll2 + E;=lllh(j)1I2 = IIF;1/112 + E;=IIl(F;1 1)(j)1I2 = (4.13) 
= 11/112 + E;=1 (271'k)2iIlFo-1 (.)i 1('»)112 = 
= 11/112 + E;=1(271'k)2i ll(·)i/(·)1I 2 = IIFohll", 
where II ,11" denotes the norm in l2,,,(Z). 
Furthermore, in the case of the circle it can be shown that the density estimators 
Yn of the type discussed in Section 3 satisfy 
EllYn - gil = O(n-4/ 5 ), as n -+ 00, (4.14) 
688 
assuming the existence and continuity of gil on S and provided that we choose 1 - tn = 
O(n-1/ 5 ), as n -+ 00. This smoothness condition on g will be automatically satisfied 
since we will assume that <p is smooth. 
THEOREM 4.2. Suppose that EIiUn - gil = 6n (f) = O(n-a), as n -+ 00, for some a> 0 
and let <Po E L1(S,B,l-'o) be the wrapped normal density in (4.8). Moreover, let us 
assume that IE He L2(S,B,I-'o), implying that it is p times differentiable. Then there 
exist men) satisfying (2.6) such that 
Ellin - III = O(logn)l-,,), as n -+ 00, (4.15) 
where in is given by (4.7). 
PROOF. Let us first fix an arbitrary mEN and note that, with am as in Example 4.1 
and exploiting the fact that Fo is an isometry, 
Em(f) = IIRm<P ® I - III = IIFo- 1 (Pm· Fo(<p ® f)) - III = (4.16) 
= II(Pm . Fo<p - l)Fo/li $ 
$ II(Loo.-,. .. » • Fo/li + 11(1(,. .... 00» • Fo/lI· 
The two terms in the upper bound can be dealt with in the same way so let us restrict 
ourselves to the last one. 
Using 11·11., for the norm in l2 • .,(Z) as in (4.13), we find 
A proper balance between the values of the quantities on the right in (2.8) in the 
present case is obtained by choosing m( n) '" na /(2a+2), which results in the order on 
the right in (4.15). Q.E.D. 
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5. Errors in variables on the sphere 
The sphere Sd-l is a homogeneous space under the orthogonal group Oed), and an 
element of O( d) acts on an element of Sd-l, where this action will be multiplicatively 
written as in matrix multiplication. Throughout this section let p. be the invariant 
probability measure on O( d) and Ii the uniform probability measure on Sd-l. All 
densities will be understood with respect to these measures. In Chang's (1989) spherical 
regression model an important role is played by random elements on Sd-l with density 
symmetric about a certain point. For various reasons (e.g. model tests) it might be 
interesting to describe such a density in terms of the symmetry point and a random 
element that represents the noise about that point, just like in the case of the real 
line. It turns out that, given a E Sd-l and a random element Z : n -+ Oed), the 
random element Za : n -+ Sd-l always has a symmetric density about a. Moreover, 
all symmetric densities can be generated in this way. See Hendriks & Janssen (1990) 
where this problem is solved in the more general context of homogeneous spaces. 
In a similar way distributions in the spherical regression model with errors in 
variables (Chang (1989» can be generated by random elements. Given X : n -+ Sd-l 
and Z: n -+ Oed), one can consider the composition Y = ZX: n -+ Sd-l. Under the 
usual assumptions let the density j of X be unknown, the density cp of Z be given, and 
suppose that we observe Y1 = Zl Xl, ... , Yn = ZnXn with density g. The density 9 can 
be estimated e.g. in the manner of Section 3 by Un, say, using the sample elements Yi. 
Let us here again focus on the non parametric problem of recovering j from Un; this is 
an extension of the errors in variables model on the circle considered in Section 4. 
In spite of the fact that the composition is between functions defined on different 
spaces and Oed) is not even commutative, the convolution can still very similarly be 
defined. For j E L2 (Sd-t,1i) and given cp E LI(O(d),p.), both spaces being endowed 
with their Borel q-fields, we define the operator 
g(x)=(](f)(x)=(cp@f)(x)= f CP(O)j(Otx)dp.(O), XESd- 1 , (5.1) 
JO(d) 
where obviously ]( : L - 2(Sd-l ,Ii) -+ L2(Sd-l,li). 
This operator is easily seen to be bounded. The question for which cp the operator 
is injective needs to be answered. Given an injective operator ](, inversion turns out 
to be ill-posed again. For regularization of the inverse irreducible representations will 
be an essential tool (Hewitt & Ross (1963». 
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