Discrete integrable systems and Pitman's transformation by Croydon, David A. & Sasada, Makiko
ar
X
iv
:2
00
7.
06
20
6v
1 
 [m
ath
.PR
]  
13
 Ju
l 2
02
0
DISCRETE INTEGRABLE SYSTEMS
AND PITMAN’S TRANSFORMATION
DAVID A. CROYDON AND MAKIKO SASADA
Abstract. We survey recent work that relates Pitman’s transfor-
mation to a variety of classical integrable systems, including the
box-ball system, the ultra-discrete and discrete KdV equations,
and the ultra-discrete and discrete Toda lattice equations. It is
explained how this connection enables the dynamics of the inte-
grable systems to be initiated from infinite configurations, which
is important in the study of invariant measures. In the special case
of spatially independent and identically distributed configurations,
progress on the latter topic is also reported.
1. Introduction
Let us recall the well-known Pitman’s transformation, which for
discrete-time paths S : Z+ → R and continuous-time paths S : R+ → R
is defined by the mapping
(1) S 7→ 2M· − S·
where Mx = sup0≤y≤x Sy. (In the continuous-time case, one needs to
make an assumption on S to ensure that M is finite.) We will denote
this transform by T ZS := 2M − S and TRS := 2M − S respectively.
Since its introduction in [32], where it was shown to relate the one-
dimensional Brownian motion and the three-dimensional Bessel pro-
cess, Pitman’s transformation and variations thereof have been exten-
sively studied. Following Pitman’s original work, much of this interest
has been in the context of stochastic processes (see [1, 14, 17, 24, 25, 26,
27, 33, 34, 35], for example). Moreover, there has been lively activity
involving Pitman-type transformations in the areas of queuing theory
and stochastic integrable systems, where it has links to models such
as random polymers, random matrices, the quantum Toda lattice and
the KPZ equation (see [2, 28, 29, 31], for example), and such transfor-
mations have also been used to define a continuous model of crystals
[3]. We highlight that one of the most important and well-studied
adaptations of Pitman’s transformation arising within this research is
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its exponential version, which is defined for a continuous-time path
S : R+ → R by the mapping
S 7→ 2M
∫
· − S·,
where
M
∫
· :=
1
2
log
(∫ ·
0
exp(2Sy)dy
)
.
(Again, it is necessary to make suitable assumptions on S to ensure
that the above transformation is well-defined.) We will denote this
transform by T
∫
S := 2M
∫
− S.
The purpose of the present paper is to briefly survey recent work
involving the authors of the present article and their collaborators that
relates Pitman’s transformation to classical integrable systems, such as
the box-ball system, the ultra-discrete and discrete KdV equations, and
the ultra-discrete and discrete Toda lattice equations [4, 5, 6, 7, 8, 9, 10].
Importantly, the framework that is developed across the latter articles
enables the dynamics of the various systems to be initiated from infinite
configurations, a novelty which is crucial for the study of invariant
measures. In the special case of spatially independent and identically
distributed (i.i.d.) configurations, the authors’ progress upon the latter
topic is reported here. Whilst the study of classical integrable systems
from a probabilistic perspective has hitherto been somewhat limited,
we note that beyond the results discussed, there have been increasing
efforts in this direction, see [11, 12, 13, 20, 21, 22, 23] for some of the
interesting developments.
Although in Pitman’s original study the discrete-time version of Pit-
man’s transformation was central to the proof of the main result con-
cerning Brownian motion, the majority of the stochastic processes lit-
erature has focussed on the continuous-time setting. Part of the reason
for this is that perhaps the most canonical discretisation of T
∫
, whereby
the integral is replaced by a sum, has somewhat different properties to
the continuous-time version, cf. [36]. One of new aspects of our work
is that through the connection to discrete integrable systems, we find
an alternative, but still natural, discretisation of the operator T
∫
that
has the appealing property of admitting an i.i.d. invariant measure
for which the marginals of the process corresponding to M − S pre-
cisely match those of the related continuous-time invariant measure
(see Remark 6.2). In [8], we will discuss further advantages of this
discretisation.
The remainder of the article is organised as follows. In Section 2 we
present versions of Pitman’s transformation that will appear later in the
article. The corresponding discrete integrable systems are introduced
in Section 3, and their relation with Pitman-type transformations is
outlined in Section 4. Section 5 incorporates a presentation of results
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on invariant measures for the systems under study, which are then
summarised in Section 6.
2. Pitman-type transformations
Similarly to the original version of Pitman’s transformation that ap-
pears at (1), the Pitman-type transformations that we consider will be
of the form
T ∗S = 2M∗ − S − 2M∗0
for some path-valued functional M∗. Note that, in contrast to the
introduction, we will typically focus on two-sided paths S : Z → R.
Moreover, we will typically assume that S0 = 0, and it is for this
reason that we include the constant shift by 2M∗0 , which ensures that
we also have (T ∗S)0 = 0. Specifically, in the two-sided discrete-time
case, namely for S : Z → R, we will consider the following choices for
M∗:
(a)
M(S)n := sup
m≤n
Sm;
(b)
M∨(S)n := sup
m≤n
(
Sm + Sm−1
2
)
;
(c)
M
∑
(S)n := log
(∑
m≤n
exp
(
Sm + Sm−1
2
))
;
(d)
M∨
∗
(S)n :=
{
supm≤n−1
2
S2m, n odd,
M∨
∗
(S)n+1+M∨
∗
(S)n−1
2
, n even;
(e)
M
∑∗
(S)n :=
{
log
(∑
m≤n−1
2
exp (S2m)
)
, n odd,
M
∑∗
(S)n+1+M
∑∗
(S)n−1
2
, n even;
writing the corresponding path transformations as T Z, T∨, T
∑
, T∨
∗
,
T
∑∗
, respectively. Clearly, we need the right-hand sides in the defini-
tions of M∗ to converge for these operators to be well-defined, and we
note that this is always the case on the space of asymptotically linear
functions, as given by
S lin :=
(2)
{
(Sn)n∈Z : lim
n→−∞
Sn
n
and lim
n→+∞
Sn
n
exist and are strictly positive
}
.
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It will further be convenient to introduce shifted versions of T∨
∗
and
T
∑∗
, and so we define
T ∨
∗
(S) := θ ◦ T∨
∗
(S)− θ ◦ T∨
∗
(S)0,
T
∑∗
(S) := θ ◦ T
∑∗
(S)− θ ◦ T
∑∗
(S)0,
where θ is the usual left-shift, i.e. if x ∈ RZ, then θ(x) ∈ RZ is given
by θ(x)n = xn+1. Again, we include a constant shift to ensure the new
path passes through the origin.
3. Discrete integrable systems
The discrete integrable systems that we consider in this article are
based on discretisations (or ultra-discretisations) of the KdV and Toda
lattice equations, as introduced in [19] and [39], respectively. In each
case, the variables in the model include those representing the con-
figuration, (ztn)n,t∈Z say, and those representing an auxiliary ‘carrier’,
(wtn)n,t∈Z say, where the index n refers to the spatial location of the
variable, and the index t refers to the temporal location. Moreover,
the dynamics of the systems are locally-defined, in the sense that we
have maps (Fn)n∈Z and m ∈ Z such that (z
t+1
n−m, w
t
n) = Fn(z
t
n, w
t
n−1), or
graphically, we have the following lattice structure:
(3) Fn z
t+1
n−m
wtn−1 // w
t
n.
ztn
OO
We now describe a number of particular examples of such locally-
defined dynamics, which, as we will explain in the next section, relate
to the Pitman-type transformations of Section 2. To keep the presen-
tation concise, we refer the reader to [10, 16, 37, 40, 41, 42] for further
background concerning the various models discussed.
(a) Box-ball system (BBS). The most basic model in our discussion
is the BBS, which was introduced in [38] as a simple example
of a discrete model exhibiting the solitonic behaviour of the
KdV equation. For this model, the configuration variables will
be written (ηtn)n,t∈Z. These take values in {0, 1}, with η
t
n = 1
representing the presence of a ball in the box at spatial location
n at time t, and ηtn = 0 representing the absence of such a
ball. The carrier variables (W tn)n,t∈Z are Z+-valued, with W
t
n
representing the number of balls transported from location n to
n+ 1 by the carrier between time t and t+ 1. The evolution of
the system is described as follows:
(4)
{
ηt+1n = min{1− η
t
n,W
t
n−1},
W tn = η
t
n +W
t
n−1 − η
t+1
n ,
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which, roughly speaking, means that on each time step the car-
rier moves from left to right, picking up each ball it passes,
and putting down a ball when it is carrying at least one and
sees an empty box. There are many variations of the BBS, in-
cluding the case of BBS(J ,K), where the boxes have capacity
J ∈ N∪{∞} and the carrier has capacity K ∈ N∪{∞}. Whilst
we focus on the original model here (which can be thought of
as BBS(1,∞)), it is in fact possible to describe the evolution of
BBS(J ,K) in terms of a Pitman-type transformation whenever
J < K (see [7]). Other variations of the BBS incorporate balls
of multiple colours. Again, such models can be described using
Pitman-type transformations, but require higher dimensional
versions to encode the relevant information [18].
(b) Ultra-discrete KdV (udKdV) equation. Generalising the BBS
is the udKdV equation. In this model, both the configuration
variables (ηtn)n,t∈Z and carrier variables (U
t
n)n,t∈Z take values in
R, though one can also consider specialisations (including the
BBS). Given a parameter L ∈ R, the udKdV equation is given
as follows:
(5)
{
ηt+1n = min{L− η
t
n, U
t
n−1},
U tn = η
t
n + U
t
n−1 − η
t+1
n ,
which clearly matches (4) when L = 1. We can summarise the
above equations by writing (ηt+1n , U
t
n) = F
(L)
udK(η
t
n, U
t
n−1), which
can be understood as locally-defined dynamics with a lattice
structure for the variables as at (3) (with m = 0). As with the
BBS, there are other versions of the udKdV system that can
be described by Pitman-type transformations; the L parameter
represents the box capacity, and we can also vary the carrier
capacity, see [8].
(c) Discrete KdV (dKdV) equation. Obtained from the KdV equa-
tion by a natural discretisation procedure, and yielding the ud-
KdV equation through an ultra-discretisation procedure, is the
dKdV equation. For this system, the configuration variables
(ωtn)n,t∈Z and carrier variables (U
t
n)n,t∈Z take values in (0,∞).
Fixing δ ∈ (0,∞), the dKdV equation is given by{
ωt+1n =
(
δωtn + (U
t
n−1)
−1)−1 ,
U tn = U
t
n−1ω
t
n(ω
t+1
n )
−1.
Again, by writing (ωt+1n , U
t
n) = F
(δ)
dK (ω
t
n, U
t
n−1), we can be under-
stand the system being given by locally-defined dynamics with
lattice structure as at (3) (with m = 0). Moreover, variations
of the dKdV equation with an additional parameter to above
can also be handled within our framework, see [8].
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(d) Ultra-discrete Toda lattice (udToda) equation. Parallel to KdV-
type equations, we consider Toda-type equations. The ultra-
discrete Toda equation in particular has configuration variables
(Qtn, E
t
n)n,t∈Z and carrier variables (U
t
n)n,t∈Z that take values in
R. The evolution of the system is described as follows:

Qt+1n = min{U
t
n, E
t
n},
Et+1n = Q
t
n+1 + E
t
n −Q
t+1
n ,
U tn+1 = U
t
n +Q
t
n+1 −Q
t+1
n ,
and summarised as (Qt+1n , E
t+1
n , U
t
n+1) = FudT (Q
t
n+1, E
t
n, U
t
n).
We note that the udToda system also connects with the BBS
in that we can view Qtn as the length of the nth interval con-
taining balls, and Etn representing the length of the nth empty
interval (at time t); of course, in the case of infinite balls, there
is an issue of how to enumerate the intervals. For the udToda
equation, the lattice structure is of the form
(6) Qt+1n E
t+1
n
U tn
// U tn+1,
Etn
OO
Qtn+1
OO
and so does not match (3). However, it is possible to decom-
pose the single map FudT with three inputs and three outputs
into two maps FudT ∗ and F
−1
udT ∗ , each with two inputs and two
outputs:
FudT ∗ min{b, c} F
−1
udT ∗
a+b
−min{b,c}
c //
c− b
2
−min{b,c}
2
// a+c−min{b,c},
b
OO
a
OO
where we generically take (a, b, c) = (Qtn+1, E
t
n, U
t
n). Including
the additional lattice variables, we can thus view the system as
locally-defined dynamics as at (3), with Fn alternating between
FudT ∗ for n even and F
−1
udT ∗ for n odd, and m = 1.
(e) Discrete Toda lattice (dToda) equation. Sitting between the
original Toda lattice equation and its ultra-discrete version is
the discrete Toda lattice equation, as given by:

I t+1n = J
t
n + U
t
n,
J t+1n = I
t
n+1J
t
n(I
t+1
n )
−1,
U tn+1 = I
t
n+1U
t
n(I
t+1
n )
−1.
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Here, the configuration variables (I tn, J
t
n)n,t∈Z and carrier vari-
ables (U tn)n,t∈Z take values in (0,∞), and we can summarise
the above dynamics by (I t+1n , J
t+1
n , U
t
n+1) = FdT (I
t
n+1, J
t
n, U
t
n).
Similarly to (6), in this case we have a lattice structure
I t+1n J
t+1
n
U tn
// U tn+1,
J tn
OO
I tn+1
OO
which can be decomposed into two maps, FdT ∗ and F
−1
dT ∗ , as
follows:
FdT ∗ b+ c F
−1
dT ∗
ab
b+c
c // c√
b2+bc
// ac
b+c
,
b
OO
a
OO
where we generically take (a, b, c) = (I tn+1, J
t
n, U
t
n). So, again in-
cluding the additional lattice variables, we can view the system
as locally-defined dynamics as at (3), with Fn now alternating
between FdT ∗ for n even and F
−1
dT ∗ for n odd, and m = 1.
4. Relation between locally-defined dynamics and
Pitman-type transformations
For a system of locally-defined dynamics, as introduced at the start
of the previous section, it is natural to consider an initial value problem
of the following form: given initial condition (z0n)n∈Z, is it possible to
find (ztn)n,t∈Z and (w
t
n)n,t∈Z such that (z
t+1
n−m, w
t
n) = Fn(z
t
n, w
t
n−1) holds
for all n, t ∈ Z? Moreover, if a solution exists, then is it unique?
Given the form of the equation (zt+1n−m, w
t
n) = Fn(z
t
n, w
t
n−1), it is clear
that if both (z0n)n∈Z and (w
0
n)n∈Z are given, then we can compute (z
1
n)n∈Z
by setting z1n−m = F
(1)
n (z0n, w
0
n−1), where the superscript (1) refers to
the first component of Fn. Hence, to solve the forward problem (where
we only consider t ≥ 0), it is enough to find a carrier (w0n)n∈Z for
(z0n)n∈Z such that: w
0
n = F
(2)
n (z0n, w
0
n−1) for all n ∈ Z, and for which it
is possible to repeat the procedure starting from the resulting (z1n)n∈Z.
Moreover, in all the cases considered in this article, the locally-defined
dynamics have a symmetry that means the backward problem can be
solved in the same way.
Now, for any bijections An and Bn (defined on appropriate subsets
of R), we can rephrase the above problem in terms of the variables
xtn := An(z
t
n), u
t
n := Bn(w
t
n). Indeed, for these variables, the equation
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of interest becomes (
xt+1n−m, u
t
n
)
= Kn
(
xtn, u
t
n−1
)
,
where Kn := (An×Bn)◦Fn◦(An×Bn−1)−1. (The product map An×Bn
is defined by setting An × Bn(a, b) := (An(a),Bn(b)).) Of course, this
is nothing but a change of variables. However, as a key assumption
that enables a link to be made to a Pitman-type transformation, we
will suppose that the variables have been changed in such a way that
Kn satisfies the conservation law:
(7) K(1)n (a, b)− 2K
(2)
n (a, b) = a− 2b.
In our work, we do not attempt to classify for which integrable systems
such a change of variables exists, but we note that it is possible to do
so for the systems considered here, i.e. BBS, udKdV, dKdV, udToda,
dToda.
To relate to Pitman-type transformations, we need to introduce the
path encoding of a configuration. In particular, given (xn)n∈Z, we define
the associated path S : Z→ R by setting S0 = 0 and
Sn − Sn−1 = xn, ∀n ∈ Z.
Note that the mapping x 7→ S is one-to-one. By construction, it is
easy to see that the existence of a carrier (un)n∈Z for (xn)n∈Z (i.e. a
solution to un = K
(2)
n (xn, un−1)) is equivalent to the existence of a path
M : Z→ R satisfying:
(8) Mn = K
(2)
n (Sn − Sn−1,Mn−1 − Sn−1) + Sn.
Indeed, if such an M exists, then defining (un)n∈Z by setting un =
Mn − Sn, n ∈ Z, gives a carrier for (xn)n∈Z, and vice versa. Moreover,
if such an M exists and we define (x1n)n ∈ Z to be the corresponding
updated configuration (i.e. x1n−m := K
(1)
n (xn, un−1) for un = Mn − Sn),
then the conservation law (7) yields that
x1n−m = 2K
(2)
n (xn, un−1) + xn − 2un−1
= 2K(2)(Sn − Sn−1,Mn−1 − Sn−1) + (Sn − Sn−1)− 2(Mn−1 − Sn−1)
= 2Mn − Sn − (2Mn−1 − Sn−1).
Thus if we define TS : Z→ R by setting (TS)n := 2Mn−Sn−2M0, then
we see that the path encoding of (x1n)n∈Z is precisely given by θ
m(TS)−
θm(TS)0, which is a (spatially-shifted) Pitman-type transformation of
S with respect to M .
To summarise, for any locally-defined dynamics (Kn)n∈Z satisfying
the conservation law at (7), we can associate a Pitman-type transfor-
mation of the corresponding path encoding. NB. By the change of
variables, the conservation law can alternatively be expressed as
An(F
(1)(a, b))− 2Bn(F
(2)(a, b)) = An(a)− 2Bn(b).
DISCRETE INTEGRABLE SYSTEMS AND PITMAN’S TRANSFORMATION 9
So far, this is simply a change of language. Importantly, however, in
many examples, the equation (8) can be solved explicitly. Moreover,
it is often possible to determine uniquely a choice of M for which the
procedure can be iterated. In particular, in such cases, one obtains the
existence and uniqueness of solutions to the initial value problem of
interest.
4.1. Examples. It transpires that it is possible to follow the procedure
described above in all of the examples of discrete integrable systems
presented in Section 3. In particular, we are able to solve initial value
problems for these systems whenever the path encoding of the initial
configuration is an element of S lin, where the latter set was defined at
(2). These results are presented in detail in [10]. Rather than exhaus-
tively repeat the exact statements here, however, we simply summarise
how the framework applies in each case within the following table, and
present one indicative example – the udKdV equation – in more detail
(see Theorem 4.1 below). The maps KZ, K∨, K
∑
, K∨
∗
and K
∑∗
that
appear in the table are given as follows: for a, b ∈ R,
KZ(a, b) :=
(
−min{a, 2b− 1}, b−
a
2
−
min{a, 2b− 1}
2
)
,
K∨(a, b) :=
(
−min{a, 2b}, b−
a
2
−
min{a, 2b}
2
)
,
K
∑
(a, b) :=
(
2 log(e−
a
2 + e−b), b−
a
2
+ log(e−
a
2 + e−b)
)
,
K∨
∗
(a, b) :=
(
−min{a, b}, b−
a
2
−
min{a, b}
2
)
,
K
∑∗
(a, b) :=
(
log(e−a + e−b), b−
a
2
+
log(e−a + e−b)
2
)
.
Note that since we only apply KZ to elements of {−1, 1}×{0, 1, 2, . . .},
it would be possible to consider other expressions that are equivalent on
this subset of R2. The latter four of the maps are obtained by a change
of variables from F
(L)
udK , F
(δ)
dK , FudT ∗ and FdT ∗ , respectively. Observe
that, unlike F
(L)
udK and F
(δ)
dK , the maps K
∨ and K
∑
are parameter free.
1
0
D
.
A
.
C
R
O
Y
D
O
N
A
N
D
M
.
S
A
S
A
D
A
Integrable
system
ztn w
t
n An(a) Bn(b) m Kn
Pitman-type
transforma-
tion
BBS ηtn W
t
n 1− 2a b 0 K
Z T Z
udKdV ηtn U
t
n L− 2a b−
L
2
0 K∨ T∨
dKdV ωtn U
t
n − log δ − 2 log a log b+
log δ
2
0 K
∑
T
∑
udToda
zt2n−1 =
Qtn
zt2n = E
t
n
wt2n−1 = U
t
n
wt2n =
F
(2)
udT ∗(E
t
n, U
t
n)
(−1)na b 1
K2n−1 =
(K∨
∗
)−1
K2n = K
∨∗
T ∨
∗
dToda
zt2n−1 = I
t
n
zt2n = J
t
n
wt2n−1 = U
t
n
wt2n = F
(2)
dT ∗(J
t
n, U
t
n)
(−1)n+1 log a − log b 1
K2n−1 =
(K
∑∗
)−1
K2n = K
∑∗
T
∑∗
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As an illustrative example, in the next theorem, we present an ap-
plication of the Pitman-type transformation approach to the udKdV
equation.
Theorem 4.1. Given η = (ηn)n∈Z ∈ RZ, let S be the path given by
setting S0 = 0 and Sn − Sn−1 = L − 2ηn for n ∈ Z. If S ∈ S lin, then
there is a unique solution (ηtn, U
t
n)n,t∈Z to (5) that satisfies the initial
condition η0 = η. This solution is given by
ηtn :=
L− Stn + S
t
n−1
2
, U tn :=M
∨(St)n − S
t
n +
L
2
, ∀n, t ∈ Z,
where St := (T∨)t(S) for all t ∈ Z.
Remark 4.2. Each of the operators T∨, T
∑
, T ∨
∗
and T
∑∗
is a bijec-
tion from S lin to itself. In particular, if T ∗ is any of these operators
and S ∈ S lin, then (T ∗)t(S) is well-defined for all t ∈ Z. Similarly, T Z
is a bijection on S lin ∩ {S : Z→ Z : S0 = 0, |Sn − Sn−1| = 1}.
Remark 4.3. The statement of Theorem 4.1 is given in a slightly dif-
ferent form to the corresponding result in [10]. This is because in the
latter article, the definition of the transformation T ∗ does not include
the constant shift downwards by 2M∗0 .
Remark 4.4. As is discussed in detail in [10], the assumption that
S ∈ S lin includes various known solutions to the udKdV equation, such
that as those based on finite or periodic initial configurations. The main
novelty of our framework is that it also allows us to consider infinite
initial configurations. As a particularly important example, one might
consider η = (ηn)n∈Z to be a random sequence that is stationary and
ergodic under spatial shifts. If the density condition Eη0 <
L
2
holds,
then one almost-surely has that S ∈ S lin, and so the system can be
started from the initial configuration η.
Remark 4.5. In the case of the udKdV equation, writing the conser-
vation law at (7) in terms of the original lattice variables gives
ηtn + U
t
n−1 = η
t+1
n + U
t
n,
which can be interpreted transparently as conservation of mass by the
system. The corresponding conservation law for the dKdV equation
gives
logωtn + logU
t
n−1 = log ω
t+1
n + logU
t
n,
which can again be understood as conservation of mass. In the case of
udToda, putting together the conservation laws for K∨∗ and (K∨∗)−1
in a way that eliminates the variable that was not part of the original
lattice yields
Etn −Q
t
n+1 − 2U
t
n = E
t+1
n −Q
t+1
n − 2U
t
n+1,
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which is a combination of the conservation laws for the mass and length
of the interval to which the local dynamics applies. An essentially sim-
ilar argument yields the corresponding conservation rule for the dToda
system. See [10] for further discussion of this point.
Remark 4.6. Using a different path encoding, it is shown in [9] that
the dynamics of the ultra-discrete Toda equation can also be expressed
in terms of TR.
5. Invariant measures
For the discrete integral systems of Section 3, it is a natural ques-
tion to ask for which random initial configurations do the dynamics
of the model leave the distribution of the configuration unchanged.
Or, given that the mappings from the configurations of the discrete
integrable systems to their path encodings are one-to-one, one might
equivalently ask what distributions on paths are invariant under the
associated Pitman-type transformations. In this section, we describe
two approaches for verifying the invariance of measures, one of which is
based on the path encoding viewpoint, and the other involves working
directly with the configurations. Once we have done this, we describe
some of our results concerning invariant measures for the discrete inte-
grable systems of Section 3 and Pitman-type transformations of Section
2.
5.1. Approaches for establishing invariance. We call the first ap-
proach the ‘three conditions theorem’, since it establishes a connection
between the invariance of S under a Pitman-type transformation and
two natural symmetry properties. To describe these, the precise state-
ment involves two reflection operators: a map S 7→ R(S), where
R(S)n = −S−n
(which corresponds to reflection of the configuration); and a mapW 7→
R˜(W ), where
R˜Wn := W−n
(which will be applied to the carrier M(S) − S). The following result
initially appeared as [4, Theorem 1.8] in the context of the BBS, and
has been generalised in [8]. Since the latter version is stated in an
abstract framework, one needs to make some further assumptions to
capture the kind of operator to which the result applies. We will not
detail these here, but simply note that these include a ‘reversibility’
condition (REV), which ensures an appropriate interplay between the
operators R and T , and a ‘local time’ condition (LOC), which enables
the function M(S) − M(S)0 to be recovered from M(S) − S. Both
(REV) and (LOC) hold for all the discrete integrable systems of Section
3.
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Theorem 5.1 (Three conditions theorem). Suppose that T (S) = 2M(S)−
S−2M(S)0 is a Pitman-type transformation operator satisfying (REV)
and (LOC). It is then the case that, for any probability measure sup-
ported on the domain of T , any two of the following conditions imply
the third:
R(S)
d
= S; R˜(W )
d
= W ; T (S)
d
= S,
where W = M(S)− S.
Remark 5.2. If S has i.i.d. increments, then R(S)
d
= S automatically
holds, and so the invariance of S under T follows from the invariance
of W under R˜.
For the second approach, which was developed for BBS(J ,K) in [7]
and generalised in [6], we directly consider the evolution under a system
of locally-defined dynamics, as introduced at the start of Section 3. We
call the result a ‘detailed balance condition’, since it is reminiscent of
the corresponding result for determining invariant measures of Markov
chains. Note that, for a measurable function F and measure µ on the
same space, we define F (µ) := µ ◦ F−1.
Theorem 5.3 (Detailed balance condition). Suppose (Fn)n∈Z are all
bijections. Moreover, let C ⊆ RZ be such that for each (zn)n∈Z ∈ C,
the system of locally-defined dynamics (Fn)n∈Z has a unique solution
(ztn, w
t
n)n,t∈Z with z
0 = z.
(a) Suppose Fn ≡ F , and z = (zn)n∈Z is an i.i.d. sequence supported
on C. It is then the case that z is invariant under the dynamics if and
only if
F (µ× ν) = µ× ν,
where µ is the distribution of z00 and ν is the distribution of w
0
0.
(b) Suppose F2n ≡ F and F2n+1 ≡ F
−1, and z = (zn)n∈Z is an alternat-
ing i.i.d. sequence (i.e. the terms in the sequence are independent, with
the odd terms and the even terms each being identically distributed)
supported on C. It is then the case that z is invariant under the dy-
namics if and only if
F (µ× ν) = µ˜× ν˜,
where µ, µ˜ are the distributions of z00 , z
0
1, and ν, ν˜ are the distributions
of w0−1, w
0
0, respectively.
Remark 5.4. Each of the two approaches has particular advantages
and disadvantages, some of which we now briefly discuss.
(a) For the original Pitman transform T Z, if we restrict the state space
to {S : Z → Z : S0 = 0, |Sn − Sn−1| = 1} (i.e. the original BBS),
then both Theorems 5.1 and 5.3 can be applied. On the other hand, if
we consider more general increments for S, then the associated locally-
defined dynamics are not given by bijections, and so we cannot apply
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the detailed balance condition.
(b) The three conditions theorem is applicable to both discrete-time ran-
dom paths S : Z → R and continuous-time random paths S : R → R.
However, the detailed balance condition works only in the discrete-time
case.
(c) The three conditions theorem only gives a sufficient condition for
invariance, whereas the detailed balance condition gives an equivalent
condition when it applies. Hence the latter result can be used to char-
acterise all invariant measures of a Pitman-type transformations with
i.i.d., or alternating i.i.d., increments.
(d) Unlike the detailed balance condition, the three conditions theorem
does not depend on z being an i.i.d. or alternating i.i.d. sequence. In
fact, in [4], we apply the three conditions theorem to establish the in-
variance of some random configurations that are not i.i.d.
5.2. Invariant measures for discrete integrable systems. Since
the discrete integrable systems of Section 3 have many conserved quan-
tities, each of the models will admit a rich array of invariant measures
(cf. [5, 11, 13]). In the following four theorems, we give examples of
invariant configurations based on i.i.d. or alternating i.i.d. sequences.
Verification of the results via the detailed balance condition appears
in [6]. The latter article incorporates further discussion concerning
the complete characterisation of such invariant measures. In the state-
ments of the results, Z represents a normalising constant, which will
in general be different on each appearance.
Theorem 5.5. Suppose η = (ηn)n∈Z is an i.i.d. sequence with marginals
given by one of the following distributions:
(a) for some λ > 0 and c ∈ R such that c < L
2
,
P (ηn ∈ dx) =
1
Z
e−λx1[c,L−c](x)dx;
(b) for h > 0 such that L = ℓh for some ℓ ∈ Z, λ > 0 and k ∈ Z such
that k < ℓ
2
,
P (ηn = hm) =
1
Z
e−λm1{k,k+1,...,ℓ−k}(m).
It is then the case that the path encoding of η takes values in S lin almost-
surely, and the distribution of η is invariant under the dynamics of the
udKdV equation.
Theorem 5.6. Suppose ω = (ωn)n∈Z is an i.i.d. sequence with marginals
given by the distribution: for some λ > 0 and c > 0,
P (ωn ∈ dx) =
1
Z
e−cx
−1−cδxx−λ−11(0,∞)(x)dx.
It is then the case that the path encoding of ω takes values in S lin
almost-surely, and the distribution of ω is invariant under the dynamics
of the dKdV equation.
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Theorem 5.7. Suppose (Q,E) = (Qn, En)n∈Z is an i.i.d. sequence
(with Qn independent of En and) with marginals given by one of the
following distributions:
(a) for some 0 < λ2 < λ1 and c ∈ R,
P (Qn ∈ dx) =
1
Z
e−λ1x1[c,∞)(x)dx,
P (En ∈ dx) =
1
Z
e−λ2x1[c,∞)(x)dx;
(b) for some 0 < λ2 < λ1, h > 0 and k ∈ Z,
P (Qn = mh) =
1
Z
e−λ1m1{k,k+1,k+2,...}(m),
P (En = mh) =
1
Z
exp−λ2m 1{k,k+1,k+2,...}(m).
It is then the case that the path encoding of (Q,E) takes values in
S lin almost-surely, and the distribution of (Q,E) is invariant under
the dynamics of the udToda equation.
Theorem 5.8. Suppose (I, V ) = (In, Vn) is an i.i.d. sequence (with In
independent of Vn and) with marginals given by the following distribu-
tion: for some 0 < λ2 < λ1 and c > 0,
P (In ∈ dx) =
1
Z
e−cxxλ1−11(0,∞)(x)dx,
P (Vn ∈ dx) =
1
Z
e−cxxλ2−11(0,∞)(x)dx.
It is then the case that the path encoding of (I, J) takes values in S lin
almost-surely, and the distribution of (I, J) is invariant under the dy-
namics of the dToda equation.
5.3. Invariant measures for Pitman’s type operators. The fol-
lowing theorem transfers the results of the previous section to the set-
ting of path encodings. In the statement, S is either a simple random
walk path (i.e. S0 = 0, and (Sn − Sn−1)n∈Z is an i.i.d. sequence) or an
alternating random walk path (i.e. S0 = 0, and (Sn−Sn−1)n∈Z are inde-
pendent, with the odd terms and the even terms each being identically
distributed).
Theorem 5.9. (a) If S is a simple random walk such that
P (Sn − Sn−1 = x) =


p, if x = a,
1− p− q, if x = 0,
q, if x = −a,
for some a > 0 and 0 ≤ q < p ≤ 1 satisfying p + q ≤ 1, then S is
invariant under T Z.
(b) If S is a simple random walk such that
P (Sn − Sn−1 ∈ dx) =
1
Z
eλx1[−a,a](x)dx
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for some a > 0 and λ > 0, then S is invariant under T∨. Moreover, if
S is a simple random walk such that either
P (Sn − Sn−1 = mh) =
1
Z
eλm1{−k,−k+1,...,k−1,k}(m),
or
P (Sn − Sn−1 = mh) =
1
Z
eλm1{−k+ 1
2
,−k+ 3
2
,...,k− 1
2
}(m),
for some h > 0, λ > 0 and k ∈ N, then S is invariant under T∨.
(c) If S is a simple random walk such that
P (Sn − Sn−1 ∈ dx) =
1
Z
eλx−a cosh(
x
2 )
for some a > 0 and λ > 0, then S is invariant under T
∑
.
(d) If S is an alternating random walk such that
P (S2n − S2n−1 ∈ dx) =
1
Z
e−λ1x1(a,∞)(x)dx,
P (S2n+1 − S2n ∈ dx) =
1
Z
eλ2x1(−∞,−a)(x)dx,
for some 0 < λ1 < λ2 and a ∈ R, then S is invariant under T
∨∗.
Moreover, if S is an alternating random walk such that
P (S2n − S2n−1 = mh) =
1
Z
e−λ1m1{k,k+1,k+2...,}(m),
P (S2n+1 − S2n = mh) =
1
Z
eλ2m1{...,−k−1,−k}(m),
for some h > 0, 0 < λ1 < λ2 and k ∈ Z, then S is invariant under
T ∨
∗
.
(e) Let S be an alternating random walk such that
P (S2n − S2n−1 ∈ dx) =
1
Z
eλ1x−ae
x
dx,
P (S2n+1 − S2n ∈ dx) =
1
Z
e−λ2x−ae
−x
dx,
for some 0 < λ1 < λ2 and a > 0, then S is invariant under T
∑∗
.
Remark 5.10. For (b)-(e), there are essentially two parameters that
uniquely determine the drift and the variance of the increment. (Here,
for (d) and (e), by increment we mean S2n − S2n−2, the distribution of
which does not depend on the parameters a or k.) For (a), since adding
the delta measure at 0 to the increment distribution does not affect to
the invariance of S under T Z, we have an extra parameter.
Remark 5.11. For (a), (d) and (e), all invariant measures for the
relevant Pitman-type transformations with i.i.d. (in the case of (a)) or
alternating i.i.d. (in the case of (d) and (e)) increments are given by
the previous theorem [6].
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6. Summary
Summarising the above, the following table outlines increment dis-
tributions of simple random walks/alternating random walks that are
invariant under the Pitman-type transformations of Section 2. In all
cases, the process W =M(S)− S is a reversible Markov chain, and it
is possible to compute the distribution of W0; this is also included in
the table. For further details, see [6, 8].
Operator Sn − Sn−1 W0
Integrable
system
T Z
Bernoulli (on
{−1, 1}), plus δ0
Geometric BBS
T∨
Truncated
exponential or
truncated
geometric
Exponential
or
geometric
udKdV
T
∑ Log of generalised
inverse Gaussian
Log of
inverse
gamma
dKdV
T ∨
∗
Exponential or
geometric, with
alternating signs
and parameters
(NB. S2n − S2n−2:
asymmetric
Laplace)
Exponential
or
geometric
udToda
T
∑∗
Log of gamma,
with alternating
signs and
parameters
(NB. S2n − S2n−2:
log of beta)
Log of
inverse
gamma
dToda
Remark 6.1. For any c > 0 and v ≥ 0, if S : R → R is defined by
setting Sx = vBx + cx, where B = (Bx)x∈R is a two-sided standard
Brownian motion, then the distribution of S is invariant under both
TR and T
∫
, see [15, 30]. In the former case, M(S)− S is a reversible
reflected Brownian motion with drift, which has exponential stationary
distribution. In the latter, M
∫
(S) − S is a reversible diffusion, with
stationary distribution being log of inverse gamma.
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Remark 6.2. The parameters and distributions of the various mod-
els can be connected by ultra-discretisation, a correspondence between
the KdV- and Toda-type systems, and continuous scaling limits [6, 8].
Indeed, taking an appropriate choice of parametrisation, it is possible
to scale the invariant measures of T
∑
to arrive at the Brownian in-
variant measure for T
∫
of Remark 6.1. Moreover, this can be done
in such a way that both the discrete and continuous models admit the
same distribution for W0.
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