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Abstract
The paper offers a self-consistent account of the spectral boundary value problems
developed from the perspective of general theory of linear operators in Hilbert spaces.
An abstract form of spectral boundary value problem with generalized boundary con-
dition is introduced and results on its solvability complemented by representations of
weak and strong solutions are obtained. The question of existence of a closed linear op-
erator defined by a given boundary condition and description of its domain is studied in
detail. This question is addressed on the basis of a version of Krein’s resolvent formula
derived from the obtained representations for solutions. Usual resolvent identities for
two operators associated with two different boundary conditions are written in terms
of the so called M-operator and closed linear operators defining these conditions. Two
examples illustrate the abstract core of the paper. Other applications to the theory of
partial differential operators and to the mathematical physics are outlined.
1 Introduction
Close relationships between studies of boundary value problems and the linear operator
theory are well known and widely used in contemporary mathematics. One of the most
important achievements is undoubtedly the extension theory of symmetric operators at-
tributed to John von Neumann [21, 95]. Operating in a setting of Hilbert spaces, it offers
an abstract model of a boundary value problem and methods for its study based on results
from the Hilbert space operator theory [2]. During its long history the extension theory
was substantially enriched and complemented by many applications to the operator theory
itself, classical and functional analysis, and mathematical physics. Today it continues to be
a solid foundation of further research and an important source of inspiration.
Being understood in a broader sense as a bridge between boundary value problems and
the theory of linear operators on Hilbert space, the extension theory has initiated many
studies relevant to both disciplines. For example, the scales of Hilbert spaces [12, 56] with
the Sobolev scale being the primary example, can be seen as a result of successful attempts
to translate properties of solutions to boundary value problems into the operator-theoretic
∗vladimir.ryzhov@ubc.ca
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language. The research of this paper starts from another side of the bridge, in the operator
theory.
The paper is is a continuation and refinement of the research started in earlier publica-
tions [75, 76, 78]. It is devoted to the study of Hilbert space operators, their domain and
spectral properties, corresponding to abstract boundary value problems defined in terms of
suitably generalized boundary conditions. In a sense, we pursue a goal opposite to the study
of [39] where boundary conditions defining a given closed realization of an elliptic opera-
tor are investigated. With the origin in the operator theory, the exposition stays within an
abstract operator-theoretic framework and specifics of differential operators play no role in
it. In contrast to the extension theory of symmetric operators, the basic objects used below
are two Hilbert spaces and three linear operators satisfying certain compatibility conditions.
This setting is rooted in works on Birman-Krein-Vishik theory of extensions of positive op-
erators in Hilbert space [14, 51, 94] (see also [39] and [7]), Weyl decomposition [96], and
the open systems theory [57]. The crucial part of the work is a rigorous interpretation of
a given boundary value problem defined by formally written boundary conditions, in the
language of the Hilbert space operator theory. In response to this challenge we construct
an abstract form of the so called spectral boundary value problem from the basic objects
mentioned above. Then we introduce boundary conditions parameterized by two closed lin-
ear operators acting on the “boundary space” and arrive at the expressions for resolvents
of the corresponding closed operators acting on the “main space”. Formal expressions for
the resolvents are derived from the well studied Krein’s resolvent formula also proven in
the context of the paper. We obtain usual resolvent identities for the operators defined
by different boundary conditions and show that their spectral properties are naturally de-
scribed in terms of the so called M-operators. Ongoing study of M-operators, also known by
names m-functions, Q-functions, Weil-Titchmarsh functions, Dirichlet-to-Neumann maps,
etc. comprises a significant part of the contemporary research in the field of boundary value
problems. The notion of M-operator originates in the concept of m-function introduced in
pioneering works by E. C. Titchmarsh [88, 89, 90] on singular Sturm-Liouville differential
equations [28, 91]. Since then it has been substantially generalized to other settings, both ab-
stract and application-driven, followed by various definitions and properties of M-operators
investigated by many authors. We only mention a few relevant papers concerning topics
in scattering theory [70, 93], Schro¨dinger and Sturm-Liuoville operators theory [9], inverse
problems [42, 85], the spectral asymptotic [30, 79], extensions of symmetric operators and
adjoint pairs [16, 17, 19, 26, 27, 55, 58, 59, 60], numerous studies on partial differential op-
erators including operators in non-smooth domains [8, 31, 33, 34, 32, 35, 36], the numerical
spectral analysis [18, 61], singular perturbations [71, 72, 73], and the linear systems the-
ory [76, 78]. Below we demonstrate that in the abstract framework developed in the paper
the M-operator is an operator-function with values in the set of closed linear operators act-
ing in the “boundary space”. In addition, many of its properties known in particular cases
are proven to hold true within this setting.
The paper’s treatment of boundary value problems from the point of view of the Hilbert
space operator theory yields certain useful observations. As an example, it turns out that
obtained results offer an interpretation of boundary value problems when the “boundary”
does not exist a priori and is constructed artificially as a certain perturbation of the original
problem. This type of problems has been well studied in the literature and is usually re-
ferred to as singular perturbations of differential operators. The famous quantum mechanical
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model of point interactions [4, 5] and the study of more general Schro¨dinger operators with
potentials supported by null sets [3] are among them. In the field of passive system theory
such perturbations represent the procedure of “channels opening” that connect an initially
closed systems to its environment [57]. The M-operator is then naturally identified with the
transfer function of the resulting open system interacting with its environment by means
of these channels. Abstract treatment also illuminates ideas behind the so-called “Dirich-
let decoupling” [25] also known as “Glazman’s splitting procedure” [37, 64] and establishes
connections to the analog of Weyl-Titchmarsh function of multidimensional Schro¨dinger
operator [9] (cf. [78]). It appears relevant to other problems of mathematical physics, e. g.
the exterior complex scaling in the theory of resonances [80] and the R-matrix method well
known in the nuclear physics [54]. Possible applications of the theory developed in this pa-
per is the subject of future publications. We make one exception for the point interactions
model treated in the last section as a simple illustrative example of “perturbations by a
boundary”.
Let us now briefly overview the paper’s structure. Section 2 offers an elementary in-
troductory example into the setting of boundary problems and M-operators. We consider
the Dirichlet Laplacian in a smooth domain in Rn, n ≥ 3. The adequate language for this
problem is the language of integral equations and layer potentials [1, 22, 41, 45, 62, 63].
Using this simple example we point out all essential ingredients of the theory developed in
the paper. Facts relevant for the abstract setting are collected into a short catalog at the end
of section. Close relationships among the extension theory of symmetric operators, Krein’s
resolvent formula, and Hilbert resolvent identities are briefly discussed.
Section 3 is devoted to the definition of the so called spectral boundary value problems
and associated M-operators given in terms of basic underlying objects, two Hilbert spaces
and three linear operators satisfying compatibility conditions. We prove the solvability the-
orem for the type of boundary problems under consideration and give precise expressions
for their weak and strong solutions. The section concludes with alternative definitions of
M-operators and a brief discussion of their properties.
Spectral boundary value problems with general boundary conditions and corresponding
M-operators are objects of investigation in Section 4. We precisely formulate the problem
statement, prove the solvability theorem, and obtain exact expressions for solutions corre-
sponding to various boundary conditions. The last part of the section contains a general
definition of M-operators associated with two different boundary conditions. A relationship
with the system theory where M-operators are commonly recognized as transfer functions
is clarified.
Section 5 is the core of the paper. The problem of definition of closed linear operators cor-
responding to spectral boundary value problems and study of their properties are addressed.
Formal expressions for the resolvents are derived from the representation of solutions ob-
tained in the previous section. We are concerned with the accurate justification of these
empiric expressions for resolvents and the proof of existence of the respective operators,
including detailed description of their domains. Relations to the extension theory of sym-
metric operators are explained and conventional in this context resolvent identities written
in terms of the M-operator and parameters of “boundary conditions” are obtained. The sec-
tion closes with a brief digression into the original Birman-Krein-Vishik theory [14, 51, 94]
and comments on its compatibility with our study.
Earlier results [47, 48, 84] show that the M-operator coincides with the Cayley transform
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of the so-called characteristic function [83] of a “minimal” symmetric operator. Section 6
explores this relationship in detail within the setting of boundary value problems studied in
the paper. The exposition is carried out in a spirit of the nonselfadjoint operator theory and
the section concludes with a note on its relevance to the spectral theory of nonselfadjoint
operators.
The last section is another illustration of the boundary value problem technique dis-
cussed in the paper in application to singular perturbations of multidimensional differential
operators. We consider the simple quantum mechanical model of a finite number of point
interactions in L2(R3), see [4, 5]. An interpretation in the form of Schro¨dinger operator with
δ-potentials is obtained and additional comments regarding singular perturbations concen-
trated on the point sets of zero Lebesgue measure are supplied. It is instructive to compare
results of this section with the heuristic considerations of Section 2 and observe how the
abstract constructions from the main text are realized in these two particular cases.
Notation Symbols R, C, Im (z) stand for the real axis, the complex plane, and the imag-
inary part of a complex number z ∈ C, respectively. The upper and lower half planes are
the open sets C± := {z ∈ C | ± Im (z) > 0}. If A is a linear operator on a separable
Hilbert space H , the domain, range and null set of A are denoted D(A), R(A), and Ker(A),
respectively. For two separable Hilbert spaces H1 and H2 the notation A : H1 → H2 is used
for a bounded linear operator A defined everywhere in H1 with the range in the space H2.
The symbol ρ(A) is used for the resolvent set of A. For a Hilbert space H the term subspace
always denotes a closed linear set in H . The closure of operators and sets is denoted by the
horizonal bar over the corresponding symbol. All Hilbert spaces are assumed separable.
2 Boundary Value Problems by Example
In this introductory Section we recall the classical example of the boundary value problem
and its M-operator associated with the Dirichlet Laplacian in a simply connected bounded
domain with smooth boundary in the Euclidian space. The purpose of this exposition is
twofold. Firstly, it reminds the reader the concept of M-operators, and secondly it highlights
those facts that serve as a foundation for the general approach developed further in the paper.
Results cited below hold true under much weaker assumptions, e. g. for elliptic differential
operators on non-smooth domains including Lipschitz subdomains of Riemannian manifolds,
see [46, 63, 66, 82] and references therein. For further details the reader is referred to many
excellent expositions of the boundary integral equations method in application to boundary
value problems for elliptic equations and systems [1, 22, 23, 41, 45, 62, 63, 65].
Dirichlet problem Let Ω ⊂ Rn, n ≥ 3 be a bounded simply connected domain with C1,1-
boundary Γ. The Laplace differential expression ∆ =
∑
i
∂2
∂x2
i
defined on smooth functions
in Ω generates the Dirichlet Laplacian ∆D in L
2(Ω). The domain of A0 := −∆D consists of
functions from the Sobolev class H2(Ω) with null traces on Γ, see [15]. The operator A0 is
selfadjoint and boundedly invertible in L2(Ω).
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Harmonic functions and operator of harmonic continuation Let γ0 be the trace
operator that maps continuous functions u defined in the closure Ω of Ω into their traces on
the boundary, γ0 : u 7→ u|Γ. It follows from the definition of −∆D that γ0A−10 = 0. Denote
hϕ the solution of the Dirichlet problem in Ω for L :
∆u = 0, γ0u = ϕ, where ϕ ∈ C(Γ)
The operator Π : ϕ 7→ hϕ is bounded as a mapping from L2(Γ) into L2(Ω) and Ker(Π) = {0},
see [63], Th. 4.25, [10], [29], [92] Ch. 17, Th. 2.6. It is readily seen that the map Π is the
unique extension to the space L2(Γ) of the classical operator of harmonic continuation from
the boundary Γ into the domain Ω. The equality γ0Πϕ = ϕ continues to hold for ϕ ∈ L2(Γ)
and moreover ∆hϕ = 0 for hϕ = Πϕ in the sense of distributions. Observe that A0 is a
restriction of A to D(A0) and the domain of operator A0 and the set R(Π) do not have
nontrivial common elements, otherwise A0 would not be boundedly invertible:
∃A−10 ⇒ D(A0) ∩R(Π) = {0}
The same argument shows that D(A0) does not contain any nontrivial functions from H2(Ω)
satisfying the homogenous equation (−∆− zI)h = 0 if z ∈ ρ(A0).
Adjoint of the operator of harmonic continuation Let G(x, y) be the Green function
of A0 = −∆D, so that (A−10 f)(x) =
∫
Ω
G(x, y)f(y) dx for f ∈ L2(Ω), see [45, 63]. The
kernel G(·, ·) is symmetric and real-valued: G(x, y) = G(y, x) and G(x, y) = G(x, y). Denote
by dσ the normalized Lebesgue surface measure on Γ. Then the operator Π can be expressed
as an integral operator with Poisson kernel
Π : ϕ 7→ −
∫
Γ
ϕ(y)
∂
∂νy
G(x, y) dσy
where ∂∂ν is the derivative along the outside pointing normal at the boundary Γ. For a
smooth function f in Ω
(Πϕ, f) = −
∫
Ω
(∫
Γ
ϕ(y)
∂
∂νy
G(x, y) dσy
)
f(x) dx
and due to Fubini’s theorem and properties of G(·, ·),
(Πϕ, f) = −
∫
Γ
ϕ(y)
∂
∂νy
(∫
Ω
f(x) G(x, y) dx
)
dσy = −
〈
ϕ,
∂
∂ν
(∫
Ω
G(x, ·) f(x) dx
)〉
where 〈·, ·〉 denotes the inner product in L2(Γ). Since G(x, y) = G(y, x) is the integral kernel
of A−10 , we obtain the representation for Π
∗, the adjoint of Π,
Π∗ = γ1A−10
where γ1 : u 7→ −γ0 ∂u∂ν = − ∂u∂ν
∣∣
Γ
. We will use the symbol ∂ν for the map u 7→ ∂u∂ν
∣∣
Γ
, so that
γ1 = −∂ν .
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The spectral problem The spectral Dirichlet boundary value problem for the differential
operator A = −∆ in Ω is defined by the system of equations for an unknown function u in
Ω {
(A− zI)u = 0,
γ0u = ϕ
(2.1)
where ϕ ∈ L2(Γ), and the number z ∈ C plays the role of spectral parameter. For z ∈ ρ(A0)
the distributional solution uϕz can be obtained from the harmonic function Πϕ by the formula
uϕz = (I − zA−10 )−1Πϕ. Indeed, since (I − zA−10 )−1 = I + z(A0− zI)−1 and AΠϕ = 0 in the
distributional sense, we have
(A− zI)uϕz = (A− zI)
(
Πϕ+ z(A0 − zI)−1Πϕ
)
= −zΠϕ+ zΠϕ = 0
due to the identity (A − zI)(A0 − zI)−1 = I. Therefore the vector uϕz is a solution to the
equation (A− zI)u = 0. Further, γ0uϕz = γ0Πϕ = ϕ. Hence the vector uϕz = (I − zA−10 )Πϕ
is a solution to the spectral problem (2.1) for ϕ ∈ L2(Γ) and z ∈ ρ(A0).
Solution Operator and DN-Map For the spectral problem (2.1) with ϕ ∈ L2(Γ) and
z ∈ ρ(A0) introduce the solution operator
Sz : ϕ 7→ (I − zA−10 )−1Πϕ
Operator Sz is bounded as a mapping from L
2(Γ) into L2(Ω). For ϕ ∈ C2(Γ) the inclu-
sion Szϕ ∈ H2(Ω) holds and therefore the expression γ1Szϕ is well defined. The operator
functionM(z) defined byM(z) : ϕ 7→ γ1Szϕ, ϕ ∈ C2(Ω) is analytic in z ∈ ρ(A0). It is called
the Dirichlet-to-Neumann map (DN-map) or, more generally, the M-operator of A = −∆
in the domain Ω. By construction, −∂νu = M(z) (u|Γ) for u ∈ Ker(A − zI) as long as
the function γ0u = u|Γ on Γ is sufficiently smooth. In fact, it can be shown that values of
so defined M(z), z ∈ ρ(A0) are closed operators acting in L2(Γ) with the domain H1(Γ),
see [86] and references therein.
The representation Sz = (I − zA−10 )−1Π and equality Π∗ = γ1A−10 imply
(Sz)
∗ = γ1A−10 (I − z¯A−10 )−1 = γ1(A0 − z¯I)−1 (2.2)
Therefore Sz = [γ1(A0 − z¯I)−1]∗ and the M-operator M(z) can be rewritten:
M(z) = γ1[γ1(A0 − z¯I)−1]∗
In particular, M(0) = γ1(γ1A
−1
0 )
∗ = γ1Π. It can be shown (see [86]) that the opera-
tor M(0) = γ1Π defined on the domain D(M(0)) = H1(Γ) is selfadjoint in L2(Γ).
Robin Boundary Conditions Let β ∈ L∞(Γ). Consider the boundary value problem{
(A− zI)u = 0,
−∂νu+ βu|Γ = ϕ
(2.3)
with ϕ ∈ L2(Γ). In particular, for β = 0 we recover the classical Neumann problem for the
Laplacian in Ω. For nontrivial β the system (2.3) is called the third boundary problem, or
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Robin problem. Assume z ∈ ρ(A0) and let uϕz be the smooth solution to the first equation,
that is (A − zI)uϕz = 0. Because γ1uϕz = M(z)γ0uϕz , the second equation for the trace
ψ := γ0u
ϕ
z becomes (β+M(z))ψ = ϕ. Suppose the map (β+M(z)) is boundedly invertible,
say as an operator in L2(Γ). Then the boundary equation for ψ can be solved explicitly:
ψ = (β +M(z))−1ϕ. In turn, the solution uϕz is recovered from its trace ψ = γ0u
ϕ
z by the
mapping Sz:
uϕz = (I − zA−10 )−1Πγ0uϕz = (I − zA−10 )−1Π(β +M(z))−1ϕ, (2.4)
where z ∈ ρ(A0) is such that (β +M(z))−1 exists. Observe that application of γ1 to both
sides of this equality yields the expression for the map ϕ 7→ γ1uϕz that by analogy with the
DN-map can be called the Robin-to-Neumann map:
MRN(z) =M(z)(β +M(z))
−1
Analogous application of γ0 to (2.4) gives the expression for the Robin-to-Dirichlet map:
MRD(z) = (β +M(z))
−1 (2.5)
Krein’s resolvent formula and the Hilbert resolvent identity The equations (2.3)
give rise to another boundary problem, namely the problem for an unknown function u in
Ω satisfying {
(A− zI)u = f,
γ1u+ βγ0u = 0
(2.6)
with f ∈ L2(Ω), where γ1u = −∂νu|Γ and γ0u = u|Γ. It is customary to look for a solution
to (2.6) in the form
ufz = (A0 − zI)−1f + Szψ = (A0 − zI)−1f + (I − zA−10 )−1Πψ (2.7)
with z ∈ ρ(A0) and some ψ ∈ L2(Γ) to be determined. Since (A− zI)(A0− zI)−1f = f and
(A − zI)Szψ = 0, the first equation (2.6) is satisfied by (2.7) automatically; therefore we
only need to find ψ ∈ L2(Γ) such that (2.7) obeys the boundary condition in (2.6). Applying
γ0 and γ1 to (2.7) we obtain
γ0u
f
z = γ0Szψ = ψ
γ1u
f
z = γ1(A0 − zI)−1f + γ1Szψ = Π∗(I − zA−10 )−1f +M(z)ψ
Now the relation Π∗ = γ1A−10 , properties of solution operator Sz and the definition ofM(z),
lead to the following equation for the unknown function ψ
0 = (γ1 + βγ0)u
f
z = Π
∗(I − zA−10 )−1f + (β +M(z))ψ
Again, assuming z ∈ ρ(A0) is such that (β +M(z)) is boundedly invertible, the formula
for ψ follows:
ψ = −(β +M(z))−1Π∗(I − zA−10 )−1f
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Substitution into (2.7) yields the result
ufz = (A0 − zI)−1f − (I − zA−10 )−1Π(β +M(z))−1Π∗(I − zA−10 )−1f (2.8)
This expression certainly requires some justification as the second summand need not be
smooth and thereby the normal derivative −∂νufz that appears in the boundary condition
may be undefined for some f ∈ L2(Ω). But let us defer discussion of this delicate subject to
the main body of the paper and turn instead to the operator theory interpretation of the
equations (2.6) and their solution (2.8).
The system (2.6) represents a problem of finding a vector u from the domain of op-
erator Aβ defined as a restriction of A to the set of functions u ∈ L2(Ω) satisfying the
boundary condition (γ1+βγ0)u = 0 in some yet undefined sense. It is clear that Aβ also can
be treated as an extension of the so-calledminimal operator defined as A = −∆ restricted to
the set C∞0 (Ω) of infinitely differentiable functions in Ω that vanish in some neighborhood of
Γ along with all their partial derivatives. Assuming for the sake of argument that each vector
u ∈ D(Aβ) satisfies the condition (γ1+βγ0)u = 0 literally, that is the expression (γ1+βγ0)u
makes sense for each u ∈ D(Aβ), the problem (2.6) with f ∈ L2(Ω) is the familiar resolvent
equation (Aβ − zI)u = f for the operator Aβ . Therefore the solution (2.8) for z ∈ ρ(Aβ)
coincides with (Aβ−zI)−1f . We see that the resolvents of A0 and Aβ for z ∈ ρ(A0)∩ρ(Aβ)
are related by the following identity commonly known as Krein’s resolvent formula
(Aβ − zI)−1 = (A0 − zI)−1 − (I − zA−10 )−1Π(β +M(z))−1Π∗(I − zA−10 )−1 (2.9)
Notice that the right hand side of (2.9), depends on (β + M(z))−1 which is exactly the
M-operator (2.5). Under assumption of bounded invertibility of β +M(0) in L2(Γ) we have
A−1β = A−10 −Π(β +M(0))−1Π∗ (2.10)
This expression shows in particular that while the difference of Aβ and A0 is only defined
a priori on the set of smooth functions u vanishing on the boundary Γ along with their
first derivatives where (Aβ − A0)u = 0, the difference of their inverses A−1β − A−10 is a
nontrivial bounded operator in L2(Ω). As a consequence, if β = β∗, then the operator Aβ
is selfadjoint as an inverse of a sum of two bounded selfadjoint operators. Moreover, the
formula (2.10) can be successfully employed for the investigation into spectral properties of
Aβ , as it reduces the boundary problem setting to the well-developed case of perturbation
theory for bounded operators (cf. [39]).
Let us show how Krein’s formula (2.9) implies another useful identity relating resolvents
of A0 and Aβ to each other. According to the definition of solution operator Sz the identity
γ0(I−zA−10 )−1Π = I holds for any z ∈ ρ(A0). Hence, application of γ0 to both sides of (2.9)
leads to
γ0(Aβ − zI)−1 = (β +M(z))−1Π∗(I − zA−10 )−1 (2.11)
Krein’s formula can now be rewritten on the form
(Aβ − zI)−1 − (A0 − zI)−1 = −(I − zA−10 )−1Πγ0(Aβ − zI)−1
By substituting the adjoint of Sz = (I − zA−10 )−1Π from (2.2) we obtain the following
variant of the Hilbert resolvent identity for A0 and Aβ (cf. [33, 34])
(A0 − zI)−1 − (Aβ − zI)−1 = [γ1(A0 − z¯I)−1]∗γ0(Aβ − zI)−1, z ∈ ρ(A0) ∩ ρ(Aβ) (2.12)
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Finally, notice that all considerations above are valid at least formally if the symbol β in
the condition (2.6) represents a linear bounded operator acting on the Hilbert space L2(Γ).
Remark The argumentation above is certainly lacking an adequate mathematical rigor.
Nevertheless it correctly captures the gist of boundary integral equations method translated
into operator theoretic terms and hints at its applicability in more advanced settings. For
instance, it appears rather natural to consider a more general type of the boundary condi-
tion (2.6) expressed as (αγ1 + βγ0)u = 0 with some linear operators α, β acting on L
2(Ω).
In particular, suppose β = χE is the characteristic function of a non empty measurable
set E ⊂ Γ of positive Lebesgue surface measure on Γ and α = 1 − χE . Then the bound-
ary condition above takes the form −(1 − χE)∂νu + χEu|Γ = 0. It describes the so called
Zaremba’s problem with the Dirichlet boundary condition on E and the Neumann condition
on Γ\E. Another possible generalization are problems where the operators α, β participating
in the boundary condition has nontrivial dependence on the spectral parameter z ∈ C.
Summary Observations made in this section serve as reference points for the study of
boundary value problems and M-operators presented in the paper. We start with the list of
essential properties of operators A0 and Π and their relationships to the boundary maps γ0,
γ1.
• Operator A−10 is bounded, selfadjoint, and Ker(A−10 ) = {0}
• Operator Π is bounded and Ker(Π) = {0}
• The intersection D(A0) ∩R(Π) = R(A−10 ) ∩R(Π) is trivial
• The left inverse of Π coincides with the trace operator γ0 restricted to R(Π), that is
γ0Π = ϕ for ϕ ∈ L2(Γ).
• The set D(A0) = R(A−10 ) is included into the null space of γ0, so that γ0A−10 = 0
• The adjoint operator of Π is expressed in terms of γ1 and A0 as Π∗ = γ1A−10
• Operator γ1Π is selfadjoint (and unbounded) in L2(Γ).
Further, the spectral boundary value problem (A − zI)u = 0, γ0u = ϕ, where A is an
extension of A0 to the set D(A0)+˙R(Π) defined as Ah = 0 for h ∈ R(Π), gives rise to the
solution operator Sz and to the M-operator M(z), z ∈ ρ(A0).
• The solution operator has the form Sz = (I − zA−10 )−1Π, z ∈ ρ(A0)
• The M-operator is formally defined by the equality M(z) = γ1Sz, z ∈ ρ(A0)
Finally, the boundary condition associated with the expression γ1 + βγ0 where β is a linear
operator in L2(Γ) defines the Robin boundary value problem and the corresponding linear
operator Aβ .
• The resolvents of Aβ of A0 are related by Krein’s formula (2.9) expressed in terms of
M-operator (2.5)
• The Hilbert resolvent identity (2.12) holds
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3 Spectral Boundary Value Problem and its M-operator
Guided by observations made in the previous section we develop an abstract framework
for the theory presented later in the paper. After setting the main Assumption we state
the spectral boundary value problem, prove a theorem of its solvability and introduce the
solution operator. Definition of a direct analogue of the operator γ1 from section 2 leads
to the Green formula and the concept of weak solutions. The section concludes with the
definition of M-operator followed by the brief discussion of its properties.
A convenient modern method of introducing a boundary value problem in the abstract
setting is based on the so called boundary triples first introduced in [20, 47] and devel-
oped further by many others, see [11, 38, 49, 58, 59, 60] for examples. Another possible
approach [71, 72, 73] is rooted in a close relationship between singular perturbations of
elliptic differential operators and the extensions theory of symmetric operators [4, 5]. Our
considerations are built on a different circle of ideas originating in the Birman-Krein-Vishik
theory of extensions of positive symmetric operators [7, 14, 39, 51, 94], the Weyl decom-
position [13, 96], and the open systems theory [57, 78]. It allowed us to overcome certain
limitations of the boundary value triples framework [20, 47] and to construct an abstract
equivalent of the so-called quasi-boundary triples [11]. Preliminary versions of results ob-
tained in this section were reported earlier in [76, 78].
Let H , E be two separable Hilbert spaces, A0 be a linear operator in H defined on the
dense domain D(A0) in H and let Π : E → H be a bounded linear mapping.
Assumption 1. Suppose the following:
• Operator A0 is selfadjoint and boundedly invertible in H .
• Mapping Π possesses the left inverse Γ˜0 defined on R(Π) by Γ˜0 : Πϕ 7→ ϕ, ϕ ∈ E.
• The intersection of D(A0) and R(Π) is trivial, D(A0) ∩R(Π) = {0}.
Under Assumption 1 either of sets D(A0) and R(Π) do not coincide with the whole
space H . In particular, A0 is necessarily unbounded. Furthermore, existence of the left
inverse of Π implies Ker(Π) = {0}. Finally, note that for a non-invertible selfadjoint op-
erator A0 with a real regular point c ∈ ρ(A0) ∩ R the invertibility condition can be easily
satisfied by considering the operator A0 − cI in place of A0.
Define two linear operators A and Γ0 on the domain D(A) = D(Γ0) ⊂ H by
D(A) := D(A0)+˙R(Π) = {A−10 f +Πϕ | f ∈ H,ϕ ∈ E} (3.1)
A : A−10 f +Πϕ 7→ f, Γ0 : A−10 f +Πϕ 7→ ϕ, f ∈ H,ϕ ∈ E (3.2)
Operators A and Γ0 are extensions of A0 and Γ˜0 to D(A) defined to be the null mapping
on the complementary subsets R(Π) and D(A0), correspondingly. Observe that Ker(A) =
R(Π) and Ker(Γ0) = R(A−10 ) (= D(A0)) since Ker(A|D(A0)) and Ker(Γ0|R(Π)) are trivial by
construction.
Definition 3.1. Spectral boundary problem associated with the pair A0, Γ˜0 satisfying
Assumption 1 consists in the system of linear equations for an unknown element u ∈ D(A){
(A− zI)u = f
Γ0u = ϕ
f ∈ H,ϕ ∈ E (3.3)
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where z ∈ C is the spectral parameter.
Theorem 3.2. For z ∈ ρ(A0) and any f ∈ H, ϕ ∈ E there exists a unique solution uf,ϕz to
the problem (3.3) given by the formula
uf,ϕz = (A0 − zI)−1f + (I − zA−10 )−1Πϕ (3.4)
Moreover, if the vector (3.4) is null, then f = 0 and ϕ = 0.
Proof. We will show that the first term in (3.4) is a solution to the system (3.3) with ϕ = 0,
f 6= 0 and the second one solves the system (3.3) for f = 0, ϕ 6= 0. To that end let us verify
first that (I − zA−10 )−1Πϕ belongs to Ker(A− zI). We have
(A− zI)(I − zA−10 )−1Πϕ = (A− zI)
(
I + z(A0 − zI)−1
)
Πϕ
=
(
A− zI + z(A− zI)(A0 − zI)−1
)
Πϕ = (A− zI + zI)Πϕ = AΠϕ = 0
since A0 ⊂ A and Ker(A) = R(Π). Therefore
(A− zI)uf,ϕz = (A− zI)(A0 − zI)−1f = f
For the second equation (3.3) and uf,ϕz as in (3.4) ,
Γ0u
f,ϕ
z = Γ0(I − zA−10 )−1Πϕ = Γ0(I + z(A0 − zI)−1)Πϕ = Γ0Πϕ = ϕ
because Ker(Γ0) = D(A0) = R((A0 − zI)−1). Both equations (3.3) are therefore satisfied.
Uniqueness of the solution (3.4) follows from the assumption z ∈ ρ(A0). For z = 0 the
implication u0 = 0 ⇒ f = 0, ϕ = 0 trivially holds due to uniqueness of the decomposition
u0 = A
−1
0 f +Πϕ. For z ∈ ρ(A0) with the help of identity (I − zA−10 )−1 = I + z(A0− zI)−1
the representation (3.4) can be rewritten as
uf,ϕz = (A0 − zI)−1(f + zΠϕ) + Πϕ
The first summand here belongs to D(A0) and the second toR(Π). Now the equality uf,ϕz = 0
implies Πϕ = 0 and thus ϕ = 0. Then (A0 − zI)−1f = 0 and therefore f = 0.
The proof is complete.
Definition 3.3. Assuming z ∈ ρ(A0) denote Rz = (A0 − zI)−1 the resolvent of A0 and
introduce the solution operator Sz : E → E
Sz : ϕ 7→ (I − zA−10 )−1Πϕ = (I + zRz)Πϕ, ϕ ∈ E, z ∈ ρ(A0)
Properties of solution operator are summarized in the following proposition.
Proposition 3.4. Suppose z ∈ ρ(A0). Then Γ0Sz = I and R(Sz) = Ker(A−zI). Moreover,
Sz − Sζ = (z − ζ)RzSζ , z, ζ ∈ ρ(A0) (3.5)
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Proof. The first claim follows from Theorem 3.2. The same theorem shows that the range
of Sz is included into Ker(A−zI). To show thatR(Sz) = Ker(A−zI) assume u = A−10 f+Πϕ
with f ∈ H , ϕ ∈ E is such that u ∈ Ker(A− zI). Then
0 = (A− zI)u = (A− zI)(A−10 f +Πϕ) = (I − zA−10 )f − zΠϕ
so that f = z(I − zA−10 )−1Πϕ. Substitution into u = A−10 f +Πϕ gives
u = A−10 f +Πϕ =
[
zA−10 (I − zA−10 )−1 + I
]
Πϕ = (I − zA−10 )−1Πϕ = Szϕ
The last statement is easily verified by the direct calculation based on the resolvent identity
(I − zA−10 )−1 − (I − ζA−10 )−1 = z(A0 − zI)−1 − ζ(A0 − ζI)−1
= (A0 − zI)−1
(
zI − ζ(I − zA−10 )(I − ζA−10 )−1
)
= (A0 − zI)−1
(
z(I − ζA−10 )− ζ(I − zA−10 )
)
(I − ζA−10 )−1
= (z − ζ)(A0 − zI)−1(I − ζA−10 )−1
The proof is complete.
Now we are ready to introduce an analogue of the “second boundary operator” γ1 de-
scribed in Section 1.
Definition 3.5. Let Λ be a linear operator in E with the domain D(Λ) ⊂ E. Define the
linear mapping Γ1 on the subset D := D(A0)+˙ΠD(Λ) by
Γ1 : A
−1
0 f +Πϕ 7→ Π∗f + Λϕ, f ∈ H,ϕ ∈ D(Λ)
Note that according to this definition Λ = Γ1Π and Π = (Γ1A
−1
0 )
∗. In particular, for the
solution operator Sz = (I − zA−10 )−1Π = A0(A0 − zI)−1Π we obtain
(Sz¯)
∗ = Γ1(A0 − zI)−1 = Γ1Rz , z ∈ ρ(A0) (3.6)
Assumption 2. Operator Λ = Γ1Π is selfadjoint (and thereby densely defined).
Theorem 3.6 (Green’s Formula). Suppose both Assumptions 1 and 2 are verified. Then
(Au, v)H − (u,Av)H = (Γ1u,Γ0v)E − (Γ0u,Γ1v)E , u, v ∈ D
Proof. Let u = A−10 f +Πϕ, v = A
−1
0 g +Πψ with f, g ∈ H , ϕ, ψ ∈ D(Λ). We have Au = f ,
Av = g, and due to selfadjointness of A−10 and Λ,
(Au, v)H − (u,Av)H = (f,A−10 g +Πψ)− (A−10 f +Πϕ, g) = (f,Πψ)− (Πϕ, g) =
(Π∗f, ψ)− (ϕ,Π∗g) = (Π∗f + Λϕ, ψ)− (ϕ,Π∗g + Λψ) = (Γ1u,Γ0v)− (Γ0ϕ,Γ1v).
The proof is completed.
Remark 3.7. In the sequel we always assume that the triplet {A0,Π,Λ} verifies both
Assumptions 1 and 2.
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Introduction of the second boundary operator Γ1 and Green’s formula from previous
Theorem allows us to explore the notion of weak solutions of the problem (3.3) defined as
solutions to a certain “variational” problem.
Definition 3.8. The weak solution of the problem (3.3) is an element wf,ϕz ∈ H satisfying
(wf,ϕz , (A0 − z¯I)v) = (f, v) + (ϕ,Γ1v) for any v ∈ D(A0) (3.7)
Let us verify that this definition is consistent with the solvability statement of Theo-
rem 3.2. In other words, we need to show that for z ∈ ρ(A0) the vector uf,ϕz from (3.4) solves
the variational problem (3.7). Indeed, for uf,ϕz = Rzf + Szϕ and any v ∈ D(A0) we have
(uf,ϕz , (A0 − z¯I)v) = (Rzf, (A0 − z¯I)v) + (Szϕ, (A0 − z¯I)v)
= (f, v) + (ϕ, (Sz)
∗(A0 − z¯I)v = (f, v) + (ϕ,Γ1v)
according to (3.6) and the claim is proved.
Remark 3.9. The notion of weak solution suggests that the applicability of representa-
tion (3.4) is wider than described in Theorem 3.2. Firstly, observe that the right hand side
of (3.7) can be rewritten as
(f, v)H + (ϕ,Γ1v)E = (A
−1
0 f,A0v) + (ϕ,Π
∗A0v) = (A−10 f +Πϕ,A0v) (3.8)
Recall now that R(A0) = H . Therefore the concept of weak solutions can be extended to the
case when f and ϕ are chosen from spaces wider than H and E as long as the sum A−10 f+Πϕ
belongs to H . As an illustration consider a simple example when f and ϕ are such that
both summands on the left side of (3.8) are finite. Let H− ⊃ H and E− ⊃ E be Hilbert
spaces obtained by completion of H and E with respect to norms ‖f‖− = ‖A−10 f‖H and
‖ϕ‖− = ‖Πϕ‖H , where f ∈ H , ϕ ∈ E, correspondingly. Since both Ker(A−10 ) and Ker(Π)
are trivial, these norms are non-degenerated. For each v ∈ D(A0) the usual estimates hold
|(f, v)| ≤ ‖A−10 f‖ · ‖A0v‖ = ‖f‖− · ‖A0v‖
|(ϕ,Γ1v)| = |(ϕ,Γ1A−10 A0v)| = |(Πϕ,A0v)| ≤ ‖Πϕ‖ · ‖A0v‖ = ‖ϕ‖− · ‖A0v‖
Thus the right side of (3.8) is finite for any v ∈ D(A0) so that A−10 f + Πϕ ∈ H . It follows
that the vector uf,ϕz = Rzf + Szϕ defined for z ∈ ρ(A0) by the formula (3.4) is the weak
solution of (3.3) with f ∈ H−, ϕ ∈ E−.
Now we can introduce the notoion of M-operator.
Definition 3.10. The operator-valued function M(z) defined on the domain D(Λ) for
z ∈ ρ(A0) by the formula
M(z)ϕ = Γ1Szϕ = Γ1(I − zA−10 )−1Πϕ
is called the M-operator of the triplet {A0,Π,Λ}.
Theorem 3.11. 1. The representation is valid
M(z) = Λ + zΠ∗(I − zA−10 )−1Π, z ∈ ρ(A0)
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2. M(z) is an analytic operator-function with values in the set of closed operators in E
defined on the z-independent domain D(Λ).
3. For z, ζ ∈ ρ(A0) the operator M(z)−M(ζ) is bounded and
M(z)−M(ζ) = (z − ζ)(Sz¯)∗Sζ
In particular, ImM(z) = (Im z)(Sz¯)
∗Sz and (M(z))∗ = M(z¯), where ImM(z) =
Im (M(z)−M(0)).
4. For uz ∈ Ker(A− zI) ∩D = Ker(A− zI) ∩ { D(A0)+˙ΠD(Λ) } the formula holds
M(z)Γ0uz = Γ1uz
Proof. (1) The claim follows from the identities Λ = Γ1Π, Π
∗ = Γ1A−10 , the elementary
computation
(I − zA−10 )−1 = I + z(A0 − zI)−1 = I + zA−10 (I − zA−10 )−1, z ∈ ρ(A0)
and the definition M(z) = Γ1(I − zA−10 )−1Π.
(2) As the term zΠ∗(I−zA−10 )−1Π is a bounded analytic operator-function of z ∈ ρ(A0)
the statement is a consequence of the representation obtained in (1) .
(3) We have
M(z)−M(ζ) = Π∗ [z(I − zA−10 )−1 − ζ(I − ζA−10 )−1]Π
= Π∗(I − zA−10 )−1
[
z(I − ζA−10 )− ζ(I − zA−10 )
]
(I − ζA−10 )−1Π
= (z − ζ)Π∗(I − zA−10 )−1(I − ζA−10 )−1Π = (z − ζ) (Sz¯)∗ Sζ .
The equality (M(z))∗ =M(z¯) is valid due to selfadjointness of Λ.
(4) Any vector uz ∈ Ker(A − zI) is uniquely represented in the form uz = SzΓ0uz. In
the case uz ∈ D either side belongs to D(Γ1). Therefore, Γ1uz = Γ1SzΓ0uz =M(z)Γ0uz.
The proof is complete.
4 Boundary Conditions
In this Section we study other types of boundary value problems for the operator A and
boundary mappings Γ0, Γ1 introduced in Section 3. The problems under consideration are
defined in terms of certain linear “boundary conditions”. More precisely, given two linear
operators β0, β1 acting in the space E we are formally looking for solutions of the equa-
tion (A−zI)u = f satisfying condition (β0Γ0+β1Γ1)u = ϕ where f ∈ H , ϕ ∈ E, and z ∈ C.
We discuss the exact meaning of this problem statement and prove the solvability theorem.
At the end of the Section definitions and properties of associated M -operators are briefly
reviewed.
Everywhere below β0, β1 are two linear operators in E such that β0 is defined on the
domain D(β0) ⊃ D(Λ) and β1 is defined everywhere on E and bounded. Consider the
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following spectral boundary value problem for w ∈ H associated with the triplet {A0,Π,Λ}
and the pair (β0, β1) {
(A− zI)w = f
(β0Γ0 + β1Γ1)w = ϕ
f ∈ H,ϕ ∈ E (4.1)
where z ∈ C plays the role of spectral parameter.
The first goal in the study of (4.1) is clarification of precise meaning of the equailty
(β0Γ0 + β1Γ1)w = ϕ. Having this objective in mind, observe that the sum β0Γ0 + β1Γ1 is
defined at least on SzD(Λ) for z ∈ ρ(A0) and
(β0Γ0 + β1Γ1)Szϕ = (β0 + β1M(z))ϕ, ϕ ∈ D(Λ) (4.2)
according to the properties of Sz and definition of M(z). Rewrite the right hand side using
the representation M(z) = Λ + zΠ∗(I − zA−10 )−1Π in the form
(β0Γ0 + β1Γ1)Szϕ = (β0 + β1Λ)ϕ+ zΠ
∗(I − zA−10 )−1Πϕ, ϕ ∈ D(Λ) (4.3)
The second term on the right hand side of this formula is bounded for z ∈ ρ(A0), thus
the mapping properties of the sum β0Γ0 + β1Γ1 as an unbounded operator from H into E
are determined by the map β0 + β1Λ. Let us introduce the following closability condition
assumed to be valid further in the paper.
Assumption 3. The operator β0+β1Λ defined on D(Λ) is closable in E. Let B = β0 + β1Λ
be its closure.
Remark 4.1. It follows from (4.2) and (4.3) that under this assumption all the opera-
tors β0 + β1M(z) are also closable for z ∈ ρ(A0) and the domain of their closures coincides
with D(B). Equality (4.3) therefore can be extended to the set ϕ ∈ D(B). However, the
operator sum β0Γ0 + β1Γ1 needs not be closed on {Szϕ | ϕ ∈ D(B)}.
Definition 4.2. Let HB be the linear set of elements
HB =
{
A−10 f +Πϕ | f ∈ H,ϕ ∈ D(B)
}
Notice that since D(Λ) ⊆ D(B) ⊆ E, the inclusions D ⊆ HB ⊆ D(A) hold, where
D = {A−10 f +Πϕ | f ∈ H,ϕ ∈ D(Λ)}, as defined in Section 3.
The set HB can be turned into a (closed) Hilbert space by introducing a certain non-
degenerate metric. Then the map β0Γ0 + β1Γ1 is bounded as an operator from HB into E.
We collect these statements in the following Lemma.
Lemma 4.3. The set HB is the Hilbert space with the norm
‖u‖B =
(‖f‖2H + ‖ϕ‖2E + ‖Bϕ‖2)1/2
Operator β0Γ0 + β1Γ1 : HB → E is bounded.
Proof. The proof is based on the density of D(Λ) in the domain D(B) equipped with the
graph norm of operator B, which in turn implies density of D in HB in the norm ‖ · ‖B.
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Let {un}∞n=1 ⊂ D be a Cauchy sequence in the norm of HB, that is ‖un − um‖B → 0
as n,m → ∞. Each vector un is represented as the sum un = A−10 fn + Πϕn with uniquely
defined fn ∈ H , ϕn ∈ D(Λ). We have
‖un − um‖2B = ‖fn − fm‖2 + ‖ϕn − ϕm‖2 + ‖B(ϕn − ϕm)‖2 → 0 as n,m→∞
The first summand here tends to zero, and therefore fn → f0 ∈ H for some f0 ∈ H as
n → ∞. The sum of second and third terms is the norm of ϕn − ϕm in the graph norm of
B. Because operator B defined on D(Λ) is closable, there exists a vector ϕ0 ∈ D(B) such
that ϕn → ϕ0 as n→∞. The limit of the sequence {un}∞n=1 therefore is represented in the
form A−10 f0 +Πϕ0 where f0 ∈ H and ϕ0 ∈ D(B). Hence HB is closed in the norm ‖ · ‖B.
The second statement is easily follows from the norm estimate for elements of D . When
f ∈ H and ϕ ∈ D(Λ), the sum u = A−10 f +Πϕ belongs to the set D(Γ0) ∩ D(Γ1) and
(β0Γ0 + β1Γ1)u = β1Γ1A
−1
0 f + (β0Γ0 + β1Γ1)Πϕ = β1Π
∗f + (β0 + β1Λ)ϕ = β1Π∗f +Bϕ
Because operator β1Π
∗ is bounded, the estimate holds
‖(β0Γ0 + β1Γ1)u‖ ≤ C‖u‖B, u = A−10 f + Πϕ, f ∈ H, ϕ ∈ D(Λ).
The set {A−10 f +Πϕ | f ∈ H,ϕ ∈ D(Λ)} is dense in HB; hence the operator β0Γ0 + β1Γ1 is
bounded as a mapping from HB into E.
Remark 4.4. We continue using the symbol β0Γ0+β1Γ1 for the extension of operator from
Lemma 4.3 to the space HB, keeping in mind that terms in the sum (β0Γ0 + β1Γ1)u need
not exist separately for any u ∈ HB.
Taking Lemma 4.3 into consideration, we shall look for solutions of the problem (4.1)
that belong to HB.
Theorem 4.5. Suppose z ∈ ρ(A0) is such that the closed operator β0 + β1M(z) defined
on D(B) is boundedly invertible in the space E. Then the problem (4.1) is uniquely solvable
and the solution wf,ϕz ∈ HB is given by the formula
wf,ϕz = (A0 − zI)−1f + (I − zA−10 )−1ΠΨf,ϕz (4.4)
where Ψf,ϕz is a vector from D(B)
Ψf,ϕz = (β0 + β1M(z))
−1(ϕ− β1Π∗(I − zA−10 )−1f) (4.5)
Remark 4.6. According to this Theorem the problem (4.1) can be solved by solving the
problem (3.3) with ϕ replaced by the vector Ψf,ϕz defined in (4.5). This observation allows
us to apply the concept of weak solution to the problem (4.1). We will not pause on this
subject here, see Definition 3.8 and Remark 3.9.
The proof of Theorem 4.5 is given at the end of this section.
Let us now discuss the notion of M-operators associated with the boundary value prob-
lem (4.1). We shall define the corresponding M-operators as follows. The solution wϕz := w
0,ϕ
z
is obtained in closed form by putting f = 0 in (4.1) and (4.4):
wϕz = (I − zA−10 )−1Π(β0 + β1M(z))−1ϕ = Sz(β0 + β1M(z))−1ϕ
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Vector wϕz belongs to the domain of Γ0 for any ϕ ∈ E and
Γ0w
ϕ
z = (β0 + β1M(z))
−1ϕ
Therefore the operator (β0 + β1M(z))
−1 could be termed “(β0β1)-to-(I, 0) map”. The no-
tation “(I, 0)” indicates equalities β0 = I, β1 = 0 that correspond to the condition Γ0w = 0
in (4.1). At the same time the inclusion wϕz ∈ D(Γ1) need not be valid for an arbitrary ϕ ∈ E.
However, if there exists a set of ϕ ∈ E such that vectors (β0 + β1M(z))−1ϕ lie in D(Λ), the
analogous arguments lead to the definition of (β0β1)-to-(0, I) map M(z)(β0 + β1M(z))
−1
that may be unbounded and even non-densely defined as an operator in E.
This argumentation is easily extendable to the definition of M-operators as (β0β1)-to-
(α0α1)-maps, where α0, α1 is another pair of “boundary operators” participating in the
boundary condition (α0Γ0+α1Γ1)u = ψ. Such a map would be formally given by the “linear-
fractional transformation with operator coefficients” (α0 + α1M(z))(β0 + β1M(z))
−1. The
precise meaning of this formula needs to be clarified in each particular case at hand. Operator
transformations of this kind (with z-dependent coefficients) are typical in the systems theory
where the M-operators are realized as transfer functions of linear systems, see [24, 78, 81].
The section is concluded with the proof of Theorem 4.5.
Proof. As was pointed out in Remark 4.1 and Remark 4.6, operators β0 + β1M(z) are
closed on D(B) simultaneously for all z ∈ ρ(A0) and in accordance with Theorem 3.2 the
vector wf,ϕz from (4.4), (4.5) is a solution to the system (3.3) with ϕ replaced by Ψ
f,ϕ
z . In
particular, Theorem 3.2 implies that Γ0w
f,ϕ
z = Ψ
f,ϕ
z and the solution w
f,ϕ
z ∈ Ker(A− zI) is
unique.
Assume the vector Ψf,ϕz defined by (4.5) belongs to D(Λ) so that wf,ϕz ∈ D(Γ1). Then
Γ1w
f,ϕ
z = Γ1(A0 − zI)−1f + Γ1(I − zA−10 )−1ΠΨf,ϕz = Π∗(I − zA−10 )−1f +M(z)Ψf,ϕz
Therefore
(β0Γ0 + β1Γ1)w
f,ϕ
z = (β0 + β1M(z))Ψ
f,ϕ
z + β1Π
∗(I − zA−10 )−1f
= ϕ− β1Π∗(I − zA−10 )−1f + β1Π∗(I − zA−10 )−1f = ϕ
Hence both equations (4.1) are satisfied if Ψf,ϕz ∈ D(Λ).
In the general case when Ψf,ϕz ∈ D(B) the vector wf,ϕz from (4.4) belongs to HB and
therefore the expression (β0Γ0+β1Γ1)w
f,ϕ
z is well defined in accordance with Lemma 4.3. We
need only show that it is equal to ϕ, as required by the second equation in (4.1). Consider the
sequence Ψn ∈ D(Λ), n = 0, 1, . . . such that Ψn → Ψf,ϕz in the graph norm of operator B.
Then vectors wn ∈ D defined by (4.4) with Ψf,ϕz replaced by Ψn converge to wf,ϕz in the
metric of HB as n→∞. Due to the boundedness of expression (β0Γ0+β1Γ1) as an operator
from HB to E,
lim
n→∞(β0Γ0 + β1Γ1)wn = (β0Γ0 + β1Γ1)w
f,ϕ
z (4.6)
From the other side,
(β0Γ0 + β1Γ1)wn = (β0Γ0 + β1Γ1)[(A0 − zI)−1f + (I − zA−10 )−1ΠΨn]
= β0Ψn + β1Γ1(A0 − zI)−1f + β1M(z)Ψn
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Since β0Ψn + β1M(z)Ψn → (β0 + β1M(z))Ψf,ϕz as n→∞, we see that
lim
n→∞
(β0Γ0 + β1Γ1)wn = (β0 + β1M(z))Ψ
f,ϕ
z + β1Γ1(A0 − zI)−1f
Direct substitution of Ψf,ϕz from (4.5) yields (β0Γ0 + β1Γ1)wn → ϕ as n → ∞. Thus in
accordance with (4.6), we obtain (β0Γ0 + β1Γ1)w
f,ϕ
z = ϕ.
The proof is complete.
5 Linear Operators of Boundary Value Problems
Let A00 be the minimal operator defined as a restriction of A to the set of elements u ∈
D satisfying conditions Γ0u = Γ1u = 0. In this section we study extensions of A00 to
operators defined on sets described by means of “boundary conditions” in the form (β0Γ0+
β1Γ1)u = 0. We define these operators via their resolvents deduced from a version of Krein’s
resolvent formula [50, 51, 55] for solutions to the general boundary value problem and some
relationships to the operator A0. Then we offer more conventional descriptions given in
terms of extensions of A00. The groundwork for the study is laid out by Theorem 4.5 from
the previous section.
Definition 5.1. Let A00 be the restriction of A0 to the linear set
D(A00) = Ker(Γ0) ∩Ker(Γ1) = D(A0) ∩Ker(Γ1),
that is, A00 = A|D(A00). We call A00 the minimal operator.
The next characterization of D(A00) seems more universal since it does not involve the
map Γ1. Recall that Ker(A) = R(Π) by the definition of A.
Proposition 5.2. The domain D(A00) is described as follows
D(A00) = {u ∈ D(A0) | A0u ⊥ R(Π)} = A−10
(R(Π)⊥)
where R(Π)⊥ is the orthogonal complement to the range of Π. The range of A00 is closed
in H and coincides with the subspace R(Π)⊥ = H ⊖Ker(A).
Proof. Indeed, if u ∈ D(A0) then u = A−10 f with some f ∈ H . The condition Γ1u = 0 means
that Γ1A
−1
0 f = 0, or f ∈ Ker(Π∗) (since Γ1A−10 = Π∗), which is equivalent to f ⊥ R(Π).
The second statement holds because A00A
−1
0 R(Π)⊥ = R(Π)⊥ = H ⊖KerA.
Remark 5.3. The equality D(A00) = A−10 R(Π)⊥ shows in particular that the operator A00
does not depend on any given choice of Λ. Moreover, A00 is symmetric but need not be
densely defined. The operator A0 is the selfadjoint extension of A00 contained in A.
Now we can start our investigation into the extensions theory for A00. Observe first of
all that relations (4.5) and (4.4) offer a rather natural way to define the resolvent of an
operator associated with the “boundary condition” (β0Γ0 + β1Γ1)u = 0. By putting ϕ = 0
and inserting (4.5) into (4.4) we obtain a suitable candidate for the role of resolvent:
Rβ0,β1(z) = (A0 − zI)−1 − (I − zA−10 )−1Π(β0 + β1M(z))−1β1Π∗(I − zA−10 )−1 (5.1)
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Let us show that the operator function (5.1) is in fact the resolvent of some closed oper-
ator Aβ0,β1 in H and clarify the relationship between its domain D(Aβ0,β1) and the sub-
set Ker(β0Γ0 + β1Γ1). Assuming the conditions of Theorem 4.5 are satisfied, denote
Qβ0,β1(z) = −(β0 + β1M(z))−1β1
The operator-function Qβ0,β1(z) is analytic and bounded as long as z ∈ ρ(A0) satisfies
conditions of Theorem 4.5. The expression (5.1) for Rβ0,β1(z) takes the form
Rβ0,β1(z) = Rz + SzQβ0,β1(z)S
∗
z¯ (5.2)
where Rz = (A0 − zI)−1 is the resolvent of A0 and Sz = (I − zA−10 )−1Π is the solution
operator. In the sequel we shall omit indices and simply write Q(z) for Qβ0,β1(z) if it does
not lead to confusion. An important analytical property of Q(z) is formulated in the next
Lemma.
Lemma 5.4. For z, ζ ∈ ρ(A0) satisfying assumptions of Theorem 4.5 the equality holds
Q(z)−Q(ζ) = (z − ζ)Q(z)S ∗z¯ SζQ(ζ)
Proof. By virtue of formula (3) from Theorem 3.11 we have for ϕ ∈ D(Λ)
(z − ζ)β1S ∗z¯ Sζϕ = β1 [M(z)−M(ζ)]ϕ
= (β0 + β1M(z))ϕ− (β0 + β1M(ζ))ϕ
= (β0 + β1M(z))
[
(β0 + β1M(ζ))
−1 − (β0 + β1M(z))−1
]
(β0 + β1M(ζ))ϕ
Therefore
(z − ζ)Q(z)S ∗z¯ SζQ(ζ) =
[
(β0 + β1M(ζ))
−1 − (β0 + β1M(z))−1
]
β1 = Q(z)−Q(ζ)
The proof is complete.
The main Theorem of this section reads as follows.
Theorem 5.5. Assume z ∈ ρ(A0) is such that the closed operator β0 + β1M(z) defined
on D(B) is boundedly invertible in the space E. Then the operator function Rβ0,β1(z) defined
by (5.1) is the resolvent of a closed densely defined operator Aβ0,β1 in H. For Aβ0,β1 the
inclusions are valid
A00 ⊂ Aβ0,β1 ⊂ A, D(Aβ0,β1) ⊂ {u ∈ HB | (β0Γ0+β1Γ1)u = 0} = Ker(β0Γ0+β1Γ1) (5.3)
In addition,
Γ0(Aβ0,β1 − zI)−1 = Q(z)Γ1(A0 − zI)−1 (5.4)
and the resolvent identity holds:
(Aβ0,β1 − zI)−1 − (A0 − zI)−1 =
[
Γ1(A0 − z¯I)−1
]∗
Γ0(Aβ0,β1 − zI)−1 (5.5)
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Proof. Operator function R(z) = Rβ0,β1(z) is bounded and analytic for suitable z ∈ C.
To show that R(z) is a resolvent, we need to check three conditions [43, 44]. They are: 1)
Ker(R(z)) = {0}, 2) R(R(z)) is dense in H , and 3) the function R(z) satisfies the first
resolvent equation
R(z)−R(ζ) = (z − ζ)R(z)R(ζ) (5.6)
The equality Ker(R(z)) = {0} follows directly from the last statement of Theorem 3.2.
The same argument applied to [R(z)]∗ in conjugation with boundedness of Q(z) and equal-
ity Ker([R(z)]∗) = H ⊖R(R(z)) shows that the range of R(z) is dense in H .
We shall verify the resolvent identity for R(·) written in simplified notation (5.2).
R(z)R(ζ) =
(
Rz + SzQ(z)S
∗
z¯
)× (Rζ + SζQ(ζ)S ∗¯ζ )
= RzRζ + RzSζQ(ζ)S
∗¯
ζ + SzQ(z)S
∗
z¯ Rζ + SzQ(z)S
∗
z¯ SζQ(ζ)S
∗¯
ζ
Multiplying by (z−ζ) and noticing that Rz−Rζ = (z−ζ)RzRζ due to the resolvent identity
for A0, we arrive at the equivalent of (5.6) to be proven
SzQ(z)S
∗
z¯ −SζQ(ζ)S ∗¯ζ = (z−ζ)
[
RzSζQ(ζ)S
∗¯
ζ + SzQ(z)S
∗
z¯ Rζ
]
+(z−ζ)SzQ(z)S ∗z¯ SζQ(ζ)S ∗¯ζ
By virtue of the identity (3.5), its adjoint, and Lemma 5.4 the right hand side of this equality
is
(Sz − Sζ)Q(ζ)S ∗¯ζ + SzQ(z)(S ∗z¯ − S ∗¯ζ ) + Sz(Q(z)−Q(ζ))S ∗¯ζ
which coincides with the left hand side. The existence of a closed densely defined opera-
tor Aβ0,β1 with the resolvent (Aβ0,β1 − zI)−1 defined by (5.1) thereby is proven.
Now we turn to the proof of inclusions (5.3). In accordance with (5.2) the range of
(Aβ0,β1 − zI)−1 is contained in D(A) and since Szf ∈ Ker(A− zI) for f ∈ H ,
(A− zI)(Aβ0,β1 − zI)−1f = (A− zI) (Rz + SzQ(z)S ∗z¯ ) f = (A− zI)Rzf = f
Hence Ag = Aβ0,β1g for g ∈ D(Aβ0,β1), which means Aβ0,β1 ⊂ A.
To prove the inclusion D(Aβ0,β1) ⊂ Ker(β0Γ0+β1Γ1) note that as follows from (4.5) with
ϕ = 0, the vector wfz = (Aβ0,β1−zI)−1f has representation (Aβ0,β1−zI)−1f = Rzf +SzΨfz
for each f ∈ H , where Ψfz = Q(z)S ∗z¯ f ∈ D(B). Therefore wfz ∈ HB and (β0Γ0+β1Γ1)wfz = 0
by Theorem 4.5 with ϕ = 0. Hence D(Aβ0,β1) in included into Ker(β0Γ0 + β1Γ1).
To prove that A00 ⊂ Aβ0,β1 we need to show that any vector u from D(A00) belongs to
D(Aβ0,β1), in other words, can be represented in the form u = (Aβ0,β1 − zI)−1f with some
f ∈ H . Suppose u ∈ D(A00) and let us choose f = (A00 − zI)u. Then f = (A0 − zI)u
because A00 ⊂ A0 and
(Aβ0,β1 − zI)−1f = (Aβ0,β1 − zI)−1(A0 − zI)u
= (Rz + SzQ(z)S
∗
z¯ ) (A0 − zI)u = u+ SzQ(z)S∗z¯ (A0 − zI)u = u
The last equality holds due to identities
S∗z¯ (A0 − zI)u = Π∗(I − zA−10 )−1(A0 − zI)u = Γ1u, u ∈ D
and Γ1u = 0 for u ∈ D(A00). All claims (5.3) are proven.
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Finally, in the notation above the formula (5.4) is equivalent to the already established
relation Γ0w
f
z = Ψ
f
z . The resolvent identity (5.5) is obtained from (5.1) by (5.4) and equal-
ity Γ1(A0 − zI)−1 = Π∗(I − zA−10 )−1.
The proof is complete.
Remark 5.6. Equalities (5.1) and (5.5) are correspondingly Krein’s formula and Hilbert
resolvent identity for A0 and Aβ0,β1 .
Corollary 5.7. Assume the operator B = β0 + β1Λ is boundedly invertible in E Then
Aβ0,β1 is boundedly invertible in H,
A−1β0,β1 = A
−1
0 −Π(β0 + β1Λ)−1β1Π∗ = A−10 +ΠQ(0)Π∗,
and Q(z) has the representation
Q(z) = Q(0) + zQ(0)Π∗(I − zA−1β0,β1)−1ΠQ(0)
at least in a small neighborhood of z = 0.
Proof. Noting that Q(0) = −(β0 + β1Λ)−1β1 is bounded, invertibility of Aβ0,β1 and the for-
mula for A−1β0,β1 follow directly from (5.1) or (5.2). Existence of Q(z) = −(β0 + β1M(z))−1β1
for small |z| is a result of analyticity and invertibility of β0 + β1M(z) at z = 0. Lemma 5.4
with ζ = 0 yields
Q(z) = Q(0) + zQ(z)S ∗z¯ S0Q(0) (5.7)
Observe now that Q(z)S ∗z¯ = Q(z)Γ1(A0 − zI)−1, thus according to (5.4),
Q(z)S ∗z¯ = Γ0(Aβ0,β1 − zI)−1 = Γ0A−1β0,β1(I − zA−1β0,β1)−1
Formula (5.4) for z = 0 gives Γ0A
−1
β0,β1
= Q(0)Γ1A
−1
0 = Q(0)Π
∗ so that
Q(z)S ∗z¯ = Q(0)Π
∗(I − zA−1β0,β1)−1
In combination with the identity S0Q(0) = ΠQ(0) the expression (5.7) yields the claimed
representation for Q(z).
The proof is complete.
Corollary 5.8. Assume conditions of Corollary 5.7 hold, operators β0, β1 and Λ are
bounded, and β0β
∗
1 is selfadjoint. Then Aβ0,β1 is selfadjoint.
Proof. Since A−1β0,β1 − (A−1β0,β1)∗ = Π
[
(β0 + β1Λ)
−1β1 − β∗1(β∗0 + Λβ∗1)−1
]
Π∗
= Π(β0 + β1Λ)
−1 [β1(β∗0 + Λβ
∗
1)− (β0 + β1Λ)β∗1 ] (β∗0 + Λβ∗1 )−1Π∗ = 0
under assumption β1β
∗
0 = β0β
∗
1 , the operator Aβ0,β1 is an (unbounded) inverse of the
bounded selfadjoint operator.
A special case of operator Aβ0,β1 in Theorem 5.5 with β0 = 0, β1 = I is of particular
interest. It can be seen as an abstract analogue of the Laplacian with Neumann boundary
condition from Section 2. Note that in this case Q(z) = −(M(z))−1 and Q(0) = −Λ−1.
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Corollary 5.9. Suppose Λ is boundedly invertible. Then operator A1 defined as a restriction
of A to the set D(A1) = {u ∈ D | Γ1u = 0} is selfadjoint and boundedly invertible. For
z ∈ ρ(A0) ∩ ρ(A1)
(A1 − zI)−1 = (A0 − zI)−1 − (I − zA−10 )−1Π(M(z))−1Π∗(I − zA−10 )−1
where (M(z))−1 = Λ−1 − zΛ−1Π∗(I − zA−11 )−1ΠΛ−1, z ∈ ρ(A1).
(5.8)
Moreover,
(A1−zI)−1 = (A0−zI)−1−(I−zA−11 )−1πM(z)π∗(I−zA−11 )−1, z ∈ ρ(A0)∩ρ(A1) (5.9)
where π = (Γ0A
−1
1 )
∗ is bounded. In particular, A−11 = A
−1
0 −ΠΛ−1Π∗ = A−10 − πΛπ∗.
Proof. The first equality (5.8) follows directly from (5.1) and Theorem 5.5. Selfadjointness
of A1 is a consequence of representation of A
−1
1 as a sum of two bounded selfadjoint op-
erators. Because A−11 is bounded, the analytic operator function (M(z))
−1 from (5.8) can
be analytically continued from the neighborhood of z = 0 to all z ∈ ρ(A1). The alternative
representation (5.9) is obtained from (5.8) with the help of equalities (5.4) and (5.5). Bound-
edness of the operator function πM(z)π∗, z ∈ ρ(A0), or equivalently of the operator πΛπ∗,
is ensured by the calculations
π∗ = Γ0A−11 = Γ0(A
−1
0 −ΠΛ−1Π∗) = −Γ0ΠΛ−1Π∗ = −Λ−1Π∗,
so that Λπ∗ = −Π∗. This equality also follows from (5.4) with z = 0.
This completes the proof.
There exists a close relationship between analytical properties of the operator-functi-
on Qβ0,β1(z) and spectral characteristics of Aβ0,β1 . Let us prove one relevant theorem re-
garding the point spectrum of Aβ0,β1 .
Theorem 5.10. Suppose the operator B = β0 + β1Λ is boundedly invertible. Then for any
z ∈ ρ(A0) the mapping ϕ 7→ Szϕ establishes a one-to-one correspondence between {ϕ ∈
D(B) | (β0 + β1M(z))ϕ = 0} and Ker(Aβ0,β1 − zI). In particular, Ker(β0 + β1M(z)) = {0}
is equivalent to Ker(Aβ0,β1 − zI) = {0} for z ∈ ρ(A0).
Proof. We start with the observation that under the Theorem’s assumptions the opera-
tor Q(0) = −B−1β1 is bounded. Hence, according to Corollary 5.7, Aβ0,β1 is boundedly
invertible and A−1β0,β1 = A
−1
0 +ΠQ(0)Π
∗.
Assume that (β0 + β1M(z))ϕ = 0 for some z ∈ ρ(A0) and ϕ ∈ D(B). Let u = Szϕ
be the corresponding solution to the equation (A− zI)u = 0 satisfying condition Γ0u = ϕ.
Then
0 = (β0 + β1M(z))ϕ = (β0 + β1Λ)ϕ+ zβ1Π
∗(I − zA−10 )−1Πϕ
and therefore ϕ can be expressed in terms of u = (I − zA−10 )−1Πϕ as follows
ϕ = −z(β0 + β1Λ)−1β1Π∗(I − zA−10 )−1Πϕ = −zB−1β1Π∗Szϕ = zQ(0)Π∗u
Due to identity (I − zA−10 )−1 = I + zA−10 (I − zA−10 )−1 we obtain
u = (I − zA−10 )−1Πϕ = Πϕ+ zA−10 (I − zA−10 )−1Πϕ = Πϕ+ zA−10 Szϕ
= zΠQ(0)Π∗u+ zA−10 u = z(A
−1
0 +ΠQ(0)Π
∗)u = zA−1β0,β1u
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It means that u ∈ D(Aβ0,β1). Because Aβ0,β1 ⊂ A, we have (Aβ0,β1 − zI)u = (A− zI)u = 0.
Suppose now that u ∈ Ker(Aβ0,β1 − zI) and denote ϕ = Γ0u ∈ E. Then u has the form
u = (I − zA−10 )−1Πϕ because Aβ0,β1 ⊂ A and therefore u ∈ Ker(A − zI). We need to
show that ϕ belongs to the domain of B = β0 + β1Λ and Bϕ = −zβ1Π∗u. The equality
(Aβ0,β1−zI)u = 0 implies (I−zA−1β0,β1)u = 0. Hence u = zA−1β0,β1u = z
(
A−10 +ΠQ(0)Π
∗)u.
Application of the operator Γ0 to both sides yields ϕ = Γ0u = zQ(0)Π
∗u. Recall now that
Q(0) = −(β0 + β1Λ)−1β1 = −B−1β1 and the required identity Bϕ = −zβ1Π∗u follows.
The proof is complete.
The rest of this section is devoted to the special case of operators Aβ0,β1 inspired by
the Birman-Krein-Vishik theory of extensions of positive symmetric operators [14, 51, 94].
We only consider a simplified version of this theory assuming that the extension parameter
(operator B below) is densely defined and boundedly invertible in the space R(Π). For the
general case of the Birman-Krein-Vishik theory we refer the reader, apart from the original
publications cited above, to the work [39] for the exhaustive treatment and to the paper [7]
for an overview.
Denote H := R(Π) = Ker(A). Recall that according to Proposition 5.2 the orthogonal
complement of H is the subspace H⊥ = H ⊖ Ker(A) = R(A00). Let B be a closed densely
defined operator in H such that D(B) ⊃ ΠD(Λ). Consider the restriction LB of A to the set
D(LB) =
{
A−10 (f⊥ +Bh) + h | f⊥ ∈ H⊥, h ∈ ΠD(Λ)
}
Since LB ⊂ A by definition, we have
LB : A
−1
0 (f⊥ +Bh) + h 7→ f⊥ +Bh, f⊥ ∈ H⊥, h ∈ ΠD(Λ)
Clearly A00 ⊂ LB because D(A00) = A−10 H⊥ ⊂ D(LB). We would like to show that LB is
closed and LB = Aβ0,β1 for some β0, β1. To simplify the matter, we impose an additional
condition on the boundedness and invertibility of Π∗BΠ.
Theorem 5.11. Suppose the set BΠD(Λ) is dense in H and the operator Π∗BΠ is bounded
and boundedly invertible in E. Then the inverse L−1B exists and
L−1B = A
−1
0 +Π(Π
∗BΠ)−1Π∗ (5.10)
Moreover, LB = Aβ0,β1 with β1 = −IE and β0 = Λ+Π∗BΠ. In particular, if the function
MB(z) = ΛB + zΠ
∗(I − zA−10 )−1Π, with ΛB = −Π∗BΠ
is boundedly invertible for some z ∈ ρ(A0), then z ∈ ρ(LB) and
(LB − zI)−1 = (A0 − zI)−1 − (I − zA−10 )−1ΠM−1B (z)Π∗(I − zA−10 )−1
Proof. Formula (5.10) is verified by direct computations. For u = A−10 (f⊥ + BΠϕ) + Πϕ
with f⊥ ∈ H⊥ = Ker(Π∗) and ϕ ∈ D(Λ) we have(
A−10 +Π(Π
∗BΠ)−1Π∗
)
LBu =
(
A−10 +Π(Π
∗BΠ)−1Π∗
)
(f⊥ +BΠϕ)
= A−10 (f⊥ +BΠϕ) + Π(Π
∗BΠ)−1Π∗BΠϕ = A−10 (f⊥ +BΠϕ) + Πϕ = u
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From the other side, consider f ∈ H in the form f = f⊥ +BΠϕ with f⊥ ∈ H ⊥, ϕ ∈ D(Λ).
By assumptions the set of such vectors f is dense in the space H . We have analogously(
A−10 +Π(Π
∗BΠ)−1Π∗
)
f =
(
A−10 +Π(Π
∗BΠ)−1Π∗
)
(f⊥ +BΠϕ) = u
where u = A−10 (f⊥ +BΠϕ) + Πϕ. Application of LB to both sides gives the desired result
LB
(
A−10 +Π(Π
∗BΠ)−1Π∗
)
f = LB
(
A−10 (f⊥ +BΠϕ) + Πϕ
)
= f⊥ +BΠϕ = f
The formula L−1B = A
−1
0 + Π(Π
∗BΠ)−1Π∗ now follows from the usual density arguments.
Consider operator-function Q(z) = Qβ0,β1(z) with β0 = Λ +Π
∗BΠ and β1 = −I.
Q(z) = −(β0 + β1M(z))−1β1 = (Λ + Π∗BΠ−M(z))−1 = −(MB(z))−1
Since Q(0) = −(MB(0))−1 = −Λ−1B = (ΠBΠ∗)−1 is bounded by assumption, opera-
tors Qβ0,β1(z) exist and are bounded at least for small |z|. According to Theorem 5.5 and
representation (5.1) the inverse (Aβ0,β1)
−1 is bounded and
(Aβ0,β1)
−1 = A−10 +ΠQ(0)Π
∗ = A−10 −ΠΛ−1B Π∗ = A−10 +Π(Π∗BΠ)−1Π∗
which coincides with L−1B . The last assertion again follows from Theorem 5.5.
The proof is complete.
Remark 5.12. In conclusion let us point out a few simple corollaries of Theorem 5.11 that
will not be pursued here, see [76, 78] for further details.
• The case ΛB = Λ in Theorem 5.11 corresponds to LB = A1.
• The operator AK corresponding to B = 0 is an analogue of Krein’s extension of A00
characterized by the boundary condition (Γ1 − ΛΓ0)u = 0 see [50, 51, 39, 40, 7].
• Statements of Theorem 5.11 can be used to describe dependence of M-operator on the
particular choice of Λ in Definition 3.5 of boundary operator Γ1.
6 Cayley Transform of M-operator
Since values of M(z), z ∈ C+ are (possibly unbounded) operators with positive imaginary
part, operators M(z)+ iI are boundedly invertible for z ∈ C+. Moreover, a short argument
shows that the Cayley transform of M(z) defined as Θ(z) = (M(z) − iI)(M(z) + iI)−1
is analytic and contractive for z ∈ C+. In this section we show that Θ(z), z ∈ C+ is the
characteristic function of some dissipative operator L in the sense of A. Sˇtraus [83]. More
precisely, we shall prove the following theorem
Theorem 6.1. Operator L corresponding to the boundary condition (Γ1 − iΓ0)u = 0 ac-
cording to the Theorem 5.5 with β0 = −iI, β1 = I is dissipative and boundedly invertible.
The inverse of L is the operator T = A−10 − Π(Λ − iI)−1Π∗. For z ∈ C+ the characteristic
function of L is given by the formula:
Θ(z) = (Λ− iI)(Λ + iI)−1 + 2iz(Λ + iI)−1Π∗(I − zT ∗)−1Π(Λ + i)−1
For z ∈ C+ this function coincides with the Cayley transform of M(z),
Θ(z) = (M(z)− iI)(M(z) + iI)−1, z ∈ C+
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Before turning to the proof, let us recall the definition of characteristic function of L
according to [83]. Introduce a sesquilinear form Ψ(·, ·) defined on the domain D(L)×D(L):
Ψ(u, v) =
1
2i
[(Lu, v)H − (u, Lv)H ], u, v ∈ D(L)
and a linear set G(L) = {v ∈ D(L) | Ψ(u, v) = 0, ∀v ∈ D(L)}. Define the linear space L(L) as
a closure of the quotient space D(L)/G(L) endowed with the inner product [ξ, η]L = Ψ(f, g),
where ξ, η ∈ L(L) and u ∈ ξ, v ∈ η. Obviously, L(L) = {0} if L is symmetric. A boundary
space for the operator L is any linear space L which is isomorphic to L(L). A boundary
operator for the operator L is the linear map Γ with the domain D(L) and the range in the
boundary space L such that
[Γu,Γv]L = Ψ(u, v), u, v ∈ D(L)
Let L′ with the inner product [·, ·]′ be a boundary space for −L∗ with the boundary operator
Γ′ mapping D(L∗) onto L′. A characteristic function of the operator L is an operator-valued
function θ defined on the set ρ(L∗) whose values θ(z) map L into L′ according to the equality
θ(z)Γu = Γ′(L∗ − zI)−1(L− zI)u, u ∈ D(L).
Since the right hand side of this formula is analytic with regard to z ∈ ρ(L∗), the function θ
is analytic on ρ(L∗).
Let us apply this construction to the operator L from Theorem 6.1 by the boundary
condition (Γ1 − iΓ0)u = 0. Notice that β0 = −iI and β1 = I, and therefore the map-
ping B = β0 + β1Λ = −iI + Λ is boundedly invertible as Λ = Λ∗. The operator functi-
on Q(z) = −(β0 + β1M(z))−1β1 has the form Q(z) = −(M(z)− iI)−1 and is bounded for
z ∈ C−. In accordance with Theorem 5.5 and Corollary 5.7 the inverse L−1 exists and
L−1 = A−10 +ΠQ(0)Π
∗ = A−10 −Π(Λ − iI)−1Π∗
(L− zI)−1 = (A0 − zI)−1 − (I − zA−10 )−1Π(M(z)− iI)−1Π∗(I − zA−10 )−1, z ∈ C−
Denote T = L−1 and compute Im (T ) = (T − T ∗)/2i. We have
T − T ∗ = L−1 − (L−1)∗ = −Π(Λ− iI)−1Π∗ +Π(Λ + iI)−1Π∗
= Π(Λ + iI)−1 [(Λ− iI)− (Λ + iI)] (Λ− iI)−1Π∗ = −2iΠ(Λ+ iI)−1(Λ − iI)−1Π∗
Therefore
Im (T ) =
T − T ∗
2i
= −Π(Λ + iI)−1(Λ− iI)−1Π∗
which shows that the operator T ∗ is dissipative:
Im (T ∗) = Π(Λ + iI)−1(Λ− iI)−1Π∗ ≥ 0
Now we can offer the proof of Theorem 6.1.
25
Proof. Suppose u, v ∈ D(L) and denote Lu = f , Lv = g. Then f = Tu, g = Tv where
T = L−1 and for the form Ψ(·; ·) we have
Ψ(u, v) =
1
2i
[(Lu, v)− (u, Lv)] = 1
2i
[(f, T g)− (Tf, g)] =
(
T ∗ − T
2i
f, g
)
= (Im (T ∗)f, g)
= ((Λ− iI)−1Π∗f, (Λ− iI)−1Π∗g) = ((Λ − iI)−1Π∗Lu, (Λ− iI)−1Π∗Lv)
Thus, the boundary space L for L can be chosen as a closure of R((Λ − iI)−1Π∗) with the
boundary operator Γ = (Λ − iI)−1Π∗L:
L = R((Λ − iI)−1Π∗L), Γ : u 7→ (Λ− iI)−1Π∗Lu, u ∈ D(L)
Note that the metric in L is positive definite, and L is in fact a Hilbert space. Analogous
computations for (−L∗) justify the following choice of boundary space L′ and boundary
operator Γ′
L
′ = R((Λ + iI)−1Π∗L∗), Γ′ : v 7→ (Λ + iI)−1Π∗L∗v, v ∈ D(L∗)
Here L′ is a Hilbert space.
In order to calculate the characteristic function Θ(z) of operator L corresponding to this
choice of boundary spaces and operators, set again u = Tf with f ∈ H so that f = Lu. For
z ∈ ρ(L∗) we have
Γ′(L∗ − zI)−1(L− zI)u = (Λ + iI)−1Π∗L∗(L∗ − zI)−1(L− zI)L−1f
= (Λ + iI)−1Π∗(I − zT ∗)−1(I − zT )f
= (Λ + iI)−1Π∗(I − zT ∗)−1(I − zT ∗ + z(T ∗ − T ))f
= (Λ + iI)−1Π∗
[
I + 2iz(I − zT ∗)−1(Im (T ∗))] f
= (Λ + iI)−1Π∗
[
I + 2iz(I − zT ∗)−1Π(Λ + iI)−1(Λ − iI)−1Π∗f]
=
[
(Λ − iI)(Λ + iI)−1 + 2iz(Λ + iI)−1Π∗(I − zT ∗)−1Π(Λ + iI)−1] (Λ− iI)−1Π∗f
Since (Λ − iI)−1Π∗f = (Λ − iI)−1Π∗Lu = Γu, this formula shows that the characteristic
function of L coincides with the expression in square brackets, that is, the function Θ(z)
from the Theorem statement.
For the verification of identity Θ = (M − iI)(M + iI)−1 let us write down the adjoint of
function Θ
[Θ(z¯)]
∗
= (Λ + iI)(Λ− iI)−1 − 2iz(Λ− iI)−1Π∗(I − zT )−1Π(Λ − iI)−1, z ∈ C−
Using equality Q(0) = −(Λ− iI)−1 and Corollary 5.7 we have for the second term
z(Λ− iI)−1Π∗(I − zT )−1Π(Λ− iI)−1
= zQ(0)Π∗(I − zL−1)−1ΠQ(0) = Q(z)−Q(0) = −(M(z)− iI)−1 + (Λ− iI)−1
Therefore
[Θ(z¯)]
∗
= (Λ + iI)(Λ − iI)−1 + 2i(M(z)− iI)−1 − 2i(Λ− iI)−1
= I + 2i(M(z)− iI)−1 = (M(z) + iI)(M(z)− iI)−1
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By passing to the adjoint operators and noticing that [M(z¯)]∗ = M(z), we obtain the
claimed identity.
The proof is complete.
Remark 6.2. The characteristic function of a linear operator is not determined uniquely.
Namely, consider two isometries τ : L → L˜ and τ ′ : L′ → L˜′ of the boundary spaces L, L′
of the operator L to another pair of spaces L˜, L˜′. It is easy to see that the characteristic
function of L corresponding to the pair L˜, L˜′ is the function θ˜(z) = τ ′θ(z)τ∗. In application
to the characteristic function Θ(z) above observe that the operator U = (Λ− iI)(Λ+ iI)−1
is an unitary in the space E. Therefore, both functions U∗Θ(z) and Θ(z)U∗, z ∈ C+
U∗Θ(z) = I + 2iz(Λ− iI)−1Π∗(I − zT ∗)−1Π(Λ + iI)−1
Θ(z)U∗ = I + 2iz(Λ + iI)−1Π∗(I − zT ∗)−1Π(Λ− iI)−1
are characteristic functions of L as well, although corresponding to other choices of boundary
spaces and operators.
Remark 6.3. A straightforward calculation yields the formula for the characteristic func-
tion ϑ(z) of dissipative operator T ∗ = (L∗)−1:
ϑ(ζ) = I + 2i(Λ + iI)−1Π∗(T − ζI)−1Π(Λ− iI)−1, ζ ∈ C+
Substitution ζ → z = 1/ζ gives
ϑ(1/z) = I − 2iz(Λ + iI)−1Π∗(I − zT )−1Π(Λ− iI)−1, z ∈ C−
Comparison with the expression for adjoint of [Θ(z¯)U∗] leads to the identity
ϑ(1/z) = U [Θ(z¯)]
∗
, z ∈ C−
where U = (Λ− iI)(Λ + iI)−1 is an unitary.
Remark 6.4. Dissipative operator T ∗ = (L−1)∗ = A−10 −Π(Λ+ iI)−1Π∗ may be employed
for the development of scattering theory of (in general, nonselfadjoint) operators Lκ defined
by boundary conditions (Γ1 + κΓ0)u = 0 with bounded κ : E → E. Assume Λ + κ is
boundedly invertible. Then the inverse Tκ = (L
κ)−1 exists and Tκ = A−10 −Π(Λ+κ)−1Π∗
by Corollary 5.7. The functional model construction for additive perturbations developed
in [67, 68] is fully applicable to A−10 , T
∗, Tκ, which makes the scattering theory for A−10
and Tκ readily available. Application of the invariance principle for the function t→ (1/t),
t ∈ R, t 6= 0 yields corresponding results for wave operators for the pairs (A0, Lκ), and
(Lκ, A0). We will not pursue these topics further and refer the interested reader to the
works [67, 68, 69, 74, 77] for details.
7 Singular Perturbations
The schema developed in preceding sections is essentially axiomatic. The only condition
imposed on the triple {A0,Π,Λ} is the validity of two Assumptions from Section 3, whereas
there is nothing specific requested of the “boundary”. Due to this fact, our approach is
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applicable in situations not readily covered by the traditional boundary problem technique.
For instance, it makes possible a construction of “boundary value problem” even when
no boundary is given a priori. Introduction of an artificial boundary is a ceratin form of
perturbation that is not “regular” in the traditional sense. Such “singular” perturbations
are typical in the open systems theory where they are identified with the open channels
connecting the system with its environment [57]. From this point of view the selfadjoint
operator A0 acting in the “inner space” H describes the “unperturbed system” coupled with
the ”external space“ E by means of the “channel” operator Π : E → H . The “coupling”
takes place at the “boundary”. More details on connections to the open systems theory can
be found in [78].
This Section offers an illustration of the theory developed in the paper by means of
an elementary example. We consider the physical model of a quantum particle in com-
bined potential of finite number of singular interactions modeled by Dirac’s δ-functions.
The Hamiltonian of free particle is the free Laplacian, and the point interactions define
“perturbations” of the unperturbed system (see [3, 4, 5, 52] and references therein). We
shall see that in the paper’s context the points where the interactions are situated form the
“boundary” of the “boundary value problem.”
Let H := L2(R3). Denote A0 the selfadjoint boundedly invertible operator I −∆ in H
with domain D(A0) := H2(R3). The fundamental solution to the equation ((I−∆)−zI)u =
0, z ∈ C \ [1,∞) is the square summable function Gz(x) = 14pi e
i
√
z−1|x|
|x| . Fix a finite set of
distinct points xj ∈ R3, j = 1, 2, . . . , n and introduce n functions Gj(x, z) := Gz(x − xj).
Formally, each Gj(x, z) is the solution to the partial differential equation ((I −∆)− zI)u =
δ(x − xj). Any function Gj(x, z) is infinitely differentiable in any domain that does not
contain xj . Because of the singularity at x → xj functions Gj(x, z) are not in D(A0).
However, for any z, ζ ∈ C\ [1,∞) the difference Gj(x, z)−Gj(x, ζ) is infinitely smooth in R3,
and therefore lies in D(A0). In the following we will use the abridged notation Gj for Gj(x, 0).
Notice that Gj are linearly independent as elements of H = L2(R3).
Choose the space E to be the n-dimensional Euclidian E = Cn with the orthonormal
basis {ej}n1 and define the operator Π : E → H on {ej}n1 by Π : ej 7→ Gj . It follows that
for Π : a 7→ ∑ ajGj where a = ∑ ajej is an element of E. Since R(Π) ∩ D(A0) = {0}
and the inverse to Π is the mapping
∑
ajGj 7→ {aj}nj=1, Assumption 1 holds. Therefore we
can introduce the operator A on domain D(A) := D(A0)+˙H, where H := R(Π) =
∨Gj .
According to the Section 3, A : A−10 f +
∑
ajGj 7→ f , f ∈ H . The equality Ker(A) = H can
be understood literally, because (I −∆)Gj = δ(x− xj) and the right hand side is supported
on the set of zero Lebesgue measure in R3. Further, the boundary operator Γ0 defined
on D(Γ0) = D(A) acts according to the rule Γ0 : f0 +
∑
ajGj 7→ {aj}n1 , where f0 ∈ D(A0)
and {aj}n1 ∈ E. Due to identity Γ0Gj = ej we have Ker(Γ0) = D(A0). Thus the requirements
Γ0Π = IE and ΠΓ0Gj = Gj are met.
The operator Sz maps a ∈ E into a unique solution uz of the equation (A − zI)u = 0
satisfying condition Γ0u = a. It is not difficult to see that Sz has the form
Sz : {aj}n1 7→ uz =
∑
j
ajGj(x, z), z ∈ C±
Indeed, the fact Gj(x, z) ∈ Ker(A− zI) was discussed above, and the boundary condition is
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verified by direct computations. For a =
∑
j ajej we have
Γ0Sza =
∑
j
ajΓ0Gj(x, z) =
∑
j
ajΓ0Gj +
∑
j
ajΓ0 (Gj(x, z)− Gj) =
∑
j
ajej = a
because Γ0Gj = I and the difference Gj(x, z)− Gj belongs to D(A0), therefore to Ker(Γ0).
Now we need to calculate the adjoint Π∗ : H → E and choose the operator Λ in the
representation Γ1 = Π
∗A + ΛΓ0 appropriately. Suppose a =
∑
ajej and f ∈ H . Then
(Πa, f) =
∑
aj(Gj , f) = 〈a,
∑
(f,Gj)ej〉, hence Π∗ : f 7→
∑
(f,Gj)ej . If f = A0f0, with
some f0 ∈ D(A0), we obtain Π∗Af0 = Π∗A0f0 =
∑
(A0f0,Gj)ej. Summands here are easy
to compute. Taking into consideration properties of fundamental solutions Gj we readily
obtain (A0f0,Gj) = f0(xj), so that Γ1|D(A0) = Π∗A0 : f0 7→
∑
f0(xj)ej for f0 ∈ D(A0).
The operator Λ describing Γ1 restricted to the set R(Π) can be defined arbitrarily as
long as it is selfadjoint. For example, it could be chosen to be the identity Λ = IE or the
null operator Λ : a 7→ 0, a ∈ E. However, it is convenient to make the action of Γ1 on
R(Π) consistent with its action on D(A0). Since Γ1|D(A0) evaluates functions f0 ∈ D(A0)
at the points {xj}n1 and then builds a corresponding vector {f0(xj)}n1 in E = Cn, we would
like Γ1|R(Π) to act similarly. Functions Gj(x) are easily evaluated at xs for s 6= j, but Gj
is not defined at x = xj ; thus is not possible to define Γ1 on R(Π) =
∨Gj to be the
evaluation operator. To circumvent this problem recall that in the neighborhood of xj the
function Gz(x− xj) has the following asymptotic expansion
Gz(x− xj) = 1
4π
ei
√
z−1|x−xj|
|x− xj | ∼
1
4π
(
1
|x− xj | + i
√
z − 1 +O(|x − xj |)
)
We shall define the action Γ1 on the vector Gz(x− xj) to be
Γ1 : Gz(x− xj) 7→ i
√
z − 1
4π
ej +
∑
s6=j
Gz(xj − xs)es
where i
√
z−1
4pi is the coefficient in the asymptotic expansion above corresponding to |x− xj |
to the power 0. In particular, for z = 0
Γ1 : Gj 7→ − 1
4π
ej +
∑
s6=j
Gj
∣∣
x=xs
es
where Gj
∣∣
x=xs
= Gj(xs, 0) = G0(xj − xs), s 6= j. Thus for a = {aj}n1 ∈ E
Γ1 : Πa =
∑
j
ajGj 7→
{
− aj 1
4π
+
∑
s6=j
asGs
∣∣
x=xj
}n
j=1
The next step is the calculation of M-operator ofA. Quite analogously to the computation
of Γ1Π above we have for a = {aj}n1 =
∑
j ajej ∈ E
Γ1 :
∑
j
ajGj(x, z) 7→
{
aj
i
√
z − 1
4π
+
∑
s6=j
as Gs(xj , z)
}n
j=1
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Since Sza =
∑
j ajGj(x, z), this formula yields for M(z)a = Γ1Sza
M(z)a = Γ1
(∑
j
ajGj(x, z)
)
=
1
4π
{
iaj
√
z − 1 +
∑
s6=j
as
ei
√
z−1|xj−xs|
|xj − xs|
}n
j=1
Therefore the operator-function M(z) is the n× n-matrix function with elements
Mjs(z) =
1
4π

i
√
z − 1 , j = s
ei
√
z−1 |xj−xs|
|xj − xs| , j 6= s
By the change of variable z 7→ z + 1 the matrix M(z + 1) can be interpreted as the
M-operator of the Laplacian −∆ = A − I in L2(R3) perturbed by a set of point inter-
actions {δ(x − xj)}n1 . Let us elaborate more on this statement by a short discussion of
extensions of symmetric operator A00 defined as −∆+ I on the domain
D(A00) = {u ∈ D(A0) | Γ1u = 0} = {u ∈ H2(R3) | u(xs) = 0, s = 1, 2, . . . n}
Suppose the operator Aβ is defined as a restriction of A to the domain D(Aβ) = {u ∈
D(A) | (β0Γ0 + β1Γ1)u = 0} where β0, β1 are arbitrary n× n-matrices. The resolvent of Aβ
is described in Theorem 5.5. In particular, assuming that β0 + β1Λ where Λ = M(0) is
boundedly invertible, the inverse of Aβ is given by Corollary 5.7. Namely,
(Aβ)−1 = A−10 −Π(β0 + β1Λ)−1β1Π∗ (7.1)
Consider sesquilinear forms of both sides of this identity on a pair of vectors f, g ∈ H .
Since R(A0) = H , vectors f and g can be represented as f = A0u, g = A0v with some
u, v ∈ D(A0). Then the form on the right is
(A−10 f, g)− (Π(β0 + β1Λ)−1β1Π∗f, g) = (A0u, v)− ((β0 + β1Λ)−1β1Γ1u,Γ1v)
due to equalities Π∗f = Γ1A−10 A0u = Γ1u and Π
∗g = Γ1v. Notice that vectors Γ1u and Γ1v
are known explicitly, namely Γ1u = {u(xj)}n1 and Γ1v = {v(xj)}n1 .
In order to clarify meaning of the form ((Aβ)−1f, g) of the operator on the left hand side
of (7.1) we need to recall some basic concepts from the theory of scales of Hilbert spaces [12].
Introduce the rigging H+ ⊂ H ⊂ H− of H constructed by the positive boundedly invertible
operator A0 = −∆ + I. The positive space H+ consists of elements from D(A0) and
is equipped with the norm ‖u‖+ = ‖A0u‖H , u ∈ D(A0). It follows that A0 acts as an
isometry from H+ onto H . The dual space H− is identified with the Hilbert space of all
antilinear functionals over elements from H+ with respect to the inner product in H . In
the usual way, the product (f, g)H of two vectors f, g ∈ H is naturally extended to the
duality relation between f ∈ H− and g ∈ H+. This construction allows one to consider a
continuation A+0 of A0 from the domain D(A0) to the whole of H . The map A+0 is defined
on H by the formula (A+0 f, v) = (f,A0v), f ∈ H , v ∈ H+ and its range coincides with H−.
The sesquilinear form of (Aβ)−1 on the left hand side of (7.1) calculated on the pair A0u,A0v
now can be written as
((Aβ)−1A0u,A0v) = (A+0 (A
β)−1A0u, v), u, v ∈ H+
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Thus the operator A β := A+0 (A
β)−1A0 acts from H+ into H− and its sesquilinear form is
(A βu, v) = (u, v) + (−∆u, v) +
∑
j,k
αjku(xk)v(xj), u, v ∈ H2(R3) (7.2)
where αjk are the matrix elements of the operator −(β0 + β1Λ)−1β1 in the basis {ej}n1 .
Formula (7.2) relates ideas of this section to the conventional theory of point interactions.
It is easily seen that the mapping Lβ = A+0 (A
β)−1A0 is formally represented as −∆+ I +
α(· , ~δ)~δ where ~δ = {δ(x − xj)}n1 and α is the matrix α = ‖αjk‖. Non-diagonal elements
of α describe pairwise interactions between points {xj} themselves (the so called “non-local
model” [6, 53]), whereas the standard case of n mutually independent point interactions is
recovered from (7.2) when the matrix α is diagonal. Under assumption β0β
∗
1 = β1β
∗
0 the
operator Aβ is selfadjoint according to Corollary 5.8. Finally, Theorem 5.10 reduces the
question of point spectrum of Aβ to the study of det(β0 + β1M(z)), where M(z) is the
M-operator discussed above. The point spectrum in the case β1 = I and the matrix β0 is
diagonal was investigated in the work [87].
Notice in conclusion that considerations of this Section suggest a consistent way to con-
struct singular perturbations of differential operators by “potentials” concentrated on sets of
Lebesgue measure zero in Rn. One example is given in [78] where the Schro¨dinger operator in
L2(R3) is perturbed by a potential concentrated on a smooth closed surface Γ. The study [78]
is based on well known properties of surface potentials, which makes possible building the
triplet {A0,Π,Λ} satisfying Assumptions of the present paper. The M-operator M(z) ob-
tained in [78] is the operator of a single layer potential defined on the surface Γ. When the
surface Γ is the unit sphere in R3,M(z) coincides with the Weyl-Titchmarsh function of the
three-dimensional Schro¨dinger operator constructed in [9] by a multidimensional analogue
of the classical nesting procedure of the Sturm-Liouville theory [91].
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