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Abstract
In this paper, we establish second order optimality conditions for the problem of minimizing a
function f on the solution set of an inclusion 0 ∈ F(x), where f and the support function of set
valued map F have compact second order approximations at x¯.
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1. Introduction
For many optimization problems, notably in mathematical programming, the character-
ization of optimal solutions with help of second order conditions was always of a great
interest in order to refine first order optimality conditions. The need of second order infor-
mations also appears in numerical algorithms. In the most of studies, actually classic, the
assumption of second order differentiability was always present although one often meets
in optimization some first order nondifferentiable problems. Almost all papers proceeding
with non-C2-optimization problems were essentially devoted to generalize the classical
second order directional derivative in order to work by this way with some classes of non-
differentiable functions, see, for example, [3–5,9,10].
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(P): minimize f (x) subject to 0 ∈ F(x),
where f is a function defined on a Banach spaces X, and F a set valued mapping from X
into another Banach space Y.
Problem (P) is general and inclusive of the following problems:
(P1): minimize f (x) subject to g(x) ∈D,
(P2): minimize f (x) subject to x ∈ C and g(x) ∈D,
which were previously the object of separate research works.
Both authors [8] and [7] have formulated their problems with C1,1 data. In [8], Hiriart-
Urruty et al. introduced for C1,1 function defined on finite dimensional spaces the concept
of generalized Hessian and they established, in terms of this concept, primal second order
necessary optimality conditions for finite dimensional optimization problems (P2) with
C1,1 data. In [7], Dien and Sach used the C1,1 concept for the objective and the support
functions of F to solve (P) in the finite dimensional case.
Another approach is due to Allali and Amahroq. They have studied problems (P1) and
(P2) for a more general class of functions containing the class of C1,1 functions. They used
the notion of second order approximation.
Our aim in this paper is to unify all these works. We focus our attention on second order
optimality conditions for the problem (P), with f and the support function of F admit
second order approximations.
The rest of the paper is written as follows. Section 2 contains basic definitions and
preliminary results. Sections 3 and 4 are devoted to the optimality conditions. Section 5
discusses an application to a mathematical programming problem.
2. Preliminaries
Let X and Y be two Banach spaces. We denote by L(X,Y ) the set of all continuous
linear mappings between Banach spaces X and Y , B(X,X;Y ) the set of all continuous
bilinear mappings from X × X into Y , and BY the closed unit ball of Y centered at the
origin.
Throughout this paper, X∗ and Y ∗ will denote the continuous duals of X and Y , re-
spectively, and we write 〈·, ·〉 for the canonical bilinear forms with respect to the dualities
〈X∗,X〉 and 〈Y ∗, Y 〉.
Definition 2.1 [1]. Let f be a mapping from X into Y , x¯ ∈ X, and Af (x¯) ⊂ L(X,Y ).
Af (x¯) is said to be a first order approximation of f at x¯ if there exist δ > 0 and a function
r :X→R satisfying limx →x¯ r(x)= 0 such that
f (x)− f (x¯) ∈Af (x¯)(x − x¯)+ ‖x − x¯‖r(x)BY
for all x ∈ x¯ + δBX.
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there exists δ > 0 such that
f (x)− f (x¯) ∈Af (x¯)(x − x¯)+ ε‖x − x¯‖BY
for all x ∈ x¯ + δBX.
Note that Af (x¯) is a singleton if and only if f is Fréchet differentiable at x¯.
In the following proposition another example of first order approximation for locally
Lipschitz functions is given.
Proposition 2.1 [1]. Let f :Rp → R be locally Lipschitz function at x¯. Then the Clarke
subdifferential of f at x¯,
∂f (x¯) := co{lim∇f (xn); xn ∈ dom∇f and xn→ x¯},
is a first order approximation of f at x¯.
Definition 2.2 [1]. f :X→ Y admits a second order approximation at x¯ if there exist two
sets Af (x¯)⊂ L(X,Y ) and Bf (x¯)⊂ B(X,X;Y ) such that
(i) Af (x¯) is a first order approximation of f at x¯;
(ii) For all ε > 0, there exists δ > 0 such that
f (x)− f (x¯) ∈Af (x¯)(x − x¯)+Bf (x¯)(x − x¯)(x − x¯)+ ε‖x − x¯‖2BY
for all x ∈ x¯ + δBX .
In this case the pair (Af (x¯),Bf (x¯)) will be called a second order approximation of
f at x¯. It will be called a compact second order approximation if Af (x¯) and Bf (x¯) are
compact.
It is obvious to see that f + g has (Af (x¯)+ Ag(x¯),Bf (x¯)+ Bg(x¯)) as a second or-
der approximation at x¯ whenever (Af (x¯),Bf (x¯)) and (Ag(x¯),Bg(x¯)) are second order
approximations of f and g at x¯ .
Every C2 mapping f at x¯ admits (Df (x¯),D2f (x¯)) as second order approximation,
where Df (x¯) and D2f (x¯), are, respectively, the first and second order Fréchet derivatives
of f at x¯ .
Recall that a mapping f :X→ Y is said to be C1,1 at x¯ if it is Fréchet differentiable in
a neighborhood of x¯ and if its Fréchet derivative Df (·) is Lipschitz at x¯.
The generalized Hessian of a C1,1 map f :Rn →Rp is the compact set
∂2f (x¯) := co{limD2f (xn); xn ∈ domD2f and xn → x¯},
where domD2f is the effective domain of D2f (·).
Proposition 2.2 [1]. Let f :Rp → R be a C1,1 function at x¯. Then, f admits (Df (x¯),
∂2f (x¯)/2) as a second order approximation at x¯.
As it has been mentioned in the Introduction, we are concerned with the optimization
problem
(P): minimize f (x) subject to 0 ∈ F(x),
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convex values in Y.
Let C be the set of all x ∈X satisfying 0 ∈ F(x).
For every y∗ ∈ Y ∗, the support function of F at x is defined as follows:
CF (y
∗, x) := inf
y∈F(x)〈y
∗, y〉.
We suppose that the barrier cone of F
Y ∗F :=
{
y∗ ∈ Y ∗: inf
y∈F(x)〈y
∗, y〉>−∞
}
is closed and does not depend on x . This is the case, for example, when F is locally
Lipschitz.
Moreover, for all x ∈X,
d
(
0,F (x)
)= max
y∗∈Y ∗F∩B∗
CF (y
∗, x)
(see [6]).
Assume throughout that f admits (Af (x¯),Bf (x¯)) as a compact second order approxi-
mation at x¯ and for all y∗ ∈ Y ∗F , CF (y∗, ·) admits (ACF (y∗,·)(x¯),BCF (y∗,·)(x¯)) as a compact
second order approximation at x¯.
Definition 2.3. Problem (P) is said to be regular at a feasible point x¯ if the system{
CF (y
∗, x¯)= 0,
0 ∈ACF (y∗,·)(x¯),
admits a unique solution y∗ = 0.
Let S be an arbitrary nonempty subset of X. The notion of first order and second order
contingent sets to S at a point x¯ ∈ S will be used frequently in this paper.
The contingent cone to S at x¯ is
K(S, x¯) := {v ∈X: ∃(tn)↘ 0, ∃vn → v: x¯ + tnvn ∈ S, ∀n}.
The second order contingent set to S at x¯ in the direction d ∈X is
K2(S, x¯, d) := {w ∈X: ∃tn ↘ 0, ∃wn→w: x¯ + tnd + t2nwn ∈ S, ∀n}.
Let us set K1(S, x¯) := {d ∈K(S, x¯): ‖d‖ = 1}.
Note that v ∈K1(S, x¯) if and only if there exists a sequence xn ∈ S/ {x¯} such that{
limn→∞ xn = x¯,
limn→∞[‖xn − x¯‖−1(xn − x¯)] = v.
Let Z∗ be the set of all y∗ ∈ Y ∗F verifying{
0 ∈Af (x¯)+ACF (y∗,·)(x¯),
CF (y
∗, x¯)= 0. (2.1)
It is shown in [2] that Z∗ is a nonempty subset of Y ∗ whenever (P) is regular at x¯.
78 T. Amahroq, N. Gadhi / J. Math. Anal. Appl. 285 (2003) 74–85When f and CF (y∗, ·) are Fréchet differentiable at x¯, Z∗ will be the set off all y∗ ∈ Y ∗F
such that{
0 =Df (x¯)+DCF (y∗, ·)(x¯),
CF (y
∗, x¯)= 0,
where Df (x¯) and DCF (y∗, ·)(x¯) are, respectively, the Fréchet derivatives of f and
CF (y
∗, ·) at x¯ . This set is known in the literature as the set of Karush–Kuhn–Tucker mul-
tipliers.
Let
J (x¯) := {y∗ ∈ Y ∗F : CF (y∗, x¯)= 0}
and
DF(x¯) := {d ∈X: ∀y∗ ∈ J (x¯), ∃A ∈ACF (y∗,·)(x¯); 〈A,d〉 0}.
The next proposition has been proved in [7] in the differentiable case. Here, for the conve-
nience of the reader, we prove it in the nondifferential case.
Proposition 2.3. K(C, x¯)⊂DF(x¯).
Proof. Let ε > 0, v ∈K(C, x¯), and y∗ ∈ J (x¯). There exist hn → 0 and un → v such that
xn := x¯ + hnun ∈ C.
For n large enough, there exist An ∈ACF (y∗,·)(x¯) and bn ∈ [−1,1] such that
CF (y
∗, xn)−CF (y∗, x¯)= 〈An,xn − x¯〉 + ε‖xn − x¯‖bn.
Hence −ε‖un‖ h−1n [CF (y∗, xn)−CF (y∗, x¯)] − 〈An,un〉 ε‖un‖.
Letting n→∞, by compactness we get A ∈ACF (y∗,·)(x¯) such that
−ε‖v‖ lim
n→∞ h
−1
n
[
CF (y
∗, xn)−CF (y∗, x¯)
]− 〈A,v〉 ε‖v‖.
Letting ε→ 0, we get
〈A,v〉 = lim
n→∞h
−1
n
[
CF (y
∗, xn)−CF (y∗, x¯)
]
.
But, y∗ ∈ J (x¯) and xn ∈ C. Consequently, CF (y∗, x¯) = 0, CF (y∗, xn)  0, and hence
〈A,v〉 0. ✷
3. Second order necessary condition
For y∗ ∈ Y ∗F , we consider the set
Cy∗ :=
{
x ∈ C: CF (y∗, x)= 0
}
and the function
L(y∗, ·) := f (·)+CF (y∗, ·).
In the following theorem, we give second order necessary condition where f and the sup-
port function of F are (first order) Fréchet differentiable at x¯.
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respectively, (Df (x¯),Bf (x¯)) and (DCF (y∗, ·)(x¯),BCF (y∗,·)(x¯)) as second order approxi-
mations at x¯ and that Bf (x¯), BCF (y∗,·)(x¯) are compact. Then, for all d ∈K(Cy∗, x¯) there
exist Bf ∈ Bf (x¯) and B˜ ∈BCF (y∗,·)(x¯) such that
〈Bf d,d〉 + 〈B˜d, d〉 0.
Proof. Let d ∈K(Cy∗, x¯). There exists (tn, dn)→ (0+, d) such that
x¯ + tndn ∈Cy∗ for all n.
The function L(y∗, ·) := f (·)+CF (y∗, ·) admits(
Df (x¯)+DCF (y∗, ·)(x¯),Bf (x¯)+BCF (y∗,·)(x¯)
)
as a second order approximation at x¯ .
Let ε > 0. Using Definition 2.2, one gets for n large enough Bn ∈ BL(y∗,·)(x¯) and bn ∈
[−1,1] such that
L(y∗, x¯ + tndn)−L(y∗, x¯)
= tn
〈
Df (x¯)+DCF (y∗, ·)(x¯), dn
〉+ t2n〈Bndn, dn〉 + εt2n‖dn‖2bn
= f (x¯ + tndn)− f (x¯)+CF (y∗, x¯ + tndn)−CF (y∗, x¯) 0.
Since 〈Df (x¯)+DCF (y∗, ·)(x¯), dn〉 = 0, we obtain
〈Bndn, dn〉 + ε‖dn‖2bn  0.
By compactness of Bf (x¯) and BCF (y∗,·)(x¯), extracting a subsequence if necessary, one
may assume that there exist Bf ∈ Bf (x¯) and B˜ ∈ BCF (y∗,·)(x¯) such that Bn converges to
Bf + B˜; and hence 〈Bf d,d〉 + 〈B˜d, d〉 0. ✷
In order to give necessary second order conditions for nondifferentiable data, we shall
reinforce slightly the first optimality condition (2.1). For this aim, we take y∗ ∈ Y ∗F such
that CF (y∗, x¯)= 0 (see (2.1)) and consider the nonempty set
NL(y∗,·)(x¯) :=
{
d ∈X: 〈A,d〉 = 0, ∀A ∈Af (x¯)+ACF (y∗,·)(x¯)
}
.
Theorem 3.2. Let x¯ be a solution of (P). Assume that f , respectively, CF (y∗, ·), ad-
mits compact second order approximation (Af (x¯),Bf (x¯)), respectively, (ACF (y∗,·)(x¯),
BCF (y∗,·)(x¯)), at x¯. Then,
(i) For all d ∈K(Cy∗, x¯), there exists A ∈AL(y∗,·)(x¯) such that 〈A,d〉 0;
(ii) For all d ∈ NL(y∗,·)(x¯), w ∈ K2(Cy∗, x¯, d), there exist A ∈ AL(y∗,·)(x¯), B ∈ Bf (x¯),
and B˜ ∈BCF (y∗,·)(x¯) such that
〈A,w〉 + 〈Bd,d〉 + 〈B˜d, d〉 0.
Proof. (ii) Let d ∈ NL(y∗,·)(x¯) and w ∈ K2(Cy∗, x¯, d). There exists (tn,wn)→ (0+,w)
such that x¯+ tnd+ t2nwn ∈Cy∗ . For n large enough, f (x¯+ tnd+ t2nwn)−f (x¯)= L(y∗, x¯+
tnd + t2nwn)−L(y∗, x¯) 0.
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bn ∈ [−1,1] such that〈
An, tnd + t2nwn
〉+ 〈Bn(tnd + t2nwn), tnd + t2nwn〉+ ε∥∥tnd + t2nwn∥∥2bn  0.
That is
tn〈An,d〉 + t2n〈An,wn〉 + t2n
〈
Bn(d + tnwn), d + tnwn
〉+ t2nε‖d + tnwn‖2bn  0.
Since d ∈NL(y∗,·)(x¯), one has 〈An,d〉 = 0. Then,
〈An,wn〉 + 〈Bnd,d〉 + tn〈Bnd,wn〉 + tn〈Bnwn,d〉
+ t2n〈Bnwn,wn〉 + ε‖d + tnwn‖2bn  0.
By compactness, extracting a subsequence if necessary, on may assume that there exist
A ∈AL(y∗,·)(x¯), B ∈ BL(y∗,·)(x¯), and b ∈ [−1,1] such that
〈A,w〉 + 〈Bd,d〉 + ε‖d‖2b  0.
Letting ε→ 0, we get 〈A,w〉 + 〈Bd,d〉 0.
Now, taking d = 0 in (ii), one gets (i). ✷
Consider the following unconstrained minimization problem:
(P0): minimize f (x) subject to x ∈ U,
where U is an open subset of X and f is a function defined from X into R∪ {+∞}.
Corollary 3.3 [1]. Let x¯ be a solution of (P0). Assume that f admits compact second order
approximation (Af (x¯),Bf (x¯)) at x¯. Then,
(i) 0 ∈ cl∗co(Af (x¯)), where cl∗co denotes the weak star closed convex hull;
(ii) For all d ∈ Nf (x¯) := {d ∈ X: 〈A,d〉 = 0, ∀A ∈ Af (x¯)}, there exist B ∈ BL(y∗,·)(x¯)
such that 〈Bd,d〉 0.
Proof. Let
F(x) :=
{
0 if x ∈ U,
∅ otherwise.
NL(y∗,·)(x¯)=Nf (x¯), Cy∗ =U, K(Cy∗, x¯)=X, and K2(Cy∗, x¯, d)=X.
(i) Using Theorem 3.2, there exists A ∈Af (x¯) such that 〈A,d〉 0. Then,
sup
x∗∈Af (x¯)
〈x∗, d〉 0
and hence 0 ∈ cl∗co(Af (x¯)).
(ii) It is enough to take w = 0 in Theorem 3.2. ✷
Now, we consider the following implicit constrained problem:
(P1): minimize f (x) subject to g(x) ∈D,
where f :X→ IR ∪ {+∞}, g :X→ Y , and D is a closed convex cone of Y.
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Let M(x¯) be the set of all y∗ ∈N(D, y¯) (the normal cone in the convex analysis sense)
such that
Df (x¯)+ y∗ ◦Dg(x¯)= 0
and
G(y∗)= {x ∈X: g(x) ∈D and 〈y∗, g(x)− g(x¯)〉 0}.
Corollary 3.4 [1]. Let x¯ be a solution of (P1). Suppose that f and g admit, respec-
tively, (Df (x¯),Bf (x¯)) and (Dg(x¯),Bg(x¯)) as second order approximations at x¯; and
that Bf (x¯), Bg(x¯) are compact. Then, for all y∗ ∈M(x¯) and d ∈K(G(y∗), x¯) there exist
Bf ∈ Bf (x¯) and Bg ∈ Bg(x¯) such that
〈Bf d,d〉 + 〈Bgd, d〉 0.
Proof. Let F(x) := g(x)−D. Observe that Z∗ and Cy∗ reduce, respectively, to M(x¯) and
G(y∗). The corollary then follows from applying Theorem 3.1. ✷
For the following corollary, we suppose that the dimensions of X and Y are finite.
Corollary 3.5 [7]. If f and CF (y∗, ·) are C1,1 at x¯. Then for all y∗ ∈ Y ∗F satisfying{
Df (x¯)+DCF (y∗, ·)(x¯)= 0,
CF (y
∗, x¯)= 0,
and d ∈ K(Cy∗, x¯) there exists B ∈ ∂2L(y∗, ·)(x¯) such that 〈Bd,d〉 0.
To end this section, consider the optimization problem
(P2): minimize f (x) subject to x ∈ S and g(x) ∈D,
where f :X → IR admits a second order approximation (Af (x¯),Bf (x¯)) at a point x¯ ∈
C := S ∩ g−1(D), g :X → Y is a mapping and S,D are closed, convex subsets of X
and Y , respectively.
Corollary 3.6 [1]. Let x¯ be a local solution of (P2). Assume that f admits a compact
second order approximation at x¯ . Then,
(i) For all d ∈K(C, x¯), there exists A ∈Af (x¯) such that 〈A,d〉 0;
(ii) Let d ∈Nf (x¯). For all ω ∈K2(C, x¯, d), there exists A ∈ Af (x¯) and B ∈ Bf (x¯) such
that
〈A,ω〉 + 〈Bd,d〉 0.
Proof. The proof is a consequence of Theorem 3.2 by considering
F(x) :=
{
0 if x ∈ C,
∅ otherwise. ✷
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In all the sequel, we suppose that the dimension of X is finite.
We can see that necessary conditions given above are insufficient for the optimality of x¯.
In this section we have to use a stronger condition.
Let y∗ ∈Z∗. It is assumed throughout that
• f and CF (y∗, ·) are continuously differentiable at x¯;
• f and CF (y∗, ·) admit (Df (x¯),Bf (x¯)) and (DCF (y∗, ·)(x¯),BCF (y∗,·)(x¯)) as second
order approximations at x¯ ∈C.
Theorem 4.1. Suppose that there exists a vector y∗ ∈Z∗ such that for all d ∈K1(C, x¯)\{0}
and B ∈ BL(y∗,·)(x¯) one has 〈Bd,d〉> 0. Then, x¯ is a strict local solution to problem (P).
Proof. Assume that f does not attain a strict local minimum on C at x¯. There exists a
sequence xn ∈ C\ {x¯} such that{
limxn = x¯,
f (xn) f (x¯) for all n.
Since xn ∈ C, we have CF (y∗, xn) 0. This implies L(y∗, xn) L(y∗, x¯).
There exist Bn ∈ BL(y∗,·)(x¯) and bn ∈B such that〈
Bn(xn − x¯), (xn − x¯)
〉+ ε‖xn − x¯‖2bn  0,
we then have〈
Bn
(
xn − x¯
‖xn − x¯‖
)
,
xn − x¯
‖xn − x¯‖
〉
+ εbn  0.
By compactness, extracting a subsequence if necessary, one may assume that there exist
B ∈ BL(y∗,·)(x¯), d ∈K1(C, x¯)\{0}, and b ∈B verifying 〈Bd,d〉 + εb  0.
Letting ε→ 0, one has 〈Bd,d〉 0; which is a contradiction. ✷
Remark 4.2. We have K1(C, x¯) ⊂ DF(x¯). So in Theorem 4.1, instead of K1(C, x¯) we
can take DF(x¯).
Let D0y∗(x¯) := {d ∈K1(C, x¯): 〈DCF (y∗, ·)(x¯), d〉 = 0}.
Theorem 4.3. Suppose that there exists a vector y∗ ∈ Z∗ such that for all d ∈D0y∗(x¯)\{0}
and B ∈BL(y∗,·)(x¯),
〈Bd,d〉> 0.
Then, x¯ is a strict local solution to problem (P).
Proof. Assume that f does not attain a strict local minimum on C at x¯. There exists a
sequence xn ∈ C\{x¯} such that{
lim xn = x¯,
f (x ) f (x¯) for all n.n
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Df (x¯), xn − x¯
〉+ ε‖xn − x¯‖bn  0.
That is〈
Df (x¯),
xn − x¯
‖xn − x¯‖
〉
+ εbn  0.
By compactness, extracting a subsequence if necessary, we may assume that there exist
d0 ∈K1(C, x¯) and b ∈ [−1,1] such that
xn − x¯
‖xn − x¯‖ → d0
and 〈
Df (x¯), d0
〉+ εb 0.
Letting ε→ 0 we get 〈Df (x¯), d0〉 0.
Since y∗ ∈ Z∗ and K1(C, x¯) ⊂ DF(x¯) we deduce that d0 ∈ D0y∗(x¯). Now, let us
prove that there exists B0 ∈ BL(y∗,·)(x¯) verifying 〈Bd,d〉  0. Since xn ∈ C\{x¯} we
have that CF (y∗, xn)  0; then L(y∗, xn)  L(y∗, x¯). For n large enough, there exist
Bn ∈ BL(y∗,·)(x¯) and bn ∈ [−1,1] such that〈
Bn(xn − x¯), xn − x¯
〉+ ε‖xn − x¯‖2bn  0.
That is〈
Bn
(
xn − x¯
‖xn − x¯‖
)
,
xn − x¯
‖xn − x¯‖
〉
+ εbn  0.
By compactness, extracting a subsequence if necessary, we may assume that there exist
B0 ∈ BL(y∗,·)(x¯) and b0 ∈ [−1,1] such that 〈B0d0, d0〉 + εb0  0.
Letting ε→ 0, we get 〈B0d0, d0〉 0. ✷
Note that, when x¯ is regular, K(Cy∗, x¯)=DF(x¯) (see [7]).
Corollary 4.4 [7]. Suppose that f and CF (y∗, ·) are C1,1 at x¯, and that there exists a vec-
tor y∗ ∈ Z∗ such that for all d ∈D0y∗(x¯)\{0} and B ∈ ∂2XL(y∗, ·)(x¯) one has 〈Bd,d〉> 0.
Then, x¯ is a strict local solution to problem (P).
5. Application
In this section we are concerned with the mathematical programming problem
(P ∗): minimize f (x) subject to
{
gi(x) 0, i = 1,2, . . . ,m,
hj (x)= 0, j = 1,2, . . . , k,
where f, gi , and hj are continuously differentiable at x¯.
Let C be the set of all points x ∈X satisfying
C := {x: gi(x) 0, hj (x)= 0 for all i, j}.
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Df (x¯),Bf (x¯)
)
,
(
Dgi(x¯),Bgi (x¯)
)
, and
(
Dhj (x¯),Bhj (x¯)
)
as second order approximations at x¯ ∈C.
Setting g(x)= (g1(x), g2(x), . . . , gm(x)) and h(x)= (h1(x), h2(x), . . . , hk(x)), prob-
lem (P∗) is reduced to problem (P), where the map F :X⇒ Y =Rm ×Rk is defined by
F(x) := (g(x),h(x))+Rm+ × 0Rk ,
where Rm+ is the nonnegative orthant of Rm.
Obviously in that case Y ∗F =Rm+ ×Rk and for any y∗ = (λ, µ) ∈ Y ∗F we have
CF (y
∗, x)= 〈λ,g(x)〉+ 〈µ,h(x)〉.
Take x¯ ∈C and y∗ = (λ,µ)= (λ1, λ2, . . . , λm,µ) ∈R+ × · · · ×R+ ×Rk .
Setting I = {1,2, . . . ,m} and q(x¯)= {i ∈ I : gi(x¯)= 0} we get
D0y∗(x¯)=Dλ =
{
d: such that
〈
Dgi(x¯), d
〉
 0, ∀i ∈ q(x¯)\p(λ),〈
Dgi(x¯), d
〉= 0, ∀i ∈ p(λ),〈
Dhj (x¯), d
〉= 0, j = 1,2, . . . , k},
where p(λ)= {i ∈ I : λi > 0}.
It can be verified that CF (y∗, x¯)= 0 if and only if λigi(x¯)= 0 for all i ∈ I.
Putting L(y∗, x)= f (x)+CF (y∗, x), we deduce from Theorem 3.1 the following sec-
ond order necessary condition for problem (P∗).
Theorem 5.1. Let x¯ be a solution of (P∗). Then for all λ = (λ1, λ2, . . . , λm) ∈ Rm+, µ =
(µ1,µ2, . . . ,µm) ∈Rk , and d ∈Dλ such that{
Df (x¯)+∑mi=1 λiDgi(x¯)+∑kj=1 µjDhj (x¯)= 0,
λigi(x¯)= 0, i = 1,2, . . . ,m,
there exist B ∈BL(y∗,·)(x¯) such that 〈Bd,d〉 0.
Applying Theorem 4.3, we get the following second order sufficient condition for prob-
lem (P∗).
Theorem 5.2. x¯ ∈ C is a strict local solution to problem (P∗) if there exists a vector λ=
(λ1, λ2, . . . , λm) ∈Rm+ and µ= (µ1,µ2, . . . ,µm) ∈Rk such that{
Df (x¯)+∑mi=1 λiDgi(x¯)+∑kj=1 µjDhj (x¯)= 0,
λigi(x¯)= 0, i = 1,2, . . . ,m,
and for all d ∈Dλ\{0} and B ∈ BL(y∗,·)(x¯), one has 〈Bd,d〉> 0.
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