The EC-Earth climate model is a seamless Earth System Model (ESM) used to carry out climate research in 24 academic institutions and meteorological services from 11 countries in Europe. This model couples several components and it is continuously under development.
EC-Earth, the European Community Earth System Model
EC-Earth is a seamless Earth System Model (ESM) selected by IC3 to perform climate research as end users and also as part of the EC-Earth consortium. In this study EC-Earth v3.0.1 was used and here is below a brief description of EC-Earth components:
• IFS is ECMWF's Integrated Forecast System (atmospheric component for ESM).
• NEMO the Nucleus for European Modelling of the Ocean (oceanic component for ESM) not only includes the ocean circulation but also sea-ice and biogeochemistry.
• OASIS3 a coupling software used to couple IFS and NEMO with resolutions ranging from approximately 128 to 25 kilometers. Here are below the detailed list of parameters in conncection to different configurations used for this study where T159, T255 and T799 are IFS configurations and refer to approximately 125km, 80km and 25km grid-spacing respectively. On the other hand; ORCA1 and ORCA025 are NEMO configurations and refer to 110km and 25km:
IFS time step 1 hour 1 hour 12 minutes IFS output frequency 6 hours 6 hours 6 hours NEMO time step 1 hour 1 hour 20 minutes NEMO output frequency 1d, 5d, 1m, 1y 1d, 5d, 1m, 1y 1d, 5d, 1m, 1y OASIS3 coupling frequency 3 hours 3 hours 3 hours Output size (1-month run) 0.9 GB approx. 1.6 GB approx. 21.4 GB approx. Restart size 1.4 GB approx. 2.3 GB approx. 25 GB approx. c) Jaguar (Oak Ridge National Laboratory, USA): Cray XT5 system, based on AMD 6-core Istanbul Opteron (2.6 GHz) processors and InfiniBand network. A well-known goal among the climate research community is to be able to simulate 10 years per wall clock day, which means to simulate approximately 1 hour per second. In Figure 2 the detailed scalability analysis made with respect to Lindgren shows that the current community ambitions are not being met clearly and obviously there is high need to exploit HPC environment further.
Operational Framework to Run Ensemble Simulations
Due to scalability limit of the ESM; as that could also be seen in Figure 3 it seems testing and validating the option of running ensemble simulations could be helpful in explotiting the utilization of HPC power in an efficient way. 
Conclusions
• EC-Earth3 presents a good scalability upto a few thousand processors only.
• A wrapping technique is exploited and validated where many independent simulations are run as a big single job.
• I/O does not exihibit the bottleneck with wrapping technique but in future it may pose issues as if the model's scalability is improved or the frequency of I/O time steps increases.
• While management of the data produced with this technique seems to be challenging.
