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RANDOM HOMEOMORPHISMS AND FOURIER EXPANSIONS
 THE POINTWISE BEHAVIOR
GADY KOZMA
Abstrat. Let ϕ be a Dubins-Freedman random homeomorphism on [0, 1]
derived from the base measure uniform on {x = 1
2
}, and let f be a periodi
funtion satisfying
|f(δ) − f(0)| = o(log log log 1
δ
)−1
then the Fourier expansion of f ◦ ϕ onverges at 0 with probability 1. In
the ondition on f , o annot be replaed by O.
Also we dedue some 0-1 laws for this kind of problems.
1. Introdution
This paper is a ontinuation of an earlier paper, [KO98℄, where a number
of questions related to the Fourier expansions of f ◦ ϕ where disussed, most
notably onditions under whih Sn(f ◦ ϕ) onverges uniformly for a set of ϕ's
with probability 1, where Sn stands for the nth Fourier sum. It was proved that
if
ωδ(f) = o(log log
1
δ )
−1
then Sn(f ◦ ϕ) onverges uniformly almost surely, where ωδ(f) stands as usual
for the modulus of ontinuity of f , i.e.
ωδ(f) := sup
|x−y|≤δ
|f(x)− f(y)| ,
and that this result is sharp (theorems 4 and 6 ibid).
In setions 3 and 4 we address the question of onvergene at a spei point.
The most obvious formulation might be under what onditions does Sn(f ◦ϕ)(x)
onverge? However, in this formulation it is impossible to get loal onditions
on f sine ϕ smooths out all the points. A better formulation uses onditional
probability, and reads under what loal onditions on f near y do we have that
Sn(f ◦ ϕ)(x) | ϕ(x) = y
onverges? Essentially, the answer would be the same, i.e. a triple log ondition,
but this formulation inurs a number of tehnial problems, so we simplify the
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2 Random homeomorphisms and Fourier expansions
proof making use of the fat that ϕ(0) = 0. Thus we reahed the formulation of
the result in the abstrat, i.e.
Theorem 1. Suppose f is a ontinuous funtion on the irle satisfying
|f(δ)− f(0)| = o(log log log 1δ )−1
Then the Fourier expansion of f ◦ ϕ onverges at 0 with probability 1.
and this ondition is sharp in the following sense:
Theorem 2. There exists a ontinuous funtion f satisfying
|f(δ)− f(0)| = O(log log log 1δ )−1
for whih the Fourier expansion of f ◦ ϕ diverges at 0 with probability 1.
Atually, f may be onstruted to satisfy this ondition globally, i.e. ωf(δ) =
O(log log log 1δ )
−1
.
It is instrutive to ontrast these results with the non-stohasti ase. The re-
sults of [KO98℄ are analogues of the Dini-Lipshitz test [Z59, 2.71℄ whih gives a
suient sharp ondition for uniform onvergene of Sn(f), ωf(δ) = o(log
1
δ )
−1
;
for onvergene at a point we have the Dini test [Z59, 2.4℄ whih gives a su-
ient ondition
∫
1
δωf (δ;x) <∞ (again, sharp) where ωf (δ;x) is the modulus of
ontinuity of f at the point x. Thus in the lassial ase the ondition for point-
wise onvergene is slightly stronger, or in other words, a global estimate of ωf
gives better information about onvergene at a spei point than an estimate
only at that point. This behavior, as remarked, does not happen in probabilisti
settings. Of ourse, we also get a muh wider gap, an additional log fator. We
also wish to reiterate remark 4.4i from [KO98℄: there exist funtions f satisfying
ωf(δ) = O(log log
1
δ )
−1
suh that the Fourier expansion of f ◦ ϕ diverges at a
(random) point. This result has no non-probabilisti equivalent. For a disussion
of properties of Sn(f ◦ϕ) where ϕ is non-probabilisti, e.g. problems suh as when
Sn(f ◦ ϕ) might satisfy ertain properties for some ϕ, all ϕ or a seond ategory
set of ϕ see [K83℄, [O81℄ or [O85℄.
Of ourse, the disussion above does not make muh sense without speifying
the probabilisti model for piking ϕ, and the group of homeomorphisms has no
Haar measure. We shall be using a model suggested by Dubins and Freedman
[DF65℄ whih uses a base measure ν on [0, 1]2. Roughly, a point (x, y) on the
graph of ϕ is hosen at random using ν, then this proess is repeated for the
retangles extending from (0, 0) to (x, y) and from (x, y) to (1, 1) with resaled
versions of ν. repeating this over and over we get a sequene of points whih an,
with probability 1, be losed to a graph of a homeomorphism [0, 1]→ [0, 1] with
ϕ(0) = 0 and ϕ(1) = 1. A proper, though restrited, denition is provided in
setion 2.2. It must be noted, though, that Dubins and Freedman were not inter-
ested in homeomorphisms but in measures, and onsidered the Lebesgue-Stieltjes
measures dϕ as random probability measures on [0, 1] and studied onditions un-
der whih a typial dϕ might be singular, atomi and so on.
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Not all Dubins-Freedman measures are born equal, and the most natural ones
are the ones with base measure uniform on {x = 12}, {y = 12} and on [0, 1]2. See
e.g. [GMW86℄ for a spei disussion of these three measures  they studied the
properties of the set ϕ(x) = x and other interesting fats about a typial ϕ. This
paper will be using the rst one. Of ourse, measures entered on a vertial line
are easier to analyse beause one an have an expliit formula for the distributions
of ϕ(x) for dyadi x, and sometimes for other x's too, for example, in the uniform
ase, ϕ(13 ) has the density funtion 1−x [KO98, lemma 1.6℄. What might be less
lear is that I really need the distribution to be uniform. Indeed, generalizing
the results of [KO98℄ for measures on {x = 12} whih are non-uniform is an open
problem. Suh a result ould be interesting, for example, in order to play around
with the almost-sure Hölder onstant of ϕ.
In the last setion we disuss the 0-1 law. It turns out that for this kind
of problems, the 0-1 law is not self evident. We shall redue the problem to a
funtional-integral equation (15) whih an be solved by elementary manipula-
tions. This general tehnique allows to get 0-1 laws for many problems related to
Sn(f ◦ ϕ): uniform onvergene, pointwise onvergene, boundedness of partial
sums et.
I wish to end this introdution with a question I wasn't even able to formulate
properly. If I ⊂ [0, 1] is a dyadi interval then the onditional restrited home-
omorphism ψ := ϕ|I | ϕ(∂I) is similar to the original ϕ  this is the saling
invariane, see (1) below. If, however, I is not dyadi then this is no longer true,
but ψ still seems to be very similar to ϕ. Many of the results of this paper and of
[KO98℄ an be reproved for ψ. It ould be very interesting (and useful) to prove
that for innitesimal problems, ψ and ϕ are equivalent.
2. Preliminaries
2.1. Notations. We denote by T the irle group, whih we identify with the
interval [0, 1]. m denotes the Lebesgue measure on [0, 1]. C and c denote absolute
positive onstants, possibly dierent, with C usually pertaining to onstants large
enough and c to onstants small enough. For a ontinuous funtion f , ||f || denotes
its supremum and supp f its support.
P denotes the probability of some event (with the measure on the random
homeomorphisms dened in the next setion). E denotes the expetation of a
variable, and V its variane. The notation X ∼ Y for two variables means X
and Y have the same distribution.
Dyadi rational are numbers of the type k2−n, k and n integers, and dyadi
intervals are intervals of the type [k2−n, (k + 1)2−n]. For an interval I := [a, b]
the boundary ∂I is the set {a, b}. ⌊x⌋ denotes the largest integer ≤ x and ⌈x⌉
the smallest integer ≥ x.
Dn denotes the Dirihlet kernel on [0, 1], i.e.
sin((2n+1)πx)
sin(πx) , so
Sn(f ;x) =
∫ 1
0
Dn(x− t) · f(t) dt .
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The pointwise modulus of ontinuity of f at x is dened by
ωf (x; δ) := sup
0<|µ|<δ
|f(x+ µ)− f(x)| .
where for δ = 0 we dene ωf(x; δ) assuming the funtion to be periodi.
2.2. Random homeomorphisms. Let's start with the following denition of
the partiular Dubins-Freedman measure we will be using, whih will be easy to
work with. Let Xn,k be independent uniform variables in [0, 1] for any n ∈ N and
any odd 0 < k < 2n. We dene an inreasing funtion ϕ on the dyadi rational
using the following proedure: Start by taking ϕ(0) = 0, ϕ(1) = 1, and
ϕ(12 ) = X1,1 .
On the seond step, dene
ϕ(14 ) = ϕ(
1
2 ) ·X2,1, ϕ(34 ) = ϕ(12 ) + (1− ϕ(12 )) ·X2,3
i.e. ϕ(14 ) and ϕ(
3
4 ) are distributed uniformly on [0, ϕ(
1
2 )] and [ϕ(
1
2 ), 1] respetively,
and are otherwise independent. We ontinue this proess, at the nth step taking
ϕ(k2−n) := ϕ((k − 1)2−n) +Xn,k · (ϕ((k + 1)2−n)− ϕ((k − 1)2−n) .
This denes ϕ on all dyadi frations. With probability 1, ϕ an be extended to
a homeomorphism of [0, 1] [DF65, theorem 4.1℄. We denote this measure by P,
and by ϕ the random hange of variable.
The most useful property of ϕ is saling invariane, whih roughly says that
for any dyadi interval I, ϕ|I behaves like a small opy of ϕ. To be more preise,
Lemma 1. If I = [k2−n, (k + 1)2−n] is a dyadi interval, then
(ϕ |ϕ(∂I) = {a, b})|I ∼ (ϕ ◦ L) · (b− a) + a (1)
where L is a linear inreasing map of I onto [0, 1].
The proof may be found in [GMW86℄, theorem 4.6.
Finally, we need the following simple alulation, whih an be found in [KO98℄
in lemma 1.4 and the remark that follows. For some onstants K1 and K2 we
have
P
{
rK1 < ϕ(r) < rK2
}
> 1− Cr2 (2)
for any r > 0. It will be onvenient to assume K2 < 1 < K1.
2.3. And Fourier expansions. We need the following lemmas, whih are deeply
related to (though unfortunately not diret onsequenes of) theorem 2 from
[KO98℄:
Lemma 2. For any ontinuous f , n, r > 2n and K > 0,
P
(∣∣∣∣
∫ 1−r
r
(f ◦ ϕ) ·Dn
∣∣∣∣ > K||f ||
)
< C exp
(
−c
√
nr
lognr
K
)
.
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Lemma 3. For any ontinuous f , n, interval I and K > 0,
P
(∣∣∣∣
∫
I
(f ◦ ϕ) ·Dn
∣∣∣∣ > K||f ||
)
< Ce−e
cK
.
and
Lemma 4. For some onstant β, the same c as above, and any onstant K,
P
(∣∣∣∣
∫ r
−r
(f ◦ ϕ) ·Dn
∣∣∣∣ > 2Kωf(0;Crβ)
)
< Cr2 + Ce−e
cK
In other words, if theorem 2 of [KO98℄ gave an estimate of
∫ 1
0
(f ◦ϕ) ·Dn then
these lemmas give split estimates for the head and the tail. The proof of lemma
4 is an easy orollary to lemma 3 so let's start with it:
Proof. Clearly, we may assume r = 2−k. For eah of the segments [−r, 0] and
[0, r], we use (2) (β ≡ K2), apply the saling invariane of ϕ and nally use
lemma 3 for a saled version of f . 
As for the proofs of lemmas 2 and 3, they follow quite losely the proof of the
aforementioned theorem 2, so the rest of this setion must be read parallel to
it. For lemma 2, start from page 1029 ibid. There ||f || = 1 (whih we an also
assume here, of ourse), Ik denotes an ar of T symmetri around 0 ontaining
2k− 1 peaks of the Dirihlet kernel Dn and Yk :=
∫
IC
k
Dn · (f ◦ϕ). Ik and Yk are
onneted by the inequality
E
(
Y 2k
∣∣ ϕ|Ik) ≤ C log2 kk ,
whih is lemma 2.6 ibid. We dene j := ⌊nr⌋ and µ := C log j√
j
with C hosen to
satisfy
P
(|Ys| > µ ∣∣ ϕ|Is) ≤ 14 ∀s ≥ j .
With this µ we get
Lemma 5. If, for a given ǫ > 0 and ν ≥ 1, the inequality
P
(|Ys| > νµ ∣∣ ϕ|Is) ≤ ǫ ∀s ≥ j
then
P
(|Ys| > (2ν + 2)µ ∣∣ ϕ|Is) ≤ 43ǫ2
The proof is word-for-word idential to the proof of lemma 2.8 ibid. Now,
starting from the denition of µ we apply lemma 5 indutively l times and get
that
P
(|Ys| > µdl ∣∣ ϕ|Is) ≤ ( 43)2l−1 ( 14)2l < ( 13)2l
where the dl's are dened reursively by d1 = 1, dl = 2dl−1+2. Clearly dl < C2l.
Piking a maximal l suh that µdl < K we get that 2
l > cK/µ and lemma 2
follows. 
The proof of lemma 3 is even more similar to that of theorem 2 from [KO98℄,
and we shall omit it.
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3. Pointwise onvergene
Proof of theorem 1: Throughout the proof we shall assume that f ∈ C(T) is
some xed funtion, that ||f || ≤ 1 and that f(0) = 0. We x n suiently large
for the rest of the proof. Dene r = log
5 n
n . Lemma 2 will ensure that
P
(∣∣∣∣
∫ 1−r
r
(f ◦ ϕ) ·Dn
∣∣∣∣ > 1logn
)
≤ C exp
(
−c log
1.5 n
log logn
)
<
C
n3
(3)
Let us now assume that some m1 and m2 satisfy m1 −m2 < nlog6 n . A simple
alulation will show
|Dm1 −Dm2 | =
∣∣∣∣2 cos((m1 +m2 + 1)πx) sin((m1 −m2)πx)sin(πx)
∣∣∣∣ < C nlog6 n
so ∫ r
−r
|Dm1 −Dm2 | <
C
logn
whih, ombined with (3) gives
P
(∣∣∣∣
∫ 1
0
(f ◦ ϕ) · (Dm1 −Dm2)
∣∣∣∣ > Clogn
)
<
C
n3
. (4)
Thus, if we only alulate the behavior of
∫
(f ◦ϕ) ·Dm on a sequene of m's from
n to 2n with jumps
⌊
n
log6 n
⌋
, we will get a uniform estimate for all m ∈ [n, 2n].
Now is the time to use the log-log-log assumption on f . Let ǫ(n) → 0 be some
sequene onverging to 0 suiently slow as to satisfy
1
ǫ(n)
ωf (0;n
−β) = o(log log logn)−1
Remembering lemma 4 (from whih we also take the β above), this gives:
P
(∣∣∣∣
∫ r
−r
(f ◦ ϕ) ·Dn
∣∣∣∣ > ǫ(n)
)
< Cr2 + Ce−e
Ω(log log logn)
<
C
log8 n
(Ω, as usual, denoting the opposite of o). We use this inequality on a sequene
of m's whih has a length < C log6 n and throw in (3) and (4) to get
P
(
∃m ∈ [n, 2n],
∣∣∣∣
∫ 1
0
(f ◦ ϕ) ·Dm
∣∣∣∣ > ǫ(n) + Clogn
)
<
C
log2 n
+ n
C
n3
and summing these probabilities for n = 2k we get the desired result: that these
events happen only for a nite number of n's for almost every ϕ. 
Remarks. 1. Atually, we never used the ontinuity of f . The theorem holds for
any L∞ funtion satisfying
|f(δ)− f(0+)| = o(log log log 1δ )−1
|f(1− δ)− f(1−)| = o(log log log 1δ )−1
(for an explanation why Sn(f ◦ ϕ) is even well dened for non-ontinuous f , see
[KO98, lemma 1.3℄). If f(0+) 6= f(1−), we an simply take f − g where g is an
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appropriate linear funtion. h := g ◦ϕ will be a monotone funtion, for whih we
always have that the Fourier expansion at x onverges to 12 (h
+(x) + h−(x)).
2. A similar proof shows that for any ontinuous funtion f ,
Sn(f ◦ ϕ; 0) = o(log log logn)
and for any f ∈ L∞,
Sn(f ◦ ϕ; 0) = O(log log logn) .
These results too, are sharp.
4. Sharpness.
This setion will be devoted to the proof of theorem 2. Ideologially, the
essentials of the proof are ontained in the following heuristis. Examine the
following funtion:
fn(t) =
{
sin 2π(tnk + ψk) t ∈ [n−k, n−k+1], 1 ≤ k ≤ en4
0 t < n−e
n4
with some phases ψk ∈ [0, 1] (usually hosen to make fn ontinuous). On eah
interval ϕ−1([n−k, n−k+1]), f ◦ϕ has n−1 peaks, and with some small probability
they will be aligned with the peaks of some Dirihlet kernelDr. The probability
to get a good alignment of n− 1 peaks is approximately e−Cn, and the variables
ϕ|ϕ−1([n−k,n−k+1])
are approximately independent so one would expet that in > eCn suh vari-
ables, with big probability this alignment will happen at least one. In this ase,
we will have ∫
ϕ−1([n−k,n−k+1])
(f ◦ ϕ) ·Dr ≈ c
∫
|Dr| > c logn .
So
sup
I⊂[0,1], r∈N
∫
I
(f ◦ ϕ) ·Dr > c logn > c log log log ne
n4
To make these alulations into a proper proof, we need to do the following:
(i) Explain what it means to get a good alignment of f ◦ ϕ with Dr and
alulate the probability. The alulation will not give e−Cn but a rather
weaker estimate  hene the element n4 in the denition of fn.
(ii) Explain how to overome the problem that these approximately inde-
pendent variables are not properly independent.
(iii) Explain why it is enough to get a supremum of
∫
I for some I ⊂ [0, 1]
rather than of
∫
[0,1]
.
(iv) Combine the fn's into a single funtion f whih will satisfy the require-
ments of the theorem.
We start with issue (iii).
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Lemma 6. Let ||f || ≤ 1, K > 1, p and r0 < r1 be given with the ondition
P

 supy∈[0,1]
r∈[r0,r1]
∣∣∣∣∣
∫
[0,y]
(f ◦ ϕ) ·Dr
∣∣∣∣∣ > K

 > p
then
P
{
sup
r∈[r0,r1]
|Sr(f ◦ ϕ; 0)| > 12K
}
> p− C
K
The proof is pratially idential to the proof of lemma 4.5 from [KO98℄, and
we shall omit it. The reader might want to skip to the nal steps of the proof of
theorem 2 on page 14 to see how this lemma is used.
To investigate the independene properties of ϕ, i.e. to explain issue (ii), let
us return to the variables Xn,k dening the measure. For eah i > j ∈ N dene
Ωi,j to be the σ-eld spanned by{
Xn,k : 2
−i < k2−n < 2−j
}
.
Clearly, j > k imply that Ωi,j and Ωk,l are independent.
Lemma 7. Let i > 1 be an integer, 0 < ǫ < 1 and 0 < y ≤ x ≤ 1− ǫ. Then
P
{
ϕ(1/2) ∈ [x, x+ ǫ] ∣∣ ϕ(2−i) = y} > ( ǫ
2max(1, | log y|)
)i
(5)
This is a somewhat tedious exerise in alulus. Let us work it out. A sim-
ple alulation (whih may be found in [KO98℄, (1) page 1022) shows that the
distribution funtion of ϕ(2−i) is
1
(i − 1)!
∣∣logi−1 y∣∣ (6)
whih, using the saling invariane of ϕ, gives the onditional distribution funtion
dist
{
ϕ(1/2) = x
∣∣ ϕ(2−i) = y} =
{ ∣∣∣ (i−1)·logi−2(x/y)x·logi−1(y)
∣∣∣ x > y
0 x ≤ y
(7)
This distribution (as a funtion of x) is inreasing until x0 = ye
i−2
and then
dereasing  whih learly implies that the probability (5) as a funtion of x is
inreasing until some x1 dened by the equality
logi−2(x1/y)
x1
=
logi−2((x1 + ǫ)/y)
x1 + ǫ
and then dereasing, so the minimum is ahieved at x = y or, if x1 < 1 − ǫ,
possibly at x = 1− ǫ. At x = y we have
P
{
ϕ(1/2) ∈ [y, y + ǫ] |ϕ(2−i) = y} = logi−1
(
1 + ǫy
)
logi−1(y)
.
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If
ǫ
y < 2 we estimate log
(
1 + ǫy
)
> ǫ2y >
ǫ
2 and otherwise log
(
1 + ǫy
)
> 1 > ǫ2
so in either ase we get (5). At x = 1− ǫ,
P
{
ϕ(1/2) ∈ [1− ǫ, 1] |ϕ(2−i) = y} ≥ ǫ · min
1−ǫ≤x≤1
∣∣∣∣∣ (i− 1) · log
i−2(x/y)
x · logi−1(y)
∣∣∣∣∣
and the minimum, remembering x1 < 1− ǫ, is ahieved at x = 1 so
= ǫ · i− 1| log y|
and again we get (5). 
In the following lemma and its proof the notation P
( · ∣∣ ϕ(2−i) = ϕi) is under-
stood as a shorthand for limδ→0 P
( · ∣∣ |ϕ(2−i)− ϕi| < δ).
Lemma 8. Let i ∈ N, let ϕi ∈ [0, e−1] and let τ be an inreasing Lipshitz
homeomorphism [2−i, 1]→ [ϕi, 1] with a onstant K, i.e. |τ(x)−τ(y)| < K|x−y|,
and let 0 < ǫ < e−1. Then
P
{
max
2−i≤x≤1
|ϕ(x) − τ(x)| < ǫ
∣∣∣∣ϕ(2−i) = ϕi
}
> c(K)1/ǫ ·
(
c(K)ǫ
| logϕi|
)C(K)i| log ǫ|
This lemma is a variation on lemma 4.1 from [KO98℄, in whih only the c(K)1/ǫ
fator appeared. Think of c(K)1/ǫ as the main term, with the other fator
meaningful only for unusual ases where ϕi is very small or i is very large.
Proof. It is learly enough to onsider ǫ = K+22q where q is some integer. For any
s ≤ q we denote
As :=
{
ϕ : |ϕ(j2−s)− τ(j2−s)| < 2−q, ∀2s−i < j < 2s} .
Let us estimate P(As |As−1, ϕ(2−i) = ϕi). Denote j∗ to be the minimal j > 2s−i.
If ϕ ∈ As−1 with some s ≤ q then for any odd j 6= j∗, the probability of the
event
|ϕ(j2−s)− τ(j2−s)| < 2−q
an be estimated from below by
2−q
|ϕ ((j + 1)2−s)− ϕ ((j − 1)2−s)| ≥
2−q
K2−s+1 + 2−q+1
(8)
and for dierent j's these events are independent. This estimate also holds for
j = j∗ if s > i, and if s = i, j∗ is even and therefore irrelevant. Otherwise, for
j = j∗ use lemma 7 and the saling invariane of ϕ to get
P
{ |ϕ(j∗2−s)− τ(j∗2−s)| < 2−q ∣∣ ϕ(2−i) = ϕi}
>

 2−q
2max
(
1,
∣∣∣log( ϕiϕ((j∗+1)2−s))∣∣∣)


i−s
>
(
2−q
2| logϕi|
)i
. (9)
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Summing (8) and (9) (and replaing s with s+ 1) we get
P
(
As+1 |As, ϕ(2−i) = ϕi
)
> (K2q−s + 2)−2
s ·
(
2−q−1
| logϕi|
)i
so
P
(
Aq |ϕ(2−i) = ϕi
)
>
>
(
2−q−1
| logϕi|
)iq
·
q−1∏
s=0
(K + 2)−2
s
2−(q−s)2
s
>
(
2−q−1
| logϕi|
)iq
· exp

−2q log(K + 2)− 2q log 2 ∞∑
j=1
j
2j


>
(
c(K)ǫ
| logϕi|
)C(K)i| log ǫ|
· exp
(
−C(K)
ǫ
)
and learly Aq implies ||ϕ− τ || < ǫ. 
For the following lemma, we x n ∈ N large enough and s0 ≤ 1 and inspet
the funtion
g(x) :=
{
fn(xs
−1
0 ) x < s0
0 otherwise
we dene s1 = s0n
−en4
so that supp g = [s1, s0].
Lemma 9. Let i > j ∈ N and s1 < ϕi < ϕj < s0 satisfy
4n < 2i−j < nK1
n2 <
ϕj
ϕi
< nK2
and let us dene the event
Ai,j :=
{
ϕ(2−i) = ϕi
} ∩ {ϕ(2−j) = ϕj} .
Then
P
{
∃I ⊂ [2−i, 2−j ], r ∈ N :
∫
I
(g ◦ ϕ) ·Dr > c logn
∣∣∣∣Ai,j
}
> e−C(K1,K2)n
3
Note that the above event is in Ωi,j .
Proof. The onditions on ϕi and ϕj imply that for at least one k
[s0n
−k, s0n−k+1] ⊂ [ϕi, ϕj ] . (10)
Dene k to be the least one satisfying (10); r = (2n)2j; α= 42r+1 , β =
2n−4
2r+1 ,
I = [α, β]; and let us onsider the piee-linear homeomorphism τ : [2−i, 2−j] →
[ϕi, ϕj ] dened by
τ(2−i) = ϕi, τ(α) = (3− ψk)s0n−k,
τ(2−j) = ϕj , τ(β) = (n− 1− ψk)s0n−k .
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These values were, of ourse, hosen to ensure g ◦ τ |I ≡ sin((2r + 1)πx). Simple
algebra shows
τ ′ < C
ϕj − ϕi
2−j − 2−i < C
ϕj
2−j
.
Combining this, lemma 8 and the saling invariane of ϕ gives
P
{
max
2−i≤x≤2−j
|ϕ(x) − τ(x)| > ǫ
∣∣∣∣Ai,j
}
> cϕj/ǫ·
(
cǫ/ϕj
| log(ϕi/ϕj)|
)−C(i−j)| log ǫ/ϕj |
.
Taking ǫ = n−3ϕj will give
ϕ(α) > τ(α) − ǫ > s0n−k
(
2− 1
n
)
ϕ(β) < τ(β) + ǫ < s0n
−k
(
n− 1 + 1
n
)
so
g ◦ ϕ− sin((2r + 1)πx)|I ≤ ǫ ·max
ϕI
g′ = n−3ϕj · 2πs−10 nk ≤ 2πn−1 . (11)
The Dirihlet kernel Dr and sin((2r + 1)πx) are aligned in the sense that∫
I
sin((2r + 1)πx) ·Dr > c logn
and with (11), ∫
I
(g ◦ ϕ) ·Dr > c logn+ C logn
n
> c logn
and the probability is
> cn
3 ·
(
cn−3
K2 logn
)C·K1 logn·logn
> e−Cn
3−C(K1,K2) log3 n > e−C(K1,K2)n
3

This lemma is the loal omponent of the proof of theorem 2. The om-
plement, the global omponent, is to show that for typial ϕ, many pairs i, j
satisfying the onditions above exist.
Lemma 10. Let 0 < x ≤ y < 1. The probability that ϕ(2−i) ∈ [0, x] where i is
the smallest integer satisfying ϕ(2−i) ∈ [0, y] is xy .
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Proof. Denote this event by Ax,y. Then
PAx,y =
∑
i
P
{(
ϕ(2−i) ≤ x) ∧ (ϕ(2−i+1) > y)}
=
∑
i
∫ 1
y
P
{
ϕ(2−i) ≤ x ∣∣ ϕ(2−i+1) = t} dνi(t)
=
∑
i
∫ 1
y
x
t
dνi(t)
=
∑
i
∫ 1
y
x
y
P
{
ϕ(2−i) ≤ y ∣∣ ϕ(2−i+1) = t} dνi(t)
=
x
y
∑
i
P
{(
ϕ(2−i) ≤ y) ∧ (ϕ(2−i+1) > y)}
=
x
y
P
{∃i : (ϕ(2−i) ≤ y) ∧ (ϕ(2−i+1) > y)} = x
y
where the measure νi is the distribution of ϕ(2
−i+1). 
Lemma 11. For n suiently large, for the same g as above,
P
{
∃I, r ∈ N :
∫
I
Dr · (g ◦ ϕ) > c logn
}
> 1− e−n
Proof. We use (2) for 2−d when d is dened by d :=
⌈
2
K2
log2 n
⌉
and get
P
{
n−K3 < ϕ(2−d) < n−2
}
> 1− Cn−2 .
We need intervals Ik := [2
−d(k+1), 2−dk] suh that ϕIk ⊂ [s1, s0], so the rst point
is to show that many do exist. Lemma 10 ensures that for the random variable
i0 dened by (
ϕ(2−i0) ≤ s0
) ∧ (ϕ(2−i0+1) > s0)
one has
P
{
ϕ(2−i0) < e−2ns0
}
= e−2n .
Denote this event by R1. Next, dene
i1 := i0 + d
⌊
1
dK1
(
log2 n · en
4 − 2n log2 e
)⌋
(K1 from (2)), and using (2) and the saling invariane of ϕ get
P
{
ϕ(2−i1)
ϕ(2−i0)
< n−e
n4
e2n
}
< C22(i0−i1) < Ce−2n .
Denote this event by R2. Between i0 and i1 we have > c1e
n4
intervals Ik. For
eah k we dene the event
rk := ¬
{
n2 <
ϕ(2−dk)
ϕ(2−d(k+1))
< n−K3
}
The pointwise behavior 13
so that Prk < Cn
−2
and the rk's are independent. With these rk's dene the
variable
X := # {k : Ik ⊂ [i0, i1] ∧ rk} .
Clearly, EX < c1n
−2en
4
and VX < c1n
−2en
4
so
P
{
X > 12c1e
n4
}
< Ce−
1
2n
4
< Ce−2n .
Denote this event by R3. Finally, we an alulate our probability. If none of the
Ri's happen, we have >
1
2c1e
n4
intervals Ik satisfying the onditions of lemma 9.
For eah Ik, the behavior of ϕ|Ik | ϕ(∂Ik) is independent for eah k and lemma
9 gives an estimate of the probability
P
{
∃I ⊂ Ik, r :
∫
I
Dr · (g ◦ ϕ) > c logn
}
> e−Cn
3
(C depends on our K2 and K3, but is still a onstant). Totally we get
P¬
{
∃I, r ∈ N :
∫
I
Dr · (g ◦ ϕ) > c logn
}
<
(1− e−Cn3)
(
1
2 c1e
n4
)
+ P(R1 ∪R2 ∪R3) < Ce−2n
and the lemma is proved. 
Proof of theorem 2. Dene values sn and funtions gn as follows:
gn(x) :=


fn(xs
−1
n ) 4sn+1 < x < sn
linear x ∈ [2sn+1, 4sn+1] ∪ [sn, 2sn]
0 otherwise
sn+1 := sn · 14n−e
n4
(take s0 =
1
4 ) with the relevant ψ's and the linear portions hosen to make gn
ontinuous. Now pik a sequene nk →∞ fast enough as to satisfy, for all k,
P

∃r : (|Sr(gnk ◦ ϕ; 0)| > 1) ∧

∑
l 6=k
|Sr(gnl ◦ ϕ; 0)| >
1
k



 < 1k (12)
(this is possible sine Sr(gn ◦ ϕ; 0) → 0 when r → ∞ for any xed n and when
n→∞ for any xed r). Now dene
f :=
∑
k
1
log nk
gnk
Clearly, ωf(0; δ) = O(log log log
1
δ )
−1
. On the other hand, lemma 11 ensures that
for suiently large n,
P
{
∃I ⊂ [sn+1, sn], r ∈ N :
∫
I
Dr · (gn ◦ ϕ) > c1 logn
}
> 1− e−n (13)
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but
∫ y
x
> c1 logn implies that either
∫ x
0
or
∫ y
0
> 12c1 logn. Pik any r1 suiently
large to allow the restrition r ∈ [1, r1] in (13), and ombine this with lemma 6
to get
P
{∃r ∈ N : |Sr(gn ◦ ϕ; 0)| > 14c1 logn} > 1− e−n − Clogn .
and for n = nk, again suiently large, using (12) this event implies
P


∑
l 6=k
|Sr(gnl ; 0)| >
1
k

 < 1k
so
P
{∃r ∈ N : |Sr(f ◦ ϕ; 0)| > 14c1 − 1k} > 1− e−nk − Clognk −
1
k
and taking k →∞ (whih learly fores r →∞) the theorem is done. 
Remark. Merely hanging the
1
lognk
fators in the proof above, one may get a
number of other examples of divergene:
1. For every ω(δ) = Ω(log log log 1δ )
−1
, a ontinuous funtion f whih sat-
ises ωf (δ; 0) = o(ω(δ)), and Sn(f ◦ ϕ; 0) is almost surely (i.e. with
probability 1) unbounded.
2. For every ω(n) = o(log log logn), a ontinuous funtion f for whih one
has Sn(f ◦ ϕ; 0) > ω(n) for innitely many n's almost surely
3. An L∞ funtion f satisfying Sn(f ◦ ϕ; 0) > log log logn for innitely
many n's almost surely.
5. The 0-1 law
Our aim in this setion is to prove laims of the type For any f , the probability
that the Fourier expansion of f ◦ ϕ onverges uniformly (or pointwise, or in 0,
or...) is either 0 or 1. As hinted in [KO98℄ on page 1037, the rst step is to
transform the desired property into an interval property, for example, to remark
that probabilistially, the property
sup
n>0
t∈[0,1]
∣∣∣∣∣
∫
[0,1]
Dn(t− x)f(x) dx
∣∣∣∣∣ < C
(i.e. f ∈ U0, the set of funtions with uniformly bounded Fourier partial sums)
is equivalent to
sup
I⊂[0,1]
n>0
t∈[0,1]
∣∣∣∣
∫
I
Dn(t− x)f(x) dx
∣∣∣∣ < C . (14)
Denote this set of funtions with uniformly bounded interval Fourier partial
sums by U˜ . That P(f ◦ ϕ ∈ U0) = P(f ◦ ϕ ∈ U˜) was shown in [KO98℄ in the
orollary to lemma 4.5, and f ∈ U˜ is an interval property, in the following sense:
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Denition 1. A map T (f ; I) → {0, 1} where f ∈ C(T) is a funtion and I ⊂
[0, 1] is an interval is alled an interval property if the following onditions hold:
(i) T onsidered as a map C(T) × [0, 1]2 → {0, 1} is Borel measurable.
(ii) f |I = g|I a.e. ⇒ T (f ; I) = T (g; I).
(iii) T (f ; [x, y]) = T (f ; [x, t])T (f ; [t, y]) whenever x ≤ t ≤ y; T (f ; [x, x]) = 1
(iv) T (f ◦ L;L−1(I)) = T (f ; I) for any linear map L.
Denote T (f) := T (f ; [0, 1]).
When we say that f ∈ U˜ is an interval property we mean that the map dened
by
T (f ; I) = 1⇔ sup
J⊂I
n>0
t∈[0,1]
∣∣∣∣
∫
J
Dn(t− x)f(x) dx
∣∣∣∣ < C
is an interval property. Property (iii) of this T is lear (here the dierene between
the lasses U0 and U˜ is ruial). For property (iv), standard arguments
1
show
that the above is equivalent to
sup
J⊂I
α∈[0,∞)
t∈R
∣∣∣∣
∫
J
sinα(t− x)
t− x f(x) dx
∣∣∣∣ < C
for whih (iv) is lear.
Theorem 3. If T (f ; I) is an interval property and f is any funtion, then
P(T (f ◦ ϕ) = 1) ∈ {0, 1}
proof: Let us disuss the following funtion, dened on {0 ≤ x ≤ y ≤ 1}:
p(x, y) := E(T (f ◦ L[x,y] ◦ ϕ))
where LI is the linear inreasing mapping of [0, 1] onto I. The analysis of p will
be based on one equality, (15) below, whih we will now prove.
p(x, y) = EE
(
T
(
f ◦ L[x,y] ◦ ϕ;
[
0, 12
])
T
(
f ◦ L[x,y] ◦ ϕ;
[
1
2 , 1
]) ∣∣ϕ ( 12) = t)
=
∫ 1
0
E
(
T
(
f ◦ L[x,y] ◦ ϕ;
[
0, 12
])∣∣ϕ ( 12) = t) ·
E
(
T
(
f ◦ L[x,y] ◦ ϕ;
[
1
2 , 1
])∣∣ϕ ( 12) = t) dt
we now note that,
T
(
f ◦ L[x,y] ◦ ϕ;
[
0, 12
])
= T (f ◦ L[x,y] ◦ ϕ ◦ L[0, 12 ])
∼ T (f ◦ L[x,y] ◦ (tϕ))
= T
(
f ◦ L[x,x+t(y−x)] ◦ ϕ
)
1
For example, one might show that the dierene between the two kernels (where n = ⌊α⌋)
is uniformly bounded.
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and similarly
T
(
f ◦ L[x,y] ◦ ϕ;
[
1
2 , 1
]) ∼ T (f ◦ L[x+t(y−x),y] ◦ ϕ)
so
p(x, y) =
∫ 1
0
p(x, x+ t(y − x))p(x + t(y − x), y) dt
or, after a hange of variable,
p(x, y) =
1
y − x
∫ y
x
p(x, t)p(t, y) dt . (15)
It might be worth noting that the measurability requirement on T is used only
to ensure that p is well dened and measurable on [0, 1]2. Thus weaker properties
might also do.
First, a tehnial lemma.
Lemma 12. If h(x) is a bounded funtion satisfying for every x < y0
h(x) ≤ 1
y0 − x
∫ y0
x
h(s) ds
Then for every x < t < y0,
h(x) ≤ 1
y0 − t
∫ y0
t
h(s) ds
Proof. If not, dene
s0 := sup{s : s < t, h(s) ≥ h(x)}
and let sn → s0 be a series satisfying h(sn) ≥ h(x) (not neessarily dierent from
s0). We have for n suiently large,
h(x) ≤ h(sn) ≤ 1
y0 − sn
∫ y0
sn
h(s) ds
so
h(x) ≤ 1
y0 − t+ s0 − sn
(∫ s0
sn
+
∫ y0
t
)
h(s) ds
and taking n→∞ the lemma is proved. 
Lemma 13. A measurable funtion 0 ≤ p(x, y) ≤ 1 satisfying (15) is dereasing
in y almost everywhere.
Proof. For x < y < z, denote
∆(x, y, z) := p(x, z)− p(x, y)
∆(x, y) := ess sup
z≥y
∆(x, y, z) .
and dene
µ := ess sup∆(x, y)
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and assume to the ontrary that µ > 0. ∆ satises the following:
∆(x, y, z) =
1
z − x
(∫ y
x
p(x, t)∆(t, y, z) dt+
∫ z
y
p(x, t)p(t, z)− p(x, y) dt
)
≤ 1
z − x
(∫ y
x
p(x, t)∆(t, y) dt+
∫ z
y
∆(x, y, t) dt
)
.
We now iterate this inequality. The seond iteration looks like that
∆(x, y, z) ≤ 1
z − x
(∫ y
x
p(x, t)∆(t, y) dt +
∫ z
y
1
t− x
(∫ y
x
p(x, s)∆(s, y) ds+
∫ t
y
∆(x, y, s) ds
)
dt
)
≤
=
1
z − x
(∫ y
x
p(x, t)∆(t, y)
(
1 +
∫ z
y
ds
s− x
)
dt +
∫ z
y
∆(x, y, t)
(∫ z
t
ds
s− x
)
dt
)
=
=
1
z − x
(∫ y
x
p(x, t)∆(t, y)
(
1 + ln
(
z − x
y − x
))
dt +∫ z
y
∆(x, y, t) ln
(
z − x
t− x
)
dt
)
and, similarly, the nth iterate looks like
∆(x, y, z) ≤ 1
z − x
(∫ y
x
p(x, t)∆(t, y)
n−1∑
k=0
1
k!
lnk
(
z − x
y − x
)
dt +
1
(n− 1)!
∫ z
y
∆(x, y, t) lnn−1
(
z − x
t− x
)
dt
)
and, when n tends to innity, the seond term vanishes (|∆| ≤ 1) and we are left
with
∆(x, y, z) ≤ 1
y − x
∫ y
x
p(x, t)∆(t, y) dt
whih is true for all z so
∆(x, y) ≤ 1
y − x
∫ y
x
p(x, t)∆(t, y) dt . (16)
Next, x some small ǫ > 0 and get from Lebesgue's density theorem the existene
of a square [x0, x0+ δ]× [y0, y0+ δ] where ∆ > µ− ǫ on a set of measure > 0.9δ2;
and we may also assume that x0 + δ < y0 and that ∆(x0, y0 + δ) > µ − ǫ. Our
ontradition will follow by examining the triangle
T := {(t, y) : y0 ≤ t < y < y0 + δ} .
Now, on one hand we have a set Y ⊂ [y0, y0 + δ], mY > 0.9δ of y's suh that for
eah y ∈ Y there exists an x ∈ [x0, x0+δ] satisfying ∆(x, y) > µ−ǫ and therefore
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using lemma 12 for h(x) := max {0, ∆(x, y)} (ignoring, for the moment, the p in
inequality (16)) gives
1
y − y0
∫ y
y0
max{0,∆(t, y)} dt > µ− ǫ ∀y ∈ Y.
This inequality for the average gives a simple measure estimate (assume ǫ < 0.1µ)
m{t : y0 ≤ t ≤ y, ∆(t, y) > µ− 10ǫ} > 0.9(y − y0) ∀y ∈ Y (17)
and on all of T
m{(t, y) ∈ T : ∆(t, y) > µ− 10ǫ} > 0.7mT . (18)
On the other hand, returning to (16) and inspeting p we get that∆(t, y) > µ−10ǫ
implies
1
y − t
∫ y
t
p(t, s) ds > 1− 10ǫ
µ
and as before,
m{s : t ≤ s ≤ y, p(t, s) > 1− 100ǫ
µ
} > 0.9(y − t) (19)
but y0 + δ ∈ Y , whih an be ombined with (17) and (19) to get
m{(t, s) ∈ T : p(t, s) > 1− 100ǫ
µ
} > 0.7mT . (20)
Finally, we return to the denition of ∆ and note that p(x, y) > 1 − c implies
∆(x, y) < c so we an ombine (18) and (20) to onlude that for some (x, y) ∈ T ,
µ− 10ǫ < ∆(x, y) < 100ǫ
µ
and sine ǫ was arbitrary, the lemma is proved. 
Remark. The funtion
p(x, y) =
{
0 y = 12
1 otherwise
satises (15) but is not monotone everywhere. Thus the almost everywhere in
lemma 13 is not an artifat of the proof but a property of (15).
Lemma 14. A measurable funtion 0 ≤ p(x, y) ≤ 1 satisfying (15) is inreasing
in x almost everywhere.
Proof. Use lemma 13 for p′(x, y) := p(1− y, 1− x). 
We wish to avoid the omplexities arising from the fat that p is monotone
only almost everywhere. Lukily, all further operations will be pikings of ertain
values out of sets of positive measure. Thus, we an ignore the non-monotone
triplets by simply redening the notion of piking. Let us all a triplet x < y < z
good when p(x, y) ≤ p(x, z) and p(y, z) ≤ p(x, z); and a triplet x, y, z is good
when it is good in the right order.
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Denition 2. We say that we pik an x if x satises
(i) For almost all x2 and x3, the triplet x, x2, x3 is good.
(ii) If x2 has already been piked, then for almost all x3, the triplet x2, x, x3
is good.
(iii) If x2 and x3 have already been piked, then the triplet x2, x3, x is good.
An indution on lemmas 13 and 14 ensures that we an always pik out of
every set of positive measure.
Lemma 15. For almost every x < y < z, p(x, z) = p(x, y)p(y, z).
Proof. Dene
∆(x, y, z) := |p(x, z)− p(x, y)p(y, z)| (21)
and assume to the ontrary that
µ := ess sup∆(x, y, z) > 0 . (22)
Again, let ǫ > 0 be arbitrary, and let
[x0 − 12δ, x0 + 12δ]× [y0 − 12δ, y0 + 12δ]× [z0 − 12δ, z0 + 12δ]
be a ube where ∆ > µ − ǫ on a set of measure > 0.99δ3; and also assume
x0 + δ < y0, y0 + δ < z0 and ∆(x0, y0, z0) > µ− ǫ. As before, we need a method
to push x and z toward y. We start from the simple
∆(x, y, z) ≤ 1
z − x
(∫ y
x
p(x, t)∆(t, y, z) dt+
∫ z
y
∆(x, y, t)p(t, z) dt
)
(23)
from whih we an dedue
Sublemma. Assume ∆(x1, y1, z1) > µ−ǫ with |x1−y1| > 2ν and |z1−y1| > 2ν.
Then there exist x2 and z2 suh that
(i) x2 < y1 < z2;
(ii) ∆(x2, y1, z2) > µ− 4ǫ;
(iii) y1 − x2 < 2ν;
(iv) z2 − y1 < 2ν;
(v) Either ν < y1 − x2 or ν < z2 − y1.
Furthermore, if x1, y1 and z1 are piked in the sense of denition 2 above then
x2 and z2 are also piked.
Subproof. Denoting
R1 := {(x, y1, z1) : x ∈ (x1, y1)} , R2 := {(x1, y1, z) : z ∈ (y1, z1)}
and using (23) we get
ess sup
(x,y,z)∈R1∪R2
∆(x, y, z) > µ− ǫ
Let us assume that ess supR2 > µ−ǫ. The proof of the other ase will be idential.
We denote
M(x) := ess sup
z∈[y1,z1]
∆(x, y1, z)
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(so that M(x1) > µ− ǫ) and using (23) again, we have
∆(x, y1, z) ≤ 1
z − x
(∫ y1
x
M(t) dt+
∫ z
y1
M(x) dt
)
so
M(x) ≤ 1
y1 − x
∫ y1
x
M(t) dt
and we an use lemma 12 for M to get
1
2ν
∫ y1
y1−2ν
M(t) dt > µ− ǫ .
We get a set X1 ⊂ (y1 − 2ν, y1 − ν) of positive measure with x ∈ X1 satisfying
M(x) > µ− 2ǫ, whih implies a set of positive measure X2 ⊂ (y1 − 2ν, y1 − ν)×
(y1, z1) with (x, z) ∈ X2 satisfying (x, y1, z) > µ− 2ǫ. Let us pik a z3 suh that
X3 := {x : (x, z3) ∈ X2} has a positive measure. If z3 < y1 + 2ν, the lemma is
proved  we denote z2 := z3, pik an x2 out of X3 and nish. Otherwise, we
dene
M2(z) := ess sup
x∈[y1−2ν,y1]
∆(x, y1, z)
and again use lemma 12, this time for M2, to get∫ y1+2ν
y1
M2(t) dt > µ− 2ǫ .
We omplete the proof by piking z2 ∈ (y1 + ν, y1 + 2ν) with M2(z2) > µ − 4ǫ
and then piking an x2 ∈ (y1 − 2ν, y1) satisfying ∆(x2, y1, z2) > µ− 4ǫ.

Let us now omplete the proof of lemma 15. First we use the sublemma for
x0, y0, z0 and ν =
1
4δ. Denote the resulting values by x1 and z1. Let us assume
that y0 − x1 > 14δ  it will be easy to verify that the same proof works in the
seond ase. We return to (23) and observe that ∆(x1, y0, z1) > µ− 4ǫ implies
1
z1 − x1
(∫ y0
x1
p(x1, t) dt+
∫ z1
y0
p(t, z1) dt
)
> 1− 4ǫ
µ
.
and thus we an pik a t1 ∈ [ 12x1 + 12y0, y0] satisfying p(x1, t1) > 1− 32ǫµ . Denote
now I := (0.6x1 + 0.4t1, 0.4x1 + 0.6t1). Sine
|I| = 0.2(t1 − x1) ≥ 0.1(y0 − x1) > 0.025δ
and sine I ⊂ [y0 − 12δ, y0 + 12δ], we an pik y1 ∈ I suh that
m {(x, z) ∈ [x0, x0 + δ]× [z0, z0 + δ] : ∆(x, y1, z) > µ− ǫ} > 0 .
This allows us to proeed and pik x2 and z2 satisfying
∆(x2, y1, z2) > µ− ǫ .
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We use the sublemma again, for x2, y1, z2 and ν = 0.05δ. Denoting the output
of the laim by x3 and z3 we are nally faed with the following situation:
x1 < x3 < y1 < z3 < t1 < y0 < z1
p(x1, t1) > 1− 32ǫ
µ
∆(x3, y1, z3) > µ− 4ǫ .
This, however, is a ontradition to the assumption µ > 0 sine the monotoniity
of p gives
p(x3, y1), p(y1, z3) > 1− 32ǫ
µ
so
∆(x3, y1, z3) < 1−
(
1− 32ǫ
µ
)2
<
64ǫ
µ
and, sine ǫ was arbitrary, µ must be zero. 
The fat that p(x, y) is multipliative only almost everywhere requires us to
use a variation on the standard 0-1 law. The formulation follows:
Lemma 16. Let Ω =
∏
Ωn be a (produt) probability spae and X a random
variable dened on Ω suh that for almost every ω1, ω
′
1 ∈ Ω1, . . . , ωn, ω′n ∈ Ωn,
E(X |ω1, . . . , ωn) = E(X |ω′1, . . . , ω′n)
then X is similar to a onstant. In partiular, if X = 1A, then P(A) = 0 or
P(A) = 1.
The proof is idential to the proof of the standard 0-1 law  see e.g. [K85,
page 7℄.
Proof of theorem 3: We want to use lemma 16 with the independent variables
Xn,k. Clearly, we may assume that the number of variables in the lemma is
2N − 1. Now, taking E( · | {Xn,k = ωn,k}) for n = 1, . . . , N and 1 < k < 2n is
idential to taking
E
(
·
∣∣∣∣{ϕ(k2−N ) = sk}2Nk=0
)
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(write s0 = 0 and s2N = 1) and then
E
(
T (f ◦ ϕ; [0, 1])
∣∣∣∣{ϕ(k2−N ) = sk}2Nk=0
)
=
= E

2N−1∏
k=0
T (f ◦ ϕ; [k2−N , (k + 1)2−N ])
∣∣∣∣∣∣
{
ϕ(k2−N ) = sk
}2N
k=0


=
∏
k
E
(
T (f ◦ ϕ; [k2−N , (k + 1)2−N ])
∣∣∣{ϕ(l2−N) = sl}l=k,k+1
)
=
∏
k
E
(
T (f ◦ L[sk,sk+1] ◦ ϕ)
)
=
∏
k
p(sk, sk+1) = p(0, 1) for a.e. {sk}
and the theorem is proved. 
Theorem 3 an be applied to a number of harmoni properties of f ◦ϕ. Let us
name a few, without proofs:
• Uniform onvergene of Sn(f ◦ ϕ)→ f ◦ ϕ. One possible orresponding
interval property is
T (f ; I) = 1⇔ ∀J ⊂ I, lim
n→∞
∫
J
Dn(x− t) · (f(ϕ(t))− f(ϕ(x))) dt = 0
uniformly in x. Showing that this is probabilistially equivalent to f ∈
U(T) is similar to the proof that U0 is equivalent to U˜ .
• Pointwise divergene on an innite/unountable/dense/seond ategory
set. All these properties (or their omplements) are interval properties
to begin with, so theorem 3 applies diretly.
• Pointwise onvergene everywhere.
• Pointwise bounded Fourier partial sums.
• For any ψ(n)ր∞,
Sn(f ◦ ψ) = o(ψ(n))
uniformly or pointwise everywhere.
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