In this paper we focus on characterizing compact subsets of curves in R n with regular derivatives. Namely, we give characterization of compact subsets of finite sums of disjoint finite-length curves with ω-continuous derivative and without selfintersections. Intuitively, our condition can be formulated as there exists a finite set of regular curves covering a compact set K iff every triple of points of K behaves like a triple of points of a regular curve.
Introduction
Notation. By R n we denote the standard n-dimensional Euclidean space equipped with l 2 norm | · | and scalar product ·, · . Given a concave non-decreasing function ω : [0, ∞) → [0, ∞) with ω(0) = 0 we say that a function f : R m → R k is ω-continuous if for any different x, y ∈ R m we have |f (x) − f (y)| < ω(|x − y|). We say that f : R m → R k is r-locally ω-continuous if r > 0 and the aforementioned inequality holds if |x − y| < r.
Our results.
In this paper we focus on characterizing compact subsets of regular curves in R n . We give a characterization of compact subsets of finite sum of disjoint embedded curves with ω-continuous derivative and without self-intersections. Namely, we prove the following theorems. Theorem 1.1. Let K be a compact subset of R n satisfying the following condition: there exists r 0 > 0 and a concave non-decreasing function ω : [0, ∞) → [0, ∞) with ω(0) = 0 such that for all distinct x, y, z ∈ K if |z − x| = diam{x, y, z} < r 0 then y − x |y − x| − z − y |z − y| < ω(diam{x, y, z}).
(1.1)
Then there exists a finite family of finite-length curves without self-intersections with arc-length parameterizations {γ i } 1≤i≤N , γ i : A i → R n , where A i is either a circle or a closed segment, such that their images are disjoint, contain K and for every γ i the derivative γ i is locally 342ω-continuous. Moreover, one can require that the total length of all curves γ i is bounded by 5H 1 (K) + ε, where H 1 is the one-dimensional Hausdorff measure and ε > 0 is chosen arbitrarily. Theorem 1.2. Let γ : A → R n be an arc-length parametrization of a finite-length curve without self-intersections, where A is a closed segment or a circle, such that γ is locally ω-continuous for some concave non-decreasing function ω : [0, ∞) → [0, ∞) with ω(0) = 0. Then there exists r 0 > 0 such that for all distinct x, y, z ∈ γ(A) if |z − x| = diam{x, y, z} < r 0 then y − x |y − x| − z − y |z − y| < 6ω(diam{x, y, z}).
Let us make here a few remarks. First, note that both theorems include only conditions on local continuity of the derivatives of the curves -that is, we are interested only in the regularity of the curves at small scales.
Second, the natural approach to prove Theorem 1.1 may be to do a construction at small scales and then use some compactness argument to make the family of curves finite and disjoint. We follow the idea of the first step in Section 3.2, however, note that the second part needs to be more involved, by the following easy example. Let K be an image of a regular curve, for example let K be a segment. As we require the images of the curves to be closed and disjoint, the only way to cover a segment is to use only one curve. Therefore we need some argument that allows us to merge neighbouring curves constructed at small scales. This is done in Section 3.3.
Finally, note what happens if in Theorem 1.1 we assume that Equation 1.1 holds not for the whole set K, but for a subset K \ Z, H 1 (Z) = 0. Then we can basically apply Theorem 1.1 to the closure of the set K \ Z and obtain that the set K is contained in the sum of the images of the finite family of regular curves and a set of one-dimensional Hausdorff measure 0. We leave easy technical details to the reader.
Related work.
A famous theorem by Jones [6] gives characterization of compact subsets of rectifiable curves in R 2 . Jones's results were extended to R n by Okikiolu [9] and to Hilbert spaces by Schul [10] . There exists an analogue of those theorems for rectifiable curves in general metric spaces [4, 5] and Heisenberg groups [3] . Ahlforsregular subsets are treated by Schul [10] and David and Semmes [1] . Lerman applied the idea of Jones's β numbers to rectifiable measures in R n [8] .
Inspired by these results, we tried to create a characterization of compact subsets of much more regular curves, in particular, of curves with regular arc-length parametrization. Note that all aforementioned results focus on rectifiable or Ahlfors-regular sets and curves, which are much wider classes. The examples gathered in Section 4 show that Jones's β numbers carry insufficient information in our case and therefore we need a significantly different condition. Intuitevely, Jones-like conditions are concerned with the set K only at one scale and at a single location. Due to this, as our examples show, K might make infinitely many turns by 90 degrees while having various β-numbers suitably small. Note that Jones's construction in [6] indeed yields Lipschitz curves which might turn and spiral without any control; this is the main difference with our work. Moreover, to cover the whole set K, we need a condition that includes every point of K, not just all the points but the set of measure 0.
Therefore our characterization conditions are quite different than these given by Jones, Okikiolu and Schul [6, 9, 10] . In Section 4 we discuss Jones-like conditions applied to curves with arc-length parametrization with regular derivatives and we give two counter-examples showing that Jones-like characterization does not seem to suit our needs.
Note that Equation 1.1 is quite similar to a condition that bounds the inverse of the radius of the circumcircle of the triangle (x, y, z). This makes our result related to the analysis of the Menger curvature [4, 5, 7] . In particular, the local construction presented in Section 3.2 seems to be similar to the constructions of Hahlomaa [4] .
Finally, one may notice that the results in our paper seem similar to Whitney-type [11] theorems by Fefferman [2] . One can see our results also as there exists a regular curve through the whole set iff there exists a regular curve through every neighbouring three points.
Organization. In Section 2 we prove Theorem 1.2. This is quite easy and straightforward corollary from the definition of the locally ω-continuous function. In Section 3 we prove Theorem 1.1, by providing a construction algorithm for a family of curves. In Section 4 we discuss Jones-like conditions for curves with arc-length parametrization with regular derivatives.
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Properties of curves with ω-continuous derivative
In this section we prove Theorem 1.2. Let γ : A → R n be an arc-length parametrization of a finite-length curve without self-intersections, where A is a circle or a closed segment. Let ω : [0, ∞) → [0, ∞) be a concave non-decreasing function with ω(0) = 0 and let r ω > 0 be such that γ is r ω -locally ω-continuous.
Let us start with choosing r 1 > 0 such that r 1 < r ω , r 1 < Lemma 2.1. There exists r 2 > 0 such that if |γ(s) − γ(t)| < r 2 then |t − s| < r 1 .
Proof. Let r 2 = inf s,t∈A:|s−t|≥r 1 |γ(s) − γ(t)|. By the compactness of the set {(s, t) ∈ A×A : |s−t| ≥ r 1 } there exist s 0 , t 0 ∈ A satisfying |s 0 −t 0 | ≥ r 1 and r 2 = |γ(s 0 )−γ(t 0 )|. Therefore if |γ(s) − γ(t)| < r 2 then |s − t| < r 1 . We only need to prove that r 2 > 0. But r 2 = |γ(s 0 ) − γ(t 0 )| and γ does not have self-intersections.
In the proof of Theorem 1.2 let us take r 0 := min(r ω , r 2 ). Take any distinct x, y, z ∈ γ(A) satisfying diam{x, y, z} < r 0 . Let x = γ(a), y = γ(b), z = γ(c). Since diam{x, y, z} < r 0 ≤ r 2 , we have diam{a, b, c} < r 1 < 
Note that for all a ≤ s 1 ≤ s 2 ≤ c we have:
2) So for all a ≤ s 1 < s 2 ≤ c (recall that γ is an arc-length parametrization): 
By taking every (s 1 , s 2 ) ∈ {(a, b), (b, c), (a, c)} we obtain that differ from v by less than 2ω(|c − a|) and we can conclude with
Note that this in particular means the triangle with vertices x, y, z has obtuse angle at vertex y and therefore |z − x| = diam{x, y, z}. Since |z − x| > (1 − ω(|c − a|))|c − a| > 2 3 |c − a| we have (recall that ω is a concave non-decreasing function):
That completes the proof of Theorem 1.2.
3 Characterization of subsets of curves with ω-continuous derivative
In this section we prove Theorem 1.1. This is done by an explicit construction of the desired curve family. In Section 3.1 we investigate the condition in Equation 1.1 to prove that at small scales the set K lies approximately along a straight line. We use this observation in Section 3.2 to provide an explicit construction of one curve with properly regular derivative that covers set K ∩ B for some small ball B. Finally, in Section 3.3 we show that all these small curves for different small balls B can be merged into the desired curve family. Let us now recall the Jones's condition. Assume n = 2, i.e., we are working in R 2 . For every square Q let l(Q) be the sidelength of Q, let S K (Q) be the most narrow strip covering 3Q ∩ K and let β K (Q) = width(S K (Q))/l(Q). Thw theorem of Jones theorem asserts that K is a subset of a rectifiable curve iff
Note that this condition, similarly to ours, implies that in a majority of small balls points of K lie approximately along a straight line. However, our condition takes into account every point of K, where the one of Jones is rather a measure-type condition. In particular, our condition implies that at small scale the vectors (y − x) for x, y ∈ K are approximately parallel, which is far from being true in Jones's condition and rectifiable curves.
Preliminaries
Let us fix some global coordinate system in the whole R n , so we can compare points. We use this comparison procedure to break ties in the constructing algorithm so that it is fully deterministic.
Definition 3.1. We say that x < y for x, y ∈ R n if for some 1 ≤ k ≤ n we have x i = y i for 1 ≤ i < k and x k < y k (i.e., we sort points lexicographically).
Given an isolated point x ∈ K, when we speak about the point of K (or some closed subset of K) closest to x, we mean that we break ties using the comparison procedure from Definition 3.1, i.e., we choose the smallest point among the set of the closest points.
Such point exists since K is compact and a projection of a compact set onto any subspace is still a compact set.
Let K ⊂ R n be a compact set, let ω : [0, ∞) → [0, ∞) be a concave non-decreasing function with ω(0) = 0 and let r 0 > 0 be such that for all distinct x, y, z ∈ K with |z − x| = diam{x, y, z} < r 0 we have
We can assume r 0 is sufficiently small to ensure that ω(r 0 ) < 0.001. The constant 0.001 is far from optimal, we do not optimize constants in our proofs. As we shall see, we only need that all constants that appear in the proof are significantly smaller than 1.
Lemma 3.2. For any pairwise distinct x, y, z ∈ K if |z − x| = diam{x, y, z} < r 0 then the angle (x, y, z) is obtuse and
Proof. Since
the triangle with vertices x, y, z has obtuse angle at y. Therefore the angle between vectors (y − x) and (z − y) is acute and its measure is the sum of measures of angles between vectors (y − x) and (z − x) and between vectors (z − y) and (z − x). Therefore
Take any x 0 ∈ K and r < 1 2 r 0 and let B = {x : |x − x 0 | ≤ r} and K B = K ∩ B. Now we are going to prove that K B lies approximately along one line. Later, we construct desired curves for all small balls B and then merge curves into the desired family.
If K B consists of a single point there is nothing interesting to do, so let
and set coordinates with base (e 1 , e 2 , . . . , e n ) so that
We say that a point y ∈ K B is to the right (to the left) from x ∈ K B iff y, e 1 > x, e 1 ( y, e 1 < x, e 1 ). We say that points y, y ∈ K B are on the same side (on opposing sides) of x ∈ K B iff 0 = sgn( y − x, e 1 ) = sgn( y − x, e 1 ) (conversely 0 = sgn( y − x, e 1 ) = sgn( y − x, e 1 ) = 0). Lemma 3.4. Let x, y ∈ K B satisfy x = y and x, e 1 ≤ y, e 1 . Then
In particular, all points in K B have distinct first coordinate, and for any two distinct points x, y ∈ K B one always lies to the right of the other one and sgn( x − y, e 1 ) = 0.
Proof. If x = x 1 and y = x 2 there is nothing to prove. By symmetry, w.l.o.g. assume y / ∈ {x 1 , x 2 }. By Lemma 3.2 for triangle x 1 , y, x 2 (note that |x 2 − x 1 | = d = diam{x 1 , y, x 2 }):
If x = x 1 the proof is finished. Otherwise let us focus on triangle x 1 , x, y. By Lemma 3.2 one of the angles of triangle x 1 , x, y is obtuse. We now prove that this is angle (x 1 , x, y).
|x−x 1 | = e 1 and the proof is finished. Otherwise, by Lemma 3.2 for triangle
Therefore, using Equation 3.1:
Therefore the angle (x, x 1 , y) is acute.
By contradiction, assume that (x 1 , y, x) is obtuse. In this case by Lemma 3.2:
This contradicts the assumption that x, e 1 ≤ y, e 1 . Therefore by applying Lemma 3.2 to triangle x 1 , x, y we get
Corollary 3.5. Merging Lemma 3.2 and Lemma 3.4 we have for every x, y, z ∈ K B if y / ∈ {x, z}:
Corollary 3.6. Applying Lemma 3.4 once again we have for every distinct x, y ∈ K B :
Lemma 3.7. Take three pairwise distinct points x, y, z ∈ K B . Then |z−x| = diam{x, y, z} iff x and z lie on opposing sides of y.
Proof. First assume x and z lie on opposing sides of y. W.l.o.g. assume x lies to the left and z lies to the right. By Lemma 3.4
Therefore the angle (x, y, z) is obtuse. Now assume |z − x| = diam{x, y, z}. W.l.o.g. z lies to the right of x and, by Lemma 3.4 and Lemma 3.2,
Therefore y lies to the right of x. Making the same calculations for z − y instead of y − x we see that y lies to the left of z.
, the choice of x 1 and x 2 was unique up to numbering (i.e., up to a rotation of the coordinate system by 180 • ).
Proof. Since diam{x 1 , x, x 2 } = |x 2 − x 1 |, then by Lemma 3.2 angle (x 1 , x, x 2 ) is obtuse and sides (x−x 1 ) and (x−x 2 ) of the triangle x 1 , x, x 2 are shorter than side (x 1 −x 2 ).
To sum up, we have proven that all the points in K B lie approximately along the line x 1 x 2 . It is worth noting that similar analysis appears in [4] , Lemma 3.1, and there Hahlomaa uses the map x → d(x, x 1 ), instead of the axis x 1 x 2 .
The local construction
In this section we provide a construction algorithm that allows to construct one curve without self-intersections, with arc-length parametrization γ : [a, b] → R n , such that γ is 342ω-continuous and
Lemma 3.9. Let y ∈ K B be an accumulation point of K B and let (y k ) ∞ k=1 be a sequence of points from K B convergent to y, different than y. Then there exists lim k→∞ sgn( y k − y, e 1 ) y k − y |y k − y| and this limit is a vector of length 1.
Proof. Fix ε > 0 and let δ > 0 satisfy ω(2δ) < ε. Assume M ∈ N satisfies: for all k ≥ M we have |y k − y| < δ. Let k, l ≥ M . By Corollary 3.5 for triangle y k , y l , y:
Therefore this sequence converges and the limit is a vector of length 1, since all terms have length 1. Let us now prove some properties of the chosen vectors v y .
Proof. By Corollary 3.6, for any x ∈ K B , x = y:
But |v y − e 1 | is a limit of such expressions (in case of y being an accumulation point of K B ) or is equal to a single expression of that form.
Lemma 3.12. Let x, y ∈ K B , x = y. Then
Proof. If x is an accumulation point of K B , then take x • sufficiently close to x such that:
2 |y − x| and using Lemma 3.2 and Corollary 3.5:
Otherwise, note that by the definition of x * we have |x−x * | ≤ |x−y| and diam{x, x * , y} ≤ 2|x − y|. Using once again Corollary 3.5:
Proof. We use Lemma 3.12 twice:
< 2ω(|y − x|) + 2ω(|y − x|) = 4ω(|y − x|).
After these preparations, we now provide a construction of a sufficiently regular curve that connects two points of K B .
Lemma 3.14. Let x, y ∈ K B and assume that y is to the right from x. Then there exists a smooth curve with arc-length parametrization γ : [a, b] → R n such that
|y−x| -Lipschitz continuous,
for any distinct s, t ∈ [a, b], |s − t| ≥ |γ(s) − γ(t)| > 0.93|s − t|.
Proof. Letd = |y −x|. We start by definingγ :
However,γ will not be an arc-length parametrization. We will then boundγ to reparametrizeγ as desired. Let us defineγ as follows:
It is easy to check thatγ(0) = x andγ(d) = y. Let us computeγ (t):
It is easy to check thatγ(0) = v x andγ(d) = v y . Note that by Lemma 3.12 and Lemma 3.13:
Therefore for 0 ≤ s < t ≤d we have:
In particular, for s = 0 we have
And, by Lemma 3.4,
Therefore the projection ofγ([0,d]) onto the first coordinate axis is injective, the curvê γ goes mostly to the right (i.e.,γ points to the right) and it has no self-intersections. Moreover, by Equation 3.4 and the fact that |v x | = 1 we get that 0.932 < |γ (t)| < 1.068, so by standard techniques one can modify parametrizationγ to obtain arc-length parametrization γ of the curveγ ([0,d]) . Namely, if L(t) = t 0 |γ (s)|ds is the length function ofγ, we define γ : [0,
We now check all conditions for γ. Point 1 is obvious by the definition ofγ and Equation 3.6. By Equation 3.4, |γ (t) − γ (γ −1 (γ(t)))| < 68ω(d). Therefore, by Equation 3.5, |γ (u) − e 1 | < 138ω(d) < 0.138 and Point 3 is satisfied. To check Point 4, note that by Equation 3.5 for 0 ≤ t 1 < t 2 ≤d:
Conversely, setting u 1 = L(t 1 ) and u 2 = L(t 2 ):
and Point 4 is satisfied.
What remains is Point 2, i.e., Lipschitz continuity of the new parametrization, so we are now going to prove that γ is 157
-Lipschitz continuous. Since all functions here are C ∞ , we can compute
Since 0.932 < |γ (t)| < 1.068 we obtain 0.932 < L (t) < 1.068 and 1/1.068
.2), we have that
Therefore γ is 157
-Lipschitz continuous.
Remark 3.15. Let us for a while swap the roles of x 1 with x 2 , i.e., rotate the coordinate system by 180 • . If we then connect points x and y using Lemma 3.14, we obtain the same curve, but running backwards, since the formula forγ gives the unique polynomial of degree at most 3 that has fixedγ andγ at the endpoints.
Lemma 3.16. With the assumptions of Lemma 3.14, the constructed curve γ has 169ω-continuous derivative.
. By Point 4 of the conditions for γ:
Since ω is non-decreasing:
Recall that γ is 157
|y−x| -Lipschitz continuous and ω is concave:
Let π e 1 : R n → R be the projection onto e 1 axis. Since 
Proof. If x ∈ K B , Lemma 3.11 does the job. Otherwise, use Point 3 from Lemma 3.14.
Lemma 3.18. For every distinct x, y ∈K B :
Proof. If x, y ∈ K B , the statement is obvious by Lemma 3.13. Therefore let us assume x / ∈ K B , so x is in the image of curve γ i . If y is in the image of γ i , Lemma 3.16 does the job. Otherwise, let us assume w.l.o.g. that y is to the right of x. Then it is to the right of y i , too. If y ∈ K B then:
If otherwise, let y be in the image of γ j . Then:
Lemma 3.19. For every x ∈K B the vector v x is tangent at x to the setK B .
Proof. For x ∈K B \ K B the statement is obvious. Let then look at the case x = f (p) ∈ K B . If x is an endpoint of some curve γ i , then γ i at x equals v x , both when x is a left or a right endpoint of γ i . On the other hand, if x n → x and x n = x, x n ∈ K B , then, by the definition of v x ,
This finishes the proof.
We conclude this section with the final theorem. Now assume that the center x c of B belongs to K B . Integrating the inequality for |γ (t) − e 1 | (Point 3), we obtain
for all x ∈K B . Since this in particular holds for x = x c and x 1 , x 2 ∈ B, for every
Remark 3.21. Note that we still keep the property from Remark 3.15. If we swap x 1 with x 2 , i.e., rotate the local coordinate system by 180 • , we get the same curveK B , but its parametrization is running backwards. Indeed, v x changes to −v x and by Remark 3.15 the images of curves γ i remain unchanged. Therefore, by Lemma 3.8, the constructed curveK B does not depend on the chosen local coordinate system (e 1 , e 2 , . . . , e n ).
The global construction
In Section 3.2 we developed a way to pass one curve through points K ∩ B for a closed ball B of diameter smaller than r 0 . Now we would like to extend this construction to whole K. Naively, we would like to say take sum of all curves for all small balls B, the sum should look nice. Indeed, this way we get a bit weaker result than Theorem 1.1 quite immediately:
Theorem 3.22. With the assumptions of Theorem 1.1, there exists a finite family of finite-length curves whose images contain K and such that every curve:
1. admits an arc-length parametrization
2. γ i is injective, i.e., its image does not contain self-intersections, 3. the derivative γ i is 342ω-continuous.
Unlike in Theorem 1.1, the images of γ i and γ j for i = j are not necessarily disjoint.
Proof. Take r < 1 2 r 0 and take
Take a finite subfamily B 0 ⊂ B 0 such that the interiors of balls from B 0 cover K. For every B ∈ B 0 construct curve γ B using Theorem 3.20. The family {γ B : B ∈ B 0 } is the desired family.
Note that it does not seem easy to make the images of the curves disjoint in the proof of Theorem 3.22. Consider an example when K is an image of a regular curve, e.g., a segment. The only way to cover a segment with a finite family of disjoint and closed images of curves is to use only one curve that covers the whole segment. Therefore, to obtain disjoint images, we need to merge curves γ B for neighbouring balls B.
We start with strengthening Remark 3.21, so that the local construction in the neighborhood of some x ∈ K is totally independent even of the choice of the ball B covering the neighborhood of x. The problem with the construction is that the choice of y * in Definition 3.10 depends on the choice of B. However, this can be easily circumvented.
Take r * < 1 20 r 0 . Let K lonely ⊂ K be the set of isolated points from K that are distant by at least r * from other points of K. K lonely is finite and we can remove it from K: at the end of the construction, every non-covered point from K lonely can be covered by a sufficiently small segment. Therefore we can assume that for every x ∈ K there exists y ∈ K, x = y such that |x − y| < r * .
Lemma 3.23. Let B be a closed ball with radius r, 2r * ≤ r < be not an accumulation point of K B . Then x * , taken in Definition 3.10, is in fact the closest point to x from the entire K, not only K B , and among all the closest points to x, x * is smallest according to comparison procedure described in Definition 3.1.
Proof. For this x there exists y ∈ K such that |x − y| < r * . Therefore |x − x * | < r * , but, since r ≥ 2r * , ball {y : |x − y| ≤ r * } ⊂ B. Therefore all closest points to x from K belong to B and the lemma is proven. Proof. Construct curve γ B 1 using Theorem 3.20. Let x l be the leftmost point of K ∩ B 2 (in the coordinate system used to construct γ B 1 ) and x r be the rightmost. Since K ∩ 1 2 B 2 consists of at least two points, x l and x r are well defined and are different. By Corollary 3.6 for ball B 1 , all points x ∈ K between x l and x r (in particular, the center of B 2 ) are either equal to x l or satisfy
Therefore, all points x ∈ K ∩ B 1 between x l and x r are in B 2 . Moreover, angle (x l , x, x r ) is obtuse, and |x r − x l | = diam K ∩ B 2 . Together with Equation 3.7, this means that, to construct γ B 2 using Theorem 3.20, the e 1 axis connects x l with x r and the order (being to the left or right) on this axis is the same as on the e 1 axis in B 1 . Note that by Lemma 3.23, for every x ∈ 1 2 B 2 the point x * belongs to B 2 ⊂ 1 2 B 1 and it is in fact the closest to x point in the whole set K. Therefore the choice of x * is independent of whether we construct of γ B 1 or γ B 2 . Together with Remark 3.21, this implies that the construction process in Theorem 3.20 for the partγ B 2 is a subset of the construction process for the curve γ B 1 . Since B 2 ⊂ 1 2 B 1 ,γ B 2 in fact is the subset of the curveγ B 1 .
Lemma 3.26. Let B 2 , B 3 be closed balls with centers y 2 , y 3 ∈ K and radii 2r * ≤ r 2 , r 3 < We can now finish the proof of Theorem 1.1. Take any finite family B of closed balls with centers in K and radii at least 2r * and smaller than 1 10 r 0 such that {int 1 2 B : B ∈ B} covers K. For each ball B ∈ B takeγ B and letK denote the union of all images of these curves. Note that the setK has finite length, since all curves had finite length.
First, note that we can remove one-by-one such balls B from B that the image ofγ B is contained in images of curvesγ for other balls in B. Therefore we can assume that for every B ∈ B there exists a point in the image ofγ B that is not in any image of curvē γ B for B = B ∈ B.
Take any x ∈ R n and take
If B x = {y : |y − x| ≤ 2r * + Let x ∈K and assume that x is contained in the images ofγ for (at least) three different B 1 , B 2 , B 3 ∈ B. Then all images ofγ B i for i = 1, 2, 3 are contained in the image ofγ Bx and one of the images must be contained in the sum of the other two, which contradicts the previous assumption. Now construct a graph with vertex set B and let B 1 and B 2 be connected in this graph if images ofγ B 1 andγ B 2 coincide. By the previous observations, every vertex B ∈ B has degree at most 2: no other curve image may be contained in the image of γ B and at every endpoint the image ofγ B can coincide with at most one other curve. Therefore our graph consists only of paths and loops. By previous observations, locallȳ K looks like one curve, so in total it is a finite sum of curves (and some of them may be closed, i.e., they may form images of circles).
What is left to prove is that for every curve inK its arc-length parametrization has locally 342ω-continuous derivative. However, note that if x, y ∈K, |x − y| < r * , then K in the neighborhood of x, y is a subset ofγ Bx , and this curve has 342ω-continuous derivative.
We conclude this section with the following lemma concerning the total length of all constructed curves. Lemma 3.27. For any ε > 0, by taking sufficiently small r * and by taking the family B more carefully in the above construction, the total length of all curves can be bounded by 5H 1 (K) + ε, where H 1 is the one-dimensional Hausdorff measure. Proof. Using definition of H 1 , let B 1 be a set of open balls of diameters smaller than 1 20 r 0 such that they cover K and
We may assume that every ball in B 1 contains a point from K. For every B ∈ B 1 we take a ball B such that B ⊂ B , the center of B belongs to K and B has diameter at most twice as large as the diameter of B. Let B 2 = {B : B ∈ B 1 }; then every B ∈ B 2 has diameter smaller than 1 10 r 0 , has center in K and the family B 2 covers K. Moreover
Since K is a compact set, we may assume that B 2 is finite. Let r * = Since we have chosen r * , we may remove now the set K lonely from the set K. Note that the set K lonely can be covered with segments of total length at most 1 2 ε. We now constructK using our new family B. By Point 1 of Theorem 3.20, curve γ B for B ∈ B has length smaller than 1.161 diam(B). ThereforeK has total length of at most 1 2 ε + 1.161 · (4H 1 (K) + 1 3 ε) < 5H 1 (K) + ε.
In this section we work only in R 2 , i.e., we are not using any high-dimensional tricks. To simplify the notation, we would treat R 2 as the complex field C, for example iv is the vector v rotated by 90 • counterclockwise.
Let us recall the main techniques used by Jones [6] . Assume we have compact set K ⊂ R 2 . Given a square Q with sidelength l(Q) by S K (Q) we denote one of the most narrow strips covering K ∩ 3Q and by β K (Q) we denote the ratio width(S K (Q))/l(Q).
The main result of Jones [6] is that a compact set K ⊂ R 2 is a subset of a rectifiable curve iff the following sum is finite:
Our examples show that measuring β K (Q) does not allow to decide whether K can be covered by a more regular curve. Let ω : [0, +∞) → [0, +∞) be a concave non-decreasing function with ω(0) = 0. We assume that ω(1) < 1; otherwise we may need some rescaling in the examples. We are about to give two compact sets in R 2 that cannot be covered by a finite family of disjoint finite-length curves with ω-continuous derivative (we call such curves regular curves for short). However, in both examples values S K (Q) are small and look that are not informative. Note that both sets satisfy Jones condition and therefore they are subsets of rectifiable curves.
Moreover, the set from the second example has two more properties. First, it can be covered with four regular curves, but with an intersection, showing that the condition that curves are disjoint in our result is essential. This example shows that the question, whether a compact set K can be covered with a finite sum of regular curves, but not necessarily disjoint, is significantly different than the question this paper answers.
Second, if one applies the Jones's algorithm for constructing a rectifiable curve covering the set K from the second example, the obtained curve will have infinite number of turns by 90 • and therefore cannot be easily smoothed to a curve with a regular derivative and finite length.
We are not going to give all details of the examples, but to we want to give an intuition why Jones's approach seems to break down here.
Vertical strokes example
Let K := {(0, 0)} ∪ {[(2 −n , 0), (2 −n , 2 −n ω(2 −n ))] : n ∈ Z + }.
This set consists of countably many vertical strokes of length 2 −n ω(2 −n ) that converge to (0, 0). It is obviously compact, but for every n the triangle (0, 0), (2 −n , 0), (2 −n , 2 −n ω(2 −n )) has diameter smaller than 2 · 2 −n and right angle at vertex (2 −n , 0). Therefore, by Theorem 1.1, it cannot be covered by a finite number of disjoint regular curves. Let us understand, not using Theorem 1.1, why it cannot be covered. Assume, by contradiction, that it is covered by a finite family {γ i } 1≤i≤N . By some easy measure arguments, for every point (2 −n , 0) there must be a curve γ i tangent to stroke
