This paper proposes analytical expressions of end-to-end throughput for IEEE 802.11e Enhanced Distributed Channel Access (EDCA) wireless string-topology multi-hop networks. For obtaining the IEEE 802.11e EDCA performance, internal collisions between Access Categories (ACs) in a node, frame collisions with external nodes, and frame-existence probabilities of buffers at each AC are expressed as functions of EDCA access parameters. Therefore, it is possible to obtain the effects of the EDCA access parameters to Quality of Service (QoS) support in the EDCA. It is possible to obtain the end-to-end throughput at any offered load with respect to each AC because the buffer states can be expressed according to ACs. The obtained analytical expressions are verified by showing the quantitative agreements with simulation results.
Introduction
An importance of supporting Quality of Service (QoS) in wireless communications is rapidly increasing due to a growth of multi-media applications such as video streaming and voice [1] [2] [3] . However, the IEEE 802.11 Distributed Coordination Function (DCF), which is widely used in IEEE 802.11 wireless multi-hop networks, does not support QoS. The IEEE 802.11e Enhanced Distributed Channel Access (EDCA) is an extended version of the IEEE 802.11 DCF, which can support QoS [4] . The EDCA node has four access categories (ACs) with virtual transmission buffer, which contend channel access independently. It is possible to realize the channel-access priority differentiations according to ACs by setting the proper EDCA parameters, which are the minimum and maximum values of the contention window (CW), expressed by CW min and CW max , respectively, and the Arbitration Inter Frame Space The ACs in a node contend to access the channel individually based on Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA). ACs wait for a duration of Arbitration Inter Frame Space (AIFS) after a node finishes channel access or channel sensing. The AIFS duration of AC h is determined by
Where t SIF S is the duration of Short Inter Frame Space (SIFS), AIF SN h is the AIFS-slot number of AC h, and σ is a system slot time. It is possible for high priority AC to have a high channel-access opportunity by applying small value of AIFS. The expected values of BT countdown durations can be controlled by CW min and CW max . Namely, the channel-access opportunity increases as CW min and CW max decrease. By setting proper combination of CW min , CW max , and AIF SN , it is possible to control the channel-access opportunities according to ACs, which lead to the QoS support.
Channel access of IEEE 802.11e EDCA
There are two contentions for channel access in IEEE 802.11e EDCA, which are internal contention and external one. Figure 2 shows a network topology for the EDCA channel-access example. In Fig. 2 , Nodes A and C have transmission frames to Nodes B and D, respectively. Additionally, Nodes A and C are in the hidden-node relationship each other. Node B can sense the both transmissions of Nodes A and C. Node D is in transmission range of Node C. Figure 3 shows an example of internal contentions in a node. In Fig. 3 , there are transmission frames in buffers of ACs 0, 1, and 2. When the AC 2 of the node succeeds in transmission, AC 2 sets Backoff Timer (BT) within CW min . Other ACs start to decrease BT with CW values prior to defering. After the AIFS duration, each AC starts the BT countdown. At the instant of (i) in Fig. 3 , AC 0 starts frame-transmission because the BT becomes zero. On the other hand, ACs 1 and 2 defer BT countdown due to AC-0 frame transmission. At the instant of (ii) in Fig. 3 , ACs 1 and 2 wait for AIFS duration again and restart BT countdown posterior to AC 0 frame transmission. At the instant of (iii) in Fig. 3 , simultaneous frame transmission attempts occurs from ACs 1 and 2 because the BTs of ACs 1 and 2 are zero simultaneously, which call as the internal collision. When the internal collision occurs among ACs, the highest-priority AC has a right to transmit a frame. Therefore, AC 1 obtains a frame-transmission opportunity and transmits a frame at the instant of (iii) in Fig. 3 . Because of the internal frame collision, AC 2 reset BT within doubled CW and waits for the AIFS duration and BT countdown duration. Figures 4 shows an example of external contention. At the instant of (a) in Fig. 4 , the node C starts internal contention as shown in Fig. 3 . After internal contention, the node C starts a DATAframe transmission. At the instant of (b) in Fig. 4 , the node A starts internal contention while the node C transmits the DATA frame because of the hidden-node relationship. As a result, the node A starts a DATA-frame transmission at the instant of (c). The DATA frame collision from node A to node B is, however, collided with that from node C at node B. The frame collision among nodes is the external collision. The node C receives an ACK frame from the node D at the instant of (d) in Fig. 4 because the node-C transmission to the node D is succeeded. The node A recognizes that the transmitted DATA frame is collided when no ACK frame is received from node B during the AIFS duration. Therefore, the node A retries an internal contention with doubling CW value of the AC for a DATA-frame retransmission at the instant of (e).
Throughput analyses for IEEE 802.11 DCF
For comprehending network performance, it is helpful to obtain analytical expressions of throughput, collision probability, and frame-existence probability.
A mathematical model for obtaining saturated throughput of WLANs with IEEE 802.11 DCF was proposed by Bianchi [5] . By expressing the DCF backoff behavior by the two-dimensional Markov Chain model, the saturated throughput of WLANs can be obtained. Bianchi's model has been refined to include the backoff freezing [6, 8] , finite retransmission attempts [7] and hidden nodes collisions [12] [13] [14] . It is assumed in [5] that the network is in the saturated state, where each node always has transmission frames. Additionally, it was reported in [8] [9] [10] [11] that the behavior of non-saturation state can be expressed by applying the queuing theory to Bianchi's Markov-Chain model.
The Bianchi's model is, however, complex. Therefore, several simple analytical expressions for WLANs in both saturated [15] and non-saturated conditions [16, 17] were obtained. In addition, simple analytical model, taking into account frame collisions induced by hidden nodes in the nonsaturated state, appears in [18] .
Throughput analyses for single-hop networks with EDCA also have been carried out by extending the Bianchi's model. Saturated throughput analyses were carried out, taking into account the priority differentiation by expressing effects of differences CW min and CW max [19, 20] and those of AIFS [20] [21] [22] [23] among multiple ACs.
Analytical expressions of end-to-end throughput for the IEEE 802.11e EDCA string-topology wireless multi-hop networks
The purpose of the analysis in this paper is to obtain end-to-end throughputs in the IEEE 802.11e EDCA wireless multi-hop networks with respect to each AC flow. Figure 5 shows the relationship between the IEEE 802.11e EDCA and analytical model in this paper. In this paper, four operation models in MAC, layer which are AIFS, backoff timer decrement, buffer queuing, and frame-transmission collision are constructed. In addition, the MAC layer operations expressed with respect to each node are connected by network flow model. Figure 6 shows a N-hop string topology multi-hop network, which is considered in this paper. The analysis in this paper is based on the following assumptions.
1. All the network nodes have a single radio transceiver and use the identical radio channel.
2. Channel conditions of all the physical-layer links are ideal. Therefore, transmission failures occur only due to frame collisions.
3. The neighbor node is in the transmission and the node within two-hop intervals are in the 4. Collisions between DATA and ACK frames and those between ACK and ACK frames are ignored because the ACK-frame length is much shorter than the DATA-frame one.
5. It is considered that there are two ACs, which are AC 1 with high priority and AC 2 with low priority.
6. The frame sizes of AC 1 are the same as those of AC 2.
7. The UDP-DATA frames are generated at Node 0 following a Poisson distribution.
From the assumptions 6 and 7, only Node 0 yields frames with fixed length, whose destination is Node N . Nodes (i ± 1) and (i ± 2) are in the transmission range and the carrier sensing range of Node i, respectively. Namely, Nodes i and (i ± 3) are in the hidden-node relationship. The network topology in Fig. 6 is often used for the first-step throughput analyses of multi-hop networks [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] because this topology is one of the typical and simple multi-hop network topologies. Because the analysis in this paper is the first attempt for obtaining end-to-end throughputs of multi-hop networks with EDCA, the string topology as shown in Fig. 6 is selected as the analysis target.
The operation of each AC follows the IEEE 802.11 DCF. Namely, the ACs work independently by using BT with CW. Now, the initial value of the CW in AC h is CW h,min . The CW values are doubled when the frame transmission failure occurs. Therefore, the CW value of AC h for j th retransmission is expressed as
where CW h,max is the maximum contention-window values of AC h, R is the retransmission-limit number, and R h = log 2 CW h,max +1 CW h,min +1 .
Airtime expressions
In this analysis, the concept of airtimes proposed in [24] is applied and extended for expressing the MAC-layer states with EDCA in the network nodes. The airtimes are classified into transmission, carrier-sensing, and channel-idle airtimes. The transmission airtime is the ratio of transmission durations to whole time. Concretely, the transmission airtime of AC h in Node i is expressed as
where |s i,h | is the sum of the DATA-frame transmission time (DAT A), short inter frame space (SIFS) duration (SIF S), and the acknowledge(ACK)-frame transmission time (ACK). Note that x i,h includes transmission failure time due to internal and external collisions. Because a node can transmit a frame from just one at a time, the transmission airtime of Node i is
where γ in i,h is the internal-collision probability of AC h in Node i, whose analytical expression is derived in Section 4.5.
The transmitted frame at a certain node contends with frames transmitted from other nodes. Node (i+1) of AC h can receive a frame successfully when the transmission attempt from AC h is in success without internal collision and the frame transmission from Node i to Node (i + 1) is in success without external collisions. Therefore, by using x i,h , the throughput of AC h in Node i is
where γ ex i is the external-collision probability, which is investigated in Sec. 4.5, P is the payload of a DATA frame, and T = DAT A + 2SIF S + ACK.
The carrier-sensing airtime is expressed as the sum of transmission airtimes of the nodes, which are in the carrier-sensing range. Namely, the carrier-sensing airtime of Node i is
where ν(i) is the set of the node number in the carrier-sensing range of Node i. The From (3) and (6), the channel-idle airtime of Node i is
It is seen from the above expressions, carrier-sensing and channel-idle airtimes can be expressed as functions of transmission airtimes of network nodes.
AIFS effect
The AIFS is a special parameter in IEEE 802.11e EDCA. Figure 7 shows the internal-contention model between ACs 1 and 2 in a node. In Fig. 7 , AIF S 1 and AIF S 2 are AIFS durations of ACs 1 and 2, respectively. In this analysis, the contention state is classified into three detailed states, which are Zones 0, 1, and 2 as shown in Fig. 7 [23] . No frame of ACs 1 and 2 in a node can be transmitted when the node is in Zone 0. Only a frame of AC 1 can be transmitted when the node is in Zone 1. Conversely, frames of both ACs1 and AC 2 can be transmitted in Zone 2. It is seen from Fig. 7 , the slot number of Zone 0 is L = AIF SN 1 and that of Zone 1 is L = AIF SN 2 − AIF SN 1 . The zone of a node switches from 0 to 1 when L slots are elapsed. The zone of a node switches from 1 to 2 when L slots are elapsed. When Node i senses the channel busy in each zone, the state return to the beginning of Zone 0 posterior to carrier sensing. Therefore, the state probabilities of Zones 0, 1 and 2 are not identical. For obtaining the frame-transmission opportunity differentiations induced by AIFS duration difference, it is necessary to obtain the state probabilities of Zones 0, 1 and 2. Figure 8 shows a Markov chain model of the zone transitions. Each state in the Markov model expresses the number of the elapsed time slot posterior to channel-busy duration. In Fig. 8 , α i,z is the probabilities that Node i senses the channel busy or transmits a frame when the node is in Zone z. When Node i is in Zone 1, there is a possibility that AC 1 in Node i and/or the carrier-sensing nodes start to transmit a frame. On the other hand, when Node i is in Zone 2, there is possibility that ACs 1 and 2 in Node i and/or the carrier sensing nodes do. Note that there is a possibility that carrier-sensing nodes transmit an AC-2 frame even if Node i is in Zone 1. This is because the zones are not synchronized among network nodes in situations that there are hidden nodes. Therefore, we have expressions
where τ i,h is the transmission-attempt probability of AC h in Node i and τ i is the frame transmission probability of Node i which are investigated in Section 4.3. Namely, the above expressions in (8) include two approximations that the transmission-attempt probability in Zone 1 is the same as that of AC 1 in the channel-idle state and the transmission-attempt probability in Zone 2 is the same as that of ACs 1 and 2 in channel-idle state. From Fig. 8 , the steady-state probability of the elapsed time slot is expressed as
Because the elapsed time slot is defined on the channel-idle state, the sum of the steady-state probability should satisfy
From (10), we have
In the model of Fig. 8 , the state probability of Zone 2 is expressed as the steady-state probability that elapsed time slot number is L. That of Zone 0 is also expressed as the steady-state probabilities that elapsed slot number is from 0 to L − 1. From (11), the state probabilities of Zones 0, 1 and 2 are expressed as Figure 9 is the Markov-chain model of BT-decrement for AC h in Node i, which is based on the Bianchi's model in [10] because BT decrement process is the same as IEEE 802.11 DCF, where j is the retransmission number, k is the BT state, q i,h is the frame-existence probability, and γ i,h is the collision probability of AC h in Node i. Analytical expressions of q i,h and γ i,h are given in Section 4.4 and Section 4.5, respectively. It is assumed that the BT-decrement process is independent of elapsed time slot posterior to channel-busy duration, as well as [21] . From [5] [6] [7] , the basic functions of the transition probabilities in Fig. 9 are obtained as
Backoff timer decrement model
The steady-state probabilities of the Markov chain are expressed as
Therefore, the sum of the steady-state probabilities should satisfy By using the Markov-chain model in Fig. 9 , the transmission-attempt probability of AC h in Node i is obtained as
The transmission-attempt probability of AC 1 is defined in Zones 1 and 2. Conversely, that of AC 2 is defined as in only Zone. From using the state probabilities of Zones 1 and 2, transmission probability of Node i in Zones 1 and 2 is expressed as
Frame-existence probability
An analytical expression of the frame-existence probability q i,h is necessary to obtain the transmissionattempt probability as given in (16) . The frame-existence probability is defined as the probability that AC h in Node i has at least one frame in the transmission buffer in the channel-idle state. The frame existence probability for AC1 is approximately expressed as the ratio of the airtime in which AC 1 decreases the BT to that in which the node is in Zone 1 or 2. Similarly, the frame existence probability for AC2 is expressed as the ratio of the airtime in which AC 2 decreases the BT to that in which the node is in Zone 2. From Fig. 9 , the expected duration of the BT-decrement for one-frame transmission success is obtained as
Therefore, the airtime that AC h in Node i decreases the BT is expressed as
where p over i,h is the buffer-overflow probability of AC h in Node i and e −1,h is the offered load of the AC h, namely e −1,h = OL h . From the definition of π (z) i , an airtime that Node i is in Zone z is expressed as
Therefore, the frame-existence probability of AC h in Node i is obtained as
The buffer-overflow probability is obtained from the queueing theory. From the assumption 7, DATA frames are generated at Node 0 every time. On the other hand, the intermediate nodes can receive a DATA frame only in the channel-idle state. Therefore, the buffer-queueing model should be considered separately. Figure 10 shows the buffer-queuejng model for AC h in the source node (Node 0) and intermediate nodes, where K is the buffer size and μ i,h is the frame-service rate for AC h in Node i. The buffer-queueing model of Node 0 is defined in whole time. On the other hand, that for the intermediate node is defined in the channel idle state.
Therefore, the frame-service time is the duration between the instant when a frame reaches the top of the transmission buffer and that when the transmitter receives an ACK frame from the receiver or the retransmission number reaches R+1, which it contains the transmission, carrier-sensing, deferring, and BT-decrement durations for one-frame transmission success. AC 1 in Node i defers during the transmission of AC 2 in Node i, vice versa. Therefore, the deferring airtime of AC h in Node i is expressed as
It is assumed that the frame-existence probability of the carrier-sensing state and that of deferring state is the same as that of the channel-idle state. Therefore, the ratio of the transmission airtime to the sum of the carrier-sensing deferring and channel idle airtimes are Fig. 10 . Buffer-queueing model of AC h for i = 0, (b) i = 1, 2, · · · , and N −1.
From (22), the frame-service time of AC h in Node 0 is expressed as
From (24), the frame-service rate of AC h in Node 0 is expressed as
where η i,h is the average transmission-attempt number for the AC h in Node i, which is
From the queueing model in Fig. 10(a) , the steady-state probability that the buffer of AC h in Node 0 has u frames is
Because the sum of the steady-state probability that the buffer of AC h in Node i has u frames should be one,
Therefore, we have
The buffer overflow occur when there are K frames at the AC's buffer. Therefore, the buffer-overflow probability at the AC h buffer in Node 0 is obtained from
On the other hand, the buffer-queueing model for the intermediate node is defined in the channel idle state. The frame-service time in channel idle state is the sum of the expected duration of BTdecrement for one-frame transmission success and waiting the AIFS duration before decrementing the BT. The frame-transmission time of AC h in the intermediate node is
, for i = 1, 2 · · · , and N − 1,
The frame-service rate of AC h in intermediate nodes is
for i = 1, 2 · · · , and N − 1.
Similar process of p over 0,h derivation, the buffer-overflow probability at the AC h buffer in Node i is
, for i = 1, 2, · · · , and N − 1.
By substituting (30) and (33) into (21), the frame-existence probability can be obtained, which fixes the transmission-attempt probability through (16).
Collision probability
By using transmission probability, it is possible to derive analytical expressions of the collision probabilities. Additionally, the external collisions are classified into concurrent frame-transmission collisions among carrier-sensing nodes and two types of hidden-node frame collisions.
Internal-collision probability
Internal collisions occur because the BTs of ACs 1 and 2 are zero simultaneously. The high-priority AC, however, has a right to transmit a frame. Now it is assumed that the transmission-attempt probability of AC 1 Zone 2 is the same as that of AC 1 in Node i Zones 1 as given in Section 4.2. From above discussions, the internal-collision probability of ACs 1 and 2 are expressed as
External-collision probability
The external-collision probability of Node i is defined as the probability that the DATA frame from Node i is collided with that from the carrier-sensing nodes of Node (i + 1). The external collisions are classified into concurrent frame-transmission collision with carrier-sensing-range nodes and hiddennode collision. Because they are independent events, the external-collision probability of Node i is namely
where Γ con i is the concurrent-transmission-collision probability and Γ hid i is the hidden-node-collision probability. Because the concurrent-transmission collisions occur when BTs of ACs in carrier-sensingrange nodes are zero simultaneously, we have
(36) Figure 11 shows examples of hidden-node-collision occurrences. The hidden-node collisions of DATA frame from Node i to Node (i+1) are classified into two types. One is that Node i starts to transmit a DATA frame posterior to the beginning of the Node-(i + 3) frame transmission as shown in Fig. 11(a) . During Nodes (i + 1) and (i + 2) transmit frames, this type of collision never occur. Therefore, this type of hidden-node-collision probability is expressed as
where a = DAT A/(DAT A + 2SIF S + ACK). The other is that Node (i + 3) starts to transmit a DATA frame posterior to the beginning of the Node i frame-transmission as shown in Fig. 11(b) . Therefore, this type of hidden-node-collision probability is expressed as where Ψ i is the probabilities that Node (i+3), which is hidden node of Node i, transmits a frame during the Node-i transmission. Node (i + 3) can transmit a frame during Node-i-DATA-frame transmission when following these conditions satisfy: i) ACs 1 or 2 in Node (i + 3) decrements the BT, ii) there is no frame-transmission from carrier-sensing nodes of Node (i + 3), and iii) the BT is smaller than
i+3 ) and q i+3,2 Z i+3 π (2) i+3 are probabilities that ACs 1 and 2 in Node (i + 3) decrements the BT, respectively,
is the probability that there is no frame-transmission from carrier-sensing nodes of Node (i + 3) during Node-i transmission, and the other is probability that the BT is smaller than DATA-frame-transmission slot number. From the above, the collision probabilities are expressed as
,
.
(40)
From the expressions described above, all the MAC-layer operations can be described. All the MAClayer parameters are expressed as functions of the EDCA access parameters, MAC-layer parameters and frame-transmission airtime. For obtaining end-to-end throughputs, the relationships of frametransmission airtime among ACs of network node are necessary. The relationships are given from the network-layer property.
Flow constraint in EDCA multi-hop networks
In the string topology network as shown in Fig. 6 , intermediate nodes forward received frames to a neighbor node. When the buffer of the reception node is full, the received frame is not in the buffer of the reception node because of the buffer overflow. Additionally, the frame-retransmission number reaches R, the frame is dropped. The frame-drop probability due to reaching the retransmission limit in backoff procedure is expressed as
By using the p over i,h and p drop i,h , the relationships between reception-frame and transmission-frame numbers is expressed as
The amount of reception frames of Node i for 1 ≤ i ≤ N − 1 is equal to throughput of Node (i − 1) because of the assumption 6 described in Section 4. The relationship in (42) is flow constraint condition in the EDCA [28] [29] [30] [31] [32] [33] [34] . The constraint conditions express the network-layer property, which is on the MAC layer expressions. By using the relationships in (42), we can obtain the fixed point of the frame-transmission airtime when the offered loads of ACs are given. Therefore, end-to-end throughputs can be obtained as functions of offered loads. In this paper, Newton's method is applied for obtaining the fixed point. The end-to-end throughput of AC h flow is expressed as the throughput of AC h in Node (N − 1), namely,
Simulation verification
The analytical predictions are compared with simulation results for verifying the obtained analytical expressions. The simulations were carried out by the original simulator written by ourselves. The credibility of our simulator was confirmed by obtaining the identical throughputs of NS-2 simulator. We consider a string-topology six-hop network as shown in Fig. 6 . The frames are relayed from the source node 0 to the destination node 6. Frames yield at only the source node, which follows the Poisson distribution in simulations. Table I gives system parameters used for analytical predictions and simulations. These parameters are based on the IEEE 802.11a standard. Analytical expressions of string-topology six-hop network are shown concretely in Appendix. For showing the validity of the obtained analytical expressions, four EDCA parameter sets are prepared. Table II gives the EDCA parameters used for ACs 1 and 2. In case 1, EDCA parameters for AC 1 are the same as those for AC 2, which follows the back-ground AC in the EDCA. The priority differentiation appears due to only internal frame collisions. In case 2, CW values for AC 1 are different from those for AC 2. The CW values of ACs 1 and 2 follow those of video AC as high-priority AC and back-ground AC as low priority one, respectively. From this parameter set, the effects of CW-value differences can be discussed because AIF SN of AC 1 is the same as that of AC 2. Conversely, just only AIF SN value of AC 1 is different from those of AC 2 in case 3. The AIF SN value of ACs 1 and 2 are also based on video AC and back-ground AC, respectively. In case 4, the EDCA parameters of video and background ACs are used as those of ACs 1 and 2, respectively. Figure 12 shows the end-to-end throughputs as functions of network offered load OL for OL 1 = OL 2 , namely OL = OL 1 + OL 2 . It is seen from Fig. 12(a) that both the end-to-end throughputs of ACs 1 and 2 increase in proportion to offered load in the range of 0 < OL < 1.0 Mbps. This is because both the flows are in non-saturated conditions. It is also seen from Fig. 12(a) that both the end-to-end throughputs of ACs 1 and 2 are saturated for OL > 1.0 Mbps. There are, however, small differences of the saturated throughputs between ACs 1 and 2. This is because only a high-priority frame is transmitted when an internal collision occurs. It is confirmed from the agreements of the end-to-end throughputs between analytical predictions and simulation results in Fig. 12(a) that internal collisions can be modeled effectively in our analysis. It is seen from Fig. 12(b) that the end-to-end throughput of AC 1 keeps increasing as offered load increases for OL > 1.0 Mbps in case 2. This is because the buffers of AC 1 in the network nodes are not full. AC 1 has high priority of frame transmissions due to small CW-values compared with AC 2. Conversely, the end-to-end throughput of AC 2 decreases as the offered load increases. This means that the transmission opportunity of AC 2 decreases due to large CW values. In this range, the flow of AC 1 is in the non-saturated state but that of AC 2 is in the saturated state. The analytical expressions correspond to the situations that the non-saturated and saturated buffers coexist in the node. The end-to-end throughputs of both ACs 1 and 2 in case 2 are constant for OL > 1.8 Mbps. In this range, both the flows of ACs 1 and 2 are in saturated state. It is confirmed from Fig. 12(b) that the analytical predictions of end-to-end throughput agree with simulation results quantitatively. Namely, it can be stated that the analytical expressions can give CW-value difference effects to the throughput differentiations correctly.
It is seen from Fig. 12(c) that both the end-to-end throughputs of ACs 1 and 2 increase in proportion to the offered load in the range of 0 < OL < 1.2 Mbps. This is because both the flows of ACs 1 and 2 are in non-saturated state. It is also seen from Fig. 12(c) that the end-to-end throughput of AC 1 keeps increasing as the offered load increases though that of AC 2 decreases in the range of 1.2 Mbps < OL < 2.0 Mbps. This is because the transmission opportunity of AC 1 increases due to small AIF SN . The transmission opportunity of AC 2 decreases relatively. In this range, the AC 1 is in the non-saturated state but the AC 2 is in the saturated state, which is similar to case 2. Both the flows of ACs 1 and 2 are saturated for OL > 2.0 Mbps. It is confirmed from Fig. 12(c) that the analytical predictions of end-to-end throughput agree with the simulation results quantitatively, which shows the validity of the zone model as shown in Fig. 7 .
In Fig. 12(d) , the priority differentiation is affected by both the CW-value and AIF SN . It is confirmed from Fig. 12(d) that the analytical predictions agree with the simulation results quantitatively. It is seen from Figs. 12(a)-(d) that the throughput differentiation between ACs 1 and 2 in case 4 is the largest in all the cases. The saturated end-to-end throughput of AC 1 is 2.6 Mbps and that of AC 2 is approximately zero in case 4. Namely, most of frames in the flow of AC 2 are dropped prior to the destination node. It is confirmed from the agreements of the end-to-end throughputs between analytical predictions and simulation results in Fig. 12(d) that internal-collisions, CW-value-differentiation, and AIFS effects can be modeled effectively in our analysis even though three effects occur simultaneously. Figure 13 shows the frame-existence probabilities at Nodes 0, 1, and 2 as functions of network offered load for OL 1 = OL 2 . We can confirm whether a flow is in saturated state or not by checking the frame-existence probabilities. If a buffer is full, overflow occurs at the buffer. Namely, the frameexistence probability is one. When at least one of the frame-existence probabilities of nodes, which is a composing element of a flow, is one, the flow is in the saturated state. It is seen from Fig. 13(a) that both frame-existence probabilities of ACs 1 and 2 in Node 1 reach one at OL = 1.0 Mbps. Namely, both the flows of ACs 1 and 2 are saturated for OL > 1.0 Mbps, which agree with the results in Fig. 13(a) . Additionally, it can be stated from these results that Node 1 is a bottleneck node of the flows. This means that all the frames received by Node 2 can be relayed to the destination node. At OL = 1.6 Mbps, frame-existence probabilities of ACs 1 and 2 in Node 0 reach 1. Therefore, the end-to-end throughputs of ACs 1 and 2 become constant for OL > 1.6 Mbps.
It can be confirmed from Figs. 13(a)-(d) that there are ranges that the frame-existence probability of AC 2 is one but that of AC 1 is lower than one. In these ranges, the saturated buffer of AC 2 and the non-saturated buffer of AC 1 coexist in a node. It is seen from Fig. 13 that there are differences of Node-2 frame-existence probabilities between the simulation and analytical results at heavy offered load. This is because the intermediate nodes generate frames only by frame receptions. Namely, the frame receptions of intermediate nodes do not follow the Poisson distribution because most of AC 1 transmissions are attempted in Zone 1 at heavy offered load in case 4. It is thought from Fig. 13 that this mismatch is enhanced as the node number increases. However, the parameter ranges of the coexistence from Fig. 13 agree with those from Fig. 12 completely. These ranges can be comprehended by the differences of the offered loads, at which the frame-existence probabilities are one, between ACs 1 and 2. Namely, it can be regarded that these differences denote the strength of the QoS. It is seen from Fig. 13 that the case 4 achieves the largest differentiation, which means the strongest QoS support, in all the cases. This result agree with the result from Fig. 12 .
It is confirmed from Fig. 13 that the analytical predictions agree with the simulation results quantitatively regardless of nodes and offered load. The bottleneck node of the network flow also can be estimated correctly. The frame-existence probabilities are a useful factor for the network performance evaluations because the strength of the QoS support and a bottleneck node of the flow are comprehended by using the frame existence probabilities. Figure 14 shows the internal-collision probabilities as functions of network offered load for OL 1 = OL 2 . It is seen from Figs. 14(a)-(d) that the internal-collision probabilities for cases 2 and 4 are much larger than those of case 1 at high offered loads. When large throughput differentiations can be achieved, frame of low priority AC should not be transmitted. In this sense, high internal-collision probability realizes strong QoS support as shown in Fig. 12 . In cases 2 and 4, the transmissionattempt probabilities of AC 1 increase due to small CW-value. Relatively, the transmission-attempt probabilities of AC 2 decrease. As a result, the internal-collision probabilities for AC 2 increase. It is seen from Fig. 14(d) that there are differences of AC-2 internal-collision probabilities between the simulation and analytical results. This is because the ratio of the Zone-1 slot number to CW min is small in the case 4. When the offered load is in the range of 1.16 Mbps ≤ OL 2 ≤ 2.35 Mbps, AC-1 BT almost always becomes zero at Zone 1. In this range, the buffer in AC 2 is saturated. In the analysis, it is modeled that the BT decrements spread to all the zones entirely. In real network dynamics, however, there is a high probability that AC 1 has no frame when AC 2 transmits a frame in this range. Therefore, the analytical internal collision probabilities are higher than the simulation ones.
It is confirmed from the agreements of the internal-collision probabilities between analytical predictions and simulation results in Fig. 14(a)-(d) that the internal collisions can be modeled effectively in our analysis. Namely, the transmission-attempt probabilities with respect to each zone can be modeled well. Figure 15 shows the external-collision probabilities as functions of network offered load for OL 1 = OL 2 . It is seen from Figs. 15(a)-(d) that the analytical predictions agree with the simulation results quantitatively. It is also seen from Figs. 15(a)-(d) that the external-collision probabilities of Node 0 and 2 are larger than those of Node 4. This is because Nodes 0 and 2 have hidden nodes though Node 4 does not have any hidden node. The external collisions of Node 4 are only due to the concurrent transmissions among nodes in the carrier-sensing range. Therefore, it can be stated that the analytical predictions can be expressed not only the hidden-node collisions but also concurrenttransmission collisions. Additionally, it is confirmed from the comparison between Fig. 14 and Fig. 15 that the external-collision probabilities is much higher than the internal-collision ones. Therefore, it can be stated that the external collisions induced by hidden nodes are dominant factor of the frame collisions in the network. This is a reason why Node 1 becomes a bottleneck node of both the flows of ACs 1 and 2. It is seen from Figs. 15(a)-(d) that the external-collision probabilities for cases 2 and 4 are larger than those for cases 1 and 3 for OL > 1.2 Mbps. This is because the transmission opportunities for AC 1 increase and those for AC 2 decrease because of CW-value difference. As a result, transmission opportunities of the node increase and external collisions also increase. From the above discussions, the results in Fig. 15 shows a validity of the transmission-attempt probability of network nodes in our model including the existence probability of each zone. It is confirmed from all the plots in this section that analytical predictions in the IEEE 802.11e EDCA agree with simulation results well, which shows the validity of the analytical expressions in this paper. The effects of the CW-values and AIFS differences to the end-to-end throughput differ-entiations can be comprehend analytically regardless of offered load by using the proposed analytical expressions.
Conclusion
This paper has proposed analytical expressions of the end-to-end throughput for IEEE 802.11e EDCA wireless string-topology multi-hop networks. For obtaining the IEEE 802.11e EDCA performance, internal collisions between the access categories (ACs) in a node, frame collisions with external nodes and frame-existence probabilities of buffers at each AC are expressed as function of EDCA access parameters, such as CW min , CW max , and AIF SN . It is confirmed that analytical predictions agree with simulation results quantitatively, which are shown the validities of the proposed analytical expressions in this paper. The effects of the CW-values and AIFS differences to the end-to-end throughput differentiations can be comprehended analytically regardless of offered load by using the proposed analytical expressions.
