Abstract-A global parameter estimation method for a permanent magnet synchronous machines (PMSM) drive system is proposed, where the electrical parameters, mechanical parameters, and voltage-source-inverter (VSI) nonlinearity are regarded as a whole and parameter estimation is formulated as a single parameter optimization model. A dynamic learning estimator is proposed for tracking the electrical parameters, mechanical parameters, and VSI of PMSM drive by using dynamic self-learning particle swarm optimization (DSLPSO). In DSLPSO, a novel movement modification equation with dynamic exemplar learning strategy is designed to ensure its diversity and achieve a reasonable tradeoff between the exploitation and exploration during the search process. Moreover, a nonlinear multiscale based interactive learning operator is introduced for accelerating the convergence speed of the P best particles; meanwhile a dynamic opposition-based learning strategy is designed to facilitate the gBest particle to explore a potentially better region. The proposed algorithm is applied to parameter estimation for a PMSM drive system. The results show that the proposed method has better performance in tracking the variation of electrical parameters, and estimating the immeasurable mechanical parameters and the VSI disturbance voltage simultaneously.
applications due to its high efficiency, high power density, and good dynamical performance [1] . The parameter accuracy of both the electrical and mechanical models is of great importance for condition monitoring and fault detection, speed regulation, and control system coefficient adjustment in a PMSM system [2] [3] [4] [5] [6] [7] [8] [9] . It is known that electrical parameters, such as winding resistance, dq-axis inductances, and rotor PM flux linkage usually need to be known for the current loop controller design and system behavior evaluation. A high-performance controller is highly dependent on the accurate knowledge of electromagnetic parameters [3] . For example, the value of rotor PM flux linkage in PMSM drives is needed for torque control during a normal operation [6] , the winding resistance and dq-axis inductances are essential for the design of current loop controllers [7] . In addition, any change of electrical parameters is also considered as an indicator for the change of system operation status. For example, the interturn short circuit can result in an abrupt change in dq-axis inductance and winding resistance [2] , the demagnetization can result in a sudden decrease in the amplitude of PM flux linkage [4] . At the same time, the mechanical parameters, such as moment of inertia and viscous friction coefficients are critical to the design of dynamic performance speed-loop controllers [8] . Therefore, obtaining accurate values of motor parameters can help improve control performance of the whole PMSM drive system. In reality, these electrical and mechanical parameters are usually unknown to the engineers and researchers. Accurate estimation of these motor parameters are sometime quite difficult due to the fact that they may change during drive operation as the PMSM drive is a nonlinear time-varying system, whose parameters are sensitive to the change of environmental conditions, such as temperature, mechanical loads, etc. [9] . For example, the winding resistance can easily change along with the variation of temperature, and the rotor flux linkage of a PMSM varies with the change of temperature or magnetic density [3] . The moment of inertia usually varies with the shape and the dimensions of mechanical loads.
Therefore, in order to obtain reliable electrical and mechanical parameters of a PMSM, a suitable parameter estimation method is needed. Many parameter estimation methods have been proposed. Some auxiliary equipment may be required in most of the existing parameter estimation methods to assist machine parameter identification, such as external sensors, function generator, and spectrum analyzer [10] and [11] . However, the estimation accuracy of such a solution (i.e., with auxiliary equipment) relies on the accuracy of the measurement equipment used. Additionally, the mechanical parameters of a PMSM system are usually immeasurable. In practical application, ideally system identification methodology is used to directly estimate the needed parameters based on regular system input/output signal instead of using additional measurement instruments [12] . In the literature, commonly used parameter estimation algorithms include extended Kalman filter (EKF) [13] , model reference adaptive system (MRAS) [14] , [15] , recursive least-squares (RLS) [16] , [17] , observer-based method [18] [19] [20] , and artificial neural networks (ANN) [21] , [22] . However, with the increasing complexity of operation conditions, these methods may not always work well. For example, EKF is usually used for the estimation of motor parameters including the winding resistance and rotor flux linkage [13] ; this method, however, may be difficult for real applications due to the sensitivity to noise and highly computational burden in practical operation. In [14] and [15] , an MRAS estimator was proposed to estimate some machine parameters by fixing the rest parameter to their nominal values. However, the resulting parameter estimates given by MRAS can be biased as the PMSM parameters are varying nonlinearly, thus the nominal value is usually mismatching the actual parameter values, and it cannot simultaneously estimate all electrical parameters in the circuit model of a PMSM. In comparison with other algorithms, RLS possesses a good property of rapid convergence rate, but the algorithm may suffer from deterioration of accuracy since it requires model reduction and approximation for linear parameterization [16] . Recently, observer-based parameter estimation approaches, including disturbance observer, sliding-mode observer, and adaptive observer are attracting widespread interest and employed to estimate the parameters of PMSM due to their simplicity to implement [8] , [17] [18] [19] [20] . For example, a state observer for estimating motor disturbance and mechanical parameters is presented in [18] . In [20] , a slidingmode flux observer was used for flux estimation, and another improved sliding-mode observer is proposed for the estimation of the mechanical parameters of PMSM in [8] . Although the observer based methods in [8] and [17] [18] [19] [20] [21] can achieve good performance and are able to estimate the machine parameters accurately, they are not robust enough when dealing with the uncertainties in machine parameters. ANN based iterative computations were also proposed for parameter estimation for PMSM in [22] ; it was demonstrated through numerical experiments that such an approach could get stuck in local minima or over fitting if the tuning criteria were improperly conducted [23] .
Bioinspired search and optimization methods provide an ideal and automated solution to parameter estimation for PMSM systems using regularly measured data and properly defined objective functions. Particularly, the particle swarm optimization (PSO) algorithm is a nature-inspired algorithm with several advantages, such as simple implementation, and parallel search in a solution space, and is powerful in dealing with multivariate parameter optimization problems. The PSO algorithm has been employed in parameter estimation for electrical machines [24] [25] [26] . For example, a PSO-based estimator was proposed in [26] and [27] , which is effective in estimating the stator resistance and the rotor flux linkage, or the d-axis inductances and q-axis inductances of PMSM, but the method cannot satisfactorily estimate all machine parameters simultaneously, since the basic PSO used is easy to get trapped in local minima when dealing with time-varying multiple parameter optimization problem. In [28] , a collaborative evolutionary PSO, combined with an artificial immune system (AIS), was developed to improve the estimation performance of PMSM multiparameters using the designed objective function. To speed up the search process of swarm, some parallel improved PSO algorithm were proposed for parameter estimation and temperature monitoring of a PMSM [24] and [29] ; the execution efficiency of the method was greatly improved by taking advantage of massive parallelism in graphics processing unit. Most recently, a dynamic PSO with learning strategy (was proposed for key parameter estimation for PMSM, where the voltage-source-inverter (VSI) nonlinearities combined machine parameters were estimated simultaneously [30] . Nevertheless, the existing PSO-based parameter estimators of PMSM are dedicated to estimate electrical parameters, little attention has been paid for estimating all electrical parameter and mechanical parameters simultaneously. From the existing literatures, we can conclude that little work has been done for estimating all electrical parameter and mechanical parameters simultaneously. For example, [21] proposed to estimate combined moment of inertia and viscous friction coefficients with the aid of the estimated rotor PM flux linkage. However, the estimation of rotor PM flux linkage did not take into account other cases e.g., by fixing nominal value of other machine parameters, such as winding resistance and the inductances, together with the influence of VSI nonlinearity. Therefore, the estimation accuracy of rotor PM flux linkage can suffer from the variation of other machine parameters and the unconsidered VSI nonlinearity. Consequently, the inaccuracy of estimated electrical parameters would in turn affect the accuracy of the estimation of mechanical parameters. Giving that the parameters of the system inherently impact on each other, it is a big challenge to obtain reliable parameter estimates using conventional parameter estimation methods. Thus, the development of a high performance self-decoupling learning estimator for the identification of PMSM electrical and mechanical parameters, together with the VSI nonlinearity, is still highly demanded.
For high-performance control system design and safe operation, comprehensive modeling efforts is always required, i.e., the electrical, mechanical and VSI parameters have to be precisely identified. This paper aims to achieve better performance in parameters estimation for PMSM systems. A new global parameter identification method is proposed for the estimation of electrical and mechanical parameters of a PMSM drive, where the electrical parameters, mechanical parameters, and VSI nonlinearity are regarded as a whole and parameter estimation is formulated as a single optimization problem. To obtain global parameter estimates, a dynamic learning estimator is introduced for tracking the electrical and mechanical parameters of PMSM drive by using dynamic self-learning particle swarm optimization (DSLPSO). In DSLPSO, some novel operators are developed to improve the dynamic optimization and learning performance of PSO. The proposed method is applied to estimate the electrical parameters, mechanical parameters and VSI distorted voltage of a PMSM drive, and conduct experimental and results analysis.
The remainder of this paper is organized as follows. In Section II, a brief introduction of PMSM model is provided and the estimation of full parameters for PMSM is analyzed. In Section III, a dynamic learning estimator is presented for tracking the electrical and mechanical parameters of PMSM drive by using DSLPSO is proposed. Experimental results and analysis are given in Section IV. Finally, conclusion and future work are presented in Section V.
II. PMSM MODEL AND DESIGN OF PARAMETER ESTIMATION MODEL

A. PMSM Model
In practical application, the PMSM can be partitioned into two subsystems, namely, the electrical system and the mechanical system [31] . The electrical and mechanical equations of PMSM in dq-axis reference frame are usually expressed as In a VSI-fed PMSM system, the reference voltages, used for the parameter estimator and measured from the output voltage of the current controllers in a PMSM vector control system, are denoted as u d * , u q * . The PMSM dq-axis voltage equations with the consideration of the VSI nonlinearity are expressed as
where D d and D q are periodical functions of the rotor position and can be expressed as [32] 
with i as , i bs , i cs being the stator abc three-phase currents (A)
The variable V dead is the distorted voltage caused by the VSI nonlinearity, and can be represented as
where T dead , T on , T off , V dc , V sat , and V d are the dead-time period, turn-on,turn-off times of the switching device, the actual and measured real-time dc bus voltages, the saturation voltage drop of the active switch and the forward voltage drop of the free wheeling diode, respectively. In (5), the VSI nonlinearity introduces the distorted voltage terms D d .V dead and D q .V dead into the voltage equation of PMSM and affect motor parameter identification results. Note that V dead is difficult to measure as the dead-time period, switching times and voltage drops of switching device vary with the operating conditions. The steady-state discrete equations of (2) are
The electrical parameters {R, ψ m , L d , L q } and VSI distorted voltage (V dead ) need to be identified from experimental data. As shown in (6), there are five machine parameters, but the rank number of PMSM voltage (6) is two, thus, it is impossible to estimate five parameters in the circuit model of PMSM, simultaneously.
Under the condition of no load, i.e., T m = 0, and with i d = 0, (1d) can be simplified as
The mechanical parameters {J, B} need to be identified, however, it is impossible to estimate two parameters with this single motion equation.
B. PMSM Electrical and Mechanical Parameters Estimator Design Considering VSI Nonlinearity
need to be estimated, therefore seven equations need to be designed for system identifiability; it needs five voltage equations for the estimation of electrical parameters and VSI distorted voltage V dead , together with two motion equation for the estimation of mechanical parameters. A schematic diagram of the estimation and mathematical model is shown in Fig. 1 .
1) Electrical Parameters Estimator Design With
Considering VSI Nonlinearity: Equation (6) will be used to solve the rank deficient identification problem for the estimation of electrical parameters, mechanical parameters and VSI nonlinearity by considering two conditions, i d = 0 and i d = 0. If i d is set to be zero (i.e., i d = 0) for decoupling the flux and torque control, it is ready to get (8a) and (8b) in below. A very short period of negative current (i.e., i d < 0) is then injected to obtain two state equations given by (8c) and (8d). It should be noted that when a very small amount of current is injected into the motor and stopped in a very short time, the variation in the distorted voltage V dead is not significant and it is assumed to be constant. At the same time, the variation of the d-axis current does not affect the q-axis current, and the rotor speed can be assumed to be constant for a surface-mounted PMSM when a short period current is injected into machine, that is i q 0 = i q 1 , ω0 = ω1. From this analysis, an additional equation Δu * q can be obtained as (8e) by subtracting the q-axis equation of (8d) from that of (8b). In practice, (8e) can be considered as a new state equation, reflecting the variation in speed and V dead due to the nonlinearities of VSI under the operating conditions. The symbols denoted with "0" or "1" in their subscripts indicate that the d-axis is injected with the current i d = 0 or i d = 0, respectively (see Fig. 1 ). The full rank reference model of electromagnetic parameters is given as
2) Mechanical Parameters Estimator Design:
The estimation of mechanical parameters can be achieved by designing an identification model using steady-state condition and start-up accelerations condition.
The steady-state estimation of B, with dω/dt = 0, (1d) can be simplified as
Note that when dω/dt = 0, the J term does not appear in this equation. In order to obtain the term J and achieve dω/dt = 0, the motor is required to operate at constant accelerations for a period of time on start-up test, and (7) can be discretized as follow:
where T s is a sampling time.
C. Objective Function Design
The parameter identification can be addressed as an optimization problem where the system response to a known input is used to find the unknown parameter values of a model. In this study, the seven fitness functions are generated from (8)- (10), and defined as follows:
where n is the number of samples under stable state in machine, m is the number of samples under acceleration state in machine,û d ,ûq, and Δû q indicate the estimated voltages in dq-axis computed by the measured currents and the estimated parameters.
, then all the needed parameters can be identified simultaneously by minimizing the following objective function
where a i s are weighting coefficients. Note that the designed objective function (18) is related to the actual PMSM drive system which is highly nonlinear, time varying and immeasurable error, with many local minimum points. So, it is important to develop an efficient global parameter estimator for tracking the PMSM electrical and mechanical parameters combined VSI nonlinearity.
III. ESTIMATOR PARAMETER OPTIMIZATION WITH DSLPSO
A biological inspired PSO, combined with a learning mechanism, can be employed to approximate all the parameters of PMSM drive, since biological heuristic has the intrinsic ability to automatically track the dynamic objective, details of which are given below.
A. Principle of the Basic PSO Algorithm
In a d-dimensional space, each particle i has two vectors, namely the velocity vector V i and the position vector X i , the searching scheme can be expressed as
where φ is the inertia weight factor, c 1 and c 2 are the acceleration coefficients, rand 1 and rand 2 are two uniformly distributed numbers within [0, 1]. The i-th particle has found best position so far is called P best, the best position found among the entire population is called gBest.
B. Proposed DSLPSO Model
The proposed DSLPSO algorithm model is shown in Fig. 2 , which involves two key strategies.
1) First, a novel movement update equation with a dynamic exemplar learning pattern is designed for updating particles; this enables each swarm to learn from its P best particle or neighbor P best historical best information. 2) Second, a nonlinear multiscale based interactive learning operator is introduced for accelerating the convergence speed of the P best particles and a dynamic OBL strategy is designed to facilitate the gBest particle to explore a potentially better region. The general steps of DSLPSO for the estimation all parameter in PMSM drive are stated as follows. 
A multiscale based interactive learning scheme for P best i using the (24) and (25) . Evaluate the fitness value
End for
Step5: A dynamic OBL strategy for gBest particle by using the (26)- (29) . Until a terminate condition is met, or else, returns to step3.
C. Dynamic Exemplar Learning Pattern for PSO
In this study, a novel movement update equation is designed for updating particles by investigating a dynamic exemplar learning pattern. This enables each swarm to learn from its historical optimal information or neighbor optimal information, that is, the velocity updating equation indicates that all of exploitation particles' historical best information is used to update a particle's velocity, the good searched information can be exchanged among all particles. The proposed dynamic PSO model is
where P best pi = [P best 1 , P best 2 , . . . P best N ], p i means that the pith P best provides the best information, and the other particles should learn from it, which determined by the learning probability P ci is given as
where Si represents the ranking number of the ith particle in all particles according to fitness value (from small to large). If random > P ci, then pi ← i, meaning that the ith particle learns from itself P best; otherwise pi ← (i + C * N (0, 1))ModN (N is the number of population), where C is the range of a neighborhood, meaning that the ith particle learns from the neighbor's historical best information.
D. Multiscale Based Interactive Learning Scheme for P bests
Inspired by a common social learning behavior, an interactive learning strategy is proposed to enable P best particles to learn the good experience from each other and exchange their best search information among the elite swarm during the search process. This interactive learning strategy can maintain the diversity of the swarm and boost fast convergence speed. A nonlinear multiscale based learning strategy for Pbest is given as
where T is the maximum evolution generation and t is the current generation number, the symbol ϕ is the randomly selected the exploitation population and ϕ = N (0, 1) * K . η(t) is a nonlinear multiscale mutation operator, the nonlinear variation coefficient λ is a formal parameter and is set to be 2, u is randomly generated uniformly distributed in (0, 1). Note that the definition of (25) is useful in the earlier evolution, the large-scale mutation operators can be utilized to quickly locate the global optimal space; on the later evolution, the small-scale mutation operators can be used to implement the accuracy of the solution at the late evolution with the increasing number of generations.
E. Dynamic OBL Strategy for gBest
The gBest particles are usually used as the exemplars to lead the flying direction of all particles. It needs a reinforcement learning mechanism to improve the gBest search performance and avoid "stuck in" a local optimum. The OBL method can help gBest explore better search space and was firstly proposed by Tizhoosh [33] . The basic idea of OBL is that a search in the opposite direction is carried out simultaneously when a solution is exploited in a direction, i.e.,
where x is a real number on the interval [a, b], andx is the opposite number of x. This definition is also valid for D-dimensional space, where for
However, the exploration performance of deterministic OBL is limited. In order to overcome the drawbacks of the original OBL and enhance the gBest particle convergence speed, a dynamic OBL strategy using adaptive Gaussian distribution is designed as
where Gaussian(μ, σ 2 ) is a random number of a Gaussian distribution with a zero mean (μ) and a standard deviation (σ). In order to obtain a better dynamic learning performance and an enhanced jump out performance for gBest, it is assumed that σ decreases linearly, for which a good choice may be given as
where σ max and σ min are the upper and lower bounds of σ,which specifies the learning scale to reach a new region (in practice, σ could be bounded between 0 and 1).
IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. Hardware Control System and Software Platform
The control system and software platform and the associated parameter estimation schematic are displayed in Fig. 3 , which is designed based on a prototype PMSM (a conventional vector control system).The details of the PMSM are given in Table I . The waveforms of measured dq-axis currents/voltages and mechanical angular speeds of PMSM (i.e., normal temperature condition) are shown in Fig. 4 . In this study, all the signals required for the machine parameter estimation are recorded by a PC, and no other additional signal measurement equipment is needed. The current signal is measured from the three-phase current sensor (placed in the drive), the voltage signal is measured from the bus voltage sensor (placed in the drive), and the position signal is measured from incremental encoder (placed in the rotor) and can be used for velocity calculation. The sampling period is set 83.3 μs, and this study uses 1000 measurements for parameter estimator. Three datasets are collected as follows. 1) Dataset is for motor start and accelerated measurements (Data0). 2) Dataset contains the i d = 0 control steady-state measurements (Data1).
3) Dataset (Data2) contains measurements when d-axis ref-
erence currents are injected into the drive system after at steady state, as indicated in Fig. 1 . The proposed method can be applied to estimate system parameters of a PMSM based large equipment, such as railway transportation and wind power generation system. For a largescale engineering application, there would be a large amount of operating condition data and control signals to process, so it may need a large amount of computation and data storage, for such a case the processing of parameter estimation can still be done in a PC.
For comparison, a series of hybrid PSOs are used, including hybrid PSO with mutation (HPSOM) [34] , hybrid PSO with genetic algorithm (HGAPSO) [35] , hybrid PSO with Wavelet Mutation (HPSOWM) [36] , comprehensive learning PSO (CLPSO) [37] , OPSO (An OPL for PSO) [33] , and adaptive PSO (APSO) [38] . To assess the performance of parameter estimation, a statistical analysis is performed in terms of the mean results, standard deviation and the t-test value. The basic settings of these PSOs are as follows: The maximum iteration is 300 and the number of runs is 10. With the consideration of precision and time-consuming, the variable bounds should be to set an appropriate width, not too wide, not too narrow. The search bounds are to be specified as: 
B. Parameter Estimation Under Normal Temperature Condition
Table II presents the parameter estimated value, mean fitness, standard deviations, t-values, and time cost values measured with each method using data measured from normal temperature environment. The convergences of different PSOs are shown in Fig. 5(a) . All the parameter estimation results (including electrical parameters and mechanical parameters) are plotted in Fig. 6 . It is clear that the proposed DSLPSO shows the best performances in terms of mean fitness, standard deviations, and t-values among those seven methods. As we all known, the smaller mean fitness and smaller standard deviation, the more stable of algorithm,from the results of the Tables II-IV, we can see that the proposed DSLPSO achieved the smallest mean and standard deviation, it proves that the DSLPSO has the best stability among these peer algorithms. As can be seen from Fig. 5(a) , in comparison of other hybrid PSOs, DSLPSO has a better converge performance; it can to the optimum after about 100 generations of evolution. Furthermore, all the t-values are higher than 6, which imply that the proposed DSLPSO has significantly better solution performance than other hybrid PSOs. Moreover, as shown in Tables III and IV . All this demonstrates that the proposed DSLPSO has a quick search speed and does not increase time complexity in comparison with the basic PSO. As demonstrated in Table II , the estimated winding resistance (0.372 Ω) by DSLPSO is very close to the measured value [0.373 (Ω), which is nominally 0.33 Ω (phase resistance), together with 0.043 Ω (terminal wire resistance)] under normal temperature. In addition, the estimated flux linkage ψ m (78.07 mWb) by DSLPSO is quite close to its nominal value (77.6 mWb), the estimated d-axis inductance (3.138 mH) and q-axis inductance (3.683 mH) also agree well with the nominal value on manual. Fig. 6(e) and (f) shows the estimated the viscous friction coefficient and the moment of inertia of rotor and, Fig. 7(a) , shows the value of VSI disturbance voltage V dead , the viscous friction coefficient(B), the moment of inertia of rotor (J), and the VSI disturbance voltage (V dead ) can be estimated simultaneously with electrical parameters based on the proposed estimator model, such as the estimated viscous friction coefficient(B) is 0.062 (N·m/rad/s), the estimated moment of inertia is 7.36 × 10 −5 kg.m 2 , the estimated VSI disturbance voltage is −0.065 V. However, there are slight differences between the estimated and nominal values of machine parameters may be caused by some factors including nonlinearity relating to the manufacturing process and working conditions. It can be observed from Table II and Fig. 5 that the proposed DSLPSO is of high precision for estimating the electrical parameters and estimating the immeasurable mechanical parameters, along with the VSI disturbance voltage simultaneously. There are some reasons behind these observations that the proposed estimator has global convergence performance. First, a dynamic learning estimator is proposed for tracking the electrical parameters, mechanical parameters, and VSI of PMSM drive by using a DSLPSO. Second, a novel movement modification equation with dynamic exemplar learning strategy is designed to ensure its diversity and the balance between exploitation and exploration during the search process. Third, a nonlinear multiscale based learning operator is introduced for accelerating the convergence speed of the P best particles, and a dynamic OBL strategy is designed to facilitate the gBest particle to explore a potentially better region.
C. Parameter Estimation Under Temperature Variation Condition
It is well known that the parameters of PMSM change with the variation of temperature conditions. In order to validate the performance of the proposed method for tracking the variation of parameters under operation condition with varying temperature. The experiments on temperature variation are carried out as follows. The results show that the estimated winding resistance R, daxis inductance (L d ), q-axis inductance (L q ) and rotor flux linkage (ψ m ) vary with the changing temperature. For example, the estimated winding resistance value increases from 0.372 (Ω) to 0.435 (Ω) with heating 20 min in high temperature, and then it decreases to 0.417 (Ω) after 9 min cooling. The stator winding resistance value increases gradually when the temperature rises gradually and returns to normal value when temperature returns to normal, due to the effects of the thermal metal. In return, the estimated winding resistance can be used for temperature monitoring of machine as the estimated winding resistance is linear varying with the changes of temperature. The estimated rotor flux linkage decreases from 78.07 (mWb) to 77.36 (mWb), there is an abrupt drop in the estimated rotor flux linkage after 20 min heating, and then it increases to 77.90 (mWb) after 9 min cooling, which can be explained by the fact that the residual flux density and intrinsic coercivity of the PM varies with the changing of temperature, that is, it reduces when the temperature of NdFeB magnets increases and it returns to normal value if the temperature of NdFeB magnets return to normal within critical temperature. The estimated L d and L q also change when temperature varies (but d-axis and q-axis inductances are not affected significantly by machine temperature), the reason is that the values of L d and L q are mainly influenced by the flux density which may change during the data measurement.
Furthermore, from Tables II-IV and Fig. 5(b) and (c), it can be seen that the estimated VSI disturbance voltage V dead varies from −0.065 (V) to −0.096 (V) after 20 min heating, and it changes to −0.102 (V) after 9 min cooling. This phenomenon can be explained by the fact that the VSI nonlinearity is also influenced by the temperature variation, but not significantly. This observation can be explained that the parameters of the PMSM may deviate from its nominal value when it's operating condition changes.
Theoretically, the electrical parameters vary with the change of operation temperature, whereas the mechanical parameters viscous friction coefficient (B) and moment of inertia (J) change little with variation of operation temperature. This phenomenon indicates that the electrical parameters are sensitive to the operating conditions, whereas the mechanical parameters B and J are not sensitive to the variation of temperature conditions. This is because the mechanical parameters are mainly affected by the shape and the dimensions of mechanical loads.
These results show that the proposed parameter estimator can simultaneously track the PMSM parameters and the VSI disturbance voltage very well without requiring a priori knowledge of motor parameters and switching device parameters, it only uses electrical measurements taken at machine terminals.
D. Verification of the Estimation Accuracy and the Variation Tracking Performance
To further verify the parameter estimation accuracy and the parameter tracking performance, we employ the following approach to test the effectiveness of the proposed method: change the winding resistance value, and use the inductancecapacitance-resistance (LCR) bridge to measure the winding resistance value. Details are described below.
1) Parameter Estimation by Changing the Winding Resistance Value:
A step change in winding resistance value is applied to verify the effectiveness of the proposed method. Three resistances (R p = 0.414 Ω) are simultaneously connected with three-phase windings in the machine. The estimated results are shown in Fig. 8 and Table V, Table V . The measured value R (0.45 Ω) is very close to the estimated value (0.435 Ω). Additionally, the measured value of winding resistance R(0.41 Ω) is also very close to the estimated value (0.417 Ω) by the LCR bridge after naturally cooling 9 min. The slight difference between the estimated and the measured value may be caused by measurement error. Again, from (8)-(18), other six parameters (i.e., L d , L q , ψ m , V dead, B, J) can be accurately estimated as the winding resistance is accurately estimated. So, the proposed parameter estimation model works very well for tracking the variation of parameters under the variation temperature. Further, from Fig. 9 and Table V, the value of winding resistance increases with the heating temperature; on the contrary, the value of rotor flux linkage decreases with the heating temperature within critical temperature. Thus, the change of the winding resistance and rotor flux linkage can be used for condition monitoring of PMSM.
E. Influence of VSI Nonlinearity on Parameter Estimation
In this paper, an experiment with and without considering VSI nonlinearity are conducted to show that the estimation performance can be improved by considering VSI nonlinearity. Here, "without considering VSI nonlinearity" means that the VSI-distorted voltage V dead is set to be zero during estimation. Table VI presents all the estimated machine parameters including electrical and mechanical parameters, with and without considering the VSI nonlinearity. The estimated machine parameters without considering the VSI nonlinearity are 0.390 (Ω), 77.6 (mWb), 3.211(mH), 3.716 (mH), 0.0618 (N.m/rad/s), and 6.97 × 10 −5 (Kg.m 2 ) for the winding resistance, rotor flux linkage, d-axis inductance, q-axis inductance, viscous friction coefficient, and moment of inertia, respectively. It is obvious that there exist differences between the estimated values with and without considering the VSI nonlinearity for the PMSM parameter estimation. For example, the estimated resistance is 0.372 (Ω) when considering VSI nonlinearity at normal temperature condition,whereas the estimated winding resistance value without considering VSI nonlinearity is 0.390 (Ω), which is larger than the value of with considering VSI nonlinearity (with an error of 0.390-0.372)/0.372 5%. Obviously, the estimated winding resistance is much more accurate with respect to the nominal value by considering VSI nonlinearity. The observations are the same to other electrical parameter estimation, such as rotor flux linkage and dq-axis inductance as in Table VI . This is mainly due to the fact that the VSI nonlinear disturbance voltage [i.e., V dead · D d and V dead · D q in (2a) and (2b)] can result in an increase in the estimated winding resistance. So, after Clarke and Park transforms, the dq-axis voltage will change because Dq · V dead can significantly affect the winding resistance and flux linkage estimation. It is noted that the estimates of mechanical parameters are similar to that for the case of without considering the VSI nonlinearity, as for this case the parameters are not independent of the VSI nonlinearity. The reason is that, the value electric parameter will influence the accuracy of mechanical parameters estimation as the mechanical parameters are calculated with the electrical parameters. For example, the value of electromagnetic torque is related to the rotor PM flux linkage. Thus, the VSI nonlinearity will affect greatly the accuracy of the estimated machine parameters and the VSI nonlinearity cannot be negligible.
V. CONCLUSION
In this paper, a global identification method was proposed for estimating the PMSM electrical parameters and mechanical parameters with the consideration of VSI nonlinearity. To sum up, the major contributions of this paper include as follows.
1) A global identification method for estimating parameters of PMSM drives system, including electrical parameters, mechanical parameters, and VSI disturbance voltage.
In the parameter estimation model, the VSI nonlinearity, electrical and mechanical subsystems are treated as a whole system and parameter estimation is formulated as a single optimization problem. All system parameters can be estimated simultaneously by solving the optimization problem without a priori knowledge of the inner machine structure. 2) A new dynamic learning estimator for tracking the electrical and mechanical parameters of PMSM drive by using DSLPSO. In DSLPSO, a novel movement modification equation with dynamic exemplar learning strategy is designed to ensure its diversity and better manage the exploitation and exploration during the search process. Moreover, a nonlinear multiscale based learning operator is introduced for accelerating the convergence speed of the Pbest particles and a dynamic OBL strategy is designed to facilitate the gBest particle to explore a potentially better region. The effect of cross-coupling magnetic saturation was not considered in the proposed parameter estimation model. This is a limitation of the proposed method. In our future work, we will investigate a new parameter estimation model for machine parameter estimation including the consideration of nonlinearities as saturation and viscous torque not proportional to the speed. Potentially, the parameter estimation method presented in this paper can be incorporated into a robust motor control system to counteract parameter uncertainties, or fault diagnosis system where the variations of key parameters can be used as a feature of fault symptoms.
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