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Abstract
We consider the stochastic bandit problem
in the sublinear space setting, where one
cannot record the win-loss record for all K
arms. We give an algorithm using O(1)
words of space with regret
K∑
i=1
1
∆i
log
∆i
∆
logT
where ∆i is the gap between the best arm
and arm i and ∆ is the gap between the
best and the second-best arms. If the re-
wards are bounded away from 0 and 1, this
is within an O(log 1/∆) factor of the op-
timum regret possible without space con-
straints.
1 Introduction
In this paper, we study the multi-arm bandit prob-
lem in a sublinear space setting. In an instance of the
bandit problem, there are K arms and a finite time
horizon 1, . . . , T , where T could be unknown to us.
At each time step, we pull one of the K arms, and
receive a reward that depends on our choice. The
goal is to find a strategy that would achieve a sub-
linear (with respect to time) regret, which is defined
as the difference between the cumulative reward we
received from our strategy and the reward we could
have received if we always pulled the best arm in the
hindsight.
There are many formulations of the bandit prob-
lem. In this paper we consider the stochastic setting
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specifically. In the stochastic setting, one assumes
the rewards from the i-th arm are i.i.d. random vari-
ables, with mean µi and support [0, 1]. A well-known
algorithm for the stochastic bandit is the UCB algo-
rithm (Auer et al., 2002), and it is known that UCB
achieves regret O(K logT ).
The UCB algorithm requires Ω(K) space since it
records the estimated rewards from all of the K
arms. However, in settings with limited space such
as streaming algorithms, or settings with infinitely
many arms (Kleinberg, 2004), the requirement is
problematic. There is a significant literature ad-
dressing this problem, but existing approaches as-
sume structural properties on the set of arms, e.g.
combinatorial structure (Cesa-Bianchi and Lugosi,
2012) or continuum arm with local Lipschitz con-
dition (Kleinberg, 2004). A natural question is,
what can we do without these structural assump-
tions given limited space?
A particular example is in a streaming algorithm set-
ting, where space is much more limited than time,
such as a router (Zhang, 2013). If the space con-
straint is o(K) but the time constraint is Ω(K), one
cannot run traditional UCB. In this case, O(K) re-
gret is still acceptable, and by accepting O(K) total
regret, we can avoid requiring structural assump-
tions. In a router, complicated strategy would cor-
responds to a larger set K of possible strategies,
which grants us the tradeoff: larger K will result
in a higher regret with a better optimum. Since
routers have strict space constraints, running UCB
would result in an extremely small regret on average
over time (K/T = space/time, which is acceptable
for routers). Our algorithm provides more flexibility
in this bias/variance tradeoff.
Our techniques. Our algorithm is based on fairly
simple ideas. First, suppose we know the time hori-
zon T and the expected value of the optimal arm µ∗.
We could then make a single pass through the arms;
for each arm i, flip it until we have high (1− 1/T 3)
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confidence that ∆i = µ
∗ − µi > 0, where µi is the
expected value of arm i. Once this happens, move to
the next arm. This will flip each arm O( log T
∆2i
) times,
inducing regret O( log T
∆2i
·∆i) from this arm. The to-
tal regret will then be O(
∑
i6=i∗
log T
∆i
), which is ideal,
with only constant space required. The problem is
that we don’t know T or µ∗. Not knowing T isn’t
a big deal – we can partition the time horizon into
log logT scales, and the last logT term will domi-
nate (Auer and Ortner, 2010) – but not knowing µ∗
is a serious problem.
We solve this problem by iteratively refining upper
and lower bounds µLB and µUB on µ
∗. In each
pass through the data, we get new estimates that
are half as far from each other. After O(log(1/∆))
passes, where ∆ = mini:∆i>0∆i is the minimal gap
between the optimal and the suboptimal arms, only
the best arm i∗ will remain in the interval. This gives
an algorithm that loses at most an O(log(1/∆)) fac-
tor in the regret. In some cases, the loss is signifi-
cantly smaller. Therefore, we can obtain the follow-
ing result that improves the O(log(1/∆)) factor into
a O(log(∆i/∆)) factor,
Theorem 1.1. Given a stochastic bandit instance
with K arms and their expected values µ1, · · ·µk ∈
[0, 1]. Let µ∗ = maxi∈[K] µi, ∆i = µ∗ − µi, and
∆ = mini:∆i>0∆i. For any T > 0, there exists an
algorithm that uses O(1) words of space and achieves
regret
O
( ∑
i:∆i>0
1
∆i
log
∆i
∆
logT
)
.
Recall that the well-known UCB algorithm gives
regret O(
∑
i:∆i>0
log T
∆i
). Our algorithm is always
within a log(∆i/∆) factor of its space-unlimited ver-
sion. In certain situations, we can do slightly bet-
ter by refining our estimate of µ∗ by more than a
constant factor in each iteration. This gives us the
following result
Theorem 1.2. Under the same setting as Theo-
rem 1.1, for any γ > 0, there exists an algorithm
that uses O(1) words of space and achieves regret
O
( ∑
i:∆i>0
1
∆i
(
logγ
1
∆i
+
log(∆i/∆)
γ log log(∆i/∆)
)
log(T )
)
.
In particular, if we set γ = 1/2, we can find that this
algorithm is always within an O
(
log(1/∆)
log log(1/∆)
)
factor
of the space-unlimited UCB algorithm.
The paper is presented in the following manner. Sec-
tion 2 reviews the related work. Section 3 provides
detailed preliminaries of problem formulation and
the background needed for our result. Section 4 and
5 contains the algorithm that gives the result (I) and
(II) of Theorem 1.1 with known time horizon T , re-
spectively. Section 6 demonstrates how to extend
the algorithms to the case with unknown time hori-
zon. The full version is available at https://arxiv.
org/pdf/1712.09007.
2 Related Works
For stochastic bandits, the seminal work by
Lai and Robbins (1985) demonstrated the idea of
using the confidence intervals to solve the problem,
and it showed that the lower bound of the regret
is Ω(
∑ ∆i log T
KL(µi,µ∗)
). The UCB algorithm, which is
a simple solution to stochastic bandits, was ana-
lyzed in Auer et al. (2002). The UCB algorithm
is based on Hoeffding’s inequality, which is opti-
mal when KL(µi, µ∗) ≈ ∆
2
i . In certain situations
this can be improved using different types of con-
centration inequalities; for example, Audibert et al.
(2009) used Bernstein’s inequality to derive an
algorithm with regret depending on the second
moments. Later, Garivier and Cappé (2011) and
Maillard et al. (2011) independently proposed the
KL-UCB algorithm that matches the lower bound.
We refer to the reader the comprehensive survey by
Bubeck and Cesa-Bianchi (2012) for general bandit
problems.
In addition to regret analysis for online deci-
sion making, there is a set of papers that dis-
cuss the sample complexity for the pure explo-
ration problem, i.e. how to identify the best
arm (Mannor and Tsitsiklis, 2004; Even-Dar et al.,
2002; Jamieson et al., 2014; Karnin et al., 2013;
Kaufmann et al., 2015; Even-Dar et al., 2006). Sim-
ilar algorithms has been used in the regime of online
decision making (Bui et al., 2011; Auer and Ortner,
2010). With the idea of the best arm identifica-
tion, the explore-then-commit (ETC) policy is de-
signed to first performs some tests to identify the
best arm, and then commit to it in the remaining
time horizon. The ETC policy is shown to be subop-
timal (Garivier et al., 2016) but simplifies the anal-
ysis. In particular, our algorithm is based on the
framework by Auer and Ortner (2010), but our al-
gorithm takes only O(1) space while the method by
Auer and Ortner (2010) takes O(K) space.
Moreover, there is a small set of papers that in-
tegrates the sketching techniques from streaming
Liau, Price, Song, Yang
and online learning (Hazan and Seshadhri, 2009;
Luo et al., 2016). Hazan and Seshadhri (2009) con-
sidered the problem of minimizing α-exp-concave
losses, and the regret is required to be O(log T ) uni-
formly over time. They used the idea from stream-
ing to keep a small active set of experts. Luo et al.
(2016) considered the online convex optimization
problem, and they used the ideas of sketching to
reduce the efficiency for computing online Newton
steps, however, the complexity is still Ω(K).
3 Preliminary
Notations For any positive integer n, we use [n] to
denote the set {1, 2, · · · , n}. For random variable X ,
let E[X ] denote its expectation of X (If this quan-
tity exists). In addition to O(·) notation, for two
functions f, g, we use the shorthand f . g (resp. &)
to indicate that f ≤ Cg (resp. ≥) for an absolute
constant C. We use f h g to mean cf ≤ g ≤ Cf for
constants c, C.
We measure space in words using the word RAM
model, so that the input values (such as K, T, and
rewards) and variables can each be expressed in O(1)
word of space in O(log(KT )) bits. For more de-
tails of word RAM model, we refer the readers to
Aho et al. (1974); Cormen et al. (2009).
3.1 Problem Formulations
Definition 3.1. For a multi-armed bandit problem,
there are K arms in total, and a finite time horizon
1, 2, . . . , T . At each time step t ∈ [T ], the player has
to choose an arm It ∈ [K] to play, and receives a
reward Xi,t associate to that arm. Without loss of
generality, assume that for each arm i ∈ [K] and
each time step t ∈ [T ], Xi,t ∈ [0, 1]. We denote
the arm that player chooses at time t as It. The
goal of the player is to maximize the total reward
he is getting. We will measure the performance of
an algorithm via its regret, which is defined as the
difference between the best reward in the hindsight
and the reward received with the algorithm:
ΨT = max
i∈[K]
(
T∑
t=1
Xi,t −
T∑
t=1
XIt,t
)
.
In this paper, we consider the stochastic setting,
where we assume the rewards are coming from some
stochastic processes.
Definition 3.2. In a stochastic bandit, we assume
each arm i ∈ [K] is associated with a distribution Di
over [0, 1], with mean µi. The reward Xi,t at time
t ∈ [T ] is drawn from Di independently.
For stochastic bandits, instead of using the regret
defined above, we will consider the pseudo regret :
ΨT = max
i∈[K]
(
E
[
T∑
t=1
Xi,t
]
− E
[
T∑
t=1
XIt,t
])
.
We can rewrite the pseudo regret using Wald’s iden-
tity:
ΨT = max
i∈[K]

 K∑
j=1
E [Nj,T∆ij ]

 , (1)
where Nj,T is the number of times arm j is chosen
up to time T , and we define ∆ij = µi−µj to be the
gap between the means of arm i and arm j. We use
µ∗ to denote the mean reward for the arm with the
highest mean, i.e., µ∗ = maxi∈[K] µi.
3.2 Concentration Inequalities
In this paper, for simplicity, we will use Chernoff-
Hoeffding inequality to analyze the concentration
behavior for random variables with bounded sup-
port.
Fact 3.3 (Chernoff-Hoeffding Bound). Let x1, x2,
. . . , xn be i.i.d. random variables in [0, 1]. Let X =
1
n
∑n
i=1 xi. Then for any ǫ > 0,
Pr [|X − E[X ]| > ǫ] ≤ 2e−2nǫ
2
.
4 UCBConstSpace with known T
The original UCB-1 algorithm (Auer et al., 2002)
needs O(K) space to achieve O(
∑
i:∆i>0
1
∆i
logT )
regret. In this section, we propose a new algorithm
which requires only O(1) space in exchange for a
slightly worse regret.
First, we consider the setting where T is known. The
main result is presented in the following theorem.
Theorem 4.1. Given a stochastic bandit instance
with known T , let ∆i = µ∗ − µi, and let ∆ =
mini:∆i>0∆i. Then for any T > 0, there exists an
algorithm that uses O(1) words of space and achieves
regret
O
( ∑
i:∆i>0
1
∆i
log(∆i/∆) logT
)
.
We present the method in Algorithm 1, where we
iteratively improve our estimation of ∆. More pre-
cisely, we scan through the data multiple rounds.
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Algorithm 1 UCB algorithm with constant space and known T (Theorem 4.1)
1: procedure UCBConstSpace(K,T )
2: Set δ ← 1/T 3, initialize g1 ←
1
2 , t← 1
3: Exploration Phase:
4: for rounds r = 1, 2, . . . do
5: a′: the best arm in the previous round, µ′: mean reward for arm a′ in the previous round
6: N ← ⌈2 log(1/δ)/g2r⌉, which is the maximum number of plays for each arm in the current round
7: Initialize a, b← 0, which are the best and the second best arm in this round
8: Initialize µa, µb ← 0, which are the means for arms a and b
9: for each arm i = 1→ K do
10: Set µ← 0, which keeps the mean reward for arm i in the current round
11: for n = 1→ N do
12: Pull arm i and receive reward v
13: t← t+ 1
14: Update µ with v: µ← (µ · (n− 1) + v)/n
15: if µ+
√
log(1/δ)/2n < µ′ − gr−1/2 then
16: break, i.e. we rule out arm i for the current round
17: end if
18: end for
19: if µ > µa then b← a, µb ← µa, a← i and µa ← µ ⊲ Update the best and the 2nd best arms
20: else if µ > µb then b← i and µb ← µ ⊲ Update the 2nd best arm
21: end for
22: Stopping Criterion: if µa − gr/2 > µb + gr/2 or t > T then break
23: Update a′ = a and µ′ = µa
24: Set new precision: gr+1 = gr/2
25: end for
26: Exploitation Phase:
27: Pull arm a for the remaining time steps.
28: end procedure
In the r-th round, we sample each arm up to some
precision gr. The desired precision gr is halved af-
ter each round. In this sampling process, we only
keep the information of the best arm and the second
best arm seen in the current and the previous round,
instead of saving those from all arms. With the in-
formation of the best arm and the current precision
gr, we can refine the upper and lower bound µUB
and µLB on µ∗. If an arm whose upper confidence
value is less than µLB, we can rule it out without
continuing to gr precision. This process is termi-
nated if we are able to determine the best arm with
the rest arms.
We define a(r) and b(r) as the best arm and the sec-
ond best arm stored at the end of the r-th round.
Also, we let µ
(r)
i to be the recorded empirical mean
at the end of the r-th round for arm i. Denote n
(r)
i
as the total number of pulls of arm i at the r-th
round. Then, we define µ
(r)
i,n as the empirical mean
µi stored for arm i after pulling it for n times in
round r. Further, we define rmax as the value of
r− 1 at the moment the algorithm exits the loop in
Line 22.
Definition 4.2. For each r ∈ [rmax], define the
event ξr to be the event: ∃r
′ ∈ [r], ∃i ∈ [K], ∃n ∈
[n
(r′)
i ] such that |µ
(r′)
i,n − µi| >
√
log(1/δ)/(2n), i.e.,
there exists some estimate of µ
(r′)
i,n that is not within
our desired confidence interval up to round r.
Throughout the first part of our analysis, we focus on
the case when ¬ξr holds when we are discussing the
state of the algorithm at round r, i.e., all estimates
are within our desired confidence interval.
Lemma 4.3. In Algorithm 1, at any round r ∈
[rmax], given ¬ξr, the following statements are true:
1. n
(r)
a(r)
= ⌈(2 log(1/δ))/g2r⌉, i.e. the claimed opti-
mal arm cannot be ruled out early.
2. n
(r)
∗ = ⌈(2 log(1/δ))/g
2
r⌉, i.e. the true optimal
arm cannot be ruled out early.
3. |µ
(r)
a(r)
− µ∗| ≤ gr/2.
Proof. We prove this lemma by induction. For the
base case, the first and the second statement are true
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because all arms have to be played for ⌈ 2 log(1/δ)(g1)2 ⌉
times. For the third statement, we prove by contra-
diction. Assume the contrary, i.e. µ
(1)
a(1)
− µ∗ > g1/2
or µ∗ − µ
(1)
a(1)
> g1/2. If µ
(1)
a(1)
− µ∗ > g1/2, then we
have
µ∗ < µ
(1)
a(1)
− g1/2
≤ µa(1) +
√
log(1/δ)/(2n
(1)
a(1)
)− g1/2
≤ µa(1) + g1/2− g1/2
= µa(1)
where the second step follows by condition ¬ξr and
the third step follows by n
(1)
a(1)
≥ (2 log(1/δ))/g21.
The above equation leads to a contradiction because
µ∗ > µi for any i 6= ∗. Similarly, if µ∗−µ
(1)
a(1)
> g1/2,
then we have
µ
(1)
a(1)
< µ∗ − g1/2
≤ µ
(1)
∗ +
√
log(1/δ)/(2n
(1)
∗ )− g1/2
≤ µ
(1)
∗ + g1/2− g1/2
= µ
(1)
∗
where the second step follows by condition ¬ξr, and
the third step follows by n
(1)
∗ ≥ (2 log(1/δ))/g21.
The above equation also results in a contradiction
because for any i 6= ∗ to be assigned as a(1), we
must have µ
(1)
a(1)
> µ
(1)
∗ .
For the induction step, we assume these three state-
ments are true for r ≤ r′ − 1. Now consider r = r′.
We first prove the second statement. Assume the
contrary, i.e. the true optimal arm has been ruled
out early, meaning
µ
(r)
∗ +
√
log(1/δ)/(2n
(r)
∗ ) < µ
(r−1)
a(r−1)
− gr−1/2 (2)
Then, we can see that
µ∗ ≤ µ
(r)
∗ +
√
log(1/δ)/(2n
(r)
∗ )
< µ
(r−1)
a(r−1)
− gr−1/2
≤ µa(r−1) (3)
where in the last inequality, we use the induction
hypothesis, n
(r−1)
a(r−1)
≥ 2 log(1/δ)
g2r−1
and then
µa(r−1) ≥ µ
(r−1)
a(r−1)
−
√
log(1/δ)
2n
(r−1)
a(r−1)
≥ µ
(r−1)
a(r−1)
− gr−1/2
There is a contradiction in (3) because we must have
µ∗ ≥ µa(r−1). Hence the second statement is true.
Next, we can see that the first statement is now clear
because we have shown that there is at least one arm
that is going to pull for ⌈ 2 log(1/δ)g2r
⌉ times at the r-
th round (which is arm ∗ according to the second
statement we have just shown). This means that if
arm a(r) is not arm ∗, then it has to be pulled for
⌈ 2 log(1/δ)g2r
⌉ times as well.
For the third statement, the proof is similar to the
base case, where we prove by contradiction. Assume
the contrary, i.e. µ
(r)
a(r)
− µ∗ > gr/2 or µ∗ − µ
(r)
a(r)
>
gr/2.
If µ
(r)
a(r)
− µ∗ > gr/2, then we have
µ∗ < µ
(r)
a(r)
− gr/2
≤ µa(r) +
√
log(1/δ)/(2n
(r)
a(r)
)− gr/2
≤ µa(r) + gr/2− gr/2
= µa(r)
where the second step follows by condition ¬ξr, and
the third step follows by n
(r)
a(r)
≥ 2 log(1/δ)g2r
(the first
statement).
This results in a contradiction because µ∗ ≥ µi for
any i ∈ [K]. Similarly, if µ∗ − µ
(r)
a(r)
> gr/2, then we
have
µ
(r)
a(r)
< µ∗ − gr/2
≤ µ
(r)
∗ +
√
log(1/δ)/(2n
(r)
∗ )− gr/2
≤ µ
(r)
∗ + gr/2− gr/2
= µ
(r)
∗
where the second step follows by condition ¬ξr and
the third step follows by n
(r)
∗ ≥
2 log(1/δ)
g2r
(the second
statement).
This results in a contradiction because for any i 6= ∗
to be assigned as a(r), we must have µ
(r)
a(r)
> µ
(r)
∗ ,
otherwise we will have |µ
(r)
∗ −µ∗| ≤ gr/2 by condition
¬ξr.
Lemma 4.4. In Algorithm 1, conditioning on event
¬ξrmax holds, we have rmax ≤ ⌈log(2/∆)⌉.
Proof. Assume the contrary, i.e. at the end of round
r = ⌈log(2/∆)⌉, the best arm and the second best
arm are still not differentiated, meaning we still have
µ
(r)
∗ − gr/2 < µ
(r)
a(r)
+ gr/2
Stochastic Multi-armed Bandits in Constant Space
First note that r > log(2/∆) implies 2−r = gr <
∆/2. We have
µ∗ ≤ µ
(r)
∗ +
√
log(1/δ)/(2n
(r)
∗ )
≤ µ
(r)
∗ + gr/2 < µ
(r)
a(r)
+ 3gr/2
< µ
(r)
a(r)
+ 3∆/4
Similarly, we have µa(r) > µ
(r)
a(r)
− ∆/4. Then, we
can show that
∆ ≤ µ∗ − µa ≤ (µ
(r)
a(r)
+ 3∆/4)− (µ
(r)
a(r)
−∆/4) < ∆
which results in a contradiction. This implies that
given ¬ξrmax , we must have rmax ≤ ⌈log(2/∆)⌉.
Lemma 4.5. In Algorithm 1, at any round r, given
¬ξr, the number of plays for any arm i ∈ [K] is
upper-bounded by
n
(r)
i ≤
2 log(1/δ)
(∆i − gr−1)
2 + 1.
Proof. First, note that as long as an arm has not
been ruled out, we have
µr
i,n
(r)
i −1
+
√
log(1/δ)
2(n
(r)
i − 1)
≥ µ
(r−1)
a(r−1)
−
gr−1
2
(4)
Then, we can show
∆i = µ∗ − µi
≤ µ
(r−1)
a(r−1)
+
gr−1
2
− µi
≤ µ
(r−1)
a(r−1)
+
gr−1
2
−
(
µ
(r)
i,n
(r)
i −1
−
√
log(1/δ)
2(n
(r)
i − 1)
)
≤ 2
(
gr−1
2
+
√
log(1/δ)
2(n
(r)
i − 1)
)
where the second step follows from Lemma 4.3, the
third step follows by ¬ξr, and the last step follows
by (4). Reorganizing the above inequality proves the
lemma.
Proof of Theorem 4.1. Consider Algorithm 2. For
each round r ∈ [rmax], conditioned on ¬ξr , i.e. the
confidence interval is correct, we first recognize two
bounds on the number of plays n
(r)
i for each arm
i ∈ [K].
By the definition of Algorithm 1, we have
n
(r)
i ≤ 2 log(1/δ)/g
2
r + 1 (5)
Also, from Lemma 4.5, we have
n
(r)
i ≤ 2 log(1/δ)/(∆i − gr−1)
2 + 1 (6)
By combining (5) and (6), together with rmax ≤
⌈log(2/∆)⌉ by Lemma 4.4, we can upper bound the
regret results from pulling arm i in the algorithm.
Let α = ⌈log(2/∆)⌉ and β = ⌈log(3/∆i)⌉. Condi-
tioning on event ¬ξrmax holds, we have,
α∑
r=1
∆in
(r)
i ≤
α∑
r=1
∆i
(
2 log(1/δ)
(max {gr,∆i − 2gr})
2 + 1
)
=
α∑
r=1
∆i
(
2 log(1/δ)
(max {2−r,∆i − 2 · 2−r})
2 + 1
)
Furthermore, we can obtain
α∑
r=1
∆in
(r)
i
≤
β∑
r=1
∆i ·
2 log(1/δ)
2−2r
+
α∑
r=β+1
∆i ·
2 log(1/δ)
(∆i − 2 · 2− log(3/∆i))
2
+∆i · ⌈log(2/∆)⌉
≤
288 log(1/δ)
∆i
+
18 log(2∆i/3∆) log(1/δ)
∆i
+∆i(log(2/∆) + 1)
.
log(∆i/∆) log(1/δ)
∆i
(7)
For the next step, we find an upper bound for the
probability of event ξrmax :=
{
∃r ∈ [rmax], ∃i ∈
[K], ∃n ∈ [n
(r)
i ] s.t. |µ
(r)
i,n − µi| >
√
log(1/δ)/(2n)
}
:
Pr(ξrmax)
≤
T/K∑
r=1
K∑
i=1
T∑
n=1
Pr
(
|µ
(r)
i,n − µi| >
√
log(1/δ)/(2n)
)
≤ 2T 2δ (8)
Finally, by choosing δ = 1/T 3, and combining (7)
and (8), we have
ΨT .
K∑
i=1
(
log(∆i/∆) log(T )
∆i
+∆iT · 2T
2δ
)
.
K∑
i=1
log(∆i/∆) log(T )
∆i
which proves the theorem.
5 Improved Algorithm for
UCBConstSpace
The result in Theorem 2 gives an additional
O(log(∆i/∆)) factor to the original UCB-1 algo-
rithm by Auer et al. (2002). This means that in a
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bad scenario, for example, if most of the arms have
gap ∆i = K∆, the O(log(∆i/∆)) factor translates
to an additional logK factor in the regret.
In this section, we show that we are able to improve
the additional log(∆i/∆) factor to a
log(∆i/∆)
log log(∆i/∆)
factor by slightly changing the update rule on the
precision gr. This means that in the bad example
described above, we are improving the competitive
ratio from logK to logKlog logK . We present our result
in the following theorem.
Theorem 5.1. Given a stochastic bandit instance
with known T , let ∆i = µ∗ − µi, and let ∆ =
mini:∆i>0∆i. For any γ > 0 and any T > 0, there
exists an algorithm that uses O(1) words of space
and achieves regret
O
( ∑
i:∆i>0
1
∆i
(
logγ
1
∆i
+
log(∆i/∆)
γ log log(∆i/∆)
)
log(T )
)
.
We consider a modified version of Algorithm 1,
where the update rule in Line 24 is replaced by
gr+1 =
gr
2 (log(1/gr))
ǫ (9)
where ǫ is some constant to be determined later. In
the following lemma, we show that with this up-
date rule, basically given any D < 1, it takes only
O
(
1
ǫ ·
log(1/D)
log log(1/D)
)
steps to reach accuracy D.
Lemma 5.2. Given any g0, D ∈ (0, 1), D < g0,
let r0 =
log(g0/D)
log log(g0/D)
. If for any positive integer r,
gr =
gr−1
2(log(1/gr−1))
ǫ . Then, for any r ≥ (2ǫ +1)r0+2,
we have gr ≤ D.
Proof. First, note that by definition of gr, we have
gr ≤ g02
−r for any r ≥ 1. Therefore, for any r ≥ r0,
we have
gr ≤ g02
−r ≤ g02
−r0 = g0(D/g0)
1
log log(g0/D)
Then, we can see that for any r ≥ r0, we have
gr+1 ≤
gr
2
(
log(g0/D)
log log(g0/D)
)ǫ ≤ gr
2(log(g0/D))ǫ/2
As a result, we have
gr+⌈ 2ǫ r0⌉ ≤
gr
2
2
ǫ r0(log(g0/D))r0
≤ g0(log(g0/D))
−r0 = D
This implies that for any r ≥ (r0 + 1)+ (
2
ǫ r0 + 1) ≥
⌈r0⌉+ ⌈
2
ǫ r0⌉, we have gr ≤ D.
Note that we can apply Lemma 4.3 and Lemma 4.5
for Algorithm 2 with update rule (9) because they do
not require specific update rules. Before we proceed
to the proof of Theorem 5.1, we need the following
lemma for an upper bound of rmax.
Lemma 5.3. In Algorithm 2 with update rule (9),
given ¬ξrmax , we have rmax ≤ ⌈(
2
ǫ +1)
log 2/∆
log log 2/∆+2⌉.
Proof. Assume the contrary, i.e. at the end of round
r = ⌈(2ǫ + 1)
log 2/∆
log log 2/∆ + 2⌉, the best arm and the
second best arm are still not differentiated, meaning
for some i 6= ∗, we still have
µ
(r)
∗ − gr/2 < µ
(r)
i + gr/2
By Lemma 5.2, we have gr ≤ ∆/2. Thus, we have
µ∗ ≤ µ
(r)
∗ + gr/2 ≤ µ
(r)
i + 3gr/2 ≤ µ
(r)
i + 3∆/4
where for the second step we use Lemma 4.3. Simi-
larly, we haveµi ≥ µ
(r)
i −∆/4. Then, we have
∆ ≤ µ∗ − µi ≤ (µ
(r)
i + 3∆/4)− (µ
(r)
a(r)
−∆/4) < ∆
which results in a contradiction.
Proof of Theorem 5.1. Consider Algorithm 2 with
update rule (9). For each arm i ∈ [K], if we condi-
tion on ¬ξrmax , then by Lemma 4.5 and Lemma 5.3,
we can upper bound the regret results from pulling
arm i in the algorithm:
rmax∑
r=1
∆in
(r)
i
≤
rmax∑
r=1
∆i
(
2 log(1/δ)
(max {gr,∆i − gr−1})
2 + 1
)
≤
ri∑
r=1
∆i ·
2 log(1/δ)
g2r
+
rmax∑
r=ri+1
∆i ·
2 log(1/δ)
(∆i − gr−1)
2
+∆i · rmax (10)
where ri be the minimal round r such that gr <
∆i/2. For the first term of (10), since gr decays
super-exponentially, i.e. gr+1 ≤ gr/2, we have
ri∑
r=1
2∆i log(1/δ)
g2r
≤
4∆i log(1/δ)
g2ri
=
4∆i
(
log 1gri−1
)2ǫ
log(1/δ)
g2ri−1
≤
16
(
log 1∆i
)2ǫ
∆i
log(1/δ) (11)
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where the last step follows from the fact that gri−1 ≥
∆i/2 by the definition of ri. For the second term of
(10), we have
rmax∑
r=ri+1
2∆i log(1/δ)
(∆i − gr−1)
2 ≤
rmax∑
r=ri+1
8∆i log(1/δ)
∆2i
≤
rmax∑
r=ri+1
8 log(1/δ)
∆i
(12)
By Lemma 5.2, we can find that it takes ⌈(2ǫ +
1) log(∆i/∆)log log(∆i/∆)+2⌉ rounds to get from ∆i/2 to ∆i/2.
As a result, we can upper bound (12) by
rmax∑
r=ri+1
2∆i log(1/δ)
(∆i − gr−1)
2
≤
((
2
ǫ
+ 1
)
log(∆i/∆)
log log(∆i/∆)
+ 3
)
8 log(1/δ)
∆i
≤
(
2
ǫ
+ 1
)
log(∆i/∆)
log log(∆i/∆)
16 log(1/δ)
∆i
(13)
Using the similar argument as we have done in the
proof of Theorem 4.1, we can find that
Pr(ξrmax) ≤ 2T
2δ (14)
Finally, by combining (11), (13), and (14), we can
get
ΨT ≤ 16
∑
i:∆i>0
1
∆i
(
log2ǫ
1
∆i
+
(
2
ǫ
+ 1
)
log(∆i/∆)
log log(∆i/∆)
)
· log(1/δ) +
∑
i:∆i>0
∆iT · 2T
2δ
By choosing δ = 1/T 3 and ǫ = γ/2 we can find that
ΨT .
∑
i:∆i>0
1
∆i
(
logγ
1
∆i
+
log(∆i/∆)
γ log log(∆i/∆)
)
log(T )
which proves the theorem.
We conjecture below that the O( log(∆i/∆)log log(∆i/∆) ) factor
is not improvable given the O(1) space constraint.
The discussion for our conjectured hard instance is
in the appendix.
Conjecture 5.4. There exists a distribution over
stochastic bandit problems such that, for any algo-
rithm taking O(1) words of space will have regret
Ω
( ∑
i:∆i>0
1
∆i
(
log(∆i/∆)
log log(∆i/∆)
)
log(T )
)
.
Algorithm 2 UCB algorithm with constant space
and unknown T (Theorem 6.1 and Theorem 5.1)
1: procedure UCBCS-UnknownT(K)
2: Initialize T0 ← 10
3: l← 0, t← 1
4: while t ≤ T do
5: Call UCBConstSpace(K,Tl),
6: t← t+ Tl
7: l ← l + 1
8: Tl ← T
2
l−1
9: end while
10: end procedure
6 Unknown Horizon T
Now, we show that using the technique described
in (Auer and Ortner, 2010), we are able to get the
same regret as in Theorem 4.1 if T is unknown.
Theorem 6.1 (Restatement of Theorem 1.1).
Given a stochastic bandit instance with unknown T ,
let ∆i = µ∗ − µi, and let ∆ = mini:∆i>0∆i. For
any T > 0, there exists an algorithm that uses O(1)
words of space and achieves regret
O
( ∑
i:∆i>0
log(∆i/∆)
∆i
logT
)
Proof. We present the algorithm in Algorithm 2.
The algorithm repeatedly calls the procedure
in Algorithm 1 with increasing time horizons
T0, T1, . . . , TL, where L ≤ log logT . By setting
Tl = T
2
l−1, we have Tl = T
2l
0 . Then, by Theorem 4.1,
we can upper bound the regret as
ΨT .
L∑
l=0
K∑
i=1
log(∆i/∆) logTl
∆i
=
L∑
l=0
K∑
i=1
2l log(∆i/∆) logT0
∆i
.
K∑
i=1
2L log(∆i/∆) logT0
∆i
.
K∑
i=1
log(∆i/∆) logT
∆i
which proves the theorem.
Similarly, we are able to use this trick for the im-
proved algorithm in Section 5 and get the same re-
gret as in Theorem 5.1.
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Theorem 6.2 (Restatement of Theorem 1.2).
Given a stochastic bandit instance with unknown T ,
let ∆i = µ∗−µi, and let ∆ = mini:∆i>0∆i. For any
γ > 0 and any T > 0, there exists an algorithm that
uses O(1) words of space and achieves regret
O
( ∑
i:∆i>0
1
∆i
(
logγ
1
∆i
+
log(∆i/∆)
γ log log(∆i/∆)
)
log(T )
)
.
7 Conclusion
We proposed a constant space algorithm for the
stochastic multi-armed bandits problem. Our algo-
rithms proceeds by iteratively refining a confidence
interval containing the best arm’s value. In the sim-
pler version of our algorithm, we refine the interval
by a constant factor in each step, and each iteration
only uses O(OPT) regret. This gives an O(log 1∆)-
competitive algorithm. We then showed how to im-
prove this by an O(log log 1∆) factor in certain cases,
by using fewer rounds that give more progress. Fi-
nally, we showed how to adapt our algorithms—
which involve parameters that depend on the time
horizon T—to situations with unknown time hori-
zon.
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A Discussion of Conjecture on the
Lower Bound for Stochastic
Bandits
For any given round r, for some α > 0, define:
R
(r)
in =
∑
i:∆i<αgr
1
gr
, R
(r)
out =
∑
i:∆i>αgr
1
∆i
That correspond to two terms in
ri∑
r=1
∆i ·
2 log(1/δ)
g2r
+
rmax∑
r=ri+1
∆i ·
2 log(1/δ)
(∆i − gr−1)
2
+∆i · rmax (15)
which is the total regret provided within Section
5. Consider the following example where there is
a group of high-value arms and a group of low-value
arms, and the size of the low-value arms is larger
than the high-value arms.
Example A.1. Assume 1 > E ≫ ǫ, and s > 1/2.
Let ∆i = ǫ for i = 1 . . . sK, and ∆i = E for i =
sK + 1 . . .K.
In this example, we can find that as gr < E/2,
R
(r)
in = sK/gr, and R
(r)
out = (1 − s)K/E. Since
gr . E and s > 1/2, we can find that R
(r)
out . R
(r)
in .
This means that Example A.1 will not harm us if we
use Algorithm 1 because we know that
∑
r R
(r)
in .∑
i 1/∆i.
Then, we consider another example where the size
of the group of the high-value arms is larger than
low-value arms. Particularly, we consider
Example A.2. Assume 1 > E ≫ ǫ, and s < 1/2,
where s/(1− s) < ǫ/E. Let ∆i = ǫ for i = 1 . . . sK,
and ∆i = E for i = sK + 1 . . .K.
We can find that in this example, as long as ǫ . gr .
E, R
(r)
in . sK/ǫ . (1 − s)/E = R
(r)
out. This means
that this is the hard case for Algorithm 1 because
R
(r)
out is dominating. However, we can deal with this
example with the following update rule
gr+1 =
gr
2max{1, (1− s)/s}
which is roughly gr+1 =
gr
2max{1,R
(r)
out/R
(r)
in }
. Note that
if s is unknown, we can estimate it by simply count-
ing the number of arms not ruled out. With the
new update rule, we can find that as long as gr . E,
we have gr+1 . Es/(1 − s) . ǫ. This means that
in the next round, we are able to identify the high-
value arms. Therefore, the number of rounds is a
constant.
Finally, we consider the following case where we con-
jectured to be the hard case:
Example A.3. Let ∆i = i/K for i = 1, 2, . . . ,K.
First note that in this example, R
(r)
in h n and R
(r)
out h
n log 1/gr, where we can find that R
(r)
in . R
(r)
out for
any r. If we use the trick we are dealing with Exam-
ple A.2, we can find that the corresponding update
rule becomes gr+1 =
gr
2 log 1/gr
. Such rule is exactly
(9). Therefore, we conjecture that the additional
log(∆i/∆)
log log(∆i/∆)
factor is not improvable.
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