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Te flight time required for a variable-speed homing missile to interce p a zero-acceleration target in two dimensions is determined by assuming that the missile normal acceleration is bang-bang, that is, maximum normal acceleration followed by zero normal acceleration where the switch time which gives intercept is to be determined. For those cases where intercept does not occur in a reasonable time, the flight time which minimizes the miss distance is used. A tangential acceleration profile is assumed for the missile, so that the velocity of the missile becomes a known function of time, and the equations of motion can be solved analytically. Then, an algebraic equation for the switch time for intercept or the final time for closest approach can be derived, but it must be solved numerically. Results show that this time-to-go algorithm improves the performance (miss distance) of the missile for several scenarios relative to the range-over-closing-speed algorithm.
The flight time required for a variable-speed homing mis-VT where intercept does not occur in a reasonable time, the flight time which minimizes the miss distance is used. A Subscripts tangential acceleration profile is assumed for the missile, that is. constant positive acceleration when thrusting, conc Engine cutoff stant negative acceleration when coasting, and a given enf Final gine burn-out time. In this way, the velocity of the missile o Initial becomes a known function of time, and the equations of mop Point tion can be solved analytically. Then, an algebraic equation 8 Switch for the switch time for intercept or the final time for closest approach can be derived, but it must be solved numerically.
Introduction The time-to-go algorithm is tested in a six-degree-offreedom simulation of a homing missile with a linear-A guidance law of current interest for bank-to-turn homquadratic guidance law where the target performs two maxiing missiles is the linear-quadratic guidance law which conmum normal acceleration maneuvers. At each sample point, tains proportional navigation as a particular case (see, for the missile velocity vector is projected onto the plane of the example, Ref. 1). In order to implement this guidance law, line-of-sight vector and the target velocity vector, and the an algorithm for predicting time-to-to is needed. The simtime-to-go is calculated for a planar intercept. This timeplest time-to-go formula is range divided by closing speed to-go is used to calculate the gains for the guidance law.
and is valid for a constant-velocity missile and target on a Results show that this time-to-go algorithm improves the collision course. This formula has been improved in Ref. 2 performance (miss distance) of the missile for several sceby accounting for the missile longitudinal acceleration. narios relative to the range-over-closing-speed algorithm.
Unfortunately, the linear-quadratic guidance law tends to drive the missile and the target into a homing triangle 
f'.
As a first step, the analysis is carried out in two dimaximum normal acceleration followed by zero normal acmensions with the hope that some insight in the threeceleration, that is, a bang-bang control. The bang-bang dimensional problem will be achieved. The resulting timecontrol is used here to generate a minimum-time trajectory, to-go algorithm is tes'.ed in a six-degree-of-freedom simulaand the flight time is used as a prediction of the time-to-go tion by projecting the current missile velocity vector onto for linear-uadratic guidance rules. the plane of the line of sight and the target velocity. The
In the solution of the problem, it is found that a dioptimal intercept time is computed in this plane and used rect intercept can be achieved for OZA !5 0o < 0 MA (see as the time-to-go for the linear-quadratic guidance law. Fig. 2) where OZA is the initial angle for the zero-normalacceleration intercept and GMA is the initial angle for the Optimal Intercept Problem maximum-normal-acceleration intercept. For 0. > OMA, the missile passes in front of the target during the maxiShown in Fig. 1 is the geometry of the intercept problem. mum normal acceleration phase. Then, it performs a 360 The XY coordinate system represents an inertial frame, and deg turn before it goes for the intercept. When this hapthe X axis is along the line of sight at t = 0. The constantpens the minimum time is taken as the time to the point of velocity target, located at Xr = X. at t= 0, is moving closest approach. A similar discussion holds for 0. < #ZA. along a straight line which makes an angle with respect
In the development of the equations, there are four to the X axis. The missile is launched at an angle 0. relative important times: the initial time to, the final time if, to the X axis, and the velocity direction 0(t) is changed by the engine cutoff time t,, and the switch time t. between controlling the normal acceleration a,(t). If x = XT -XM a, = a,.. and a. = 0. It is assumed that and y = YT-YM, the equations of motion of the engagement to < t, (10) in relative coordinates are given by so that a. = a... all the way if t, = t 1 and a, = 0 all x = VT cos 0 -VM cos 0 (1) the way if t, = to. In the development of the equations, the = 1.sin o -VM sinii (2) engine cutoff time is assumed to satisfy the inequality
The tangential acceleration history of the missile is asThen, if t, < to (coasting all the way), the correct equations sumed to be constant at. > 0 while thrusting, that is, can be obtained by setting t, = to, and if t > t 1 (thrusting for t :5 t. where t. is the known engine cutoff time, and a all the way), t, is set equal to if. constant a,. < 0 while coasting. As a consequence, the velocity of the missile while thrusting is given by Constant Normal Acceleration
The equations of motion (1) through (3) can be intewhere grated for the case where a, is constant. These solutions aI = V., b = at,_.
are valid for the cases where a. = an.-or an = 0. Since the missile velocity has the general form VM Similarly, the velocity of the missile during the coasting at + bit where k = I for thrusting and k = 2 for coasting, phase is given by Eq. (3) can be integrated as
where The subscript p denotes a generic starting point; it could a-i = Vu. + (af,.. -a,.,.)t 0 , b2 = at.. 
where the subscript .s denotes a specific value. Intercept at where the final point requires that A(t,a,,k,teP) = VTcos -
bb __o_ _o,
+ ,
If 00 were free, the control for the minimum-time tra-
1) (14) jectory would be a,, = 0, that is, a straight line. On the other hand, if 0. were prescribed, the minimum-time control
Integration by parts is used to obtain the second term in would be infinite normal acceleration to rotate the velocity Eq. (14). vector instantaneously to the above straight-line followed Finally, Eq. (2) for y is integrated in the same way as by zero normal acceleration. If a bound were applied to Eq.
(1) and leads to the normal acceleration, the cptimal control would become In this section, the zero-normal-acceleration intercept Intercept Trajectories (straight-line intercept O= OZA) is derived. It is the dividing line between the a, 2: 0 (0. < OZA) intercepts and a, < For an intercept, the switch time is assumed to satisfy 0 (0o ? OZA) intercepts. For the time being, the cutoff the inequality t. < t, < If because i, = i. is the zerotime, which is known, is assumed to satisfy the inequality normal-acceleration intercept, and t0 = 11 is the maximumconstraint t. < t, < if.
normal-acceleration intercept. There are four possible conIf a. = 0, Eqs. (12) (25) xf = z. + A(tf,0,2,t.,.)-A(t.,0,2,t.,,) (t., a., 1, to, 0o) -A(to, a., 1, to, 8o) +A (tc, 0, 1, t, 0,.) -A(t,, 0,1, t, 0 (29) . Hence, the same solution 3 through 7 for different values of to primarily to illustrate process can be used.
that the computation process is valid.
The time-to-go algorithm has been tested in a sixClosest-Point-of-Approach Trajectories degree-of-freedom simulation of a bank-to-turn missile. The missile velocity vector is projected onto the plane of the line For a. = an,., over the entire trajectory and for to < of sight vector and the target velocity vector; the time-to-go t, < tf, Eqs. (12), (13), and (15) can be applied at t, and is calculated in this plane; and the result used as the timeif and combined to obtain to-go for three-dimensional flight. Miss distance results are shown in Table 1 , a., 1, to, 00) -B(t., a., 1, to, 0o) (within 10 ft) when the range-over-closing-speed formula +B(tf,a., 2,t , 0 ) -B(te, a.,2,tc, 9c) (38) allowed a miss. Only once does the reverse happen. In all other engagements both formulas generate a hit or a miss The equations for the case where t, < to are obtained from simultaneously. Overall, the bang-bang formula (Case II) Eqs. (36) through (38) by setting te = to. Similarly, for provides better results.
t, > if, set t, = t i .
The point of closed approach is obtained by minimizing Discussion and Conclusions the performance index
A method for predicting time-to-go for homing missiles f I using a linear-quadratic guidance rule has been developed. This is accomplished by solving the algebraic equation It is based on minimum-time trajectories for senerios when intercepts are possible and on minimum-miss-distance tra- In general, the optimal trajectories are composed of conNumerical R s stant normal acceleration segments. For an intercept trajectory the control is maximum normal acceleration followed The algorithm followed in computing a trajectory is the by zero normal acceleration. For a minimum-miss trajecfollowing: tory, the control is maximum normal acceleration all the 1. Given VT, .), V, at... at,,, to, xo, yo, and i., comway. Numerical results for the time-to-go algorithm have pute OZA. This determines whether a. > 0 or a, < 0. been presented to verify the computational procedure. Also,
4C
the time-to-go algorithm has been tested in a six-degree-of-Y. freedom simulation. In general, the proposed time-to-go algorithm produces better miss distances than those obtained fromn the range-over-closing-speed method.
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