






氏名 : 中川 涼太
主任指導教員 : 中野 圭介 准教授
指導教員 : 岩崎 英哉 教授





















2.1 文字集合，木，簡約系 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 述語と関数，ラベル構造 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 属性付き木変換器 9
3.1 属性付き木変換器の定義 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 属性付き木変換器の合成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4 記号的木変換器 19
4.1 記号的木変換器の定義 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.2 記号的木変換器が表現する計算のクラス . . . . . . . . . . . . . . . . . . . . . . 22
4.3 記号的木変換器の合成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5 属性付き記号的木変換器 26
5.1 属性付き記号的木変換器の定義 . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.2 属性付き記号的木変換器による木変換 . . . . . . . . . . . . . . . . . . . . . . . 28
5.3 属性付き記号的木変換器が表現する計算のクラス . . . . . . . . . . . . . . . . . 29
6 属性付き記号的木変換器の合成 32
6.1 属性付き記号的木変換器の単一使用制約 . . . . . . . . . . . . . . . . . . . . . . 32
6.2 属性付き記号的木変換器の記述的合成 . . . . . . . . . . . . . . . . . . . . . . . 32
6.3 属性付き記号的木変換器の合成の正当性 . . . . . . . . . . . . . . . . . . . . . . 39
7 関連研究 48
7.1 条件分岐付き属性文法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48







する．つまり，ある関数 f を適用した式を，他の関数 g の実引数として渡す．このように連続
する関数適用式を評価して値を得るときは通常，まず f が計算を実行して，その結果を返却す





値を取って自然数にしてから，リストに並べて返却する関数 abs leaves を考える．また消費関
数として，リストに並んだ自然数値を，偶数の場合は 2 で割ってから逆順に並べて返却する関
数 half rev を考える．2分木の中間節点のラベルを bin であるとし，図 1.1のような 2分木を
bin(bin(1; 2); bin(bin( 3; 4); 5)) で表す．この 2分木を  とする．abs leaves は 2引数関数
であり，第 1引数として 2分木を受け取り，それを巡回しながら，数値を第 2引数のリストに
追加する．第 2 引数には初期値として空リスト  を与える．half rev もやはり 2 引数関数で
あり，第 1 引数としてリストを受け取ってそれを巡回しながら，数値を第 2 引数に追加する．
half rev(abs leaves(;  );  ) とすると，まず abs leaves が計算を行って，その結果としてリス
ト 1(2(3(4(5( )))))が得られる．次に，half rev が計算を行って，half rev(1(2(3(4(5( )))));  )
の結果としてリスト 5(2(3(1(1( ))))) が得られる．このとき，abs leaves による計算結果のリス
ト 1(2(3(4(5( ))))) が中間データである．この中間的な計算結果を消費関数が巡回せず，初めの
入力 bin(bin(1; 2); bin(bin( 3; 4); 5)) のみを巡回して最終結果のリスト 5(2(3(1(1( ))))) を












換えることを関数融合あるいは単に融合という．Darlington と Burstall [3] は，再帰プログラ
ムに関数融合を機械的に施すための変換規則を考案した．これを基にした融合手法や，その他の
様々な融合手法が与えれられている．
shortcut deforestaton [13] や warm fusion [17] は，圏の理論を応用し，特定の再帰パターン
の高階関数に対して融合を施す手法である．stream fusion [4] は関数への入力が遅延リストや
ストリームである場合に融合できる手法である．supercompilation [23] や deforestation [26]，
軽量関数融合 [19]，positive supercompilation [21] は，生産関数と消費関数の両方が多引数関
数である場合にも融合することができる．しかしこれらの手法では，蓄積引数を使用する関数を
融合できない場合がある．ここで蓄積引数とは，再帰プログラムによる計算の途中結果を蓄えて






の木構造を生成する．降下型木変換器（top-down tree transducer，TDTT）[20, 22]は最も基
本的な木変換器であり，入力の木構造を，常に親節点から子節点へ下向きに巡回する．しかし，
TDTTが持つ相互再帰関数の引数は 1つに限定されるため，蓄積引数を伴う再帰プログラムを




一方，いずれの計算も属性付き木変換器（attributed tree transducer，ATT） [7] でも表現す
ることができる．ATT とは，TDTTが継承属性という特別な種類の関数を扱えるようにした木
変換器である．継承属性は入力の木構造を，兄弟節点へ横向きに巡回したり，親節点へ上向きに
巡回することができる．相互再帰関数の引数は 1 つであるが，ATT で継承属性が行う計算を，
再帰プログラムで蓄積引数にデータを蓄積する処理に対応させることができるため，ATT は蓄
積引数を伴う再帰プログラムの多くを表現することができる．
2 つの ATT を合成するアルゴリズムは，記述的合成（descriptional composition，DC）
[11, 10, 15]として知られている．ATT で表現可能な計算は全て MTTでも表現できるが，逆に
MTTで表現できる計算の中で，ATT では表現できない計算が存在する．計算のクラスを制限
した MTTは，ATT と相互に変換することが可能であり，それによって MTTに DCを応用す
ることができる．この考え方を発展させて，ATT を経由せずに MTTを直接合成するアルゴリ




ラベルに対応する規則を無限個記述することはできないからである．abs leaves と half rev で
はどちらも，節点のラベルが全ての整数値を取り得るから，蓄積引数を扱える ATT でも，これ
らの計算を表現することはできない．この問題に対し，無限の領域を扱えるように TDTTを拡






と奇数の集合を表すガード式を記述することで，関数 half rev を定義することができる．ただ
し，これらの再帰プログラムは蓄積引数を扱うため，TDTTの拡張である STT では表現できな
い．本研究で扱う木変換器の間の関係を図 1.2(b)に示す．
本研究では，ATT に対して STT と同様の拡張を施し，無限の領域を扱えるようにした属性付
き記号的木変換器（ASTT）を提案する．ATT が TDTTより大きいクラスの関数を表現できる
ことと同様の理由で，ASTT は STT より大きいクラスの関数を表現できる．また，STT の合
成のアルゴリズムをもとに，ATT の合成アルゴリズムである DCを ASTT に対応させたアル
ゴリズムを考案する．そのために，DCが成功するための ATT に対する条件である single-use
requirement を ASTT に対応させる．そして，ASTT の合成のアルゴリズムが正しいことを証
明する．すなわち，合成後の 1つの ASTT と，合成前の 2つの ASTT の組み合わせの意味論
が変わらないことを示す．この証明では，ASTT を見かけ上等価な ATT に「符号化」すること
で，ATT の合成の正当性に帰着する．
本論文の構成は次のとおりである．まず， 2章で，ASTT やその合成について定義するために
必要となる基礎的な概念を導入する．また，STT や ASTT で扱う述語や関数に対する制約につ
いて述べる． 3章と 4章では，ASTT の考え方の基である 2つの木変換器 ATT と STT を導
入し，それらの合成アルゴリズムや主な性質について説明する．特に 3章では DCや，DCが成













係について説明する．そして 5章で ASTT を定義し，その具体例として先述の関数 abs leaves
と half rev を ASTT で表現する．また，ASTT で表現できる計算のクラスが STT で表現で








空集合を ; で表す．全ての非負整数の集合を N で表し，全ての整数の集合を Z で表す．ま
た l 2 N に対して f1; : : : ; lg を [l] で表す．ただし [0] = ; である．有限集合 P の濃度を jP j
で表し，P の冪集合を }(P ) で表す．集合 P，Q の和集合を P ] Q で表すとき，P \ Q = ;
であるとする．要素 p と q の対を (p; q) で表し，集合 P，Q の直積 f(p; q) j p 2 P; q 2 Qg を
P  Q で表す．直積は結合的であるとし，(P  Q)  R = P  (Q  R) を単に P  Q  R
と表す．p1; p2; : : : ; pn 2 P のとき，長さ n の列を p1p2    pn で表し，空列を " で表す．P
上の全ての有限長の列の集合を P  で表す．k 2 N として P = fn0; : : : ; nkg  N のとき，
max(P ) = maxfn0; : : : ; nkg で P の最大値を表す．
集合 P から集合 Q への関数 f を f : P ! Q で表す．関数 f による集合 P の像を
f(P ) = fq 2 Q j q = f(p); p 2 Pg で定義する．関数 f と g の合成を f  g(x) = g(f(x)) で定
義する．また，関数の集合 F と G に対して，その合成を F G = ff  g j f 2 F; g 2 Gg で定
義する．
集合  6= ; と自然数の有限集合 P  N に対して，全射 rk : ! P が定義されているとき，
 をランク付きランク付き文字集合と呼び，任意の  2  を文字，rk() をランクと呼ぶ．
のランクが l である任意の  2  の集合を (l) で表し， 2 (l) であるとき， を (l) と表す
こともある．maxrk() = max(P ) と定義する．X \  = ; を満たす変数の集合 X による 
上の木の集合 T(X) を，次を満たす最小の集合 T で定義する:
 X  T．
 任意の l 2 N;  2 (l); 1; : : : ; l 2 T に対して (1; : : : ; l) 2 T．
木  2 T(X) の全ての経路の集合を path()  (N n f0g) で表し，次で定義する:
 任意の x 2 X に対して path(x) = f"g．
 任意の l 2 N， 2 ，1; : : : ; l 2 T(X) に対して path((1; : : : ; l)) = f"g [
fiw j i 2 [l]; w 2 path(i)g．
以下， は木変換器の構文中で経路を束縛する変数として用いる特別な文字とする．例えば 1
は， に束縛した経路に 1を付け加えた経路を表す．また，木  2 T(X) に現れる全ての  を



















つの変数であるとき，bin(1; a(1)) に対して，bin(1; a(1))[ := 12] = bin(1; a(121)) である．
任意の木  2 T(X) と経路 w 2 path() に対して，まず，w における  の部分木を
sub(w) 2 T(X) で表し，次で定義する:
 sub(") = ．
 任意の l 2 N; (l) 2 ; 1; : : : ; l 2 T(X); i 2 [l]に対して sub(1;:::;l)(i) = subi()．
次に， 2 T(X) のとき，w における  の文字を lab(w) 2 ( [X) で表し，次で定義する:
 sub(w) = x 2 X のとき，lab(w) = x．
 l 2 N， 2 ，1; : : : ; l 2 T(X) として，sub(w) = (1; : : : ; l) のとき，
{ w = " のとき，lab(w) = ．
{ w = iw0 かつ i 2 [l] のとき，lab(w) = labi(w0)．
ランク付き文字集合 ， と変数の集合 X，Y に対し，木  2 T(X) の全ての x 2 X を
 2 T(Y ) で置き換えて得られる木を [x := ] 2 T[(X [ Y ) で表す．すなわち次を満たす
 で定義する:
 path() = path()．
 任意の w 2 path() に対して，
{ lab(w) = x ならば lab(w) = ．
{ lab(w) 6= x ならば lab(w) = lab(w)．
例えば，q(x) を変数として，木  = bin(bin(A;B); bin(q(x);A)) は図 2.1(a)で示さ
れる．各節点の左上に経路を記している．図 2.1(b)には木  = [x := bin(B;A)] =
bin(bin(A;B); bin(q(bin(B;A));A)) を示す．このとき，lab(211) = x かつ lab(211) = bin
である．また，[x1 := 1][x2 := 2]    [xn := n] を [x1; x2; : : : ; xn := 1; 2; : : : ; n] で表す．
これは [xi := i]i2[n] や [xi := i]xi2fx1;:::;xng で略記する．
ランク付き文字集合  と 変数の集合 X に対して，木  2 T(X) の高さを ht() で表し，次
6
を満たす関数 ht : T(X)! Nで定義する:
  = x 2 X のとき，ht() = ht(x) = 1．
  = (1; : : : ; l) のとき，ht() = ht((1; : : : ; l)) = 1 +maxfht(1); : : : ; ht(l)g．
集合 A と A 上の二項関係 ) に対して対 (A;)) を簡約系と呼ぶ．任意の i 2 [n]，ai 2 A，
a1; : : : ; an+1 2 A に対して ai ) ai+1 が成立することを a1 )n an+1 で表す．なお，a )0 a
である．さらに，a; b 2 A に対して a )n b を満たす n 2 N が存在することを a ) b で表
す．任意の a 2 A に対して a) b を満たす b 2 A が存在するとき，a は可約であるといい，そ
うでないとき a は既約であるという．a ) b を満たす既約な b 2 A を a の正規形と呼ぶ．あ
る a に対して一意な正規形が存在するとき，それを nf (); a) で表す．任意の a 2 A に対して





 を可算のランク付きランク付き文字集合とし， 上の単項述語を写像 ' : ! f0; 1g で定
義する．特に，任意の l 2 rk() に対して，(l) 上の単項述語を写像 '(l) : (l) ! f0; 1g で定
義する．以下，単項述語を単に述語と呼ぶ．Pred() で  上の全ての述語の集合を表し，述語
' 2 Pred() に対して J'K def= f 2  j '() = 1g と定義する．
任意の '; 2 Pred() に対して，Pred() 上のブール演算 :，^，_ をそれぞれ次で定義
する: J:'K =  n J'K; J' ^  K = J'K \ J K; J' _  K = J'K [ J K:
  Pred() を有限集合として，ブール閉包を BC() で表し，次を満たす最小の集合 B 
Pred() で定義する:
1.  [ f>;?g  B．
2. 任意の '; 2 B に対して :';' ^  ;' _  2 B．
ここで >，? は J>K =  かつ J?K = ; を満たす述語である．  Pred((l)) のときは単項
述語と同様に '(l) と表す．文脈上明らかなときは (l) を省略する．任意の述語 ' 2  に対し，J' ^ :'K = ; かつ J' _ :'K =  であり，^，_ は分配的だから，BC() はブール代数である．
 上の述語の集合 Pred0() を，次を満たす最大の集合   Pred() として定義する:
1. 各述語 ' 2  は原始再帰的，すなわち任意のラベル  2  に対して '() を計算するア
ルゴリズムが明示的に与えられている．
7
2. BC() の任意の述語の空判定が決定可能，すなわち各述語 ' 2 BC() に対して J'K = ;
の真偽が定まる．
  Pred0() のとき，対 (;) をラベル構造と呼ぶ．特に，>;? 2 Pred0() であり，
(; f>g) と (; f?g) はそれぞれラベル構造である．
， をランク付き文字集合とする．任意の k，l 2 N に対して，全ての単項の原始再
帰関数 f : (k) ! (l) の集合を F ((k) ! (l)) で表す．有限集合 P  N への全射
rk : F ! P が定義されるとき，F ((k) ! (l)) はランク付き文字集合である．これ以降
は，任意の f : (k) ! (l) 2 F ((k) ! (l)) に対して rk(f) = l であると仮定する．
F ( ! ) = S(k;l)2rk()rk() F ((k) ! (l)) と定義する．f 2 F ( ! (l)) であること
を f (l) で表す．また，文字の定数 c 2  に対し，任意の文字  2  に対して f() = c で定
義される定数関数 f を c^ で表す．集合 X による F ( ! ) 上の木  2 TF (!)(X) に現れ
る全ての関数 f 2 F ( ! ) を，f に文字  2  を与えた結果の値 f() で置き換えた木を
give() 2 T(X) で表す．すなわち次を満たす  で定義する:
 path() = path()．
 任意の w 2 path() に対して
{ lab(w) = f 2 F (! ) ならば lab(w) = f()．
{ lab(w) 2 X ならば lab(w) = lab(w)．
また，集合 Y による F (! 
) 上の木  2 TF (!
)(Y ) に現れる全ての関数 gi 2 F (! 
)
を，f との合成関数 f  gi 2 F ( ! 
) で置き換えた木を comp(f) 2 TF (!
)(Y ) で表す．
すなわち次を満たす  で定義する:
 path() = path()．
 任意の w 2 path() に対して
{ lab(w) = g 2 F (! ) ならば lab(w) = f  g．
{ lab(w) 2 X ならば lab(w) = lab(w)．
記号的木変換器や属性付き記号的木変換器の合成では，ランク付き文字集合上の述語や関数を
合成し，新しい述語を構成する．本論文ではランク付き文字集合  上の述語が Pred0() に属
すとき，それとランク付き文字集合  上の関数の合成によって得られる述語もまた Pred0()
に属すことを仮定する．つまり，これ以降の任意のランク付き文字集合  と  に対して，










計算に受け渡すことができる．例えば，木 bin(bin(A;B); bin(bin(B;A);A)) を下方向に巡回す






定義 3.1. ， をランク付き文字集合，Syn，Inh を集合，l 2 N とする．このとき，
OCC (Syn; Inh; l)
def
= f(a; j) j a 2 Syn; j 2 [l]g [ f(b; ) j b 2 Inhg
LHS (Syn; Inh; l)
def
= f(a; ) j a 2 Syng [ f(b; i) j b 2 Inh; i 2 [l]g
RHS (Syn; Inh;; l)
def
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定義 3.2 (属性付き木変換器). 属性付き木変換器（ATT）とは，以下を満たす 7 つ組 M =
(Syn; Inh;;; in; ]; R) である:
 Syn と Inh は Syn \ Inh = ; を満たす有限集合であり，その要素をそれぞれ合成属性，
継承属性と呼ぶ．また，a 2 Syn [ Inh; i 2 N のとき (a; ) や (a; i) をそれぞれ a()
や a(i) で表す．
  と  は (Syn ] Inh) \ ( [) = ; を満たす有限のランク付き文字集合であり，それ
ぞれ入力ランク付き文字集合，出力ランク付き文字集合と呼ぶ．
 in 2 Syn を初期属性と呼ぶ．
 ](1) =2  [ Syn ] Inh は文字であり，初期記号と呼ぶ．また + で  ] f]g を表す．
 R  LHS (Syn; Inh;maxrk()) +  RHS (Syn; Inh;;maxrk()) は以下を満たす:
RHS (Syn; Inh;; l) を RHS (l) と表すとき，
{ 任意の (l) 2 ; a 2 Syn に対して (a(); ; ) 2 R を満たす  2 RHS (l) が唯 1つ
存在する．
{ 任意の (l) 2 ; b 2 Inh; i 2 [l] に対して (b(i); ; ) 2 R を満たす  2 RHS (l) が
唯 1つ存在する．
{ 任意の b 2 Inh; i 2 [l] に対して (b(i); ]; ) 2 R を満たす  2 RHS (1) が唯 1つ存
在する．
{ (in(); ]; ) 2 R を満たす  2 RHS (1) が唯 1つ存在する．
なお， = (a(w); (l); ) 2 R を属性規則と呼び，次の形で表す: a(w) 
(l)
! ．また，R()
を f(a(w); 0; ) 2 R j 0 = g で定義する．
例 3.3. ATT Mleaves = (fa1g; fb1g; fbin(2);A(0);B(0)g; fA(1);B(1); (0)g; a1; ]1; R1) と
Mrev = (fa2g; fb2g; fA(1);B(1); (0)g; fA(1);B(1); (0)g; a2; ]2; R2) を図 3.2の R1 と R2 で定義
する．Mleaves は 2分木を巡回して，葉節点のラベルを左から順にリストに並べる．Mrev はリ
ストを逆順に並べ替える．2分木の葉節点のラベルやリストの要素は A と B の 2種類である．
次に，ATT の意味論を定義する．
定義 3.4 (ATT による導出関係). M = (Syn; Inh;;; in; ]; R) を ATT として， 2 T+ と
する．このとき， における M による導出関係を，T(fa(w) j a 2 Syn [ Inh; w 2 path()g)
上の最小の二項関係 M;) で定義する:
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図 3.2: Mleaves と Mrev の規則
 a(w) M;) [ := w] () a 2 Syn; (a() 
(l)
! ) 2 R; lab(w) = ．
 b(wi) M;) [ := w] () b 2 Inh; (b(i) 
(l)
! ) 2 R; lab(w) = ．
 (1; : : : ; i; : : : ; l) M;) (1; : : : ; 0i; : : : ; l)





定義 3.5 (ATT の意味論). M = (Syn; Inh;;; in; ]; R) を ATT とする．M による木変
換とは，次で定義する関数 TM : T ! T である: 任意の  2 T に対して，TM () =
nf (
M;]()) ; in("))．
これが定義可能（well-dened）であるためには，次が成立すれば十分である: 任意の  2
T; a 2 Syn [ Inh; w 2 path(]()) に対して， = nf (M;]()) ; a(w)); (a;w) 62 Inh  f"g を満た
す  2 T が存在する．
これが成立するとき，M は定義可能（well-dened）であるという．
以降の ATT は，指定のない限り定義可能とする．全ての定義可能な ATT による木変換の集
合を ATT で表す．
例 3.6. 木  = bin(bin(A;B); bin(bin(B;A);A)) 2 Tfbin;A;Bg に対して TMleaves () =
nf (
Mleaves ;]1()) ; a1(")) = A(B(B(A(A( ))))) 2 TfA;B;g であり，これは図 3.4(a)の簡約で計算さ
れる．]1() を図 3.3に示す．各節点の左上にその節点の経路を記している．出力の木を  とす
ると，TMrev () = nf (









図 3.3: 木 ]1(bin(bin(A;B); bin(bin(B;A);A)))
計算される．従って TMleaves TMrev (bin(bin(A;B); bin(bin(B;A);A))) = A(A(B(B(A( )))))
である． Mleaves は 2分木の葉節点を左から順に並べたリストを出力する．Mrev はリストを反
転する．
3.2 属性付き木変換器の合成
ATT の合成アルゴリズムは記述的合成（descriptional composition, DC）と呼ばれる．DC
について述べる前に，DCが成功するための ATT に対する条件について述べる．
定義 3.7 (単一使用制約). ATT M = (Syn; Inh;;; in; ]; R) に対して，次が成立するとき，
M は単一使用制約（single-use requirement, SUR）を満たすという: 任意の  2 +; a(w) 2
OCC (Syn; Inh;maxrk()) に対して，
8w1 2 path(1); w2 2 path(2): (x1; w1) 6= (x2; w2); sub1(w1) = sub2(w2) = a(w):
を満たす (x1 ! 1); (x2 ! 2) 2 R() が存在しない．
なお，SURを満たす全ての定義可能な ATTによる木変換の集合を ATTsu で表す．
SURを満たす ATT では，ある 1つの文字に対応する全ての規則の右辺を集めたとき，その
右辺全体で，同じ関数の再帰呼び出しが丁度 1回である．
DC によって 2 つの ATT M1;M2 を構文的に合成し，1 つの ATT を得るとき，その ATT
を M1 #M2 で表す．
定義 3.8 (記述的合成). 任意の 2つの ATT M1;M2 に対して，
M1 = (Syn1; Inh1;1;1; in1; ]1; R1)
M2 = (Syn2; Inh2;2;2; in2; ]2; R2)
かつ，1  2 であり，Inh1 = ; または M2 が SURを満たすとき，まず，ATT M 02 を次で
定義する:










































図 3.4: 2つの ATT による簡約例
ただし，
02 = 2 [ f(a1(w))(0) j a1(w) 2 OCC (Syn1; Inh1;maxrk(+1 ))g
02 = 2 [ f(ha1; a2i(w))(0) j ha1; a2i(w) 2 OCC (Syn1  Syn2;Syn1  Inh2;maxrk(+1 ))g
R02 = R2 [
[
a1(w)2OCC (Syn1;Inh1;maxrk(+1 ))
fa2() a1(w)! (ha1; a2i(w))(0) j a2 2 Syn2g:
ここで w に含まれる  は変数ではなく文字の一部であるとする．
次に，M1 #M2 を，次を満たす (Syn; Inh;1;2; hin1; in2i; ]1; R) で定義する:
Syn = (Syn1  Syn2) [ (Inh1  Inh2)
Inh = (Syn1  Inh2) [ (Inh1  Syn2)
ただし，R は次を満たす:
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 任意の (l) 2  に対して，R() は次の属性規則を含む．
{ 任意の a1 2 Syn1; (a1() ! ) 2 R1 に対して:
 任意の a2 2 Syn2 に対して，
ha1; a2i() ! nf (M
0
2;) ; a2("))[b02(") := ha1; b02i()]b022Inh2 :
 任意の b2 2 Inh2; w 2 path(); j0 2 [l]; a01(j0) = sub(w); a01 2 Syn1 に対
して，
ha01; b2i(j0) ! nf (
M 02;) ; b2("))[b02(") := ha1; b02i()]b022Inh2 :
 任意の b2 2 Inh2; w 2 path(); b01() = sub(w); b01 2 Inh1 に対して，
hb01; b2i() ! nf (
M 02;) ; b2("))[b02(") := ha1; b02i()]b022Inh2 :
{ 任意の b1 2 Inh1; j 2 [l]; (b1(j) ! ) 2 R1 に対して:
 任意の a2 2 Syn2 に対して，
hb1; a2i(j) ! nf (M
0
2;) ; a2("))[b02(") := hb1; b02i(j)]b022Inh2 :
 任意の b2 2 Inh2; w 2 path(); j0 2 [l]; a01(j0) = sub(w); a01 2 Syn1 に対
して，
ha01; b2i(j0) ! nf (
M 02;) ; b2("))[b02(") := hb1; b02i(j)]b022Inh2 :
 任意の b2 2 Inh2; w 2 path(); b01() = sub(w); b01 2 Inh1 に対して，
hb01; b2i() ! nf ()S M 02; b2("))[b02(") := hb1; b02i(j)]b022Inh2 :
 さらに R(]1) は次の規則を含む
{ in1()
]1!  2 R1 に対して:
 hin1; in2i() ]1! nf (M2;]2()) ; in2("))．
 任意の w 2 path(); a01 2 Syn1; b2 2 Inh2; a01(1) = sub(w) に対して，
ha01; b2i(1) ]1! nf (
M2;]2()) ; b2(1w)):
{ 任意の b1 2 Inh1 と b1(1) ]1!  2 R1 に対して:
 任意の a2 2 Syn2 に対して，
hb1; a2i(1) ]1! nf (M2;) ; a2("))[b2(") := hb1; b02i(1)]b022Inh2 :
 任意の w 2 path(); a01 2 Syn1; b2 2 Inh2; a01(1) = sub(w) に対して，
ha01; b2i(1) ]1! nf (M2;) ; b2(w))[b02(") := hb1; b02i(1)]b022Inh2 :
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上の M2 が定義可能なら M 02 も定義可能であるから，M1 #M2 は唯 1つ存在し，定義可能で
ある．ATT の合成の正当性は Ganzinger らによって示されている [11, 10, 15]．
定理 3.9 (DCの正当性). 任意の定義可能な ATT M1;M2 に対して，M1 と M2 の両方が SUR
を満たすなら，M1 #M2 は SURを満たす定義可能な ATT であり，TM1#M2 = TM1 TM2 を満
たす．M2 が SURを満たすなら，M1 #M2 は定義可能な ATT であり，TM1#M2 = TM1 TM2
を満たす．
定理 3.10. 任意の定義可能な ATTM1;M2 に対して，M1 が継承属性を持たないとき，M1 #M2
は定義可能な ATT であり，TM1#M2 = TM1 TM2 を満たす．
継承属性を持たない ATT を降下型木変換器（top-down tree transducer, TDTT）と呼び，全
ての定義可能な TDTTによる木変換の集合を TDTT で表す．TDTT ( ATT [7, 8] が知られ
ており，この証明の方法を 5章で ASTT に応用する．
以上から即座に次が導かれる．
系 3.11.
1. ATTsu ATTsu = ATTsu．
2. ATTsu ATT = ATT．
3. ATT  TDTT = ATT．
例 3.12. ATT Mleaves と Mrev に対して，Mleaves が SURを満たすので
Mleaves #Mrev = (Syn; Inh; fbin(2);A(0);B(0)g; fA(1);B(1); (0)g; ha1; a2i; ]1; R)
は ATT であり，次を満たす:
Syn = fa1g  fa2g [ fb1g  fb2g = fha1; a2i; hb1; b2ig
Inh = fa1g  fb2g [ fb1g  fa2g = fha1; b2i; hb1; a2ig
R = f ha1; a2i() ]1! ha1; a2i(1) ha1; a2i() B! hb1; a2i()
ha1; b2i(1) ]1! hb1; b2i() B! (Bha1; b2i())
ha1; a2i() bin! ha1; a2i(1) hb1; a2i(1) ]1! hb1; b2i(1)
ha1; a2i() A! hb1; a2i() hb1; a2i(1) bin! ha1; a2i(2)
hb1; b2i() A! A(ha1; b2i()) hb1; a2i(2) bin! hb1; a2i() g:
各規則は次のように導かれる:
 (a1() ]1! a1(1)) 2 R1 に対して
{ a2 を適用して
a2(")
M 0rev ;]2(a1(1))) a2(1) (* (a2() ]2! a2(1)) 2 R2)
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M 0rev ;]2(a1(1))) ha1; a2i(1)
よって (ha1; a2i() ]1! ha1; a2i(1)) 2 R．
{ b2 を適用して
b2(1)
M 0rev ;]2(a1(1)))  (* (b2(1) ]2! ) 2 R2)
よって (ha1; b2i(1) ]1! ) 2 R．
 (a1() bin! a1(1)) 2 R1 に対して，
{ a2 を適用して
a2(")
M 0rev ;a1(1)) ha1; a2i(1)
よって (ha1; a2i() bin! ha1; a2i(1)) 2 R．
{ b2 を適用して，b2(") を ha1; b2i() に置換し，(ha1; b2i() bin! ha1; b2i()) 2 R．
 (a1() A! A(b1())) 2 R1 に対して
{ a2 を適用して
a2(")
M 0rev ;A(b1())) a2(1) (* (a2() A! a2(1)) 2 R2)
M 0rev ;A(b1())) hb1; a2i()
よって (ha1; a2i() A! hb1; a2i()) 2 R．
{ b2 を適用して
b2(1)
M 0rev ;A(b1())) A(b2(")) (* (b2(1) A! A(b2())) 2 R2)
b2(") を ha1; b2i() に置換し，(hb1; b2i() A! A(ha1; b2i())) 2 R．
 (a1() B! B(b1())) 2 R1 に対して
{ a2 を適用して
a2(")
M 0rev ;B(b1())) a2(1) (* (a2() B! a2(1)) 2 R2)
M 0rev ;B(b1())) hb1; a2i()
よって (ha1; a2i() B! hb1; a2i()) 2 R．
{ b2 を適用して
b2(1)
M 0rev ;B(b1())) B(b2(")) (* (b2(1) A! B(b2())) 2 R2)
b2(") を ha1; b2i() に置換し，(hb1; b2i() B! B(ha1; b2i())) 2 R．
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 (b1(1) ]1! ) 2 R1 に対して a2 を適用して
a2(")
M 0rev ;) b2(") (* (a2() ! b2()) 2 R2)
b2(") を hb1; b2i(1) に置換し，(hb1; a2i(1) ]1! hb1; b2i(1)) 2 R．
 (b1(1) bin! a1(2)) 2 R1 に対して
{ a2 を適用して
a2(")
M 0rev ;a1(2)) ha1; a2i(2)
よって (hb1; a2i(1) bin! ha1; a2i(2)) 2 R．
{ b2 を適用して，b2(") を hb1; b2i(1) に置換し，(ha1; b2i(2) bin! hb1; b2i(1)) 2 R．
 (b1(2) bin! b1()) 2 R1 に対して
{ a2 を適用して
a2(")
M 0rev ;b1()) hb1; a2i()
よって (hb1; a2i(2) bin! hb1; a2i()) 2 R．
{ b2 を適用して，b2(") を hb1; b2i(2) に置換し，(hb1; b2i() bin! hb1; b2i(2)) 2 R．





辺で置換する．一方で ATT と異なり，木を親節点から子節点へ下向きに巡回する．関数の第 1
引数に入力木の節点のラベルと，その節点の子節点を束縛し，第 2 引数以降には蓄積引数が並
ぶ．規則の右辺では再帰呼び出しや蓄積引数の参照が可能であり，蓄積引数には木を渡すことが
できる．例えば，二分木の葉を並べる再帰プログラムは，1つの関数 leaves を用いて MTTで
次のように表現できる:





限を課した MTTを ATT に変換し，変換した 2つの ATT に対して DCを施し，得られる 1
つの ATT を MTTに逆変換する手法 [16] が提案された．さらにこれを発展させて，ATT を経
由せずに MTTを直接合成する手法 [25] が考案されている．
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ha1; a2i(")) ha1; a2i(1) ) A(ha1; b2i(122))
) ha1; a2i(11) ) A(hb1; b2i(121))
) ha1; a2i(111) ) A(hb1; b2i(1212))
) hb1; a2i(111) ) A(A(ha1; b2i(1212)))
) ha1; a2i(112) ) A(A(hb1; b2i(1211)))
) hb1; a2i(112) ) A(A(B(ha1; b2i(1211))))
) hb1; a2i(11) ) A(A(B(ha1; b2i(121))))
) ha1; a2i(12) ) A(A(B(ha1; b2i(12))))
) ha1; a2i(121) ) A(A(B(hb1; b2i(11))))
) ha1; a2i(1211) ) A(A(B(hb1; b2i(112))))
) hb1; a2i(1211) ) A(A(B(B(ha1; b2i(112)))))
) ha1; a2i(1212) ) A(A(B(B(hb1; b2i(111)))))
) hb1; a2i(1212) ) A(A(B(B(A(ha1; b2i(111))))))
) hb1; a2i(121) ) A(A(B(B(A(ha1; b2i(11))))))
) ha1; a2i(122) ) A(A(B(B(A(ha1; b2i(1))))))






図 3.5: ASTT Mleaves #Mrev による簡約例
ATT や MTTでは，有限のランク付き文字集合しか扱えないため，例えば Mleaves の例では
A と B の 2種類の文字を，2分木の葉節点のラベルとして用いている．葉節点のラベルとして
2種類の文字だけでなく，例えば全ての整数値を取り得るような場合を考えると，無限の種類の














X を集合とし，n 2 N; x0; : : : ; xn 2 X に対して Xn def= fx0; : : : ; xng と定義する．また，X
が変数の集合のときは，有限集合 Q に対して，Q(X) def= fq(x) j q 2 Q; x 2 Xg と定義する．
まず，STT の構文を定義する．
定義 4.1 (記号的木変換器). 記号的木変換器（STT）とは，次を満たす 6つ組 (Q;;;; q0; R)
である:
 Q は有限集合であり，その要素を状態と呼ぶ．
  と  は Q\ ([) = ; を満たす可算のランク付き文字集合であり，それぞれ入力ラ
ンク付き文字集合，出力ランク付き文字集合と呼ぶ．さらに (;) はラベル構造である．
 q0 2 Q を初期状態と呼ぶ．
 R  Q BC()X  TF (!)(Q(X)) は以下を満たす:
{ 任意の l 2 rk(); q 2 Q に対して (q; '(l); x1   xl; ) 2 R を満たす '(l) 2 BC()，
x1; : : : ; xl 2 X， 2 TF (!)(Q(Xl)) が存在する．
なお， = (q; '(l); x1   xl; ) 2 R を規則と呼び，次の形で表す: q('(x1; : : : ; xl))! ．
また，(q; l)，'， をそれぞれ lhs()，grd()，rhs() で表し，それぞれを規則  の左辺，
ガード，右辺と呼ぶ．
 任意の 1; 2 2 R に対して lhs(1) = lhs(2) =) Jgrd(1)K \ Jgrd(2)K = ;．これは
STT が決定的であることを意味する．
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最後の 2つの項目により，本論文では専ら決定的かつ全域的な STT を考える．つまり同じ左
辺の規則のガードは互いに交わらず，かつそれらの和が入力ランク付き文字集合を網羅する．し
たがって，明らかに次が成立する．
命題 4.2 (STT の決定性と全域性). 任意の STT M = (Q;;;; q0; R) は次を満たす: 任意
の  2 ; (q; l) 2 Q rk() に対して，(q; l) = lhs();  2 Jgrd()K を満たす  2 R が唯 1つ
存在する．
STT M の任意の規則に対して，各変数 xi の出現がそれぞれ高々 1回のとき，M は線形で
あるといい，逆に少なくとも 1回のとき，M は非削除的であるという．
例 4.3. STT Mabs = (fq1g;Z(1) [ f(0)g; f(<0)(1)g;N(1) [ f(0)g; q1; R1) と STT M(2) =
(fq2g;N(1) [ f(0)g; feven(1)g;N(1) [ f(0)g; q2; R2) を次の R1 と R2 で定義する．
R1 = f q1((<0)(x))! abs(q1(x))
q1((:(<0))(x))! id(q1(x))
q1(>(0))! ^ g
R2 = f q2(even(x))! (2)(q2(x))
q2((:even)(x))! id(q2(x))
q2(>(0))! ^ g
ただし，(<0) は負の整数で真になる述語，even は偶数で真になる述語，abs は整数の絶対値を
取る関数，id は恒等関数，(2) は自然数を 2で割る関数である．Mabs はリストを巡回し，負
数をその絶対値で置き換える．M(2) はリストを巡回し，偶数をその半分の値で置き換える．
次に，STT の意味論を定義する．
定義 4.4 (STT による導出関係). M = (Q;;;; q0; R) を STT として， 2 T とする．こ
のとき，M による導出関係を，T(Q(T)) 上の最小の二項関係 M) で定義する:
 q((1; : : : ; l)) M) 0[x1; : : : ; xl := 1; : : : ; l] () q 2 Q; (q('(x1; : : : ; xl)) ! ) 2
R;  2 J'K; 0 = give()．
 (1; : : : ; i; : : : ; l) M) (1; : : : ; 0i; : : : ; l) ()  2 ; i M) 0i; 8j 2 [i  1]: j 2 T．
ただし，導出関係 M) において M が明らかなときは，それを省略して ) と書く．
命題 4.2より，1つ目の項目で選ばれる規則は一意である．さらに 2つ目の項目より，i の左
側の全ての木が変数を含まない簡約済みの木であるから，この関係による簡約は最外最左簡約で


















図 4.1: 2つの STT による簡約例
る木の部分木で置換されるから，この導出関係は必ず停止する．従って，この導出関係による簡
約系では，有限の木に対して必ず正規形が存在し，さらにそれは一意である．
定義 4.5. M = (Q;;;; q0; R) を STT とすると，M による木変換とは，次で定義する関
数 TM : T ! T である: 任意の  2 T に対して，TM () = nf (M); q0())．
全ての STT による木変換の集合を STT で表す．
例 4.6. リスト  = 1( 2( 3(4(5("))))) 2 TZ[fg に対して，TMabs () = nf (Mabs) ; q1()) =
1(2(3(4(5( ))))) 2 TN[fg であり，これは図 4.1(a)の簡約で計算される．さらにこの木を  と
すると，TMeven () = nf (
Meven) ; q2()) = 1(1(3(2(5( ))))) 2 TN[fg であり，これは図 4.1(b)の
簡約で計算される．従って TMabs TM(2)(1( 2( 3(4(5(")))))) = 1(1(3(2(5( ))))) である．
STT は無限のランク付き文字集合を扱えるので，ATT や MTTでは表現できないが STT で
は表現できる計算が存在する．しかし，STT は TDTTの拡張であるから，関数の引数は 1つだ
けであり，親節点から子節点へ下向きにしか巡回できない．例えば 2分木を巡回するなら，中間
節点において片方の部分木を巡回して得られる結果を他方の部分木の巡回で利用することができ
ないので，ATT Mleaves のように 2分木の葉節点のラベルを並べることはできない．また，リ
ストの末尾から先頭に向かって巡回したり，蓄積引数に要素を追加したりすることができないの
で，Mrev のようにリストを反転させることもできない．このように，継承属性や蓄積引数を利
用しないと表現できない計算が存在する．よって，ATT や MTTで表現できるが STT では表






さに関しては TDTTと同じ性質を満たす．本節では，STT と ASTT が表現する計算のクラス
の比較のために，STT の 樹高特性を示す．証明の方法は，Ful"op ら [8] の方法と同様である．
樹高特性の前に補助的な命題を 1つ示す．
命題 4.7. M = (Q;;;; q0; R)を STTとする．任意の n 2 rk()， 2 TF (!)(Q(Xn))，
1; : : : ; n に対して，
nf (
M); [xi := i]i2[n]) = [q(xi) := nf (M); q(i))]q(xi)2Q(Xn)
証明.  に関する構造帰納法で示す．
 = p(xj) のとき p 2 Q，xj 2 Xn とする．
nf (
M); [xi := i]i2[n]) = nf (M); p(j))
= p(xj)[q(xi) := nf (
M); q(i))]q(xi)2Q(Xn) (置換の定義より)
= [q(xi) := nf (
M); q(i))]q(xi)2Q(Xn)
 = (1; : : : ; l) のとき
nf (
M); [xi := i]i2[n]) = (nf (M;1[xi := i]i2[n]); : : : ;nf (M); l[xi := i]i2[n]))
= (1[q(xi) := nf (
M); q(i))]q(xi)2Q(Xn); : : :
: : : ; l[q(xi) := nf (
M); q(i))]q(xi)2Q(Xn)) (帰納法の仮定より)
= (1; : : : ; l)[q(xi) := nf (
M); q(i))]q(xi)2Q(Xn)
= [q(xi) := nf (
M); q(i))]q(xi)2Q(Xn)
次に，STT の樹高特性を示す．
命題 4.8 (STT の樹高特性). M = (Q;;;; q0; R) を STT とする．このとき，c 2 N が存
在し，任意の  2 T に対して ht(TM ())  c  ht() が成立する．
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証明. c = maxfht(rhs()) j  2 Rg を M の右辺の高さの最大値とする．このとき，任意の
q 2 Q と  2 T に対して ht(nf ()M; q()))  c  ht() が成立することを， に関する構造
帰納法で示す．
 =  のとき 命題 4.2より， 2 Jgrd()Kを満たす  2 Rが唯 1つ存在し，ht(nf (M); q())) =
ht(rhs())  c = c  ht()．
 = (1; : : : ; l) のとき 命題 4.2より， 2 Jgrd()K を満たす  2 R が唯 1つ存在する．こ
のとき，
ht(nf (
M); q())) = ht(rhs()[xi := i]i2[l])
= ht(rhs()[q(xi) := nf (
M); q(i))]q(xi)2Q(Xn)) (命題 4.7より)
 ht(rhs()) + maxfht(nf (M); q(i))) j q(xi) 2 Q(Xl)g (ht の定義より)
 c+maxfht(nf (M); q(i))) j q(xi) 2 Q(Xl)g (c の定義より)
 c+maxfc  ht(i) j i 2 [l]g (帰納法の仮定より)
= c  (1 + maxfht(i) j i 2 [l]g)
= c  ht(): (ht の定義より)
4.3 記号的木変換器の合成
STT は TDTT の拡張であるから，合成アルゴリズムも TDTT の合成に基づく．しかし
TDTT の合成は ATT の合成の特別な場合であるから，STT の合成アルゴリズムから ASTT
の合成に応用すべき要素は，次に示す特別な導出関係である．
定義 4.9 (記号的導出関係). 任意の STT M1 と STT M2 に対して，
M1 = (Q1;1;1;1; q
0
1; R1)
M2 = (Q2;2;2;2; q
0
2; R2)
かつ 1  2 のとき，M2 による記号的導出関係を，
Pred0(1) TF (1!1)(Q2(TF (2!2)(Q1(X))) [ (Q1 Q2)(X))
の上の最小の二項関係 M2)S で定義する:
 (; q2(f1(1; : : : ; l))) M2)S ( ^ f1  '2;  0[x1; : : : ; xl := 1; : : : ; l])
()  2 Pred0(1); q2 2 Q2; (q2('2(x1; : : : ; xl))! ) 2 R2;  0 = comp(f1)
 (; f(1; : : : ; j ; : : : ; l)) M2)S (0; f(1; : : : ;  0j ; : : : ; l))
() f 2 F (1 ! 2); (; j) M2;)S (0;  0j);8j 2 [i  1]: j 2 TF (1!2)
23
 (; q2(q1(x))) M2)S (; hq1; q2i(x)) ()  2 Pred0(1); q1 2 Q1; q2 2 Q2
記号的導出関係では，M1 の規則の右辺を簡約するのに使用する M2 の規則のガードを追加し
ていくことで，述語で表現されたランク付き文字集合を適切に処理している．ガードを追加する
ときは，M1 の右辺の関数と合成してから追加する．
定義 4.10 (STT の合成). 任意の STT M1 と M2 に対して，
M1 = (Q1;1;1;1; q
0
1; R1)
M2 = (Q2;2;2;2; q
0
2; R2)
かつ 1  2 のとき，まず，述語の集合  を次で定義する:
 = 1 [ f f1  '2 jf (l)1 2 F (1 ! 2); '(l)2 2 BC(2);
91 2 R1; w 2 path(rhs(1)): labrhs(1)(w) = f1
92 2 R2: grd(2) = '2g:
次に，M1 # M2 を，次を満たす (Q;1;;2; hq01; q02i; R) で定義する: 任意の規則
(q1('1(x1; : : : ; xl))! ) 2 R1 と q2 2 Q2，正規形 ('1; q2()) (M2)S) (; ) に対して，JK 6= ;
ならば，(hq1; q2i((x1; : : : ; xl))! ) 2 R．
決定性と全域性を仮定しない一般の STT の合成に関して，次が示されている．
定理 4.11 (STT の合成の正当性). 任意の STT M1 と M2 に対して，
1. M1 が決定的または M2 が線形，かつ
2. M1 が全域的または M2 が非削除的
ならば，M1 #M2 は STT であり，TM1#M2 = TM1 TM2．
定義 4.1は決定性と全域性を含んでいるので，本論文では任意の 2つの STT M1，M2 に対
して上の条件 1と条件 2が成立することを仮定している．
例 4.12. STT Mabs と M(2) に対して，Mabs #M(2) = (fhq1; q2ig;N(1) [ f(0)g;;N(1) [
f(0)g; hq1; q2i; R) は次を満たす:
 = f(<0)g [ fabs  even; abs  :even; id  even; id  :even; ^  >g
R = f hq1; q2i(((<0) ^ abs  even)(x))! abs  (2)(hq1; q2i(x))
hq1; q2i(((<0) ^ abs  :even)(x))! abs  id(hq1; q2i(x))
hq1; q2i((:(<0) ^ id  even)(x))! id  (2)(hq1; q2i(x))
hq1; q2i((:(<0) ^ id  :even)(x))! id  id(hq1; q2i(x))
hq1; q2i(>(0) ^ ^  >(0))! ^  ^ g:
各規則は記号的導出関係によって次のように導かれる:
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 (q1((<0)(x))! abs(q1(x))) 2 R1 に対して，次の 2つの正規形が得られる:
((<0); q2(abs(q1(x))))
M(2))S ((<0) ^ abs  even; abs  (2)(q2(q1(x))))
(* (q2(even(x))! (2)(q2(x))) 2 R2)
M(2))S ((<0) ^ abs  even; abs  (2)(hq1; q2i(x)))
((<0); q2(abs(q1(x))))
M(2))S ((<0) ^ abs  :even; abs  id(q2(q1(x))))
(* (q2((:even)(x))! id(q2(x))) 2 R2)
M(2))S ((<0) ^ abs  :even; abs  id(hq1; q2i(x)))
J(<0) ^ abs  evenK 6= ;，J(<0) ^ abs  :evenK 6= ; である．
 (q1(:(<0)(x))! id(q1(x))) 2 R1 に対して，次の 2つの正規形が得られる:
((<0); q2(abs(q1(x))))
M(2))S (:(<0) ^ id  even; id  (2)(q2(q1(x))))
(* (q2(even(x))! (2)(q2(x))) 2 R2)
M(2))S (:(<0) ^ id  even; id  (2)(hq1; q2i(x)))
((<0); q2(abs(q1(x))))
M(2))S (:(<0) ^ id  :even; id  id(q2(q1(x))))
(* (q2((:even)(x))! id(q2(x))) 2 R2)
M(2))S (:(<0) ^ id  :even; id  id(hq1; q2i(x)))
J:(<0) ^ id  evenK 6= ;，J:(<0) ^ id  :evenK 6= ; である．
 (q1(>(0)) ! ^) 2 R1 に対して，規則 (q2(>(0)) ! ^) 2 R2 を使用して，1 つの正規形
(>; q2(^))
M(2))S (> ^ ^  >; ^  ^) が得られる．J> ^ ^  >K 6= ; である．
ランクが 1のガードは互いに交わらず，かつ，それらを真にする文字の集合の和は整数全体の集
合に一致する．従って Mabs #M(2) は STT である．
Mabs # M(2) はリストの各要素について，それが負数のときに絶対値を取ったら，即座にそ
れが偶数であるかを判断し，偶数ならば 2で割った値に置き換える．よってリストの巡回は 1度











本章では，無限のランク付き文字集合を扱うように ATT を拡張した ASTT を導入する．
ASTT における木の巡回や出力の仕方は ATT と同じで，ラベルの処理だけが異なる．従って，
ASTT は ATT やその合成に関するいくつかの性質を受け継ぐ．
5.1 属性付き記号的木変換器の定義
まず，記号的木変換器の構文を定義する．規則の形は ATT に近い形を採用している．
定義 5.1 (属性付き記号的木変換器). 属性付き記号的木変換器（attributed symbolic tree
transducer; ASTT）とは，以下を満たす 9つ組 M = (Syn; Inh;;;; in; ]; [; R) である:
 Syn と Inh は Syn \ Inh = ; を満たす有限集合であり，その要素をそれぞれ合成属性，
継承属性と呼ぶ．また，a 2 Syn [ Inh; i 2 N n f0g のとき (a; ) や (a; i) をそれぞれ
a() や a(i) で表す．
  と  は (Syn ] Inh) \ ( [) = ; を満たす可算のランク付き文字集合であり，それ
ぞれ入力ランク付き文字集合，出力ランク付き文字集合と呼ぶ．さらに (;) はラベル
構造である．
 in 2 Syn を初期属性と呼ぶ．
 ](1) =2  [ Syn ] Inh は文字であり，初期記号と呼ぶ．また + で  ] f]g を表す．
 [(1) =2 は J[K = f]gで定義される単項述語であり，初期述語と呼ぶ．また + で ]f[g
を表し，BC+() で BC() ] f[g を表す．
 R  LHS (Syn; Inh;maxrk())  BC+()  RHS (Syn; Inh; F (+ ! );maxrk())
は以下を満たす:
{ 任意の l 2 rk(); a 2 Syn に対して (a(); '; ) 2 R を満たす '(l) 2 BC();  2
RHS (Syn; Inh; F ((l) ! ); l) が存在する．
{ 任意の l 2 rk(); b 2 Inh; i 2 [l] に対して (b(i); '; ) 2 R を満たす '(l) 2
BC();  2 RHS (Syn; Inh; F ((l) ! ); l) が存在する．
{ 任意の b 2 Inh; i 2 [l]に対して (b(i); [; ) 2 Rを満たす  2 RHS (Syn; Inh; F (f]g !
); 1) が唯 1つ存在する．
{ (in(); [; ) 2 R を満たす  2 RHS (Syn; Inh; F (f]g ! ); 1) が唯 1つ存在する．
なお， = (a(w); '(l); ) 2 R を属性規則と呼び，次の形で表す: a(w) ';l! ．また，
(a(w); l)，'， をそれぞれ lhs()，grd()，rhs() で表し，それぞれを規則  の左辺，
ガード，右辺と呼ぶ．R(l) を f 2 R j rhs() 2 RHS (l)g で定義する．
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 任意の 1; 2 2 R に対して lhs(1) = lhs(2) =) Jgrd(1)K \ Jgrd(2)K = ;．































命題 5.2 (ASTT の決定性と全域性). 任意の ASTT M = (Syn; Inh;;;; in; ]; [; R) は次
を満たす: 任意の  2 ; (x; l) 2 LHS (M) に対して，(x; l) = lhs();  2 Jgrd()K を満たす
 2 R が唯 1つ存在する．
例 5.3. ASTT Ma = (fa1g; fb1g; fbin(2)g [ Z(0); f(<0)(0)g;N(1) [ f(0)g; a1; ]1; [1; R1) と
ASTT Mh = (fa2g; fb2g;N(1) [ f(0)g; feven(1)g;N [ fg; a2; ]2; [2; R2) を次の R1 と R2 で
定義する．
























ただし，(<0) は負の整数で真になる述語，even は偶数で真になる述語，abs は整数の絶対値を




定義 5.4 (ASTT による導出関係). M = (Syn; Inh;;;; in; ]; [; R) を ASTT として， 2
T+ とする．このとき，におけるM による導出関係を，T(fa(w) j a 2 Syn [ Inh; w 2 path()g)
上の最小の二項関係 M;) で定義する:
 a(w) M;) 0[ := w] () a 2 Syn; (a() ';l! ) 2 R; lab(w) 2 J'K; 0 =
give(lab(w))
 b(wi) M;) 0[ := w] () b 2 Inh; (b(i) ';l! ) 2 R; lab(w) 2 J'K; 0 =
give(lab(w))
 (1; : : : ; i; : : : ; l) M;) (1; : : : ; 0i; : : : ; l) ()  2 ; i
M;) 0i; 8j 2 [i  1]: j 2
T
ただし，導出関係 M;) において M や  が明らかなときは，それを省略して ) と書く．




定義 5.5. M = (Syn; Inh;;;; in; ]; [; R) を ASTT とすると，M による木変換とは，次で
定義する関数 TM : T ! T である: 任意の  2 T に対して TM () = nf (M;]()) ; in("))．
これが定義可能（well-dened）であるためには，次が成立すれば十分である: 任意の  2
T; a 2 Syn [ Inh; w 2 path(]()) に対して， = nf (M;]()) ; a(w)); (a;w) 62 Inh  f"g を満た
す  2 T が存在する．
これが成立するとき M は定義可能（well-dened）であるという．
以降の ASTT は指定のない限り定義可能とする．全ての定義可能な ASTT による木変換の
集合を ASTT で表す．また，継承属性を持たない ATT が TDTTであるのと同じ理由で，継
承属性を持たない ASTT は STT と等価である．
例 5.6. 木  = bin(bin(1; 2); bin(bin( 3; 4); 5)) 2 TZ[fbing に対して，TMa() =
nf (
Ma;]1()) ; a1(")) = 1(2(3(4(5( ))))) 2 TN[fg であり，これは図 5.1(a)の簡約で計算される．
さらにこの木を  とすると，TMh() = nf (
Mh;]2()) ; a2(")) = 5(2(3(1(1( ))))) 2 TN[fg であり，

































図 5.1: ASTT による簡約例
5.3 属性付き記号的木変換器が表現する計算のクラス
ASTT は STT を自然に拡張した木変換器であるから，ASTT と STT の関係は ATT と
TDTT の関係と同様に捉えることができる．命題 4.8 で STT の樹高特性を示したので，
TDTT ( ATT であることと同じ理由で，次が成立する．
命題 5.7 (ASTT が表現する計算のクラス). STT ( ASTT．
証明. 任意の STT M = (Q;;;; q0; R) に対して，ASTT M 0 = (Q; ;;;;; q0; ]; [; R0)
を，次の規則を含む R0 で定義する:
 q0() [;1! q0(1)．
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 任意の  2 R に対して q() grd();l! rhs()[xi := i]i2[l]．ただし (x; l) = lhs()．
このように，継承属性を持たない ASTTで STTを表現することができるので，STT  ASTT．
次に，STT で表現できない ASTT による木変換の存在を示す．まず，葉節点が自然数でラベ
ル付けされた二分木を表すランク付き文字集合 bin = fbin(2)g [ N(0) に対して，高さが n の
平衡二分木の集合 Tn 2 T を次で定義する:
 T1 = N．
 任意の n  1 と  2 Tn に対して Tn+1 = bin(; )．
このとき，ASTT Mbin = (fag; fbg;bin; ;;bin; a; ]; [; R) を，次の規則を含む R で定義する:
a()
[;1! a(1) b(1) [;1! 0^
a()
>;2! b^in(a(1); a(1)) b(1) >;2! a(2)
a()
>;0! b^in(b(); b()) b(2) >;2! b()
次に，任意の高さ n に対して，TMbin(Tn) = T2n を，n に関する帰納法で示す．
n = 1 のとき 任意の  2 T1 = N に対して，





Mbin;]()) ; bin(b(1); b(1)))
= nf (
Mbin;]()) ; bin(0; 0))
= bin(0; 0) 2 T21 :
n = k  1 のとき 任意の  = bin(1; 2) 2 Tk+1 に対して，1，2 2 Tk に注意して，





Mbin;](bin(1;2))) ; bin(a(11); a(11)))
= nf (
Mbin;2) ;nf (Mbin;1) ; bin(a("); a(")))[b(") := a(")])[b(") := 0]
= bin(nf (
Mbin;2) ;nf (Mbin;1) ; a("))[b(") := a(")])[b(") := 0];
nf (
Mbin;2) ;nf (Mbin;1) ; a("))[b(") := a(")])[b(") := 0])
ここで，1 = nf (Mbin;1) ; a("))，2 = nf (Mbin;2) ; 1[b(") := a(")]) とおく．帰納法の仮定より
1[b(") := 0] = nf (
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図 5.2: Mbin の計算
nf (
Mbin;2) ; a("))[b(") := 0] = nf (Mbin;](2)) ; a(")) = TMbin(2) 2 T2k
である．図 5.2より 2[b(") := 0] 2 T2k+2k 1 であるから，
ht(TMbin()) = ht(TMbin(bin(2[b(") := 0]; 2[b(") := 0])))
= 1 +maxf2k + 2k   1; 2k + 2k   1g = 2k+1:
以上より，任意の c 2 N に対して，ht(TM ()) = 2c+1 > c  ht() = c  (c + 1) を満たす
 2 Tc+1 が存在する．従って命題 4.8 より TM =2 STT．つまり STT ( ASTT が成立す
る．
上の証明では，Mbin は ASTT で表現できるが，STT で表現できないことを示している．





本章では，ASTT の合成アルゴリズムを導入し，その正当性を証明する．まず，ATT の SUR
を ASTT に適応させ，記号的導出関係を使って DCを拡張する．正当性の証明では，合成した
ASTT を正規化し，それを基にして合成前の ASTT を ATT に符号化する．最後にその ATT
の入力文字や出力文字を，特定の入力木の有限個のラベルを基にして置き換えることで，元の
ASTT と同じ計算を行うように構成する．これによって，ASTT の合成の正当性を ATT の合
成の正当性に帰着する．




定義 6.1 (ASTT の SUR). ASTT M = (Syn; Inh;;;; in; ]; [; R) に対して，次が成
立するとき，M は 単一使用制約（single-use requirement, SUR）を満たすという: 任意の
a(w) 2 OCC (M) に対して，
8w1 2 path(1); w2 2 path(2): J'1K \ J'2K 6= ;;
(x1; w1) 6= (x2; w2); sub1(w1) = sub2(w2) = a(w)
を満たす (x1 '1;l! 1); (x2 '2;l! 2) 2 R が存在しない．
なお，SURを満たす全ての定義可能な ASTT による木変換の集合を ASTTsu で表す．
ATT の SURでは，同じ文字に対する規則の中で同じ属性の適用が 2度以上出現しないこと
を述べている．ASTT の SURは「同じ文字に対する規則」を「同じ文字が満たすガードを持つ





つの ASTT M1，M2 を構文的に合成して得られる 1つの ASTT を M1 #M2 で表す．
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定義 6.2 (ASTT の記号的導出関係). 任意の ASTT M1 と ASTT M2 に対して，
M1 = (Syn1; Inh1;1;1;1; in1; ]1; [1; R1)
M2 = (Syn2; Inh2;2;2;2; in2; ]2; [2; R2)
かつ 1  2 のとき，木  2 RHS (M1) における M2 による記号的導出関係を，Pred0(1)
TF (1!2)(OCC (M1) [ OCC (Syn1  Syn2;Syn1  Inh2;maxrk(2))) 上の最小の二項関係
M2;)S で定義する:
 (; a2(w)) M2;)S ( ^ lab(w)(l)  '(l)2 ;  0[ := w])
()  2 Pred0(1); a2 2 Syn2; a2() '2;l!  2 R2;  0 = comp(lab(w))
 (; b2(wj)) M2;)S ( ^ lab(w)(l)  '(l)2 ;  0[ := w])
()  2 Pred0(1); b2 2 Inh2; b2(j) '2;l!  2 R2;  0 = comp(lab(w))
 (; f(1; : : : ; j ; : : : ; l)) M2;)S (0; f(1; : : : ;  0j ; : : : ; l))
() f 2 F (1 ! 2); (; j) M2;)S (0;  0j);8j 2 [i  1]: j 2 TF (1!2)
 (; a2(w)) M2;)S (; ha1; a2i(j))
()  2 Pred0(1); a1 2 Syn1; a2 2 Syn2; j 2 [maxrk(1)]; lab(w) = a1(j)
 (; a2(w)) M2;)S (; hb1; a2i())
()  2 Pred0(1); b1 2 Inh1; a2 2 Syn2; j 2 [maxrk(1)]; lab(w) = b1()
この導出関係は，ATT の合成（定義 3.8）で M 02 が M1 の規則の右辺を簡約するという手続
きを，STT の記号的導出関係と統合して ASTT に適応させたものである．初めの 2つの項目で
は，適用した属性と，その節点のランクに応じて規則を選択し，その右辺  を簡約のために用い
る．しかし，ASTT の規則の右辺のラベルは関数であるため，選択される規則は一意ではない．
つまり選択する規則のガードに指定がないので，(; a2(w)) や (; b2(w)) の正規形は一意ではな
い．また， に対しては，経路の変数を置換するだけでなく， の各ラベル（関数）を，属性を
適用した節点のラベル（関数）と合成する．これによって，M1 の入力ラベルは直接 M2 の出力
ラベルに写される．そして述語に関しても，選択した規則のガードを，属性を適用した節点のラ
ベルと合成し，さらに簡約前の述語との積を取る．従って，簡約で得られる正規形を (; ) とす




出関係による簡約は最外最差簡約である．また，最後の 2つの項目では簡約前の a2(w) に対し
て簡約が一意である．従って正規形は，初めの 2 つの項目でのガードの選び方の数だけ存在す




定義 6.3 (ASTT の DC). 任意の ASTT M1 と ASTT M2 に対して，
M1 = (Syn1; Inh1;1;1;1; in1; ]1; [1; R1)
M2 = (Syn2; Inh2;2;2;2; in2; ]2; [2; R2)
かつ，1  2 であり，Inh2 = ; または M1 が SURを満たすとき，M1 #M2 を，次を満たす
(Syn; Inh;1;;2; hin1; in2i; ]1; [1; R) で定義する:
Syn = (Syn1  Syn2) [ (Inh1  Inh2)
Inh = (Syn1  Inh2) [ (Inh1  Syn2)
 = 1 [ ff1  '2 jf (l)1 2 F (1 ! 1); '(l)2 2 BC(2);
91 2 R1; w 2 path(rhs(1)): labrhs(1)(w) = f1;
92 2 R2: grd(2) = '2g:
ただし，R は次を満たす:
 任意の l 2 rk(1) に対して，R(l) は次の属性規則を含む:
{ 任意の a1 2 Syn1; a1() ';l!  2 R1 に対して，' 6= [1 のとき:
 任意の a2 2 Syn2 と正規形 ('; a2(")) (M2;)S ) (; ) に対して，JK 6= ; ならば，
ha1; a2i() ;l! [b02(") := ha1; b02i()]b022Inh2 :
 任意の b2 2 Inh2; w 2 path(); j0 2 [l]; a01(j0) = sub(w); a01 2 Syn1 と正規形
('; b2(w)) (
M2;)S ) (; ) に対して，JK 6= ; ならば，
ha01; b2i(j0) ;l! [b02(") := ha1; b02i()]b022Inh2 :
 任意の b2 2 Inh2; w 2 path(); b01() = sub(w); b01 2 Inh1 と正規形
('; b2(w)) (
M2;)S ) (; ) に対して，JK 6= ; ならば，
hb01; b2i() ;l! [b02(") := ha1; b02i()]b022Inh2 :
{ 任意の b1 2 Inh1; j 2 [l]; b1(j) l;'!  2 R1 に対して，' 6= [1 のとき:
 任意の a2 2 Syn2 と正規形 ('; a2(")) (M2;)S ) (; ) に対して，JK 6= ; ならば，
hb1; a2i(j) ;l! [b02(") := hb1; b02i(j)]b022Inh2 :
 任意の b2 2 Inh2; w 2 path(); j0 2 [l]，a01(j0) = sub(w); a01 2 Syn1 と正規
形 ('; b2(w)) (M2;)S ) (; ) に対して，JK 6= ; ならば，
ha01; b2i(j0) ;l! [b02(") := hb1; b02i(j)]b022Inh2 :
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 任意の b2 2 Inh2; w 2 path()，b01() = sub(w); b01 2 Inh1 と正規形
('; b2(w)) (
M2;)S ) (; ) に対して，JK 6= ; ならば，
hb01; b2i() ;l! [b02(") := hb1; b02i(j)]b022Inh2 :
 さらに R(1) は次の規則を含む．
{ in1()
[1;1!  2 R1 に対して:
 ([1; in2(")) (M2;]^1())S ) (; ) が正規形であり，JK 6= ; ならば，
hin1; in2i() [1;1! 
 任意の w 2 path(); a01 2 Syn1; b2 2 Inh2; a01(1) = sub(w) と正規形
([1; b2(1w)) (
M2;]^1())S ) (; ) に対して，JK 6= ; ならば，
ha01; b2i(1) [1;1! :
{ 任意の b1 2 Inh1 と b1(1) [1;1!  2 R1 に対して:
 任意の a2 2 Syn2 と正規形 ([1; a2(")) (M2;)S ) (; ) に対して JK 6= ; ならば，
hb1; a2i(1) [1;1! [b2(") := hb1; b02i(1)]b022Inh2 :
 任意の w 2 path(); a01 2 Syn1; b2 2 Inh2; a01(1) = sub(w) と正規形
([1; b2(w)) (
M2;)S ) (; ) に対して，JK 6= ; のとき，




合成の定義より，明らかに M1 #M2 は ASTT の構文で表現でき，さらに次の命題が成立する
ので，M1 #M2 は ASTT である．
命題 6.4. ASTT M1 と ASTT M2 に対して，
M1 #M2 = (Syn; Inh;1;;2; hin1; in2i; ]1; [1; R)
が存在するとき，次が成立する:
 任意の 1; 2 2 R に対して，lhs(1) = lhs(2) ならば Jgrd(1)K \ Jgrd(2)K = ;．









M1 = (Syn1; Inh1;1;1;1; in1; ]1; [1; R1)
M2 = (Syn2; Inh2;2;2;2; in2; ]2; [2; R2)
とする．合成の定義より，M2 によるガードの簡約は M1 の 1 つの規則のガードから始
めていて，かつ，Inh2 = ; または M1 が SUR を満たす．M1 は ASTT だから，任意の
(ha1; a2i(w) ;l! ) 2 R に対して，JK  J'1K を満たす (a1(w) '1;l! 1) 2 R1 が唯 1つ存在す
る．従って，任意の (a1(w) '1;l! 1) 2 R1 に対して次の 2つを示せばよい．
1. 任意の (ha1; a2i(w) 1;l! 1); (ha1; a2i(w) 2;l! 2) 2 R に対して J1K  J'1K; J2K  J'1K
ならば J1K \ J2K = ;．
2. 任意の (ha1; a2i(w); l) 2 LHS (M1 #M2) に対して [
(ha1;a2i(w);l!)2RJKJ'1K
JK = J'1K．
1の証明 記号的導出関係では，M2 の規則のガードを蓄えている．任意の異なる (ha1; a2i(w) ;l!
); (ha1; a2i(w) 
0;l!  0) 2 R に対して，('1; a2(w0)) (M2;1)S ) (; ); ('1; a2(w0)) (M2;1)S ) (0;  0)
の簡約列で，i 番目（i < n）の簡約までは同じ列であり，次の i + 1 番目の簡約では異な
る結果が得られるとする．i + 1 番目の簡約では，同じ節点に適用した同じ属性を簡約す
る．なぜなら，それ以外の場合では簡約結果が等しくなるからである．適用した節点の文字
（関数）を fi+1 とし，このときの簡約をそれぞれ (i; a02(w))




M2;1)S (i ^ f (l)i+1  ( 0i+1)(l); 002 ) とする．同じ節点に同じ属性を適用したので， i+1
と  0i+1 は同じ左辺 (x; l) の規則の異なるガードであるから，M2 が ASTT であることより，J i+1K \ J 0i+1K = ; である．従って，J1K \ J2K = ; が成立する．
2 の証明 上の証明と同様に，('(k)1 ; a2(w)) の正規形を簡約する全ての簡約列のうち，i 番目
（i < n）までの簡約列は等しく，i + 1 番目の簡約は異なる任意の n 個の簡約列をそれぞれ
('1; a2(w)) (
M1;1)S ) (1; 1); : : : ; ('1; a2(w)) (M1;1)S ) (n; n) とする．i+ 1番目の簡約をそれ
ぞれ (; x) M1;1)S (^f (l)  (l)1 ; 01); : : : ; (; x)
M1;1)S (^f (l)  (l)n ; 0n) とする．このとき，記号
的導出関係の定義より， 1; : : : ;  n は同じ左辺 (x; l) に当てはまる全ての規則のガードであるか
ら，f 2 R2 j lhs() = (x; l)g = f 2 R2 j grd() 2 f 1; : : : ;  ngg．M2 は ASTTであるから，S
i2[n]J iK = (l)2 ．f : (k)1 ! (l)1 である．したがって 1  2 より Si2[n]Jf   iK = (k)1 ．




J'1 ^ f1   1 ^    ^ fn   nK
= J'1K \ [
i2[1]
Jf1   iK \    \ [
i2[m]
Jfm   iK
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= J'(k)1 K \ (k)1 \    \ (k) = J'1K:
例 6.5. Mabs leaves は SUR を満たすので，Mabs leaves # Mhalf rev = (Syn; Inh; fbin(2)g [
Z(0);;N [ fg) が存在し，次を満たす:
Syn = fa1g  fa2g [ fb1g  fb2g = fha1; a2i; hb1; b2ig
Inh = fa1g  fb2g [ fb1g  fa2g = fha1; b2i; hb1; a2ig
 = f(<0)g [ fabs  even; abs  :even; abs  >; id  even; id  :even; id  >g
R = f ha1; a2i() [1;1! ha1; a2i(1);
ha1; b2i(1) [1;1! ^;
ha1; a2i() >;2! ha1; a2i(1);
ha1; b2i(1) >;2! ha1; b2i();
ha1; a2i() (<0)^abs>;0! hb1; a2i();
hb1; b2i() (<0)^abseven;0! (abs  (2))(ha1; b2i());
hb1; b2i() (<0)^abs:even;0! (abs  id)(ha1; b2i());
ha1; a2i() :(<0)^id>;0! hb1; a2i();
hb1; b2i() :(<0)^ideven;0! (id  (2))(ha1; b2i());
hb1; b2i() :(<0)^id:even;0! (id  id)(ha1; b2i());
hb1; a2i(1) [1;1! hb1; b2i(1);
hb1; a2i(1) >;2! ha1; a2i(2);
ha1; b2i(2) >;2! hb1; b2i(1);
hb1; a2i(2) >;2! hb1; a2i();
hb1; b2i() >;2! hb1; b2i(2) g
各規則は次のように導かれる:
 (a1() [1;1! a1(1)) 2 R1 に対して
{ a2 を適用して
([1; a2("))
Mrev ;]^2(a1(1)))S ([1 ^ ]^2  [2; a2(1)) (* (a2() [2! a2(1)) 2 R2)
Mrev ;]^2(a1(1)))S ([1 ^ ]^2  [2; ha1; a2i(1))




Mrev ;]^2(a1(1)))S ([1 ^ ]^2  [2; ^) (* (b2(1) [2! ^) 2 R2)
よって (ha1; b2i(1) [1;1! ^) 2 R．
 (a1() >;2! a1(2)) 2 R1 に対して，
{ a2 を適用して
(>; a2(")) Mrev ;a1(2))S (>; ha1; a2i(2))
よって (ha1; a2i() >;2! ha1; a2i(2)) 2 R．
{ b2 を適用して，b2(") を ha1; b2i() に置換し，(ha1; b2i() >;2! ha1; b2i()) 2 R．
 (a1() (<0);0! abs(b1())) 2 R1 に対して
{ a2 を適用して
((<0); a2("))
Mrev ;abs(b1()))S ((<0) ^ abs  >; a2(1)) (* (a2() >;1! a2(1)) 2 R2)
Mrev ;abs(b1()))S ((<0) ^ abs  >; hb1; a2i())
よって，(ha1; a2i() (<0)^abs>;0! hb1; a2i()) 2 R．
{ b2 を適用して
((<0); b2(1))
Mrev ;abs(b1()))S ((<0) ^ abs  even; abs  (2)(b2(")))
(* (b2(1)
even;1! (2)(b2())) 2 R2)
((<0); b2(1))
Mrev ;abs(b1()))S ((<0) ^ abs  :even; abs  id(b2(")))
(* (b2(1)
:even;1! id(b2())) 2 R2)
b2(") を ha1; b2i() に置換し，
 (hb1; b2i() (<0)^abseven;0! abs  (2)(ha1; b2i())) 2 R．
 (hb1; b2i() (<0)^abs:even;0! abs  id(ha1; b2i())) 2 R．
 (a1() :(<0);0! id(b1())) 2 R1 に対して
{ a2 を適用して
(:(<0); a2(")) Mrev ;id(b1()))S (:(<0) ^ id  >; a2(1)) (* (a2() >;1! a2(1)) 2 R2)
Mrev ;id(b1()))S (:(<0) ^ id  >; hb1; a2i())
よって，(ha1; a2i() :(<0)^id>;0! hb1; a2i()) 2 R．
{ b2 を適用して
(:(<0); b2(1)) Mrev ;id(b1()))S (:(<0) ^ id  even; id  (2)(b2(")))
(* (b2(1)
even;1! (2)(b2())) 2 R2)
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(:(<0); b2(1)) Mrev ;id(b1()))S (:(<0) ^ id  :even; id  id(b2(")))
(* (b2(1)
:even;1! id(b2())) 2 R2)
b2(") を ha1; b2i() に置換し，
 (hb1; b2i() :(<0)^ideven;0! id  (2)(ha1; b2i())) 2 R．
 (hb1; b2i() :(<0)^id:even;0! id  id(ha1; b2i())) 2 R．
 (b1(1) [1;1! ^) 2 R1 に対して a2 を適用して
([1; a2("))
Mrev ;^)S ([1 ^ ^  >; b2(")) (* (a2() >;0! b2()) 2 R2)
b2(") を hb1; b2i(1) に置換し，(hb1; a2i(1) [1;1! hb1; b2i(1)) 2 R．
 (b1(1) >;2! a1(2)) 2 R1 に対して
{ a2 を適用して
(>; a2(")) Mrev ;a1(2))S (>; ha1; a2i(2))
よって (hb1; a2i(1) >;2! ha1; a2i(2)) 2 R．
{ b2 を適用して，b2(") を hb1; b2i(1) に置換し，(ha1; b2i(2) >;2! hb1; b2i(1)) 2 R．
 (b1(2) >;2! b1()) 2 R1 に対して
{ a2 を適用して
(>; a2(")) Mrev ;b1())S (>; hb1; a2i())
よって (hb1; a2i(2) >;2! hb1; a2i()) 2 R．
{ b2 を適用して，b2(") を hb1; b2i(2) に置換し，(hb1; b2i() >;2! hb1; b2i(2)) 2 R．
木  = bin(bin(1; 2); bin(bin( 3; 4); 5)) 2 TZ[fbing に対して，TMabs leaves #Mhalf rev () =
nf (





定義 6.6 (ASTT の正規化). ASTT M = (Syn; Inh;;;; in; ]; [; R) に対して，kMk =
(Syn; Inh;;;; in; ]; [; R0) を M の正規化と呼ぶ．ここで R0 は次で定義する:






ha1; a2i(")) ha1; a2i(1) ) 5(ha1; b2i(122))
) ha1; a2i(11) ) 5(hb1; b2i(121))
) ha1; a2i(111) ) 5(hb1; b2i(1212))
) hb1; a2i(111) ) 5(2(ha1; b2i(1212)))
) ha1; a2i(112) ) 5(2(hb1; b2i(1211)))
) hb1; a2i(112) ) 5(2(3(ha1; b2i(1211))))
) hb1; a2i(11) ) 5(2(3(ha1; b2i(121))))
) ha1; a2i(12) ) 5(2(3(ha1; b2i(12))))
) ha1; a2i(121) ) 5(2(3(hb1; b2i(11))))
) ha1; a2i(1211) ) 5(2(3(hb1; b2i(112))))
) hb1; a2i(1211) ) 5(2(3(1(ha1; b2i(112)))))
) ha1; a2i(1212) ) 5(2(3(1(hb1; b2i(111)))))
) hb1; a2i(1212) ) 5(2(3(1(1(ha1; b2i(111))))))
) hb1; a2i(121) ) 5(2(3(1(1(ha1; b2i(11))))))
) ha1; a2i(122) ) 5(2(3(1(1(ha1; b2i(1))))))






図 6.1: ASTT Mabs #Meven による簡約例
が J'0K 6= ; ならば，(a(w) '0;l! rhs(ch((a(w); l)))) 2 R0．ただし CH は，LHS (M) から R へ
の任意の関数 ch のうち，
8(a(w); l) 2 LHS (M): 9 2 R: lhs() = (a(w); l);  = ch((a(w); l))
を満たすもの全ての集合である．
上の正規化 kMk の定義では，任意のランク l に対して，R(l) のうち互いに異なる全ての
左辺の規則を，ch によって 1 つずつ取り出して，それらのガードの積を新しいガードとして
扱っている．任意の ch による取り出し方でガードの積を取っているので，命題 5.2 より，任
意の  2  に対して選ばれる規則のガードの積が，kMk の規則のガードとして含まれる．つ
まり，任意の (l) 2  に対して，そのランク l に対応する任意の (x; l) 2 LHS (M) に対して
 2 Jgrd(ch((x; l)))K，ch((x; l)) 2 R， 2 J'0K，(x '0;l! rhs(ch(x; l))) 2 R0 が成立する．従っ
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て kMk は定義可能な ASTT である．さらに，選ばれた規則の左辺と右辺はそのまま kMk の
規則に用いているから，TM = TkMk である．
次に，正規化した ASTT のガードや右辺の関数を用いて，合成前の 2つの ASTT を ATT に
符号化する．
定義 6.7 (ASTT の符号化). 任意の 2つの ASTT
M1 = (Syn1; Inh1;1;1;1; in1; ]1; [1; R1)
M2 = (Syn2; Inh2;2;2;2; in2; ]2; [2; R2)
に対して，
kM1 #M2k = (Syn; Inh;1;;2; in; ]1; [1; R0)
が存在するとき，(M1;M2) の ATT への符号化 (M 01;M 02) を E(M1;M2) と表し，次で定義
する:










 任意の (a1(w1) '1;l1! 1) 2 R1 と '0(l1) 2 BC() に対して，grd(0) = '0 を満たす
0 2 R0 が存在し，かつ J'0K  J'1K ならば，(a1(w1) '0(l1)! give1(J'0K)) 2 R01 かつ
'0
(l1) 2 0．





 任意の f1(J'0K)(l2) 2 0; (x2 '2;l2! 2) 2 R2 に対して8><>: f1(J'
0K) 6 J'2Kのとき(x2 f1(J'0K)(l2)! nil) 2 R02:
f1(J'0K)  J'2Kのとき(x2 f1(J'0K)(l2)! comp2(f1)) 2 R02:
ただし nil (0) =2 2 を文字とする．
 任意の (x2 [2;1! 2) 2 R2 に対して (x2 [2
(1)
! comp2(]^2)) 2 R02．






0;l! 0) 2 R0 に対して，同じガードを持つ規則 (x0 '
0;l!
00) 2 R0 が，ランクが同じ全ての左辺 (x0; l) 2 LHS (kM1 #M2k) に対して存在する．従っ
て J'0K  J'1K を満たすなら，任意の左辺 (x; l) 2 LHS (M1) に対して規則 (a1(w1) '0(l1)!
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give1(J'0K)) 2 R01 かつ '0(l1) 2 0 が存在する．さらに次が成立するので，M1 が定義可能な
ASTT なら，M 01 は定義可能な ATT であり，さらに M1 が SURを満たすなら，M 01 は SUR
を満たす．
命題 6.8. 任意の 2つの ASTT M1;M2 に対して，kM1 #M2k が存在し，その規則の集合を R0






















また，0 は R01 が含む全ての規則の右辺に現れるラベルを含んでいるから，符号化の定義よ
り M2 が定義可能な ASTT なら，M 02 は定義可能な ATT である．よって M1 # M2 が定義可
能な ASTT なら，M 01 #M 02 は定義可能な ATT である．
そして，次の命題より，符号化で得た 2つの ATT を合成すると，もとの ASTT の合成と見
かけ上等価な ATT が得られる．
命題 6.9. 任意の ASTT M1 と ASTT M2 に対して，E(M1;M2) = (M 01;M 02) が存在し，
kM1 #M2k = (Syn; Inh;;;
; in; [; R0)
M 01 #M 02 = (Syn 0; Inh 0;0;
0; in 0; [(1); R00)
とするとき，次が成立する:
1. Syn 0 = Syn; Inh 0 = Inh; in 0 = in．














1の証明 まず，M 01;M 02 はそれぞれ M1;M2 の属性をそのまま受け継ぐ．また，ASTT の合成
では，記号的導出関係の定義より，M1 の規則の右辺の属性に M2 の属性を適用したときの簡約
が ATT の合成と等価なので，Syn 0 = Syn; Inh 0 = Inh; in 0 = in．
2の証明 M1，M2，M1 #M2 の規則の集合をそれぞれ R1，R2，Rとする．kM1 #M2kは ASTT
であるから， 2 J'0K を満たす (x '0;l! ) 2 R0 が唯 1つ存在する．合成の定義と正規化の定義よ
り，'0 が '0 = 1 ^ 2 ^    ^ n のように構成されていて，任意の左辺 (x0; l) 2 LHS (M1 #M2)
に対して，(x0 i;l! ) 2 R を満たす i 2 [n] が存在する．命題 6.8 より，J'0K  J'1K を満た
す (a01(w01)
'1;l! 1) 2 R1 が唯 1 つ存在する．x = ha1; a2i(w) とおくと，a2 2 Syn2 のとき
は a1 = a01 かつ w = w01 であり，('1; a2(")) (
M2;1)S ) (i;  0) である．a2 2 Inh2 のときは
lab1(w
0) = a1(w) を満たす w0 2 path(1) が存在し，('1; a2(w0)) (M2;1)S ) (i;  0) である．こ
こで  0 に出現する全ての継承属性 b02(") を合成の手続きに従って置き換えると  が得られる．
各ガード i は i = '1 ^ f (l1)1   (l1)1 ^ f (l2)2   (l2)2 ^    ^ f (lm)m   (lm)m のように構成さ
れている．ただし f1; : : : ; fm は R1 の右辺のラベルであり， 1; : : : ;  m は R2 のガードで
ある．また m  1 とする．各 f (lj)j   (lj)j に対して，fj(JiK) = fj(J'1K) \ fj(Jf1   1K) \
   \ J jK \    \ fj(Jfm   mK) となる．よって fj(JiK)  J jK．M2 は ASTT であるから，
fj(JiK)  J K を満たす R2 のガード  は高々 1 つしかないので， =  j である．従って，
('1; a2(")) (
M2;1)S ) (i;  0) または ('1; a2(w0)) (M2;1)S ) (i;  0) の簡約列の中で，1 の上の fj
でラベル付けされた節点における簡約では，規則 (a2(w2)
 j ;lj! 2) 2 R2 が使われる．
fj(JiK)  J jK より fj(JiK)  J'0K だから，符号化の定義より，2 つの規則 (a1(w1) '0(l)!
give1(J'0K)) 2 R01 と 2 = (a2(w2) fj(J'0K)(l)! comp2(fj)) 2 R02 の対が唯 1つ存在する．2 は
give1(J'0K) の上の fj(J'0K) でラベル付けされた節点において，a2(w02) のような属性の出現を
comp2(fj) に簡約する．この結果は記号的導出関係による簡約の結果に等しい．以上のことは
任意の i と j に対して成立するから， 0 = nf (M2;1) ; a2(")) または  0 = nf (M2;1) ; a2(w0))．す
なわち，規則 (x '
0(l)! ) 2 R00 が唯 1つ存在する．
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例 6.10. E(Mabs leaves ;Mhalf rev ) = (M 0abs ;M 0even) の規則の集合 R0abs ; R0even は次を満たす:






>^(<0)^abseven(0)! abs(J> ^ (<0) ^ abs  evenK)(b1());
a1()
>^(<0)^abs:even(0)! abs(J> ^ (<0) ^ abs  :evenK)(b1());
a1()
>^:(<0)^ideven(0)! id(J> ^ :(<0) ^ id  evenK)(b1());
a1()




























abs(J>^(<0)^absevenK)(1)! abs  (2)(b2());
b2(1)
id(J>^:(<0)^idevenK)(1)! id  (2)(b2());
b2(1)
abs(J>^(<0)^abs:evenK)(1)! abs  id(b2());
b2(1)
id(J>^:(<0)^id:evenK)(1)! id  id(b2()) g
ただし右辺が nil である規則は省略した．ATT M 0abs # M 0even の規則は，ASTT Mabs leaves #
Mhalf rev の規則と見かけ上同等になる．
定義 6.11. 任意の 2 つの ASTT M1;M2 に対して，E(M;M2) = (M 01;M 02) とし，M1，M2
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の出力ランク付き文字集合をそれぞれ 1，2 とする．









のとき，任意の木  2 T1 に対してインスタンス Ins(M1;M2) = (M 01;;M 02;) を次の ATT
の対で定義する:












 任意の w 2 path() に対して lab(w) 2 ．
 任意の (l1) 2 + と (x1
'0(l1)! 01) 2 R01 に対して  2 J'0Kならば (x1 (l1)! 01;) 2 R01;．
ただし，01; は 01 の上の各ラベル f1(J'0K) を f1() で置き換えたものである．すな
わち，
{ path(01) = path(
0
1;)．
{ 任意の w 2 path(01) に対して，lab01(w) = f1(J'0K); lab01;(w) = f1() を満たす
f1(J'0K) 2 0 が存在する．
 任意の 01; 2 R01;; w 2 path(rhs(01;)) に対して，labrhs(01;)(w) 2 1 ならば
labrhs(01;)(w) 2 ．
 任意の (l1) 2  と (x2 f1(J'0K)(l2)! 02) 2 R02 に対して  2 J'0K ならば (x2 f1()(l2)!
02;) 2 R02;．ただし，02; は 02 の上の各ラベル f1  f2 を (f1  f2)() で置き換えたも
のである．すなわち，
{ path(02) = path(
0
2;)．
{ 任意の w 2 path(02) に対して，lab02(w) = f1  f2; lab02;(w) = (f1  f2)() を満
たす f1  f2 2 
0 が存在する．
 任意の 02; 2 R02;; w 2 path(rhs(02;)) に対して，labrhs(02;)(w) 2 2 ならば
labrhs(02;)(w) 2 
．
Ins(M1;M2) の定義では，E(M1;M2) = (M 01;M 02) の規則に現れるガードや像，合成関数
を， 中の文字をもとに，具体的な文字で置き換える．次を満たすので，インスタンスは  に対
してのみ，もとの ASTT と意味論が等しい．
命題 6.12. 任意の ASTT M1 と ASTT M2 に対して，これらの合成が存在するものとする．





2;) が存在し，いずれも定義可能である．そして M1 が SURを満た
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すなら，M 01; も SURを満たし，
(TM 01; TM 02;)() = (TM1 TM2)():
証明. E(M1;M2) = (M 01;M 02) とする． の上の全てのラベルの集合は有限なので，，，

 も全て有限である．
命題 6.8 より，任意の  2 1; と左辺 (x1; l1) 2 LHS (M1) に対して， 2 J'1K を満たす
M1 の規則 (x1 '1;l1! 1) と M 01; の規則 (x1 
(l1)! 01;) がそれぞれ唯 1つ存在する．インスタン
スの定義より 1; = give1() だから，M1; は定義可能な ATT であり，M1 が SURを満た
すなら M1; も SURを満たす．そして意味論が等しいから TM1() = TM 01;()．
任意の  2  と左辺 (x2; l2) 2 LHS (M2) に対して，唯 1つの M2 の規則 (x2 '2;l2! 2) が
存在し，入力文字  2  と M 02 の規則 (x2
f1(J'0K)(l2)! comp2(f1)) の対がいくつか存在し
て，それらは全て f1(J'0K)  J'2K， 2 J'0K，f1() =  を満たす．インスタンスの定義に
より，任意のこのような文字と規則の対に対して，M 02; の規則 (x2
(l2)! 02;) の右辺は必ず
同じ 02; = givecomp2 (f1)() = give2() となる．従って， 2 J'2K を満たす M 02; の規則
(x2
(l2)! give2()) は唯 1つ存在する．以上より M 02; は定義可能な ATT であり，意味論が等
しいから TM2(TM1()) = TM 02;(TM 01;())．
命題 6.9より，符号化された ATT を合成すると，もとの ASTT の合成に対応する規則で構
成された ATT が得られる．Ins(M1;M2) では符号化された ATT の規則の文字（述語や像，
関数）を具体的に置き換えているだけなので，この合成ももとの ASTT の合成に対応する規
則で構成される．さらに，M 01; #M 02; の入力ランク付き文字集合や出力ランク付き文字集合は
それぞれ M1 # M2 の入力ランク付き文字集合や出力ランク付き文字集合に含まれているから，
M 01; #M 02; も命題 6.9と同じ性質を受け継ぐ．したがって次が成立する．
命題 6.13. 任意の ASTT M1 と ASTT M2 に対して，これらの合成が存在するものとする．






TM 01;#M 02;() = TM1#M2():
系 3.11より，Ins(M1;M2) の合成については正当性が保証されるので，次が成立する．
系 6.14. 任意の ASTT M1 と ASTT M2 に対して，これらの合成が存在するものとする．






TM 01;#M 02; = TM 01; TM 02; :
以上の 6.12,6.13,6.14より，次が成立する．
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定理 6.15. 任意の ASTT M1;M2 に対して，それらの合成が存在するとき，
TM1#M2 = TM1 TM2 :
証明. M1 を ASTT とし，その入力ランク付き文字集合を 1 とする．このとき，任意の木
 2 T1 に対して，
TM1#M2() = TM 01;#M 02;() (* 6.13)
= (TM 01; TM 02;)() (* 6.14)
= (TM1 TM2)() (* 6.12)
定義 6.3より，M1 #M2 が定義されるのは，M2 が継承属性を持たないか，M1 が SURを満
たすときなので，次が即座に導かれる．
系 6.16.
1. ASTTsu ASTT = ASTT．







attribute grammar, CAG）[2] は，属性文法（attribute grammar, AG）[14] を拡張し，if 式を
扱えるようにしたものである．AGとは，文脈自由言語の意味論を定める形式手法であり，それ
を，構文木を変換する計算のモデルとして一般化した属性カップリング（AC）[11, 12] を構文的
に合成するアルゴリズムである記述的合成（DC）[10, 11] が考案された．ATT は実は ACを木
変換器として形式化したものであり，ATT の合成アルゴリズムは DCに基づいている．
ACは ATT と同様な規則を持っている．例えば，Mabs の規則
a1()
]! b1(1) a1() bin! b1(1)
b1(1)
]! b1(1) bin! a1(2)
a1()
A! A(b1()) b1(2) bin! b1()
は ACの規則で次のように表現できる
]! bin : bin! A1A2 :
]:a1 = bin:a1 bin:a1 = A1:a1
bin:b1 = A1:b1 = A2:a1
A! " : A2:b1 = bin:b1
A:a1 = A(A:b1)
ここで，簡単のため，葉節点のラベルは A のみに限定している．AC では，属性とは木のラ
ベルに関連付けられた変数であり，等式によって左辺の変数の値を右辺の式の値で定義する．
X0 ! X1X2   Xn : という形の記述によって，X0 でラベル付けされた節点に到達するときに
使用する規則を，コロン以下にまとめて記述することを意味する．X1X2   Xn は子節点のラベ
ルの列である．子節点がない場合は空列を記述する．X:a = e で，記号 X に紐付いた属性 a の
値を式 e の値で定義することを意味する．




X0 ! X1X2   Xn :
if c then X0:a0 = e0
...
X0:am = em








if c0 then   
else if c1 then   
...




c0; : : : ; cn とパターンマッチのガード式を対応させることができる．2つの ACを組み合わせる
とき，先に計算を行う ACを 1，その後に 1 の計算結果を受け取って計算を行う ACを 2
とする．1 が生産関数，2 が消費関数に相当する．Boyland ら [1] は DCを拡張し，1 が if
式を含む CAGで表現され，2 が if 式を伴わない場合に，1 と 2 の合成が可能なアルゴリズ
ムを考案した．このアルゴリズムでは，1 の if 式の全ての then 節と，最後の else 節に対して
通常の DCの手続きを施し，if 式の構造や条件式はほぼそのまま流用する．







D'Antoni ら [5] は，STT を記述してそれらによる木変換を実行するための領域特化言語
FASTを開発した．FASTでは STT の合成アルゴリズムも実装されており，FAST上で記述し
た 2つの STT を合成することができる．D'Antoni らは，その応用例の一つとして，関数融合
を挙げている．そして，整数のリストの各要素 x を (x+5)%26 に置き換える関数 map caeser







と，STT をいくつ合成していても，その分だけリストの各要素について (x+ 5) % 26 の計算を
繰り返すのみで，リストの巡回は 1度だけで済む．








本研究では，はじめに，TDTTを STT に拡張する方法を自然に応用して，ATT を ASTT に
拡張した．つまり，ランク付き文字集合上の述語や関数を用いて ATT の規則を拡張して ASTT
を定義した．また，TDTT ( ATT の証明と同様の方法で STT ( ASTT を証明した．
次に，ASTT の合成アルゴリズムを考案した．これも STT の手法を応用し，記号的導出関係
を ASTT に適応した．また，ATT の SURを ASTT に適応した．そして，合成した ASTT を
正規化してガードが表す文字の集合を細かく分割し，それらをもとに，合成前の 2つの ASTT









再帰プログラムを ASTT M に変換すると，kMk = M であると考えられる．逆に言えば，一
般の ASTT から再帰プログラムへの変換は，ASTT を正規化することで自然に行うことができ
ると期待できる．
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