This paper addresses the issue of creating a lattice model suitable for design purposes and capable of quantitative estimates of the mechanical properties of a disordered microstructure. The lack of resemblance between idealized lattice models and real materials has limited these models to the realm of qualitative analysis. Two procedures based on the same methodology are presented in the two-dimensional case to achieve the rigorous mapping of the geometrical and the elastic properties of a disordered polycrystalline microstructure into a spring lattice. The theory is validated against finite elements models and literature data of NiAl. The statistical analysis of 900 models provided the effective Young's modulus and Poisson ratio as function of the lattice size. The lattice models that were created have in average the same Young's modulus of the real microstructure. However, the Poisson's ratio could not be matched in the two-dimensional case. The spring constants of the lattices from this technique follow a Gaussian distribution, which intrinsically reflects the mechanical and geometrical disorder of the microscale. The detailed knowledge of the microstructure and the Voronoi tessellation necessary to implement this technique are supplied by modern laboratory equipments and software. As an illustrative example of lattice application, damage simulations of several biaxial loading schemes are briefly reported to show the effectiveness of discrete models towards elastic anisotropy induced by damage and damage localization.
Introduction
Discrete lattice models have been used over the past two decades for the study of heterogeneous materials. Hansen et al. (1989) , Sahimi (2000) , Krajcinovic and Basista (1991) , Krajcinovic and Vujosevic (1998) , Mastilovic and Krajcinovic (1999) , , , Delaplace et al. (1996) , He and Thorpe (1985) and others have shown that statistical lattice models offer a convenient framework for the study of the damage process associated to microcracks formation and growth. The usage of the statistics to account for the disorder of the microstructure is one distinctive feature of such statistical models. The representation of microstructure as a discrete structure rather than a continuum matrix is another characteristic.
Many engineering materials, such as metals or ceramics, have a polycrystalline heterogeneous structure made of grains with various crystallographic orientations, shapes, compositions and defects. Traditional continuum models of micromechanics adopt homogenization techniques to convert a disordered material into an equivalent continuum model on the macroscale. However, that approach is valid if the heterogeneous microstructure is statistically homogeneous, i.e. the effective properties of all ''relevant random fields do not depend on position in space'' (Kreher and Pompe, 1989) . This assumption, reasonable in the pristine state, is not realistic in presence of cooperative phenomena between existing defects and/or microcracks. On the other side, discrete lattice models seem applicable also when the microstructure is not statistically homogeneous.
Lattice models have usually been used to gain only a qualitative understanding about the damage process. This was certainly the case for fuse lattices, percolation lattices or electrical networks in Hansen and Roux (2000) and Gouyet (1996) . Also the mechanical networks referenced above are highly idealized models. A mechanical lattice model typically consists of sites, which represent grains, connected to nearest neighbors by either springs, trusses or beam elements. The position of the sites, their coordination number z and the properties of the elements, such as the stiffness and/or the strength, are regarded as random variables sampled from independent (and somewhat arbitrary) distributions, without reference to specific materials or real experimental data. The mechanical disorder is generally considered decoupled from morphological/geometrical disorder , partially for the sake of simplicity and partially because more detailed information about the microstructure is required to establish a possible correlation.
Recent advances and spread of experimental techniques, such as ''Orientation Imaging Microscopy'' (OIM), started making detailed knowledge of microstructures economical and routinely available. OIM, which is a derivative of scanning electron microscopy (SEM), produces an approximate ''picture'' of a microstructure including (but not limited to) number of grains, geometry, mutual correlations, orientation of material axes (crystallography), second phases, defects, slip planes and cleavage planes. The increasing availability of experimental data at a detailed level raises the non-trivial problem of transferring the random properties of the microstructure to a lattice model. The procedures proposed by Monette and Anderson (1994) , He and Thorpe (1985) and Garcia-Molina et al. (1988) are either based on mean-field theory or limited to isotropic materials, which are not easily applicable to disordered polycrystalline materials. Without a general discretization procedure to assign the lattice parameters, the wealth of high-quality experimental data is just a sterile prerequisite for the leap of lattice models from abstract mathematical schemes to practical engineering tool, capable of quantitative estimates. This paper presents two procedures for constructing a spring network from ''detailed knowledge'' of the microstructure. The proposed methodology establishes the connection between the sampling distribution of spring stiffnesses and the morphology, geometry and mechanical properties of the microstructure. The results show that such distribution emerges naturally and does not need to be arbitrarily assigned a priori. Our discourse is limited to two-dimensional (2D) lattice models but the same ideas apply to the three-dimensional case. The ceramics NiAl is selected for the comparison between the literature data and the effective properties predicted from the models.
Scales and statistical models
The determination of material properties is scaledependent and is related to the response of the material to applied stimuli and actions. Three scales are defined in this paper: the macroscale, the microscale and the grainscale.
The macroscale is the typical scale of engineering design and is the scale where the smallest observable element can be approximated as a continuum element, completely filled of homogeneous matter. The characteristic dimension of a specimen on the macroscopic level is denoted by L. At this level the microdefects are not observable and the material behavior is described in terms of effective properties which are representative of the underlying microstructure in an average sense. Macrocracks, notches, dents, perforations and shear bands among others belong to the class of defects observable on this scale. The stress-strain constitutive relations for a linear elastic solid are
where f r ij ; e kl g are the second-order tensors of the average stresses and average strains, respectively and C ijkl is the fourth-order effective stiffness tensor with indices i, j, k, l = 1..3. The bar sign indicates that they are effective quantities.
The microscale is the scale where the random heterogeneous geometry of a unit volume of the material is observable (Krajcinovic, 1996) . The characteristic length is the resolution length l with l ( L. Details smaller than l are not captured by the model and a field at lower scale can be defined only by interpolation. Grain-boundaries, inclusions and voids are examples of microscale imperfections naturally present in the material. The size of the smallest grain-boundary is a convenient choice for l.
The grainscale is an auxiliary scale, properly selected and finer than the microscale, where ''desired'' properties of a grain are measurable. The choice of the resolution length of the grainscale l G is problem dependent and l G 6 l. The introduction of this scale is necessary when one is interested in some properties of phenomena related to a grain, such as single-crystal plasticity and inter-granular cleavage, and the selected microscale is not sharp enough. The size l G could be chosen anywhere between the length of the lattice parameter of the underlying Bravais lattice (atomic scale) and the micro-resolution length l. In this paper it is assumed that l P l G ) 1 Å (Angstrom), i.e. the grain sizes are several orders of magnitude greater than the atomic scale to discard dislocations and quantum effects in the lattice model.
A microstructure is approximated on the microscale by the Delaunay triangular lattice, which is the topological dual representation of a Voronoi froth and is related to it by a Legendre transformation (Okabe et al., 1999; Zallen, 1983) . The usage of approximate Voronoi froths in modeling the microstructure is becoming a common practice as proven by the many available commercial software packages that will fit a Voronoi tessellation to experimental data (in 2D or 3D obtained by serial sectioning), such as MIMICS, SURFDRIVER, AMIRA. Many papers are available where Voronoi tessellation are used to model real microstructures, such as Espinosa and Zavatteri (2003) . Noticeably, while a Voronoi tessellation associated to a given clouds of Delaunay points is unique, there might be none or multiple Delaunay ensemble representative of one microstructure. For example, real grains are not regular polyhedrons (polygons in 2D) and do not always have convex shapes (concavities cannot be convex directly with the classic Voronoi construction made of convex tiles only). More advanced and complex tessellation techniques are available to overcome some of these issues. However, pursuing an exact representation of a real microstructure is not our intention here and might not be the best strategy either. Alternatively, it could be more fruitful to focus on the major statistics of a given microstructure (e.g. distributions of grain size and grain orientation, two-point or higher order correlation functions, etc.) to create Voronoi tessellations that are representative of such statistics. Different types of tessellations and their construction to achieve the ''best'' approximation represent an interest topic of future research.
By assuming that the Voronoi tessellation in Fig. 1 (full line) is a faithful reproduction of a real microstructure, the Delaunay network (dashed line) is the lattice model that we wish to characterize based on the geometrical and mechanical properties of the Voronoi polygons. The average size of the Voronoi polygons is the resolution length l of the microscale while the overall size of the lattice L corresponds to the macroscale. The link between any two nodes of the Delaunay lattice is a linear spring orthogonal to the dual grain-boundary representing the cohesive force between two adjacent grains. The springs are connected by hinges at the nodes, in a truss-like fashion, and no transversal load is applied along the span. In this scheme, external moments cannot be applied directly on the grains (nodes), which have just two translational degrees of freedom (DOF) in 2D. Beam elements, like for example in Schlangen and Van Mier (1991) , could be used to transfer nodal moments at the cost of an extra rotational DOF for all the grains.
The DOF of the lattice are associated to the Delaunay points, which are fewer than the Voronoi points. Since the grains are reduced to point particles, the Delaunay lattice does not convey explicit information about the geometry but about the mechanical properties and the topology of the material on the microscale. As shown in Fig. 2 , only the macroscale and the microscale are defined in the lattice model. The grainscale is typical of the Voronoi representation, where each grain is a polygon and its area, geometry and number of sides (the grainboundaries) are measurable. The Voronoi representation provides a crucial connection between the real microstructure and the lattice model. For the sake of comparison, a full finite element (FE) model of the microstructure based on the Voronoi tessellation is also analyzed here simultaneously to the lattice.
3. Creating a mechanically equivalent lattice 3.1. General idea: coupling the geometry and the mechanical properties
Figs. 2 and 3 depict the Voronoi polygon associated to a generic grain ''O'' with coordination number z = 6. Because the Voronoi edge is bisector of the corresponding Delaunay link, the six halfsprings {OA I , OB I , OC I , OD I , OE I , OF I } rest associated to grain O. It is postulated that each spring in the lattice is the series of two half-springs. From elementary mechanics the stiffness of any spring AB (Fig. 2) is
The problem of determining K AB is now reduced to estimating the contributions of the grains A and B to the AB spring.
Polycrystalline materials are approximated as continuum media on the macroscale only in their pristine condition, but eventually the model breaks down when localization phenomena, such as damage localization, occur. However, if each single grain can be treated as a continuum solid, the techniques of linear elasticity are applicable on the grainscale. To our purposes the grainscale is large enough for the smallest grain to be modeled as a continuum homogeneous linear elastic solid. The mechanical properties of the crystal are described by the fourth-order stiffness tensor C M ijkl ði; j; k; l ¼ 1::3Þ or by the 6 · 6 stiffness matrix C M in Voigt's notation (Appendix A). A series of further assumptions is made in the remainder of the paper:
1. the grain is a linear homogeneous 2D elastic solid and deformations are small; 2. the stiffness matrix C M and the orientation of the material axes are known for all grains; 3. the material symmetry groups satisfy the conditions for 2D problems; i.e. the components of C M comply with the requirement provided in Ting (1996) for plane strain and plane stress problems of anisotropic solids:
4. the grains are convex polygons; 5. the grain is partitioned in z counter-clockwise oriented triangles {O12, O23, O34, O45, O56, O61} as shown in Fig. 3 .
Without loss of generality and in compliance with Assumption 3, the more restrictive case of 
} that marks the midpoints of the springs is observable on the smaller scale but hidden on the microscale. orthotropic materials, with C M expressed in the local frame of reference a-b-c, is considered for simplicity. Orthotropic materials require the specification of nine elastic constants and encompass rhombic, orthorhombic, cubic, and isotropic materials as special cases. Many engineering ceramics, such as MgO, NiAl and Ni 3 Al have cubic symmetry and are specified by three elastic constants only. For the 2D case C M is a 4 · 4 matrix and is conveniently expressed in the material axes a-b-c, where c is the out of plane axis (Jones, 1975) . The representation of the stiffness matrix C G M in global x-y coordinates is obtained from the matrix transformation:
where Q(h) is a 4 · 4 matrix and depends only on the orientation of the material axes a-b around c (Appendix A). With this premise, two procedures are presented next. In the first one, named Lattice 1 (L1), the spring stiffnesses are computed from ordinary triangular finite elements. In the second one, named Lattice 2 (L2), the concept of ''grain element'' is exploited.
Procedure L1: using the triangular elements
By assigning proper BCs at the grain-boundaries, a well-posed elastic problem can be formulated in a variational form for each grain. The potential energy of an elastic grain of volume V G is defined as
where
is the strain energy and
is the ''work potential'' associated with the body forces b and the boundary tractionsŝ. The unknown displacement field u is found from the ''principle of minimum potential energy'' by minimizing the potential energy P (Gurtin, 1975) . In (6) e = [e xx , e yy , c xy ] T is the 3 · 1 strain vector andĈ ; ð8Þ : ð9Þ
An approximate ''kinematically admissible'' displacement field (satisfying the essential BCs on the displacement) can be obtained via the finite element method (FE) in the isoparametric formulation (Fung and Tong, 2001) . The above mentioned z adjacent triangles of Fig. 3 provide an intrinsic mesh for the grain and are labeled like i . The approximate strain vector for each element iŝ
where B(x, y) is a matrix of polynomials dependent on the choice of the shape functions and d e is the element vector of unknown nodal displacements. The size of B and d e are 3 · 2p and 2p · 1 respectively, with ''p'' being the number of nodes in the triangle. For simplicity, linear shape functions are used in this study, i.e. the triangles are C 0 -linear triangular elements with p = 3, better known as constant strain triangle (CST) (Fung and Tong, 2001 ). The z Voronoi points and the Delaunay center point are the FE nodes associated to the grain with the labeling scheme in Fig. 3 (circled labels). With such discretized model of the grain has 2(z + 1) degrees of freedom and the ''approximate'' strain energy function upon substituting e withê becomes
with the subscript ''e'' indicating quantities defined at the element level as opposed to the system level. The sum over the z CST elements refers to the assembly procedure, with each K e augmented to 2(z + 1) · 2(z + 1) before summing. The vector
T is the 6 · 1 element vector of nodal displacements, K e is the 6 · 6 element stiffness matrix and
T is the 2(z + 1) system vector of nodal displacements of the selected grain. K GE is the 2(z + 1) · 2(z + 1) system (grain) stiffness matrix after the assembly. The element stiffness matrix K e of each element is computed from
which in general requires numerical integration. For the CST triangular elements B is a 3 · 6 constant matrix and K e ¼ tAB TĈG M B, with t being the thickness of the grain (taken as unit here) and A the area of the triangle. The assumption of counter-clockwise orientation of the z triangles {O12, O23, O34, O45, O56, O61} guarantees that K e is positive definite (with proper applied boundary conditions) and that the A is a positive area. The Voronoi points are arranged into a topological database of CSTs where the vertices O-A-B of the triangle OAB satisfy ðOA Â OBÞ Áz > 0.
The stiffness of the half-springs {OA I , OB I , OC I , OD I , OE I , OF I } can be estimated from the stiffness matrix K e of the corresponding CST elements {O12, O23, O34, O45, O56, O61} in Fig. 3 . If a unit displacement is imparted along OA to nodes 1 and 2 of the CST in Fig. 4 while node O is fixed, one can solve
where F e is the vector of the nodal forces of the CST. As the displacements of all 3 nodes are assigned, Eq. (13) is simply 
where all elements in F e are unknown. Consequently, F 
with Dk being the elongation of the half-spring. It can be shown that (15) is well-posed because it satisfies the equivalence of the strain energy between the CST and the half-spring for the given deformation (Appendix B). Given C M and the orientation of the material axes for all grains, the calculations can be repeated for all CST to compute the stiffness of all the springs in the lattice via Eqs. (2) and (15).
Refined procedure L2: using the grain element
The concepts of the previous section can be developed from a different point of view to derive an alternative procedure. In (12), K GE is the 2(z + 1) · 2(z + 1) stiffness matrix of the system (where the system consists of the linear elastic grain in Fig. 3 ). K GE can be interpreted as the element stiffness matrix of the ''grain element'' (GE) defined by the z + 1 nodes {O, 1, 2, 3, 4, 5, 6}. The computation of K GE is easily done by assembling the 6 · 6 stiffness matrices, K ðpÞ e ðp ¼ 1::zÞ, of the z CST elements (Fung and Tong, 2001 ). According to the labels in Fig. 3 , if O is taken as node 0 and is listed as first node for all triangles, the displacement vector of the GE is
T and the stiffness matrix K GE has the following structure 
where ''x'' is a placeholder for non-zero terms. As an important remark, the GE does not have its own shape functions and the displacement field is interpolated from the nodal displacements in a piecewise fashion from the set of shape functions of the CST in each of the z regions. The main advantages of this construction are:
1. no need to formulate a new set of z shape functions and no need to identify a ''parent element'' with un-distorted shape and variable number of sides to carry out the Gaussian integration of Eq. (12) (Fung and Tong, 2001 ); 2. usage of higher-order triangular elements (quadratic or higher order) to obtain continuity of the strain field and increase the accuracy over the grain domain; 3. the formulation is not limited to convex polygon and concavities can be dealt with by redefining the CSTs partition.
The Voronoi tessellation is an intrinsic mesh of the polycrystalline microstructure and each grain is an element. The GE renders this option straightforward at the same computational cost of a random mesh containing an equal number of CST elements. The FE model has many more DOF and requires much more memory for both storage and calculations. Anyway, the FE option becomes very attractive when only a non-Voronoi tessellation of the microstructure is available.
1 In this case there is no Delaunay lattice but the GE can still be defined by selecting an inner point for each grain. The choice could be arbitrary or based on some optimization criterion, like the minimization of the distortion of the CSTs elements of the grain.
For our purposes, the GE is be used to obtain a second different estimate for the stiffness of the springs in the Delaunay network. Eq. (15) discards the fact that the edges O1 and O2 of triangle 1 in Fig. 3 are shared by the adjacent triangles 2 and 6 and, hence, are constrained and not free. To account for such continuity, we can solve F GE = K GE d GE rather than F e = K e d e when a unit virtual displacement is applied along OA to nodes 1 and 2 while all the other nodes of the GE are locked in place. The reaction in O, F 0 GE , differs from F 0 e and
provides a new estimate for K OA in alternative to the one from (15). Fig. 5 pictures the two scenarios.
Considerations
The Voronoi tessellation is very important for the procedures L1 and L2. Relevant and non-trivial issues such as the existence or the construction of the best Voronoi approximation of a microstructure from experimental measures are not examined in this paper.
The lattice L1 is more compliant than the lattice L2 due to the increasing degree of constraint of the triangular elements in the GE. Furthermore, the lattice per se is expected to be more compliant than the real microstructure or than the corresponding FE model formed by CST elements. The cause resides in the ''solidity'' of the grain, which is lost in the selected discrete model where the springs are connected by hinges at the end-nodes and do not interact transversely. The usage of beam elements or the addition of transversal springs could provide an effective way to approach this problem. In order to obtain a lattice with comparable effective properties, the estimates of the stiffness from (2) and either (15) or (16) must be corrected.
In the study of inelastic processes the springs are not perfectly linear and more sophisticated microconstitutive relations are required. In damage mechanics, for example, a finite tensile strength is randomly assigned to each spring so that a rupture occurs when the load in the spring reaches the given threshold (Mastilovic and Krajcinovic, 1999; . Unlike the spring stiffness distribution though, the strength distribution is strongly dependent on the manufacturing process and the presence of non-visible defects (<l), such as glassy pockets, voids and second phase precipitates at the grain-boundary, renders any estimate of critical strains from pure geometrical considerations unreliable. This paper deals solely with the calibration of the stiffness distribution, while the selection of any other auxiliary distributions necessary to quench disorder in discrete statistical models constitute a topic for future research.
Lattice refinement

Test strategy
A series of test cases is designed to assess the properties of the lattices L1 and L2. Experimental data from the NiAl intermetallic are used to calibrate the parameters of a lattice that has same number of grains N on each side in a variety of situations. Tensile tests in both plane stress and plane strain conditions are simulated to measure the effective Young's modulus E eff and Poisson's ratio m eff (Fig. 6) . The lattice results are compared against the associated FE model (FEA) made of GE elements.
The grain-boundaries of NiAl and other ceramics vary in a wide range but a linear length of %100 lm is a reasonable average (Davidge, 1979) and can be chosen as the resolution length of the lattice. A perfect triangular lattice is considered for simplicity as shown in Fig. 6 . The material axes are assigned randomly to each grain by sampling the angle h between the material axis a and the global x-y axes from a uniform distribution in [0, p] (Fig. 3) . Four lattice sizes N = [12, 24, 48, 96] were compared to assess the convergence of the effective parameters. A sparse direct solver was employed for both spring network and the FEA model because of the ''sparsity'' (the ratio of the non-zero entries over the total number of elements in a matrix) of the global stiffness matrix of the polycrystalline microstructure. Table 1 reports number of grains, elements, DOF and sparsity for the considered lattice sizes. The full FEA model requires about three times as many degrees of freedom as the lattice for any given size N.
Three choices of C M were analyzed separately. NiAl is a brittle ceramics at room temperature and the single crystal has a cubic symmetry in the material frame of reference formed by the axes a = Figs. 7 and 8 show, both in polar and Cartesian representations, the comparison between the sampling spaces associated to the {0, 0, 1} and {1, 1, 0} planes for plane stress and plane strain cases, respectively. The values of E * are consistently higher on the {1, 1, 0} plane of NiAl crystal, which leads to the expectation of higher vales of E eff and m eff when using (18) for C M . This invites to caution in comparing experimental data with numerical data from 2D models. Only a 3D model allows a full random sampling of C G M , while 2D models always provide estimates of the parameters within a subspace.
A third and last choice for C M consisted of an ideal isotropic single crystal that was deliberately ''created'' from (17) by setting C with E = 94.3 GPa and m = 0.399 computed as in (A.6). The isotropic case offers an interesting benchmark because a well-known mapping exists between an isotropic continuum solid and a perfect triangular lattice (Monette and Anderson, 1994) . The estimates of E eff and m eff are expected to match the values of the single crystal due to the complete symmetry of (19) (rotational invariance). In summary, five test cases are analyzed: The mean estimates hE eff i and hm eff i in each case are obtained by averaging E eff and m eff over a statistical sample of 15 random microstructures for each size N. All replicates in the sample have same geometry but differ in the distribution of material axes. As shown in Table 1 , one finite element model (FEA) and two lattices (L1 and L2) were created for the five test cases and for each microstructure (for a total of 900 models).
Test results
The statistical results of the simulations are summarized in Tables 2 and 3 (raw data not reported). The former table contains the mean values hE eff i and hm eff i while the latter contains the standard deviations r E and r t . Values are different from case to case but general trends exist. Case 1 is analyzed in detail. Fig. 9 shows the graphs of hE eff i and r E for Case 1 as a function of N. The asymptotic convergence of hE eff i from either FEA, L1 and L2 is fast (Fig. 9A ) and the estimates of hE eff i from each of the three models are marginally dependent on N. The standard deviation r E , instead, exhibits a marked decay and drops about one order of magnitude decay over the range of N. Invariably r E ( hE eff i for any N and for any model. For example, the standard deviation of the FEA data is less than 5% of hE eff i at N = 12 and becomes less than 0.5% for N = 96. Because of the asymptotic convergence and the small scatter, the estimates for N = 96 are taken as asymptotic estimates for each case and model, i.e. hE eff i 96 ' hE eff i 1 . Models for N = {48, 96} contain more than 2000 grains and should indeed be isotropic and homogeneous on the macroscale with good approximation (Davidge, 1979) . As anticipated in Section 3.4, there is a large disproportion amongst the estimates hE eff i from the three models. The FEA is much stiffer than L1 and L2, whose stiffnesses are about 33% and 70% of the FEA value, respectively. L2 is about twice as stiff as L1, reflecting the greater rigidity of the GE in comparison to an individual CST. The estimated hE eff i from the plane strain cases are higher than in the plane stress as expected. The values from C 110 M are considerably higher than the ones from C 001 M , demonstrating the dependence of the estimates from 2D models on the choice of the sampling subspace. According to Miracle (1993) Fig. 9 . Average estimates of hE eff i and standard deviation r E as a function of N for Case 1; the asymptotic convergence of hE eff i is fast (A).
and Case 3 (C 110 M in plane stress). In comparison to L1 and L2, the FEA values of hE eff i are more accurate and reliable. This statement is supported by the results from the isotropic case (Case 5) where the theoretical value of the Young's modulus E = 94.3 GPa used in (19) is in perfect agreement with the FEA estimate E = 94.4 GPa.
The plots of the statistics hm eff i and r t as a function of N for Case 1 are shown in Fig. 10 . The asymptotic convergence is still observed but is more evident in the two lattice models, which provide almost identical estimates. For the lattices, the Poisson ratio is mainly a function of the topology and its value settles around 0.33 for all five cases ( Table 2 ). The asymptotic values of FEA are consistently lower than for the lattice and, instead, vary considerably from case to case, from a minimum of 0.059 (Case 1) to a maximum of 0.31 (Case 2). For Case 1 a marked mismatch is observed between the FEA and lattice, whose asymptotic estimates are 0.059 and 0.33, respectively. In the other cases, the FEA values of Poisson ratio exceed the more reasonable threshold of 0.25. Miracle reports an experimental value of m eff = 0.307, which is close to the values of Cases 2 and 4 in Table 2 . A crucial information about the inaccuracy of the FEA estimates for hm eff i comes again from the isotropic case, where the numerical value 0.297 is significantly different from the theoretical value of m = 0.399 from (21). Larger models and higher-order triangular elements should improve the estimate.
We summarize and conclude from above that
• the FEA estimates of hE eff i are accurate and can be used as point of reference to quantify the mismatch between ''true'' parameters and the estimates from L1 and L2;
• the estimate hm eff i is a constant parameter for the lattice and it is not possible to match the value from FEA (or experiments) with these discrete lattices; • the estimates of hm eff i from FEA models, unlike for hE eff i, are not accurate and seem lower bounds of true estimates.
For Cases 1-4, mechanical disorder is introduced in the lattice by random sampling the spring stiffnesses from a quenched distribution. For Case 5, the lattices are both mechanically and geometrically perfect. Two advantages of the discretization procedures are that it is not necessary to assign the quenched distribution a priori and that they work flawlessly when there is no disorder like in Case 5. Both procedures L1 and L2 capture the non-trivial intrinsic relation between the spring constants and the random orientation of the material axes. The ''Central Limit Theorem'' of statistics states that the expected distribution of a random variable that depends on a primary random variable is asymptotically normal, regardless of the sampling distribution of the primary variable. Fig. 11 shows indeed that the spring constants from L1 are normally distributed. More precisely, the bulk springs and the boundary springs follow two distinct Gaussian distributions because the CST area of the boundary links is half of that in the bulk and the area is directly proportional to the CST stiffness matrix. Similarly, procedure L2 also produces two distinct distributions. However, for L1, a perfect correlation holds between the mean values of the stiffness distributions of the boundary links and of the bulk links, which are 22 GN/m 2 and 44 GN/m 2 , respectively in Fig. 11 . The dimension of ''GN/m 2 '' reflects the interpretation of the spring constants as stiffness per unit thickness when the thickness is not assigned in computing K e . A Gaussian distribution for the stiffness has been used in the past by Mastilovic for example (Mastilovic and Krajcinovic, 1999) but this paper provides the rationale to ''calculate'' the natural distribution based on the geometry and mechanical property of the microstructure. Furthermore, the ''Central Limit Theorem'' guarantees the robustness of the results even when the sampling distribution of the material axes is not uniform. In this paper we deal only with the case of spatially uncorrelated orientations of the material axes and further research is needed to examine the case when such correlation exists.
For the isotropic Case 5, the link stiffness is not a random variable. Monette and Anderson (1994) derive the analytical formula k ¼ ffiffi ffi 3 p E=2 to calculate it from the Young's modulus E. This formula returns the predicted values k 1 = 32.3 GPa for L1 and k 2 = 65.5 GPa for L2 for the respective asymptotic estimates of Young's modulus E 1 = 37.3 GPa and E 2 = 75.6 GPa. The valuesk 1 ¼ 32:1 GPa and k 2 ¼ 64:2 GPa measured from the numerical models are in good agreement. This provides the validation that the stiffness distribution computed by either procedure is consistent with the effective Young's modulus of the lattice.
Estimate of the correction factor
Based on the test results, the lattice models L1 and L2 can be improved to reduce the mismatch with FEA (or experimental data if available). The only free parameter of the triangular lattice is hE eff i, whereas hm eff i is constant for all practical purposes. Within the framework of linear elasticity, the macro parameter hE eff i is linearly dependent on the spring Fig. 11 . Example of typical spring stiffness distribution from L1; the boundary springs and the bulk spring are sampled from two distinct Gaussian distributions. 
where U is the strain energy, u the controlled macrodisplacement and u ij the elongation of ijth spring.
From (20), it is
and
which highlights the linear dependence. By assuming that the FEA values are good reference estimates, the lattices L1 and L2 can be calibrated on such values by scaling all the spring constants by an appropriate correction factor to match hE eff i.
The scaling factor k relating the target value hE eff i NEW to the available estimate hE eff i OLD is obtained from (21) and (22) as
While the result about the Poisson's ratio is an artifact of 2D lattice model (intrinsic mismatch from reality), the correction factor k is not an artifact but a calibration tool providing a rational way to overcome a modeling error. In the isotropic case, Eq. (21) specializes into k ¼ ffiffi ffi 3 p E=2 by Monette and Anderson which immediately provides the value k = 81.7 GPa corresponding to the FEA value E = 94.4 GPa. Hence, by virtue of (23) and based on the data in Table 2 , lattice L1 and L2 would match the target E value if the spring constants were multiplied by k 1 = 94.4/37.5 = 2.53 and k 2 = 94.4/ 75.6 = 1.25, respectively. The procedure immediately extends to the other four cases as summarized in Table 4 .
The correction factors depend on the lattice size but k(N) % const. for large N. The corrective factors listed in Table 4 correspond to N = 96, but the asymptotic convergence of hE eff i allows assuming k(N = 96) % k 1 .
In conclusion the steps of the discretization procedures L1 or L2 are:
1. Collection of data about the microstructure. 2. Generation a Voronoi tessellation approximating the microstructure. More research is needed to determine which is the best model between L1 and L2. The 2D models discussed in this paper can be applied to systems where all the grains tends to have the same c-axis and the underlying assumptions are realistic, e.g. ''textured'' materials and thin polycrystalline films deposited on a substrate. In extending the methodology to the 3D case, 3D Voronoi graphs are needed and tetrahedral elements should replace the CSTs. It should be noted at this point that the 2D case is more challenging by a statistical and modeling standpoint, since it constitutes a constrained problem. The condition (3) disappears in 3D and all grain orientations are allowed in the microstructure. It is reasonable to expect that most of results obtained for the constrained problems in 2D would hold for the general unconstrained 3D case.
Application: lattice models and multiaxial damage
As mentioned in the introduction, a lattice model of a microstructure, derived and calibrated against experimental data through formulations such the ones proposed inhere, may yield quantitative results and serve a variety of purposes in the fields of solid mechanics, physics and reliability. For illustrative purposes, one can examine the case of multiaxial damage modeling, where lattice models effectively identify different types of damage localization. Damage simulations were carried out with methods analogous to on This time, besides the stiffness distribution obtained from the discretization procedure, the lattices are endowed with additional disorder because both strength and length of each link are random variables sampled from arbitrarily selected uniform and Gaussian distributions, respectively. This is a manner to introduce three sources of disorder contributing to damage localization, which is more realistic. For this two-dimensional pseudo-Cauchy element with kinematic descriptors f e xx ; e yy ; e xy g the stress-strain space is three-dimensional. Nine biaxial loading schemes were simulated in displacement controlled load in Fig. 12 , where compressive and tensile loadings in x-y directions are variously mixed in Cases 1-8 and Case 9 is pure shear. The biaxial states in cases {3, 6, 7, 8} were run with proportional loading along x and y such that j e xx j ¼ j e yy j. The corresponding damage patterns at the onset of failure for one lattice with N = 96 are shown in Fig. 13 . The red 2 links are broken and the green ones are unstable links (dandling springs or mechanisms causing local instabilities and removed during the computation). Case 8 is not reported since no failure occurred for in plane hydrostatic compression. Besides the straight cracks expected for the tensile tests in Cases 1 and 2, other types of localization are observed when compressive loads are applied. Notably, mono-axial compressive tests in Cases 4 and 5, as well as pure shear in Case 9, produce either splitting and/or shear bands, schematically reported in Fig. 14. With reference to Fig. 13 , splitting in Case 5 is characterized by macrocracks aligned in the direction of the applied compression, whereas shear bands are macrocracks at an angle in Cases 4 and 9. These failure modes are observed in compressive experiments on concrete, for instance in Gerstle et al. (1980) , but also in lattice models from Krajcinovic and Vujosevic (1998) . The existence of two failure modes when switching the compression axis between Cases 4 and 5 is intimately connected to the microstructural topology and is due to the different role of the Poisson effect in the two cases. The well known effect of lateral confinement on the ductility of the response of a brittle solid is also captured. The comparison of the macroscopic lattice responses in Fig. 15a for Cases 1 and 7 demonstrate how the lateral compression determines an increase in damage tolerance in spite of similar number of broken bonds measured at the failure (Fig. 15b) . Such different stress-strain responses and localization patterns clearly reflect the peculiar development of elastic anisotropy induced by damage as a function of the loading scheme. Damage induced anisotropy has been reported by many authors (e.g. in Cordebois and Sidorff, 1979; Christopher et al., 2003) . These results highlight the capability of lattice models to capture aspects not easily handled by continuum models of micromechanics. These simulations are part of a systematic study of multiaxial damage currently being conducted. Constitutive relations, statistical characterization of the response from many replicates, size effects and the detailed analysis of failure modes will be object of a next paper. In the future it seems desirable to design and carry out an experimental campaign to validate the damage simulations on calibrated lattice models.
Conclusions
The methodology enables to map the geometrical and mechanical properties of the real heterogeneous microstructure into a discrete spring lattice limited to the stiffness distribution of the springs. Detailed knowledge of the microstructure and a Voronoi tessellation are prerequisites. Finite elements analysis or experimental data may provide the reference for final lattice calibration. The scope of these discretization procedures exceeds the traditional techniques and includes material anisotropic and disordered geometry. The limiting case of isotropic perfect lattice from literature (Monette and Anderson, 1994 ) is recovered as a special case. The concept of grain element allows the creation of an intrinsic FE mesh that matches the microstructural geometry and preserves the mechanical characteristics of each grain.
While 2D spring networks can reproduce the Young's modulus of the microstructure, the results indicate that higher dimensional or more sophisticated lattices might be used to account properly for the Poisson's ratio even for plane stress and plane strain problems. However, the application of these simple 2D models seems feasible for thin textured materials.
Such lattices appear to have great potential in the study of multiaxial damage of damage-tolerant solids since they capture seamlessly the several types of localization mode observed in experiments and elastic anisotropy induced by damage. Within a modular simulation scheme, lattices might be used in synergy of micromechanics to exploit the strength of each approach.
Within the framework of linear elasticity (Ting, 1996; Jones, 1975; Gurtin, 1975; Fung and Tong, 2001) , the mechanical properties of a crystal are described by the fourth-order stiffness tensor C ijkl ði; j; k; l ¼ 1::3Þ. The symmetry conditions C ijkl ¼ C jikl ; C ijkl ¼ C ijlk and C ijkl ¼ C klij ðA:1Þ
reduce the number of independent constants from 81 to 21 for a triclinic crystal that is fully anisotropic (Ting, 1996; Jones, 1975; Gurtin, 1975; Fung and Tong, 2001 ). The components of the stiffness tensor are usually expressed in a local frame of reference ''a-b'' that does not coincide with the global x-y frame of reference as in Fig. 4 . The transformation formula for C ijkl in x-y Cartesian coordinates from the C abcd representation in the a-b frame of reference is C ijkl ¼ R ia R jb R kc R ld C abcd ; ðA:2Þ
where the Einstein's convention of ''repeated indices'' is adopted, a, b, c, d = 1..3 and R is the rotation matrix. In the 2D case, where only a rotation h around the z-axis is allowed, R(h) is In Fig. 3 , the angle h from x-y to a-b is positive. The sign is negative if going from a-b to x-y, such as in (a2). Material symmetries lower the number of independent elastic constants below 21. The ''symmetry group'' g, which in includes all the orthogonal tensors R that satisfy, defines the material symmetries
with e the second-order strain tensor. Then, the grain possesses ''material axes'' (the axes of symmetry) related to the crystallographic orientations of the underlying Bravais lattice on the atomic scale. Orthotropic materials do not have coupling between shear strains (stresses) and normal strains (stresses) and have 9 constants in 3D and 7 constants in 2D. Rhombic, orthorhombic, cubic and isotropic materials are special cases of orthotropic materials. In Voigt notation (Jones, 1975; Gurtin, 1975 ) the fourth-order stiffness tensor Cin material axes is represented by the 6 · 6 matrix C M . For the 2D case a 4 · 4 matrix suffices and
