A framework for deciding the optimal sensor configuration is implemented for civil structures with multi-dimensional mode shapes, which enhances the applicability of structural health monitoring for existing structures. Optimal sensor placement (OSP) algorithms are used to determine the best sensor configuration for structures with a priori knowledge of modal information. The signal strength at each node is evaluated by effective independence and modified variance methods. Euclidean norm of signal strength indices associated with each node is used to expand OSP applicability into flexible structures. The number of sensors for each method is determined using the threshold for modal assurance criterion (MAC) between estimated (from a set of observations) and target mode shapes. Kriging is utilized to infer the modal estimates for unobserved locations with a weighted sum of known neighbors. A Kriging model can be expressed as a sum of linear regression and random error which is assumed as the realization of a stochastic process. This study presents the effects of Kriging parameters for the accurate estimation of mode shapes and the minimum number of sensors. The feasible ranges to satisfy MAC criteria are investigated and used to suggest the adequate searching bounds for associated parameters. The finite element model of a tall building is used to demonstrate the application of optimal sensor configuration. The dynamic modes of flexible structure at centroid are appropriately interpreted into the outermost sensor locations when OSP methods are implemented. Kriging is successfully used to interpolate the mode shapes from a set of sensors and to monitor structures associated with multi-dimensional mode shapes.
Introduction
Maintaining and improving the reliability of structural systems has been the focus of structural health monitoring (SHM) research in the past two decades (Alampalli et al 2005 , Hsieh et al 2006 , Brownjohn 2007 , Frangopol 2011 . The procedures for SHM are established and methods are categorized based on their major contribution to research (Sohn et al 2004, Farrar and Worden 2007) . In early stages of SHM, optimal sensor placement (OSP) is considered an important issue, which requires engineering judgment and experiences for decision makers. Ultimately, the optimal sensor configuration aims to perform quantitative measure for accurate damage estimation and efficient management of sensor network systems (Kammer 1991 , Yao et al 1992 , Laory et al 2012 . The development of smart sensor network and wireless sensing devices also prompts OSP applications that avoid redundant data processing (Spencer et al 2004 , Lynch and Loh 2006 , Pakzad 2010 . The recent focus of OSP expands its applicability to damage detection, augmentation of sensors with varying sensitivities, and entire sensor configuration considering an optimal number of sensors (Kripakaran and Smith 2009 , Sim et al 2011 , Chang and Pakzad 2014a Most OSP techniques evaluate the signal strength at sensing locations and select the best sensor configuration that can sufficiently detect significant changes representing damage. Modal information is widely used to quantify the signal strength at each degree of freedom (DOF). For example, Kammer (1991) proposed the effective independence (EI) method which examined the error of unbiased estimator using target mode shapes. EI-driving point residue, a variation of EI proposed by Papadopoulos and Garcia (1998) , uses modal frequencies in addition to target mode shapes while considering the relative contribution of each mode. Heo et al (1997) proposed kinetic energy (KE) which introduced modal mass for estimating KE at DOFs. The principal component analysis (PCA) is adopted to search for the best sensor configurations in the variance method which uses the covariance of target mode shapes (Meo and Zumpano 2005) . In order to overcome the challenge of excessive computational costs required to investigate all possible sensor sets using the variance method, Chang and Pakzad (2014a) proposed the modified variance (MV) method in which the number of sensors for a bridge system was determined using a modal assurance criteria (MAC) (Ewins 1984) threshold.
The main objective of this study is to expand the optimal sensor configuration framework, previously developed for bridge systems (Chang and Pakzad 2014a), for flexible structures with multi-dimensional mode shapes. The framework is composed of two optimization processes: the maximization of modal information from observations and the minimization of the number of sensors. Two OSP methods (EI and MV) are investigated to quantify the signal strength and to optimize sensor locations. In order to reflect signal strength indices at candidate nodes, Euclidean norm is used. Based on the OSP results, the mode shapes for the entire structure are estimated from Kriging, a geostatistical estimator, to interpolate and extrapolate the values for unobserved locations (Matheron 1963) . Kriging is a useful tool for mode shape estimation since it does not require boundary conditions and is convenient to implement for multi-dimensional mode shapes. Based on the parametric study for Kriging model, this study suggests standard conditions for general applications in mode shape estimation.
The framework is applied on a finite element model of Berks County Courthouse (BCC). The effect of Kriging parameters is investigated and the suggested conditions are compared with the optimal solution. Additionally, the performance of OSP methods is discussed for varying number of target modes.
Optimal sensor configuration
The problem of optimal sensor configuration is formulated to place sensors at the most informative locations minimizing the number of sensors and their management cost. In order to avoid a large computational burden required by investigating all possible configurations, the framework is separated into two optimization problems (Chang and Pakzad 2014a): (1) signal strength quantification for candidate sensor locations to decide the sequential priorities of sensor locations and (2) determination for the effective number of sensors to monitor target modes.
The OSP techniques are used to determine the sequential priorities of sensing locations to monitor target structural modes. The optimization aims to maximize signal strength by iteratively eliminating the least informative locations amongst the candidates. The result of OSP combined with geometry and modal information of a given structure is utilized to minimize the number of sensors and to maximize the mode shape information. Typically, these can be conflicting objectives that require searching techniques subject to unknown sensor locations. Interpolation techniques are used to estimate the mode shapes including unobserved locations based on modal information from a set of observation and the associated parameters are considered as design variables. The flowchart in figure 1 describes the entire procedure to establish optimal sensor configuration.
Two main challenges arise when the framework is applied for general civil structures. (1) Multi-dimensional mode shapes are not considered. (2) Interpolation methods such as spline or polynomial are only applicable when the boundary conditions are given such as bridge systems. This paper presents techniques to overcome these challenges while maintaining the main flow of the existing framework.
Optimal sensor placement EI and MV methods evaluate signal strength at each DOF using target mode shapes, and are investigated in this paper. The background for these methods is briefly described in this section.
Effective independence. Kammer (1991) proposed EI method to locate sensors on space structures, based on the best unbiased linear estimator (BLUE). When a monitored structure is composed of m DOFs, and N modes are targeted, the vibration response R ∈ y m is expressed as:
In equation (1),
N is a modal contribution factor, and R ∈ w m is a corresponding stationary random noise vector. The unbiased estimator of q is used to evaluate fisher information matrix (FIM) which is also defined as Φ Φ = ⊺ F (Middleton 1960) . In order to maximize the amount of information in FIM, EI method evaluates effective independence distribution (EID) E as:
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In equation (2), Ψ and λ are the eigenvector and eigenvalue matrices of F, ι is the unity vector to sum the contribution of all target modes, and ⊗ represent a term-by-term matrix multiplication. The sensor location with lowest index of E is discarded from the candidates and the total procedure is repeated until the most significant sensor locations are identified.
Modified variance. Chang and Pakzad (2014a) proposed MV method based on the PCA in which a set of observations is transformed into uncorrelated variables using covariance matrix of target observations. In this method, Φ is transformed into Ω Φ Φ = − ⎡ ⎣ ⎤ ⎦ to increase the rank of covariance matrix and to prevent the irregularity from the sign convention of mode shapes.
The covariance of Ω ⊺ can be expressed with its submatrices as:
In equation (3), the subscripts ⋅ α ( ) and ⋅ β ( ) denote a set of observed locations and the rest of candidate sensor locations (β α = − m ), respectively. The determinant of αα C is maximized in order to minimize the error in unbiased estimator of Ω β (Fedorov and Hackl 1994) .
The principal component index (PCI), PC is introduced to evaluate the signal strength at sensing locations with the consideration of the erratic dispersion in off-diagonal elements of
The ith component of PC is estimated by:
In equation (4), c ii is the ith row and jth column of
Condensation of sensor locations. Several recent sensing systems are capable of measuring multi-dimensional vibration responses, which are used to optimize the number of physical devices. In practice it is important to optimally place a sensor network on structures that have multi-dimensional mode shapes, such as flexible buildings, circular cross section, and transform the measurements considering sensor geometry (Trochu 1993 , Gu 2003 , Galetto and Pralio 2010 . The Euclidean norm is used to quantify the signal strength at node x k such that the components in normalized EID and PCI are defined as
In equations (5) and (6), l x denotes the number of component in x . k Each OSP method discards all associated sensors at a node, when the node is identified as the least significant sensor location.
Minimal number of sensors
In order to minimize the number of sensors to monitor the modal properties of a given structure, MAC value between target and estimated modes from the optimal sensor configuration is examined. The interpolation and extrapolation techniques based on polynomial functions require additional information and assumptions, such as a spline model to mirror the existing modal information (Ahlberg et al 1967) . The spline models are useful in estimating the mode shapes for bridge systems where both ends of the span are normally supported. However, it cannot be implemented for building structures involving free boundary conditions at roof and multi-dimensional mode shapes. Alternatively, Kriging models (Belytschko et al 1994 , Gu 2003 are utilized to interpolate and extrapolate the entire mode shapes in this study.
Kriging. Kriging is a geostatistical estimator which deduces the random value at unobserved points using a weighted sum of known values at neighbor locations (Matheron 1963 ). For mode shape estimation, Belytschko et al (1994) proposed the element-free Galerkin method which solves a Kriging problem based on the moving least-squares. In this method, the modal coordinates (Φ α ) from a set of observation and geometric information (s) of a given structure is used to derive the target mode matrix Φ:
The best linear unbiased predictor (BLUP) of kth target mode shape is defined as a function of linear regression model such that:
indicates a modal coordinate of kth target mode at location x; a k is a coefficient vector which minimizes the error of the regression model; z x ( ) is the corresponding error which is considered as a stochastic process with zero mean and non-zero covariance; p x ( ) is a polynomial basis associated with geometry of the structural system. For two dimensional shape functions with coordinates x and y, the basis functions are determined as:
In equation (9), o p denotes the order of the polynomial basis. A Gaussian function is used to define the covariance matrix of z x ( ) to consider high correlation when two locations are closely placed as:
In equation (10), μ is an amplification factor, θ is a correlation parameter, and d ij is the relative distance between nodes x i and x . j The BLUP problem (Sack et al 1989) estimates the coefficient vector a k as:
⎡ ⎣ ⎤ ⎦ and the correlation matrix R for associated observations is defined as:
Accordingly, the mode shape is estimated as:
.
Procedure for minimum number of sensors. The optimization problem is defined to minimize the number of sensors and maximize information from the observed sensor locations. Considering that the mode shape estimation can be normalized, only two Kriging parameters are considered as design variables: order of the polynomial basis o p and the correlation parameter θ. MAC value between targeted (φ ) and estimated (φ ) mode shape vectors is used to evaluate the accuracy in modal coordinate estimation (Ewins 1984) . The MAC value for kth target mode is defined as:
k A selected sensor configuration estimates all target mode shapes accurately, for which the MAC threshold is defined and used to search the minimum MAC amongst target modes. The purpose of MAC threshold, set to 0.95 throughout this paper, is to provide a rigorous standard for evaluating accuracy in mode shape. The design variable, order of polynomial basis and the associated variables such as the number of sensors and their locations are discretized so that the closed form solution is limited for general implementations. For these reasons, the min-max problem is formulated as:
To solve the min-max optimization problem effectively, a searching range for θ and proper polynomial basis order are suggested in the following parametric study.
Parametric study for Kriging
Two parameters are involved for the Kriging model: (1) order of polynomial basis and (2) correlation parameter. The order of polynomial basis determines the type of Kriging, such that the zero order assumes an unknown constant for the mean of the process and is called ordinary Kriging. A positive order postulates a polynomial trend for the mean of the random process associated with geometric information, which is also known as universal Kriging (Isaaks and Srivastava 1989) . The correlation parameter determines the shape of a Gaussian function such that high correlation between error terms is estimated for the closely spaced sensor locations. Based on the selections of these two associated parameters, the mode shape estimation towards target mode is affected.
A 20 story frame structure is numerically simulated to investigate the effect of Kriging parameters. The mode shapes can be categorized as torsional and transverse lateral modes of which the first seven are depicted in figure 2. The vibration response can be measured from the two corners of each floor with three sensors and used to estimate these mode shapes. Assuming that the in-plane displacement is ignorable (rigid diaphragm) and the rotational deformation is small, the mode shapes are simply represented by a combination of modal coordinates at the centroid of each floor as shown in figure 3 . In order to observe structural modes, all displacements for each floor are required either at centroid = x x x X 1 2 3 ⎡ ⎣ ⎤ ⎦ or two corners = u u u U 1 2 3 ⎡ ⎣ ⎤ ⎦ which involves unidimensional and bidimensional spaces for Kriging, respectively. The modal ordinates in the U space can be transformed into the X space, for which the OSP quantifies the signal strength without unit consideration. The optimal sensor configurations are investigated for various orders and correlation parameters.
Effects of Kriging parameters
The feasible ranges of correlation parameter, which satisfies the MAC threshold with minimum number of sensor locations, are searched to investigate the effect of Kriging parameters. It is assumed that each floor corresponds to a single candidate sensor location with three sensors.
For example, the first seven modes are targeted in X space and a feasible range of correlation parameter is investigated to search for the optimal number of sensors. MV is used to quantify the signal strength at candidate locations. Figure 4 shows the error in MAC value (i.e., 1-MAC) changes versus correlation parameters in logarithmic scale for various numbers of sensors (three sensors for each floor). For a MAC threshold of 0.95, the minimum number of sensors is determined as nine and the feasible range is plotted. The figure shows that the proper selection of correlation parameter affects the performance of mode shape estimation significantly.
In order to effectively provide the Kriging parameters, further investigation is conducted for a varying number of target modes. Figure 5 illustrates the feasible ranges of the correlation parameter (plotted with bar graphs) when mode shapes are expressed in X and U spaces. A dot symbol used above the feasible correlation parameter range, indicates the optimal solution which maximizes MAC for each case. Regardless of space and basis order, the optimal correlation parameters are close for most cases. In this figure, the feasible ranges for quadratic basis in U space were not included since the result was not converging and the consistent range was not identified. The result shows that the correlation parameter has a robust relationship with the number of sensors (almost linear). The order of basis function increases the feasible ranges of correlation parameter for some cases but not significant to minimize the number of sensors. However, the increased range potentially improves the optimal sensor configuration for other structures when minimum MAC curve crosses the MAC threshold. In general, the higher orders of polynomial basis are ineffective to improve the performance of Kriging and a less than cubic order is recommended considering that the high order accompanies a heavier computational cost.
Suggested bounds for correlation parameter
The optimal solution (bullet points in figure 5 ) provides robust information for the upper and lower bounds for correlation parameter. For example, MV identifies three informative sensor locations at [5, 12, 20] floors with maximum In equation (16), L M is the largest distance amongst candidate sensor locations (scale factor); n s is the associated number of sensors. The suggested correlation parameter is applicable to interpolate mode shapes from other structural systems for the following reasons.
(1) OSP methods such as EI and MV quantify signal strength effectively to estimate the target mode shapes. Previous studies showed that the sensor locations are distributed with fairly uniform spacing for simply supported beam and bridge systems and demonstrated that these are almost the same as the exact solutions (Chang and Pakzad 2014b). Similar to the simply supported beam which is the model for many bridges, shear buildings have harmonic mode shapes, suggesting that similar values for the parameter is effective for certain building structures as well. Due to the precisely quantified signal strength at candidate locations, the amount of information from a chosen sensor configuration is maximized and the geometric condition affects less than the physical number of sensors. (2) Essentially the number of sensors is a key factor to quantify the amount of information. (3) Other parameters such as mode shapes dimension and modal amplitudes barely affect the performance of Kriging. (4) The effect of the scale can be ignored by introducing a scale factor (L M ). For the practical applications, the acceptable bounds have to be investigated for the selection of proper correlation parameters. Assuming that the upper and lower levels of correlation parameter have also linear relationship with the number of sensors and their coefficients are normally distributed, the sample mean and standard deviation can be used to determine the reasonable domain of correlation parameter for a specified confidence level. Equations (17) and (18) show the upper (θ ) u and lower (θ ) l bounds when the confidence level of 99.9% is applied. For the optimal selection of Kriging parameter, the correlation parameter is investigated within the upper and lower bounds. The effect of these bounds is discussed in the case studies.
Case study for FE model of BCC
The proposed framework is demonstrated by investigating the optimal sensor configuration for the FE model of BCC. The building occupants complained about the excessive vibration when an aerobics class takes place on the 16th floor. In addition, the displacement of the building was noticeable during the high wind episodes and affected the comfort level of the occupants. In order to provide informative measures of the current state of the structure, the building is studied and instrumented by wired and wireless sensors (Dorvash et al 2014) . An optimal sensor configuration is formulated here that guides the sensor placement.
Finite element model of BCC
The BCC is a16 story steel structure with four floors of parking space below the ground level, and is located in Reading, Pennsylvania. The finite element model of BCC is built in SAP2000 as shown in figure 6 . The building is mainly described as a lateral-force-resisting system which has two braced frames for each transverse direction, and masonry walls in the exteriors. Steel beams and girders are used to support concrete floors. The plan of each floor is consistent up to the 13th floor, and slender columns support the east side of upper floors.
Based on modal analysis of the FE model, 14 structural modes are identified. The first and second modes are lateral in west-east and north-south directions, respectively, and the third mode is torsional. The identified modal information for Figure 5 . Feasible ranges for various target modes and the required number of sensor locations (three sensors for each location) using mode shapes in X and U spaces. the 14 modes is processed through OSP methods using varying number of target modes. In reality, modeling error as well as measurement noise exist, but not considered in this paper since they are not part of the scope for an OSP framework.
Optimal sensor configuration Figure 7 illustrates the first seven mode shapes in 3D plot and corresponding modal ordinates at centroid of each floor. For this building, unlike to the numerically simulated shear model, there are modes that cannot be classified simply as lateral or torsional. For this reason, OSP methods consider mode shapes for all directions separately and the signal strength at each sensor location is normalized by the root of square sum. In general, the modal ordinates above 14th floor are relatively high due to the reduction of stiffness over the 13th floor.
Based on the framework, the optimal sensor configuration is investigated under varying number of target modes. Table 1 shows the number of sensors to satisfy the MAC criteria of 0.95 (the bold font indicates the optimal solution) when MV is used to quantify signal strength at candidate sensor locations (three sensors for each). Polynomials of up to cubic order are considered as the basis function. The higher than cubic orders are not investigated since they are over parameterized and the performance with respect to the number of sensors is negative. In general, the best performance is observed when the linear order is applied. A large sensor network is required only when the bases order is higher than linear, indicating that the higher order terms are redundant and result in negative accuracy to estimate target mode shapes.
Specific sensor configurations are investigated, which suggest the sensors should be concentrated in the top floors of the building. In many cases, the MV method identifies the informative locations from the top to the bottom, sequentially. Table 2 shows how the MV method identities the significant locations when four and seven modes are targeted, for which cases five and seven sensor locations need to be monitored (filled dots indicate that the sensor network satisfies MAC threshold of 0.95). It indicates that the sensor locations are concentrated in the top floors due to the high modal amplitudes. The increase of target modes results in signal strength increase at the middle of the building but it becomes the same when the number of sensor locations is more than ten floors. These are the same ten sensor locations identified as the most informative for quadratic and cubic orders of basis function. Consequently, the order of polynomial basis becomes important to create optimal sensor configuration.
In figure 8 , the feasible ranges of correlation parameter are investigated and plotted versus the number of target modes. The correlation parameter ranges which minimize the number of sensor are plotted with bar graphs for constant, linear, and quadratic orders of basis function. The suggested upper and lower bounds, which are functions of associated number of sensors, are plotted over the correlation parameter ranges. The number on top of each target mode is the optimal number of sensor locations for each case. The large sensor networks also affect the correlation parameter ranges. In the previous example, the harmonic mode shapes can be estimated with a certain number of sensors, which is equivalent to the number of inflection points in the highest mode plus one. However, the MAC estimation is insensitive to the variation of correlation parameter when the large sensor network is investigated, for which the upper bound for feasible ranges is not identified. In general, the suggested bounds are suitable to identify the minimum number of sensors. Although there are cases that locate the best condition outside of the suggested bounds, these are mostly not considered as an optimal solution. When the minimum number of sensors are used, the optimal solution is searched within the suggested bounds for correlation parameters except ten target modes.
Additionally, the performance of MV and EI is compared in terms of the minimum number of sensors (figure 9). Up to five target modes, the same configurations are observed, and the rest of the results depend on the target mode information.
Conclusion
In this paper, a parametric study for Kriging is conduced and several conclusions are reached.
(1) Kriging estimates the unknown values using the sum of linear regression model and error contribution. The order of polynomial basis has to be determined for the regression model and the Gaussian function to define the correlation of error terms that vary for correlation parameters. Usually these two parameters are combined with geometric information so that the mode shapes are estimated. (2) A torsional and two transverse modes are considered for flexible structures. The example of 20 story building model shows that the mode shapes at centroid and the outermost sensor locations of each floor result in the same optimal sensor configuration. Considering that the outermost locations are accessible for typical measurement conditions, the consistent OSP result is significant to interpret multiple types of dynamic modes. The signal strength at nodes, involved with multiple types of mode shape, is quantified using Euclidean norm of associated indices. (3) Due to the difficulty of obtaining the optimal condition for these parameters, the parametric study was performed to derive common trends. The modal parameters from 20 story building model are simulated and the effects of these parameters are investigated for various target modes. The feasible ranges, which minimize the number of sensors with satisfying MAC threshold, are investigated. (4) The high order of polynomial basis increases the feasible ranges for some cases. However, it potentially improves the performance of Kriging when more complex mode shapes are considered. The result shown in the example indicates that the linear order of basis function performs better in terms of the number of sensors. Considering that the order increase accompanies high computational cost, low order is generally recommended. (5) The optimal correlation parameter has an almost linear relationship with the number of associated sensors. Based on the regression analysis, upper and lower searching bounds are suggested and their performance is demonstrated by an example.
Although the Kriging shows promising performance in estimating the mode shapes from a set of sensor configuration, it needs further efforts for practical implementations.
(1) More practical studies are needed to verify the performance of the method. (2) The order of the basis function affects the optimal sensor configuration. For the multi-dimensional mode shapes, the linear order is the most effective. However, further investigation is required to demonstrate the relationship between the type of modes and the order of the basis.
