Bistable perception emerges when a stimulus under continuous view is perceived as the alternation of two mutually exclusive states. Such a stimulus provides a unique opportunity for understanding the neural basis of visual perception because it dissociates the perception from the visual input. In this paper we analyze the dynamic activity of local field potential (LFP), simultaneously collected from multiple channels in the middle temporal (MT) visual cortex of a macaque monkey, for decoding its bistable structure-from-motion (SFM) perception. Based on the observation that the discriminative information of neuronal population activity evolves and accumulates over time, we propose to select features from the integrated time-frequency representation of LFP using a relaxation (RELAX) algorithm and a sequential forward selection (SFS) algorithm with maximizing the Mahalanobis distance as the criterion function. The integrated-spectrogram based feature selection is much more robust and can achieve significantly better features than the instantaneous-spectrogram based feature selection. We exploit the support vector machines (SVM) classifier and the linear discriminant analysis (LDA) classifier based on the selected features to decode the reported perception on a single trial basis. Our results demonstrate the excellent performance of the integrated-spectrogram based feature selection and suggest that the features in the gamma frequency band (30-100 Hz) of LFP within specific temporal windows carry the most discriminative information for decoding bistable perception. The proposed integrated-spectrogram based feature selection approach may have potential for a myriad of applications involving multivariable time series such as brain-computer interfaces (BCI).
Introduction
Bistable perception refers to the phenomenon of spontaneously alternating percepts while viewing the same stimulus continuously. Such a bistable stimulus dissociates itself from the perception and thus provide a unique opportunity for the study of the neuronal correlates of perceptual reports [1] .
Investigations on the neural basis of 3 Author to whom any correspondence should be addressed.
perception have been conducted in humans using single-trial electroencephalography (EEG) analysis [2, 3] . Considerable efforts have also been made to link perception to neural activity in the middle temporal (MT) visual area of macaque monkeys using intracortical recordings [4] [5] [6] [7] [8] . The neural signal used in most monkey studies [4, 5, 8] was single-unit spiking activity, i.e., the activity of spiking neurons. Recently local field potentials (LFPs) have been used to predict these perceptual judgments as well [6, 7] . Compared with single-unit spiking activity, LFP has several different characteristics: (1) LFP is a continuous process while spiking activity is a point process; (2) LFP arises largely from dendritic activity of a large number of neurons while spiking activity arises mainly from the axon and soma [9] ; (3) LFP is dominated by the synaptic inputs to a larger cortical area as well as local processing while spiking activity represents the output of a small number of neurons in a brain area [9] ; (4) LFPs appear to be more correlated with the fMRI BOLD signal that spikes [10] ; (5) LFP is easier to record, and maintains a steadier flow of information over time, thus has the potential of practical use for the development of reliable brain-machine interfaces; and finally, much evidence [11] [12] [13] [14] has shown that the temporal structure of LFP is modulated by various cognitive processes and may therefore reflect neural processing at a population level, suggesting that LFP provides additional information to spiking activity. As such, the investigation of correlations between perceptual reports and LFP during physically identical but perceptually different conditions may shed new lights on the mechanism of neural information processing and the neural basis of visual perception.
Given the nonstationary nature of a typical single-trial LFP time series, it is generally preferred to convert the LFP time series into a time-frequency representation to reveal the temporal structure of LFP. For example, the short-time Fourier transform (STFT) provides a means of joint timefrequency analysis by applying moving windows to the signal and Fourier transforming the signal within each window [15] . The resulting spectrogram represents timevarying correlated LFP fluctuations at each frequency bin and is important to understand the dynamics of the brain oscillations underlying cognitive and perceptual processes. On the other hand, the perceptual decision is known to be formed gradually as the perceptual evidence accumulates over time [16] [17] [18] [19] [20] . This allows discriminative information from pools of neurons to aggregate over time to guide behavior. Therefore, it seems natural and biologically plausible to use the neuronal population activity accrued over time as features to distinguish different percepts. An integrated spectrogram, which integrates the instantaneous spectrogram starting from the stimulus onset to each time instant of interest for each frequency bin, can be used to characterize the temporally accumulated neuronal activity. Consequently, the feature set of the integrated spectrograms from multiple channels is of high dimensionality. However, the number of instances for each feature is often small. This can lead to the so-called curse of dimensionality problem [21] . In addition, there may be many irrelevant features that seldom show the correlation between brain activity and perception and hence give very little discriminative information, as well as redundant features that give no additional information to other features since LFPs collected by nearby electrodes are highly correlated.
How to leverage the high-dimensional feature set consisting of spatial, temporal and spectral aspects of data is a challenging task. To eliminate irrelevant and redundant features, feature selection can be used to select a discriminating subset of features from the high-dimensional feature set [22, 23] . Because of its ability to obtain more accurate classification and faster computation, feature selection has been widely used in diverse fields ranging from bioinformatics, statistics, pattern recognition, machine learning, data mining, text processing, web applications, speech processing to computer security [24] [25] [26] [27] [28] [29] . Feature selection algorithms are commonly divided into three categories: wrappers, filters and hybrid-based methods [29] . The wrapper-based approaches use the performance of a predetermined classifier to evaluate the feature subset [30] . The filter-based approaches do not require any classifier but use independent measures to evaluate a subset of features [23, 31] . The hybrid-based approaches use both independent measures and classifiers for feature subset evaluation [32, 33] . Compared with wrapper-based and hybrid-based methods, the filter-based approaches have the advantage of being not only computationally efficient but also able to yield classifier-independent feature subsets. The computational efficiency of the filter-based feature selection is due to the fact that it does not require the time-consuming cross-validation process for feature selection [29, 31] . Hence, we choose the filter-based feature selection in this paper.
The focus of this paper is to decode a bistable structure-from-motion (SFM) percept with integrated timefrequency representation of single-trial local field potential, simultaneously collected from multiple channels in the MT visual area of a macaque monkey. Based on the observation that the discriminative information of neuronal population activity evolves and accumulates over time, we propose to select features from the integrated time-frequency representation of LFP using a relaxation (RELAX) algorithm and a sequential forward selection (SFS) algorithm with maximizing the Mahalanobis distance as the criterion function. The Mahalanobis distance has the following advantages: it not only makes use of the data correlation and is scale-invariant, but also has a desirable property in terms of the Bayes error rate under Gaussian conditional densities. The integratedspectrogram based feature selection is much more robust and can achieve significantly better features than the instantaneousspectrogram based feature selection. We exploit the support vector machines (SVM) classifier and the linear discriminant analysis (LDA) classifier based on the selected features via RELAX to decode the reported perception on a single trial basis. Our results demonstrate the excellent performance of the integrated-spectrogram based feature selection and suggest that the features in the gamma frequency band (30-100 Hz) of LFP within specific temporal windows carry the most discriminative information for decoding bistable perception.
The rest of this paper is organized as follows. In section 2 we first present the experimental paradigm, and then introduce the RELAX feature selection and the SVM classifier. In section 3, we explore the integrated-spectrogram based feature selection for decoding the bistable SFM perception. In section 4 we present the discussions on the new findings in this paper, different criterion functions for filter-based feature selection, the importance of using bistable stimuli, the data analysis and interpretation with simultaneous multi-channel recordings, the choice for the number of features and the comparison of causal and leaky integration. Finally, section 5 contains the conclusions.
Materials and methods

Subjects and neurophysiological recordings
Electrophysiological recordings were performed in a healthy adult male rhesus monkey. After behavioral training was complete, an occipital recording chamber was implanted and a craniotomy was made. Intracortical recordings were conducted with a multi-electrode array while the monkey was viewing structure-from-motion (SFM) stimuli [34] , which consisted of an orthographic projection of a transparent sphere that was covered with randomly distributed dots on its entire surface. Structure-from-motion is the perception of threedimensional shape from motion cues. The dots on the front and back surfaces move in opposite directions giving rise to the striking percept of a three-dimensional sphere spinning in one of two possible directions: clockwise or counterclockwise.
Trials initiated with a short period of fixation (300-500 ms), followed by the presentation of the SFM stimulus for 2000-3000 ms with an average inter-stimulus interval of 2000 ms. The stimulus rotated for the entire period of presentation, giving the appearance of a three-dimensional structure.
The monkey was well trained and required to indicate the choice of rotation direction (clockwise or counterclockwise) by pushing one of two levers. The stimuli in the task were randomly intermixed with both disparity-biased trials and ambiguous (bistable) trials. Correct responses for disparity-defined stimuli were acknowledged with application of a fluid reward. In the case of fully ambiguous (bistable) stimuli, where the stimuli can be perceived in one of two possible ways, the monkey was rewarded by chance. Only trials corresponding to bistable stimuli are analyzed in this paper.
The recording site was the middle temporal (MT) area of the monkey's visual cortex, which is commonly associated with visual motion processing. Multi-electrode multi-unit and LFP recordings (nine electrodes) were collected in MT. Only LFP was used in this study to demonstrate the proposed integrated-spectrogram based feature selection method. LFP was sampled at 200 Hz.
Feature selection
In this paper we choose the filter-based feature selection method due to its computational efficiency and generalization (classifier-independence). We employ a relaxation based approach with maximizing the Mahalanobis distance as the criterion function for feature selection and discuss a redundancy reduction preprocessing technique that not only reduces the feature redundancy but also significantly reduces the computational load for subsequent feature selection.
2.2.1.
Criterion function.
In [35] we consider a relaxation (RELAX) based algorithm for feature selection with maximizing the difference between relevance and redundancy as the criterion function, while in this paper we use RELAX with a different criterion function namely maximizing the Mahalanobis distance to measure the goodness of a feature subset:
where μ 1 and μ 2 denote the mean vectors for two classes and represents the common covariance matrix. The Mahalanobis distance is superior to the Euclidean distance in that the Mahalanobis distance not only takes into account the correlations of the data, but it is also independent of the scale of measurements. In addition, it is known that the Bayes error rate decreases as the Mahalanobis distance increases under Gaussian conditional densities [21] . Hence it is natural to use maximizing the Mahalanobis distance as the criterion function for feature selection.
Relaxation based feature selection.
Exhaustive search can be used to search for the optimal feature set, but it is computationally prohibitive for most applications. In this paper we consider more practical suboptimal sequential methods for feature selection. The sequential search can be done by forward selection or backward elimination [27] . In forward selection features are progressively added into the selected feature subset, while in backward elimination features are progressively eliminated from the original feature set. A popular and commonly used method for selecting features from a high-dimensional feature set is sequential forward selection (SFS), which chooses the features incrementally by adding one feature at each step. Assume the number of features to be selected is J .
The SFS feature selection algorithm
Step 1. Assume K = 1. Choose the feature that has highest relevance among all features in the feature subset. Since only one feature is chosen, no redundancy can be computed.
Step 2. Assume K = 2. Choose the feature from the remainder of the feature pool so that its combination with Feature 1 yields the maximum criterion function.
Step 3. Assume K = 3. Choose the feature from the remainder of the feature pool so that its combination with Features 1-2 yields the maximum criterion function.
Remaining steps: Continue similarly until K is equal to J .
However, SFS allows no way to change the previously selected features in the latter steps. We present in this paper a relaxation (RELAX) based feature selection algorithm that offers the flexibility of both adding new features and correcting already selected features. The RELAX feature selection algorithm consists of the following steps:
The RELAX feature selection algorithm
Step 1. Assume K = 1. Choose the feature with the highest relevance among all features in the feature subset. Since only one feature is chosen, no redundancy can be computed.
Save the maximum criterion function. Take the feature out from the feature pool and name it as Feature 2. Next, we do the following K substeps. Choose the feature from the remainder of the feature pool so that its combination with Feature 2 yields the maximum criterion function. If the new maximum criterion function is higher than the saved maximum criterion function, update the maximum criterion function and swap Feature 1 and the newly selected feature. Choose the feature from the remainder of the feature pool so that its combination with Feature 1 yields the maximum criterion function. If the new maximum criterion function is higher than the updated maximum criterion function, update the maximum criterion function and swap Feature 2 and the newly selected feature. Then iterate the previous K substeps until the criterion function stops increasing.
Step 3. Assume K = 3. Choose the feature from the remainder of the feature pool so that its combination with Features 1-2 yields the maximum criterion function. Save the maximum criterion function. Take the feature out from the feature pool and name it as Feature 3. Next, we do the following K substeps. Choose the feature from the remainder of the feature pool so that its combination with Features 2-3 yields the maximum criterion function. If the new maximum criterion function is higher than the saved maximum criterion function, update the maximum criterion function and swap Feature 1 and the newly selected feature. Choose the feature from the remainder of the feature pool so that its combination with Features 1-3 yields the maximum criterion function. If the new maximum criterion function is higher than the updated maximum criterion function, update the maximum criterion function and swap Feature 2 and the newly selected feature. Choose the feature from the remainder of the feature pool so that its combination with Features 1-2 yields the maximum criterion function. If the new maximum criterion function is higher than the updated maximum criterion function, update the maximum criterion function and swap Feature 3 and the newly selected feature. Then iterate the previous K substeps until the criterion function stops increasing.
We can use a redundancy reduction preprocessing (RRP) technique to eliminate some redundant features before applying RELAX based on the observation that the features corresponding to the same frequency bin are generally correlated with each other. In other words, there are many redundant features at each frequency bin that do not provide additional information. Hence, we can choose representative features for all frequency bins, i.e., features whose instances are most correlated with the class labels. As such, we obtain a reduced feature set for subsequent RELAX feature selection. Since RRP greatly reduce the redundancy and the size of the feature set to be searched, it becomes invulnerable to the curse of dimensionality problem. Note that the features for different frequency bins in the reduced feature set may be derived from distinct channels and temporal integration windows and hence the reduced feature set still contains diverse information for feature selection. RRP can be done rather quickly even for a high-dimensional feature set. In addition, the reduced feature set obtained via RRP generally has a much smaller number of features than the original feature set and hence leads to significant reduction in computational cost for subsequent RELAX feature selection.
Support vector machines classifier
Support vector machines (SVM) is a popular classifier that distinguishes different classes of data by minimizing the empirical classification error and maximizing the margin [36, 37] . Since SVM is robust to outliers and has a good generalization capability, it has been used in a wide range of applications [38] .
Assume that x i , i = 1, . . . , I are the I training feature vectors for decoding and the class labels are y i ∈ {−1, +1}, then SVM solves the following optimization problem:
where w is the weight vector, C > 0 is the penalty (or regularization) parameter of the error term chosen by crossvalidation, ξ i is the slack variable and b is the bias term. It turns out that the margin of the two classes is inversely proportional to w 2 . Therefore, the first term in the objective function of SVM is used to maximize the margin. The second term in the objective function is the regularization term that allows for training errors for the inseparable case.
The Lagrange multiplier method can be used to find the optimal solution for w and b. Assume that t is the testing feature vector. Testing is done as follows. If w t + b 0, the label of t is classified as +1, otherwise the label is classified as −1. SVM can also be used as a kernel-based method when the feature vectors are mapped into a higher dimensional space [36, 38] .
Experimental results
In this section, we provide experimental examples to demonstrate the performances of the proposed feature selection approaches for predicting perceptual decisions from the neuronal data. A total of 96 trials and 9 channels of LFP are used in this study. The time window used is from stimulus onset to 2 s after that. For each trial, the Gabor transform (STFT with a Gaussian window) and the multitaper method [39] [40] [41] are used to obtain the instantaneous timefrequency representation (spectrogram) of the data. The multitaper method involves the use of multiple data windows for spectral estimation. The optimal family of windows are the Slepian functions or discrete prolate spheroidal sequences, which form a set of orthogonal functions [42] . We choose the bandwidth equal to 2 and use the first two Slepian sequences as tapers. To obtain the spectrogram for each trial, spectral analysis is performed on a 500 ms long overlapping sliding analysis window. In each window, the power spectrum was estimated with 50 frequency bins. An integrated spectrogram can be constructed to characterize the temporally accumulated dynamic activity as the ratio of the cumulative sum of the instantaneous spectrogram for each frequency bin starting from the stimulus onset until each time instant of interest to the length of the temporal epoch. This yields a huge feature set of 180 000 features in the integrated spectrograms of nine channels (9 channels × 400 time points × 50 frequency bins). We use the redundancy reduction preprocessing technique to select the most discriminative feature for each frequency bin and reduce the feature set to 50 features. We then apply RELAX to select features from the reduced feature set.
We employ the linear SVM classifier from the LIBSVM package and linearly scale each feature to the range of [0, 1] [43] . The regularization parameter in SVM is chosen by crossvalidation [43] . After feature selection, we employ five-fold cross-validation based on the selected features of the training data using a number of regularization parameters and choose the regularization parameter with the best cross-validation performance. In addition, we use linear discriminant analysis (LDA) as a comparison. LDA is a widely used classifier that provides a linear projection of the data into a low-dimensional subspace with the objective of maximizing the between-class variance and minimizing the within-class variances [21] . We use decoding accuracy as the performance measure, calculated via leave-one-out cross-validation (LOOCV). In particular, for a data set with N trials, we choose N − 1 trials for feature selection and training and use the remaining 1 trial for testing. This is repeated for N times with each trial used for testing once. The decoding accuracy is obtained as the ratio of the number of correctly decoded trials over N. Note that the fivefold cross-validation for choosing the regularization parameter for SVM is done on the N −1 training trials. The regularization parameter trades off two things: maximizing margin and minimizing training errors. It should be selected based on the data using cross-validation. On the other hand, a dataindependent choice of the regularization parameter would not achieve good tradeoff between margin and errors and hence leads to lower decoding accuracy. Figures 1(a) and (c) show the ensemble average of the instantaneous Gabor transform based time-frequency representation in a logarithmic scale for the trials of LFP with clockwise and counterclockwise perceptual reports, respectively, from a single channel. Figure 1(e) shows whether the p-value of t-test between the clockwise and counterclockwise conditions for the instantaneous timefrequency representation of LFP from the channel is less than 0.005. Figures 1(b) , (d) and (f) are the same as figures 1(a), (c) and (e), respectively, except that the integrated Gabor transform based time-frequency representation of LFP is used in the former. Note from figures 1(e) and (f) that the discriminative components in the instantaneous timefrequency representation are irregularly distributed in time and frequency with no clear pattern, while the discriminative components in the integrated time-frequency representation are well localized starting at about 500 ms after stimulus onset in the high gamma band (50-70 Hz). If the single feature in the spectrogram with the smallest p-value is selected as the feature for each LOOCV, we obtain the SVM decoding accuracy of the single channel as 0.61 and 0.72 for the instantaneous-spectrogram and integrated-spectrogram based feature selection, respectively. Similarly, we can calculate the decoding accuracy for each of the other eight channels. The mean SVM decoding accuracy over the nine channels is 0.57 and 0.66 for the instantaneous-spectrogram for the integrated-spectrogram based feature selection, respectively. Therefore, the integrated time-frequency representation of LFP can yield better features than the instantaneous timefrequency representation of LFP if one feature is selected in each LOOCV.
Next, we compare the decoding accuracy obtained by the RELAX feature selection based on the instantaneous and integrated Gabor transform based time-frequency representation when more than one feature is selected in each LOOCV. Figure 2 shows the mean SVM decoding accuracy, standard error of SVM decoding accuracy and best SVM decoding accuracy based on the RELAX feature selection from the single-channel instantaneous and integrated timefrequency representation of each of the nine channels with the feature number ranging from 2 to 6. Here the best decoding accuracy is defined as the best of the decoding accuracies computed based on the selected features from each of the nine channels. As the feature number varies, the best decoding accuracy is found to derive from different channels. Note that the mean decoding accuracy is much lower than the corresponding best decoding accuracy, probably due to the distinct neuronal activity measured by channels at different locations and depths. It is also remarkable that the decoding accuracy as high as 0.82 can be obtained based on the feature selection from the integrated spectrogram of only one channel. Selecting features from multiple channels has the potential for even higher decoding accuracy since it may exploit the complementary information from a larger neuronal population. Table 1 shows the SVM decoding accuracy based on the RELAX and SFS feature selection from the multichannel instantaneous and integrated Gabor transform based time-frequency representation of the nine channels with the feature number ranging from 2 to 6. Table 2 is the same as table 1 except that the LDA decoding accuracy is shown. Tables 3 and 4 are the same as tables 1 and 2, respectively, except that feature selection is done on the multitaper based time-frequency representation. It is clear from tables 1-4 that the integrated-spectrogram based feature selection is much more robust and can achieve significantly more discriminative features than the instantaneous-spectrogram based feature selection for bistable perception. In fact, we find that the decoding accuracy obtained via the integrated-spectrogram based feature selection is significantly higher than that obtained via the instantaneous-spectrogram based feature selection (p < 0.
01, t-test).
Among all the features selected so far, the RELAX feature selection of four features from the multi-channel Gabor transform based integrated spectrograms stands out with the best decoding accuracy of 0.86 and hence merits special attention. In order to have a closer look at which features are selected in this case, we plotted the histogram of the selected frequency features and the histogram of the selected Figure 2 . Comparison of the mean decoding accuracy, standard error of decoding accuracy, and best decoding accuracy based on the RELAX feature selection from the single-channel instantaneous and integrated Gabor transform based time-frequency representation of each of the nine channels with the feature number ranging from 2 to 6. Here the best decoding accuracy is defined as the best of the decoding accuracies computed based on the selected features from each of the nine channels. Note that the mean decoding accuracy is much lower than the corresponding best decoding accuracy, probably due to the distinct neuronal activity measured by channels at different locations and depths. It is also remarkable that the decoding accuracy as high as 0.82 can be obtained based on the feature selection from the integrated spectrogram of only one channel. Table 1 . Comparison of the SVM decoding accuracy based on the RELAX and SFS feature selection from the multi-channel instantaneous and integrated Gabor transform based time-frequency representation of the nine channels with the feature number ranging from 2 to 6. 
Discussions
In this paper we focus on investigating the dynamic activity of the local field potential simultaneously collected from multiple channels for decoding its perception of bistable structurefrom-motion. Based on the observation that the discriminative information of neuronal population activity evolves and accumulates over time, we propose to select features from the integrated-spectrograms instead of the instantaneousspectrograms. We find that the integrated-spectrogram based feature selection yields significantly better features than the instantaneous-spectrogram based feature selection. The reason probably lies in that the integrated-spectrogram based features have much better generalization ability and robustness than the instantaneous-spectrogram based features. Furthermore, by identifying the selected frequency features and accumulation time features selected from the integrated spectrograms of the nine channels, we discover that the gamma frequency band (30-100 Hz) features within specific temporal windows carry the most discriminative information for bistable perception. The use of bistable stimuli is a major strength of the study since it allows dissociation between stimuli and perception and thus provides a unique opportunity for studying the neural correlate of perception. Take as an example structure-frommotion (SFM) stimulus, the very same stimulus produces two different perceptions: clockwise versus counterclockwise rotation; this dissociation makes the SFM ideal for studying neural underpinnings related to the percepts rather than to the stimulus.
The availability of simultaneous multi-channel recordings provides both opportunities and challenges for data analysis and interpretation. On one hand, different channels of LFP may reflect different aspects of brain activity correlated with the percept and it is of interest to combine the LFP signals from various channels to exploit the different but complementary information embedded in the data simultaneously recorded from multiple channels. On the other hand, LFP signals from multiple channels may contain irrelevant and redundant information since LFPs collected by nearby electrodes are highly correlated. Selecting features from multiple channels has the potential for high decoding accuracy since it may exploit the complementary information from a larger neuronal population. For example, we achieve a decoding accuracy of 0.86 based on the selected features from the integrated spectrograms of the nine channels. In this paper we also study the feature selection from the integrated-spectrogram of LFP at each channel. We find that there is a large variance in the decoding accuracies obtained from difference channels, which is probably due to the distinct neuronal activity measured by channels at different locations and depths. In addition, as the feature number varies, the best decoding accuracy is found to derive from different channels. Remarkably, the decoding accuracy as high as 0.82 is obtained based on the selected features from the integrated spectrogram of LFP at only one channel. The excellent decoding performances obtained based on only a few selected features from a single channel or several channels suggest that it may not always be necessary to use a multi-electrode array with a large number of elements for neurophysiological recordings when it comes to decoding population activity.
In the filter-based feature selection, different criteria can be used to evaluate the goodness of a feature subset including information measures, dependence measures, distance measures and consistency measures [29] . RELAX is a general feature selection algorithm and can incorporate all four criteria. In [35] , we used a dependence measure as the difference between the relevance and redundancy to strike a balance between them. In the current paper we choose instead a distance measure called the Mahalanobis distance, which makes use of the data correlation and is scale-invariant and related to the Bayes error rate under Gaussian conditional densities. Figure 5 compares the SVM decoding accuracy obtained by the RELAX feature selection using two different criterion functions: maximizing the Mahalanobis distance versus maximizing the difference between the relevance and redundancy, from the multi-channel integrated Gabor transform based time-frequency representation of the nine channels with the feature number ranging from 2 to 10. It can be seen that maximizing the Mahalanobis distance generally yields better features than maximizing the difference between the relevance and redundancy with the former having the average and highest decoding accuracy of 0.77 and 0.86, respectively, and the latter having the average and highest decoding accuracy of 0.74 and 0.81, respectively, when the number of selected features ranges from 2 to 10.
In practice choosing the number of features to select is often determined by trials and errors if no assumptions of the data distributions are used [28] . There are both pros and cons to increasing the number of features to select. On one hand, increasing the number of features may improve decoding performance if the newly selected features offer sufficient complementary discriminative information. On the other hand, increasing the number of features may also degrade decoding performance if the newly selected features possess too much redundant information. Another drawback of increasing the number of features is the additional computation required to select extra features. In this paper we present the decoding results when up to 6 or 10 features are selected. We find that the decoding accuracy does not improve when more features are selected from our data.
To accrue information across time, in this paper we focus on the causal integration, where at a certain time after stimulus onset, the past observations are weighted equally. It is also possible to use the leaky integration, which can be defined in a recursive way as x(t) = ρx(t −1)+y(t), 0 < ρ < 1. Different from the causal integration, the leaky integration assigns more weight to recent observations and less weight to observations further in the past. In fact, it can be readily shown that the weights in the leaky integration are exponentially decreasing as the observations get older. On the other hand, the leaky integration becomes close to the causal integration as ρ goes toward 1. Therefore, it is expected that for a sufficiently large ρ, the performances based on the leaky integration will be similar to those based on the causal integration.
Conclusions
In this paper we have analyzed the dynamic activity of local field potential (LFP) for decoding the bistable structurefrom-motion (SFM) perception. Based on the observation that the discriminative information of neuronal population activity evolves and accumulates over time, we have shown how to select features from the integrated time-frequency representation of LFP via a relaxation (RELAX) algorithm and a sequential forward selection (SFS) algorithm with maximizing the Mahalanobis distance as the criterion function, without prior knowledge of the discriminative frequency bins, accumulation time and channels. We have exploited the support vector machines (SVM) classifier and the linear discriminant analysis (LDA) classifier based on the selected features to decode the bistable perception on a single trial basis. We have applied the feature selection approach to the multi-channel intracortical LFP data collected from the middle temporal (MT) visual area in a macaque monkey performing a SFM task. Experimental results have shown the excellent performance of the integrated-spectrogram based feature selection. Using these techniques, we have demonstrated that the features in the gamma frequency band (30-100 Hz) features within specific temporal windows carry the most discriminative information for bistable perception. The excellent decoding performances obtained based on only a few selected features suggest that it may not always be necessary to use a multi-electrode array with a large number of elements for neurophysiological recordings when it comes to decoding population activity. The proposed integrated-spectrogram based feature selection approach may have potential for many applications involving multivariable time series such as braincomputer interfaces (BCI).
