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A WEIGHTED CELLULAR MATRIX-TREE THEOREM, WITH
APPLICATIONS TO COMPLETE COLORFUL AND CUBICAL
COMPLEXES
GHODRATOLLAH AALIPOUR, ART M. DUVAL, WOONG KOOK, KANG-JU LEE,
AND JEREMY L. MARTIN
Abstract. We present a version of the weighted cellular matrix-tree theorem
that is suitable for calculating explicit generating functions for spanning trees
of highly structured families of simplicial and cell complexes. We apply the re-
sult to give weighted generalizations of the tree enumeration formulas of Adin
for complete colorful complexes, and of Duval, Klivans and Martin for skeleta
of hypercubes. We investigate the latter further via a logarithmic generat-
ing function for weighted tree enumeration, and derive another tree-counting
formula using the unsigned Euler characteristics of skeleta of a hypercube.
1. Introduction
The matrix-tree theorem, first discovered by Kirchhoff in 1845, expresses the
number of spanning trees of a (finite, undirected) graph in terms of the spectrum
of its Laplacian matrix. It can be used to derive closed formulas for the spanning
tree counts of numerous families of graphs such as complete, complete bipartite,
complete multipartite, hypercube and threshold graphs; see, e.g., [Sta99, §5.6] and
[Moo70, Chapter 5]. The matrix-tree theorem has a natural weighted analogue
that expresses the generating function for spanning trees in terms of the spectrum
of a weighted Laplacian matrix. For certain graphs with tight internal structure,
the associated tree generating functions for statistics such as degree sequence have
explicit factorizations which can be found by examination of the weighted Laplacian
spectra.
Central to the matrix-tree theorem is the characterization of a spanning tree of
a graph as a set of edges corresponding to a column basis of its incidence matrix.
This observation holds true in the more general context of finite simplicial and CW
complexes, an idea introduced by Bolker [Bol76] and Kalai [Kal83] and recently
studied by many authors; see [DKM16] for a survey. The matrix-tree theorem and
its weighted versions extend to this broader context, raising the question of finding
explicit formulas for generating functions for spanning trees in highly structured
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CW complexes. Specifically, for a CW complex ∆ of dimension ≥ k, let {Xσ} be
a set of commuting indeterminates corresponding to the cells σ ∈ ∆, let Tk(∆)
denote its set of k-dimensional spanning trees, and let H˜ denote reduced cellular
homology. The higher-dimensional analogue of the (unweighted) tree count is
τk(∆) =
∑
Υ∈Tk(∆)
|H˜k−1(Υ;Z)|2
and the corresponding generating function (the weighted tree count) is
τˆk(∆) =
∑
Υ∈Tk(∆)
|H˜k−1(Υ;Z)|2
∏
σ∈Υk
Xσ;
the homology-squared summands in each case arise from the proof of the matrix-
tree theorem [Kal83, DKM09], and each summand simply equals 1 when k = 1.
The indeterminates Xσ may be further specialized. Kalai [Kal83] calculated τk
and τˆk for skeleta of simplices (see (2) and (4) below), respectively generalizing
Cayley’s formula nn−2 for the graph case (k = 1) and the degree-sequence generat-
ing function that can be obtained from the well-known Pru¨fer code. Subsequently,
Duval, Klivans and Martin [DKM09] gave weighted tree counts for shifted simpli-
cial complexes (which generalize threshold graphs), by refining Duval and Reiner’s
formula for their Laplacian eigenvalues [DR02]. Unweighted tree counts for the
families of complete colorful complexes (which generalize complete bipartite and
multipartite graphs) were found by Adin [Adi92] (see equation (3) below) and and
for hypercubes by Duval, Klivans and Martin [DKM11]. One goal of this article is
to calculate weighted tree counts for these complexes.
Our main technical tool is the following weighted version of the matrix-tree
theorem. Let ∆ be a d-dimensional cell complex such that H˜i(∆;Q) = 0 for all
i < d. Let ∂k be the cellular boundary map from k-chains to (k− 1)-chains (or the
matrix representing it) and let ∂∗k be the corresponding coboundary map. Also, let
Di be the diagonal matrix with entries X
1/2
σ , as σ ranges over the i-dimensional
cells of ∆. The weighted boundary and weighted coboundary matrices are
∂ˆk = D
−1
k−1∂kDk, ∂ˆ
∗
k = Dk∂
∗
kD
−1
k−1,
and the (up-down) weighted Laplacian is Lˆudk−1 = ∂ˆk∂ˆ
∗
k (so indexed because it acts
on the space of (k− 1)-chains). Finally, define pˆik(∆) to be the product of nonzero
eigenvalues of Lˆudk−1.
Theorem 1.1. With the foregoing assumptions, for all 0 ≤ k ≤ d we have
pˆik(∆) =
τˆk(∆) τˆk−1(∆)
|H˜k−2(∆)|2 X(k−1)
for every k, where
X(k−1) =
∏
σ∈∆k−1
Xσ.
This formula is a slight generalization of [MMRW15, Theorem 5.3] (in which it
was assumed that H˜i(∆;Z) = 0 for all i < d) and was obtained independently by the
first two authors. An analogous weighted formula, in which the weighted boundary
maps were defined as ∂kDk, was stated in [DKM11, Theorem 2.12], but the present
version has two key advantages. First, it is easy to check that ∂ˆk∂ˆk+1 = 0 (i.e., the
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maps ∂ˆk form a chain complex), which leads directly to a useful identity on spectra
of weighted Laplacians (see Section 4 below). Second, Theorem 1.1 lends itself well
to inductive calculations of weighted tree counts for an entire family of complexes.
(The formula of [DKM11] expresses pˆik in terms of a mix of weighted and unweighted
tree counts, which is less convenient to work with.) Comparable weighted cellular
matrix-tree theorems (in which the weights carry physical interpretations) appear
in [CCK15, Theorem C], [CCK17, Theorem C]. We prove Theorem 1.1 in Section 3.
Section 4 is concerned with complete colorful complexes, which we describe
briefly. For positive integers n1, . . . , nr and a family of pairwise disjoint vertex
sets (“color classes”) V1, . . . , Vr with |Vi| = ni, the complete colorful complex
∆ = ∆n1,...,nr is the simplicial complex on V = V1 ∪ · · · ∪ Vr consisting of all faces
with no more than one vertex of each color. For example, ∆n1,n2 is just a complete
bipartite graph. Complete colorful complexes were studied by Adin [Adi92], who
calculated the numbers τk(∆) for all k ≤ r−1. Here we apply Theorem 1.1 to prove
a weighted version of Adin’s formula. Set XF =
∏
v∈F Xv for every face F , so that
for a pure subcomplex Υ ⊆ ∆ of dimension k, we have ∏F∈Υk XF = ∏vXdegΥ(v)v ,
where degΥ(v) is the number of k-faces of Υ that contain v. Then τˆk(∆) becomes
the degree-weighted tree count, that is, the generating function for spanning trees
of ∆ by their vertex-facet degree sequence.
Theorem 1.2. The degree-weighted tree count for ∆ = ∆n1,...,nr is
τˆk(∆) :=
∑
Υ∈Tk(∆)
|H˜k−1(Υ;Z)|2
∏
v∈V
XdegΥ(v)v
=
(
r∏
q=1
P
Ek,q
q
) ∏
J⊆[r]
|J|≤k
 ∑
q∈[r]\J
Sq
(
r−2−|J|
k−|J| )
∏
t∈J (nt−1)
where
Sq =
∑
v∈Vq
Xv, Pq =
∏
v∈Vq
Xv, Ek,q =
∑
J⊆[r]\{q}:
|J|≤k−1
(−1)k−1−|J|
∏
t∈J
nt.
This formula generalizes Adin’s unweighted count (which can be obtained by set-
ting Xv = 1 for all v ∈ V ), as well as known formulas for weighted and unweighted
spanning tree counts for complete multipartite graphs (the case k = 1).
Sections 5 and 6 are concerned with the hypercube Qn = [0, 1]
n ⊂ Rn, which
has a natural CW structure with 3n cells of the form σ = (σ1, . . . , σn) with σi ∈
{[0, 1], 0, 1}. Let q1, . . . , qn, y1, . . . , yn, z1, . . . , zn be commuting indeterminates, and
assign to each face σ ∈ Qn the monomial weight
Xσ =
 ∏
i: σi=[0,1]
qi
( ∏
i: σi=0
yi
)( ∏
i: σi=1
zi
)
.
In Section 5, we apply Theorem 1.1 to prove the following weighted enumeration
formula for spanning trees of hypercubes, which appeared as [DKM11, Conjec-
ture 4.3].
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Theorem 1.3. Let n ≥ k ≥ 0 be integers. Then the k-th weighted tree count of Qn
is
τˆk(Qn) :=
∑
Υ∈Tk(Qn)
|H˜k−1(Υ;Z)|2
∏
σ∈Υk
Xσ
= (q1 · · · qn)
∑n−1
i=k−1 (
n−1
i )(
i−1
k−2)
∏
S⊆[n]
|S|>k
∑
i∈S
qi(yi + zi)
∏
j∈S\i
yjzj
(
|S|−2
k−1 )
.
Setting k = 1 recovers the weighted tree count for hypercube graphs found by
Martin and Reiner [MR03, Theorem 3]; see also Remmel and Williamson [RW02].
In general, any family of cell complexes with a strong recursive structure ought to
be a good candidate for application of Theorem 1.1. Examples include the shifted
cubical complexes described in [DKM11, §5] and joins of k-skeleta of simplices
(which generalize complete colorful complexes, the case k = 0).
Section 6 is concerned with a logarithmic approach to weighted enumeration of
trees in a hypercube Qn, focusing on the multiplicities of the weights. Logarithmic
generating functions for unweighted tree counts of an acyclic cell complex were
given in [KK14, Theorem 8], and for weighted tree counts of a Z-APC simplicial
complex (defined in Section 2) in [KL15, Theorem 5]. This gives a different formula
for τˆk(Qn), in terms of the reduced Euler characteristics of skeleta of Qn−1. This
formula can be reduced to Theorem 1.3 together with several identities. Let |χ˜(K)|
denote the unsigned reduced Euler characteristic for a cell complex K. Let q[n] =
q1 · · · qn, and define y[n] and z[n] similarly.
Theorem 1.4. For k ∈ [n], the k-th weighted tree count of Qn is
τˆk(Qn) =
(
q[n]
)|χ˜(Q(k−2)n−1 )|(y[n]z[n])|χ˜(Q(k−1)n−1 )| ∏
S⊆[n]
|S|>k
uS
(|S|−2k−1 )
where uS =
∑
i∈S qi
(
y−1i + z
−1
i
)
. Moreover, τˆ0(Qn) =
∏
i∈[n] (yi + zi).
The authors thank Vic Reiner for helpful conversations, and an anonymous ref-
eree for a careful reading of the manuscript.
2. Preliminaries
For an integer n, the symbol [n] denotes the set {1, . . . , n}. The notation
{{x1 : m1; . . . ; xn : mn}} denotes the multiset in which each element xi appears
with multiplicity mi. If a multiplicity is omitted, it is assumed to be 1. The union
of two multisets is defined by adding multiplicities, element by element.
We adopt the following convention for binomial coefficients with negative argu-
ments: (
n
k
)
=

n(n−1)···(n−k+1)
k! if k > 0,
1 if n = k or k = 0,(
n+1
k+1
)− ( nk+1) otherwise. (1)
This is the standard definition for k ≥ 0, and it satisfies the Pascal recurrence(
n
k
)
=
(
n−1
k
)
+
(
n−1
k−1
)
for all n, k ∈ Z, with the single exception n = k = 0. This
convention will be useful in the proofs of Theorem 1.2, Theorem 1.3 and Lemma
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5.1. In particular,
(
n
k
)
= 0 whenever k < 0 ≤ n, 0 ≤ n < k, or n < k < 0. Moreover,
note that
(
n
0
)
= 1 and
(
n
1
)
= n for all n ∈ Z.
We will state our results in the general setting of cell (CW) complexes as far as
possible. A reader more comfortable with simplicial complexes may safely replace
“cell complex” by “simplicial complex” throughout, as most of the basic topological
facts about simplicial complexes [Sta96, pp. 19–24] have natural analogues in the
cellular setting; see, e.g., [Hat02, §2.2].
Throughout the paper, ∆ will be a cell complex of dimension d with finitely many
cells. We use the standard symbols Ck(∆;R), ∂k(∆), fk(∆), H˜k(∆;R) and β˜k(∆)
for the chain groups, cellular boundary maps, face numbers, reduced homology and
reduced Betti numbers of a cell complex ∆, dropping ∆ from the notation when
convenient. If the coefficient ring R is omitted, it is assumed to be Z. The set of
k-dimensional cells is denoted by ∆k, and the k-skeleton by ∆
(k). We say that ∆
is acyclic in positive codimension (APC) if H˜k(∆;Q) = 0 (equivalently, β˜k(∆) = 0
or |H˜k(∆;Z)| <∞) for all k < d.
We review some of the theory of cellular spanning trees; for a complete treatment,
see [DKM16].
Definition 2.1. Let ∆ be a d-dimensional APC cell complex. A subcomplex Υ ⊆ ∆
is a (cellular) spanning tree if
(a) Υ(d−1) = ∆(d−1) (“spanning”);
(b) H˜d−1(Υ;Z) is a finite group (“connected”);
(c) H˜d(Υ;Z) = 0 (“acyclic”);
(d) fd(Υ) = fd(∆)− β˜d(∆) (“count”).
In fact, if Υ satisfies (a), then any two of conditions (b), (c), (d) together imply
the third. A k-tree of ∆ is a cellular spanning tree of the k-skeleton ∆(k). The set
of k-trees of ∆ is denoted by Tk(∆).
In particular, T−1(∆) = {∅}, while T0(∆) = ∆0 is the set of vertices of ∆ and
T1(∆) is the set of spanning trees of the graph ∆(1).
It is possible to relax the assumption that ∆ is APC and give a more general
definition of a cellular spanning forest (see [DKM16]), but since all the complexes
we are considering here are APC, the assumption is harmless and will simplify the
exposition.
For k ≤ d, define
τk = τk(∆) =
∑
Υ∈Tk(∆)
|H˜k−1(Υ;Z)|2.
This number is the higher-dimensional analogue of the number of spanning trees of
a graph. Note that τ−1 = 1 and τ0 is the number of vertices.
We recall two classical results about tree counts in simplicial complexes. First,
let n, d be integers and let Kdn denote the d-skeleton of a simplex with n-vertices.
Kalai [Kal83] proved that
τd(K
d
n) = n
(n−2d ), (2)
generalizing Cayley’s formula nn−2 for the number of labeled trees on n vertices.
Second, let V1, . . . , Vr be pairwise-disjoint sets of cardinalities n1, . . . , nr, and let
∆n1,...,nr denote the complete colorful complex on V1 ∪ · · · ∪ Vr, whose facets are
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the sets meeting each Vi in one point. Adin [Adi92] proved that
τk(∆n1,...,nr ) =
∏
D⊆[r]
|D|≤k
∑
q/∈D
nq
(
r−2−|D|
k−|D| )
∏
t∈D(nt−1)
(3)
for all n1, . . . , nr and all k = 0, . . . , r − 1. The case r = 1 is trivial, and the case
r = 2 reduces to the known formula τ(Kn,m) = n
m−1mn−1. Furthermore, setting
r = n, k = d, and ni = 1 for all i recovers Kalai’s formula (2).
We now turn to weighted enumeration of spanning trees. Let {Xσ : σ ∈ ∆} be a
family of commuting indeterminates corresponding to the faces of ∆. We define a
polynomial analogue of τk(∆), the weighted tree count, by
τˆk = τˆk(∆) =
∑
Υ∈Tk(∆)
|H˜k−1(Υ;Z)|2
∏
σ∈Υk
Xσ.
Note that setting Xσ = 1 for all σ specializes τˆk to τk. For the d-skeleton K
d
n of an
n-vertex simplex and with Xσ =
∏
i∈σ yi, Kalai [Kal83] proved that
τˆd(K
d
n) = (X1 · · ·Xn)(
n−2
d−1)(X1 + · · ·+Xn)(
n−2
d ). (4)
Next we define weighted versions of the boundary operators of a cell complex.
The payoff will be a version of the cellular matrix-tree theorem that can be used
recursively to calculate the weighted tree counts τˆk(∆) for families such as complete
colorful simplicial complexes.
Let x = {xσ : σ ∈ ∆} be a family of commuting indeterminates, and let R =
Z[x,x−1] be the ring of Laurent polynomials in {xσ} over Z. In addition, set
Xσ = x
2
σ. For k ≤ d, let Dk denote the diagonal matrix with entries (xσ : σ ∈ ∆k).
Definition 2.2. Let ∂k = ∂k(∆) be the cellular boundary map Ck(∆)→ Ck−1(∆),
regarded as a matrix with rows and columns indexed by ∆k−1 and ∆k respec-
tively. The kth weighted boundary map is then the map ∂ˆk = ∂ˆk(∆) : Ck(∆, R)→
Ck−1(∆, R) given by ∂ˆk = D−1k−1∂kDk.
We will abbreviate ∂ˆk(∆) by ∂ˆk when the complex ∆ is clear from context (and
similarly for the other invariants to be defined shortly). We define coboundary maps
∂ˆ∗k : Ck−1(∆, R)→ Ck(∆, R) by associating cochains with chains in the natural way,
so that the matrix representing ∂ˆ∗k is just the transpose of that representing ∂ˆk.
Definition 2.3. The k-th weighted up-down, down-up and total Laplacian operators
are respectively Lˆudk = ∂ˆk+1∂ˆ
∗
k+1, Lˆ
du
k = ∂ˆ
∗
k ∂ˆk and Lˆ
tot
k = Lˆ
ud
k + Lˆ
du
k .
Let sudk and sˆ
ud
k denote the multisets of eigenvalues of L
ud
k and Lˆ
ud
k , respectively,
and define sudk , s
tot
k , sˆ
du
k , and sˆ
tot
k similarly. The notation a $ b will indicate that
two multisets a and b are equal up to the multiplicity of the element 0. We recall
the following well-known facts (e.g., [DR02, Section 3]), and include their proofs
for completeness.
Proposition 2.4. For all k ≥ 0 we have sˆudk $ sˆduk+1 and sˆtotk $ sˆudk ∪ sˆduk . (Recall
that multiset union is defined by adding multiplicities).
Proof. For the first identity, if M is any square matrix and v is a nonzero eigenvector
of MTM with eigenvalue λ 6= 0, then Mv is a nonzero eigenvector of MMT with
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eigenvalue λ. Thus the multiplicity of every nonzero eigenvalue is the same for
MMT as for MTM . For the second identity, the operators Lˆduk and Lˆ
ud
k annihilate
each other (because ∂ˆk∂ˆk+1 = 0), so for every λ 6= 0, the λ-eigenspace of Lˆtotk is the
direct sum of those of Lˆudk and Lˆ
du
k . 
The pseudodeterminant pdetM of a square matrix M is the product of its
nonzero eigenvalues. (Thus pdetM = detM if M is nonsingular.) Define
pik(∆) = pdetL
ud
k−1 = pdetL
du
k , pˆik(∆) = pdet Lˆ
ud
k−1 = pdet Lˆ
du
k (5)
where the second and fourth equalities follow from Proposition 2.4. These invariants
are linked to cellular tree and forest enumeration in ∆.
3. Proof of the main formula
In this section, we prove the weighted version of the cellular matrix-tree theorem
(Theorem 1.1) that we will use to enumerate trees in complete colorful complexes
and skeleta of hypercubes. As mentioned before, the result is a slight generalization
of Theorem 5.3 of [MMRW15].
As before, let ∆ be a finite cell complex of dimension d. Let T ⊆ ∆d and
S ⊆ ∆d−1 such that |T | = |S| = fd − β˜d. Define
∆T = T ∪∆(d−1), S¯ = ∆d−1 \ S, ∆S¯ = S¯ ∪∆(d−2),
and let ∂S,T be the square submatrix of ∂d with rows indexed by S and columns
indexed by T .
Proposition 3.1 ([DKM11, Proposition 2.6]). The matrix ∂S,T is nonsingular if
and only if ∆T ∈ Td(∆) and ∆S¯ ∈ Td−1(∆).
Proposition 3.2 ([DKM11, Proposition 2.7]). If ∂S,T is nonsingular, then
|det ∂S,T | = |H˜d−1(∆T )| · |H˜d−2(∆S¯)||H˜d−2(∆)|
.
Note that det ∂ˆS,T = (xT /xS) det ∂S,T , so Propositions 3.1 and 3.2 immediately
imply the following result.
Proposition 3.3. Let T ⊆ ∆d and S ⊆ ∆d−1, with |T | = |S| = fd − β˜d. Then
det ∂ˆS,T is nonzero if and only if ∆T ∈ Td(∆) and ∆S¯ ∈ Td−1(∆). In that case,
±det ∂ˆS,T = |H˜d−1(∆T )| · |H˜d−2(∆S¯)||H˜d−2(∆)|
· xT
xS
.
With these tools in hand, we can now prove Theorem 1.1, following [DKM11,
Theorems 2.8(1) and 2.12(1)].
Proof of Theorem 1.1. It is enough to prove the case k = d; the general case then
follows by replacing ∆ with its k-skeleton ∆(k), which is also APC and satisfies
τˆj(∆
(k)) = τˆj(∆) for all j ≤ k. By the Binet-Cauchy formula and Proposition 3.3,
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we have
pˆid(∆) =
∑
T :∆T∈Td(∆)
∑
S:∆S¯∈Td−1(∆)
(det ∂ˆS,T )
2
=
∑
∆T∈Td
∑
∆S¯∈Td−1
(
|H˜d−1(∆T )| · |H˜d−2(∆S¯)|
|H˜d−2(∆)|
· xT
xS
)2
=
1
|H˜d−2(∆)|2 X(d−1)
( ∑
∆T∈Td
|H˜d−1(∆T )|2 XT
) ∑
∆S¯∈Td−1
|H˜d−2(∆S¯)|2 XS¯

=
τˆd(∆) τˆd−1(∆)
|H˜d−2(∆)|2 X(d−1)
. 
The case H˜k(∆;Z) = 0 for all k < dim ∆ (so that the correction term 1/|H˜k(∆)|2
is trivial) is Theorem 5.3 of [MMRW15].
Corollary 3.4. Let G be a connected graph on vertex set [n]. Then
τˆ(G) =
X1 · · ·Xn
X1 + · · ·+Xn pˆi1(G) =
X1 · · ·Xn
X1 + · · ·+Xn pdet Lˆ
ud
0 (G).
Proof. We may regard G as a cell complex with d = 1. The 0-trees are just
the vertices, so τˆd−1(G) = X1 + · · · + Xn and X(d−1) = X1 · · ·Xn. Moreover,
H˜−1(G) = 0. Now solving for τˆd in Theorem 1.1 yields the desired formula. 
4. Complete colorful complexes
In order to enumerate trees in complete colorful complexes, we will exploit the
fact that these complexes are precisely the joins of 0-dimensional complexes. Ac-
cordingly, we begin by recalling some facts about the join operation and its effect
on Laplacian spectra.
Let ∆1, . . . ,∆r be simplicial complexes on pairwise disjoint vertex sets V1, . . . , Vr.
Their join is the simplicial complex on vertex set V1 ∪˙ · · · ∪˙ Vr given by
∆ = ∆1 ∗ · · · ∗∆r = {σ = σ1 ∪˙ · · · ∪˙ σr : σ1 ∈ ∆1, . . . , σr ∈ ∆r}.
The join of two shellable complexes is shellable by [Dre93, Corollary 2.9]. In addi-
tion, Duval and Reiner [DR02, Theorem 4.10] showed that if ∆ = ∆1 ∗∆2, then
stotk (∆) = {{λ1 + λ2 : λ1 ∈ stotk1 (∆1), λ2 ∈ stotk2 (∆2), k1 + k2 = k − 1}}.
This result may be obtained by observing that the simplicial chain complex C•(∆;Z)
can be identified with C•(∆1;Z)⊗C•(∆2;Z) (with an appropriate shift in homologi-
cal degree, since dim(σ1∪σ2) = dimσ1+dimσ2+1). This identification extends eas-
ily to r-fold joins, and it carries over to weighted chain complexes (see Definition 2.2)
provided that the faces of ∆1 ∗ · · · ∗ ∆r are weighted by xσ1∪˙···∪˙σr = xσ1 · · ·xσr .
That is,
C•(∆;R1 ⊗Z · · · ⊗Z Rr) = C•(∆1;R1)⊗ · · · ⊗ C•(∆r;Rr)
where Ri is the ring of Laurent polynomials in the weights of faces of ∆i. As a
consequence, we obtain the following general formula for the weighted Laplacian
spectrum of a join:
sˆtotk (∆) =
{{
λ1 + · · ·+ λr : λq ∈ sˆtotkq (∆q) ∀q,
∑r
q=1 kq = k − r + 1
}}
. (6)
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We now introduce complete colorful complexes (or “complete multipartite com-
plexes”), which were Bolker’s original motivation for introducing simplicial span-
ning trees in [Bol76] and were studied in detail by Adin [Adi92].
Definition 4.1. Let V1 = {v1,1, . . . , v1,n1}, . . . , Vr = {vr,1, . . . , vr,nr} be finite sets
of vertices, and let K¯Vq denote the edgeless graph (= 0-dimensional complex) on
vertex set Vq. The complete colorful complex ∆ = ∆n1,...,nr is the simplicial join
K¯V1 ∗ · · · ∗ K¯Vr on vertex set V = V1 ∪ · · · ∪ Vr. We regard the indices 1, . . . , r as
colors, so that the facets (resp., faces) of ∆ are the sets of vertices having exactly
one (resp., at most one) vertex of each color.
The simplicial complex ∆ is shellable because it is the join of shellable complexes.
In particular, the homology groups H˜k(∆;Z) vanish for all k < dim ∆ = r−1. Note
that ∆ is also the clique complex of the complete multipartite graph Kn1,...,nr .
For the rest of the section, we fix the notation of Definition 4.1. Let {xq,i : q ∈
[r], i ∈ [nq]} be a family of commuting indeterminates corresponding to the vertices
of ∆, and set xσ =
∏
vq,i∈σ xq,i and Xσ = x
2
σ. Also, for each q ∈ [r], define
Sq =
nq∑
i=1
Xq,i, Pq =
nq∏
i=1
Xq,i.
Lemma 4.2. The eigenvalues of Lˆtotk (∆) are all of the form λJ =
∑
q/∈J Sq, where
J ranges over all subsets of [r] of size at most k+ 1. The multiplicity of each λJ is(
r−|J|
k+1−|J|
)∏
t∈J(nt − 1).
Proof. For q ∈ [r], let ∆q be the 0-dimensional complex with vertices Vq. Its
weighted coboundary ∂ˆ∗0(∆q) is represented by the column vector Uq = (xq,1, . . . , xq,nq ).
Thus
Lˆtot−1(∆q) = Lˆ
ud
−1(∆q) = U
T
q Uq, Lˆ
tot
0 (∆q) = Lˆ
du
0 (∆q) = UqU
T
q .
The first of these is the 1× 1 matrix with entry Sq. The second is a nq ×nq matrix
of rank 1; its nonzero eigenspace is spanned by Uq, with eigenvalue U
T
q Uq = Sq.
Hence
sˆtot−1(∆q) = {{Sq}}, sˆtot0 (∆q) = {{Sq; 0 : nq − 1}}
and applying (6) gives
sˆtotk (∆) =

λ1 + · · ·+ λr :
λq ∈ sˆtotkq (∆q) ∀q,
kq ∈ {−1, 0} ∀q,
|{q : kq = 0}| = k + 1

 .
In particular, the eigenvalues of Lˆtotk (∆) are all of the form λJ . Their multiplicities
are as claimed because each instance of λJ arises by choosing one of the nq − 1
copies of the zero eigenvalue from sˆtot0 (∆q) for each q ∈ J , and then choosing the
remaining k + 1− |J | indices q for which kq = 0. 
For k ∈ Z and 1 ≤ q ≤ r, define
Ek,q =
∑
J⊆[r]\{q}
|J|≤k−1
(−1)k−1−|J|
∏
t∈J
nt. (7)
Note that each Ek,q is symmetric in n1, . . . , n̂q, . . . , nr; specifically, it is the sum of
all monomials of degree at most k−1 in the expansion of (−1)r−k∏i∈[r]\{q}(ni−1).
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We now restate and prove the main theorem of this section, introducing addi-
tional notation that will make the proof easier.
Theorem 1.2. Let ∆ = ∆n1,...,nr be a complete colorful complex, where r, n1, . . . , nr
are positive integers. Then for all 0 ≤ k ≤ r − 1, we have
τˆk(∆) = AkBk
where
Ak =
r∏
q=1
P
Ek,q
q , Bk =
∏
J⊆[r]
|J|≤k
(∑
q/∈J
Sq
)(r−2−|J|k−|J| )∏t∈J (nt−1)
.
Note that when k = r− 1, the expression for Bk includes the nonstandard bino-
mial coefficient
(
r−2−|J|
r−1−|J|
)
(recall our conventions on binomial coefficients from (1)).
Proof. The proof proceeds by induction on k; the base cases are k = −1 and k = 0.
Base cases: When k = −1, we have τˆ−1 = 1 and A−1 = B−1 = 1 (adopting
the standard convention that an empty product equals 1). When k = 0, we have
E0,q = 0, so A0 = 1 and B0 =
∑r
q=1 Sq =
∑
vq,j∈V Xq,j , which equals τˆ0(∆)
because the 0-trees of a complex are just its vertices.
Inductive step: Let k ≥ 0. Then Theorem 1.1 implies that
τˆk+1τˆ
2
k τˆk−1 = X(k)X(k−1)pˆik+1pˆik (8)
(recall that all torsion factors equal 1 since ∆ is shellable). In order to show that
τˆk+1 = Ak+1Bk+1, it suffices to show that AkBk satisfies this same recurrence, i.e.,
that
(Ak+1A
2
kAk−1)(Bk+1B
2
kBk−1) = X(k)X(k−1)pˆik+1pˆik. (9)
First, define
Fk,q =
∑
J⊆[r]\{q}
|J|=k
∏
t∈J
nt
so that X(k) =
∏r
q=1 P
Fk,q
q . Moreover, for 1 ≤ k ≤ r − 1 and 1 ≤ q ≤ r, we have
Ek,q + Ek−1,q = Fk−1,q. Then the definition of Ak implies that
Ak+1A
2
kAk−1 =
r∏
q=1
P
Ek+1,q+2Ek,q+Ek−1,q
q =
r∏
q=1
P
Fk,q+Fk−1,q
q = X(k)X(k−1). (10)
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Second, for J ⊆ [r], define λJ =
∑
q/∈J Sq (as in Lemma 4.2) and µJ = λ
∏
t∈J (nt−1)
J .
Then
Bk+1B
2
kBk−1 =
∏
J⊆[r]
|J|=j≤k−1
µ
(r−2−jk+1−j)+2(
r−2−j
k−j )+(
r−2−j
k−1−j)
J
×
∏
J⊆[r]
|J|=k
µ
(r−2−kk+1−k)+2(
r−2−k
0 )
J
∏
J⊆[r]
|J|=k+1
µ
(r−k−30 )
J
=
∏
J⊆[r]
|J|=j≤k−1
µ
( r−jk+1−j)
J
∏
J⊆[r]
|J|=k
µr−kJ
∏
J⊆[r]
|J|=k+1
µJ
=
∏
J⊆[r]
|J|=j≤k+1
µ
( r−jk+1−j)
J
=
∏
J⊆[r]
|J|=j≤k+1
λ
( r−jk+1−j)
∏
t∈J (nt−1)
J
= pdet Lˆtotk (∆) = pˆikpˆik+1 (11)
by Lemma 4.2, Proposition 2.4, and the definition of pˆik in (5). Now combining (10)
and (11) yields the desired recurrence (9). 
Remark 4.3. Kalai’s formula (4) now follows as a corollary, by regarding the
simplex on n vertices as the complete colorful complex with n vertices, all of different
colors.
Remark 4.4. Setting k = 1 gives the degree-weighted tree count for the complete
multipartite graph Kn1,...,nr . Here E1,q = 1, so the theorem gives
τˆ1 = A1B1 =
(
r∏
q=1
Pq
) ∏
J⊆[r]
|J|≤1
λ
(r−2−|J|1−|J| )
∏
t∈J (nt−1)
J

=
 ∏
vq,j∈V
Xq,j
 ∑
vq,j∈V
Xq,j
r−2 r∏
t=1
(∑
q 6=t
Sq
)(nt−1) ,
which recovers a theorem of Clark [Cla03, Theorem 2]. Further specializing all the
indeterminates to 1 and writing n = n1 + · · ·+nr yields the unweighted tree count
τ1(Kn1,...,nr ) = n
r−2
r∏
t=1
(n− nt)(nt−1),
a well-known formula that has been rediscovered many times; the earliest source
appears to be Austin [Aus60].
Remark 4.5. Consider the special case k = r − 1. Here, we have
Ar−1 =
r∏
q=1
PEr−1,qq =
r∏
q=1
P
(
∏
t 6=q nt)−(
∏
t 6=q(nt−1))
q .
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To simplify Br−1, note that our conventions on binomial coefficients imply that(
r − 2− j
r − 1− j
)
=
{
0 if j < r − 1,
1 if j = r − 1,
so that
Br−1 =
∏
J⊂[r]
|J|=r−1
λ
∏
t∈J (nt−1)
J .
Thus, we find
τˆr−1(∆n1,...,nr ) =
r∏
q=1
(
P
∏
i6=q ni−
∏
i6=q(ni−1)
q
)(
S
∏
i6=q(ni−1)
q
)
.
Example 4.6. The complete colorful complex ∆2,2,2 is the boundary of an octa-
hedron. By Theorem 1.2, its degree-weighted tree counts are
τˆ2 = (X1,1X1,2X2,1X2,2X3,1X3,2)
3S1S2S3,
τˆ1 = X1,1X1,2X2,1X2,2X3,1X3,2(S2 + S3)(S1 + S3)(S1 + S2)(S1 + S2 + S3),
where Sq = Xq,1 +Xq,2.
Example 4.7. Let Kn be the complete graph on n vertices x1, . . . , xn, and let
K¯2 be the empty graph on 2 vertices y1, y2. Their join ∆ = Kn ∗ K¯2 is a 2-
dimensional simplicial complex; topologically, it is the suspension of Kn. While ∆
is not a skeleton of any complete colorful complex, we can still use the formula (6) to
compute its weighted Laplacian eigenvalues and thus enumerate its trees. Of course,
it is possible to extract the weighted tree counts τˆk directly from the spectra of the
total Laplacians, since τˆk+1τˆ
2
k τˆk−1 = X(k)X(k−1) pdet Lˆ
tot
k (∆) by (8) and (11), but
in this case it is a little more convenient to work with the up-down Laplacian
spectra.
Let SX = X1 + · · · + Xn and SY = Y1 + Y2. It is easy to verify (e.g., by
Lemma 4.2) that
sˆtot−1(K¯2) = {{SY }}, sˆtot−1(Kn) = {{SX}},
sˆtot0 (K¯2) = {{0; SY }}, sˆtot0 (Kn) = {{SX : n}},
sˆtot1 (Kn) = {{SX : n− 1; 0 :
(
n
2
)− (n− 1)}}.
Noting that
(
n
2
)− (n− 1) = (n−12 ) and applying the join formula (6), we get
sˆtot−1(∆) = {{SX + SY }},
sˆtot0 (∆) = {{SX + SY : n+ 1; SX}},
sˆtot1 (∆) = {{SY :
(
n−1
2
)
; SX + SY : 2n− 1; SX : n}},
sˆtot2 (∆) = {{0:
(
n−1
2
)
; SX : n− 1; SY :
(
n−1
2
)
; SX + SY : n− 1}},
and thus, by Proposition 2.4, we have
sˆud−1(∆) = {{SX + SY }},
sˆud0 (∆) $ {{SX + SY : n; SX}},
sˆud1 (∆) $ {{SY :
(
n−1
2
)
; SX + SY : n− 1; SX : n− 1}},
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and therefore
pˆi0(∆) = SX+SY , pˆi1(∆) = SX(SX+SY )
n, pˆi2(∆) = S
n−1
X S
(
n−1
2
)
Y (SX+SY )
n−1.
We can now write down the degree-weighted tree counts τˆk(∆). The 0-dimensional
trees are vertices, so τˆ0(∆) = SX +SY = X1 + · · ·+Xn+Y1 +Y2, and then applying
Theorem 1.1 gives
τˆ1 = (X1 · · ·Xn)(Y1Y2)(X1 + · · ·+Xn + Y1 + Y2)n−1(X1 + · · ·+Xn),
τˆ2 = (X1 · · ·Xn)n(Y1Y2)n−1(X1 + · · ·+Xn)n−2(Y1 + Y2)
(
n−1
2
)
.
An open question is to simultaneously generalize this example and Theorem 1.2
by giving a formula for weighted Laplacian spectra of arbitrary joins of skeleta of
simplices, i.e., complexes of the form Kd1n1 ∗ · · · ∗Kdrnr .
5. Hypercubes
In this section we prove a formula (Theorem 1.3) for weighted enumeration of
trees in the hypercube Qn. This formula was proposed in [DKM11, Conjecture 4.3],
and the special case k = 1 (enumerating trees in hypercube graphs) is equivalent
to [MR03, Theorem 3]. We begin by describing the cell structure of Qn.
Let n be a nonnegative integer. The hypercube Qn is the topological space
[0, 1]n ⊂ Rn made into a regular cell complex with 3n cells, each identified with an n-
tuple σ = (σ1, . . . , σn), where each σi ∈ {[0, 1], 0, 1}. Thus dimσ = |{i : σi = [0, 1]}|,
and the f -polynomial of Qn is
f(Qn; t) =
∑
σ∈Qn
tdimσ = (t+ 2)n.
Since Qn is contractible, for every k < d ≤ n, we have
H˜k(Qn,d;Z) = H˜k(Qn;Z) = 0 (12)
where Qn,d denotes the d-skeleton of Qn.
Let q1, . . . , qn, y1, . . . , yn, z1, . . . , zn be commuting indeterminates. For A ⊆ [n],
let qA =
∏
j∈A qj , and define yA and zA similarly. Assign each face σ ∈ Qn
the weight Xσ = qAyBzC , where A = {i : σi = [0, 1]}, B = {i : σi = 0}, and
C = {i : σi = 1}.
We will need the following simple combinatorial identity.
Lemma 5.1. Let N,K be integers with N ≥ 0. Then
N∑
i=K
(
i
K
)(
N
i
)
=
(
N
K
)
2N−K . (13)
Proof. Both sides count the number of triples (A,B,C) with A ∪˙B ∪˙C = [N ] and
|A| = K. The index of summation i represents |A∪B|. Note that both sides vanish
if K < 0 or K > N . 
We now restate and prove the main theorem on hypercubes.
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Theorem 1.3. Let n ≥ k ≥ 0. Then
τˆk(Qn) = q
∑n−1
i=k−1 (
n−1
i )(
i−1
k−2)
[n]
∏
S⊆[n]
|S|>k
∑
i∈S
qi(yi + zi)
∏
j∈S\i
yjzj
(
|S|−2
k−1 )
.
Proof. If n = k = 0, then the theorem reduces to the statement τˆ0(Q0) = 1, which
is clear. Henceforth, we assume n > 0.
First we rewrite the theorem in a more convenient form. For S ⊆ [n], let
uS =
∑
i∈S
qi
(
1
yi
+
1
zi
)
so that ∑
i∈S
(
qi(yi + zi)
∏
j∈S\i
yjzj
)
= uSySzS .
Thus, the theorem is equivalent to the statement that τˆk(Qn) = AkBkCk, where
Ak = q
∑n−1
i=k−1 (
n−1
i )(
i−1
k−2)
[n] , Bk =
∏
S⊆[n]
|S|>k
u
(|S|−2k−1 )
S , Ck =
∏
S⊆[n]
|S|>k
(ySzS)
(|S|−2k−1 ) .
We proceed by induction on k. The base case is k = 0. For the inductive
step, we know by Theorem 1.1 that τˆk τˆk−1 = pˆikX(k−1) for all k > 0, where
X(k−1) =
∏
dimσ=k−1Xσ, as before. (Note that the torsion factor |H˜k−2(∆)|2
vanishes by (12).) We will show that AkBkCk satisfies the same recurrence, i.e.,
that
AkBkCkAk−1Bk−1Ck−1 = pˆikX(k−1). (14)
Base case: Let k = 0. First,
(
i−1
−2
)
= 0 for all i > 0, and
(
n−1
−1
)
= 0 for n ≥ 1,
so the only non-vanishing summand in the exponent of A0 is the i = 0 summand,
namely
(
n−1
0
)(−1
−2
)
= −1, giving A0 = (q1 · · · qn)−1.
Second, if S ⊆ [n] is a nonempty set then (|S|−2−1 ) = 0 unless |S| = 1. So the
surviving factors in B0 and C0 correspond to the singleton subsets of [n], giving
A0B0C0 = q
−1
[n]
∏
j∈[n]
qj
(
1
yj
+
1
zj
)
yjzj =
∏
j∈[n]
(yj + zj)
which is indeed τˆ0(Qn) (= pˆi0(Qn)).
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Inductive step: We now assume that k > 0. First, the exponent on q[n] in
AkAk−1 is
n−1∑
i=k−1
(
n− 1
i
)(
i− 1
k − 2
)
+
n−1∑
i=k−2
(
n− 1
i
)(
i− 1
k − 3
)
=
(
n− 1
k − 2
)
+
n−1∑
i=k−1
(
n− 1
i
)[(
i− 1
k − 2
)
+
(
i− 1
k − 3
)]
=
(
n− 1
k − 2
)
+
n−1∑
i=k−1
(
n− 1
i
)(
i
k − 2
)
=
n−1∑
i=k−2
(
n− 1
i
)(
i
k − 2
)
=
(
n− 1
k − 2
)
2n−k+1 (15)
by Lemma 5.1 with N = n− 1 and K = k− 2. The second equality uses the Pascal
recurrence. Note that (i, k) = (0, 2), the one instance where the Pascal recurrence
is invalid, does not occur.
Second, we calculate
BkBk−1 =
∏
S⊆[n]
|S|>k
u
(|S|−2k−1 )
S
∏
S⊆[n]
|S|>k−1
u
(|S|−2k−2 )
S
=
∏
S⊆[n]
|S|>k
u
(|S|−2k−1 )+(
|S|−2
k−2 )
S
∏
S⊆[n]
|S|=k
uS
=
∏
S⊆[n]
|S|>k
u
(|S|−1k−1 )
S
∏
S⊆[n]
|S|=k
uS
=
∏
S⊆[n]
|S|≥k
u
(|S|−1k−1 )
S . (16)
Again, the second equality uses the Pascal recurrence, and the exception |S| = k = 1
does not occur.
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Third, we consider CkCk−1. This is a monomial that is symmetric in the variables
y1, . . . , yn, z1, . . . , zn, so it is sufficient to calculate the exponent of yn, which is∑
S⊆[n]:
n∈S, |S|>k
(|S| − 2
k − 1
)
+
∑
S⊆[n]:
n∈S, |S|>k−1
(|S| − 2
k − 2
)
=
∑
S⊆[n]:
n∈S, |S|=k
(
k − 2
k − 2
)
+
∑
S⊆[n]:
n∈S, |S|>k
[(|S| − 2
k − 2
)
+
(|S| − 2
k − 1
)]
=
(
n− 1
k − 1
)
+
∑
S⊆[n]:
n∈S, |S|>k
(|S| − 1
k − 1
)
=
(
n− 1
k − 1
)
+
n−1∑
i=k
(
i
k − 1
)(
n− 1
i
)
(setting i = |S| − 1)
=
n−1∑
i=k−1
(
i
k − 1
)(
n− 1
i
)
=
(
n− 1
k − 1
)
2n−k (17)
by Lemma 5.1 with N = n− 1 and K = k− 1. Here again we have used the Pascal
recurrence in the third step, and the exception |S| = k = 1 does not occur. Putting
together (15), (16) and (17) gives
AkAk−1BkBk−1CkCk−1 = q
(n−1k−2)2
n−k+1
[n]
∏
S⊆[n]
|S|≥k
u
(|S|−1k−1 )
S (y[n]z[n])
(n−1k−1)2
n−k
.
Now we consider the right-hand side of the desired equality (14). By [DKM11,
Theorem 4.2], the eigenvalues of Lˆudk−1(Qn) are {uS : S ⊆ [n], |S| ≥ k}, each occur-
ring with multiplicity
(|S|−1
k−1
)
. Therefore
pˆik =
∏
S⊆[n]
|S|≥k
u
(|S|−1k−1 )
S = BkBk−1. (18)
Meanwhile, by a simple combinatorial calculation (which we omit), we have
X(k−1) =
∏
A∪˙B∪˙C=[n]
|A|=k−1
qAyBzC = q
(n−1k−2)2
n−k+1
[n] (y[n]z[n])
(n−1k−1)2
n−k
= AkAk−1CkCk−1 (19)
by (15) and (17). Now combining (19) with (18) gives
pˆikX(k−1) = AkAk−1BkBk−1CkCk−1
establishing (14) as desired. 
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6. Another tree count for hypercubes
In this section, we present a very different way of calculating the weighted tree
counts τˆk(Qn) of a hypercube Qn, building on the previous work of Kook and
Lee [KL15]. This gives an interpretation of some of the exponents in the formula
in terms of unsigned reduced Euler characteristics. Section 6.1 introduces a com-
binatorial formula for the reduced Euler characteristic of the skeleton Q
(k)
n , and
Section 6.2 presents a logarithmic approach to obtain a formula for τˆk(Qn).
6.1. Reduced Euler characteristics for a hypercube. For k ∈ [0, n], let (Qn)k
denote the set of all k-cells in Qn, and note that |(Qn)k| = 2n−k
(
n
k
)
. Define (Qn)−1
to be a set with one element. Then we have
χ˜(Q(k)n ) =
k∑
i=−1
(−1)i|(Qn)i| =
k∑
i=0
(−1)i2n−i
(
n
i
)
− 1. (20)
Note that since Qn is acyclic, the reduced homology groups of Q
(k)
n vanish except
in dimension k, and
|χ˜(Q(k)n )| = (−1)kχ˜(Q(k)n ) = rkZ H˜k(Q(k)n ). (21)
We now establish a combinatorial interpretation of the unsigned Euler characteristic
|χ˜(Q(k)n )|, as stated in the introduction.
Proposition 6.1. Let k ∈ [0, n]. Then
|χ˜(Q(k)n )| =
n∑
i=k+1
(
n
i
)(
i− 1
k
)
and consequently (combining with (20))
k∑
i=0
(−1)i2n−i
(
n
i
)
− 1 = (−1)k
n∑
i=k+1
(
n
i
)(
i− 1
k
)
.
Proof. For k ∈ [0, n], define An,k to be the subcomplex of Q(k)n generated by the
k-cells σ = (σ1, . . . , σn) with the following property: if σj = 1 for any j, then there
is some i < j for which σi = [0, 1]. Then the number of k-cells in Q
(k)
n \ An,k is∑n
i=k+1
(
n
i
)(
i−1
k
)
(here i represents the number of coordinates of σ that are not 0;
the leftmost of these must be 1).
We will show that An,k is acyclic and contains Q
(k−1)
n , from which the formula
for |χ˜(Q(k)n )| will immediately follow. We proceed by induction on n. Note that
An,n = Q
(n)
n = Qn and An,0 = {(0, . . . , 0)} have these properties for any n, which
covers the base step. Now, note that An,k can be defined recursively as follows
(refer to Figure 1):
An,k = B ∪ C ∪D
for k ∈ [1, n−1], where B = An−1,k×0, C = An−1,k×1, and D = An−1,k−1× [0, 1].
Since all of B, D, and B ∩ D = An−1,k−1 × 0 are acyclic by induction, B ∪ D is
also acyclic. Similarly, C ∪D is acyclic. Since (B ∪D)∩ (C ∪D) = D is acyclic, we
conclude that An,k is acyclic. Also by induction, B ∪C contains all (k− 1)-cells in
Qn whose last coordinate is 0 or 1, and D contains those whose last coordinate is
[0, 1]. Hence, An,k contains Q
(k−1)
n . 
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(a) (b)
Figure 1. (a) The complex generated by bold edges is A3,1 and
the set of dashed edges is (Q3)1 \A3,1. (b) The complex generated
by the five shaded 2-cells is A3,2, and the meshed 2-cell is (Q3)2 \
A3,2.
6.2. Interpretation of τˆk(Qn) via a logarithmic generating function. We
will give a logarithmic generating function for the weighted tree counts of the hy-
percube Qn. Logarithmic generating functions for unweighted tree counts of an
acyclic cell complex were given in [KK14, Theorem 8], and for weighted tree counts
of a Z-APC simplicial complex in [KL15, Theorem 5]. In order to focus on the
multiplicities of Laplacian eigenvalues, we will adopt a formal logarithm satisfying
the rule
log(ab) = log a+ log b
where a, b are nonzero elements of some field F.
As in the case for complete colorful complexes (8), Theorem 1.1 and Proposition
2.4 imply the following identity for k ∈ [−1, n]:
(det Lˆtotk )
 ∏
σ∈(Qn)k−1
Xσ
 ∏
σ′∈(Qn)k
Xσ′
 = τˆk−1τˆ2k τˆk+1
where τˆ−2 = τˆ−1 = τˆn+1 = 1. Since Qn is acyclic, we have det Lˆtotk 6= 0 for k ∈
[−1, n] by combinatorial Hodge theory [Fri98], and therefore (det Lˆtotk ) = pˆik+1pˆik
by Proposition 2.4. Applying the formal logarithm to this identity, we obtain
ωˆk + log
 ∏
σ∈(Qn)k−1
Xσ
+ log
 ∏
σ′∈(Qn)k
Xσ′
 = κˆk−1 + 2κˆk + κˆk+1 (22)
where ωˆk = log det Lˆ
tot
k and κˆk = log τˆk. Define
Dˆ(x) =
n∑
k=−1
ωˆkx
k+1 and Kˆ(x) =
n∑
k=0
κˆkx
k .
We will establish a relationship between Dˆ(x) and Kˆ(x) as follows. Let k ∈ [0, n]
and fix i ∈ [n]. Define νk = |{σ ∈ (Qn)k : σi = 0}| = |{σ ∈ (Qn)k : σi = 1}| and
k = |{σ ∈ (Qn)k : σi = [0, 1]}|, so that
νk =
(
n− 1
k
)
2n−1−k and k =
(
n− 1
k − 1
)
2n−k .
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Note that νn = 0 = 0. Now define
Fν(x) =
n∑
k=0
νkx
k+1 and F(x) =
n∑
k=0
kx
k+1 .
Proposition 6.2. We have
Kˆ(x) = (1 + x)−2Dˆ(x) + (1 + x)−1
(
log(y[n]z[n])Fν(x) + log(q[n])F(x)
)
. (23)
Proof. For k ∈ [0, n], note that ∏σ′∈(Qn)k Xσ′ = ∏i∈[n] (yizi)νk∏i∈[n] qik , which
follows directly from the definitions of νk and k. Applying the formal logarithm to
this identity, we get log(
∏
σ′∈(Qn)k Xσ′) = νk log(y[n]z[n]) + k log(q[n]). Therefore,
for k ∈ [−1, n], we obtain from (22)
κˆk−1 + 2κˆk + κˆk+1 = ωˆk + (νk−1 + νk) log(y[n]z[n]) + (k−1 + k) log(q[n])
where κˆk, νk, and k are zero for k /∈ [0, n]. Multiplying both sides by xk+1 and
summing over k ∈ [−1, n+ 1] gives
(1 + x)2Kˆ(x) = Dˆ(x) + (1 + x)(log(y[n]z[n])Fν(x) + log(q[n])F(x)) ,
and the result follows. 
We now restate the main result of this part of the paper.
Theorem 1.4. For k ∈ [n], the k-th weighted tree count of Qn is
τˆk := τˆk(Qn) =
(
q[n]
)|χ˜(Q(k−2)n−1 )|(y[n]z[n])|χ˜(Q(k−1)n−1 )| ∏
S⊆[n]
|S|>k
uS
(|S|−2k−1 ) (24)
where uS =
∑
i∈S qi
(
y−1i + z
−1
i
)
. Moreover, τˆ0 := τˆ0(Qn) =
∏
i∈[n] (yi + zi).
Proof. First, we reformulate the right-hand side of (23). Define DˆS =
∑|S|
k=0
(|S|
k
)
xk+1 =
(1 + x)|S|x for S ⊆ [n] with S 6= ∅. Note that for i ∈ [n], we have Dˆ{i} = (1 + x)x
and log(ui) = log(yi + zi) + log(qi)− log(yizi). By [DKM11, Theorem 4.2], for the
weighted total Laplacians Lˆtotk , we have
• det Lˆtot−1 =
∏
i∈[n] (yi + zi) = τˆ0,
• det Lˆtot0 =
(∏
i∈[n] (yi + zi)
)(∏
S⊆[n] uS
)
, and
• det Lˆtotk =
(∏
S⊆[n] u
(|S|k )
S
)
for k ∈ [1, n],
where we define u∅ := 1. Therefore,
Dˆ(x) = (1 + x)
∑
i∈[n]
log (yi + zi) +
∑
S⊆[n]
|S|=1
(log uS)DˆS +
∑
S⊆[n]
|S|≥2
(log uS)DˆS
= (1 + x)2
∑
i∈[n]
log (yi + zi) +
∑
i∈[n]
(1 + x)x
(
log(qi)− log(yizi)
)
+
∑
S⊆[n]
|S|≥2
(log uS)DˆS .
Applying Proposition 6.2, we obtain
Kˆ(x) = κˆ0 +
(
log(q[n])
)
Kq +
(
log(y[n]z[n])
)
Kyz +
∑
S⊆[n]
|S|≥2
(log uS)KS (25)
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where Kq = (1 + x)
−1(x + F(x)), Kyz = (1 + x)−1(−x + Fν(x)), and KS =
(1 + x)−2DˆS for each S ⊆ [n] with |S| ≥ 2. Thus, the coefficients of Kq, Kyz, and
KS are the exponents of q[n], y[n]z[n], and uS , respectively, and the proof reduces
to showing that these exponents are as claimed in (24).
Let us compute the exponent of q[n] in (24). For k ∈ [0, n − 1], let ck be the
number of k-cells in Qn−1 and c−1 = 1. Thus ck−1 = k for all k ∈ [n], and
c−1 = 1 + 0. Observe that
Kq = (1 + x)
−1(x+ F(x))
= (1 + x)−1
n−1∑
k=−1
ckx
k+2
=
n∑
k=1
(
k−2∑
`=−1
(−1)k−2−`c`
)
xk =
n∑
k=1
|χ˜(Q(k−2)n−1 )|xk
where the last equality is given by (21). Hence |χ˜(Q(k−2)n−1 )| is the exponent of the
product q[n] in (24).
Next, we consider the exponent of y[n]z[n] in (24). Let c
′
0 = c0 − 1, and c′k = ck
for all k ∈ [n]. By a similar calculation for Kq, we have
Kyz = (1 + x)
−1(−x+ Fν(x))
= (1 + x)−1
(
−x+
n∑
k=0
ckx
k+1
)
= (1 + x)−1
(
n∑
k=0
c′kx
k+1
)
=
n∑
k=1
(
k−1∑
`=0
(−1)k−1−`c′`
)
xk
=
n∑
k=1
(
k−1∑
`=−1
(−1)k−1−`c`
)
xk =
n∑
k=1
|χ˜(Q(k−1)n−1 )|xk
where again the last equality uses (21). Hence |χ˜(Q(k−1)n−1 )| is the exponent of the
product y[n]z[n] in (24).
Finally, let S ⊆ [n] with |S| ≥ 2. Recall that DˆS = (1 + x)|S|x. For k ∈ [n],
the coefficient of xk in KS = (1 + x)
−2DˆS = (1 + x)|S|−2x is
(|S|−2
k−1
)
, which is the
exponent of uS in the last product of (24). 
Remark 6.3. Theorem 1.4 provides an alternate proof of Theorem 1.3. Simply
applying Proposition 6.1 gives
τˆk =
(
q[n]
)∑n−1
i=k−1 (
n−1
i )(
i−1
k−2)(y[n]z[n])∑n−1i=k (n−1i )(i−1k−1) ∏
S⊆[n]
|S|>k
uS
(|S|−2k−1 ). (26)
This equation, together with a binomial identity, yields Theorem 1.3.
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Remark 6.4. We can obtain (26) directly from (25). First note that
F(x) =
n∑
k=1
(
n− 1
k − 1
)
2n−kxk+1 = x2(x+ 2)n−1 =
n−1∑
i=0
(
n− 1
i
)
(1 + x)ix2.
(This identity can be obtained either combinatorially, by counting the faces of
Qn−1 in two different ways, or algebraically, by equating two different binomial
expansions of x2(x + 2)n−1.) It follows that Kq = x +
∑n−1
i=1
(
n−1
i
)
(1 + x)i−1x2.
Hence, for k ∈ [n], the coefficient of xk in Kq is
∑n−1
i=k−1
(
n−1
i
)(
i−1
k−2
)
, which is
the exponent of q[n] in (26). Similarly, since Fν(x) =
∑n−1
i=0
(
n−1
i
)
(1 + x)ix, we
obtain Kyz =
∑n−1
i=1
(
n−1
i
)
(1 + x)i−1x. For k ∈ [n], the coefficient of xk in Kyz is∑n−1
i=k
(
n−1
i
)(
i−1
k−1
)
, which is the exponent of y[n]z[n] in (26).
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