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DECONSTRUCTING THE WELCH EQUATION USING p-ADIC
METHODS
ABIGAIL MANN AND ADELYN YEOH
Abstract. The Welch map x → gx−1+c is similar to the discrete exponen-
tial map x→ gx, which is used in many cryptographic applications including
the ElGamal signature scheme. This paper analyzes the number of solutions
to the Welch equation: gx−1+c ≡ x (mod pe) where p is a prime, and looks
at other patterns of the equation that could possibly exploited in a similar
cryptographic system. Since the equation is modulo pe, where p is a prime
number, p-adic methods of analysis are used in counting the number of solu-
tions modulo pe. These methods include: p-adic interpolation, Hensel’s lemma
and Chinese Remainder Theorem.
1. Introduction
The Welch equation: gx−1+c ≡ x (mod pe) is typically used as an algorithm
to produce Costas arrays, which are permutation matrices with certain desirable
properties (see [6]). These arrays have applications in SONAR detection (see [1]).
The Welch equation is typically not associated with cryptography. However, the
complexity associated with this equation may allow application in cryptography as
well. In particular, we note that if viewed as a map, x → gx−1+c, the equation
looks very similar to the discrete exponential map, x→ gx. We follow a suggestion
from Holden and Robinson (see [5, Section 8]) to count the number of solutions to
the Welch equation.
In dissecting this problem, we first turn the equation into a function, f(x, c) =
gx−1+c − x (mod pe) and then observe the output when p is an odd prime. We
also consider the special case when p is equal to 2. In the process leading up to
counting the number of solutions, we observe that the output of f(x, c) is periodic
in c and in x, allowing us to restrict the domain for these variables.
There are other characteristics of the Welch equation shown in Section 3. Most
notably, when g is a primitive root of modulo pe, we find it easy to count the pairs
of solutions (x, c). The difficulty in this equation is how to count in the cases when
g is not a primitive root. Section 3.3 describes a method to overcome this obstacle.
Our approach to counting solutions is to first begin with the function modulo p.
In order to successfully count solutions modulo pe, we will need to interpolate the
equation. Section 4 goes over the process of p-adic interpolation for our function.
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Finally in Section 5, we count the solutions using different approaches to the equa-
tion: by fixing c and treating x as a variable, by treating both x and c as variables,
and by looking at p equal to 2.
2. Periodicity
Theorem 1. Let f be a function f(c) = gx−1+c − x (mod pe), where c ∈ Z, and p
is a prime. Take m to be the multiplicative order of g modulo p. Then, we see that
f(c) ≡ f(c+m · pe−1) (mod pe).
Proof. We want to prove the equivalent statement that gm·p
e−1 ≡ 1 (mod pe). This
is because we are able to reduce the statement by the following process:
f(c) ≡ f(c+m · pe−1) (mod pe)
gx−1+c − x ≡ gx−1+c+m·pe−1 − x (mod pe)
gx−1+c ≡ gx−1+c · gm·pe−1 (mod pe)
gm·p
e−1 ≡ 1 (mod pe)
Thus, it is sufficient to show that gm·p
e−1 ≡ 1 (mod pe). By definition, we know
that gm ≡ 1 (mod p) so we have gm = 1 + p · A, where A ∈ Z. Now observe that
by the binomial theorem we obtain:
gm·p
e−1 ≡ (gm)pe−1 (mod pe)
≡ (1 + p ·A)pe−1 (mod pe)
≡ 1 + pe−1(p ·A) + p
e−1(pe−1 − 1)
2!
(p ·A)2 +
pe−1(pe−1 − 1)(pe−1 − 2)
3!
(p ·A)3 + . . .+
pe−1(pe−1 − 1) . . . (pe−1 − n+ 1)
n!
(p ·A)n + . . .+
(pA)p
e−1
(mod pe).
Consider the nth term of this expression:
pe−1(pe−1 − 1) . . . (pe−1 − n+ 1)
n!
(p ·A)n
= pe
(
pn−1(pe−1 − 1) . . . (pe−1 − n+ 1)
n!
(A)n
)
In this nth term, for all 1 ≤ n ≤ pe−1, we have pe > n. Thus, there are no multiples
of pe in the denominator. Hence, the nth term is clearly divisible by pe.
Now observe the last term, (pA)p
e−1
. By induction, we can easily show that
pe−1 ≥ e for all p ≥ 2, and for all e ≥ 1. Thus with that result, (pA)pe−1 is a
multiple of pe, thus (pA)p
e−1 ≡ 0 (mod pe).
Since the nth term and the last term are all divisible by pe, it is then clear that
gm·p
e−1 ≡ 1 (mod pe). 
Theorem 2. Given a fixed g and c, and letting m = ordp(g), we have that
gx−1+c+mp
e − (x+mpe) ≡ gx−1+c − x (mod pe)
In other words, f(x) ≡ f(x+mpe) (mod pe).
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Proof. From Theorem 1 we now know that gmp
e−1 ≡ 1 (mod pe), so we have
gx−1+c+mp
e − (x+mpe) ≡ gx−1+cgmpe−1p − x−mpe (mod pe)
≡ gx−1+c(1)p − x (mod pe)
≡ gx−1+c − x (mod pe)

3. Characteristics of Welch Equation
3.1. When g is a primitive root.
Proposition 3. Consider fg,c(x) ≡ gx−1+c − x (mod pe) for odd prime p. If g is
a primitive root mod pe (i.e. the order of g is pe−1(p− 1)), there is a c′ for each c
where
fg,c(x) ≡ −fg−1,c′(pe+1 − x) (mod pe)
for all x ∈ Z. This corresponding c′ is given by c′ ≡ pe−1(p−3)+42 − c (mod pe−1(p−
1)) and is unique modulo pe−1(p− 1).
Proof. To prove this c′ satisfies the requirements, it suffices to show
fg,c(x) + fg−1,c′(p
e+1 − x) ≡ 0 (mod pe).
So we have
gx−1+c −x+ (g−1)(pe+1−x)−1+ p
e−1(p−3)+4
2 −c − (pe+1 − x) (mod pe)
≡ gx−1+c − x+ gx−pe+1+1+ 3p
e−1−pe−4
2 +c + x (mod pe)
≡ gx−1+c(1 + g−pe+1+ 3p
e−1−pe
2 ) (mod pe)
≡ gx−1+c(1 + g p
e−1(−2p2−p+3)
2 ) (mod pe)
≡ gx−1+c(1 + g p
e−1(p−1)(−2p−3)
2 ) (mod pe).
Since g is a primitive root modulo pe, we know g
pe−1(p−1)
2 ≡ −1 (mod pe). So the
expression we have reduces to:
≡ gx−1+c(1 + (−1)−2p−3) (mod pe).
And since −2p− 3 will always be odd, we have it that
≡ gx−1+c(1− 1) ≡ 0 (mod pe).
Now suppose there is a c′′ 6= c′ such that
fg,c(x) ≡ −fg−1,c′(pe+1 − x) ≡ −fg−1,c′′(pe+1 − x) (mod pe)
Then
(g−1)(p
e+1−x)−1+c′ − (pe+1 − x) ≡ (g−1)(pe+1−x)−1+c′′ − (pe+1 − x) (mod pe)
Since g and hence g−1 are both primitive roots,
(pe+1 − x)− 1 + c′ ≡ (pe+1 − x)− 1 + c′′ (mod pe−1(p− 1))
c′ ≡ c′′ (mod pe−1(p− 1)).
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Therefore, fg,c(x) = −fg−1,c′(pe+1 − x) for a unique c′ modulo pe−1(p− 1), where
c′ ≡ pe−1(p−3)+42 − c (mod pe−1(p− 1)).

Lemma 4. Let p be an odd prime, and g is a primitive root of pe. Then for each
x ∈ {1, 2, . . . , pe}\{p, 2p, . . . , pe} there exists a unique value of c ∈ {1, 2, . . . , (p −
1) · pe−1} that is a solution to gx−1+c ≡ x (mod pe).
Proof. Let x ≡ gk (mod pe), so we obtain gx−1+c ≡ gk (mod pe). Now solve for c,
and we obtain c ≡ (k + 1) − x (mod (p − 1) · pe−1). Hence, we have shown that
some unique c exists, since it has to be in the range 1 ≤ c ≤ m · pe−1. 
Lemma 5. Let p be an odd prime. Let g be a primitive root of both p and pe.
Then, when x = pe − 1, we observe that
c ≡ pe−1(p−3)+42 (mod pe−1(p− 1))
is the solution to gx−1+c ≡ x (mod pe).
Proof. We want to show that g(p
e−1)−1+ pe−1(p−3)+42 ≡ pe − 1 (mod pe).
g(p
e−1)−1+ pe−1(p−3)+42 ≡ gpe−2+ 12pe−1(p−3)+2 (mod pe)
≡ g 2p
e+pe−1(p−3)
2 (mod pe)
≡ gpe−1(p−1) · g p
e−1(p−1)
2 (mod pe)
≡ (1) · (−1) (mod pe)
≡ pe − 1 (mod pe) .

Theorem 6. Let g be a primitive root modulo pe, and let g−1 be its multiplicative
inverse. Let m be the multiplicative order of g modulo p. By Lemma 4, there exists
a pair (x, c) that solves gx−1+c ≡ x (mod pe).
Then c′ ≡ cpe−1−c (mod pe−1(p−1)) is the solution to (g−1)pe−x−1+c′ ≡ pe−x
(mod pe), where cpe−1 =
pe−1(p−3)+4
2 .
Proof. Let pe−x be a solution to (g−1)pe−x−1+c′ ≡ pe−x (mod pe). By Lemma 4
we know there exists some solution c′. Thus, we want to show that c′ ≡ cpe−1 − c.
We know that gx−1+c ≡ x (mod pe) and g · g−1 ≡ 1 (mod pe). So we observe
(g−1)p
e−x−1+c′ ≡ pe − x (mod pe) and obtain:
(g−1)p
e−x−1+c′ ≡ pe − x (mod pe)
(g−1)p
e−x−1+c′ + gx−1+c ≡ pe − x+ x (mod pe)
(g−1)p
e−x−1+c′ ≡ −gx−1+c (mod pe)
(g · g−1)pe−x−1+c′ ≡ −g(x−1+c)+(pe−x−1+c′) (mod pe)
1 ≡ −g−2+c+pe+c′ (mod pe)
pe − 1 ≡ g−2+c+pe+c′ (mod pe) .(1)
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Lemma 5 implies that pe−1 ≡ g 3p
e−1(p−1)
2 (mod pe) by expanding the lemma as
follows:
pe − 1 ≡ g(pe−1)−1+ p
e−1(p−3)+4
2 (mod pe)
≡ g 2p
e+pe−1(p−3)
2 (mod pe)
≡ g 3p
e−1(p−1)
2 (mod pe) .(2)
Thus, we can equate (1) and (2). So we obtain:
g
3pe−1(p−1)
2 ≡ g−2+c+pe+c′ (mod pe)
3pe−1(p− 1)
2
≡ −2 + c+ pe + c′ (mod (p− 1) · pe−1)
c′ ≡ p
e−1(p− 3) + 4
2
− c (mod (p− 1) · pe−1) .

3.2. For more general values of g.
Theorem 7. Let p be an odd prime, and m be the multiplicative order of g modulo
p. Consider x0 ∈ {1, 2, . . . , pe}. Let (x0, c0) be a solution to gx−1+c ≡ x (mod pe).
Let x0 ≡ x1 ≡ x2 ≡ . . . ≡ xn (mod pe) where
x1 = x0 + 1 · pe
x2 = x0 + 2 · pe
...
xn = x0 + n · pe .
Then,
cn ≡ c0 − n · pe (mod m · pe−1)
is the solution to the equation gxn−1+cn ≡ x0 (mod pe).
Proof.
gxn−1+cn ≡ g(x0+n·pe)−1+(c0−n·pe−1) (mod pe)
≡ gx0−1+c0 · gn·pe−1(p−1) (mod pe)
≡ x0 (mod pe)

From Theorem 7 we explicitly highlight the case when we take n = m, and obtain
the following corollary. We note that the statement is similar to Theorem 1 except
that this corollary highlights the particular (x0, c0) pair that produces a repeated
solution.
Corollary 8. Let p be an odd prime, and g ∈ Z where p does not divide g. Let m
be the multiplicative order of g modulo p. Consider (x0, c0) as a solution pair to
gx−1+c ≡ x (mod pe). Consider xm = x0 +m · pe. Then,
cm ≡ c0 −m · pe ≡ c0 (mod m · pe−1)
is the solution to the equation gxm−1+cm ≡ x0 (mod pe).
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3.3. Observing x ≡ p (mod pe).
Proposition 9. For all c and y ∈ Z such that p - g, when x ≡ p (mod p), gx−1+c 6≡
x.
Proof. It is easy to show why Proposition 9 holds. If x = p, then x ≡ 0 (mod p).
However, gk can never be equal or congruent to 0. 
When x ≡ p (mod p) we get an interesting result. When we create the function
f(x, c) = gx−1+c − x (mod p), and let c range from 1 to m 1, we obtain a value
set, V = {f(x, c) | 1 ≤ c ≤ m}. When x ≡ p (mod p), the value set clues us in
to the exact values of x which have solutions to the Welch equation. This result
is particularly useful to look in the case where g is not a primitive root as not all
values of x will be a solution. Additionally, the size of the value set gives us insight
into the number of solutions to modulo p for the range of x ∈ {1, 2, . . . , p} . Hence,
we have the following theorems.
Lemma 10. Let p be an odd prime, and let m be the multiplicative order of g
modulo p. Let f be a function defined by f(x, c) = gx−1+c − x (mod p). When
x ≡ p (mod p), then f(p, c) ≡ gc (mod p) for all 1 ≤ c ≤ m.
Proof. All we need to show is that gc ≡ gp−1+c − p (mod p). This is fairly simple.
Start with LHS : gp−1+c − p ≡ gp−1 · gc ≡ (1) · gc ≡ gc (mod p). 
Theorem 11. Let p be an odd prime, and fix g ∈ Z. Let m be the multiplicative
order of g modulo p. Consider any x ∈ {gp−1+c − p | 1 ≤ c ≤ m}.
Then a solution c′ exists, which solves gx−1+c
′ ≡ x (mod p).
The statement of this theorem may be a little confusing so we give an example
before providing the proof. It is best to consider a g that is not a primitive root,
as this case best highlights the point of the theorem.
Example 1. Consider p = 7, and g = 2. The multiplicative order of 2 modulo 7 is
3. When x ≡ 7 (mod 7) we obtain:
c = 1 : 27−1+1 − 7 ≡ 27 − 7 ≡ 128− 7 ≡ 2 (mod 7)
c = 2 : 27−1+2 − 7 ≡ 28 − 7 ≡ 256− 7 ≡ 4 (mod 7)
c = 3 : 27−1+3 − 7 ≡ 29 − 7 ≡ 512− 7 ≡ 1 (mod 7)
So the value set, V = {1, 2, 4}. Check f(x, c) = gx−1+c − x (mod p) for x ∈
{1, 2, 3, 4, 5, 6, 7}, and for c ∈ {1, 2, 3}. When f(x, c) ≡ 0 (mod p), we know that
this pair (x, c) is a solution to the equation gx−1+c ≡ x (mod p).
As we can see in Table 1, the values of x which have solutions are the same as
those in the value set.
Proof. By Lemma 4 we know that if x is a solution, there will exist a corresponding
c. Hence, assume by hypothesis that x ≡ gp−1+c − p (mod p) is a solution. So we
want to show that c′ exists. Observe gx−1+c
′ ≡ x (mod p). Since
x ∈ {gp−1+c − p | 1 ≤ c ≤ m}
1We use this range because for a fixed x, the value of f(x, c) starts to repeat when c > m. See
Theorem 1.
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x c = 1 c = 2 c = 3
1 1 3 0
2 2 6 0
3 5 6 1
4 5 0 4
5 6 3 4
6 2 3 5
7 1 2 4
Table 1. Values of f(x, c)
we know by Lemma 10 that x ≡ gp−1+c − p ≡ gc (mod p). Thus,
gx−1+c
′ ≡ x (mod p)
gx−1+c
′ ≡ gc (mod p)
x− 1 + c′ ≡ c (mod m)
c′ ≡ c+ 1− x (mod m) .

3.4. Symmetry in multiplicative inverses.
Proposition 12. Let p be an odd prime, and let m be the multiplicative order of
g modulo p. If g−1 is the multiplicative inverse of g modulo p, then when x ≡ p
(mod p), we have gp−1+c ≡ (g−1)p−1+(m−c) (mod p).
Proof. The following statements are equivalent.
(g−1)p−1+(m−c) ≡ (g−1)p−1+(m−c)(g · g−1)p−1+(m−c) (mod p)
≡ g−(p−1+(m−c)) (mod p)
≡ g−(p−1) · g−m · gc (mod p)
≡ (1) · (1) · gc (mod p)
≡ gp−1+c (mod p),
where the last equivalence follows from Lemma 10. 
Theorem 13. Let p be an odd prime, and let m be the multiplicative order of g
modulo p. Let f be the function f(g) = gp−1+c − p (mod p). When g and g−1 are
multiplicative inverses we observe that the value sets produced are equal, such that
{f(g) | 1 ≤ c ≤ m} = {f(g−1) | 1 ≤ c ≤ m}.
Proof. By Proposition 12, we know that gp−1+c ≡ (g−1)p−1+(m−c) (mod p). Hence,
if we consider f(g, p) and take it over 1 ≤ c ≤ m, we know that the value set will
be equal to the value set of f(g−1, p). 
3.5. Other patterns.
Proposition 14. Consider f(x, c) ≡ gx−1+c − x (mod pe). Then
f(x+ y, c) ≡ f(x, c+ y)− y (mod pe).
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Proof. It suffices to show f(x+ y, c)− (f(x, c+ y)− y) ≡ 0 (mod pe). We have
g(x+y)−1+c − (x+ y)− (gx−1+c+y − x− y)
≡ gx+y−1+c − gx+y−1+c − x− y + x+ y (mod pe)
≡ 0 (mod pe)

Proposition 15. Consider f(x) ≡ gx−1+c − x (mod pe). Then
f(x) ≡ f(x+ pe−1(p− 1))− pe−1 (mod pe).
Proof. It suffices to show f(x)− f(x+ pe−1(p− 1))− pe−1 ≡ 0 (mod pe). The left
hand side becomes
gx−1+c − x− (gx+pe−1(p−1)−1+c − x− pe−1(p− 1)− pe−1)
Since the order of g divides pe−1(p− 1), this is congruent modulo pe to
gx−1+c − x− gx−1+c + x+ pe−1(p) (mod pe)
≡ pe (mod pe)
≡ 0 (mod pe).

4. Interpolation & Hensel’s Lemma
4.1. When p is an odd prime. Let g ∈ Z be fixed and let p be an odd prime.
We will need to interpolate the function f(x) = gx−1+c, which is defined on x ∈ Z,
to a function on x ∈ Zp so that we can count solutions to gx−1+c ≡ x (mod pe).
However, this is not possible for g /∈ 1 + pZp. (See for example, [2, Section 4.6],
or [4, Section II.2].) So we will have to change the function slightly in order to
interpolate.
To do this, we use methods similar to that of [5, Section 2]. Let µp−1 ⊆ Z×p be
the set of all (p−1)-st roots of unity. Then for odd prime p, we have the Teichmu¨ller
character
ω : Z×p → µp−1,
which is a surjective homomorphism. As stated in [2, Cor. 4.5.10], we can write
each element of Z×p as an element of µp−1 × (1 + pZp). So for each x ∈ Z×p as
Z×p ∼= µp−1 × (1 + pZp) we have x = ω(x) 〈x〉 for some 〈x〉 ∈ 1 + pZp.
Theorem 16. For p 6= 2, let g ∈ Z×p and x0 ∈ Z/(p− 1)Z, and let
Ix0 = {x ∈ Z | x− 1 + c ≡ x0 (mod p− 1)} ⊆ Z.
Then
fx0(x) = ω(g)
x0 〈g〉x−1+c
defines a uniformly continuous function on Zp such that fx0(x) = gx−1+c whenever
x ∈ Ix0 .
Proof. By [2, Proposition 4.6.1], we know that we need Ix0 to be dense in Zp and for
each fx0(x) be uniformly continuous and bounded. By [3, Theorem 4.1.4], we know
that if a function is continuous in Zp, it is also uniformly continuous and bounded.
Thus, it suffices to show density of Ix0 , continuity of each fx0 as a function on Ix0 ,
and that fx0(x) = f(x) with the proper conditions on x.
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We first prove density of Ix0 in Zp: for the sake of clarity, we rename Ix0 as
Is0 = {s ∈ Z | s− 1 + c ≡ s0 (mod p− 1)} in this proof. Let x ∈ Zp, so it can
be written as x = x0 + x1p + x2p
2 + . . .. Now let s1 ∈ {0, 1, . . . , p − 2} such that
s1 ≡ s0+1−c−x0−x1−. . .−xi−1 (mod p−1) and yi = x0+x1p+. . .+xi−1pi−1+s1pi
for any given i ∈ Z. Then we know
yi ≡ x0 + x1 + x2 + . . .+ xi−1 + s1 ≡ x0 + 1− c (mod p− 1)
so yi ∈ Is0 for all yi. Now let  > 0, and we can find N such that p−N < . For
any n > N , we have
|yn − x|p = |x0 + x1p+ . . .+ xn−1pn−1 + s1pn − (x0 + x1p+ x2p2 + . . .)|p
= |s1pn − (xnpn + xn+1pn+1 + . . .)|p
= |pn|p|s1 − (xn + nn+1p+ . . .)|p
≤ p−n < p−N < 
So for every x ∈ Zp we have a sequence {yi} in Is0 that converges to x, so then Is0
(which was the new notation for our original set Ix0) is dense in Zp.
Now we must show each fx0(x) = ω(g)
x0 〈g〉x−1+c is uniformly continuous on
Ix0 . Given  > 0, find N such that p
−N < . Now if x, y ∈ Ix0 such that
|x− y|p ≤ p−N < p−(N−1) = δ,
then x = y + pNA for some A ∈ Z. Consider
|〈g〉x − 〈g〉y|p = |〈g〉y+p
NA − 〈g〉y|p = |〈g〉y|p|〈g〉p
NA − 1|p = |〈g〉p
NA − 1|p
and using the binomial theorem for some M ∈ Z, we get
〈g〉pNA = (1 + pM)pNA = 1 + pNApM + p
NA(pNA− 1)
2
(pM)2 + . . .+ (pM)p
NA.
Because all terms except for the first are in pN+1Zp, we see that
|〈g〉pNA − 1|p ≤ p−(N+1) < p−N < .
So the function f(x) = 〈g〉x is uniformly continuous on Ix0 and hence on Zp by [3,
Thm 4.15]. Since each fx0(x) = ω(g)
x0 〈g〉x−1+c = ω(g)x0 〈g〉c−1 〈g〉x for fixed x0, c,
and g, and ω(g)x0 〈g〉c−1 is a constant, we have that fx0(x) is a constant times a
uniformly continuous function. Hence, each fx0(x) is uniformly continuous on Zp
(see [3, Exercise 89]).
Lastly, we show that fx0(x) = g
x−1+c when x ∈ Ix0 . Since x − 1 + c ≡ x0
(mod p− 1), we have that
gx−1+c = ω(g)x−1+c 〈g〉x−1+c = ω(g)x0 〈g〉x−1+c = fx0(x).

We can extend this theorem to multiples of the order of g modulo p:
Theorem 17. Let m be any multiple of the multiplicative order of g modulo p,
p 6= 2, so that m | p− 1. Let g ∈ Z×p and x0 ∈ Z/mZ, and let
Ix0 = {x ∈ Z | x− 1 + c ≡ x0 (mod m)} ⊆ Z.
Then
fx0(x) = ω(g)
x0 〈g〉x−1+c
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defines a uniformly continuous function on Zp such that fx0(x) = gx−1+c whenever
x ∈ Ix0 .
Proof. Since gm ≡ 1 (mod p), ω(g)m = ω(gm) = ω(1) = 1. If x0, x′0 ∈ Z/(p − 1)Z
and x0 ≡ x′0 (mod m), then the two functions fx0 and fx′0 given by Proposition 16
are equal and are the same as gx when x ∈ Ix0 ∪ Ix′0 . 
4.2. When p is equal to 2. In the case that p = 2, we use the same ideas to
interpolate the function f(x) = gx−1+c−x (mod pe) a little differently. We will still
decompose g ∈ Z×2 as ω(g) 〈g〉, but now we take ω(g) ∈ {−1, 1} and 〈g〉 ∈ 1 + 4Z2.
It is known that this factorization exists and is unique (see [2, Corollary 4.5.10]).
Now we will show how we can form two new functions by interpolation when
p = 2.
Theorem 18. For p = 2, let g ∈ Z×2 and c ∈ Z. Then f0(x) = 〈g〉x−1+c and
f1(x) = −〈g〉x−1+c define functions on 1 + 2Z2 such that f0(x) = gx−1+c either
when g ∈ 1+4Z2 or when g ∈ 3+4Z2 and x−1+c ≡ 0 (mod 2) and f1(x) = gx−1+c
when g ∈ 3 + 4Z2 and x− 1 + c ≡ 1 (mod 2).
Proof. Similarly to the proof for odd primes (see Theorem 16), it suffices to show
that 1 + 2Z is dense in 1 + 2Z2, each function is uniformly continuous on 1 + 2Z,
and the functions agree with gx−1+c for the proper conditions on x.
The density of 1 + 2Z in 1 + 2Z2 is simple to show. For any x ∈ 1 + 2Z2,
x = 1 + a1(2) + a2(2
2) + a3(2
3) + . . . where ai ∈ {0, 1}.
We let {yn} be the sequence defined by yn = x (mod 2n). Since each yn ∈ 1 + 2Z
and {yn} converges to x, we know that 1 + 2Z is dense in the set 1 + 2Z2.
Next, we show that each function is uniformly continuous on 1 + 2Z. Let  > 0.
We take N such that 1
2N
< . Now let x, y ∈ 2Z+ 1, and take δ > 0 such that
|x− y|2 ≤ 1
2N
< 2−(N−1) = δ
Then x− y ∈ 2NZ, so x = y + 2NA for some A ∈ Z. So
|〈g〉y − 〈g〉x|2 = |〈g〉y − 〈g〉y+2
NA|2 = |〈g〉y|2|1− 〈g〉2
NA|2 = |〈g〉2
NA − 1|2
Notice that for g = 1 + 4M with M ∈ Z2 we have
〈g〉2NA = (1 + 4M)2NA = 1 + 2NA(4M) + 2
NA(2NA− 1)
2
(4M)2 + . . .+ (4M)2
NA
and all terms except the first are in 2N+1Z2. So |〈g〉2
NA−1|2 ≤ 2−(N+1) < 2−N < .
So 〈g〉x is uniformly continuous on 1 + 2Z. Since 〈g〉−1+c and −〈g〉−1+c are con-
stants, both f0(x) and f1(x) are uniformly continuous on 1 + 2Z2 as well by inter-
polation.
Now we have that for fixed c ∈ Z and g ∈ Z×2 , gx−1+c = ω(g)x−1+c 〈g〉x−1+c.
If g ∈ 1 + 4Z2 then gx−1+c = 1x−1+c 〈g〉x−1+c = 〈g〉x−1+c. If g ∈ 3 + 4Z2,
then gx−1+c = (−1)x−1+c 〈g〉x−1+c. Since (−1)2 = 1, we have two cases. Suppose
x−1+c ≡ 0 (mod 2). Then (−1)x−1+c = 1 and gx−1+c = 〈g〉x−1+c. If x−1+c ≡ 1
(mod 2), then (−1)x−1+c = −1 and gx−1+c = −〈g〉x−1+c. So we have two equations
for f(x) = gx−1+c. For g ∈ 1 + 4Z2 or g ∈ 3 + 4Z2 and x− 1 + c ≡ 0 (mod 2)
f0(x) = 〈g〉x−1+c
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Otherwise (when g ∈ 3 + 4Z2 and x− 1 + c ≡ 1 (mod 2)),
f1(x) = −〈g〉x−1+c .

We have thus shown that we can interpolate our function f(x) ≡ gx−1+c − x
(mod pe). Since our goal is to count solutions, we find that we can form a power
series to conduct further analysis of the function, where we use Hensel’s lemma
to discuss how our function is able to “lift” from solutions modulo p to solutions
modulo pe. We use the generalizations of Hensel’s lemma from [5, Section 3] in our
analysis. The reader will see use of Hensel’s lemma throughout Section 5 in finding
the number of solutions modulo pe from those modulo p.
5. Counting solutions
5.1. Treating c as a fixed constant.
Theorem 19. For p 6= 2, let g ∈ Z×p be fixed and let m be the multiplicative order
of g modulo p. Then for each x0 ∈ Z/mZ, there is exactly one solution to the
equation
ω(g)x0 〈g〉x−1+c = x
for x ∈ Zp.
Proof. Similarly to the proof found in [5, Section 4], we start by finding solutions
modulo p. Since 〈g〉 ≡ 1 (mod p), we now have
ω(g)x0 ≡ x (mod p).
We fixed g and x0, so this clearly has exactly one solution.
Since 〈g〉 is in 1 + pZp, we get
〈g〉x−1+c = 〈g〉c−1 〈g〉x = 〈g〉c−1 (exp(x log(〈g〉))
= 〈g〉c−1 (1 + x log(〈g〉) + x2 log(〈g〉)2/2!
+ higher order terms in powers of log(〈g〉))
where from [2, Proposition 4.5.9], we know that log(〈g〉) ∈ pZp. Now that we have
a convergent power series since | log(〈g〉)i/i!|p → 0 as i → ∞ (see [7, Chapter 2,
Thm 3.1]), we examine f(x) = fx0(x)− x and its derivative to see if we can apply
a generalization of Hensel’s lemma.
We let a ∈ {0, 1, . . . , p− 1} such that a ≡ ω(g)x0 (mod p) and let
f(x) = ω(g)x0 〈g〉c−1 (1 + x log(〈g〉) + x2 log(〈g〉)2/2!
+ higher order terms in powers of log(〈g〉))− x
Since we know log (〈g〉) ∈ pZp, so log (〈g〉) ≡ 0 (mod p), we have that
f(a) ≡ ω(g)x0(1)(1 + a(0) + a2(0)
+ higher order terms congruent to 0 (mod p) )− a (mod p)
≡ ω(g)x0 − a ≡ 0 (mod p)
And we also have that
f ′(x) = (ω(g)x0 〈g〉c−1)(log (〈g〉) + x log (〈g〉)2 + x2 log (〈g〉)3/2! + ...)− 1
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so that
f ′(a) = (ω(g)x0 〈g〉c−1)(log (〈g〉) + a log (〈g〉)2 + ...)− 1 ≡ −1 6≡ 0 (mod p).
which is also convergent (see [2, Proposition 4.4.4]). Now we know we can apply
a generalization of Hensel’s lemma (see [5, Cor. 3.3]), which states that there is a
unique x ∈ Zp for which x ≡ a (mod p) and f(x) = 0 in Zp.

Corollary 20. For odd prime p, let g ∈ Z be fixed where p - g and let m be
the multiplicative order of g modulo p. Then there are exactly m solutions to the
congruence
gx−1+c ≡ x (mod pe)
for x ∈ {1, 2, . . . , pem}. These solutions are also all distinct modulo m.
Proof. Theorem 19 implies that for each x0 ∈ Z/mZ there is exactly one x1 ∈ Z/peZ
where
ω(g)x0 〈g〉x1−1+c ≡ x1 (mod pe).
The Chinese Remainder Theorem states that there will be exactly one x ∈ Z/pemZ
where x− 1 + c ≡ x0 (mod m) and x ≡ x1 (mod pe). Since x − 1 + c ≡ x0
(mod m), we know that for this x:
gx = ω(g)x0 〈g〉x−1+c ≡ x (mod pe).
Since for each x0 there is exactly one such x, we have exactly m solutions to the
congruence.

Furthermore, we can extend our knowledge of the number of solutions to a larger
range of x.
Proposition 21. For an odd prime p, let g ∈ Z be fixed such that p - g, let m be
the multiplicative order of g modulo p, and let k ∈ Z. Then there are exactly km
solutions to the congruence
(3) gx−1+c ≡ x (mod pe)
for x ∈ {1, 2, . . . , pekm}. Note that the order of g modulo p must always divide
p− 1, so when k = p−1m there are p− 1 solutions for x ∈ {1, 2, . . . , (p− 1)pe}.
Proof. From Theorem 2, we notice that
gx−1+c+mp
e − (x+mpe) ≡ gx−1+c − x (mod pe)
So we know that gx−1+c ≡ x (mod pe) has the same number of solutions for x ∈
{1, 2, . . . , pem} as it does for x ∈ {k1m + 1, k1m + 2, . . . , k1m + pem} for any
k1 ∈ Z. Since {1, 2, . . . , kpem} = {1, 2, . . . , pem} ∪ {pem+ 1, pem+ 2, . . . , 2pem} ∪
. . . ∪ {(k − 1)pem + 1, (k − 1)pem + 2, . . . , kpem}, and we know that there are m
solutions for x ∈ {1, 2, . . . , pem} from Corollary 20, then the number of solutions
for x ∈ {1, 2, . . . , pekm} is equal to km.

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5.2. Treating both x and c as variables. One difficulty with the Welch equation
is to ensure that the domains of x and c modulo p will scale nicely modulo pe. A
key problem is that we cannot predict how the multiplicative order of g modulo p
changes when g is considered modulo pe. Generally, the multiplicative order of g
modulo pe is simply pe−1 · ordp(g). When this happens, we can predict the exact
period (see Theorem 1).
But this is not always the case: sometimes the multiplicative order of g modulo
pe is equal to the multiplicative order of g modulo pe−1. When this happens, the
exact period of c modulo pe is shorter than we expect. To account for such a
problem we have the following remark followed by a theorem.
Remark 1. Let p be an odd prime, and fix g. Consider a ∈ Z. Then logg(a) may
or may not exist.
Theorem 22. Let p be an odd prime. Take m to be the multiplicative order of g
modulo p. Given a fixed x, the number of solutions, c, to gx−1+c ≡ x (mod pe) for
c ∈ {1, 2, . . . ,m · pe−1} is either mpe−1ordpe (g) when logg(a) exists or 0 when logg(a) does
not exist.
Proof. Let x ≡ a (mod pe), and by Remark 1 we note that there are two cases:
when logg(a) exists, and when logg(a) does not exist. Now if logg(a) exists then
we have:
ga−1+c ≡ a (mod pe)
a− 1 + c ≡ logg(a) (mod ordpe(g))
c ≡ (logg(a))− a+ 1 (mod ordpe(g))(4)
Thus, when logg(a) exists, we can solve equation 4 modulo ordpe(g), since we
are looking at values for c ∈ {1, 2, . . . ,mpe−1}. There will be a solution for c every
multiple of ordpe(g). Hence, the number of possible values for c is
mpe−1
ordpe (g)
.
When logg(a) does not exist, we are not able to solve for c in equation 4. For
this case, we are not able to find c. Thus, the number of possible values for c is
0. 
Now we try to count the number of (x, c) pairs of solutions modulo pe. Propo-
sition 23 gives the number of pairs solutions modulo p, and that proof uses Theo-
rem 11. Theorem 26 gives the number of pairs of solutions modulo pe by using a
multivariable Hensel’s lemma from [5, Proposition 3.4] together with the Chinese
Remainder Theorem.
Definition 1. Let m be the multiplicative order of g modulo p. We let Te denote
the set of solution pairs (x, c), where x ∈ {1, 2, . . . ,mpe} and c ∈ {1, 2, . . . ,mpe−1},
p - x to the equivalence:
gx−1+c ≡ x (mod pe).
Also, let |Te| denote the number of solution pairs (x, c) modulo pe in the set Te.
Proposition 23. Let p be an odd prime, and let m be the multiplicative order of g
modulo p. Then |T1| = m2 for x ∈ {1, 2, . . . ,mp}, and for c ∈ {1, 2, . . . ,m}.
Proof. Consider f(x, c) = gx−1+c−x. We first want to find the number of solutions
modulo p, where f(x, c) ≡ 0 (mod p). From Theorem 11 we know that the size
of the value set, V = {f(p, c) (mod p) | 1 ≤ c ≤ m} gives us the number of (x, c)
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solutions for x ∈ {1, 2, . . . , p}. We know that the elements in V are unique because
they are simply powers of g, as shown in Lemma 10. So, there will be m unique
values of x ∈ V .
Expand the range to x ∈ {1, 2, . . . , p, p+1, . . . ,m·p−1,m·p}. Theorem 7 implies
that the number of solutions will increase by a multiple of m. Thus |T1| = m2.

Lemma 24. Let p be an odd prime, and consider a fixed x0 ∈ Z/mZ, and g ∈ Zp,
p - g. Consider the function f(x, c) = ω(g)x0 〈g〉x−1+c − x, and let
|N1| = |{(x¯, c¯) ∈ (Zp/pZp)× × (Zp/pZp)) | f(x, c) ≡ 0 (mod p)}|
then |N1| = p.
Proof. Consider the power series representation of the function, f(x, c) as follows:
f(x, c) = ω(g)x0 〈g〉x−1+c − x
= ω(g)x0 exp((x− 1 + c) log 〈g〉)− x
= ω(g)x0(1 + (x− 1 + c) log(〈g〉) + (x− 1 + c)2 log(〈g〉)/2!
+ higher-order terms in powers of log(〈g〉))− x
≡ ω(g)x0 − x (mod p)
Similarly to Theorem 19, we observe that if f(x, c) ≡ 0 (mod p), then ω(g)x0 ≡ x
(mod p). Since x0 and g are fixed, and c is free to be anything, there will be p
solutions to this equation. Thus, |N1| = p.

Proposition 25. Let p be an odd prime, g ∈ Zp, p - g, and consider a fixed
x0 ∈ Z/mZ. Consider the function f(x, c) = ω(g)x0 〈g〉x−1+c − x, and let
|Ne| = |{(x¯, c¯) ∈ (Zp/peZp)× × (Zp/peZp)) | f(x, c) ≡ 0 (mod pe)}|
then
|Ne| = pe−1|N1|.
Proof. First recall that we can expand the function, f(x, c) as:
f(x, c) = ω(g)x0 〈g〉x−1+c − x
= ω(g)x0(1 + (x− 1 + c) log(〈g〉) + (x− 1 + c)2 log(〈g〉)/2!
+ higher-order terms in powers of log(〈g〉))− x
≡ ω(g)x0 − x (mod p)
Now, we consider the partial derivatives of f(x, c) where we note that log 〈g〉 ≡ 0
(mod p), since 〈g〉 ≡ 1 (mod p), thus obtaining:
∂f
∂x
(x, c) = ω(g)x0(exp((x− 1 + c) log 〈g〉) · log 〈g〉)− 1
≡ −1 (mod p)
∂f
∂c
(x, c) = ω(g)x0(exp((x− 1 + c) log 〈g〉) · log 〈g〉)
≡ 0 (mod p).
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Observe that ∂f∂x (x, c) 6≡ 0 (mod p). Thus, we can apply a multivariable version
of Hensel’s lemma (see [5, Proposition 3.4]) to observe that there are pe−1 possible
ways to lift each solution modulo p to a solution modulo pe.
Thus, |Ne| = pe−1|N1|. 
Theorem 26. Let p be an odd prime, and fix g where p - g. Let m be the mul-
tiplicative order of g modulo p. Then |Te| = pe−1|T1| = m2pe−1 is the number of
solutions to the congruence
gx−1+c ≡ x (mod pe)
for (x, c) such that x ∈ {1, 2, . . . ,mpe}, and c ∈ {1, 2, . . . ,mpe−1}. Further the set
of x that solve this equation are all distinct modulo pe.
Proof. We want to use the Chinese Remainder Theorem on both x and c to get
the number of solutions to gx−1+c ≡ x (mod pe). By the interpolation described in
Section 4, we know that gx−1+c = ω(g)x0 〈g〉x ≡ x (mod pe), since x− 1 + c ≡ x0
(mod m). So rewrite the equation and consider the following equivalences:
x− 1 + c ≡ x0 (mod m)
x ≡ x0 + 1− c (mod m)(5)
Proposition 25 implies that for each x0 ∈ Z/mZ there are pe−1 choices for x1 ∈
(Z/peZ)×. So consider equation 5 and x ≡ x1 (mod pe). By the Chinese Remainder
Theorem, there will be exactly one x ∈ Z/pemZ that satisfies the previous two
equations. Observe that there are m possible choices of x0.
Now consider the set of equations for c. Consider the equation c ≡ c0 (mod m)
where we are free to pick any c0. Similarly as we did for x, Proposition 25 implies
that for each c0 ∈ Z/mZ there are pe−1 choices for c1 ∈ Z/peZ. Thus, we have
c ≡ c1 (mod pe). By the Chinese Remainder Theorem, there will be exactly one
c ∈ Z/pemZ that satisfies the previous two equations. Observe that there are m
possible choices of c0.
From Hensel’s lemma, we see that there are p · pe−1 choices for (x, c) modulo pe.
Thus putting all the possible choices of x0, c0 and (x, c) modulo p
e we obtain m2pe
when x ∈ {1, 2, . . . ,mpe}, and c ∈ {1, 2, . . . ,mpe}.
Notice that the domain of c is not the size that we want. By both Hensel’s Lemma
and Chinese Remainder Theorem we produced values of c ∈ {1, . . . ,mpe−1, . . . ,mpe}
but we want c ∈ {1, . . . ,mpe−1}. However by Theorem 1 we know that the period of
c is length mpe−1. Thus, we can divide mpe by p. Hence, we obtain |Te| = mepe−1.

5.3. Considering p = 2. Before we move ahead, we will look at solutions modulo
2.
Lemma 27. For fixed c ∈ Z and g ∈ 2Z + 1, all solutions x ∈ Z to the equation
f(x) = gx−1+c ≡ x (mod 2e) are odd.
Proof. Let g ∈ 2Z+ 1 and c ∈ Z be fixed.
gx−1+c − x ≡ 0 (mod 2e)
gx−1+c − x ≡ 0 (mod 2).
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Since g is odd, gx−1+c is also odd for x− 1 + c ∈ Z. Then gx−1+c ≡ 1 (mod 2) and
we get
1− x ≡ 0 (mod 2)
x ≡ 1 (mod 2).
So all integer solutions x are odd. 
Theorem 28. For p = 2, let c ∈ Z and g ∈ Z×2 be fixed. Then there is exactly one
solution to each of the equations
〈g〉x−1+c = x
and
−〈g〉x−1+c = x
for x ∈ 1 + 2Z2.
Proof. As with the analogous proof for odd primes, we start by finding solutions
modulo p = 2. Since 〈g〉 ≡ 1 (mod 2), both equations reduce to
1 ≡ x (mod 2).
This expression clearly has exactly one solution, and note that this expression agrees
with Lemma 27.
Since we know that 〈g〉 is in 1 + 4Z2, we have that
〈g〉x−1+c = 〈g〉c−1 〈g〉x = 〈g〉c−1 (exp(x log(〈g〉))
= 〈g〉c−1 (1 + x log(〈g〉) + x2 log(〈g〉)2/2!
+ higher order terms in powers of log(〈g〉))
where from [2, Proposition 4.5.9], we know that log(〈g〉) ∈ 4Z2. Now we have a
convergent power series since | log(〈g〉)i/i!|2 → 0 as i→∞ (see [7, Chapter 2, Thm
3.1]), and we will look at f(x) and its derivative to see if we can apply Hensel’s
lemma.
To count solutions to f0(x) ≡ 〈g〉x−1+c ≡ x, we let a = 1, and let
f(x) = f0(x)− x = 〈g〉c−1 (1 + x log(〈g〉) + x2 log(〈g〉)2/2!
+ higher order terms in powers of log(〈g〉))− x
Then we have
f(a) ≡ (1)(1 + 1(0) + 12(0)
+ higher order terms equivalent to 0 (mod 2) )− 1 (mod 2)
≡ 1− 1 ≡ 0 (mod 2)
Also, since we know log (〈g〉) ∈ 4Z2, log (〈g〉) ≡ 0 (mod 2), and we have
f ′(x) = 〈g〉c−1 (log (〈g〉) + x log (〈g〉)2 + x2 log (〈g〉)3/2! + ...)− 1
f ′(a) = 〈g〉c−1 (log (〈g〉) + log (〈g〉)2 + ...)− 1 ≡ −1 6≡ 0 (mod 2)
which is also convergent (see [2, Proposition 4.4.4]). Now we know we can apply
a generalization of Hensel’s lemma (see [5, Cor. 3.3]), which states that there is a
unique x ∈ Z2 for which x ≡ 1 (mod p) and f(x) = 0 in Z2.
Note that similar steps can be used to show there is one solution in Z2 to f1(x) ≡
−〈g〉x−c+1 ≡ x as well.
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
Corollary 29. For p = 2, let g, c ∈ Z be fixed. Then there is exactly 1 solution to
the congruence
gx−1+c ≡ x (mod 2e)
for x ∈ {1, 2, . . . , 2e}.
Proof. Having determined that x is odd by Lemma 27, we know that x − 1 + c ≡
1 − 1 + c ≡ c (mod 2). Because c is fixed and our functions f0(x) and f1(x) are
defined on x ∈ 1 + 2Z2, we only need to count solutions to f1(x) if 〈g〉 ∈ 3 + 4Z2
and c is odd and f0(x) otherwise. The number of solutions where x is odd in the
correct equation will be the same as the number of solutions to f(x).
Theorem 28 implies that there is exactly one x ∈ 1 + 2Z2 in the appropriate
function f0(x) or f1(x) that we have chosen based on c. Note that since each lifting
in the proof is equivalent to 1 modulo 2, we know f(x) and f ′(x) are still defined,
and x − 1 + c is still equivalent to c, we can use the same function after each lift.
So we get the unique solution to our congruence, gx−1+c ≡ x (mod 2e).

6. Conclusion
Most of the previous analysis on the Welch equation, gx−1+c ≡ x (mod pe), has
looked at solutions only modulo p and for x ∈ {1, 2, . . . , p}, and the conclusions
about the number of solutions on this range are mainly statistical (see [1], for
example). We have found here that there are clear patterns for this equation
modulo pe when we extend the range of x to x ∈ {1, 2, . . . , pem}, where m is the
order of g modulo p. Specifically, there are always m solutions (for all primes) on
this range when we fix c, and m2pe−1 solutions (for odd primes) when we consider
c ∈ {0, 1, . . . , pe−1m} as an additional variable. If we can find how these solutions
are distributed on subintervals of length pe, we may have a better understanding
of what happens on the original range of x from 1 to pe.
The value set described in Theorem 11 (i.e. f(p, c) ≡ gp−1+c − p (mod p)) also
helps us find which values of x in the range from 1 to p are solutions modulo p.
This is especially helpful in the cases where g is not a primitive root, since there is
a smaller value set that restricts the values of x that may be a solution.
Finally, there are several other patterns found in analyzing the function f(x) ≡
gx−1+c−x (mod pe) that are left unexplored in this paper, such as the appearance
of p pairs of “doubles,” where f(x) ≡ f(x+1) (mod pe) when g is a primitive root,
whose investigation may help with understanding the distribution of solutions.
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