The issue of machine sharing arises quite frequently in the design and operation of automated manufacturing systems. It is often championed as a mechanism for enhancing the flexibility and versatility of these systems. However despite its importance, our understanding of machine sharing and of its effect on system performance has remained inadequate, relying mainly on anecdotal data or limited empirical evidence. In this paper, we present an analytical model that captures the various dimensions of machine sharing and use this model to study the effect of machine sharing on performance of manufacturing systems. In particular, we examine the relationship between machine sharing and several performance measures, such as production rate, machine utilization, flow time and work-in-process inventory, for varying assumptions of system utilization, setup times, batch sizes and demand and processing variability. These relationships are then used to identify conditions under which machine sharing is of value and to determine the corresponding optimal sharing levels.
Introduction
Machine sharing can be defined as the capability of a group of machines in a manufacturing system to share the production of a set of different part types so that a part type in the set can be indiscriminately allocated to any machine in the group. In practice, this is enabled by either the provision of identical machines, such as in a functionally organized job shop, or the availability of multi-purpose programmable machines, such as in a flexible manufacturing system. Machine sharing also requires flexible part routing capabilities, allowing parts to be directed to any one of the shared machines, and sharing and/or duplication of some of the auxiliary resources such as tools, fixtures, part programs and labor.
The issue of machine sharing arises quite frequently in the design and operation of automated manufacturing systems. For example, in a flexible manufacturing system (FMS) a decision has to be made at each planning period regarding the product mix for each production run. This decision determines the type and volume of parts that will simultaneously share the same resources [45] [46] . Similar decisions have to be made with respect to the loading of each machine (i.e. the type and volume of operations that will share the same machine) and the degree of routing flexibility of each part type (i.e. the number of machines that share in the production of a given part type) [49] [53] .
Machine sharing is also encountered in cellular manufacturing systems (CMS). In fact, one of the key design issues in a CMS concerns the manner and degree to which groups of functionally equivalent machines should be partitioned into dedicated cells while still allowing for the sharing of bottleneck and expensive machines [18] [19] [50] [51] [54] . A choice between duplicating poorly utilized machines or sharing them among multiple cells must also be made to balance system cost versus performance. It should be noted that high levels of machine sharing are generally discouraged in typical implementations of cellular manufacturing since the emphasis is on cell dedication and specialization.
Similar decisions regarding the level of machine sharing must be made in job shops where machines are functionally organized into workcenters. In such a system, the type and number of machines in each workcenter, as well as the functional scope of each workcenter must be a-priori determined. Tooling and setup penalties due to scope (large workcenters with many processing capabilities) versus poor machine utilization and longer lead times due to focus (small workcenters with limited processing capabilities) must be evaluated in order to ensure acceptable cost and performance [42] [57] . Machine sharing-related issues are also encountered in the design and operation of a variety of other manufacturing systems, such as flow lines [1] , assembly lines [9] , and flexible assembly systems [26] .
Machine sharing is often advocated as a means for increasing system versatility and flexibility [23] [24] [40] . By pooling resources it is usually argued that better machine utilization, shorter production lead times, and higher production rates can be achieved [3] [5] [16] . Potential drawbacks of machine sharing, such as increased setup times, larger batch sizes, higher processing variance and longer material handling times, are however often ignored (these drawbacks are not necessarily a consequence of machine sharing per se, but may be due to the contexts in which shared machines are used). This makes it difficult to accurately assess the costs and benefits of sharing and to identify optimal sharing levels. This also leaves room for counter-claims regarding the inefficiencies of machine sharing, such as those often made by group technology and focused manufacturing advocates [2] [18] .
In this paper, we address some of these limitations. In particular, we present an analytical model that captures several of the practical dimensions of machine sharing, such as setup times, batch sizes, processing variance, part mix variety, etc. This model is then used to study the effect of machine sharing on performance of manufacturing systems. We examine the relationship between machine sharing and several system performance measures under varying assumptions of system utilization, setup times, batch sizes and demand and processing variability. These relationships are applied to identify conditions under which machine sharing is of value and to determine the associated optimal sharing levels.
Literature Review
The issue of machine sharing has been for the most part addressed in the context of studies of manufacturing flexibility. In these studies, machine sharing is seen to arise from either machine or part routing flexibility, where machine flexibility refers to the capability of a machine to process a variety of part types and routing flexibility is defined by the possibility of routing a part to more than one machine [40] [3] [24] [25] . Much of the work on machine and routing flexibilities is concerned with developing measures of these flexibilities. Examples are many and include [5] , [34] , [56] , [36] , and [15] .
Evaluative models of flexibility are fewer and typically limited to simulation models. Examples can be found in [57] , [35] , [27] , [12] , [37] , [55] , [39] , [24] , [38] , and [17] . Most of these models tend to agree that flexibility can be beneficial to system performance (e.g., lower lead times, higher machine utilizations, smaller inventories, etc.). Limiting factors to the benefits of flexibility, such as higher setup times, larger lot sizes, and longer material handling times, are generally not taken into account in these models. These models also ignore arguments that increasing flexibility encourages waste, where waste arises from adapting to uncertainties that should have been eliminated in the first place [21] .
A number of analytical models have been proposed for the general performance evaluation of manufacturing systems [9] [10] [11] . However, few of these models address specifically the issue of machine sharing. Stecke and Solberg [48] , Dallery and Stecke [16] and Stecke and Kim [47] examine the issue of resource pooling, in the context of closed queuing network models of FMS's, and find pooling to generally increase system throughput. Calabrese [14] extends this result to open queuing network models of job shops and shows that work-in-process inventories can be reduced by increasing machine pooling. Smith and Whitt [43] , Benjaafar [4] , Kleinrock [33] and Gross and Harris [22] offer a more general discussion of the effect of resource pooling in queuing systems. Buzacott [6] examines the effect of machine and routing flexibility using a stochastic model with two part types and find setup times and product mix variety to limit the effectiveness of flexibility. This model is extended in [7] and [8] where the effect of scheduling rules is also considered. Karmarkar [28] and Karmarkar et al. [29] use a queuing model of a single part/single machine system to study the relationships between batch sizes and lead times. This model is extended in [30] to the multiitem/multi-machine case and used in [31] to compare alternate manufacturing configurations for capacity and product mix. A similar model is independently introduced by Zipkin [56] . A single machine model is proposed by Kekre [32] for studying the impact of increased product mix on performance of a manufacturing cell.
In the cellular manufacturing literature, the issue of machine sharing has become in the last few years of some debate. In particular, an increasing number of authors have been challenging the wisdom of partitioning machines into dedicated production cells and have been advocating instead a greater deal of resource sharing and cooperation between cells [18] [13] . For the most part, these challenges are based on simulation studies, except for [50] and [51] , contrasting job shops, cellular systems and hybrids of these systems. The findings are generally consistent and show that rigid dedication of cells can result in unbalanced machine utilizations, higher lead times, and larger work-in-process inventories. This is particularly the case when production demand is variable and/or product mix variety is high. Dedicated cellular systems are found to be more effective only when setup times are high, batch sizes are small and demand for each part family is sufficiently high and stable [41] [20].
Machine Sharing, Setups and Batch Sizes
We consider a set of m machines which can be potentially grouped into a set of n machine pools. Each machine m i (i = 1, 2, …, m) is initially associated with a single part type or family P i . Upon grouping, part types that are initially assigned to individual machines, can arbitrarily be assigned to any machine in the group. The level of machine sharing in a group is determined by the group size , i.e., the number of machines in the group and the corresponding number of part types. In our case, these two are the same and will be denoted by k. Grouped machines share a single physical or logical queue where parts in need for processing wait in a first-come first-served order and are assigned to the first available machine regardless of the part and machine identities. Parts are produced in batches of common size Q (Q = 1, 2, …). Example machine sharing scenarios are depicted in Figure 1 .
Since increasing the number of part types processed by a machine group will most likely increase set up times, we will assume that a batch incurs a minor production setup s minor (s minor ≥ 0) when the previous batch on the same machine is of the same type, otherwise it incurs a major setup s major such that s major ≥ s minor . Minor setups are due to simple changeovers between batches (e.g., part placement and fixture positioning) while major setups may require changes in tooling, part programs, and fixtures as well as adjustment time for operators. The ratio of s major to s minor will depend on the degree of similarity between the different part types and the versatility of machines. In a FMS where part handling is automated and machines are highly flexible (e.g., machining centers), changeover times between different part types will be small. On the other hand, in a CMS handling a large variety of part types and relying on specialized manual labor for part fixturing, transportation and setup, changeover times could be significant. Setup could also be sequence dependent so that the value of s major depends on the identity of the current and the previous batch.
Static Performance Measures
Since a batch incurs a minor setup, s minor , when the previous batch on the same machine is of the same type and incurs a major setup, s major , otherwise, average batch processing time for parts of type i can be calculated as -7- where 1/µ p is the average operation time per part. Assuming steady state operation, random and independent part arrivals according to a renewal process, and first-come first served batch ordering, the probability that the previous batch "is" and "is not" of the same type in a machine group of size k are given respectively by Pr(previous batch is of type i)
Pr(previous batch is not of
where D i is the average demand per period for part type i . The overall average batch processing time can then be obtained as
which can also be rewritten as
We can see that average batch processing time, which is also the average part processing time, is composed of two components: (1) 
From equality 2, we can clearly see that batch processing time increases with increases in either machine sharing or batch size. The increase due to machine sharing can be explained by the increase in the frequency of major setups, as k -1 out of every k setups are of the major type. Note that the proportion of major setups, k -1/k, grows rapidly with k so that the major setup term becomes dominant relatively quickly. In the limit case, we have
In contrast, average batch processing time will equal
when either k = 1 or s major = s minor .
In the more general case described by equality 1, setup time will also be determined by the part mix composition (i.e., demand distribution among part types). Average batch processing time determines the maximum feasible production rate and, consequently, system capacity. Assuming a uniformly distributed part mix (maximum part variety), the maximum production rate per machine, P max , can be calculated as
This maximum rate decreases with machine sharing while it increases with batch size. In limit cases, we have
and
Plots of P max are given in Figures 2 and 3 for various values of k, Q and s major . With increased batch size, production rates become less affected by machine sharing as setup time is gradually eliminated. Thus, in environments where maintaining high production rates is important (e.g. make-to-stock environments), larger batch sizes should be used.
For environments where lead times are more important (e.g., make-to-order environments), large batch sizes could be dangerous since they tend to increase batch processing times. This is however ironic since in a make-to-stock environment the number of different part types is typically limited and setups are not significant, while in a make-to-order environment the number of part types could be high and setups could be important.
In addition to determining system capacity, batch processing time determines system utilization. Assuming a uniformly distributed product mix, average utilization per machine, ρ k, Q , is given by
which can also be rewritten as 
and is the proportion of time a machine is being set up (in reality, this is idle time), while
and is the proportion of time a machine is actually busy performing operations. In order to ensure system stability, we need to have ρ k, Q < 1. This means that for a fixed level of machine sharing, a lower bound on the required batch size is given by
where
and represents total setup time. The minimum required batch size increases linearly as a function of setup time and inversely as a function of operation machine utilization. In the absence of setups, the need for batching is eliminated and Q min becomes 1. Since total setup time is in part determined by the degree of machine sharing, the value of Q min will depend on the value of k. In fact, Q min is a steep convex function of k with the following
It should be noted that an expression for the minimum batch size was first provided for the single machine case by Karmarkar [28] . An expression for the multimachine case was proposed by Suresh [50] . These expressions do not however account for the difference between minor and major setup times.
Similarly, for a fixed batch size, we can calculate the maximum feasible number of shared machines, k max . The value of k max is given by
where s major -s minor > 0 and s major -Q(1/D -1/µ p ) > 0. The value of k max decreases as a function of s major with a limit
The value of k max also decreases with operation machine utilization, u operation , as higher utilization reduces the available capacity for setups. On the other hand, the number of allowable shared machines tend to increase as batch size increases. A result due to the reduction in the frequency of setups. In fact, for Q ≥ s major /(1/D -1/µ p ), the value of k max becomes unbounded (k max = ∞). The value of k max also increases as s major approaches
In summary, increased machine sharing can have a negative impact on various static performance measures. In particular, machine sharing increases batch processing times by increasing the frequency of major setups. This in turn, limits the available capacity for actual operation and increases the proportion of machine idle time due to setups. Consequently, the maximum feasible production rate is also reduced. This also means an increase in the minimum feasible batch size. Machine sharing can, however, have a positive impact on a number of dynamic performance measures. This includes, as
we will see in the next section, possible reduction in part flow time, level of work in process inventory and machine utilization variance.
Dynamic Performance Measures
In order to obtain dynamic system performance measures, such as part flow times, waiting times, and levels of work-in-process inventories, we need to make some assumptions regarding the distributions of batch inter-arrival and processing times. For the sake of mathematical tractability, we will assume initially both to be exponentially distributed. This assumption will be relaxed in sections 5 and 6, where arbitrary distributions for arrivals and processing are examined. We should note that the exponential assumptions have been found elsewhere to be fairly robust in capturing dynamic part arrivals and multiplicity in the processing requirements of different part types (for instance, see [44] [52]).
Given the exponentiality assumptions regarding batch inter-arrival and processing times, average part flow time (which is also average batch flow time) in a machine group of k machines with batches of size Q can be obtained as that of a multi-server queuing system (i.e. a M/M/k queue) and is given by
As we can easily see, part flow time is affected by setup times, batch sizes, machine sharing and machine utilization. While it is clear that average flow time is an increasing function of setup time, s minor and s major , as well as machine utilization, ρ k, Q , the effect of machine sharing and batch size is less evident. In order to isolate this effect, we consider several special cases. First, let's examine the case where s minor = s major = 0, i.e., no setups. Equality 14 can then be rewritten as
From equality 15, it is easy to verify that machine sharing and production batching exert opposite effects on average flow time. The value of F k, Q increases with Q while it decreases with k. More specifically, we have
where F k, 1 is the average flow time for a batch size of one. On the other hand, flow time is inversely proportional to machine sharing. In particular, average waiting time decreases by at least a factor of k when k machines are shared. That is,
(a result that follows from the fact that π k, Q < π 1, Q ). These results are illustrated in Thus, when setup times are negligible and lead time related performance is important, a strategy of machine sharing should be pursued whenever possible. Note that because of the diminishing impact of machine sharing, only limited sharing is of significant value.
Hence, a strategy of partial machine pooling would yield comparable performance to one of total pooling.
The presence of setups tend to shift the effect of sharing and batching in opposite directions. Larger setup times diminish the desirability of machine sharing while favoring larger batch sizes. For example, consider the case where k is set to 1 and Q is allowed to vary. The expression for average flow time can then be rewritten as
As Q is initially increased from its lower bound Q min , (assuming Q min > 1), average flow time is dramatically reduced. This reduction eventually levels off and flow time starts to increase again with batch size. This behavior is graphically depicted in Figure 6 . The initial decrease in flow time is due to the reduction in the frequency of setups. This is -16- however gradually offset by the increase in processing times as batches become larger.
Note that as Q increases, average flow time becomes almost linear in Q. In fact, a lower bound on flow time is given by
Noting that F 1, Q is a convex function of Q, the batch size value that minimizes flow time can be obtained by simple differentiation of equality 18 and is given by
or equivalently
Further discussion of the effect of batch sizes in the single machine case can be found in [28] , [29] , [30] and [32] ; and in the multi-machine case, in [50] and [51] . 
It is useful to distinguish here between two scenarios. The first is where s major -(1/D -1/µ p ) ≤ 0 and the second is where s major -(1/D -1/µ p ) > 0. For the first scenario, we have shown earlier that k max is unbounded. In fact, in the limit case we have
On the other hand for s major -(1/D -1/µ p ) > 0, k max is finite and given by expression 13.
As k approaches k max , flow time grows without bound. The behavior of flow time for both scenarios is depicted in Figures 7 and 8 . Note that for the first scenario, flow time initially grows as k increases. However because of the diminishing increase in setup time, flow time eventually starts to decrease again with k. This decrease is itself of the diminishing kind with much of the reduction occurring with a relatively limited number of machines. In the second scenario, the effect of machine sharing is never sufficient to counteract the corresponding increase in setup times. Since k max has a finite value, increases in k will eventually lead to serious deterioration in performance. This will particularly be evident when s major is high.
These results mean that for systems producing parts in batches of size one machine sharing does not necessarily improve flow performance. In fact, when the major setup time is large, any degree of machine sharing may deteriorate performance. For smaller setup times, machine sharing can only be beneficial when the machine group is relatively large. Thus, in the absence of batching, machine sharing can be impractical for systems with significant setups or with a small shared machine groups.
Machine sharing can be made more desirable and practical by allowing for larger batch sizes. The general expression of flow time for arbitrary k and Q is given in equality 14. By increasing batch sizes, flow time may initially be reduced and the feasible range for machine sharing, k max , extended. However, increases in Q will eventually lead to increases in flow time. This can be seen by considering the following lower bound on flow time:
where π min is the value of π k, Q when s major = s minor = 0. Rewriting equality 24 as (25) and noting that π min is independent of Q, it is easy to verify that F min is linearly increasing in Q. The value of F min becomes a good approximation of flow time as Q gets larger.
Although no closed form expression exists for the optimal solution, numerical methods can be applied to equality 14 to solve simultaneously and optimally for k* and Q*. Because of the diminishing effect of k and Q in reducing, respectively, waiting time and setup time, optimal values for k and Q will be, in general, relatively small.
Machine Sharing, Performance Variance and System Variability
It is often argued that greater sharing of machines improves machine utilization.
However in section 3, we showed that for a balanced set of cells this is not true. In fact for such a system, increased sharing results in higher machine idle times due to more frequent setups. However, if the cells are unbalanced so that certain machines have higher production demand than others, machine sharing will result in a more balanced distribution of the workload among these machines. In particular, the utilization of the poorly loaded machines could dramatically be improved while the congestion at the highly loaded machines be significantly reduced.
In addition to a better distribution of the average workload among machines, sharing can also result in a reduction in the workload variance. This is achieved by a more efficient allocation of parts to machines in real time so that the occasional buildup of queues is minimized. This can shown to hold regardless of the distribution of the workload among machines.
To illustrate this phenomenon, let's consider the variance in queueing time for a perfectly balanced machine group (i.e. D i = D for i = 1, 2, …, k) of size k for which minor and major setup times are negligible. Variance of waiting time in queue for this machine group is given by [3] :
which is a decreasing function of sharing. Noting that π k, 1 ≤ ρ k, 1 , we can easily show that waiting time variance for k shared machines is always smaller than that of k dedicated machines by at least a factor of k 2 . That is,
Thus with the grouping of two machines, queueing time variance is reduced by more than 75%. This means that fluctuation in workloads among different machines is drastically reduced and the possibility of both bottleneck and starved machines is minimized. The effect of sharing on waiting time variance is depicted in Figure 9 . Note that the degree of reduction in variance is particularly significant under conditions of high utilization. The fact that waiting time variance is reduced, results in a reduction of overall flow time variance which in turn leads to greater consistency and predictability in lead time related performance . This is desirable in environments where being dependable in meeting due dates and having consistently short lead times is important. In addition to its beneficial effect on performance variance, machine sharing can be shown to be an effective mechanism for dealing with system variability. In fact, the benefits of sharing can be shown to increase with increases in either demand or processing variability. This can be seen, for example, by considering the following approximation of average flow time for the same machine group described above when batch arrivals and processing times are generally distributed [3] :
where C a 2 and C s 2 represent respectively the squared coefficients of variation (i.e. the squared ratio of variance over mean) in customer inter-arrival and processing times. The value of C a 2 indicates the degree of variability in the part arrival process which can be due to either demand variability and/or to variability in time between part releases to the system. Similarly, the value of C s 2 indicates the degree of variability in the part processing times which can be due to either inherent variability in the process or to external interferences such as machine breakdowns, tool wear, and poor fixturing. The value of F k, 1 can be easily shown to be decreasing in k. More importantly, the amount of performance improvement can be shown to increase with increases in either C a 2 or C s 2 .
This is illustrated in Figures 10 and 11 . It is easy to see that machine sharing is particularly valuable for systems subject to high variability, with the provision of sharing almost eliminating the negative impact of this variability. Note also that in the absence of variability, that is when C a 2 = C s 2 = 0, machine sharing has no effect on performance as the dedicated and shared systems become equivalent. In other words, the value of machine sharing is contingent upon the existence of some degree of variability.
Machine sharing and Processing Variety
In this section, we turn our attention to the effect of processing variety on the desirability of machine sharing. In previous sections, we have assumed that the processing requirements of different part types are homogeneous and that all part types are produced in identical batch sizes. This may not however always be the case. For example, in environments where product variety is high and where parts are produced on a make-to-order basis, part mix and batch sizes cannot be easily controlled. This may lead to situations where parts with wide varying processing times or batch sizes share the same resources. Our objective in this section is to analyze the impact of this heterogeneity on the effectiveness of machine sharing. In particular, we are interested in characterizing scenarios where machine sharing deteriorates performance. That is, scenarios where machine dedication is superior to machine sharing.
In order to isolate the effect of processing heterogeneity on machine sharing, we assume that setup times are zero. This assumption should not however affect the generality of our results and is only made for ease of discussion. We maintain the exponentiality assumptions regarding part demand and part processing times (this is -24- We consider a system with k machines where machines can be either dedicated to the production of one of the k part types or operated in a shared mode with any of the k machines capable of producing any of the k part types. We compare the performance of the system under both scenarios. We use the notation F D and F S to denote average flow time for the dedicated and shared systems, respectively.
The system with k dedicated machines can be modeled as k single server queuing systems for which average flow time can be obtained as
where λ = λ i
and µ represents the system mean processing rate and is given by
On the other hand, the shared system can be modeled as a multi-server queuing system with multiple part types. Because inter-arrival times for all part types are exponentially distributed, the overall arrival process is also exponential. The heterogeneity in service times is however more difficult to model and consequently exact expressions for average flow time are difficult to obtain. An alternative is to approximate the service time distribution by its first two moments. Performance measures can then be obtained based on approximations for those of an M/G/k queuing system. In particular, average flow time can be approximated as follows [9] 
2(kµ -λ)
and C s 2 is the processing time squared coefficient of variation which can be calculated as
The quantity
is the weighted sum of the squared deviations of the part type mean processing time from the overall mean processing time 1/µ. Consequently, it can be thought of as the variance of the processing time means. Similarly, the quantity
can be used to denote the squared coefficient of variation in the processing time means. The expression for average flow time can then be rewritten as
As it can be easily verified from the above expression, most of our previous results regarding the superiority of machine sharing may not hold any longer. Average flow time is not always a decreasing function of k. In fact, given large enough differences between the mean processing times of different part types, the value of C 1/µ 2 may increase with k. The increase in C 1/µ 2 may then offset any gains resulting from sharing. A bound on the value of C 1/µ 2 for which this may occur can be obtained by evaluating the ratio of average waiting time in a dedicated system to that of a shared one.
A waiting time instead of a flow time ratio is chosen since average processing time is the same for both systems. This ratio is given by
which simplifies to
where W D and W S denote waiting times in the dedicated and shared systems, respectively. For the dedicated system to have a smaller average flow time, the above ratio needs to be less than or equal to one, which leads to
The above bound means that sharing will result in a degradation of performance whenever the variability in the processing requirements of the different part types exceeds the above value. This bound could be used to determine if sharing would be of any benefit and to identify which part types, if any, should be grouped together.
A lower bound on the above break-even value of C 1/µ 2 can be obtained by noting that an upper bound on π k is given by ρ. Substituting ρ for π k leads to
This value is generally high. For example, for k = 2, C 1/µ 2 needs to be at least greater than 1 (a relatively high coefficient of variation). Thus, if we had two part types, with one of the part types having a unit mean processing time, the other part type needs to have a mean processing time that is more than 7 times larger, when ρ = 0.9, in order for the dedicated system to become more desirable.
These approximations were validated by a series of simulation experiments. A sample of the simulation results is displayed in Table 1 for which the dedicated system has a smaller average waiting time are within the above prescribed bounds (see Table 2 ). In fact, the bounds become good approximations of the breakeven value of C 1/µ 2 at high levels of utilization. Note also that shared systems become less tolerant of processing variety as utilization increases. For instance, for ρ = 0.5, the shared system does not result in higher waiting times until 1/µ 2 exceeds 11. This value is only 6 for ρ = 0.9.
These results show that processing variety adversely affects the performance of machine sharing. Processing variety can be reduced by sharing machines and parts that have similar processing capabilities and requirements. Alternatively, processing variety can be minimized by judiciously choosing batch sizes so that the difference in the batch processing times of different part types is minimized.
Finally, we must warn that processing variety is not to be confused with processing variance. The latter typically refers to variability in the processing times of a given part type. As we have seen in section 4, contrary to processing variety, increases in processing variance tend to increase the desirability of machine sharing
Conclusion
In this paper, we presented a new analytical model for evaluating the effect of machine sharing on performance of manufacturing systems. We examined the relationship between machine sharing and several system performance measures for varying assumptions of system utilization, setup times, batch sizes and part mix variety. These relationships were then used to identify conditions under which machine sharing is of value and to determine the associated optimal sharing levels.
This paper showed that while machine sharing can be beneficial, the benefits are conditioned and limited by a number of system operating parameters such as setup times, part mix variety, system utilization, and batch sizes. However, combining machine sharing decisions with other operating decisions, such as those of batching, can lead to greater benefits from sharing. The benefits of machine sharing were shown to be achieved for the most part with relatively small machine groups. For systems with small setups, the reduction in flow times and work-in-process inventories can be significant.
On the other hand, for systems with high setup times, machine sharing can lead to lower production rates and higher congestion levels. In fact for systems with non zero setup times, machine sharing invariably reduces capacity.
The paper also examined the effectiveness of machine sharing in heterogeneous environments. It was shown that for systems where processing requirements and/or batches of different part types are widely varying, machine sharing can result in performance deterioration. An upper bound on the allowable processing variety was obtained. This bound can be used in guiding part and machine grouping as well as batching decisions. In contrast to processing variety, machine sharing was found to be effective in dealing with processing variability. In fact, machine sharing is only of value when the system is subject to some degree of variability (whether processing or demand related). In addition to reducing the impact of variability, sharing was found to have a similarly beneficial effect on performance variance. This effect can be particularly significant under conditions of high utilization.
These results can be useful for the design and operation of manufacturing systems. Machine sharing can be used strategically in variable environments to reduce lead time and work-in-process inventory while maintaining a high degree of flexibility and performance consistency. This must be accompanied, however, with efforts for controlling setups and part changeover costs and/or with investments in flexible technologies. The potential performance improvements are certainly significant enough -31-to justify the ensuing costs. The fact that optimal sharing levels are generally small would tend for the most part to limit these costs. Costs can be further controlled by making machine grouping decisions in conjunction with those regarding batching.
The results of the paper can also be used to advocate for an alternative organization of manufacturing systems. Because limited sharing and batching improves performance, organizing systems in small groups of functionally equivalent machines processing parts in small batches may be superior to both more flexible systems (e.g., job
shops) and more rigid ones (e.g., cellular systems). In addition, the paper suggests that extending the concept of group technology (GT), so that processing times and batch sizes are taken into account in forming part families, may be of benefit. In particular, dividing parts into groups of few part types based on similarity of their processing requirements and batch sizes may allow for realizing greater value from sharing.
