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Abstract. Diffusion Maps is a nonlinear dimensionality reduction technique used to embed
high-dimensional data in a low-dimensional Euclidean space where the notion of distance is due to
the transition probability of a random walk over the dataset. However, the conventional approach
is not capable to reveal the underlying subspace structure hidden in the same dataset, a useful
information for machine learning applications such as object classification and facial recognition.
To circumvent this limitation, a novel nonlinear dimensionality reduction technique, referred to
as Grassmannian Diffusion Maps, is developed herein relying on the affinity between subspaces
represented by points on the Grassmann manifold. To this aim, the elements of a dataset are
projected onto a low-dimensional Grassmann manifold where the subspace structure of each data
point is revealed. Next, given a graph on the Grassmann manifold, a kernel matrix encoding the
affinity between connected subspaces is obtained to define the transition probability of the random
walk over the dataset via the graph Laplacian normalization. Therefore, one can reveal the nonlinear
structure of the Grassmann manifold from the eigendecomposition of the transition matrix. In this
paper, three examples are used to evaluate the performance of both conventional and Grassmannian
Diffusion Maps. First, a “toy” example shows that the Grassmannian Diffusion Maps can identify
a well-defined parametrization of points on the unit sphere, representing a Grassmann manifold.
The second example shows that the Grassmannian Diffusion Maps outperforms the conventional
Diffusion Maps in classifying elements, later recovered by a conventional clustering, of a dataset
by their intrinsic characteristics. In the last example, a novel classification/recognition technique is
developed based on the theory of sparse representation. This method incorporates the ability of the
Grassmannian Diffusion Maps in revealing the underlying subspace structure of a dataset to create
an overcomplete dictionary of reduced dimension, whose atoms are given by the diffusion coordinates.
Therefore, a compact and sparse solution of an underdetermined linear system is obtained solving
a l1-norm minimization problem and is used to indicate the linear span of the training samples in
a given class. An indicative example consists in the recognition of face images subject to varying
illumination conditions, changes in face expressions, and occurrence of occlusions. The technique
presented high recognition rates (i.e., 95% in the best-case scenario) using a fraction of the data
required by conventional methods.
Key words. Grassmann manifold, diffusion maps, dimension reduction, data classification, face
recognition
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1. Introduction. Dimensionality reduction techniques play a fundamental role
in the interpretation and characterization of high-dimensional data used in computa-
tionally intensive data-driven applications such as data compression [30, 5, 18], data
classification [19, 60, 61], uncertainty quantification [20, 47, 21, 57], and biological
sciences [53, 40, 39], just to mention few of them. Although linear dimensionality
reduction methods (e.g., principal component analysis (PCA) [31]) suffice to extract
features of the elements of a dataset, they fail to capture the intrinsic nonlinear
geometric structure of the dataset itself. To circumvent this limitation, kernel-based
techniques have been successfully employed in several applications taking advantage of
the data similarity expressed on a connected graph designed over the dataset. Among
these techniques one can include isometric mapping, also known as Isomap [50, 3],
Local Linear Embedding (LLE) [45, 15], T-distributed Stochastic Neighbor Embed-
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ding (t-SNE) [54], kernel principal component analysis (kernel PCA) [46]; Laplacian
Eigenmaps [8], and Diffusion Maps [12, 11].
The objective of many nonlinear dimensionality reduction techniques is to project
the data onto a low-dimensional manifold. One of the main advantages of this ap-
proach is that redundant and unimportant information can be identified and properly
discarded. One such manifold, the Grassmann manifold [22, 62], a complete and
connected smooth Riemannian manifold endowed with a metric, provides the mathe-
matical tools to extract only the necessary information utilized in the characterization
of high-dimensional data in a low-dimensional space. Grassmann manifold projection
is a pointwise dimensionality reduction where the underlying orthogonal subspace
of each element of a dataset is represented as a point on the Grassmann manifold.
Several applications using Grassmann manifold projections are found in the litera-
ture including the works by Turaga et al. [51], where statistical inference on the
manifold is investigated to improve the performance of techniques for activity recog-
nition, video-based face recognition, and shape classification. Moreover, Harandi et
al. [26] used the Grassmann manifold theory to address problems in sparse coding
and dictionary learning, in particular the embedding of the manifold into the space
of symmetric matrices. Giovanis and Shields [20, 21] introduced a computationally
efficient surrogate modeling scheme based on Grassmann manifold projections for
prediction of high-dimensional stochastic models in a uncertainty quantification per-
spective. Further, Zhang et al. [64] has shown that well-known learning techniques,
including deep learning, can be exploited in a Grassmannian perspective of discrimi-
nant analysis, high-dimensional data clustering, and low-rank matrix completion. For
video-based image set classification, Wang et al. [57] assumed that video sequences
can be modeled as linear subspaces lying on a Grassmann manifold, where the graph
embedding multi-kernel metric learning algorithm is employed in the measurement of
dissimilarities for classification purposes.
Herein, a novel dimensionality reduction technique is introduced to reveal the
global intrinsic structure of a dataset based on the underlying geometric structure
of each data point. The technique has two steps, the first is a linear pointwise di-
mensionality reduction of each element of the dataset via their Grassmann manifold
projections, where the redundant and unimportant features are discarded. The sec-
ond step is a nonlinear dimension reduction aimed at learning the geometric structure
of the Grassmann manifold on which the data lies. This uses the Diffusion Maps to
perform the spectral characterization of a random walk over the dataset projected
onto the Grassmann manifold. In the end, a set of coordinates in a Euclidean space,
also known as diffusion coordinates, are determined based on the transition proba-
bility of the random walk to move from one state on the manifold to another. In
comparison with existing techniques, this novel approach does not need to perform
a global dimensionality reduction to identify the basis spanning all the elements of a
given dataset. Moreover, the similarity between points in the dataset is defined by the
affinity between their underlying subspaces. It has the advantage that the intrinsic
geometry of each element, and not their topology in the ambient space, is considered
and therefore more robust classifiers can be obtained. In this regard, the performance
of the diffusion maps (DM) in several applications, such as facial recognition and
object classification, can be enhanced.
This paper is organized as follows. In section 2, elements Grassmann manifold
theory are introduced. The definitions of Stiefel and Grassmann manifolds are pre-
sented together with the definition of the tangent space and geodesic path, as well
as definitions of the exponential and logarithmic maps. In section 3, the notion of
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distance is introduced based on the concept of principal angles between subspaces.
Section 4 introduces the concept of a kernel on the Grassmann manifold, which is
necessary for the development of the multipoint dimensionality reduction. In section
5, the Grassmannian diffusion maps (GDM) is introduced and the characteristics of
the obtained diffusion coordinates are discussed. Section 6 introduces a novel data
classification technique where the sparse representation-based classification method
[59] is informed by the Grassmannian diffusion maps and data classification can be
performed with a fraction of the amount of data used by some conventional techniques.
In section 7, three examples are presented to corroborate the arguments presented in
sections 5 and 6 and to assess the performance of the conventional and the Grass-
mannian diffusion maps. The first example illustrates the ability of the GDM to
reveal the structure of data projected on the Grassmann manifold through a simple,
and easy-to-visualize, example of data generated on a structured nonlinear manifold.
The second problem shows that, indeed the GDM has the ability to use the most
important features of the data for classification. In the third example, the method is
applied for facial recognition showing that it can be applied in practical applications.
2. Grassmann manifold. The theory of Grassmann manifolds contains the
necessary elements to support the development of a diffusion maps technique based
on appropriate Grassmannian kernels. In this section, such elements are exploited to
describe two important manifolds, namely the Stiefel and Grassmann manifolds. In
this regard, let’s consider the ambient space Rn where one can define a p-plane as
the subspace of dimension p with 0 < p < n, and a p-frame as an ordered set of p
mutually orthonormal vectors in Rn [2, 62]. The Stiefel manifold V(p, n), which is
induced by the orthogonal group O(n) [2], is defined as follows.
Definition 2.1. The Stiefel manifold V(p, n) is the set of p-frames in Rn such
that V(p, n) = {X ∈ Rn×p : XᵀX = Ip}.
where Ip ∈ Rp×p is the identity matrix and X ∈ Rn×p is an orthonormal matrix.
Moreover, V(p, n) is a compact manifold with dimension given by dim [V(p, n)] = np−
1
2p(p+ 1) [62]. Furthermore, the Stiefel manifold is a homogeneous space represented
as a quotient space [62, 63, 35], such that
(2.1) V(p, n) ∼= O(n)
O(n− p) .
The right action of O(p) on V(p, n) induces a homogeneous space with dimension
p(n− p) known as the Grassmann manifold [62], whose definition is given next.
Definition 2.2. The Grassmann manifold (or Grassmannian) G(p, n) is a set of
p-planes in Rn where a point on G(p, n) is given by X = span (Ψ) with Ψ ∈ V(p, n).
Moreover, X is identified as an equivalence class of n × p matrices under orthogonal
transformation of the Stiefel manifold [62, 63, 35], such that.
(2.2) G(p, n) ∼= O(n)
O(n− p)O(p) =
V(p, n)
O(p)
.
For p = 1 the Grassmann manifold G(1, n) is a generalization of the projective
space Pn−1 corresponding to the lines passing through the origin of the Euclidean
space [27]. Further, a point X = span (Ψ) ∈ G(p, n) is invariant to the choice of
basis such that span (Ψ) = span (RΨ), where R ∈ SO(p), where SO(p) is the special
orthogonal group [62]. Herein, a point on the Grassmann manifold is an equivalence
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class defined by a point on the Stiefel manifold. Therefore, a representation of a point
on the Grassmann manifold is given by an orthonormal matrix Ψ ∈ Rn×p.
2.1. Grassmann manifold: Tangent space and geodesic path. Due to the
smoothness of G(p, n) one can define tangent vectors at a given point X ∈ G(p, n) as
an equivalence class of differentiable curves γ(t) passing through X . In this regard,
a tangent space TXG(p, n), which is a flat inner-product space, is defined as follows
[37, 56, 48].
Definition 2.3. The tangent space TXG(p, n) is the a set of all tangent vectors
in X , such that
(2.3) TXG(p, n) = {Γ ∈ Rn×p : ΓTΨ = 0}.
Moreover, the geodesic curve γ(t) on G(p, n) has the following definition
Definition 2.4. The geodesic curve γ(t) : I → G(p, n), is a differentiable curve
on G(p, n) that is locally length-minimizing with respect to a Riemannian metric.
where I is an interval in R. Further, the vectors tangent to γ(t) are covariantly
constant, where ∇γ˙ γ˙(t) = 0 [14, 65].
To develop a map from the manifold to the tangent space and vice-versa let’s first
restrict the interval I ∈ R to I = [0, t] yielding a geodesic segment joining γ(0) to γ(t).
Therefore, using the Einstein summation convention and the Levi-Civita connection,
one can make the covariant derivative of γ˙ equal to zero [28, 14, 48], such that
(2.4) ∇γ˙ γ˙(t) =
(
γ¨λ + Γλµν γ˙
µγ˙ν
) ∂
∂γλ
= 0,
from where one can obtain the geodesic equation
(2.5) γ¨λ + Γλµν γ˙
µγ˙ν = 0,
where Γλµν are the Christoffel symbols. Thus, due to the local existence and uniqueness
theorem for geodesics, one can say that given a point X0 ∈ G(p, n) and a vector X˙0 ∈
TX0G(p, n) the geodesic exists and it is unique, such that γ(0) = X0 and γ˙(0) = X˙0.
This can be proven using the theory of ordinary differential equations [28, 14, 44].
2.2. Grassmann manifold: exponential and logarithmic maps. Consider-
ing that the Grassmann manifold G(p, n) is connected and complete as a metric space,
one can define an exponential map expX : TXG(p, n)→ G(p, n) from the tangent space
to every point X ∈ G(p, n). Consider two points X0 = span(Ψ0) and X1 = span(Ψ1)
in G(p, n), and a tangent space TX0G(p, n) with Γ ∈ TX0G(p, n); one can map Γ to
γ(1) = X1, where γ(0) = X0 and γ˙(0) = X˙0 (see Fig. 1) [20, 48]. Letting X1 be
expressed by the orthonormal matrix Ψ1, the exponential map can be written as:
(2.6) expX0(Γ) = Ψ1.
Expressing Γ by its thin singular value decomposition Γ = USVT one can write Ψ1
as
(2.7) Ψ1 = expX0(USV
T ) = Ψ0Vcos (S) Q
T + Usin (S) QT ,
where Q ∈ Rn×n is an orthogonal matrix satisfying the following expressions.
(2.8) Vcos (S) QT = ΨT0 Ψ1,
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Figure 1: Exponential map of a point Γ ∈ TXG(1, 3) to the Grassmann manifold
G(1, 3).
and
(2.9) Usin (S) QT = Ψ1 −Ψ0ΨT0 Ψ1.
Multiplying Eq. (2.9) by the inverse of the right-hand side of Eq. (2.8) one can obtain
the following expression.
(2.10) Utan (S) VT =
(
Ψ1 −Ψ0ΨT0 Ψ1
) (
ΨT0 Ψ1
)−1
.
Thus, if we define the matrix M =
(
Ψ1 −Ψ0ΨT0 Ψ1
) (
ΨT0 Ψ1
)−1
and express its thin
SVD by M = USVT , the logarithmic map logX : G(p, n)→ TXG(p, n), which is only
invertible in the area close to X0 [48], is given by
(2.11) logX (Ψ1) = Utan
−1 (S) VT .
The geodesic γ(t) parameterizes the curve connecting Ψ0 and Ψ1 on t ∈ [0, 1] with
γ(0) = Ψ0 and γ(1) = Ψ1 such that the their respective projections in the tangent
space are connected by a straight line. It can thus be represented by the projection
of this line in the tangent space by the exponential mapping where Γ is expressed by
its thin singular value decomposition Γ = USVT [6]. Therefore, one can write γ(t)
as
(2.12) γ(t) = span
[
(Ψ0Vcos(tS) + Usin(tS)) V
T
]
.
3. Distances and metrics on the Grassmann manifold. Points on the
Grassmann manifold are intrinsically connected by smooth curves along which one
can define a proper notion of distance. These distances are measured through the
principal angles of the distance between the subspaces representing points on the
Grassmann manifold, defined as follows.
Definition 3.1. Considering ui ∈ span (Ψu) and vi ∈ span (Ψv) on G(k, n) and
G(l, n), respectively, and letting p = min(k, l); the principal angles 0 ≤ θ1 ≤ θ2 ≤
· · · ≤ θp ≤ pi/2 are recursively obtained from cos(θi) = maxui maxvi uTi vi where ui
and vi are orthonormal vectors.
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Alternatively, the cosine of the principal angles θi ∈ [0, pi/2] between the subspaces
span(Ψu) and span(Ψv) can be computed from the singular values of Ψ
T
uΨv. In this
regard, one can write that
(3.1) ΨTuΨv = U¯S¯V¯
T ,
where U¯ ∈ O(k), V¯ ∈ O(l), and S¯ = diag(σ1, σ2, . . . , σp), with p = min(k, l). Thus,
the principal angles are computed as θi = cos
−1(σi) [38].
In fact, it has been shown that any measure of distance on the Grassmann man-
ifold must be a function of the principal angles as stated in the following theorem
(repeated from [58, 63]).
Theorem 3.2. Any notion of distance between k-dimensional subspaces in Rn
that depends only on the relative positions of the subspaces, i.e., invariant under any
rotation in O(n), must be a function of their principal angles. To be more specific, if
a distance d : G(k, n)×G(k, n)→ [0,∞) satisfies d(Q ·Ψ0, Q ·Ψ1) = d(Ψ0,Ψ1) for all
d(Ψ0,Ψ1) ∈ G(k, n) and all Q ∈ O(n), where Q ·Ψ0 := span(QΨ0) ∈ G(k, n), then d
must be a function of θi(Ψ0,Ψ1), i = 1, ..., k.
Perhaps the most common distance, the geodesic distance dG(p,n) (Ψ0,Ψ1) be-
tween two points X0 = span (Ψ0) and X1 = span (Ψ1) on G(p, n), corresponds to the
distance over the geodesic γ(t) parameterized by t ∈ [0, 1] and it is given by [58, 62, 20]
(3.2) dG(p,n) (Ψ0,Ψ1) = ‖Θ‖2,
where Θ = (θ1, θ2, . . . , θp) is the vector of principal angles. This notion of distance,
using the arc-length metric, between two subspaces in G(2, 3) is represented in the
unit semi-sphere in Fig. 2. Several definitions of distance on G(p, n) can be found in
the literature (see [62] for detailed information) and are listed in Table 1.
Figure 2: Geodesic distance between subspaces X0 and X1 of R2 on G(2, 3).
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Table 1: Distances and metrics on the Grassmann manifold
Principal angles Orthonormal basis Metric
Asimov θp cos
−1‖ΨT0 Ψ1‖2 yes
Binet-Cauchy
(
1−∏pi=1 cos2θi)1/2 [1− (detΨT0 Ψ1)2]1/2 yes
Arc-length (
∑p
i=1 θi)
1/2 ‖cos−1Σ‖F yes
Chordal
(∑p
i=1 sin
2θi
)1/2 1√
2
‖Ψ0ΨT0 −Ψ1ΨT1 ‖F yes
Fubini-Study cos−1 (
∏p
i=1 cos θi) cos
−1|detΨT0 Ψ1| yes
Martin
(
log
∏p
i=1 1/cos
2θi
)1/2 (−2log detΨT0 Ψ1)1/2 yes
Procrustes
(
2
∑p
i=1 sin
2 θi
2
)1/2 ‖Ψ0U−Ψ1V‖F yes
Procrustes 2-norm 2sin2
θp
2 ‖Ψ0U−Ψ1V‖2 yes
Projection sinθp ‖Ψ0ΨT0 −Ψ1ΨT1 ‖2 yes
Spectral 2sin
θp
2 ‖Ψ0U−Ψ1V‖2 yes
Mean distance 1p
∑p
i=1 sin
2θi
1
p
√
2
‖Ψ0ΨT0 −Ψ1ΨT1 ‖2F yes
Max Correlation sin θ1 ‖
(
Ψ0Ψ
T
0 −Ψ1ΨT1
)−1 ‖2 no
When defining a distance, it is often important that the distance be provided in
terms of a metric, which formalizes the notation of distance on the manifold, and is
defined next.
Definition 3.3. A metric on the Grassmann manifold is a function d : G(k, n)×
G(k, n) → [0,∞) where [0,∞) is the set of non-negative real numbers and for all
X0 = span (Ψ0) ,X1 = span (Ψ1) ,X2 = span (Ψ2) ∈ G(k, n), the following three
conditions are satisfied:
1. d(X0,X1) = 0⇔ X0 = X1 (identity of indiscernibles)
2. d(X0,X1) = d(X1,X0) (symmetry)
3. d(X0,X1) ≤ d(X0,X2) + d(X2,X1) (triangle inequality)
The formalism of a metric on the manifold can be useful in properly defining a
distance. This can be seen, for example, by observing that the value sin θ1 is sometimes
called the max correlation distance or spectral distance [63], but it is not a distance
in the sense of a metric because it can be zero for a pair of distinct subspaces. Clearly
this is undesirable.
4. Grassmannian kernels. The notion of a metric on the Grassmann manifold
is useful as an assessment tool to evaluate the proximity of points (subspaces) on the
manifold. However, it is not sufficient as a tool for achieving an additional dimension
reduction on a collection of points on a manifold as is necessary, for example, for
clustering and classification of points on the manifold. This additional dimension
reduction requires embedding the points on the manifold into a higher-dimensional
“feature” space (the so-called “kernel trick” common to many nonlinear dimension
reduction methods). For this, a kernel is required. Next, we discuss the use of kernels
on the Grassmann manifold.
The embedding of Grassmannians into Hilbert spaces, where a Euclidean struc-
ture is identified, can be performed using Grassmannian kernels. In this regard, one
can resort to the following definition of real-valued positive semi-definite kernels.
Definition 4.1. A real symmetric map is a real-valued positive semi-definite ker-
nel if
∑
i,j cicjk(xi, xj) ≤ 0, with x ∈ X and ci ∈ R.
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Therefore, a Grassmannian kernel can be defined as
Definition 4.2. A map k : G(p, n)×G(p, n)→ R is a Grassmannian kernel if it
is invariant to the choice of basis and positive semi-definite.
In kernel-based dimensionality reduction techniques, there are many commonly
used kernels defined on Euclidean spaces. The Gaussian kernel is perhaps the most
popular and is given by,
(4.1) k(Xi,Xj) = exp
(
−||Xi −Xj ||
2
2
4ε
)
,
where Xi and Xj are data points in the ambient Euclidean space and ε is the pa-
rameter controlling the spread of the kernel tails. It could be tempting to simply
substitute the Euclidean norm in the definition of the Gaussian kernel by a metric on
the Grassmann manifold. However, this procedure yields a non positive semi-definite,
although symmetric, kernel [27].
Several families of Grassmannian kernels, with different characteristics, are pro-
posed in the literature (see [24, 25, 27]). However, the most popular positive semi-
definite kernels are the Binet-Cauchy and Projection kernels. These kernels can be
employed on the transformation of problems defined on the Grassmann manifold to
problems on Hilbert spaces. Next, a detailed analysis of both kernels is presented.
4.1. Embedding the Grassmann manifold. The embedding of the Grass-
mann manifold into Hilbert spaces is analyzed herein. In particular, the Plu¨cker and
the projection embeddings are considered to show how to construct the the Binet-
Cauchy and projection kernels, respectively.
4.1.1. Binet-Cauchy kernel: Plu¨cker embedding. The Plu¨cker embedding
plays an important role in embedding the Grassmann manifold G(p, n) into the pro-
jective space P (
∧
pRn), where the exterior product
∧
p V is the k-th product of a
vector space V. Thus, the Plu¨cker embedding P : G(p, n) → P (∧pRn) can be
defined as P (Ψ) = [ψ1 ∧ ψ2 ∧ · · · ∧ ψp]. One can easily show that the Plu¨cker co-
ordinates of Ψ ∈ G(p, n) are the p × p minors, matrices obtained by taking p rows
out of n of X. This property can be used to define a inner product over P (
∧
pRn)
by taking advantage of compound matrices, such that the elements of the q-th com-
pound matrix Cq(Ψ) of a matrix Ψ are the minors of Ψ of order q arranged in a
lexicographic order [27]. Thus, using the Binet-Cauchy theorem [55, 27] and given
the points X0 = span (Ψ0) ∈ G(n, k) and X1 = span (Ψ1) ∈ G(n, l), one can write
Cq(Ψ
T
0 Ψ1) = Cq(Ψ0)
TCq(Ψ1). Therefore, kbc(Ψ0,Ψ1) = Tr
[
Cq(Ψ0)
TCq(Ψ1)
]
=
Tr
[
Cq(Ψ
T
0 Ψ1)
]
= det
(
ΨT0 Ψ1
)
, which can be defined as an inner product for the
Plu¨cker embedding. One of the problems with this definition of inner product is
that the sign of det(·) can change when columns of Ψ0 are permuted. This limita-
tion can be circumvented by taking the square value of det
(
ΨT0 Ψ1
)
. Thus, one can
write kbc(Ψ0,Ψ1) = det
(
ΨT0 Ψ1
)2
. In reality several families of kernels are construc-
ted based on the Binet-Cauchy theorem. It includes the polynomial generalizations
kbc(Ψ0,Ψ1) =
[
β + det
(
ΨT0 Ψ1
)]α
(see [27] for a detailed description). Herein, the
adopted definition of the Binet-Cauchy kernel is given by
(4.2) kbc(Ψ0,Ψ1) = det
(
ΨT0 Ψ1
)2
,
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whose relation with the principal angles is given by [24, 27]
(4.3) kbc(Ψ0,Ψ1) =
p∏
i=1
cos2(θi).
4.1.2. Projection kernel: projection embedding. The projection kernel
is defined straightforwardly using the projection embedding Π : G(p, n) → Rn×n
given by Π (Ψ) = ΨΨT . This map corresponds to a diffeomorphism, a differentiable
mapping with a continuous differentiable inverse, from the Grassmann manifold to
the set of rank p symmetric orthogonal projection matrices. Therefore, a natural
definition of inner product for the projection embedding is given by 〈Ψ0,Ψ1〉Π =
Tr
[
Π (Ψ0)
T
Π (Ψ1)
]
= ||ΨT0 Ψ1||2F . As for the Binet-Cauchy kernel, several families
can be obtained using the projection embedding, however, herein the projection kernel
is defined as
(4.4) kpr(Ψ0,Ψ1) = ||ΨT0 Ψ1||2F ,
whose relation with the principal angles is given by [24, 27]
(4.5) kpr(Ψ0,Ψ1) =
p∑
i=1
cos2(θi).
4.2. Grassmannian kernel dimensionality. The properties of the projection
and Binet-Cauchy kernels that may have some influence on their selection for a spe-
cific application are investigated in this section. The relationship between the dimen-
sionality of the Grassmann manifold G(p, n), and the entries of the kernel matrix,
is analyzed based on the distribution of the principal angles between random ma-
trices. In this regard, let’s first assume p = 1 in Eqs. (4.2 - 4.5). One can easily
show that kpr(Ψi,Ψj) = kbc(Ψi,Ψj) for two different subspaces Xi = span (Ψi) and
Xj = span (Ψj). However, more attention should be paid to the influence of p and
n, when 1 < p < n and n > 1, in the similarity between distinct points in the same
manifold. Next, a more detailed analysis is presented for both the projection and
Binet-Cauchy kernels. Further, the lemmas presented in this section are developed
considering two subspaces Xi = span (Ψi) and Xj = span (Ψj) chosen from the uni-
form distribution on G(p, n), which is an invariant distribution on the Grassmann
manifold. Moreover, the entries of the kernel matrix are denoted by kij = k(Ψi,Ψj),
where for an ensemble of random subspaces the expected value is denoted by k¯ij .
4.2.1. Kernel dimensionality: projection kernel. The following lemmas are
used to show that the expected values of the entries of the kernel matrix kpr(Ψi,Ψj)
have a well-defined functional relationship with both p and n.
Lemma 4.3. Given two random subspaces Xi = span (Ψi) and Xj = span (Ψj)
on G(p, n), if i = j the entries in the diagonal of kpr(Ψi,Ψj) are given by kii = p.
Proof. The proof of lemma 4.3 is trivial because cos2(θi) = 1 for i = 1, . . . , p in
Eq. (4.5).
On the other hand, if i 6= j, the following lemma holds.
Lemma 4.4. Given two random subspaces Xi = span (Ψi) and Xj = span (Ψj)
on G(p, n), if 1 ≤ p ≤ n the expected value k¯ij(p, n) of the off-diagonal entries of
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kpr(Ψi,Ψj) has the following functional form
(4.6) k¯ij(p, n) =
p2
n
.
Proof. A fixed subspace Xi = span(Ψi) and a subspace Xj = span(Ψj) chosen
from the uniform distribution on G(p, n), which is an invariant distribution on the
Grassmann manifold, are given by
(4.7) Ψi =
[
Ip
0n−p,p
]
,
and
(4.8) Ψˆj =
[
A
B
]
,
where Ip is a p× p identity matrix, 0n−p,p is a (n− p)× p null matrix, A ∈ Rp×p and
B ∈ R(n−p)×p are i.i.d. Gaussian matrices, since the Gaussian distribution is invariant
under orthogonal group transformation [1]. Further, the orthonormalization of Ψˆj is
given by Ψj = Ψˆj
(
ATA + BTB
)
. Thus, σ2i = cos
2(θi), with i = 1, . . . , p, are equal to
the eigenvalues values {λi}pi=1 of
(
ATA + BTB
)−1/2
ATA
(
ATA + BTB
)−1/2
. Or
equivalently given by the eigenvalues of W = (L−1)TATAL−1, where ATA+BTB =
LTL is the Cholesky decomposition of ATA + BTB. As L has a beta distribution
Betap[p/2, (n − p)/2], the joint probability density function (PDF) of {λi}pi=1, when
n ≥ 2p, is given by [42, 17, 1]
(4.9) f(λ1, . . . , λp) =
pip
2/2Γp(n/2)
Γ2p(p/2)Γp((n− p)/2)
∏
i<j
|λi − λj |
p∏
i=1
λ
−1/2
i (1− λi)
1
2 (n−2p−1),
where Γm(·) is the multivariate gamma function [42, 1]. Therefore, the PDF of the
largest principal angle between the subspaces Xi and Xj randomly chosen from G(p, n)
can be obtained (see [1] for a detailed presentation). At this point, our interest is
focused on the case p = 1, whose PDF of the cosine square of the unique principal
angle is given by
(4.10) f(λ) =
Γ
(
n
2
)
Γ
(
1
2
)
Γ
(
n−1
2
)λ− 12 [1− λ]n−32 ,
where Γ(·) is the gamma function, λ = cos2(θ1). The mean and variance are given by
(4.11) E[λ] =
1
n
,
and
(4.12) Var[λ] =
2(n− 1)
n2(n+ 2)
.
Next, let’s assume that ΨTi Ψj = USV, where S = diag ([σ1, . . . , σp]). Therefore,
considering that Ψi and Ψj are orthonormal matrices, one can use the following
identity
(4.13)
p∑
i=1
σ2i = Tr
(
ΨiΨ
T
i ΨjΨ
T
j
)
.
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Therefore, considering that Z = ΨiΨ
T
i ΨjΨ
T
j one can write Eq. (4.13) for every
realization ξ of Ψj , such that
(4.14)
p∑
i=1
σ2i (ξ) =
p∑
i=1
Zii(ξ).
Taking the expectation of both sides of Eq. (4.14) and assuming that the expectation
of a summation is the summation of the individual expectations, one can obtain
(4.15)
p∑
i=1
E[σ2i (ξ)] =
p∑
k=1
E[Zkk(ξ)].
From the definition of Z one can obtain
(4.16) Zkk(ξ) =
p∑
l=1
Ψ2j,(k,l),
where Ψj,(k,l) corresponds to the element (k, l) of Ψj . Therefore, as the columns of
Ψj are orthonormal vectors in Rn, the components of the vector Ψj,(:,l) are equal to
the cosine of the direction angles αk between Ψj and the component in the coordinate
axis k with k = 1, . . . , n. It is clear that the dot product of unit vectors uniformly
distributed on the sphere Sn has a beta distribution; thus, assuming that Ψj,(k,l)
are i.i.d. one can find that
(
Ψj,(k,l) + 1
)
/2 ∼ Beta [(n− 1)/2, (n− 1)/2] [23]. As
E
[
Ψj,(k,l)
]
= 0, the variance of Ψj,(k,l) is given by
(4.17) Var
[
Ψj,(k,l)
]
= E
[
Ψ2j,(k,l)
]
=
1
n
.
Moreover, if the columns of Ψj are orthonormal vectors in Rn, the components of the
vector Ψj,(:,l) are equal to the cosine of the direction angles αk between Ψj and the
component in the coordinate axis k with k = 1, . . . , n. Therefore, Ψ2j,(k,l) = cos
2(αk).
Thus, one can observe that the results presented in Eqs. (4.10 - 4.12) are valid for
λ = cos2(αk). Therefore, from Eq. (4.16) one can show that
(4.18) E [Zkk(ξ)] =
p
n
.
Substituting Eq. (4.18) in Eq. (4.15) one can easily show that
(4.19) k¯ij(p, n) =
p∑
i=1
E[σ2i (ξ)] =
p2
n
.
A Monte Carlo simulation is performed to verify the consistency of the result
presented in this section. In this regard, 3,000 random matrices Ψˆj are sampled from
a Gaussian distribution, as presented in the proof of lemma 4.4, for each value of
p = 1, . . . , 19, with n = 20. Thus, it is shown in Fig. 3 that the result of lemma 4.4
holds.
4.2.2. Kernel dimensionality: Binet-Cauchy kernel. From Eq. (4.2) the
Binet-Cauchy kernel corresponds to the product of the square of the singular values
of ΨTi Ψj . In this regard, the values of the off-diagonal elements of kbc(Ψi,Ψj) are
governed by those singular values larger than zero and lower than one. Therefore, one
can start this analysis assuming that the following lemma holds.
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Figure 3: Average from the Monte Carlo simulation and the expected value of the
off-diagonal elements of the projection kernel as a function of p for n = 20.
Lemma 4.5. Given two random subspaces Xi and Xj on G(p, n), if p ≥ n/2 the
multiplicity of the principal angle θ = 0 between them is equal to 2p− n.
Proof. Assuming that Xi = span (Ψi) and Xj = span (Ψj) and considering that
the multiplicity of the principal angle θ = 0 between Xi and Xj is equal to dim(Xi∩Xj)
one can use the following expression
(4.20) dim(Xi ∩ Xj) = dim(Xi) + dim(Xj)− dim(Xi + Xj),
or alternatively,
(4.21) dim(Xi ∩ Xj) = rank(Ψi) + rank(Ψj)− rank([Ψi,Ψj ]).
As Xi,Xj ∈ G(p, n), rank(Ψi) = rank(Ψj) = p. Moreover, rank([Ψi,Ψj ]) = n, since
p ≥ n/2. Therefore, dim(Xi ∩ Xj) = 2p− n.
The result presented in lemma 4.5 is useful to show that p = n/2 corresponds to
the largest value of p where all the singular values of ΨTi Ψj are strictly less than 1.
Therefore, the number of positive singular values smaller than one is equal to p if
1 ≤ p < n/2; and n − p if n/2 ≤ p < n. Thus, one can conclude that when p = n/2
the expected value of the off-diagonal entries k¯ij(p, n) of kbc(Ψi,Ψj) is minimal.
Next, a lemma for the diagonal elements of the Binet-Cauchy kernel matrix kbc
is presented.
Lemma 4.6. Given two random subspaces Xi = span (Ψi) and Xj = span (Ψj)
on G(p, n), if i = j the entries in the diagonal of kbc(Ψi,Ψj) are given by kii = 1.
Proof. The proof of lemma 4.6 is trivial because cos2(θi) = 1 for i = 1, . . . , p in
Eq. (4.3).
One can start the analysis of the off-diagonal entries of the Binet-Cauchy kernel
matrix from the trivial cases. Considering two random subspaces Xi and Xj one can
easily show that for p = 1 the expected value of the off-diagonal entries of the Binet-
Cauchy kernel is given by k¯ij(p, n) = 1/n, as in the projection kernel. On the other
hand, for p = n, which is an extreme case used for theoretical purposes only, one can
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observe that kij(p) = 1 because all the principal angles are equal to zero. Therefore,
in the extreme cases both kernels have similar behavior. More generally, one can
show that the expected values of the off-diagonal entries of the Binet-Cauchy kernel
can be obtained using the joint probability density function in Eq. (4.9). However,
this calculation is cumbersome and an upper bound for the expected value of the
off-diagonal entries of the Binet-Cauchy kernel matrix can be defined as presented in
the following lemma.
Lemma 4.7. Given two random subspaces Xi = span (Ψi) and Xj = span (Ψj)
on G(p, n) the expected value k¯ij(p, n) of the off-diagonal entries of kbc(Ψi,Ψj) has
the following upper bound
(4.22) k¯ij(p, n) ≤

( p
n
)p
, if 1 ≤ p < n
2(
n− p
n
)n−p
, if
n
2
≤ p < n
.
Proof. Considering the matrices Ψi and Ψj , presented in the proof of lemma
4.4, as bases of both subspaces Xi and Xj , respectively; and using the inequality of
arithmetic and geometric means (AM-GM inequality) [13] one can observe that
(4.23)
(
p∏
i=1
E[σ2i (ξ)]
) 1
p
≤ 1
p
p∑
i=1
E[σ2i (ξ)].
From lemma 4.4 one can say that E[σ2i (ξ)] with i = 1, . . . , p is equal to p/n. Thus,
one can write
(4.24)
(
p∏
i=1
E[σ2i (ξ)]
) 1
p
≤ p
n
.
Therefore, the expected value of the off-diagonal entries of the Binet-Cauchy kernel
has an upper bound given by
(4.25) k¯ij(p, n) ≤
( p
n
)p
,
if p < n/2. On the other hand, if n/2 ≤ p < n the upper bound is given by
(4.26) k¯ij(p) ≤
(
n− p
n
)n−p
.
In fact, Eq. (4.26) holds because for n/2 ≤ p < n only n − p singular values are in
the interval (0, 1) and contribute to the product in the left-hand side of Eq. (4.23).
As for the projection kernel, a Monte Carlo simulation is performed to verify the
consistency of the upper bound presented in this section. In this regard, 3,000 random
matrices Ψˆj are sampled from a Gaussian distribution, as presented in the proof of
lemma 4.4, for each value of p = 1, . . . , 19, with n = 20. Thus, it is shown in Fig. 4
that the result of lemma 4.7 holds.
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Figure 4: Average from the Monte Carlo simulation and the expected value of the
off-diagonal elements of the Binet-Cauchy kernel (in log-scale) as a function of p for
n = 20.
4.2.3. Kernel dimensionality: comparison. We see from the previous sec-
tions that, on average, the elements of the projection kernel grows with order O(p2).
On the other hand, the elements of the Binet-Cauchy kernel have, on average, a
decaying behavior with an upper bound with order O(pp) for 1 ≤ p < n/2, and a
growing behavior for n/2 ≤ p < n with an upper bound with order O(pn−p). This
last result is particularly important because the order of the off-diagonal elements of
the Binet-Cauchy kernel reduces at a high rate influencing the behavior of the random
walk over a dataset projected onto the Grassmann manifold, which is an important
ingredient of the technique developed herein.
More specifically, the decaying behavior of the off-diagonal terms of the affinity
matrix for the Binet-Cauchy kernel causes the kernel matrix to approach an unde-
sirable identity matrix as p increases up to n/2. On the contrary, the off-diagonal
terms of projection kernel matrix grow with p2 producing a random walk that mixes
well and is suitable for kernel-based dimension reduction, as we will see in the next
chapter. Thus, the Binet-Cauchy kernel is generally used when p is small relative to
n while the projection kernel is used for larger manifold dimensions. In the examples
shown later, we are using the projection kernel exclusively for this reason.
5. Grassmannian diffusion maps. The similarity among the elements of a
dataset is strongly tied to the geometry of the underlying structure connecting them.
This characteristic has been exploited by the conventional diffusion maps [12], where
the data similarity is associated with the transition probability of a random walk
defined over the dataset. Consequently, complex nonlinear structures can be revealed
by a set of coordinates embedding the data in a low-dimensional Euclidean space
whereas the the local characteristics are preserved, which is not possible when linear
methods are employed. The conventional diffusion maps defines the similarity in the
ambient Euclidean space where only the graphical perception and not the algebraic
characteristics of each element in the dataset is taken into consideration. In pattern
recognition, for instance, the local geometry of the elements of a dataset is relevant
to characterize the underlying mechanism or features responsible for their shapes in
the ambient space. Therefore, the theory of Grassmann manifolds can be used in
this context where every element in the dataset can be projected onto a Grassmann
manifold where similarity is defined by the affinity between the subspaces and where
the redundant features can be discarded.
The arguments presented in the previous paragraph serve as motivation for the de-
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velopment of a novel dimensionality reduction technique composed of both a pointwise
and a multipoint dimensionality reduction. The pointwise dimensionality reduction
corresponds to the projection of the high-dimensional elements of a dataset onto a
Grassmann manifold encoding their local geometric structure, where points on the
Grassmann manifold is an equivalent class defined by a point on the Stiefel manifold.
Next, a set of subspaces represented by their respective basis is determined to be used
by the multipoint dimensionality reduction step. Thus, a graph is designed connecting
the points on the Grassmann manifold with similarity determined by a Grassmannian
kernel embedding the Grassmann manifold into a Hilbert space. Therefore, a random
walk can be performed over points on the Grassmann manifold such that its transi-
tion probability can be used to embed the data in a Euclidean space, called diffusion
space herein, where one can take advantage of the Euclidean metric in data-driven
applications (e.g., data classification). The technique developed herein, referred to
as Grassmannian diffusion maps (GDMs), can outperform the conventional diffusion
maps when the intrinsic structure of the elements in the dataset is relevant for a given
application, as in object classification and facial recognition, for instance.
In the following, we elaborate the theoretical underpinnings of the GDMs in both
a continuous and a discrete setting. This is followed by a brief algorithmic description
of the method.
5.1. Continuous embedding on Euclidean space. Given a probability space
(Ω,F ,P), where Ω is the sample space, F is the σ-algebra of subsets of Ω (events), and
P is a probability measure satisfying the Kolmogorov axioms [32], one can define a
map (Ω,F ,P) X−→ (G(p, n),A, V ), whereA is the σ-algebra formed by the Borel sets on
G(n, p); X is a random variable X : Ω→ G(p, n); and V is a volume measure on A(G)
defined as dV (X ) = √|gX |dX , where |gX | is the determinant of the metric tensor gX ,
and dX is a Lebesgue measure [4]. Next, let’s consider a set of points S = {Xi} in
the ambient space, where Xi ∈ Rn×m, with projections on the Grassmann manifold
G(p, n) given by G = {Xi}, with i = 1, . . . , N . Given a positive semi-definite kernel
k : G(p, n) × G(p, n) → R, a reversible Markov chain can be defined on G where a
transition kernel on G(p, n) can be determined by
(5.1) p(X ,Y) = k(X ,Y)
d (X ) ,
with
(5.2)
∫
G
p(X ,Y)dV (Y) = 1.
Thus,
(5.3) d (X ) =
∫
G
k(X ,Y)dV (Y),
is a positive function defining the degree of the graph on G. Considering that pt(X ,Y)
corresponds to the t-step transition probability of the random walk on G(p, n), one
can define a diffusion operator on G as
(5.4) Dtf(X )
∫
G
pt(X ,Y)f(X )dV (Y),
which can be viewed as the one-step transition probability of a stationary Markov
chain W = (G,V, p) on G(p, n). Assuming the stationary distribution of the Markov
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chain W over G given by Π, one can obtain the probability density function pi(X ) as
(5.5) pi(X ) = d(X )∫
G
d(Y)dV (Y) ,
As the Markov chain is stationary, one can notice that Π (Dtf(X )) = Π (f(X )) =∫
G
f(X )dΠ(X ), where f is a bounded measurable function [10]. Moreover, for a
reversible Markov chain, which is associated with a symmetric graph, one can get
(5.6) pi(X )p(X ,Y) = pi(Y)p(Y,X ).
It is worth mentioning that from Eq. (5.5) it is possible to show that W admits a
spectral decomposition [12]. In this regard, conjugating p(X ,Y) by √pi(Y) one can
obtain
(5.7) κ(X ,Y) = k(X ,Y)√
pi(X )√pi(Y) .
Where the spectral decomposition of κ(X ,Y) exists when
(5.8)
∫
G
∫
G
κ2(X ,Y)dV (X )dV (Y) < +∞.
Thus, the following eigendecomposition can be obtained [12]
(5.9) κ(X ,Y) =
∞∑
j=0
λjφj(X )φj(Y),
Considering that W is aperiodic and the graph is connected, the Markov chain
is ergodic; thus, 1 = λ0 > λ1 ≥ · · · ≥ 0 (see [12, 10]). Further, φj is an orthonormal
set of eigenfunctions with φ0(X ) =
√
pi(X ). Thus, p(X ,Y) also assumes the following
decomposition.
(5.10) p(X ,Y) =
∞∑
j=0
λjψj(X )ψ˜j(Y) = pi(Y) +
∞∑
j=1
λjψj(X )ψ˜j(Y),
where ψj(X ) = φj(X )/
√
pi(X ) and ψ˜j(Y) = φj(Y)
√
pi(Y). Therefore, one can write
(5.11) Dψj = λjψj , for j = 1, 2, . . . .
According to [12] a notion of distance δ(X ,Y) in the L2 sense between two tran-
sition probabilities at step t ∈ N+ can be described based on the graph connectivity,
where points highly connected by short paths will have a smaller distance due to the
large transition probability of the random walk in moving from one point to the other.
Thus, one can write
(5.12)
δ(X ,Y) := ||pt(X , ·)− pt(Y, ·)||L2(dV/pi) =
{∫
G
[pt(X ,Z)− pt(Y,Z)] dV (Z)
pi(Z)
} 1
2
.
From Eqs. (5.10-5.12) one can easily see that the diffusion distance δ(X ,Y) can be
defined in terms of the spectral representation of the transition probabilities pt(X ,Y).
Therefore, the following lemma for the spectral representation of the diffusion distance
holds.
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Lemma 5.1. The diffusion distance δ(X ,Y) admits a spectral representation in
the form
(5.13) δ(X ,Y) =

∞∑
j=1
λ2tj [ψj(X )− ψj(Y)]2

1
2
.
Proof. Substituting Eq. (5.10) in Eq. (5.12) one can write its square value as
(5.14) δ(X ,Y)2 = ||
∞∑
j=0
λtjψj(X )ψ˜j(Z)−
∞∑
j=0
λtjψj(Y)ψ˜j(Z)||2L2(1/pi).
Assuming 1/ψ˜0(Z) as the selected weight, one can easily show that
(5.15) δ(X ,Y)2 =
∑
Z∈G

∞∑
j=1
λtj [ψj(X )− ψj(Y)] ψ˜j(Z)

2
1
pi(Z) .
However, considering that ψ˜j(Z) = φj(Z)
√
pi(Z), one can show that
(5.16) δ(X ,Y)2 =
∑
Z∈G

∞∑
j=1
λtj [ψj(X )− ψj(Y)]φj(Z)

2
.
As we are considering that φ is orthonormal, one can manipulate Eq. (5.16) such that
(5.17) δ(X ,Y)2 =
∞∑
j=1
λ2tj [ψj(X )− ψj(Y)]2 ,
showing that Eq. (5.13) is valid.
The result presented in Eq. (5.13) is important for the following lemma describ-
ing the relationship between the diffusion distance and the distance metric in the
Euclidean space.
Lemma 5.2. A set of coordinates given by
(5.18) Ξt(X ) =
(
ξt0(X ), ξt1(X ), . . .
)
=
(
λt0ψ0(X ), λt1ψ1(X ), . . .
)
,
are known as diffusion maps and embed the points of the Grassmann manifold into a
Euclidean space where the Euclidean distance is equal to the diffusion distance.
Proof. One can easily show that the L2-norm of Ξt(X )−Ξt(Y) is given by
(5.19) ||Ξt(X )−Ξt(Y)||L2 =

∞∑
j=1
λ2tj [ψj(X )− ψj(Y)]2

1
2
,
thus, δ(X ,Y) = ||Ξt(X )−Ξt(Y)||L2 , proving lemma 5.2.
However, due to the decaying nature of the spectrum {λtj}t∈N+ , which is also related
to the connectivity of the graph, one can truncate the summation in Eq. (5.13) until
j = q where λtj ≈ 0 for j > q. Thus,
(5.20) δq(X ,Y) '

q∑
j=1
λ2tj [ψj(X )− ψj(Y)]2

1
2
.
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5.2. Discrete embedding on Euclidean space. Assuming a set of i.i.d. ran-
dom samples SN = {X1, . . . ,XN}, with probability distribution f and Xi = Rn×m
for i = 1, . . . , N , their projections onto the Grassmann manifold G(p, n) are given by
GN = {X1, . . . ,XN}. Next, considering a positive semi-definite kernel k : G(p, n) ×
G(p, n) → R imposing weights to the edges of a graph where a random walk WN =
(SN , f,P) is performed, one can construct the transition probability P resorting to the
graph Laplacian normalization. In this regard, the discrete counterpart of the degree
function presented in Eq. (5.3) is given by the following diagonal matrix D ∈ RN×N
(5.21) Dii =
N∑
j=1
k(Xi,Xj),
where the stationary distribution of the random walk is given by
(5.22) pii =
Dii∑N
k=1Dkk
,
corresponding to the discrete counterpart of Eq. (5.5). Next, the spectral decompo-
sition of the random walk WN is presented. First, the kernel matrix kij = k(Xi,Xj)
is normalized as follows
(5.23) κij =
kij√
DiiDjj
,
which is equivalent to Eq. (5.7), where the transition probability Pij of the random
walk WN over GN is constructed as
(5.24) P tij =
κij∑N
k=1 κik
.
From the eigendecomposition of Pt, one can obtain the first q eigenvectors {ψk}qk=0,
where ψk ∈ RN and their respective eigenvalues {λk}qk=0. In this regard, the diffusion
coordinates for the element i in the dataset is given by
(5.25) Ξj = (ξj0, . . . , ξjq) = (λ0ψj0, . . . , λ1ψjq) ,
where ψjk corresponds to the position j of ψk. Next, definition of the diffusion distance
for the discrete embedding of the Grassmann manifold in the Euclidean space uses
lemma 5.1, such that
(5.26) δij = ||ptik − ptjk||L2(D−1ii ) =
{
N∑
k=1
[
ptik − ptjk
]2 1
Dkk
} 1
2
,
whose spectral representation is given by
(5.27) δij =
{
N∑
k=1
λ2tk [ψik − ψjk]2
} 1
2
.
Next, an algorithm summarizing the main steps used in the Grassmannian diffusion
maps is presented.
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Algorithm 5.1 Grassmannian Diffusion Maps (GDM)
Require: a set of N high-dimensional data SN = {X1, . . .XN} with Xi ∈ Rn×m,
and the dimension p of the Grassmann manifold.
1: for i ∈ 1, . . . , N do
2: Compute the thin Singular Value Decomposition: Xi = ΨiΣiΦ
T
i , where Ψi ∈
G(p, n) and Φi ∈ G(p,m).
3: end for
4: For every pair [Ψi,Ψj ] and [Φi,Φj ] compute the entries of kij of the kernel
matrices kij (Ψ) and kij (Φ), either using Eq. (4.2) or Eq. (4.4).
5: Compute the composed kernel matrix k (Ψ,Φ). For example:
k (Ψ,Φ) = kij (Ψ) + kij (Φ) or k (Ψ,Φ) = kij (Ψ) ◦ kij (Φ), where ◦ is the Hada-
mard product.
6: Compute diagonal matrix D ∈ RN×N using k (Ψ,Φ) in Eq. (5.21).
7: Compute the normalized kernel matrices using Eq. (5.23) for k (Ψ,Φ).
8: Estimate the transition matrix Pt of the Markov chain over the data on the
Grassmann manifold.
9: Obtain the eigenvectors and their respective eigenvalues from the eigendecompo-
sition of Pt and determine the truncation index q.
Ensure: diffusion coordinates Ξ1, . . . ,ΞN , with Ξi ∈ Rq.
6. Grassmannian diffusion maps based data classification. Several tech-
niques, such as Eigenfaces [52], Fisherfaces [7], and Laplacianfaces [29], seek to project
high-dimensional data (e.g., face images) onto a low-dimensional feature space where
the classification/recognition can be efficiently performed. However, no consensus has
been established on which technique is the most appropriate to handle a large amount
of data as observed in real-life application. Thus, as a contribution to this effort a
data classification/recognition technique based on sparse representation is developed
herein taking advantage of the ability of the Grassmannian diffusion maps in discard-
ing redundant information present in high-dimension data. Among the advantages of
this approach one can mention its capability to perform the classification/recognition
based on a low-dimensional dictionary and its robustness.
The theory of compressed sensing and sparse representation have been employed
in several application, such as in spectral identification [33, 16, 34], robust PCA
[9], matrix completion [41], missing pixel recovery [49], and robust face recognition
[59]. In particular, compressed sensing seeks to compute a linear representation of
a model with respect to an overcomplete dictionary of bases elements (e.g., wavelets
and Fourier basis), where a sparse representation can be obtained solving a convex op-
timization problem in the l0-norm sense; however, this problem is NP-hard resulting
in a combinatorial problem. On the other hand, solving it in the l2-norm sense could
not yield a sparse solution. To circumvent such limitations, the optimization problem
can be relaxed to be solved in the l1-norm sense. However, the compressed sensing
technique is not typically employed in classification problems and a more appropri-
ate approach considering an overcomplete dictionary of the diffusion coordinates is
developed herein. This novel method takes advantage of the ability of the sparse
representation-based classification method [59] in determining a linear and compact
combination of the elements in the dictionary to represent a testing data with the
advantage that the intrinsic geometric structure of the data is explicitly considered
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when the Grassmann manifold is mapped into a Euclidean space. Moreover, the
amount of stored data is a fraction of the necessary to create a proper dictionary in
the conventional approach.
Let’s first assume a training set TN = {Xi}Ni=1 with Xi ∈ Rn×m, and k distinct
classes. Using the Grassmannian diffusion maps, as presented in the previous section,
over the augmented dataset TN+1 = {X1, . . . ,XN ,XT }, where XT is the test sam-
ple, one can obtain the diffusion coordinates of each element in TN+1 assuming that
each element lies on the same Grassmann manifold G(p, n) . Therefore, the diffusion
coordinates of each element in the k-th class are arranged as the columns of a matrix
Ak
.
= [Ξk,1, . . . ,Ξk,Nk ] ∈ Rq×Nk , where Nk is the number of elements in class k, and
q is the truncation index used to define the dimension of the diffusion space. This
approach assumes that any test sample given by its diffusion coordinates ΞT will lie
in the linear span of the training samples in a given class which is given by
(6.1) ΞT = ck,1Ξk,1 + · · ·+ ck,NkΞk,Nk ,
where ck,j ∈ R with j = 1, . . . , Nk. Therefore, the dictionary A can be constructed
concatenating k matrices Ak, such as
(6.2) A
.
= [A1, . . . ,ANk ] ∈ Rq×N .
Therefore, the following underdetermined (N > q) linear systems is obtained.
(6.3) ΞT = Ac,
where the constant vector c = [0, . . . , 0, ck,1, . . . , ck,Nk , 0, . . . , 0]
T ∈ RN has non-zero
value in the entries associated to the k-th class. It is evident that the solution of an
underdetermined system is not unique; however, the sparsest solution of the system
in Eq. (6.3) can be found solving a convex optimization problem in the l0-norm sense,
expressed by
(6.4) cˆ = argmin||c||0 subject to Ac = ΞT .
However, this problem is NP-hard and finding a solution depends on the solution of
a combinatorial problem on c. On the other hand, a solution in the l2-norm sense
will not provide any useful information because it yields a dense vector cˆ. Therefore,
a relaxation of the necessary conditions to obtain the exact solution with high prob-
ability is necessary and the optimization problem can be solved in the l1-norm sense.
For instance, if cˆ is sufficiently sparse, the exact solution can be recovered with high
probability [59]. Moreover, it is natural that real-life data be corrupted with some
level of noise; thus, it is necessary to take this possibility into consideration such that
an approximation of the solution of the linear system in Eq. (6.3) is sought instead
of the exact solution. In this regard, the optimization problem to be solved is given
by
(6.5) cˆ = arg min||c||1 subject to ||Ac−ΞT ||22 ≤ ,
or by its unconstrained form,
(6.6) cˆ = arg min||Ac−ΞT ||22 + β||c||1,
where  is the error tolerance and β is the regularization constant. Next, once the
vector of coefficients cˆ is determined, one can perform the classification either by
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assigning the maximum entry of cˆ to its associated class or by identifying the class
yielding the smallest error in the approximation. Clearly, different methods can be
employed when performing this task; however, in the last case one can use the infor-
mation of the subspace structure in the diffusion space. In this regard, a residual can
be computed as
(6.7) r(k) = ||A (I∗k ◦ cˆk)−ΞT ||2.
Therefore, the classification is performed finding k minimizing r(k), where I∗k ∈ Rq
is a vector whose elements associated to the k-th class are equal to one and the rest
are zero, and ◦ is the Hadamard product. Next, an algorithm summarizing the steps
used in this classification approach is presented.
Algorithm 6.1 GDM based data classification using sparse representation
Require: a set of N high-dimensional data TN = {X1, . . .XN} with Xi ∈ Rn×m,
the dimension p of the Grassmann manifold, and a test sample XT ∈ Rn×m.
1: for i ∈ 1, . . . , N do
2: Compute the thin Singular Value Decomposition: Xi = ΨiΣiΦ
T
i ; where, Ψi ∈
G(p, n) and Φi ∈ G(p,m).
3: end for
4: Compute the thin Singular Value Decomposition: XT = ΨTΣTΦ
T
T ; where, ΨT ∈
G(p, n) and ΦT ∈ G(p,m).
5: For the augmented sets Ψ = {Ψ1, . . . ,ΨN ,ΨT } and Φ = {Φ1, . . . ,ΦN ,ΦT }
compute the entries of kij of the kernel matrices kij (Ψ) and kij (Φ) using either
Eq. (4.2) or Eq. (4.4).
6: Compute the composed kernel matrix k (Ψ,Φ). For example:
k (Ψ,Φ) = kij (Ψ) + kij (Φ) or k (Ψ,Φ) = kij (Ψ) ◦ kij (Φ), where ◦ is the Hada-
mard product.
7: Compute the diffusion coordinates Ξ1, . . . ,ΞN ,ΞT as in Algorithm 5.1, with Ξi ∈
Rq.
8: Concatenate the Ξi’s of each class k as columns of a matrix Ak ∈ Rq×Nk .
9: Create the matrix of training diffusion coordinates A = [A1, . . . ,ANk ] ∈ Rq×N
10: Normalize the columns of A and the test sample ΞT to have unit l2-norm.
11: Solve the convex optimization problem:
cˆ = arg min||c||1 subject to ||Ac−ΞT ||22 ≤ 
or alternatively
cˆ = arg min||Ac−ΞT ||22 + β||c||1
12: Compute the residuals for each class k: r(k) = ||A (I∗k ◦ cˆk)−ΞT ||2
Ensure: k (XT ) = arg minkr(k)
7. Examples. In this section, three problems are considered to analyze the per-
formance of the Grassmannian diffusion maps in revealing the intrinsic geometric
structure of data and performing classification. This dimensionality reduction ap-
proach is addressed in both theoretical and practical aspects aiming at the iden-
tification of potential applications in different fields. The analysis adopted in all
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examples consists in a direct comparison of both the Grassmannian and the conven-
tional diffusion maps techniques. In particular, the Grassmannian diffusion maps
employs the projection kernel (Eq. (4.4)) because it is not as sensitive as the Binet-
Cauchy kernel to the change in the dimensionality of the Grassmann manifold, as
demonstrated in section 4.2. Moreover, in the ensuing analysis the “first” diffu-
sion coordinate corresponds to the one associated to the eigenvalue λ1 of the tran-
sition matrix of the Markov chain. The same reasoning is employed to the fol-
lowing diffusion coordinates successively until the truncation index q. The algo-
rithms of both the conventional and the Grassmannian diffusion maps, were imple-
mented in the UQpy software [43](Uncertainty Quantification with python: https:
//uqpyproject.readthedocs.io/en/latest/), a general purpose Python toolbox for mod-
eling uncertainty in physical and mathematical systems.
7.1. Structured data on the unit sphere in R3. Consider a collection SN =
{Xi}Ni=1 of N = 10, 000 points defining two cone-like structures in R3 as presented in
Fig. 5a. In this problem, every point in the set SN is composed of three coordinates
(x1, x2, x3) and lie on a surface whose functional form is due to the constraint sin(φ) =
cos2(θ), in spherical coordinates. Therefore, if the radius r is uniformly distributed
in the interval [0, 2] a set of random points can be obtained as shown in Fig. 5 where
the colors are defined by the magnitude
√
x21 + x
2
2 + x
2
3. Here we show that using
the Grassmannian diffusion maps a well-defined structured parametrization of the
points on the Grassmann manifold G(1, 3), represented by the subspaces spanned by
Ψ ∈ V(1, 3), is obtained.
Figure 5: Example 1: (a) Elements of SN in R3 and colored by their magnitude. (b)
Projection onto the Grassmann manifold colored by their magnitude in the ambient
space.
In the conventional diffusion maps a graph is constructed in the ambient space
R3 (Fig. 5a), where a Gaussian kernel is used to quantify the similarity between
data points. On the other hand, in a Grassmannian perspective the choice of a
particular kernel on G(1, n) is not relevant since both the projection and the Binet-
Cauchy kernels will generate the same kernel matrix. In this example, a point on the
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Grassmann manifold G(1, 3) corresponds to a subspace of R represented by its basis,
which is given by a unit vector of R3. Therefore, the collection of the unit vectors in
R3 representing the set of subspaces of R is simply represented by the unit sphere in
R3. Thus, the points in the ambient space R3 have a representation on G(1, 3) given
by the unit vectors in R3 (Fig. 5b). In this regard, the notion of distance and affinity
are established via the geodesics connecting the points given by the intersection of the
unit vector and the unit sphere, and the angle between the unit vectors, respectively.
Herein, we are interested in computing a Grassmannian kernel defining the affin-
ity between pairs of subspaces; thus, once the points are projected onto G(1, 3), a
Grassmannian kernel matrix is employed in the determination of the diffusion co-
ordinates. Once the eigendecomposition of the transition matrix is performed, the
eigenvalues can be used to investigate the dimensionality of the embedded structure.
In this regard, Fig. 6 shows the decaying behavior of the eigenvalues of the transition
probability matrix defined in Eq. (5.24).
Figure 6: Eigenvalues of the transition matrix for both the conventional and
Grassmannian diffusion maps.
Next, the first two diffusion coordinates as points in R2 for both the conventional
and the Grassmannian diffusion maps are presented in Fig. 7. In particular, Figs.
7a and 7b show the diffusion coordinates for the conventional diffusion maps with a
color map defined by the first and the second diffusion coordinates, respectively. On
the other hand, Fig. 7c and 7d show the diffusion coordinates for the Grassmann-
ian diffusion maps with a color map defined by the first and the second diffusion
coordinates, respectively. One can easily see that the Grassmannian diffusion maps
reveals a well-defined unidimensional geometric structure connecting the data points,
whereas the conventional diffusion maps reveals a higher-dimensional (bidimensional)
structure connecting the elements of the dataset.
The effect of the dimensionality of the embedded structure is observed when the
data points are mapped in both the ambient space R3 and on the Grassmann manifold
G(1, 3) using the color maps defined by the first and the second diffusion coordinates,
for both the conventional (Fig. 8) and the Grassmannian (Fig. 9) diffusion maps.
One can easily show that for the conventional diffusion maps both the first and the
second diffusion coordinates are mapped in the ambient space R3 perpendicularly to
the canonical directions, as observed in Figs 8a,c. However, when the same diffusion
coordinates are mapped on the Grassmann manifold G(1, 3) they appear shuffled and
no logical parametrization can be extracted from it, as observed in Figs 8b,d. On the
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Figure 7: Diffusion coordinates: a) conventional with color map defined by ψ1 and
b) ψ2, c) Grassmannian with color map defined by ψ1 and by d) ψ2.
other hand, for the Grassmannian diffusion maps, the first and the second diffusion
coordinates in the ambient space R3 (Figs. 9a,c) and on the Grassmann manifold
G(1, 3) (Figs. 9b,d) are clearly structured to align with the intrinsic structure of the
data on G(1, 3).
The results presented in this example gives us a better notion of the ability of the
Grassmannian diffusion maps to extract and identify intrinsic data structures. Next,
we consider an example using high dimensional data.
7.2. Robust classification of high-dimensional random field data. In this
example, the performance of the Grassmannian diffusion maps in revealing the intrin-
sic geometric structure of high-dimensional data is investigated. Moreover, we explore
the GDMs on this data set for the classification of uncertain data performed by apply-
ing k-means [36] on the diffusion coordinates aiming at identifying the most important
features affecting the shape of the data in the ambient space.
In this regard, the elements of a dataset SN = {X1, . . . ,XN}, with N = 3, 000,
are generated with a prescribed rank p = 5, where Xk ∈ Rn×m with n = m = 40.
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Figure 8: Conventional diffusion maps: color map for ψ1 in the ambient space a)
and on the Grassmann manifold b), and color map for ψ2 in the ambient space c)
and on the Grassmann manifold d).
Thus, each element in the dataset is composed by the following product of matrices
(7.1) Xk = UkAkU
T
k ,
where Ak ∈ Rp×p is a diagonal matrix whose the elements are i.i.d. random numbers
with uniform distribution in the interval (0, 1], and the columns of Uk ∈ Rn×p are
defined by the following functional form
(7.2) u
(k)
ij =
√
2
n
cos
[
2pi(j + Lk)
n
(i− Tk)
]
,
with j = 0, . . . , p, and i = 0, . . . , n − 1. Moreover, Tk is a discrete random variable
assuming integer values in the interval [0, n−1] with uniform probability, and it repre-
sents the phase of the cosine in Eq. (7.2). Lk is also a discrete random variable in the
interval [1, bn2 c+1−p] with uniform probability, which is utilized to define the frequen-
cies of the group of p oscillating functions in the columns of U. It is worth mentioning
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Figure 9: Grassmannian diffusion maps: color map for ψ1 in the ambient space a)
and on the Grassmann manifold b), and color map for ψ2 in the ambient space c)
and on the Grassmann manifold d).
that the samples Tk and Lk are the same for every column of Uk, meaning that their
randomness is associated with the realization of the elements in SN ; i.e. each element
of SN is a realization of a two-dimensional random field having a stochastic basis.
Fig. 10 shows two realizations of X where A1 = diag(0.444, 0.828, 0.775, 0.913, 0.981),
L1 = 20, and T1 = 3; and A2 = diag(0.614, 0.800, 0.184, 0.519, 0.961), L2 = 38, and
T2 = 6.
Applying the conventional and Grassmannian diffusion maps to all points in the
set SN , one obtains the eigenvalues of the transition matrix of the Markov chain
defined over the dataset, whose decaying behavior is shown in Fig. 11 for both the
conventional and the Grassmannian diffusion maps. This decaying behavior shows
the embedding capacity of each technique individually, but it does not serve as a
comparison tool.
The performance of both techniques are compared by their capacity in revealing
the underlying geometry of the random field elements in the set SN . In this regard,
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Figure 10: Two realizations of random field elements in SN .
Figure 11: Eigenvalues of the transition matrix: a) conventional and b)
Grassmannian diffusion maps.
a clustering is performed via k-means [36] on the diffusion coordinates such that the
most informative features of the random field elements in the dataset are identified.
Based on Eq. 6.2 one can argue that the frequency defined by 2pi(j + Lk)i/n should
characterize the different subspaces in the Grassmann manifold G(5, 40), which is not
the case for the phase 2pi(j + Lk)Tk/n. Therefore, one expects that Lk will have a
strong influence on the shape of the points projected onto the Grassmann manifold
G(5, 40). To explore this, the first three diffusion coordinates obtained using the con-
ventional and the Grassmannian diffusion maps are presented in Fig. 12 and in Fig.
13, respectively; where every point defined by the diffusion coordinates corresponds to
an element in SN . Moreover, as 15 values of Lk are considered, we adopt 15 clusters
for the k-means algorithm used in the clustering of the diffusion coordinates. When
k-means is applied in the diffusion coordinates obtained from the conventional diffu-
sion maps one can observe that the dispersion of the diffusion coordinates adversely
influences the clustering, as observed in Fig. (12). This is better observed when the
clusters are mapped back to the feature space (Tk × Lk) in Fig. 14a, where the shuf-
fled colors are an indication that the classification is only based on the information
obtained in the ambient space and no intrinsic characteristics of the elements of the
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set SN are considered. On the other hand, Fig. (13) shows that the Grassmannian
diffusion maps succeed in identifying the intrinsic geometry of the elements in SN ,
where clusters of the Grassmannian diffusion coordinates are clearly delineated. This
behavior is evident in Fig. 14b, where the clustering technique is able to identify the
elements belonging to the subsets defined by each Lk with k = 1, . . . , 15.
Figure 12: Conventional diffusion maps: k-means applied on the first three diffusion
coordinates (15 clusters).
From the results presented in this example it is clear that the Grassmannian
diffusion maps has the capability to embed high-dimensional stochastic data in a low-
dimensional space taking into consideration their intrinsic local and global geometric
structure. This is in contrast to the conventional diffusion maps, where the infor-
mation provided in the ambient space alone is employed in the determination of a
random walk over the data.
7.3. Sparse representation-based facial recognition. In this example, we
consider the problem of identifying faces of different subjects considering variation in
the illumination, changes in facial expressions, and occurrence of occlusions. To this
aim, a sparse representation approach is employed considering a dictionary composed
by the diffusion coordinates as presented in section 6. The face images used in this
experiment were retrieved from the AT&T Database of Faces (AT&T Laboratories
Cambridge). This database contains a set of 400 face images of 40 subjects, corre-
sponding to 10 face images for each subject taken at different times with variation in
the illumination, facial expressions (i.e., open and closed eyes, smiling and not smil-
ing faces), and occlusions (i.e., glasses). Moreover, they were taken against a dark
and homogeneous background, the subjects had some limited freedom for some side
movement, all images are in grey scale and were resized to the dimension 200× 200.
A comparison of the performance of both the conventional and the Grassmannian
diffusion maps in identifying the class to which a test subject belongs is presented.
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Figure 13: Grassmannian diffusion maps: k-means applied on the first three
diffusion coordinates (15 clusters).
Figure 14: Clusters of the diffusion coordinates mapped in the parameter space
(Tk × Lk) (a) Conventional diffusion maps (b) Grassmannian diffusion maps.
In particular, the method presented in Algorithm 6.1 is used in the analysis of the
Grassmannian diffusion maps, whereas a modified version is used to include the con-
ventional diffusion maps. This modified algorithm consists in substituting steps 1-6
in Algorithm 6.1 by the conventional diffusion maps using the Gaussian kernel in the
elements of SN , and no value of p is required as an input argument.
Let us assume we have 40 different classes corresponding to a set of 9 face images
of the same subject. On the other hand, let’s use one single image of each of the 40
subjects as test samples. Therefore, the training set is composed by 360 face images
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(40 classes with 9 face images of the same subject each), and the test set composed
by 40 face images of distinct subjects. In Fig. (15) each class is represented by one
face image of the corresponding subject.
Figure 15: One face image of the subject representing each of 40 classes.
Next, let’s consider that a test image is given by the image presented in Fig. (16).
The first three diffusion coordinates obtained using conventional diffusion maps on
Figure 16: Test face image.
the augmented set SN (including the test image) are presented in Fig. (17), whereas
the first three diffusion coordinates obtained using the Grassmannian diffusion maps
are presented in Fig. (18), with the images projected onto the Grassmann manifold
G(4, 200). In this example, the dimension of the diffusion coordinates is truncated
to q = 20. Therefore, only 19 dimensions are used in the analysis presented next
because dimension 0 corresponds to a constant value for the diffusion coordinate.
Although, three dimension are not enough to make a proper qualitative analysis (i.e.
we cannot visually see clusters in the three diffusion coordinates), one can observe that
the magnitude of the pixels, as observed in the ambient space, is more relevant for the
conventional than for the Grassmannian diffusion maps. That is, in the conventional
diffusion maps, darker images clearly appear in the top left. Moreover, the condition
number of the transition matrix of the Markov process obtained from the conventional
diffusion maps is 849 times larger than the one observed in the Grassmannian diffusion
maps, which makes the method using the Grassmannian diffusion maps more stable
than its conventional counterpart.
Next, we use the diffusion coordinates Ξ1, . . . ,ΞN ,Ξt, with N = 360, to create
the matrix of training coordinates A = [Ξ1 . . .ΞN ] ∈ R19×360. Moreover, the diffu-
sion coordinates of the training set are given by ΞT ∈ R19. It is worth mentioning
that the dimension of the matrix of the training coordinates and the dimension of
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Figure 17: Conventional diffusion maps: face images in the training set plus the test
face image in the space defined by the first three diffusion coordinates.
the test sample are much smaller than the dimension of the matrices employed in
the conventional sparse representation approach in [59] where the dimension of the
matrix of training samples would be 40, 000×360, without downsampling the images,
or 100 × 360 when downsampling each image to size 10 × 10. Thus, using both Al-
gorithm 6.1 and its modified version for the conventional diffusion maps we can find
the approximate solution cˆ of the following linear system
(7.3) ΞT = Ac,
either by solving the l1-minimization problem in its constrained form (Eq. (6.5) with
 = 0.1) or unconstrained form (Eq. (6.6) with β = 1).
Considering the conventional diffusion maps, we show in Fig. 19a and Fig. 19b
the approximated entries of c as the solutions of both, constrained and unconstrained,
minimization problems, respectively. As presented in Fig. 20b and Fig. 20c for both
minimization problems, the identified subjects belong to a different class than the
test subject, also presented in Fig. 20a. Further, considering the approximation of c
shown in Fig. 19a,b, one can compute the residuals for each class k of subjects using
Eq. (6.7) to identify the class k that minimizes r(k). The results for the conventional
diffusion maps are presented in Fig. 21a and Fig. 21b, for the constrained and
unconstrained problems, respectively. Thus, for both problems the identified classes,
represented by the subjects shown in Fig. 22b and Fig. 20c, correspond to a different
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Figure 18: Grassmannian diffusion maps: face images in the training set plus the
test face image in the space defined by the first three diffusion coordinates.
subject than the one in the test sample.
The failure of sparse representation in identifying the correct subject using the
conventional diffusion maps serves as motivation to the use of the Grassmannian
diffusion maps, which is presented next. In this regard, Algorithm 6.1 is used to
perform the identification of the test subject presented in Fig. 16. Repeating the
same procedure adopted for the conventional diffusion maps, we show in Fig. 23a and
in Fig. 23b that the sparse representation method informed by the Grassmannian
diffusion maps succeeds in identifying a face image similar to the test sample for
both the constrained and unconstrained problems. The identified and test faces are
also shown in Fig. 24. Moreover, the residuals for each class k are estimated using
Eq. (6.7) to identify the class k that minimizes r(k). From Fig. 25a and Fig. 25b
we see that the Grassmannian diffusion maps outperforms the conventional method
in this specific case for both l1-minimization problems in Eq. (6.5) and Eq. (6.6),
respectively. Thus, a correct identification is obtained as shown in Fig. 26.
So far, the identification of a single subject was performed to show the potential
of the Grassmannian diffusion maps to inform the sparse representation method used
in the facial recognition. Next, the performance of the facial recognition for both the
conventional and the Grassmannian diffusion maps is assessed for all 40 subjects in
the test set. In this regard, it is worth mentioning that the conventional diffusion
maps presented a rather poor performance only identifying 2 subjects when the con-
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Figure 19: Entries of c, with colors defining the 40 classes, for the a) constrained
and b) unconstrained minimization problems using the conventional diffusion maps.
Figure 20: Conventional diffusion maps: a) test face image, and face images
identified by the entries of c solving the b) constrained and c) unconstrained
minimization problems.
strained minimization is employed, and just 1 subject when solving the unconstrained
minimization problem. This poor performance can be justified by the fact that the
conventional diffusion maps technique does not identify an underlying subspace struc-
ture for the data, and as a consequence the diffusion coordinates will not express this
behavior and the test sample will have a higher chance to be represented by a distinct
set of face images. On the other hand, the Grassmannian diffusion maps presented
high recognition rates; similar, or even superior, to the one obtained using the sparse
representation-based classification method, with the difference that the amount of
data required to perform the recognition is much smaller. But a direct comparison
with the sparse representation-based method is not possible because a different data-
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Figure 21: Conventional diffusion maps: residuals r(k) using the constrained a) and
unconstrained b) minimization problems.
Figure 22: Conventional diffusion maps: a) test face image, and face images
identified by the residuals solving the b) constrained and c) unconstrained
minimization problems.
base was utilized in [59]. In this regard, Fig. 27 shows how the recognition rate
changes for different values of p defining the dimensionality of the Grassmann man-
ifold G(p, n). Clearly, one can observe that high recognition rates are obtained even
considering p = 1, however, in the best case scenario a recognition rate of 95% was
achieved for p = 12, 13 and 14. Moreover, it is clear that the recognition rate tends
to diminish for very large values of p (i.e., p > 50 for instance); however, the use of
very larger values of p is not justified in this kind of application. It is worth mention-
ing that the computational performance of the present technique is comparable with
the performance of the sparse representation-based classification method. Only one
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Figure 23: Entries of c, with colors defining the 40 classes, for the a) constrained and
b) unconstrained minimization problems using the Grassmannian diffusion maps.
Figure 24: Grassmannian diffusion maps: a) test face image, and face images
identified by the entries of c solving the b) constrained and c) unconstrained
minimization problems.
additional step, the computation of the diffusion coordinates, is introduced.
Concluding remarks. In this paper, a novel dimensionality reduction technique
is developed based on the concepts of Grassmann manifold projection and diffusion
maps aiming at the characterization and classification of data informed by their in-
trinsic geometric structure. We demonstrate that an element of a dataset residing in
a high-dimensional ambient space can have a representation on a manifold, known
as the Grassmann manifold, where its properties are well described by elements of
differential geometry. Moreover, the notions of similarity and affinity of elements of a
dataset are the key elements to exploit the embedding of the Grassmann manifold on
a Euclidean space where the Euclidean metric can be useful for diverse applications
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Figure 25: Grassmannian diffusion maps: residuals r(k) using the constrained a)
and unconstrained b) minimization problems.
Figure 26: Grassmannian diffusion maps: a) test face image, and face images
identified by the residuals solving the b) constrained and c) unconstrained
minimization problems.
(e.g., object classification, facial recognition).
The proposed method, Grassmannian diffusion maps, is composed by two mains
steps, a pointwise dimensionality reduction and a multipoint dimensionality reduc-
tion. In the pointwise dimensionality each element of dataset is projected onto a
Grassmann manifold where only the most relevant features are kept, and the redun-
dant information are discarded. On the other hand, the multipoint dimensionality
reduction consists in the application of the diffusion maps by designing a graph over
the Grassmann manifold where a random walk can be performed to reveal the under-
lying structure connecting the distinct points in the dataset via the eigendecomposi-
tion of the transition matrix of the corresponding Markovian process. In comparison
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Figure 27: Points in R3 colored by their magnitude.
with the conventional diffusion maps, the technique proposed herein uses the intrinsic
subset structure of the data to find a geometric connection based on the affinity of
these subsets representing points on the Grassmann manifold. Therefore, instead of
using the information in the ambient space, which can be more susceptible to data
corruption and external factors (e.g., noise, illumination level in images), the Grass-
mannian diffusion maps circumvent this limitation using the information provided by
the underlying lower-dimensional subspace of each data point.
Furthermore, one of the most important elements of the Grassmannian diffusion
maps is the selection of an appropriate kernel, defined on the Grassmann manifold, to
be used in the context of the Grassmannian diffusion maps. In particular, two lemmas
were presented and proved to show the behavior of the first order statistics of the off-
diagonal entries of the Grassmannian kernel with changes in its dimensionality. It
was demonstrated that the expected value of the off-diagonal entries of the projection
kernel grows with order O(p2), whereas the expected value off-diagonal elements of
the Binet-Cauchy kernel decrease drastically with upper bound in the order O(pp), if
p < n/2; and grows at a high rate with upper bound in the order O ((n− p)(n−p)),
otherwise.
The performance of the Grassmannian diffusion maps is assessed in three exam-
ples where comparison with the conventional diffusion maps are performed to show
the potential of this novel approach. In this regard, the first example contained a the-
oretical experiment to verify the ability of the present method in finding a structured
connection among points projected on the Grassmann manifold represented by the
unit circle in R3. It was shown that the Grassmannian diffusion maps outperforms
the conventional method in identifying a well-defined parametric structure of the data
when they are projected on the Grassmann manifold G(1, 3) and it can be explained by
the capability of the Grassmannian diffusion maps in identify the underlying subspace
associated with each element in the dataset.
The second example presented an experiment with high-dimensional random field
data where the Grassmann manifold is used to identify the most relevant feature of
the data influencing their clustering. In this example, the data is formed by a com-
position of matrices defined by oscillatory functions where the underlying geometric
structure is mainly defined by their frequency than by the phase shift. Therefore, the
Grassmannian diffusion maps was able to use this information to cluster the points
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with same frequency in the same position in the diffusion space, and this structure
was easily identified using a clustering algorithm in the diffusion coordinates, such as
k-means.
The third example presented a practical application of two techniques developed
herein, the Grassmannian diffusion maps and the Grassmannian diffusion maps-based
data classification using sparse representation. It was demonstrated using the AT&T
Database of Faces (AT&T Laboratories Cambridge) that the Grassmannian diffusion
maps outperforms the conventional method in identifying 40 face images subject to
varying illumination conditions, change in face expressions, and occurrence of occlu-
sions. Moreover, the present technique has the advantage to present high recognition
rates (95% in the best-case scenario) using a fraction of the information used by
conventional face recognition techniques based on sparse representation.
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