The old Asian legend about the blind men and the elephant comes to mind when looking at how different authors of scientific papers describe a piece of related prior work. It turns out that different citations to the same paper often focus on different aspects of that paper and that neither provides a full description of its full set of contributions. In this paper we will describe our investigation of this phenomenon.
Introduction
Demand for automatic curation of scientific articles (e.g., biomedical publications) has increased recently as a result of the large volume of existing literature and the accelerating rate at which new papers are published (Cohen and Hersh, 2005) . Scientific journal articles can be characterized by their dense and varied content and a large number of citations. The network of citations of these articles is an important component in automatic analysis of articles; it has been heavily studied by researchers in natural language processing, bibliometrics, complex systems, social networks, etc. (Garfield, 1955; Menczer, 2004; Newman, 2001) . The text of sentences containing citations is of particular interest.
Some of the initial research done on using citations to determine the content of articles was done in (Bradshaw, 2002 (Bradshaw, , 2003 , where the author improves search engine results with a method called Reference Directed Indexing. Recently, these citing sentences have been used to support automatic paraphrasing (Nakov et al., 2004) and automatic survey paper generation (Nanba et al., 2004a,b; Nanba and Okumura, 2005) .
In this paper we provide a quantitative analysis of textual relationships induced by citing sentences with a view towards potential applications in summarization and information retrieval. We describe a new similarity metric, cohesion, and use it to analyze a corpus of biomedical journal articles from PubMed Central Open Access (PMCOA).
We examine the textual relationship between the abstract of an article and the set of all sentences that cite it , also known as citation summaries (Figure 4 ) as well as the textual relationship between pairs of articles cited in the same citing sentence ( Figure 5 ). The most salient finding is that co-citation implies textual similarity. Further, the similarity of the co-cited papers is proportional to the proximity of their citations in the citing article. For example, papers co-cited in the same sentence tended to be more similar than papers co-cited in the same paragraph (Kessler, 1963; Small, 1973; Nanba and Okumura, 1999; Nanba et al., 2004b) .
BACKGROUND: The requirement of a large amount of high-quality RNA is a major limiting factor for microarray experiments using biopsies. An average microarray experiment requires 10-100 microg of RNA. However, due to their small size, most biopsies do not yield this amount. Several different approaches for RNA amplification in vitro have been described and applied for microarray studies. In most of these, systematic analyses of the potential bias introduced by the enzymatic modifications are lacking. RESULTS: We examined the sources of error introduced by the T7 RNA polymerase based RNA amplification method through hybridisation studies on microarrays and performed statistical analysis of the parameters that need to be evaluated prior to routine laboratory use. The results demonstrate that amplification of the RNA has no systematic influence on the outcome of the microarray experiment. Although variations in differential expression between amplified and total RNA hybridisations can be observed, RNA amplification is reproducible, and there is no evidence that it introduces a large systematic bias. CONCLUSIONS: Our results underline the utility of the T7 based RNA amplification for use in microarray experiments provided that all samples under study are equally treated. 
Citing Sentences and Abstracts
We define the citing sentences of an article A to be the collection of sentences that contain citations to A. Both the abstract and the citing sentences of an article can be considered as a kind of summary of the article. The abstract is produced by the authors of an article and conveys the central ideas of the article from the authors' perspective. In contrast, the citing sentences are a collaborative summary that indicates what other researchers found relevant, interesting or novel about the article. Thus, the citing sentences of an
Example Abstract and Citing Sentences
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article (Figure 4) can be used to produce a different kind of summary from the traditional abstract.
Bradshaw in (Bradshaw, 2003) showed that citing sentences do indeed provide many different perspectives on the same article. Recent work by Nakov and his colleagues (Nakov et al., 2004) has already shown the utility of text in articles near citations, which they neologized as "citances", which they use to automatically learn paraphrases from biomedical papers.
For context we provide and analyze an example abstract and citation summary sentences for an article (Kenny et al., 2002) randomly selected from one of the 2,497 used in the study (see Section 2). This article's PubMed ID is 12392602.
The abstract and citing sentences are displayed in Figure 3 and Figure 6 respectively. Sentences in the abstract and citing sentences relate several types of information: background or context information, intermediary information such as experimental methods, and results. Virtually all abstracts contain all these types of information (Nanba et al., 2004c) , but the set of citing sentences may refer to only one or two of them. Also, a citing sentence may itself be background or intermediary information in the context of its own article even though it refers to results from the article it cites. In this case, there are five citing sentences: three from (Kenny et al., 2005 ) (PubMed ID 15642117) and two from (Goverdhana et al., 2005) (PubMed ID 15946903) . One of the citing sentences in (Kenny et al., 2005) refers to results and the other two to experimental methods (intermediary information) while both of the citing sentences in (Goverdhana et al., 2005) cite results.
It is known that researchers cite other papers for a variety of reasons. In (Nanba and , 1999) and (Nanba et al., 2004a ) the authors define three classes of citations: citations that base current work on the cited paper (type B), citations that compare current work to related papers or point out problems (type C), and citations that do not fall into either of the previous two classes (type O). The variability of citation types may help produce a more comprehensive summary by describing different aspects of the same article.
Tetracycline-regulated systems have been used to control the expression of heterologous genes in such diverse organisms as yeast, plants, flies and mice. Adaptation of this prokaryotic regulatory system avoids many of the problems inherent in other inducible systems. There have, however, been many reports of difficulties in establishing functioning stable cell lines due to the cytotoxic effects of expressing high levels of the tetracycline transactivator, tTA, from a strong viral promoter. Here we report the successful incorporation of tetracycline-mediated gene expression in a mouse mammary epithelial cell line, HC11, in which conventional approaches failed. We generated retroviruses in which tTA expression was controlled by one of three promoters: a synthetic tetracycline responsive promoter (TRE), the elongation factor 1-alpha promoter (EF1 α) or the phosphoglycerate kinase-1 promoter (PGK), and compared the resulting cell lines to one generated using a cytomegalovirus immediate early gene promoter (CMV). In contrast to cells produced using the CMV and PGK promoters, those produced using the EF1 α and TRE promoters expressed high levels of β-galactosidase in a tetracycline-dependent manner. These novel retroviral vectors performed better than the commercially available system and may have a more general utility in similarly recalcitrant cell lines. Consequently, tTA expression is minimal in the presence of tetracycline and, upon tetracycline withdrawal, tTA activates its own transcription in an autoregulatory manner [24] .
For the tetracycline dose response curve, 5000 HC11-lacZ cells for each condition, were cultured in triplicate in 96 well plates for 72 hours, and beta-galactosidase activity was determined as previously described [24] .
These cell lines were established using a novel autoregulatory system in which the expression level of the tetracycline transactivator (tTA) protein is minimised during routine culture and is induced upon withdrawal of tetracycline with concomitant upregulation of the transgeneof-interest [24] .
Studies by established successful Tet-OFF-based regulation from retroviral vectors and demonstrated the effectiveness of the TRE promoter in achieving stringent regulation of gene expression [191] .
Upon evaluation of different promoters to drive tTA expression, such as CMV, elongation factor 1α, and phosphoglycerate kinase-1, in combination with the TRE they observed that only the CMV promoter in combination with the TRE promoter produced successful regulatable β-galactosidase expression when controlled by the Tet-OFF regulatory switch in HC11 mouse mammary epithelial cell lines [191] . 
Co-citations
The relationship between abstracts and citing sentences is not the only relevant data that we can extract from citing sentences. Another interesting feature of citing sentences is that of co-citation. A citing sentence can contain references to two or more other articles; these articles are said to be co-cited by the citing sentence ( Figure 5 ). Co-citations can occur at various granularities: sentence level, paragraph level, section level, and article level. Articles can be co-cited by only one paper or by many different papers; this may also have a relationship to the similarity of the co-cited papers.
Research Hypotheses
Intuitively, citing sentences should be a valuable source for mining the knowledge in the cited publications. If the information contained in the citing sentences is more focused than the information contained in the abstract, extractive summaries (summaries containing the most salient sentences from the article) based on the citing sentences may be useful. They would provide a more concise summary of the abstract and contain specif- ically the information from the article that others found useful. In addition, examining co-cited articles might provide a fast and useful way to find articles similar to one under consideration.
More specifically, we attempt to confirm the following hypotheses:
• The citation summary of an article is similar to that article's abstract.
• Citing sentences contain more focused information than the abstract.
• The amount (or diversity) of information contained in the citing sentences converges as the number of citing sentences grows.
• Co-citation is highly correlated with textual similarity; as the focus of co-citation (sentence, paragraph, section or article) becomes smaller and as the number of co-citations increases, textual similarity will increase.
Comparing Texts: Cohesion
To test these hypotheses we will need a quantifiable notion of focused information. If sentences in a text tend to be similar to each other, then the information is focused because textually similar sentences are likely to be on the same topic. In particular, textually similar citing sentences probably cite the same aspect of the cited article. In addition to this, we would like to quantify the similarity between two texts (abstracts and citing sentences) in such a way that the self-similarity of a text can be compared to its similarity with another text. In other words, we would like to compare the self-similarity of the abstract to its similarity to the set of citing sentences. Both quantities will be based on a sentence-oriented version of the standard tf·idf approach (Salton and Buckley, 1988) . For comparing co-cited texts, normal document-oriented tf·idf suffices.
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To calculate the similarity between a pair of texts we use the average weighted cosine similarity over all sentence pairs. Each sentence is represented as a vector S ∈ R ∞ where each nonzero element of S is a weighted count of the number of occurrences of a word in the sentence. Each element is defined as − log(
)c S (w) where s(w) is the number of sentences containing word w, |S| is the total number of sentences in the corpus and c S (w)
is the number of times word w appears in sentence S. Thus, less frequently occurring terms are more heavily weighted, since they carry more information, while words that occur in nearly every sentence (e.g. "the", "of", etc.) have a very small weight since they carry little information. The cross cohesion between two distinct texts comprising sentences S 1 . . . S m and T 1 . . . T n is calculated as
where ·, · is the Euclidean dot product and ||S|| is the magnitude of vector |S| using the Euclidean norm.
is the cosine of the smaller angle between the two vectors. Its value lies between 0 and 1, where 0 indicates the two sentences have no words in common and 1 indicates they have exactly the same words, although possibly in a different order.
We can also compute the self cohesion of a single text S 1 . . . S n by comparing each sentence with each other sentence:
This avoids comparing each sentence to itself (such comparisons always have a cosine of 1) as well as redundant comparisons (since the inner product is symmetric). C s reflects the homogeneity of information in a piece of text. For example, the abstract displayed in Figure 7 has a relatively high self cohesion of 0.32 while the abstract displayed in Figure 8 has a much lower self cohesion of 0.013. We see the first abstract mentioned 'SCit' in all 4 sentences and 'side chain conformations' in 3 of the sentences, while the
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second abstract has much less lexical overlap between sentences -other than 'PDB' in two sentences, only extremely common words ('is','the','and') are shared.
SCit is a web server providing services for protein side chain conformation analysis and side chain positioning. Specific services use the dependence of the side chain conformations on the local backbone conformation, which is described using a structural alphabet that describes the conformation of fragments of four-residue length in a limited library of structural prototypes. Based on this concept, SCit uses sets of rotameric conformations dependent on the local backbone conformation of each protein for side chain positioning and the identification of side chains with unlikely conformations. The SCit web server is accessible at http://bioserv.rpbs.jussieu.fr/SCit.
Figure 7: Abstract of (Gautier et al., 2004) ; C s = 0.32
The Protein Data Bank (PDB; http://www.pdb.org) is the primary source of information on the 3D structure of biological macromolecules. The PDB's mandate is to disseminate this information in the most usable form and as widely as possible. The current query and distribution system is described and an alpha version of the future re-engineered system introduced. It is important to note that high C c is not in fact a necessary condition for information similarity (or information homogeneity in the case of C s ). If two sentences have a large cosine similarity there is a large degree of lexical overlap among information-bearing words in its constituent sentences and therefore a high chance of information overlap, but the inverse is not true: lack of lexical overlap does not necessarily imply two sentences do not carry the same information. As an example, "Androgen receptor was found to bind to RAN in Homo sapiens" contains all the information that "Human DHTR interacts with RASL2-8" contains (DHTR is an abbreviation for dihydrotestosterone receptor, dihydrotestosterone is a synonym for androgen; likewise RAN and RASL2-8 refer to the same protein), but have zero cosine since they share no lexical tokens. This problem occurs frequently in biomedical literature in particular because many concepts such as genes or proteins have multiple aliases that depend on context. Ontologies, synonym dictionaries, etc., would help with this problem, but introduce a large degree of additional
coss(ABS(A), ABS(B)) 0.846 Table 1 :
for various related measures of textual similarity. cos and cross cohesion C c are parameterized on the vector space representation used: d for the usual tf·idf, s for tf times inverse sentence frequency, and d s and s s for the corresponding versions with each token stemmed with Porter's stemmer. complexity to a simple lexical measure. The author of (Bradshaw, 2002) showed that this property is actually useful in a Reference Directed Indexing system, where a diverse group of keywords provides a larger target for searchers.
To validate cohesion as a measure of textual similarity, we compared it with various other cosine-based measures of textual similarity on the experimental corpus (see Section 2). Table 1 shows how the cohesion metric correlates with raw cosine similarity, how cosines computed with "inverse sentence frequency" correlate with cosines computed with "inverse document frequency", and how cosine similarity of the abstract correlates with cosine similarity of the body. We also compare tf·idf using stemming with Porter's algorithm (Porter, 1997) to unstemmed versions. Correlations were computed using the cosines between all co-cited papers in the corpus (see Section 2) as a sample. The correlation is generally quite strong, as would be expected. The correlation between stemmed and unstemmed versions give some credence to the supposition that simple lexical similarity is a good proxy for underlying semantic similarity.
Experiments
Having defined self-cohesion and cross cohesion, we can quantify the notions suggested in the hypotheses. To determine the similarity between abstract and citing sentences we compute two quantities. The first is the cross cohesion between citing sentences and the corresponding abstract, C c (CIT (A), ABS(A)). The second is the information composition of the abstract and citing sentences -that is, where in the article the information in the abstract and information in the citing sentences come from. To determine this we split the article into paragraphs P 1 , . . . , P m and sections S 1 , . . . , S n and compute the similarity between each section and paragraph and the citing sentences and abstract. We expect a correlation between the information-source distributions for abstracts and citing sentences.
To test whether citing sentences in general contain more focused information than the abstract, we check if the self cohesion of the citing sentences C s (CIT (A)) exceeds the self cohesion of the abstract C s (ABS(A)).
To test whether articles having many citations are likely to be cited for a few things repeatedly, we compute the self-cohesion of citing sentences C s (CIT (A)) and see if there is a correlation with respect to the number of citing sentences |A|.
To test the relationship between co-citation and textual similarity, we computed the number of times each pair of citations were cited together in the same article, at the sentence, paragraph, section, or complete article level. In addition, we counted the number of distinct papers citing each pair at the article, section, paragraph or sentence level.
These values were compared to the cosine similarity between the bodies and abstracts of the two articles. This comparison uses the traditional document-oriented tf·idf rather than the sentence-oriented cohesion.
Experimental Data
Given the proposed experiments, we require a corpus of articles to analyze. Since we are interested in information retrieval and summarization particularly in a biomedical context, we use biomedical journal articles for our experiments.
Data Collection
The primary set of articles we analyzed comes from the free PubMed Central (PMC) repository at http://www.pubmedcentral.gov. We downloaded all 13,520 open access articles available as of October 1, 2005 from the NCBI FTP site at ftp://ftp.ncbi.
nlm.nih.gov/pub/pmc. Of these, 2,497 were cited by at least one other paper in PubMed
Central. In addition we retrieved all papers in PubMed Central citing the open access subset and extracted the citing sentences. Figure 10 gives the distribution of number of citations per article.
Data Preprocessing
The articles come in an XML format with references and citations marked so that they can be extracted unambiguously. We also extracted the abstract and body from each article and segmented into sentences using Adwait Ratnaparkhi's MXTERMINATOR, a maximum entropy based sentence-boundary recognition tool (Reynar and Ratnaparkhi, 1997) . Rather than using the default model, trained on Wall Street Journal news articles, we used a biomedical article specific model trained on 50 randomly selected articles comprising approximately 100,000 words.
Data Statistics
We present some statistics of the 2,497 articles investigated. The articles came from most of the open access journals available through PubMed Central. Table 2 
Data Analysis
Given an article A, we retrieve its abstract, ABS(A), and a set of sentences from other
PubMed Central papers that cite article A, CIT (A). Because PubMed Central does not contain all biomedical journal articles, CIT (A) is unlikely to contain every citation for
A. However, we do assume that it contains a representative subset. Additionally, we compute all pairs of co-cited papers (A, B) such that there exists some C such that C 
Experiments and Results
Experiments testing the hypotheses from section 1.4 are described in this section along with results for the 2,497 articles from PubMed Central.
Abstracts vs. Citing Sentences
Consider the following text pairs for which we compute cohesion scores.
• C s (CIT (A)): Do all the citing sentences of A cite A for the same reason, or do different papers cite different aspects of A?
• C s (ABS(A)): Is the abstract tightly focused or does it give a broader overview of various aspects of A?
• C c (CIT (A), ABS(A)): Is all the information in the citing sentences contained in the abstract, or is there some divergence? How much information is shared between the two?
) where B is a randomly chosen article not identical to A: We need negative controls to ensure that the above cohesions are higher than expected by chance.
Our goal is to show the cross cohesion between ABS(A) and CIT (A) is lower than the two self cohesion scores but significantly higher than the two cross cohesion scores involving randomly chosen CIT (B). This might suggest that there is information contained in the citing sentences of A that is not contained in the abstract of A. It follows from this that citing sentences might be a potentially useful resource for summarization and information retrieval, giving an alternative view of the salient parts of the cited article. Table 3 lists the sample mean and standard deviation of the various cohesion scores.
The average C c (ABS(A), CIT (A)) is less than the average C s (ABS(A)) and C s (CIT (A)) and greater than the two negative controls. C s is only defined on sets of more than one sentence and was computed on only 2,480 abstracts and 1,527 sets of citing sentences.
The difference between C s (ABS(A)) and C s (CIT (A)) is significant at the 99.9999% confidence level as reported by a paired t-test computed for the 1,521 articles for which both self cohesion scores were defined. All the other pairwise differences are that significant or even more so. Results from this experiment confirm that the C s (CIT (A)) is consistently higher than the self cohesion of C s (ABS(A)) for the same A. That is, the contents of citing sentences exhibit a greater uniformity than the contents of the corresponding abstract.
This confirms the common sense notion that the abstract serves as a synopsis of the entire article while citations of the article focus on notable aspects of what is presented in the paper. Heritable, but reversible, changes in transposable element activity were first observed in maize by Barbara McClintock in the 1950s. More recently, transposon silencing has been associated with DNA methylation, histone H3 lysine-9 methylation (H3mK9), and RNA interference (RNAi). Using a genetic approach, we have investigated the role of these modifications in the epigenetic regulation and inheritance of six Arabidopsis transposons. Silencing of most of the transposons is relieved in DNA methyltransferase (met1), chromatin remodeling ATPase (ddm1), and histone modification (sil1) mutants. In contrast, only a small subset of the transposons require the H3mK9 methyltransferase KRYPTONITE, the RNAi gene ARG-ONAUTE1, and the CXG methyltransferase CHROMOMETHYLASE3. In crosses to wild-type plants, epigenetic inheritance of active transposons varied from mutant to mutant, indicating these genes differ in their ability to silence transposons. According to their pattern of transposon regulation, the mutants can be divided into two groups, which suggests that there are distinct, but interacting, complexes or pathways involved in transposon silencing. Furthermore, different transposons tend to be susceptible to different forms of epigenetic regulation.
As noted by McClintock, the rate of transposition in a given germ line can change over time, with cycles of activation and silencing lasting several generations (cited in reference 35). In Arabidopsis and maize, a low level of transcription is maintained despite the production of small interfering RNAs (35, 46). Table 4 : Statistics of cohesion between various texts for the small collection of 66 articles from the ACM Digital Library.
ACM Digital Library
For additional validation, we also examined a small collection of 66 articles from the 11th and 12th international conference on the WWW, obtained from the ACM Digital Library ( http://portal.acm.org/dl.cfm) to see if the trends observed for the biomedical articles held for another domain. Figure 17 shows the distribution of abstract length withx = 7.38 and s = 2.85. The collection contained 305 citations. The results of the experiment are summarized in Table 4 . Here the self cohesion of the abstracts is significantly higher than the self cohesion of the citations. One explanation for this might be that in this domain each citing article contains fewer citing sentences than in the biomedical domain, and citing sentences in different articles tend to be less similar than citing sentences in the same article. C s (ABS(A)) and C s (CIT (A)) are still both greater than C c (ABS(A), CIT (A)), which is again greater than the negative controls. Thus we can conclude that the abstracts and citing sentences are still significantly similar in this domain.
Information Source
Another experiment we carried out was to analyze ABS(A) and CIT (A) to locate where in the original article information came from. This is another way to test how the information content of ABS(A) differs from the information content of CIT (A). A very strong correlation would imply that the abstract and citing sentences both focus on information from the same parts of the article, while a lower correlation implies they have differing focuses.
An article A can be divided into paragraphs P 1 , . . . , P m or sections S 1 , . . . , S n (where a section is a natural division of the article made by the author). We can then look at the cross cohesion of each piece of the article (either P i or S i ) with ABS(A) and CIT (A). If the abstract and citing sentences highlight information from the same part of the article, we would expect to see a correlation between C c (P i , ABS(A)) and C c (P i , CIT (A) (and similarly for S i in place of P i ). To test this, we collected two sets, each containing pairs of cross cohesion values:
for each section S i in each article A}. Table 5 gives some information about these quantities. We then computed the correlation coefficients ρ par = 0.565 for X par and ρ sec = 0.564 for X sec . These values suggest that the citing sentences and abstract tend to be similar to the same parts of the article, but there are also regions of the article that are similar to just the abstract or just the citing sentences.
Self Cohesion of Citing Sentences
We would also like to see if information content converges as the number of citing sentences increases. Information convergence would imply that as the number of citations for an article grows, most citing sentences tend to cite the article for a very small number of reasons. If the citing sentences behave in this fashion, they could provide very tightly focused summaries of an article. In the context of search engines, this supports the work of (Bradshaw, 2002 (Bradshaw, , 2003 , showing that terms contained frequently in citations can be used to boost the relevance of an article. To test whether information in the citing sentences converges as the number of citing sentences grows, we compute the self cohesion of CIT (A) for each article A and observe the correlation with the number of citing sentences.
However, as seen in Figure 18 the average self cohesion actually decreases somewhat as the number of citing sentences increases up to 20. Beyond 20 citations there are only a few articles with each number of citations (see figure 10 ), thus discerning any trend is difficult.
Therefore we cannot use the self cohesion of the citations to confirm the hypothesis that information in the citing sentences converges as the number of citing sentences increases.
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As mentioned previously, low self cohesion does not necessarily imply lack of information convergence, hence we cannot conclusively reject the hypothesis either.
One explanation for the trend seen could be that up to a point, the number of things papers are cited for increases, therefore decreasing the self cohesion, but beyond that point papers tend to be cited for the same few things repeatedly. This seems to be the case for the articles in the study with more than 50 citing sentences (the citing sentences are not reproduced here for space constraints; the relevant PubMed IDs are 12144710, 12537568, 12182760, 11734060, 12537572) , but since only a few papers are cited frequently a much larger collection of articles than the 2,497 used in the study would be needed to examine this more rigorously. Another likely reason cohesion might decrease is synonymy and related phenomena, e.g. "flies" vs. "Drosophila melanogaster"; different authors can paraphrase articles in different ways and might not use exactly the same lexical items.
This type of behavior was described by Bradshaw in his dissertation (Bradshaw, 2002) . 
Co-citations
Citing sentences contain additional information beyond their plain text content -each citing sentence can potentially cite many different articles. Obviously, co-citation is generalizable to granularities larger than a single sentence. Natural divisions are sentence, paragraph, section, and article. We computed the cosine similarity between each pair of co-cited papers as well as the cosine similarity between an equal number of randomly chosen non-co-cited papers. There is a very large and significant difference (ρ < 0.001) in the average cosine similarity for papers that are not co-cited compared to those that are co-cited at any granularity ( Figure 21 ). In addition, there is a modest but often significant increase in average similarity when papers are co-cited additional times (Figures 19 and 20) . In particular the difference between 1 and 2 co-citations is significant at or below the ρ = 0.001 level for each co-citation granularity. There is also a large and significant (ρ < 0.001) difference in similarity between papers co-cited only in the same paper vs. papers co-cited at smaller granularities (Figure 21 ).
However, there is no strong correlation in general between number of co-citations and similarity either between abstracts (Figures 19) or body text (Figure 20 ). More than one sentence, paragraph or section can co-cite a pair of articles, and one can ask if limiting the count of co-citations at these granularities to distinct articles produces a correlation; however, it does not appear to make a significant difference. The fact that articles are co-cited is a strong indication of similarity, but additional co-citations do not imply the articles are more similar. This finding implies that the ability to navigate from a given article directly to co-cited articles would be a useful way to find related work, but ranking co-cited articles by the number of co-citations would probably not be useful. 
Conclusion
We introduced a sentence-oriented cosine similarity metric called cohesion which is highly correlated (ρ ≥ 0.84) with the document-oriented tf·idf-weighted cosine similarity which it is based on. We defined two variants of cohesion, self-cohesion and cross cohesion, which allow comparison of the self-similarity of a document to its similarity with another document.
We used cohesion to analyze a corpus of biomedical journal articles. Mean selfcohesion of the citing sentences is somewhat higher than that of citations, however variance of self cohesion of citing sentences is higher; self-cohesion of either is higher than cross cohesion of citing sentences and abstract of the same paper, which is much higher than cross cohesion with citing sentences of a random paper. Additionally, the cross cohesion of abstract with some block of article text and cross cohesion of citing sentences with the same block is moderately (ρ = 0.493) but significantly correlated. This suggests that abstracts and citing sentences share some, but certainly not all, content in common.
However, the self cohesion of citing sentences decreases up to a point as the number of citing sentences increases. For articles with more than 20 or so citing sentences there is no observable trend, but the number of samples available is small. This is contrary to the expectation that self-cohesion would increase or remain relatively constant as the number of citing sentences increased since one would expect a paper to be cited for a small number of different things. This premise is not necessarily false because there are a number of confounding factors, such as synonyms and citing sentences referring to other papers or other topics in addition to the actual cited paper.
Since citing sentences appear to be somewhat more focused than the abstract and contain additional information not in the abstract, they could be useful as a supplement.
In the absence of an abstract, the citing sentences may provide a good substitute, especially in the context of automatic summarization. There has been ongoing research to make machines produce automatic summaries of an article, especially when the abstract of an article is not provided (news articles for example) or is not freely available (Luhn, 1958; Kupiec et al., 1995; Radev et al., 2002; Teufel and Moens, 2002) . Automatically produced summaries are normally extractive, that is, they consist of a set of sentences from the article that provides an overview of the information in the article. This is much more tractable than the general problem of free-text summarization, but it is still quite challenging. Since there does seem to be a small but quantifiable difference in the information content of citing sentences as compared to abstracts, using the citing sentences as a guide to the salient aspects of an article in conjunction with other methods may assist in creating more useful extractive summaries.
We also examined the relationship between co-cited papers. They are significantly more cosine-similar than two random papers. Papers co-cited at a smaller granularity (in same paper vs. in same section, paragraph, sentence) are more cosine-similar than papers co-cited at a larger granularity. Papers co-cited twice are significantly more similar than papers co-cited only once; there are some additional significant differences as the number of co-citations goes up. However, the number of co-citations is not directly correlated to the cosine similarity. This suggests that the ability to browse co-cited articles would be useful in finding related work.
We want to conclude using a reprise of the title and first paragraph of this paper by repeating the observation that the citing sentences of an article are similar to the observations in the story of the blind men and the elephant: each sentence gives a focused perspective of the cited article and not necessarily a complete summary.
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