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Abstract
This is the fourth part in the series of articles [4], [5], [6] (see also [3]) where
the theory of valuations on manifolds is developed. In this part it is shown that the
filtration on valuations is compatible with the product. Then it is proved that the
Euler-Verdier involution on smooth valuations is an automorphism of the algebra of
valuations. Then an integration functional on valuations with compact support is intro-
duced, and a property of selfduality of valuations is proved. Next a space of generalized
valuations is defined, and some basic properties of it are proved. Finally a canonical
imbedding of the space of constructible functions on a real analytic manifold into the
space of generalized valuations is constructed, and various structures on valuations are
compared with known structures on constructible functions.
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0 Introduction.
In convexity there are many geometrically interesting and well known examples of valuations
on convex sets: Lebesgue measure, the Euler characteristic, the surface area, mixed volumes,
the affine surface area. For a description of older classical developments on this subject we
refer to the surveys [21], [20]. For the general background on convexity we refer to the book
[23].
Approximately during the last decade there was a significant progress in this classical
subject which has led to new classification results of various classes of valuations, to discovery
of new structures on them. This progress has shed a new light on the notion of valuation
which allowed to generalize it to more general setting of valuations on manifolds and on not
necessarily convex sets (which do not make sense on a general manifold). On the other hand
author’s feeling is that the notion of valuation equips smooth manifolds with a new general
structure. The development of the theory of valuations on manifolds was started in three
previous parts of the series of articles: [4], [5] by the author and [6] by J. Fu and the author.
This article in the forth part in this series.
In [5] the notion of smooth valuation on a smooth manifold was introduced. Roughly
speaking a smooth valuation can be thought as a finitely additive C-valued measure on a
class of nice subsets; this measure is requested to satisfy some additional assumptions of
continuity (or rather smoothness) in some sense. The basic examples of smooth valuations
on a general manifold X are smooth measures on X and the Euler characteristic. Moreover
the well known intrinsic volumes of convex sets can be generalized to provide examples of
smooth valuations on an arbitrary Riemannian manifold; these valuations are known as
Lipschitz-Killing curvatures.
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Let X be a smooth manifold of dimension n. The space of smooth valuations on X is
denoted by V ∞(X). It has a canonical linear topology with respect to which it becomes a
Fre´chet space.
The space V ∞(X) carries a canonical multiplicative structure. This structure seems to
be of particular interest and importance. When X is an affine space it was defined in [4]
(in even more specific situation of valuations polynomial with respect to translations it was
defined in [3]). For a general manifold X the multiplicative structure was defined in [6]. The
construction in [6] uses the affine case [4] and additional tools from the geometric measure
theory.
It was shown in [6] that the product V ∞(X)× V ∞(X) → V ∞(X) is a continuous map,
and V ∞(X) becomes a commutative associative algebra with the unit (which is the Euler
characteristic). The goal of this article is to study further properties of the multiplicative
structure and apply one of them (which we call the Selfduality property) to introduce a new
class of generalized valuations.
In [5] a filtration of V ∞(X)
V ∞(X) =W0 ⊃W1 ⊃ · · · ⊃Wn (0.1.1)
by closed subspaces was introduced. The first main result of this article (Theorem 3.1.1) says
that this filtration is compatible with the product, namely Wi ·Wj ⊂ Wi+j (where Wk = 0
for k > n).
In [5] the author has introduced a continuous involution σ : V ∞(X)→ V ∞(X) called the
Euler-Verdier involution. The second main result of this article says that σ is an algebra
automorphism (Theorem 4.1.4).
Let us denote by V ∞c (X) the space of compactly supported smooth valuations. Next we
introduce in this article the integration functional
∫
: V ∞c (X)→ C. Slightly oversimplifying,
it is defined by [φ 7→ φ(X)]. The third main result is as follows.
0.1.1 Theorem. Consider the bilinear form
V ∞(X)× V ∞c (X)→ C
given by (φ, ψ) 7→
∫
φ · ψ.
This bilinear form is a perfect pairing. More precisely the induced map
V ∞(X)→ (V ∞c (X))
∗
is injective and has a dense image with respect to the weak topology on (V ∞c (X))
∗.
This is Theorem 6.1.1 in the paper. Its proof uses the Irreducibility Theorem from [2]
in full generality. Roughly Theorem 0.1.1 can be interpreted as a selfduality property of the
space of valuations (at least when the manifold X is compact).
Let us denote V −∞(X) := (V ∞c (X))
∗. We call V −∞(X) the space of generalized val-
uations. We show (Proposition 7.1.3) that V −∞(X) has a canonical structure of V ∞(X)-
module.
In [5] it was shown that the assignment to any open subset U ⊂ X
U 7→ V ∞(U)
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with the natural restriction maps is a sheaf denoted by V∞X . Here we show that
U 7→ V −∞(U)
with the natural restriction maps is also a sheaf which we denote by V−∞X . Moreover V
−∞
X
is a sheaf of V∞X -modules (Proposition 7.2.4).
Remind that by [5] the last term Wn of the filtration (0.1.1) coincides with the space
C∞(X, |ωX|) of smooth densities on X (where |ωX | denotes the line bundle of densities on
X), and V ∞(X)/W1 is canonically isomorphic to the space of smooth functions C
∞(X).
In Subsection 7.3 of this article we extend the filtration {W•} to generalized valuations by
taking the closure of Wi in the weak topology on V
−∞(X):
V −∞(X) = W0(V
−∞(X)) ⊃W1(V
−∞(X)) ⊃ · · · ⊃Wn(V
−∞(X)).
We show thatWn(V
−∞(X)) is equal to the space C−∞(X, |ωX |) of generalized densities on X
(Proposition 7.3.5). It is also shown that V −∞(X)/W1(V
−∞(X)) is canonically isomorphic
to the space C−∞(X) of generalized valuations on X (Proposition 7.3.6).
The Euler-Verdier involution is extended by continuity in the weak topology to the space
of generalized valuations (Subsection 7.4). Also the integration functional extends (uniquely)
by continuity in an appropriate topology to generalized valuations with compact support
(Subsection 7.4).
In Section 8 we consider valuations on a real analytic manifold X . On such a manifold
one has the algebra of constructible functions F(X) which is a quite well known object
(see [18], Ch. 9). We construct a canonical imbedding of the space F(X) to the space of
generalized valuations V −∞(X) as a dense subspace. It turns out to be possible to interpret
some properties of valuations in more familiar terms of constructible functions. Thus we show
that the canonical filtration on V −∞(X) induces on F(X) the filtration by codimension of
support (Proposition 8.2.2). The restriction of the integration functional to the space of
compactly supported constructible functions coincides with the well known functional of
integration with respect to the Euler characteristic (Proposition 8.3.1). The restriction of
the Euler-Verdier involution on V −∞(X) to F(X) coincides (up to a sign) with the well
known Verdier duality operator (Proposition 8.4.1).
Acknowledgements. I express my gratitude J. Bernstein for numerous stimulating
discussions. I thank V.D. Milman for his attention to this work. I thank A. Bernig for
sharing with me the recent preprint [7], J. Fu for very helpful explanations on the geometric
measure theory, P.D. Milman for useful correspondences regarding subanalytic sets, and P.
Schapira for useful discussions on constructible sheaves and functions.
1 Background.
In this section we fix some notation and remind various known facts. This section does not
contain new results.
In Subsection 1.1 we fix some notation and remind the notions of normal and charac-
teristic cycles of convex sets. In Subsection 1.2 we review basic facts on subanalytic sets.
Subsection 1.3 collects facts on normal and characteristic cycles. In Subsection 1.4 we review
some notions on valuations on manifolds following mostly [4], [5], [6]. Subsection 1.5 is also
on valuations, and it reviews the canonical filtration on valuations following [5].
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1.1 Notation.
Let V be a finite dimensional real vector space.
• Let K(V ) denote the family of convex compact subsets of V .
• Let R≥0 (resp. R>0) denote the set of non-negative (resp. positive) real numbers.
• For a manifold X let us denote by |ωX| the line bundle of densities over X .
• For a smooth manifold X let P(X) denote the family of all simple subpolyhedra of X .
(Namely P ∈ P(X) iff P is a compact subset of X locally diffeomorphic to Rk × Rn−k≥0 for
some 0 ≤ k ≤ n. For a precise definition see [5], Subsection 2.1.)
• We denote by P+(V ) the oriented projectivization of V . Namely P+(V ) is the manifold
of oriented lines in V passing through the origin.
• For a vector bundle E over a manifold X let us denote by P+(E) the bundle over X
whose fiber over any point x ∈ X is equal to P+(Ex) (where Ex denotes the fiber of E over
x).
• For a convex compact set A ∈ K(V ) let us denote by hA the supporting functional of
A, hA : V
∗ → R. It is defined by
hA(y) := sup{y(x)|x ∈ A}.
• Let L denote the (real) line bundle over P+(V
∗) such that its fiber over an oriented line
l ∈ P+(V
∗) is equal to the dual line l∗.
• For a smooth vector bundle E over a manifold X and k being a non-negative integer
or infinity, let us denote by Ck(X,E) the space of Ck-smooth sections of E. We denote
by Ckc (X,E) the space of C
k-smooth sections with compact support. Let us denote by
C−∞(X,E) the space of generalized sections of E which is equal by definition to the dual
space (C∞c (X,E
∗⊗|ωX |))
∗. We have the canonical imbedding Ck(X,E) →֒ C−∞(X,E) (see
e.g. [12], Ch. VI §1).
Let K ∈ K(V ). Let x ∈ K.
1.1.1 Definition. A tangent cone to K at x is the set denoted by TxK which is equal to
the closure of the set {y ∈ V |∃ε > 0 x+ εy ∈ K}.
It is easy to see that TxK is a closed convex cone.
1.1.2 Definition. A normal cone to K at x is the set
(TxK)
o := {y ∈ V ∗| y(x) ≥ 0∀x ∈ TxK}.
Thus (TxK)
o is also a closed convex cone.
1.1.3 Definition. Let K ∈ K(V ). The characteristic cycle of K is the set
CC(K) := ∪x∈K(TxK)
o.
It is easy to see that CC(K) is a closed n-dimensional subset of T ∗V = V ×V ∗ invariant
with respect to the multiplication by non-negative numbers acting on the second factor.
For some references on the characteristic and normal cycles of various sets see Remark 1.3.1
below.
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1.2 Subanalytic sets.
In this subsection we review some basic facts from the theory of subanalytic sets of Hironaka.
For more information see [16], [17], [14], [15], [8], [24], and §8.2 of [18]. Let X be a real
analytic manifold.
1.2.1 Definition. Let Z be a subset of the manifold X . Z is called subanalytic at a point
x ∈ X if there exists an open neighborhood U of x, compact real analytic manifolds Y ij , i =
1, 2, j = 1, . . . , N , and real analytic maps
f ij : Y
i
j → X
such that
Z ∩ U = U ∩ ∪Nj=1(f
1
j (Y
1
j )\f
2
j (Y
2
j )).
Z is called subanalytic in X if Z is subanalytic at every point of X .
1.2.2 Proposition. (i) Let Z be a subanalytic subset of the manifold X. Then the closure
and the interior of Z are subanalytic subsets.
(ii) The connected components of a subanalytic set are locally finite and subanalytic.
(iii) Let Z1 and Z2 be subanalytic subsets of the manifold X. Then Z1∪Z2, Z1∩Z2, and
Z1\Z2 are subanalytic.
1.2.3 Definition. Let Z be a subanalytic subset of the manifold X . A point x ∈ Z is called
regular if there exists an open neighborhood U of x in X such that U ∩ Z is a submanifold
of X .
The set of regular points is denoted by Zreg. Define the set of singular points by Zsing :=
Z\Zreg.
1.2.4 Proposition. The sets Zreg and Zsing are subanalytic, and Z ⊂ Z¯reg.
If x ∈ Zreg then the dimension of Z at x is well defined; it is denoted by dimx Z. Define
dimZ := sup
x∈Zreg
dimx(Z).
Clearly dimZ ≤ dimX .
1.2.5 Proposition. Let Z ⊂ X be a subanalytic subset. Then
(i) dim(Z\Zreg) < dimZ;
(ii) dim(Z¯\Z) < dimZ.
1.2.6 Definition ([18], §9.7). An integer valued function f : X → Z is called constructible
if
1) for any m ∈ Z the set f−1(m) is subanalytic;
2) the family of sets {f−1(m)}m∈Z is locally finite.
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Clearly the set of constructible Z-valued functions is a ring with pointwise multiplication.
As in [18] we denote this ring by CF (X). Define
F := CF (X)⊗Z C. (1.2.1)
Thus F is a subalgebra of the C-algebra of complex valued functions on X . In the rest of
the article the elements of F will be called constructible functions.
Let Fc(X) denote the subspace of F(X) of compactly supported constructible functions.
Clearly Fc(X) is a subalgebra of F(X) (without unit if X is non-compact).
For a subset P ⊂ X let us denote by 1lP the indicator function of P , namely
1lP (x) =
{
1 if x ∈ P
0 if x 6∈ P.
1.2.7 Proposition. (i) Any function f ∈ F(X) can be presented locally as finite linear
combination of functions of the form 1lQ where Q is a closed subanalytic subset.
(ii) Any function f ∈ Fc(X) can be presented as finite linear combination of functions
of the form 1lQ where Q is a compact subanalytic subset.
Proof. Both statements are proved similarly. Let prove say the second one. Let f ∈
Fc(X). We prove the statement by the induction on dim(supp f) (note that supp f is a
subanalytic subset). If dim(supp f) = 0 then there is nothing to prove. Let us assume
that we have proven the results for all constructible functions with the dimension of support
strictly less than k. Let us prove it for k. Clearly f is a finite linear combination of functions
of the form 1lQ where Q is relatively compact subanalytic subset with dimQ ≤ k. But
1lQ = 1lQ¯ − 1lQ¯\Q.
By Proposition 1.2.2 the set Q¯\Q is subanalytic, and by Proposition 1.2.5(ii) dim(Q¯\Q) < k.
The induction assumption implies the result. Q.E.D.
1.3 Characteristic and normal cycles.
In Subsection 1.1 we have reminded the notion of characteristic cycle of convex compact
sets. In this subsection we remind the notion of characteristic cycle and very similar notion
of normal cycles of sets either from the class P(X) on a smooth manifold X , or the class
of subanalytic subsets of a real analytic manifold X (in fact in the real analytic situation
these notions will be discussed more generally for constructible functions on X following
[18]). The notions of characteristic and normal cycles of various classes of sets coincide on
the pairwise intersections of these classes.
1.3.1 Remark. The notion of the characteristic cycle is not new. First an almost equivalent
notion of normal cycle (see below) was introduced by Wintgen [25], and then studied further
by Za¨hle [26] by the tools of geometric measure theory. Characteristic cycles of subanalytic
sets of real analytic manifolds were introduced by J. Fu [11] using the tools of geometric
measure theory and independently by Kashiwara (see [18], Chapter 9) using the tools of the
sheaf theory. J. Fu’s article [11] develops a more general approach to define the normal cycle
for more general sets than subanalytic or convex ones (see Theorem 3.2 in [11]). Applications
of the method of normal cycles to integral geometry can be found in [10].
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For simplicity of the exposition, in the rest of this subsection we will assume that the
manifold X is oriented. Then characteristic (resp. normal) cycle is a cycle in T ∗X (resp.
P+(T
∗X). Nevertheless the characteristic and normal cycles can be defined on non-oriented
(even non-orientable) manifolds; then they are cycles taking values is the local system p∗o
where o is the orientation bundle over X and p : T ∗X → X is the canonical projection. We
refer to [18], §9.3, for the details on that. Though in our applications to valuations of these
notions we will need the general case of not necessarily orientable manifolds, we will ignore
here this subtlety. Thus here we discuss the notions of characteristic and normal cycles for
oriented manifolds, but apply it below for general manifolds.
Let us assume first thatX is a smooth oriented manifold. Set n = dimX . Let P ∈ P(X).
For any point x ∈ P let us define the tangent cone to P at x, denoted by TxP , the set
TxP := {ξ ∈ TxX| there exists a C
1−map γ : [0, 1]→ P such that γ(0) = x and γ′(0) = ξ}.
It is easy to see that TxP coincides with the usual tangent space if x is an interior point of
P . In general TxP is a closed convex polyhedral cone in TxX . Define
CC(P ) := ∪x∈P (TxP )
o (1.3.1)
where for a convex cone C in a linear space W one denotes Co its dual cone in W ∗:
Co := {y ∈ W ∗| y(x) ≥ 0 for any x ∈ C}.
Clearly CC(P ) is invariant under the group R>0 of positive real numbers acting on the
cotangent bundle T ∗X by multiplication along the fibers. It is easy to see that CC(P ) is an
n-dimensional Lagrangian submanifold of T ∗X with singularities. A choice of orientation on
X induces an orientation on CC(P ). Then CC(P ) becomes a cycle, i.e. ∂(CC(P )) = 0.
Let us assume now that X is a real analytic manifold. Again we assume that X is
oriented. Let CF (X) be the ring of integer valued constructible functions as in Definition
1.2.6, and let F denote the algebra of (complex valued) constructible functions as in (1.2.1).
In [18], §9.7, there was constructed a group homomorphism, also called characteristic
cycle,
CC : CF (X)→ L(X)
where L(X) denotes the group of Lagrangian conic subanalytic cycles (with values in p∗o
in the non-oriented case). For the formal definitions we refer to [18], §§9.7, 9.2. Here we
describe L(X) in a somewhat unformal way when X is oriented. An arbitrary element
λ ∈ L(X) is an n-cycle on T ∗X (i.e. ∂λ = 0) which locally over X can be written as a finite
sum λ =
∑
j mj [Λj] where mj are integers, Λj are subanalytic oriented Lagrangian locally
closed submanifolds of T ∗X which are conic, i.e. invariant under the action of the group of
positive real numbers R>0 on T
∗X , and [Λj] denotes the chain class of Λj.
Let us summarize some basic properties of CC which will be used later. First CC
commutes with restrictions of functions to open subsets of X .
Let P ⊂ X be a compact subanalytic subset. Assume in addition that P ∈ P(X). Then
CC(1lP ) coincides with the characteristic cycle CC(P ) defined above in (1.3.1). Thus for a
subanalytic closed subset Q we will also denote by CC(Q) the characteristic cycle CC(1lQ).
For a (locally closed) submanifold S ⊂ X let us denote by T ∗SX the conormal bundle of
S. If S is subanalytic then T ∗SX is a subanalytic subset of T
∗X (Proposition 8.3.1 in [18]).
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1.3.2 Lemma. Let Q ⊂ X be a relatively compact subanalytic subset. Then the closure Q¯
can be presented as a finite union Q¯ = ∪jQj of (locally closed) subanalytic submanifolds such
that
supp (CC(1lQ)) ⊂ ∪jT
∗
Qj
X.
Proof. Using induction in dimQ and Propositions 1.2.4, 1.2.5 we may replace Q by Qreg
and thus assume that Q is a (locally closed) submanifold of X .
Let us consider the subanalytic covering X = Q
⊔
(X\Q). By Theorem 8.3.20 of [18]
there exists a µ-stratification X =
⊔
βXβ which is a refinement of the above covering (for
the definition of µ-stratification see Definition 8.3.19 of [18]).
Let us denote by j : Q → X the identity imbedding. Let CQ denote the constant sheaf
on Q (with complex coefficients). Let TQ := j!CQ be the extension of CQ by zero. By the
definition of the characteristic cycle ([18], §9.7)
CC(1lQ) = CC(TQ) (1.3.2)
where in the right hand side stays the characteristic cycle of the sheaf TQ (see §9.4 of [18]).
Note that TQ is obviously constructible with respect to the µ-stratification {Xβ}. It follows
from the definition of the characteristic cycle of a sheaf that
supp CC(TQ) ⊂ SS(TQ) (1.3.3)
where SS(·) denotes the singular support of a sheaf (see §5.1 of [18]). Proposition 8.4.1 of
[18] implies that SS(TQ) ⊂
⊔
β T
∗
Xβ
X . But since TQ|X\Q¯ = 0 one has
SS(TQ) ⊂
⊔
β : Xβ⊂Q¯
T ∗XβX. (1.3.4)
Let us choose the covering Q¯ = ∪αQα where each Qα is equal to one of the sets Xβ
contained in Q¯. Thus (1.3.2)-(1.3.4) imply
CC(Q) ⊂ ∪αT
∗
Qα
X.
Lemma is proved. Q.E.D.
Let us remind the definition of a normal cycle. We will treat all the cases of subanalytic,
convex, P(X)-sets, and constructible functions simultaneously since in all these cases we
already have the notion of characteristic cycle.
Let f be an element of one of these families. Let CC(f) be its characteristic cycle.
Let us denote by CC(f) the intersection of CC(f) with the open subset of T ∗X obtained
by removing the zero section 0. Then CC(f) is an n-cycle in T ∗X\0 invariant under the
multiplication by positive real numbers. Let q : T ∗X\0 → P+(T
∗X) denote the canonical
quotient map. (Remind that P+(T
∗X) denotes the bundle over X whose fiber over a point
x ∈ X is equal to the manifold of oriented lines in T ∗xX passing through the origin.)
It is easy to see that there exists unique (n−1)-cycle in P+(T
∗X) denoted by C˜C(f) such
that CC(f) = q−1(C˜C(f)). Consider the (antipodal) involution a : P+(T
∗X) → P+(T
∗X)
changing the orientation of each line. Then by definition the normal cycle N(f) is equal to
a∗(C˜C(f)). It is easy to see that if CC(f) is a subanalytic cycle then N(f) is a subanalytic
cycle, in particular if f is a constructible function then N(f) is a subanalytic cycle. Also
it is known that N(f) is a Legendrian cycle when P+(T
∗X) is equipped with the canonical
contact structure.
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1.4 Some valuation theory.
First let us remind some results from [1]. Let V be an n-dimensional real vector space. Let
K¯ = (K1, K2, . . . , Ks) be an s-tuple of compact convex subsets of V . Let r ∈ N ∪ {∞}. For
any µ ∈ Cr(V, |ωV |) consider the function MK¯F : R
s
+ → C ,where R
s
+ = {(λ1, . . . , λs) | λj ≥
0}, defined by
(MK¯µ)(λ1, . . . , λs) = µ(
s∑
i=1
λiKi).
1.4.1 Theorem ([1]). (1)MK¯µ ∈ C
r(Rs+) andMK¯ is a continuous operator from C
r(V, |ωV |)
to Cr(Rs+).
(2) Assume that a sequence µ(m) converges to µ in Cr(V, |ωV |). Let K
(m)
i , Ki, i =
1, . . . , s, m ∈ N, be convex compact sets in V , and for every i = 1, . . . , s K
(m)
i → Ki in
the Hausdorff metric as m→∞. Then MK¯(m)µ
(m) →MK¯µ in C
r(Rs+) as m→∞.
1.4.2 Definition. a) A function φ : K(V )→ C is called a valuation if for anyK1, K2 ∈ K(V )
such that their union is also convex one has
φ(K1 ∪K2) = φ(K1) + φ(K2)− φ(K1 ∩K2).
b) A valuation φ is called continuous if it is continuous with respect to the Hausdorff
metric on K(V ).
For the classical theory of valuations we refer to the surveys McMullen-Schneider [21]
and McMullen [20]. For the general background from convexity we refer to Schneider [23].
In [4] one has introduced a class SV (V ) of valuations called smooth valuations. We refer
to [4] for an axiomatic definition. Here we only mention that SV (V ) is a C-linear space
(with the obvious operations) with a natural Fre´chet topology. In this article we will need a
description of SV (V ) which is Theorem 1.4.3 below.
Let us denote byCL the (complex) line bundle over P+(V
∗) whose fiber over l ∈ P+(V
∗)
is equal to l∗ ⊗R C (where l
∗ denotes the dual space to l).
Note that for any convex compact set A ∈ K(V ) the supporting functional hA is a
continuous section ofCL, i.e hA ∈ C(P+(V
∗),CL).
1.4.3 Theorem ([4], Corollary 3.1.7). There exists a continuous linear map
T : ⊕nk=0 C
∞(V × P+(V
∗)k, |ωV |⊠
CL⊠k)→ SV (V )
which is uniquely characterized by the following property: for any k = 0, 1, . . . , n, any µ ∈
C∞(V, |ωV |), any strictly convex compact sets A1, . . . , Ak with smooth boundaries, and any
K ∈ K(V ) one has
T (µ⊠ hA1 ⊠ · · ·⊠ hAk)(K) =
∂k
∂λ1 . . . ∂λk
∣∣
0
µ(K +
k∑
i=1
λiAi)
where λi ≥ 0 in the right hand side.
Moreover the map T is an epimorphism.
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In [5] one has introduced for any smooth manifold X a class of finitely additive measures
on the family of simple subpolyhedra P(X). This class is denoted by V ∞(X). It is a C-
linear space (with the obvious operations). Then V ∞(X) has a natural Fre´chet topology.
Moreover in the case of linear Fre´chet space V any element φ ∈ V ∞(V ) being restricted to
K(V ) ∩ P(V ) has a (unique) extension by continuity in the Hausdorff metric to K(V ), and
this extension belongs to SV (V ). Thus one gets a linear map
V ∞(V )→ SV (V ).
In [5], Proposition 2.4.10, the following result was proved.
1.4.4 Proposition. The above constructed map V ∞(V ) → SV (V ) is an isomorphism of
Fre´chet spaces.
We will also need the following description of V ∞(X) obtained in [5] (based on some
results on normal cycles from Section 2 of [6]). Let us denote by T ∗X the cotangent bundle
of X . Let p : T ∗X → X be the canonical projection. Let Ωn denote the vector bundle of
n-forms over T ∗X . Let us denote by o the orientation bundle over X . Let us denote by
C˜∞(T ∗X,Ωn ⊗ p∗o) the space of C∞-smooth sections of the bundle Ωn ⊗ p∗o such that the
restriction of the projection p to the support of such section is a proper map.
1.4.5 Theorem ([5], Theorem 0.1.3). (i) Let ω ∈ C˜∞(T ∗X,Ωn ⊗ p∗o). The functional
P(X)→ C
P 7→
∫
CC(P )
ω (1.4.1)
is a smooth valuation.
(ii) Conversely, any smooth valuation φ ∈ V ∞(X) has the form (1.4.1), i.e. there exists
a form ω ∈ C˜∞(T ∗X,Ωn ⊗ p∗o) such that φ(P ) =
∫
CC(P )
ω for any P ∈ P(X).
1.4.6 Remark. (1) The integration (1.4.1) is well defined since a choice of orientation of
the manifold X induces an orientation of CC(P ).
(2) A presentation of a valuation φ in the form (1.4.1) is highly non-unique.
Let us describe the multiplicative structure on V ∞(X) following [6]. It was shown in [5]
that the assignment to any open subset U ⊂ X
U 7→ V ∞(U)
with the natural restriction maps is a sheaf. The product on smooth valuations commutes
with the restrictions to open subsets. Hence it is enough to describe the product locally,
say under the assumption that X is diffeomorphic to Rn. Let us fix a diffeomorphism
X→˜Rn. Proposition 1.4.4 provides an isomorphism V ∞(Rn)→˜SV (Rn). In [4] the author
has described the product on SV (Rn) which we will remind below. The main point of
[6] was to show that the obtained product on V ∞(X) does not depend on the choices of
diffeomorphisms.
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Thus it remains to describe the product on SV (Rn) following [4]. The product
SV (Rn)× SV (Rn)→ SV (Rn)
is a continuous map which is uniquely defined by the distributivity and the following prop-
erty: let φ, ψ ∈ SV (Rn) have the form
φ(K) =
∂k
∂λ1 . . . ∂λk
∣∣
0
µ(K +
k∑
i=1
λiAi), (1.4.2)
ψ(K) =
∂l
∂µ1 . . . ∂µl
∣∣
0
µ(K +
l∑
j=1
µjBj) (1.4.3)
where 0 ≤ k, l ≤ n; µ, ν are smooth densities on Rn; A1, . . . , Ak, B1, . . . , Bl are strictly
convex compact sets with smooth boundaries, K is an arbitrary convex compact subset in
Rn. Then
(φ · ψ)(K) =
∂k+l
∂λ1 . . . ∂λk∂µ1 . . . ∂µl
∣∣
0
(µ⊠ ν)
(
∆(K) + ((
k∑
i=1
λiAi)× (
l∑
j=1
µjBj))
)
(1.4.4)
where ∆: Rn →֒ Rn×Rn is the diagonal imbedding, µ⊠ν denotes the usual exterior product
of densities. Note that in (1.4.2)-(1.4.4) the derivatives exist due to Theorem 1.4.1.
Equipped with this product, the space V ∞(X) becomes a commutative associative alge-
bra with unit (the unit is the Euler characteristic).
Let us describe the Euler-Verdier involution σ on V ∞(X) following [5]. Let a : T ∗X →
T ∗X be the involution of multiplication by −1 in each fiber of the projection p : T ∗X → X .
It induces the involution
a∗ : C˜∞(T ∗X,Ωn ⊗ p∗o)→ C˜∞(T ∗X,Ωn ⊗ p∗o).
We have the following proposition.
1.4.7 Proposition ([5], Proposition 3.3.1). The involution (−1)na∗ factorizes (uniquely)
to the involution of V ∞(X) which is denoted by σ. Moreover σ commutes with the restrictions
to open subsets and thus induces an involution of the sheaf V∞X which is also denoted by σ.
1.5 Filtration on valuations.
In [5] we have introduced on the space of smooth valuations V ∞(X) a canonical finite
filtration by closed subspaces:
V ∞(X) =W0(X) ⊃W1(X) ⊃ · · · ⊃Wn(X) (1.5.1)
where n = dimX . Let us remind some of the main properties of this filtration.
1.5.1 Proposition ([5], Proposition 3.1.2). The assignment to each open subset U ⊂ X
U 7→Wi(U)
is a subsheaf of V∞X . (This sheaf is denoted by Wi.)
12
It turns out that the associated graded sheaf grWV
∞
X :=
⊕n
i=0Wi/Wi+1 admits a simple
description in terms of translation invariant valuations. To state it let us denote by V al(TX)
the (infinite dimensional) vector bundle over X such that its fiber over a point x ∈ X is
equal to the space V alsm(TxX) of smooth translation invariant valuations on the tangent
space TxX . By McMullen’s theorem [19] the space V al
sm(TxX) has natural grading by the
degree of homogeneity which must be an integer between 0 and n. Thus V al(TX) is a graded
vector bundle. Let us denote by V al(TX) the sheaf U 7→ C∞(U, V al(TX)) where the last
space denotes the space of infinitely smooth sections of V al(TX) over U .
1.5.2 Theorem ([5], Theorem 0.1.2 and Section 3). There exists a canonical isomor-
phism of graded sheaves
grWV
∞
X ≃ V al(TX).
Moreover for any open subset U ⊂ X the induced isomorphism on global sections is isomor-
phism of linear topological spaces.
This theorem provides a description of smooth valuations since translation invariant
valuations are studied much better.
1.5.3 Remark. Interpreted appropriately, Theorem 1.5.2 says in particular that the last
term of the filtration Wn is canonically isomorphic to the sheaf of C
∞-smooth measures
(=densities) on X , and the first quotient V∞X /W1 is canonically isomorphic to the sheaf of
C∞-smooth functions on X .
The filtration {W•} on valuations can be interpreted in terms of Theorem 1.4.5 as follows.
First remind the general construction of a filtration differential forms on a total space of a
bundle.
Let X be a smooth manifold. Let p : P → X be a smooth bundle. Let ΩN(P ) be
the vector bundle over P of N -forms. For a vector space R we denote by GrN(R) the
Grassmannian of N -dimensional linear subspaces in R. Let us introduce a filtration of
ΩN (P ) by vector subbundles Wi(P ) as follows. For every y ∈ P set
(Wi(P ))y := {ω ∈ ∧
NT ∗yP
∣∣ω|F ≡ 0 for all F ∈ GrN(TyP )
with dim(F ∩ Ty(p
−1p(y))) > N − i}.
Clearly we have
ΩN(P ) = W0(P ) ⊃W1(P ) ⊃ · · · ⊃WN(P ) ⊃ WN+1(P ) = 0.
Let us discuss this filtration in greater detail following [4].
Let us make some elementary observations from linear algebra. Let L be a finite
dimensional vector space. Let E ⊂ L be a linear subspace. For a non-negative integer i set
W (L,E)i := {ω ∈ ∧
NL∗
∣∣ω|F ≡ 0 for all F ⊂ L with dim(F ∩ E) > N − i}.
Clearly
∧NL∗ = W (L,E)0 ⊃W (L,E)1 ⊃ · · · ⊃W (L,E)N ⊃ W (L,E)N+1 = 0.
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1.5.4 Lemma ([4], Lemma 5.2.3). There exists canonical isomorphism of vector spaces
W (L,E)i/W (L,E)i+1 = ∧
N−iE∗ ⊗ ∧i(L/E)∗.
Let us apply this construction in the context of integration with respect to the charac-
teristic cycle. Let X be a smooth manifold of dimension n. Let P := T ∗X be the cotangent
bundle. Let p : P → X be the canonical projection. Let us denote by o the orientation
bundle on X . The above construction gives a filtration of Ωn(P ) by subbundles
Ωn(P ) =W0(Ω
n(P )) ⊃ · · · ⊃Wn(Ω
n(P )).
Twisting this filtration by p∗o we get a filtration of Ωn(P )⊗ p∗o by subbundles denoted by
Wi(Ω
n(P )⊗ p∗o).
Let us denote by C˜∞(P,Wi(Ω
n ⊗ p∗o)) the space of infinitely smooth sections of the
bundle Wi(Ω
n ⊗ p∗o) such that the restriction of the projection p to the support of these
sections is proper. The we have the following result.
1.5.5 Theorem ([5], Proposition 3.1.9). For any valuation φ ∈ Wi(X) there exists
ω ∈ C˜∞(T ∗X,Wi(Ω
n ⊗ p∗o)) such that for any P ∈ P(X)
φ(P ) =
∫
CC(P )
ω.
Conversely any such valuation belongs to Wi(X).
2 A technical lemma.
In this section we will prove a technical lemma which will be used later on in this article.
2.1.1 Lemma. Let i = 0, 1, . . . , n. Let φ ∈ Wi(V
∞
c (X)). Then there exists a compactly
supported form ω ∈ C∞c (T
∗X,Wi(Ω
n ⊗ p∗o)) such that
φ(P ) =
∫
CC(P )
ω for any P ∈ P(X).
2.1.2 Remark. A version of this lemma for smooth valuations without the assumption on
the compactness of support was proved in [5], Proposition 3.1.9; it will be used in the proof
of Lemma 2.
Proof of Lemma 2. As in [5] consider the sheaves on X
Wi(U) =Wi(V
∞(U)), (2.1.2)
W ′i(U) = C˜
∞(T ∗U,Wi(Ω
n ⊗ p∗o)) (2.1.3)
for any open subset U ⊂ X ; in equality (2.1.3) the symbol C˜∞ denotes the space of infinitely
smooth sections of a vector bundle over T ∗U such that the restriction of the canonical
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projection p : T ∗U → U to the support of such sections is proper. We have the obvious
inclusions:
W ′n ⊂ W
′
n−1 ⊂ · · · ⊂ W
′
0;
Wn ⊂ Wn−1 ⊂ · · · ⊂ W0 = V
∞
X .
The integration over the the characteristic cycle gives a morphism of sheaves
Ti : W
′
i →Wi. (2.1.4)
By Proposition 3.1.9 of [5] Ti is an epimorphism of sheaves. Clearly the restriction of Ti to
W ′i+1 is equal to Ti+1. Define the sheaves
Ki := KerTi. (2.1.5)
We obviously have
Kn ⊂ Kn−1 ⊂ · · · ⊂ K0 ⊂ W
′
0.
Let us consider the associated graded sheaves
F := ⊕ni=oWi/Wi+1, (2.1.6)
F ′ := ⊕ni=0W
′
i/W
′
i+1. (2.1.7)
The epimorphism T0 : W
′
0 ։W0 induces the epimorphism
T : F ′ ։ F . (2.1.8)
Define T := KerT . Clearly
T = ⊕ni=0Ki/Ki+1. (2.1.9)
Let us denote by OX the sheaf of C
∞-smooth functions on X . It was shown in [5] (see the
proof of Proposition 3.1.9) that T is naturally isomorphic to a sheaf of OX -modules. Hence
by Section 3.7 of Ch. II in Godement’s book [13] one has
Hjc (X, T ) = 0 for j > 0.
Hence Hjc (X,Ki/Ki+1) = 0 for j > 0, i = 0, 1, . . . , n. By the long exact sequence we deduce
Hjc (X,Ki) = 0 for j > 0, i = 0, 1, . . . , n. (2.1.10)
For the short exact sequence of sheaves
0→ Ki →W
′
i
Ti→Wi → 0
consider the beginning of the long exact sequence in cohomology with compact support
H0c (X,W
′
i)→ H
0
c (X,Wi)→ H
1
c (X,Ki). (2.1.11)
But the last space in (2.1.11) vanishes due to (2.1.10). Hence the map H0c (X,W
′
i) →
H0c (X,Wi) is surjective. But
H0c (X,Wi) =Wi(V
∞
c (X));
H0c (X,W
′
i) = C
∞
0 (T
∗X,Ωn ⊗ p∗o).
Thus lemma is proved. Q.E.D.
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3 Compatibility of the filtration with the product.
The main results of this section are Theorems 3.1.1 and 3.1.2 below.
Remind that in Subsection 1.5 we have discussed the canonical filtration by closed sub-
spaces
V ∞(X) = W0(X) ⊃ W1(X) ⊃ · · · ⊃Wn(X).
It will be convenient to extend this filtration infinitely by putting
Wi(X) = 0 for i > n.
3.1.1 Theorem. For any i, j ≥ 0 one has
Wi(X) ·Wj(X) ⊂Wi+j(X).
Proof. By Corollary 4.1.4 of [6] V∞X is a sheaf of algebras, i.e. the product commutes
with the restriction to open subsets. Hence we may assume that X is diffeomorphic to Rn.
Let us fix a diffeomorphism X→˜Rn. Let us consider the induced isomorphism of linear
topological spaces
V ∞(X)→˜SV (Rn)
from Proposition 1.4.4. By Proposition 3.1.3 of [5] the subspace Wi(X) is isomorphic under
this isomorphism to a closed subspace of SV (Rn). Let us denote this subspace by Wˆi; it
was explicitly defined in Section 3 of [4] in slightly different notation. Moreover by Theorem
4.1.2(4) of [4]
Wˆi · Wˆj ⊂ Wˆi+j. (3.1.1)
Hence our result follows from (3.1.1) and the construction of the product on V ∞(X) described
in Subsection 1.4. Q.E.D.
Remind that by Theorem 1.5.2 there exists a canonical isomorphism of graded linear
topological spaces
grWV
∞(X) := ⊕ni=0Wi(X)/Wi+1(X)→˜C
∞(X, V al(TX)) (3.1.2)
where the vector bundle V al(TX) over X was defined in Subsection 1.5.
Observe that grWV
∞(X) is a graded algebra with the product induced from V ∞(X).
Note also that C∞(X, V al(TX)) is also a graded algebra with the product defined pointwise.
Namely if f, g ∈ C∞(X, V al(TX)) then for any point x ∈ X
(f · g)(x) = f(x) · g(x) ∈ V alsm(TxX).
We are going to prove
3.1.2 Theorem. The isomorphism (3.1.2) is an isomorphism of algebras.
Proof. As in the proof of Theorem 3.1.1, the statement is local. Thus we may assume
that X is diffeomorphic to Rn. Now the result follows from the construction of the product
described in Subsection 1.4 and Theorem 4.1.3 of [4] where the corresponding statement was
proved for valuations on convex subsets of a linear space. Q.E.D.
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4 The automorphism property of the Euler-Verdier in-
volution.
The main result of this section is Theorem 4.1.4.
4.1.1 Lemma. Let φ ∈ V ∞(X). Let P ∈ P(X). Then
(σφ)(P ) = (−1)dimP (φ(P )− φ(∂P )).
Proof. Equality (15) in [5] says that for any ω ∈ C˜∞(T ∗X,Ωn⊗p∗o) and any P ∈ P(X)
one has ∫
CC(P )
a∗ω = (−1)n−dimP
(∫
CC(P )
ω −
∫
CC(∂P )
ω
)
(4.1.1)
where ∂P := P\intP and intP denotes the relative interior of P . The result follows imme-
diately from Proposition 1.4.7 and (4.1.1). Q.E.D.
From Lemma 4.1.1 we immediately deduce that the Euler-Verdier involution commutes
with restriction to submanifolds. More precisely we have the following lemma.
4.1.2 Lemma. Let Y be a smooth submanifold of a manifold X. Let φ ∈ V ∞(X). Then
(σφ)|Y = σ(φ|Y ).
4.1.3 Lemma. Let φ ∈ V ∞(Rn) be a smooth valuation such that for any K ∈ K(Rn) one
has
φ(K) =
∂k
∂λ1 . . . ∂λk
∣∣
0
µ(K +
k∑
i=1
λiAi)
where µ is a smooth density on Rn, and A1, . . . , Ak are strictly convex compact subsets with
smooth boundaries and containing the origin in the interior. Then
(σφ)(K) = (−1)n−k
∂k
∂λ1 . . . ∂λk
∣∣
0
µ(K +
k∑
i=1
λi(−Ai)). (4.1.2)
Proof. For k = 0 the lemma is obvious. Let us assume that k > 0. It is enough to prove
(4.1.2) under the assumption that K has non-empty interior and strictly convex smooth
boundary. For any λ1, . . . , λk > 0 the map
Ξλ1...λk : V × P+(V
∗)× (0, 1]→ V
given by (p, n, t) 7→ p + t
∑k
i=1 λi∇hAi(n) induces a homeomorphism of N(K) × (0, 1] onto
its image (K +
∑k
i=1 λiAi)\K (this is well known; see e.g. Proposition 3.1.2 of [6] where this
statement is proved under some more general assumptions). Hence
φ(K) =
∂k
∂λ1 . . . ∂λk
∣∣
0
∫
N(K)×[0,1]
Ξ∗λ1...λkµ.
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Let us denote by a˜ : P+(V
∗) → P+(V
∗) the involution of changing an orientation of a
line. Then
(σφ)(K) = (−1)n
∂k
∂λ1 . . . ∂λk
∣∣
0
a˜∗(Ξ∗λ1...λkµ) = (−1)
n ∂
k
∂λ1 . . . ∂λk
∣∣
0
((Ξλ1...λk ◦ a˜)
∗µ). (4.1.3)
Observe that
(Ξλ1...λk ◦ a)(p, n, t) = p+ t
k∑
i=1
λi(∇hAi)(−n).
But h−A(n) = hA(−n). Hence
(Ξλ1...λk ◦ a)(p, n, t) = p− t
k∑
i=1
λi(∇h−Ai)(n). (4.1.4)
Note that
∂k
∂λ1 . . . ∂λk
∣∣
0
µ(K +
k∑
i=1
λi(−Ai)) =
∂k
∂λ1 . . . ∂λk
∣∣
0
∫
N(K)×[0,1]
Ξ˜λ1...λkµ (4.1.5)
where Ξ˜λ1...λk : V ×P+(V
∗)× [0, 1]→ V is defined by Ξ˜λ1...λk(p, n, t) = p+t
∑k
i=1 λi∇h−Ai(n).
Now Lemma 4.1.3 follows from (4.1.3),(4.1.4),(4.1.5). Q.E.D.
4.1.4 Theorem. The Euler-Verdier involution σ : V∞X → V
∞
X is an algebra automorphism.
Moreover it preserves the filtration W•, namely σ(Wi) =Wi for any i = 0, . . . , n.
Proof. The second part of the theorem was proved in [5]. Thus it remains to show that
σ is an algebra automorphism. The statement is local thus we may and will assume that
X = Rn. Let φ, ψ ∈ V ∞(Rn). We may assume that for any K ∈ K(Rn)
φ(K) =
dk
dεk
∣∣
0
µ(K + εA), ψ(K) =
dl
dδl
∣∣
0
ν(K + δB)
where µ, ν are smooth densities on Rn, and A,B are strictly convex compact subsets with
smooth boundaries and containing the origin the interior. Then
(φ · ψ)(K) =
∂k+l
∂kε · ∂lδ
∣∣
0
(µ⊠ ν)(∆(K) + (εA, δB))
where ∆: Rn →֒ Rn × Rn is the diagonal imbedding. By Lemma 4.1.3 one has
(σφ)(K) = (−1)n−k
dk
dεk
∣∣
0
µ(K + ε(−A)), (σψ)(K) = (−1)n−l
dl
dδl
∣∣
0
ν(K + δ(−B))
(σ(φ · ψ))(K) = (−1)2n−(k+l)
∂k+l
∂kε · ∂lδ
∣∣
0
(µ⊠ ν)(∆(K) + (ε(−A), δ(−B))).
Hence we have
(σφ · σψ)(K) = (−1)2n−(k+l)
∂k+l
∂kε · ∂lδ
∣∣
0
(µ⊠ ν)(∆(K) + (ε(−A), δ(−B))) = (σ(φ · ψ))(K).
Q.E.D.
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5 The integration functional on valuations.
In Subsection 5.1 we describe canonical linear topology on the space V ∞c (X) of compactly
supported smooth valuations. In Subsection 5.2 we construct a canonical continuous linear
functional V ∞c (X)→ C called the integration functional.
5.1 Valuations with compact support.
In this subsection we introduce the space of valuations V ∞c (X) with compact support and
establish some of the simplest properties of it.
Let φ ∈ V ∞(X). We say that a point x ∈ X does not belong to the support of φ if there
exists a neighborhood U of x such that φ|U ≡ 0. The set of all points which does not belong
to support of φ is an open subset of X . Its complement is called the support of φ and is
denoted by supp φ. Thus supp φ is a closed subset of X . The following lemma is obvious.
5.1.1 Lemma. For any φ, ψ ∈ V ∞(X)
supp (φ · ψ) ⊂ supp φ ∩ supp ψ.
The space of all valuations with compact support will be denoted by V ∞c (X). Also for
any subset S ⊂ X let us denote
V ∞S (X) := {φ ∈ V
∞(X) | supp φ ⊂ S}.
By Lemma 5.1.1 V ∞S (X) is a subalgebra of V
∞(X) (without unit, unless S = X). If S is
closed then V ∞S (X) is a closed subalgebra in V
∞(X). Also
V ∞c (X) = ∪S compactV
∞
S (X) = lim
−→
S compact
V ∞S (X). (5.1.1)
Let us equip V ∞c (X) = lim
−→
S compact
V ∞S (X) with the linear topology of inductive limit when
each space V ∞S (X) is equipped with the topology induced from V
∞(X). It is easy to see
that V ∞c (X) is a locally convex Hausdorff linear topological space. The identical imbedding
V ∞c (X) →֒ V
∞(X) is continuous.
For any subset S ⊂ X let us denote
Wi,S := V
∞
S (X) ∩Wi(X),
Wi,c := V
∞
c (X) ∩Wi(X).
If S is closed then Wi,S ⊂Wi(X) is a closed subspace. We will need the following lemma.
5.1.2 Lemma. Let S be a closed subset of X. Then for any j = 0, . . . , n
H iS(X,Wj) = 0 for i > 0
where H iS denotes the i-th cohomology with support in S.
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Proof. The sheaf Wj has the descending filtration
Wj ⊃ Wj+1 ⊃ · · · ⊃ Wn.
It is enough to show that for any p H iS(X,Wp/Wp+1) = 0 for i > 0. Let us denote by OX
the sheaf of C∞-smooth functions on X . Then Wp/Wp+1 is a sheaf of OX -modules. It is
well known (see e.g. [13], Section 3.7 of Ch. II) that on any smooth manifold X , for any
sheaf F of OX -modules, and any closed subset S ⊂ X one has
H iS(X,F) = 0 for i > 0.
This implies the lemma. Q.E.D.
5.1.3 Lemma. (1) For any closed subset S ⊂ X the canonical isomorphism
Wi/Wi+1→˜C
∞(X, V alsmi (TX)) (5.1.2)
induces isomorphism
Wi,S/Wi+1,S→˜C
∞
S (X, V al
sm
i (TX))
where C∞S stays for the space of infinitely smooth sections with support in S.
(2) Similarly the isomorphism (5.1.2) indices isomorphism
Wi,c/Wi+1,c→˜C
∞
c (X, V al
sm
i (TX)).
Proof. Part (2) follows from part (1) by passing to direct limit. Thus let us prove part
(1). Equality (3.1.2) implies that we have a short exact sequence of sheaves on X
0→Wi+1 →Wi → V ali(TX)→ 0.
Taking sections with the support in S we obtain the following exact sequence
0→ Wi+1,S →Wi,S → C
∞
S (X, V al
sm
i (TX))→ H
1
S(X,Wi+1).
But by Lemma 5.1.2 H1S(X,Wi+1) = 0. Hence the result follows. Q.E.D.
5.2 The integration functional.
In this subsection we are going to introduce a canonical linear functional∫
: V ∞c (X)→ C
which we call the integration functional. With slight oversimplification∫
φ = φ(X)
for any φ ∈ V ∞c (X). This definition is formally correct if X is compact. Otherwise X 6∈
P(X), and the above definition requires an explanation.
Let us construct the integration functional formally for general manifold X . First fix a
compact subset S ⊂ X . Let us choose a compact subset S ′ with smooth boundary and such
that S in contained in the interior of S ′. Then S ′ ∈ P(X). For any φ ∈ V ∞S (X) define
S
∫
φ := φ(S ′). (5.2.1)
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5.2.1 Lemma. (1) S
∫
: V ∞S (X)→ C is a continuous linear functional.
(2) For fixed S, the right hand side in (5.2.1) is independent of S ′ containing S.
Proof. Part (1) is obvious. Let us prove part (2). Let S ′′ be another compact subset
with smooth boundary containing S in the interior. We have to show that φ(S ′) = φ(S ′′).
Choosing a larger subset if necessary one may assume that S ′ is contained in the interior of
S ′′. Then
φ(S ′′) = φ(S ′) + φ(S ′′\S ′)− φ(∂S ′) = φ(S ′)
where the last equality is due to the fact that supp φ ⊂ S ⊂ intS ′. Q.E.D.
As in the proof of Lemma 5.2.1 it is easy to see that if S1 ⊂ S2 then the restriction of
S2
∫
to V ∞S1 (X) is equal to
S1
∫
. Thus we obtain a continuous linear functional∫
: V ∞c (X)→ C.
5.2.2 Remark. The space of smooth compactly supported densities is a subspace of V ∞c (X);
it is equal to Wn,c. The restriction of the above constructed integration functional
∫
to this
subspace coincides with the usual integration of densities.
6 The selfduality property of valuations.
The goal of this section is to establish the selfduality property of valuations (Theorem 6.1.1,
Subsection 6.1). Subsection 6.2 contains a technical result on partition of unity in valuations.
6.1 The selfduality property.
Probably the most interesting property of the multiplicative structure on valuations is The-
orem 6.1.1 below. Its prove heavily uses the Irreducibility Theorem for translation invariant
valuations from [2].
6.1.1 Theorem. Consider the bilinear form
V ∞(X)× V ∞c (X)→ C
given by (φ, ψ) 7→
∫
φ · ψ.
This bilinear form is a perfect pairing. More precisely the induced map
V ∞(X)→ (V ∞c (X))
∗
is injective and has a dense image with respect to the weak topology on (V ∞c (X))
∗.
Theorem 6.1.1 follows from the next more precise statement by application of the Hahn-
Banach theorem.
6.1.2 Theorem. (1) For any φ ∈ Wi\Wi+1 there exists ψ ∈ Wn−i,c such that
∫
φ · ψ 6= 0.
(2) Similarly for any φ ∈ Wi,c\Wi+1,c there exists ψ ∈ Wn−i such that
∫
φ · ψ 6= 0.
21
Proof. The proves of these two statements are very similar. Thus let us prove only
the first one. Let φ ∈ Wi\Wi+1. Let us denote by φ˜ the image of φ is Wi/Wi+1 =
C∞(X, V alsmi (TX)). Thus φ˜ 6= 0. We will show that there exists ψ ∈ Wn−i,c such that∫
φ ·ψ 6= 0. Since Wi+1 ·Wn−i = 0 and Wi ·Wn−i+1 = 0, the product φ ·ψ depends only on φ˜
and on the image ψ˜ of ψ in Wn−i,c/Wn−i+1,c = C
∞
c (X, V al
sm
n−i(TX)) (where the last equality
is due to Lemma 5.1.3(2).
Thus it is enough to show that for any φ˜ ∈ C∞(X, V alsmi (TX)) there exists ψ˜ ∈
C∞c (X, V al
sm
n−i(TX)) such that ∫
X
φ˜ · ψ˜ 6= 0
where the product φ˜ · ψ˜ is understood pointwise in the tangent space of each point, φ˜ · ψ˜ ∈
C∞c (X, V al
sm
n (TX)) = C
∞
c (X, |ωX |), and the integration is understood in the sense of the
usual integration of densities.
Let us fix a point x0 ∈ X such that φ˜(x0) 6= 0. By the Poincare´ duality for the translation
invariant valuations (Theorem 0.8 in [3]) there exists ξ0 ∈ V al
sm
n−i(Tx0X) such that φ˜(x0)·ξ0 6=
0. Let ξ ∈ C∞(X, V alsmn−i(TX)) be a section such that ξ(x0) = ξ0.
Consider the following C∞-smooth density on X
τ := φ˜ · ξ.
Thus τ(x0) 6= 0. Hence we can find a smooth compactly supported function δ ∈ C
∞
c (X)
such that
∫
X
τ · δ 6= 0. Take ψ˜ := ξ · δ. Then∫
φ˜ · ψ˜ =
∫
X
τ · δ 6= 0.
Q.E.D.
From Theorem 6.1.2 we immediately deduce the following corollary.
6.1.3 Corollary.
Wi = {φ ∈ V
∞(X)|
∫
φ · ψ = 0 for any ψ ∈ Wn−i+1,c},
Wi,c = {φ ∈ V
∞
c (X)|
∫
φ · ψ = 0 for any ψ ∈ Wn−i+1}.
6.2 Partition of unity in valuations.
6.2.1 Proposition. Let {Uα}α be a locally finite open covering of a manifold X. Then there
exist {φα}α ⊂ V
∞(X) such that
supp (φα) ⊂ Uα and
∑
α
φα ≡ χ
where the sum is locally finite, and χ denotes the Euler characteristic.
Proposition 6.2.1 is an immediate consequence of the fact that the sheaf V∞X of smooth
valuations is soft (by Proposition 3.1.8 of [5]) and the following general result.
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6.2.2 Proposition ([13], Theorem 3.6.1, Ch. II). Let X be a paracompact topological
space. Let {Ui}i∈I be a locally finite open covering of X. Let L be a soft sheaf over X. Then
for any section s ∈ L(X) there exists a collection of sections {si}i∈I ⊂ L(X) such that
(1) supp si ⊂ Ui;
(2) the family of subsets {supp si}i∈I is locally finite;
(3) s =
∑
i∈I si.
7 Generalized valuations.
In this section we introduce and study the space V −∞(X) of generalized valuations. It
is defined in Subsection 7.1. In Subsection 7.2 it is shown that generalized valuations form
naturally a sheaf onX ; it is a sheaf of modules over the sheaf of algebras of smooth valuations.
In Subsection 7.3 a canonical filtration on generalized valuations is introduced and studied;
it extends in a sense the canonical filtration on smooth valuations. In Subsection 7.4 we
extend the Euler-Verdier involution from smooth valuations to generalized ones.
7.1 The space of generalized valuations.
7.1.1 Definition. Define the space of generalized valuations by
V −∞(X) := (V ∞c (X))
∗
equipped with the usual weak topology on the dual space.
7.1.2 Remark. It is important to observe that by Theorem 6.1.1 we have a canonical
imbedding
V ∞(X) →֒ V −∞(X)
with the image dense in the weak topology. Thus we can consider the space of generalized
valuations as a completion of the space of smooth compactly supported valuations with
respect to the weak topology.
Let us describe on V −∞(X) the canonical structure of V ∞(X)-module. Let ξ ∈ V ∞(X), ψ ∈
V −∞(X). Define their product ξ · ψ by
< ξ · ψ, φ >=< φ, ξ · φ >
for any φ ∈ V ∞c (X). Clearly this defines a map
µ : V ∞(X)× V −∞(X)→ V −∞(X).
7.1.3 Proposition. The map µ is a separately continuous bilinear map. It defines a struc-
ture of V ∞(X)-module on V −∞(X). Moreover V ∞(X) is a submodule of V −∞(X), and the
induced structure of V ∞(X)-module on it is the standard one.
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Proof. The bilinearity is obvious from the definition. Let us check the continuity. We
have to check that for any φ ∈ V ∞c (X) the map
V ∞(X)× V −∞(X)→ C
given by (ξ, ψ) 7→< ψ, ξ ·φ > is separately continuous. But this is an immediate consequence
of the continuity of the map V ∞(X) → V ∞c (X) given by ξ 7→ ξ · φ and separate continuity
of the canonical pairing V ∞c (X)× V
−∞(X)→ C.
Let us check now that the above map µ : V ∞(X) × V −∞(X) → V −∞(X) defines the
standard V ∞(X)-module structure on V ∞(X) →֒ V −∞(X). Namely we have to show that
for ξ, ψ ∈ V ∞(X) one has µ(ξ, ψ) = ξ · ψ where the last product is understood in the usual
sense. Let φ ∈ V ∞c (X). Then we have
< µ(ξ, ψ), φ >=< ψ, ξ · φ >=∫
ψ · (ξ · φ) =
∫
(ξ · ψ) · φ =< ξ · ψ, φ > .
Hence µ(ξ, φ) = ξ · ψ.
Since V ∞(X) is dense in V −∞(X) and µ is continuous it follows that µ defines V ∞(X)-
module structure on V −∞(X). Q.E.D.
7.2 The sheaf property of generalized valuations.
In this subsection we describe the canonical sheaf structure on generalized valuations.
First observe that for two open subsets U1 ⊂ U2 of a manifold X we have the identity
imbedding
V ∞c (U1) →֒ V
∞
c (U2). (7.2.1)
Hence by duality we have a continuous map
V −∞(U2)→ V
−∞(U1). (7.2.2)
7.2.1 Lemma. The map (7.2.2) being restricted to V ∞(U2) ⊂ V
−∞(U2) coincides with the
usual restriction map V ∞(U2)→ V
∞(U1).
Proof. Let us denote temporarily the imbedding (7.2.1) by τ , and its dual (7.2.2) by τ ∗.
Let φ ∈ V ∞(U2). Then for any ψ ∈ V
∞
c (U1) one has
< τ ∗(φ), ψ >= (φ · τ(ψ))(U2) = (φ|U1 · ψ)(U1) =< φ|U1, ψ > .
Hence τ ∗(φ) = φ|U1. Q.E.D.
7.2.2 Proposition. The assignment
U 7→ V −∞(U)
to any open subset U ⊂ X with the above restriction maps defines a sheaf on X denoted by
V−∞X .
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7.2.3 Remark. Given this proposition, it is clear that V∞X is a subsheaf of V
−∞
X .
Proof of Proposition 7.2.2. Let {Uα}α be an open covering of an open subset U . Let
φ ∈ V −∞(V ) such that φ|Uα = 0 for any α. Let us show that φ = 0. Replacing {Uα} by
a refinement we may assume that {Uα} is locally finite. Let us choose a partition of unity
{φα} subordinate to this covering using Proposition 6.2.1. For any ψ ∈ V
∞
c (X) we have
< φ, ψ >=< φ,
∑
α
φα · ψ >=
∑
α
< φ, φα · ψ >=
∑
α
< φ|Uα, (φα · ψ)Uα >= 0.
Hence φ = 0.
Now let us assume that we are given an open covering {Uα}α of an open subset U ⊂ X ,
and for any α we are given a generalized valuation ψα ∈ V
−∞(Uα) such that ψα|Uα∩Uβ =
ψβ |Uα∩Uβ for any α, β. Let us show that there exists ψ ∈ V
−∞(U) such that ψ|Uα = ψα.
Again by choosing a refinement we may assume that the covering {Uα} is locally finite. Let
us fix a partition of unity {φα} subordinate to it. Define ψ by
< ψ, φ >:=
∑
α
< ψα, (φα · φ)|Uα >
for any φ ∈ V ∞c (U). It is easy to see that ψ ∈ V
−∞(U) and ψ|Uα = ψα. Q.E.D.
7.2.4 Proposition. Being equipped with the above restriction maps and the defined above
product of generalized valuations by smooth ones, V−∞X is a sheaf of V
∞
X -modules.
Proof. For an open subset U ⊂ X let us denote by
µU : V
∞(U)× V −∞(U)→ V −∞(U)
the canonical product. We have to check that for any open subsets U ⊂ V ⊂ X , any
ξ ∈ V ∞(V ), ψ ∈ V −∞(V ) one has
(µV (ξ, ψ)) |U = µU(ξ|U , ψ|U). (7.2.3)
Let φ ∈ V ∞c (U). Let us denote the identity imbedding V
∞
c (U) →֒ V
∞
c (V ) by τ .
Then we have
< (µV (ξ, ψ))|U , φ >=< µV (ξ, ψ), τ(φ) >=< ψ, ξ · τ(φ) >=
< ψ, τ(ξ|U · φ) >=< ψ|U , ξ|U · φ >=< µU(ξ|U , ψ|U), φ > .
Hence (7.2.3) follows. Q.E.D.
7.3 Filtration on generalized valuations.
7.3.1 Definition. Define Wi(V
−∞(X)) to be the closure of Wi(X)(⊂ V
∞(X) ⊂ V −∞(X))
in the space V −∞(X) with respect to the weak topology.
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Clearly one has
V −∞(X) = W0(V
−∞(X)) ⊃W1(V
−∞(X)) ⊃ · · · ⊃Wn(V
−∞(X)).
In this subsection we will also use the following notation. The subspace Wi(X) of V
∞(X)
will also be denoted by Wi(V
∞(X)). Set
Wi(V
∞
c (X)) := Wi(V
∞(X)) ∩ V ∞c (X),
Wi(V
−∞
c (X)) := Wi(V
−∞(X)) ∩ V −∞c (X).
It is easy to see (using the separate continuity of the product V ∞(X)×V −∞(X)→ V −∞(X))
that
Wi(V
∞(X)) ·Wj(V
−∞(X)) ⊂Wi+j(V
−∞(X)). (7.3.1)
7.3.2 Proposition. For any i = 0, 1, . . . , n
Wi(V
−∞(X)) = {φ ∈ V −∞(X)| < φ, ψ >= 0 for any ψ ∈ Wn−i+1(V
∞
c (X))}. (7.3.2)
Proof. Let us denote by W ′i (V
−∞(X)) the space in the right hand side of (7.3.2). The
equality (7.3.1) implies that
Wi(V
−∞(X)) ⊂ W ′i (V
−∞(X)).
Let us prove the converse inclusion. Let us assume in the contrary that there exists ψ ∈
W ′i (V
−∞(X))\Wi(V
−∞(X)). Since Wi(V
−∞(X)) is a closed subspace of V −∞(X) in the
weak topology, the Hahn-Banach theorem implies that there exists φ ∈ V ∞c (X) such that
< ψ, φ > 6= 0 and for any ξ ∈ Wi(V
−∞(X))
< ξ, φ >= 0.
Since Wi(V
∞(X)) ⊂ Wi(V
−∞(X)) Corollary 6.1.3 implies that φ ∈ Wn−i+1(V
∞
c (X)). But
then (7.3.1) implies that < ψ, φ >= 0. This is a contradiction. Q.E.D.
7.3.3 Corollary.
Wi(V
−∞(X)) ∩ V ∞(X) = Wi(V
∞(X)).
Proof. This immediately follows from Proposition 7.3.2 and Corollary 6.1.3. Q.E.D.
For a subset S ⊂ X let us denote by V −∞S (X) the space of generalized valuations with
support contained in S. Clearly V −∞S (X) is a V
∞(X)-submodule of V −∞(X). If S is a
closed subset of X then V −∞S (X) is a closed subspace of V
−∞(X) in the weak topology. It
is easy to see that
V −∞c (X) = lim
−→
S compact
V −∞S (X).
Let us equip V −∞c (X) with the topology of inductive limit when each of V
−∞
S (X) is
equipped with the topology induced from V −∞(X). Then V −∞c (X) is a locally convex
Hausdorff linear topological space.
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7.3.4 Proposition. For any i = 0, 1, . . . , n, the space Wi(V
∞
c (X)) is dense in Wi(V
−∞
c (X))
in the above topology of inductive limit.
Proof. Fix φ ∈ Wi(V
−∞
c (X)). Set S := supp φ be the support of φ. S is a compact
set. Let U be an open relatively compact neighborhood of S. Since the sheaf V∞X of smooth
valuations is soft (by Proposition 3.1.8 of [5] ), there exists α ∈ V ∞(X) such that α is equal
to the Euler characteristic χ in a neighborhood of S, and α|X\U ≡ 0.
SinceWi(V
∞(X)) is dense inWi(V
−∞(X)) in the weak topology, there exists a net {φλ} ⊂
Wi(V
∞(X)) which converges to φ in the weak topology. But then {α · φλ} ⊂ Wi(V
∞
U (X)),
and {α · φλ} converges to α · φ = φ in V
−∞
c (X). Q.E.D.
7.3.5 Proposition. Let n = dimX as previously. Then there exists a canonical isomorphism
of linear topological spaces
Wn(V
−∞(X)) = C−∞(X, |ωX |).
Proof. By Proposition 7.3.2 one has
Wn(V
−∞(X)) =W1(V
∞
c (X))
⊥ = (V ∞c (X)/W1(V
∞
c (X)))
∗ =
(C∞c (X))
∗ = C−∞(X, |ωX |)
where the third equality is due to Lemma 5.1.3(2). Q.E.D.
7.3.6 Proposition. There exists a canonical isomorphism of linear topological spaces
V −∞(X)/W1(V
−∞(X)) = C−∞(X).
Proof. Using Proposition 7.3.2 one has
V −∞(X)/W1(V
−∞(X)) = V ∞c (X)
∗/Wn(V
∞
c (X))
⊥ =
Wn(V
∞
c (X))
∗ = (C∞c (X, |ωX |))
∗ = C−∞(X).
Q.E.D.
Remind that by Proposition 7.3.4 V ∞c (X) is dense in V
−∞
c (X) (in the topology of induc-
tive limit).
7.3.7 Proposition. The integration functional∫
: V ∞c (X)→ C
extends uniquely by continuity to the functional∫
: V −∞c (X)→ C.
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Proof. First observe that for any α ∈ V ∞c (X) the functional V
∞(X) → C given by
φ 7→
∫
α · φ extends (uniquely) by continuity in the weak topology to V −∞(X). Indeed this
extension is given by ψ 7→< ψ, α >. Let us denote this functional by αˆ. Thus αˆ : V −∞(X)→
C is a continuous functional.
Let us fix an arbitrary compact subset S ⊂ X . Let us fix a smooth compactly supported
valuation α ∈ V ∞c (X) such that α equals to the Euler characteristic in a neighborhood of
S. Consider the corresponding continuous linear functional αˆ : V −∞(X) → C. We claim
that the restriction of αˆ to V −∞S (X) is the desired extension of the integration functional to
V −∞S (X).
To check it let us fix a compact neighborhood S ′ of S such that the restriction of α to S ′
is still equal to the Euler characteristic. By (the proof of) Proposition 7.3.4 every valuation
from V −∞S (X) can be approximated in the weak topology by a net from V
∞
S′ (X). Hence it
is enough to check that for any φ ∈ V ∞S′ (X) one has∫
α · φ =
∫
φ.
But this is obvious since
φ · (α− χ) ≡ 0.
Q.E.D.
7.3.8 Lemma. Let {ζλ}λ∈Λ ⊂ V
∞(X) be a net such that for any compact subset K ⊂ X
there exists λK ∈ Λ such that for all λ ≥ λK
(supp ζK) ∩K = ∅.
Then
lim
Λ
ζλ = 0 in V
∞(X).
Proof. Consider the map
Ti : C˜
∞(T ∗X,Wi(Ω
n ⊗ p∗o))→ Wi(V
∞(X))
given by the integration with respect to the characteristic cycle. By Proposition 3.1.3 of [5]
Ti is an epimorphism. By the definition of the topology on V
∞(X) (see Subsection 3.2 of
[5]) Ti is a continuous map. Hence it is enough to show that for any compact subset K ⊂ X
there exists λK ∈ Λ such that for any λ ≥ λK there exists ηλ ∈ C˜
∞(T ∗X,Ωn⊗p∗o) satisfying
(i) Ti(ηλ) = ζλ;
(ii) ηλ vanishes in a neighborhood of p
−1(K).
Indeed then we would have
lim
Λ
ζλ = lim
Λ
Ti(ηλ) = 0.
For the rest of the proof of the lemma let fix a compact subset K ⊂ X . As in Section 2
consider the sheaves on X
Wi(U) =Wi(V
∞(U)),
W ′i(U) = C˜
∞(T ∗U,Wi(Ω
n ⊗ p∗o))
28
for any open subset U ⊂ X . The integration over the the characteristic cycle gives a
morphism of sheaves
Ti : W
′
i →Wi
which is an epimorphism (we denote this morphism by the same symbol Ti). Set again
Ki := KerTi. It was shown in [5] (see the proof of Proposition 3.1.9) that the sheaves
Kj/Kj+1 are isomorphic to the sheaves of OX -modules where OX denotes the sheaf of C
∞-
smooth functions on X . By Section 3.7 of Ch. II of [13] the sheaves Kj/Kj+1 are soft for
any j. Hence for any closed subset Z ⊂ X the positive cohomology groups with support in
Z vanish:
H iZ(X,Kj/Kj+1) = 0 for i > 0.
Using the long exact sequence we get
H iZ(X,Kj) = 0 for i > 0 and any j.
Consider the short exact sequence of sheaves
0→ Ki →W
′
i →Wi → 0.
From the long exact sequence we obtain
H0Z(X,W
′
i)→ H
0
Z(X,Wi)→ H
1
Z(X,Ki) = 0 (7.3.3)
for any closed subset Z ⊂ X . Namely the map
H0Z(X,W
′
i)→ H
0
Z(X,Wi) (7.3.4)
is surjective.
Let us choose Z as follows. Let U be an open relatively compact neighborhood of K. Set
Z := X\U . There exists λ0 ∈ Λ such that for any λ ≥ λ0 one has (supp ζλ) ∩ U = ∅. Then
clearly ζλ ∈ H
0
Z(X,Wi) for λ ≥ λ0. The surjectivity of the map (7.3.4) implies the lemma.
Q.E.D.
7.3.9 Lemma. (1) For any i = 0, 1, . . . , n the space Wi(V
∞
c (X)) is dense in Wi(V
∞(X)).
(2) For any i = 0, 1, . . . , n the space Wi(V
−∞
c (X)) is dense in Wi(V
−∞(X)).
Proof. Let us prove first part (1). For any compact subset K ⊂ X let us choose a
compactly supported valuation τK ∈ V
∞
c (X) such τK is equal to the Euler characteristic χ
in a neighborhood of K. Let ψ ∈ Wi(V
∞(X)). It is enough to show that
lim
K compact
(τK · ψ) = ψ in V
∞(X).
Let us denote ζK := (τK − χ) · ψ. Clearly ζK vanishes in a neighborhood of K. By Lemma
7.3.8 limK compact ζK = 0.
Let us prove part (2). Fix ψ ∈ Wi(V
−∞(X)). For any compact subset K ⊂ X let
us fix a compactly supported smooth valuation τK ∈ V
∞
c (X) which is equal to the Euler
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characteristic χ in a neighborhood of K. Let ψK := τK · ψ. Clearly ψK ∈ Wi(V
−∞
c (X)). It
suffices to show that
lim
K compact
ψK = ψ in V
−∞(X).
Let φ ∈ V ∞c (X). We have to show that
lim
K compact
< ψK , φ >=< ψ, φ > .
We have
lim
K compact
< ψK , φ >= lim
K compact
< ψ, τK · φ >=
< ψ, lim
K compact
(τK · φ) >=< ψ, φ > .
Part (2) is proved too. Q.E.D.
Let us observe now that the bilinear map V −∞c (X)× V
∞(X)→ C given by
(ψ, φ) 7→
∫
φ · ψ
is separately continuous. Hence it defines a continuous map
θ : V −∞c (X)→ V
∞(X)∗
where V ∞(X)∗ is equipped with the weak topology, and a continuous map
θ′ : V ∞(X)→ V −∞c (X)
∗
where V −∞c (X)
∗ is equipped with the weak topology.
7.3.10 Proposition. The maps θ and θ′ are isomorphisms of linear spaces.
Proof. First observe that if the manifold X is compact then the result follows immedi-
ately from the definitions. Let us assume that X is not compact.
First let us check that θ is injective. Assume that ψ ∈ Kerθ. Since ψ ∈ V −∞c (X) ⊂
V −∞(X) = V ∞c (X)
∗, then for any φ ∈ V ∞c (X) one has < ψ, φ >= 0. Hence ψ = 0.
Let us check now that θ is onto. Let ζ ∈ V ∞(X)∗. Since the identity imbedding
V ∞c (X) →֒ V
∞(X) is continuous, the restriction ζ˜ of ζ to V ∞c (X) is a continuous func-
tional on V ∞c (X), i.e. belongs to V
∞
c (X)
∗ = V −∞(X). Let us show that supp ζ˜ is compact,
i.e. ζ˜ ∈ V −∞c (X). Assume in the contrary that supp ζ˜ is not compact. It means that for
any compact subset K ⊂ X there exists a valuation φ ∈ V ∞c (X) with supp φ ∩ K = ∅
such that < ζ˜, φ > 6= 0. Since we have assumed that X is not compact we can construct
an open covering {Uα}α of X which does not have a finite subcovering. Since any manifold
is paracompact (by definition) and locally compact, by choosing a refinement if necessary
we may assume that this covering is locally finite and any Uα is relatively compact. Let
us choose Uα1 so that supp ζ˜ ∩ Uα1 6= ∅. Denote K1 := U¯α1 . Assume we have constructed
compact sets K1, . . . , KN−1 with the following properties:
1) for each i = 1, . . . , N − 1 there exists αi such that Ki = U¯αi ;
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2) the interior of Ki intersects supp ζ˜ non-trivially for each i = 1, . . . , N − 1;
3) Ki ∩Kj = ∅ for 1 ≤ i 6= j ≤ N − 1.
Let us construct KN such that the sequence of sets K1, . . . , KN−1, KN has the same
properties. Let us fix an open relatively compact neighborhood T of the set ∪N−1i=1 Ki. Since
the covering {Uα} is locally finite, and supp ζ˜ is not compact, there exists αN such that
UαN ∩ T = ∅ and UαN ∩ supp ζ˜ 6= ∅. Set KN := U¯αN . Then KN ∩ (∪
N−1
i=1 Ki) = ∅ and
KN ∩ supp ζ˜ 6= ∅. By induction we obtain an infinite sequence of pairwise disjoint compact
sets {KN}N∈N with non-empty interiors such that intKN ∩ supp ζ˜ 6= ∅ for any N ∈ N.
Since intKN∩supp ζ˜ 6= ∅ we can choose a valuation φN ∈ V
∞(X) with supp φN ⊂ intKN
and such that < ζ˜, φN >= 1. Let us define
φ :=
∞∑
N=1
φN .
This series converges in V ∞(X) by Lemma 7.3.8. Then
< ζ, φ >= lim
N→∞
< ζ,
N∑
n=1
φn >= lim
N→∞
N =∞.
This is a contradiction. Hence we have shown that supp ζ˜ is compact.
Let us show that ζ = θ(ζ˜). For any φ ∈ V ∞c (X) we have
< ζ, φ >=< ζ˜, φ > .
Hence < ζ, φ >=< θ(ζ˜), φ > for any φ ∈ V ∞c (X). But by Lemma 7.3.9 V
∞
c (X) is dense
in V ∞(X). Hence ζ = θ(ζ˜). Thus we have shown that θ : V −∞c (X) → V
∞(X)∗ is an
isomorphism of linear spaces.
Let us show that θ′ is an isomorphism of linear spaces. First let us check that θ′ is
injective. Assume that ψ ∈ Kerθ′. Since V ∞c (X) ⊂ V
−∞
c (X) then for any φ ∈ V
∞
c (X) one
has ∫
φ · ψ = 0.
By the Selfduality Property (Theorem 6.1.1) ψ ≡ 0.
Let us show that θ′ is surjective. Let ζ ∈ V −∞c (X)
∗. For any compact subset K ⊂ X
let us fix a compactly supported valuation γK ∈ V
∞
c (X) such that the restriction of γK to a
neighborhood of K is equal to the Euler characteristic χ. Consider the linear functional
ζK : V
−∞(X)→ C
defined by ζK(φ) = ζ(γK ·φ). It is easy to see that ζK is a continuous functional on V
−∞(X)
equipped with the weak topology. Hence ζK ∈ V
−∞
c (X)
∗ = V ∞c (X). It is also clear that if
K1 ⊂ K2 then the restriction of ζK2 to K1 is equal to ζK1. Taking limit over all compact
subsets of X we get a smooth valuation on X denoted by ζ˜. Clearly the restriction of ζ˜ to
any compact subset K ⊂ X is equal to ζK . Then evidently ζ = θ
′(ζ˜). Q.E.D.
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7.4 The Euler-Verdier involution on generalized valuations.
We are going to extend the Euler-Verdier involution from smooth valuations to generalized
ones.
7.4.1 Theorem. (i) There exists unique continuous in the weak topology linear map
σ : V −∞(X)→ V −∞(X) (7.4.1)
such that the restriction of it to V ∞(X) is the Euler-Verdier involution on smooth valuations.
(ii) σ2 = Id.
(iii) σ commutes with the restrictions to open subsets of X, and thus induces an involution
of the sheaf V−∞X of generalized valuations (defined in Subsection 7.2).
(iv) σ(Wi(V
−∞(X))) = Wi(V
−∞(X)) for any i = 0, 1, . . . , n.
(v) For any φ ∈ V ∞(X), ξ ∈ V −∞(X) one has
σ(φ · ξ) = σ(φ) · σ(ξ). (7.4.2)
Proof. Let us prove first part (i) The uniqueness is obvious since V ∞(X) is dense in
V −∞(X) in the weak topology. Let us probe the existence.
We have the Euler-Verdier involution on smooth valuations
σ : V ∞(X)→ V ∞(X).
Since this map commutes with restrictions to open subsets of X , it preserves support of a
smooth valuation. Hence σ : V ∞c (X) → V
∞
c (X) is a continuous operator (with respect to
the topology of inductive limit on V ∞c (X)). Consider the dual operator
σ∗ : V −∞(X)→ V −∞(X).
σ∗ is continuous in the weak topology. Let us show that the restriction of (−1)nσ∗ to smooth
valuations coincides with the Euler-Verdier involution on V ∞(X). This will finish the proof
of part (i) since (−1)nσ∗ is the operator we need (which will be denoted again by σ).
Let ψ ∈ V ∞(X) ⊂ V −∞(X). It is enough to show that for any φ ∈ V ∞c (X) one has
< (−1)nσ∗ψ, φ >=< σψ, φ > .
Using the automorphism property of the Euler-Verdier involution on smooth valuations
(Theorem 4.1.4) we have
< (−1)nσ∗ψ, φ >= (−1)n < ψ, σφ >= (−1)n
∫
ψ · σφ =∫
σ(ψ · σφ) =
∫
σψ · φ =< σψ, φ > .
Part (i) is proved. The remaining statements of the theorem follow from the continuity and
the corresponding properties of the Euler-Verdier involution on smooth valuations. Q.E.D.
32
8 Valuations on real analytic manifolds.
The goal of this section is to make a comparison of valuations with a more familiar space of
constructible functions on a real analytic manifold. Let us fix a real analytic manifold X of
dimension n.
In Subsection 8.1 we construct a canonical imbedding of the space of constructible func-
tions F(X) into the space of generalized valuations V −∞(X) as a dense subspace. In Sub-
section 8.2 we show that the restriction of the canonical filtration on V −∞(X) to F(X) is
the filtration of F(X) by codimension of the support. In Subsection 8.3 it is proved that
the restriction of the integration functional on the space of generalized valuations with com-
pact support to the subspace Fc(X) of constructible functions with compact support is the
integration with respect to the Euler characteristic. In Subsection 8.4 we show that the
restriction of the Euler-Verdier involution on generalized valuation to F(X) coincides (up to
a sign) with the Verdier duality operator on the latter.
8.1 Imbedding of constructible functions to generalized valua-
tions.
In this subsection we will construct a canonical C-linear map
Ξ: F(X)→ V −∞(X)
and prove that it is injective and has a dense image in the weak topology, where F(X) is
the space of constructible functions on X defined in Subsection 1.2 (equality (1.2.1)).
The construction of the map Ξ is based on the notion of characteristic cycle attached to
an arbitrary constructible function f ∈ F(X) denoted by CC(f). This notion was discussed
in Subsection 1.3.
Note in addition that the characteristic cycle satisfies
CC(αf + βg) = αCC(f) + βCC(g) (8.1.1)
for any α, β ∈ C (see [18], §9.7).
Now let us describe the canonical map
Ξ: F(X)→ V −∞(X) = (V ∞c (X))
∗. (8.1.2)
Let us denote by C∞c (T
∗X,Ωn ⊗ p∗o) the space of C∞-sections with compact support of the
bundle Ωn⊗ p∗o over T ∗X . By Lemma 2.1.1 we have the canonical continuous epimorphism
C∞c (T
∗X,Ωn ⊗ p∗o)։ V ∞c (X) (8.1.3)
given by
ω 7→ [P 7→
∫
CC(P )
ω] (8.1.4)
for any P ∈ P(X). For any constructible function f ∈ F(X) let us define Ξ(f) by
< Ξ(f), φ >=
∫
CC(f)
ω (8.1.5)
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where ω ∈ C∞c (T
∗X,Ωn ⊗ p∗o) is an arbitrary lift of φ. Once we show that Ξ(f) is well
defined, then automatically it is a continuous linear functional on V ∞c (X).
Thus it remains to check that Ξ is well defined. More explicitly, assume that ω ∈
C∞c (T
∗X,Ωn ⊗ p∗o) satisfies ∫
CC(P )
ω = 0 (8.1.6)
for any P ∈ P(X). We have to check that∫
CC(f)
ω = 0 (8.1.7)
for any constructible function f ∈ F(X).
Let us fix such an ω. By (8.1.1) it is enough to assume that f is the indicator function
of a subanalytic subset Q.
Let us observe first of all that (obviously) every point x ∈ X has a compact subanalytic
neighborhood (and also an open subanalytic neighborhood). Hence we can choose a com-
pact subanalytic neighborhood S of the support of ω. It is enough to check that for any
subanalytic subset Q ⊂ S one has ∫
CC(Q)
ω = 0.
Any point x ∈ X has a pair of subanalytic neighborhoods Ux ⊂ Vx such that Ux is
compact, Vx is open, and there exists a real analytic diffeomorphism gx : Vx→˜R
n. Hence one
can find a finite covering of S by compact subanalytic subsets {Ui}i, find open subanalytic
subsets {Vi}i with Ui ⊂ Vi, and real analytic diffeomorphisms fi : Vi→˜R
n.
By the linearity of the characteristic cycle (8.1.1), intersecting Q with each Ui we may
assume that Q is relatively compact subset of Vi0 for some i0. Thus it remains to prove the
following statement.
8.1.1 Lemma. Let ω ∈ C˜∞(T ∗Rn,Ωn ⊗ p∗o) satisfies∫
CC(P )
ω = 0 for any P ∈ P(X).
Then for any bounded subanalytic subset Q ⊂ Rn one has∫
CC(Q)
ω = 0.
Proof. We will reduce the proof of the lemma to Theorem 1 of [7]. Let us fix an
orientation on Rn. Let ψ denote the restriction of ω to the zero section 0 of T ∗X . Thus
ψ ∈ C∞(Rn,Ωn). Let
q : T ∗Rn\0→ P+(T
∗
R
n)
be the canonical projection. Let ω˜ := q∗ω be the integration of ω|T ∗Rn\0 along the fibers
of q. Let a : P+(T
∗Rn) → P+(T
∗Rn) be the canonical (antipodal) involution described in
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Subsection 1.3. Set η := a∗ω˜. It is easy to see that∫
CC(P )
ω =
∫
N(P )
η +
∫
P
ψ for any P ∈ P(Rn);∫
CC(f)
ω =
∫
N(f)
η +
∫
Rn
f · ψ for any f ∈ Fc(R
n).
Thus by assumption we get ∫
N(P )
η +
∫
P
ψ = 0 (8.1.8)
for any P ∈ P(Rn).
It was shown in [7], Theorem 1, that a pair (η, ψ) with η ∈ C∞(P+(T
∗
R
n),Ωn−1), ψ ∈
C∞(Rn,Ωn) satisfies the equality (8.1.8) for any compact subanalytic subset P if and only if it
satisfies the following two conditions (where π : P+(T
∗Rn)→ Rn is the canonical projection):∫
pi−1(x)
η = 0 for any x ∈ Rn, (8.1.9)
Dη + π∗ψ = 0 (8.1.10)
where D : C∞(P+(T
∗Rn),Ωn−1) → C∞(P+(T
∗Rn),Ωn) is an explicitly written differential
operator of second order (introduced by Rumin in [22]).
However in the proof of the ”if” part of Theorem 1 in [7] the authors used equality
(8.1.8) not for the whole class of compact subanalytic sets, but for the subclass of compact
subanalytic submanifolds with boundary. Hence if (8.1.8) is satisfied for all P ∈ P(Rn) then
the conditions (8.1.9), (8.1.10) are satisfied, and hence (8.1.8) is satisfied for an arbitrary
compact subanalytic subset P ⊂ Rn (again by Theorem 1 of [7]).
In order to prove our lemma it is enough to show that (8.1.8) is satisfied for any bounded
subanalytic subset P . Then we have∫
CC(1lP )
ω =
∫
CC(1lP¯ )
ω −
∫
CC(1lP¯\P )
ω = −
∫
CC(1lP¯\P )
ω.
Since dim(P¯\P ) < dimP by Proposition 1.2.5(ii) we can use the induction on the dimension
of P . Lemma is proved. Q.E.D.
8.1.2 Remark. The differential operator D was introduced by Rumin [22] for an arbitrary
contact manifold, and it depends only on the contact structure. In our case for any smooth
manifold X the space P+(T
∗X) has a canonical contact structure, and the operator D used
in the proof of Lemma 8.1.1 corresponds to it.
8.2 Comparison of filtrations.
Let us define on F(X) a filtration by codimension of support:
Wi(F(X)) := {f ∈ F(X)| codim(supp f) ≥ i}. (8.2.1)
We have
F(X) = W0(F(X)) ⊃W1(F(X)) ⊃ · · · ⊃Wn(F(X)) ⊃Wn+1(F(X)) = 0.
35
8.2.1 Proposition. The canonical map
Ξ: F(X)→ V −∞(X)
is injective. Moreover for any i = 0, 1, . . . , n, and any f ∈ Wi(F(X))\Wi+1(F(X)) there
exists φ ∈ Wn−i(V
∞
c (X)) such that
< Ξ(f), φ > 6= 0.
Proof. Clearly it is enough to prove the second statement. Let us fix a constructible func-
tion f ∈ Wi(F(X))\Wi+1(F(X)). Thus supp f is a subanalytic set and codim(supp f) = i.
One can choose a regular point x ∈ supp f , a neighborhood U , a real analytic diffeo-
morphism g : U→˜Rn such that f |U ◦ g
−1 = c · 1lRn−k where R
n−k ⊂ Rn is the coordinate
subspace, and c 6= 0 is a constant. Thus we may assume that X = Rn, f = 1lRn−k . Let us
choose ω ∈ C∞c (T
∗Rn,Ωn ⊗ p∗o) as follows. Let {(q1, . . . , qn)} be coordinates on R
n. Let
{p1, . . . , pn} be dual coordinates on R
n∗. Let us fix a C∞-smooth non-negative compactly
supported function τ : Rn∗ → R≥0 such that τ(0) > 0. Let us take
ω := τ · dx1 ∧ · · · ∧ dxn−k ∧ dyn−k+1 ∧ · · · ∧ dyn.
Then clearly
∫
CC(Rn−k)
ω 6= 0 and ω ∈ C∞c (T
∗Rn,Wn−i(Ω
n ⊗ p∗o)). Q.E.D.
From now on we will identify F(X) with the subspace of V −∞(X) via the imbedding Ξ.
8.2.2 Proposition. (i) F(X) is dense in V −∞(X) in the weak topology.
(ii) For any i = 0, 1, . . . , n
F(X) ∩Wi(V
−∞(X)) = Wi(F(X)).
Proof. (i) By the Hahn-Banach theorem it is enough to prove that for any φ ∈
V ∞c (X)\{0} there exists f ∈ F(X) such that < f, φ > 6= 0. Let us fix φ ∈ V
∞
c (X)\{0}.
One may find an open subset U ⊂ X and a real analytic diffeomorphism g : U→˜Rn such
that φ|U 6≡ 0. The smooth valuation g∗φ|U ∈ V
∞(Rn) does not vanish identically. By
Proposition 2.4.10 from [5] there exists a convex compact set K ∈ K(Rn)∩P(Rn) such that
(g∗φ)(K) 6= 0. Since every compact set can be approximated in the Hausdorff metric by
convex compact polytopes, we may assume that K is a convex compact polytope, and hence
a subanalytic set. Hence g−1(K) is a compact subanalytic subset of X . Take f := 1lg−1(K).
Then
< f, φ > 6= 0.
Part (i) is proved.
(ii) First let us show the inclusion
F(X) ∩Wi(V
−∞(X)) ⊂ Wi(F(X)). (8.2.2)
Let f ∈ F(X) be such that f 6∈ Wi(F(X)). Let us choose l < i such that f ∈ Wl(F(X))\Wl+1(F(X)).
By Proposition 8.2.1 there exists φ ∈ Wn−l(V
∞
c (X)) such that < f, φ > 6= 0. Hence f 6∈
Wl+1(V
−∞(X)). Since l + 1 ≤ i we have f 6∈ Wi(V
−∞(X)). This proves the inclusion
(8.2.2).
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Let us prove the opposite inclusion
Wi(F(X)) ⊂ F(X) ∩Wi(V
−∞(X)). (8.2.3)
By Proposition 7.3.2 it is enough to show that for any f ∈ Wi(F(X)), φ ∈ Wn−i+1(V
∞
c (X))
< f, φ >= 0.
By Lemma 2.1.1 and 8.1.1 there exists a compactly supported form ω ∈ C∞c (T
∗X,Wn−i+1(Ω
n⊗
p∗o)) such that for any h ∈ Fc(X)
< h, φ >=
∫
CC(h)
ω. (8.2.4)
Since the form ω is compactly supported the equality (8.2.4) holds for any h ∈ F(X).
Let us assume now that f = 1lQ where Q is a subanalytic subset with codimQ ≥ i. We
may assume that Q relatively compact. We have to show that
∫
CC(Q)
ω = 0. It is enough
to show that the restriction of ω to supp (CC(Q)) vanishes. By Lemma 1.3.2 one can find a
finite covering Q¯ = ∪αQα such that CC(Q) ⊂ ∪αT
∗
Qα
X . But since codimQα ≥ i it is obvious
that the restriction of ω to T ∗QαX vanishes. The proposition is proved. Q.E.D.
8.3 The integration functional vs. the integration with respect to
the Euler characteristic.
On the space Fc(X) we have the linear functional Fc(X)→ C of integration with respect to
the Euler characteristic which is uniquely characterized by the property 1lQ 7→ χ(Q) for any
compact subanalytic subset Q (see [18], §9.7). For a function f ∈ Fc(X) we will denote the
integral of f with respect to the Euler characteristic by
∫
fdχ.
Thus we have the canonical imbedding
Fc(X) →֒ V
−∞
c (X).
8.3.1 Proposition. The restriction of the integration functional
∫
: V −∞c → C to Fc(X) is
equal to the integration with respect to the Euler characteristic.
Proof. Since the integration functional
∫
: V −∞c (X)→ C to Fc(X) is continuous in the
weak topology, Proposition 7.3.10 implies that there exists unique ξ ∈ V ∞(X) such that for
any ψ ∈ V −∞c (X) ∫
ψ =< ψ, ξ > .
It is clear that if ψ ∈ V ∞c (X) then ∫
ψ =< ψ, χ > .
Since V ∞c (X) is dense in V
−∞
c (X) by Proposition 7.3.4, it follows that ξ = χ.
Let us fix a Riemannian metric on X . By Theorems 1.5, 1.8 of [11] there exists a form
ω ∈ C˜∞(T ∗X,Ωn ⊗ p∗o) (which is a little modification of the Chern-Gauss-Bonnet form [9])
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such that for any compact subset P ⊂ X which is either subanalytic or belongs to P(X)
one has
χ(P ) =
∫
CC(P )
ω.
Then by the construction of the imbedding F(X) →֒ V −∞(X) and by Proposition 1.2.7(ii)
we have for any f ∈ Fc(X) ∫
f =< f, χ >=
∫
CC(f)
ω.
The proposition is proved. Q.E.D.
8.4 The Euler-Verdier involution vs. the Verdier duality.
The space of constructible functions F(X) has a canonical operator
D : F(X)→ F(X)
called the Verdier duality (see [18], §9.7). It satisfies D2 = Id, and for any function f ∈ F(X)
CC(Df) = a∗CC(f) (8.4.1)
where a : T ∗X → T ∗X is the antipodal involution (Proposition 9.4.4 of [18]). The main
result of this subsection is the following proposition.
8.4.1 Proposition. The restriction of the Euler-Verdier involution σ : V −∞(X)→ V −∞(X)
to F(X) is equal to (−1)nD.
Proof. Let f ∈ F(X). We have to show that for any φ ∈ V ∞c (X) one has
< σf, φ >= (−1)n < Df, φ > .
By Lemma 2.1.1 there exists ω ∈ C∞c (T
∗X,Ωn ⊗ p∗o) such that for any h ∈ F(X) one has
< h, φ >=
∫
CC(h)
ω.
Then by the definition of σ on V −∞(X) we get
< σf, φ >= (−1)n < f, σφ >=
∫
CC(f)
a∗ω =
(−1)n
∫
CC(Df)
ω =< (−1)nDf, φ > .
The proposition is proved. Q.E.D.
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