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RESUMO
Um plano de instrumentação detalhado é uma das formas de verificar as reais condições
de segurança apresentadas por uma estrutura. O objetivo dessa pesquisa foi desenvolver
uma metodologia para análise de risco em blocos de concreto de barragens altamente
instrumentadas através da análise fatorial. Na metodologia proposta identificou-se os
instrumentos que são altamente correlacionados, e, com a aplicação da análise fatorial,
determinou-se os fatores latentes que podem estar associados às anomalias na estrutura.
A partir dos dados, testes estatísticos foram aplicados para confirmação das hipóteses
necessárias. Comprovadas as hipóteses testadas utilizou-se os resultados como base para
a determinação de uma função de desempenho multivariada para a análise de confiabi-
lidade estrutural, assumindo que a estrutura do bloco constitui um sistema altamente
interligado, possibilitando o monitoramento dos modos de falha e o cálculo de estimativas
da probabilidade dos eventos de falha do sistema. Para o caso do bloco-chave de Itaipu,
obteve-se cinco modos de falhas e suas regiões críticas, o que possibilita o monitoramento
dessas anomalias e as estimativas de suas probabilidades de falha. Com os resultados ob-
tidos pode-se concluir que o método é eficiente quando aplicado a um bloco de concreto
instrumentalizado.
Palavras-chaves: Análise Fatorial. Confiabilidade Estrutural. Modos de Falha.
ABSTRACT
A detailed instrumentation plan is one way to verify the actual security conditions pre-
sented by a structure. The objective of this research was to develop a methodology for
risk analysis in concrete blocks of highly instrumented dams through factor analysis. In
the proposed methodology it was identified instruments that are highly correlated, and
with the application of factor analysis, it was determined the latent factors that may be
associated with abnormalities in the structure. From the data, statistical tests were used
to confirm the necessary hypothesis. Proven the tested hypotheses it was used results as
a basis for determining a multivariate performance function for the analysis of structural
reliability, assuming that the block structure is a highly interconnected system enabling
monitoring of failure modes and calculating estimates of the probability of system failure
events. In the case of Itaipu the key block, was obtained five failure modes and their
critical regions, which enables the monitoring of these anomalies and estimates of their
failure probabilities. With these results we can conclude that the method is effective when
applied to a concrete block instrumented.
Key-words: Factor Analysis. Structural reliability. Failure Modes.
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A construção da Hidrelétrica de Itaipu foi de grande importância para o desenvol-
vimento do país e demonstrou a grande capacidade da engenharia brasileira. Uma obra
muito avançada que envolveu em sua construção profissionais de alta capacidade técnica.
No entanto, uma obra tão grande requer muita vigilância. No mundo todo a segurança de
barragens é um assunto muito discutido, e o Brasil mostra-se preocupado com a "saúde"
de suas barragens.
Em outubro de 2002, o banco mundial publicou o livro Regulatory frameworks
for dam safety, contendo modelo de regulamento, operação, manutenção e inspeção de
barragens. Nesse documento, o significado de segurança de barragens engloba fatores que
contribuem para a operação com segurança da estrutura e obras complementares, o risco
potencial para a vida humana, aspectos sanitários e de saúde pública, danos a propriedades
e proteção da área no entorno do reservatório. A segurança tem a ver com a operação
adequada, manutenção, inspeção e planos de emergência para lidar com situações de risco
ao meio ambiente, assim como definição das medidas mitigadoras dos impactos ambientais.
Segundo estimativas, no Brasil existem cerca de 13.529 barragens cadastradas e
distribuídas pelos setores usuários ou produtivos da seguinte maneira: 11.748 usos múlti-
plos (87%), 1.261 para geração de energia hidrelétrica (9%), 264 de rejeitos de mineração
(2%) e 256 de resíduos indrustriais (2%) (ANA, 2013). A Agência Nacional de Águas do
Brasil (ANA) estimou que cerca de 200 barragens podem estar em perigo de fracassar
(SCALETTA; MESANIA; OSTERLE, 2012). O sinal de alerta veio com o rompimento
da barragem de Algodões, no Piauí, em 2009 (SAYÃO, 2014).
Segundo Sayão (2014) o IE (Instituto de Engenharia) localizado em São Paulo,
divulgou que muitas barragens rompem no país e destaca que em reunião técnica realizada
na ANA (Agência Nacional de Águas), horas antes da tragédia do Piauí, falou-se em 800
acidentes ou incidentes com barragens brasileiras nos últimos oito anos. Assim, em média,
a cada três ou quatro dias, uma barragem apresenta graves problemas no Brasil .
O 3o Simpósio de segurança de barragens realizado nos dias 18 e 19 de novembro de
2008 em Salvador, teve como tema principal "Barragens Contemporâneas: Conhecimento,
Durabilidade, Riscos e Falhas". Nesse evento foram discutidos os acidentes ocorridos em
barragens nos últimos 50 anos, fato que ocasionou na busca de providências como elabora-
ção de manuais de inspeção e segurança, análises refinadas por processos computacionais,
uso de sistemas remotos de auscultação, análises de riscos e implementação de planos
emergenciais.
Em 20 de setembro de 2010 entrou em vigor a lei No 12.334 que estabelece a política
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nacional de segurança de barragens destinadas à acumulação de água para quaisquer usos,
à disposição final ou temporária de rejeitos e à acumulação de resíduos industriais, e criou
o Sistema Nacional de Informações sobre Segurança de Barragens (PNSB).
No art. 2o item III dessa lei, a segurança de barragens é definida como sendo a
providência de condições que visam manter a sua integridade estrutural e operacional e a
preservação da vida, da saúde, da propriedade e do meio ambiente.
Em seguida veio a resolução No144 de 10 de julho de 2012, que estabelece diretri-
zes para implantação da política nacional de segurança de barragens, aplicação de seus
instrumentos e atuação do sistema nacional de informação sobre segurança de barragens,
em atendimento ao artigo 20 da lei No12.334 mencionada anteriormente.
Diante disso, um meio para diagnosticar a segurança da barragem é de grande
valia. Para tanto, é necessário a construção de um modelo matemático, que utilizam os
dados obtidos dos vários instrumentos instalados na barragem. Um bom modelo seria
capaz de fazer previsões futuras, possibilitando a melhor tomada de decisão em tempo
hábil.
1.2 O PROBLEMA
A usina hidrelétrica de Itaipu é composta por 115 blocos sendo que 15 são blocos-
chaves. Em uma estrutura desse porte, mecanismo para monitorar a segurança é de grande
importância para manter o funcionamento adequado, dando proteção as pessoas que lá
trabalham ou dela dependem.
Procuram-se neste trabalho encontrar um mecanismo alternativo para realizar o
monitoramento de possíveis anomalias nos blocos chaves da barragem de Itaipu, e para
esse estudo foi selecionado o bloco-chave 𝐴 − 15, que é um dos blocos do vertedouro.
Esse bloco foi escolhido por possuir características e leituras diferentes dos demais. Um
bloco-chave se destaca dos demais por ser altamente instrumentalizado. Assim, é possível
medir várias variáveis que mostram o comportamento do bloco ao longo dos anos, tais
como, deslocamento, temperatura, subpressão.
Ao conversar com os técnicos da usina, descobriu-se que alguns instrumentos desse
bloco apresentam dados fora dos limites de especificação que foram definidos no início da
construção pelas normas técnicas, porém, o bloco não apresenta nenhuma anomalia ou
até esse momento algum perigo. O fato dos instrumentos não apresentarem dados dentro
da margem de segurança pode estar ligado a alguma falha na instrumentação, lembrando
que muitos foram instalados no início da obra e já possuem 30 anos de uso, ou também a
uma nova realidade, apresentam dados diferentes pelo fato da geologia do local ter sofrido
algumas alterações durante os anos, mas sem nenhum prejuízo da estrutura.
Diante disso, busca-se um meio de determinar os novos intervalos de segurança
para os principais instrumentos do bloco, que indiquem uma mudança radical no compor-
tamento das leituras, que podem ser determinados utilizando técnicas estatísticas e um
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modelo matemático estatístico que utilize as séries multivariadas para avaliar a segurança
do bloco. Esse é o problema tratado nesse trabalho.
1.3 OBJETIVOS
1.3.1 Objetivo Geral
Desenvolver uma metodologia para análise de risco em blocos de concreto de bar-
ragens altamente instrumentadas através da Análise Fatorial.
1.3.2 Objetivos Específicos
Os objetivos específicos são:
1. Analisar as funções de todos os instrumentos instalados em um bloco-chave da
barragem de Itaipu;
2. Avaliar os períodos das medições de cada instrumento e deixá-los padronizados;
3. Aplicar análise fatorial na matriz multivariada temporal gerada pelas leituras dos
instrumentos instalados no bloco em estudo;
4. Avaliar a associação dos fatores e as possíveis anomalias;
5. Construir um modelo matemático como função de desempenho que seja capaz de
monitorar o bloco;
6. Aplicar os conceitos da confiabilidade estrutural aos dados considerando o modelo
matemático para calcular estimativas da probabilidade de cada evento de falha.
1.4 LIMITAÇÕES
As maiores dificuldades encontradas para realizar esse trabalho foram:
1. Padronização dos dados, devido ao fato das leituras apresentarem muitos valores
repetidos para uma mesma data e periodicidade de leituras diferentes;
2. Dificuldade de encontrar documentos que indiquem quais os intervalos de projeto,
e outras informações relevantes, para os instrumentos estudados;
3. Dificuldade de encontrar livros e manuais que indiquem como relacionar os instru-
mentos com as anomalias.
A primeira dificuldade foi sanada com a padronização mensal dos dados através da
média, já as demais, com o apoio dos profissionais em segurança de barragem de Itaipu e
da equipe técnica do CEASB, que forneceram os materiais necessários para compreensão
dos instrumentos e de todo sistema estrutural.
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1.5 JUSTIFICATIVA
A segurança das barragens constitui uma preocupação permanente para as enti-
dades governamentais, tanto por sua importância econômica específica como pelo risco
potencial que representa a possibilidade de ruptura ou outro acidente grave. A justifica-
tiva desse trabalho consiste em garantir novos meios tecnológicos que busquem identificar
riscos potenciais que possam afetar a vida da população de forma significativa.
1.6 ESTRUTURA DA TESE
O capítulo 2 trata da revisão bibliográfica pesquisada para o tratamento do pro-
blema. Esse capitulo está dividido em 6 seções onde estão distribuídos os conceitos teóricos
relevantes ao tema, tais como a Análise Multivariada, Análise Fatorial e alguns testes para
confirmação da normalidade multivariada e univariada. É encontrado nesse capítulo os
conceitos teóricos referentes a Confiabilidade Estrutural, que são necessários para deter-
minação de uma função de desempenho multivariada capaz de monitorar um estrutura
de concreto altamente instrumentada. Além disso, um levantamento histórico sobre se-
gurança de barragens é exposto, seguido de uma revisão da literatura com aplicações da
confiabilidade estrutural em problemas de avaliação de risco em barragens e em sistemas
estruturais complexos.
O capítulo 3 contém a descrição de alguns aspectos da instrumentação e a maneira
de monitoramento aplicada na Usina Hidrelétrica de Itaipu. Nele são descritos quais os
instrumentos mais utilizados bem como suas funções e importâncias. É apresentado os
tipos de blocos construídos para barragem de Itaipu, e, é visto que para o projeto de
Itaipu os blocos mais utilizados são os de gravidade aliviada e contrafortes. É dado um
maior destaque aos blocos escolhidos para formar o complexo do vertedouro, apresentando
o seu comportamento estrutural fornecido por profissionais em segurança de barragens
da Usina e apresentados em (BINACIONAL, 1990). Merece destaque a seção que tem
o objetivo de relacionar uma determinada combinação de instrumentos com anomalias,
fornecendo justificativas apresentadas na literatura para que ocorra uma determinada
falha na estrutura.
O capítulo 4 descreve os dados e apresenta a metodologia aplicada no trabalho.
Nele é exposto a caracterização do método para o caso geral, onde se supõe um bloco
de concreto altamente instrumentado para desenvolvimento do modelo. É descrito como
se dá a determinação dos modos de falha e o intervalo de mudança de comportamento.
Apresenta-se o algoritmo para determinação das regiões críticas bem como o fluxograma
do mesmo. Das informações obtidas, define-se o modelo matemático para o caso geral. Com
base nos conceitos da confiabilidade estrutural é apresentado o cálculo da probabilidade
de falha de cada evento de falha, e, supondo os eventos de falha independentes, é dado
uma estimativa da probabilidade de falha de todo sistema estrutural.
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O capítulo 5 apresenta os resultados obtidos nesse trabalho, com a aplicação do mé-
todo descrito no bloco A-15 da Barragem de Itaipu. Realizou-se todos os testes estatísticos
na matriz multivariada gerada com as leituras dos instrumentos instalados nesse bloco, e
os modos de falha possíveis de serem monitorados é obtido. É visto que quando nem todos
os conjuntos de escores fatoriais possuem a condição de Gaussianidade, a quantidade de
anomalias possíveis de determinar diminuem. Por fim, apresenta-se a função de desem-
penho para o caso aplicado e a determinação de estimativas da probabilidade apenas de
cada evento de falha. Após, apresenta-se o processo de validação do modelo matemático.
O capítulo 6 faz uma conclusão do que foi realizado no trabalho, apontando pontos
favoráveis e os motivos que levam o método a nem sempre obter resultados mais eficientes.
Aponta onde os esforços serão realizados para melhorar os resultados, e, que a metodologia
proposta pode ser utilizada para realizar o monitoramento de uma sistema estrutural. Na
sequência apresenta-se as referências usadas no trabalho e os apêndices.
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2 REVISÃO BIBLIOGRÁFICA
Este capítulo tem por objetivo expor os conceitos e definições que serão utilizados
no decorrer deste trabalho, com relação aos testes de normalidade, transformações dos
dados, além de informações básicas da análise multivariada e confiabilidade estrutural.
2.1 ANÁLISE MULTIVARIADA
Esta seção começa com alguns comentários sobre a análise multivariada e as for-
mas existentes para verificação à adequação dos dados, em seguida algumas definições e
resultados importantes. Existe uma grande quantidade de referências sobre essa teoria, e
para esse breve resumo são utilizados os conceitos apresentados em Corrar, Paulo e Dias
(2009), Johnson e Wichern (1987) e Mingoti (2007).
A análise multivariada refere-se a um conjunto de métodos estatísticos que torna
possível a análise simultânea de medidas múltiplas para cada indivíduo, objeto ou fenô-
meno observado. Desse modo, os métodos que permitem a análise simultânea de mais de
duas variáveis podem ser considerados como integrantes da análise multivariada.
A análise multivariada, muitas vezes, requer testes de suposições para as variáveis




A suposição de normalidade é a mais comum, utilizada na análise univariada e
também multivariada, a qual se refere à forma da distribuição de dados para uma variável
quantitativa individual e sua correspondência com a distribuição normal, requerida por
muitos métodos estatísticos.
A homoscedasticidade significa igualdade de variâncias entre as variáveis, referindo-
se à suposição de que as variáveis dependentes exibem níveis iguais de variância ao longo
do domínio das variáveis independentes. Se as variáveis dependentes exibem iguais níveis
de variância através da escala de previsão, a variância dos resíduos deve ser constante.
Deste modo, quando a variância dos termos de erro é constante, dizemos que os dados são
homoscedásticos. Para diagnosticar a homocedasticidade podem ser utilizados gráficos ou
testes estatísticos, tais como: Pesarán-Pesarán, Quandt-Goldfeld e os gráficos de caixas
Boxplot.
A linearidade pode ser usada para expressar o conceito de que um modelo possui
as propriedades de aditividade e homogeneidade. A maneira mais comum para avaliar a
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linearidade é através de diagramas de dispersão das variáveis, e observando-se padrões
não lineares nos dados, identifica-se a não linearidade.
Análise Multivariada também pode ser definida como um conjunto de técnicas
estatísticas que tratam dos dados correspondentes às medidas de muitas variáveis si-
multaneamente. Basicamente, a Análise Multivariada consiste no estudo estatístico dos
problemas relacionados com:
1. Inferência sobre médias multivariadas;
2. Análise da estrutura de covariância de uma matriz de dados;
3. Técnicas de reconhecimento de padrão, classificação e agrupamento.
Uma variável aleatória 𝑋 em um espaço de probabilidades (Ω, 𝐴, 𝑃 ) é uma função
real definida no espaço de Ω tal que o evento [𝑋 ≤ 𝑥] é evento aleatório para todo 𝑥 ∈ 𝑅,
isto é a função 𝑋 : Ω → 𝑅 é variável aleatória se o evento [𝑋 ≤ 𝑥] ∈ 𝐴, para todo 𝑥 ∈ 𝑅
(JAMES, 1981).
Um arranjo 𝑥′ =
(︁
𝑋1 𝑋2 . . . 𝑋𝑝
)︁
com 𝑥𝑖 sendo uma variável aleatória com








No estudo de 𝑝 ≥ 1 variáveis, geralmente, toma-se 𝑛 observações de cada variá-
vel para obter informações sobre parâmetros, relações entre variáveis, comparações, etc.
Assim, as medidas registradas são 𝑥𝑖𝑗 com 𝑖 = 1, 2, . . . , 𝑛 (observações) e 𝑗 = 1, 2, . . . , 𝑝
(variáveis) que podem ser agrupadas na matriz de dados 𝑛𝑋𝑝, com 𝑛 linhas e 𝑝 colunas
𝑛𝑋𝑝 =
⎛⎜⎜⎜⎜⎜⎜⎝
𝑥11 𝑥12 . . . 𝑥1𝑝
𝑥21 𝑥22 . . . 𝑥2𝑝
... ... . . . ...
𝑥𝑛1 𝑥𝑛2 . . . 𝑥𝑛𝑝
⎞⎟⎟⎟⎟⎟⎟⎠ (2.1)
A matriz de dados 𝑛𝑋𝑝 contém 𝑛 observações do vetor aleatório 𝑝-dimensional
𝑋 ′ = [𝑋1, 𝑋2, . . . , 𝑋𝑝].
Informações sobre os parâmetros estatísticos que são extraídos e propriedades das
medidas descritivas, são encontrados nas referências, citadas no início desta secção.
2.2 TESTES DE NORMALIDADE
2.2.1 Teste de Normalidade Multivariada
A generalização da densidade normal em forma de sino, no caso bivariado, para
dimensões 𝑝 ≥ 2, tem um papel fundamental na análise multivariada. Em geral, a maioria
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das técnicas encontradas na literatura são baseadas no pressuposto de que os dados foram
gerados a partir de uma distribuição normal multivariada, enquanto em dados reais nem
sempre isso acontece. A distribuição normal é muitas vezes uma aproximação útil para a
verdadeira distribuição da população.
O teste paramétrico tradicional de comparação de médias, baseado na distribuição
𝑡 de Student, é feito sob a hipótese de que as populações tem distribuição normal. Nesse
sentido, surge a necessidade de certificar se essa suposição pode ser assumida. Em alguns
casos, verificar a normalidade dos dados é o primeiro passo que se toma para definir o
prosseguimento a ser executado.
Inicialmente testa-se a normalidade multivariada da matriz de dados. Pode ser
utilizado o teste computacionalmente intensivo baseado na distância de Mahalanobis (BI-
ASE; FERREIRA, 2012). A hipótese nula desse teste afirma:
𝐻0: A matriz de dados amostrais é proveniente de uma população normal multi-
variada.
A aplicação do teste tem a finalidade de comprovar se a hipótese de normalidade
multivariada não pode ser descartada.
2.2.2 Teste de Normalidade Univariada
2.2.2.1 Teste de Kolmogorov-Smirnov
A estatística de Kolmogorov-Smirnov fornece um meio de testar se um conjunto de
observações, é proveniente de alguma distribuição contínua completamente especificada
𝐹0(𝑋). A alternativa usual seria utilizar o teste do qui-quadrado. O teste de Kolmogorov-
Smirnov, tem pelo menos duas vantagens significativas sobre o teste qui-quadrado (LIL-
LIEFORS, 1967).
1. Pode ser utilizada em amostras de pequeno tamanho, em que a validade do teste de
qui-quadrado seria questionável.
2. Muitas vezes, parece ser um teste mais poderoso do que o teste do qui-quadrado
para qualquer tamanho de amostra.
No entanto, o teste de Kolmogorov-Smirnov, ao contrário do teste do qui-quadrado,
não se aplica a dados qualitativos, nem a variáveis discretas, pois a tabela disponível para
este teste só é exata caso a distribuição em teste seja contínua.
Este teste observa a máxima diferença absoluta entre a função de distribuição
acumulada assumida para os dados, no caso a normal, e a função de distribuição empírica
dos dados. Como critério, comparamos esta diferença com um valor crítico, para um dado
nível de significância (RAZALI; WAH, 2011).
Considere uma amostra aleatória simples 𝑋1, 𝑋2, . . . , 𝑋𝑛 de uma população com
função de distribuição acumulada contínua 𝐹𝑋 desconhecida. Conover (1999) define a
24
estatística utilizada para o teste como:
𝑇 = sup
𝑥
|𝐹 *(𝑥) − 𝐹𝑛(𝑥)| (2.2)
Esta função corresponde a distância máxima vertical entre os gráficos de 𝐹 *(𝑥) e
𝐹𝑛(𝑥) sobre a amplitude dos possíveis valores de 𝑥. Em 𝑇 temos:
∙ 𝐹 *(𝑥) representa a função de distribuição acumulada assumida para os dados;
∙ 𝐹𝑛(𝑥) representa a função de distribuição acumulada empírica dos dados.
O teste estatístico (KS) testa as seguintes hipóteses:⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝐻0 : 𝐹 (𝑥) = 𝐹 *(𝑥) ∀𝑥 ∈ (−∞, ∞) os dados seguem uma distribuição especificada;
𝐻1 : 𝐹 (𝑥) ̸= 𝐹 *(𝑥) para algum x os dados não seguem uma distribuição especificada.
2.2.2.2 Teste de Normalidade de Lilliefors
O Teste de Lilliefors (LF) é uma modificação do teste de Kolmogorov-Smirnov. O
teste (KS) é adequado numa situação em que os parâmetros da distribuição hipotética são
completamente conhecidos. No entanto, por vezes, é difícil inicialmente ou completamente
especificar os parâmetros quando a distribuição é desconhecida. Neste caso, os parâmetros
precisam ser estimados com base nos dados da amostra. Quando a estatística original (KS)
é utilizada em tal situação, os resultados podem ser enganosos e a probabilidade do erro
tipo 𝐼 tende a ser menor do que as dadas na tabela-padrão do ensaio (KS) (LILLIEFORS,
1967).
Em contraste com o teste (KS), os parâmetros para o teste Lilliefors são estimados
com base na amostra. Portanto, nesta situação, o teste (LF) será preferido sobre o teste
(KS) (RAZALI; WAH, 2011). Dada uma amostra de observações, a estatística (LF) é
definida como (LILLIEFORS, 1967),
𝐷 = 𝑚𝑎𝑥𝑥|𝐹 *(𝑥) − 𝑆𝑛(𝑋)|
onde 𝑆𝑛(𝑋) é a função de distribuição acumulada da amostra e 𝐹 *(𝑥) é a função de
distribuição normal acumulada com média 𝜇 = 𝑥 e variância 𝑠2.
Mesmo que a estatística (LF) seja a mesma que a estatística (KS), a tabela para
os valores críticos é diferente o que leva a uma conclusão diferente sobre a normalidade
dos dados (MENDES; PALA, 2003). A tabela de valores críticos para este teste pode ser
encontrada na Tabela 𝐴15 de Conover (1999). Se 𝐷 excede o valor crítico correspondente
na tabela, então a hipótese nula é rejeitada.
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2.3 TÉCNICAS DE TRANSFORMAÇÕES
Muitas das técnicas estatísticas existentes assumem que as observações dos vetores
𝑋𝑗 são oriundas de uma distribuição normal multivariada. Por outro lado, nos casos em
que o tamanho da amostra é grande e as técnicas dependem exclusivamente do comporta-
mento de 𝑋, ou distâncias que envolvem 𝑋 da forma 𝑛(𝑋 −𝜇)′𝑆−1(𝑋 −𝜇). Mas, em certa
medida, a qualidade das inferências por estes métodos depende de quão a população ver-
dadeiro se assemelha da forma normal multivariada. É imperativo, portanto, a existência
de procedimentos para a detecção de casos em que os dados apresentam desvios extremos
ou moderados do que é esperado sob normalidade multivariada (JOHNSON; WICHERN,
1987).
Seria interessante então saber se as observações 𝑋𝑗 parecem violar a suposição
de que eles vieram de uma população normal. Das propriedades da distribuição normal,
sabe-se que todas as combinações lineares de variáveis normais são normais e os contornos
da densidade normal multivariada são elipsóides. Portanto, para saber se realmente a
suposição de normalidade pode ser assumida, deve-se responder a essas questões:
1. A distribuição marginal dos elementos de 𝑋 não parecem ser normais? E quanto a
algumas combinações lineares das Componentes 𝑋 𝑖?
2. Será que os gráficos de dispersão de pares de observações sobre características dife-
rentes dá a aparência elíptica esperada de populações normais?
3. Existem observações discrepantes que devem ser verificadas quanto à precisão?
Se normalidade não é um pressuposto viável, uma alternativa é a de tornar os
dados normais, considerando transformações adequadas. As análises da teoria normal
podem então ser efetuadas com os dados transformados (JOHNSON; WICHERN, 1987).
Transformações são nada mais do que uma re-expressão dos dados em unidades
diferentes. Por exemplo, quando um histograma de observações positivas exibe uma longa
cauda direita, transformando as observações, tomando seus logaritmos ou raízes quadra-
das, muitas vezes, melhorar sensivelmente a simetria em torno da média e a aproximação
a uma distribuição normal.
A tabela 1 apresentada em Johnson e Wichern (1987) fornece algumas transfor-
mações apropriadas para transformar os dados para perto da normalidade. Em geral não
existe uma regra para decidir qual transformação utilizar, geralmente os dados tendem
a sugerir uma ou outra transformação, o ideal é fazer tentativas até encontrar uma ade-
quada, em alguns casos, combinações dessas transformações podem ser utilizadas afim
de obter transformações adequadas para a normalização dos dados. Outro tipo útil de
transformação existente para essa finalidade é a família de transformações de potência e
mais informações podem ser encontradas em (JOHNSON; WICHERN, 1987).
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Escala Original Escala transformada
1. Contagem, 𝑦 √𝑦
2. Proporções log(̂︀𝑝) = 12 log( ̂︀𝑝1−̂︀𝑝)
3. Correlação 𝑟 Fisher’s 𝑧(𝑟) = 12 log
1+𝑟
1−𝑟
QUADRO 1 – TRANSFORMAÇÕES PARA NORMALIZAÇÃO
FONTE: JOHNSON E WICHERN (1987)
Para o proposito desse trabalho não basta encontrar uma transformação que torne
um conjunto com uma distribuição de probabilidade qualquer, em outro conjunto com uma
dstribuição normal, essa transformação ainda deverá satisfazer a condição de mudança de
comportamento.
Definição 2.1. Seja 𝑋 uma v.a com uma distribuição de probabilidade qualquer e 𝑇 :
𝑋 ⊂ ℜ → 𝑌 ⊂ ℜ uma função que transforma 𝑋 em 𝑌 ∼ 𝑁(𝜇, 𝜎2). Diz-se que 𝑇 preserva
uma mudança no comportamento se ∀ 𝑥, 𝑥𝑖, 𝑥𝑗 ∈ 𝑋 ocorrer⎧⎨⎩ 𝑥 ∈ (𝑥𝑖, 𝑥𝑗) ⇒ 𝑇 (𝑥) ∈ (−𝑚𝑎𝑥{𝑇 (𝑥𝑖), 𝑇 (𝑥𝑗)}, 𝑚𝑎𝑥{𝑇 (𝑥𝑖), 𝑇 (𝑥𝑗)})𝑥 /∈ (𝑥𝑖, 𝑥𝑗), |𝑥| > 𝑚𝑎𝑥{|𝑥𝑖|, |𝑥𝑗|} ⇒ 𝑇 (𝑥) /∈ (−𝑚𝑎𝑥{𝑇 (𝑥𝑖), 𝑇 (𝑥𝑗)}, 𝑚𝑎𝑥{𝑇 (𝑥𝑖), 𝑇 (𝑥𝑗)})
Essa condição visa a busca de transformações que garantam que quando o valor
de um escore fatorial estiver fora de um intervalo onde os escores fatoriais se agrupem, a
sua transformação em variável normal também estará fora da imagem desse intervalo pela
transformação. Isso irá garantir que quando o valor do escore apresentar uma mudança
no seu comportamento, a sua transformação preservará essa mudança, evitando erros
no diagnóstico. Mais informações sobre a importância dessa condição é apresentada no
capítulo 4.
2.4 ANÁLISE FATORIAL
Charles Spearman formulou a Análise Fatorial em 1904 para descrever a inteli-
gência através em um único fator. Ele desenvolveu um método para criação de um índice
geral de inteligência (fator "𝑔") com base nos resultados de vários testes que avaliam essa
aptidão (CORRAR; PAULO; DIAS, 2009). No entanto, o termo Análise Fatorial foi in-
troduzido por Louis L. Thurstone em 1931 no artigo Multiple Factor Analysis. Thurstone
(1931) identificou sete "Habilidades Mentais Primárias", em vez de um único fator "𝑔".
Estudos recentes têm alterado a quantidade de fatores a serem considerados na análise
da inteligência (CORRAR; PAULO; DIAS, 2009).
A Análise Fatorial (AF) é um método estatístico que busca, através da avaliação de
um conjunto de variáveis, a identificação de dimensões de variabilidade comuns existentes
em um conjunto de fenômenos; o intuito é desvendar estruturas existentes, mas que não
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observáveis diretamente. Cada uma dessas dimensões de variabilidade comum recebe o
nome de fator.
Aaker (2012) afirma que: "Os pesquisadores podem utilizar a análise fatorial para
duas funções elementares da análise de dados. Uma delas é a identificação do constructo
essencial dos dados". Malhotra (2001) concorda que se utiliza a análise fatorial nas se-
guintes circunstâncias:
1. Identificação das dimensões latentes ou fatores que expliquem as correlações entre
um conjunto de variáveis;
2. Identificação de um conjunto novo, menor, de variáveis não correlacionadas para
substituir o conjunto de variáveis correlacionadas;
3. Identificação, em um conjunto maior, de um conjunto menor de variáveis que se
destacam para uso em uma análise multivariada subsequente.
Hair et al. (2005) afirmam que os escores de fatores são úteis porque eliminam a
multicolinearidade das variáveis. Villwock (2009), apresenta um quadro com o histórico
de algumas evidências empíricas e teóricas da análise fatorial.
Segundo Hair et al. (1992), os pressupostos que regem a Análise Fatorial são mais
conceituais do que estatisticamente comprovados. Os pressupostos de normalidade mul-
tivariada, multicolinearidade e linearidade impactam a AF no grau em que interferem na
observação das correlações entre as variáveis (CORRAR; PAULO; DIAS, 2009).
A hipótese da normalidade é assumida pela AF dependendo do método utilizado
para extração dos fatores. Por exemplo, um dos métodos para extração é o da Máxima
Verossimilhança; este é um método que assume que as variáveis envolvidas no estudo
seguem uma distribuição normal. No entanto, a análise de componentes principais não
possui essa restrição. Outros detalhes importantes na avaliação da AF são os seguintes
segundo (CORRAR; PAULO; DIAS, 2009):
1. Maioria das correlações acima de 0, 60;
2. Baixos valores nas correlações parciais ou anti-imagem;
3. Teste de Esfericidade de Bartlett (Significância < 0,05);
4. Existência de uma estrutura que une as variáveis do estudo.
2.4.1 O Modelo Fatorial Ortogonal
Nessa etapa são apresentados os conceitos teóricos que possibilitam a análise fa-
torial. Todos os argumentos apresentados aqui, bem como as demonstrações de alguns
resultados podem ser encontradas em Johnson e Wichern (1987), Corrar, Paulo e Dias
(2009) e Mingoti (2007).
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Seja o vetor aleatório observável 𝑋, com 𝑝 componentes, 𝑋 ∼ ·(𝜇,∑︀). O modelo
fatorial postula que 𝑋 é linearmente dependente sobre variáveis aleatórias não observáveis
(latentes) 𝐹1, 𝐹2, . . . , 𝐹𝑚 com (𝑚 < 𝑝) chamadas fatores comuns (𝑚 fatores extraídos das
𝑝 variáveis) e 𝑝 fontes de variação aditivas 𝜀1, 𝜀2, . . . , 𝜀𝑝 chamados erros ou, algumas vezes,
fatores específicos
𝑋1 − 𝜇1 = ℓ11𝐹1 + ℓ12𝐹2 + . . . + ℓ1𝑚𝐹𝑚 + 𝜀1
𝑋2 − 𝜇2 = ℓ21𝐹1 + ℓ22𝐹2 + . . . + ℓ2𝑚𝐹𝑚 + 𝜀2
... ..........................................
𝑋𝑖 − 𝜇𝑖 = ℓ𝑖1𝐹1 + ℓ𝑖2𝐹2 + . . . + ℓ𝑖𝑚𝐹𝑚 + 𝜀𝑖
... .........................................
𝑋𝑝 − 𝜇𝑝 = ℓ𝑝1𝐹1 + ℓ𝑝2𝐹2 + . . . + ℓ𝑝𝑚𝐹𝑚 + 𝜀𝑝
(2.3)
ou em notação matricial (𝑋 − 𝜇)𝑝×1 = 𝐿𝑝×𝑚𝐹 𝑚×1 + 𝜀𝑝×1.
Os coeficientes ℓ𝑖𝑗 são chamados de pesos ou carregamentos e, especificamente, ℓ𝑖𝑗
é o carregamento na 𝑖-ésima variável do 𝑗-ésimo fator, tal que a matriz 𝐿 é a matriz de
carregamentos dos fatores. Note que o fator específico ou erro 𝜀𝑖 é associado somente com
a 𝑖-esima variável original 𝑋𝑖. Os desvios 𝑋1 − 𝜇1, 𝑋2 − 𝜇2, . . . , 𝑋𝑝 − 𝜇𝑝 são expressos em
termos de 𝑝 + 𝑚 variáveis aleatórias: 𝐹1, 𝐹2, . . . , 𝐹𝑚, 𝜀1, 𝜀2, . . . , 𝜀𝑝 que não são observáveis.
Isto distingue o modelo fatorial do modelo de regressão multivariada, cujas variáveis
independentes podem ser observadas.
Agora assumindo que:
𝐸(𝐹 ) = 0, 𝐶𝑂𝑉 (𝐹 ) = 𝐸(𝐹𝐹 ′) = 𝐼𝑚, 𝐸(𝜀) = 0,
𝐶𝑂𝑉 (𝜀) = 𝐸(𝜀, 𝜀′) = Ψ𝑝×𝑝 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ψ1 0 0 . . . 0
0 Ψ2 0 . . . 0
0 0 Ψ3 . . . 0
. . . . . . . . . . . . . . .
0 0 0 . . . Ψ𝑝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.4)
e que 𝐹 e 𝜀 são independentes, assim 𝐶𝑂𝑉 (𝜀, 𝐹 ) = 𝐸(𝜀, 𝐹 ′) = 0 com 𝑚 = 𝑝.
Sob essas suposições o relacionamento construído em 𝑋 − 𝜇 = 𝐿𝐹 + 𝜀 é chamado
modelo fatorial ortogonal e pode ser escrito como
𝑋𝑝×1 = 𝜇𝑝×1 + 𝐿𝑝×𝑚𝐹 𝑚×1 + 𝜀𝑝×1. (2.5)
Agora considerando a matriz
(𝑋 − 𝜇)(𝑋 − 𝜇)′ = (𝐿𝐹 + 𝜀)(𝐿𝐹 + 𝜀)′ = 𝐿𝐹 (𝐿𝐹 )′ + 𝜀(𝐿𝐹 )′ + 𝐿𝐹𝜀′ + 𝜀𝜀′
é possível mostrar que a matriz de covariância de 𝑋 é dada por
∑︁
= 𝐶𝑂𝑉 (𝑋) = 𝐸(𝑋 − 𝜇)(𝑋 − 𝜇)′ = 𝐿𝐿′𝑝×𝑝 + Ψ. (2.6)
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Consequentemente tem-se 𝑉 (𝑋𝑖) = ℓ2𝑖1 + ℓ2𝑖2 + . . . + ℓ2𝑖𝑚 + Ψ𝑖, com 𝑖 = 1, 2, . . . , 𝑝.
Observe que dessa forma a matriz de covariância ∑︀ pode ser decomposta em duas
partes. A matriz Ψ é chamada de matriz de variâncias específicas e é uma matriz diagonal
possuindo na diagonal principal as variâncias específicas Ψ𝑖 das variáveis originais. Já a
matriz produto 𝐿𝐿′ tem na diagonal principal as comunalidades ℎ2𝑖 = ℓ2𝑖1 + ℓ2𝑖2 + . . . + ℓ2𝑖𝑚
com 𝑖 = 1, 2, . . . , 𝑝 (𝑗 = 1, 2, . . . , 𝑚).
Pode ser mostrado que a covariância entre o vetor das variáveis originais 𝑋 e o
vetor dos fatores 𝐹 é dado por:
1. 𝐶𝑂𝑉 (𝑋, 𝐹 ) = 𝐿;
2. 𝐶𝑂𝑉 (𝑋𝑖, 𝑋𝑘) = ℓ𝑖1ℓ𝑘1 + ℓ𝑖2ℓ𝑘2 + . . . + ℓ𝑖𝑚ℓ𝑘𝑚;
3. 𝐶𝑂𝑉 (𝑋𝑖, 𝐹𝑗) = ℓ𝑖𝑗.
A porção da variância da i-ésima variável aleatória 𝑋𝑖 advinda como contribuição
dos 𝑚 fatores comuns é chamada de Comunalidade e a porção da 𝑉 (𝑋𝑖) = 𝜎2 oriunda do
fator específico é a Variância Específica. Assim, tem-se
𝑉 (𝑋𝑖) = ℓ2𝑖1 + ℓ2𝑖2 + . . . + ℓ2𝑖𝑚 + Ψ𝑖 (2.7)
2.4.2 Método das Componentes Principais
Existem vários critérios para definir o número 𝑚 de fatores. O critério mais utili-
zado é o critério de Kaiser, que diz que o número de fatores extraídos deve ser igual ao
número de autovalores maiores do que um. Quando o modelo fatorial pode ser usado para
tratar os dados, o problema que surge é como estimar os carregamentos (pesos) ℓ𝑖𝑗 e as
variâncias específicas Ψ𝑖. Um dos métodos de estimação é o Método das Componentes
Principais.
Seja ∑︀ a matriz de covariâncias de 𝑋, então, dado que ∑︀ é positiva definida, é
possível decompô-la na forma abaixo segundo a decomposição espectral:
∑︁























se 𝑚 = 𝑝, então, Ψ𝑖 = 0 ∀𝑖. Assim, se
∑︀ = 𝐿𝐿′ + Ψ tem-se Ψ𝑝×𝑝 = 0𝑝×𝑝 no ajuste
do modelo fatorial. Exceto pelo escalar
√︁
𝜆𝑗, os carregamentos no j-ésimo fator são os
coeficientes populacionais na j-ésima componente principal. Embora a representação de∑︀ seja exata, ela não é particularmente útil, pois tem muitos fatores comuns. É preferível
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um modelo que explique a estrutura de covariância em termos de poucos fatores comuns.
Uma aproximação, quando 𝑝 − 𝑚 autovalores são baixos, é negligenciar a contribuição
de 𝜆𝑚+1𝑒𝑚+1𝑒′𝑚+1 + 𝜆𝑚+2𝑒𝑚+2𝑒′𝑚+2 + . . . + 𝜆𝑝𝑒𝑝𝑒′𝑝 para

























Esta representação aproximada assume que os fatores específicos 𝜀 são de menor impor-
tância e podem, ser ignorados na fatorização de ∑︀. Se os fatores específicos 𝜀 são incluídos
no modelo, suas variâncias são os elementos da diagonal da matriz diferença ∑︀−𝐿𝐿′ e




𝑖𝑗 para 𝑖 = 1, 2, . . . , 𝑝.
Para se aplicar esta abordagem aos dados amostrais multivariados 𝑥1, 𝑥2, . . . , 𝑥𝑛 é
usual, primeiro centrar as observações subtraindo a média amostral 𝑥. Pode-se também,
trabalhar com as variáveis padronizadas, cuja a matriz de covariância amostral é a matriz
de correlação 𝑅 das observações originais. A matriz ∑︀ ≈ 𝐿𝐿′ +Ψ, quando se usa a matriz
de covariância 𝑆 ou, então, de correlação 𝑅, é conhecida como solução por componentes
principais.
2.4.3 Escores Fatoriais
Em muitas aplicações é preciso estimar o valor de cada um dos fatores (não ob-
serváveis) para uma observação individual 𝑋, sendo que esses valores dos fatores são
chamados de escores fatoriais. Os escores fatoriais estimados para as variáveis originais
são 𝐹 = (𝐿′𝐿)−1𝐿′(𝑋 − 𝜇) e para as variáveis padronizadas são 𝐹 = (𝐿′𝐿)′𝐿𝑍, desde que
se use componentes principais para estimar os pesos (VILLWOCK, 2009).
Com a rotação dos fatores se obtém uma estrutura para os pesos tal que cada
variável tenha peso alto em um único fator e pesos baixos ou moderados nos demais fatores.
Kaiser e Rice (1974) sugeriu uma medida analítica conhecida como critério Varimax.
Define-se ̃︀ℓ𝑖𝑗 = ℓ𝑖𝑗ℎ𝑖𝑗 , os coeficientes rotacionados escalonados pela raiz quadrada das
comunalidades. O procedimento varimax seleciona a transformação ortogonal 𝑇 que torna
𝑉 dada pela expressão 2.11 o maior possível, ou seja, o procedimento parte de∑︀ = 𝐿𝑇𝑇 ′𝐿′




















2.5 ADEQUABILIDADE DO MODELO FATORIAL
A verificação da suposição da Gaussianidade para os dados é necessária somente
quando um teste estatístico for aplicado para verificar a significância dos fatores. Devido ao
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fato de que a análise fatorial identifica e agrupa conjuntos de variáveis inter-relacionadas
há necessidade de que exista um certo grau de multicolinearidade (uma variável pode
ser explicada por outra variável) entre as variáveis e a matriz de dados deve apresentar
correlações não nulas.
2.5.1 Teste de Esfericidade de Bartlett
O ajuste de um modelo fatorial a um conjunto de dados tem como pressuposto
que as variáveis originais 𝑋𝑖, 1 = 1, 2, . . . , 𝑝 sejam correlacionadas entre si. Assim, quando
as variáveis 𝑋𝑖 são provenientes de uma distribuição normal 𝑝-variada é possível fazer-se
um teste de hipótese com o objetivo de verificar se a matriz de correlação populacional 𝜌
(estimada pela matriz de correlação amostral 𝑅) do vetor aleatório observado é, ou não,
a matriz identidade.
Este teste é conhecido como Teste de Esfericidade de Bartlett e testa a hipótese
nula 𝐻0 de que a matriz de correlação populacional 𝜌 do vetor aleatório observado é a
matriz identidade 𝐼𝑝×𝑝 contra a alternativa de matriz diferente da identidade. Em outras
palavras:
𝐻0 : 𝜌 = 𝐼𝑝×𝑝 × 𝐻𝐴 : 𝜌 ̸= 𝐼𝑝×𝑝.
A estatística do teste de Bartlett é definida como (MINGOTI, 2007):
𝑇 = −
[︂




onde 𝑛 é o tamanho da amostra, 𝑝 é o número de variáveis utilizadas na matriz de
correlação amostral 𝑅, ou seja, a ordem da matriz, ̂︀𝜆𝑖 é o 𝑖-ésimo autovalor da matriz de
correlação amostral 𝑅𝑝×𝑝.
Então, sob 𝐻0 e um tamanho de amostra 𝑛 grande, a estatística 𝑇 tem uma
distribuição aproximadamente qui-quadrado com 𝑣 = 12𝑝(𝑝 − 1) graus de liberdade. Desta
forma, para que o modelo fatorial seja aceitável, é necessário que o teste de Bartlett
rejeite a hipótese de nulidade 𝐻0, pois, se isso não ocorrer, não haverá correlações entre
as variáveis originais a ser modelada pela análise fatorial.
2.5.2 Critério de Kaiser-Meyer-Olkin (KMO)
Alguns autores sugerem que para um bom ajuste do modelo fatorial a um determi-
nado conjunto de dados é preciso que a inversa da matriz de correlação amostral, 𝑅−1(𝑝×𝑝),
seja próxima da matriz diagonal. E, uma medida dessa condição é o coeficiente 𝐾𝑀𝑂,












onde 𝑟2𝑖𝑗 é o quadrado do elemento pertencente a 𝑖-ésima linha e 𝑗-ésima coluna da
matriz de correlação amostral 𝑅(𝑝×𝑝), sendo que 𝑖, 𝑗 = 1, 2, . . . , 𝑝, 𝑞2𝑖𝑗 é o quadrado





, sendo que 𝑅(𝑝×𝑝) é a matriz de correlação amostral e
𝑖, 𝑗 = 1, 2, . . . , 𝑝.
A medida 𝐾𝑀𝑂 varia entre 0 e 1, e, quando o valor da medida 𝐾𝑀𝑂 está muito
próxima de 0, ajustar um modelo de análise fatorial aos dados é desaconselhável. Kaiser
e Rice (1974) indicam que, para a adequacidade de ajuste de um modelo fatorial, o valor
de 𝐾𝑀𝑂 deve ser maior ou igual a 0, 8.
Uma discussão sobre o uso de 𝐾𝑀𝑂 é apresentada em Rencher (2002), mostrando
que não se deve utilizar apenas o valor de 𝐾𝑀𝑂 como ponto de partida para ajustar ou
não um modelo de análise fatorial ortogonal aos dados, como por exemplo o teste de
esfericidade de Bartlett.
2.6 CONCEITOS DA CONFIABILIDADE ESTRUTURAL
A Análise de Confiabilidade Estrutural trata da relação entre as cargas impostas
a um sistema e sua capacidade de suportá-las. Ambas, cargas e resistências podem ser
incertos, de modo que o resultado de sua interação também é incerto. Hoje, é comum
expressar a confiabilidade na forma de um índice de confiabilidade, que é relacionado com
a probabilidade de fracasso (BAECHER; CHRISTIAN, 2003). Deve ser entendido neste
contexto que "fracasso" inclui não apenas falha catastrófica, como no caso de um desli-
zamento de terra, mas também, como qualquer diferença inaceitável entre o desempenho
esperado e observado (LEONARDS, 1975).
Com o intuito de facilitar a compreensão desse tema, e da sua utilização no traba-
lho real posteriormente são apresentados, de forma resumida, os conceitos fundamentais
da análise de confiabilidade estrutural. Evidentemente os conceitos dessa análise podem
ser aplicados a variados problemas de confiabilidade, no entanto, diferentes situações dão
origem a diferentes funções de desempenho, que representam um papel fundamental para
se obter o índice de confiabilidade e a probabilidade de falha. Por esse motivo, no pró-
ximo capítulo, são apresentados alguns exemplos de aplicações e os métodos existentes
mais indicados para tratá-los. Espera-se deixar claro no final do trabalho que apesar do
emprego dessas técnicas no objetivo principal, que é encontrar estimativas das probabili-
dades de falha para um bloco-chave da barragem, que a forma de tratar a estrutura como
um sistema, correlacionando os dados das leituras com as diversas condições de falha,
possibilitará a definição de uma função de desempenho diferente das usuais com o auxílio
da análise multivariada. Tal função deverá ser capaz de monitorar toda estrutura do bloco
e fornecer sua probabilidade de falha.
O resultado final de um projeto de engenharia consiste em proporcionar os ele-
mentos de um sistema de forma que o mesmo satisfaça aos diversos critérios para garantir
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o desempenho, segurança, funcionalidade e durabilidade sob várias demandas e solicita-
ções (KRÜGER, 2008). Por exemplo, uma estrutura deve ser projetada de forma que sua
resistência seja maior que os efeitos das cargas aplicadas. Contudo, existem muitas fontes
de incertezas nas cargas e nos parâmetros da resistência. Em geral, essas incertezas já
foram identificadas e quantificadas por diversos autores e estão disponíveis na literatura.
A necessidade de incorporar as incertezas em projetos de engenhiaria deu origem a vários
métodos de análise de confiabilidade (KRÜGER, 2008).
Ainda segundo Krüger (2008), quando uma estrutura é submetida a um conjunto
de cargas, ela irá responder de uma forma que depende do tipo e magnitude das cargas e
da resistência ou rigidez da estrutura. Os requisitos para que o desempenho da estrutura
seja considerado satisfatório podem incluir a segurança da estrutura em relação ao seu
colapso, ou danos até um certo limite, deflexões máximas ou ainda vários outros critérios.
Cada um desses requisitos pode ser considerado como um estado limite. A violação de um
estado limite pode ser definida como o ponto em que se atinge uma condição indesejável
da estrutura.
Deste modo, para avaliar a possibilidade de falha são empregadas ferramentas da
análise de confiabilidade estrutural, que é uma metodologia que permite avaliar com base
nas variáveis de projeto e nas distribuições de probabilidade dessas variáveis a probabili-
dade de falha de uma estrutura.
Com base na formulação convencional da confiabilidade estrutural, para a obtenção
da probabilidade de falha de uma estrutura é essencial definir o vetor de variáveis aleatórias
𝑋, dado por 𝑋 = (𝑋1, 𝑋2, . . . , 𝑋𝑛)𝑡, que corresponde às incertezas associadas ao projeto,
como por exemplo, à solicitação imposta à estrutura, à resistência, à geometria e os
materiais.
A função desempenho 𝐻(𝑋) = 𝐻(𝑋1, 𝑋2, . . . , 𝑋𝑛) estabelece um limite entre o
domínio de falha e o domínio seguro, ou seja, 𝐷𝑓 = {𝑋; 𝐻(𝑋) < 0} é o domínio de falha,
𝐷𝑆 = {𝑋; 𝐻(𝑋) > 0} é o domínio de segurança.
A equação de estado limite é definida por 𝐻(𝑋) = 0. Consequentemente, a pro-






𝑓𝑋(𝑥1, 𝑥2, . . . , 𝑥𝑛)𝑑𝑥1𝑑𝑥2 . . . 𝑑𝑥𝑛, (2.14)
onde 𝑓𝑋(𝑥1, 𝑥2, . . . , 𝑥𝑛) é a função densidade de probabilidade conjunta para os vetores
de variáveis aleatórias e a integração é realizada sobre o domínio de falha, 𝐻(𝑋) ≤ 0.
O problema da confiabilidade estrutural pode ser formulado em termos da margem
de segurança, 𝑀 = 𝑅 − 𝑆, onde 𝑅 é a resistência da estrutura e 𝑆 o efeito do carrega-
mento. Sendo 𝑅 e 𝑆 variáveis aleatórias, 𝑀 também é uma variável aleatória com função
densidade de probabilidade 𝑓𝑀(𝑚). Neste caso, a falha corresponde ao evento (𝑀 < 0)
sendo a probabilidade de falha dada pela área sob a curva 𝑓𝑀(𝑚) para valores de 𝑀 in-
feriores a zero. Se 𝑅 e 𝑆 são variáveis aleatórias normais (Gaussianas) e estatisticamente
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independentes, isto é, 𝑅 ∼ 𝑁(𝜇𝑅, 𝜎2𝑅) e, 𝑆 ∼ 𝑁(𝜇𝑆, 𝜎2𝑆), respectivamente, a margem de
segurança também será uma variável normal, 𝑀 ∼ 𝑁(𝜇𝑀 , 𝜎𝑀). A média e a variância da
margem de segurança são dados por 𝜇𝑀 = 𝜇𝑅 − 𝜇𝑆 e 𝜎2𝑀 = 𝜎2𝑅 + 𝜎2𝑆.











ou seja, a probabilidade de falha é função de 𝛽 = 𝜇𝑀
𝜎𝑀
, conhecido na literatura como índice
de confiabilidade.
Em casos em que a condição de normalidade entre as variáveis aleatórias envolvidas
não é garantida, esse método não apresenta resultados exatos, para esses casos existem
outros métodos que podem ser encontrados em Ang e Tang (1984).
Para Santos (2012) o cálculo da probabilidade de falha por meio da avaliação da
integral múltipla não é fácil, devido aos seguintes motivos:
1. Envolve uma integral multi-dimensional;
2. A forma exata da função densidade de probabilidade conjunta das variáveis aleató-
rias raramente é conhecida;
3. A equação de estado limite 𝐻(𝑋) = 0 nem sempre é dada de forma analítica, mas
como a solução de algum algoritmo numérico.
Soluções aproximadas podem ser obtidas eficientemente usando os Métodos de
Confiabilidade de Primeira Ordem (First Order Reliability Method - FORM), ou de Se-
gunda Ordem (Second Order Reliability Method - SORM). Os conceitos desses métodos
são encontrados em Santos (2012).
A função do estado limite pode ser linear ou não linear em relação às variáveis
básicas. Abordagens do tipo FORM podem ser utilizadas para avaliar a equação 2.14
quando a função do estado limite é uma função linear de variáveis normais não correla-
cionadas ou quando a equação do estado limite é representada por uma aproximação de
primeira ordem (linear) de variáveis normais equivalentes. Abordagens SORM podem ser
aplicadas para estimar probabilidades de falha para funções de desempenho não lineares,
e para casos de variáveis correlacionadas e não normais (KRÜGER, 2008).
Uma classificação para os métodos disponíveis da análise de confiabilidade foi
apresentada por Hurtado e Alvarez (2003), segundo eles os métodos disponíveis podem ser
classificados como aqueles baseados na teoria das probabilidades ( expansões em séries de
Taylor) e métodos baseados na geração de amostras sintéticas (simulações Monte Carlo).
Um ponto principal em ambos métodos da análise de confiabilidade que utilizam
expansões em séries de Taylor é a obtenção do ponto de projeto 𝑦*, que trata do ponto
sob a superfície de falha mais próximo da origem, no espaço reduzido 𝑌 . Nesses casos é
comum aplicar os métodos FORM e SORM, em ambos é realizada a transformação das
35
variáveis aleatórias do espaço original em variáveis aleatórias normais (ou Gaussianas)
padrão (SANTOS, 2012). Na literatura é possível encontrar trabalhos, como por exemplo
Haldar e Mahadevan (2000) e Melchers (1999), que fornecem detalhes sobre as trans-
formações necessárias para mapear pontos do espaço original 𝑋 para o espaço reduzido
𝑌 .
A distância no espaço 𝑌 do ponto de projeto à origem do sistema é denominada
de índice de confiabilidade e denotada por 𝛽. Desta forma, a determinação de 𝑦* consiste
na resolução do seguinte problema de otimização restrito (SANTOS, 2012),:⎧⎪⎪⎪⎨⎪⎪⎪⎩
minimizar 12𝑦
𝑡𝑦
sujeito a 𝐻(𝑦) = 0
(2.16)
onde 𝐻 : R𝑛 → 𝑅 é a superfície de falha e 𝐻 ∈ 𝐶1.
Uma vez que o ponto de projeto tenha sido localizado, a solução de primeira ordem
representa uma linearização da função de estado limite no ponto de projeto, resultando
na estimativa linear da probabilidade de falha, dada por
𝑃𝑓 = Φ(−𝛽) = 1 − Φ(𝛽);
em que Φ é a função distribuição acumulada da variável normal padrão. A representação
geométrica dessa análise é apresentada na figura 1.
FIGURA 1 – TRANSFORMAÇÃO DAS VARIÁVEIS 𝑋1 E 𝑋2 EM VARIÁVEIS NORMAIS PADRÃO.
FONTE: SANTOS (2012)
2.7 ANÁLISE DE CONFIABILIDADE ESTRUTURAL DE SISTEMAS
Nesse momento é apresentado um resumo de um campo da análise de confiabili-
dade estrutural, que procura soluções para problemas de engenharia, onde existem vários
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modos de colapsos a monitorar. Termos como árvore de falhas são mencionados e defini-
dos, diagramas e problemas intuitivos em segurança de barragens são apresentados. No
entanto, trabalhos realizados nessa área são apresentados no próximo capítulo. Muitos dos
conceitos mencionados nessa seção e mais informações sobre o assunto são encontrados
em Baecher e Christian (2003), informações adicionais são referenciadas.
2.7.1 Árvore de Eventos
Uma variedade de métodos estão disponíveis para a análise de riscos em enge-
nharia, mas as árvores de eventos tornaram-se uma abordagem comum para os sistemas
geotécnicos complexos. As árvores de eventos fornecem uma estrutura intuitiva para or-
ganizar questões sobre um local ou estrutura particular. Elas tipicamente progridem do
início ao fim, em ordem cronológica, e seguem uma cadeia de eventos, uma vez que po-
dem se desdobrar. Também são versáteis na adaptação às condições originais em um local
específico.
A estratégia utilizada pelas árvores de eventos é decompor os problemas práticos
em pequenos pedaços e depois trazê-los de volta para lançar luz sobre a perspectiva de
falhas do sistema. O lugar onde as árvores de eventos tiveram a mais ampla utilização na
prática geotécnica é a área de segurança de barragens, motivado pelos trabalhos realizados
no Bureau of Reclamation dos EUA, British Columbia Hydro e da Autoridade de Energia
BC Hydro, e de outros proprietários de grande cadeias de hidrelétricas e de barragens de
irrigação (BAECHER; CHRISTIAN, 2003).
No contexto da análise de risco, falha do sistema significa a cessação de funcio-
namento que se espera de um local ou estrutura como um todo. Por exemplo, considere
uma moderna barragem de terra, simplificada na Figura 2. Uma vez que a função de uma
barragem como um todo é reter água (com alguma infiltração admissível), falha funcional
ocorre quando a barragem (isto é, o sistema) deixa de reter água. Sistema significa o grupo
de elementos que interagindo formam todo complexo do local ou estrutura.
FIGURA 2 – REPRESENTAÇÃO ESQUEMÁTICA DO SISTEMA DE BARRAGEM DE TERRA
FONTE: BAECHER; CHRISTIAN, 2003
O objetivo final da Analise de Árvore de Eventos (AAE) é fornecer informações
sobre o funcionamento de um sistema e de como suas incertezas associadas funcionam. Ao
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longo do caminho, isso leva a uma quantificação da probabilidade de que o sistema pode
deixar de fornecer a sua função essencial. Esta é a probabilidade de falha do sistema.
Isto reflete a probabilidade da incerteza agregando conhecimento sobre o desempenho
funcional da barragem, meio ambiente, cargas e condições de serviço que a barragem
pode enfrentar.
Como em qualquer atividade de modelagem, os pressupostos e simplificações são
feitas em cada etapa, contextualizando a barragem como um sistema, criando uma árvore
de eventos. Diferentes análises têm diferentes formas de eventos, diferentes maneiras de
ligá-la a eventos, e diferentes maneiras de estimar parâmetros e atribuir probabilidades a
esses eventos. Uma árvore de eventos reflete uma estrutura de opiniões sobre um sistema,
com o meio ambiente natural, na qual o sistema reside. Além disso, é uma representação
gráfica das várias cadeias de eventos que possam resultar de algum evento inicial, alguns
dos quais, caso ocorram, levaria a falha do sistema.
O nome árvores de eventos vem do fato que, conforme os eventos aumentam,
consequentemente aumenta os ramos do diagrama, da mesma forma que os galhos de
uma árvore. Como podemos observar na figura 3.
FIGURA 3 – DIAGRAMA DE ÁRVORES
FONTE: BAECHER; CHRISTIAN, 2003
A probabilidade condicional está associada com cada evento, dado todos os eventos
anteriores, em árvore. A probabilidade conjunta de uma cadeia de eventos é calculada pela
multiplicação das probabilidades condicionais de eventos ao longo da cadeia. Somando as
probabilidades de todas as cadeias de eventos que começam a partir de um único evento
de iniciação e levaram ao fracasso, produz a probabilidade total de falha. Bury e Kreuzer
(1986) e Kreuzer e Bury (1984) dão exemplos de como as árvores de eventos podem ser
estruturadas para uma barragem de gravidade.
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2.7.2 Probabilidade de Sistemas Estruturais
Um evento é definido como um sistema se a superfície que define o domínio de
falha (superfície que está representada por uma ou mais funções de falha) tem mais de
um ponto de máxima densidade local de probabilidade ou se existe somente um ponto,
porém a superfície não é suave. O ponto de máxima densidade local de probabilidades
é aquele que, quando as variáveis randômicas são normais padrão, coincide com o ponto
cuja distância até a origem do sistema é mínima (SAGRILO, 1994). A figura 4 define um
sistema do ponto de vista da análise de confiabilidade.
FIGURA 4 – REPRESENTAÇÃO DA ANÁLISE DE CONFIABILIDADE
FONTE: SAGRILO, 1994
Os sistemas podem ser classificados em sistemas em série e em paralelo. Os sistemas
em série servem para representar a união entre os componentes (𝑏), enquanto que os
sistemas em paralelos representam a intersecção entre os componentes (𝑐). Sistemas em
série também servem para representar uma superfície de falha com mais de um ponto de
máxima densidade local de probabilidades (𝑎) e (𝑑). Sistemas que envolvem combinações
de sistemas em série e paralelo são chamados de sistemas mistos.
Para a análise de confiabilidade de sistemas estruturais, os diagramas de blocos são
comumente utilizados, tais como apresentados na figura 5. Cada componente do sistema
representa um evento de falha.
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FIGURA 5 – REPRESENTAÇÃO DE SISTEMAS NA ANÁLISE DE CONFIABILIDADE
FONTE: SAGRILO, 1994
A figura 5 (𝑎) representa o sistema em série e este é chamado assim, porque a falha
de um componente representa a falha do sistema. A probabilidade de falha do sistema









Para um sistema com eventos de falha independentes, a probabilidade pode ser
definida pela equação 2.18. Por exemplo, para um duto com 𝑛 defeitos de corrosão inde-
pendentes, a falha de um defeito qualquer provoca a falha de todo o sistema, neste caso,
a falha do duto (CARVAJALINO, 2010).
𝑃𝑓𝑠𝑒𝑟𝑖𝑒 = 1 − (1 − 𝑃𝑓1)(1 − 𝑃𝑓2) . . . (1 − 𝑃𝑓𝑛) = 1 −
𝑛∏︁
𝑖=1
(1 − 𝑃𝑓𝑖) (2.18)
O caso (𝑏) da figura 5 representa o sistema em paralelo, chamado assim, porque a
falha do sistema só ocorre quando todos os seus componentes falham. A probabilidade de
falha do sistema é definida pela interseção dos eventos de falhas individuais do sistema e








Para um sistema com eventos de falha independentes, a probabilidade pode ser






Quando os eventos de falha dos sistemas em série ou paralelo são correlacionados,
as equações 2.17 e 2.18 já não são mais válidas. Se cada evento de falha do sistema é
descrito por uma função limite de falha 𝑔(𝑥) ou 𝑚, onde 𝑚 é uma função normal padrão,
a probabilidade de falha do sistema pode ser calculada usando a função de probabilidade
normal padrão multivariada (FABER, 2006):
𝑃𝑓𝑠𝑒𝑟𝑖𝑒 = 1 − Φ(𝛽𝑛, 𝜌𝑛𝑛) (2.21)
𝑃𝑓𝑝𝑎𝑟𝑎𝑙𝑒𝑙𝑜 = 1 − Φ(−𝛽𝑛, 𝜌𝑛𝑛) (2.22)
Onde, Φ𝑛 é uma função cumulativa 𝑛-dimensional normal padrão, 𝛽 é um vetor
com os índices de confiabilidade de cada função limite de falha e 𝜌 é uma matriz de
coeficientes de correlação entre as funções limites. As equações 2.21 e 2.22 constitui a
base para a primeira e segunda ordem na análise de confiabilidade de sistemas (FABER,
2006).
No caso de duas funções limites, obtêm-se uma função cumulativa bidimensional
normal, Φ(−𝛽𝐼 , −𝛽𝐼𝐼 , 𝜌𝐼,𝐼𝐼), com coeficiente de correlação entre as duas funções limites e
definido por (FABER, 2006):
𝑃𝐼,𝐼𝐼 = 𝛼𝑇𝑖 .𝛼𝐼𝐼 (2.23)
Onde, 𝛼𝑖 é um vetor normal à funcão limite 𝑖 padronizada no ponto de projeto (𝑦*𝑖 ) e







{𝑃 (𝐹𝑖)} ≤ 𝑃𝑓 ≤ 1 −
𝑛∏︁
𝑖=1
(1 − 𝑃 (𝐹𝑖)) (2.25)
onde os correspondentes limites inferiores para o caso de correlação completa e o limite
superior para o caso de correlação é zero.
Para um sistema paralelo as mesmas considerações se aplicam levando à consta-
tação de que o correspondente superior vinculados à situação em que todos os modos de
falha são totalmente correlacionadas é menor vinculado à situação em que todos os modos
de falha são correlacionados,
𝑛∏︁
𝑖=1





Finalmente, para sistemas mistos, aqueles constituídos por ambos os sistemas em
série e paralelo, pode-se reduzi-los em um sistema em série ou paralelo, de forma se-
quencial, reduzindo os subsistemas em componentes. Para melhor compreensão observe o
exemplo.
Considere o sistema misto ilustrado na Figura 6 em que os componentes represen-
tam os modos de falha de um sistema estrutural.
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FIGURA 6 – REPRESENTAÇÃO DE SISTEMAS MISTO NA ANÁLISE DE CONFIABILIDADE
FONTE: (FABER, 2006)
Vamos supor que as probabilidades de modos de falha são as indicadas a seguir e,
além disso, que não se sabe até que ponto os modos de falha são correlacionados.
𝑃 (𝐹1) = 𝑃 (𝐹2) = 𝑃 (𝐹4) = 1.10−2
𝑃 (𝐹3) = 𝑃 (𝐹5) = 𝑃 (𝐹6) = 1.10−5
O sistema misto, tal como ilustrado na Figura 6 pode ser sucessivamente redu-
zida para um sistema de séries como mostrado na Figura 7. Neste sistema reduzido pre-
cisamos determinar as probabilidades de falha dos componentes 1⋂︀ 2⋂︀ 3 e 4⋂︀{5⋃︀ 6}.
Considerando-se primeiro o elemento 1⋂︀ 2⋂︀ 3 e assumindo que não há correlação, temos a
partir da Equação 2.22 que a probabilidade de falha é 𝑃 (1⋂︀ 2⋂︀ 3) = (1.10−2)2(1.10−5) =
1.10−9. Para o componente 4⋂︀{5⋃︀ 6} devemos considerar primeiramente o subsistema
{5⋃︀ 6} em série, com a aplicação da equação 2.21 determinamos 𝑃 ({5⋃︀ 6}) = 1 −
(1 − 1.10−5)2 = 2.10−5. Depois disso, aplicando novamente a equação 2.22 obtemos
𝑃 (4⋂︀{5⋃︀ 6} = 1.10−2 × 2.10−5 = 2.10−7.















= 1 − (1 − 2.10−7)(1 − 1.10−9) = 2, 01.10−7.
2.8 A SEGURANÇA DE BARRAGENS
O objetivo das próximas seções é apresentar os trabalhos científicos encontrados
na literatura que contribuíram para o desenvolvimento da análise de confiabilidade e
também aqueles que são correlacionados ao tema. Os textos auxiliam na compreensão
do problema proposto, no conhecimento de estratégias de soluções já abordadas com o
objetivo de buscar uma solução para problemas semelhantes. O capítulo também tem
razões pela busca de trabalhos que possa caracterizar o tema como algo inovador ainda
não estudado na literatura.
Uma barragem é uma estrutura construída no caminho das águas e destinada a
retê-la para os mais diversos fins, como abastecimento de água, energia hidroelétrica, irri-
gação, controle das enchentes e da erosão, canalização dos rios, turismo, etc. As barragens
podem ser classificadas em barragens de concreto e barragens de aterro. As barragens de
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FIGURA 7 – REDUÇÃO SUCESSIVA DO SISTEMA
FONTE: FABER, 2006
aterro são construídas de material pouco resistente quando comparadas com as de con-
creto, sendo comuns as barragens de terra e barragens de enrocamento. Cada um desses
tipos de barragens tem características de construção diferentes, solicitações diversas e
desempenho distintos (JAIME, 2006).
A construção, operação e manutenção de barragens, na maioria dos casos, tem sido
benéfico à humanidade. Isso não pode ser refutado para os casos em que as previsões de
planejamento não foram plenamente realizadas ou onde imprevistos dos efeitos naturais
diminuiram os benefícios esperados. Um breve esboço do desenvolvimento histórico ilustra
que a humanidade construiu barragens e ainda tem a intenção de manter e construí-las
no futuro (GIULIANI et al., 2003).
O curso natural do rio que flui por um vale pode sustentar a vida de algumas
pessoas e seu ambiente. O rio limita a população e ameaça a sua subsistência por aumento
dos níveis de água e as descargas durante a estação chuvosa e por falta de água durante
a estação seca. O primeiro problema pode ser reduzido pela escolha de uma região mais
distante do rio, pesando o custo de transporte de água contra os riscos de inundações. A
segunda é mais difícil de ser resolvida.
O represamento do rio para armazenar a água durante os períodos de seca foi
uma grande inovação. O aumento na confiabilidade do abastecimento de água melhorou
consideravelmente a produtividade agrícola. Os investimentos em sistemas de irrigação
poderiam ser justificados com base no fornecimento de água mais estável. Com o cres-
cimento da população foi necessário aumentar o tamanho das barragens e a capacidade
de armazenamento. Com a construção de barragens mais elevadas tornou-se possível a
geração de energia. A disponibilidade contínua de água e energia formou a base para o
aumento da riqueza que permitiu o desenvolvimento humano e o aumento do número de
pessoas, muitas das quais viviam a jusante da barragem. Além disso, o aumento da capa-
cidade do reservatório também tinha reduzido a ocorrência de inundações nessas áreas,
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criando condições de vida mais segura.
A população em geral raramente pensa na possibilidade remota de que a barragem
pode falhar, mas desfruta de seus benefícios. No entanto, a perspectiva remota de falha
é um motivo de preocupação para os engenheiros e a comunidade científica em geral. De
acordo com Giuliani et al. (2003) o objetivo fundamental da segurança de barragens é
proteger as pessoas, os bens e o ambiente, do prejudicial efeito da falha de operação ou
falha de barragens e reservatórios.
Ainda segundo Giuliani et al. (2003) o objetivo de proteger pessoas, bens e o ambi-
ente contra os efeitos da falha da represa tem que ser alcançado sem limitar indevidamente
os benefícios criados pela operação de barragens e reservatórios. Para alcançar os mais
altos padrões de segurança que podem ser razoavelmente atingidos, devem ser tomadas
medidas para:
1. Controlar a liberação de descargas prejudiciais a jusante da barragem através de
controles embutidos no regime de funcionamento normal da barragem;
2. Restringir a probabilidade de eventos que podem levar a uma perda de controle
sobre o volume armazenado do vertedouro e outras descargas;
3. Através de medidas preventivas detectar locais de possíveis acidentes, mediando
as consequências de tais eventos antes que eles ocorram, possibilitando medidas
emergencias satisfatórias.
Portanto, em resumo, quando realizado o objetivo da segurança de barragens sig-
nifica que foram tomadas todas as medidas razoavelmente práticas para evitar falha da
represa, e, para mitigar as consequências, deve ocorrer um alto nível de confiança de que
a probabilidade de eventos com potencial para causar sérios danos é extremamente baixa
e um alto nível de confiança de que, se ocorrer algum evento de falha as consequências
adversas serão extremamente baixas.
O problema então consiste em determinar formas de avaliar essas incertezas. Na
avaliação de risco de falha de uma barragem várias forças estão atuando na estrutura,
algumas forças com funções estabilizadoras e outras desestabilizadoras, tais forças podem
provocar anomalias na estrutura como o tombamento e o deslizamento. Diante disso, um
sistema de monitoramento deve ser implantado logo no início da construção da barragem,
possibilitando o acompanhamento do comportamento da estrutura.
Com o desenvolvimento dos computadores nos últimos anos, técnicas de estatís-
ticas multivariada e confiabilidade estrutural ganharam força e estão sendo amplamente
aplicadas, podendo citar Villwock (2009) que em sua tese apresentou uma metodolo-
gia enquadrada no contexto 𝐾𝐷𝐷 "Descoberta de Conhecimento em Bases de Dados",
que possibilitou a hierarquização dos instrumentos para automatização por suas impor-
tâncias. Ainda segundo Villwock (2009) o conceito de segurança de barragens envolve
44
aspectos estruturais, hidráulicos, geotécnicos, ambientais e operacionais. E um sistema
de instrumentação capaz de monitorar o comportamento geotécnico e estrutural de uma
barragem é essencial para avaliar seu comportamento e integridade.
Segundo KRÜGER (2008) a avaliação de confiabilidade de um sistema é complexa,
pois depende de muitos fatores como, contribuição da falha dos componentes na falha do
sistema, redundância da falha no sistema, comportamento de um componente ou de todo
o sistema após uma falha e correlações estatísticas entre os eventos de falha progressiva
de componentes.
Em Engineers (1987) e Engineers (1995) se encontram alguns objetivos da instru-
mentação de barragens. Nesses manuais os principais objetivos de um plano de instru-
mentação geotécnico são agrupados em quatro categorias: avaliação analítica; predição de
desempenho futuro; avaliação jurídica, desenvolvimento e verificação de projetos futuros.
Uma boa revisão sobre a importância da instrumentação para a avaliação da segurança
de uma barragem pode ser encontrada em Dibiagio (2000) e Duarte, Calcina e Galván
(2006).
2.8.1 Monitoramento da Barragem
Em uma barragem de concreto existem forças atuando na estrutura, pode-se ci-
tar a subpressão, que é gerada pela diferença do nível de água (montante-jusante) que
gera um gradiente hidráulico entre montante e jusante da barragem, fazendo com que a
água do reservatório queira passar para jusante buscando o equilíbrio hidráulico, temos
também a as forças horizontais, denominadas pressões hidrostáticas, gerada pela água
do reservatório que atuam de montante à jusante sobre a barragem. Como antes citado,
essas duas forças são chamadas de forças desestabilizadoras, ao contrário da força gerada
pelo peso da barragem que é uma força estabilizadora da estrutura. A combinação dessas
forças podem gerar o tombamento e/ou deslizamento da barragem, tanto pelos esforços e
momentos diretamente aplicados quanto pelo alívio do peso próprio da estrutura no caso
das subpressões (VILLWOCK, 2009).
As condições climáticas também influenciam no comportamento da estrutura. No
verão ocorre uma dilatação no concreto, o que provoca o tombamento do bloco à montante.
Este tombamento, por sua vez, faz com que o bloco comprima a fundação. No inverno o
concreto se contrai, provocando um tombamento do bloco à jusante, voltando a posição
inicial. Isto faz com que a pressão exercida sobre a fundação, ocorrida no verão, seja
aliviada. Pode-se então identificar um comportamento cíclico da estrutura, intimamente
condicionado a condições ambientais que envolvem a obra (VILLWOCK, 2009).
Nas figuras 8a e 8b é apresentado os efeitos das forças atuantes na estrutura
de concreto e provocadas pelos ciclos de verão e inverno. Diante disso para preservar a
estrutura da barragem um programa de instrumentação é de extrema importância. As
principais grandezas monitoradas pela instrumentação, segundo Luz e Luna (1983) são:
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FIGURA 8 – CONDIÇÕES DE CARGA BÁSICA E FORMAS DE INSTABILIZAÇÃO DE BARRA-
GENS DE GRAVIDADE DE CONCRETO
FONTE: VILLWOCK, 2009
∙ Deslocamentos;
∙ Deformações e tensões;
∙ Temperatura;
∙ Níveis piezométricos em fundações;
∙ Pressões de água;
∙ Vazões.
Para garantir a segurança, a escolha dos instrumentos apropriados é essencial,
pois com base nos dados gerados, anomalias serão previstas e as medidas corretivas serão
tomadas. Uma boa revisão da instrumentação implantada em barragens com o objetivo de
garantir essa confiança nos dados, pode ser encontrada em Matos (2002). Nesse trabalho
estão todos os instrumentos utilizados nas medições de deformações de uma estrutura
de concreto, suas funções e o desempenho que deles são esperados, como durabilidade e
precisão.
Muitas barragens são construídas com a junção de blocos de concreto, que é o caso
da Barragem de Itaipu, e os instrumentos estão instalados nesses blocos, é natural imagi-
nar que alguns desses instrumentos tenham uma alta correlação em suas medidas, visto
que, dependendo do movimento da estrutura alguns instrumentos serão influenciados.
Instrumentos altamente correlacionados estão normalmente associados ao monitoramento
de uma mesma anomalia, em Silveira (2003) é encontrado o quadro 9 com as correlações
entre os tipos de instrumentos usualmente empregados na auscultação de barragens de
concreto, conjuntamente às inspeções visuais, e os principais tipos de deterioração.
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FIGURA 9 – CORRELAÇÃO ENTRE OS TIPOS DE INSTRUMENTOS E A DETERIORAÇÃO DE
BARRAGENS DE CONCRETO
FONTE: SILVEIRA, 2003
2.9 APLICAÇÕES DA CONFIABILIDADE ESTRUTURAL
Nessa seção é feito uma revisão da literatura sobre alguns trabalhos realizados na
área de confiabilidade estrutural. Primeiramente é dado ênfase em diversos trabalhos so-
bre avaliação de riscos em barragens, na sequência trabalhos mais relacionados ao assunto
proposto terão destaque, principalmente os mais atuais que tratam dos problemas de con-
fiabilidade de sistemas. Percebe-se que grande parte dos trabalhos realizados nos últimos
anos visam a melhoria de métodos computacionais desenvolvidos anteriormente, com o
objetivo de diminuir o custo computacional ou garantir a convergência do método para a
maioria dos problemas de aplicações existentes. Outro enfoque importante e que motiva
trabalhos nessa área é a determinação de funções de desempenho capazes de monitorar
sistemas estruturais complexos e dos principais modos de falha.
2.9.1 Avaliação de Risco em Barragens
A idéia da análise de confiabilidade estrutural foi inicialmente introduzida por
Freudenthal (1947). Nos últimos 60 anos, houve muitas contribuições para o desenvolvi-
mento do campo da segurança estrutural, em geral utilizando a teoria da probabilidade,
estatística, análise de decisões, lógica difusa e outros métodos relacionados (RACKWITZ,
2001). Apesar de toda essa atividade e da clara indicação pelo seu uso, a aceitação ampla
pela comunidade de engenharia de projeto ainda não ocorreu (KRÜGER, 2008).
A primeira tentativa de questionar a incerteza nos parâmetros de projeto de com-
ponentes estruturais se deve a Mayer 1 (1926, citado por Carvalho, 2011). Ele defendeu
a utilização de procedimentos estatísticos para analisar a segurança de componentes es-
truturais. Anos depois Wierzbicki (1936) propôs os primeiros conceitos probabilísticos
de segurança estrutural, onde considerou que as cargas solicitantes e outros parâmetros
1 MAYER, M. Die SicHerheit der Bauwerke. Springer - Verlag, Berlin. 1926.
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de resistência são variáveis aleatórias, dependentes ou não do tempo, e que, para cada
estrutura, há sempre uma probabilidade não-nula de falha durante a sua vida útil.
O primeiro método de avaliação de interferência carregamento-capacidade foi o
método FOSM (First Order-Second Moment - Segundo momento de primeira ordem),
descrito por Cornell (1969) e Hasofer e Lind (1974), baseado no primeiro momento esta-
tístico, que convergia para uma solução exata apenas em casos de problemas lineares com
variáveis aleatórias normais.
Rackwitz e Fiessler (1978) introduziram o método FORM First Order Realiability
Method - Método de confiabilidade de primeira ordem, para lidar com variáveis aleatórias
não normais, onde propuseram um índice de confiabilidade em que a variável aleatória
podia ser avaliada por sua média e variância, ao invés de apenas sua média, na função
de estado limite do projeto. Eles ainda, propuseram um método numérico iterativo, para
o cálculo do índice de confiabilidade, que levava em consideração a função densidade de
probabilidade da distribuição normal para todas as variáveis.
Fiessler, Neumann e Rackwitz (1979) introduziram o método SORM Second Order
Realiability Method - Método de Confiabilidade de Segunda Ordem, para lidar com pro-
blemas não-lineares, usando expansões quadráticas de Taylor para aproximar a superfície
de falha em um ponto de projeto.
Melchers (1983) realçou a importância de considerar, em sistemas estruturais, a
correlação entre as variáveis aleatórias para obter uma avaliação correta da probabilidade
global de falha do sistema estrutural.
Yen, Cheng e Tang (1980) aplicaram os conceitos de confiabilidade para projetos
hidráulicos de bueiros. Método de primeira ordem do segundo momento é usado para








onde 𝜇 e Ω são a média e o coeficiente de variacão, respectivamente, de uma variável.
Φ indica a funcão de distribuicao normal padrão acumulada. 𝐿 representa a carga, e 𝑅
representa a resistência.
Cheng, Yen e Tang (1982) discutiram vários métodos para o cálculo de risco.
Os principais métodos discutidos são o método do período de retorno, o método de
integração direta, o método de simulação de Monte Carlo, Método do Valor-Medio de
Primeira-Ordem do Segundo Momento (MFOSM) , e, finalmente, Método Avançado de
Primeira Ordem do Segundo Momento (AFOSM). A equação básica utilizada para o
método (MFOSM) é a que segue:






onde, 𝑃 () representa o risco para um período 𝑛-ano em análise. 𝑌 e 𝑄 representam o
valor real de projeto da variável física em consideração e 𝑇𝑟 denota o período de retorno.
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A equação 2.28 pode ser usada se as ocorrências da variável aleatória 𝑌 são independentes
entre os anos e o sistema hidrológico é invariante.
Vanmarcke e Bohnenblust (1982) discutiram os procedimentos específicos de risco
baseados na análise de decisão aplicada à prática de engenharia de barragens. Três di-
ferentes critérios foram utilizados para lidar com perdas sociais, perdas econômicas e
comparação de várias contribuições para o risco agregado. Esse trabalho se concentra
mais na decisão teórica do que sobre os métodos de avaliação de risco de comportas.
Langseth e Perkins (1983) desenvolveram um modelo para estudar a influência de
probabilidades de falha de barragem na análise do vertedouro. Os resultados mostraram
que o pensamento tradicional, que assume que um vertedouro maior produz uma barragem
mais seguro não é necessariamente verdade.
Bureau (1989) forneceu um guia completo para um programa de análise de se-
gurança e avaliação de barragens. Vários modos e causas de fracasso que lidam com a
deterioração da fundação, com defeito no vertedouro, deterioração do concreto, etc, fo-
ram discutidos. Essas informações podem ser úteis na análise de uma árvore de falha.
Lee e Mays (1983) discutiram um modelo de risco dinâmico para refletir o risco
total de uma estrutura hidráulica incorporando incertezas hidrológicas e hidráulicas. Eles
geraram expressões para valores de risco que podem ser aplicadas em toda estrutura
monitorada.
Thun (1984) discutiu o problema de redução de risco para a sociedade, devido
à falha de barragens existentes. Análise de decisão com base no risco foi utilizada para
calcular o custo parcial de risco e custo total de risco. O custo total do risco foi definido
como a soma do custo de risco para todos os níveis de carga de todos os tipos de carga e
cada modo de falha relevante.
Vanmarcke (1984) desenvolveu um procedimento para quantificar os benefícios
de programas de mitigação de risco, com referência específica às barragens. O documento
trata mais da gestão de riscos, do que da quantificação dos riscos em projetos de barragens.
Kreuzer e Bury (1984) desenvolveram um procedimento para a avaliação da se-
gurança e risco da barragem. Isto é feito através da identificação das causas de falhas
primárias e condições perigosas, da seleção dos cenários de carga, e da análise das causas
de falha para cada cenário, resultando em um valor de probabilidade de falha. Esta in-
formação é então utilizada para realizar a avaliação da falha e consequências e, por fim,
a estimativa total do risco. A equação básica utilizada é a seguinte:






Na equação 2.29, 𝐿 representa uma carga crítica e 𝑅 representa a resistência da barragem
com falha ocorrendo quando 𝐿 ≥ 𝑅. 𝐿 e 𝑅 ambos são tratadas como variáveis aleatórias.
Priscu e Stematiu (1984) discutiram o processo de quantificar a probabilidade
de falha de barragens e a formulação de critérios de projeto para garantir o equilíbrio
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de segurança e riscos. Expressões de probabilidade de falha foram desenvolvidas usando
integral de convolução.
Widmann (1984) sugeriu que na fase de concepção, influências extremas devem
ser consideradas, verificando o projeto durante a construção e, também, assegurando
equipamentos de monitorização adequados. O trabalho se concentra mais na barragem,
monitoramento e manutenção do reservatório.
Fannelli et al. (1984) discutiram o conceito de simulações da vida útil prolongada
no tempo e usaram para realizar análise estatística. O procedimento formal para o cálculo
da probabilidade de falha foi apresentado.
Bury e Kreuzer (1985) calcularam as probabilidades de falha de uma determinada
barragem de gravidade para as possíveis causas de falha em eventos de dois cenários
típicos. Eles, também, em outro trabalho realizaram a avaliação de riscos através da ex-
pansão da cadeia de eventos para incluir falha condicionada e as conseqüências atenuantes
das ações (BURY; KREUZER, 1986). O método é semelhante ao proposto pelos mesmos
autores (KREUZER; BURY, 1984).
Lafitte (1993) aplicou o método da Classificação de Risco desenvolvido por ICOLD
(1982) para represar problemas de segurança. Foram utilizados três critérios principais:
(1) condições Gerais do local (CGS), (2) as condições da estrutura (CO), e (3) Condições
sócio-economicas da jusante da barragem (CSE). Cada um destes principais critérios são
subdivididos em critérios "parciais" que são atribuídos valores numéricos numa escala de
1 a 6, 1 sendo o mais favorável e 6 o menos favorável. Utilizando estes, fatores parciais são
calculados para cada um dos três principais critérios para cada barragem. Finalmente,
um fator Global (FG) é calculado com base na média ponderada dos três fatores parciais.
Stedinger, Heath e Nagarwalla (1989) aplicaram os conceitos da análise de árvore
de eventos para a segurança de barragens. Uma árvore de eventos é usada para descrever
os muitos fatores aleatórios que contribuem para as grandes cheias e possíveis danos a
jusante. Isto por sua vez permite a avaliação da probabilidade de fracasso da barragem e
da distribuição associada aos danos e perdas de vidas. Simulação de Monte Carlo é usada
em conjunto com a análise de árvore de eventos para calcular a real probabilidade de
fracasso.
Thompson, Stedinger e Heath (1997) discutiram a eficiência dos diferentes méto-
dos de avaliação: árvores de eventos, simples amostragem de Monte Carlo, amostragem
hipercubo latino, a amostragem por importância e uma analise estratificada Monte Carlo
método (AISMC) à segurança de barragens.
Pate-Cornell (1984) apresentou um método para realizar a avaliação probabilística
e otimização de sistemas de alerta e comparou seu desempenho e eficácia com outros meios
de gestão de riscos. A árvore de decisão para o monitoramento da barragem é apresentada.
A base do trabalho é a análise Bayesiana dos efeitos das barragens de controle, incluindo
vários eventos aleatórios. Os eventos aleatórios e as variáveis incluídas na análise foram:
50
ocorrência de falha potencial (probabilidade anual), modos de falha, sinais de ocorrência,
tempo de espera, a potencial falha da represa, e a proporção de pessoas salvas.
2.9.2 Análise de Confiabilidade de Sistemas Complexos
A determinação da expressão 2.16 é até hoje uma grande inspiração para o de-
senvolvimento de muitos trabalhos na área de confiabilidade estrutural. Pode-se citar o
algoritmo de HLRF, desenvolvido por Hasofer e Lind (1974) e Rackwitz e Fiessler (1978).
O algoritmo desenvolvido por eles também inspirou muitos trabalhos, pois apesar de
ter sido bem sucedido em diversas aplicações (LIU; KIUREGHIAN, 1991) e (LIU; KIU-
REGHIAN, 1986), a sua convergência não foi garantida matematicamente (SANTOS,
2012).
Zhang e Kiureghian (1994) e Santos (2012) apresentaram melhorias ao algoritmo
HLRF. Santos (2012) apresentou três novos algoritmos de otimização. O primeiro, deno-
minado nHLRF, foi desenvolvido especificamente para aplicação ao problema de confia-
bilidade estrutural. Tal algoritmo baseia-se no algoritmo HLRF, no entanto, utiliza uma
nova função de mérito diferenciável com as condições de Wolfe para a seleção do com-
primento do passo na busca linear. Sob certas hipóteses, o algoritmo proposto gera uma
sequência que converge para um minimizador local do problema.
Barbosa (2004) com o objetivo de diminuir o custo computacional em aplicações da
analise de confiabilidade estrutural propôs a aplicação de uma rede neural treinada para
a substituição de etapas necessárias ao método de Monte Carlo. As redes utilizadas neste
trabalho são do tipo backpropagation, fazendo-se uso do algoritmo de Levenberg - Mar-
quartdt e do algoritmo do gradiente descendente com momentum. A aplicação das redes
neurais, tanto atuando em conjunto com o método de Monte Carlo quanto substituindo
toda a análise, proporcionou bons resultados com baixo custo computacional.
Métodos de aproximação são amplamente utilizados para aliviar o custo compu-
tacional nas análises de engenharia. Para as análises de confiabilidade estrutural, uma
abordagem comum é o método de superfície de resposta RSM, que é baseado em regres-
são (KAYMAZ, 2004).
O RSM foi desenvolvido pela primeira vez para representar a relação entre a en-
trada e a saída de um experiência física por uma expressão matemática simples (WILSON,
1951). No entanto, o uso de RSM foi estendido a outros campos, especialmente para aná-
lises em engenharia que envolvem a execução de complexos códigos para aliviar o custo
computacional de tais análises (VENTER; HAFTKA, 1997). Uma das primeiras aplica-
ções do RSM para um problema de confiabilidade estrutural foi realizada por Bucher e
Bourgand (1990), em que um método de duas fases foi aplicado com uma função de su-
perfície de resposta quadrática (RSF), em que na primeira fase, os pontos experimentais
necessários para formar a primeira RSF é gerada ao longo do eixo 𝑥𝑖 com coordenadas
𝑥𝑖 = 𝜇𝑥𝑖 ± 𝑘𝑖𝜎𝑥𝑖 onde 𝜇𝑥𝑖 e 𝜎𝑥𝑖 são a média e desvio padrão da variável aleatória 𝑥𝑖. Em
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seguida, a função de desempenho é avaliada nos 2𝑛 + 1 pontos selecionados, que forma a
matriz de resposta. Os coeficientes desconhecidos do RSF são obtidos usando o método
dos mínimos quadrados. Depois de formada a RSF na primeira fase, esta função é usada
no lugar da função de desempenho para obter os resultados de confiabilidade, tais como o
ponto de projeto, o índice de confiabilidade e a probabilidade de fracasso. Usando o ponto
de projeto, um novo ponto central é determinado para obter os pontos experimentais para
a segunda fase, através da qual uma nova RSF é formada, que é assumido como sendo
próximo ao ponto do projeto real.
Recentemente, alguns pesquisadores têm melhorado o método de Bucher, como por
exemplo Rajashekhar (1993) e Kim e Na (1997), mas seus métodos são principalmente
baseados na abordagem de Bucher, que é chamada a RSM clássica. Kaymaz (2004) investi-
gou a utilização do método de Geoestatistica para problemas de confiabilidade estrutural,
comparando-o com o método RSM clássico. Especificamente usa-se a Krigagem, que é um
método de regressão usado em geoestatística para aproximar ou interpolar dados.
A teoria de Krigagem foi desenvolvida a partir dos trabalhos do seu criador, Daniel
G. Krige, pelo matemático francês Georges Matheron, no começo dos anos sessenta. Na
comunidade estatística, também é conhecida como "Processo Gaussiano de Regressão". A
estimação com base em apenas um atributo insere-se no âmbito da Krigagem; a estimação
de um atributo à custa de outros atributos insere-se no âmbito da Co-krigagem.
Kaymaz (2004) descobriu em seu trabalho que existem algumas vantagens e des-
vantagens na aplicação do método de krigagem, com base nos resultados obtidos em alguns
exemplos diponiveis na literatura. No entanto, sugere os pontos para os quais o modelo
pode ser melhorado para obter melhores resultados em problemas de confiabilidade estru-
tural.
Um enfoque muito importante da análise de confiabilidade estrutural é a deter-
minação da função de função de desempenho, principalmente para problemas de confia-
bilidade de sistemas estruturais complexos. Através dessa função temos conhecimento da
região de falha e sucesso. Se a região é não linear ou as variáveis aleatórias envolvidas não
segue uma distribuição normal, técnicas de aproximação são utilizadas para a determina-
ção do ponto de projeto e posteriormente a probabilidade de falha. Por sua importância
na análise, muitas trabalhos visam encontrar formas de determinar tal função, com o
objetivo de facilitar a aplicação dessas técnicas.
Krüger (2008) em seu trabalho determinou a probabilidade de falha através de
uma multipla função de desempenho, em que cada 𝑔𝑖 com 𝑖 = 1, . . . , 𝑛 monitorava um
determinado modo de falha. O conceito de múltiplos modos de falha ou múltiplas falhas de
componentes é conhecido como avaliação de confiabilidade de um sistema. Neste trabalho
uma análise de confiabilidade completa deveria incluir tanto estimativas no nível dos
componentes quanto para o sistema como um todo. Em geral, a avaliação de confiabilidade
de um sistema é complexa, pois depende de muitos fatores, como: (1) contribuição da falha
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dos componentes na falha do sistema, (2) redundâncias no sistema, (3) comportamento
de um componente ou de todo o sistema após uma falha, (4) correlação estatística entre
os eventos de falha, e (5) falha progressiva dos componentes.
O objetivo principal era desenvolver uma metodologia para a análise de confiabi-
lidade estrutural de barragens de concreto que seja acessível, podendo ser aplicada em
projetos de engenharia, e que utilize dados estatísticos do concreto para a estimativa da
confiança de uma seção representativa da barragem, e compará-la com os procedimentos
determinísticos normalmente utilizados nas análises de estabilidade, em situações seme-
lhantes de barragens de concreto à gravidade. Ele desenvolveu equações de estado limite
para os vários modos de falha analisados em barragens de concreto à gravidade tais como:
flutuação, tombamento, deslizamento e tensões normais.
Ainda, segundo Krüger (2008), sobre a noção de considerar a confiabilidade da
barragem como sistema, afirma que as dificuldades para estabelecimento das correlações
entre os modos de falha e a falta de estudos específicos desta natureza para barragens
inviabilizaram a aplicação prática desta consideração dentro da metodologia proposta em
seu trabalho, pois foi assumida uma metodologia que pudesse ser aplicada em paralelo
com a abordagem determinística tradicional de análise de estabilidade da barragem, a
qual considera os modos de falha independentes entre si.
Moses (1982) apresentou a evolução de sistemas de confiabilidade estrutural em
engenharia, revisando os métodos de confiabilidade do sistema e os novos conceitos exis-
tentes. Desenvolveu uma abordagem de carga para identificar e expressar os modos de
colapso através do emprego de um estratégia para identificar e enumerar os significados
dos colapsos estruturais, isolando a importância dos componentes críticos no desempenho
do sistema. Relata que para a aplicação em escala realista, a análise de confiabilidade do
sistema deve ser dividida em duas partes: (a) modelagem em engenharia, o que significa
a identificação, descrição e enumeração dos vários modos de colapso, e (b) os cálculos
probabilísticos, para determinar as probabilidades de falha individuais, e, em seguida,
combiná-los em uma avaliação geral do sistema.
Ainda, segundo Moses (1982) para grandes estruturas a busca de modos críticos
é difícil e não é possível assegurar que todos os modos de falha significativos foram en-
contrados. Normalmente a modelagem necessária da confiabilidade de sistemas procuram








onde 𝑔𝑗 < 0 se ocorreu o colapso 𝑗. 𝑅𝑒𝑘 é a 𝑘-ésima força e 𝑆𝑖 é a 𝑖-ésima componente de
carga.
Sistemas de falha não lineares também foram estudados, mas nesse caso são mais
difíceis de modelar uma expressão como 2.30 conforme G. Edwards 2 (1980, citado por
2 EDWARDS, G.; TUDHOPE, P. J.; HALSEN, M. A. Offshore jacket platform Failure mode analysis.
KIVI Symp. on Safety and Reliability of Structures, T.H. Delft. Sept., 1980.
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Moses, 1982). Assim a confiabilidade do sistema denotado por 𝑅𝑠 é expressa como
𝑅𝑠 = 𝑃 [𝑔𝑗 > 0] ∀ 𝑗 (2.31)
Para Moses (1982), eventos de modo de colapso são correlacionados através de
resistências de carga e assim uma exata solução para a expressão 2.31 é geralmente im-
possível. Ang e Ma (1981) e Vanmarcke (1971) fizeram várias investigações considerando
esta combinação para resolver o problema de encontrar uma solução aproximada ou li-
mites para 𝑅𝑠. Gorman (1979) afirma que simulação de Monte Carlo é a único método
preciso para combinar as estatísticas de cada colapso a fim de estimar a confiabilidade do
sistema 𝑅𝑠.
Assim, como Moses (1982) e Ranganathan (1987), diversos autores perceberam que
expressar todos os modos de falha existentes em um sistema estrutural não era viável, e,
em seus trabalhos procuraram meios para determinar apenas os modos de falha dominan-
tes, isto é, aqueles que possuíam significativa probabilidade de ocorrência. Murotsu et al.
(1984), Karamchandani (1987) e Srividya e Ranganathan (1992), desenvolveram métodos
para identificar modos de falha dominantes, avaliando suas probabilidades em uma árvore
de eventos. A probabilidade de falha do sistema é então calculada com base nas proba-
bilidades e estatísticas das dependências dos modos de falha identificados. Esse processo
exige a busca dos modos de falha individuais repetidamente, para que fosse possível ava-
liar as contribuições dos modos de falha individuais na probabilidade de falha do sistema,
o que acarreta enorme custo computacional, especialmente para grandes estruturas com
um elevado nível de redundância (DONG-SEOK et al., 2013).
Uma revisão dos métodos desenvolvidos para identificar modos de falha domi-
nantes é encontrado em Shao e Murotsu (1999), que inclui uma abordagem probabilís-
tica do método branch-and-bound (MUROTSU et al., 1984), (THOFT-CHRISTENSEN;
MUROTSU, 1986), (KARAMCHANDANI, 1987), (LEE; SONG, 2011) e (LEE; SONG,
2012), e técnicas baseadas em simulação (MELCHERS, 1994). Além de uma abordagem
determinística como o método de carregamento incremental (MOSES, 1982), método de
descompactação (THOFT-CHRISTENSEN; MUROTSU, 1986) e o métodos baseados em
programação matemática (COROTIS; NAFDAY, 1989) ou empregando técnicas heurís-
ticas (XIAO; MAHADEVAN, 1994) e (SHETTY, 1994). Em geral, a abordagem pro-
babilística é considerada teoricamente rigorosa e computacionalmente cara, enquanto a
abordagem determinística é computacionalmente eficiente, mas tem um risco de excesso
de busca de modos de falha importantes (SHAO; MUROTSU, 1999).
Shao e Murotsu (1999) propusseram uma melhorada técnica de busca seletiva base-
ada em simulação, em que um algoritmo genético GA (HOLLAND, 1975), (GOLDBERG,
1989) é usado para encontrar um pequeno número de modos de falha dominantes que são
mais prováveis de contribuir para a falha do sistema.
Thoft-Christensen e Murotsu (1986) trataram de dois temas sobre a teoria de
confiabilidade estrutural de sistemas, um abrange a geração automática de equações de
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modos de falha, identificações de modos de falha estocasticamente dominante, avaliação
da confiabilidade de estruturas redundantes, emprego do método de matrizes para incluir
matrizes de rigidez reduzidas e forças nodais equivalentes, que representam os elementos
que falharam, para expressar a margen de segurança dos elementos. O outro discute os
vários problemas de projeto ótimo baseado no conceito da confiabilidade. Esses problemas
são interpretados através de soluções para problemas de otimização multi-objetivo.
Le e Li (1989) apresentaram um modelo para a confiabilidade e a análise de desem-
penho de sistemas onde as componentes podem degradar de uma maneira estatisticamente
dependente. Medidas de confiabilidade e desempenho do sistema são calculados conside-
rando os estados mais prováveis. Existem outros trabalhos na literatura que lidam com
componentes dependentes (DRAPER; EVANS; GUTTMAN, 1989). O conceito de com-
ponentes associados foi introduzido por Barlow e Proschan (1965), em que se assume que
se um componente dependente 𝐶 falhar, em seguida, os outros componentes falham de
forma mais provável. A indisponibilidade 𝑄𝑠(𝑡) é derivada usando o princípio da inclusão-




























onde 𝑁𝑐 é o número total de cortes mínimos e 𝑑𝑖 são todos os eventos básicos que ocorrem
no corte mínimo definido no momento 𝑡. A quantificação de sistemas que incluem eventos
dependentes é feita usando o princípio da inclusão-exclusão, juntamente com modelos
de Markov (TRIVEDI, 2000). Derman e Ross (1995) discutiram procedimentos para o
cálculo de probabilidades multinomiais para maximizar a probabilidade 𝑘 de um sistema
𝑛. Um método de simulação é utilizado que emprega uma técnica de redução de variância
para estimar a fiabilidade de um sistema de 𝑛 componentes.
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3 INSTRUMENTAÇÃO E MONITORAMENTO
Este capítulo tem por objetivo introduzir algum aspecto da instrumentação e a
forma de monitoramento na Usina Hidrelétrica de ITAIPU, as informações aqui apresen-
tadas estão disponíveis em Binacional (2003).
3.1 INSTRUMENTAÇÃO
O sistema de instrumentação é feito através de um plano de instrumentação que
consiste em um projeto de instrumentação obtido primeiramente através dos resultados
do estudo detalhado das características geológico-geotécnicas da região e do entorno onde
estará locada a barragem, através do qual são definidas seções e blocos chaves a serem
observados e instrumentados (MATOS, 2002). Por exemplo, na figura 10 está mostrado o
esquema de blocos chave na barragem de Itaipu.
FIGURA 10 – ESQUEMA DE BLOCOS CHAVES NA BARRAGEM DE ITAIPU
FONTE: BINACIONAL, 2003
Foram instalados mais de 2000 instrumentos, 90% dos quais considerados perma-
nentes. Após oito anos de operação do empreendimento, a maioria dos instrumentos está
funcionando ou em condições de uso. Com exceção dos marcos ou dos alvos topográficos
e das bases de alongâmetro para medição da abertura das juntas ou fissuras, todos os
outros instrumentos estavam embutidos ou situados no corpo da estrutura, ou instalados
em furos nas fundações. Os tipos e finalidades dos instrumentos são:
Nas fundações foram instalados:
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∙ Piezômetros para medir a pressão dos poros e a subpressão hidráulica em juntas ou
contatos escolhidos no maciço rochoso ou no contato barragem-fundação;
∙ Furos de drenagem para medição de percolação total e da subpressão a jusante da
cortina de injeção principal;
∙ Extensômetros múltiplos para medição das deformações totais e diferenciais, tanto
na direção vertical como na horizontal, das fundações em relação às estruturas.
Nas barragens de aterro foram instalados:
∙ Piezômetros para medir a pressão dos poros no núcleo e no contato núcleo-fundação;
∙ Marcos e alvos topográficos para levantamento de alta precisão para medição dos
deslocamentos horizontais e verticais em relação a marcos de referências permanen-
tes situados nas margens em locais afastados e não afetados pelos recalques;
∙ Medidores de recalques para monitorar os recalques durante a construção, após a
conclusão e durante a operação do empreendimento;
∙ Células de pressão embutidas no maciço do aterro para medir as pressões nos muros
de concreto da transição com as estruturas de concreto.
Nas estruturas de concreto foram instalados:
∙ Pêndulos diretos e invertidos para medir os deslocamentos horizontais das estrutu-
ras de concretos como também das deformações horizontais absolutas da rocha de
fundação e da estrutura acima dela;
∙ Marcos e alvos topográficos para medir os deslocamentos horizontais da crista da
barragem em relação às linhas de referências entre marcos situados nas margens em
locais afastados e não afetado pelos recalques;
∙ Bases e pinos, instalados na superfície através das juntas de contração e nas fissuras
que ocorreram em alguns blocos de contrafortes, para medição das aberturas com
medidor de juntas removível;
∙ Medidores de juntas embutidos, instalados através das juntas de contração, para
medição das aberturas antes e depois da injeção;
∙ Termômetros embutidos no concreto para medição da temperatura durante a cons-
trução e operação;
∙ Rosetas de deformímetros do tipo Carlson foram embutidas no concreto para medi-
ção das variações de volume autógenas, fluência e deformação elástica e temperatura.
As tensões foram calculadas a partir dos resultados do deformímetro;
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∙ Tensômetros do tipo Carlson para medição direta das tensões de compressão no
concreto;
∙ Para medição da vazão de percolação pelas estruturas e suas fundações, foram ins-
talados 31 vertedores, medidores de vazão em canaletas, dentro das galerias das
estruturas de concreto, nos túneis e a jusante das barragens de aterro.
A figura 11 apresenta a instrumentação instalada em um bloco chave da barragem
de Itaipu.
FIGURA 11 – INSTRUMENTAÇÃO TÍPICA DA BARRAGEM DE GRAVIDADE ALIVIADA
FONTE: BINACIONAL, 2003
3.2 CARCTERÍSTICAS DOS BLOCOS CONSTRUÍDOS
Nessa seção é apresentada as características dos blocos que foram construídos para
Usina de Itaipu, tais como blocos de gravidade aliviada, contrafortes e para os blocos
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construídos para o vertedouro. Este ultimo com maior ênfase pois são blocos de natureza
diferente e são a principal motivação para esse estudo.
A barragem principal é formada por 18 blocos denominados 𝐹1/2 até 𝐹35/36,
sendo destes, quatro blocos representativos e altamente instrumentados para monitorar
seu desempenho, sendo os blocos 𝐹13/14 e 𝐹19/20 por serem os mais altos blocos de
gravidade aliviada no canal do rio, o bloco 𝐹5/6 é um dos blocos mais baixo com to-
mada d’água e conduto forçado e o bloco 𝐹35/36 é um bloco de 110 metros de altura
sem tomada d’água ou conduto forçado, e não tem cavidade completamente fechado, o
esquema de instrumentação em um bloco de gravidade aliviada é mostrado na figura 10.
A instrumentação na fundação de um bloco de gravidade aliviada engloba extensôme-
tros múltiplos, pêndulos invertidos e piezômetros. Nas chavetas dos blocos de gravidade
aliviada bem como na rocha de fundação foram instalados piezômetros, extensômetros,
medidores triortogonais e deformímetros.
Para monitorar a barragem de contra forte foram selecionados nove blocos como
representativos, cujos instrumentos foram instalados, extensômetros múltiplos verticais e
inclinados sob a cabeça, que penetraram de 50 à 70 metros nas fundações, extensômetros
múltiplos no corte abrupto da rocha a jusante de alguns blocos na margem direita e
piezômetros sob as cabeças de montante.
Para monitorar a casa de força, nas áreas de montagem e nas suas fundações foram
instalados no ano de 1982, 22 extensômetros, 79 piezômetros, 2 pêndulos diretos, 156 bases
de alongâmetro, 24 medidores elétricos de junta, 10 termômetros embutidos, 8 rosetas de
deformímetros, 8 tensômetros para armadura, 10 tensômetros e 9 medidores de vazão,
posteriormente foram instalados mais. O quadro 2 mostra os instrumentos instalados em
ITAIPU.
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UHE ITAIPU - QUADRO DE INSTRUMENTOS DE AUSCULTAÇÃO INSTALADOS
ESTRUTURA







































































































































































































































































































BAR. DE TERRA - MD (Q) 27 - - 8 - 35 - - - - - - - - - - - - - - 14 49 -
VERTEDOURO (A) 66 14 6 2 - 88 188 27 8 2 - 44 2 - 6 9 - 98 - 2 8 196 188
BAR. LATERAL DIREITA (D) 146 32 - 3 - 181 522 75 2 6 - 179 11 - 64 14 - 351 350 5 20 557 872
BLOCOS LIG. DIREITA (E) 21 4 - 2 - 27 144 - - 8 - 18 3 - 4 4 2 39 36 1 2 69 180
BAR. PRINCIPAL (F) 77 31 11 11 - 130 1870 112 6 32 - 99 27 4 5 33 3 321 198 4 12 470 2068
ESTRUTURA DE DESVIO (H) 74 11 - 7 - 92 359 - 10 - - 107 5 - 1 44 - 167 225 2 3 264 584
LIG. ESQUERDA (I) 43 13 - 5 - 61 362 - 2 3 - 2 4 - 19 10 - 102 140 2 8 173 502
CASA DE FORÇA (U) 87 31 5 1 - 124 606 47 30 15 16 112 11 2 - 22 - 255 - - - 379 606
ÁREA DE MONT. DIREITA (S) 8 - - 3 - 11 174 - - - - 12 - - - 3 - 15 - - - 26 174
ÁREA DE MONT. CENTRAL (T) 7 - - 1 - 8 65 - - - - 10 - - - - - 10 - - - 18 65
BAR. ENROCAMENTO (K) 60 - - 1 - 61 - - - - - - - - - - - - - 4 34 99 -
BAR. DE TERRA - ME (L) 48 - - 6 9 63 56 - - - - - - - - - - - - - 40 103 56
TOTAL 664 136 22 50 9 881 4346 261 58 66 15 645 63 6 99 139 5 1358 949 20 141 2403 5295




Os blocos da barragem de gravidade aliviada são células monolíticas, cada uma
delas constituída de uma cabeça de montante apoiada por duas almas de contraforte e
fechada por uma cabeça no paramento de jusante. Cada bloco adjacente se encostam
mutuamente na cabeça de montante, na cabeça do paramento de jusante e na parte
superior, mas são separados por juntas de contração transversais (BINACIONAL, 2003).
A figura 12 apresenta um bloco de gravidade aliviada.
FIGURA 12 – BLOCO DO TIPO GRAVIDADE ALIVIADA
FONTE: BINACIONAL, 2003
Dos 18 blocos de gravidade aliviada da barragem de Itaipu, 16 têm uma tomada
d’água localizada no topo e um conduto forçado com diâmetro de 10, 5𝑚 apoiado no pa-
ramento de jusante. O formato do paramento de montante do bloco de gravidade aliviada,
que suporta a pressão do reservatório, foi refinado por uma série de estudos bidimensionais
pelo Método dos Elementos Finitos (MEF), que consideraram a influência das seguintes
variáveis sobre as tensões na cabeça maciça: Chanfros para recortar os ângulos de mon-
tante, posição dos veda-juntas nas transversais, espessura mínima líquida no coroamento
e na declividade de jusante da cabeça e Espessura dos contrafortes apoiando a cabeça.
Uma vez que a barragem de gravidade aliviada é complexa em sua articulação e
construída em estágios, os seguintes aspectos e características foram de especial interesse:
1. Transferência do peso próprio da cabeça de montante aos contrafortes durante a
construção;
2. Possibilidade de fissuração interna na cabeça particularmente perto da fundação;
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3. Abertura das juntas longitudinais de contração e viabilidade de seu tratamento por
injeção;
4. Formação de uma trinca na fundação próxima à cortina de injeção de montante,
indicada nas análises pelo MEF;
5. Deformações permanentes e elásticas da fundação, particularmente na direção do
fluxo;
6. Resposta monolítica de cada bloco concluído da barragem depois do enchimento do
reservatório e de ter alcançado o estágio elástico permanente;
3.2.2 Barragem de Contrafortes
Na margem direita, entre o vertedouro e a barragem principal de gravidade alivi-
ada, há 64 blocos de contrafortes e, na margem esquerda, entre a estrutura de controle
de desvio e a barragem de enrocamento, há 19 blocos de contrafortes. Todos os 83 blocos
são idênticos na configuração estrutural e perfil e têm 17𝑚 de largura no eixo. A figura
13 apresenta um bloco de contrafortes.
FIGURA 13 – BLOCO DE CONTRAFORTES
FONTE: BINACIONAL, 2003
O tipo de cabeça poligonal do contraforte de concreto massa foi selecionado para
as barragens laterais pelas seguintes razões principais: economia, adaptabilidade para
construção de um canal adutor e tomadas d’água para uma possível casa de força futura,
conveniência como interface com a barragem principal e a estrutura de controle de desvio,
otimização das operações de concretagem e simplicidade das formas de construção.
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3.3 BLOCO DO VERTEDOURO
O estudo desenvolvido neste trabalho utiliza os dados do bloco-chave 𝐴 − 15 da
Barragem de Itaipu. Esse é um dos blocos que compõem a estrutura do vertedouro que é
composta por 15 blocos. Como esses blocos tem a missão de sustentar as calhas do ver-
tedouro, eles possuem uma estrutura diferente das mencionadas anteriormente, e, devido
a isso, suas leituras também apresentam dados bem diferentes dos outro blocos do tipo
gravidade aliviada e de contrafortes. Esse foi um dos motivos que levou a essa escolha. A
seguir é descrito a estrutura desses blocos além de especificar como se dá seu monitora-
mento e as grandezas que requerem mais atenção, informações a respeito das calhas e do
trampolim serão omitidas visto que os instrumentos de monitoramento estão instalados
no bloco e toda análise se da a partir desses dados. As informações mencionadas estão
disponíveis em Binacional (2003).
No seu formato final, o vertedouro é convencional com um canal inclinado e uma
estrutura de controle em forma de ogiva, dividido em três calhas, cada uma com o seu
trampolim. O lado esquerdo do canal de aproximação é margeado pela barragem lateral
direita de contraforte e o lado direito por um talude inclinado até o nível natural do
terreno, o qual é protegido por rip-rap e muros de concreto. A seção do vertedouro é uma
estrutura de gravidade maciça com fundação na 𝐸1 180, a soleira na 𝐸1 200 e a crista da
estrutura na 𝐸1 225. São 15 os blocos, com 140 comportas radias, separados e sustentados
por pilares de 5𝑚 de largura. Cada calha é separada por um muro de concreto armado, do
tipo gravidade, ancorado à fundação por chumbadores de aço. Os perfis das calhas estão
em diferentes níveis, acompanhando a posição da rocha para minimizar a escavação da
fundação. As calhas direita e central têm quatro comportas de 20𝑚 × 20𝑚 cada e a calha
esquerda tem seis comportas de 20𝑚 × 20𝑚.
A estrutura da crista equipada com comportas foi projetada como uma barragem
de concreto de gravidade dividida em 15 blocos com juntas de contração transversais
simples localizadas no meio de cada vão. Exceto os blocos das extremidades 𝐴−1 e 𝐴−15,
todos os outros blocos são idênticos, com 20𝑚 de largura e simétricos com respeito ao
pilar da crista. A figura 14 a seguir, mostra o bloco 𝐴 − 15 selecionado.
Análises de tensão, estabilidade e do projeto concluíram que cada bloco teria que
ser monolítico e fixado elasticamente à fundação da rocha sã da fundação. As cargas de
projeto incluíam:
1. Pressão máxima do reservatório com as comportas tanto fechadas como abertas;
2. Cargas transmitidas através dos munhões das comportas e suas ancoragens;
3. Peso da estrutura;
4. Subpressão da fundação com drenos tanto operantes como inoperantes.
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Os fatores admissíveis de segurança e tensão do concreto eram os mesmos do
que para as barragens de concreto, onde a classe predominante do concreto usado foi
𝐴 − 140 − 𝑓 , significando uma resistência à compressão de 1, 4 𝐾𝑁/𝑐𝑚2 aos 365 dias de
idade e um tamanho máximo de agregado de 152𝑚𝑚. Para obter baixa permeabilidade e
maior resistência à tração no concreto da cabeça de montante foram utilizados agregados
de tamanho menor 76𝑚𝑚 e teor mais elevado de cimento. A figura 14 apresenta um bloco
construído para o vertedouro.
FIGURA 14 – BLOCO DO VERTEDOURO
FONTE: BINACIONAL, 2003
Os pilares de 5𝑚 de espessura que dão suporte aos munhões das comportas foram
projetados como muros de concreto armado sujeito tanto à flexão como a torção, já que
a mais crítica combinação de carga é a pressão exercida pelo reservatório cheio, com uma
comporta fechada e outra aberta.
3.3.1 Instrumentação e Monitoramento do Bloco do Vertedouro
Com o objetivo de avaliar a estabilidade e a segurança das estruturas principais
do vertedouro, estrutura da crista com suas comportas, as três calhas e os trampolins, os
seguintes itens foram monitorados por instrumentos instalados durante a construção:
1. Estrutura da Crista: deslocamentos, percolação, recalques da fundação e deforma-
ções, abertura das juntas, subpressão hidráulica, e temperaturas e tensões no con-
creto;
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2. Calhas: pressões piezométricas (subpressões), vazão de percolação proveniente do
contato e dos furos de drenagem debaixo da laje e nas galerias, e aberturas de
juntas;
3. Trampolins e lajes de proteção a jusante: pressões piezométricas debaixo dos tram-
polins, infiltrações dentro das galerias, aberturas das juntas entre trampolim e laje
e muros da calha, e deformação das fundações debaixo dos trampolins e lajes de
proteção a jusante.
O quadro 3 abaixo, mostra os instrumentos instalados inicialmente no vertedouro:
Instrumentos quantidades
Piezômetros múltiplos 72
Extensômetro múltiplos de baixo da crista 8
Extensômetro múltiplos dos trampolins 4
Pêndulos diretos 2
Bases de alongâmetro para medidores de junta removíveis 32
Termômetros embutidos 10
Rosetas de deformímetros 2
Tensômetros embutidos 2
Marcos topográficos 2
Medidor de vazão 1
QUADRO 3 – INSTRUMENTOS DO VERTEDOURO
FONTE: (BINACIONAL, 2003)
Uma revisão elaborada de como é efetuada o monitoramento dos blocos do verte-
douro é encontrada no parecer técnico fornecido pelos profissionais da barragem (BINA-
CIONAL, 1990). Um breve resumo desse parecer é dado a seguir.
A análise do comportamento dos blocos estruturais é feita com base nas inspeções
visuais periódicas e nas leituras da instrumentação existente. Dos 15 blocos existentes
no vertedouro os blocos 𝐴1, 𝐴7 e 𝐴15 são os blocos chaves altamente instrumentados.
Além disso foram instalados medidores em todas as juntas entre blocos do vertedouro,
piezomêtros de contato e fundação nos blocos 𝐴3, 𝐴5, 𝐴9, 𝐴11 e 𝐴13 e medidores de
vazão nos blocos 𝐴3 e 𝐴7.
Os blocos do vertedouro são vistoriados segundo um programa de inspeções pe-
riódicas, com a finalidade de serem detectadas e acompanhadas eventuais fissuras, in-
filtrações, carbonatações e alterações no concreto e armadura. Através das Solicitações
de Serviços Aperiódicos (SSA’s), geradas pelas inspeções e com a análise das leituras da
instrumentação, é possível avaliar o comportamento da estrutura.
Para possibilitar o controle das informações obtidas pela instrumentação foram
feitos estudos baseados em análises teóricas e modelos físicos simplificados. Os valores
obtidos nesse estudo servem de parâmetro para comparação com as leituras obtidas dos
instrumentos. Mais detalhes podem sem encontrados em (ITAIPU, 2003), este boletim
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apresenta os resultados da análise da instrumentação das estruturas e fundações do Ver-
tedouro, assim como das observações de campo resultantes das inspeções realizadas na
área a jusante do trampolim, torre do mirante do bloco A-15 e nas galerias do trampolim
e obras de controle sob a crista do Vertedouro.
Em Itaipu (2003) é dado ênfase ao período compreendido entre março e setembro
de 2003 e nele uma análise do comportamento estrutural foi realizada. Com o objetivo
de comparações futuras, os resultados mais importantes referentes ao tema encontrados
nesse parecer são mencionados a seguir.
3.3.2 Comportamento Estrutural
3.3.2.1 Deslocamentos
a) Pêndulos Diretos: durante março e setembro de 2003, os deslocamentos dos
pêndulos na crista dos blocos 𝐴7 e 𝐴15, na direção do fluxo, se mantiveram no inverno
deste ano com movimento para jusante da mesma ordem de grandeza do ano anterior. Os
deslocamentos medidos, respectivamente, de 0, 9 e 0, 7 𝑚𝑚 foram inferiores aos valores
registrados no inverno rigoroso de 2000. Tal comportamento evidencia o efeito térmico da
temperatura ambiente no deslocamento da crista dos blocos, considerando que a média
das temperaturas médias mensais de inverno (Jun-Jul-Ago) de 2003 com 18,1oC foi mais
alta que a média registrada no ano de 2000 de 16,6oC.
Na direção normal ao fluxo, os deslocamentos da crista do bloco 𝐴7 ocorre para
esquerda hidráulica (EH) durante o inverno e, o valor medido em 2003 de 0, 3𝑚𝑚, foi
levemente inferior ao valor do inverno de 2002. No bloco 𝐴15, o histórico mostra os
deslocamentos da crista do bloco sempre para EH, tendo sido registrado nos dois últimos
invernos valores praticamente iguais 3, 8𝑚𝑚, como se observa nas tabelas 4 e 5.
QUADRO 4 – DESLOCAMENTOS MÁXIMOS NA DIREÇÃO DO FLUXO(mm)
FONTE: ITAIPU, 2003
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QUADRO 5 – DESLOCAMENTOS MÁXIMOS NA DIREÇÃO NORMAL DO FLUXO(mm)
FONTE: ITAIPU, 2003
Com relação às amplitudes dos valores de deslocamentos entre verão e inverno de
2003 expõe-se duas situações:
1. Na direção do fluxo as amplitudes, tanto no bloco 𝐴7 como no bloco 𝐴15, se man-
tiveram na mesma faixa dos anos anteriores e da ordem de 3, 6 e 2, 4𝑚𝑚 respecti-
vamente;
2. Na direção normal ao fluxo, merece destaque a redução de 56% da amplitude verifi-
cada nos deslocamentos da crista do bloco 𝐴7, que pode representar uma tendência
de retorno à faixa e oscilações observadas antes do inverno rigoroso de 2000. O bloco
𝐴15 apresentou amplitude 33% menor em relação ao ano de 2002. A ausência de
operação do vertedouro também colabora para se obter a estabilidade dos blocos.
b) Bases de Alongâmetros:
Na galeria da El. 183, 75 sob a crista dos blocos, as bases de alongâmetros indicaram
valores máximos de abertura em 2003, similares ao inverno e 2000, variando de 0, 5 a
1, 3𝑚𝑚, sendo maiores as aberturas da junta entre blocos 𝐴6/𝐴7 e bloco 𝐴10/𝐴11;
c) Fissuras nas Galerias do Trampolim e Calhas:
As fissuras existentes na galeria 𝐺1 monitoradas pelos pares de pinos PPA- 901
a 906 mantém a tendência de abertura gradual das fissuras, destacando-se o medidor
PPA-906 posicionado mais a jusante, que movimenta-se com velocidade de 0, 03𝑚𝑚/ano.
d) Deformações Autógenas:
As deformações autógenas do concreto no vertedouro - medidas na roseta RD-A1
no bloco 𝐴7 e RD-𝐴4/5/6 no bloco 𝐴15 encontram-se em fase de retração desde 1992
(relatório R-01/98 4006.50.15201-PR0), tendo alcançado uma faixa de 40 a 60 microde-
formações nas rosetas da El. 183 (RD-𝐴−5/6). Observa-se que as deformações autógenas
registradas na El. 188, 80 (RD-A-1/4) indicam valores variando numa faixa da ordem de
20 microdeformações. Essas oscilações sazonais não deveriam ocorrer nos deformímetros
atensoriais. Uma causa provável desse comportamento atípico pode ser atribuída às caixas
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metálicas atensoriais não serem tão insensíveis às variações de tensões e principalmente
de temperaturas, pois esses instrumentos posicionam-se próximo da soleira de jusante do
perfil hidráulico (Creager), portanto mais exposto ao sol, quando não está vertendo.
3.3.2.2 Tensões
a) Rosetas de Deformímetros
As variações de tensão indicadas pelas rosetas instaladas nos blocos 𝐴7 e 𝐴15
apontam para um quadro de estabilização geral com valores uniformes que oscilam acom-
panhando as variações sazonais da temperatura ambiente. O comportamento desses ins-
trumentos é caracterizado pelo aumento das tensões de compressão no verão e alivio
durante o inverno no caso do bloco 𝐴 − 7. No bloco 𝐴 − 15 os valores praticamente não
se alteram.
b) Tensômetros
Os tensômetros instalados na frente das vigas de munhão do bloco 𝐴−7 (TNA-01)
e bloco 𝐴 − 15 (TNA-02) mostram tensões de compressão oscilando entre 5𝑘𝑔𝑓/𝑐𝑚2 no
inverno e 31𝑘𝑔𝑓/𝑐𝑚2 e 35𝑘𝑔𝑓/𝑐𝑚2 no verão, respectivamente nos blocos 𝐴 − 7 e 𝐴 − 15.
As tensões máximas tanto nas vigas munhão dos blocos 𝐴7 como no bloco 𝐴15 foram de
25𝑘𝑔𝑓/𝑐𝑚2 ocorridas nos meses de Março e Abril de 2003.
3.3.3 Comportamento das Fundações
3.3.3.1 Extensômetros
As deformações do maciço rochoso sob as estruturas de controle do Vertedouro,
compreendida pelo derrame E, brecha D até alcançar a junta do derrame D, estão moni-
toradas pelos extensômetros de haste instalados nas fundações dos blocos 𝐴1, 𝐴4, 𝐴7 e
𝐴15 da estrutura de controle.
Os gráficos de deformações mostraram um comportamento normal, mantendo as
tendências de compressão da fundação da ordem de 0, 5𝑚𝑚. Merece atenção apenas o fato
do extensômetro EMA-6 (bloco 𝐴15) que indicou a partir de junho/2003, uma pequena
distensão da parte montante do maciço (0, 1𝑚𝑚), a qual não teve reflexo nas medições
dos extensômetros EMA-7/8 da porção central e jusante do maciço. Considerando que
o valor de distensão é pequeno e está em fase inicial, deve-se observar as leituras desses
instrumentos mais detalhadamente nos próximos meses.
3.3.3.2 Piezometria
As subpressões na fundação do vertedouro e sob as calhas indicadas pelos piezôme-
tros de tubo e elétricos (Geonor) estão de uma maneira geral mostrando leituras estáveis.
Como destaque, o piezômetro PSA-49 da junta D, posicionado na galeria G4 a
jusante do túnel viário, vem mantendo seu nível freático oscilando de acordo com a vari-
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ação sazonal da temperatura ambiente, apesar de estar instalado a 7𝑚 de profundidade.
Neste inverno de 2003, essa oscilação ocorreu com menor amplitude e seu nível atingiu a
El. 166𝑚𝑠𝑛𝑚 (metros sobre o nível do mar), que representa 5𝑚𝑐𝑎 (metros de coluna de
água), abaixo do valor histórico registrado no inverno do ano 2000. Por ocasião da elabo-
ração do relatório plurianual de análise do comportamento desta estrutura deve-se realizar
ensaios para conhecer as prováveis causas do comportamento dessa feição geológica.
3.3.3.3 Vazões
As vazões de infiltrações pelos drenos da fundação do Vertedouro medidas na
galeria da El. 183, 75 sob a crista se mantiveram com o valor de 0, 48𝑙/𝑠, considerado
pequeno se comparado com o valor de referência de 1, 2𝑙/𝑠.
A partir de agosto de 2003 as medidas de vazão na galeria da El.183 foram para-
lisadas devido à adequação dos medidores para permitir o controle das vazões conforme
previsto no sistema ADAS. Essas modificações consistiram em:
∙ Instalação de novo medidor (MVA-04) na saída da galeria, no bloco 𝐴15;
∙ Foi desativado o medidor MVA-03;
∙ Foi modificada a altura da placa dos medidores MVA-01 e MVA-02 de tal forma que
o medidor MVA-04 seja o totalizador das infiltrações nesta galeria.
Diante do que foi exposto e de mais informações aqui omitidas, esse parecer com
base na análise da instrumentação instalada e nas inspeções de campo, constatou que o
comportamento geral apresentado pelas estruturas e fundações do Vertedouro é satisfa-
tório e permanece dentro de padrões previstos no projeto.
3.4 CORRELAÇÕES DOS INSTRUMENTOS COM AS ANOMALIAS
Esta seção tem por objetivo justificar a associação dos instrumentos com as ano-
malias que pretende-se monitorar e que são apresentadas no próximo capitulo. As maioria
das informações aqui mencionadas estão disponíveis em Jaime (2006) e pareceres técnicos
fornecidos pelos profissionais da barragem de Itaipu.
A barragem tem esforços de peso próprio e de água represada, que geram defor-
mação e em consequência um movimento. Este movimento pode ser admissível ou não,
conforme o tipo de barragem, se está bem projetada ou não, a rocha de fundação ou solo
de um modo geral, etc.
Os problemas de movimento em uma barragem são os seguintes:
1. Problemas de deformação, como recalque, tombamento, etc.;
2. Problemas de permeabilidade, devido a percolação de água dentro dela ou na fun-
dação, excesso da pressão hidrostática como poro pressões;
69
3. Problemas de resistência ao cisalhamento, como o de escorregamento de taludes;
4. Problemas de transbordamento, que gera forças não avaliadas em uma barragem.
A instrumentação de maciços rochosos visa determinar, fundamentalmente, as me-
dições de deslocamentos, deformações, tensões, sub-pressões e vazões de drenagem, exis-
tentes na fundação de uma barragem. Tendo em vista o grande número de equipamentos
disponíveis, considerou-se apenas os mais usuais e que tenham demonstrado melhor desem-
penho no campo: os extensômetros múltiplos, pêndulos diretos e invertidos, piezômetros,
inclinômetros e medidores de vazão.
Os extensômetros múltiplos de hastes são instalados em furos de sondagem em
função de sua robustez, maior precisão e simplicidade de operação. As hastes são prote-
gidas por uma tubulação vertical, ao longo de sua extensão, entre a ponta de ancoragem
e a cabeça do medidor. É frequente o emprego de mais de uma haste, três ou quatro, por
furo de sondagem. Pode-se, assim, ter a medição dos deslocamentos e deformações em
vários trechos da fundação (SILVEIRA, 2003):
1. o contato concreto-rocha;
2. a camada superficial, desgastada por detonação;
3. as camadas de rocha com diferentes deformabilidades, na fundação;
4. as juntas ou falhas, criando descontinuidades sub-horizontais na fundação.
Então, a medição dos recalques de uma barragem de concreto constitui uma das
medições mais importantes no desempenho dessas estruturas durante os períodos de cons-
trução, enchimento do reservatório e operação. A partir dos recalques medidos durante a
construção, pode-se fazer uma boa avaliação dos recalques durante a fase de enchimento
da barragem, umas das mais importantes de seu desempenho. Portanto, a instrumentação
deve ser instalada logo no início da construção da barragem, permitindo a medição de
recalques.
Os pêndulos diretos visam medir os deslocamentos horizontais com um fio a prumo
de aço inoxidável, diâmetro de 1𝑚𝑚, que corre dentro de um tubo de aço com dimensões
de 440𝑚𝑚 × 390𝑚𝑚. Os deslocamentos horizontais do fio do pêndulo são medidos em
relação a uma das paredes da galeria com um micrômetro eletrônico. Em condições nor-
mais, os pêndulos diretos só podem ser instalados no fim do período construtivo, dando
deslocamentos horizontais da crista da barragem durante o enchimento do reservatório e
operação.
Os pêndulos invertidos podem ser instalados em local com galeria de drenagem,
onde se faz sondagem de grande diâmetro, perfurando a rocha de fundação da barragem.
Com calda de cimento, fixa-se o fio de aço inoxidável na parte mais profunda da sondagem.
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O fio é tensionado verticalmente até o piso da galeria, através de um flutuador imerso em
um tanque de óleo, permitindo a livre movimentação horizontal do fio.
O uso simultâneo dos pêndulos diretos e invertidos nos mesmos blocos da barragem
permite determinar, pelos primeiros, os deslocamentos horizontais da crista em relação
à base da estrutura, e pelos segundos, os deslocamentos da base em relação a um ponto
fixo da fundação. Assim, os pêndulos permitem determinar o recalque diferencial devido
à não homogeneidade da rocha de fundação, e escorregamentos nas descontinuidades da
rocha.
Os piezômetros são instalados onde o nível das pressões da água pode comprometer
a segurança da barragem de concreto. Apesar do seu baixo custo, os piezômetros são
insubstituíveis na instrumentação de barragem, em geral, tendo em vista a sua solidez e
confiabilidade.
As medições de deslocamentos cisalhantes da fundação são de grande interesse
visto que refletem diretamente as condições de estabilidade da barragem, em termos de
escorregamento. Segundo Silveira (2003) o uso de piezômetros é fundamental na detec-
ção de escorregamentos em juntas-falhas sub-horizontais na fundação ou entre derrames,
comuns na região Sul e Sudeste do Brasil, tendo em vista que a estabilidade dessas estru-
turas, em termos de escorregamentos, tombamento ou flutuação, é diretamente afetada
pelo nível das pressões piezométricas na interface concreto-rocha e nas descontinuidades
sub-horizontais de baixa resistência existentes na fundação.
Os medidores de vazão são instalados ao longo das canaletas de drenagem, junto
ao piso das galerias. Com eles, mede-se o volume de água por drenagem da fundação e
infiltrações através do concreto da barragem, durante a fase de enchimento do reserva-
tório e no período de operação. É importante porque refletem muitos dos problemas que
acontecem em barragens de concreto.
Inspeções visuais periódicas são recomendáveis, para a detecção de eventuais ano-
malias em seu comportamento. Medidores de junta devem ser instalados em todas as
juntas de contração, visando a detecção de recalques diferenciais com os demais instru-
mentos. No quadro 6, adiante, apresentam-se os principais tipos de problemas encontrados
nas barragens de concreto correlacionados aos equipamentos antes descritos.
No Simpósio1 (1996 citado por Eletrobrás (2003)) é apresentada uma correlação
entre os tipos de instrumentos usualmente empregados na auscultação de barragens, con-
juntamente com as inspeções visuais e os principais tipos de deterioração.
O quadro 7 mostra que muitos instrumentos tem a mesma finalidade, monitorando
uma mesma anomalia. Assim, de acordo com esse quadro se um recalque diferencial estiver
ocorrendo, o mesmo deverá ser detectado pelos pêndulos diretos, clinometros, medidores
de junta e os extensômetros. Caso ocorra uma distensão a montante, a percepção se dará
1 COMITÊ BRASILEIRO DE GRANDES BARRAGENS (CBGB). Auscultação e Instrumentação de
Barragens no Brasil, II Simpósio Sobre Instrumentação de Barragens. Vol. I, Agosto 19-21. Belo
Horizonte. 1996.
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através dos tensômetros, deformimetros, extensômetro e piezometros. Essa propriedade
apresentada pelos instrumentos é utilizada adiante para justificar o monitoramento através
dos fatores, e dos escores fatoriais.
Anomalias InstrumentaçãoExtensômetro Pêndulo Piezômetro Medidor vazão
Cortina Injeção Deficiente - - Sim Sim
Distensão pé de montante Sim - Sim -
Escorregamento Sim Sim Sim -
Obstrução dreno de fundação - - Sim Sim
Obstrução dreno no concreto - - - Sim
Recalque diferencial Sim Sim - -
Reatividade álcali-agregado Sim Sim - -
Subsidência terreno Sim Sim Sim -
QUADRO 6 – ASSOCIAÇÃO DOS INSTRUMENTOS COM AS ANOMALIAS
FONTE: JAIME (2006)




4 MATERIAL E MÉTODO
Esse capítulo tem como objetivo a caracterização de uma nova metodologia para a
determinação dos modos e falha de uma estrutura e do calculo para probabilidade de falha
de um sistema estrutural complexo, bem como descrever os dados e programas utilizados.
O método aqui descrito é sugerido para realizar o monitoramento de um bloco
de concreto altamente instrumentado, onde as leituras dos instrumentos são variáveis
aleatórias correlacionadas entre si, e, capazes de monitorar anomalias na estrutura.
Os passos aqui mencionados tem por finalidade a definição de uma função de de-
sempenho multivariada, onde as variáveis envolvidas sejam apenas as obtidas através das
leituras dos instrumentos instalados no bloco de concreto em questão. Com isso, evita-se a
utilização das grandezas físicas comumente empregadas, e consequentemente, uma função
de desempenho mais simples, sem que seja necessário o cálculo de integrais múltiplas e o
emprego de técnicas de programação linear, para realizar o cálculo da probabilidade de
falha.
A figura 15 apresenta um fluxograma de todos o passos desenvolvidos na metodo-
logia para atingir os objetivos propostos.
FIGURA 15 – FLUXOGRAMA DA METODOLOGIA
FONTE: O Autor (2016)
Os materiais empregados nesse estudo são as variáveis aleatórias geradas pelas
leituras dos instrumentos instalados no bloco chave 𝐴 − 15, bloco do vertedouro. No total
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foram 50 instrumentos analisados, a grande maioria instalada apenas no bloco 𝐴 − 15,
porém alguns instrumentos também pertencem aos blocos 𝐷 − 1 e 𝐴 − 14, pois estão
instalados na divisa desses blocos para monitorar aberturas, recalques e deslizamentos.
Os instrumentos instalados na barragem de Itaipu e as funções que desempenham
na estrutura foram apresentados no capitulo 3. Pode ser visto no quadro 8 uma breve
descrição dos instrumentos que são utilizados nesse estudo, apenas aqueles que estão
instalados nos blocos de interesse.
É criada uma matriz 𝑀168×50 multivariada, com as leituras geradas pelos ins-
trumentos apresentados no quadro 8, incluindo outros dois instrumentos, que medem a
temperatura ambiente e o nível do reservatório, que não estão instalados no bloco 𝐴 − 15
mas influenciam todo sistema. Foi considerado um período de tempo a partir de janeiro
de 2000 até dezembro de 2013, correspondendo a 168 meses. As leituras no geral não esta-
vam padronizadas, então para possibilitar a análise, os dados mensais foram padronizados.
Para os instrumentos que possuíam mais de uma leitura mensal, foram calculadas as mé-
dias, que é o caso da maioria. No entanto, alguns instrumentos possuíam apenas leituras
trimestrais, o caso dos Termômetros (TI), neles foi aplicado a técnica de interpolação
Spline Cúbica, implementada no programa matemático Matlab.
Uma Spline Cúbica é uma função polinomial contínua por partes e de grau menor
ou igual a 3 em cada uma delas. Cada parte 𝑦𝑘(𝑥) está definida no intervalo [𝑥𝑘−1, 𝑥𝑘] com
{𝑘 = 1, . . . , 𝑛}. A vantagem de se interpolar pontos no plano com splines cúbicas é que,
como as expressões que a compõem são, no máximo, de grau 3, ela terá as derivadas de
primeira e segunda ordens contínuas, evitando que picos sejam formados e que mudanças
bruscas de curvatura sejam sofridas nos nós (ou pontos). Ou seja, consegue-se suavização
na transição de um nó para outro (RUGGIERO; LOPES, 2010).
O software Statistica foi utilizado na determinação dos intervalos de confiança da
média para os instrumentos e na aplicação da Análise Fatorial. O software Matlab foi
utilizado para implementar o algoritmo para determinar os modos de falha e realizar o
cálculo das probabilidade de falha de cada evento.
4.1 CARACTERIZAÇÃO DO MÉTODO PARA O CASO GERAL
Os dados das leituras dos instrumentos podem revelar informações importantes
sobre a estrutura da barragem, que são utilizadas no próximo capitulo em conjunto com
as informações reveladas pela análise fatorial, para substituir as variáveis aleatórias físicas
comumente utilizadas nessa análise, como as forças hidrostáticas, coeficientes de atrito,
resistência do concreto e peso do bloco.
A metodologia proposta é inspirada num bloco chave da barragem de Itaipu, cujos
os dados dos instrumentos estão disponíveis em um banco de dados.
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Bloco A-15
Instrumentos Quantidade Unidades Função
Pêndulo 2 mm
Mede os deslocamentos na
direção da jusante e da
montante
Extensômetros 6 mm
Mede o deslocamento e de-
formações que ocorrerão en-
tre pontos no maciço da fun-
dação
Base de alongâmetro 10 mm Medidor Superficial deJunta para o Concreto
Piezômetro de tipo
Elétrico (PG) 1 msnm Mede a Subpressão
Tensômetro 1 kgf/𝑐𝑚2 Mede as Tensões
Termometro Superfi-
cial
1 Co Mede a Temperatura
Piezometro do tipo
tipo stand-pipe (PS) 8 msnm
Piezômetros para medir a
pressão dos poros e a sub-
pressão hidráulica em jun-
tas ou contatos escolhidos
no maciço rochoso ou no
contato barragem-fundação
Termômetro Interno 3 Co
Termômetros embutidos
no concreto para medição
da temperatura durante a
construção e operação.
Medidor de Tensão
para o concreto (TN) 1 C
o
Para medição direta das
tensões de compressão no
concreto
Roseta de Deformação 15 kgf/𝑐𝑚2
Embutidas no concreto para
medição das variações de
volume autógenas, fluência
e deformação elástica e tem-
peratura
QUADRO 8 – INSTRUMENTOS INSTALADOS NO BLOCO A-15 DO VERTEDOURO
FONTE: BINACIONAL (2003)
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A quantidade de leituras realizadas em cada instrumento do bloco depende da
natureza do instrumento e da sua localização, de acordo com o sistema de monitoramento
adotado pelo proprietário da barragem. Assim, é possível encontrar instrumentos com
leituras semanais, quinzenais, mensais e para alguns a leitura pode ser realizada de forma
trimestral. Para realizar a análise dos dados, uma padronização deve ser realizada, é
proposto um representante para cada mês, ou seja, para os instrumentos que possuam mais
de uma leitura mensal, que calcule-se as médias, para os que possuam leituras trimestrais,
utiliza-se uma técnica de interpolação para obter um representante mensal dos meses em
que a leitura não ocorreu.
No capítulo 2 foram apresentados os conceitos da análise multivariada, que foi
escolhida para fazer o tratamento dos dados coletados dos instrumentos do bloco-chave
de concreto. Pretendeu-se com esta técnica classificar e agrupar os instrumentos, de forma
a reduzir o número de variáveis na análise, para facilitar a associação desses grupos com
as possíveis anomalias que um bloco de concreto possa sofrer. Para nosso propósito foi
utilizada a Análise Fatorial. Na aplicação dessa técnica aos dados antes é necessário a
confirmação de alguns testes estatísticos, para garantir a adequação do método. Todos os
testes necessários para garantir sua eficiência foram apresentados no capitulo 2.
4.1.1 Análise Fatorial
Comprovadas, por meio de todos os os testes estatísticos as premissas necessárias
à Análise Fatorial, se incia a análise. Existem dois métodos para estimaçãoo das cargas fa-
toriais do modelo ortogonal, o método das componentes principais e o método da máxima
verossimilhança. Os dois métodos foram aplicados e o que apresentou uma explicação
maior da variabilidade foi o escolhido.
A obtenção dos fatores é sem duvida a etapa mais importante da análise fatorial, e,
para decidir quantos fatores utilizar, pode se usar o método para determinação do número
de fatores sugerido por Kaiser e Rice (1974), do mínimo autovalor, que considera apenas
os fatores cujos autovalores sejam superiores a um.
Uma vez decidido o número de fatores, deve-se verificar se alguns dos instrumentos
que compõem a matriz multivariada apresentam comunalidade baixa, caso existam, os
mesmos devem ser retirados da matriz e todos os testes estatísticos devem ser refeitos,
antes de realizar novamente a análise fatorial. Se todos os testes forem bem sucedidos
novamente, a nova análise fatorial deverá ter um melhor desempenho na explicação da
variabilidade.
4.1.2 Extração dos Fatores
Decidido o número de fatores, é possível estimar os escores fatoriais, os quais serão
as variáveis aleatórias que substituirão as leituras dos instrumentos na análise dos dados.
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Para o propósito é fundamental que os escores fatoriais satisfaçam a condição de
normalidade, pois essa garantia facilita a identificação das regiões de falha e futuramente
no cálculo da probabilidade de falha. Para checar esta condição foi utilizado o teste de
Liliefors (1967), que é uma modificação do teste de Komolgorov - Smirnov, para o caso
onde possuí apenas a média e o desvio padrão da amostra.
Aplicado o teste e identificado que os escores fatoriais possuem distribuição nor-
mal, utilizam-se esses escores para o monitoramento de anomalias na estrutura. Para
utilizar os demais escores fatoriais, não Gausianos deve-se encontrar uma transformação
para distribuição normal que satisfaça a definição 2.1. No caso geral assume-se que os
escores já possuem a condição de normalidade ou que quando não possuem, uma trans-
formação conforme a definição 2.1 foi encontrada. A determinação dessas transformações
nem sempre é fácil, o resultado a seguir tem a função de restringir o número de funções
que podem ser utilizadas nessa metodologia para a normalização dos dados.
Proposição 4.1. Seja 𝑋 uma v.a. com uma distribuição de probabilidade qualquer e
𝑇 : 𝑋 ⊂ ℜ → 𝑌 ⊂ ℜ uma função positiva que transforma 𝑋 em 𝑌 ∼ 𝑁(𝜇, 𝜎2). Se ∀
𝑥𝑖, 𝑥𝑗 ∈ 𝑋 com |𝑥𝑖| < |𝑥𝑗| implica em 𝑇 (𝑥𝑖) < 𝑇 (𝑥𝑗), então, 𝑇 preserva uma mudança no
comportamento.
Demonstração: 1o Caso) 𝑥1 < 𝑥2 e |𝑥1| < |𝑥2|.
a) 𝑥1 > 0 e 𝑥2 > 0.
Seja um 𝑥 ∈ (𝑥1, 𝑥2), logo 𝑥1 < 𝑥 < 𝑥2, então, |𝑥1| < |𝑥| < |𝑥2|. Por hipótese
𝑇 (𝑥1) < 𝑇 (𝑥) < 𝑇 (𝑥2), o que implica que
𝑇 (𝑥) ∈ (−𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}, 𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}) .
b) 𝑥1 < 0 e 𝑥2 > 0.
Seja 𝑥0 o simétrico de 𝑥1 em relação a 0. Se 𝑥 ∈ (𝑥0, 𝑥2) satisfaz o primeiro caso.
Se 𝑥 ∈ (𝑥1, 𝑥0) então, |𝑥| < |𝑥0| = |𝑥1|, logo |𝑥| < |𝑥1| < |𝑥2|, o que implica que
𝑇 (𝑥) < 𝑇 (𝑥1) < 𝑇 (𝑥2)
Como 𝑇 é positiva segue que
𝑇 (𝑥) ∈ (−𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}, 𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}) .
c) 𝑥1 < 0 e 𝑥2 < 0.
Esse caso não pode ocorrer pois assumimos que 𝑥1 < 𝑥2, e não implica que |𝑥1| <
|𝑥2|.
2o Caso) 𝑥1 < 𝑥2 e |𝑥1| > |𝑥2|.
a) 𝑥1 < 0 e 𝑥2 < 0. Seja 𝑥 ∈ (𝑥1, 𝑥2), então |𝑥2| < |𝑥| < |𝑥1| o que implica que
𝑇 (𝑥2) < 𝑇 (𝑥) < 𝑇 (𝑥1). Portanto como 𝑇 é positiva
𝑇 (𝑥) ∈ (−𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}, 𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}) .
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b) 𝑥1 < 0 e 𝑥2 > 0.
Seja 𝑥* o simétrico de 𝑥2 em relação a 0. Se 𝑥 ∈ (𝑥1, 𝑥*) caimos no caso anterior,
caso contrário, ou seja, 𝑥 ∈ (𝑥*, 𝑥2) implica que |𝑥| < |𝑥2| < |𝑥1|, portanto 𝑇 (𝑥) <
𝑇 (𝑥2) < 𝑇 (𝑥1), como 𝑇 é positiva segue que
𝑇 (𝑥) ∈ (−𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}, 𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}) .
c) 𝑥1 > 0 e 𝑥2 > 0. Não pode ocorrer, pois como assumimos que 𝑥1 < 𝑥2, não
implica que |𝑥1| < |𝑥2|.
Portanto, para concluir todos os casos possíveis resta provamos que
𝑥 /∈ (𝑥1, 𝑥2) ⇒ 𝑇 (𝑥) /∈ (−𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}, 𝑚𝑎𝑥{𝑇 (𝑥1), 𝑇 (𝑥2)}) .
Neste caso procede-se de forma análoga, lembrando apenas que é necessário assu-
mir sempre |𝑥| > 𝑚𝑎𝑥{|𝑥𝑖|, |𝑥𝑗|}.
Observe que a restrição |𝑥| > 𝑚𝑎𝑥{|𝑥𝑖|, |𝑥𝑗|} indica uma condição para os valores
dos escores fatoriais em relação ao intervalo (𝑥𝑖, 𝑥𝑗). Nesse contexto valores pertencentes ao
intervalo (𝑥𝑖, 𝑥𝑗) representam um bom comportamento, e, valores fora desse intervalo uma
mudança de comportamento. Logo, para que o monitoramento seja eficiente os valores dos
escores fatoriais que simulam uma anomalia devem em grande maioria, para garantir uma
boa porcentagem de acertos, ter valores em modulo superiores aos valores do elementos
do intervalo (𝑥𝑖, 𝑥𝑗) que representam um bom comportamento.
4.2 DETERMINAÇÃO DOS MODOS DE FALHA
A figura 16 é um diagrama da seção transversal típica de uma barragem à gra-
vidade. São indicadas forças que podem atuar na estrutura, como o peso da barragem
𝑊 , a componente horizontal da pressão hidrostática 𝐻ℎ, sua componente vertical 𝐻𝑣, a
sub-pressão 𝑈 , a pressão do gelo 𝐹𝑖, o aumento da pressão hidrostática provocado por
terremoto 𝐸𝑤 e a força de inércia decorrente da ação do terremoto na própria barragem
𝐸𝑑. O vetor resultante dessas forças é igual e contrário a 𝑅, que é a reação do terreno
agindo sobre o embasamento da barragem (KRÜGER, 2008).
Na metodologia apresentada neste trabalho, não se utiliza essas forças para avaliar
o risco de ocorrência de alguma anomalia, no lugar delas usa-se as leituras dos instrumen-
tos que estão altamente relacionados com elas.
A determinação dos modos de falhas que a estrutura pode sofrer é o que permite o
monitoramento, pois só após essa constatação o modelo matemático poderá ser formulado.
Como visto na revisão bibliográfica, segundo os autores como Moses (1982) e Ranganathan
(1987), a determinação de todos os modos de falha em um sistema estrutural é inviável,
por esse motivo nesse trabalho é proposto um outro enfoque, que considera como falha
qualquer comportamento que esteja fora do que é normalmente registrado. Para isso
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FIGURA 16 – FORÇAS ATUANTES NA SEÇÃO DE UMA BARRAGEM À GRAVIDADE
FONTE: KRÜGER, 2008
define-se um intervalo denominado mudança de comportamento e denotado por 𝑀𝐶.
Esse intervalo permite a determinação de regiões críticas que serão encontradas através
de simulações das leituras dos instrumentos relacionados com uma determinada anomalia,
gerando, através das análises anteriores, escores fatoriais capazes de monitorá-las.
É assumido que todos escores fatoriais são variáveis aleatórias normais padrão, e
são independentes entre si, graças à análise fatorial. Além disso, eles são combinações
lineares do produto do vetor das leituras dos instrumentos padronizados com a matriz
dos coeficientes fatoriais, e cada escore fatorial está influenciado por alguns instrumentos,
que são altamente correlacionados. A ideia é dentre os instrumentos que estão encarre-
gados em identificar uma mesma anomalia, verificar em quais fatores eles possuem maior
contribuição. Realiza-se essa associação dos instrumentos com as anomalias a partir do
apresentado em Jaime (2006), Silveira (2003), Eletrobrás (2003) e pelo que foi sugerido
pelos profissionais em segurança de barragens de Itaipu.
Primeiramente determina-se os intervalos 𝑀𝐶 dos 𝑛′ instrumentos altamente cor-
relacionados. Para determinar esses intervalos é analisado o comportamento dos instru-
mentos ao longo dos anos. No início da construção, vários instrumentos foram instalados,
e alguns limites de especificação de projeto foram definidos e gerados, utilizando normas
técnicas e o método dos elementos finitos (BINACIONAL, 2003). No entanto, com o passar
dos anos, alguns instrumentos já apontam valores fora desses intervalos, mesmo quando
problemas estruturais não tenham sido detectados. Há também casos onde os limites de es-
pecificação de projeto estão muito longe das leituras registradas por alguns instrumentos,
e talvez nunca essas leituras cheguem perto dos valores limites. Então surge as seguintes
perguntas. Primeiro, quando saber se leituras fora do intervalo de projeto podem provocar
problemas estruturais, já que alguns instrumentos já passaram desses limites e nada de
grave ocorreu? E para aqueles que estão longe de alcançarem esses limites, como confiar
que valores menores que eles não podem provocar problemas estruturais mais sérios?
Realmente é difícil de responder a essas perguntas antes que as anomalias aconte-
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çam. Por esse motivo define-se o intervalo 𝑀𝐶 da seguinte forma. Para cada instrumento
𝑘 existem limites de especificação de projeto 𝐼𝑃𝑘 = (𝐿𝑖, 𝐿𝑠) e utilizando os dados coletados
entre Janeiro de 2012 a Dezembro 2013, pode-se obter um intervalo para média com 95%
de confiança do instrumento 𝑘 denominado de 𝐼𝐶𝑘 = (ℓ𝑖, ℓ𝑠). Esse período é definido como
período da média e foi escolhido pelo fato dos gráficos da maioria dos instrumentos apre-
sentarem um comportamento muito semelhante, em outros períodos há uma mudança no
comportamento das leituras, provocando mudanças nos gráficos. Esse período de tempo é
sempre utilizado quando for calculado o intervalo de confiança da média para um instru-
mento 𝑘. As figuras 17 e 18 apresentam gráficos de dois tipos diferentes de instrumentos.
FIGURA 17 – GRÁFICO DO PÊNDULO DIREITO COM OS LIMITES DE ESPECIFICAÇÃO DE
PROJETO DEFINIDOS NO INÍCIO DA CONSTRUÇÃO
FONTE: MAQUET DIGITAL DE ITAIPU, (2015)
FIGURA 18 – GRÁFICO DO EXTENSÔMETRO MÚLTIPLO COM OS LIMITES DE ESPECIFICA-
ÇÃO DE PROJETO DEFINIDOS NO INÍCIO DA CONSTRUÇÃO
FONTE: MAQUET DIGITAL DE ITAIPU, (2015)
Esse foi o fato que motivou a definição do intervalo de mudança de comportamento
do instrumento 𝑘 como sendo
𝑀𝐶𝑘 = (min {ℓ𝑖, 𝐿𝑖} − 𝑘1𝑠, max {ℓ𝑖, 𝐿𝑖} − 𝑘1𝑠)
⋃︁
(min {ℓ𝑠, 𝐿𝑠} + 𝑘2𝑠, max {ℓ𝑠, 𝐿𝑠} + 𝑘2𝑠)
(4.1)
onde ℓ𝑖 e ℓ𝑠 são os limites inferiores e superiores do intervalo de confiança de 95% da média,
respectivamente, 𝐿𝑖 e 𝐿𝑠 são os limites inferior e superior de especificação de projeto, 𝑠 é
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o desvio padrão amostral das leituras do instrumento 𝑘 correspondente ao mesmo período
de tempo do intervalo de confiança da média, e, {𝑘1, 𝑘2} são constantes, maiores ou iguais
a zero, que garantam que o intervalo de mudança de comportamento possa gerar valores
extremos já obtidos pelas leituras do instrumento 𝑘, mesmo que esses valores sejam raros
de ocorrer e, valores distantes dos já registrados para o instrumento 𝑘.
Observe que o intervalo 𝑀𝐶𝑘 assim definido apresenta valores entre os limites de
especificação de projeto e o intervalo de confiança da média, e, ele não sugere valores
impossíveis de serem alcançados, mas que não são normalmente registrados. Por esse mo-
tivo recebe o nome de intervalo de mudança de comportamento. Valores obtidos dentro
desse intervalo não sugerem um problema eminente, já que podem estar dentro dos li-
mites de especificação de projeto ou de confiança, mas sugerem uma mudança no seu
comportamento e podem servir como um aviso para um monitoramento mais detalhado.
Pode-se então definir o intervalo de bom comportamento do instrumento 𝑘, para
os casos onde os instrumentos apresentam limites de especificação de projeto como sendo
𝐵𝐶𝑘 = (max {ℓ𝑖, 𝐿𝑖} − 𝑘1𝑠, min {ℓ𝑠, 𝐿𝑠} + 𝑘2𝑠) (4.2)
onde ℓ𝑖 e ℓ𝑠 são os limites inferior e superior do intervalo de confiança de 95% da média,
respectivamente, 𝐿𝑖 e 𝐿𝑠 são os limites inferior e superior de especificação de projeto, res-
pectivamente, 𝑠 é o desvio padrão amostral das leituras do instrumento 𝑘 correspondente
ao mesmo período de tempo do intervalo de confiança da média, e, {𝑘1, 𝑘2} são as mesmas
constantes que formaram o intervalo de mudança de comportamento do instrumento 𝑘
correspondente.
Nos casos onde os instrumentos 𝑘 não apresentam limites de especificação de pro-
jeto definidos no momento da construção, define-se o intervalo de mudança de comporta-
mento como sendo
𝑀𝐶𝑘 = ((ℓ𝑖 − 𝑘1𝑠) − 𝑠, ℓ𝑖 − 𝑘1𝑠)
⋃︁
(ℓ𝑠 + 𝑘2𝑠, (ℓ𝑠 + 𝑘2𝑠) + 𝑠) (4.3)
onde ℓ𝑖 e ℓ𝑠 são os limites inferior e superior do intervalo de confiança de 95% da média,
respectivamente, 𝑠 é o desvio padrão amostral das leituras do instrumento 𝑘 correspon-
dente ao mesmo período de tempo do intervalo de confiança da média,e, {𝑘1, 𝑘2} são
constantes que garantam que o intervalo de mudança de comportamento do instrumento
𝑘 possa gerar valores extremos já obtidos pelas leituras de cada instrumento 𝑘, mesmo
que esses valores sejam raros de ocorrer e, valores distantes dos já registrados para o
instrumento 𝑘.
Para os casos onde os instrumentos 𝑘 não possuem limites de especificação de
projeto definidos no início da construção define-se o intervalo de bom comportamento
como sendo
𝐵𝐶𝑘 = (ℓ𝑖 − 𝑘1𝑠, ℓ𝑠 + 𝑘2𝑠) (4.4)
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onde ℓ𝑖 e ℓ𝑠 são os limites inferiores e superiores do intervalo de confiança de 95% da média,
respectivamente, 𝑠 é o desvio padrão amostral das leituras do instrumento correspondente
ao mesmo período de tempo do intervalo de confiança da média, e, {𝑘1, 𝑘2} são as mesmas
constantes que formam o intervalo de mudança de comportamento do instrumento 𝑘
correspondente.
Não existe uma regra geral para a determinação dos valores de {𝑘1, 𝑘2}, pois os
mesmos dependem da característica de cada instrumento, de sua sazonalidade e princi-
palmente do nível de sensibilidade que o proprietário da barragem desejar. Por exemplo,
valores próximos de zero para essas constantes, fornecem uma sensibilidade maior, pois
incluem valores já ocorridos nos últimos anos como uma mudança no comportamento. Já
valores maiores podem não acusar um comportamento já ocorrido como anormal, mesmo
que essa leitura tenha sido muito rara e mereça atenção.
Usando um programa gerador de números aleatórios, já implementado no software
Matlab, é possível gerar vetores de simulação das anomalias, que são possíveis de monito-
rar a partir do que foi apresentado pela análise fatorial. Por exemplo, se três instrumentos
estão relacionados com certa anomalia, basta gerar leituras para esses instrumentos em
seus respectivos intervalos 𝑀𝐶, e para os demais instrumentos gerar leituras dentro dos
intervalos 𝐵𝐶 obtidos através do intervalo de confiança de 95% da média IC, fazendo isso,
temos a geração de um vetor que simula essa anomalia.
É importante destacar, que essa geração por mais que seja aleatória deve seguir o
seguinte princípio, se existem 3 instrumentos altamente relacionados com essa anomalia,
então, antes é necessário verificar qual é o instrumento com maior influência no fator, essa
informação é revelada pela análise fatorial. Além disso, a análise fatorial também revela
qual é a correlação entre todos os instrumentos nesse estudo.
Assim, reordena-se os instrumentos, de forma que todos aqueles relacionados com
a anomalia fiquem nos primeiros lugares, e, o primeiro instrumento deve ser o que possui
maior influência no fator. Dessa forma, quando for gerado o primeiro número aleatório
para o primeiro instrumento, é verificado em qual dos conjuntos do intervalo 𝑀𝐶 ele
pertence, visto que o intervalo MC é formado pela união de dois conjuntos. Se por exem-
plo, for gerado um número do intervalo esquerdo do conjunto 𝑀𝐶, quando for gerado o
próximo número aleatório para o próximo instrumento, deve ser verificado qual é a corre-
lação do segundo instrumento com o primeiro. Se a correlação for positiva, este número
aleatório deve estar do mesmo lado esquerdo do intervalo 𝑀𝐶 do segundo instrumento,
caso contrário, ou seja, se a correlação for negativa, o número aleatório deve estar do lado
direito do intervalo 𝑀𝐶 do segundo instrumento. Seguindo esse princípio para todos os
instrumentos, mesmo aqueles que não têm relação com a anomalia, contudo, neste caso,
deve ser verificado o lado esquerdo e/ou direito do intervalo de bom comportamento 𝐵𝐶
de tais instrumentos, visto que, todos intervalos contém a média das leituras e podem ser
escritos como a união de dois conjuntos, ou seja, 𝐵𝐶 = (𝑏𝑖, 𝑥)
⋃︀(𝑥, 𝑏𝑠), onde 𝑏𝑖 e 𝑏𝑠 são os
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limites inferior e superior do respectivo intervalo de bom comportamento e 𝑥 é a média
amostral das leituras coletadas nos anos 2012 e 2013 dos respectivos instrumentos.
Esse processo tem a finalidade de respeitar o comportamento da estrutura, onde
os instrumentos são altamente correlacionados. Dessa forma, é garantido um vetor de
simulação condizente com a realidade. O algoritmo de geração do vetor de simulação e
obtenção da região crítica para uma determinada anomalia é descrito como segue.
Considere certa anomalia 𝑖, e suponha que existam 𝑚 instrumentos correlacionados
com a anomalia 𝑖. Considere também que desses 𝑚 instrumentos, um número 𝑚′ < 𝑚
esteja altamente correlacionado com um fator 𝑗.
Passos
1. ordene os 𝑚 instrumentos em ordem decrescente, isto é, de forma que o instrumento
com maior influência no fator esteja em primeiro lugar no vetor de simulação e
sucessivamente;
2. gere um número aleatório para o primeiro instrumento no seu respectivo intervalo
𝑀𝐶;
3. gere números aleatórios para os instrumentos 2, . . . , 𝑚′, dos seus respectivos inter-
valos 𝑀𝐶, verificando suas correlações com o primeiro instrumento;
4. gere os demais números aleatórios para os demais instrumentos, dentro dos seus
respectivos intervalos de bom comportamento 𝐵𝐶, verificando as correlações com o
primeiro instrumento;
5. gerar o vetor de simulação, padronizando todas as entradas, subtraindo as respec-
tivas médias, e dividindo pelos respectivos desvios padrão das medidas obtidas por
cada instrumento;
6. multiplique esse vetor pelo vetor de coeficientes fatoriais do fator 𝑗, some os resul-
tados para obter o valor do escore fatorial correspondente 𝐸𝑖𝑗;
7. padronize 𝐸𝑖𝑗 obtendo 𝑧𝑖𝑗, se necessário aplique antes a transformação em 𝐸𝑖𝑗 para
torná-lo uma variável aleatória normal;
8. plote 𝑧𝑖𝑗 no eixo 𝑥, abaixo da curva normal padrão;
9. repita esse processo para um número suficientemente grande de vezes.
Nesse algoritmo, 𝐸𝑖𝑗 representa o valor encontrado do escore fatorial 𝑗 quando
simulado a anomalia 𝑖, 𝑧𝑖𝑗 é a transformação desse escore em variável normal padrão. Como
o escore fatorial 𝑗 é uma variável aleatória normal, e o valor 𝑧𝑖𝑗 foi obtido simulando uma
situação atípica, o valor obtido para ele se distanciará da média 0. Se for realizada essa
simulação para um número suficientemente grande de vezes, então é obtido um número
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suficientemente grande de pontos no eixo 𝑥, que normalmente distanciarão da média,
formando uma região em uma ou ambas as caldas da curva de Gauus, assim essas regiões
são utilizadas para determinar a região crítica da anomalia i, monitorada a partir do fator
𝑗. A figura 19 adiante, apresenta um fluxograma desse algoritmo.
FIGURA 19 – FLUXOGRAMA DO ALGORITMO PARA DETERMINAR OS MODOS DE FALHA
FONTE: O Autor (2016)
4.2.1 Determinação das Regiões Críticas
Para determinar as regiões críticas, são analisados os pontos plotados no eixo
𝑥. Escolhe-se região onde eles se agrupem, ignorando um número de pontos fora dela,
dependendo do percentual de acerto que se deseja. Se um percentual de 90% for satisfatório
ao simular um número suficientemente grande de vetores, pode-se rejeitar 10% dos pontos
que estejam distantes da região onde eles mais se agrupem, e para essa região, determinar
um intervalo, considerando ele como um intervalo da reta real, mesmo sabendo que esse
conjunto possui pontos discretos de simulações, porém, em 90% das vezes em que foi
simulada aquela anomalia, os pontos se acumularam nesse intervalo.
Suponha que a figura 20 (𝑎), adiante, mostra a simulação de uma certa anomalia,
nesse caso os pontos se concentram na calda direita da curva de Gauss, com a ocorrência
de poucos pontos próximos da média. Nesse caso é ignorado os pontos próximos da média e
determina-se a região crítica como sendo o intervalo formado por dois pontos de simulação
de tal forma que a região onde os pontos mais se agruparam pertençam a esse intervalo.
A figura 20 (𝑏), adiante, o caso foi oposto ao anterior, pois o pontos se concentraram
na calda esquerda da curva de Gauss, e, de forma análoga define-se um intervalo da reta
formada por dois pontos de simulação, de tal forma que a região onde os pontos se
concentraram esteja contida nesse intervalo.
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A figura 20 (𝑐), adiante, apresenta o caso onde uma anomalia foi simulada e houve
concentração dos pontos nas duas caldas da curva de Gauss. Nesse caso rejeita-se um
número pequeno de pontos próximos à média, e assume-se como região crítica a união
dos intervalos que contenham as regiões onde os pontos mais se concentraram nas duas
caldas da curva de Gauss.
Assim, coletadas as leituras dos instrumentos instalados em algum bloco chave
de uma barragem de concreto, feita as transformações necessárias de tal forma que cada
instrumento possua apenas um representante mensal, e, calculado os escores fatoriais
que sejam capazes de monitorar as anomalias, pode-se verificar se o valor desses escores
fatoriais pertencem à uma determinada região crítica dessas anomalias. Caso ocorra, é dito
que existem indícios estatísticos para acreditar que essa anomalia pode estar ocorrendo.
FIGURA 20 – REPRESENTAÇÃO DAS REGIÕES CRÍTICAS
FONTE: O Autor (2016)
4.3 MODELO MATEMÁTICO PARA O CASO GERAL
Define-se o modelo matemático como função de desempenho que terá o objetivo
de realizar o monitoramento de um bloco de concreto de uma barragem altamente instru-
mentada, onde os instrumentos são correlacionados. Para o caso geral assume-se algumas
hipóteses:
1. A matriz de dados amostrais é proveniente de uma população normal multivariada;
2. Todos os testes estatísticos mencionados anteriormente foram bem sucedidos;
3. A Análise Fatorial foi bem sucedida, garantindo uma explicação da variabilidade
superior à 75%;
4. Todos os conjuntos de escores fatoriais possuem distribuição normal.
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Agora suponha que existam 𝑛 instrumentos instalados no bloco, e após a analise
fatorial obteve-se 𝑗 fatores. Suponha também que os instrumentos instalados no bloco
sejam capazes de monitorar 𝑖 anomalias, e para cada anomalia exista um número 𝑚 ≤ 𝑛
instrumentos capazes de identificar 𝑖.
Se um único fator possuir os 𝑚 instrumentos, com alta contribuição no fator,
capazes de monitorar a anomalia 𝑖, então apenas esse fator será necessário para diagnos-
ticar essa anomalia. Se existir 𝑚 ≤ 𝑛 instrumentos capazes de identificar a anomalia 𝑖,
com esses instrumentos distribuídos em alguns fatores com alta contribuição, então todos
esses fatores são necessários para monitorar 𝑖. Assim, por exemplo, sejam as anomalias
𝑖 = {1, 2}, tais que, todos os instrumentos capazes de monitorar a anomalia 1 estejam
todos agrupados no fator 1, e, todos instrumentos capazes de monitorar a anomalia 2
estejam agrupados em dois fatores, a saber, 2 e 3. Logo, para o primeiro caso, utiliza-se o
algoritmo descrito na figura 19, para fazer simulações com os instrumentos associados a
anomalia 1, obtendo valores do escore fatorial 1 no eixo 𝑥, obtendo 𝑅𝐶11, definida como
a região crítica da anomalia 1 monitorada a partir do fator 1. Para o caso da anomalia 2,
utiliza-se o algoritmo apresentado na figura 19, fazendo simulações com os instrumentos
capazes de monitorar essa anomalia em ambos os fatores, obtendo 𝑅𝐶22 e 𝑅𝐶23, definidas
com Região crítica da anomalia 2 a partir do fator 2 e região crítica da anomalia 2 a partir
do fator 3. Portanto, dado um vetor de leituras mensais dos instrumentos instalados no
bloco de concreto, é dito que a anomalia 1 pode estar ocorrendo quando o valor do escore
fatorial 1 pertencer a 𝑅𝐶11. E para o caso da anomalia 2, é dito que pode estar ocorrendo
se o escore fatorial 2 pertencer a 𝑅𝐶22 e o escore fatorial 3 pertencer a 𝑅𝐶23.
Portanto, considerando um bloco de uma barragem de concreto, onde foi deter-
minado as anomalias que os instrumentos são capazes de monitorar, e, onde as regiões
críticas dessas anomalias já foram identificadas através do algoritmo descrito anterior-
mente, pode-se definir uma função de desempenho capaz de realizar o monitoramento,
contudo, antes deve-se definir:
1. 𝐺𝑖 é a componente da função de desempenho que monitora a anomalia 𝑖;
2. 𝐾𝑖𝑗 é um conjunto formado apenas pelos escores fatoriais 𝑗 que se relacionam com
a anomalia 𝑖.
3. 𝑘𝑖 é o número de fatores relacionados com 𝑖 menos um, ou seja, 𝑘𝑖 = #{𝐾𝑖𝑗} − 1 ;
Portanto, a função de desempenho, é definida como sendo 𝐺(𝑍), dada por:
𝐺(𝑍) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝐺1(𝑍) = 𝜆11𝑧1 + 𝜆12𝑧2 + . . . + 𝜆1𝑗𝑧𝑗 + 𝑘1
𝐺2(𝑍) = 𝜆21𝑧1 + 𝜆22𝑧2 + . . . + 𝜆2𝑗𝑧𝑗 + 𝑘2
...




𝜆𝑖𝑗 = 0 𝑗 /∈ 𝐾𝑖𝑗 ou 𝑧𝑗 /∈ 𝑅𝐶𝑖𝑗
se
𝜆𝑖𝑗 = −1𝑧𝑗 𝑧𝑗 ∈ 𝑅𝐶𝑖𝑗
onde 𝜆𝑖𝑗 representa o coeficiente da anomalia 𝑖 do escore fatorial 𝑗, 𝑧𝑗 representa o valor
do escore fatorial 𝑗 padronizado e 𝑅𝐶𝑖𝑗 representa as regiões críticas definidas para a
anomalia 𝑖 a partir do escore fatorial 𝑗. 𝜆𝑖𝑗 também assume o valor 0 se o fator 𝑗 não tiver
influência sobre a anomalia 𝑖.
Note que o valor assumido pela constante 𝜆𝑖𝑗 depende se o valor 𝑧𝑗 pertence ou
não a sua respectiva região crítica, que foi definida na seção anterior. Logo, dessa função
tira-se as seguintes conclusões:
1. 𝐺𝑖(𝑍) ≥ 0 ∀ 𝑖 apenas quando nenhuma anomalia ocorreu;
2. 𝐺𝑖(𝑍) < 0 para algum 𝑖 quando uma ou mais anomalias ocorreram ;
3. Os índice 𝑖′𝑠 indicam quais anomalias podem ser monitoradas pela função de de-
sempenho e os índices 𝑗′𝑠 indicam quais fatores foram responsáveis pela ocorrência
da anomalia, e, consequentemente quais instrumentos apresentaram valores fora de
sua normalidade.
Obteve-se uma função de desempenho multivariada, onde cada componente da
função é uma combinação linear de variáveis aleatórias normais padrão e portanto também
possui essa distribuição de probabilidade. Apesar dessa função não utilizar as variáveis
físicas normalmente utilizadas na análise de confiabilidade para determinação da função
desempenho, ela preserva a condição de assumir valores menores que zero apenas quando
ocorre uma ou mais anomalias. Para realizar o cálculo da probabilidade de falha de forma
eficiente deve-se verificar as seguintes informações a respeito das variáveis aleatórias 𝐺𝑖.
1. Se os eventos 𝐺𝑖 são dois a dois disjuntos;
2. Se os eventos 𝐺𝑖 são todos independentes.
Se essas hipóteses forem comprovadas, o cálculo da probabilidade de falha não
será uma tarefa complexa, caso contrário deve-se utilizar os conceitos da probabilidade
condicional e sucessivas utilizações do cálculo de probabilidade de eventos não disjuntos
sugerida por Hines et al. (2006).
4.4 PROBABILIDADE DE FALHA
Pretende-se calcular a probabilidade de falha a partir da função de desempenho
dada pela expressão 4.5. A ideia é utilizar os conceitos de probabilidade, probabilidade
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condicional e técnicas de confiabilidade estrutural conhecidas em cada componente da
função de desempenho. Assim, pode-se dizer que houve uma falha na estrutura quando
existe 𝑖 tal que 𝐺𝑖 < 0. Logo,







Note que o cálculo da probabilidade de falha de cada evento 𝐺𝑖 pode ser realizado
utilizando as técnicas simples de probabilidade, pois todas componentes 𝐺𝑖 são combina-
ções lineares de variáveis aleatórias normais padrão que são independentes entre si. No
entanto, o cálculo da probabilidade de falha de todo sistema estrutural é complexa, pois
exige o conhecimento da influência de cada evento 𝐺𝑖 sobre os demais.
Portanto, a probabilidade de falha do sistema é dada pela probabilidade da união
dos eventos de falha de cada componente da função de desempenho. Se as variáveis alea-
tórias 𝐺𝑖 forem dois a dois disjuntas, então, essa probabilidade pode ser calculada como
a soma das probabilidades de cada função 𝐺𝑖 assumir valores menores que zero, caso
contrário, deve-se usar a equação sugerida por Hines et al. (2006).
A obtenção da probabilidade de falha do sistema estrutural proposto a partir da
função 4.5 é o problema que procura-se resolver nesse trabalho.
Logo, pode-se encontrar a probabilidade de falha de cada evento individualmente e
supondo os eventos 𝐺𝑖 independentes, pode-se encontrar uma estimativa da probabilidade
de falha. Observe que para todo 𝑖 as componentes da função 4.5 tem a forma
𝐺𝑖 = 𝜆𝑖1𝑧1 + 𝜆𝑖2𝑧2 + . . . + 𝜆𝑖𝑗𝑧𝑗 + 𝑘𝑖
Assim,
𝑃 [𝐺𝑖 < 0] = 𝑃 [𝜆𝑖1𝑧1 + 𝜆𝑖2𝑧2 + . . . + 𝜆𝑖𝑗𝑧𝑗 + 𝑘𝑖 < 0] =










Como os 𝑧𝑗 são todas variáveis aleatórias normais padrão independentes entre si temos
que
𝑃 [𝐺𝑖 < 0] = 𝑃 [𝑧1 ∈ 𝑅𝐶𝑖1] · 𝑃 [𝑧2 ∈ 𝑅𝐶𝑖2] · . . . · 𝑃 [𝑧𝑗 ∈ 𝑅𝐶𝑖𝑗]
Logo, para 𝑅𝐶𝑛𝑗 = (𝑖𝑛𝑓𝑛𝑗, 𝑠𝑢𝑝𝑛𝑗) com 𝑛 = 1, . . . , 𝑖 temos que










e, portanto, a probabilidade de falha do evento 𝐺𝑖 é dada por:




























Procedendo dessa forma para todos os eventos 𝐺𝑖, e, supondo os eventos inde-
pendentes, encontra-se uma estimativa para a probabilidade de falha do bloco chave de
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concreto, dada por:






= 𝑃 [𝐺1 < 0] + 𝑃 [𝐺2 < 0] + . . . + 𝑃 [𝐺𝑖 < 0] (4.7)
.
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5 RESULTADOS E DISCUSSÃO
5.1 APLICAÇÃO DO MODELO GERAL PARA BLOCO-CHAVE A-15 DA BARRA-
GEM DE ITAIPU
Nesta seção é aplicado o método descrito no capitulo anterior no bloco-chave A-15
da barragem de Itaipu.
5.1.1 Testes Estatísticos
Antes de aplicar a análise fatorial na matriz 𝑀168×50, verificou-se alguns testes
estatísticos, que foram mencionados no capítulo 2.
5.1.1.1 Teste de Normalidade Multivariada
Inicialmente foi testada a normalidade multivariada da matriz de dados de dimen-
são 168 × 50. Foi utilizado o teste computacionalmente intensivo baseado na distância de
Mahalanobis (BIASE; FERREIRA, 2012). A hipótese nula desse teste afirma:
𝐻0: A matriz de dados amostrais é proveniente de uma população normal multi-
variada .
A aplicação do teste, programado no Matlab, resultou em 𝑝 = 0, 7626 (obtido com
100.000 simulações Monte Carlo). Portanto, ao nível de significância de 0, 05, a hipótese
de normalidade multivariada não pode ser descartada.
5.1.1.2 Teste de Esfericidade de Bartlett
Sabendo-se da normalidade multivariada dos dados, aplicou-se o Teste de Esferi-
cidade de Bartlett para testar a hipótese⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝐻0 : A matriz de correlação é igual a matriz identidade, ou seja, 𝜌 = 1
𝐻1 : A matriz de correlação é diferente da matriz identidade, ou seja, 𝜌 ̸= 1
A aplicação do teste resultou em 𝜒2 = 7988, 4 (𝑝 = 0), ou seja, rejeitou-se a
hipótese 𝐻0. Portanto, a amostra multivariada é proveniente de uma população com
matriz de correlação significativamente diferente da matriz identidade.
5.1.1.3 Cálculo de KMO
O cálculo da medida de adequacidade dos dados para realização de uma análise
fatorial resultou em 𝐾𝑀𝑂 = 0, 8348. Como o valor mínimo exigido é 0, 50, a amostra
multivariada satisfaz essa condição.
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5.1.2 Extração dos Fatores
Comprovados os resultados dos testes, aplicou-se a análise fatorial na matriz 𝑀168×50.
O método adotado para obtenção dos coeficientes fatoriais foi o Método das Componentes
Principais com rotação Varimax e aplicando o critério do mínimo autovalor, visto que esse
método obteve uma maior porção da variância explicada, comparado com o método da
Máxima Verossimilhança.
Obteve-se 9 fatores, que explicam 86, 21% de toda variância, entretanto, duas
variáveis apresentaram comunalidades baixas, menores que 0, 70, e devido a isso uma nova
análise foi realizada removendo essas variáveis. A nova análise envolveu todos os testes
estatísticos realizados anteriormente, mas agora em uma matriz 𝑀168×48 para reconfirmar
adequação dos dados. Novamente todos os testes foram bem sucedidos.
Com a nova análise foi obtido uma variância explicada de 87, 30%, sem nenhuma
variável com baixa comunalidade. A matriz com os fatores e os escores fatoriais são apre-
sentados nos apêndies "A"e "B", respectivamente. Em vermelho, estão destacados no qua-
dro os instrumentos que mais contribuem para cada fator, e, essas informações serão muito
úteis na próxima seção para obtenção dos modos de falha mais significativos.
Os escores fatoriais gerados a partir dos coeficientes fatoriais são utilizados para a
determinação dos modos de falha. Neles são realizados os testes estatísticos para compro-
var se são variáveis aleatórias normais ou se serão necessárias transformações nos escores
para transformá-los em variáveis aleatórias normais. Aqueles que passarem nos testes
serão padronizados e utilizados no cálculo da probabilidade de falha.
5.1.3 Adequação dos Escores Fatoriais
Após obter os fatores e gerar os escores fatoriais da forma especificada no capítulo
2, foram obtidos 9 escores fatoriais, que são as variáveis aleatórias que substituirão as
originais, com pouca perda de informação. Essas novas variáveis aleatórias, de acordo
com a teoria da análise fatorial, são independentes entre si, e, essa propriedade será de
grande ajuda no cálculo da probabilidade de falha.
Para garantir que essas novas variáveis aleatórias obtidas sejam normais, aplica-se
o teste estatístico apresentados no capitulo 2, conhecido como teste de Liliefors. Aplica-se
esse teste em cada escore fatorial, e, para aqueles em que a normalidade não for compro-
vada, será aplicada as transformações sugeridas por Johnson e Wichern (1987) e apre-
sentadas no quadro 1 e que satisfaçam a definição 2.1. O quadro 9, abaixo, apresenta os
resultados obtidos após os testes estatísticos e as transformações aplicadas.
Analisando o quadro 9, é visto que os escores fatoriais 4, 5 e 7 já possuíam a
condição de normalidade, e para os escores 1 e 9 uma transformação foi realizada para
garantir essa condição, nesses casos o teste de Liliefors aceita a hipótes nula e confirma a
condição normalidade dos dados. Já os escores 2, 3, 6 e 8 não são normais e não encontrou-
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Escores Fatoriais Transformação Estimativas Decisão do teste
1
√︁
|𝑥𝑖| 𝑑 = 0.05205, 𝑝 > 0.20 Normal
2 não utilizável
3 não utilizável
4 não 𝑑 = 0.05531, 𝑝 > 0.20 Normal
5 não 𝑑 = 0.03724, 𝑝 > 0.20 Normal
6 não utilizável




|𝑥𝑖| 𝑑 = 0.4487, 𝑝 > 0.20 Normal
QUADRO 9 – TESTE LILIEFORS
FONTE: O Autor (2016)
se até o momento uma transformação para eles, logo os mesmos não serão utilizados no
monitoramento da estrutura. Para a sequência do trabalho esses escores fatoriais serão
padronizados e utilizados na próxima seção.
Observe que a transformação 𝑇 (𝑥) =
√︁
|𝑥𝑖| utilizada para transformar os escores
fatorias 1 e 9 em variáveis normais além de normalizar os dados também satisfaz as
condições exigidas na definição 2.1. Note que 𝑇 (𝑥) =
√︁
|𝑥𝑖| é uma função positiva, e além
disso, dado 𝑥1, 𝑥2 ∈ ℜ quaisquer, tal que, |𝑥1| < |𝑥2|, como a função raíz quadrada é
crescente, sempre implica que 𝑇 (𝑥1) < 𝑇 (𝑥2). Portanto, pela proposição 4.1, segue que 𝑇
preserva mudança de comportamento.
5.2 DETERMINAÇÃO DOS MODOS DE FALHA
Define-se o primeiro vetor de simulação da anomalia 𝑖 a partir do fator 𝑗 como
sendo
𝑉𝑖𝑗 = (𝑎11; 𝑎12; . . . ; 𝑎1𝑘; 𝑎1,𝑘+1; 𝑎1,𝑘+2; . . . , 𝑎1,𝑛)
onde, 𝑎1𝑚 é o primeiro número aleatório gerado para o instrumento 𝑚 do seu respectivo
intervalo 𝑀𝐶 e 𝑘 é a quantidade de instrumentos altamente correlacionados com a ano-
malia 𝑖 que pertencem ao fator 𝑗, 𝑎𝑝+𝑘 são os números aleatórios gerados dos intervalos de
bom comportamento 𝐵𝐶, dos instrumentos 𝑝+𝑘 com 𝑝 = 1, . . . , 𝑛−𝑘 e sendo 𝑛 o número
total de instrumentos. Para que esse vetor de simulação seja eficiente para cada fator 𝑗
que é utilizado, ele deve ser reordenado de forma a deixar os instrumentos principais nas
primeiras entradas e os demais na sequência, e além disso, a geração de todos os números
aleatórios desse vetor, depende das correlações com o primeiro número aleatório gerado.
O primeiro número aleatório é gerado do instrumento com maior representação no fator
𝑗 que tenha influência com a anomalia 𝑖.
Na análise fatorial realizada foi obtido uma matriz com os coeficientes fatoriais,
que são essenciais na geração dos escores fatoriais. Dessa matriz obtêm-se o vetor 𝑉𝑐𝑗
92













como sendo o vetor de simulação padronizado, onde 𝜇𝑛 e 𝜎𝑛 são, respectivamente, as
médias e os desvios padrão da amostra das variáveis aleatórias, desde Janeiro de 2000 a
dezembro de 2013.
Para esse caso o vetor 𝑉𝑐𝑗 possui dimensões 48 × 1. Fazendo (𝑉𝑐𝑗)𝑡1×48 · 𝑊48×1
obtêm-se 𝐸1𝑖𝑗, que é o primeiro valor do escore fatorial 𝑗 quando simulada a anomalia 𝑖.
Nos casos onde houve uma transformação nos escores fatoriais aplica-se 𝑇𝑗 em
𝐸1𝑖𝑗, onde 𝑇𝑗 é a transformação realizada no escore 𝑗, obtendo 𝑇𝑗(𝐸1𝑖𝑗), padronizando
obtêm-se 𝑧1𝑖𝑗, que é a primeira variável aleatória normal padrão gerada quando simulada
a anomalia 𝑖 a partir do fator 𝑗. Plotando 𝑧1𝑖𝑗 na curva normal, com média zero e variância
um, obtêm-se um ponto no eixo 𝑥. Esse é o primeiro ponto da região crítica que é definida
para anomalia 𝑖. Repetindo esse processo para um grande número de vezes obtêm-se esse
número de pontos no eixo 𝑥. Como esses pontos são gerados simulando a mesma anomalia,
eles se concentram em uma ou ambas caudas da curva de Gauss, formando uma região.
As anomalias que pretende-se monitorar e as regiões críticas para cada uma, é apre-
sentada nas próximas seções. Na sequencia do trabalho, usa-se com frequência o vetor 𝑊𝑎,
denominado vetor de amostras das leituras das medidas padronizadas dos instrumentos
instalados no bloco em um certo mês, que pretende-se verificar se houve ou não alguma
anomalia na estrutura.
5.2.1 Escorregamentos e Subpressões
As forças horizontais mobilizam tensão de cisalhamento ao longo de uma superfície
de baixa resistência ao cisalhamento, preferencialmente horizontal no corpo da barragem,
em sua base ou em um plano de fraqueza da fundação. O resultado pode ser um desliza-
mento, ou seja um deslocamento para jusante (JAIME, 2006). O escorregamento de um
bloco de uma barragem de concreto é quando há um movimento de abertura e desliza-
mento entre os blocos vizinhos, fazendo com que ele se movimente para uma determinada
direção, no caso do bloco-chave A-15 esse movimento pode ocorrer na direção vertical
oposta ao reservatório, quando as bases de alongametro que estão altamente correlacio-
nados com o fator 1 apresentam resultados fora de seu estado normal de comportamento.
93
Como os escores fatoriais dos fatores 1 e 9, após a transformação assumem uma
distribuição normal, pode-se monitorar dois tipois diferentes de escorregamento, o escor-
regamento na junta D e o escorregamento na brecha D. O escorregamento na junta D
pode ocorrer quando existe uma mudança no comportamento das bases de alongametro
instaladas no bloco-Chave A-15, em conjunto com uma subpressão detectada pelos piezô-
metros instalados na junta D. Do mesmo modo, um escorregamento na brecha D pode
ocorrer, com uma mudança de comportamento das bases de alongametro em conjunto
com uma subpressão detectada pelos piezômetros instalados na brecha D.
A subpressão na brecha D é quando os piezômetros instalados nessas regiões que
se encontra a uma determinada profundidade, apresentam valores fora da normalidade.
Esses instrumentos estão associados ao fator 9. No entanto, os instrumentos responsáveis
em monitorar uma subpressão na junta D não estão fortemente associados com nenhum
fator, e isso impede a detecção dessa anomalia.
Portanto, pode-se monitorar essas 3 anomalias, a primeira será o escorregamento
na brecha D. Para determinar a região crítica dessa anomalia utiliza-se o algoritmo repre-
sentado na figura 19. Faz-se simulações, onde apenas os instrumentos relacionados com
o escorregamento e com a subpressão na brecha D apresentam valores dentro dos inter-
valos 𝑀𝐶, e nesse caso determina-se a região crítica de anomalia 1 a partir do fator 1,
𝑅𝐶11 = (1, 7; 2, 3). A figura 21 apresenta a região crítica determinada.
FIGURA 21 – REGIÃO CRÍTICA DO ESCORREGAMENTO NA BRECHA D
FONTE: O Autor (2016)
A segunda anomalia será apenas a subpressão na Brecha D, que pode ocorrer sem
que haja um escorregamento. Como os piezômetros que monitoram tal anomalia estão
associados ao fator 9, utiliza-se o algoritmo descrito na figura 19 e faz-se simulações
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onde apenas os instrumentos relacionados com a subressão na breja D apresentam valores
dentro dos intervalos 𝑀𝐶, e nesse caso determina-se a região crítica de anomalia 2 a partir
do fator 9, 𝑅𝐶29 = (2, 15; 3, 13). A figura 22 apresenta a região crítica determinada.
FIGURA 22 – REGIÃO CRÍTICA DA SUBPRESSÃO NA BREJA D
FONTE: O Autor (2016)
A terceira anomalia será o escorregamento na junta D. Para determinar a região
crítica dessa anomalia utiliza-se o algoritmo descrito na figura 19 e faz-se simulações onde
apenas os instrumentos relacionados com o escorregamento e com a subpressão na junta
D apresentam valores dentro dos intervalos 𝑀𝐶, e nesse caso determina-se a região crítica
de anomalia 3 a partir do fator 1, 𝑅𝐶31 = (2, 1; 2, 6). A figura 23 apresenta a região crítica
determinada.
Portanto, para realizar o monitoramento, dado um vetor 𝑊𝑎 definido anterior-
mente, é dito que essas anomalias podem ocorrer quando:⎧⎪⎪⎪⎨⎪⎪⎪⎩
Escorregamento na Brecha D se 𝑧1, 𝑧9 ∈ 𝑅𝐶11, 𝑅𝐶29
Subpressão na Brecha D se 𝑧9 ∈ 𝑅𝐶29
Escorregamento e Subpressão da Junta D 𝑠𝑒 𝑧1 ∈ 𝑅𝐶31
(5.1)
onde 𝑧𝑗 é o valor do escore fatorial padronizado gerado a partir de 𝑊𝑎 e do fator 𝑗, e 𝑅𝐶𝑖𝑗
é a região crítica determinada da anomalia 𝑖 a partir do escore fatorial 𝑗.
Observe que para ocorrer os escorregamentos é necessário que também ocorra a
subpressão na região determinada, essa é uma condição necessária e está indicada nos
quadros apresentados no capítulo 3, seção 4, que tem a função de correlacionar os instru-
mentos com as anomalias. Já a subpressão pode ocorrer sem que haja um escorregamento.
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FIGURA 23 – REGIÃO CRÍTICA DO ESCORREGAMENTO NA JUNTA D
FONTE: O Autor (2016)
5.2.2 Fluência
Nas estruturas de concreto massa, onde se têm grandes volumes de concreto, deve-
se ter especial preocupação com o estudo e controle da geração de calor, ocasionada da
reação de hidratação do cimento. Esta geração de calor pode causar efeitos mecânicos que
atingindo certos limites, pode levar a fissuração e posterior dano da estrutura. Somando-
se ao controle de geração de calor, deve-se ter atenção também a um outro fenômeno
mecânico causado pela acomodação dos agregados, através da ação constante de uma
carga, chamado de fluência (JAIME, 2006).
Os instrumentos capazes de monitorar uma fluência são as rosetas de deformimêtro
que estão altamente correlacionadas com os fatores 4, 5 e 7. E utilizando o algoritmo
descrito na figura 19 faz-se simulações onde os valores desses instrumentos apresentam
leituras dentro de seus respectivos intervalos 𝑀𝐶, em todos fatores envolvidos, após um
número de simulações obtem-se as regiões críticas 𝑅𝐶44 = (−3, 7; −2, 9)
⋃︀(2, 9; 3, 7), 𝑅45 =
(−2, 9; −2, 1)⋃︀(2, 1; 2, 9) e 𝑅47 = (−2, 6; −1, 6)⋃︀(1, 6; 2, 6) denominada região crítica da
anomalia 4 do fator 𝑗. A figura 24, adiante, apresenta as regiões críticas obtidas para essa
anomalia.
Portanto, dado um vetor 𝑊𝑎 é dito que pode estar ocorrendo uma Fluência quando






FIGURA 24 – REGIÃO CRÍTICA DA FLUÊNCIA
FONTE: O Autor (2016)
Onde 𝑧𝑗 é o valor do escore fatorial padronizado obtido através de 𝑊𝑎 e do fator 𝑗. Na
figura 25, a seguir, está a representação desse evento na forma de sistema em paralelo.
FIGURA 25 – REPRESENTAÇÃO EM SISTEMA DO EVENTO CORRESPONDENTE A FLUÊNCIA
FONTE: O Autor (2016)
5.2.3 Tombamento à Jusante
A anomalia que pretende-se monitorar agora é o tombamento, que pode acontecer
na direção da montante ou da jusante, como resultado das forças atuantes na estrutura.
O tombamento é o mecanismo de ruptura da barragem como um todo, tendendo a fazê-la
girar em torno de um ponto 𝐴. O tombamento é, no entanto, um mecanismo raro de
ocorrer. Antes da ruptura por tombamento, desenvolvem-se esforços de tração e aumento
de sub-pressão na rocha, à montante. Ocorrem, também, aumentos das tensões de com-
pressão à jusante. As forças horizontais 𝐻 estão presentes e o resultado é a ruptura por
deslizamento antes da ocorrência do tombamento. A barragem desliza no seu contato in-
ferior, ao invés de girar em torno do ponto 𝐴. O mal desempenho da barragem é portanto
de deslizamento, um problema que pode ser solucionado por injeções de cimento.
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Para realizar esse monitoramento deve-se envolver todos os fatores que possuam
os instrumentos que possam identificar um tombamento. De acordo com as funções e
localidades dos instrumentos instalados nesse bloco, identificou-se os fatores que contri-
buem com essa tarefa, nesse caso, os fatores 1, 2, 3, 4, 5, 7, 8 e 9. No entanto, apenas os
escores fatoriais 1, 4, 5, 7 e 9 são normais. Então, define-se como um possível estado de
tombamento, quando todos esses fatores apresentarem a resultante dos seu escores fatori-
ais nas suas respectivas regiões críticas. Isso pode ser representado como um sistema em
paralelo do evento tombamento. Na figura 26, abaixo, está a representação desse sistema.
As regiões críticas dos fatores são obtidas utilizando o algoritmo descrito na figura 19
FIGURA 26 – REPRESENTAÇÃO EM SISTEMA DO EVENTO CORRESPONDENTE AO TOMBA-
MENTO
FONTE: O Autor (2016)
simulando valores para os instrumentos dentro de seus respectivos intervalos 𝑀𝐶, para
todos os escores fatoriais envolvidos.
FIGURA 27 – REGIÃO CRÍTICA DO TOMBAMENTO À JUSANTE
FONTE: O Autor (2016)
A figura 27 apresenta as regiões críticas 𝑅𝐶51 = (−2, 9; −1, 4), 𝑅𝐶54 = (−2, 2; −1, 5)
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⋃︀(1, 5; 2, 2), 𝑅𝐶55 = (−1, 6; −0, 7)⋃︀(0, 7; 1, 6), 𝑅𝐶57 = (−4, 7; −3, 7)⋃︀(3, 7; 4, 7) e 𝑅𝐶59 =
(0, 3; 1, 4) obtidas. Portanto, dado um vetor 𝑊𝑎 é dito que existe a possibilidade de ocorrer







Onde 𝑧𝑗 é o valor do escore fatorial padronizado obtido a partir de 𝑊𝑎 e do fator 𝑗.
5.3 MODELO MATEMÁTICO
No modelo matemático define-se a função de desempenho que foi proposta no
início do trabalho, e que é capaz de monitorar toda e estrutura do bloco-chave A-15 da
barragem de Itaipu.









onde 𝑋 é o vetor das médias mensais, 𝑥𝑖 e 𝑠𝑖 são, respectivamente, a média e o desvio
padrão da variável 𝑖, e a função
𝐻𝑖(𝑊 𝑎) = (𝑉𝑐𝑗)𝑡1×𝑛 · 𝑊𝑎𝑛×1 = 𝐸𝑗 (5.4)
onde (𝑉𝑐𝑗)𝑛×1 é o vetor dos coeficientes fatoriais do fator 𝑗 e 𝐸𝑗 é o valor do escore fatorial
correspondente ao mês do fator 𝑗 com 𝑗 = 1, . . . , 9 obtido através do vetor de amostra 𝑊𝑎.
Logo, utilizando as transformações 𝑇𝑗, quando necessário, responsáveis em transformar os
escores fatoriais em variáveis aleatórias normais, e, utilizando apenas os escores fatoriais
1, 4, 5, 7 e 9 pode-se definir o seguinte vetor
𝑇 (𝐸) = (𝑇1(𝐸1), 𝐸4, 𝐸5, 𝐸7, 𝑇9(𝐸9)) (5.5)
onde 𝑇𝑗(𝐸𝑗) é o valor que o escore fatorial do fator 𝑗 assume após a transformação em
variável normal. Padronizando 𝑇 (𝐸) utilizando as médias e os desvios padrão dos escores
fatoriais normalizados obtém-se o vetor 𝑍 = (𝑧1, 𝑧4, 𝑧5, 𝑧7, 𝑧9).
O quadro 10 tem a função de facilitar a interpretação da função de desempenho
que será definida a seguir.
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índice Anomalia Fatores envolvidos Regiões Críticas
1 Escorregamento na Brecha D 1, 9 21
2 Subpressão na Brecha D 9 22
3 Escorregamento na Junta D 1 23
4 Fluência 4, 5, 7 24
5 Tombamento à Jusante 1, 4, 5, 7, 9 27
QUADRO 10 – QUADRO DE COMBINAÇÃO DOS FATORES
FONTE: O Autor (2016)
Portanto, a função de desempenho, é definida como sendo 𝐺(𝑍), dada por:
𝐺(𝑍) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝐺1(𝑍) = 𝜆11𝑧1 + 𝜆19𝑧9 + 1
𝐺2(𝑍) = 𝜆29𝑧9
𝐺3(𝑍) = 𝜆31𝑧1
𝐺4(𝑍) = 𝜆44𝑧4 + 𝜆45𝑧5 + 𝜆47𝑧7 + 2
𝐺5(𝑍) = 𝜆5,1𝑧1 + 𝜆5,4𝑧4 + 𝜆5,5𝑧5 + 𝜆57𝑧7 + 𝜆5,9𝑧9 + 4
(5.6)
Com ⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝜆𝑖𝑗 = −1𝑧𝑗 se 𝑧𝑗 ∈ 𝑅𝐶𝑖𝑗
𝜆𝑖𝑗 = 0 𝑐/𝑐
onde 𝜆𝑖𝑗 representa o coeficiente da anomalia 𝑖 do escore fatorial 𝑗, 𝑧𝑗 representa o valor
do escore fatorial gerado a partir do vetor de amostra padronizado 𝑊𝑎 e do fator 𝑗 e 𝑅𝐶𝑖𝑗
representa as regiões críticas definidas para a anomalia 𝑖 a partir do escore fatorial 𝑗.
Note que o valor assumido pela constante 𝜆𝑖𝑗 depende se o valor 𝑧𝑗 pertence ou
não a sua respectiva região crítica, que foi definida na seção anterior. Logo, dessa função
tira-se as seguintes conclusões:
1. 𝐺𝑖(𝑍) ≥ 0 ∀ 𝑖 = 1, . . . , 5 apenas quando nenhuma anomalia ocorreu;
2. 𝐺𝑖(𝑍) < 0 para algum 𝑖 = 1, . . . , 5 quando uma ou mais anomalias ocorreram ;
3. Os índice 𝑖 = 1, . . . 5 indicam quais anomalias podem ser monitoradas pela função
de desempenho e os índices 𝑗 = 1, . . . , 9 indicam quais fatores foram responsáveis
pela ocorrência da anomalia, e, consequentemente, quais instrumentos apresentaram
valores fora de sua normalidade.
Obteve-se uma função de desempenho multivariada, onde cada componente da
função é uma combinação linear de variáveis aleatórias normais padrão e portanto também
possui essa distribuição de probabilidade. Essa função é capaz de diagnosticar quando uma
das anomalias descritas no quadro 10 pode estar ocorrendo, ou na eminência de ocorrer,
basta que alguma das componentes dessa função assuma um valor menor que zero.
Para os casos onde nem todos os escores fatoriais podem ser transformados em
variáveis normais, a função de desempenho, pode dar uma previsão de quando uma dessas
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anomalias podem estar ocorrendo, e, obter uma estimativa da probabilidade de falha de
cada anomalia.
Observe que para todo 𝑖 = 1, . . . , 5, as componentes da função 5.6 tem a forma
𝐺𝑖 = 𝜆𝑖1𝑧1 + 𝜆𝑖2𝑧2 + . . . + 𝜆𝑖𝑗𝑧𝑗 + 𝑘𝑖
com 𝜆𝑖𝑗 = 0 se 𝑗 /∈ 𝐾𝑖𝑗 e 𝑘𝑖 o número de fatores que possuem influência sobre {𝑖} menos
1.
Logo,
𝑃 [𝐺𝑖 < 0] = 𝑃 [𝜆𝑖1𝑧1 + 𝜆𝑖2𝑧2 + . . . + 𝜆𝑖𝑗𝑧𝑗 + 𝑘𝑖 < 0]
𝑃 [𝐺𝑖 < 0] = 𝑃 [𝜆𝑖1𝑧1 + 𝜆𝑖2𝑧2 + . . . + 𝜆𝑖𝑗𝑧𝑗 < −𝑘𝑖] =
Como os 𝑧𝑖 são todas variáveis aleatórias normais padrão independentes entre si
temos que











𝑃 [𝐺𝑖 < 0] = 𝑃 [𝑧1 ∈ 𝑅𝐶𝑖1] · 𝑃 [𝑧2 ∈ 𝑅𝐶𝑖2] · . . . · 𝑃 [𝑧𝑗 ∈ 𝑅𝐶𝑖𝑗]
Logo, para 𝑅𝐶𝑖𝑗 = (𝑖𝑛𝑓𝑖𝑗, 𝑠𝑢𝑝𝑖𝑗) com 𝑖 = 1, . . . , 5 temos que










e, portanto, a probabilidade de falha do evento 𝐺𝑖 é dada por:




























Para o caso onde as componentes 𝐺𝑖 não necessitam de todos os fatores para seu
monitoramento, o cálculo da probabilidade de falha é simplificado, utilizando apenas as
regiões críticas correspondentes.
Portanto, após analisar as regiões críticas 𝑅𝐶𝑖𝑗 é possível determinar os intervalos
𝑅𝐶𝑖𝑗 = (𝑖𝑛𝑓𝑖𝑗, 𝑠𝑢𝑝𝑖𝑗) e pode-se efetuar o cálculo de uma estimativa da probabilidade de
falha de cada componente da função de desempenho. O quadro 11 apresenta os intervalos
relacionados a cada região crítica das anomalias monitoradas.
5.3.1 Escorregamento na Brecha D
𝑃 [𝐺1 < 0] = 𝑃 [𝜆11𝑧1 + 𝜆19𝑧9 + 1 < 0] = 𝑃 [𝜆11𝑧1 + 𝜆19𝑧9 < −1] = 𝑃 [(𝑧1 ∈
𝑅𝐶11)

















𝑑𝑧 = (0.033841).(0.014904) =
0.000504
5.3.2 Subpressão na Brecha D











Índice Anomalia Regiões Críticas
1 Escorregamento na Brecha D (1, 7; 2, 3)⋂︀(2, 15; 3, 13)
2 Subpressão na Brecha D (2, 15; 3, 13)
3 Escorregamento na Junta D (2, 1; 2, 6)
5 Fluência
[(−3, 7; −2, 9)⋃︀(2, 9; 3, 7)]⋂︀
[(−2, 9; −2, 1)⋃︀(2, 1; 2, 9)]⋂︀
[(−2, 6; −1, 6)⋃︀(1, 6; 2, 6)]
6 Tombamento à Jusante
(−2, 9; −1, 4)⋂︀
[(−2, 2; −1, 5)⋃︀(1, 5; 2, 2)]⋂︀
[(−1, 6; −0, 7)⋃︀(0, 7; 1, 6)]⋂︀
[(−4, 7; −3, 7)⋃︀(3, 7; 4, 7)]⋂︀ (0, 3; 1, 4)
QUADRO 11 – QUADRO DOS INTERVALOS RELACIONADOS ÀS REGIÕES CRÍTICAS
FONTE: O Autor (2016)
5.3.3 Escorregamento Junta D











𝑃 [𝐺4 < 0] = 𝑃 [𝜆44𝑧4 + 𝜆45𝑧5 + 𝜆47𝑧7 + 2 < 0] = 𝑃 [𝜆44𝑧4 + 𝜆45𝑧5 + 𝜆47𝑧7 < −2] =
































































[(0.001758) + (0.001758)] .[(0.015999) + (0.015999)].[(0.050138) + (0.050138)] =
[0.003516].[0.031997].[0.100276] = 0.000011
5.3.5 Tombamento
𝑃 [𝐺5 < 0] = 𝑃 [𝜆51𝑧1 + 𝜆54𝑧4 + 𝜆55𝑧5 + 𝜆57𝑧7 + 𝜆59𝑧9 + 4 < 0] =
𝑃 [𝜆51𝑧1 + 𝜆54𝑧4 + 𝜆55𝑧5 + 𝜆57𝑧7 + 𝜆59𝑧9 < −4] =


























































































= (0.078891).[(0.052904) + (0.052904)].[(0.187164) + (0.187164)].
[(0.000106)+(0.000106)].(0.301332) = (0.078891).[0.105808].[0.374329].[0.000213].(0.301332) ≈
0.0000
5.4 VALIDAÇÃO DO MODELO MATEMÁTICO
Nesse ponto é proposto um teste para verificar a eficiência da função de desem-
penho 5.6 apresentada na seção anterior. Para tanto são gerada cinco matrizes 𝑀 𝑖500×48
onde cada matriz apresenta 500 vetores com dados sintéticos simulando uma determinada
anomalia 𝑖. O método de geração dos dados sintéticos segue os critérios apresentados no
capitulo 4 seção 2, onde leva-se em consideração os instrumentos relacionados com cada
anomalia, seus intervalos de mudança de comportamento e o instrumento de maior im-
portância no fator.
Utiliza-se também nesse processo de validação uma matriz 𝑅21×48 com dados reais,
a dimensão dessa matriz não é igual as demais matrizes pelo fato de depender das leituras
realizadas dos instrumentos a partir do ano de 2014 até Setembro de 2015.
Pretende-se verificar a porcentagem de acertos do modelo matemático, para isso,
é realizado o cálculo dos escores fatoriais para cada vetor de cada matriz que simule
uma determinada anomalia. E, após, aplica-se os escores correspondentes na função de
desempenho 5.6, verificando quais componentes dessa função apresentam valores menores
que zero, o que caracteriza uma determinada anomalia. No caso da matriz com dados
reais, é verificado se o modelo acusou alguma anomalia em algum determinado mês, caso
isso ocorra é verificado se os instrumentos correspondentes àquela anomalia apresentaram
dados em seus respectivos intervalos de mudança de comportamento, isso justificaria o
fato de tal anomalia ser detectada. Utiliza-se também uma matriz 𝑅𝑀21×48 com dados
reais onde algumas linhas foram modificadas a fim de provocarem uma anomalia.
As tabelas 1, 2 e 3 a seguir apresentam os resultados obtidos pelo modelo mate-
mático.
Na primeira linha da tabela 1 estão os resultados referentes a anomalia Escorrega-
mento na Brecha D. Observe que apos 500 simulações a função de desempenho diagnosti-
cou 423 vezes essa anomalia, no entanto, em 77 vezes a função não conseguiu monitorá-la
e indicou valores maiores que zero para a componente 𝐺1. Observa-se também que em
359 e 33 vezes a função de desempenho indicou a ocorrência de outras anomalias, res-
pectivamente para 𝑗 = 2 e 𝑗 = 3. No caso de 𝑗 = 2 foi indicado uma Subpressão na
Brecha D. Esse fato não se caracteriza um erro, pois de acordo com a literatura, para
que um escorregamento ocorra em uma determinada região é necessário que ocorra uma
subpressão nessa região, além disso, os instrumentos responsáveis no monitoramento de
subpressões nessa região, também são responsáveis em monitorar um escorregamento.
No caso de 𝑗 = 3, a função de desempenho indicou a ocorrência de um escorregamento
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TABELA 1 – RESULTADOS DA VALIDAÇÃO DADOS SINTÉTICOS
Validação do Modelo Matemático com Dados Sintéticos













500 495 5 0 1 99




500 472 28 0 5,6 94,4
FONTE: O Autor (2016)
na Junta D, isso pode ser justificado pelo fato dos instrumentos conhecidos como bases
de alongâmetro serem responsáveis em monitorar tanto o escorregamento na Brecha D
quanto o escorregamento na Junta D, a única alteração que ocorre entre essas anomalias
são os diferentes piezômetros que são utilizados nesse monitoramento. Portanto, pode-se
considerar normal quando a função de desempenho acusar essas duas anomalias quando
um escorregamento na Brecha D ocorrer. Para esse caso obteve-se 84, 6% de acertos.
A segunda linha apresenta os resultados referentes a Subpressão na Brecha D,
para esse caso a função de desempenho conseguiu diagnosticar 499 vezes a ocorrência
dessa anomalia, e em apenas uma vez ela não conseguiu identificá-la, isso garantiu um
percentual de acerto de 99, 8%. Nesse caso não foi diagnosticado a ocorrência de outra
anomalia.
Na terceira linha estão os resultados referentes a um Escorregamento na Junta
D. Nesse caso a função de desempenho conseguiu diagnosticar em 495 vezes a ocorrência
dessa anomalia, mas em 5 vezes não identificou essa ocorrência. Para esse caso obteve-se
99% de acertos. Não houve a identificação de outra anomalia.
Na quarta linha estão os resultados referentes a Fluência. A função de desempe-
nho conseguiu diagnosticar em 493 vezes a ocorrência dessa anomalia, mas em 7 vezes
não identificou essa ocorrência. Para esse caso obteve-se 98, 6% de acertos. Não houve a
identificação de outra anomalia.
Na quinta linha estão os resultados referentes a um tombamento à Jusante. Nesse
caso, a função de desempenho conseguiu diagnosticar em 472 vezes a ocorrência dessa
anomalia, mas em 28 vezes não identificou essa ocorrência. Para esse caso obteve-se 94, 4%
de acertos. Não houve a identificação de outra anomalia.
Portanto, para validação do modelo matemático a partir de dados sintéticos, os
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resultados são considerados satisfatórios, pois em todos os casos obteve-se um desempenho
superior a 80%.
TABELA 2 – RESULTADOS DA VALIDAÇÃO DADOS REAIS
Validação do Modelo
Matemático com Dados Reais






FONTE: O Autor (2016)
A tabela 2 apresenta os resultados referentes aos dados reais, que foram coletados
e padronizados a partir de Janeiro de 2014 até setembro de 2015. O objetivo dessa aná-
lise é verificar se nesse período houve a ocorrência de alguma anomalia possível de ser
monitorada pela função de desempenho 5.6, e, se essa função foi capaz de identificá-la.
Ao analisar a tabela 2 observa-se que no período de Janeiro de 2014 a setembro de
2015 a função de desempenho 5.6 constatou apenas a ocorrência de uma das anomalias
apresentadas no quadro 10. A anomalia diagnosticada foi uma subpressão na Brecha D,
e, ocorreu em Março de 2014. De acordo com a metodologia aplicada nesse trabalho, para
que essa anomalia ocorra é necessário que ocorra uma mudança no comportamento dos
instrumentos conhecidos como piezômetros que estão instalados na Brecha D. Verificando
o vetor que apresenta as médias das leituras mensais correspondentes ao mês de Março
de 2014, comprovou-se que nesse mês de fato houve uma mudança de comportamento nas
leituras desses instrumentos, o que justifica a identificação dessa anomalia pela função de
desempenho 5.6. Segundo Jaime (2006), problemas com subpressões podem ser facilmente
resolvidos com a desobstrução de drenos no concreto.
Cada linha da matriz 𝑅21×48 corresponde a um vetor que apresenta o comporta-
mento do bloco chave em um determinado mês. Ficou constatado que em apenas um mês
ocorreu uma determinada combinação de leituras fora da normalidade, o que justifica os
resultados apresentados pelo modelo.
Para confirmar se a função de desempenho 5.6 é capaz de realizar o monitoramento
do Bloco-Chave A-15 é proposto um novo teste. Escolhe-se cinco meses de forma aleatória
na matriz de dados reais e modica-os de forma que cada mês apresente uma determinada
anomalia. Isso é feito alterando as leituras dos instrumentos relacionados com cada ano-
malia, após é realizada uma padronização dessa nova matriz, para que a partir dela possa
ser calculado os escores fatoriais.
Dessa forma pode-se aplicar esses escores na função de desempenho 5.6, afim de
verificar se o modelo foi capaz de identificar essas alterações nos dados, apontando nos
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respectivos meses selecionados as anomalias construídas. Foram selecionados os seguin-
tes meses, Abril de 2014, Agosto de 2014, Dezembro de 2014, Abril de 2015 e Agosto
de 2015, e, em cada mes foram adicionadas respectivamente, as seguintes anomalias:
Escorregamento Brecha D, Subpressão Brecha D, Escorregamento Junta D, Fluência e
Tombamento a Jusante.
A tabela 3 apresenta os resultados obtidos após aplicação dos escores no modelo
matemático.
TABELA 3 – RESULTADOS DA VALIDAÇÃO DADOS MODIFICADOS
Validação do Modelo
Matemático com Dados Modificados
𝑀21×48 𝐺𝑖 < 0 𝐺𝑖 > 0 linhas
𝐺1 1 20 4
𝐺2 3 18 3,4,8
𝐺3 1 20 12
𝐺4 1 20 16
𝐺5 1 20 20
FONTE: O Autor (2016)
A tabela 3 apresenta no período de 21 meses, quantas vezes cada componente da
função de desempenho apresentou valores menores que zero e em qual linha da matriz
𝑅𝑀21×48 isso ocorreu, além disso, também informa quantas vezes as componentes da
função de desempenho apresentaram valores maiores que zero.
Como a primeira linha da matriz 𝑅21×48 corresponde as leituras realizadas em
Janeiro de 2014, pode-se afirmar a partir da tabela 3, que o modelo identificou anomalias
nos meses onde foram realizadas alterações nos dados para que determinadas anomalias
ocorressem. Observa-se também que as anomalias ocorridas em cada mês são exatamente
as que foram alteradas para os meses correspondentes, isso é verificado pelos valores
obtidos pelas componentes da função de desempenho. Merece destaque a componente 𝐺2
que apresentou valores menores que zero em três meses. Isso se deve pelo fato de o mês
de Março de 2014 já apresentava essa anomalia, que corresponde a linha três da matriz
𝑅21×48, na linha quatro foi adicionada a anomalia Escorregamento na Brecha D e como
visto anteriormente, nesses casos a função de desempenho também pode constatar uma
subpressão na Brecha D, por fim, temos a linha oito que corresponde ao mês de Dezembro
de 2014, onde foi de fato modificado o vetor da matriz 𝑅21×48, a fim de que ocorresse uma
subpressão na Brecha D.




Nesse trabalho desenvolveu-se um método alternativo para o monitoramento de
anomalias em um bloco de concreto altamente instrumentado. Por ser um método esta-
tístico, sua eficiência depende da qualidade e padronização dos dados e das comprovações
de algumas hipóteses, que essencialmente são a confirmação de todos os testes estatísticos
apresentados no capitulo 2, e, da condição de normalidade dos escores fatoriais, que pode
algumas vezes, ser obtida através de transformações nos dados.
Para aplicação desse método, inicialmente estudou-se as funções de todos os instru-
mentos instalados no bloco-chave A-15 da barragem de Itaipu, descobrindo suas funções
e periodicidade de leituras, com o propósito de filtrar e padronizar os dados. A partir
da matriz multivariada gerada das leituras padronizadas dos instrumentos, realizou-se a
análise fatorial, que gerou grupos de instrumentos altamente correlacionados. A partir
desses grupos foi possível reconhecer padrões entre os fatores e anomalias na estrutura,
pois em alguns casos alguns instrumentos capazes de detectar determinada anomalia na
estrutura encontravam-se agrupados em um mesmo fator com alta correlação.
Notou-se que nem todos os escores fatoriais possuíam a condição de normalidade
e até o momento uma transformação nos dados não foi encontrada para estes casos. Esse
fato diminuiu o número de anomalias possíveis de serem diagnosticadas.
Algumas anomalias importantes que um bloco de concreto pode sofrer tais como
recalques diferenciais, distensão pé de montante e abertura da cortina de injeção, não
foram consideradas nesse monitoramento, pelo fato dos escores fatoriais 2 e 8 não apre-
sentarem uma distribuição de probabilidade normal, no entanto, essas anomalias podem
ser acrescentadas, se transformações em variáveis aleatórias normais forem encontradas
para esses escores fatoriais.
Entretanto, mesmo para esse caso onde nem todos os escores fatoriais possuem uma
distribuição normal de probabilidade, ainda é possível a determinação de regiões críticas
de algumas anomalias e da função de desempenho multivariada. Como visto, a função de
desempenho pode ser utilizada como uma metodologia na tomada de decisão, fornecendo
não só uma previsão de que algum comportamento atípico pode estar ocorrendo na es-
trutura ou na eminência de ocorrer, mas também estimativas das probabilidades de falha
de cada evento de falha possível de ser monitorada, utilizando para isso os conceitos de
confiabilidade estrutural.
Como sugestão para melhoria do método, pretende-se otimizar a periodicidade
da coleta e padronização dos dados, aplicando um planejamento estratégico tático, pos-
sibilitando a coleta dos dados em datas e horários mais próximos possíveis. Com esse
planejamento pretende-se diminuir os erros de aproximações com as interpolações, e erros
de correlações nos dados, já que a temperatura influencia quase todos os instrumentos.
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A contribuição científica apresentada nesse trabalho consiste em uma nova meto-
dologia para realizar o monitoramento e cálculo de estimativas da probabilidade de falha
em um bloco de concreto altamente instrumentado. Como falha, nesse caso, consiste em
uma mudança de comportamento em determinados instrumentos capazes de diagnosticar
uma certa anomalia, a função de desempenho pode ser utilizada como um mecanismo
de previsão, proporcionando tempo hábil para realizar a tomada de decisão mais efici-
ente. Dependendo da qualidade dos dados de onde for aplicada, essa metodologia poderá
ter melhores resultados, no entanto, por ser uma metodologia nova, sua eficiência pode
aumentar desde que mais estudos sejam realizados com esse fim.
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APÊNDICE A – FATORES
QUADRO 12 – PESOS OU CARGAS FATORIAIS
FONTE: O Autor (2015)
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APÊNDICE B – COEFICIENTES
QUADRO 13 – COEFICIENTES DOS ESCORES FATORIAIS
FONTE: O Autor (2015)
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APÊNDICE C – ALGORITIMOS IMPLEMENTADOS
GERA VETORES DE SIMULAÇÃO ALEATÓRIOS
func t i on [ va l o r ]= ge raA l ea to r i o ( data , pos , i n t e rva l o , c o l )
i f ( data ( pos ,1)==1)
i f ( data ( pos , c o l +29)==1)
i f ( i n t e r v a l o ==1)
esq=data ( pos , 1 1 ) ; d i r=data ( pos , 1 2 ) ;
e l s e
esq=data ( pos , 1 3 ) ; d i r=data ( pos , 1 4 ) ;
end
e l s e
i f ( i n t e r v a l o ==1)
esq=data ( pos , 1 3 ) ; d i r=data ( pos , 1 4 ) ;
e l s e
esq=data ( pos , 1 1 ) ; d i r=data ( pos , 1 2 ) ;
end
end
e l s e
// Escolhe o a l e a t ó r i o baseado no v a l o r e s das co lunas da média .
i f ( data ( pos , c o l +29)==1)
i f ( i n t e r v a l o ==1)
esq=data ( pos , 8 ) ; d i r=data ( pos , 9 ) ;
e l s e
esq=data ( pos , 9 ) ; d i r=data ( pos , 1 0 ) ;
end
e l s e
i f ( i n t e r v a l o ==1)
esq=data ( pos , 9 ) ; d i r=data ( pos , 1 0 ) ;
e l s e




va lo r =(dir−esq ) . * rand ( ) + esq ;
end
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func t i on [ dadosPlotagem ] =p r i n c i p a l ( anomalia )
data=x l s r e ad ( ’ dados . x lsx ’ , anomalia ) ;
// informa qua i s f a t o r e s deverão s e r usados dependendo
//da anomalia
i f ( strcmp ( anomalia , ’ EscBrechaD ’ ) )
vFatores ={3 ,7};
vetCoef ={17 ,21};
vetMediaDesv ={22 ,23 ;30 ,31} ;








e l s e i f ( strcmp ( anomalia , ’ Fluencia ’ ) )
vFatores ={4 ,5 ,6};
vetCoef ={18 ,19 ,20};
vetMediaDesv ={24 ,25 ;26 ,27 ;28 ,29} ;
e l s e i f ( strcmp ( anomalia , ’ Tombamento ’ )
| | strcmp ( anomalia , ’BomComp’ ) )
Fatores ={3 ,4 ,5 ,6 ,7} ;
vetCoef ={17 ,18 ,19 ,20 ,21};






[ l i nha ]= s i z e ( vFatores ) ;
mSimulacao=ze ro s ( l inha , 4 8 ) ;
mSimulacaoGeral=ze ro s ( l inha , 4 8 ) ;
vetSomaEscores=ze ro s ( l inha , 4 8 ) ;
v e tEs co r eFa to r i a l=ze ro s ( l inha , 1 ) ;
// encotra o maior va l o r da coluna de f a t o r e s e sua pos i ção .
[ l , c ]= s i z e ( vFatores ) ;
[ maior , pos ]= maiorValor ( data , vFatores {1} ) ;
f o r x=1: c
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co =1;
// d e f i n e a quantidade de s imulações
i f ( strcmp ( anomalia , ’ Fluencia ’ ) )
h=0;
end
f o r j =1:2500
i n t e r v a l o = round ((2 −1).* rand ( ) + 1 ) ;
// v e r i f i c a se e s tá sendo gerado o a l e a t ó r i o para o
// maior va l o r para a s imulaçãoo de bom comportamento ,
// po i s deve s e r pego da média e não da mudança de comportamento .
i f ( strcmp ( anomalia , ’BomComp’ ) )
// gera va l o r a l e a t ó r i o para o maior f a t o r das anomalias
i f ( i n t e r v a l o ==1)
esq=data ( pos , 8 ) ; d i r=data ( pos , 9 ) ;
e l s e
esq=data ( pos , 9 ) ; d i r=data ( pos , 1 0 ) ;
end
e l s e
i f ( i n t e r v a l o ==1)
esq=data ( pos , 1 1 ) ; d i r=data ( pos , 1 2 ) ;
e l s e
esq=data ( pos , 1 3 ) ; d i r=data ( pos , 1 4 ) ;
end
end
valorM=(dir−esq ) . * rand ( ) + esq ;
mSimulacao (x , pos)=valorM ;
mSimulacaoGeral (x , pos )=(valorM−data ( pos , 9 ) ) / data ( pos , 1 6 ) ;
// completa v a l o r e s de s imulaçãoo baseado no pr ime i ro va l o r
//( maior va l o r ) e a matr iz de s imulação g e r a l
//( va lor−media )/ dev . Pad .
soma=0;
f o r i =1:48
i f ( i ~= pos )
va l o r=ge raA l ea to r i o ( data , i , i n t e rva l o , vFatores {1} ) ;
mSimulacao (x , i )= va lo r ;




//Gera os e s c o r e s f a t o r i a i s .
i f ( strcmp ( anomalia , ’ Fluencia ’ ) )
h=0;
end
f o r i =1:48
c o l=vetCoef {x } ;
mult=mSimulacaoGeral (x , i )* data ( i , c o l ) ;
vetSomaEscores (x , i )=mult ;
soma=soma+mult ;
end
i f ( strcmp ( anomalia , ’ Fluencia ’ ) )
h=0;
end
i f ( vFatores {x}== 3 | | vFatores {x}== 7 )
r e su l t ado=sq r t ( abs ( soma ) ) ;
e l s e
r e su l t ado=soma ;
end
media=data (1 , vetMediaDesv{x , 1 } ) ;
desvPad = data (1 , vetMediaDesv{x , 2 } ) ;
v e tEs co r eFa to r i a l (x ,1)=( re su l tado −media )/ desvPad ;






func t i on p l o t a r ( dados , f , anomalia , f a t o r )
l inhas , co lunas ] = s i z e ( dados ) ;
f i g u r e ;
f o r i =1: l i n h a s
p=dados ( i , 1 : co lunas ) ;
x = −10 :0 . 1 : 10 ;
y = gaussmf (x , [ 1 0 ] ) ;
subp lot ( f , 1 , i ) ;
p l o t (x , y , p , 0 , ’ r . ’ ) ;




//Gera os g r á f i c o s das anomalias
f o r i =1:6
aba={’EscBrechaD ’ , ’ SubpBrechaD ’ , ’ EscJuntaD ’ , ’ Fluencia ’ ,
’Tombamento ’ , ’BomComp’ } ;
anomalia={’Escorregamento na Brecha D’ , ’ Subpressao na Brecha D’ ,
’ Escorregamento Junta D’ , ’ Fluencia ’ ,
’Tombamento ’ , ’Bom Comportamento ’ } ;
dados = p r i n c i p a l ( aba{ i } ) ;
i f ( i ==3)
n=1;
f a t ={’Fator 1 ’ } ;
e l s e i f ( i ==1)
n=2;
f a t ={’Fator 1 ’ , ’ Fator 9 ’ } ;
e l s e i f ( i ==4)
n=3;
f a t ={’Fator 4 ’ , ’ Fator 5 ’ , ’ Fator 7 ’ } ;
e l s e i f ( i == 2)
n=1;
f a t ={’Fator 9 ’ } ;
e l s e i f ( i == 5 | | i ==6)
n=5;






p l o t a r ( dados , n , anomalia{ i } , f a t ) ;
end
VALIDAÇÃO A PARTIR DE DADOS SINTÉTICOS
// Matriz de s imulação g e r a l
data=x l s r e ad ( ’ dados . x lsx ’ , aba ) ;
// informa qua i s f a t o r e s deverão s e r usados dependendo da anomalia
mSimulacao=ze ro s ( 500 , 4 8 ) ;
mSimulacao_excel=ze ro s ( 500 , 4 8 ) ;
mSimulacaoGeral=ze ro s ( 500 , 4 8 ) ;
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[ maior , pos ]= maiorValor ( data , f a t o r ) ;
i f ( strcmp ( aba , ’ Fluencia ’ ) )
i =0;
end
f o r l i nha =1:500
i n t e r v a l o = round ((2 −1).* rand ( ) + 1 ) ;
i f ( strcmp ( aba , ’BomComp’ ) )
i f ( i n t e r v a l o ==1)
esq=data ( pos , 8 ) ; d i r=data ( pos , 9 ) ;
e l s e
esq=data ( pos , 9 ) ; d i r=data ( pos , 1 0 ) ;
end
// gera va l o r a l e a t ó r i o para o maior f a t o r das anomalias
e l s e
i f ( i n t e r v a l o ==1)
esq=data ( pos , 1 1 ) ; d i r=data ( pos , 1 2 ) ;
e l s e
esq=data ( pos , 1 3 ) ; d i r=data ( pos , 1 4 ) ;
end
end
valorM=(dir−esq ) . * rand ( ) + esq ;
mSimulacao ( l inha , pos)=valorM ;
mSimulacao_excel ( l inha , pos)=valorM ;
mSimulacaoGeral ( l inha , pos )=(valorM−data ( pos , 9 ) ) / data ( pos , 1 6 ) ;
// completa v a l o r e s de s imulação baseado no pr ime i ro
// va l o r ( maior va l o r ) e a matr iz de s imulação g e r a l
soma=0;
f o r i =1:48
i f ( i ~= pos )
va l o r=ge raA l ea to r i o ( data , i , maior , i n t e rva l o , f a t o r ) ;
mSimulacao ( l inha , i )= va lo r ;
mSimulacao_excel ( l inha , i )= va lo r ;




x l s w r i t e ( ’ validacao_modelo_matematico . x l s ’ ,
mSimulacaoGeral , aba , ’ A1 ’ ) ;
x l s w r i t e ( ’ matriz_simulacao . x l s ’ ,
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mSimulacao_excel , aba , ’ A1 ’ ) ;
Scores ( data , mSimulacaoGeral , aba ) ;
end
func t i on Scores ( data , matriz , aba )
vetCoef=data ( 1 : 4 8 , 1 7 : 2 1 ) ;
matr i zEscores=ze ro s ( 5 0 0 , 5 ) ;
matr i zEscores=matr iz * vetCoef ;
mediaZ1= data ( 1 , 2 2 ) ;
desvPadZ1 = data ( 1 , 2 3 ) ;
mediaZ5= data ( 1 , 3 0 ) ;
desvPadZ5 = data ( 1 , 3 1 ) ;
f o r i =1:500
z1=sq r t ( abs ( matr i zEscores ( i , 1 ) ) ) ;
z5=sq r t ( abs ( matr i zEscores ( i , 5 ) ) ) ;
matr i zEscores ( i ,1)=( z1−mediaZ1 )/ desvPadZ1 ;
matr i zEscores ( i ,5)=( z5−mediaZ5 )/ desvPadZ5 ;
end
x l s w r i t e ( ’ Scores . x l s ’ , matr izEscores , aba , ’ A1 ’ ) ;
end
c l e a r ;
aba={’EscBrechaD ’ , ’ SubpBrechaD ’ , ’ EscJuntaD ’ , ’ Fluencia ’ ,
’Tombamento ’ , } ;
f o r i =1:5
anomalia={’Escorregamento na Brecha D’ , ’ Subpressao na Brecha D’ ,
’ Escorregamento Junta D’ , ’ Fluencia ’ , ’ Tombamento ’ ,
’Bom Comportamento ’ } ;
i f ( i==1 | | i==3 | | i ==5)
f a t o r = 3 ;
e l s e
i f ( i ==2)
f a t o r= 7 ;
e l s e
i f ( i ==4)




matr izSimulacaoGeral ( aba{ i } , f a t o r ) ;
end
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APLICA DADOS SINTÉTICOS NO MODELO MATEMÁTICO
func t i on [ ] = Catarino ( )
aba={’EscBrechaD ’ , ’ SubpBrechaD ’ , ’ EscJuntaD ’ , ’ Fluencia ’ ,
’Tombamento ’ } ;
f o r i =1:5
ng1=0;ng2=0;ng3=0;ng4=0;ng5=0;
data=x l s r e ad ( ’ Scores . x l s ’ , aba{ i } ) ;
f o r ( l =1:500)
i f ( per tence ( data ( l , 1 ) , 1 . 7 , 2 . 3 ) ) l 11=−1/data ( l , 1 ) ;
e l s e l 11 =0;
end
i f ( per tence ( data ( l , 5 ) , 2 . 1 5 , 3 . 1 3 ) ) l 19=−1/data ( l , 5 ) ;
e l s e l 19 =0;
end
g1=l11 *data ( l ,1)+ l19 *data ( l , 5 )+1 ;
i f ( per tence ( data ( l , 5 ) , 2 . 2 3 , 3 . 1 3 ) ) l 29=−1/data ( l , 5 ) ;
e l s e l 29 =0;
end
g2=l29 *data ( l , 5 ) ;
i f ( pe r tence ( data ( l , 1 ) , 2 . 1 , 2 . 6 ) ) l 31=−1/data ( l , 1 ) ;
e l s e l 31 =0;
end
g3=l31 *data ( l , 1 ) ;
i f ( pe r tence ( data ( l ,2) , −3.7 , −2.9)
| | pe r tence ( data ( l , 2 ) , 2 . 9 , 3 . 7 ) )
l 54=−1/data ( l , 2 ) ; e l s e l 54 =0;
end
i f ( per tence ( data ( l ,3) , −2.9 , −2.1)
| | pe r tence ( data ( l , 3 ) , 2 . 1 , 2 . 9 ) )
l 55=−1/data ( l , 3 ) ; e l s e l 55 =0;
end
i f ( per tence ( data ( l ,4) , −2.6 , −1.6)
| | pe r tence ( data ( l , 4 ) , 1 . 6 , 2 . 6 ) )
l 57=−1/data ( l , 4 ) ; e l s e l 57 =0;
end
g4=l54 *data ( l ,2)+ l55 *data ( l ,3)+ l57 *data ( l , 4 )+2 ;
i f ( per tence ( data ( l ,1) , −2 .9 , −1 .4)) l 61=−1/data ( l , 1 ) ;
e l s e l 61 =0;
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end
i f ( per tence ( data ( l ,2) , −2.2 , −1.5)
| | pe r tence ( data ( l , 2 ) , 1 . 5 , 2 . 2 ) )
l 64=−1/data ( l , 2 ) ; e l s e l 64 =0;
end
i f ( per tence ( data ( l ,3) , −1.6 , −0.7)
| | pe r tence ( data ( l , 3 ) , 0 . 7 , 1 . 6 ) )
l 65=−1/data ( l , 3 ) ; e l s e l 65 =0;
end
i f ( per tence ( data ( l ,4) , −4.7 , −3.7)
| | pe r tence ( data ( l , 4 ) , 3 . 7 , 4 . 7 ) )
l 67=−1/data ( l , 4 ) ; e l s e l 67 =0;
end
i f ( per tence ( data ( l , 5 ) , 0 . 3 , 1 . 4 ) ) l 69=−1/data ( l , 5 ) ;
e l s e l 69 =0;
end
g5=l61 *data ( l ,1)+ l64 *data ( l ,2)+ l65 *data ( l ,3)+ l67 *data ( l ,4)+
+l69 *data ( l , 5 )+4 ;
i f ( g1<0) ng1=(ng1 +1); end
i f ( g2<0) ng2=(ng2 +1); end
i f ( g3<0) ng3=(ng3 +1); end
i f ( g4<0) ng4=(ng4 +1); end
i f ( g5<0) ng5=(ng5 +1); end
end
porcentagens =[ng1 , ng2 , ng3 , ng4 , ng5 ] ;




func t i on [ matriz_padronizada ]= Padronizacao ( matr iz )
matriz_padronizada=ze ro s ( 2 1 , 4 8 ) ;
f o r i =1:48
f o r j= 1 :21
matriz_padronizada ( j , i )=





//Gera os e s c o r e s f a t o r i a i s
f unc t i on Scores ( data , matr iz )
vetCoef=data ( 1 : 4 8 , 1 7 : 2 1 ) ;
matr i zEscores=ze ro s ( 2 1 , 5 ) ;
matr i zEscores=matr iz * vetCoef ;
mediaZ1= data ( 1 , 2 2 ) ;
desvPadZ1 = data ( 1 , 2 3 ) ;
mediaZ5= data ( 1 , 3 0 ) ;
desvPadZ5 = data ( 1 , 3 1 ) ;
f o r i =1:21
z1=sq r t ( abs ( matr i zEscores ( i , 1 ) ) ) ;
z5=sq r t ( abs ( matr i zEscores ( i , 5 ) ) ) ;
matr i zEscores ( i ,1)=( z1−mediaZ1 )/ desvPadZ1 ;
matr i zEscores ( i ,5)=( z5−mediaZ5 )/ desvPadZ5 ;
end
x l s w r i t e ( ’ Scores . x l s ’ , matr izEscores , ’ dados ’ , ’ A1 ’ ) ;
end
// Apl ica os e s c o r e s no modelo matemático
data=x l s r e ad ( ’ dados . x lsx ’ ) ;
matr iz=x l s r e ad ( ’ dados_reaisM . xlsx ’ ) ;
matrizP=Padronizacao ( matr iz ) ;
Scores ( data , matrizP ) ;
Catar ino ( ) ;
