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Abstract 
This paper presents an optimized reconfigurable control design methodology by separating control 
commands distribution task from flight controller for different types of fault handling. The proposed 
strategy improves the flight control performance in normal and fault situations. The particle swarm 
optimization (PSO) based multi-input multi-output (MIMO) linear quadratic regulator (LQR) is used to 
produce virtual command signals. A modified weighted pseudo-inverse (WPI) based cascaded re-
allocation technique is employed for effective implementation of commands to redundant control surfaces 
in a realistic nonlinear aircraft benchmark model. Control surface fault modelling is performed for the 
evaluation of optimized reconfiguration based modular flight control strategy. Simulation results show 
that acceptable fault tolerant control (FTC) performance can be achieved by using swarm intelligence 
based optimization technique for modular control design. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of ICAE2011. 
Keywords: particle swarm optimization; linear quadratic regulator ;weighted pseudo-inverse;control allocation; non-linear aircraft 
benchmark model 
1. Introduction
Due to the increasing demands and stringent requirements of aircraft performance, safety and
reliability, multiple redundant control surfaces with varying configurations are introduced. Especially, the 
modern aircraft with fly-by-wire (FBW) technology has more reliable actuating surfaces than 
conventional configuration with mechanical linkages to control the same three rotational degrees of 
freedom (roll, pitch and yaw). However, this improved reliability comes with greater cost and 
computational complexity which requires a separate control command distribution module with optimal 
base-line controller to shape the closed-loop flight dynamics in the complete flight envelope. This 
modular approach has gained a lot of attention in practical safety-critical and mission-critical applications 
[1, 2, 3]. 
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A modular control design approach has been proposed in this research area, where an optimal 
controller is designed with the allocation algorithm (see Fig.1). In general, LQR controller state feedback 
gain matrix is derived using intuitive knowledge or through laborious trial and error. Here, we proposed 
fast reliable approach based on swarm intelligence for determining best possible parameter values of 
LQR controller for shaping coupled dynamic response of the aircraft. Through modular approach, a 
control engineer has got more control commands distribution freedom based on the control surface 
effectiveness and health condition without modifying the base-line controller parameters.   
The challenging problem of commands distribution between large redundant constrained control 
surfaces requires an on-line, efficient and optimal solution. Several optimization based methods are 
suggested in research literature for applied control allocation (CA) with varying performance indices like 
computational requirement, allocation efficiency, constraints handling and design simplicity [4, 9, 10]. 
Bordignon [7] and Page [9] have discussed the control allocation problem without considering tuned 
base-line controller and re-allocation in faulty case for flight path control. The optimized allocation of 
moments, forces and available power is still an active research area in aerospace systems considering 
mission objective requirements like minimum drag, minimum control surfaces deflection and minimum 
radar cross-section (RCS) [4, 7, 9]. 
In this paper, volume of the attainable subset (VΠ) of a WPI based control allocation strategy is 
maximized through PSO and compared with direct control allocation method proposed by Durham [5, 6]. 
The proposed scheme to optimally design the base-line controller and CA algorithm for a fighter aircraft 
model with various fault cases is demonstrated in this paper. Considering the simplicity, robustness and 
reasonable performance, LQR is chosen as a base-line controller with an effective control allocation 
approach based on pseudo-inverse method [4]. The paper is organized as follows: The detail description 
of the problem with the control scheme is presented in section 2. PSO algorithm for base-line controller 
and CA optimization is described in section 3. Matlab/Simulink based simulation development and 
results are given in Section 4. At the end, conclusions with further research directions are given in Section 
5. 
2. Problem Formation and Control Scheme 
2.1 System description 
The linearized dynamics of an aircraft at a trim condition is represented in state-space form as   
 
( ) ( ) ( )x t Ax t Bu t= +&                                                                  .                        
( ) ( ) ( )y t Cx t Du t= +                                                              (1) 
 
Where, nnA ×ℜ∈ , mnB ×ℜ∈ , npC ×ℜ∈ and mpD ×ℜ∈ are respectively the state, the input control, the 
output and feed-through matrices, nx ℜ∈  is the system state vector; mu ℜ∈ is the control input vector 
and py ℜ∈  is the system output vector to be controlled in an optimal way. Here, feed-through matrix D  
is a null matrix and all states are measurable and the system is full-state feedback system. Now, for 
incorporating actuator faults or failures, we introduce a diagonal gain matrix mmK ×ℜ∈  in Eq. (1). 
 
 
 
Fig. 1 Structure of optimized reconfigurable flight control system 
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The post-fault state-space form becomes   
 
( ) ( ) ( )x t Ax t BKu t= +&                                                             (2) 
with 
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Where, 1, 1,.... ,ik i m= = corresponds the perfect condition of i th control actuator, 0 1ik< <  indicates the 
fault presence and 0ik = denotes the total failure or loss of control of the i th control actuator.  
In order to introduce virtual control command concept [1], for redundant actuators, we assume that rank 
( B ) = l m< . So, the control matrix B can be factorized as 
 
v eB B B=                                                                      (4) 
 
Where lnvB
×ℜ∈ and mleB ×ℜ∈ are respectively, the virtual control and control effectiveness matrices. 
The alternate state equation form of Eq. (2) can be written as 
 
( ) ( ) ( )vx t Ax t B v t= +&                                                           (5) 
 ( ) ( )ev t B u t=                                                                       (6) 
    
Where lv ℜ∈  is the virtual control command input, known as the total control effort produced by the 
actuators and commanded by the base-line controller. For the present work, l p= is considered, i.e., the 
number of virtual control command ( v ) is equal to the number of outputs ( y ) to be controlled. In 
advance aircraft systems, the actuator dynamics are much faster than the aircraft dynamics. So, for the 
control allocation process, we consider a linear relationship between constrained control command ( u ) 
and virtual control command ( v ) as in Eq. (6). The actuators control command ( )u t  is limited by 
 
min maxu u u≤ ≤                                                                 (7) 
 
Where minu  and maxu  are the lower and upper position deflection limits of physical actuators. The 
reconfigurable modular structure of FCS with control allocator is shown in Fig.1. Typically, the virtual 
control command v  is a vector which consists of rolling moment ( )lC , pitching moment ( )mC and 
yawing moment ( )nC ; while u  represents the actuator position commands.  
 
2.2 Controller Design 
Consider the general system dynamics in state-space form Eq. (5) as given by 
 
vx Ax B v= +&                                                                    (8) 
 ev B u=                                                                            (9)  
y Cx Du= +                                                                  (10)       
 
For simplicity of expression, (t) is omitted from above expressions. The matrices , , , ,v eA B B C and D are 
the system state, virtual control input, control effectiveness, output and feed-through matrices. The 
vectors , , ,x v u and y are the system state, virtual control input, true control input and output vectors 
respectively. Suppose that the pair ( , vA B ) is controllable, then there exists an optimal state feedback 
controller. Now we determine the virtual control input v  by solving the following objective function 
 
*
0
min (( ) ( ) ( ) ( ))
T
T
v
x x Q x x v v R v v dt
∞ ∗ ∗ ∗− − + − −∫                                   (11) 
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Where Q = 0TQ ≥ , R = 0TR > weighting matrices and *x , *v  solve 
 
0vAx B v+ =                                                                (12) 
Cx r=                                                                (13) 
Where lr ℜ∈ is the reference input to be tracked and the optimal virtual control input v  is given as  
 
     
1
0
r
r
v F r Fx
F G −
= −
=                                                                       .   
1 T
vF R B S−=                                                                  (14) 
 
Where                                                          10 ( )v vG C B F A B−= −                                                            (15) 
 
Here, F is the feedback gain matrix, rF is the feed-forward gain matrix, and S is the unique positive 
semi-definite and symmetric matrix solution to the famous algebraic Riccatic equation (ARE). 
 The improved LQR controller performance can be achieved by proper selection of Q and R weighting 
matrices. Recently, several intelligent optimization methods are investigated for determining the LQR 
weighting matrices, with closed-loop poles placement in complex left half plane [11]. The new poles 
placement achieved through PSO improves the stability index and minimizes the control effort. Thus 
employing fast intelligent optimization techniques for reconfigurable flight controller design is an 
innovative approach. 
Figure 2 shows the particles swarm moving for optimal R weighting matrix solution. The weighting 
matrices Q=diag([10 10 10 4 2]) and R=diag([1.2 62.06 20.01]) are the optimized state and input 
matrices. The feedback gain matrix F  of optimal reconfigurable flight controller obtained from Eq. (14) 
is given as 
 
0.0307 4.7580 1.5560 0.0135 0.1077
6.2573 0.0103 0.0003 2.7759 0.0030
0.0215 1.6842 0.0065 0.0094 1.5251
F
− 
 = − − − −  
                                (16) 
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Fig.2. LQR 3 3× ‘R’ diagonal weighting matrix search: Particle population after 20 and 100 iterations 
 
2.2.1 Control allocation 
For reconfigurable controller design, we introduce a separate improved optimal control allocation 
strategy for prioritize distribution of control effort among the redundant control surfaces. Control 
allocation is used for over-actuated systems, where the true control inputs are greater in number than the 
virtual control inputs ( ( ) ( )len u len v> ). We can ignore the lower valued rows in B [15] and 
factorized v eB B B= , which cause ( )rank B l m= <  and due to the design assumption l p= =3 are the 
three virtual control inputs (roll, pitch, and yaw moments) to be distributed among redundant actuators.   
  The thrust vectoring surfaces are not included in design of CA for reducing our system design 
complexity. There are several constrained linear optimal control allocation solutions has been provided in 
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recent years for Eq. (6) and Eq. (7) using numerical optimization strategies in fault-free case and solved 
off-line in open-loop or close-loop configuration [4, 9, 10]. Among them, generalized inverse (GI) based 
solutions are quite popular because of simple implementation and fast solution for time demanding 
applications. If the position constraint in Eq. (7) is not considered in control allocation problem, an 
obvious solution can be obtained for u  that minimizes 
 
min u
u
J W u=                                                                      . 
  . . esubject to B u v=                                                             (17) 
and the solution of (17) is based on weighted pseudo-inverse (WPI) as given: 
 
u Pv=                                                                         (18) 
1 1( )u e uP W B W− −= †                                                       (19) 
 
Where mmuW
×ℜ∈ is the symmetric positive definite diagonal redundant control input weighting matrix 
and (†) is the Moore-Penrose pseudo-inverse operator. In above expression Eq. (18), P  is the control 
mixing matrix which satisfy e lB P I= , where lI  is identity matrix of size l  and lmP ×ℜ∈ . 
  In the present research, a modified version of cascaded generalized inverse (CGI) method is 
implemented whose approximate volume of CWPIΠ  is 99.9 %  of Φ . The optimized weighted pseudo-
inverse mixing matrix is used to allocate the controls and if none of the controls in the solution is 
saturated then desired virtual command lies in the limits of the constraints. If the weighted pseudo-inverse 
generates a control signal that exceeds the position constraint, then that control actuator keep at saturated 
position, and its effect is subtracted from the desired virtual command. The resulting virtual control is the 
part of the virtual control demand that must be satisfied by the remaining unsaturated controls. 
3. Controller Optimization using PSO 
  Stochastic optimization techniques are widely used in shaping a close-loop control system response.  
Assume that the current response of the closed loop control system is 1[ ]TiY y y= LL and the desired 
response 1[ ]Td d idY y y= LL is required. So, it is necessary to use some fast intelligent optimization 
strategy for closed loop system performance improvement by varying Y as close to desired output dY , 
through closed loop gain tuning and poles placement. The optimization problem is to minimize the 
difference between desired output vector dY and real output Y through best possible values of Q and R  
matrices for closed-loop system. Considering the 2-norm of the difference vector, which sometimes 
referred to as minimum norm solution, we can relate the optimal index with the desired vector ( dY ) as 
described 
2
min dJ Y Y= −                                                               (20) 
 
After optimizing our LQR control loop system through minimizing the above objective function, we 
include CA block, which is also optimized through PSO off-line. Direction allocation is a geometric 
constrained CA strategy whose allocation efficiency is 100%. For improving the control allocation 
efficiency for over-actuated systems; we used attainable moment subset (AMS) of direct allocation 
strategy as a reference and minimize the difference between the desired control du  and achievable control  
u  through pseudo-inverse allocation strategy as given in 
 
min max 2
.min d
u u u
u u
≤ ≤
−                                                                       .                       
. . esubject to B u v=                                                               (21) 
    
Where u  is derived from Eq. (18). The purpose of enhancing the CA efficiency is to maximize the 
volume of attainable moment subset of allocation scheme (Π) as compare to the volume of attainable 
moment subset (AMS) Φ. So, the allocation efficiency of cascaded WPI can be expressed in Eq. (22). 
Here, by searching the best possible generalized inverse solution improve the efficiency of cascaded WPI 
based allocator. 
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0 %.0 ..1CWPI
V
V
η Π
Φ
= ×                                                                (22) 
PSO is a global optimization based swarm intelligence technique, inspired by the social behaviour of bird 
flocking, mosquitoes swarming and fish schooling [12, 13]. In PSO algorithm, flock of particles fly 
through the problem hyperspace with given velocities in search of optima. The velocities of the individual 
particles are stochastically adjusted according to their own historical best position and other 
neighbourhood particles best position. Both the particle best and the neighbourhood best are derived 
according to given objective fitness function [13]. PSO has been widely used in state estimation, optimal 
power flow, feedback controller tuning, system identification and intelligent control [14]. 
  In this paper, we utilize the PSO technique because of its low computational requirement, easier 
implementation and fast convergence to optimal solution. PSO algorithm proceeds for the solution of our 
flight controller optimization as follows. Initially, a population of particles is generated in D-dimensional 
space which consists of m  swarm particles. Each generated particle signifies a potential solution and has 
a position represented by a position vector 1 2( , ,..., )i i i iDx x x x=r , where 1,2,...,i m= .A swarm of particles 
moves through the problem space with the velocity of each particle denoted by 1 2( , ,..., )i i i iDv v v v=r . At 
each execution step, a function if  representing a fitting value of each particle is calculated. Each particle 
keeps track of its own best position so far denoted by 1 2( , ,..., )ii i iDp p p p=r  and the best position among 
all the swarm particles denoted by 1 2( , ,..., )g g g gDp p p p=r .At each optimization step, the velocity of the 
i th particle is updated by 
 
1 1 2 2( ) ( )id id id id gd idv wv c r p x c r p x= + − + −                                            (23) 
 
Where, 1c  and 2c are positive constants called learning factors, w is positive constant called inertia 
weight, 1r and 2r are uniformly distributed random numbers between [0,1], and 1, 2,..., .d D= Updating 
velocity this way enables the particle i to search its own best position, ip
r , and global best position. 
gp
r .Using the updated velocities, each particle changes its position calculated as 
 
id id idx x v= +                                                                   (24) 
 
The termination criterion for the iterations is either the maximum generation or the designated value of 
the fitness of gp .The standard PSO algorithm execution flow for our problem is shown in Fig.3. 
 
 
 
Fig.3 PSO algorithm execution flow for LQR-CA control system 
 
4.  Simulation Results 
 
To demonstrate our optimized reconfiguration flight controller strategy in actuator faults and failures, 
we chose a linear aircraft model trimmed at low speed flight condition of Mach 0.36 at an altitude of 
3000m,where the control effectors efficiency is poor .The aircraft state vector is [     ]Tx p q rα β=  ;where 
α is the angle of attack (rad), β is the angle of sideslip (rad), p  is the roll rate (rad/sec), q  is the pitch rate 
(rad/sec) and r is the yaw rate (rad/sec). The controlled output vector is [   ]Ty pα β= . For modular 
control design with control re-allocation strategy; we will only consider seven control surfaces 
[ , , , , , , ]Tlc rc roe rie lie loe rδ δ δ δ δ δ δ , where lc rcandδ δ are the left and right canards , rie roeandδ δ are the right 
inner and outer elevons, lie loeandδ δ left inner and outer elevons, and rδ is the rudder. Following are the 
respective linearized aircraft model matrices: 
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0.8360 0.0079 0 0.9757 0
0 0.2019 0.0954 0 0.9853
0 17.4358 1.6017 0 0.5097
5.0110 0.0075 0 0.8230 0
0 1.2303
.
0.0889 0 0.3604
A
− 
 − − 
 = − − − − 
 − − 
 
 
In this example, the actuators position constraints are considered, and the approximate model with 
allocator can be given, where: v eB B B=  and 2 3 3 3.0 .[ ]TvB I× ×= . 
 
   
0.9642 0.9642 6.6571 5.7541 5.7541 6.6571 3.8095
1.8939 1.8939 1.5950 2.5629 2.5629 1.5950 0.0067
0.5231 0.5231 0.2941 0.6388 0.6388 0.2941 2.3135
eB
− − − 
 = − − − − 
 − − − − 
 
 
The upper and lower position limits used in the simulation are max {25  25  25  25  25  25  30}u = and 
min . . .{-55 - 55 - 25 - 25 - 25 - 25. . . - 30}u = in degrees. The resulting virtual control input ev B u= for control 
allocation consists of pure moments in roll, pitch and yaw produced by the control effectors. The 
improved system performance because of the purposed PSO based flight controller in closed loop fault-
free feedback case is shown in Fig.4.  
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Fig. 4 Aircraft normal flight: reference trajectories and actual trajectories 
 
The PSO based LQR controller satisfies the requirement of minimum effort to achieve the desired 
reference command. Furthermore the presence of control allocation module in the suggested modular 
approach ensures the actuator faults accommodation with modified control effectiveness matrix instead of 
modifying the base-line controller as shown in Fig.5 and Fig.6. 
Figure 5 and Figure 6 shows the two different fault cases in either canards or elevons cause an 
overshoot in pitch variables, angle of attack (AoA) and pitch rate. Because of the available actuators 
redundancy in ADMIRE aircraft, pitch moment can be control by either the canard or elevons (left & 
right). In case of fault or failure, reconfigurable control action is performed through CA algorithm and 
healthy elevons can replace the damaged canard by redistribution of control effort to elevons in achieving 
the desired pitch moment (see Fig.5). Left elevons saturation can be compensated by redistributing the 
lost control effect to the right elevons and canard through CA (see Fig.6). 
 
  5.  Conclusion 
 
In this work, PSO based modular control design with CA has been presented as a candidate to 
optimized reconfigurable flight control design. The robust performance of LQR in perturbation and re-
allocation of controls in fault or failure make the proposed strategy an ideal scheme for fault tolerant 
control system. Optimized cascaded WPI method is presented with ADMIRE benchmark model.  
,
0.0021 0.0021 0.0600 0.0972 0.0972 0.0600
0.0061 0.0061 0.0035 0.0155 0.0155 0.0035
0.9642 0.9642 6.6571 5.7541 5.7541 6.6571
1.8939 1.8939 1.5950 2.5629 2.5629 1.
0.5231 0.5231 0.2941 0.6388 0.6388
,B
− − − − − −
− − −
= − − − − − − −
− − −
0.0003
0.0470
3.8095
5950 0.0067
0.2941 2.3135






− 
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Reallocation of controlled command in actuator saturation fault and jammed fault conditions are 
demonstrated through control effectiveness modification. In future, online fault detection and 
identification strategy for reconfiguration of real-time allocation scheme in the ADMIRE environment 
will be addressed. 
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   Fig. 5 Jammed canard (at 1 deg) fault: States and actuator 
..deflections 
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Fig. 6 Left elevons saturation fault: States and actuator          
……..deflections 
