Abstract. A well known result from functional analysis states that any compact operator between Hilbert spaces admits a singular value decomposition (SVD). This decomposition is a powerful tool that is the workhorse of many methods both in mathematics and applied fields. A prominent application in recent years is the approximation of high-dimensional functions in a low-rank format. This is based on the fact that, under certain conditions, a tensor can be identified with a compact operator and SVD applies to the latter. One key assumption for this application is that the tensor product norm is not weaker than the injective norm. This assumption is not fulfilled in Sobolev spaces, which are widely used in the theory and numerics of partial differential equations. The aim of this work is the analysis of the SVD in Sobolev spaces. We show that many properties are preserved in Sobolev spaces. Moreover, to an extent, SVD can still provide "good" low-rank approximations for Sobolev functions. We present 3 variants of SVD that can be applied to a function in a Sobolev space. First, we can apply the SVD in the ambient L 2 space. Second, the Sobolev space is an intersection of spaces which are the product of a Sobolev space in one coordinate and L 2 spaces in the complementary variables, and we can apply SVD on each of the spaces. Third, with additional regularity, we can apply SVD on the space of functions with mixed smoothness. We conclude with a few numerical examples that support our theoretical findings.
1. Introduction. Let T : H 1 → H 2 be a continuous compact linear operator between Hilbert spaces. Then, for any x ∈ H 1 T x = ∞ k=1 σ k x, ψ k H1 φ k , (1.1) for a non-negative non-increasing sequence {σ k } k∈N and orthonormal systems {ψ k } k∈N ⊂ H 1 and {φ k } k∈N ⊂ H 2 . The representation (1.1) is known as the singular value decomposition of T , or SVD for short. It is both a powerful analysis tool and an approximation tool. Perhaps the most important feature of this decomposition can be summarized as
where · refers to the standard operator norm and where the infimum is taken over all operators A from H 1 to H 2 with rank bounded by r. I.e., (1.1) gives both the optimal approximation with rank ≤ r (for any r), obtained by truncating the SVD, and the singular values {σ k } k∈N provide the best approximation errors. SVD has many applications in both mathematics and applied sciences. To name a few: computation of pseudoinverse, determination of rank (and null space, range), least-squares minimization, principal component analysis, proper orthogonal decomposition, data compression, quantum entanglement. For recent applications in model reduction see [10, 4] . The subject of this work is the application of SVD to low-rank approximation of functions, see [8] .
A function u in the tensor product H 1 ⊗ H 2 of two Hilbert spaces H 1 and H 2 , possesses a decomposition
if the norm on the tensor product space is not weaker than the injective norm. This guarantees that u can be identified with a compact operator and thus (1.1) applies. These conditions are certainly satisfied for functions between finite dimensional spaces. There are also important examples of infinite dimensional spaces, where this is satisfied as well. The most prominent example is the space of square integrable functions L 2 (Ω 1 × Ω 2 ). Low-rank approximations are of essential importance when dealing with tensor product spaces
There is no known generalization of SVD to d > 2. However, if we consider the vector space isomorphism (given appropriate norms)
we can apply SVD in the latter tensor space since this is again a two dimensional tensor product. This is known as the higher-order singular value decomposition (HOSVD), see [7] . Thus, the theory for d = 2 can be recycled for higher dimensions. This applies to high-dimensional kernel operators in L
There are two other works 1 that considered the related questions of regularity and error estimation of the L 2 -SVD. In [12] the author showed that the L 2 -SVD inherits the regularity of the original function. In [9] the author investigated L ∞ error control of the L 2 -SVD for functions with sufficient smoothness by using the Gagliardo-Nirenberg inequality.
An important example where (1.2) does not apply are multi-dimensional Sobolev spaces. The Sobolev norm on the tensor product space is not weaker than the injective norm and thus Sobolev functions can not be identified with compact operators. Another way of framing this from an approximation standpoint: we can not apply SVD to functions while controlling the Sobolev norm. However, not all hope is lost, since Sobolev spaces are "in between" spaces where SVD applies. E.g., the space of square integrable functions or the space of functions with mixed smoothness. Moreover, Sobolev spaces such as H 1 (Ω) can be identified with an intersection of tensor product spaces, where SVD applies in each of the spaces in the intersection.
The purpose of this work is to analyze if and how SVD can be applied to approximate functions in a Sobolev space. We work with the prototype H 1 (Ω), which frequently arises as the solution space of partial differential equations. The paper is organized as follows. In section 2 we briefly review some of the basics of tensor spaces. In section 3 we discuss approximation properties of low-rank formats in Sobolev spaces. We take a closer look at minimal subspaces and different versions of SVDs. In section 4 we discuss other forms of low-rank approximations. In section 5 we show some simple experiments with different types of low-rank approximations. We summarize and conclude in section 6.
Preliminaries.
We briefly review some of the theory on tensor spaces and minimal subspaces. Most of the following material can be found in [8] , some of it in [6] . We use the notation A B ⇔ A ≤ CB, for some constant C > 0 independent of A or B. Similarly for ; and ∼ if both and hold. We use ∼ = to denote vector space isomorphisms, with equivalent norms where relevant.
Algebraic Tensor Spaces.
Let V = X⊗ a Y be an algebraic tensor product space, where X and Y are vector spaces. Briefly, it is the space of all sums of the form
x ⊗ y, x ∈ X, y ∈ Y, r ∈ N, where the tensor product ⊗ is bilinear on X × Y . See [8, Chapter 3.2 ] for a precise definition of the tensor product.
This construction can be extended for more than two vector spaces to obtain the tensor space x j , x j ∈ X j , r ∈ N.
We will sometimes require the isomorphic representations 
where the infimum is taken over all possible representations of v. The injective norm on V = X ⊗ a Y is defined as
By [8, Proposition 4 .68], we have that for any reasonable crossnorm ·
In this work we will frequently require the following definition.
Definition 2.4 (Hilbert Tensor Space with Canonical Norm). Let H = H 1 ⊗ a H 2 be an algebraic tensor product of two Hilbert spaces H 1 and H 2 . The canonical inner product (and associated canonical norm) on H is defined such that
By linearity this definition extends to any v ∈ H. The canonical norm is a uniform crossnorm. 4 2.3. Sobolev Spaces. For the remainder of this work we will require the spaces
We use the shorthand notation · 0 to denote the L 2 norm and · 1 to denote the H 1 norm. This notation will be used both for the tensor product space and the one dimensional components, where the difference should be clear from context. We use H 1 mix (Ω) to denote spaces of functions with mixed smoothness with the corresponding norm · mix .
We have
where · 0 (resp. · mix ) are uniform crossnorms defined from the norms · 0 (resp.
. We frequently require spaces of functions differentiable in only one direction
where for e k = (δ 1k , . . . , δ dk ) being the k-th canonical vector, the norm is defined via
As in Definition 2.3, we can define the projective and injective norms on
. We denote these norms by · ∧(e k ) and · ∨(e k ) , respectively. The space H 1 (Ω) can be identified with the intersection space
where the latter is equipped with the intersection norm
or any equivalent norm. The utility in this representation lies in the fact that · e k is the canonical norm on the Hilbert tensor space H e k and thus SVD applies (see subsection 2.5). For each 1 ≤ k ≤ d, we get a different decomposition.
Minimal Subspaces and Tensor
Formats. For a tensor in the algebraic tensor space X ⊗ a Y , with X and Y Hilbert spaces, the SVD gives the representation
we have the obvious statement u ∈ U 1 ⊗ a U 2 . More importantly, these spaces are minimal in the sense that if u ∈ V 1 ⊗ a V 2 , then U 1 ⊂ V 1 and U 2 ⊂ V 2 . Spaces U 1 and U 2 are called the minimal subspaces of u and they can be defined in a more general setting.
Definition 2.5 (Minimal Subspaces). Let · · ∨ be a norm on V = a d j=1 X j . For any v ∈ V · the j-th minimal subspace is defined as
where id j denotes the identity operator on X j . This definition can be naturally extended to U min α (v) for any α ⊂ {1, . . . , d}. The question whether
is not trivial for topological tensors v ∈ V · . A positive answer requires further structure of the component spaces and the tensor norm.
Definition 2.6 (Grassmanian). Let X be a Banach space. A closed subspace U ⊂ X is called direct or complemented if there exists a closed subspace W such that X = U ⊕ W is a direct sum. The set G(X) of all complemented subspaces in X is called the Grassmanian.
Any closed subspace U of a Hilbert space X belongs to G(X). An important example where (2.2) is satisfied is when all X j are Hilbert spaces and · is the canonical norm. The Sobolev space H 1 (Ω) does not have this property. In particular, · · ∨ does not hold. However, H 1 (Ω) is isomorphic to an intersection of tensor spaces, where each individual space in the intersection satisfies (2.2). This property is frequently exploited in our work.
Ultimately we are interested in low-rank approximations. For d = 2, there is only one choice of a low-rank format. However, for d > 2 there are many possible low-rank tensor formats. The two most basic tensor formats are the following.
Tensors as Operators and Singular Value Decomposition.
Let F (Y, X) denote the space of finite rank operators from Y to X, K(Y, X) denote the space of compact operators from Y to X and N (Y, X) denote the space of nuclear operators from Y to X. Then, for any reasonable crossnorm · we get the inclusions (see [8, Corollary 4.84 
An important example and the subject of this work is the case when X and Y are Hilbert spaces. Then, X * ∼ = X and Y * ∼ = Y . This implies that if · is a reasonable crossnorm, then
Since we can apply the singular value decomposition in K(Y, X), this gives a representation for any
for a decreasing non-negative sequence {σ k } k∈N and orthonormal systems {ψ k } k∈N ⊂ X, {φ k } k∈N ⊂ Y . Moreover, this provides us with the best low-rank approximations
for any r ∈ N. The rank of v is the smallest r such that σ r+1 = 0 (r = ∞ if no such r exists). For the canonical norm on Hilbert tensor spaces we get
The corresponding space is the space of Hilbert Schmidt operators from
A typical example is the space of square integrable functions
where we consider product domains Ω = Ω 1 × Ω 2 . The Sobolev space H 1 (Ω), on the other hand, is not equipped with the canonical norm. The Hilbert tensor space that is the tensor product of one dimensional Sobolev spaces with the canonical norm corresponds to the space H 1 mix (Ω) of functions with mixed smoothness. The singular value decomposition does not apply in H 1 directly, which is the motivation for this work.
The above does not extend to d > 2 directly. However, we have the following vector space isomorphism. Definition 2.9 (Matricisation). The matricisation M α with ∅ = α {1, . . . , d} is the linear map defined by
where the definition can be extended to any x ∈ a d j=1 X j by linearity. Moreover, this definition can be extended to topological tensors, if the norms in the domain and image of M α are compatible, i.e., M α and M −1 α are continuous. Definition 2.10 (HOSVD). Let α be as in Definition 2.9 and let V = · d j=1 X j , where all X j are Hilbert spaces and · is the canonical norm. Then, M α is an linear isometric isomorphism from V to the Hilbert tensor space
endowed with the canonical norm · α . Thus, we can apply SVD for any α. Set α = {j} and let {ψ j k } k∈N ⊂ X j denote the X j -orthonormal singular functions obtained from the SVD of M {j} (x). Then, there exists a unique sequence x ∈ ℓ 2 (N d ) such that
This representation is called the higher-order singular value decomposition (HOSVD) of x.
Other types of decompositions can be obtained by considering SVDs of α-matricisations for all α in a dimension partition tree over {1, · · · , d}. These decompositions are called hierarchical HOSVDs. For details and precise definitions see [8, Sections 8.3, 11.3] . The approximation obtained by truncating the HOSVD is not optimal anymore but rather quasi-optimal, as recalled in the following theorem. The proof can be found in [8, Theorem 10.3] .
Theorem 2.11 (HOSVD truncation). In the setting of Definition 2.10, let r := (r 1 , . . . , r d ) ∈ N d and let P j rj be the orthogonal projection from X j onto
where ψ j k ∈ X j are the singular functions obtained via the HOSVD. Then x r := P r x, with P r = d j=1 P j rj x, is called the truncated HOSVD with multilinear (Tucker) rank r, and the truncation error satisfies
where {σ j i } i∈N are the singular values of M {j} (x). Similar statements can be obtained for the hierarchical HOSVD, with different constants.
3. Approximation Properties. Before we continue with our analysis of lowrank approximations, we clarify what is meant by an algebraic tensor in H 1 (Ω). So far we defined algebraic tensors only on tensor product spaces. In the case of intersection spaces there are several candidates, since there are multiple tensor product spaces involved. As the following lemma shows, all possible choices lead to the same algebraic tensor space, as long as we require H 1 regularity.
Proof. To show how the algebraic tensors in L 2 (Ω) inherit H 1 regularity, we detail the proof in a more rigorous way than in [8, Proposition 4 .104]. The inclusion "⊃" is obvious. For the inclusion "⊂",
Then, there is a number r ∈ N and functions 
is continuous for all 1 ≤ l ≤ r, since · e k is a reasonable crossnorm.
Moreover, by (3.1), there exist {v
Thus, since id k ⊗ϕ i is continuous
And thus
Since i and k were chosen arbitrarily, this shows
Finally, by [8, Lemma 6.11]
This completes the proof.
3.1. Existence of Low-Rank Approximations. First, we address the question of existence of low-rank approximations of a function u ∈ H 1 (Ω). Since for d > 2 and r > 1 the set R r (V ) is not closed even for the case V = L 2 (Ω) (see [8, Section 9.4.1]), we only consider Tucker formats.
In analogy to Definition 2.5, for u ∈ H 1 (Ω) we define the subspace
. Since in this case u can be written as
for some r ∈ N, any ϕ from (3.2) applied to u yields
And thus
is finite dimensional and is closed in any norm. Thus, together with Lemma 3.1, we can define the Tucker manifold for r = (r 1 , . . . , r d ) and V = a d j=1 H 1 (Ω j ) in the same way as in Definition 2.8. This set remains weakly closed in H 1 (Ω). To show this, we first require the following lemma.
. This completes the proof.
is weakly closed and therefore proximinal in
is a reflexive Banach space, the set
3.2. Minimal Subspaces. The subspaces from (3.2) inherit H 1 regularity. 
can be uniquely extended to a bounded linear mapping on H 1 (Ω) with the same operator norm, i.e.,
(Ω) and the statement follows.
Before we proceed, we would like to clarify that there are several possible definitions for minimal subspaces when considering u ∈ H 1 (Ω). First, there are two possible choices for the dual space leading to
Second, there are two possible choices for the completion norm, which overall leads to four possible definitions
is the minimal subspace of u as a function in H (1,0) (resp. With the preceding lemma we may now define
This space differs from
. We want to check if property (2.2) still holds for H 1 functions. To this end, we require the following assumption.
Remark 3.6. We will frequently encounter Assumption 3.5 in the following sections. We will discuss sufficient conditions for this assumption to be satisfied (see subsection 3.5). In Example 3.14 and Example 3.16 we will also see that this assumption is not necessarily satisfied. In fact, we conjecture that there are functions u ∈ H 1 (Ω) which do not satisfy the statement of Proposition 3.7. The proof of this, however, seems to be not trivial.
(Ω) and assume Assumption 3.5 is satisfied. Then, it holds
Moreover, · ej is a uniform crossnorm. This holds for any 1 ≤ j ≤ d and thus by [8, Theorem 6 .29] we obtain
Next, following the arguments of [8, Theorem 6 .28], consider the orthogonal
Clearly, P j (u n ) = u n and
Taking the limit with n, we obtain u = P j u. Since this holds for any 1 ≤ j ≤ d, we get
Next, we require a separable representation for u that converges in H 1 (Ω). This is possible for H 1 (Ω) by choosing a complete H 1 (Ω)-orthonormal system of elementary tensor products (e.g., a Fourier basis) or an H 1 (Ω) Riesz basis of wavelets. Let
with convergence in · 1 . Since 
for any 1 ≤ i ≤ d and with convergence in H 1 (Ω). We take This completes the proof.
3.3. SVD and L 2 -Eigenspaces. The singular value decomposition can be utilized to obtain spaces U min j (u) and low-rank approximations therein. Interestingly, the resulting spaces are not necessarily the same depending on the interpretation of u ∈ H 1 (Ω). In the following we restrict the exposition to d = 2. If we consider u ∈ L 2 (Ω), then u can be identified with a compact operator from
. Thus, a left singular vector ψ of u satisfies
for some λ ∈ R + , and the accompanying right singular vector satisfies
Since u is a compact operator, we can find an L 2 -orthonormal system of left and right singular vectors, which we denote by {ψ k } k∈N and {φ k } k∈N , respectively, and the corresponding singular values by {σ 00 k = λ 00 k } k∈N , sorted by decreasing values such that
We have the identities
The SVD provides both optimal low-rank approximations of given rank and an error estimator in the sense that
Otherwise, we only require finitely many ψ k 's and φ k 's. Letting
we have that
for all k ∈ N and, consistently with Lemma 3.4,
makes sense in H 1 and we can consider the error u − u r 1 .
Theorem 3.8. Let u ∈ H 1 (Ω) and u r be its best rank r approximation in L 2 defined by (3.8). We have
Proof. Clearly, if u r converges to someũ ∈ H 1 (Ω), u =ũ a.e. by the simple inequality
Thus, ( u r which proves that u r is Cauchy and therefore converges. Taking the limit and by (3.12), we obtain u − u r 1 → 0. The proof of (3.11) follows similarly as above.
Remark 3.9. Equation (3.11) is thus a recipe for constructing low-rank approximations via the L 2 -SVD but with error control in H 1 . Assumption (3.10) particularly holds when u is a numerical approximation to the solution of a PDE.
We can not expect (3.10) to hold in general. Specifically, in (3.6) we applied twice the Cauchy-Schwarz inequality, which is known to be sharp. Since λ 00 k = (σ 00 k )
2 , this would imply that (3.10) is not satisfied and u r diverges in H 1 (Ω). On the other hand, we can think of cases where (3.10) is satisfied, such as in the case of a Fourier basis.
We ask what are the possible conditions on ψ k and φ k for (3.10) to be satisfied? Note that this condition is similar to well-known estimates from approximation theory, specifically approximation via wavelets or, more generally, multi-scale approximation. There sufficient conditions include the existence of a uniformly bounded family of projectors that satisfy direct and inverse inequalities.
Translated into our setting, sufficient conditions for (3.10) look as follows. Define the subspaces
We require the Jackson (direct) inequality to be satisfied
for some s > 1 and the Bernstein (indirect) inequality
for somes > 1. Analogously for the space generated by the φ k 's. For more details we refer to [11, Theorem 5 .12] and [5] .
We conclude this subsection by extending the result to d ≥ 2. Let u ∈ H 1 (Ω)
As before, we can consider the singular vectors {ψ i k : k ∈ N}, and the corresponding eigenvalues {λ i k ∈ R + : k ∈ N}. The derivatives are given by
with the familiar estimate
The identity
holds. Define the subspace
, and u r := P r u. (3.13)
The projection P r is the HOSVD projection from Theorem 2.11. Before we proceed, we require the following lemma, which is an extension of Theorem 3.8.
Lemma 3.10. Let u ∈ H 1 (Ω) and
Proof. We consider the matricisation
This is a linear isometric isomorphism since · ej and · (1, 0) are canonical norms (induced by the same norms). The space For the H 1 error we get the following result. Remark 3.9 applies here as well.
Theorem 3.11. Let u ∈ H 1 (Ω) and u r be defined by (3.13). We have
Define the constants
Proof. Let P j rj be defined as in Lemma 3.10. The projection
ri is orthogonal in the · ej norm. The lower bound in (3.14) is an immediate consequence of [8, Theorem 10.3] . For the upper bound we get by applying Lemma 3.10
Next, observe that we can bound the · 1 norm of P j rj as follows
for any v ∈ H 1 (Ω j ). Thus, since · ej is a uniform crossnorm on H ej , P j rj ej = P j rj 1 , so that we can bound P j rj 1 ≤ Γ j (r j ).
Let u m := P m u be an HOSVD approximation as in (3.13) with m j > r j for all j. Then, since d i =j P i ri is orthogonal w.r.t. · ej and applying again Lemma 3.10, we have
If (3.15) holds, then u r is a Cauchy sequence in H 1 and by uniqueness of the limit we must have u − u r 1 → 0.
Finally, we show the bounds in (3.16). The mapping id = d j=1 id j is an orthogonal projection in the · ej norm and Im
where the last equality is due to Lemma 3.10. This shows the lower bound in (3.16). For the upper bound
SVD and H
1 -Eigenspaces. We consider a function u ∈ H 1 (Ω) as an element of the intersection space
We first consider u as a Hilbert Schmidt operator u :
which, at first, is the same as in (3.5). The difference arises when we consider the adjoint u * :
The corresponding left and right singular functions ψ
with the corresponding singular values σ . Similarly, we can interpret u ∈ H 1 (Ω) as a Hilbert Schmidt operator u :
The corresponding singular functions ψ
where σ 01 k = λ 01 k are the corresponding singular values, sorted in decreasing order. We make the following immediate observation. Proposition 3.12. Let u ∈ H 1 (Ω) and let
k be the SVD of u interpreted as an element of H (0,0) , H (1,0) and H (0,1) respectively. Then, we have for all r ≥ 0
Proof. The first statement is given by
Analogously for the second statement.
Note that the upper bounds in Proposition 3.12 do not necessarily hold componentwise, i.e., the inequalities
do not hold in general. This is due to the fact that when estimating the injective norm
, the functions ψ k are not orthonormal in H 1 (Ω 1 ) and the sequence {σ 00 k ψ k 1 } k∈N is not necessarily decreasing.
Naturally, we can ask whether we can derive a bound of the sort
for some sequence γ(k). Though we do not believe this is possible without further assumptions, we can nonetheless improve the bounds. This indicates that indeed the quantities σ Proof. We consider the
On the other hand, utilizing the H (1,0) -SVD of u, we have
and thus
Finally, taking the L 2 (Ω 1 )-norm of both sides and since {ψ k } k∈N are L 2 (Ω 1 )-orthonormal, we obtain
The statement for σ 01 r follows analogously by identifying u with an operator from
22
The factors in the bounds in Theorem 3.13 reflect how ψ Extending the results of this subsection to d > 2 using HOSVD singular values and, e.g., the Tucker format is straightforward. Since we can consider matricizations w.r.t. to each 1 ≤ j ≤ d separately, the analysis effectively reduces to the case d = 2. Difficulties arise only when considering simultaneous projections P r as in Theorem 3.11. There we require the additional assumption (3.15).
SVD and H
(1,0) /H (0,1) projections. Given the singular functions {ψ (1,0) and H (0,1) SVDs of u respectively, we consider the finite dimensional subspaces
and the corresponding H 1 -orthogonal projections
The tensor product P r ⊗ Q r is well defined on
, and on this space it holds
However, the interpretation is problematic when considering P r ⊗ Q r on the closure of
. Take, e.g., the projection P r ⊗ id 2 . This is an orthogonal projection on H (1,0) and we have
. Thus, the subsequent application id 1 ⊗Q r does not necessarily make sense and is not continuous.
Notice the difference with the projections P 1 r and P 2 r from (3.13) (for d = 2 and r 1 = r 2 = r). First, we had
since both the left and right projections already give the best rank r approximation in L 2 . Second, we required only L 2 -orthogonality, thus preserving H 1 -regularity in the 23 image. Thus, P 1 r ⊗ P 2 r made sense on H 1 (Ω), although the sequence of projections does not necessarily converge in H 1 (Ω). To that end, we had to additionally assume convergence as in (3.10), or boundedness as in (3.15) .
In the present case, although we obtain optimality in the stronger · (1,0) -norm, we lose convergence or possibly even boundedness in the · (0,1) -norm. Thus, we can ask ourselves if P r is bounded from
Specifically, what are the minimal assumptions -if any -that we require in order to achieve this? The next example shows that indeed even for simple projections this property is not guaranteed. Define the one dimensional subspace U = span {g}. The corresponding H 1 -orthogonal projection P is given by
v,g 1g = g A closer look at the preceding example shows that such a functiong ∈ H 1 0 (0, 1) differentiated twice yields the delta distribution. Therefore, it can not be in H 2 (Ω 1 ). On the other hand, if the function has H 2 -regularity, as the next statement shows, we can indeed obtain boundedness in L 2 .
Lemma 3.15. Let u ∈ H 1 (Ω). In addition, assume the second unidirectional derivatives of u exist in the distributional sense and are bounded, i.e.,
Finally, assume u satisfies either zero Dirichlet or zero Neumann boundary conditions. Then, the projections defined in (3.20) can be bounded as
Proof. One can verify as in (3.7) that ψ 1 k and φ 1 k are twice weakly differentiable for any k ∈ N. For any v ∈ H 1 (Ω 1 ), we can write
The coefficients can be written as
where the boundary term vanishes due to the boundary conditions. Thus, we get
Analogously for Q r . This completes the proof.
Note that in principle the assumption on the boundary conditions can be replaced or avoided, as long as we can estimate the appearing boundary term. The assumption can be avoided entirely by using an estimate for the L ∞ norm via the Gagliardo-Nirenberg inequality, although this would yield a crude estimate and dimension dependent regularity requirements.
Under the conditions of Lemma 3.15, we can assert that P r ⊗ Q r is indeed continuous. Since · (0,1) is a uniform crossnorm
and similarly for · (1, 0) . Thus,
By density, we can uniquely extend P r ⊗ Q r onto H 1 (Ω) and the identity (3.21) holds. One might argue that requiring P r and Q r to be continuous in L 2 is unnecessary, since we only need that the mappings
and id 1 ⊗Q r are continuous. The following example shows that indeed P r ⊗ id 2 need not be continuous even on elementary tensor products, if P r is not L 2 continuous.
Example 3.16. Take P to be the projection from Example 3.14. Consider the same sequence {v n } n∈N ⊂ H 1 0 (0, 1) as in Example 3.14. Take another sequence w n ∈ H 1 0 (0, 1) as
Thus, since · (0,1) is a crossnorm
On the other hand
Hence, P ⊗ id 2 is not continuous on
To summarize our findings, let us define the finite dimensional subspaces
. This can also be observed by, e.g., considering (3.17) and integrating the second term by parts. We can estimate the H 1 error as follows. Then, the projection error is bounded as
Proof. For the lower bound observe first that
Since P r ⊗ id 2 u is the optimal rank r approximation in the · (1,0) -norm, we can further estimate
and similarly for id 1 ⊗Q r . This gives the lower bound. For the upper bound, since P r ⊗ id 2 is orthogonal in the · (1,0) -norm, we get
(1,0) . To estimate the latter term, recall that (P r
Taking the infimum over all representations (3.22 ) of e r , we obtain
denote the singular values of e r :
. Then, since the projective norm corresponds to the nuclear norm of the operator e r (see also [8, Remark 4. . Finally, to bound P r ⊗ id 2 , we apply Lemma 3.15
Analogously we can estimate the · (0,1) error. This completes the proof.
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To conclude this section, we extend the preceding result to d > 2. Unfortunately, unlike in Theorem 3.11, the upper bound will depend exponentially on d. When performing an L 2 -SVD in d dimensions, the corresponding one dimensional projectors are L 2 -optimal. Thus, when considering the tensor product P r of the projectors w.r.t. the · ej -norm for any 1 ≤ j ≤ d, only one factor in P r is sub-optimal and yields the constants in (3.16) .
On the other hand, when the corresponding projectors are H 1 -optimal and we consider the tensor product P r of the projectors, all but one factor are sub-optimal, yielding a constant that scales with an exponent of d − 1. Of course, for d = 2 this is not obvious.
Before we proceed we introduce some notations to formalize the statement. In analogy to (3.19), we define the finite dimensional subspaces
. In principle we can take different ranks r in each dimension, which only results in a more cumbersome notation for the bound. We consider the H 1 -projectors
and the corresponding tensorized versions
We introduce the index sets
and the following sequence of sets
Note that the sets in this sequence are not unique. Apart from the first and the last sets, there are finitely many possible combinations for the intermediate sets.
Theorem 3.18. Let u ∈ H 1 (Ω) and the assumptions of Lemma 3.15 hold. I.e., we assume u is twice weakly differentiable in each dimension. As before, we introduce the regularity factors
Take any sequence of sets {I 
Proof. The result can be obtained by "peeling off" projectors. Observe that similar to Theorem 3.17 we can write
For the latter term we apply the same arguments as in Theorem 3.17 and obtain
for some i = k. Next, we repeat this for i. I.e., for some l ∈ {k, i}
The arbitrary order of choosing i, l, . . . until we are left with just one projector leads to the arbitrary sequence of sets I j i in (3.24) . This completes the proof. 4. Alternative Approaches. In this section we investigate alternative forms of low-rank approximations with error control in H 1 .
Spaces of Mixed Smoothness. Consider again a function
Completing 
Thus, assuming additionally u ∈ H 1 mix (Ω) is not a severe regularity restriction. In particular solutions to elliptic PDEs will often satisfy this assumption. However, for general d ≥ 2, we have the inclusions
As the dimension grows, the regularity restriction becomes more and more severe. Nonetheless, there are important examples where such assumptions are valid, e.g., for the solution to the Schrödinger equation, see [13, Chapter 6] .
One can ask if we can exploit the SVD w.r.t. the · mix -norm in higher dimensions without assuming dimension dependent regularity. To this end, for general d ≥ 2, we consider u ∈ H 1 (Ω) such that all mixed derivatives of order 2 exist, i.e.,
exist in the weak sense and are L 2 integrable. Define the spaces
with the corresponding norm
A new intersection space is defined via
In each V j there exists an optimal rank r approximation w.r.t. the · mix,j -norm that we call u j r . We can define the corresponding minimal subspaces as M
We consider the HOSVD projection
As before, for simplicity we take r constant and independent of j, but in principle the extension to different r j is straightforward. Before we proceed, we briefly justify why such a projection makes sense on V.
Lemma 4.1. Let A j : X j → Y j be linear and continuous operators between Hilbert spaces X j and
where · X and · Y are the canonical norms induced by the Hilbert spaces X j and Y j . Then, the operator
is well defined, i.e., can be uniquely extended to a continuous operator on X. For the operator norm we get
Proof. One can follow the same arguments as in [8, Proposition 4.127] .
is bounded and by applying the preceding lemma, we note that
is bounded for any 1 ≤ i ≤ d and any 1 ≤ j ≤ d. Thus, the projections from (4.1) are well defined on V, commute and the composition P r is well defined as well.
We are now ready to derive an error estimate for the HOSVD projection. Unfortunately, we can only slightly improve the bound in (3.24) , as the next statement shows. Once again, we will require the projections above to be bounded in L 2 . This will lead to a higher regularity requirement u ∈ H 3 (Ω).
(Ω) and u satisfy Dirichlet or Neumann boundary conditions as in Lemma 3.15. As before, we define the regularity factors
.
Let I = (1, . . . , d) be an ordered tuple with the indexing convention I(j) = j. Denote by S d (I) the set of all possible permutations of I 2 . Then, with the shorthand notation j c := {1, . . . , d} \ {j} for any 1 ≤ j ≤ d, we can estimate the HOSVD projection error as
where {σ
The above bound is similar in nature to Theorem 3.18. In both cases the exponential dependance on d arises since d − 1 H 1 -orthogonal projections involved in P r are sub-optimal.
We conclude this subsection by stating an analogue of Theorem 3.8. We derive the result for d = 2. Unlike in Theorem 3.11, this result does not possess an elegant generalization to d > 2 for the same reason the statements above introduce factors depending exponentially on the dimension.
Let d = 2 and {σ 
with the corresponding natural norm
We can continuously embed H 1 (Ω) into this space via the linear isometry
The space H 1 (Ω) represents the "diagonal" of H 2D . To see how u can represent an operator, we further embed H 2D into a space of Hilbert Schmidt operators
To see the norm identity, consider again the H (1,0) -and H (0,1) -SVDs
Applying (u 1 , u 2 ) to this orthonormal system we get Then, by the above, the SVD of (u 1 , u 2 ) is given by
The extension to d > 2 is straightforward. In summary, H 2D seems like a natural space for low-rank approximations for u ∈ H 1 (Ω) and in which u can be interpreted as a Hilbert Schmidt operator without any additional assumptions.
The issue remains, however, that low-rank approximations in H 2D involve a pair of approximations: one for the left and one for the right derivative. If we require a single low-rank approximation, we would have to project onto the "diagonal" of H 2D . This essentially involves the application of the inverse of the Laplacian, which is not separable.
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A general approach might be to reformulate a problem given in H 1 (Ω) into a problem in H 2D and solve the latter in a low-rank format to obtain a solution being a tuple of low-rank approximantions. In a last step, one could apply an approximate, efficient and problem independent projection onto the diagonal to obtain a low-rank approximation u r ∈ H 1 (Ω). Though natural, it is unclear to us if and how the interpretation as u ∈ H 2D is of practical use.
5. Numerical Experiments. In this section we verify our findings with a few toy examples. First, we consider a function u ∈ H 1 ([−π, π] 2 ), expand this function in Fourier bases and truncate the expansion
Then, we perform an SVD of u n . This situation is prototypical for a numerical method, where the current numerical approximation u n (with possibly high ranks) is truncated to a low-rank approximationũ n . We are particularly interested in the behavior of the singular values and comparisons with L 2 and H 1 errors. We consider two functions. First,
which has a singularity in the derivatives at x = y = 0. Second, u(x, y) = |x + y| 0.6 , which has a singularity along the anti-diagonal x = −y. The results are displayed in Figure 5 .1.
The singular values of the first function decay faster. For the second function, since the singularity is not axis aligned, we expect bad separability. We plot both the L 2 and H 1 errors of the L 2 -SVD. We also plot the H 1 -error of the projection (P r ⊗ Q r )u from (3.21). In both cases (P r ⊗ Q r )u does not improve the error of the L 2 -SVD. Moreover, we also compare this with the best possible approximation in the following sense. We take the eigenfunctions generated by all SVDs: L 2 -eigenfunctions of the L 2 -SVD, H 1 -eigenfunctions of the H (1,0) -, H (0,1) -SVDs and L 2 -eigenfunctions of the H (1,0) -, H (0,1) -SVDs. Then, we perform an H 1 -orthogonal projection onto the space of tensor products spanned by all possible combinations of these eigenfunctions. Of course, such a procedure is not feasible in higher dimensions, it serves merely to illustrate our point. We denote this by "H 1 error optimal approximation". As can be seen in the plot for the second function, all possible projections are the same as the best possible one. This is consistent with expectation. In fact, all of the eigenspaces mentioned above are the same, i.e., the eigenfunctions are linearly ϕ k , ϕ j = id j , ϕ k ∈ (L 2 (Ω k )) * , k = j)
, by Lemma 3.1 (see also [8, Remark 6 .32]), U j I (u n ) = U j II (u n ) = U j III (u n ). From a theoretical perspective, the truly difficult cases are when u ∈ H 1 (Ω) but is not in
. Only in such cases the minimal subspaces depend on the topology of the ambient space. In particular, this means that if u ∈ H 1 (Ω) is a numerical approximation, most of the assumptions in the previous section hold 3 . We use an error estimator for the The projections P r , Q r are from subsection 3.5. As can be seen in both plots, this error estimator lies perfectly on the H 1 -error. This is consistent with Theorem 3.8 and Theorem 3.13.
These findings suggest that we can compute a low-rank approximation for u n by performing an L 2 -SVD and truncating based on the error estimator in (5.1) to control the error in H 1 . In the following we do just that. We consider the weak formulation of the Poisson equation
We compute a Galerkin approximation u n ≈ u, and truncate this approximation tõ u n such that u − u n 1 ≤ u −ũ n 1 ≤ 2 u − u n 1 .
We increase the discretization size n, i.e., the number n 2 of basis functions. The results are displayed in Figure 5 .2. The plotted errors are approximations to the exact errors u − u n 1 and u −ũ n 1 . In both cases the error bounds are fulfilled and the rank ofũ n remains below 5.
6. Conclusion. We proposed and analyzed several variants of low-rank approximations of functions in Sobolev spaces. Sets of functions with bounded Tucker (multilinear) rank in Sobolev spaces are weakly closed. Sobolev functions can be shown to be in the tensor product of their minimal subspaces under certain conditions, such as additional regularity. However, we do not believe that this holds in general. We also analyze H 1 minimal subspaces. The SVD in H (1,0) does not preserve regularity and H 1 bounds require additional smoothness. The resulting bounds are worse than that of the L 2 -SVD. Similar bounds apply to spaces of lower order mixed smoothness for d > 2. This indicates the L 2 -SVD performs better for low-rank approximations than variants of SVDs involving Sobolev spaces.
Numerical experiments are consistent with the analytical findings. Differences between minimal subspaces w.r.t. to different norms arise only when considering functions in Sobolev spaces that are not in the algebraic tensor spaces. For constructing low-rank approximations of numerical solutions, the different types of minimal subspaces do not add information. However, the singular values of H are better suited to estimate the H 1 error and, for numerical purposes, it seems the best recipe are low-rank approximations built from L 2 -SVDs but with H (1,0) , H (0,1) singular values for H 1 -error control. Finally, we briefly mentioned alternatives. Exponential sums are a well known technique already utilized in previous works. On the other hand, if one pursues the viewpoint of Sobolev spaces being intersection spaces, a natural approach would be to consider direct sum spaces. We briefly introduced this viewpoint.
There are a few immediate open questions that arise in conclusion of this work. It would be interesting to consider how the above analysis extends to hierarchical tensor formats. Numerical experiments for high-dimensional problems with a fine or adaptive discretization should shed more light on the performance of SVD in Sobolev spaces.
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