Abstract-Data mining offers tools for discovery of relationships, patterns, and knowledge in large databases. The knowledge extraction process is computationally complex and therefore a subset of all data is normally considered for mining. In this paper, numerous methods for decomposition of data sets are discussed. Decomposition enhances the quality of knowledge extracted from large databases by simplification of the data mining task. The ideas presented are illustrated with examples and an industrial case study. In the case study reported in this paper, a data mining approach is applied to extract knowledge from a data set. The extracted knowledge is used for the prediction and prevention of manufacturing faults in wafers.
I. INTRODUCTION
T HE VOLUME of data is growing at an unprecedented rate, both in the number of features (attributes) and objects (instances). For example, many databases with genetic information may contain thousands of features for large number ofpatients.Inthetechnologyapplications,quantitative(e.g.,from sensors) and qualitative (e.g., from manufacturing environment) data from diverse sources may be linked, thus significantly increasing the number of features. For example, to analyze the quality of wafers in semiconductor industry upstream chemistry information proved to be useful. Such information combined with the manufacturing process data results in a large number of features objects (cases) for which the information is collected.
Data mining offers tools for discovery of patterns, associations, changes, anomalies, rules, and statistically significant structures and events in data. The patterns and hypothesis are automatically extracted from data rather than being formulated by a user as it is done in traditional modeling approaches, e.g., statistical or mathematical programming modeling. As a new discipline, data mining draws from other areas such as statistics, machine learning, databases, and high performance computing.
In many applications, data is automatically generated and therefore the number of objects available for mining can be large. The time needed to extract knowledge from such large data sets is an issue, as it may easily run from seconds to days and beyond. One way to reduce computational complexity of knowledge discovery with data mining algorithms and deciManuscript received February 7, 2000 ; revised October 2, 2000. The author is with the Intelligent Systems Laboratory, The University of Iowa, Iowa City, IA 52242-1527 USA (e-mail: andrew-kusiak@uiowa.edu).
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sion making based on the acquired knowledge is to reduce the volume of data to be processed at a time, which can be accomplished by decomposition. In this paper, numerous decomposition approaches are defined and applied for effective knowledge discovery and decision making. Besides easing computation, decomposition offers an added benefit. It facilities dynamic knowledge extraction that can be coupled with decision making, thus resulting in real-time autonomous systems able to continuously improve their predictive accuracy. The research reported in the paper is based on the developments in machine learning and data mining discussed for example in [1] - [3] . Some of the most known learning algorithms are listed next.
ID3:
Induction Decision Tree is a supervised learning algorithm developed by Quinlan [4] .
AQ15:
Inductive learning system generates decision rules, where the conditional part is a logical formula [5] . Domain knowledge is used to generate new attributes that are not present in the input data.
Naïve-Bayes:
A simple induction algorithm that computes conditional probabilities of the classes. Given the instance, it selects the class with the highest posterior probability [6] .
OODG:
Oblivious read-Once Decision Graph induction algorithm for building oblivious decision graphs, using a bottom-up approach [7] .
Lazy decision trees
An algorithm for building the best decision tree for every test instance developed by Friedman et al. [8] .
C4.5:
The decision-tree induction algorithm by Quinlan [9] .
CN2:
The direct rule induction algorithm by Clark and Boswell [10] . This algorithm combines the best features of both ID3 [4] and AQ [5] , where it uses pruning techniques similar to the techniques used in ID3 and related to the conditional rules used in AQ.
IB:
The instance based learning algorithms by Aha [11] .
OC1:
The Oblique decision-tree algorithm by Murthy and Salzberg [12] .
T2:
The two-level error-minimizing decision tree by Auer et al. [13] . It minimizes the number of errors and discretizes continuous attributes.
LERS:
Learning from Examples using Rough Sets System [14] . Examples of other algorithms and developments in learning and data mining can be found in the edited volumes by Lin and Cecerone [15] , Carbonell [16] , and Michalski et al. [17] , and the book by Mitchell [3] . For a survey of important applications of machine learning see [18] and [19] .
Most of the developed to date rule extraction algorithms fall into the following classes: 1) Decision tree algorithms, for example ID3 [4] and C4.5 [9] . A decision tree algorithm derives a tree from a data set (learning mode) that is used to classify (decision making mode) objects with unknown decisions. 2) Decision rule algorithms, for example AQ15 [15] . A particular subcategory in this class includes algorithms based on the rough set theory proposed by Pawlak [20] , for example LERS [14] . The basic concept in rough set theory is called a reduct, which is a set of features that uniquely identify each object in the training set. The formal reduct definition is provided in Pawlak [21] . Numerous algorithms have been developed for the extraction of decision rules from a training data set and using the extracted knowledge for decision making. The two classes of algorithms are illustrated with the example presented in the next section.
In this paper, an approach based on the rough set theory is used to identify causes of wafer defects. One of the reasons for using the rough set theory approach over the decision tree approach is the belief that the former approach is more suitable for the problem of considered in this paper. The latter can be justified with the characteristics of the rules derived by each of the two algorithms. One feature (the parent node of the decision tree) is common to all rules derived by a typical decision tree algorithm. The features included in the rules derived by a rough set algorithm form patterns of different shapes and therefore offer a different predictive power. The example presented in the next section illustrates the results produced by the two classes of algorithms.
II. EXAMPLE OF RULE EXTRACTION
The example presented next illustrates the rules derived by different algorithms.
Example 1
Consider the training set in Fig. 1 containing data for eight objects (manufacturing batches). Each batch is described by four features, with features and being process parameters and features and characterizing each batch of products. The rules in Fig. 2 are derived from the data in Fig. 1 with the decision tree algorithm [9] . The objects supporting each decision rule are listed behind each rule.
The elements of the data set included in the rules in Fig. 2 create a pattern in the matrix in Fig. 3 . All feature values of column F4 are involved in the rules, which is characteristic of the tree type algorithms.
Another set of rules extracted with a rough set algorithm and the corresponding patterns are shown in Figs. 4 and 5. In this case the values of column 4 are only partially involved in the rules. In addition object 3 appears in two rules 3 and 4.
The existing rule extraction algorithms are computationally complex, often aiming at forming rules with the minimum number of features. Experience indicates that many data sets contain both large number of features and objects as the data is frequently automatically collected. For example, data sets in semiconductor industry may contain large number of features of chemical composition and process-related information, all being continuously collected. Decomposition of such data sets becomes a key issue.
III. DECOMPOSITION IN THE DATA MINING LITERATURE
Decomposition has been discussed in the data mining literature, however, largely in the context of distributed and parallellearning.Thispaperemphasizestheuseofdecomposition to enhance decision making rather than learning. One of the most comprehensive sources of papers on distributed learning is the edited volume by Zaki and Ho [22] . Several contributors to this book discussed ways of leveraging parallel and distributed techniques in knowledge discovery, such as data cleaning and preprocessing, transformation, and learning. Grossman et al. [23] outlined fundamental challenges for mining large-sale databases, with one of them being the need to develop distributed data mining algorithms. Guo and Sutiwaraphun [24] described a meta-learning concept named Knowledge Probing to distributed data mining. In Knowledge Probing, supervised learning is organized into two stages. At the first stage, a set of base classifiers is learned in parallel from a distributed data set. At the second stage, the relationship between an attribute vector and the class predictions from all of the base classifiers is determined. Zaki [25] discussed a project called SPIDER that uses shared-memory multiprocessors systems (SMP's) to accomplish parallel data mining on distributed data sets.
The above references indicate that distributed data mining is an active area of research. As this research continues, the outcomes are likely to parallel those of single-source data mining-there will be multiple approaches, some based on unique software (i.e., mobile agents), some based on specific hardware (i.e., SMP), and some involving hybrid methods. Certain approaches may work better for a given application, as in the case of nondistributed data mining. The continuing growth of data bases and the increasing success of data mining in solving problems in engineering, business marketing, finance, and healthcare will determine the future needs for distributed data mining.
Numerous researchers have recognized the importance of decision making in a distributed environment. One approach of mining and combining useful information that is distributed across diverse databases is to apply different machine learning algorithms to discover patterns exhibited in the data and then combine the computed descriptive representations. Combining multiple classification models has received attention in the literature [26] . Much of the research is concerned with combining models obtained from different subsets of a single data set as a means to increase accuracy and to integrate distributed information. The Java agents for meta-learning (JAM) system addresses the later by employing meta-learning techniques [27] extracting a higher level knowledge. Integrating the outputs of multiple classifiers via combiners or meta-learners has led to substantial improvements in several difficult pattern recognition problems. In a typical setting investigated, each classifier is trained on data taken or re-sampled from a common data set, or randomly selected partitions thereof, and thus experiences similar quality of training data. However, in distributed data mining involving heterogeneous databases, the nature, quality and quantity of data available to each site/classifier may vary substantially, leading to large discrepancies in their performance, thus integrating classification models derived from distinct and distributed databases is complex.
The decomposition concept discussed in this paper is applicable to decision making in both distributed and single-data source applications.
IV. DECOMPOSITION PRINCIPLES
There are two basic approaches to data mining. 1) Direct mining of data sets.
2) Mining of transformed data sets. The first approach is most often applied to data sets that can be processed in a reasonable time by the existing data mining algorithms. Transforming data sets before using a data mining algorithm is intended for large data sets. Perhaps the most useful form of transformation of data sets is decomposition. The decomposition may take place in space and time. The area of decomposition in time is extensive has received some coverage in the literature (see [22] ) and is beyond the scope of in this paper.
The following two forms of decomposition in space are considered in this paper.
1) Feature set decomposition; Partitioning a data set based on features, e.g., columns of the spreadsheet. 2) Object set decomposition; Partitioning a data set based on objects (training examples), e.g., rows of the spreadsheet. The two types of decomposition offer numerous benefits to data mining. 1) Reduction of computational time.
2) Increased transparency of the data mining process.
3) Suitability for parallel data mining algorithms. 4) Increased effectiveness of the decision making based on the extracted knowledge. The first three benefits are rather obvious and do not require justification. The decision making effectiveness argument will be explored and discussed in more details in this research. The benefits are due to the fact a decision is usually made based on a subset of features according to the algorithm presented next.
Decision Making Algorithm 1
Step 1) Match the feature values of the object with unknown outcome with the conditions of the extracted rules. If no conflict occurs, go to Step 2; otherwise go to Step 3.
Step 2) Assign decision to the new object equal to the matching rule(s), and Stop.
Step 3) Generate the most likely solution and assign a significance measure to it.
The decision significance measure could be expressed with different metrics, e.g., probability, rule support. For the discussion of various measure of rule significance see [19] and [28] .
Note that this decision making algorithm uses rules that have been previously generated with a data mining (learning) algorithm. The object's feature set may not fully match the feature set of any of the individual decision rule, thus resulting in the generation of approximate solution (see Step 3 of Decision Making Algorithm 1) or possibly no decision at all. Decomposition of the training data set allows for the extraction of rules with the set of features dictated by the object with unknown outcome. In essence, the algorithm outlined next can be used for decision making.
Decision Making Algorithm 2
Step 1) List all feature values of an object with unknown outcome.
Step 2) For the features of Step 1, extract rules with a data mining algorithm. Of course this algorithm is one of many that could be used for decision making. To increase the accuracy of decision making, the concept of orthogonal algorithms was proposed in [29] . According to the orthogonality concept, the rule-matching algorithm (e.g., Decision Making Algorithm 1 or 2) generates a (primary)-decision that is compared with the C(confirmation)-decision generated by an affinity based algorithm. In fact, multiple primary and confirmation -orthogonal algorithms can be used.
In the next sections, the two types of data set decomposition will be discussed using the data of Example 2.
Example 2
Consider the data set in Fig. 6 with seven features and the decision for eight objects.
V. FEATURE SET DECOMPOSITION
In this section, three modes of feature decomposition are discussed. 1) Content-based decomposition; the feature set is decomposed into mutually exclusive or partially overlapping subsets with the same decision used for each subset. The feature origin, availability, and other criteria could drive the content of each feature set. 2) Intermediate-decision decomposition; in some applications feature values are generated over time. In addition, the downstream features may dependent on the upstream features. 3) Feature type decomposition; some of the existing rule extraction algorithms are intended for specific types of features, e.g., discrete value features. 4) Feature relevance decomposition; features may show various degree of relevance to the outcome, measured with statistical metrics (e.g., correlation) and context relationship, which is more tacit and difficult to measure (e.g., the impact of outside temperature on the computer energy consumption).
A. Content-Based Decomposition
An entropy based rule extraction algorithm was used to extract rules from the data set in Fig. 6 , i.e., eight objects, seven features -, and the decision . The rule set is shown in Fig. 7 . For the definition of entropy and the discussion of entropy algorithms the reader is referred to [3] and [30] . Stefanowski [28] presented a comprehensive survey of algorithms for extraction of rules and their performance.
The support for the decision rule varies between 1 and 3. For example, rule 1 applies to objects 2, 5, 8, while rule 2 is supported by object 6.
Using the same entropy algorithm, the two rule sets in Figs. 8 and 9 were generated for the decision . The first rule set uses the features -, while the second uses the features -.
Each of the data set used to extract the rules in Figs. 8 and 9 is a subset of the original data set in Fig. 6 . Rather than using the same decision for each of the training data sets, an alternative approach is proposed next.
B. Intermediate-Decision Decomposition
One of the features of the original data set could be treated as a decision for the first data set and a feature for the next. For a set with large number of features a cascade of numerous subsets could be created. The cascade concept is illustrated with the rules in Figs. 10 and 11 .
The cascade decomposition concept may find uses in applications, where intermediate decisions are made. The intermediate decision may be indicative of a decision path followed or be a milestone of a decision process where the feature values are generated over a period of time. The cascade approach to decision making parallels the incremental learning approach used in knowledge extraction [17] .
To illustrate the application of the two-cascade rule sets in Figs. 10 and 11 consider the following decision making scenario. A decision is to be made for an object with the values of two known features and . The values of additional features are to be generated from a test to be performed two days later. The type of the test to be ordered depends on the outcome of an intermediate decision. As the two feature values and match rule 3 of Fig. 10 , the intermediate decision Medium is generated. For this value of the intermediate decision, test producing feature is the most likely needed. To generate the necessary decision rule the training set with features and and the outcome needs to be considered by the rule extraction algorithm. The feature value produced by the test invokes the decision rule 4 of Fig. 6 , thus producing the decision . Note that the vector of feature values Medium does not match any of the rules in Fig. 7 derived form the full data set. The rule set in Fig. 11 was generated with the entropy algorithm used throughout this paper. The concept of intermediate decisions calls for new rule extraction algorithms that would include a specified set of features in all decision rules. In the discussed case the specified set of feature contained feature and . The above considerations illustrate the power of decomposition in mining and decision making of large data sets.
C. Feature Type Decomposition
In this decomposition mode, features are grouped according to the type that is handled by a particular feature extraction algorithm. The rule set in Fig. 12 is derived from the subset , and of the data set in Fig. 6 with categorical features only, while the rules in Fig. 13 is extracted from the set , and with numerical values.
D. Feature Relevance Decomposition
The feature relevance issue is more general than the items previously discussed. The data used for mining is often dictated by its availability or being generated by another application. For example, in industrial applications the data mining sets are often files with the statistical process control or design of experiments data. In medical applications, the data may originate from an unrelated clinical study. A question arises whether all the features included in these data sets have any relevance to the partial outcomes or outcomes considered in decomposition? For example, does it make sense to group feature and from the data set in Fig. 6 ? This feature relevance issue becomes especially important in "wide" (with many features) data sets. A measure of feature relevance would allow eliminating irrelevant combinations of features, thus reducing the computational effort.
VI. OBJECT SET DECOMPOSITION
A data set that contains large number of features is referred to as wide and a data set that includes large number of objects are referred to as deep. Application type and cost of getting the data are the main factors impacting the width and depth of data sets. The feature set decomposition discussed in the previous section was intended primarily to wide data sets. In this section, the decomposition aimed at deep data sets is presented.
The following two modes of object set decomposition are considered.
1) Object content decomposition; Objects are grouped according to the time interval, origin, applicability, and so on. 2) Decision value decomposition; The set of objects is split into subsets according to the decision value. 3) Feature vale decomposition; The objects (and possibly features) are partitioned into subsets based on the value of selected features.
A. Object Content Decomposition
The objects from Fig. 6 are arbitrary decomposed into two groups {1-4} and {5-8}. The rule sets extracted for each of the two sunsets are shown in Figs. 14 and 15 .
B. Feature Value Decomposition
In some cases removal of objects (and possibly features) from the training data set with the values outside of the decision set is warranted.
The objects in Fig. 6 are separated into two subsets {1, 4} and {2, 3, 5, 6, 7, 8} based on the following feature values: and . The decision rules extracted from the latter data sets are shown in Fig. 16 .
C. Decision Value Decomposition
Considering objects corresponding to the decision leads to the objects 2, 5, 6, and 8 from the data set in Fig. 6 and the rules in Fig. 17 .
Considering objects corresponding to the decision results in the set of objects 1, 3, 4, and 7 from the data set in Fig. 6 and the rules in Fig. 18 . The decision value decomposition concept may be applied for cases where the number of examples supporting one decision outcome (e.g., positive outcome) is large and the number negative outcomes is low. Mining the larger data set produces rules with significant support measured with the number of objects represented with the corresponding rules. This set of decision rules could be used to define the conditions for the positive outcomes. In other words, objects matching the decision rules will be assigned positive outcomes while the remaining objects would be assigned negative outcomes. A considerable time might be needed to collect sufficient number of negative examples. During the time the data is being collected the rules derived from the positive examples could support the decision making process.
VII. INDUSTRIAL CASE STUDY
One of the processing steps in semiconductor industry involves polishing wafers. The problem considered here is that of improving quality of wafers and eliminating waste at the downstream production stages (e.g., companies such as INTEL, Motorola), where the actual integrated circuits are produced. This important production problem described below could not be solved with traditional approaches such as quality control, design of experiments, and operations research.
Before a wafer is transformed into an integrated circuit, it undergoes an elaborate manufacturing process with polishing being one of the final steps. For unknown reasons, in some wafers, a portion of the surface around wafer's edge becomes round rather than flat; thus resulting in so called roll-off. The roll-off surface is undesirable because it reduces the area available for the creation of chips. The roll-off (see Fig. 19 ) results in waste of material that has undergone a lengthy and expensive manufacturing process.
The existing statistical and optimization approaches applied to this production problem have not produced satisfactory results. The ultimate goal of the research discussed in this paper is to develop a data-mining controller shown in Fig. 20 . Using the features of fabricated wafers (e.g., material properties, X-ray information) a data-mining controller will determine the value of control parameters such as temperature, pressure, type of polishing pads, etc. The preliminary analysis of the data provided by an industrial company indicates that the production problem can be solved with the proposed data mining approach.
To nature of the problem is illustrated with the features of the preliminary data set that was collected at the company for quality control purposes. The models and algorithms to be developed in this research will be used to determine the set of features needed for high accuracy decisions.
A. Data Set
The data set includes 40 000 observations, each containing 15 features (material, process, and operations characteristics) denoted as 
B. Computational Results
The preliminary data set has been collected for the purpose of statistical process control rather than data mining. The data file was created at different pieces of processing equipment, at different days, shifts, and for different operators. However, due to the effort in the data collection, the new requirements for more systematic data collection and organization could not be considered. The fact that numerous prior design of experiments and statistical process control efforts did not identify specific causes of the quality problem was a hindrance. As processing the entire data file was not possible, therefore the object decomposition approach discussed in this paper was used to create a training set of 1000 examples representing the entire database. The data set was decomposed based on a threshold measure and the training set was randomly selected among the partitions. Different experiments have been performed to link the process, material, and operational factors with the specific quality levels of wafers. Some of these experiments and their results of are discussed next.
In one of the experiments of the extraction of rules data sets with the high and low (four level) degree of granularity of Wafer_specification was used. The four rules in Fig. 21 illustrate the nature of relationships between the control parameters and the process outcome (Roll_off) reflecting the product quality for the first experiment.
The desired value of Roll_off is zero. The greater the deviations from zero the poorer quality of the wafer.
Decreasing granularity of the feature Wafer_specifica-tion did not change the nature of decision rules as illustrated in Fig. 22 .
The might be two possible reasons behind the insensitivity of the above rules.
1) The detailed symbols associated with feature Wafer_specification do not well correlate with the chemical and other properties of the wafer that contribute to the unacceptable levels of Roll_off 2) Feature other than Wafer_specification may result in excessive values of Roll_off The preliminary results are encouraging. First of all, at the learning phase has produced only exact rules, which implies that there exists a definite link the process, material, and operational factors and the wafer quality. Secondly, the prediction algorithms discussed in [29] generate accurate decisions. It appears the goal of building the data mining controller in Fig. 20 will be accomplished in the near future.
VIII. CONCLUSION
The computational complexity and robustness of knowledge extraction from large data sets and decision making can be enhanced by decomposition. The data decomposition and structuring for effective decision making was emphasized in this paper. The proposed ideas were illustrated with examples and an industrial case study. A data mining approach was used to solve a quality engineering problem in a semiconductor industry. The proposed approach linked material, process, and operations parameters with the level of product quality. These relationships captured in the form of decision rules were used to improve the quality of products. The results derived did not require any experimentation with the manufacturing process, rather actual material, process, and operations data was collected. The latter is an asset of data mining, especially in situations where experimentation is costly or is not feasible.
