To reason about the meaning of an image, useful information should be provided with that image; however, images often contain little to no textual information about the objects they are depicting, which is the precise reason why there is a need for CBIR systems that exploit only the correlations present in the raw pixel data. In this paper, we proposed a new type of image feature, which consists of patterns of colors and intensities that capture the latent associations among images and primitive features in such a way that the noise and redundancy are eliminated. We introduced the synobin, a new term for content-based image retrieval literature, which is the equivalent of a synonym word from text retrieval, to name the bin that is synonymous with other bins of a color feature, in the sense that they are similarly used across the image database. In a formal definition, a group of synobins is given by the most important bins participating in forming of a useful pattern, that is, the bins having the highest coefficients in the linear combination defining that pattern. Incorporating our feature model into a CBIR system moves the research in image retrieval beyond simple matching of images based on their primitive features and creates a ground for learning image semantics from visual content. A system developed using our proposed feature model will have the capability of learning associations not only between semantic concepts and images, but also between semantic concepts and patterns. We evaluated the performance of our system based on the retrieval accuracy and on the perceptual similarity order among retrieved images. When compared to standard image retrieval methods, our preliminary results show that even if the feature space was reduced to only 3%-5% of the initial space, the accuracy and perceptual similarity for our system remain the same or better depending on the category of images.
INTRODUCTION
In the last ten years, the multimedia superhighway has expanded exponentially, bringing vast repository of information to the desktop in a few mouse clicks; therefore, there is an evergrowing demand for tools to locate information by content with greater accuracy and efficiency. In particular, methods for content-based image retrieval (CBIR) have drawn the most attention as many of the underlying techniques can be easily applied to other multimedia artifacts with some suitable modifications. A CBIR system can be viewed as two main components: feature extraction and the search for similar images in a feature space.
The first component is meant to provide useful information in the form of features about the meaning or the content of an image. Features may be extracted either from text coming from different sources (captions, transcripts, text surrounding images on Web, etc.) or directly from raw image data (arrays of pixel intensities). Within this component, there are several concerns that might prevail. When images contain no textual description, there is a need for systems that exploit only the later features, well known as visual or low-level features (color, texture, and shape). Furthermore, the meaning of an image should be derived from the whole structure of the image and not from individual parts [1] . For instance, if the color information is used to extract the features, an individual color histogram bin carries little information by itself, but in combination with some other similar bins can contribute to the mood of the image (such as harmony, happiness) and is a useful clue for the image content description. Finally, the meaning of an image should be derived in some context. Let us assume that an image database is organized in a way that preserves the relationships between images with respect to a certain similarity metric. Similar images are grouped together and the formed clusters can be considered different contexts of the image database. The meaning of an image will be derived from the interpretations of the images of the cluster in which the image appears.
The second component deals with the process of searching for similar images to a given query. Searching for 2 EURASIP Journal on Applied Signal Processing content-based similarity involves two main issues: defining similarity metrics, and defining data structures to facilitate fast search and retrieval. When the image features correspond to low-level features, simple similarity metrics such as normalized Euclidean distance may not simulate the human perception of a certain visual concept. Metrics that are more complicated need to be defined to produce similarity results closer to human perception. The complexity of the similarity measures also increases with the high dimensionality of the feature space; furthermore, standard data structure indexing techniques perform poor for dimensions exceeding ten [2] . A possible solution towards solving these problems is to apply a dimension reduction stage before defining a data indexing structure that supports non-Euclidean similarity metrics.
The approach that we are presenting in this paper falls within the first component of a CBIR system. Using latent semantic indexing (LSI) technique from information retrieval, we propose a new type of image feature that is meant to capture the hidden associations among visual feature elements within an image and across the image database. We implement and describe our system using only color information, but any other feature (visual or text-based) can be easily incorporated in our system since the information contained in LSI is given by the notion of occurrence, and not by numeric abstract values [3] . The new image features, named patterns, are defined as linear combinations of feature elements, in which the combinations' coefficients weight the elements' importance in forming the corresponding new features. Following our approach, the meaning or the content of an image will not require recognition of objects present in the image but rather identification of patterns of color and intensities in the image. Moreover, the property of LSI to discover hidden associations among images gives our system the capability to create contexts (groups of similar images) in which the meaning of an image would be interpreted. As a result, instead of trying to give all possible meanings to an image, the system interprets an image based on the discovered patterns and in the context in which the image appears.
Our system also brings a major contribution to the second component of a CBIR system. It is a promising approach in solving the high-dimensionality problem since combinations modeling only the real patterns and not the peculiarities in the database are considered as new features. It provides a new type of retrieval, specifically color retrieval in the context: an image, even if it is not indexed by the query feature elements, could be retrieved because it shares the same color patterns with another image that is relevant to the query image.
RELATED WORK AND OUR CONTRIBUTION
Visual feature extraction in the context of content-based image retrieval has been studied extensively in the last years. Most of the work concentrates on low-level visual features (such as color, shape, texture) and adopts a feature-based image retrieval approach. Examples include the QBIC system [4] , the Virage system [5] , the RetrievalWare system [6] , the VisualSEEk and WebSEEK systems [7] , the Mars system [8] , and Netra [9] .
QBIC (query by image content) was developed by IBM in 1994 and since then the system has gone through continuous development. Currently, it supports queries by examples based on several features such as color, texture, and user-constructed sketches. The QBIC version for stock photos provides additional options for image features such as color histogram, layout, texture, and special hybrid color. VIR (visual information retrieval) image engine was developed by Virage, Inc., in 1996; the system uses the concept "primitives" to express a given feature's representation and incorporates, in addition to the general features (color, texture, and shape), domain-specific features tailored for different applications (such as satellite imaging). Visual RetrievalWare was developed by Excalibur Technologies Corp. and it provides similarity measures for individual or combinations of low-level general features (color content, shape content, texture content, brightness structure, color structure, and aspect ratio). The techniques of the system are currently incorporated in the Image Surfer option of Yahoo search engine.
In the academic world, several CBIR systems have also been developed. VisualSEEk and WebSEEK systems were designed at Columbia University and they allow Web queries using keywords and visual features. One system that has been a truly interdisciplinary effort is MARS (multimedia analysis and retrieval system) developed at the University of Illinois at Urbana-Champaign. It attempts to integrate computer and human qualities, using both the CBIR technology and the user feedback at a number of levels in order to make the retrieval more relevant to the end user. NETRA is a prototype system developed in the Alexandria Digital Library (ADL) Project at the University of California at Santa Barbara, USA. The Netra system uses color texture, shape, and spatial location information to provide region-based searching based on local image properties instead of just image-based retrieval.
There are many other CBIR systems that focus on different research issues with respect to the visual image features and the interested reader may refer to the CBIR report by Eakins and Graham [10] . However, the application of these systems to real-world problems is limited because of the lack of semantic meanings in extracted features; specific low-level image features may provide a solution to image retrieval in some applications, but may have a problem in handling other applications. If at some point, standards can be developed and agreed upon, an integration of visual and textual thesauri or extraction of meaningful visual features may well be the answer for many image collections in the future. Our approach presented in this paper proposes a new type of color features (color patterns) and acts as an intermediate step towards meaningful retrieval. Since the technique of our approach is based on latent semantic indexing, we will focus our discussion on the use of this technique for image retrieval.
Latent semantic indexing (LSI) for text retrieval was introduced by Dumais et al in 1990. Its capability of inducing and representing meanings of words and documents reflected in their usage made the technique popular and a powerful tool for automatic text indexing and retrieval. It provides retrieval based on the conceptual content of a document instead of term-matching retrieval. This is very important since users want to retrieve based on conceptual content and individual terms provide unreliable evidence about the conceptual topic or meaning of a document. Several attempts were made to exploit the benefits of LSI in the content-based image retrieval (CBIR) field.
In 1998, La Cascia et al. [11] proposed the LSI technique to extract semantic content in the form of keywords from text surrounding the images on the web (alt-tags, title, near text). Then, the LSI textual representation for an HTML document was associated with each visual representation of the images contained therein. The visual representation was derived using color histogram and dominant orientation histogram, and principal component analysis (PCA) technique was used to reduce the dimension of the visual features. Their experimental results show that the retrieval accuracy increases when both visual and textual information are used. In 1999, Westerveld et al. [12] proposed an integrated framework, in which first the terms and the visual content are combined and then LSI is applied on the unified vector to capture the associations between images and text. The difference between PCA and singular value decomposition (the underlying technique on which LSI is based) is that PCA is applied on multiple observations while SVD is applicable on single observations [13] .
The two approaches assume that some textual information is provided with the images. However, sometimes there is no textual information available for an image database or is very little (such as for photo galleries on Web). Therefore, there is a need for content-based retrieval systems that exploit the correlations present in the visual content of images, the pixel data. The first attempt to establish a general framework, keyblock, capable of capturing the correlations among image blocks by using text retrieval techniques was made by Rao et al. in [14, 15] . In their framework, they propose Nblocks models which are N-gram models in the language modeling to extract comprehensive image features. The representative blocks, regions, or objects of an image form the keyblocks, the analog of keywords from text retrieval, and the correlations among these keyblocks are explored using the N-blocks models.
In our approach, no segmentation or blocks generation is necessary since we are taking into account only the correlations among the pixel values (unigram approach) and not their spatial and neighborhood properties. Furthermore, we propose a new type of image feature that will allow retrieval and semiautomatic across-image annotation based on groups of image data rather on mere pixels. The idea of grouping image data for semiautomatic across-image labeling was also used by Minka and Picard in [16] . They used a clustering approach to form within-image groups of image regions; these groups were used either directly for segmentation or for the computation of across-image groupings used in annotation. However, since clustering deals with only one type of entity (feature or image), the clustering approach had to be applied one more time on the within-image groups in order to derive the across-image groupings. Our approach makes use of LSI capability of dealing with different types of entities at the same time, and thus both low-level feature elements and images are considered together as the input. The output is a new feature space in which features and images are expressed as points, and the coordinates of each point derive the importance of the corresponding feature element in forming the new patterns. The highest values of the coordinates represent the most important bins participating in forming a useful pattern and they are called synobins. If there are any groups of feature element points or image points in this space, they will produce within or across contexts for the image database, respectively. Therefore, in addition to the dimension reduction property of LSI previously used by Niblack et al. in [17] to achieve scalable image retrieval, we exploit the LSI property of creating clusters of co-occurring features having the goal of generating image patterns, the analog of concepts derived from co-occurring terms in text retrieval. Figure 1 shows an example of a cluster of color bins and images obtained applying LSI on the color histograms used as images' visual content representations.
Since the images in the cluster have the semantic meaning, the textual characterization "sunset" can also be associated with the color pattern modeled by the cluster's bins. This association shows how the proposed approach can be used as an important step towards transforming the low-level features to meaningful high-level features.
As a result, instead of looking at an image as a meaningless pixel matrix and at a database as a sequence of images that make no sense when placed near each other, we create contexts in which meaningful perceptual impressions can be formed about the content and the similarity among images. In our approach, the within-image groupings will not serve for segmentation, but rather for recognition of patterns of color and intensities in the image. Figure 2 shows the placement of LSI method as a component of a content-based image retrieval system. We briefly described the color pattern extraction in our previous paper [18] and we will emphasize the applicability of the color patterns to image retrieval and annotation in this paper.
IMAGE LATENT SEMANTIC INDEXING MODEL
The use of LSI for text retrieval involves the transformation of the document database into a matrix of terms by documents. Such a matrix is obtained by first doing preprocessing of the documents to filter out the stop words and converting the remaining words to their root form through stemming; then each term-vector representation of a document represents a column in the term-document matrix. An entry in this matrix is the frequency of a given word in a given document.
The analogy between textual terms and image color bins
To integrate the LSI approach in the field of image retrieval, first we need to define what kind of "terms" are images composed of. While in text databases, the raw material (words stored as ASCII character strings) has already been logically 4 EURASIP Journal on Applied Signal Processing structured by Santini and Jain [1] , in image databases, the raw material (arrays of pixel intensities) is unstructured and does not have any inherent meaning ( Figure 3 ). To reason about the meaning or the content of an image, useful information has to be provided with that image. However, images often contain no textual description about the objects that they are depicting. Therefore, there is a need to extract useful information, in the form of low-level features, directly from the raw image data. The issue of choosing the features to be extracted should be guided by the following concerns. First, the features should carry enough information about the image and should not require any domain-specific knowledge for their extraction. Second, the features should be easy to compute for the approach to be feasible for a large image collection and rapid retrieval. Finally, the features should relate well with the human perceptual characteristics since users will finally determine the suitability of the retrieved images. Because of perception subjectivity, there are multiple representations characterizing a given feature from a different perspective.
We describe our system using global histograms to represent the color information. The advantages of using global histograms are their robustness to translation and rotation about the viewing axis, slow modification with change in viewpoint and scale, and occlusion [19] . To capture the human perception into the representation, we choose the HSV space to represent the color information; this space correlates well with the human perception and is commonly used by artists to represent color information present in images [20] . After the color space transformation, three histograms (hue, saturation, and value) are calculated, and thus every image is encoded by an m-dimensional feature vector (m = 3 × M, 3 represents the number of histograms and M stands for the number of bins of every histogram). At the end of this process, every image has a structure in the form of a color histogram and the histogram bins would be the equivalent of the "terms" of a document obtained after filtering out the stop words and stemming. As in the case of documents, an analysis of the importance of the bins within a feature vector representation shows that not all bins are equal for describing image content. To capture this fact, an information-theoretic weighting step can be applied to measure the overall importance of bins in the image database (intersimilarity) and the importance of bins within a particular image (intraimage characterization). Our bin-weighting scheme is the equivalent of the most effective term-weighting scheme from information retrieval, which is the term frequency-inverse document frequency (TF-IDF) scheme [21] .
It is worth to mention here that LSI extracts the latent relationships among different terms from their relative usage without considering their order or spatial information. This motivated us to define the image "terms" with respect to a global histogram representation instead of a local one. However, a global histogram loses the spatial information, and thus the discrimination power of the histogram is saturated in the context of very large image databases. To keep up performance, additional low-level features (such as texture and shape) can be incorporated to bring more information about images from the database. Since latent semantic indexing is based on frequencies and not on actual values, before concatenating their vector value representations, the texture, and shape features will be quantized or clustered into discrete bins (tokens in information retrieval). Then, the obtained bins for texture and shape will be concatenated with the bins for color, and the LSI technique will be applied on the concatenated vector representing the three types of features. The explosion of dimensions of the histogram, produced by the incorporation of additional features, will be overcome by the LSI property of considering the quality of the information along each dimension; LSI reduces the highdimensional low-level feature space such that noise and redundancy are eliminated. Furthermore, the LSI technique will find the latent associations between the color bins, texture bins, and shape bins, and the semantic meanings of the images present in the database.
Pattern extraction

Singular value decomposition
After the preprocessing stage, the image database is transformed into a matrix W 0 , which is composed of bins (rows of W 0 ) by images (columns of W 0 ), and each entry represents the weight of a given bin in a given image: 
Singular value decomposition (SVD), the statistical method on which LSI is based, is performed on this matrix. By The first eleven color bins of a color pattern j obtained using LSI approach. We choose to illustrate the pattern with the most important bin as the leftmost one and such that the importance decreases as you go from left to right; as described previously, the importance is given by the elements of the vector t j .
definition [22] , the SVD of W 0 is any factorization of the form
where T 0 , D 0 are two m × m (m = number of bins) and n × n (n = number of images) orthonormal matrices, respectively, and 0 is an m × n diagonal matrix,
such as the diagonal elements have the property that σ 1 ≥ σ 2 ≥ · · · ≥ σ p ≥ 0 and they are the singular values of W 0 . The main idea behind the SVD technique is that proper choice of T 0 and D 0 makes most of σ i zero; that is, most of the important information gets concentrated in a few dimensions. Let k, k ≤ p, be the number of the first dimensions that contain this information; the remaining smaller singular values are set to zero. Since zeros are introduced into 0 , the representation can be simplified by deleting the rows and columns of 0 to obtain a reduced k × k diagonal matrix ; then, deleting the corresponding columns of T 0 and D 0 , two reduced matrices T and D of dimension m × k matrix and k × n matrix, respectively, are obtained. This result in a reduced model Pattern π (2) Pattern π(k)
Query formulation
Image σ (1) Image σ (2) Image σ(k) Figure 8 : Search by pattern example: the system displays pattern π (1) , pattern π (2) . . ., in which the chosen color is the most important, and then the system displays the images in which a selected pattern is the most representative (π and σ stand for the permutations that order the patterns and images with respect to the preferred color and pattern, resp.).
which gives the rank-k model with the best possible leastsquares fit to W 0 [1] . The columns of T are the left singular vectors of W and they form a basis for the space spanned by W's columns; the rows of D are the right singular vectors of W and they are a basis for the space spanned by W's rows.
Color patterns
Let us consider the interpretation and the advantages of LSI, for our image information extraction purposes. It is important for LSI technique that the derived W matrix does not reconstruct the original bin by image matrix W 0 exactly. It rearranges the color bin space to reflect the major color association patterns in the data and eliminates the noise and redundancy present in the image data. Since the columns t j , j = 1 · · · k, of T form a basis for the space spanned by W 's columns, they can be considered the axis of the rearranged space. First axis t 1 reflects the first major pattern, named pattern 1 , present in the image database: t 11 shows the contribution of bin 1 in pattern 1 , t 21 shows the contribution of bin 2 in pattern 1 and so on up to the last t m1 that shows the contribution of bin m in the first pattern. Second axis t 2 reflects the second major pattern in the data, named pattern 2 , and so on up to axis t k corresponding to pattern k . Therefore, LSI allows the replacement of individual bins (used initially as descriptors of images) by "independent patterns" that can be specified by any one of several bins or combination of the above mentioned. Let us consider the new image representations in the pattern space. Using superscript and subscript to denote the columns and rows of a matrix, respectively, and ( ) to denote the transpose of a matrix, (4) can also be written as
where W j stands for the weighted bin representation of Imag j , j = 1 · · · n and (D ) j is the jth column of matrix D . By definition [22] , the product between a matrix and a vector is a combination of matrix's columns. Therefore, every W j is a linear combination of the columns of T × :
Equation (6) gives the new representation of Figure 4 ). The derived representation captures most of the important underlying structure in the association of bins and images and at the same time removes the noise and redundancy in the image data. An example of a color pattern composition is presented in Figure 5 and the images in which the corresponding pattern is mostly present are shown in Figure 6 .
We would like to point out that the dimension k of the new space represents so-called embedded dimension of the visual data in the original feature space [23] . This dimension should be large enough to fit all the real structure in the data, and thus to yield good retrieval performance, but small enough to not fit the unimportant details. Experimental results presented in Section 4 show that the embedded dimension is significantly smaller than the original dimension, which exactly correlates with White and Jain's affirmations [24] .
Synobins generation
To better understand our model, we will use a series of direct comparisons between LSI for text retrieval and LSI for Figure 11: The most important 65 color patterns that reflect the color composition of the imaged from the database. The number above the patterns represents the pattern rank, 1 being the most important, and 2 being the second most important, and so on. Just for visualization purposes, each pattern is represented by its most 8 representative color bins (i.e., the most dominant colors within those patterns). image retrieval. We coin the term synobin to represent bins that are similarly used across the image database which taken together are the most important ones in defining a pattern. Synobins are directly analogous to synonyms found in text retrieval. The application of LSI in text retrieval allows words synonymous with each other to be near each other in the LSI space; a group of synonym words defines a concept that is later used to perform retrieval by concepts instead of term matching. For example, terms as "physician," "doctor," "surgeon" (spelled different, but with same meaning) will form a concept and the retrieval results for a query based on the term "physician" will also contain documents in which "doctor" or "surgeon" appears even if the "physician" word is not present in those documents. We use the same idea in our image model ( Figure 7 ). Bins representing different colors but similarly used across the image database can be considered as synonymous with each other and the pattern that they define is the analogous of a concept from text retrieval, and thus called synobins.
In the previous subsection, we described the pattern space as a mechanism for finding new representations for images and comparing queries with images. With minor variation, the pattern space can also be used to represent the bins and bin-to-bin comparisons which lead to the discovery of synobins that define interesting patterns.
Recall that the rows of D are the right singular vectors of Wand they form a basis for the space spanned by W's rows. Using (7) (easily obtained from (4) eigenvectors of W × W and W × W, and these eigenvectors correspond to the same set of eigenvalues
Following the same rationale as for the new image representation, the bin representation for bin i in the pattern space will be given by
The coefficients (t i1 ), (ii) When i is fixed, a descending order for t i1 , t i2 , . . . , t ik will reveal the patterns in which bin i is mostly present.
SYNOBINS AND ACROSS-IMAGE CONTEXTS FOR IMAGE ANNOTATION
Summarizing the image LSI model, we obtained a common ground for images and features, specifically the lower kdimensional pattern space. In this space, both images and bins are uniformly represented as points, and if there are any groups of bins and images in this space, they will be considered as contexts for the image database. More exactly, the group of bins placed near each other will form a within-image context and it is most likely that they are the most important bins in forming an interesting pattern. The points representing images that belong to the same group will form an across-image context; if these images have the same semantic interpretation, that semantic meaning will D. S. Raicu and I. K. Sethi be associated to the color pattern, and thus to the synobins forming that pattern. To understand better, picture the above ideas for document retrieval. The word "doctor" is present in a group of documents about medical field along with some other words such as "physician" and "surgeon." From the context in which the word is used, the meaning of the word "doctor" will be associated with a person licensed to practice medicine and not with a person who has been awarded a higher academic degree in any field of knowledge, such as "doctorate." There are two scenarios. (i) Textual information (keywords, labels) is provided for images to describe their visual content. In this case, the most frequent keyword in the corresponding group of image points will be considered the semantic interpretation.
(ii) There is no textual information provided with the images. In this case, our system acts like a semiautomatic tool for annotation: different groups of synobins and similar images are presented to the person who is in charge with the annotation. The advantage is that the annotator does not have to search the whole database to look for similar images with the image that has to be annotated. The group of images and bins in which the image appears will offer a context in which the image can be interpreted and annotated.
We propose clustering approach to perform the process of grouping bins and images in the pattern space. We do not present the mathematics and advantages of the clustering approach for our system. For details, we refer the reader to [25, 26] , where we used a hierarchy of clusters to (i) provide a semiautomatic tool for image annotation; (ii) allow browsing through a large image database, going from finer to finer details.
In addition to the above advantages, the clustering approach offers an additional functionality to our system. It allows the capability of learning associations between not only semantic concepts and images, but also between semantic concepts and patterns. This is very important when a user does not look for a particular image, but for a pattern of colors that will be present in the image. Think about a web designer who is searching an image database to find a background image to use for a page. He does not have in mind any conceptualization of the image that he is looking for, what he knows is that the background should have some particular color or combination of colors in it. Our system can prompt the designer to identify which of the different patterns contain the color of interest, and thus it helps the designer to refine the search. Another significant advantage to having a CBIR system based on synobins is the improved efficiency of the retrieval process while still yielding excellent semantically related results; based on our experimental results, we found that merely 3% of the original bins are enough to obtain good retrieval results. Furthermore, the clustering approach allows the search space to be reduced to the square root of the original search space; a more complex hierarchical clustering technique could further reduce the search space logarithmically.
IMAGE RETRIEVAL IN THE CONTEXT
A CBIR system having the pattern extraction component incorporated allows mainly two types of image database search.
(i) Search by image example: the image query is represented in the pattern space and the process of searching for similar images is based on pattern similarity instead of individual bin similarity. We refer to this retrieval as image retrieval in the context: even if an image is not indexed by the query low-level features, if it shares synobins with another image that is relevant to the given query, it is likely to be retrieved.
(ii) Search by pattern example: the most important patterns in the database are presented to the user. The user selects a pattern of interest, and then the system provides the images in which the pattern is mostly present (Figure 8 ). Furthermore, the user chooses one of interest from these images and the system retrieves most similar images with the selected one.
The search-by-pattern example moves the CBIR system beyond simple matching of images based on primitive features. Thinking about patterns as a new type of image feature ( Figure 9 ) situated between the low-level features and the high-level ones (keywords, annotations, etc.), our model provides information about which low-level feature elements are most important and how they should be combined for a given pattern and which patterns are most important for a given annotation. This makes our CBIR system an important step towards semantic retrieval.
The issue of choosing a similarity metric to measure the similarity between images is outside the scope of this paper; however, since measuring meaningful image similarity is based not only on finding the right image features but also on choosing the right metric for the feature space, we will expand on it in future work. As a quick reference, we used cosine measure and histogram intersection to implement our system. The reason behind choosing cosine measure was that it is the natural measure of similarity between two vectors in the pattern space induced by SVD. If q 0 is a query image and
is its reduced representation [3] in the kdimensional pattern space, the cosine similarity between the query q and an image Imag j , j = 1 · · · n, is defined as
in which (
It is worth to mention here that if one decides to apply the histogram intersection method [19] , the L 1 -form has to be used:
The choice of the L 1 -form is motivated by the fact that some of the values from the pattern representations might have negative values and for such values, the fast incremental histogram intersection version does not make too much sense. The presence of negative elements in d l j , l = 1 · · · k, is not a problem but rather a reflection of the fact that the patterns are linear combinations of individual bins; the image database is modeled by the geometric relationships between image vectors and not by individual components of these vectors [27] .
EXPERIMENTAL RESULTS
Image database and color space
In this section, we present the preliminary results obtained in the evaluation of our approach. We implemented our system using a general-purpose database of 2100 RGB images. First, we transformed the images into HSV color space, and then we calculated separately three 256-bin global histograms (for hue, saturation, and value) for each image. The SVD code from Matlab provided us with the set of singular values already arranged in sorted order. This is very convenient to us, because when we vary the number k of singular values to obtain our reduced pattern representation, we want to pick the largest singular values such that the noise and redundancy are eliminated and the best retrieval performance is obtained. The matrix t is of size 768 × 768 (768 patterns which are linear combinations of 768 bins), the matrix s is a diagonal matrix of size 768 × 768 (the ith element on the diagonal represents the ith singular value for pattern #i), and the matrix d is of size 768×2100 (each of the 2100 documents is represented with respect to the 768 patterns).
Color patterns and Synobins Generation
Looking at the plot (Figure 10 ) of the 768 singular values calculated for the 2100 color image database, we noticed that the first 240 singular values are greater than zero and they also capture more than 90% (Table 1 ) of the color variance in the database; in other words, by using only 250 color patterns instead of 768 bins, one would still be able to capture over 90% of the original color structure present in the images. Furthermore, the first 481 values are enough to capture the entire color structure of the database, so the other patterns can be neglected without losing any color information. Figure 11 shows the first 65 patterns from the database that capture over 50% of the color patterns in the image database and it can be used as a starting point for doing search by pattern as described in Section 5; the user can select any of the patterns presented below and then the system will return the images in which the selected pattern is mostly present. For an illustration of the search-by-pattern results, we present the most 19 representative images for several patterns in the database; these patterns were chosen such that we show a variety of color patterns along with their corresponding images (Figures 12, 13, 14, 15, 16, 17, 18, and 19) .
It is also interesting to notice the latent correlation between the new features (color patterns) and the semantic concepts associated with each cluster of images retrieved for each pattern. When most of the images share the same semantic concepts, then those semantic concepts can be associated with the patterns and also with the images they represent. For example, pattern #1 and its most representative images can be associated with the concept "landscape," where landscape is denoted by a combination of the following terms: sea, sky, grass, mountains, and land; pattern #5 and its images can be associated with either one of the following concepts: arid, texture, or sunset.
Retrieval by color patterns
Once the user decides that he is interested in a certain image, then that image becomes an image query and using a similarity metric, the system will retrieve the most similar images with the query image based on pattern similarity. Figure 20 shows examples of retrieval results for several query images where only 20 patterns were used to perform the retrieval.
In evaluating the retrieval performance of our approach, we focus only on the local topology of the pattern space and (11) and (12) . not on the used similarity metric since we want to see if better perceptual similarity of images can be obtained from the different nature of the new feature space itself. Our current results are produced using the cosine similarity measure as being the most-used similarity measure in the vector space and using the histogram intersection as being the most used for color histogram similarity. In a future implementation of our approach, we plan to incorporate other similarity measures that will take into account the human perception in evaluating the retrieval results; one of such measures is the Color-WISE metric that we previously used to build a hierarchy of clusters for color image databases [25] . Furthermore, in order to evaluate the retrieval performance, as a ground truth, for each query, a set of most similar images is assigned together with a relative ranked order of their similarity.
Evaluation of the retrieval
We present the results for a query image (left image from Figure 21 ) belonging to a "landscape" image category from the database. We define an image as being "landscape" if it contains sky, water, and land. The image database contains 98 images of this category and the second and third images from Figure 21 represent the ground truth in measuring the retrieval accuracy for the chosen query image q.
Comparisons between the results of histogram intersection in the original 768-dimensional space ( Figure 22 ) and the results of cosine measure in the pattern space ( Figure 23) show that even if the feature space was reduced to only 20 features, the retrieval accuracy is the same as for the original space. Moreover, if the users are asked to evaluate the performance, the retrieval results from Figure 23 are more perceptual appealing then those from Figure 21 because the images considered as the ground truth appear closer to the query image in Figure 23 than those in Figure 22 do.
That is, using color patterns, the images considered as ground truth appear as the first and second best matches (not considering the query image itself), while using global histograms, same images appear as the third and sixth best matches. This observation is very important in the context of image retrieval where we are interested in displaying only the top few retrieval results. For example, if the system had been designed to display, let us say, only the first two retrieved images, no images from the ground truth would have been displayed to the user in the case of global histogram.
In order to quantify the perception issue discussed above, let GT(q) be the ground truth ordered with respect to human perception and let R(q) = {N 1 , . . . , N P } be the set of the nearest neighbors ordered with respect to a defined similarity measure (cosine or histogram intersection). The parameter σ(q) in formula (11) measures how close the most relevant images with the query image are situated in the list R(q) of the nearest neighbors and a lower value of the parameter indicates a better retrieval result:
The rank(·, ·) notation gives the position of an element in a list and is defined as rank(N, R(q)) = i, whenever N = N i . Moreover, if σ(q) is the same in pattern space and original space, an additional objective measure Δ(q) defined in formula (12) can be considered to quantify the relative positions of the most relevant images and a lower value of Δ(q) indicating a better retrieval:
where L(q) is the cardinality of GT(q) R(q) and GT (q) is the set GT(q) R(q) ordered with respect to human perception (a subset of the ground truth). Figure 24 gives the normalized values of σ(q) and Δ(q) for landscape queries, for which the precision and recall are the same, and therefore, we calculated sigma (σ(q)) and delta (Δ(q)) in order to evaluate the overall accuracy for every space.
SUMMARY AND FUTURE WORK
In this paper, we proposed patterns of colors and intensities as image features, which are meant to capture the latent associations among images and primitive features in such a way that the noise and redundancy are eliminated. We introduced the synobin, a new term for content-based image retrieval literature, which is the equivalent of a synonym word from text retrieval, to name the bin that is synonymous with other bins of a color feature, in the sense that they are similarly used across the image database. Incorporating our feature model into a CBIR system moves the research in image retrieval beyond simple matching of images based on their primitive features and creates a ground for learning image semantics from visual content. Explicitly, it will be useful in developing new CBIR systems having the following characteristics.
(i) Retrieval in the context: images are retrieved based on patterns of colors and intensities present in the images and not by matching individual bins.
(ii) Semiautomatic image and pattern annotation: instead of giving all possible meanings to an image, the system interprets an image based on the color patterns and the acrossimage context in which it appears; if there is a semantic concept associated with the across-image context, that concept can be also associated with the corresponding patterns.
We evaluated the performance of our system based on the retrieval accuracy and on the perceptual similarity order among retrieved images. When compared to standard image retrieval methods, our preliminary results show that even if the feature space was reduced to 20-30 features (out of 768), the accuracy and perceptual similarity for our system remain the same or better depending on the category of images. Since the used similarity metrics did not take into account the human perception, we believe that the better perceptual similarity of images might come from the different nature of the new feature space.
A complete characterization of the time performance goes beyond this paper, but we make few remarks here. The use of the hierarchy of clusters, which will be a more efficient indexing tool, along with a branch-and-bound algorithm for a fast calculation of the nearest neighbors, will all speed up the retrieval process. With respect to the time of calculating the new patterns, we will pursue future work in applying faster algorithms to calculate and update the singular value decomposition. Furthermore, we will experiment the integration of color, shape, and structural image in order to produce a unified new feature space using latent semantic indexing; moreover, we will test the new proposed approach over various large image databases used as benchmarks in the image retrieval research community. 
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Search and Retrieval of 3D Content and Associated Knowledge Extraction and Propagation
Call for Papers
With the general availability of 3D digitizers, scanners, and the technology innovation in 3D graphics and computational equipment, large collections of 3D graphical models can be readily built up for different applications (e.g., in CAD/CAM, games design, computer animations, manufacturing and molecular biology). For such large databases, the method whereby 3D models are sought merits careful consideration. The simple and efficient query-by-content approach has, up to now, been almost universally adopted in the literature. Any such method, however, must first deal with the proper positioning of the 3D models. The two prevalent-in-the-literature methods for the solution to this problem seek either
• Pose Normalization: Models are first placed into a canonical coordinate frame (normalizing for translation, scaling, and rotation). Then, the best measure of similarity is found by comparing the extracted feature vectors, or • Descriptor Invariance: Models are described in a transformation invariant manner, so that any transformation of a model will be described in the same way, and the best measure of similarity is obtained at any transformation.
The existing 3D retrieval systems allow the user to perform queries by example. The queried 3D model is then processed, low-level geometrical features are extracted, and similar objects are retrieved from a local database. A shortcoming of the methods that have been proposed so far regarding the 3D object retrieval, is that neither is the semantic information (high-level features) attached to the (low-level) geometric features of the 3D content, nor are the personalization options taken into account, which would significantly improve the retrieved results. Moreover, few systems exist so far to take into account annotation and relevance feedback techniques, which are very popular among the corresponding content-based image retrieval systems (CBIR). Most existing CBIR systems using knowledge either annotate all the objects in the database (full annotation) or annotate a subset of the database manually selected (partial annotation). As the database becomes larger, full annotation is increasingly difficult because of the manual effort needed. Partial annotation is relatively affordable and trims down the heavy manual labor. Once the database is partially annotated, traditional image analysis methods are used to derive semantics of the objects not yet annotated. However, it is not clear "how much" annotation is sufficient for a specific database and what the best subset of objects to annotate is. In other words how the knowledge will be propagated. Such techniques have not been presented so far regarding the 3D case.
Relevance feedback was first proposed as an interactive tool in text-based retrieval. Since then it has been proven to be a powerful tool and has become a major focus of research in the area of content-based search and retrieval. In the traditional computer centric approaches, which have been proposed so far, the "best" representations and weights are fixed and they cannot effectively model high-level concepts and user's perception subjectivity. In order to overcome these limitations of the computer centric approach, techniques based on relevant feedback, in which the human and computer interact to refine high-level queries to representations based on low-level features, should be developed.
The aim of this special issue is to focus on recent developments in this expanding research area. The special issue will focus on novel approaches in 3D object retrieval, transforms and methods for efficient geometric feature extraction, annotation and relevance feedback techniques, knowledge propagation (e.g., using Bayesian networks), and their combinations so as to produce a single, powerful, and dominant solution.
Topics of interest include (but are not limited to):
• 3D content-based search and retrieval methods (volume/surface-based) • Partial matching of 3D objects • Rotation invariant feature extraction methods for 3D objects
• Graph-based and topology-based methods • 3D data and knowledge representation • Semantic and knowledge propagation over heterogeneous metadata types • Annotation and relevance feedback techniques for 3D objects
Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.mstracking.com/asp/, according to the following timetable: 
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Robustness can be defined as the ability of a system to maintain performance or degrade gracefully when exposed to conditions not well represented in the data used to develop the system. In automatic speech recognition (ASR), systems must be robust to many forms of signal degradation, including speaker characteristics (e.g., dialect and accent), ambient environment (e.g., cellular telephony), transmission channel (e.g., voice over IP), and language (e.g., new words, dialect switching). Robust ASR systems, which have been under development for the past 35 years, have made great progress over the years closing the gap between performance on pristine research tasks and noisy operational data. However, in recent years, demand is emerging for a new class of systems that tolerate extreme and unpredictable variations in operating conditions. For example, in a cellular telephony environment, there are many nonstationary forms of noise (e.g., multiple speakers) and significant variations in microphone type, position, and placement. Harsh ambient conditions typical in automotive and mobile applications pose similar challenges. Development of systems in a language or dialect for which there is limited or no training data in a target language has become a critical issue for a new generation of voice mining applications. The existence of multiple conditions in a single stream, a situation common to broadcast news applications, and that often involves unpredictable changes in speaker, topic, dialect, or language, is another form of robustness that has gained attention in recent years.
Statistical methods have dominated the field since the early 1980s. Such systems tend to excel at learning the characteristics of large databases that represent good models of the operational conditions and do not generalize well to new environments.
This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):
• Channel and microphone normalization • Stationary and nonstationary noise modeling, compensation, and/or rejection • Localization and separation of sound sources (including speaker segregation)
• Signal processing and feature extraction for applications involving hands-free microphones 
Call for Papers
The possibility of allowing elderly people with different kinds of disabilities to conduct a normal life at home and achieve a more effective inclusion in the society is attracting more and more interest from both industrial and governmental bodies (hospitals, healthcare institutions, and social institutions). Ambient intelligence technologies, supported by adequate networks of sensors and actuators, as well as by suitable processing and communication technologies, could enable such an ambitious objective.
Recent researches demonstrated the possibility of providing constant monitoring of environmental and biomedical parameters, and the possibility to autonomously originate alarms, provide primary healthcare services, activate emergency calls, and rescue operations through distributed assistance infrastructures. Nevertheless, several technological challenges are still connected with these applications, ranging from the development of enabling technologies (hardware and software), to the standardization of interfaces, the development of intuitive and ergonomic human-machine interfaces, and the integration of complex systems in a highly multidisciplinary environment.
The objective of this special issue is to collect the most significant contributions and visions coming from both academic and applied research bodies working in this stimulating research field. This is a highly interdisciplinary field comprising many areas, such as signal processing, image processing, computer vision, sensor fusion, machine learning, pattern recognition, biomedical signal processing, multimedia, human-computer interfaces, and networking.
The focus will be primarily on the presentation of original and unpublished works dealing with ambient intelligence and domotic technologies that can enable the provision of advanced homecare services.
• Video-based monitoring of domestic environments and users • Continuous versus event-driven monitoring • Distributed information processing Spatial sound reproduction has become widespread in the form of multichannel audio, particularly through home theater systems. Reproduction systems from binaural (by headphones) to hundreds of loudspeaker channels (such as wave field synthesis) are entering practical use. The application potential of spatial sound is much wider than multichannel sound, however, and research in the field is active. Spatial sound covers for example the capturing, analysis, coding, synthesis, reproduction, and perception of spatial aspects in audio and acoustics. In addition to the topics mentioned above, research in virtual acoustics broadens the field. Virtual acoustics includes techniques and methods to create realistic percepts of sound sources and acoustic environments that do not exist naturally but are rendered by advanced reproduction systems using loudspeakers or headphones. Augmented acoustic and audio environments contain both real and virtual acoustic components.
Spatial sound and virtual acoustics are among the major research and application areas in audio signal processing. Topics of active study range from new basic research ideas to improvement of existing applications. Understanding of spatial sound perception by humans is also an important area, in fact a prerequisite to advanced forms of spatial sound and virtual acoustics technology.
• Since its invention in the 19th century when it was little more than a scientific curiosity, the electrocardiogram (ECG) has developed into one of the most important and widely used quantitative diagnostic tools in medicine. It is essential for the identification of disorders of the cardiac rhythm, extremely useful for the diagnosis and management of heart abnormalities such as myocardial infarction (heart attack), and offers helpful clues to the presence of generalised disorders that affect the rest of the body, such as electrolyte disturbances and drug intoxication.
Recording and analysis of the ECG now involves a considerable amount of signal processing for S/N enhancement, beat detection, automated classification, and compression. These involve a whole variety of innovative signal processing methods, including adaptive techniques, time-frequency and time-scale procedures, artificial neural networks and fuzzy logic, higher-order statistics and nonlinear schemes, fractals, hierarchical trees, Bayesian approaches, and parametric models, amongst others.
This special issue will review the current status of ECG signal processing and analysis, with particular regard to recent innovations. It will report major achievements of academic and commercial research institutions and individuals, and provide an insight into future developments within this exciting and challenging area.
This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to): 
Recently, end users and utility companies are increasingly concerned with perturbations originated from electrical power quality variations. Investigations are being carried out to completely characterize not only the old traditional type of problems, but also new ones that have arisen as a result of massive use of nonlinear loads and electronics-based equipment in residences, commercial centers, and industrial plants. These nonlinear load effects are aggravated by massive power system interconnections, increasing number of different power sources, and climatic changes. In order to improve the capability of equipments applied to monitoring the power quality of transmission and distribution power lines, power systems have been facing new analysis and synthesis paradigms, mostly supported by signal processing techniques. The analysis and synthesis of emerging power quality and power system problems led to new research frontiers for the signal processing community, focused on the development and combination of computational intelligence, source coding, pattern recognition, multirate systems, statistical estimation, adaptive signal processing, and other digital processing techniques, implemented in either DSP-based, PC-based, or FPGA-based solutions.
The goal of this proposal is to introduce powerful and efficient real-time or almost-real-time signal processing tools for dealing with the emerging power quality problems. These techniques take into account power-line signals and complementary information, such as climatic changes.
This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to): Digital signal processing techniques applied to power quality applications are a very attractive and stimulating area of research. Its results will provide, in the near future, new standards for the decentralized and real-time monitoring of transmission and distribution systems, allowing to closely follow and predict power system performance. As a result, the power systems will be more easily planned, expanded, controlled, managed, and supervised.
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When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide fieldof-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view.
In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term "optical SR" to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as "detector SR." Note that some methods may seek to perform both optical and detector SR.
Detector SR algorithms generally process a set of lowresolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.
With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:
• Detector and optical SR algorithms for video 
In recent years, increased demand for fast Internet access and new multimedia services, the development of new and feasible signal processing techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecommunications market have placed major emphasis on the value of investigating hostile media, such as powerline (PL) channels for high-rate data transmissions.
Nowadays, some companies are offering powerline communications (PLC) modems with mean and peak bit-rates around 100 Mbps and 200 Mbps, respectively. However, advanced broadband powerline communications (BPLC) modems will surpass this performance. For accomplishing it, some special schemes or solutions for coping with the following issues should be addressed: (i) considerable differences between powerline network topologies; (ii) hostile properties of PL channels, such as attenuation proportional to high frequencies and long distances, high-power impulse noise occurrences, time-varying behavior, and strong inter-symbol interference (ISI) effects; (iv) electromagnetic compatibility with other well-established communication systems working in the same spectrum, (v) climatic conditions in different parts of the world; (vii) reliability and QoS guarantee for video and voice transmissions; and (vi) different demands and needs from developed, developing, and poor countries.
These issues can lead to exciting research frontiers with very promising results if signal processing, digital communication, and computational intelligence techniques are effectively and efficiently combined.
The goal of this special issue is to introduce signal processing, digital communication, and computational intelligence tools either individually or in combined form for advancing reliable and powerful future generations of powerline communication solutions that can be suited with for applications in developed, developing, and poor countries.
Topics of interest include (but are not limited to)
• Multicarrier, spread spectrum, and single carrier techniques • Channel modeling 
There is an increasing need to develop efficient "systemlevel" models, methods, and tools to support designers to quickly transform signal processing application specification to heterogeneous hardware and software architectures such as arrays of DSPs, heterogeneous platforms involving microprocessors, DSPs and FPGAs, and other evolving multiprocessor SoC architectures. Typically, the design process involves aspects of application and architecture modeling as well as transformations to translate the application models to architecture models for subsequent performance analysis and design space exploration. Accurate predictions are indispensable because next generation signal processing applications, for example, audio, video, and array signal processing impose high throughput, real-time and energy constraints that can no longer be served by a single DSP.
There are a number of key issues in transforming application models into parallel implementations that are not addressed in current approaches. These are engineering the application specification, transforming application specification, or representation of the architecture specification as well as communication models such as data transfer and synchronization primitives in both models.
The purpose of this call for papers is to address approaches that include application transformations in the performance, analysis, and design space exploration efforts when taking signal processing applications to concurrent and parallel implementations. The Guest Editors are soliciting contributions in joint application and architecture space exploration that outperform the current architecture-only design space exploration methods and tools.
Topics of interest for this special issue include but are not limited to:
• modeling applications in terms of (abstract) control-dataflow graph, dataflow graph, and process network models of computation (MoC) • transforming application models or algorithmic engineering • transforming application MoCs to architecture MoCs • joint application and architecture space exploration Dr Tony Jones, President of the Institute of Acoustics, comments, "A B Wood was a modest man who took delight in helping his younger colleagues. It is therefore appropriate that this prestigious award should be designed to recognise the contributions of young acousticians."
Further information and an nomination form can be found on the Institute's website at www.ioa.org.uk.
A B Wood
Albert Beaumont Wood was born in Yorkshire in 1890 and graduated from Manchester University in 1912. He became one of the first two research scientists at the Admiralty to work on antisubmarine defence. He designed the first directional hydrophone and was well known for the many contributions he made to the science of underwater acoustics and for the help he gave to younger colleagues. The medal was instituted after his death by his many friends on both sides of the Atlantic and was administered by the Institute of Physics until the formation of the Institute of Acoustics in 1974.
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EDITORS NOTES
The Institute of Acoustics is the UK's professional body for those working in acoustics, noise and vibration. It was formed in 1974 from the amalgamation of the Acoustics Group of the Institute of Physics and the British Acoustical Society (a daughter society of the Institution of Mechanical Engineers). The Institute of Acoustics is a nominated body of the Engineering Council, offering registration at Chartered and Incorporated Engineer levels. The Institute has some 2500 members from a rich diversity of backgrounds, with engineers, scientists, educators, lawyers, occupational hygienists, architects and environmental health officers among their number. This multidisciplinary culture provides a productive environment for cross-fertilisation of ideas and initiatives. The range of interests of members within the world of acoustics is equally wide, embracing such aspects as aerodynamics, architectural acoustics, building acoustics, electroacoustics, engineering dynamics, noise and vibration, hearing, speech, underwater acoustics, together with a variety of environmental aspects. The lively nature of the Institute is demonstrated by the breadth of its learned society programmes.
For more information please visit our site at www.ioa.org.uk.
EURASIP Book Series on Signal Processing and Communications
For more information and online orders, please visit http://www.hindawi.com/books/spc/volume-4/ For any inquires on how to order this title, please contact books.orders@hindawi.com T he popularity of multimedia content has led to the widespread distribution and consumption of digital multimedia data. As a result of the relative ease with which individuals may now alter and repackage digital content, ensuring that media content is employed by authorized users for its intended purpose is becoming an issue of eminent importance to both governmental security and commercial applications. Digital fingerprinting is a class of multimedia forensic technologies to track and identify entities involved in the illegal manipulation and unauthorized usage of multimedia content, thereby protecting the sensitive nature of multimedia data as well as its commercial value after the content has been delivered to a recipient.
"Multimedia Fingerprinting Forensics for Traitor Tracing" covers the essential aspects of research in this emerging technology, and explains the latest development in this field. It describes the framework of multimedia fingerprinting, discusses the challenges that may be faced when enforcing usage policies, and investigates the design of fingerprints that cope with new families of multiuser attacks that may be mounted against media fingerprints. The discussion provided in the book highlights challenging problems as well as future trends in this research field, providing readers with a broader view of the evolution of the young field of multimedia forensics.
Topics and features:
Comprehensive coverage of digital watermarking and fingerprinting in multimedia forensics for a number of media types; Detailed discussion on challenges in multimedia fingerprinting and analysis of effective multiuser collusion attacks on digital fingerprinting; Thorough investigation of fingerprint design and performance analysis for addressing different application concerns arising in multimedia fingerprinting; Well-organized explanation of problems and solutions, such as order-statistics-based nonlinear collusion attacks, efficient detection and identification of colluders, group-oriented fingerprint design, and anticollusion codes for multimedia fingerprinting.
������� Genomic data, especially the recent large-scale microarray gene expression data, represents enormous challenges for signal processing and statistics in processing these vast data to reveal the complex biological functionality. This perspective naturally leads to a new field, genomic signal processing (GSP), which studies the processing of genomic signals by integrating the theory of signal processing and statistics. Written by an international, interdisciplinary team of authors, this invaluable edited volume is accessible to students just entering this emergent field, and to researchers, both in academia and industry, in the fields of molecular biology, engineering, statistics, and signal processing. The book provides tutorial-level overviews and addresses the specific needs of genomic signal processing students and researchers as a reference book.
The book aims to address current genomic challenges by exploiting potential synergies between genomics, signal processing, and statistics, with special emphasis on signal processing and statistical tools for structural and functional understanding of genomic data. The book is partitioned into three parts. In part I, a brief history of genomic research and a background introduction from both biological and signal-processing/ statistical perspectives are provided so that readers can easily follow the material presented in the rest of the book. In part II, overviews of state-of-the-art techniques are provided. We start with a chapter on sequence analysis, and follow with chapters on feature selection, clustering, and classification of microarray data. The next three chapters discuss the modeling, analysis, and simulation of biological regulatory networks, especially gene regulatory networks based on Boolean and Bayesian approaches. The next two chapters treat visualization and compression of gene data, and supercomputer implementation of genomic signal processing systems. Part II concludes with two chapters on systems biology and medical implications of genomic research. Finally, part III discusses the future trends in genomic signal processing and statistics research.
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