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Adiabatic quantum algorithms represent a promising approach to universal quantum computation. In
isolated systems, a key limitation to such algorithms is the presence of avoided level crossings, where gaps
become extremely small. In open quantum systems, the fundamental robustness of adiabatic algorithms
remains unresolved. Here, we study the dynamics near an avoided level crossing associatedwith the adiabatic
quantum search algorithm,when the system is coupled to a generic environment. At zero temperature, we find
that the algorithm remains scalable provided the noise spectral density of the environment decays sufficiently
fast at low frequencies. By contrast, higher order scattering processes render the algorithm inefficient at any
finite temperature regardless of the spectral density, implying that no quantum speedup can be achieved.
Extensions and implications for other adiabatic quantum algorithms will be discussed.
DOI: 10.1103/PhysRevLett.117.150501
The adiabatic theorem provides a powerful tool to
characterize the evolution of a quantum system under a
time-dependent Hamiltonian. It underlies theoretical con-
cepts ranging from Landau-Zener transitions [1] to Berry
phase accumulation and experimental techniques such as
adiabatic passage [2]. Adiabatic evolution can also serve as
a platform for quantum information processing [3–8]. This
paradigm bears some resemblance to simulated annealing:
computation proceeds via smoothly varying a parameter
to hone in on a solution encoded in the ground state of a
specific Hamiltonian. Thus, a generic adiabatic quantum
computation (AQC) proceeds in three steps. A physical
system is first prepared in the known ground state of a
simple initial Hamiltonian. The Hamiltonian is then adia-
batically transformed into the desired one. Finally, the state
of the system is measured and, assuming adiabaticity,
represents the solution to the encoded question.
Nearly a decade ago, it was shown that AQC and the
canonical circuit model of quantum computation are equiv-
alent in computational power [9–11]. While the two models
can provably solve the same problems, their physical
implementation and thus their susceptibility to errors differ
significantly. For instance, imperfections of individual gates
will reduce the fidelity of a computation in the circuit model.
In AQC, by contrast, errors may arise due to nonadiabatic
transitions. Furthermore, AQC is affected by noise present in
any realistic implementation. It has been suggested that AQC
may be inherently robust against noise [12,13] and that the
presence of an environment may even improve performance
[14]. Adiabatic evolution is particularly susceptible to noise
when the gap between the ground state and the excited states
is small. A thorough understanding of the effect of noise on
small gaps is therefore desirable. In this Letter, we study the
effect of an environment on the adiabatic quantum search
(AQS) algorithm [3,15], the adiabatic equivalent of Grover’s
algorithm [16]. While the AQS algorithm in open systems
has been the subject of numerous studies, a complete
understanding of its scalability is missing [14,17–25].
Although the AQS algorithm involves a highly nonlocal
Hamiltonian, we utilize it as a convenient example of an
FIG. 1. Qualitative dynamics of the adiabatic quantum search
algorithm in an open system. The evolution of the system is
coherent below the critical temperature T (indicated by the solid
curves) and a quantum speedup is available in this regime. The
three curves correspond to different sizes N of the search space.
The parameter η characterizes the noise spectral density at low
frequency ∝ ωη, with η ¼ 1 corresponding to an Ohmic bath. The
dependence of T on η changes qualitatively at ηc due to scattering
processes contributing significantly when η > ηc. The inset shows
the spectrum of the AQS Hamiltonian for N ¼ 256.
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algorithm exhibiting a single avoided level crossing. In
realistic systems with k-local interactions (k ≤ 2 typically),
small gaps often arise due to avoided level crossings
between macroscopically distinct states. In this case, an
environment that also acts locally is incapable of inducing
transitions between the two states involved in the crossing,
and it predominantly leads to dephasing. To this end, in
our model for the AQS algorithm, the environment only
couples to the dephasing channel. We show that under
these assumptions the problem of determining the scal-
ability of the algorithm can be cast into an implementation-
independent form, parametrized by the minimum gap at the
avoided level crossing. Thus, we expect our conclusions to
generalize beyond the AQS algorithm.
To understand the main result of our work, it is helpful
to consider the different ways in which the environment
influences the algorithm. One naively expects that a thermal
bath will degrade performance whenever the temperature
exceeds the smallest gap encountered during the computa-
tion. However, this is not necessarily the case if the number
of thermally accessible states is small [14]. In the AQS
algorithm, there exist two low-energy states, separated by a
large gap from higher excited states. These two low-lying
states undergo an avoided level crossing (see inset of Fig. 1).
It is thus natural to assume that the environment can
thermally mix these two states but does not give rise to
higher excitations. Thermalization may then reduce the
success probability by at most 50%, which can be compen-
sated for by repeating the algorithm multiple times [14].
Apart from leading to thermalization, the environment
also renormalizes the gap at the avoided crossing. The
effect is best understood by appealing to an analogy with a
double-well system. In this picture, the two low-energy
states of the AQS algorithm are spanned by the ground
states of two wells, which are detuned from each other by a
bias ε and connected by a tunneling rate Δ. The avoided
crossing occurs at zero bias (s ¼ 1=2 in Fig. 1), for which
the energy gap is equal to the tunneling rate. As mentioned
above, a local environment predominantly gives rise to
dephasing between the wells, whereas environment-
induced transitions from one well to another are negligible.
This dephasing suppresses coherent tunneling, which in
turn results in a decrease of the minimum gap. Equivalently,
this mechanism may be viewed as a consequence of
the quantum Zeno effect, where the environment tends
to localize the system in one of the wells by gaining
information about its current state [26]. Coherent tunneling
may vanish entirely if the coupling to the environment is
sufficiently strong. We refer to this as the incoherent
regime, as opposed to the coherent regime, where tunneling
persists. The terminology reflects the fact that coherent
Rabi oscillations can, in principle, be observed in the
coherent regime, whereas the oscillations are overdamped
if the system is incoherent. Any potential quantum speedup
is lost in the incoherent regime, as discussed in detail
below. Conversely, a quantum speedup is always available
in the coherent regime provided the gap retains the same
scaling with problem size as in a closed system.
In order to identify the relevant regimes, we compare the
tunneling rate with the coupling rate to the environment.
At zero temperature, the coupling rate is given by the noise
spectral density of the environment JðωÞ evaluated at the
gap frequency. The noise spectral density is assumed to obey
a power law at low frequencies, JðωÞ ∝ ωη, where we
distinguish between sub-Ohmic (η < 1), Ohmic (η ¼ 1),
and super-Ohmic (η > 1) environments. For a sub-Ohmic
environment, the ratio JðΔÞ=Δ diverges in the limit Δ → 0,
suggesting that the system is incoherent at the avoided
level crossing for large search spaces. If the environment
is super-Ohmic, the same reasoning predicts that even large
systems remain coherent. This simple argument is indeed
correct at zero temperature, while at finite temperature,
bosonic enhancement and two-boson processes lead to
significant modifications. We demonstrate that even for a
super-Ohmic environment, a quantum speedup can only be
achieved below a certain critical temperature, whose depend-
ence on η and the size of the search space is summarized
in Table I and Fig. 1. Notably, the critical temperature decays
as a power law with the size of the search space, such that
the AQS algorithm offers no improvement over a classical
algorithm for large search spaces at finite temperature.
We now proceed with detailed calculations. The AQS
algorithm in a closed system is described by the Hamiltonian
HðsÞ¼E0ð1−sÞðI−jψ0ihψ0jÞþE0sðI−jmihmjÞ, where E0




is an equal superposition of all states in the search space, and
jmi denotes themarked element to be found. The parameter s
is increased monotonically from its initial value s ¼ 0 to its
final value s ¼ 1. The Hamiltonian HðsÞ can be exactly










½εðsÞτz þ ΔðsÞτx: ð1Þ






ð1−sÞ. The orthogonal subspace is degenerate with constant
TABLE I. Scaling of the critical temperature T with the size of
the search space N for a given coupling strength α between the
system and the environment. The scaling of T is evaluated
separately for processes involving one and two bosons of the
bath. For a sub-Ohmic environment, the one-boson processes
render the dynamics incoherent even at zero temperature such
that two-boson processes are never relevant.
Single-boson processes Two-boson processes
η < 1 αT ¼ 0
η > 1 αT ¼ OðNðη−2Þ=2Þ α2=ð2ηþ1ÞT ¼ OðN−1=ð4ηþ2ÞÞ




energy E0 (see inset of Fig. 1). The spectrum exhibits an
avoided level crossing at s ¼ 1=2, where the gap is of order
OðN−1=2Þ for large N. As anticipated, the low-energy
Hamiltonian is equivalent to one describing two wells
connected by a tunneling rate Δ and detuned from each
other by a bias ε. Classically, the computation time scales
linearly with the size of the search space N, whereas both
Grover’s algorithm and the AQS algorithm achieve a
quadratic quantum speedup, scaling as OðN1=2Þ. The latter
scaling, set by the inverse of the minimum gap, is provably
optimal [15,27].
To specify the environment, we envision that the AQS
Hamiltonian is implemented using L qubits, where
N ¼ 2L. Each qubit is coupled to an independent, bosonic
bath. We assume throughout that the temperature
T ≪ E0=L, which ensures that the dynamics of the system
are restricted to the two lowest-lying levels. Under these
conditions [28], the environment couples to the low-energy









ðbk þ b†kÞðbl þ b†l Þ;
ð2Þ
where bk and b
†
k are bosonic annihilation and creation
operators, gk is a coupling strength, and E an energy scale
proportional to E0. The first term in Eq. (2) describes
absorption or emission of a single boson, while the second
term corresponds to two-boson processes, such as two-
boson emission or boson scattering. Higher-order terms,
which depend on specifics of the higher excited states, have
been neglected since they do not affect our results quali-
tatively [28]. We have also dropped terms that couple to
τx;y, representing environment-induced transitions between
jmi and jm⊥i, as they are strongly suppressed in the limit
of large N [28].
The bath is characterized by the noise spectral density,
JðωÞ ¼Pkg2kδðω − ωkÞ, which follows a power law at low
frequencies, JðωÞ ¼ αωη. The parameter α sets the cou-
pling strength to the environment. Our analysis is restricted
to η > 0 because the effective two-level description breaks
down otherwise [28]. Furthermore, we assume that the
weak-coupling condition JðωÞ ≪ E0 is satisfied for all ω.
We emphasize that coupling is only weak compared to the
overall energy scale of the system but may be strong
compared to the gap between the low-energy states.
In order to explore the coherence properties of the system,
we employ a procedure known as adiabatic renormalization,
which has been widely put to use in the context of the spin-
bosonmodel [35]. Themethod is particularly powerful as it is
valid even for nonperturbative and non-Markovian environ-
ments. Adiabatic renormalization proceeds by eliminating
modes of the environment that are fast compared to the
tunneling rate. To a good approximation these oscillators
adiabatically follow the system, thereby reducing the bare
tunneling rateΔ to a renormalized tunneling rate ~Δ. The case
~Δ ¼ 0 corresponds to the incoherent regime introduced
above, while in the coherent regime, ~Δ > 0. To compute
~Δ, we first determine the energy eigenstates in the absence of
tunneling. For the moment, we only consider single-boson
processes and limit ourselves to the region near the avoided
crossing, where εðsÞ ≈ 0. The eigenstates are given by
jτ;ni¼e−iτzS1 jτiQkjnki, where S1¼iPkðgk=ωkÞðbk−b†kÞ,
τ ¼ m;m⊥ (corresponding to τz ¼ 1), and nk are the
occupation numbers of the bosonic modes. Physically
speaking, the system is dressed by oscillators, whose dis-
placements depend on the state of the system. Oscillators
with frequencies much greater than the tunneling rate will
adjust to the state of the system almost instantaneously, while
slower oscillators must be accounted for more carefully. We
hence define the renormalized tunneling rate between the
states jm;ni and jm⊥;ni as ~Δn ¼ Δhm;njτxjm⊥;ni0, where
the prime denotes that only oscillators with frequencies
satisfyingωk > Ω should be taken into account. Here,Ω is a
low-frequency cutoff, which may be self-consistently deter-
mined asΩ ¼ p ~Δn. The exact value ofp is irrelevant inwhat
follows, provided that p≫ 1. Because of the dependence of
~Δn on the occupation numbers, it is only possible to define a
unique renormalized tunneling rate at zero temperature.
Nevertheless, we can define a typical rate ~Δ by taking a
thermal expectation value, yielding














We first consider the above expression at T ¼ 0. For a
super-Ohmic environment, the integral in the exponent
remains finite as Ω → 0. For large N, we may set Ω to zero
to a very good approximation such that ~Δ is proportional to
Δ. If the environment is Ohmic or sub-Ohmic, the integral
exhibits an infrared divergence. There exists a critical
coupling strength α ∝ Δ1−η such that ~Δ ¼ 0 for all
α > α. For α < α, the renormalized tunneling rate
remains finite [28]. The critical coupling strength tends
to zero as N → ∞, showing that the dynamics are incoher-
ent in the limit of large search spaces, consistent with the
discussion above.
The results at finite temperature can be obtained by very
similar arguments. In short, one obtains that ~Δ is always
finite and proportional to Δ for η > 2, while for 1 < η ≤ 2
there exists a critical coupling strength of the form
α ∝ Δ2−η=T, where we assumed that T ≫ ~Δ. If the
coupling constant is fixed, the expression can be interpreted









This is consistent provided η > 1. In the sub-Ohmic
regime, T cannot be taken much greater than ~Δ and we
find instead that the dynamics are always incoherent for a
fixed α in the limit of large search spaces. At η ¼ 1, the
existence of a nonzero critical temperature depends on the
value of α. We note that these results, summarized in
the first column of Table I, are in agreement with previous
work by Tiersch and Schützhold [22].
Two-boson processes may be treated similarly, although
they affect the system in a qualitatively different manner
[36]. There are two kinds of two-boson processes: those in
which a pair of bosons is absorbed or emitted, and those
in which a boson is scattered between two modes.
Conservation of energy requires that in two-boson emission
or absorption processes both modes have energies ≲Δ.
By contrast, the scattering processes can involve pairs of
modes with arbitrarily high energy, provided their energy
difference is small. Crucially, the phase space for boson
scattering is independent of Δ for large N and remains
nonzero as Δ → 0. The two-boson coupling strength at
finite temperature is thus expected to be always large
compared to Δ for large N.
To support this argument, we again perform adiabatic
renormalization [28]. We focus on super-Ohmic environ-
ments since single-boson processes already prevent a quan-
tum speedup in the sub-Ohmic case. We further extend the
weak coupling approximation to include bosonic enhance-
ment, i.e., JðωÞ½1þ NðωÞ≪ E0 for all ω, where NðωÞ is
the Bose-Einstein distribution. Under these assumptions,
two-boson processes only weakly renormalize the tunneling
rate at zero temperature and do not render the dynamics
incoherent. If T > 0, there exists a critical coupling strength,
which is given by α ∝ EΔ1=2=Tηþ1=2, such that the dynam-
ics are incoherent for any α > α. Clearly, α vanishes as
N → ∞ regardless of η. This is in stark contrast to the
renormalization due to single-boson processes alone, where
the system remains coherent if η > 2. At fixed coupling






In addition to coherent tunneling, there exist incoherent
transitions, during which the system exchanges energy with
the environment and thermalizes. We argued above that in
the case of the AQS algorithm these processes merely give
rise to constant overhead. In fact, thermalization may even
improve the performance if it occurs sufficiently fast [14].
By letting the system thermalize, one can obtain the ground
state with a probability of at least 50%, since only the
lowest two energy states may be significantly populated. In
order to exclude the possibility of a quantum speedup in the
incoherent regime, it is therefore necessary to ensure that
the thermalization rate decreases with system size at least as
fast as OðN−1Þ. Indeed, the thermalization rate always
scales as OðN−1Þ in the incoherent regime [28].
In the coherent regime, the thermalization rate can
exceed this scaling near the avoided level crossing. This
is an intriguing result since it implies that quantum
computation can proceed through thermalization alone.
This may be accomplished, for instance, by initializing the
system in its ground at s ¼ 0 (large bias) before rapidly
decreasing the bias to zero. The system is then left to
thermalize before being measured in the computational
basis. Repeating this procedure several times will yield
the ground state with high probability. We note, however,
that this approach does not lead to an improved scaling
compared to adabatic evolution, which always offers a
quantum speedup in the coherent regime.
We summarize our results by discussing the combined
effect of single-boson and two-boson processes. In the
parameter regime considered, the two processes decouple
and their combined effect can be deduced from the results
presented above [28]. In particular, for the dynamics to be
incoherent it is sufficient that one of the processes renorm-
alizes the tunneling rate to zero. We thus conclude that the
system is always incoherent at finite temperature in the
limit of large N and the algorithm does not provide a
quantum speedup. We observe that the critical temperature
associated with the coherent-incoherent transition scales
differently for the two processes; see Fig. 2. Only the
smaller critical coupling is physically significant; thus, two-
boson processes dominate for η > ηc, and single-boson
processes otherwise. At ηc ¼ ð3þ
ﬃﬃﬃﬃﬃ
17
p Þ=4 the critical
temperatures scale identically and model-dependent pre-
factors determine which process dominates.
Owing to the generic nature of the system-bath inter-
action discussed here, we expect that our results extend to a
wide range of adiabatic algorithms involving avoided level
crossings. The interaction Hamiltonian in Eq. (2), involving
only dephasing, arises naturally in such situations because
small gaps generically correspond to macroscopically
distinct states that are not connected by a local
FIG. 2. Dependence of the critical temperature T on the search
space size N. The critical temperature follows a power law
T ¼ OðNδÞ. Above T, the system evolves incoherently, while
below, quantum coherence is retained. The qualitative change
at ηc is due to competition between single- and two-boson
processes. For η < 1, the dynamics are incoherent even at zero
temperature in the limit of large N.




environment. The nonlocal interactions in the AQS algo-
rithm lead to a spectrum in which the N − 2 states not
involved in the level crossing are extensively separated in
energy (i.e., their excitation gap is proportional to the full
energy bandwidth of the system). A more realistic model
with few-body interactions will instead have an intensive
excitation gap. As long as the temperature is much lower
than this excitation gap, our reduced model of the avoided
crossing continues to apply, and so do our conclusions.
Moreover, our findings should be broadly relevant for
adiabatic quantum algorithms that involve many-body
tunneling [37–39]. For the AQS algorithm, we were able
to draw a direct correspondence between tunneling and
speedup, whereas the general significance of tunneling in
AQC algorithms is an open question. Future work may
explore the applicability of our results to algorithms
offering an exponential speedup, where the role of
many-body tunneling is particularly unclear [40]. Finally,
our work highlights the need for quantum error correction
to render AQC scalable at finite temperature [41–48].
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