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1 GENERAL INTRODUCTION 
1.1 Introduction 
Traditionally, the field of reliability has focused primarily on the use of failure time 
data. As a result, degradation-based reliability has not received much attention from 
researchers. This is especially true of degradation resulting from highly variable envi­
ronments. Degradation data of this type arise from numerous applications such as crack 
growth of a mechanical part in automobiles due to variation in driving conditions, and 
gloss loss in paints exposed to the outdoor weather. 
The work presented in this dissertation was motivated by the service life prediction 
of paint and coating products subjected to weathering. A widely used approach to 
predict the service life of such products is to conduct accelerated laboratory tests (by 
increasing the stress level to speed up degradation) and correlate the results with outdoor 
exposure data. This approach has not been very successful in providing reliable service 
life predictions. 
Reliability experts in the industry agree that a new and more fundamental approach 
for the prediction problem would be an important improvement. Such an approach 
should involve understanding the underlying physical/chemical mechanisms of degrada­
tion and identifying the environmental variables responsible for degradation. A cumu­
lative damage model that relates the effects of the environment to physical degradation 
should then be developed. With proper characterization of the environmental variables, 
the cumulative degradation model should produce more accurate and reliable predic­
2 
tions. 
This dissertation introduces two statistical methods that are in line with the proposed 
approach to predict the service life of products exposed to the outdoor weather. The 
common thread shared by the two methods is that both make use of the concept of daily 
degradation (total degradation accumulated within 24-hour period). One method relies 
on time series modeling of the daily degradation data, while the other applies block 
bootstrap to the data. 
1.2 Dissertation Organization 
This dissertation consists of three papers. The first two papers employ time series 
modeling of degradation data to estimate degradation-based reliability metrics, while 
the third describes the use of block resampling for the same purpose in a more general 
setting. 
The first paper proposes a simulation-based method to estimate the probability dis­
tribution of cumulative degradation in x years and the probability distribution of failure 
time for products that degrade due to weathering. These distributions allow reliabil­
ity metrics of interest, such as the probability of failure in five years and failure time 
quantiles, to be computed, and hence risk assessment of the product to be determined. 
A procedure to construct approximate confidence intervals within the context of the 
method is also given in the paper. 
The second paper extends the work in the first paper to include random parameters 
in the degradation model. The paper also describes the reliability metrics induced by the 
presence of this additional source of variability. A Bayesian hierarchical model is used to 
estimate the distribution of the random parameters. The computational difficulties to 
estimate some reliability quantities are outlined and a method involving approximations 
to overcome them is presented. 
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In the third paper, a block bootstrap scheme for periodic time series is proposed, 
with the goal of estimating the distribution of the sum of the periodic time series. This 
is a generalization of the block bootstrap method applied to the degradation data to 
estimate the reliability metrics. The generalization was done because the proposed 
block bootstrap scheme has potential applications in fields other than reliability. The 
examples used in the paper, however, are based on the same degradation data used in 
the first two papers. Some comparisons in the predictions between the block bootstrap 
and time series modeling are also made in this paper. 
A general conclusion on the estimation methodology and some final comments about 
the relative merits of each of the two methods axe given in the last chapter. This chapter 
also outlines possible areas of further research arising from the work in this dissertation. 
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2 ESTIMATION OF DEGRADATION-BASED 
RELIABILITY IN OUTDOOR ENVIRONMENTS 
A paper to be submitted to Technometrics 
Victor Chan and William Q. Meeker 
Abstract 
Some important reliability problems involve estimating a life distribution when failure 
is due to chemical degradation of materials or products that are exposed to the outdoor 
environment. There is a growing need to obtain timely predictions of such degradation 
behaviors on the basis of accelerated laboratory tests. Laboratory life tests provide in­
formation about degradation processes. Historical weather data are used to characterize 
the stochastic outdoor environment over time. A physical/chemical model for degra­
dation rate is used as a basis for using these data to produce reliability estimates. We 
propose and illustrate the use of an evaluation/estimation method that involves time 
series modeling. The method is illustrated with an example involving the degradation 
of a solar-reflector material. We will also show how to construct approximate confidence 
intervals for important reliability metrics. 
Key words: Service Life Prediction, Time Series, Accelerated Testing, Risk Assess­
ment. 
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2.1 Introduction 
2.1.1 Motivation 
Some important reliability applications involve quantifying the service life of ma­
terials and products that are subjected to highly variable environmental variables like 
outdoor temperature or solar radiation. The physical state or performance of these 
products can often be characterized or measured as a function of time. In other words, 
it is possible to measure the physical degradation or wear-and-tear of the products as 
they age and move toward eventual failure. Examples of such products include auto­
motive paints and coatings, whose failure is caused by degradation related to long-term 
weathering (i.e., exposure to outdoor environmental elements). Common measures of 
degradation for paints and coatings include gloss loss and color change. 
Conventional methodologies for the service life prediction of paint and coating prod­
ucts have, for the past 80 years, typically relied on accelerated outdoor tests (Pearce et 
al.,1954; Martin, 1999). Such tests are expensive and time-consuming. Attempts have 
also been made to correlate the results from laboratory tests with outdoor exposure data. 
These methods have, however, often been unsuccessful in predicting coating failures or 
even in ranking alternative formulations. The lack of timely and accurate predictions 
have proved to be very costly to both manufacturers and consumers. 
Systematic approaches based on mechanistic models of degradation have been pro­
posed to improve the current state of reliability estimation of the materials exposed to 
the outdoor environment (e.g. Martin, 1999; Meeker, Escobar, and Chan, 2001; Pickett 
and Gardner, 2001). These approaches involve characterizing the environment stochasti­
cally and determining the effects of environmental variables on the degradation or failure 
mechanisms, both of which are then related through a cumulative damage or degrada­
tion model. This model is then used to estimate the reliability or to make service life 
predictions of the materials in their intended service environment. 
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This paper proposes a statistical methodology to estimate degradation-based relia­
bility of such materials within the framework of the new approach. 
2.1.2 Goal 
Quantifying the reliability of materials or products such as paints and coatings in­
volves the prediction of the level of degradation resulting from exposure over time, taking 
into account the random nature of the outdoor environment. With this in mind, the 
main objective of the methodology presented in this paper is to estimate the following: 
1. The probability distribution of cumulative degradation at a given point in time. 
2. The probability distribution of failure time, or "crossing time", (i.e., the time at 
which the cumulative degradation reaches a critical level). The critical level of 
degradation defines the failure event. 
Note that these two distributions arise from the randomness in the environment. They 
allow us to conduct risk assessment of the failure of the material exposed to outdoor 
weathering and to characterize its reliability or service life prediction. 
2.1.3 Related Work 
Most of the literature on methods for reliability analysis focuses on failure time 
models. There is only a limited amount of literature on degradation-based reliability 
analysis. Discussion on this subject can be found in Chapter 11 of Nelson (1990), Chapter 
7 of Tobias and Trindade (1995), and Chapters 13 and 21 of Meeker and Escobar (1998). 
Work on cumulative damage models has been more extensive. Gertsbakh and Kor-
donsky (1969) present an early work on such models. A survey of the developments of 
models and pertinent references are given by Saunders (1982). Some relevant work of 
interest on failure models based on cumulative damage of materials includes Saunders 
(1970), Bogdanoff and Kozin (1985), and Gillen and Celina (2001). 
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Bauer and Martin (1999) and Bauer and Martin (2001) describe recent work on the 
service life prediction associated with paints and coatings exposed to the outdoor envi­
ronment, including physical and chemical studies of the degradation of such materials. 
Martin et al. (1996) present and compare the service life prediction methodologies used 
in the coatings industry with those used in other industries, where such methods have 
been more successful. 
The field of reliability and survival analysis in highly variable environments is cur­
rently underdeveloped, with its literatures scattered widely in various different fields. An 
overview of a large class of failure and cumulative-exposure models based on stochastic 
processes, with an emphasis on probabilistic modeling, is given by Singpurwalla (1995). 
This paper also provides key references to work pertaining to the development of such 
models. Nelson (2001) presents general statistical models and analysis methods using 
a cumulative damage model to analyze data from accelerated tests with time-varying 
stresses. 
Our work relies on physical/chemical models for failure mechanisms. Such models 
are described, in the context of accelerated life test models, by Meeker and LuValle 
(1995), who present and illustrate a class of accelerated life models based on kinetic 
failure modes. Reliability models and analysis of data based on accelerated degradation 
tests are also discussed in Meeker, Escobar and Lu (1998). 
2.1.4 Overview 
Section 2 describes the model for degradation that forms the foundation of our 
methodology. Section 3 presents our proposed method to obtain the probability dis­
tributions and related reliability metrics of interest by means of time series modeling of 
predicted daily degradation. The procedure to construct approximate confidence inter­
vals for reliability metrics of interest is discussed in Section 4. In Section 5, an additional 
example based on a different environment is presented as a further illustration, giving a 
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contrast with the results from the first example. 
2.2 Model 
2.2.1 Degradation Rate Model 
Our approach for evaluating degradation-based reliability requires the use of a phys­
ical model that relates degradation rate to relevant environmental factors. The degra­
dation rate function is expressed by h(t; $(t).0), where t is time, $(t) is the random 
vector representing the state of the outdoor environmental variables at time t, and S is a 
vector of parameters. The integration of the degradation rate h(t; $(t),8) with respect 
to time will give the cumulative degradation as a function of the length of exposure to 
the environmental variables, thus capturing the dose-response relationship between the 
weathering-degradable material and the effects of the environment. Models for degrada­
tion rate are obtained by a combination of principles of physical/chemical degradation 
kinetics and laboratory experiments. If the environmental stress represented by *5(t) is 
given as a function of time and the parameters in 9 are known, then the total cumula­
tive degradation or damage is calculated by integrating the degradation rate h(t; <P(2), 9) 
with respect to time. This is discussed in the next section. 
Example 2.2.1 Jorgensen et al. (1996) proposed a degradation rate model to describe 
the degradation of a solar reflector material called ECP-300A. The degradation of the 
material is measured in terms of change in performance, which is quantified by the 
material's hemispherical reflectance as a percentage of light reflected. The degradation 
rate model given by Jorgensen et al. (1996) depends on three outdoor environmental 
variables, namely UV radiation, temperature and relative humidity, and has the following 
form: 
A(i;*(i),0) = AU(t)T(t)-ee-c/T'"er"'»Ci-z''T"», (2.1) 
9 
where U is the amount of ultraviolet irradiation in the 290-320nm band (the portion of 
ultraviolet that reaches the surface of the earth), T is the temperature on the Kelvin 
scale and R is the relative humidity, expressed as a percentage. Here # corresponds to 
( U , T , R )  a n d  6  t o  ( A ,  B , C , V , £ ) .  J o r g e n s e n  e t  a l .  ( 1 9 9 6 )  a s s u m e d  t h e  p a r a m e t e r s  i n  0  
are constant, and conducted an experiment described in detail in their paper to estimate 
these parameter values. In the laboratory-controlled experiment, different samples of 
ECP-300A were subjected to various combinations of fixed levels of U, T, and R for 
a number of different exposure times. The change in performance (or the cumulative 
degradation) of each sample was recorded at the end of the experiment. Letting Ap 
denote the change in performance, the statistical model used to fit the data was 
A p = + t, 
where Iuv is the cumulative UV dose over exposure time, and e represents the error 
term. The value of 0 = (A,B,C,V,£) was estimated using nonlinear least squares. The 
estimates are: A = 3.5 x 10s KBm2/J, B = -1.22, C = 0.132, V = —40.1K, S = 2339K. 
Under the assumption that e follows a normal distribution, the estimates are equivalent 
to maximum likelihood (ML) estimates. 
The model in (2.1) is known as an Eyring model (Eyring, Gladstones, and Laidler, 
1941). In most applications of this model, the parameter B is assumed to be given and 
typical values are in the range of 0 to 1. This parameter is supposed to be related to the 
nature of the chemical reaction, but is rarely known in practice and is difficult to estimate 
from data because its estimates will be highly correlated with S and V. In this paper 
we will set 5 = 0. This special case of the Eyring model corresponds to the commonly 
used Arrhenius model for rate dependence on temperature. Using the Arrhenius model 
reduces the number of parameters of the model from five to four. Because the terms 
inside the exponential dominate in determining the rate, this modification has only a 
small effect on the output of the model. 
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The least squares estimates of the parameters of this reduced model are A = 0.1023 m2/J, 
C = 0.1299, P = —40.08K, £ = 2634.9 K. Comparisons between the degradation pat­
terns from the simplified model and from Jorgensen et al.'s model resulting from the 
outdoor environments show very little difference. 
D 
2.2.2 General Model 
Given the degradation rate model k ( t ;  $ ( t ) , 0 ) ,  the total cumulative degradation at 
time t is 
D ( t ;  »[0, <], 9 )  =  Do +  f h ( r :  $(r), 9 )  d r  (2.2) 
Jo 
where <P[0, t ]  denotes the stochastic process representing the environmental factors in the 
time interval [0,<], and DQ is the level of degradation at time 0. In physical/chemical 
applications, the degradation rate h(t; #(£), 9) is typically a nonnegative function, so 
that the cumulative degradation D{T; <P[0, £], 9) is nondecreasing. Throughout this paper, 
we assume that the parameter vector 9 is fixed but unknown. 
If the value of the parameter vector 9  were known, along with the values of the 
environmental variables in $(() at a sufficiently small resolution over the time interval 
of interest, it would be straightforward to compute the total cumulative degradation by 
integrating the degradation rate h(t; $(t),9) over time. A simple quadrature formula 
such as the trapezoidal rule could then be used to evaluate the integral and thus obtain 
the cumulative degradation. Therefore, if a stochastic model for the V(t) were available, 
we could evaluate the probability distributions of cumulative degradation and failure 
time by employing Monte Carlo simulation. 
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2.2.3 Reliability Metrics of Interest 
The failure level a is defined as the level of degradation above which the degradation 
is said to have reached failure, i.e., the failure event is {D(t; tp[O,<],0) > a}. For a 
specified failure level a, reliability metrics of interest are 
1. The probability of failure at a given time t ,  i.e., Pr(£)(i; $[0, *],0) > a). 
2. The p  quantile, t p ,  of the failure time distribution, where the failure time 7/ is 
defined as the time the cumulative degradation first crosses the failure level a, i.e., 
Tj = inf(Z : D(t] <5[O,i],0) > a). 
As an illustration of the two metrics, consider a material that degrades exponentially 
when exposed to the outdoor elements. Figure 2.1 shows ten degradation paths (degra­
dation as a function of time) for continuous weathering up to t = 5 time units. Each 
degradation path represents an environmental realization of #[0,5]. The bell-shaped 
distribution at the end of the paths represents the distribution of the cumulative degra­
dation of the material at t = 5. The fraction of the distribution that exceeds the failure 
level a = 30 is the probability of failure Pr(D(f; $[0,f],#) > a). In Figure 2.2, the 
distribution at the top of the ten degradation paths corresponds to the distribution of 
failure time Tj. Then tp is the p quantile of the distribution. 
Note that because of the nondecreasing nature of the degradation path, there exists 
a direct relationship between the two metrics. The failure time Tj and the probability 
of failure at time t are related by 
? T ( T f < t )  =  ? T ( D ( t ] * [ 0 , t } , 6 ) > a ) .  
There also exists an equivalent relationship for failure time quantiles. Let p be the 
probability of failure at time t = t' for some specified failure level. Then for the same 
failure level, the p failure time quantile tp is equal to t', i.e., tp = t'. 
0 1 2 3 4 6 
Time 
Figure 2.1 Ten Degradation Paths with Exponential Degradation, and Cu­
mulative Degradation distribution at t = 5. 
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5 6 2 3 4 0 1 
Time 
Figure 2.2 Ten Degradation Paths with Exponential Degradation, and Fail­
ure Time Distribution, with Failure Level at a = 30. 
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2.2.4 Weather Data 
Weather data are used to characterize the stochastic outdoor environment. Such data 
are available from a number of public and private sources. The weather data that we will 
use in conjunction with the degradation model for solar reflector materials were obtained 
from the SURF RAD network, a program established by National Oceanic and Atmo­
spheric Administration (NO A A) in 1993. This network of stations monitors and collects 
measurements on surface radiation in the United States. The data from SURFRAD 
consist of observations on radiation variables such as global solar ultraviolet radiation 
in the UV-B band (290-320 nm) and infrared radiation. SURFRAD also provides data 
on other meteorological parameters such as temperature, relative humidity, windspeed, 
and atmospheric pressure. Observations are made every 3 minutes every day of the year. 
The six monitoring stations in the network are located in Montana, Colorado, Illinois, 
Mississippi, Pennsylvania and Nevada. Weather data and information on SURFRAD 
are available at www.srrb.noaa.gov/surfrad/surfpage.htm. Some of the data sets contain 
missing observations due mostly to breakdown in measuring instruments. The amount 
of missing data, however, is typically small, on the order of a few percent of the total 
data. In our proposed methodology, the missing values within the weather data are 
handled as described in Section 2.3.1. 
We will use the data from the station at Boulder, Colorado to demonstrate our 
methodology. In Section 2.5 we will provide a second contrasting example based on the 
data from Fort Peck, Montana. 
2.2.5 Issues on the Modeling of the Environment 
Analytical methods to obtain probability distributions of interest within the frame­
work of the model given in (2.2) generally do not exist for practical problems involving 
complicated and highly variable environments such as the outdoor weather. With mod-
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era computing capabilities, however, simulation-based methods provide another way 
to evaluate the distributions. Given a model for the degradation rate and a stochas­
tic model for the environmental variables, we could evaluate the distributions by the 
following steps: 
1. Use the environmental model to generate a large number of realizations that sim­
ulate the environmental outcomes. 
2. For each realization, use a quadrature rule to approximate the integral in (2.2). 
This yields cumulative degradation as a function of time, or the degradation path. 
3. A large collection of such degradation paths can be used to obtain the probability 
distributions such as those described in Section 2.1.2. 
An adequate parametric stochastic model for the outdoor environment may not, 
however, be readily available. The statistical modeling of the environmental variables by 
means of a multivariate time series model (which is necessary for Monte Carlo simulation) 
is difficult due to a combination of the following reasons: 
• Weather variables such as solar radiation and temperature have complicated and 
highly variable behaviors, especially at a small temporal scale. The intensities of 
these variables are influenced by ever-changing meteorological components such as 
cloud cover and large-scale air movement. 
• Relative humidity has an upper bound at 100%, which is frequently realized (for 
example, during rain or snow events). This requires modeling a distribution with 
a discrete component. 
• There are both within-year (or seasonal) and within-day (hour-to-hour or minute-
to-minute) periodicity and variability to describe. 
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• In addition to autocorrelation of each environmental variable, the multivariate 
time series model must capture the cross correlation among the variables (which 
may be three or more in number). The correlations may vary with time of day or 
time of year. 
• Most of the available theory for handling multivariate time series and other prob­
lems with correlated data use an underlying Gaussian error structure. The outdoor 
environmental variables at small temporal scales have non-Gaussian behaviors, and 
so cannot be modeled by such an error structure. 
The following section describes an alternative approach that avoids the need for an 
explicit parametric joint stochastic model for the outdoor environmental variables. 
2.3 Time Series Modeling of Predicted Daily Degradation 
This section describes the time series modeling of predicted daily degradation to ob­
tain degradation-related distributions. The first subsection briefly describes the scheme, 
followed by an example of the implementation of this scheme using the degradation 
model for the solar reflector material and the data from Boulder, Colorado. 
2.3.1 Predicted Daily Degradation 
The basic idea of our procedure is to characterize the predicted incremental degrada­
tion accumulated within each 24-hour day using a time series model and use the model 
for simulation. This has the advantage of having to deal with only a univariate time 
series, as opposed to the more complicated multivariate data when modeling the entire 
set of environmental variables responsible for the degradation. 
The daily degradation accumulated in day i is defined as 
day t 
(2.3) 
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The total cumulative degradation for t = n days are then related to the daily degradation 
where for simplicity, we have let DQ = 0. 
Computing the daily degradation Wi using past weather data for $(() yields predicted 
daily degradation (FDD) data, a quantity not directly observed but estimated by the 
degradation rate model. The FDD data are much easier to model than the environmental 
factors in #((), not only because the FDD data are univariate, but also because they have 
a much larger temporal scale (daily scale) than $(Z). <&(£) requires a small resolution so 
that numerical approximations can be used in the algorithm described in Section 2.2.5. 
Having computed the FDD for each day in our weather data, the next step is to 
describe the Wi sequence by means of a univariate time series model. Then this model 
is used to simulate future values of Wt . Summing the sequence of simulated Wi values 
yields a simulated realization of D(t: #[0, £], 9). 
Example 2.3.1 Figure 2.3 shows a plot of the FDD values for solar reflector materials 
exposed to the outdoor elements over a period of about five years in Boulder, Colorado. 
Each FDD value was computed by numerically integrating the degradation rate model 
given in(2.1) for a one-day period using radiation, temperature and relative humidity 
from the SURFRAD data at three-minute resolution from November 1995 to August 
2000. Missing FDD values resulting from missing observations in the weather dataset 
(which are on the order of a few percent) were substituted by the mean FDD values of 
their corresponding day of the year. We obtained these mean FDD values by smoothing 
the empirical daily mean values, a procedure described in Section 2.3.2 (i.e., 6t- values in 
that section). 
Wi by 
(2.4) 
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Figure 2.3 Predicted Daily Degradation Wi at Boulder, CO from Nov. 1995 
to Aug. 2000. 
The plot shows a strong seasonal trend and day-to-day variability. The variation 
from day to day is more pronounced during the warm months. The time-series indicates 
the possibility of modeling the daily degradation Wi as a stationary time series after 
removing the seasonal pattern and adjusting for the seasonal-dependent variance. • 
2.3.2 Seasonal Adjustment of Predicted Daily Degradation 
Typically the degradation rate h(t; $(t),8) is an increasing function of the environ­
mental variables contained in #(f). For example, the higher the temperature or the 
more intense the radiation, the faster the degradation process (this is the case with the 
solar reflector degradation model). Because Wi is obtained by integrating h(t] #(f), 6) 
with respect to time over day i, Wi for a particular day with larger values of $(<) will 
be greater than that for one with smaller values of $(<). The outdoor environmental 
variables such as temperature and ultraviolet radiation are highly seasonal. Therefore, 
PDD will typically exhibit the same seasonal pattern as the daily temperature and solar 
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radiation, with on the average a peak in the summer and a valley during winter months. 
This behavior is seen in the PDD data for the solar reflector materials given in Example 
2.3.1. 
As such, modeling PDD consists of extracting the seasonal component of the data and 
adjusting for the daily variation, and then modeling the residuals. This is a commonly 
used modeling procedure for time series data. The residuals are here referred to as 
"standardized" daily degradation Xi and are obtained from 
where here Wi represents PDD, 6t- accounts for the seasonal mean, and o, is a scale 
factor to adjust possible day-to-day variability. Ignoring the extra day in leap years for 
simplicity, both a,- and 6, have a period of 365 days. Their values depend on the day of 
the year corresponding to index i. 
To obtain the values for a,- and i = 1,2,... ,365, we first compute the mean and 
the standard deviation for PDD data corresponding to each day of the year, the so-called 
Julian day. Then the daily means and daily standard deviations axe smoothed to yield 
bi and a,. Smoothing is needed because physical considerations suggest that o, and 6; be 
"smooth" functions of Julian day z; the daily means and standard deviations computed 
from limited amount of data such as ours typically lack the necessary smoothness. Pos­
sible local smoothing methods include spline and kernel smoothers, which are available 
in many statistical softwares. For the work in this paper, however, we used a Fourier 
series model because the periodic nature of meteorological or weather-induced variables 
can be described parsimoniously in terms of sines and cosines. 
Example 2.3.2 The plots of mean and standard deviation, along with their smoothed 
values, of PDD corresponding to Boulder, Colorado for each Julian day are given in 
Figures 2.4 and 2.5. We used a Fourier series with two low-order harmonic terms to 
smooth the a,- and values. 
19 
11 
I 
g 
-L : T 0 100 300 200 
JuBmOsy 
Figure 2.4 Plot of Average PDD for Boulder. CO for each Day of the Year, 
and the fitted Fourier Series model. 
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Figure 2.5 Plot of the Standard Deviation of PDD for Boulder, CO for each 
Day of the Year, and the fitted Fourier Series model. 
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Figure 2.6 Plot of Standardized PDD X,- for Boulder, CO from Nov. 1995 
to Aug. 2000. 
The standardized PDD X, for Boulder, Colorado, computed using the expression in 
(2.5), is given in Figure 2.6. The plot suggests that the Xi process is stationary, and 
can perhaps be appropriately modeled bv an autoregressive (AR) model. 
• 
2.3.3 Modeling Predicted Daily Degradation and Simulation 
For given a,-, 6,, i = 1,... , 365, modeling X, is equivalent to modeling Wt. For the 
data that we have investigated, AR models appear to be appropriate. 
Having found the time series model for the standardized PDD, daily degradation X,-, 
and hence Wi, we can obtain the distribution of degradation at a future time or the 
distribution of failure time through Monte Carlo simulation. To simulate a degradation 
path, we first generate a sequence of X, values using the AR model, either by resampling 
the AR model residuals for e,-, or by fitting a distribution to the residuals (which should 
be approximately iid) and drawing random samples from this distribution. In large 
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samples, these two methods for generating et- yield similar results. The first method, 
however, is preferred when a large data set is available because it does not require 
modeling and is therefore easier to carry out. Having obtained a sequence of Xt- values, 
we then transform each value of X,- back to W{ by multiplying by the corresponding 
factor o, and relocating by adding the appropriate and finally we sum them up. The 
simulated degradation paths can then be used to estimate the probability distributions 
of interest. 
Example 2.3.3 For the standardized PDD X, shown in Figure 2.6 corresponding to 
Boulder, Colorado, a time series analysis using the autocorrelation function (ACF) and 
the partial autocorrelation function (PACF) plots suggest that a low-order AR model 
may be appropriate. Using ML estimation with AIC criterion (see, for example, Brock-
well and Davis (1995), p. 169 ) suggested an AR(1) model 
X, = 0xX,_i + e, 
with parameters oi = 0.49 is selected. Model diagnostics indicate that the AR(1) model 
is adequate. Fitting an AR(2) or AR(3) model to the data instead and comparing the 
results with those for AR(1) suggests that the final results (e.g. distributions related to 
cumulative degradation) are robust with respect to the choice of the order of the AR 
model. 
Figure 2.7 shows a plot of ten simulated degradation paths through a period of five 
years in Boulder, Colorado, starting on January 1 and assuming the initial degradation 
DQ = 0. The sinusoidal shape of the paths is due to seasonal change. The steep slopes 
in each path correspond to summer months, when the degradation rate is highest due 
to the longer days, higher temperature, and more intense solar radiation. During winter 
the environmental conditions are less harmful to the degradable material, and so the 
degradation rate is slow by comparison, demonstrated by the nearly zero slopes. 
• 
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Figure 2.7 Ten Simulated Degradation Paths from Time Series Modeling of 
Daily Degradation for Boulder, CO, starting on January 1 and 
assuming D0 = 0. 
2.3.4 Estimation of the Distributions of Cumulative Degradation 
The distribution of total cumulative degradation at any given point in time can be 
approximated by simulating a large number of the degradation paths and using the 
empirical distribution of the cumulative degradation at the given time point. 
The limiting distribution of the cumulative degradation when the time of prediction 
becomes very large provides a useful approximation. With an AR(p) model for X,, the 
distribution of ^3"=1 atX, tends to normal as n increases (by using Theorem 6.3.4, p. 
329, Fuller (1996)), and therefore the cumulative degradation 2"=i a«W> tends to normal 
also. To be more precise, the distribution of the total cumulative degradation with an 
AR(p) model for t = r years when r is large, is 
365 365 
D(t;*[0,i],e) ~  Ar(D0 +  r £ > ,  r (£«?)v) ,  (2 .6)  
1=1 1=1 
where V depends on the order of the AR(p) model and its parameter values. The 
23 
Figure 2.8 Histogram of Total Cumulative Degradation in 5 Years using 
10,000 Simulated Degradation Paths for Boulder, CO. 
derivation of this result is given in Appendix A. 
Example 2.3.4 Figure 2.8 represents the distribution of the total cumulative degrada­
tion in Boulder, CO in five years of exposure, based on using 10,000 simulated degrada­
tion paths. 
The bell-shaped curve of the histogram suggests a normal distribution for the cu­
mulative degradation. The normal probability plot of the histogram in Figure 2.8 
substantiates the normal distribution behavior of the cumulative degradation. This 
result is consistent with the limiting result in (2.6). For solar reflector materials ex­
posed to the outdoor elements in Boulder and using AR(1) model, = 9.054 and 
Œiîi aiW = 0.20727. For five years, the mean and standard deviation of the total cu­
mulative degradation according to (2.6) are 9.054x5 — 45.27 and V0.20727 x 5 = 1.018. 
As a comparison, the mean and standard deviation of the distribution of simulated cu­
mulative degradation depicted in the histogram are 45.26 and 1.017, respectively. 
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Figure 2.9 Normal Probability Plot of Total Cumulative Degradation in 5 
Years using 10,000 Simulated Degradation Paths for Boulder, 
CO. 
• 
2.3.5 Estimation of the Distribution of Failure Time 
As in the case of the distribution of cumulative degradation, simulated degradation 
paths can be used to estimate the distribution of failure time. To do this, we first generate 
a degradation path D(t) and note the time when it hits the failure level a. Repeating the 
procedure a large number of times will give an estimate of the failure time distribution. 
Based on this distribution, reliability metrics of interest such as failure time quantiles 
and failure probabilities can be estimated. 
Example 2.3.5 Figure 2.10 shows ten simulated degradation paths for the solar reflec­
tor material exposed to the weather conditions at Boulder under the specification that 
the failure level is at 50% loss in reflectance and assuming DQ = 0. The histogram in 
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Figure 2.10 Ten Simulated Degradation Paths from Daily Degradation 
Modeling of Boulder, CO Weather Data, with a Failure Level 
at 50%, starting on January 1 and assuming D0 = 0. 
Figure 2.11 gives the corresponding distribution of failure time using 10,000 simulations 
at the failure level of 50%. 
• 
2.4 Approximate Confidence Interval for Reliability Metrics 
The method described in Section 2.3 allows for the evaluation of the distributions of 
cumulative degradation and failure time resulting from the variability in the environment 
for a given model parameter vector 6. 6 is assumed to be fixed but unknown, and their 
estimated values are used throughout the implementation of the procedure. 
There is, however, uncertainty associated with 9. Confidence intervals for the reli­
ability metrics related to the degradation, such as the probability of failure in r years 
and the failure quantile for a given failure level, can be used to reflect this uncertainty. 
I ! I I 
I960 2000 2050 2100 
Time (Day*) 
Figure 2.11 Histogram of Failure Times for Boulder, CO with a Failure 
Level at 50%, based on 10,000 Simulated Degradation Paths. 
2.4.1 Reliability Metrics as a Function of 6 
One straightforward way to obtain the confidence intervals is by using the large-
sample normal approximation method for maximum likelihood (ML) estimate. In what 
follows, we will illustrate the computation of confidence intervals only for tp, the p 
failure time quantile at some specified level of failure. Application of the method for 
other functions of 6 such as the probability of failure in r years is similar. For simplicity, 
we will suppress the notation of degradation rate model and weather in the following 
discussion. This is because, even though they do affect tp, the degradation rate model 
and the complete weather data set for the given location are fixed inputs. 
Under our time series modeling scheme, the failure time quantile is a function of 6 
and a time series model for the daily degradation that also depends on 6, i.e., 
tp=g(0,TSM{6}). 
Here TSM{0} denotes a time series model among the set of models that adequately 
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describe the daily degradation Wi generated by using 0 in the degradation rate model. 
TSM{d} appears as an argument of the function is because there are more than one 
competing time series model for modeling the daily degradation Wi and each adequate 
model is likely to yield a different value of tp. 
For constructing confidence intervals, we will use numerical perturbation of 0 about 
0. Small perturbations of 0 about 0 typically do not affect the parametric model used 
to describe the data generated by 0. This is true of our example involving the daily 
degradation Wi for Boulder, for which the AR model of the same order is enough to 
describe the standardized W,'s corresponding to small perturbations about 0. As such, 
it is enough to fix the time series model. Then the failure time quantile is a function of 
just 0, i.e., tp = g(0). 
The standard construction of normal-approximation confidence interval with ML 
estimators can now be applied. This will be discussed briefly in the next section. 
2.4.2 Procedure for Constructing Approximate Confidence Intervals 
Suppose that tp = g(0). Let 0 denote the ML estimate of 0. Then by the invariance 
property of ML estimators, tp = g(0). The covariance matrix of 0, Eg, is typically 
computed in ML estimation, and an estimate of the variance of tp is given by 
Var (tp) = dg(0)1 dg(0) d0 d0 
where the derivatives are evaluated at 0 = 0. The expression for the variance requires 
the computation of the partial derivative of each parameter in the parameter vector 
0. Because no closed-form expressions are available for these derivatives in our esti­
mation procedure, the estimation of the variance is accomplished by using numerical 
perturbation. 
Under suitable regularity conditions, the limiting distribution of studentized tp = 
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g { 0 )  is normal, i.e., 
tv ~ 4 
yj\irfy 
~ #(0,1), 
so that an approximate 100(1 — a)% normal-approximation confidence interval is given 
by 
rp±z(i_a/2)\/var(fp), 
where 2i_q/2 is the 1  —  a / 2  quantile of the standard normal distribution. 
An alternative method for constructing a confidence interval for a positive quantity 
is to use the approximation 
log(îp) - log(fp) . 
y/Var(log(fp)) 
WI) ,  
where yVar(log(tp)) = y Var (tp)/tp. For more discussion on the use of this assumption, 
see Meeker and Escobar (1998, p. 163). Then an approximate 100(1 — a)% confidence 
interval is given by 
[fp/tu, îpw\, (2.7) 
where w = exp 2(l-a/2)VVarft)/^ This approach has the advantage that the in­
terval endpoints are always positive. We will use this approach for construction of a 
confidence interval in the following example. 
Example 2.4.1 The ML estimate of 6 is given in Example 2.2.1. The covariance matrix 
for 9 = (log>l,C,P,£) is 
s§ = 
3.3988 -0.045322 
-0.045322 0.0016402 
14.589 -0.53596 
-1094.2 14.589 
14.589 -1094.2 
-0.53596 14.589 
176.01 -4728.5 
-4728.5 354649.0 
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Figure 2.12 Plots of Change in t,2s versus Change in each of the 4 Param­
eters for Boulder. CO. 
We shall consider t.25, the .25 quantile of the failure-time distribution, for Boulder. 
To compute the variance of t.25, dg(0)/d0, the partial derivative of g(0) with respect 
to each parameter, will have to be calculated. The four plots in Figure 2.12 show the 
change in f.25 versus a small change in parameters A, C, V and £. Each value of Z.25 in 
the plot was obtained from 10,000 simulations. The linear trend in each plot suggests 
that the slope can be used to approximate the partial derivative. Therefore we have 
dg(8) , _ ( dg(9) dg(6) dg(6) dg(e)\ . 
30 15 VdlogA' ÔC ' dV ' dS ) le 
f ,dg(0) dg(0) dg(0) dg{0)\ , 
V dA ' dC ' dV ' dS J le 
= (-711.32, -28000, -100,2.586)) 
and so 
Var(?2s) = \dg(0) 1 
! 
Sa 
\dg(0) 
L d0 \ ^8 L de 
= 8765217. 
The value of t.25 obtained from simulation is equal to 2009 days, or about five and 
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a half years. Since w = exp(20.95\JVax(tp)/tp) = exp(1.96\/8765217/2009) = 17.96, by 
the expression in (2.7) an approximate 95% confidence interval for i.25 is 
[2009/17.96, 2009 x 17.96] = [112, 36081], 
The interval is extremely wide. This is the result of the large uncertainty in the 
parameters A. C, V and S , reflected in the covariance matrix. The interval width 
could be reduced by using a larger sample size in the laboratory test and by designing 
a test to focus on particular reliability metrics of interest. Use of repeated measures 
of degradation on each solar reflector material sample instead of the single measure 
reported by Jorgensen et al. (1996) would also have improved estimation precision. 
• 
2.5 Additional Example: Fort Peck, Montana 
As further application of the methodology of modeling the daily degradation and 
comparison to the results from the Boulder data, we will present the results for using 
the degradation rate model for solar reflector materials and the weather data from Fort 
Peck, Montana in this section. 
The PDD data for Fort Peck, Montana is shown in Figure 2.13. Comparing them with 
Figure 2.3, we see that the Boulder PDD data have higher peaks and larger variability 
than the Fort Peck data. Fort Peck lies at a higher latitude than Boulder (48.3° North 
vs. 40.1° North), and therefore the average daily amount of solar radiation it receives is 
less and the average temperature is lower than those in Boulder. This explains its lower 
average peak. Also for the same reason, there is less degradation during winter months 
with less variability. 
As for the modeling of the Fort Peck standardized daily degradation X{, the ACF 
and PACF plots indicate that an AR(5) or an AR(8) process might be a good model. 
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Figure 2.13 Predicted Daily Degradation Wi at Fort Peck, MT from Apr. 
1995 to Aug. 2000. 
Fitting an AR model with an AIC criterion gives an AR(5) model with parameters $ = 
(0.494, —0.0246,0.0524, —0.00441,0.0678). Using this AR model gives us the histogram 
of total cumulative degradation in five years shown in Figure 2.14. Compared with the 
histogram for Boulder in Figure 2.8, the mean total cumulative degradation for Fort 
Peck is much smaller than that for Boulder (30.08 vs. 45.26), as expected. The variance 
for Fort Peck is also smaller (0.824 vs. 1.035). 
We next calculate the mean and variance of the five-year cumulative degradation at 
Fort Peck according to the limiting distribution given in (2.6). For AR(5) with $ = 
(0.494, -0.0246, 0.0524, -0.00441, 0.0678), = 6.018 and (£Sai)^ = 0.1634. 
These translate to a mean and a standard deviation of five-year cumulative degradation 
of 6.018 x 5 = 30.09 and \/0.1634 x 5 = 0.904. These numbers are in good agreement 
with the mean and standard deviation from the histogram, which are 30.08 and 0.908, 
respectively. 
Figure 2.15 depicts the histogram of failure time at the failure level a = 50% for 
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Figure 2.14 Histogram of Total Cumulative Degradation in 5 Years using 
10,000 Simulated Degradation Paths for Fort Peck, MT. 
Fort Peck. Comparing with the histogram for Boulder given in Figure 2.10, two major 
differences are apparent. First, there is a bimodal distribution for the failure time at 
Fort Peck, with one mode much smaller than the other, and second, it takes more time 
for failure to occur in Fort Peck than in Boulder (most of the distributional mass for 
Boulder lies between 1950 and 2080 days, whereas for Fort Peck most of the distribution 
is between 2800 and 3200 days). Fort Peck has a longer life distribution because there 
is, on average, less UV radiation and lower temperature at the higher latitude of its 
location, resulting in slower degradation rate. 
The bimodality in Figure 2.15 is caused by the nearly zero slopes of the degradation 
paths during winter time. This can be best explained by looking at the plot in Figure 
2.16. The failure times in the plot occur when the paths intersect the degradation line 
at 50% (the failure level). The smaller clump of failure times arise from the fact some of 
the degradation paths cross the failure line early before the winter sets in. During the 
winter the degradation paths that are still below the failure level move almost in parallel 
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to the horizontal line because of the slow degradation rate. Very few degradation paths 
cross the failure level during this time. This is reflected in the histogram by the near 
absence of failure times between 2880 and 2960 days. After winter, the slopes of the 
paths increase, and the yet-to-fail paths eventually cross the failure level at 50% , giving 
rise to the second and larger clump of failure times in the histogram. 
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Figure 2.15 Histogram of Simulated Failure Times for Fort Peck, MT with 
a Failure Level at 50%, based on 10,000 Simulated Degradation 
Paths. 
2.6 Concluding Remarks and Areas of Future Research 
In this paper, we have presented and illustrated a method to estimate degradation 
reliability measures for degradation processes induced by exposure to outdoor envi­
ronments. The method provides an easier alternative to the more challenging task of 
developing a parametric model for the joint behavior of environmental variables. 
Our method requires only an adequate parametric model for the daily degradation, 
which is univariate. Obtaining such a model may, however, be difficult, especially in 
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Figure 2.16 Thirty Simulated Degradation Paths from Time Series Model­
ing of Daily Degradation for Fort Peck, MT with Failure Level 
at 50%. 
applications with complicated chemical reactions with more than one rate constant. 
The data for daily degradation, estimated or observed, may consist of multiple types 
of degradation. For example, the degradation rate of a weathering-degradable material 
may depend on the presence of water or snow on its surface. The degradation data of 
such material may be more difficult to characterize using a univariate time series model, 
the approach which we use in this paper. It may involve, for example, determining 
separate models depending on the presence and the type of precipitation present on the 
degrading material. 
There is, however, a nonparametric method that can handle such situations. Boot­
strap methods can be used to directly resample from the daily degradation data to 
estimate the degradation and failure time distributions. These methods do not require a 
search for a model and do not depend on the nature of the daily degradation data. They 
do, nevertheless, have some implementation issues that need to be addressed before they 
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can be used, namely using blocks of data for resampling and determining the block size. 
These methods are under investigation. 
Another outgrowth of the work presented in this paper that we are currently working 
on is the extension of the degradation model to include random parameters 6 that would 
allow for unit-to-unit or batch-to-batch variability. The presence of two random sources 
of variability, $(() and 9, will induce new reliability measures and interpretations. 
Other related areas worthy of future investigation include the distribution of cumu­
lative degradation as a mixture of different environments, and as a mixture of multiple 
batches of products introduced into the service environment at different times. 
2.7 Appendix 
Derivation of the Limiting Distribution of D { t \  9 )  
We first quote Theorem 6.3.4 on page 329, Fuller (1996): 
Theorem 1 Let {Xt : t 6 T = (0, ±1, ±2,... )} be a time series defined by 
00 
Xt = ^2 aiet-i' j=o 
where ^°10 |q:| < oo, and the ej are independent (0, a2) random variables with distri­
bution functions Ft(e) such that 
lim sup I e2 dFt(e) = 0. S->oo teT J|e|>5 
Let be a sequence of real numbers satisfying the following conditions: 
1. limn-*» C? = oo, 
& linw C2/(£r=i C?) = 0, 
3. lim^GUC,2)"1 CtCt+W = g(k), h = 0,±1,±2,.... 
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Define V = 23fcL-<» 9{h)~tx(h) # 0, where fx(h) is the autocovariance function of 
X at lag h. Then 
( ± W ± C , X ,  - i *  JV(o,K). 
(=1 (=1 
• 
An autoregressive model of order p, AR(p), i.e., 
Xi = + à^Xi-i + ... + OpXi.p + 
that has independent and normal errors e,- satisfies the hypotheses of Theorem 1. The 
sequence a,-, i = 1,2,..., defined in Section 2.3.2 meets Conditions 1 and 2. The function 
g{h) in Condition 3 is obtained by the following theorem: 
Theorem 2 Let be a sequence of nonnegative real numbers, not all zeros, with 
period r, i.e., at+JT = at for all t and s € N. Define 
r--*n+mh „ „ 
3nW = . "'I™ 
Zvt=l at 
where m. h € Z Then 
g ( h )  s lim s„(A) = 
n
-
+
°° Lt=i at 
Proof Without loss of generality, let 0 < \rnh\ < n. Then 
Er=imA _ ELi a«a<-nAi . # 
where K is equal to - £"=n+m/i+i atat+|/,| when mh < 0 and atat+\h\ when mh > 
0. But \K\ < \mh\maxi<£<T{atot+|/l|}, so the second term vanishes as n —y oo. Now 
note that for any n 
ELi a<qt+|/i| _ k Et=i 
fc£Li««a-fc 
where A: = fn/r] and 0 < < Et=i atat+|A|, 0 < 62 < Et=i at • Therefore, as n ->• oc, 
k —• 00 and so 
g(A) = • 
2^t=i "t 
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Note that g ( h )  is periodic with the same period as a,- and is an even function with 
respect to integer arguments. Thus, we can write V — EaL-oo 9(h)~fx(h) = </(0)7x(0) + 
2 EaLi sWfx(h), where ~fx{h) is the autocovariance function for time series Xt. For a 
stationary AR(p) model, 7x(/i) is infinitely summable, and since g(h) is bounded, the 
infinite sum in the expression for V is convergent. To compute V, we need to obtain the 
autocovariance function 7x{h) explicitly. For an AR(p) model, this entails solving the 
Yule-Walker equations: 
where <r2 is the variance of the error term in the AR(p) model, and we have dropped 
the X subscript for convenience. The solution to the Yule-Walker equations is readily 
available in numerous time series softwares. 
Thus, by Theorem 1, 
Since for t = n days, D{t: <5[O,t],0) = D0 + = D0 + £"=1 f>,- + £"=1 atX„ we 
have thus derived the expression in (2.6). 
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3 ESTIMATION OF DEGRADATION-BASED 
RELIABILITY IN OUTDOOR ENVIRONMENTS WITH 
RANDOM PARAMETERS 
A paper to be submitted to Technometrics 
Victor Chan and William Q. Meeker 
Abstract 
Some products or materials, such as paints and coatings, degrade over time from 
exposure to outdoor environments. Estimation of metrics related to failure due to such 
degradation is an important and interesting reliability problem. This paper introduces a 
method, based on a degradation rate model, that takes into account two sources of vari­
ability: environmental uncertainty and unit-to-unit differences. The proposed method 
involves modeling degradation-related quantities using multivariate time series. An ap­
proximation based on a Taylor series expansion is used to allow estimation of reliability 
metrics when an adequate model for the environmental variables is not available. We 
employ a Bayesian hierarchical model to characterize the variability and uncertainty 
related to unit-to-unit variability. The degradation of a solar reflector material is used 
as an illustrative example. 
Key words: Taylor Approximation, Time Series, Service Life Prediction, Hierarchi­
cal Bayesian Model. 
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3.1 Introduction 
3.1.1 Motivation 
Accelerated tests are used widely to obtain timely information on the reliability and 
durability of certain products and materials. These tests use high levels of accelerat­
ing variables such as temperature to obtain information quickly. Then a model is used 
to predict reliability at use conditions. These methods axe commonly used for testing 
various electrical, mechanical, and chemical products. See Nelson (1990) for more infor­
mation and examples. Accelerated test methods have been less successful, however, in 
predicting service life of products subjected to outdoor weathering. 
For example, there is an increasing need within the organic chemical industry to be 
able to provide reliable predictions of the service life of coating system products. These 
products degrade over time as a result of exposure to outdoor environmental elements 
and eventually fail. Traditional accelerated test methodology in the paints and coatings 
industry involves expensive and time-consuming outdoor exposure testing. Outdoor 
tests in Florida are used to mimic hot, humid environments, while Arizona is used to 
mimic hot dry environments. Indoor accelerated tests have also been attempted. Such 
tests axe generally conducted by rapidly cycling environmental variables and correlating 
the results with outdoor exposure data. There has been, however, a lack of success 
with the indoor accelerated test methodology. For instance, even when attempting to 
compare different formulations of organic coatings, rankings suggested by indoor versus 
outdoor tests axe often different. 
There have been calls to replace conventional methods with a better and more re­
liable approach based on the physics/chemistry of the degradation mechanism (e.g., 
Martin, 1999; Picket and Gardner, 2001). Chan and Meeker (2001) propose a statistical 
methodology in this direction that addresses the issue of estimating reliability or risk 
assessment measures such as the distribution of cumulative degradation of a weathering-
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degradable material for an exposure of x years. The methodology considers the case in 
which variability in the environmentcil variables is the dominant source of randomness 
in degradation. 
In many applications, environmental unpredictability is not the only factor contribut­
ing to the overall variability in the service life prediction of coatings. There may also be 
large unit-to-unit or batch-to-batch differences in the product to consider. Such variabil­
ity could be an important factor in service life prediction and so should be characterized 
and taken into account. 
3.1.2 Objective 
This paper proposes a method to estimate degradation-based reliability measures for 
weathering-degradable materials that extends the approach outlined in Chan and Meeker 
(2001) by adding an additional source of variability due to unit-to-unit differences. The 
underlying premise in both of these papers is that there is available a model for the 
degradation rate, denoted by the function h(t; W(t), 0) where t is time, $ is a vector 
of environmental factors, and 0 is the parameter vector. The degradation rate model 
characterizes the degradation behavior of a particular material or system. 
In mass commercial production of coatings, not every manufactured batch of the 
same coating material has exactly the same degradation rate function. The differences 
could arise from inconsistencies in the chemical formulation due to mixing, variation in 
the manufacturing process inputs, ambient conditions and so forth. To characterize the 
unit-to-unit or batch-to-batch variability, we allow the vector 9 in h(t; $((),#) to vary 
from unit to unit or batch to batch. Therefore, degradation is subject to two sources 
of variability, one due to the environment represented by $(() and the other due to 
the random parameter vector 6 reflecting unit-to-unit or batch-to-batch differences. For 
simplicity and without loss of generality, throughout this paper we will refer only to 
unit-to-unit differences. 
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3.1.3 Related Work 
For recent work pertaining to the service life prediction of paints and coatings prod­
ucts, see Bauer and Martin (1999) and Bauer and Martin (2001). Description of service 
life prediction methodologies used in the coatings industry and comparison with the 
methods used in other industries are given by Martin et al. (1996). 
Degradation-based reliability analysis has not received much attention from researchers 
in the past; not surprisingly, the volume of literature on this field is limited. Some dis­
cussion can be found in Chapter 11 of Nelson (1990), Chapter 7 of Tobias and Trindade 
(1995), and Chapters 13 and 21 of Meeker and Escobar (1998). Literature on reliability 
and survival in highly variable environments is also limited. Saunders (1970) presents 
a discussion on the use of Miner's rule for linear degradation. Singpurwalla (1995) 
provides a survey of failure models characterized by stochastic and shock processes for 
items subjected to dynamic environments. Nelson (2001) outlines general models and 
data analysis methods in the framework of accelerated tests to predict reliability for 
units exposed to different stresses over time. 
3.1.4 Overview 
Section 2 outlines the model used in this paper and gives the definition for failure. 
In Section 3, the reliability metrics of interest are introduced. The predicted daily 
degradation (FDD) approach to estimate reliability metrics of interest, first proposed 
in Chan and Meeker (2001), is discussed in Section 4. This section also outlines the 
difficulty associated with direct application of the FDD approach to the case where 
the parameters are random. Section 5 describes an approximation method (based on a 
Taylor series approximation) that overcomes the difficulty, and shows how to assess the 
adequacy of the approximation. A Bayesian approach for estimating the distribution of 
the parameters in 6 is presented in Section 6. Section 7 describes the scheme to model the 
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predicted daily degradation and related quantities using a multivariate autoregressive 
time series model. Section 8 gives the algorithm for computing reliability metrics of 
interest. In Section 9, we show how confidence interval for reliability metrics can, in 
principle, be constructed. Section 10 contains some concluding remarks and outlines 
areas for future research. 
3.2 Model 
3.2.1 General Model 
Following Chan and Meeker (2001), we use the following general cumulative degra­
dation model 
where D(f; $[0,f],#) is the total cumulative degradation at time t, h(t-, V(t),9) is the 
degradation rate function, $(t) is the random vector representing the outdoor environ­
mental variables at time t, 6 is the random parameter vector that accounts for unit-
to-unit differences, <P[0, f] denotes the stochastic process for the environmental stress in 
the time interval [0, t], and Do is the level of degradation at time 0. In most product 
degradation applications, the degradation rate /%(<; $((),#) is a nonnegative function, 
so that the cumulative degradation D{t: ^[O.t],#) is nondecreasing. Because 9 repre­
sents intrinsic material properties of a particular unit at the time of manufacture, it is 
reasonable to assume that $(<) and 9 are statistically independent. We will make this 
assumption throughout this paper. 
Note that the random vector #(f) representing the environmental factors is theoret­
ically a continuous stochastic process. To make applications tractable computationally, 
we use a discretized version of \P(t) so that the integral in the equation can be approxi­
mated with a Riemann sum. 
(3.1) 
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3.2.2 Degradation Rate Model 
The degradation rate h ( t ;  $(t),0) establishes the relationship between the effect of 
exposure to environmental variables and the amount of cumulative degradation accu­
mulated over time. The model for the rate should be developed from a combination of 
physical/chemical principles and laboratory experiments. Integrating the degradation 
rate with respect to time yields the total cumulative degradation, as expressed in (3.1). 
Example 3.2.1 Degradation Rate Model for a Solar Reflector Material 
Jorgensen et al. (1996) proposed a degradation rate model to explain the loss in 
performance for a solar reflector material called ECP-300A. Performance of the material 
is expressed in terms of hemispherical reflectance as a percentage of light reflected. 
Three outdoor environmental variables, namely UV radiation intensity, temperature and 
relative humidity, are the primary factors that affect the degradation in the material. 
The degradation rate used by Jorgensen et al. (1996) is given by 
h(t; #(f), Q) = AU{t)T(t)-Be-£IT(t)eRWc+VITW) (3.2) 
where U is the amount of ultraviolet irradiation in the 290-320nm band, T is the tem­
perature on the Kelvin scale and R is the relative humidity, expressed as a percentage. 
Here $ corresponds to (U,T,R) and 6 to (A, 5,C,D, €). In their paper, Jorgensen et 
al. assumed the parameters in 6 are constant. They conducted an experiment that in­
volved exposing samples of the solar reflector material to various levels of temperature, 
relative humitidity and ultraviolet light and measuring the time-averaged hemispherical 
reflectance at 400 nm. Using the data, they estimated the values of $ using nonlinear 
least squares. The estimates were: A = 3.5 x 105 KBm2/J, B = —1.22, C — 0.132, 
V = -40.1K, S = 2339K. 
The model in (3.2) is known as an Eyring model (Eyring, Gladstones, and Laidler, 
1941). In most applications of this model, the parameter B is assumed to be given and 
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typical values axe in the range of 0 to 1. This parameter is supposed to be related to the 
nature of the chemical reaction, but is rarely known in practice and is difficult to estimate 
from data because its estimates will be highly correlated with S and V. In this paper 
we will set B = 0. This special case of the Eyring model corresponds to the commonly 
used Arrhenius model for rate dependence on temperature. Using the Arrhenius model 
reduces the number of parameters of the model from five to four. Because the terms 
inside the exponential dominate in determining the rate, this modification has only a 
small effect on the output of the model. 
The least squares estimates of the parameters of this reduced model are A = 0.1023 m2/J, 
C = 0.1299, V = —40.08K, S = 2634.9 K. Comparisons between the degradation pat­
terns from the simplified model and from Jorgensen et al.'s model resulting from the 
outdoor environments show very little difference. 
0 
3.2.3 Failure Definition 
In the context of degradation, failure is defined as the event occuring when the 
cumulative degradation first exceeds the failure level. By this definition and letting a 
denote the failure level, the probability of failure at time t is given by Pr(D(t; $[0, f], 9) > 
a ) .  I n  a  s i m i l a r  m a n n e r ,  t h e  f a i l u r e  t i m e  T j  i s  t h e  f i r s t  t i m e  a t  w h i c h  D ( t - ,  $ [ 0 ,  f ] , 0 )  
exceeds the failure level, i.e., inf{£ : D(t] $[0, t],0) > a}. The choice of a maybe 
somewhat arbitrary, but as suggested on page 25 of Nelson (1990), the choice should be 
purposeful. For a coating system, engineering considerations and perceptions based on 
customer inputs are often used as a basis for the choice. 
Note that because we assume the cumulative degradation D ( t ;  #[0, f], 9 )  is nonde-
creasing, the failure time event {T/ < t} is the same as the failure event $[0, f], 9) > 
a)}, so that 
Pr(T,<f) = Pr(D((;$[0,f],6)>a). 
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Because of the equivalence, we will just focus on Pr( D ( t ;  \P[O,£],0) > a )  in the rest of 
the paper. 
3.3 Reliability Metrics of Interest 
Possible reliability metrics of interest related to the cumulative degradation D ( t ;  $[0, < ] ,  6 )  
at a fixed time t include probability of failure Pr(D(t] *P[0, <], fl) > a), conditional prob­
a b i l i t y  o f  f a i l u r e  g i v e n  t h e  e n v i r o n m e n t a l  r e a l i z a t i o n  P r  * & [ 0 ,  t ] , 9 )  >  a  
c o n d i t i o n a l  p r o b a b i l i t y  o f  f a i l u r e  g i v e n  t h e  p a r a m e t e r  v e c t o r  P r  $ [ 0 ,  t ] ,  8 )  >  a  j  0^,  
and quantiles of these distributions. These will be discussed in the remainder of this 
section. 
3.3.1 Probability of Failure 
The probability of failure Pr(Z)(t; $[0,f],6) > a) = p for a given time t can be in­
terpreted as the event that, out of a large number of independent trials of randomly 
choosing a combination of an environmental realization in the interval [0, <] and a unit 
from the total population of products, 100p% of the trials result in failure. This prob­
ability is useful in answering questions such as: What is the probability of failure in, 
say, 5 years, of a randomly selected product (or equivalently, the probability of failure 
time of the product Tj being less than 5 years) exposed to a random environment with 
a known distribution? 
Example 3.3.1 Figure 3.1 shows 20 simulated degradation paths (cumulative degra­
dation as a function of time) for five years corresponding to possible degradation of 
solar reflector materials (described in Section 3.2.1) exposed to outdoor weathering in 
Boulder, Colorado. Each degradation path D(t] *[0, t],0) in Figure 3.1 corresponds to 
a combination of a realization of the environment $[0, t] and an outcome of the random 
parameter 0, each according to its own distribution. A large number of such simulated 
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paths will allow an evaluation of the distribution of cumulative degradation. The wiggly 
nature of the paths is due to the seasonal variation of the weather. During the summer, 
degradation occurs at a rapid rate because of the strong UV rays and high temperature. 
On the other hand, the low temperatures and less intense UV radiation during the win­
ter cause the solar materials to degrade slowly, resulting in the periods of time when the 
paths axe nearly flat. Because the failure level of the solar reflectance material is not 
defined by Jorgensen et al (1996), we arbitrarily specify the failure level to be at 47% 
loss in reflectance. 
Figure 3.1 Twenty Simulated Degradation Paths, each Corresponding to a 
Random Environmental Realization # and a Random Value of 
9, for Solar Reflector Material at Boulder, CO. 
The bell-shaped curve at the end of the degradation paths in Figure 3.1 represents 
the distribution of the total cumulative degradation after five years. The proportion 
of the distribution (for a much larger number of realizations not shown in the plot) 
exceeding the failure level is about 35%, and therefore Pr(Z)(t; $[O,<],0) > a) ss 0.35. 
This number is interpreted as the probability of failure at time t = 5 years in the future 
5^ 
47-r 
0 3 5 
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due to the variability in the environment within the time interval [0, t] for a random 
choice of a unit in the population of degradation materials. 
0 
3.3.2 Conditional Probability of Failure Given an Environmental Real­
ization 
The conditional probability Pr ^ D ( t \  $[O,<],0) > a  ^[0,t]j can be interpreted 
as the fraction of the population of units that will fail by time t, given a particular 
environmental realization #[0, f] (i.e., fixing the environment according to one of its 
possible outcomes) for the time interval [0, t\. 
When the environmental outcome ^[0, t] is fixed, the cumulative degradation is a 
function of the parameter vector 0 only, reflecting unit-to-unit variability. Each unit 
is subjected to the same fixed environmental realization $[0, f], and the conditional 
probability characterizes the fraction of the population whose degradation exceeds the 
failure level at time t. This is equivalent to putting a large population of units in the 
field at the same time at the same location (and so each unit is subjected to the same 
weather pattern) and evaluating the fraction of the population that has failed at time t. 
Example 3.3.2 Figure 3.2 displays two sets of 10 simulated degradation paths for the 
solar reflector material exposed to the outdoor elements in Boulder, Colorado. The solid 
lines correspond to an environmental realization $%, and the dashed lines represent 
another environmental realization $%. The two environmental realizations were chosen 
so that, for the purpose of illustration in this example, their paths are near the extreme 
among the set of all paths and thus far apart from each other. Each path (with a 
matching path in $%) corresponds to a different outcome of 0 (i.e., a randomly selected 
unit in the population of the solar reflector material). The failure level is taken to be 
a = 47% loss in reflectance as before. 
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Figure 3.2 Two Sets of Simulated Degradation Paths for Solar Reflector 
Materials at Boulder, CO, each Set corresponding to an Envi­
ronmental Realization. 
For environmental realization #1, a large number of such simulated degradation 
paths, each representing an outcome of 0, will yield an evaluation of the distribution 
of cumulative degradation D(t; #[0, <], 0), conditional on #[0, t] = $i. The bell-shaped 
distribution labeled by 1 in the plot represents this distribution. Similarly, the distribu­
tion labeled by 2 corresponds to the estimated distribution of D(t-, $[0, t], 0) conditional 
<f[0,£] = The proportion of each distribution exceeding the failure level is the con­
ditional probability of failure, given the corresponding environmental realization. For 
$i, this is about 55%, and so the failure fraction is Pr ^D(t; \P[O,t],0) > a $[0,f] = 
« 0.55 for t = 5 years. The distribution for has almost no mass greater than the 
failure level, and therefore Pr $[0, f], 0)>a $[0, t] = % 0 for f = 5 years. 
• 
The conditional probability Pr (^D(t: ^ [0,f],fl) > a ^[0, t]j can be viewed as a 
random variable because the actual environment $[0,<] is random. The distribution of 
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this conditional probability allows us to focus on the effect of environmental variability 
on the failure tendency of the population of products. The distribution can be used to 
answer questions such as: What is the probability that no more than 5% of exposed 
units will fail from weathering after 5 years of exposure, given that all the units go to 
the field at a particular geographical location at about the same time (i.e., all units 
experience the same environmental realization)? 
Example 3.3.3 In Figure 3.2 from Example 3.3.2, the two values of fraction failing, 
0.55 and 0, corresponding to and respectively, represent two outcomes of the con­
ditional probability given an environmental realization Pr ^D(t; #[0, t], 9)>a $[0, t\*j. 
Generating a large number of environmental realizations #i, #2, • • • according to the dis­
tribution of $, together with a large number of outcomes of 9 for each $, and tabulating 
the probabilities of failure resulting from the $ realizations will provide an evaluation 
of the distribution of the fraction failing Pr (d(U <P[O,t],0) > a ^[O, t]). 
Figure 3.3 shows a histogram approximating the distribution of the conditional prob­
ability Pr (^D{t; ®[0, t],9) > a #[0, for t = 5 years at Boulder, Colorado. The popu­
lation of units used in this example is based on a given multivariate normal distribution 
of 9 for the solar reflector material. The distributional mass of the histogram represents 
all possible outcomes of the weather at Boulder. Each of the 5000 fraction failing values 
used to construct the histogram is due to a different environmental realization #[0,f]. 
The left tail of histogram, where the fraction failing values are small compared to the 
rest of the values in the histogram, is a result of possible future weather realizations 
that are less harmful to the population of solar reflector material. On the other hand, 
unfavorable weather conditions give rise to the larger fraction failing in the right tail. 
The histogram indicates that, for a population of solar reflector materials subjected 
to the same uncertain future environmental conditions, the fraction of the population 
that will fail in five years is approximately between 0.05 and 0.64. This implies that at 
0.1 02 OJ 04 05 06 
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Figure 3.3 Histogram of 5000 Realizations of Conditional Probability 
Pr #[0, t], 9) > a ^[0, t]^ at a = 47% and t = 5 years for 
Boulder, CO. 
least 36% of the population will definitely survive at the end of five years. More specific 
information can be obtained from the histogram. For example, it can be inferred from the 
histogram that there is approximately a 0.9 probability (the area between 0.2 and 0.5) 
that the fraction of the population that will fail in five years is between 0.2 and 0.5. This 
can be mathematically expressed as Pr 0.2 < Pr $[0, f], 9) > a $[0, t]^ < 0.5 % 
0.9. Such information may be of interest to manufacturers who are concerned about 
warranty issues. 
• 
3.3.3 Conditional Probability of Failure Given Parameter 9 
The conditional probability Pr ^D(f;$[0,f],#) > a j  9^j for a given 9 can be inter­
preted as the probability of failure by time t of the particular unit corresponding to 9, 
due to the random nature of the environment. 
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Figure 3.4 Three Sets of Simulated Degradation Paths for Solar Reflector 
Material at Boulder, CO, each corresponding to a Value of 9. 
As in the case of the conditional probability given $[0,Z] discussed in Section 3.3.2, 
the variable being conditioned on here, namely 9, is also a random quantity. The dis­
tribution of this conditional probability provides information about the failure tendency 
over the entire population of units. This distribution enables one to quantify the fraction 
of the population of products that has a high probability of survival or a high probability 
of failure at the end of the time period of interest. 
Example 3.3.4 Figure 3.4 gives an example illustrating the distribution of Pr (jD{t; $[0, t],8) > 
a | 9^j in terms of degradation paths. The plot shows three sets of degradation paths 
corresponding to three possible values of 9, namely 9\, 02, and 03, corresponding to 
different units of solar reflector material. In each set, there are ten degradation paths 
corresponding to ten realizations of the environment Each degradation path 
was generated using the methodology described later in the paper for the location at 
Boulder, Colorado. 
The bell-shaped curves labeled by 1, 2, and 3 represent the probability densities for 
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the amount of cumulative degradation after five years corresponding to Si, 02, and 03, 
respectively. The proportion of each distribution that exceeds the failure level at a = 47% 
loss in reflectance is an outcome of the conditional probability Pr ^[O,<],0) > 
a | 0^. About 99% of the simulated degradation paths under 0j exceeds the failure level, 
and so Pr #[0, i],0) > a 6 = 0ij % 0.99. Under 02 and 03, virtually all paths lie 
below the failure level, and therefore the conditional probabilities Pr $[0, t], 0) > 
a J 0^ corresponding to these two values of 0 are approximately zero. 
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Figure 3.5 Histogram of 5000 Values of Conditional Probability 
Pr (^D(t; ^[O,<],0) > a 0^ for a = 47% and t = 5 
years. 
Figure 3.5 shows a histogram for Pr ( D ( t ;  ^ [O, t] , 0 )  > a | sj based on 5000 ran­
dom values of 0. The histogram indicates that a large proportion of the values of 
the conditional probability of failure is close or equal to 0 (52% in the far left cell). 
Also a substantial proportion of the conditional probabilities is close to or equal to 1 
(20% in the far right cell). The rest of the conditional probabilities are spread out 
between the two ends. The practical interpretation of the two end columns is as fol-
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lows: approximately 50% of the population of solar reflector materials have zero or 
close to zero probability of failure in five years (and thus are very likely to survive), 
whereas approximately 20% of population will almost definitely fail. Mathematically, 
this can be written as follows: Pr |Pr ^D(t; <5[O,i],0) > a | 0^ < 0.05 as 0.52, and 
Pr [Pr (D(t;*[O,t],0) > a | fl) > 0.95] % 0.20 
In Figure 3.5, within the far left cell (which contains approximately 52% of the 
realizations), approximately 35% of all realizations (and hence approximately 35% of the 
population of units) actually correspond to Pr (^D(t; $[O,t],0) > a | 0^ ss 0, implying 
that approximately 35% of the population with virtual certainty will not fail. This 
interpretation is consistent with the interpretation for Figure 3.3, which indicates that 
approximately 36% of the population will definitely survive. The small deviation is due 
to Monte Carlo error. 
The two spikes in far left and far right cells of the histogram in Figure 3.5 arise from 
the fact that the distribution of 0 generates distributions of cumulative degradation 
conditional on 0 (seen as the bell-shaped curves labeled 1, 2 and 3 in Figure 3.4), most 
of which lie either completely (or almost completely) below or above the failure level. 
This means that the majority of the population of units either will almost definitely 
survive (e.g., with less than 0.05 probability of failure due to the random environment) 
or almost definitely fail (e.g., with greater than 0.95 probability of failure due to the 
random environment). This is in contrast to the distributions of cumulative degradation 
conditional on # (seen as the bell-shaped curves labeled 1 and 2 in Figure 3.2). The 
reason for the difference is that the distributions of cumulative degradation conditional 
on 0 are more variable in terms of their location on the t = 5 years line (seen as 
the vertical line at t = 5 years in both Figures 3.2 and 3.4) than the distributions of 
cumulative degradation conditioned on $[0, (]. 
0 
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3.3.4 Relationship between the Metrics 
Using the fact that 
• for any given two random variables or vectors, say X and Y, and a function /, 
E[E(/(x,y)pf)] = E(/(x,y)), 
• Pr(/(X V) > o) = E(l(/(x,y)>a))t where 1() is the indicator function, 
the expectation of each of the two conditional probabilities is equal to the probability 
of failure, that is, 
F ( t )  = Pr(Z)(<; ^[0,<],6) > a )  
= E[Pr(D((;«[0,t],»)>o| »[0,t])] 
= E[Pr(fl(t;*[0,t],«)>a|«)], 
where the expectations are with respect to $[0, t] and 9, respectively. This fact allows 
us to obtain the probability of failure Pr(Z)(t; $[0,t],S) > a) from either of the two 
conditional distributions by computing its mean. 
Example 3.3.5 The histograms in Figures 3.3 and 3.5 were constructed using the same 
degradation model and distributions of #(t) and 9. The first histogram approximates 
the distribution of Pr (^D(t; $[0, t\,9) > a j #[0, t]j while the second approximates the 
distribution of Pr (^D[t; ^[O,t],0) > a j 9^. The means of the data reflected in the first 
and second histograms are 0.344 and 0.340, respectively. The discrepancy between the 
two numbers is due to the Monte Carlo error in the evaluation of the two conditional 
distributions. The probability of failure Pr(D(t; $[0,f],fl) > a) for t = 5 years and 
failure level a = 47% is therefore approximately equal to 0.34. 
• 
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3.3.5 Evaluating Reliability Metrics of Interest 
Evaluating the distributions associated with degradation is straightforward if it is 
possible to simulate realizations of the environmental variables in $(<). For example, 
the algorithm to evaluate the distribution of Pr (/)(<; ^[0, t],9) > a <P[0,t]^ would 
consist of the following: 
1. Generate a realization of the environment #(() using the model up to time t. 
2. Draw at random a value of 9 from the distribution of 9 that reflects the unit 
characteristics. 
3. Using (3.1), compute the cumulative degradation D ( t ;  W[0, t \ , 9 )  by means of some 
quadrature formula, such as the trapezoidal rule. If D(t; #[0, <], 6) > a, then the 
unit corresponding to the selected value of 9 is considered to have failed by time 
t. 
4. Repeat steps 2 and 3 as many times as necessary to get a good approximation 
of the fraction of the population of units that will have failed by time t for the 
environmental realization generated in step 1. This fraction is one possible outcome 
of the conditional probability Pv(D(t; $[0, t],9) > a \ <5[0, i]). 
5. Repeat steps 1 through 4 to obtain the distribution of the conditional probability. 
The distribution of the other conditional probability Pr{ D ( t ]  $[0, t ] , 9 )  >  a  |  9 )  could be 
obtained in a similar manner. Once either these two distributions have been obtained, 
the mean of the distribution gives the probability of failure Pr(Z?(t; t&[O,t],0) > a). 
Modeling the environmentcil variables as a function of time, however, is not an easy 
task. The three most important variables affecting weathering processes of chemical 
materials are ultraviolet radiation, temperature and humidity. As explained in Chan and 
Meeker (2001), obtaining a parametric model to adequately describe the joint behavior 
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of these three variables at a small temporal scale is difficult and therefore will not be 
attempted here. 
Following the method described in Chan and Meeker (2001), we use an alternative 
approach based on predicted daily degradation that does not require a model for the 
environmental variables #(f). This approach will allow us to simulate degradation paths 
with the two sources of variability, provided that an approximation can be made for the 
d e g r a d a t i o n  r a t e  h ( t ;  # ( ( ) , # ) .  
3.4 Use of Predicted Daily Degradation 
3.4.1 Fixed 9 
Instead of modeling the environment #(f) of a particular-location based on its past 
weather data, our proposed approach models the sequence of predicted daily degradation 
(FDD) values computed using the degradation rate model /i(t; #(f), 9) and weather data. 
For a specified value of 9, the daily degradation accumulated in day i is defined as 
The univariate time series Wi is easier to model than the environmental vector $(() 
(for outdoor weathering, $(f) typically a multivariate stochastic process). Also, the 
temporal scale for modeling using this approach is much larger (on a daily scale) and 
this simplifies the modeling process, compared with modeling #((), which has to be on 
a resolution that is small enough to adequately approximately the integral in (3.1). 
After identifying an adequate time series model for W{, we can use the model to 
generate Monte Carlo simulations of future daily degradation values and evaluate the 
total cumulative degradation at any day in the future for each simulation by summing 
(3.3) 
60 
Wu i.e., 
D(f;$[0,f],9) = D0  +  [  h ( T ; ^ ( r ),0) d r  
Jo 
n  »  n  
= Aj + E/ h ( r ^ ( r ) , 9 ) d r  = YfWi (3.4) 
.=1 '  .=1 
where for simplicity, we let t be exactly n days. 
3.4.2 Random 0 and Implementation Issues 
The method of modeling PDD Wi to obtain reliability metrics of interest has some 
computational and methodological difficulties when 0 is random. One of the main diffi­
culties is computing the sequence of PDD Wi from past weather data for a large number 
of 0 values, which is necessary for simulating random 0. The amount of computer time 
needed to compute the sequence of W, = /dayi h(t\$(t),0) dt will be substantial for a 
large number of realizations of 0 needed for simulation. For instance, the weather data 
that we used for our example in this paper consist of about 5 years of tri-variate time 
series with a resolution of 3 minutes. Computation of a large number of sequences of 
PDD W{ for different values of 0 occurs, for example, in evaluating the distribution of 
the conditional probability Pr ^D(t; #[0, t], 0) > a j 0^j, whose algorithm consists of the 
following steps: 
1. Draw a S at random from the distribution of 0. 
2. Compute the sequence of Wi using the actual weather data for the chosen 0. 
3. Model the sequence of Wi computed in step 2 using a univariate time series model. 
4. Based on the model, generate a large number of simulations of cumulative degra­
dation using the model equation D(t; ^ [O,*],#) = Dq + Wi, to reflect the 
variability in $[0,f]. For each simulated D(t; #[0, (],#), if it is greater than the 
failure level a, then the unit corresponding to the selected value of 0 is considered 
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to have failed by time t. From this large set of simulations, compute the proba­
bility of failure. This yields one possible outcome of the conditional probability 
Pr(D(<;*M,0)>a|0). 
5. Repeat the last four steps as many times as necessary to obtain a good approxima­
t i o n  f o r  t h e  d i s t r i b u t i o n  o f  t h e  c o n d i t i o n a l  p r o b a b i l i t y  P r ( D ( t ;  t y [ 0 ,  < ] , # )  >  a  \  9 ) .  
The amount of computer time required to compute the sequence of for one value of 9 
in our data set is somewhere between three and four minutes using a high-performance 
workstation. Repetition of this calculation for, say, 10,000 values of 9 is not practicable. 
Another difficulty is that the FDD approach does not allow direct separation (or 
decoupling) between the two random sources of variability, which is needed to compute 
the conditional probability Pr(D(f; #[0,f],6) > a | *5[0,£]). This is because the FDD 
approach relies on modeling the sequence of FDD computed from one value of 9, and 
the degradation paths generated by the model of FDD represent realizations of the 
e n v i r o n m e n t  t y ( t )  b a s e d  o n l y  o n  t h i s  v a l u e  o f  9 .  
In the following section, we suggest an approximate method that will allow for the 
evaluation of probability distributions of interest using the daily degradation approach. 
3.5 Approximation for Cumulative Degradation 
Section 3.5.1 outlines a method to approximate the cumulative degradation D ( t ]  #[0, t], 9 )  
that enables metrics of interest to be computed, while Section 3.5.2 contains a brief dis­
cussion to assess the adequacy of the approximation. 
3.5.1 General Scheme 
We apply a linear Taylor series approximation to the degradation rate function 
h(t] $(t),9). This function is assumed to have at least first-order partial derivatives 
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with respect to 9 .  The Taylor expansion of h ( t :  $ ( £ ) ,  9 )  allows the random quantity 
9 to be decoupled from h(t: $(t),d), making it only necessary to compute the daily 
degradation Wi and its "derivatives" at the centering value of the Taylor expansion. 
Computation of Wi for a large number of different values from the distribution of 9 is 
thus avoided. The daily degradation Wi and its "derivatives" can then be modeled as a 
multivariate time series free of 9. 
The Taylor series expansion of /i(t;V ( t ) , 9 )  with respect to 9  —  (#i, #%,... • 8 k ) T  is 
given by 
k a i  
h ( f ,  *(!), 9) = h(t, m J) + - ij)gf + °  ( to-6j) ;  j  = 
J=1 3 
where 9 denotes the value of 9 taken to be the center for the expansion, o() denotes 
terms of second order or higher, and the partial derivatives are evaluated at 9. Assuming 
second- or higher-order terms can be ignored, a Taylor series approximation for the 
cumulative degradation is 
/
t * rt a t  
+  I  j j f - d t  
y=i ® 3 
« Do + è w< + - 4) Ê "ti (3 5) 
1=1 j= 1 1=1 
where W i  is the FDD, and W [ -  =  J d & y i { d h / d 6 j )  d t ,  j  = 1,... , A: are the FDD "deriva­
tive" time series, all of which are evaluated at 9 = 9. The mode of the distribution of 9 
(or the posterior distribution if a Bayesian method is used to estimate the distribution 
of 9) would be a good choice for the centering value 9. 
Use of (3.5) requires a multivariate time series model for the vector W| = (Wi, W ^ , ... , W!k)T. 
Once an adequate multivariate time series model is found, it is easy to generate Monte 
Carlo simulations of W( to produce the degradation paths to evaluate distributions of 
interest. For example, to obtain the distribution of Pr ^[O,*],#) > a #[0, t]j, 
the following algorithm can be used: 
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1. Generate a realization of WJ up to time t from its time series model. This corre­
sponds to one environmental realization. 
2. Draw a large number of values of 9 to represent the distribution of 9. 
3. For each value of 9, compute the approximate cumulative degradation at time t 
through (3.5). All the values of cumulative degradation obtained this way give the 
distribution of the cumulative degradation based on the environmental realization 
chosen in step 1. 
4. From this distribution of cumulative degradation, along with the specified failure 
level a, compute the probability of failure, which is equal to the fraction of the 
distribution of cumulative degradation exceeding a. This yields an outcome of the 
conditional probability of failure Pr ^D(t; M[0, t},9) > a <P[0, Z]j. 
5. Repeat steps 1 through 4 a large number of times to obtain the distribution of 
Pr (Z)(t;*[O,t],0)>a|*[(V]). 
The algorithm for Pr (^D(t; $[0, t],9) > a | 9^j is similar. 
3.5.2 Adequacy of Approximation 
To simplify notation in this section, all arguments other than 9  =  (#i,#2,. . .  ,0*)r 
in the degradation rate h(t] #(<),#) will be suppressed. 
To assess the adequacy of the linear Taylor approximation for h ( 9 ) ,  and hence on 
the cumulative degradation D(t; <5[0, £], 0), we need to have some idea of the error of the 
approximation with respect to the true value. 
One approach to quantify the deviation of the approximation from the true value is 
t o  e s t a b l i s h  a  b o u n d  f o r  t h e  r e m a i n d e r  t e r m  o f  t h e  T a y l o r  e x p a n s i o n ,  a s s u m i n g  t h a t  h ( 9 )  
has continuous partial derivatives up to the second order. Then, the Taylor expansion 
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for the degradation rate centered at 0 is given by 
k 
j= 1 
d 2 h 
3=1 
d 2 h 
! e=r 
+ -  Qj)(Qj '  -  h' )  
i<y ddjdOji le=r 
(3.6) 
where F = 0 + £(# — 0)  and 0 < f < 1. The last two summations in the expression 
represent the remainder term. If the linear Taylor approximation is used, the accuracy 
of the approximation depends on the size of the remainder term relative to the first term 
and the first summation in (3.6). Although it might not be easy to evaluate, an upper 
bound for the remainder term can be found by considering the range of possible values 
for both 0 and the environmental vector $((). 
An alternative method is to simply compare the actual value of h(0)  with its linear 
approximation h(à) + 6j)(<9/i/d0j) ^ . throughout the range of values for 0 
and $(<) either by analytical or numerical means. By taking the ratio of the deviation 
of the approximation to the true value, simplification may be possible. An upper bound 
on the absolute value of the ratio will determine the percentage of the maximum devi­
ation resulting from using the Taylor approximation. This method is illustrated by the 
following example. 
Example 3.5.1 The relative deviation between the true value of h(0)  and its linear 
Taylor approximation can be expressed as 
Rel. Deviation = 
m + £*=1(0j - BMdhfdBj) 6=. - h($) 
h ( 0 )  (3.7) 
The degradation rate model for solar reflector material, given in (3.2), is 
h{0)=AUe-£'TeR^'Dl'r\ 
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where 6 = (A,C,T>,  S) T ,  and we have dropped the time dependence for convenience. 
The fraction due to the first two terms in the numerator of (3.7) is equal to 
+ (C — C)R + (V -  P)— — (€  — £)— A e -{ i -£) /T e R(C-C) e R(V-V)/T)  
A  
Letting ai = A/A,  a 2  = R(C — C) ,  <23 = R(V — V) /T and a 4  = (8 — €) /T ,  the above 
expression simplifies to 
1 
r Û4 — 0:2 — 03 ûfi  
ûie-(^-a2-a3) _ _|_ Qiyg) 
where /3  =  a4 — 02 — 03. The deviation from the true value for the degradation rate is 
thus 
Rel. Deviation = |e-/3(l + ai/3) — 1|. (3.8) 
We can determine the maximum bound on the deviation if the bounds on c*i and (3  can 
be established. 
We take the hyperrectangle defined by 0.01 and 0.99 quantiles of the marginal dis­
tributions of the parameters in 0, given in Example 3.6.1, to represent the true dis­
tribution of 9. The point at which the Taylor series approximation is centered is 
taken to  be  the  vector  of  the  mean of  the  marginal  d is t r ibut ions ,  i .e . ,  (A,C,T>,£)  = 
(—2.2798,0 .1299,  —40.08,2634.9) .  For  parameter  A,  
-0.08205 <logÂ- log A < 0.07424, 
or 
0.9212 < 4 < 1.077, 
~ A ~ 
providing the bounds for <%i = A/A. 
For parameter C, —0.00105 <C —C < 0.00111 so that 
\c-e\ <0.00111. 
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Because relative humidity has a maximum at 100%, 
|a2| = \R(C -C)\ < 0.111. 
The bound on parameter V is [D — V) \  < 0.336. Suppose that it is reasonable to take 
253K (about —20°C) as the minimum temperature for weathering. Then the bound for 
a3 is 
I <*31 = 
The 1 and 99 percentiles for parameter £ gives —19.66 < £ — £ < 19.80, so that 
\£ — £\ < 19.8. As before, taking the minimum temperature to be 253 K, 
f iv  -  V)  < ^(0.336) = 0.133. 
m\ = £ - £  
-if=°078-
These bounds for a2, a3, and a4 imply that 
\0\ < 0.111 + 0.133 + 0.078 = 0.322. 
With the bounds on Qi and 0,  we can now establish the limits for e-/3(l + Qi0) and 
thus for the deviation through (3.8). Figure 3.6 shows three curves corresponding to 
e~0(l + ctij3) as a function of 0. The possible values of e-/3(l + a.\0) for cti and 0 within 
their bounds are the area defined by the two vertical lines corresponding to ±0.322 and 
three curves contained inside those lines. In other words, when 0 is between the bounds 
—0.322 and 0.322, e-/3(l + ct\0) is no smaller than 0.9 and no larger than 1.05 for the 
range of Qi between 0.9212 and 1.077. 
The plot indicates that the deviation of the true value of h(9)  from the linear Taylor 
approximation for the range of possible values of both 6 and $(() is no more than 
approximately 10%. This implies that the cumulative degradation is also off by no more 
than about 10% from its true value when Taylor approximation is used. 
• 
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3.6 Estimating the Distribution of B 
The implementation of the proposed methodology requires knowledge of the distribu­
tion of 6 in the degradation rate model h(t;^(t),6). The distribution can be estimated 
by conducting a properly designed laboratory experiment and using an appropriate sta­
tistical technique for data analysis. We will use a Bayesian inference method with the 
data to obtain a posterior distribution of 6. Our Bayesian scheme uses a hierarchical 
normal-linear population model and Gibbs sampling, and directly follows the method­
ology outlined in Section 4.1 in Wakefield et al. (1994), and in Section 6 in Gelfand et 
al. (1990). 
Suppose that unit i  corresponding to parameter vector 0,- in the population yields a 
response y,- from an experiment with design matrix X, and a normal error, i.e., 
yt=Xt-0i + et, z = 1,2,(3.9) 
where e, ~ N(0,r"lI) and / is the total number of test units. The full hierarchical 
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model structure is as follows: 
y,| 0, ~ N(X,-0i, T-1I) 
0,-|m,2 ~ N(/i,S) 
fi | ij, C ~ N(Î7,C) 
r'|R,/> ~ W((pR)-l,p) 
T I i/o, r0 ~ G(^o,(?foTo)"1), 
where N denotes a normal distribution (where the first argument is the mean and the 
second argument the variance), W a Wishart distribution (where the first argument is its 
corresponding covariance matrix and the second argument the degrees of freedom), and 
G a gamma distribution (where the first argument corresponds to the shape parameter 
and the second argument corresponds to the scale parameter). In this case, 0, and r 
represent the population or the second-stage-of-the-hierarchy parameters, and fi and E 
denote the hyperprior or the third-stage-of-the-hierarchy parameters. 
Let y = (yi, — ,y/), 0 = (0i,... ,0/), 0 = /-1 23Li0«, D"1 = rXfX,- + S"1, 
V"1 = /S-1 + C-1. With the above choice of distributions for the hierarchical structure, 
the conditional distributions for Gibbs sampling are given by 
Using these conditional distributions and prior specifications for uq, T0, T/, p,  C, and 
R, the Gibbs sampling algorithm will provide samples from the posterior distribution of 
0, | y, Mi S"1, r, 0&i ~ N(Di(rXfy,- + S V), D,), i  = 1,. . .  ,  / ,  
|i|y,e,£-\r - N(V(/S_10 + C-1^, V), 
where n = dim(y,), i.e., the total number of observations in y. 
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9.  For more details on the Markov Chain Monte Carlo scheme of this type, see Geman 
and Geman (1984), Gelfand and Smith (1990), and Wakefield et al. (1994). 
Example 3.6.1 We return to the solar reflector material degradation example from 
Jorgensen e t  a l .  (1996) .  In  the  paper ,  the  authors  assumed that  the  parameter  vector  9 
is fixed but unknown, and so it is unnecessary in their analysis to account for possible 
variation in 9. Furthermore, their experimental design was not capable of estimating a 
distribution of 9. In this example, we will choose a plausible distribution for 9, propose 
an appropriate experimental design to estimate the distribution, and illustrate the es­
timation method with simulated data from the specified distribution. The distribution 
that we used for 9 was multivariate normal with fi = (—2.28,0.1299, —40.08, —2635)T 
and 
1 x 10"4 -5 x ID"? 1 x ID"4 0.02 
-5 x 10-" 1 x 10-* -2 x 10"6 -1 x 10~4 
1 x 10"4 -2 x 10"6 8 x 10"4 0.1 
0.02 -1 x lO~4 0.1 40 
In order to apply the Bayesian approach to estimate the distribution of 9 within the 
framework of degradation, we need to be able to express the cumulative degradation 
and the parameters in the degradation rate in the same form as in the response model 
in (3.9). 
The experimental design is based on a repeated-measures "step-stress" experiment. 
Using the degradation rate model given in (3.2), the cumulative degradation at each 
factor-level combination is modeled by 
v -
= A{UAt)  exp(CR + VR/T)  exp(—£/T) exp(e) (3.10) 
where At is the exposure time of the factor-level combination, the values of U, T, and R 
are fixed during the At period, and e ~ N(0, r-1) describes the residual variation. The 
quantity UAt is interpreted as the cumulative dosage of ultraviolet radiation over the 
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time period At (in actual experiments with the UV intensity U fixed, the cumulative 
UV dosage UAt is often used to measure time). The logarithmn of (3.10) is 
log D^t = log + \og(UAt)  + CR + VRjT -  S/T + e, 
which has the same form as in (3.9). Letting y  = log log(Z7At) ,  0  = (log A,C,P, —S) T ,  
and X = (1, R, R/T, l/T) for each factor-level combination, the vector y and the matrix 
X represent all factor-level combinations for the particular unit, and y = X0 + e. With 
this model, each test unit in the experiment undergoes multiple combinations of piece-
wise constant environmental test conditions for fixed amounts of time. Measurement of 
cumulative degradation is made at the end of each time period. 
The experimental setup was as follows: 
1. There are 40 available units for testing. 
2. Three settings of relative humidity (50%, 75%, 100%) and five settings of temper­
ature (10°C (283K), 30°C (303K), 50°C (323K), 70°C (343K), 90°C (363K)) are 
chosen, resulting in 15 factor-level combinations of the experimental variables. 
3. The cumulative dosage of ultraviolet radiation for each factor-level combination, 
[/At, is fixed at 100 kJ/m2. 
4. Each unit is subjected to the same factor-level combinations. 
Under the assumed degradation rate model, the order of stress combination in which 
each unit goes through is not important. As a practical matter, however, it would 
be important to vary the ordering in a systematic manner to provide power to detect 
possible departures from the assumed model. In running the experiment, constraints on 
test chambers may restrict the number of combinations of temperature and humidity 
that can be used simultaneously. 
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The model matrix for each unit corresponding to (3.9) for our experiment is 
1 50 50/283 1/283 
1 75 75/283 1/283 
1 100 100/283 1/283 
1 50 50/303 1/303 
1 75 75/303 1/303 
1 100 100/303 1/303 
1 50 50/323 1/323 
1 75 75/323 1/323 
1 100 100/323 1/323 
1 50 50/343 1/343 
1 75 75/343 1/343 
1 100 100/343 1/343 
1 50 50/363 1/363 
1 75 75/363 1/363 
1 100 100/363 1/363 
The observed response y was then used in the Gibbs sampling scheme to obtain the 
posterior distribution of 0. The prior specifications for the constant parameters were 
z/0 = T0 = 0, p = 4 (the number of parameters in 0), while C = 0, and 77 and R were 
taken to describe prior information about n and Z. 
The resulting marginal posterior distributions of the elements of 0 = (log A,  C, 
V, —£)T are given in Figure 3.7. The mean of the posterior distribution is fie = 
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Figure 3.7 Histogram for the Posterior Distribution of the 4 Parameters 
9 = (log A,C,ZX —£). 
(—2.28,0.1299, —40.08, —2635)r. The covariance matrix is 
Se = 
1.1 x 10-3 -9.6 x 10"6 2.8 x 10"3 -0.2 
-9.6 x 10"6 2.1 x 10"7 -5.8 x 10"5 2.2 x 10"3 
2.8 x 10"3 -5.8 x 10"5 2.0 x 10"2 -0.73 
-0.2 2.2 x 10"3 -0.73 69.6 
It is necessary to transform log A and —T> in 9 to A and T> to obtain the samples 
from the posterior of (A,C,P, S). 
• 
3.7 Time Series Modeling of WJ 
As discussed in Section 3.5.1, in order to generate degradation paths using the Taylor 
approximation scheme, it is necessary to obtain a multivariate time series model for 
W(. The modeling of the estimated WJ in our data can typically be achieved by first 
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standardizing (i.e., seasonally adjusting for location and scale) each element in WJ, and 
then fitting a vector autoregressive (VAR) model to the standardized W'-. 
3.7.1 Seasoned Adjustment of W( 
Daily values of outdoor environmental variables such as solar radiation and temper­
ature are highly seasonal, reaching their maximum during the summer and minimum 
during the winter. The degradation rate h(t: #((),#) is typically an increasing function 
of environmental variable vector #(f), and hence exhibits the same seasonal behavior. 
The seasonal effect is also present in the parameter derivatives of h(t; $(<),#), which are 
also typically either an increasing or decreasing function with respect to #((). Because 
the predicted daily degradation Wi and its "derivatives" in W\ are an integration of 
degradation rate /&((; $((),#) and its parameter derivatives over a 24-hour period, this 
s e a s o n a l  e f f e c t  i s  r e f l e c t e d  i n  t h e  e l e m e n t s  i n  W ' ,  a s  w e l l .  A s  s u c h ,  w e  m o d e l  W b y  
first adjusting for the seasonal mean and standard deviation and then characterizing the 
residuals by a parametric time series model. 
In the same manner as the standardization described in Chan and Meeker (2001), 
we standardize the predicted daily degradation Wi (evaluated at 0 = 0) by 
v Wi-bi  A, = 
Û. 
where 6,- is the daily mean (of the day of the year corresponding to i )  to account for 
the seasonal variation, and a,- is the daily standard deviation, which has the purpose of 
standardizing day-to-day variation. Assuming 365 days in a year for simplicity, both a,-
and bi have a period of 365 days. Values of 6,- can be found by smoothing the empirical 
daily means of Wi obtained from the data, a,- can be computed in a similar manner. 
The same standardization procedure is applied to the other elements in W|, namely 
W{i,... , W'ik. Note that each element in W(- has its own set of values of a,- and &,• needed 
for standardization. However, for modeling efficiency and to avoid possible complications 
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in the computation of the time series model parameters, we standardize and model only 
the elements that cannot be expressed as a function of W{. W[j is functionally related 
to when 
= f{Wi) ,  i= 1,2,.... 
For degradation rate function A(t; $(i), 9)  considered in this paper, this occurs only 
when the parameter 6j corresponding to W[- = JàAyi{9h/d$j) dt (evaluated at 9 = 9) is 
the multiplicative constant parameter. We let 9\ denote this parameter, without loss of 
generality. For example, the multiplicative constant parameter in the degradation rate 
model for solar reflector materials in (3.2) is = A, and so 
W/i = JjW" i = 1, 2 , . . .  .  
With this functional relation, a time series model Wi also provides a model for W-x after 
being multiplied by the constant I/A. Therefore, it is not necessary to include W{r in the 
time series modeling or the standardizing procedure. Excluding W'ix from modeling will 
reduce the number of dimensions in the multivariate time series model, thus simplifying 
the modeling process. 
With the provision that the other elements in W'. namely W(2, W[3,... , W(k, are 
functionally independent of one another, standardization follows the same procedure 
used for Wi. Let 6tJ and a,;, j = 2,... ,6, denote their smoothed daily means and daily 
standard deviations, respectively, with a periodicity of 365 days in i. In vector form, the 
standardization scheme can be expressed as 
Xt = A-l(Wr-bt), (3.11) 
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where W? = (W„ %... ,  ^ ) r ,  b t  = (6„ bi2,... , bik)T and 
A; = 
ai 
ai 2 
a«fc 
Thus, developing a time series model for W", and hence by extension for W J, is equiv­
alent to modeling its standardized version, X,-. A vector AR model is useful for de­
scribing the joint stochastic behavior of X,-. Once such an adequate model for X,-
has been identified, simulated realizations from the model can be transformed back 
where 
WJ = CW" = C ( AjXt- + b,), 
1 
l/0i 
c = 
(3.12) 
is a (A: + 1) x k matrix. 
Example 3.7.1 Figure 3.8 shows a time series plot of the predicted daily degradation 
values Wi for solar reflector materials exposed to the outdoor elements over a period of 
about five years in Boulder, Colorado. The time series was computed from integration of 
(3.2) over a 24-hour period using total UV radiation, temperature and relative humidity 
data with a three-minute resolution from November 1995 to August 2000. (The data were 
obtained from the SURFRAD network at www.sTrb.noaa.gov/surfrad/surfpagtMm.) 
The seasonal trend and seasonal-dependent daily variation are apparent in the plot. 
The plots of the estimated W(2,, W-A are similar, and so are not given here. 
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Figure 3.8 Predicted Daily Degradation Wi at Boulder, CO from Nov. 1995 
to Aug. 2000. 
Using the standardizing procedure on the predicted daily degradation W {  and W[ 2 , . . .  ,  W/4, 
the resulting X, can be best fitted by a vector autoregressive model (VAR) of order one, 
i.e., 
X, = + €, 
where e, represents the error term. The estimate of the parameter matrix is 
-0.0822 -2.103 2.147 -0.5875 
-0.5917 1.331 -0.9350 . -0.5436 
-0.5873 1.050 -0.6626 -0.5308 
0.5733 2.086 -2.131 1.074 
• 
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3.8 Computation of Reliability Metrics 
A model for the standardized daily degradation X,- allows us to generate independent 
sequences of future values, Xi,X2,..., and hence independent sequences WJ, W,,... 
using the inverse transformation in (3.12). A sequence of W-, together with a value of 9, 
allows the computation of the approximate cumulative degradation as a function of time 
(i.e., a degradation path) corresponding to an environmental realization (represented by 
W|) and to the value of 9 through (3.5), i.e., 
n k n 
£>((; *[0,1], 0) s Z>„+£ Y. K- (3-5) 
1=1 j= 1 1=1 
To compute an approximate probability of failure Pr(D(t]  ^[0, f],0) > a) at time t ,  
the algorithm will consist of 
1. Generate a sequence of W- up to time t  through the model for Xt- (or equivalently 
the model for W|). 
2. Select a value of 9 at random according to its distribution. 
3. Using (3.5), compute the approximate cumulative degradation at time t  corre­
sponding to the chosen realization of W'{ and the chosen value of 9 at time t. 
4. Repeat steps 1, 2, and 3 a large number of times. This will produce a distribution 
of cumulative degradation D(t; #[0, (],#). 
5. From the distribution of D(t:  <&[O,t],0), along with the specified failure level a, 
compute the probability of failure. 
The algorithm to evaluate the distribution of the conditional of probability of failure at 
time t given the environment, Pr ^[O,t],0) > a $[0,i]^, or of the conditional 
probability of failure at time t given 9, Pr (jD(t; $[0,t],#) > a | 0^, is given in Section 
3.5.1. 
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Example 3.8.1 To compute the distributions of interest by means of (3.5), we used the 
centering value 9 = (À,C,T>,S) = (0.1023, 0.1299,-40.08, 2634.9), which corresponds 
to the mode (and the mean) of the posterior distribution of (log A, C, P, —£) described 
in Section 3.6.1. With that posterior distribution of 0, we implemented the algorithms 
given in Section 3.5.1. The failure level a was taken to be 47% loss in reflectance. 
1 -
Figure 3.9 Histogram of the conditional probability 
Pr(D(Z; #[O,f],0) > a | #[0,t]) where t = 5 years at 
Boulder, CO, based on 1200 simulated values. 
For the conditional probability Pr(D(t; W[0, t],0) > a |  $[0, t ] )  where t  = 5 years, we 
obtained the histogram given in Figure 3.9. The histogram, an approximation to the ac­
tual  d is t r ibut ion,  was  const ructed us ing 1200 s imulated points  for  Pr  (D(t ;  $[0,  t ] ,9)  > 
a $[0,t]). It shows an exponentially decreasing behavior, indicating that it is likely 
that the fraction failing at the end of five years will be small. For example, the area to 
the left of 0.1 in the histogram is about 0.61, indicating that the probability that less 
than 10% of the population of solar reflector materials will fail at the end of five years 
is approximately 0.61. 
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The histogram also gives an estimate of the probability of failure Pr(Z)(t; $[0, t \ ,9)  > 
a). As shown in Section 3.3.4, this metric is computed by simply taking the mean of the 
distribution, which turns out to be 0.1395. The number indicates that any randomly 
selected unit of the population of solar reflector material has about 0.14 probability of 
failing in five years. 
The histogram in Figure 3.10 corresponds to the distribution of the conditional prob­
ability Pr $[0,Z],6) > a | 0^. Coincidentally, it has the same shape as the his­
togram in Figure 3.9. The histogram reveals that the majority of the population has a 
email probability of failure, which is consistent with the interpretation of the histogram 
in Figure 3.9. For example, the proportion of the population that has greater than 0.5 
probability of failure in five years is 134/2000 = 0.0674, or 6.7%. 
As in Figure 3.9, the probability of failure Pr(Z)(t; <5[0, £],0) > a) can be estimated 
from this histogram as well. The mean of the distribution, giving the probability of 
failure, is 0.138, which is close to the mean of the values in Figure 3.9. 
• 
3.9 Construction of Confidence Intervals 
This section discusses confidence intervals for reliability metrics. The purpose of 
such intervals is to describe the uncertainty in the estimates of the metrics resulting from 
having limited data to estimate the distribution of 0. We will first outline a procedure to 
construct Bayesian confidence intervals and then describe the computational difficulty 
associated with its implementation. Although it is possible in principle within our 
Bayesian framework for 0 to construct confidence intervals for metrics of interest, the 
amount of computation required is very large, and so constructing confidence intervals 
may not be practicable. 
A general algorithm for the construction of a 95% confidence interval for reliability 
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Figure 3.10 Histogram of the Conditional Probability 
Pr ^D(Z; $[0,f],#) > a 0^ where t = 5 years at Boul­
der, CO. 2000 simulated values were used. 
metrics of interest is as follows: 
1. Using Gibbs sampling and the hierarchical normal-linear population model de­
scribed in Section 3.6, obtain a realization of fi and 2 (mean and variance of 0 
distribution), from the joint posterior distribution of and S. 
2. The sampled pair of ft and S specify a distribution of 9 because 0 is taken to be 
multivariate normal with mean fi and covariance matrix 2. For the sampled pair 
f i  and S ,  draw a  large  number  N of  random values  of  0.  
3. Compute the vector time series Wj (a vector consisting of PDD Wi and its "deriva­
tives") described in Section 3.5.1, with centering value at 0 = /t. 
4. Model Wj using a multivariate time series model, as described in Section 3.7. 
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5. Using simulated realizations from the model for Wt' obtained in step 4 and the 
N values of 9 from step 2, compute the desired reliability metric(s) of interest. 
Examples of such computation are given in Example 3.9.1. 
6. Repeat steps 1 through 5 m times. Each iteration of steps 1 through 5 gives one 
value of the reliability metric(s) corresponding to the pair of fi and S sampled in 
step 1. 
7. The .025 and .975 quantiles of the distribution of the m values of the metric 
correspond to the bounds for a 95% confidence interval for the metric. 
Example 3.9.1 The construction of a 95% confidence interval for probability of fail­
ure Pr(D(t] <f[0, f],0) > a) or the .05 quantile of the distribution of the conditional 
probability given the environmental realization Pr ^Z)(Z; $[0, t], 9) >a #[0, t]^ can be 
accomplished in principle using the algorithm outlined above with step 5 consisting of 
the following: 
• A failure probability Pr(Z)(t; $[0, t ] ,0)  > a) 
(a) For each value of 9,  simulate a realization of from the model obtained in 
step 4. This realization of WJ represents a random environmental realization 
#[0,f] for the time interval [0,t], where t is the time in the future at which 
cumulative degradation is of interest. Using (3.5), compute the cumulative 
degradation D{t; #[0, t],0) for each 9 and its corresponding W(. 
(b) The previous step yields N values of D(t;  $[0, t \ ,  9) .  The proportion of these 
values exceeding failure level a is an approximate value of the probability of 
failure Pr(£)(t; $[0, <],#) > a). 
• The .05 quantile of the distribution of Pr $[0, t ] ,9)  > a $[0, t ]^  
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(a) Simulate a realization of W-. Compute the conditional probability of failure 
given the simulated realization of Wt', Pr tf[O,i],0) > a $[0,(]^, by 
using (3.5) and N random values of 9. This is done by essentially following 
steps 3 and 4 of the algorithm outlined in Section 3.5.1. 
(b) Repeat step (a) a large number of times, say 10000, to estimate the distribu­
tion Pr ^D(f; $[0,f],#) > a ^[0, t]^j. Based on this empirical distribution, 
compute the .05 quantile. 
The procedures for step 5 for other metrics are similar. 
Implementing the algorithm is computationally intensive primarily because of the 
large number of fi and S values that must be drawn to adequately represent the posterior 
distribution of /£ and S (i.e., m defined in step 6 of the algorithm must be large). In 
typical applications associated with chemical degradation, 9 has a dimension of at least 
three, and so m has to be on the order of at least tens of thousands. 
For each pair of ft and S values sampled from the joint posterior, the vector time 
series Wj from the data will have to calculated. As mentioned in Section 3.4.2, the 
amount of computer time needed to compute the sequence of Wi by means of our degra­
dation model for approximately five years of data using a high-performance workstation 
is about three minutes. Similar amounts of time are required for the calculation of the 
sequences of other elements in the vector W[. Taking into consideration modeling time 
(given that modeling WJ can be automated as well) and simulation of the distribution 
of the metric of interest, the total amount of time for implementing steps 3 through 
5 in the algorithm is on the order of several minutes. Repeating these steps m times 
where m is on the order of tens of thousands is not practicable with current computing 
capabilities. 
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Because of the enormous amount of computation involved, the construction of con­
fidence intervals was not attempted in this paper. 
3.10 Concluding Remarks and Areas for Further Research 
This paper presents a scheme to estimate reliability metrics from weathering-based 
degradation in the presence of two sources of variability, namely the set of environmental 
variables and the model parameters. It also discusses the reliability measures induced 
by the two sources of variability. 
As in Chan and Meeker (2001), the methodology presented in this paper relies on 
successful modeling of time series data. There are some applications for which an ade­
quate time series model for the data (which in our case are the daily degradation data) 
may not be easy to obtain. An example of such degradation data is one that consists of 
more than one state of degradation (such as when the presence of water on the surface 
of product alters its degradation rate). In such cases, a nonparametric approach might 
be better suited. One such approach is the bootstrap resampling of degradation data. 
Another issue in the implementation of the methodology is associated with the ran­
dom parameter vector 0, discussed in Section 3.4.2. The difficulty essentially lies in the 
fact that the use of predicted daily degradation in our methodology (which avoids the 
more complicated problem of modeling the environment) encapsulates the environmen­
tal variability in $ within one value of 0 for each sequence of daily degradation, and 
thus it is difficult to isolate one source of variability from another. The use of Taylor 
approximation discussed in Section 3.5 overcomes this difficulty, but at the expense of 
the generality of the distribution of 0; for the Taylor approximation to work adequately, 
the distribution of 0 has to be fairly concentrated about the centering point of the Taylor 
expansion. It would be useful to develop a method that is free of this restriction. 
One of the fundamental premises of this paper is that there exist unit-to-unit or 
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batch-to-batch differences, which are represented by the parameter vector 9.  Hence, a 
good estimate of the distribution of 9 is necessary for the accuracy of the results using 
our  methodology.  9 i s  the  parameter  vector  in  the  degradat ion ra te  model  h(t \  #( ( ) ,#) ,  
and therefore the estimation of the distribution of 9 should be done in the context of 
h(t\ $((), 9). In this paper, we used the Bayesian method, together with an experimental 
design, to estimate the distribution of 9. Other methods, such as maximum likelihood, 
axe possible alternatives. There are a number of important open questions regarding the 
design of efficient step-stress experimental plans, under different criteria (e.g. estimation 
precision, prediction precision, or model verification). 
One of the areas of possible fruitful research is the generalization of the method­
ology to include multiple environments to which the units are subjected. To be more 
concrete, the units are mobile (e.g. paints and coatings on vehicles) and spend part of 
their lives at different locations, thus subjected to multiple weathering environments. 
The estimation of relevant reliability metrics in this situation would require a mixture 
of distributions. The challenge is to devise a method to estimate metrics of interest 
that takes into account the following random quantities: unit-to-unit differences, units 
distributed among different environments, random nature of each environment, and the 
time distribution of units being in each environment. 
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4 BLOCK RESAMPLING FOR PERIODIC TIME SERIES 
A paper to be submitted to Scandinavian Journal of Statistics 
Victor Chan and William Q. Meeker 
Abstract 
Block bootstrap methods axe typically used to resample dependent data. The focus 
of such methods, however, has been mainly on stationary dependent data. In this paper, 
we apply a block bootstrap method to periodic time series observations with the goal of 
estimating the distribution of the sum of the periodic time series. We also suggest two 
ways to choose the appropriate block size. One of these methods consists of minimizing 
the mean square error of the estimator of a quantity of interest. The other method makes 
use of the plot of the variance of the bootstrap sum for one period versus block size. 
The bootstrap procedure and the methods for choosing block size are illustrated with 
an example to predict cumulative degradation of a solar reflector material subjected to 
outdoor weathering. 
Key words: Autoregression, Blocking Rule, Bootstrap, Mean Square Error, Vari­
ance. 
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4.1 Introduction 
4.1.1 Background 
The methods of block bootstrap, first suggested by Hall (1985), Carlstein (1986), 
and Kunsch (1989), have been an area of intensive research. The investigative efforts, 
however, have focused primarily on stationary dependent data. Block resampling can 
also be applied to periodic time series data. 
One straightforward approach of handling periodicity is to first remove the periodicity 
from the data and adjust for any variation within the period, with the goal of obtaining 
a stationary "standardized" time series observations. Then standard bootstrap methods 
can be applied either directly to the standardized data or to the residuals after fitting a 
model to the standardized data. 
Another approach is to resample directly from the periodic data, while keeping the 
periodic structure intact. This approach has the advantage of being model-free. In this 
paper, we introduce a block bootstrap method for periodic dependent data based on 
this approach. The goal of the method is to estimate the distribution of the sum (or the 
mean) of the random variables associated with the observations over a specified interval 
of time. The estimated distribution can be used to estimate probabilities of interest such 
as the probability that the sum exceeds some specified level. 
As in any block bootstrap scheme, the choice of block size is an issue. In most 
applications, the amount of data for periodic time series is limited, so that the block 
size is restricted to less than the period or the cycle of the time series. In this context, 
we propose two methods to choose the block size. One is based on minimising the 
mean square error of the estimator of a quantity of interest. This method, however, is 
computationally intensive and requires the specification of a model for the data so that 
the mean square error can be approximated. The second method provides a simpler, 
albeit ad hoc, alternative for selecting the appropriate block length. 
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The motivation for this work stems from the problem of estimating degradation-
based reliability in outdoor environments, where degradation rates are affected by the 
weather and hence are typically periodic. We will use daily degradation due to outdoor 
environments of a solar reflector material as an example to illustrate the block bootstrap 
method. 
4.1.2 Overview 
Section 2 outlines the properties of periodic time series considered in this paper. 
Section 3 describes our proposed block resampling method. Section 4 describes the two 
approaches for choosing block length. Section 5 makes a comparison between the results 
obtained from using our proposed bootstrap method and those from time series modeling 
of the daily degradation data. The Appendix gives technical details of a result used in 
the paper. 
4.1.3 Related Work 
There is a large amount of literature devoted to bootstrap methods. For basic meth­
ods of bootstrap and a broad survey of bootstrap methods for practical statistical ap­
plications, see Efron and Tibshirani (1993) and Davison and Hinkley (1997). Hall et al. 
(1995) proposed the rules for the choice of block size for block resampling of station­
ary dependent data. The idea of nonoverlapping block bootstrap for time series data 
was suggested earlier by Carlstein (1986), while Kunsch (1989) introduced overlapping 
blocks under the same framework. Lahiri (1992, 1993), and Davison and Hall (1993) 
investigated the use of block bootstrap in the context of distribution estimation. 
For a survey of recent work on estimating reliability in outdoor environments, see 
Singpurwalla (1995). Bauer and Martin (1999) and Bauer and Martin (2001) provide 
articles by researchers in diverse fields on the service life prediction of paints and coatings 
products, which motivated our work for this paper. 
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4.2 Properties of Periodic Time Series 
We consider the application of block resampling to the time series > 0, i € Z 
with the following properties: 
1. is periodic with period p ,  so that 
w{ i wi+p 
2. Wi is ^-dependent, i.e., and W{+j are independent if |j| > p, > 0. 
3. Nonnegative correlation between any two IV,'s, i.e., Gov(IV,-, Wi+j )  > 0 for |j| < p . .  
4. f i  is much smaller than period p ,  i.e., f i  <& p .  
We are interested in estimating the distribution of ^-=1 W,, where s  >  p .  
Example 4.2.1 Predicted Daily Degradation of Solar Reflector Material at 
Boulder, CO from Nov. 1995 to Aug. 2000 
An example of a time series with the above-mentioned properties is the predicted 
daily degradation (FDD) of solar reflector material. Solar reflector materials degrade 
over time from continuous exposure to ultraviolet radiation, temperature and humidity. 
The degradation is characterized by loss in performance, measured in terms of percentage 
of light reflected from the surface of the material. The predicted daily degradation 
(degradation accumulated within a 24-hour period) of such materials exposed to the 
outdoor environment is computed from integrating the degradation rate model of the 
material with respect to time using actual weather data. See Chan and Meeker (2001) 
for more details. 
Figure 4.1 shows the predicted daily degradation of a solar reflector material called 
ECP-300A corresponding to the weather at Boulder, Colorado from Nov. 1995 to Aug. 
2000. The period in this case is p = 365, ignoring leap years for simplicity. Because 
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Figure 4.1 Predicted Daily Degradation at Boulder, CO. from Nov. 1995 
to Aug. 2000 for a Solar Reflector Material. 
the daily degradation is induced by the outdoor weather and it is reasonable to assume 
that the weather patterns for any two days that are far apart (say, 10 days) are not 
correlated, the //-dependence condition is satisfied. 
We use Wi to denote the daily degradation in day i. One of the problems of interest to 
reliability statisticians and engineers is the estimation of the distribution of cumulative 
degradation in x years, £J^6l5r-' Wi, where x > 1 and [J is the floor function. With 
the failure level a defined, this distribution can be used to determine the probability of 
failure due to the variability in the environment. 
• 
4.3 Block Resampling Scheme 
Let Wi, W2,..., Wmp be the observed time series of length m x p ,  i.e., consisting of 
m periods, where 
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Wj, Wp+J, W2p+j, ... = Wj 
and are independent, because of the ^-dependence condition. If the length of the ob­
served time series is not a multiple of period p, then the blocking scheme outlined below 
will still apply with a minor modification. In this case, most or all of the W,'s within 
the incomplete period will still be incorporated into the appropriate blocking variables 
Yf defined in step 2 below, with the result that some of the blocking variables Yf (rep­
resenting the lower end of the period) will have one less element from which to resample 
in comparison with the other Yf's. For simplicity, we will take the observed time series 
to consist of exact multiples of p in the rest of this paper. 
The block resampling scheme consists of the following: 
1. Partition the period (the year consisting of 365 days in our example) into J blocks, 
each of length /. If p is not divisible by /, let every block, except for the last one, 
be of size I. For simplicity, however, we will assume that J x I = p. 
2. Let Vf, K2",... , YJ be independent and defined as 
y; ~ Unif < 
Y2' ~ Unif 
l p+l (m—I )p+i 
£ w„ 53 w, 
t=l »=P+1 i=(m—l)p+l 
21 P+21 (m—l)p+2/ 
I>„ 51 E w< 
«=/+! i=p+/+l i=(m—l)p+/+l 
YJ ~  Unif. t W„ £ W„ 
*=(»/—!)/+! t( J—1)^+1 
mp 
z w 
t'=(m—l)p+(J—1)1+1 
where Y ~ Unif{fi, , fm} implies sampling such that Pr(y = f,-) = 1/m. In 
words, resample with replacement the appropriate blocks in the observed series to 
match the partitioned block within the period, and sum the elements in the chosen 
b l o c k .  F o r  e x a m p l e ,  t h e  b l o c k s  { W i , W 2 , . . .  , W / } , { W p + i , W p + 2 , . . .  , W p + ; } , . . . ,  
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{W(m_i)„+i, W(m_i)p+2i • • • , W(m_1)p+/} from the observed time series correspond 
to the first block of length I within the period. Likewise for the second block, and 
so on. 
3. Use the distribution of $3^ Yj to estimate the distribution of where 
s = r x p and is a positive integer, and the Y^'s are independent and 
(4.i) 
If s is not a multiple of p, then the Yf s can be redefined so that the distribution of 
£*=1 W, can be estimated by the distribution of the sum of Y' containing the appropriate 
number of Yf s with the appropriate distribution. One way to redefine the YJ*'s for 
this purpose is to define the Yfs exactly as in steps 2 and 3, except for the last Y' 
term in the sum of Y^'s. For example, if s = 2p + I + 3 with block length / > 3 
and / + 3 < p, then to estimate the distribution of £3i=t'+3 W»'i the distribution of 
V/* would be used, where Y', j = 1,2,... ,2J + 1 are defined in steps 2 and 
3, and %+, ~ Unif {£'«+1 W„ K, .... W,j. Here, the 
distribution of Y" is used to estimate the distribution of £i=î' Wi and Y^j+2 to 
estimate the distribution of 53i=2p+?+i In general, let u be the remainder when s 
is divided by p, i.e., u = s — pb where b is the number of multiples of period just less 
than s. If u is divisible by block length I, then the distribution of 53*=l Wi is estimated 
by where all the Yf's in the sum are defined in steps 2 and 3. If u is 
not divisible by Z, then would be used, where Y f ,  j  =  1,2,... ,6J + 
[u//J aire defined in steps 2 and 3, and y^+lu/JJ+i is defined to have the distribution 
Unif|l3,=z^/,j+iW,-, E?=p+<l«/'J+i^L(m-"i)p+z[u/zj+iW,}. 
For simplicity of presentation, we will focus only on estimating the distribution of 
the sum of multiples of period p, i.e., Wi in the remainder of this paper. The case 
for W{ where s is not a multiple of p can be easily accommodated using the scheme 
outlined above. 
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To preserve the correlation structure in W\ when estimating the distribution of 
Wï» a large block size I is desirable. For applications involving periodic time series, 
however, the amount of data, i.e. m, is often small. Then the block length should be 
much less than the period, i.e. I />, so that a sufficiently large number of distinct 
values are available for resampling. The following section addresses the issue of choosing 
an appropriate block size. 
4.4 Choice of Block Size 
We propose two methods for choosing an appropriate block length 1. The first method 
relies on estimating the mean square error of an estimator and choosing I that minimizes 
the mean square error. The drawback of this method is two-fold: it requires an assumed 
distribution of W, and it is computationally intensive. The second method gives a quick 
and easy way to select the appropriate block size. 
4.4.1 Mean Square Error of An Estimator 
This method involves calculating, either analytically or numerically, the mean square 
error (MSB) of an estimator of a quantity of interest for each block length /, and then 
choosing I corresponding to the minimum MSB. The true value of the quantity of interest 
is needed in the expression for MSB, and because the true value is not known the true 
value will have to be estimated or the expression for MSB will have to approximated in 
some way. 
Let 6  be the quantity of interest and let 9  be an estimator. Then 
MSB (?) = Var(S) + [E(î) - 9} 2 .  
Only estimated values of MSB, however, can be calculated because the actual distribu­
tion of and hence 0, are not known. Estimating the MSB is not straightforward 
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when analytic expressions for both Var(0) and [E(0 — 9} 2  are not tractable. One way 
to overcome this difficulty is to use Monte Carlo simulation to estimate the MSE. The 
algorithm is as follows: 
1. Identify an appropriate model for W{. Taking this model to be the true distribution 
of Wi,  compute the true value 9 ,  either analytically or by simulating 53i=i ^  < a-
2. From the model for Wi, generate a sequence of values Wi, Wo,... ,Wmp, which 
will serve as data. 
3. Form the random variables Yj", Y2',... , YJ corresponding to the data generated in 
step 2 for each block length I. 
4. For each I, generate a large number M of independent realizations of Yf 
u s i n g  t h e  b l o c k  r e s a m p l i n g  s c h e m e  i n v o l v i n g  Y f ,  Y 2 " ,  •  •  •  >  Y J .  
5. Obtain 9  conditional on the data Wj, W2,... , Wmp for each block length I  using 
the M independent realizations generated in step 4. 
6. Repeat steps 2 through 5 a large number q  times to form q  values of 9  conditional 
on data. The estimates of Var(0) + [E(0) — 9}2 for each I can now be computed 
using the conditional formulas for expectation and variance. 
Example 4.4.1 We will demonstrate this method using the estimator of the probability 
of survival p = Pr(52^1 Wi < a) in r periods, where a is defined as the failure level. 
The terminology is based on degradation-based reliability. 
In our block resampling scheme, Y' defined in Section 4.3 is the "bootstrap 
version" of with block length I and J = Let M be the number of 
independent realizations (or simulations) of Yf, and let X\f be the number among 
those realizations such that Y^jLi Yf < thus represents the number of bootstrap 
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sum values that "survive" in r periods, out of M such bootstrap values. Then 
X M \ p m  
where p" = Pr(£3j=i Yf < a | Wi, W2,... , Wmp) is the probability of survival given the 
original data Wi, W2,... , Wmp. The block resampling method estimates p = Pr(^i=j W < 
a)  by using the  es t imator  XM/M. 
The mean square error of the estimator is given by 
2 
« « m - - ( £ - ' ) - v " ® * kî?H 
= +Var[E(X„|p-)] + l.E[E(XM |p')]-p 
= ^-E [p'(l - p')] + Vary) + [E(p') - p]2. (4.2) 
This expression holds for all block sizes, with the understanding that p" depends on 
the choice of block size. Because the first term in the expression vanishes as the number 
of simulation M becomes large, the optimal block size on the basis of MSE is the one 
that minimizes the last two terms in the expression. These two terms, however, are 
not easily tractable, and thus the algorithm outlined above can be used to estimate the 
MSE. Referring to step 5, p" can be estimated by dividing the number of realizations 
generated in step 4 whose bootstrap sum value is less than the failure level a by the 
total number of realizations M. 
• 
The following example will show the results of the implementation of the algorithm to 
estimate the MSE of the probability of survival of the solar reflector material described 
in Example 4.2.1. We will also choose the optimal block length I based on the minimum 
MSE. 
Example 4.4.2 We will use a time series model to describe the data given in Example 
4.2.1. The modeling procedure will be outlined in Section 4.5. This model is taken to 
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be the true distribution of Wi for this example. Using the algorithm given previously, 
we computed the MSE for an estimator of the probability of survival in five years, i.e., 
r = 5. The failure level a is specified at 47%. We took the amount of data for Wi to be 
5 years, i.e., m = 5, so as to be close to amount of the solar reflector's degradation data 
given in Example 4.2.1. Since the required computation for each block size consumes a 
sizable amount of computer time, only a fraction of the 365 possible block size choices 
were considered. These were I = 2,4,6,... ,36,38,40,45,50,55,60. Figure 4.2 shows 
the results for 18,000 values of p" for each block size. The block length corresponding 
to minimum MSE is 24, although judging from the plot any block size between 20 and 
30 cannot be ruled out as the optimal one. 
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Figure 4.2 Plot of the Estimated MSE versus Block Size for Boulder CO. 
Specification: m = 5 years, r = 5 years, Failure Level a — 47%, 
and 18000 Values of p*. 
• 
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4.4.2 Empirical Method Using Variance vs. Block Size Plot 
The method discussed in this section is based on the fact that, given the same data 
Wi.W,,... ,Wm/) for resampling, the distribution of £j=i Yf for different choices of 
block size I differs only in the variance of the distribution. 
Let Tjfe = 22j=(*-i)7+i Yj be the bootstrap sum over period k, where, as before, 
y;Jti = y- i <j< j. 
Then E(X„) = Y - )  =  E(y,-), and the variance Var(Tt) = Var(£/,, Y i " >  =  
E^Vart^). 
With data consisting of exactly m periods of observations, £j=i E(Y^*) and hence 
E(7fc) remain the same regardless of the choice of block size / for the block resampling 
scheme (the expectation is a linear operator and therefore is not affected by the way a 
sum is partitioned). This implies that the mean of Yj" = 53*=i 's invariant with 
respect to block size I. 
When r is large, the distribution of 53*=i ls approximately normal by the Central 
Limit Theorem. That is, 
jt,Y; = Y,Tk ~ Af(rE(^%-), rVar(£>7)). (4.3) 
j— 1 fc= 1 j=l J=1 
For any choice of block size /, the limiting distribution of the sum is normal and the 
mean per period E(£^=1 Y}") is constant. The only difference in the limiting distribution 
between any two unequal block lengths occurs in the value of the one-period variance 
Var(53'_1 F/). By this observation, it would be sensible to examine one-period variance 
Var(^y=1 Y') as a function of block size I, and make use of this function to determine 
the choice of I. 
Before giving our proposed procedure for choosing I, we first present the following 
result: 
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Result 1 Let Yj  = J =  1 , 2 , ,  J ,  where J  =  \ p/l]. Suppose Yi ,Y 2 , . . .  ,Y j  
are independent. Then under the conditions for Wi given in Section 4-2, and assuming 
the values of Caw {Wi, Wy), 1 < i < i' < p, are all comparable in size, 
P J 
V a r ^ H t ) - V a t ( £ > t )  à  ( . p / l ) - I .  
1=1 J=1 
Proof Given in the Appendix. • 
Result 1 implies that Var(^^=1 Yj)  is an increasing function of I  that levels off as I  
becomes large. The assumption that all of the covariance terms are comparable in size, 
which is used in the result, holds for most periodic time series data such as the daily 
degradation data given in Example 4.2.1. 
Example 4.4.3 We use a time series model of the daily degradation data for Boulder 
Colorado (this model will be described in Section 4.5) to represent Wi. The finite 
dependency of Wi is assumed to be such that Cov(W,-, lVi+J) = 0 for j >8 (i.e., no 
correlation after a lag of 8 days). Figure 4.3 shows the plot of Var(£^=1 Yj) versus block 
size / up to I = 30. The behavior of Var(^^_l Yj) is consistent with Result 1. The 
variance per year Var(]>^i Wi) according to the model is 0.144. 
• 
Because Y* Yj  asm —> oo, Var(^=1 Y")  is a consistent estimator of Var(53y=1 Yj) .  
In view of this and Result 1, we propose the following procedure to select I: 
1. Plot Var(2j=i Yj) versus block length I. 
2. Fit a linear model of the form A  +  B { p / l  — 1) to the values of Var(22i=i Y*)- Then 
A would be an estimate of the true variance for one period Var(^=1 tV{). 
3. Determine S,  the set of block sizes that are "close" to the value of A. The definition 
of "close" depends on the desired precision for the application. 
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Figure 4.3 One-Year Variance Var(£^=1 Yj)  versus Block Size, using the 
Daily Degradation for Boulder CO as Wi. 
4. Choose a block size that is small within the set S.  
It is desirable to choose a small block size I  within set S because it gives a large 
number of distinct values for resampling without too much deviation in variance from 
A, the estimated value of Var(£f=1 Wi). 
Example 4.4.4 Table 4.1 provides the values of the one-period mean E(£y=1 Y')  and 
variance Var(^=l Y") as a function of block size I (up to I = 30) based on the solar 
reflector daily degradation data described in Example 4.2.1. The mean E(^3j=1 Y') is 
fairly constant across the block sizes. The small variation is due to the fact that not 
all predicted daily degradation values are used in the block resampling scheme—for any 
given block size greater than one, a small number of these daily degradation values 
may get left out because they do not fit into any of the blocks to be resampled. As 
for the variance, the values of the variance change with respect to /, as discussed at the 
beginning of Section 4.4.2. The variance versus I is plotted in Figure 4.4 for up to I = 60. 
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Table 4.1 Block Resampling One-Period Mean E(£^=1 Y')  and Variance 
Var(53/=i Yj") as a Function of Block Size for Daily Degradation 
of Solar Reflector Material at Boulder CO. 
Block Size Mean Variance 
1 9.0560 0.0548 
2 9.0560 0.0783 
3 9.0558 0.1023 
4 9.0560 0.1047 
5 9.0560 0.1086 
6 9.0559 0.1107 . 
7 9.0566 0.1264 
8 9.0558 0.1331 
9 9.0562 0.1402 
10 9.0559 0.1446 
11 9.0572 0.1329 
12 9.0547 0.1300 
13 9.0563 0.1271 
14 9.0552 0.1520 
15 9.0549 0.1367 
16 9.0554 0.1159 
17 9.0567 0.1582 
18 9.0562 0.1258 
19 9.0728 0.1402 
20 9.0559 0.1212 
21 9.0565 0.1435 
22 9.0542 0.1368 
23 9.0613 0.1455 
24 9.0541 0.1206 
25 9.0658 0.1389 
26 9.0563 0.1223 
27 9.0484 0.1263 
28 9.0728 0.1494 
29 9.0620 0.1483 
30 9.0541 0.1343 
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Figure 4.4 Plot of the One-Year Variance Var(£^=1 Y')  versus Block Size 
for Daily Degradation of Solar Reflector Material at Boulder CO. 
The Dashed Line Corresponds to the Fitted Model. 
As expected, the variance increases with block size I, leveling off at about 0.14. The 
fluctuating behavior in the plot is due to the limited amount of data, which is a little 
less than five years (i.e., m < 5). The curve would be smoother if there were more data. 
The plot also shows that the variability in the value of the variance increases with I. 
Using our suggested procedure, a model of the form A + 5(365// — 1) was fitted 
to the variance data, resulting in the dashed line on the plot. The fitted values are: 
A = 0.1416, B = —0.0002766. From the plot or Table 4.1, the values of I that are small 
and whose variance is close to A = 0.1416 (being close is taken to mean within 0.004 
of A) include / = 9,10,19,21,23,25. Any choice of these Z's gives a one-year variance 
that is close to the estimated value of Var(£?=1 Wi). Note that I — 24 corresponding to 
the minimum MSE in Example 4.4.2 gives a one-year variance of 0.1206, which deviates 
considerably from A.  
a 
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4.5 Example and Comparison 
In Example 4.2.1, we implemented the block resampling scheme for the degradation 
data for solar reflector material to estimate the distribution of cumulative degradation 
in five years 23i=iX5 Based on the the empirical method described in Section 4.4.2, 
we chose I = 10, although the choice of 9, 19, 21, 23 or 25 would have given similar 
results. Figure 4.5 shows the estimated distribution obtained from block resampling. 
The empirical mean and the variance of the values in the histogram are 45.28 and 
0.723, respectively. The numbers corresponding to block size / = 10 in Table 4.1 imply 
that the actual mean and variance based on the resampled data are, respectively, 5 x 
Y)*) = 5 x 9.0559 = 45.28 and 5 x Var(^=I Y f )  = 5 x 0.1446 = 0.723, agreeing, 
as expected, with the empirical values. 
To assess the performance of the block resampling, we compared it to the distribution 
of cumulative degradation Wi estimated using a different approach. As described 
in detail in Chan and Meeker (2001), the predicted daily degradation (FDD) can be 
described by a time series model, after adjusting for seasonality in the daily mean and 
daily standard deviation. More specifically, the following standardizing transformation 
is used on the data W,-: 
X, = ,4.4) 
a. 
where is the daily mean to account for the seasonal periodicity and a, is the daily 
standard deviation that rescales the variability in each W,-. X,, which is the standardized 
Wi, is then modeled parametrically using a time series model. The a, and bi are taken 
to be the empirical daily standard deviation and the daily mean corresponding to day 
1, i = 1,2,... ,365. For example, if W, is the FDD corresponding to November 5, 1996, 
then the appropriate a,- and to be used in (4.4) are the standard deviation and mean 
for November 5 calculated from the data. The plot of 6, and ot- computed from the data 
are shown as solid lines in Figures 4.6 and 4.7, respectively. 
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Figure 4.5 Histogram of Total Cumulative Degradation in 5 Years 
from 10,000 Simulated Paths using the Block Re­
sampling Method with a Block Size of 10. 
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Figure 4.6 Plot of Average Daily Degradation for Boulder, CO for each Day 
of the Year. The Dotted Line Represents Smoothed Values. 
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Figure 4.7 Plot of Standard Deviation of Daily Degradation for Boulder, 
CO for each Day of the Year. The Dotted Line Represents 
Smoothed Values. 
Physical considerations suggest that a,- and 6, be smooth functions of i. Therefore, 
the values of a,- and 6,- should be smoothed before being used in (4.4). In Figures 4.6 
and 4.7, the smoothing lines (dotted lines) were obtained using a Fourier series fitted to 
the <%, and 6t- curves. 
For the purpose of comparison, however, we will use the results from both smoothed 
and unsmoothed a, and 6,. Smoothing incorporates extra information into the modeling 
about how a,- and 6, should behave in reality, whereas the time series model based on 
unsmoothed a,- and 6,- provides a more direct comparison to the block resampling scheme. 
The time series Xi for the PDD data using smoothed a,- and 6, can be modeled 
adequately by an autoregressive model of order one AR(1), expressed by 
X{ = (piXi-i + 
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with parameters <i>\ = 0.490. Using the unsmoothed a,- and 6,- requires an AR(3) model 
Xi = éiXi-i 4* <foXi-2 + <faXi-z + 
with parameters 4>\ = 0.4194, % = —0.0574 and è3 = 0.0398. Using these models, 
realizations of Wi for future i can be obtained by using inverse transformation on (4.4). 
To estimate the distribution of Wi, we ran 10,000 Monte Carlo simulations 
for 53i=iX5(°i'^« + M for both the smoothed and the unsmoothed cases. Figure 4.8 (a 
normal probability plot) compares the resulting distributions with the distribution of 
cumulative degradation obtained from block resampling. The distributions for block 
resampling and for time series modeling using unsmoothed a,- and 6,, corresponding to 
the symbols 0 (solid line) and + (dashed line) respectively, are virtually identical except 
in the extreme tails where deviations are expected. The curve marked by a (dotted 
line), corresponding to the distribution for time series modeling using smoothed a,- and 
bi, differs in that it has a smaller slope, indicating that its variance is greater than 
the other two. The plot shows that all three distributions are normally distributed, 
consistent with their limiting distributions. They also have approximately the same 
mean (located at the point where the lines intersect the horizontal line y = 0). 
A better comparison can be made with respect to the limiting behavior of Wi as 
r becomes large. As shown in Chan and Meeker (2001), the distribution of the estimate 
of Wi using a parametric model for Wt with an AR component when the number 
of prediction years r is large is approximately 
365 365 
*(<-£>, r(£a?)v), (4.5) 
1=1 1=1 
where V depends on the order of the AR(p) model and its parameter values. For the 
AR(1) model corresponding to smoothed a, and 6„ the one-year mean is 23^ 6,- = 9.054 
and the one-year variance is (%]^ AF)V = 0.2073. For the AR(3) model corresponding 
to unsmoothed <zt- and 6,-, 6» = 9.054 and (%]^ a,-)V = 0.144. 
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Figure 4.8 Normal Probability Plot of the Cumulative Distributions Ob­
tained from Block Resampling, Time Series Modeling (TSM) 
using Smoothed a, and 6,, and Time Series Modeling using Un­
smoothed a,- and 
Comparing these numbers to those corresponding to the block resampling in Table 
4.1, we see that the one-year mean for any choice of block size I is very close to the value 
of bi. This is not surprising, as the means obtained from both methods should be 
in close agreement. 
As for the variance, the block lengths suggested by our proposed empirical method 
using variance versus block length plot, namely / = 9,10,19,21,23,25, have one-year 
variances that are very close to the one-year variance (52i=i al)V corresponding to un­
smoothed a; and bi. The value of one-year variance (53^® a\)V for the smoothed a, and 
bi is much higher in comparison with the unsmoothed version because smoothing o, and 
bi results in larger variation in the overall standardized daily degradation X; in (4.4). 
With more and more data, the values of (52t=i alW f°r both smoothed and unsmoothed 
versions would eventually converge. 
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4.6 Concluding Remarks and Areas for Further Research 
In this paper, we introduce the application of a block bootstrap method for periodic 
weakly dependent data for the purpose of estimating the distribution of the sum of 
periodic time series. We also suggest two approaches for selecting the appropriate block 
size. The MSE method for block size choice is cumbersome to use, as it requires a model 
for the process that generates the periodic data and a large amount of computation. 
The empirical method of using a plot of one-period variance versus block size provides 
an easy way to obtain a reasonable choice of block length. 
Although the block resampling scheme offers a model-free approach to estimating 
the distribution of the sum of a periodic time series, one drawback of this scheme is 
that the estimation of the distribution of Wi when s<<p using this method is 
inappropriate because of the insufficient number of distinct bootstrap values for typical 
amounts of available data. Other methods such as time series modeling of periodic data, 
as described in Chan and Meeker (2001), may be more suitable in this case. 
More investigation is needed for the application of the block bootstrap to periodic 
data. In particular, further research should be done on: 
1. The statistical properties, such as unbiasedness and consistency, of the block boot­
strap estimators for various quantities of interest. 
2. Simplification or approximation to the variance and bias terms in the MSE expres­
sion, so that an approximate analytical expression for the MSE can be obtained 
and minimized with respect to block length, thus avoiding computationally inten­
sive simulation. 
3. Optimal properties of choosing block size using the plot of variance versus block 
length approach. 
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Appendix 
Proof of Result 1 
Without loss of generality, let Jl = p. We first note that 
P P p—1 p—i 
Var(£ W i )  = Y, Var(Wi) CovflV,, Wi+k). 
1=1 1=1 1=1 fc=l 
As for the variance of the other sum, 
J J J j Ji 
Varg%) = ]TVar(%) = EV a r  E W< 
J = 1 J" 1 J=1 Y (j-1)/+1 
= E 
H 
Y, Var(W-) + 2 £ Cov(Vf„ W i t )  
i=(j-l)Z+l (j-1)1+1 j=1 
P J jl-1 jl—i 
= Zv«w)+2E E EC o vw-«' '+»)• 
1=1 i=1 i=(j-l)Z+l k=l 
Thus, 
V^WO-VartE^i) = 2EEC m r(W ' 'W r««)-2E E EC o v<H '»^«*) 
1=1 j-1 1=1 fc=l J=1 i=(i-l)l+l Jfc=l 
J j'i-1 p—i J—1 p—i 
= 
2E E E C o v(^. »w+2 E E j=1 i=(j-l)Z+l *=1 jssl fc=l 
J jl-1 jZ-i 
-
2E E E 
;=i i=(j—l)/+l k= l 
= 
2E E E Covw,^). 
i=l i=(j—1)Z+1 k=jl-i+l 
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The condition of ^-dependence implies that 
P J J— i ji IT 
Var (ZWi)-Var(E^) = 2E E E Cov(W;, Wi+t) (4.6) 
1=1 j=l j=l t'=j7—M+l fc=j/-i+l 
= /z(/x + l)(J-l)C^(H^)j 
where Cov(Wi, IV,')j is the average of the sum in (4.6). 
By the assumption that all the covariance terms Cov(tV,-, W,-/), 1 < i < i' < p, 
a r e  c o m p a r a b l e  i n  s i z e ,  C o v ( M z , ,  W { i ) j  i s  a p p r o x i m a t e l y  t h e  s a m e  f o r  a n y  v a l u e  o f  J  
and hence for any block length I, i.e., Cov(W{, W{i)j « C where C is some constant. 
Therefore, 
P J 
Var(£ - Var(Z Yi) =» + 1)( J - 1) = C^y. + 1 )(p/l - 1), 
1=1 j=l 
giving the desired result. • 
References 
Bauer, D. R., and Martin, J. W., Editors (1999), Service Life Prediction of Organic 
Coatings, A Systems Approach, American Chemical Society: Washington. 
Bauer, D. R., and Martin, J. W., Editors (2001), Service Life Prediction: Methodologies 
and Metrologies, Bauer, D. R., and Martin, J. W., Editors, American Chemical 
Society: Washington. 
Carlstein, E. (1986), "The Use of Subseries Methods for Estimating the Variance of a 
General Statistic from a Stationary Time Series", Annals of Statistics, 14, 1171-
1179. 
Chan, V., and Meeker, W. Q. (2001), "Estimation of Degradation-based Reliability in 
Outdoor Environments", Preprint. 
I l l  
Davison, A. C., and Hall, P. (1993), "On Studentizing and Blocking Methods for Im­
plementing the Bootstrap with Dependent Data", Australian Journal of Statistics, 
35, 215-224. 
Davison, A. C., and Hinkley, D. V. (1997), Bootstrap Methods and their Application, 
Cambridge Univ. Press: Cambridge. 
Efron, B., and Tibshirani, R. J. (1986), "Bootstrap Methods for Standard Errors, Con­
fidence Intervals and Other Measures of Statistical Accuracy", Statistical Science, 
1, 54-77. 
Hall, P., Horowitz, J. L., and Jing, B. Y. (1995), "On Blocking Rules for the Bootstrap 
with Dependent Data", Biometrika, 82, 561-574. 
Jorgensen, G. J., Kim, H. M., and Wendelin, T. J. (1996), "Durability Studies of 
Solar Reflector Materials Exposed to Environmental Stresses", Durability Testing 
of Nonmetallic Materials, ASTM STP 1294> Herling, R. J., Editor, American 
Society for Testing and Materials. 
Kunsch, H. R. (1989), "The Jackknife and the Bootstrap for General Stationary Ob­
servations", Annals of Statistics, 17, 1217-1241. 
Lahiri, S. N. (1991), "Second Order Optimal!ty of Stationary Bootstrap", Statistics 
and Probability Letters, 11, 335-341. 
Lahiri, S. N. (1991), "Edgeworth Correction by Moving Block Bootstrap fpr Stationary 
and Nonstationary Data", Exploring the Limits of the Bootstrap ', Lepage, R., and 
Billard, L., Editors, 183-214, Wiley: New York. 
112 
5 CONCLUSION 
In this dissertation, we developed two simulation-based methods to estimate relia­
bility metrics for degradation data arising from exposure to outdoor environments. One 
method involves time series modeling and the other uses block bootstrap resampling. 
Although there axe various procedural variations within each method, the results from 
the two methods are generally comparable, and in some instances the results agree very 
well. 
Each method has its own strengths as far as application to degradation data is con­
cerned. The advantages in using time series modeling are that it allows the temporal 
structure of degradation to be observed and understood, and also that it allows addi­
tional information about the true behavior of the environment-induced degradation to 
be incorporated into the modeling process. On the other hand, finding an appropriate 
time series model for the data is not always straightforward. This is especially true of 
some types of degradation data where the degradation rate depends on the presence 
or absence of some environmental substance such as rainwater. In such cases, block 
bootstrap will be easier to implement. Being a nonparametric method, the block re­
sampling method does not require identifying an appropriate model for the degradation 
data. The implementation of block bootstrap is also more efficient because it resamples 
directly in large chunks from the data to obtain simulations, without having to generate 
future observations one by one through an underlying model, as required by time series 
modeling. 
Despite their differences, these two methods have something in common in that 
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they make use of daily degradation data. The use of daily degradation avoids the need 
to model parametrically the environmental variables responsible for the degradation. 
Modeling multiple environmental variables at the required resolution for reliability es­
timation, even with the availability of large weather datasets, is technically difficult. 
However, there are drawbacks for not having a small-resolution model for environmen­
tal factors. Some quantities, such as reliability metrics arising from a combination of 
environmental and unit-to-unit variabilities, cannot be easily estimated without using 
some sort of approximation. The use of such approximations, such as the one used in 
the second paper, restricts the generality of the methods. 
Because both methods proposed in the dissertation axe simulation-based, better com­
puting power and technology will definitely enhance their capability in reliability esti­
mation. If the speed of computation could be increased multiple-fold, the difficulties 
associated with estimating some metrics and with constructing confidence intervals in 
the context of two sources of variability (as described in the second paper) might be 
overcome. 
Future research areas of interest that stem from the work in this dissertation in­
clude: methods to evaluate degradation-based distribution for a population of products 
introduced into the service environment at different times, techniques for estimating the 
distribution of cumulative degradation for products that are mobile and thus exposed to 
different environments at different times (such as paints and coatings on automobiles), 
design of experiments for degradation, and theoretical and optimality issues concerning 
the rule for choosing block length associated with the proposed block bootstrap method. 
