Six different estimates of the magnetotelluric impedance tensor elements may be computed from measured data by use of auto-power and cross-power density spectra. We show that each of the estimates satisfies a mean-square error criterion. Two of the six estimates are relatively unstable in the one-dimensional case when the incident fields are unpolarized. For the remaining four estimates, it is shown that two are unaffected by random noise on the H signal, but are biased upward by random noise on the E signal. The
INTRODUCTION
The magnetotelluric sounding method for the determination of subsurface electrical conductivity profiles as proposed by Cagniard (1953) is based upon the assumption of a horizontally stratified layered earth model. For an anisotropic or laterally inhomogeneous earth, the impedance becomes a tensor quantity. Methods for the estimation of the impedance tensor elements have been studied and proposed by many investigators, including Neves (1957) , Cantwell (1960) , Bostick and Smith (1962) , Swift (1967) , and Rankin and Reddy (1969) . Their methods are generally quite similar and use power spectral density estimates of orthogonal E and H field data.
In the formulation employed both by Swift (1967) and by Rankin and Reddy (1969, equations 16a-16d), the authors recognized that the least square estimation being used would be insensitive to independent noises on the E field but would bias the principal impedances to the low side for noises on the H-field data. It is the purpose of this paper to point out other least square estimators which will have the opposite remaining two estimates are unaffected by random noise on the E signal, but are biased downward by random noise on the H signal. Computation of all of the estimates provides a measure of the total amount of noise present, as indicated by a stability coefficient for the estimates. In the absence of additional information as to the relative signal-to-noise ratios of the E and H signals, we suggest that a mean estimate be used. A numerical example is included. effect, i.e., which will be insensitive to indepen dent noises on the H field and produce principal impedance values that are biased to the high side for noise on the E field. We suggest that the computation of several estimates will indicate when noise problems are severe and will serve as a guide for selection of estimates, which, under certain conditions, will have relatively less bias. 
E,H,* = Z,,H,H,* + Z&,H,*, 
and I$ = E,, + E,,, (14) 
Hence, the estimate shown in equation (22) is biased to the high side by random noise on E, while the one in equation (23) The stability coefficient will be unity if the four estimates are identical and will decrease as the estimates diverge.
Estimate no. 6 in Table 1 has the highest value of the stability coefficient, s=O.984, and a correspondingly low variation in the four estimates for 1 z,l. The low value, s=O.539, for the lowest frequency band is a typical result for power spectrum estimates based on a small number of degrees of freedom. The number of degrees of freedom is approximately 14 for this frequency band; a longer sample of data would be expected to yield more reliable estimates.
It should be noted, as expected, that the set of estimates computed from equations (10) and (11) (biased upward by E noise) are higher in every case than the set computed from equations (14) and (15) (biased downward by H noise). Lacking further evidence, however, we can not say that either set is unbiased by noise. If they are not, the mean estimate is likely the most reliable. The mean estimate does have a tendency to produce a smoother curve for j& than do values taken from either set.
If additional noise measurements on the equipment establish that in a certain frequency band the E or H signal-to-noise ratios are significantly different, computation of &, should be made with the set with the higher signal-to-noise ratio. Knowledge of the magnitude of the individual E and H power spectra in each frequency band will help in this regard, but noise information is also needed. acknowledgment l'
