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Abstract
This paper extends action language C+ by introducing composite actions as sequential execu-
tion of other actions, leading to a more intuitive and flexible way to represent action domains,
better exploit a general-purpose formalization, and improve the reasoning efficiency for large do-
mains. Our experiments show that the composite actions can be seen as a method of knowledge
acquisition for intelligent robots.
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1 Introduction
The problem of describing changes caused by the execution of actions plays an important
role in knowledge representation. Actions may be described
1. by specifying their preconditions and effects, as in STRIPS [5], PDDL-like languages,
action languages such as B and C [7], C+ [8], situation calculus [14];
2. in terms of execution of primitive actions, such as programs in GoLog [10], ASP [17],
extended event calculus [16], ABStrips [15] and HTN [4]; or
3. as a special case of actions of more general kind, as in MAD [11] and ALM [6].
Actions formalized in the first and third approach are used to automate planning, and
more generally, to automate commonsense reasoning tasks such as temporal projection and
postdiction, with an emphasis on addressing the problem of generality in AI [12]. However,
actions formalized in the second approach are usually used for complementary purposes: they
are abstractions or aggregates that characterize the hierarchical structure of the domain and
improve search efficiency. This paper extends action language C+ with composite actions
defined as sequential execution of other actions, and shows that these composite actions can
be used for the purposes of the first and third approaches as well.
The extended C+ has three advantages. First, it provides one more way to formalize
actions in C+. Second, composite actions can be defined by exploiting the general purpose
formalization of actions, a step of addressing the problem of generality in AI, or by exploiting
natural language information for knowledge acquisition. Third, composite actions can be
used to characterize the hierarchical structure of problem and improve planning efficiency.
To achieve this goal, we add a new construct to C+ that defines composite actions as
sequential executions of actions a0, . . . ak under conditions (written as formulas) E0, . . . Ek.
For instance, consider a domain of a robot with a hand which can deliver small objects from
one place to another. The primitive actions represent the basic functions of the robot such
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as move, pickup, putdown. We can define a composite action Fetch(s, l) as the consecutive
executing of the actions Move(l1) and Bring(s, l)
Fetch(s, l) is Move(l1) if Loc(s) = l1 ∧ Loc(Robot) 6= l1;Bring(s, l).
However, to define the semantics of the construct is not a trivial task. In C+, all actions
are assumed to be executed over 1 time interval. This assumption affects the design of both
description language and query language of CCalc1: descriptions of action domains don’t
involve formalizing time, leading to a concise representation; when formulating queries, time
instances can be named explicitly and conveniently based on the assumption. In presence
of composite actions, it is natural to talk about their lengths and how their lengths affect
the design of the language. It happens that defining the length of a composite action in
terms of the number of primitive actions it involves leads to a cumbersome query language,
since the number is not fixed for a composite action: the length of Fetch(s, l) depends on
the location of the robot and s. Therefore, when formulating queries, the user may need to
explicitly name the indefinite lengths of actions, which becomes complicated when doing
distant projection, postdiction or planning. For simplicity of the syntax, we extend the
assumption to composite actions so that it is fully compatible with CCalc input, but use a
notion of subintervals in their semantics to characterize execution trajectories of composite
actions.
The new language is implemented by modifying the software cplus2asp [1], which
translates the input into an incremental answer set program and calls the solver iclingo2.
We formalize a version of a service robot domain with composite actions, and show that
composite actions can be used for knowledge acquisition, and improve planning efficiency for
large problems.
The work presented in this paper is somewhat similar to [9] but composite actions defined
there have fixed and explicitly specified length.
2 Preliminaries
The review of action language C+ follows [8]. A (multi-valued) signature is a set σ of symbols,
called (multi-valued) constants, along with a non-emtpy finite set Dom(c) of symbols, disjoint
from σ, assigned to each constant c. Each constant belongs to one of the three groups: action
constants, simple fluent constants and statically determined fluent constants.
Consider a fixed multi-valued signature σ. An atom is an expression of the form c = v
(“the value of c is v”) where c ∈ σ and v ∈ Dom(c). A formula is a propositional combination
of atoms. An interpretation maps every constant in σ to an element of its domain. A formula
is called fluent formula if it does not contain action constants, and action formula if it
contains at least one action constant and no fluent constants.
An action description consists of a set of causal laws of the form
caused F if G (1)
where F and G are formulas. The rule is called static law if F and G are fluent formulas, or
action dynamic law if F is an action formula; and rules of the form
caused F if G after H (2)
where F and G are fluent formulas, and H is a formula, called fluent dynamic law.
Many useful constructs are defined as abbreviations for the basic forms (1) and (2) shown
above. For instance, the law
1 http://www.cs.utexas.edu/users/tag/cc/
2 http://potassco.sourceforge.net/
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a causes F if G, for an action constant a, (3)
stands for caused F if > after a ∧G;
inertial c, for a fluent constant c, (4)
stands for caused c if c after c;
exogenous a, for an action constant a, (5)
stands for caused a if a and caused ¬a if ¬a;
default a, for an action constant a, (6)
stands for caused a if a; and
nonexecutable H if F, for an action formula H, (7)
stands for caused ⊥ after H ∧ F .
A causal theory contains a finite set of causal rules of the form F ⇐ G where F and G are
formulas. Following [8], the semantics of an action description D is defined by a translation
to the union of an infinite sequence of causal theories Dm (m ≥ 0). The signature of Dm
consists of pairs of form i : c such that i ∈ {0, . . . ,m} and c is a fluent constant of D, or
i ∈ {0, . . . ,m− 1} and c is an action constant of D. The rules of Dm are
i : F ⇐ i : G, for static law (1) in D and i ∈ {0, . . . ,m}, and action dynamic law (1) in
D and i ∈ {0, . . . ,m− 1};
i+1 : F ⇐ (i+1 : G) ∧ (i : H), for every fluent dynamic law (2) and i ∈ {0, . . . ,m− 1};
0 : c = v ⇐ 0 : c = v, for simple fluent constant c and v ∈ Dom(c).
A model of causal theory Dm can be seen as a path of length m in the transition diagram,
as described in proposition 8 of [8].
Example 1. Consider a robot that uses a manipulator to transfer small objects from one
place to another. It can perform actions Move(l), Pickup(s), Putdown(s) which affects
inertial fluents Loc(o), Hold(s), where l denotes the places in the domain, o the objects, s
the small objects which can be grasped by the robot. The action description is
inertial Loc(o) = l inertial Hold(s)
exogenous Move(l) exogenous Pickup(s) exogenous Putdown(s)
caused Loc(s) = l if Hold(s) ∧ Loc(Robot) = l
Move(l) causes Loc(Robot) = l nonexecutable Move(l) if Loc(Robot) = l
Pickup(s) causes Hold(s) nonexecutable Pickup(s) if ¬Hold(Nothing)
nonexecutable Pickup(s) if Loc(Robot) 6= Loc(s)
Putdown(s) causes Hold(Nothing) nonexecutable Putdown(s) if ¬Hold(s)
The action desriptionD0 is obtained by setting the variables l ∈ {L1, L2}, o ∈ {Robot, S}, s ∈
{S}. A model of D04 can be represented as a path of length 4 in the transition diagram of D0.
.
Loc(Robot) = L1,
Loc(S) = L2,
Hold(Nothing).
Loc(Robot) = L2,
Loc(S) = L2,
Hold(Nothing).
Loc(Robot) = L2,
Loc(S) = L2,
Hold(S).
Loc(Robot) = L1,
Loc(S) = L1,
Hold(S).
Loc(Robot) = L1,
Loc(S) = L1,
Hold(Nothing).
Move(L2) Pickup(S) Move(L1) Putdown(S)
1Figure 1 One path in the transition diagram D0.
X. Chen, G. Jin, and F. Yang 407
3 Defining Composite Actions
3.1 Syntax
We consider a fragment of general action descriptions in C+ containing static laws of the
form (1), action dynamic laws of the form (5) and (6), and fluent dynamic laws of the form
(3), (4) and (7).
Given an action description D with a set of fluent constants σfl and a set of action
constants σact, an extended action description D+ introduces a set of composite action
constants σcomp and composite action definition laws of the form
b is (a0 if E0); . . . ; (ak if Ek) (8)
where b ∈ σcomp is the head of the law, called a composite action constant. a0, . . . , ak ∈
σact ∪ σcomp, and E0, . . . , Ek are fluent formulas. Intuitively, this law means executing
composite actions b is defined as executing a0 if E0 holds, then executing a1 if E1 holds, ...,
then executing ak if Ek holds. If Ei does not hold, action ai will be skipped.
A composite action defined in (8) is acyclic if there exists a mapping λ : σact ∪ σcomp →
{0, 1, 2, . . .}, such that λ(b) > λ(ai) for every i ∈ {0, . . . , k}. In the following we assume
composite actions are acyclic to forbid infinite recursion such as b is b; a.
An action description is acyclic if there exists one mapping λ such that every composite
action definition law in the action description is acyclic.
Example 1, continued. We would like to extend the action description D0 by introducing
two composite actions Fetch(s, l), and Bring(s, l):
Fetch(s, l) is Move(l1) if Loc(s) = l1 ∧ Loc(Robot) 6= l1;Bring(s, l).
Bring(s, l) is Pickup(s);Move(l);Putdown(s). (9)
Intuitively, Fetch(s, l) means “fetch the object s from some other location to l”, and
Bring(s, l) means “bring the object s from here to location l”.
3.2 Semantics
Given an acyclic action description D+, let S be the set of composite action definition laws
in D+. For each r ∈ S, an associate action tuple t(r) is a pair 〈b, A〉 where b is the head of r,
A is an ordered list over σact ∪ {}.each t(r) is defined sequentially on the ordered list of
[r1, r2, . . . , rm], where ri ∈ S and λ(head(ri)) ≤ λ(head(rj)) for i < j such that
t(r) = 〈b, [a0, . . . , ak]〉 if for every i ∈ {0, . . . , k}, ai ∈ σact of r.
otherwise, t(r) = α(〈b, [a0, . . . , ak]〉). For all α(〈b, A〉) of the form 〈b, A′〉, A′ is a list
obtained from replacing every ai ∈ σcomp in A with all elements of an corresponding
ordered list Bi such that
for every ai ∈ σcomp in A, there is an associate action tuple t′ = 〈ai, Ai〉 which is
already defined for some r ∈ S, and
Bi is an ordered list of the same length as Ai, with the first element ai and the
remaining elements .
For example, the associate action tuples of the two rules in (9) are:
t(r1) = 〈Bring, [Pickup,Move,Putdown]〉 ,
t(r2) = α(〈Fetch, [Move,Bring]〉) = 〈Fetch, [Move,Bring, , ]〉 .
For a composite action definition law r and its associate action tuple 〈b, [a0, a1, . . . , ak′ ]〉,
index(b, ai) = i if ai 6= .
For instance, in (9), we have
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index(Fetch,Move) = 0, index(Fetch,Bring) = 1,
index(Bring,Pickup) = 0, index(Bring,Move) = 1, index(Bring,Putdown) = 2.
The intuitive meaning of index(b, a) = t is that a is the t-th action that defines b.
Let k∗ be the maximal length of A in the associate action tuples of S, σ0 be the set of all the
actions that defines the composite actions. Intuitively, it is the maximal number of primitive
actions expanded by a composite action. e.g k∗ = 4 for (9), the action Fetch(s, l) can be
expanded to 4 primitive actions at most. Since we specify that a composite action is executed
in 1 time interval as well as a primitive action, we can only represent its executing trajectory in
a different dimension to specify time. As a result, a time interval (i, i+1) is divided by subtime
points i = i.0, . . . , i.k∗ = i+1 and into k∗ subintervals (i, i.1), (i.1, i.2) . . . , (i.k∗−1, i+1), and
fluents have values in all subtime points.
Formally, an extended action description D+ can be translated into an infinite sequence
of causal theories D+m (m ≥ 0).
The signature of D+m contains all the symbols occurring in the signature of Dm, and in
addition, for each composite action definition law (8), the triples:
i.j : at, where i ∈ {0, . . . ,m− 1}, j ∈ {0, . . . , k∗−1} and at ∈ σ0 , and
i.j : c, where i ∈ {0, . . . ,m− 1}, j ∈ {0, . . . , k∗} and c is a fluent constant.
The causal theory translated by D+m contains rules of the following parts (assuming i ∈
{0, . . .m− 1}, j ∈ {0, . . . , k∗−1} unless stated otherwise):
1. all rules in Dm except rules obtained from (4). That means the primitive actions are
executed in 1 time interval.
2. for every fluent dynamic law (4) and v ∈ Dom(c), rules
i.j+1 : c = v ⇐ (i.j+1 : c = v) ∧ (i.j : c = v).
The rules state that the original inertial laws form (4) are replaced by a group of inertial
laws specifying the values of fluents at subtime points.
3. for every v ∈ Dom(c), the synonymity rules
i.0 : c = v ↔ i : c = v ⇐ >, i+1 : c = v ↔ i.k∗ : c = v ⇐ >.
These rules states that every simple fluent has the same value at time point i and i.0, as
well as i.k∗ and i+1.
4. for each static law (1) and t ∈ {1, . . . , k∗−1}, rules
i.t : F ⇐ i.t : G.
The rules mean that the static laws defining the relationship between fluents at time
points are also used for subtime points.
5. for every law (3), rules
i.j+1 : F ⇐ (i.j+1 : G) ∧ (i.j : H).
These rules say that the action aj leads to the same effect in the subinterval.
6. for every law (7) where H contains only one action symbol, rules
⊥ ⇐ (i.j : H ∧ F ).
The rules state that when an action is nonexecutable at some timepoint, it is also
nonexecutable at the subtime point with the same condition.
7. for each law (8),
a. for each fluent dynamic rule (7) and there is at least one action symbol other than a0
occurs in H, rules
⊥ ⇐ (i : Hba0 ∧ F ),
where Hba0 means to replace every occurrance of a0 with b in H. The rules say that
any action that can not be concurrently executed with the first action of the composite
action can also not be executed concurrently with the composite action itself.
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b. for 0 ≤ n ≤ k, set of rules
i : b⇐ i : b i : ¬b⇐ i : ¬b i.j : ¬at ⇐ i.j : ¬an
i.t : bj ⇐ (i : b) ∧ (i.t : Ej) ∧ index(b, bj) = t
i.j+t : bj ⇐ (i.j : b) ∧ (i.j+t : Ej) ∧ index(b, bj) = t
⊥ ⇐ i : an ∧ i : b.
These rules say that any composite action is exogenous, and its primitive actions
can only be “triggered” when the condition Ej is true at the shifted subtime point,
which is determined by the value of index over the action pair. Also, we state that the
composite action can not be executed concurrently with its primitive actions.
8. for bm, bn ∈ σcomp, rules
⊥ ⇐ i : bm ∧ i : bn.
The rules state that composite actions cannot be concurrently executed.
4 Properties of Extended Action Description
In this section we investigate the properties of the semantics of extended action descriptions
by generalizing the notion of using a transition diagram to characterize the model of an
action description proposed in [8]. We will identify an interpretation I of a causal theory
with the set of atoms that are satisfied by this interpretation, that is to say, with the set of
atoms of the form c = I(c). Such a convention allows us to represent a model of an extended
action description D+m as⋃
0≤i≤m
i : si ∪
⋃
0≤i≤m−1
i : ei ∪
⋃
0≤i≤m−1
(
⋃
0≤j≤k∗
i.j : si.j ∪
⋃
0≤j≤k∗−1
i.j : êi.j) (10)
where e0, . . . , em−1 are interpretations of σact ∪ σcomp, s0, . . . sm, si.1, . . . , si.k are interpreta-
tions of σfl , and êi.0, . . . , êi.k∗ are interpretations of σ0.
A state is an interpretation s of σfl such that 0 : s is a model of D+0 . States are vertexes
of the transition diagram represented by D+.
The transitions are defined by models of D+1 , a model of D+1 can be represented in (10)
with m = 1.
An explicit transition is a triple 〈s, e, s′〉 where s and s′ are interpretations of σfl and e is
an interpretation of σact ∪ σcomp such that (0 : s) ∪ (0 : e) ∪ (1 : s′) belongs to a model of
D+1 . If for some b ∈ σcomp, e(b) = t, then 〈s, e, s′〉 is called a composite transition, otherwise
it is called a simple transition.
An elaboration is a tuple of the form 〈s, ê0, s1, . . . , sk∗ , êk∗ , s′〉, where êi is an interpretation
of σ0 and si is an interpretation of σfl , such that
(0 : s) ∪ (0.0 : ê0) ∪ (0.1 : s1) ∪ . . . ∪ (0.k∗−1 : sk∗−1) ∪ (0.k∗−1 : êk∗−1) ∪ (1 : s′)
belongs to a model of D+1 . An elaboration can be seen as a list of k∗ triples 〈s, ê0, s1〉, . . . ,
〈sk∗−1, êk∗−1, s′〉. Each of the triples is called an implicit transition. If êj(aj) = f for any aj
occurring in (8) for j ∈ {0, . . . , k}, the elaboration is called a trivial elaboration for b. The
edge of the transition diagram of D+ are the transitions in the models of D+1 .
The above definition implicitly relies on the following properties of transitions.
I Proposition 1. For any explicit transition 〈s, e, s′〉 or implicit transition 〈s, êi, s′〉, s and s′
are states.
This proposition is a generalization of Proposition 7 in [8]. Again, the validity of this
proposition depends on the fact that statically determined fluents are not allow to occur in
the head of a fluent dynamic law (2).
To relate the model of the causal theory obtained from an extended action description,
Proposition 8 of [8] is generalized to include composite transitions and elaborations.
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I Proposition 2. For any m > 0, an interpretation (10) on the signature of D+m is a model
of D+m iff for 0 ≤ i ≤ m− 1 each triple 〈si, e, si+1〉 is an explicit transition, and each tuple
〈si, êi, si.1, . . . , si.k∗−1, êi.k∗−1, si+1〉 is an elaboration.
Proposition 1 and Proposition 2 allow us to represent an extended action description as a
transition graph.
Now we investigate the soundness of the new language. Following [3], for action description
D and D′ such that the signature of D is a part of the signature of D′, D is a residue of
D′ if restricting the states and events of the transition system for D′ to the signature of D
establishes an isomorphism between the transition systems for D′ and D.
I Proposition 3. Let D be an action description of a signature σ and b be a constant such
that b /∈ σ. If D′ is an action description of the signature σ ∪ {b} obtained from D by adding
a composite action definition law of b in terms of σ, then D is a residue of D′.
For instance, in the simple robotic domain, the transition system represented by (D0)+
is isomorphic to the transition system represented by D0, by restricting the events of the
transition system for (D0)+ to the action constants other than Fetch(s, l), Bring(s, l).
In addition to showing that an extended action description inherits all “good” things
from the original action description, we also show that it doesn’t introduce anything “bad”:
a primitive action aj , if executed at subtime point, is the exact simulation of the action aj
executed at some time point as a primitive action, their transitions are in 1-1 correspondence.
I Proposition 4. Each implicit transition 〈s, ê, s′〉 of D+ corresponds to a transition 〈s, e, s′〉
of D.
Based on this proposition, it is easy to see that an elaboration in D+ corresponds to a
path of length k∗ in the transition diagram of D. Figure 2 shows the transitions of a model
of (D01)+, where the implicit transitions are represented as dashed arrows. It can be seen
that every implicit transition corresponds to a transition in D0, as shown in Figure 1.
.
Loc(Robot) = L1,
Loc(S) = L2,
Hold(Nothing).
Loc(Robot) = L2,
Loc(S) = L2,
Hold(Nothing).
Loc(Robot) = L2,
Loc(S) = L2,
Hold(S)
Loc(Robot) = L1,
Loc(S) = L1,
Hold(S)
Loc(Robot) = L1,
Loc(S) = L1,
Hold(Nothing)
Move(L2) Pickup(S) Move(L1) Putdown(S)
Fetch(S,L1)
Bring(S,L1)
1Figure 2 A model of (D01)+ represented as transitions.
5 Experiments—KeJia’s Domain
5.1 Formalizing and Reasoning with Composite Actions
In this section, we use composite actions to formalize the domain of the robot KeJia [2].
The robot has a manipulator that can operate various kinds of appliances. The actions that
he can perform include Move(l), Pickup(s), Putdown(s), Open(m), Close(m), Putin(s,m),
Takeout(s,m), Start(m). Typical scenarios include fetching objects from different places
according to the requests of humans and doing other housework such as heating the food with
the microwave oven. In addition to do usual task planning, KeJia can acquire knowledge
from either human user or textual materials to enrich its knowledge base and planning
abilities. For instance, when KeJia is asked to heat the food with microwave oven while he
doesn’t know how to use the appliance, he can either try to download microwave manuals
from internet, did textual analysis to extract instructions, or ask help from humans.3
3 A video of using microwave is at http://wrighteagle.org/en/demo/ServiceRobot_oven.php
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The instructions of using many household appliances is usually acquired from either
textual manuals or humans. The structure of these instructions are usually quite similar,
such as “first put the object into the machine, then close the door of the machine, and start
the machine, after a while, open the door, finally take out the object from the machine”.
Instructions of this kind can be converted to composite action definition law by KeJia’s
natural language understanding module:
Use(o,m) is Putin(o,m);Close(m);Start(m);Open(m);Takeout(o,m).
Therefore, heating food with a microwave oven and washing clothes with a washer can be
formalized by refering to the knowledge of using the machine as:
Heat(f) is Move(l) if Loc(Microwave) = l ∧ Loc(Robot) 6= l;Use(f,Microwave).
Wash(c) is Move(l) if Loc(Washer) = l ∧ Loc(Robot) 6= l;Use(c,Washer).
These laws are added into the knowledge base incrementally without modifying any other
parts in the knowledge base, due to the feature of elaboration tolerance of the formalism.
Composite actions make it easier for a robot to gain useful procedural knowledge in many
ways, such as oral instructions, or information from internet. More generally, the actions can
be defined by referring to actions in a general-purpose library.
A complete formalization of the domain is available at http://wrighteagle.org/kejiaexp/.
In the following we assume four places (l1, l2, l3, l4).
Prediction. Initially, the robot is at l2, the popcorn is at l3 and not heated, the microwave
oven is at l2 with the door open, the washer is at l4 and the door is closed, and the milk
is in the robot’s hand. The robot heats the milk with the microwave oven, and then put to
milk into her plate. Does it follow that in the resulting state, the robot, the milk and the
microwave oven are at the same location?
To solve this problem, we add the following query rules into the causal theory
:- query
maxstep :: 2;
0:loc(robot)=l2, loc(microwave)=l2, loc(popcorn)=l3, -heated(popcorn),
-heated(milk), dooropen(microwave), loc(washer)=l4, doorclosed(washer),
inside(hand)=milk, heat(milk,microwave);
1:putintoplate(milk).
2:loc(robot) \= loc(milk) ++ loc(milk) \= loc(microwave).
The extended cplus2asp return “UNSATISFIABLE”, indicating that at time 2, the robot
is at the same location with the milk and the microwave.
Planning. Given the same initial state as above, find a plan within 10 steps so that the milk
and the popcorn are both heated by the robot.
When the corresponding query is specified, one of the answer sets returned by the extended
cplus2asp contains atoms:
0:heat(milk), 0.1:use(milk,microwave), 0.1:putin(milk,microwave),
0.2:close(microwave), 0.3:operate(microwave), 0.4:open(microwave),
0.5:takeout(milk,microwave), 1:toplate(milk), 2:move(l3), 3:pickup(popcorn),
4:heat(popcorn), 4.0:move(l2), 4.1:use(popcorn,microwave),
4.1:putin(popcorn,microwave), 4.2:close(microwave), 4.3:operate(microwave),
4.4:open(microwave), 4.5:takeout(popcorn,microwave).
We have three observations. First, composite actions occur as building blocks of the plan,
for example, we see 0:heat(milk), 0.0:use(milk,microwave), etc in the result. Second,
when a composite action is executed, all details about the executions of the primitive actions
in the composite action are also included, for instance, when 0:heat(milk) is executed,
we also have the details 0.0:use(milk,microwave), . . . , 0.4:takeout(milk,microwave).
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Table 1 The results of the KeJia domain.
Length of Plans #Instances #Time-Outs Time ratio
≤20 35 0 0.138
21–25 13 0 0.274
26–30 24 0 1.505
31–35 23 3 1.553
36–40 6 2 2.096
41–45 1 1 –
Third, composite actions can have different kinds of execution trajectory, for instance, the
execution trajectory of the action 4:heat(popcorn) has the action 4.0:move(l2) more than
that of 0:heat(milk).
5.2 Performance
We test planning performance by two representations of the domain KeJia: a traditional
representation KeJia1 without any composite actions, and an extended representation KeJia2
by adding some composite actions into KeJia1. We consider 120 different instances, for every
instance, the numbers of locations and objects, the initial states and the goal states are
randomly generated. We set the longest acceptable length of a plan for a instance using
KeJia1 to 50 and time limit for computing to be 30min4.
The result is shown in Table 1. There are 18 problems which can be solved by neither
representations. We classify the other instances into 6 categories by the length of the plans
generated using KeJia1. For each category, the third column shows the number of instances
that cannot be computed using KeJia1. The last column shows the average ratio of times
on computing a instance using KeJia1 and KeJia2 where time-out instances are excluded.
There are no time-outs using KeJia2.
In Table 1, we notice that when the plan length increases from ≤20 to 36–40, the ratio
increases simultaneously, especially, when the length of a plan is up to 26-30, the time
ratio is always > 1, indicating that the composite actions help improve the efficiency as the
complexity of domain tasks increases. The reason the time ratio is < 1 is that there are more
rules introduced by composite actions, which may also become overhead of computation. For
large domains, the composite actions in the plan contain a lot of consecutive executions of
the primitive actions. Making use of composite actions allows the solver iClingo to find the
“cumulative effects” at earlier stages of grounding.
Therefore, when the task domain has a “hierarchical structure” such that its plan consists
of many consecutive executions of primitive actions which can compose to an action in
a different abstraction space, composite actions may be worthwhile and can improve the
efficiency.
6 Conclusion
In this paper we introduce composite actions into a fragment of C+. Action description
equipped with composite actions leads to a more intuitive and flexible way to formalize
action domains by exploiting general-purpose formalization, a step to address the problem of
4 The detailed representation, instances and logs, as well as the extended Cplus2ASP system can be
found at http://wrighteagle.org/kejiaexp/
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generality, and improve efficiency of reasoning and planning by characterizing the hierarchical
structure of the problem domain. Extended action descriptions can be processed by the
extended cplus2asp system.
A direct next step is to apply cplus2asp on robot KeJia to solve the real-life problems for
real-time computation. In the future, we would like to introduce composite action definition
to MAD, where modular actions can be defined as special case or sequential executions of
actions, by referring to a general-purpose library. Composite actions should also be defined
on C+ in its full generality.
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