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Abstract— A novel agent-based approach to Meta-Heuristics 
self-configuration is proposed in this work. Meta-heuristics are 
examples of algorithms where parameters need to be set up as 
efficient as possible in order to unsure its performance. This 
paper presents a learning module for self-parameterization of 
Meta-heuristics (MHs) in a Multi-Agent System (MAS) for 
resolution of scheduling problems. The learning is based on 
Case-based Reasoning (CBR) and two different integration 
approaches are proposed. A computational study is made for 
comparing the two CBR integration perspectives. In the end, 
some conclusions are reached and future work outlined. 
Keywords- Case-based Reasoning, Learning, Meta-
heuristics, Multi-Agent Systems, Scheduling 
I.  INTRODUCTION 
Scheduling problem can be defined as "the definition of 
start and completion times and the allocation of resources to 
each task of a given set, according to various constraints of 
resources and/or tasks" [2], and several approaches have 
been developed  to its resolution. However, many of those 
approaches are impractical in real manufacturing 
environments, which are inherently dynamic where complex 
constraints exist and a variety of unexpected disruptions 
occur. In most real-world environments, scheduling is a 
progressive reactive process where the presence of real-time 
information requires continuous reconsideration and review 
of the pre-established plans. Research on scheduling has not 
fully considered this dynamic issue, mostly focusing on the 
optimization of static scheduling plans [3]. 
In spite of all research made so far, the scheduling 
problem is still known to be NP-complete, even in static 
environments. This fact presents severe challenges to 
conventional algorithms and stimulate researchers to 
explore new directions. Multi-Agent technology has been 
considered an important approach for developing industrial 
distributed systems [4][5][6] motivating its use in this work. 
Learning is a crucial component of autonomy and pro-
activeness which must be a study target of agents and MAS 
[7]. Panait and Luke [8] described two different approaches 
of learning in MAS: team learning and concurrent learning. 
In the first, there is only one apprentice involved, with the 
objective to learn about the environment to improve a set of 
agents. In concurrent learning, there are multiple apprentices 
trying to improve parts from the team.  
Since MH parameterization revealed to be a hard task, 
which requires expertise knowledge about the domain and 
what techniques and parameters should be used, it is 
important to make systems capable of autonomously 
parameterize themselves. To validate this self-
parameterization, we use learning about past experience, 
with Case-based Reasoning (CBR) revealing to be a 
promising approach. Using CBR, systems can remember 
previous solve cases and automatically decide which MH 
and parameters to use for the resolution of new similar 
problems. 
The paper is organized as follows: section II describes the 
dynamic scheduling problem used  in this work. CBR is 
explained along section III and some applications to 
scheduling problem resolution are presented. In section IV, 
the implemented prototype is described detailing the MAS 
and the different perspectives of CBR integration. The 
computational study is presented in section V and, finally, 
in section VI some conclusions and some future work is 
presented. 
II. DYNAMIC SCHEDULING PROBLEM 
The scheduling problem treated in this work is named 
Extended Job-Shop Scheduling Problem (EJSSP) [9] and 
has some major extensions and differences compared to the 
classic Job-Shop Scheduling Problem (JSSP).  
JSSP have a set of tasks processing in a set of machines, 
with each task having an ordered list of operations, each one 
characterized by the respective processing time and machine 
where is processed [10]. 
The main elements of EJSSP problem are: 
• a set of multi-operation jobs J1,…,Jn to be scheduled 
on a set of machines M1,…,Mn;  
• dj represents the due date of job Jj; 
• tj represents the initial processing time of job Jj; 
• rj represents the  release time of job Jj; 
 EJSSP problems consist in JSSP problems with 
additional restrictions, with the objective to better represent 
reality [9]. Some of those restrictions are: 
• Different release and due dates for each task; 
• Different priorities for each task; 
• Possibility that not every machines are used for all 
tasks; 
• A task can have more than one operation being 
processed in the same machine; 
• Two or more operations of the same task can be 
processed simultaneously;  
• Possibility of existence of alternatives machines, 
identical or not, for operations’ processing. 
 
Scheduling Problem is included in NP-hard combinatorial 
optimization problems. The methods for their resolution can 
be divided in exact and approximation algorithms [9]. In the 
first, it is made an exhaustive solutions space search and it is 
ensured the optimal solution. In the other hand, 
approximation algorithms [11], including heuristics and MH, 
do not guarantee the optimal solution but have the objective 
to find a good solution in an acceptable period of time. For 
this reason, they are used in this work together with MAS. 
III. CASE-BASED REASONING 
Case-Based Reasoning (CBR) is an Artificial Intelligence 
methodology aiming to solve new problems by using 
information about previous similar problems resolution [12]. 
CBR operates under the premise that similar problems can 
require similar solutions [13].  
CBR roots are found in the work of Roger Schank about 
dynamic memory and how the memory of previous 
situations can affect problems' resolution and learning 
processes [14]. There are also references about the study of 
analogical reasoning [15]. 
CYRUS system, developed by Janet Kolodner [12], is the 
first known CBR system. It was based in Schank’s dynamic 
memory model [14] and it was a question-answer system 
with knowledge about the different travels and meetings of 
USA ex-Secretary of State, Cyrus Vance. PROTOS, 
developed by Bruce Porter and his group [16], was another 
of the first systems to use CBR, dealing with classification 
problem. 
A. CBR Cycle 
In CBR, previous solved cases and their solutions are 
memorized as cases, stored in a repository (casebase), in 
order to be reused in the future [13]. Instead of defining a 
set of rules or general lines, a CBR system solves a new 
problem by reusing similar cases that were previously 
solved [17].  
The CBR cycle (known as the ‘4 REs’ cycle) is described 
in Figure 1 and consists in four main phases [13][18]: 
1) Retrieve the most similar case or cases;  
2) Reuse the retrieved information and knowledge; 
3) Revise the proposed solution; 
4) Retain the revised solution to be useful for future 
problem solving. 
 
 
Figure 1.  The CBR cycle [18]  
The initial description of a problem (new case), is used to 
retrieve a case from the casebase. In the Reusing phase, the 
retrieved case is analyzed in order suggest a solution for 
new case's resolution. In the Revising phase, this suggested 
solution is tested, for example, by executing it in the system, 
and repaired if it fails. In the Retaining phase, the useful 
experience is retained for future use, and the casebase is 
updated with the new learned case (or by modifying some 
existing cases).  
B. Applications to Scheduling problem  resolution 
Burke et al. [19] have referred that CBR is an suitable 
approach for scheduling systems endowed with expertise 
knowledge, and emphasize a research potential in dynamic 
scheduling.  
In general, CBR applications to scheduling resolution can 
be classified in three categories [17]: algorithms reuse, 
operators reuse, and solutions reuse. 
In CBR scheduling systems reusing algorithms it is 
assumed  that an effective approach for a specific problem’s 
resolution will also be effective in the resolution of a similar 
problem. In these systems, a case consists in a 
representation of the problem and in a known effective 
algorithm for its resolution. Some applications in algorithms 
reuse can be found in [20], [21] and [22]. 
CBR scheduling systems in the second category reuse the 
operators for the resolution of the new problem [19]. A case 
describes a context in which a useful scheduling problem is 
used for repairing/adapting a scheduling plan to improve its 
quality, in terms of constraints satisfaction [13]. Some 
applications to scheduling problem resolution are [13] and  
[19]. 
In CBR scheduling systems reusing solutions it is used 
the whole or part of previous problems' solutions to 
construct the solution of the new problem. A case contains 
the description of a problem and its solution, or part of 
solution. This method was used for the resolution of 
manufacturing scheduling problems [23][24][25] and 
university courses timetabling [19][26]. It was also used for 
constructing MH’ initial solutions, as Genetic Algorithms 
[27][29] and Simulated Annealing [28]. 
IV. IMPLEMENTED PROTOTYPE 
Meta-heuristics are very useful obtaining good solutions 
in reasonable execution times, and sometimes they even  
obtain optimal solutions. But, to be possible to achieve 
optimal or near-optimal solutions, it is required the most 
appropriate  tuning of MH parameters, which has revealed 
to be a hard task, since it requires some expertise knowledge 
from the MH to use and from the problem to solve [30].  
Given this, the proposed system must adopt and provide 
self-parameterization of MHs respectively to the problem to 
be solved through CBR, with the possibility that parameters 
can change in run-time. According to the current situation 
being treated, the system must be able to define which MH 
must be used and also define the respective parameters. It is 
even possible to change from one MH to another, according 
to current state and previous information, through learning 
and experience.   
In the proposed MAS, there are agents representing 
jobs/tasks and agents representing resources/machines. The 
system is able to find optimal or near optimal solutions 
through the use of MHs, deal with dynamism (arriving of 
new jobs, cancelled jobs, changing jobs attributes, etc.), 
change/adapt the parameters of the algorithm according to 
the current situation, switch from one MH to another, and 
perform a coordination between agents through cooperation 
or negotiation mechanisms. 
Since it is impossible to predict each problem to treat, the 
system should be capable of learning about its experience 
during lifetime, as humans do. To perform this learning 
mechanism, it is proposed the use of CBR. 
The next three subsections describe the implemented 
MAS and also the two different perspectives of CBR 
integration on the MAS. 
A. Multi-Agent Scheduling System 
The developed MAS for Scheduling problem resolution 
is a hybrid autonomous architecture represented by 
hierarchical and team models (if using cooperation) or 
market models (if using negotiation), as defined by Horling 
and Lesser [31]. It is composed by three kinds of agents as 
shown in Figure 2. 
 
 
Figure 2.  Multi-Agent Scheduling System 
In order to allow a consistent communication with the 
user, a User Interface Agent (UI Agent) was implemented. 
This agent is responsible for the user interface definition and 
also for the dynamic generation of the necessary Job and 
Resource agents, according to the number of tasks/jobs and 
machines comprising the scheduling problem. It is also 
responsible for assigning each task to the respective Job 
Agent and, in the end, applying the repair mechanism and 
starting the coordination mechanisms.  
Job agents process the necessary information about the 
respective job. They are responsible for the generation of 
the earliest and latest processing times on the respective job 
and automatically separate each job’s operation for the 
respective Resource Agent. 
Resource agents are responsible for scheduling the 
operations that require processing in the machine supervised 
by the agent. These agents implement MH in order to find 
the best possible single-machine schedules/plans of 
operations and communicate those solutions to the AgentUI 
for later feasibility check. 
B. Global CBR perspective 
In this system, CBR can be used in two different 
approaches. The first one consists in retrieving the most 
similar case to the new problem, regardless the MH to use. 
With this, the case containing the MH and respective 
parameters to use is retrieved. The second approach consists 
in first choosing the MH and then retrieving the most 
similar case, with the parameters to use for that MH.  
Both approaches represent a Solution Reuse, but the first 
one is more appropriate to the Scheduling problem 
resolution, since it is important that the system have the 
capacity to decide which MH to use and defining the 
respective parameters, because not all MH are effective for 
the resolution of every type of problem.  
In a global perspective of CBR integration on the system 
(Figure 3), there is an external module (agent) responsible 
for executing the CBR. This module communicates with UI 
Agent in order to suggest a MH to use and configure the 
respective parameters. This communication occurs after 
loading the problem to solve and before communicating 
with Job and Resource agents. 
In this perspective, it is possible to assume that the 
system performs a team learning approach, since the CBR 
module performs self-parameterization for the whole 
system. 
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Figure 3.  CBR global integration 
Like previously described in Figure 1, every new 
problem, or perturbations occurred, leads to a new case in 
the system, with the previous most similar cases being 
retrieved from the casebase. After that, the better case is 
reused, becoming a suggested solution. After the solution 
revision, the case is executed in the MAS. This revision is 
made to be possible to escape from local optimal solutions 
and stagnation, since it is used some disturbance in the 
parameters of the proposed solution. After the conclusion of 
the MAS execution, the case is confirmed as a good solution, 
being retained on the database as a new learned case, for 
future use. 
C. Resource agents' CBR perpective 
Another possible approach of CBR integration is in a 
resource agents' perspective, where a concurrent learning is 
made, since each resource agent has his own CBR module 
for performing the self-parameterization of MHs. This 
perspective is shown in Figure 4. 
In this perspective, the problem is quite different, since 
each resource/machine has to solve his own Single Machine 
Scheduling Problem, instead of EJSSP.  
However, in this concurrent approach, each resource 
agent, through CBR module, uses his own and independent 
technique with self-tuned parameters. This is an important 
different opposing with global perspective, since each 
resource agent can use a different MH and parameters, and 
does not  know which techniques are used by other agents. 
 
 
Figure 4.  CBR Resource agents' integration 
The CBR cycle has the same structure of global 
perspective, working in the same way, like previously 
described. 
V. COMPUTATIONAL STUDY 
The objective of this computational study is to analyze 
the CBR integration and reach some conclusions about 
which perspective is better, comparing with previous 
obtained results (without the integration of CBR) and 
comparing the two perspectives together. 
For the computational study, it were used all instances 
from OR-Library Job-Shop Scheduling problems [32] (a 
total of 82 instances), proposed by Adams, Balas and 
Zawack [10], Fisher and Thompson [34], Lawrence, 
Applegate and Cook [36], Storer, Wu and Vaccari [37], and 
Yamada and Nakano [38]. These instances cover problems 
with 10, 20, 30, and 50 jobs, processed by 5, 10, 15, and 20 
machines. All instances were executed five times (before 
and after CBR integration) 
The machine used for the computational study is a HP 
Z400 Workstation, with the following main characteristics: 
Intel® Xeon® CPU W3565 @ 3.20 GHz, 6GB RAM, 
Samsung HD103SJ disk with 1TB, and Windows 7 64-bit. 
A. Global application 
The comparison between previous obtained results 
(before the introduction of CBR in the system) and global 
perspective's obtained results is shown in Figure 5. 
Analyzing this figure, average obtained results were 
improved by 22% and best obtained results were improved 
by 26%. We consider it a very good evolution of the results, 
since the previous obtained results were consider to be very 
good.  
 
 Figure 5.  Percentage of obtained results improvement on global 
perspective 
 
B. Resource agents' application 
The comparison of obtained results before the 
introduction of CBR in the system with resource agents 
perspective is shown in Figure 6. 
 
 
Figure 6.  Percentage of obtained results improvement on resource agents' 
perspective 
Analyzing this figure, we conclude that the improvement 
of results was very poor, since average results were not 
improved at all and best results were improved only by 2%. 
It is a sign that this perspective is not adequate for the 
system. 
C. Global perspectiv vs Resource agents' perspective 
Comparing the two perspectives, it will be possible to 
know which one has more merit to integrate the system. 
Figure 7 compares the average obtained results between 
perspectives. The average obtained results from global 
perspective were all better when comparing with resource 
agents' perspective. 
 
Figure 7.  Comparison of average obtained results between perspectives 
 
Figure 8.  Comparison of best obtained results between perspectives 
Comparing the best obtained results (Figure 8), it is 
possible to conclude that best results from global 
perspective were 87% better and only 11% were better when 
executing resource agents' perspective. The obtained results 
were the same in 2% of instances. 
With this obtained results it is possible to conclude that 
global perspective, where the learning process is based in 
one apprentice, is better for integrating the system, and, for 
this system, a team learning approach revealed better results 
than a concurrent learning approach. 
VI. CONCLUSIONS AND FUTURE WORK 
The paper addressed the use of CBR to self-parameterize 
MHs for the resolution of Scheduling problems, integrated 
on a MAS. With CBR, the system is able to choose and 
parameterize MH autonomously, for the resolution of static 
or dynamic Scheduling problems.  
Two perspectives of CBR integration were proposed. The 
first one was based on a team learning approach, with CBR 
being integrated in a global perspective, choosing and self-
parameterizing the same MH for every resource agents . The 
second perspective was based on a concurrent learning 
approach, where every resource agent has his own CBR 
module, choosing and parameterizing MHs for the resolution 
of his own local SMSP problem. 
Analyzing the computational study performed, it was 
possible to conclude that global perspective revealed better 
results when comparing with resource agents' perspective. 
With this, we conclude that, in our system, a team learning 
approach is better than a concurrent learning. 
Future work includes improvements on CBR global 
perspective and the implementation of other learning 
techniques, to compare with CBR. 
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