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Abstract
We describe additive (unstable) operations from a theory A∗ obtained from the Levine-Morel
algebraic cobordism by change of coefficients to any oriented cohomology theory B∗ (over a field of
characteristic zero). We prove that there is 1-to-1 correspondence between operations An → Bm
and families of homomorphisms An((P∞)×r) → Bm((P∞)×r) satisfying certain simple properties.
This provides an effective tool of constructing such operations. As an application, we prove that
(unstable) additive operations in algebraic cobordism are in 1-to-1 correspondence with the L ⊗Z Q-
linear combinations of Landweber-Novikov operations which take integral values on the products of
projective spaces. Furthermore, the stable operations are precisely the L-linear combinations of the
Landweber-Novikov operations. We also show that multiplicative operations A∗ → B∗ are in 1-to-1
correspondence with the morphisms of the respective formal group laws. We construct integral Adams
operations in algebraic cobordism, and all theories obtained from it by change of coefficients, extending
the classical Adams operations in algebraic K-theory. We also construct symmetric operations and
Steenrod operations (a` la T. tom Dieck) in algebraic cobordism for all primes. (Only symmetric
operations for the prime 2 were previously known to exist.) Finally, we prove the Riemann-Roch
Theorem for additive operations which extends the multiplicative case done in [19].
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1 Introduction
In the current article we study operations between oriented cohomology theories (over a field of charac-
teristic zero). In the algebro-geometric context operations were studied by Voevodsky [32], Brosnan [5],
Panin-Smirnov [20],[18],[19],[23],[24], and Levine-Morel [14]. By the work of Levine-Morel [14], one has a
universal oriented cohomology theory, called algebraic cobordism, and denoted by Ω∗. The universality
of Ω∗ combined with the reorientation procedure of Panin-Smirnov (following Quillen [22], see also [14,
pages 99-105]) permitted to produce the multiplicative operations Ω∗ → B∗ easily and to classify them
(in the ”invertible” case). In particular, one gets that all such operations are specializations of the Total
Landweber-Novikov operation Ω∗ → Ω∗[b1, b2, . . .]. Previously, the only example of unstable operations
(in the algebro-geometric context), the, so-called, Symmetric operations (mod 2) were introduced in
[26] and [28]. Originally constructed with the aim of producing maps between Chow groups of different
quadratic Grassmannians (of the same quadratic form), these operations in algebraic cobordism were
successfully applied to the question of rationality of algebraic cycles ([27],[29]), where they provide the
only known method to deal with 2-torsion. These operations can be combined into a Total one which is
a ”formal half” of the ”negative part” of the Total Steenrod operation (mod 2) in Algebraic Cobordism
- see 6.4. The topological counterpart of it was used by Quillen in [22]. Symmetric operations (mod 2)
are more subtle than the Landweber-Novikov ones. They lack the 2-primary divisibilities of the latter,
and so, in some sense, ”plug the gap” between L and H∗(MU) left by the Hurewicz map, plug 2-adically.
To have an integral variant of such statements one would need Symmetric operations for all primes.
Unfortunately, the case p = 2 was produced by an explicit geometric construction (using Hilb2), and
it is unclear how to extend it for other primes. The desire to construct these operations was the main
motivation behind the current article. In the end, it appeared that to produce Symmetric operation for
p > 2 is about as ”simple” as to produce all (unstable) additive operations in algebraic cobordism. But
to do it, one has to develop some new tools. One needs to understand the internal structure of algebraic
cobordism and, more precisely, the way Ω∗(X) can be described in terms of the restriction of Ω∗ to
varieties of dimension lower than the dimension of X. This leads to the notion of a theory of rational
type. Such theories appear to be the same as the free theories of Levine-Morel. In particular, all the
”standard” theories, like, CH, K0, BP , higher Morava’s K-theories K(n) are of this sort. At this stage
I should recall that there are two types of cohomology theories in Algebraic Geometry: ”large” ones
Aj,i - represented by some spectrum in A1-homotopy theory, numbered by two indices, and ”small” ones
Ai, typically, represented by the (2∗, ∗)-part of large theories. The Levine-Morel algebraic cobordism
Ω∗ belongs to the second type and, by the result of Levine ([13], see also [9]), is the (2∗, ∗)-part of Vo-
evodsky’s MGL. In this article, we work with ”small” theories. The fact that Ω∗ is a theory of rational
type is non-trivial. Our proof uses the mentioned comparison result of Levine ([13]). Any theory A∗ of
rational type on a variety X is described by the values of A∗ on varieties of lower dimension. We provide
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three alternative descriptions here: two in terms of push-forwards, and one in terms of pull-backs - see
Subsections 4.1,4.2,4.3. After that it becomes possible to construct operations inductively on dimension.
This enables us to show that an operation can be reconstructed from it’s action on (P∞)×r, for all r.
This is our main result (see Theorem 5.1):
Theorem 1.1 Let A∗ be a theory, obtained from Ω∗ by change of coefficients, and B∗ be any theory in
the sense of Definition 2.1. Fix n,m ∈ Z. Then there is a one-to-one correspondence between additive
operations An
G→ Bm and families of homomorphisms
An((P∞)×l) G→ Bm((P∞)×l), for l ∈ Z>0
commuting with pull-backs for:
(i) the action of Sl;
(ii) the partial diagonals;
(iii) the partial Segre embeddings;
(iv) (Spec(k) ↪→ P∞)× (P∞)×r, ∀r;
(v) the partial projections.
In Topology an analogous result was obtained by T.Kashiwabara in [10, Theorem 4.2]. The ”mul-
tiplicative” variant of our result (Proposition 5.20) says that multiplicative operations correspond to
families of homomorphisms as above commuting also with the external products of projective spaces.
These results permit to describe and construct operations effectively, as one only needs to define them on
(P∞)×r, which is a cellular space. As a first application, we describe all additive (unstable) operations
in the Levine-Morel algebraic cobordism. These appears to be exactly those L⊗Z Q-linear combinations
(infinite, in general) of the Landweber-Novikov operations which take ”integral” values on Ω∗((P∞)×r),
for all r. This is done in Theorem 6.1:
Theorem 1.2 Let ψ ∈ HomL(L[b],L ⊗Z Q)(m−n) be a homomorphism of L-modules. Denote by Sψ :
Ωn → Ωm ⊗Z Q the respective L⊗Z Q-linear combination of the Landweber-Novikov operations, i.e., the
composition of
Ω∗
STotLN−→ Ω∗[b] ∼= Ω∗ ⊗L L[b] ⊗ψ−→ Ω∗−n+m ⊗Z Q
in degree n. Assume that Sψ satisfies the following integrality condition: Sψ(Ω
n((P∞)×r)) ⊂ Ωm((P∞)×r),
for all r > 0. Then there exists a unique additive operation Gψ : Ωn → Ωm such that Sψ = Gψ ⊗
Q. Moreover, every additive operation arises in this way, for a unique ψ. Thus, ψ ↔ Gψ is a 1-
to-1 correspondence between linear combinations of Landweber-Novikov operations satisfying integrality
conditions and integral additive operations.
With the above notation, the stable operations are precisely the Gψ for ψ ∈ HomL(L[b],L), i.e., they
are the L-linear combinations of the Landweber-Novikov operations. (See Theorem 3.10 whose proof is
much simpler than the above theorem.)
Next, we get a complete description of multiplicative operations from a free theory (in the sense of
Levine-Morel) to any other theory in terms of formal group laws. It is given by Theorem 6.9:
Theorem 1.3 Let A∗ be a free theory, and B∗ be any oriented cohomology theory. The map sending
the multiplicative operation A∗ → B∗ to the induced homomorphism of formal group laws (A∗(k), FA)→
(B∗(k), FB) is a bijection.
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Using this, we are able to extend a result of Panin-Smirnov and Levine-Morel on multiplicative
operations Ω∗ → B∗ (see Theorem 3.7). This is done in Theorem 6.10:
Theorem 1.4 Let B∗ be an oriented cohomology theory. Let γ = b0x + b1x2 + b2x3 + . . . ∈ B∗(k)[[x]]
be a power series such that b0 ∈ B∗(k) is a non zero-divisor. Then there exists a multiplicative operation
G : Ω∗ → B∗ with γG = γ if and only if the twisted formal group law F γB ∈ B∗(k)[b−10 ][[x, y]] has
coefficients in B∗(k). In this case, such an operation is unique.
As an immediate application of this we construct integral Adams operations Ψk in algebraic cobordism
and all other free theories. This is Theorem 6.16:
Theorem 1.5 For any free theory A∗, there are multiplicative A∗(k)-linear operations Ψk : A∗ → A∗,
k ∈ Z, such that γΨk = [k] ·A x. These operations do not depend on the choice of orientation of A∗. In
the case of K0 these are the usual Adams operations.
As these unstable multiplicative operations are A∗(k)-linear, they are all obtained from the ones
in algebraic cobordism by change of coefficients. Previously, in the case of algebraic cobordism, such
operations were known only with rational coefficients (in which case they can be expressed through
Landweber-Novikov operations).
Similar considerations permit to construct the Steenrod operations in algebraic cobordism a` la tom
Dieck (see Theorem 6.18). Finally, using the Main Theorem 5.1 itself we construct Symmetric operations
for all primes p - see Theorem 6.19. The last two results form a separate paper [30], not to overburden
the present text. Aside from the mentioned major results we present various smaller ones - see Section
6. In particular, we show that all operations in Chow groups mod p are essentially stable (each extends
to a unique stable operation), and consist of Steenrod operations only (Theorem 6.6), and we describe
additive operations in K0 (see Theorem 6.8).
Also, as a byproduct of the proof of our main theorem we obtain the Riemann-Roch Theorem for
unstable additive operations - see Theorem 5.19. It generalizes the multiplicative version obtained earlier
- see [19].
In Section 7 we introduce some tools used in the main part of the article. In particular, various
blowup results. We also discuss combinatorial pull-backs. This version of the refined pull-backs (see [14,
Subsection 6.6]) for divisors with strict normal crossings is given by an explicit formula. It is one of our
main tools.
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discussions since our 2004-2005 common stay at IAS. These really influenced my way of thinking about
the subject. I want to thank O.Haution, with whom we tried to produce the geometric construction
of Symmetric operations for p = 3, and discussed various other related topics. Also, I’m very grateful
to P.Brosnan, S.Gille, A.Kuznetsov, A.Lazarev, M.Levine, F.Morel, M.Rost, B.Totaro, V.Voevodsky,
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my gratitude to W.Wilson, whose book [34] gave me the inspiration for the current article, and to
T.Kashiwabara, who explained me the topological side of the picture (in particular, that many of my
results were known in Topology) and drew my attention to such works as [10, 4, 6]. And I’m really
indebted to the Referees for numerous useful suggestions which substantially improved the exposition
and simplified the arguments, in places. The support of EPSRC Responsive Mode grant EP/G032556/1
is gratefully acknowledged.
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2 Algebraic Cobordism and other oriented cohomology theories
2.1 Main definitions
Throughout the article k will denote the base field of characteristic 0. Smk will denote the category of
smooth quasi-projective varieties over k, and Schk - the category of separated schemes of finite type over
k. Let R∗ be the category of graded commutative rings.
Following D.Quillen ([22]), I.Panin-A.Smirnov ([20, Definition 3.1.1]), and M.Levine-F.Morel ([14,
Definition 1.1.2]) we introduce the notion of an oriented cohomology theory on Smk. The only difference
in comparison with [14, Definition 1.1.2] is that we impose the localization axiom (EXCI). All the
”standard” theories, like Ω∗, CH∗ and K0 do satisfy this axiom, but not their completed versions MGL∗,∗
′
,
H∗,∗
′
M and K∗. Thus, the new axiom (EXCI) is rather restrictive. And the techniques that we develop
in this article rely crucially on it.
Definition 2.1 (cf. [14, Definition 1.1.2]) An oriented cohomology theory on Smk is given by:
(D1) An additive (pull-back) functor A∗ : Smopk → R∗.
(D2) A push forward structure: for each projective morphism f : Y → X of virtual relative codimension
d, a homomorphism of graded A∗(X)-modules:
f∗ : A∗(Y )→ A∗+d(X).
These data satisfy:
(A1) Functoriality of push-forwards: (IdX)∗ = IdA∗(X), and for projective morphisms f : Y → X,
g : Z → Y of virtual relative codimensions d and e,
(f ◦ g)∗ = f∗ ◦ g∗ : A∗(Z)→ A∗+d+e(X).
(A2) For pair of transversal morphisms (see [28, 5.3]) f : X → Z, g : Y → Z fitting into a cartesian
square
W
g′ //
f ′ 
X
f
Y g
// Z,
with f projective of relative dimension d,
g∗f∗ = f ′∗g
′∗.
(PB) For a rank n vector bundle E → X with canonical quotient line bundle O(1)→ P(E), zero section
s : P(E)→ O(1), and ξ ∈ A1(P(E)) defined by
ξ := s∗s∗(1),
one has: A∗(P(E)) is a free A∗(X)-module with basis
(1, ξ, ξ2, . . . , ξn−1).
(EH) For a vector bundle E → X and an E-torsor p : V → X, p∗ : A∗(X)→ A∗(V ) is an isomorphism.
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(EXCI) For a smooth quasi-projective variety X with closed subscheme Z
i→ X and open complement
U
j→ X, one has an exact sequence:
A∗(Z)
i∗−→ A∗(X) j
∗
−→ A∗(U)→ 0,
where, for a smooth quasi-projective equidimensional variety Y , A∗(Y ) = Adim(Y )−∗(Y ) and, for
a quasi-projective variety Y which is not assumed to be smooth, A∗(Y ) = colimV→Y A∗(V ) where
V → Y are projective morphisms from a smooth quasi-projective variety V and where the transition
maps in the colimit are push-forward maps.
Remark 2.2 Notice, that (D2) contains the projection formula.
Whenever we refer to an oriented cohomology theory, we will mean a theory satisfying the above set
of axioms.
Quite often (especially, in our main results) we will need to impose an additional condition demanding
our theory to be constant along field extensions. To formulate this condition, we set, for a finitely
generated extension L/k,
A∗(L) = colimU⊂X A∗(U)
where X is a connected smooth quasi-projective variety such that k(X) = L and U ⊂ X runs over all
(non-empty) open subschemes of X. (See [14, Subsection 4.4.1].) Then we have the notion of a generically
constant theory of Levine-Morel - see [14, Definition 4.4.1].
(CONST ) The theory is called ”generically constant” if the natural map A∗(k) → A∗(L) is an isomorphism,
for each finitely generated field extension L/k.
All standard theories are generically constant but it is easy to construct theories which are not.
Example 2.3 Let A∗ be any theory (say, a generically constant one), and Y be a smooth quasi-projective
variety over k. Then we can define a new theory: A∗Y/k(X) := A
∗(Y ×Spec(k) X). For example, we can
take Y = Spec(L), where L/k is a finite field extension. This theory will not be generically constant. For
example, if L/k is Galois of degree n, then A∗L/k(Spec(L)) = ⊕ni=1A∗(Spec(L)), while A∗L/k(Spec(k)) =
A∗(Spec(L)).
M.Levine and F.Morel constructed the universal oriented cohomology theory Ω∗ called algebraic
cobordism (see [14, Theorem 1.2.6]). It has a unique map to any other theory A∗. This theory satisfies
(CONST ). It is an algebraic analogue of complex cobordism in topology. Fixing a complex embedding
k ↪→ C, there is a topological realization morphism Ω∗(X)→MU2∗(X(C)) which is an isomorphism for
X = Spec(k).
2.2 An associated Borel-Moore theory
Each oriented cohomology theory on Smk can be extended to a Borel-Moore functor on Schk in the
sense of [14, Definition 2.1.2] - see [14, Remark 2.1.4]. We will not need most of the features of such a
functor, only the push-forward maps which are completely straightforward, so will not list it’s axioms
here. Later, in Subsection 4.3, in the case of theories of rational type we will need the refined pull-backs,
but those will be deduced from the refined pull-backs in algebraic cobordism constructed by Levine-Morel
[14, Theorem 6.6.6].
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Definition 2.4 For a quasi-projective scheme Z, define A∗(Z) = colimV→Z A∗(V ) where V → Z are
projective morphisms from a smooth quasi-projective variety V and where the transition maps in the
colimit are push-forward maps.
Clearly, A∗(Z) = A∗(Zred), and if Z = ∪mi=1Zi is the decomposition into irreducible components, then
we have an exact sequence:
0←− A∗(Z)←−
m⊕
i=1
A∗(Zi)←−
m⊕
i,j=1
A∗(Zi ∩ Zj). (1)
More generally, for a closed embedding S ⊂ Z with the open compliment U we have an excision sequence:
0←− A∗(U)←− A∗(Z)←− A∗(S). (2)
Here (1) follows immediately from (2), while the latter one can be easily reduced to the case of a
projective Z which, in turn, is a simple consequence of the resolution of singularities combined with the
usual (smooth) (EXCI) axiom. I leave the details of this exercise to the reader.
A priori, A∗(Z) for a singular scheme Z is expressed in terms of A∗ of infinitely many smooth schemes.
But Proposition 7.7 shows that one has a finite presentation related to the resolution of singularities.
2.3 Formal group law
Any theory in the sense of Definition 2.1 (even without (EXCI)) has Chern classes. Namely, if E is a
vector bundle of dimension d on X, then ξ ∈ A1(PX(E∨)) (as in the axiom (PB)) satisfies the unique
equation:
d∑
i=0
(−1)icAi (E) · ξd−i = 0,
where cA0 (E) = 1, and c
A
i (E) ∈ Ai(X) are some elements. These satisfy the usual Cartan formula, and
in the case of a line bundle L, cA1 (L) = s
∗s∗(1), where s : X → L is the zero section.
Consider the variety pi : FlagX(E) → X of complete flags of E. By construction, pi∗(E) has a
natural filtration with graded pieces of rank 1. Then the Cartan formula implies that
∑d
i=0 pi
∗cAi (E) =∏d
i=1(t + λi), for some elements λi ∈ A1(FlagX(E)), i = 1, . . . , d. These are called A-roots of E. By
the (PB) axiom, the map pi∗ : A∗(X) → A∗(FlagX(E)) is split injective, which permits one to make
computations with pi∗(α) instead of α and so, to use the A-roots.
By [14, Theorem 2.3.13], any theory A∗ as above satisfies the axiom:
(DIM) For any line bundles L1, . . . , Ln on a smooth X of dimension < n, one has: c
A
1 (L1) · . . . · cA1 (Ln) =
0 ∈ A∗(X).
Thus, any power series with coefficients in A∗(X) can be evaluated on Chern classes.
To any theory A∗ as above one can associate the formal group law (FGL, for short) (A∗(k), FA), and
FA(x, y) = Segre
∗(t) ∈ A∗(k)[[x, y]] = A∗(P∞ × P∞),
where P∞ × P∞ Segre−→ P∞ is the Segre embedding, and x, y, t are the 1-st Chern classes of O(1) of the
respective copies of P∞. We will denote the coefficients of FA by aAi,j . Thus,
FA(x, y) =
∑
i,j
aAi,j · xi · yj
7
is a homogeneous power series of degree 1 (i.e., aAi,j ∈ A1−i−j(k)), where aA0,0 = 0 and aA1,0 = aA0,1 = 1. The
formal group law describes how to compute the 1-st Chern class of a tensor product of two line bundles
in terms of the 1-st Chern classes of the factors:
cA1 (L⊗M) = FA(cA1 (L), cA1 (M)).
For general facts about formal group laws see [11]. The universal formal group law (L, FU ) has a unique
morphism to any formal group law, in particular, to (A∗(k), FA). M.Levine and F.Morel have shown
that, in the case of algebraic cobordism, the respective map is an isomorphism - see [14, Theorem 1.2.7].
In particular, Ω∗(k) = L∗, for any field k.
A theory A∗ is called additive, if its formal group law is additive, i.e., FA(x, y) = x + y. By a result
of Levine-Morel (see [14, Theorem 1.2.2]), CH∗ is the universal additive theory.
3 Operations
3.1 The category SmOp
As in topology, an operation from a theory A∗ to a theory B∗ is a natural transformation from A∗
to B∗ considered as a contravariant functors from Smk, i.e., operations commute with pull-backs (but
not necessarily with push-forwards). The most commonly studied operations are the stable ones with
the exception of Adams operations in K-theory. (See also [28] where Symmetric operations (mod 2) in
algebraic cobordism are introduced.) The aim of the current article is to develop an effective method
of producing unstable operations. And, although, in the end, stable operations is not what we are after
(there are more or less no questions left about them), they provide an important ”coordinate system” in
which one can describe unstable ones. To be able to talk about ”stability” we need to introduce some
notion of suspension. Following V.Voevodsky and I.Panin-A.Smirnov, we introduce:
Definition 3.1 The category SmOp has objects (X,U), where X is a smooth quasi-projective variety
over k, and U
i
↪→ X is an open subvariety. Morphisms from (X,U) to (Y, V ) are maps X f→ Y which
map U to V . We have a natural functor:
N : Smk −→ SmOp,
sending X to (X, ∅).
In SmOp we have cartesian product given by:
(X,U)× (Y, V ) := (X × Y,U × V ),
and we can define smash product by the formula:
(X,U) ∧ (Y, V ) := (X × Y,X × V ∪ U × Y ),
which permits to introduce the suspension:
Definition 3.2
ΣT (X,U) := (X,U) ∧ (P1,P1\0).
Any theory A∗ in the sense of Definition 2.1 can be extended to a contravariant functor A∗ : SmOp→
Ab as follows:
A∗((X,U)) := Ker(A∗(X) i
∗→ A∗(U)),
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with the pull-backs naturally induced by those from Smk. We have an external product:
A∗((X,U))⊗A∗((Y, V )) ∧−→ A∗((X,U) ∧ (Y, V )),
and a canonical element εA = cA1 (O(1)) ∈ A1((P1,P1\0)) - the class of a rational point. We get the
natural isomorphism:
σT : A
n((X,U))
=−→ An+1(ΣT (X,U))
x 7→ x ∧ εA.
Definition 3.3 Let A∗ and B∗ be theories in the sense of Definition 2.1. An operation G : An → Bm
is a natural transformation between An and Bm considered as contravariant functors from Smk to the
category of pointed sets. In other words, it is a family of maps GX : A
n(X) → Bm(X), for X ∈ Smk,
commuting with pull-backs and sending zero to zero. An operation is called additive, if the maps GX are
homomorphisms of abelian groups.
Note, that such an operation extends uniquely to a morphism of contravariant functors on SmOp.
Moreover, the condition 0 7→ 0 is equivalent to the existence of such an extension (since A∗((X,X)) = 0,
and there exists a morphism (X,U)→ (X,X)).
Definition 3.4 A stable operation G : A∗ → B∗+l is a set of operations {Gn : An → Bn+l, n ∈ Z},
which commute with the isomorphisms σT .
As one would expect,
Proposition 3.5 Any stable operation is additive.
Proof: Let α, β, γ : (P1,P1\0) → (P1, (P1\0))×2 be defined as follows: α = id ×∞, β = ∞× id, γ = ∆.
The A∗(k)-module A∗((P1,P1\0)×2) is freely generated by εA1 = cA1 (O(1, 0)), εA2 = cA1 (O(0, 1)) and εA1 ·εA2
where O(1, 0) and O(0, 1) are the obvious two line bundles on P1 × P1. Consequently, for R ∈ SmOp,
A∗((P1,P1\0)×2 ∧R) = εA1 ∧A∗(R)⊕ εA2 ∧A∗(R)⊕ (εA1 · εA2 ) ∧A∗(R).
Using these coordinates, it is easy to see that γ∗R = α
∗
R + β
∗
R. Let x and y be elements of A
∗(R). Then
G(εA ∧ (x+ y)) = G(εA ∧ x+ εA ∧ y) = G(γ∗R(εA1 ∧ x+ εA2 ∧ y)) = γ∗RG(εA1 ∧ x+ εA2 ∧ y) =
α∗RG(ε
A
1 ∧ x+ εA2 ∧ y) + β∗RG(εA1 ∧ x+ εA2 ∧ y) = G(εA ∧ x) +G(εA ∧ y).
Since G is stable, we obtain that G(x+ y) = G(x) +G(y). 
Definition 3.6 A multiplicative operation G : A∗ → B∗ is a natural transformation between A∗ and B∗
considered as contravariant functors from Smk to the category of rings. In other words, GX : A
∗(X)→
B∗(X) is a ring homomorphism for all X ∈ Smk.
Let us stress that we do not require multiplicative operation to respect grading. To a multiplicative
operation G : A∗ → B∗, one can associate a power series γG = b0x + b1x2 + . . . ∈ B∗(k)[[x]], called the
inverse Todd genus. It is uniquely determined by the following condition. If xA = cA1 (OP∞(1)) ∈ A∗(P∞),
and similarly for xB, then G(xA) = γG(x
B) ∈ B∗(k)[[xB]] = B∗(P∞). Moreover, if ϕG = Gk : A∗(k) →
B∗(k) is the ring homomorphism induced by G on the coefficients, then the pair (ϕG, γG) : (A∗(k), FA)→
(B∗(k), FB) is a morphism of formal group laws. In other words,
ϕG(FA)(γG(u), γG(v)) = γG(FB(u, v)).
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Of course, the composition of multiplicative operations corresponds to the composition of morphisms of
formal group laws:
(ϕH◦G , γH◦G(x)) = (ϕH ◦ ϕG , ϕH(γG)(γH(x))).
In the case of A∗ = Ω∗, and b0 invertible in B∗(k), the homomorphism ϕG is completely determined by
γG. Namely, L is generated as a ring by the coefficients aΩi,j of the universal formal group law, and ϕG(aΩi,j)
is the respective coefficient of the formal group law F γGB (x, y) = γG(FB(γ
−1
G (x), γ
−1
G (y))). Moreover, we
have the following result:
Theorem 3.7 (Panin-Smirnov+Levine-Morel) Let γ = b0x+b1x
2 +b2x
3 + . . . ∈ B∗(k)[[x]]. Assume that
b0 is invertible in B
∗(k). Then there exists a unique multiplicative operation G : Ω∗ → B∗ with γG = γ.
Proof: Having a power series γ as above with invertible b0, one can construct the new theory B˜ by
changing the orientation (push-forward structure) of the theory B∗ using the recipe from [20, Theorem
5.1.4] (take ϕ = id, loc. cit.), so that cB˜1 = γ(c
B
1 ). The details can be found in [19, Theorem 2.3.2]. The
same method (which is essentially due to Quillen [22]) is employed in [14, 99-102] and [12] (where the
definition of an oriented theory is closer to our’s). Since the pull-back structure on B∗ and B˜∗ is the
same, the operations G : Ω∗ → B∗ with γG = γ correspond exactly to morphisms of theories Ω∗ → B˜∗
(mapping cΩ1 to c
B˜
1 ). So, the existence and uniqueness of such an operation follows from the universality
of algebraic cobordism of Levine-Morel [14, Theorem 1.2.6]. 
Below we will be able to generalize this result substantially - see Theorems 6.10 and 6.14.
The following statement describes the relation between stable and multiplicative operations.
Proposition 3.8 Let G : A∗ → B∗ be a multiplicative operation with γG = b0x+ b1x2 + . . .. Then G is
stable if and only if b0 = 1.
Proof: Let R ∈ SmOp. Since G is multiplicative, we have for x ∈ A∗(R):
G(x ∧ εA) = G(x) ∧G(εA) = G(x) ∧ (b0 · εB).
This shows that G(σT (x)) = b0 · σT (G(x)). Thus, G is stable iff b0 = 1. 
Example 3.9 Let STotLN : Ω
∗ −→ Ω∗[b1, b2, . . .] = Ω∗[b] be the total Landweber-Novikov operation. It is the
multiplicative operation corresponding to the power series x+ b1x
2 + b2x
3 + . . ., where bi are independent
variables (see [14, Example 4.1.25] and [22]). By Proposition 3.8 this operation is stable.
Any stable multiplicative operation G : Ω∗ → B∗ is a specialization of STotLN . Namely, for each such G
there exists unique morphism of theories θG : Ω
∗[b1, b2, . . .]→ B∗ such that G = θG ◦STotLN . This θG is the
canonical morphism of theories on Ω∗, and sends bi’s to the coefficients of γG.
3.2 Stable operations in algebraic cobordism
We already have seen an example of a stable operation, namely the total Landweber-Novikov operation
STotLN : Ω
∗ → Ω∗[b]. In fact, all stable operations in algebraic cobordism are deduced from the total
Landweber-Novikov operation by change of coefficients, exactly as in the topological setting. More
precisely, we have the following result.
Theorem 3.10 The map sending a graded L-linear morphism ψ : L[b]→ L of degree l to the composition
Gψ : Ω
∗ STotLN−→ Ω∗[b] = Ω∗ ⊗L L[b] ⊗ψ−→ Ω∗+l
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is a bijection from the set HomL(L[b],L)deg=l to the set of stable operations Ω∗ → Ω∗+l.
Proof: Since STotLN and ⊗ψ are stable operations, so is their composition. Now, let G : Ω∗ → Ω∗+l be a
stable operation. Then G is additive. In particular, Gk is an additive graded homomorphism L∗ → L∗+l.
Consider the commutative diagram:
L
STotLN // _

L[b] _

Z[d]
S
// Z[d][b],
where the vertical maps are induced by the natural embedding of rings L ↪→ Z[d1, d2, . . .] corresponding
to the twist of the additive formal group law by the change of parameter: δ(y) = y + d1y
2 + d2y
3 + . . .
(see [1], [22]), and S maps di to the i-th coefficient ei of the power series ρ(y) = β(δ(y)) with β(x) =
x+ b1x
2 + b2x
3 + . . .. In particular, the vertical maps are isomorphisms after tensoring with Q,
Z[d][b] = Z[d][e] and L[b]⊗Z Q = L[e]⊗Z Q.
We now claim that there exists a unique graded L-linear map ψG : L[b]→ L⊗Z Q of degree l such that
the composition
L
STotLN−→ L[b] ψG−→ L⊗Z Q
factors through the additive homomorphism Gk : L→ L. Indeed, by the preceding discussion, Gk induces
an additive homomorphism Gk ⊗ Q : Q[d] → Q[d] and we need to show that there exists a Q[d]-linear
map ψ′G : Q[d][b]→ Q[d] such that Gk ⊗Q = ψ′G ◦ (S ⊗Q). But this is now clear since Q[d][b] = Q[d][e]
and the map S sends di to ei. Consider the operation:
H = G− ψG ◦ STotLN : Ω∗ −→ Ω∗+l ⊗Z Q.
Let us show that H = 0.
Lemma 3.11 Let H : A∗ → B∗+l be a stable operation such that HX = 0. Then HX×P1 = 0.
Proof: The maps P1 // Spec(k)mm define the decomposition: C∗(X×P1) = C∗(X)⊕C∗(ΣTX) respected
by additive operations. Moreover, since H is stable, and HX is zero, so is HΣTX . Hence, HX×P1 = 0. 
Lemma 3.12 Let H : A∗ → B∗+l be a stable operation such that Hk : A∗(k)→ B∗+l(k) is zero. Assume
that B∗(k) has no torsion. Then H(P∞)×r : A∗((P∞)×r)→ B∗+l((P∞)×r) is zero for all r.
Proof: We need to show that H(PN )×r = 0, for all N and r. Consider the map p : ((P1)×N )×r → (PN )×r
which is the r-th power of a linear projection q from (P1)×N ⊂ PM to PN . Let x = cB1 (O(1)) be the 1-st
Chern class of the canonical line bundle on PN , and x1, . . . , xN be the 1-st Chern classes of the canonical
line bundles on P1-factors. Then
q∗(x) = x1 +B x2 +B . . .+B xN ≡ x1 + . . .+ xN (mod deg > 1), and so
q∗(xk) ≡
∑
I⊂{1,...,N}
#(I)=k
(
N
k
)∏
i∈I
xi (mod deg > k).
Since B∗(k) has no torsion, this proves that p∗ : B∗((PN )×r)→ B∗(((P1)×N )×r) is injective. By Lemma
3.11, H(P∞)×r = 0. 
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Remark 3.13 The condition that B has no torsion is essential. Take, for example A∗ = B∗ = CH∗ /2,
and H = G1 −G2, where G1 = id with γG1 = x and G2 = StTot with γG2 = x+ x2 - the Total Steenrod
operation. Then ϕG1 = ϕG2 since there exists only one homomorphism of rings Z/2 → Z/2, and so
Hk = 0. At the same time, for x = c
A
1 (O(1)), we have HP∞(x) = γG1(x)− γG2(x) = x2 6= 0.
Proposition 3.14 Let A∗ and B∗ be two theories in the sense of Definition 2.1, and assume that A∗
satisfies (CONST ). Let H : An → Bm be an additive operation (not necessarily stable!) such that
H(P∞)×r = 0, for any r. Then H = 0.
Proof: Let us prove by induction on the dimension of X that HX×(P∞)×r = 0, for all r. The base
(dim(X) = 0) follows from our conditions. Suppose dim(X) = d, and the statement is known for varieties
of smaller dimension. We know that A∗(X × (PN )×r) is a free module over A∗(X) with basis consisting
of monomials ξ
m
=
∏r
i=1 ξ
mi
i with 0 6 mi 6 N , where ξi = cA1 (O(1)i) and O(1)i is the line bundle on
(PN )×r obtained by pulling back O(1) along the projection to the i-th factor. Thus, it is sufficient to
prove that H(x · ξm) = 0, for any x ∈ An−
∑
imi(X), for any m. Because A∗ satisfies (CONST ), we
have: H(x|Spec(k(X)) · ξm) = 0, and by additivity of H we can assume that x|Spec(k(X)) = 0, that is,
x is supported on some closed subvariety Y ⊂ X (here we use (EXCI)). By Hironaka’s resolution of
singularities (see Theorem 8.2), there exists a permitted blow up (see Definition 8.1) pi : X˜ → X with
centers over Y and of dimension < dim(Y ), such that the strict transform Y˜ of Y is smooth. Since
pi∗ : B∗(X)→ B∗(X˜) is injective, it is sufficient to show that H(pi∗(x) · ξm) = 0. We have:
X˜ = Xn
pin→ Xn−1 pin−1→ . . . pi2→ X1 pi1→ X0 = X
Y˜ = Yn
pi′n→ Yn−1
pi′n−1→ . . . pi
′
2→ Y1 pi
′
1→ Y0 = Y,
where Xi+1 = BlZiXi, Zi ⊂ Xi is smooth of dimension < dim(Y ), and Yi+1 is the strict transform of Yi.
Let yi ∈ A∗(Xi) be some element with support on Yi. Then it follows from (1) (after the Definition 2.4)
that pi∗i+1(yi) = yi+1 + ui+1, where yi+1 has support in Yi+1 and ui+1 has support in the special divisor
PZi(NZi→Xi).
Lemma 3.15 Let H : An → Bm be an additive operation. Let X be a smooth quasi-projective variety,
and let Z ⊂ X be a smooth closed subvariety of X of codimension l. Consider the regular closed immer-
sions f : Z ↪→ X and g : Z ↪→ PZ(Nf ⊕ O). Then, for every u ∈ An−l(Z), the following implication
holds: H(g∗(u)) = 0 ⇒ H(f∗(u)) = 0.
Proof: We use the deformation to the normal cone construction. We have varieties W˜ = BlZ×{0}(X×A1),
Z˜ = Z × A1, W0 = PZ(Nf ⊕O), W1 = X × {1}, fitting into the diagram:
W0
i0 // W˜ W1
i1oo
Z
j0
//
g
OO
Z˜
h
OO
Z
j1
oo
f
OO
with both squares transversal cartesian. Let Z˜
p−→ Z be the natural projection. Since B∗ satisfies
(EXCI), H(h∗p∗(u)) has support in Z˜. That is, H(h∗p∗(u)) = h∗(v), for some v ∈ B∗(Z˜). Then
i∗0H(h∗p∗(u)) = H(i∗0h∗p∗(u)) = H(g∗j∗0p∗(u)) = H(g∗(u)) = 0 should be equal to i∗0h∗(v) = g∗j∗0(v). But
j∗0 is an isomorphism, and g∗ is an injection. Hence, v = 0, and so H(h∗p∗(u)) = 0. This implies that:
0 = i∗1H(h∗p∗(u)) = H(i∗1h∗p∗(u)) = H(f∗j∗1p∗(u)) = H(f∗(u)). 
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Lemma 3.16 Let V be a vector bundle on Z, and P = PZ(V ). Let H : An → Bm be an additive
operation s.t. HZ×(P∞)×r = 0, ∀r. Then HP×(P∞)×r = 0, ∀r.
Proof: A∗(P ) as an A∗(Z)-module is generated by powers of cA1 (OP (1)). There are very ample line
bundles L1, L2 on P such that OP (1) = L1 ⊗ L−12 . Hence, any element in A∗(P ) can be written as an
A∗(Z)-linear combination of cA1 (L1)m1 · cA1 (L2)m2 . And each such element is a pull-back of a certain
element from A∗(Z× (P∞)×2). Thus, any element from A∗(P × (PN )×r) is a sum of elements pulled back
from A∗(Z × (PM )×r+2), and so H must be trivial on it. 
Lemma 3.17 Let f : Z ↪→ X be a closed immersion between smooth varieties. Assume that HZ×(P∞)×r =
0 for all r. Then HX×(P∞)×r is zero on the image of (f × id)∗ : A∗(Z × (P∞)×r)→ A∗(X × (P∞)×r) for
all r.
Proof: Follows immediately from Lemmas 3.15 and 3.16. 
We now return to the proof of Proposition 3.14. Take now y0 = x, and construct the elements yi, ui
as above. Since ui+1 has support on a smooth subvariety PZi(NZi⊂Xi), it follows from the inductive
assumption and Lemma 3.17 that H(ui+1 · ξm) = 0 and, thus, H(ui+1|X˜ · ξ
m
) = 0. Then y˜ = yn has
support in Y˜ , and by the above, H(y˜ · ξm) = H(pi∗(x) · ξm). Thus, we can reduce to the case where x
has support on a smooth subvariety Y ⊂ X, where it follows from the inductive assumption and Lemma
3.17. Induction step is done, and Proposition 3.14 is proven. 
We now return to the proof of Theorem 3.10. By Lemma 3.12 and Proposition 3.14, the composition
Ω∗ G−→ Ω∗ ↪→ Ω∗ ⊗Z Q coincides with the composition Ω∗
STotLN−→ Ω∗[b] ψG−→ Ω∗ ⊗Z Q, that is G is a
linear combination (infinite, in general) of the Landweber-Novikov operations. It remains to show that
ψG : L[b]→ L⊗Q takes values in L. As ψG is L-linear, it is enough to show that ψG(br) ∈ L. We argue
by induction on the degree of the monomial b
r
. (When the degree is zero, the result follows from the fact
that ψG(1) = ψG ◦ STotLN (1) = Gk(1) which belongs to L.) Consider X = ×i(Pi+1)×ri , and x = ×i(hi)×ri ,
where hi = c
Ω
1 (OPi+1(1)). First, we compute S
Tot
LN (x). As S
Tot
LN is multiplicative, we have
STotLN (x) = ×i STotLN (hi)×ri .
Moreover, by the very definition of STotLN (see Example 3.9),
STotLN (hi) = hi + h
2
i · b1 + h3i · b2 + . . .+ hi+1i · bi
and hi+1i = [pt] is the class of a point in Pi+1. It follows that
STotLN (x) = [pt] · br +
∑
deg(s)<deg(r)
µs · bs
for some coefficients µs ∈ Ω∗(X). By our induction hypothesis ψG(bs) ∈ L. Therefore, to show that
ψG(b
r
) ∈ L, it is enough to show that ψG(STotLN (x)) ∈ Ω∗(X). But, we already know that ψG(STotLN (x)) =
G(x). This proves that ψG takes values in L. Using 3.12 and Proposition 3.14 again, we obtain that
G = ψG ◦ STotLN integrally. This finishes the proof of Theorem 3.10. 
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3.3 Unstable operations in algebraic cobordism (uniqueness)
Unstable operations can be described in terms of stable ones. In analogy with topology we have:
Theorem 3.18 Let G : Ωn → Ωm be an additive operation. Then there exists unique ψG ∈ HomL(L[b],L⊗Z
Q)(m−n) such that G⊗Q : Ωn → Ωm⊗Q coincides with the composition Ω∗
STotLN−→ Ω∗[b] ⊗ψG−→ Ω∗+m−n⊗ZQ
in degree n. This way, the set of additive operations G : Ωn → Ωm is identified with a subset of
HomL(L[b],L⊗Z Q)(m−n).
Proof: By Proposition 3.14 we know that any additive operation G : Ωn → Ωm is completely determined
by it’s action on Ωn((P∞)×r), for all r. Thus, it is sufficient to show that there exists a unique L⊗Z Q-
linear combination of the Landweber-Novikov operations which coincides with G⊗Q on Ωn((P∞)×r), for
all r. We have mutually inverse operations:
Ω∗ ⊗Z Q
α ..
CH∗⊗ZQ[d],
β
mm
where γ−1α = x+ d1x2 + d2x3 + . . . = ϕα(logΩ), and γβ = logΩ. Thus, we obtain a commutative diagram:
Ωn ⊗Z Q G⊗Q // Ωm ⊗Z Q
α
(CH∗⊗ZQ[d])(n) H //
β
OO
(CH∗⊗ZQ[d])(m),
where H is an additive operation between additive theories.
Let A∗ and B∗ be two theories in the sense of Definition 2.1. Let xi = cA1 (OP∞(1)i) and yi =
cB1 (OP∞(1)i), where OP∞(1)i is the pull-back of the canonical line bundle OP∞(1) along the projection
to the i-th component pii : (P∞)×r → P∞. Then A∗((P∞)×r) is a free A∗(k)-module with the monomial
basis xs = xs11 · · ·xsrr , and B∗((P∞)×r) is a free B∗(k)-module with the basis ys.
Lemma 3.19 Let H : An → Bm be an additive operation of additive theories. Suppose B∗(k) has no
torsion. Then there exists unique homomorphism of abelian groups A∗(k) H˜→ B∗+m−n(k) such that
H(u · xs) = H˜(u) · ys, for all s and all u ∈ An−deg(s)(k).
Proof: Because of the partial diagonals, it is sufficient to treat the case xs = x1 · x2 · . . . · xr. We
need to show that H(u · xs) is a multiple of ys. In other words, that it is poly-linear in yi’s. Let
Pi =
∏
16j6r
j 6=i
P∞ = (P∞)×(r−1). Consider the theories (A′)∗ := A∗Pi/k and (B
′)∗ := B∗Pi/k (Example 2.3).
Identifying A∗((P∞)×r) with (A′)∗(P∞) and B∗((P∞)×r) with (B′)∗(P∞) we reduce the problem to the
case r = 1. In the case of one variable, consider the Segre embedding P∞× P∞ f↪→ P∞. Then f∗(u · x) =
u ·x1 +u ·x2 (recall that the theory A∗ is additive). Let H(u ·x) = γ(y) = γ0 +γ1y+γ2y2 + . . . ∈ B∗[[y]].
Restricting along Spec(k) ↪→ P∞, we see that γ0 = 0. Write γ(y) = γ1 · y+γs · ys + . . . with γs 6= 0. Then
from the equality: f∗(H(u · x)) = H(f∗(u · x)), we get:
γ(y1 + y2) = γ(y1) + γ(y2).
Comparing coefficients at y1 ·ys−12 , we obtain: s ·γs = 0. Since B has no torsion, we get that γ(y) = γ1 ·y
is linear. Thus, we have shown that H(u · (x1 · . . . · xr)) = v · (y1 · . . . · yr), and the correspondense u 7→ v
defines an additive map An−r(k) H˜→ Bm−r(k). The uniqueness of H˜ is obvious. 
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The map ϕG : L → L ⊗Z Q
β◦H˜◦α|Spec(k)−−−−−−−−−→ L ⊗Z Q is additive. As we saw in the proof of Theorem
3.10, this map can be presented as the composition: Sk : L
STotLN−→ L[b] ⊗ψ−→ L ⊗Z Q, for a unique ψ ∈
HomL(L[b],L ⊗Z Q)(m−n). Note that, for the respective L ⊗Z Q-linear combination of the Landweber-
Novikov operations S : Ω∗
STotLN−→ Ω∗[b] ⊗ψ−→ Ω∗−n+m⊗ZQ (in degree n), the analogous map ϕS : L→ L⊗ZQ
coincides with Sk (since the operations S
Tot
LN , α and β are multiplicative and stable), and so, with ϕG.
Then Lemma 3.19 shows that on (P∞)×r, for all r, G coincides with S. 
The natural question arises: which rational combinations of Landweber-Novikov operations corre-
spond to (unstable) operations Ωn → Ωm? This question will be effectively answered later in this paper;
see Theorem 6.1 which is one of our main results.
4 Theories of rational type
Our method of constructing unstable operations relies on a description of the source theory which is
inductive on dimensions. Not all theories admit such a description; those who do will be called of
rational type. Later we will see that these are exactly the free theories of M.Levine-F.Morel. The needed
description of the theory will be obtained in stages. The one which is actually used is provided by the
short bi-complex c, but to get there we will need to introduce short bi-complexes a and b, and to show
that the Levine-Morel algebraic cobordism is a theory of rational type.
4.1 The short bi-complex a
Everywhere in this and the next Subsection we will assume that A∗ is a theory in the sense of Definition 2.1
satisfying (CONST ). Some statements are valid without the latter assumption, which will be indicated.
Let X be a smooth irreducible variety over k. Consider the category S(X) whose objects are maps
V
v→ X, where V is smooth, v is projective, and dim(V ) < dim(X), and morphisms are projective maps
V2
f→ V1 such that v2 = v1 ◦ f .
Similarly, we have a category S1(X) whose objects are maps W w→ X × P1, where W is smooth, w is
projective, dim(W ) 6 dim(X), and W0 = w−1(X ×{0}) i0↪→W , W∞ = w−1(X ×{∞}) i∞↪→W are divisors
with strict normal crossings. The morphisms are projective maps W2
g→W2 such that w2 = w1 ◦ g.
We have natural maps ∂0, ∂∞ : S1(X)→ S(X) defined by:
∂l(W
w→ X × P1) = Ŵl ŵl→ X
where, for a divisor with strict normal crossings D with irreducible components D1, . . . , Dr, D̂ =∐
∅6=J⊂{1,...,r}DJ with DJ = ∩j∈JDj (see Definition 7.13).
Below we will use the term short bi-complex for a bi-complex which is zero except possibly in homo-
logical degrees (0, 0), (1, 0) and (0, 1). Consider the following short bi-complex a = a(A∗):
a1,0
d1,0−−−−→ a0,0xd0,1
a0,1
,
where
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· a0,0 =
⊕
V ∈Ob(S(X))
A∗(V ); a1,0 =
⊕
V2→V1∈Mor(S(X))
A∗(V2); a0,1 =
⊕
W∈Ob(S1(X))
A∗+1(W ).
and the differentials are defined as follows:
· d1,0(V2 f→ V1, y) = (V2, y)− (V1, f∗(y));
· d0,1(W, z)) = (∂0W, i?ˆ0(z)) − (∂∞W, i?ˆ∞(z)) - see Definition 7.15, where we use the standard choice
for the coefficients F l1,...,lrJ (as soon as we pass to Coker(d
a
1,0) the latter becomes irrelevant).
We denote by H(a) the 0-th homology of the total complex Tot(a) of a. In other words,
H(a) = Coker(a1,0 ⊕ a0,1 d1,0⊕d0,1−−−−−−→ a0,0).
Assume that X is connected and that A∗ satisfies (CONST ). Then the restriction to the generic
point A∗(X) → A∗(k(X)) is surjective and has a canonical section given by A∗(k) → A∗(X). Setting
A
∗
(X) = Ker(A∗(X)→ A∗(k(X))), one gets a canonical decomposition A∗(X) = A∗(X)⊕A∗(k).
The push-forwards define a natural map a0,0 → A∗(X), and it follows from Proposition 7.17 that it
descends to a map θa : H(a) → A∗(X). By (EXCI) and resolution of singularities (Theorem 8.2), this
map is surjective.
Definition 4.1 Let A∗ be an oriented cohomology theory in the sense of Definition 2.1 satisfying (CONST ).
We say that A∗ is ”of rational type” if the map θa : H(a)→ A∗(X) is an isomorphism.
Remark 4.2 Not all constant theories are of rational type. For example, CHalg - the Chow groups
modulo algebraic equivalence is not such. Indeed, in this case, for a curve C, the map θa can be identified
with the natural map CH∗(C) → CHalg,∗(C), which has a nontrivial kernel when the genus of C is
nonzero.
Below, we will see that rational theories are precisely the free theories in the sense of Levine-Morel
(see Proposition 4.7). In fact, this is an easy consequence of the following result.
Proposition 4.3 The Levine-Morel algebraic cobordism is a theory of rational type.
Proof: We will use a result of Levine [13] which is a by-product of his proof that Ω∗ is the (2∗, ∗)-part
of Voevodsky’s MGL. Let X be an irreducible smooth quasi-projective variety of dimension d. Set
Ω
(1)
∗ (X) = colimW⊂X Ω∗(X), where the colimit is over closed subvarieties W ⊂ X different from X. In
[13, pages 3315-3316] Levine constructs a map
divΩ : Z[k(X)×]⊗ L∗−d+1 → Ω(1)∗ (X)
and it follows from the commutative diagram of [13, page 3315] and [13, Theorem 3.1 and Lemma 4.3]
that we have an exact sequence
Z[k(X)×]⊗ L∗−d+1 div
Ω−−−→ Ω(1)∗ (X)→ Ω∗(X)→ L∗−d → 0.
Recall that divΩ is L-linear and its value on a rational function f ∈ k(X)× is described as follows. By
Hironaka’s resolution of singularities (Theorem 8.3), we may find a blowup pi : X˜ → X such that f
extends to a morphism f˜ : X˜ → P1 such that X0 = f˜−1(0) and X∞ = f˜−1(∞) are divisors with strict
normal crossings. Then divΩ(f) = pi∗([X˜0]− [X˜∞]) where [X˜0], [X˜∞] are as in Definition 7.14.
Consider the categories S ′(X) and S ′1X) defined similarly to S(X) and S1(X), but with different
dimension conditions: dim(image(v)) < dim(X), dim(image(w)) 6 dim(X).
For any theory A∗ we can define the following short bi-complex a′ = a′(A∗):
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· a′0,0 =
⊕
V ∈Ob(S′(X))
A∗(V ); a′1,0 =
⊕
V2→V1∈Mor(S′(X))
A∗(V2); a′0,1 =
⊕
W∈Ob(S′1(X))
A∗+1(W ),
where the differentials and H(a′) are defined as for a.
Now assume that A∗ = Ω∗. The push-forwards provide a natural map a′0,0 → Ω(1)∗ , which clearly
descends to the map α′ : Coker(da′1,0)→ Ω(1)∗ (X).
Lemma 4.4 The map α′ : Coker(da′1,0)→ Ω(1)∗ (X) is an isomorphism.
Proof: We have
Ω
(1)
∗ (X) = colimZ(X Ω∗(Z) = colimZ(X colimV→Z A∗(V )
where V → Z runs over projective maps from smooth varieties. This shows that
Ω
(1)
∗ (X) = colimV→X∈S′(X)A∗(X)
which is computed by Coker(da
′
1,0) as needed. 
In the same way, for any theory in the sense of Definition 2.1, we have:
colim→
Z(X
A∗(Z) = colim→
S′(X)
A∗(V ) = Coker(da
′
1,0).
From here it is easy to see that H(a′)→ Ω∗(X) is an isomorphism, but we will compare a′ and a first.
We have a natural map of bi-complexes a→ a′ which gives us the map α : Coker(da1,0)→ Coker(da
′
1,0),
and αˆ : H(a)→ H(a′).
Lemma 4.5 For any theory A∗ in the sense of Definition 2.1, the map
α : Coker(da1,0)→ Coker(da
′
1,0)
is an isomorphism.
Proof: (surjectivity) Consider some v : V → X in S ′(X), and x ∈ A∗(V ). We want to show that the
class of x in the Coker(da
′
1,0) belongs to the image of α. Let Z ⊂ X be the image of V . Using Hironaka’s
resolution of singularities (Theorems 8.2 and 8.3) we can find a commutative square
V˜
piv−−−−→ V
p˜
y yp
Z˜ −−−−→
piz
Z
(3)
where V˜ and Z˜ are smooth and piv, piz are blowups. Denote by z˜ : Z˜ → X the obvious map. Since
(piv)∗ : A∗(V˜ )→ A∗(V ) is surjective (see Proposition 7.3), we can find x˜ ∈ A∗(V˜ ) such that x = (piv)∗(x˜).
But then, (v, x), (v ◦ piv, x˜) and (z˜, p˜∗(x˜)) have the same class in Coker(da′1,0). As dim(Z˜) < dim(X), we
are done.
(injectivity) It is enough to construct a map
s : Coker(da
′
1,0)→ Coker(da1,0)
which is a section to α, i.e., such that s ◦ α = id.
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Given v : V → X in S ′(X), we choose piv : V˜ → V and piz : Z˜ → Z as in (3). Given x ∈ A∗(V ) we
choose x˜ ∈ A∗(V˜ ) such that (piv)∗(x˜) = x. We then set
s((v, x)) = [(z˜, x˜)]
where the class is taken in Coker(da1,0).
We claim that s : a′0,0 → Coker(da1,0) is well defined, i.e., s((v, x)) is independent of the choices we
made. First, we treat the independence of the choice of the lift x˜. This is a consequence of the following
lemma.
Lemma 4.6 Consider a commutative square
W
p−−−−→ V
q
y yv
T −−−−→
t
X
where t, v, p and q are projective, p is dominant, T , V and W are smooth, and dim(T ) < dim(X). Let
y ∈ A∗(W ) and assume that p∗(y) = 0. Then, the class of (t, q∗(y)) in Coker(da1,0) is zero.
Proof: We argue by induction on dim(W ). (The case of empty W (negative dimension) is clear.) We
start by some reductions.
• If W ′ is a blowup with W ′ smooth, we may replace W by W ′ since A∗(W ′)→ A∗(W ) is surjective.
Doing this, we may assume that q factors as W → S → T where S is smooth of dimension
< dim(X), S → T projective and W → S dominant. Replacing T by S, we may assume that
W → T is dominant.
• Let Z be a resolution of the image of W (and also T ) in X. Replacing W and T by blowups, we
may assume that we have a chain of projective morphisms W → T → Z → X. At this stage, we
may replace T by Z and assume that T → X is generically a locally closed immersion to X.
• Since W → V is dominant, we may find a blowup V ′ → V such that V ′ → X factors (uniquely)
through T . Replacing W by a blowup, we may assume that W → V factors as W → V ′ → V . At
this stage, we may replace W by V ′ and assume that p : W → V is a blowup, a more precisely, a
permitted sequence of blowups at smooth centers (see Definition 8.1).
We may now proceed to the actual proof of the Lemma. Write p : W → V as a sequence of blowups
W = Vn → Vn−1 → . . .→ V0 = V
where Vi → Vi−1 is a blowup of smooth subvariety Ri ⊂ Vi−1. We denote Ei ⊂ W the strict transform
of the exceptional divisor of the blowup Vi → Vi−1. Thus, we have a map Ei → Ri and, by Proposition
7.6(1), we have an exact sequence
0← A∗(V )←− A∗(W )←− ⊕i Ker(A∗(Ei)→ A∗(Ri)).
Thus, we may assume that y = (ei)∗(z) for z ∈ Ker(A∗(Ei) → A∗(Ri)) for some 1 6 i 6 n, where
ei : Ei →W is the obvious inclusion. We may now use the induction hypothesis in the case of the square
Ei −−−−→ Riy y
T −−−−→ X
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to conclude. 
It is now easy to prove independence of the choices of V˜ and Z˜. Indeed, let pi′v : V˜ ′ → V and
pi′z : Z˜ ′ → Z be two other choices. We may assume that these are finer resolutions, i.e., that we have
commutative diagrams
V˜ ′
f //
@
@@
@@
@@
@ V˜

V
Z˜ ′
g //
?
??
??
??
? Z˜

Z
V˜ ′
f //
p˜′

V˜
p˜

Z˜ ′
g // Z˜
.
As we know independence of lifts, we may assume that x˜ = f∗(x˜′). The equality of the classes of (z˜, p˜∗(x˜))
and (z˜′, p˜′∗(x˜′)) follows from the equalities g∗p˜′∗(x˜′) = p˜∗f∗(x˜′) = p˜∗(x˜).
Next we claim that s : a′0,0 → Coker(da1,0) descends to s : Coker(da
′
1,0) → Coker(da1,0) giving the
needed section. This is now quite easy. Indeed, given a morphism f : V2 → V1 in S ′(X), we may find
commutative diagrams
V˜2
f˜ //
pi2

V˜1
pi1

V2
f
// V1
V˜2
f˜ //
q2

p2

V˜1
p1

T
h //
l

Z˜1
Z˜2
where pi1, pi2 are blowups, all the varieties are smooth, Z˜1 and Z˜2 are resolutions od singularities of the
images of V1 and V2 in X. T is the irreducible component of the inverse image of Z2 in Z˜1 containing
the image of V˜2.
This is said, the equality s((v1, f∗(x2))) = s((v2, x2)) follows from
[(z˜1, (p1)∗f˜∗(x˜2))] = [(z˜1 ◦ h, (q2)∗(x˜2))] = [(z˜2, (l ◦ q2)∗(x˜2))] = [(z˜2, (p2)∗(x˜2))].
Lemma 4.5 is proven. 
We return now to the case A∗ = Ω∗ and complete the proof of Proposition 4.3. We have the
commutative diagram with exact columns:
a0,1 //
dˆa0,1 
a′0,1
dˆa
′
0,1 
Z[k(X)×]⊗ L
div
Coker(da1,0) α
//

Coker(da
′
1,0) α′
//

Ω
(1)
∗ (X)

H(a)
αˆ
//

H(a′)
αˆ′
//

Ω∗(X)

0 0 0
(4)
where α and α′ are isomorphisms. It remains to observe that the map div can be factored through a0,1
by the very definition. This shows that the maps
H(a)
αˆ−→ H(a′) αˆ′−→ Ω∗(X)
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are isomorphisms. 
Using Proposition 4.3 we can describe all theories of rational type as follows.
Proposition 4.7 Let A∗ be a theory in the sense of Definition 2.1 satisfying (CONST ). Then A∗ is of
rational type if and only if A∗ is free in the sense of Levine-Morel, i.e., if the natural map Ω∗⊗LA∗(k)→
A∗ is an isomorphism.
Proof: Since the tensor product functor is right exact, any theory of the form Ω∗⊗LA will be of rational
type, since Ω∗ is (Proposition 4.3).
Conversely, assume that A∗ is of rational type. By the universality of Ω∗ (see [14, Theorem 1.2.6]),
we have a canonical morphism Ω∗ ⊗L A∗(k) → A∗ which is an isomorphism when X has dimension
zero. Therefore, it is enough to show that a morphism of theories of rational type A′∗ → A∗, inducing
an isomorphism for varieties of dimension zero, is necessarily an isomorphism. We argue by induction
on the dimension of X. It is enough to show that A
′∗
(X) → A∗(X) is an isomorphism. Consider the
commutative diagram with exact rows:
(a1,0 ⊕ a0,1)(A′∗) //
(3)

a0,0(A
′∗) //
(2)

A
′∗
(X) //
(1)
0
(a1,0 ⊕ a0,1)(A∗) // a0,0(A∗) // A∗(X) // 0
(5)
Using the induction hypothesis, we see that (2) is an isomorphism. This implies that (1) is surjective. In
particular, we know that A′∗(Y ) → A∗(Y ) is surjective for all varieties Y with dim(Y ) 6 dim(X). This
implies in turn that (3) is surjective. Thus, (1) is in fact an isomorphism as wanted. 
To any theory A∗ one can assign a theory of rational type (A(0))∗ defined as Ω∗ ⊗L A∗(k) together
with the canonical map of theories g : (A(0))∗ −→ A∗. In the case of a generically constant theory, we
get:
Proposition 4.8 For a theory A∗ satisfying (CONST ), the map g : (A(0))∗  A∗ is surjective.
Proof: Since a0,0(A
∗) → A∗(X) is surjective for any theory satisfying (EXCI), the surjectivity of g
follows by induction on the dimension of X. 
Finally, the following result shows that the set of theories of rational type is closed with respect to
reparametrization and multiplicative projectors (recall, that a multiplicative projector is a multiplicative
operation ρ : A∗ → A∗ such that ρ ◦ ρ = ρ).
Proposition 4.9 Let A∗ be a theory of rational type. Then:
1) For any γ(x) = a0x+ a1x
2 + . . . ∈ A[[x]] with invertible a0, the reparametrization (A∗)γ is a theory
of rational type.
2) For any multiplicative projector ρ : A∗ → A∗, the theory ρA∗ (with the quotient structure) is a
theory of rational type. The formal group law of this theory is (ϕρ(A
∗(k)), ϕρ(FA(x, y))).
Proof: 1) Using Theorem 3.7, we get a multiplicative operation Ω∗ → Ω∗ ⊗L A∗(k) = A∗ corresponding
to γ. Restricted to Spec(k) it gives the formal group law L → Aγ , where Aγ = A∗(k) and FAγ (x, y) =
γ(FA(γ
−1(x), γ−1(y))). Hence, our operation extends to a multiplicative operation
Gγ : Ω
∗ ⊗L Aγ → Ω∗ ⊗L A∗(k).
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It is an isomorphism of pull-back structures since there is a multiplicative inverse Gγ−1 . Thus, Ω
∗ ⊗L
Aγ is just a reparametrization of Ω∗ ⊗L A∗(k). By construction, the morphism of formal group laws
corresponding to Gγ is (id, γ). Hence, Ω
∗ ⊗L Aγ = (A∗)γ - see [19], and the latter theory is of rational
type.
2) Let (ϕρ, γρ) be the respective morphism of formal group laws. From the condition ρ ◦ ρ = ρ (and
the fact that γ is invertible) we get: ϕρ(γρ)(x) = x. We have an invertible multiplicative operation
Gγρ : (A
∗)γρ → A∗ and a morphism pi = id ⊗ ϕρ : A∗ → (A∗)γ of free theories of Levine-Morel. The
respective morphisms of formal group laws are FGL(pi) = (ϕρ, x) and FGL(Gγρ) = (id, γρ). Since
FGL(Gγρ ◦ pi) = FGL(ρ), from Theorem 3.7 we obtain that ρ = Gγρ ◦ pi. On the other hand, FGL(pi ◦
Gγρ) = (ϕρ, x). Hence, µ := pi ◦ Gγρ : (A∗)γ → (A∗)γ preserves the structure of Chern classes, and
by [20] is a morphism of theories (commutes with pull-backs and push-forwards). Moreover, since Gγρ
is invertible, µ is a projector. Hence, ρA∗ is realized as a quotient of A∗ and as a direct summand of
(A∗)γ under a projector endomorphism µ. By 1), (A∗)γ is a theory of rational type, hence so is ρA∗ by
Definition 4.1. Clearly, FGL(ρA∗) = (ϕρ(A∗(k)), ϕρ(FA(x, y))). 
By the results of Levine-Morel ([14, Theorems 1.2.18, 1.2.19]), Chow groups CH∗ and K0 are free
theories, and hence, theories of rational type. It follows from Proposition 4.9 that other ”standard small
theories” such as BP ∗ and higher Morava K-theories K(n) are of rational type as well.
4.2 The short bi-complex b.
The short bi-complex a(A∗) describes A∗(X) in terms of A∗ of smaller dimensional varieties and push-
forward maps. But, to construct cohomological operations we will need to find a presentation in terms of
pull-backs. This will be done in two steps. First we modify a by, roughly speaking, replacing the objects
v : V → X of S(X) by divisors with strict normal crossings contained in a blowup of X. This is done
in the present subsection where we introduce the short bi-complex b and show that H(a) = H(b). The
second step is relatively easy and will be achieved in Subsection 4.3.
We define a category RC(X) as follows. Objects of RC(X) are diagrams V = (Z z→ X ρ← X˜), where
z is an embedding of a closed proper subscheme, and ρ is a projective birational morphism, which is an
isomorphism outside Z and such that V = ρ−1(Z) is a divisor with strict normal crossings.
Morphisms (i, pi) from V2 to V1 are commutative diagrams:
Z2
z2 //
i 
X X˜2
ρ2oo
pi
Z1 z1
// X X˜1.ρ1
oo
(6)
Among these, we distinguish two types of morphisms:
type I: i = id, pi is a blowup, permitted with respect to V1 = ρ
−1
1 (Z1) of a smooth closed subvariety of
X˜1 contained in V1;
type II: pi = id.
We denote by MorI and MorII the set of morphisms of type I and II respectively. Note, that for
morphisms of type I, pi−1(V1) = V2.
We also consider RC1(X), the subcategory of RC(X × P1) whose objects are the diagrams
W = (Z z→ X × P1 ρ← X˜ × P1)
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satisfying the following additional condition: the inverse images X˜0 = ρ
−1(X×0) and X˜∞ = ρ−1(X×∞)
are smooth divisors on X˜ × P1 and, setting W = ρ−1(Z), the scheme-theoretic intersection of W ∩ X˜0 is
a (non-necessarily reduced) divisor with strict normal crossings in X˜0, and similarly for X˜∞. Note that
the last condition is weaker than asking that the divisor W ∪ X˜0 has strict normal crossings. At the same
time, it implies that for every component Ws of W the intersection Ws,0 = Ws ∩ X˜0 is a divisor with
strict normal crossings in Ws, and the same holds for Ws,∞.
We have maps ∂0, ∂∞ : Ob(RC1(X))→ Ob(RC(X)) defined by:
∂l(Z
z→ X × P1 ρ← X˜ × P1) = (Zl zl→ X ρ← X˜l),
where Zl = (X × l) ∩ Z.
Consider the short bi-complex b = b(A∗):
· b0,0 :=
⊕
V∈Ob(RC(X))
A∗(V ); b1,0 :=
⊕
V2→V1∈MorI∪MorII
A∗(V2); b0,1 :=
⊕
W∈Ob(RC1(X))
A∗+1(W )
(we will also use notations bI1,0 and b
II
1,0 for the direct summands of b1,0 corresponding to MorI and
MorII) and the differentials are defined as follows:
· d1,0((pi, i) : V2 → V1, y) = (V1, (piV )∗(y))− (V2, y) where piV : V2 → V1 is the map induced by pi.
· d0,1(W,
∑
s(hs)∗(ys)) = (∂0W,
∑
s(hs,0)∗i
?
s,0(ys))− (∂∞W,
∑
s(hs,∞)∗i
?
s,∞(ys)) where hs : Ws →W
are the inclusions of the irreducible components of W , ys ∈ A∗+1(Ws), and is,0 and is,∞ are
inclusions of the divisors Ws,0 and Ws,∞ in Ws. (The maps i?s,0 and i?s,∞ are as in Definition 7.15.)
Note that db0,1 is well-defined. Indeed, we need to show that for any two components Ws and Wt of W , and
any element x ∈ A∗+1(W{s,t}), we have: db0,1((hs)∗(js/t)∗(x)) = db0,1((ht)∗(jt/s)∗(x)) where js/t : W{s,t} ↪→
Ws and jt/s : W{s,t} ↪→ Wt are the inclusions of the intersection W{s,t} = Ws ∩Wt. By Proposition 7.24
we know that the intersection W{s,t},l = W{s,t} ∩ X˜l is a divisor with strict normal crossings in W{s,t}.
And the same is true about Ws and Wt. We get cartesian squares:
W{s,t},l
i{s,t},l//
js/t,l

W{s,t}
js/t

Ws,l is,l
//Ws
W{s,t},l
i{s,t},l//
jt/s,l

W{s,t}
jt/s

Wt,l it,l
//Wt
where the horizontal maps are inclusions of divisors with strict normal crossings. Now it follows from
Proposition 7.21 that i?s,l(js/t)∗(x) = (js/t,l)∗i
?
{s,t},l(x) and i
?
t,l(jt/s)∗(x) = (jt/s,l)∗i
?
{s,t},l(x). And so, the
respective elements of b0,0 coincide. Hence, d
b
0,1((hs)∗(js/t)∗(x)) and db0,1((ht)∗(jt/s)∗(x)) are also equal.
Let us denote by H(b) the 0-th homology of the total complex Tot(b) of b. We have natural maps:
β : Coker(db1,0)→ Coker(da1,0), and βˆ : H(b)→ H(a)
sending the class of an element (V,∑t(gt)∗(xt)) ∈ b0,0 to the class of ∑t(vt, xt) ∈ a0,0, where gt : Vt → V
are the inclusions of the irreducible components of V , and vt = v ◦ gt, where v : V → X is the natural
projection (the fact that β and βˆ are well-defined follows from the existence of similar maps b1,0 → a1,0
and b0,1 → a0,1 and the observation that the choices of a decomposition of x into a sum
∑
t(gt)∗(xt) are
eliminated in Coker(da1,0)).
Let V = (Z z→ X ρ← X˜) ∈ Ob(RC(X)), and V = ρ−1(Z). Denote by imZ (or imZ(V), but see Lemma
4.10 below) the image of the map
A∗(V )→ b0,0/( part I of db1,0).
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We have a well-defined map: prZ : imZ → A∗(Z) induced by (ρV )∗ where ρV : V → Z is the restriction
of ρ. Below an element of the form (V, x) ∈ b0,0 is said to be ”defined over Z”.
Lemma 4.10
(1) The subgroup imZ depends only on Z (and not on the choice of ρ in V).
(2) imZ = imZred.
Proof: Let V1 = (Z z→ X ρ1← X˜1) and V2 = (Z z→ X ρ2← X˜2) be two objects of RC(X). We have
a birational map ρ−12 ◦ ρ1 : X˜1 99K X˜2 which is an isomorphism outside V1 and V2. By the Weak
Factorization Theorem (see Theorem 8.6(6)), there exists a diagram
Y1
~~ ~
~
>
>>>
Y3
   
 
>
>>>
Yn−2
zzuuu
u
$$II
II
Yn
||yyy
y
  A
AA
X˜1 33X Y Y Z Z [ [ \ \ ] ] ^ ^ _ _ ` ` ` a a b b c c
d d e e
fY2 Y4 . . . Yn−3 Yn−1 X˜2
of smooth projective varieties over X where each map is a blowup of a smooth center over Z permitted
with respect the inverse image of Z. Thus, to show that V1 and V2 define the same subgroup imZ , we
may assume that X˜1 and X˜2 are related by a blowup of a smooth center over Z permitted with respect
the inverse image of Z. Said differently, we may assume that there exists a map (id, pi) : V2 → V1 of
type I. This clearly implies that imZ(V2) ⊂ imZ(V1). The reverse inclusion follows from the fact that
A∗(V2)→ A∗(V1) is surjective. This proves (1).
To prove (2) observe that we can find V1 = (Zred zred→ X ρ1← X˜1) and V2 = (Z z→ X ρ2← X˜2) objects
of RC(X), where ρ2 = ρ1 ◦ pi, for some pi : X˜2 → X˜1 which is a blowup with smooth centers over Zred
permitted with respect the inverse image of Zred. What we need now follows from the surjectivity of the
map A∗(V2)→ A∗(V1). 
Lemma 4.11 Let T ⊂ X be a closed subscheme, and Y ⊂ X a divisor such that Y \T is smooth. Let
x ∈ imT . Then there exists x′ ∈ imT∪Y such that x and x′ have the same image in Coker(db1,0), and
j∗(prT (x)) = prT∪Y (x′), where j : T ↪→ T ∪ Y is an obvious inclusion.
Proof: Since Y \T is a smooth divisor of X\T , we may find V = (T → X ρ← X˜) in RC(X) such that
ρ−1(T ∪ Y ) is a divisor with strict normal crossings in X˜. Thus, we have also the object V ′ = (T ∪ Y →
X
ρ← X˜) inRC(X) and a morphism V ′ → V of type II. As usual, set V = ρ−1(T ) and V ′ = ρ−1(T∪Y ). By
Lemma 4.10, we may assume that x is the class of (V, x) for some x ∈ A∗(V ). Set x′ = (jV )∗(x) ∈ A∗(V ′)
where jV : V → V ′ is the obvious inclusion. Clearly, the class x′ of (V ′, x′) in imT∪Y satisfies the claimed
properties. 
Lemma 4.12 Let Z ⊂ X be a proper closed subscheme. Then there exist divisors Yi, i = 1, . . . ,m such
that Zred ⊂
⋃
i Yi, and Yj is smooth outside
⋃j−1
i=1 Yi.
Proof: Use Noetherian induction. The base (Z = ∅) is trivial. Suppose, we know the statement for all
proper closed subschemes of Zred. By Proposition 7.12, there exist a divisor Y of X which contains Zred,
and is smooth outside Z, and in the generic points of the components of Z. Thus, the locus of singular
points S of Y is a proper subscheme of Zred. By induction, there exist divisors Yi, i = 1, . . . ,m− 1, such
that Sred ⊂
⋃m−1
i=1 Yi, and Yj is smooth outside
⋃j−1
i=1 Yi. Taking Ym = Y , we get the needed sequence of
divisors for Z. 
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Lemma 4.13 Let V = (Z → X ρ← X˜) ∈ Ob(RC(X)) with V = ρ−1(Z), and x ∈ A∗(V ) be an element
whose image in colimT(X A∗(T ) is zero. Then there exists Z ′ ⊃ Z and V ′ = (Z ′ → X ρ
′
← X˜ ′) ∈
Ob(RC(X)) with V ′ = ρ−1(Z ′), and x′ ∈ A∗(V ′) such that (V ′, x′) and (V, x) have the same image in
Coker(db1,0) and prZ′(x
′) = 0.
Proof: Let T ( X be a closed subscheme, containing Z and such that (jT )∗(prZ(x)) = 0. By Lemma 4.12,
we may find divisors Y1, . . . , Ym such that Tred ⊂
⋃m
i=1 Yi and Yj is smooth outside
⋃j−1
i=1 Yi for all j. By
Lemma 4.11 we may find elements xj ∈ imT∪⋃ji=1 Yi having the same class as x = [(V, x)] in Coker(db1,0)
and such that pr
T∪⋃ji=1 Yi(xj) is the push-forward along T ∪
⋃j−1
i=1 Yi ↪→ T ∪
⋃j
i=1 Yi of prT∪⋃j−1i=1 Yi(xj−1).
Setting Z ′ =
⋃m
i=1 Yi and choosing a representative (V ′, x′) of xm give what we want. Indeed, prZ′(x′) is
the push-forward of prZ(x) along Z ↪→ Z ′ which is zero since Tred ⊂ Z ′. 
Lemma 4.14 Let u ∈ b0,0 be an element whose image in colimT(X A∗(T ) is zero. Then u ∈ image(db1,0).
Proof: Write u = (V1, x1) + . . .+ (Vn, xn) and denote by Zl the closed subvariety that appears in Vl for
l = 1, . . . , n. By Lemma 4.12, applied to the subscheme T = Z1 ∪ . . .∪Zn, there exist divisors Y1, . . . , Ym
such that Tred ⊂ Y =
⋃m
i=1 Yi and Yj is smooth outside
⋃j−1
i=1 Yi. Applying Lemma 4.11 to each of the
inclusions
Zl ⊂ Zl ∪ Y1 ⊂ . . . ⊂ Zl ∪ Y1 ∪ . . . ∪ Ym = Zl ∪ Y,
and using the fact that (Zl ∪ Y )red = Yred, we obtain an element xl ∈ imY having the same image as
(Vl, xl) in Coker(db1,0). This shows that the class of u in Coker(db1,0) can be represented by a single element
defined over Y . In other words, it is enough to treat the case when u = (V, x) with V = (Z → X ρ← X˜).
Furthermore, applying Lemma 4.13, we may assume that prZ(x) = 0.
We now treat the case of u = (V, x) with prZ(x) = 0, by noetherian induction on Z. Recall that we
want to show that u ∈ Image(db1,0). (When Z is empty, x is zero and there is nothing to prove.) By
Proposition 7.12, there exists a divisor Y containing Z and smooth outside some proper closed subset
S ( Z. Fix V ′ = (Y → X ρ
′
← X˜ ′) in RC(X) where ρ′ is a sequence of blowups in smooth centers over S.
By Lemmas 4.10 and 4.11, we may find x′ ∈ A∗(V ′) such that (V, x) and (V ′, x′) have the same image in
Coker(db1,0), and prY (x
′) = 0.
Denote by Y˜ the strict transform of Y along the blowup ρ′ : X˜ ′ → X and by E the exceptional
divisor of ρ′. Since x′ is supported on Y˜ ∪ E, we can write x′ = y − e where y is the push-forward of
y ∈ A∗(Y˜ ) and e the push-forward of e ∈ A∗(E). Since prY (x′) = 0, we see that prY (y) = prY (e). Thus,
if s ∈ A∗(S) denotes the push-forward of e ∈ A∗(E), we see that s ∈ A∗(S) and y ∈ A∗(Y˜ ) have the same
push-forward in A∗(Y ). Now by Lemma 7.9, we have an exact sequence
0← A∗(Y )← A∗(Y˜ )⊕A∗(S)← A∗(Y˜ ∩ E).
Thus, we may find c ∈ A∗(Y˜ ∩ E) which maps to s and y.
Now, by the previous discussion, y ∈ A∗(Y˜ ∪E) is the push-forward of c along the inclusion Y˜ ∩E ↪→
Y˜ ∪ E. Hence, letting d ∈ A∗(E) be the push-forward of c along the inclusion Y˜ ∩ E ↪→ E, we see
that y ∈ A∗(Y˜ ∪ E) is the push-forward of d ∈ A∗(E) by the inclusion E ↪→ Y˜ ∪ E. This shows that
x′ ∈ A∗(Y˜ ∪E) is the push-forward of d− e ∈ A∗(E). Moreover, both d and e map to s ∈ A∗(S) showing
that the push-forward of d − e ∈ A∗(E) along the projection E → S is zero. To conclude, consider the
object V ′′ = (S → X ρ
′
← X˜ ′) of RC(X). Clearly, the classes of (V ′′, x′′ = d − e), (V ′, x′) and (V, x) are
equal in Coker(db1,0). Moreover, prS(x
′′) = 0. We may now use the inductive hypothesis to conclude. 
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Corollary 4.15 Let A∗ be any theory in the sense of Definition 2.1. Then the natural map
Coker(db1,0)→ colim
T(X
A∗(T )
is an isomorphism.
Proof: By Lemma 4.14, we know that the map is injective. To prove surjectivity, it is enough to show
that for V = (Z → X ρ← X˜) in RC(X), the map A∗(V ) → A∗(Z) is surjective. This follows easily from
the fact that the projective morphism V → Z is surjective and its fibers are unions of rational varieties.

Proposition 4.16 Assume that A∗ = Ω∗. Then, the natural map H(b)→ Ω∗(X) is an isomorphism.
Proof: In short, the result follows from the fact that the map div in the diagram (4) factors not only
through a0,1, but through b0,1 as well. In more details, we use Levine’s exact sequence
Z[k(X)×]⊗ L∗−d+1 div
Ω−→ Ω(1)∗ (X)→ Ω∗(X)→ L→ 0.
From Corollary 4.15, we know that the natural map
Coker(db1,0)→ Ω(1)∗ (X)
is an isomorphism. Now, consider the commutative diagram with exact rows
b0,1
dˆb0,1 // Coker(db1,0)
//
∼=

H(b) //

0
Z[k(X)×]⊗ L
OO


divΩ // Ω
(1)
∗ (X) // Ω∗(X) // 0.
It is enough to show that there is a dashed arrow as above making the left square commutative. The
needed map Z[k(X)×]⊗L→ b0,1 is L-linear and its value on a rational function f ∈ k(X)× is constructed
as follows.
Let pi : X˜ → X be a sequence of blowups in smooth centers such that f extends to a morphism
f˜ : X˜ → P1. Let Z ( X be a closed subset such that pi is an isomorphism outside Z. Blowing up further,
we may assume that pi−1(Z)∪ f˜−1(0)∪ f˜−1(∞) is a divisor with strict normal crossings. Set E = pi−1(Z).
Now considerW = (T → X×P1 pi×id←− X˜×P1), where T = Γf ∪(Z×P1). We claim thatW is an object
of RC1(X). Clearly, the fibers at 0 and ∞ of the projection X˜ × P1 → P1 are smooth. Moreover, the
inverse image of T is exactly W = Γ
f˜
∪ (E×P1) which is a divisor with strict normal crossings. (Indeed,
note that the Γ
f˜
∩ (E × P1) is isomorphic to E.) Finally, W0 = f˜−1(0) ∪ E and W∞ = f˜−1(∞) ∪ E are
divisors with strict normal crossings on X˜.
Now it is easy to conclude: the image of f ∈ k(X)× by the map Z[k(X)×]→ b0,1 is given by (W, g∗(1))
with g : Γ
f˜
↪→W the obvious inclusion. 
Corollary 4.17 If A∗ is a free theory in the sense of Levine-Morel, then the natural map H(b)→ A∗(X)
is an isomorphism.
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Remark 4.18 One could have introduced the theories of rational type using the short bi-complex b instead
of a. This would have permitted to bi-pass the Subsection 4.1, substituting the crucial Proposition 4.3
by the Proposition 4.16. We though find the bi-complex a much more natural than the bi-complex b.
Another point the author wanted to make is that all these bi-complexes represent useful tools for studying
cohomology theories, providing alternative descriptions of a theory.
Beyond Corollary 4.17, we have more generally:
Proposition 4.19 For any theory A∗ in the sense of Definition 2.1 satisfying (CONST ), the natural
map
βˆ : H(b)→ H(a)
is an isomorphism.
We will not use this result below, so we omit the proof.
4.3 The short bi-complex c.
Now we are ready to give the description of A∗ in terms of pull-backs. In this subsection we will assume
that A∗ is a theory of rational type. By Proposition 4.7, this means that A∗ is free in the sense of M.Levine-
F.Morel, that is A∗ = Ω∗ ⊗L A∗(k). In particular, we have at our disposal the refined pull-backs defined
in [14, Subsection 6.6]. That is, given a cartesian square
W −−−−→ Yy y
Z
f−−−−→ X
where f is an l.c.i. morphism of relative codimension d, we have a morphism f ! : A∗(Y ) → A∗−d(W )
satisfying a number of properties (see [14, Theorem 6.6.6]).
Consider the short bi-complex c = c(A∗):
· c0,0 :=
⊕
V∈Ob(RC(X))
Image(ρ! : A∗(Z)→ A∗(V ));
· cI1,0 :=
⊕
V2→V1∈MorI
Image(ρ!1 : A∗(Z1)→ A∗(V1)) - see (6) in Subsection 4.2;
· cII1,0 :=
⊕
V2→V1∈MorII
Image(ρ!2 : A∗(Z2)→ A∗(V2)), c1,0 = cI1,0 ⊕ cII1,0;
· c0,1 :=
⊕
W∈Ob(RC1(X))
Image(ρ! : A∗+1(Z)→ A∗+1(W )).
and the differentials are defined as follows:
· dI1,0((id, pi) : V2 → V1, x) = (V1, x)− (V2, pi!(x)) where pi! : A∗(V1)→ A∗(V2) is the refined pull-back
relative to pi : X˜2 → X˜1.
· dII1,0((i, id) : V2 → V1, y) = (V1, (iV )∗(y)) − (V2, y) where iV : V2 → V1 is the obvious inclusion.
Thus, dII1,0 : c
II
0,1 → c0,0 is simply the restriction of dII1,0 : bII0,1 → b0,0.
· d0,1 : c0,1 → c0,0 is the restriction of d0,1 : b0,1 → b0,0.
Lemma 4.20 The above differentials are well-defined.
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Proof: The fact that dI1,0 takes Image(ρ
!
1) to Image(ρ
!
2) follows from the formula ρ
!
2 = pi
! ◦ ρ!1 (see
[14, Theorem 6.6.6(3)]). The fact that dII1,0 takes Image(ρ
!
2) to Image(ρ
!
1) follows from the formula
(iV )∗ρ!2 = ρ!1(iZ)∗ where iZ : Z1 ↪→ Z2 is an obvious inclusion (see [14, Theorem 6.6.6(2.a)]).
We now turn to the case of the differential d0,1. By Lemma 7.20, we have that d0,1(W, y) =
(∂0W, k!0(y)) − (∂∞W, k!∞(y)) where k!0 : A∗+1(W ) → A∗(W0) and k!∞ : A∗+1(W ) → A∗(W∞) are
the refined pull-backs associated to the regular immersions kl : X × {l} ↪→ X × P1, for l = 0,∞.
For l = 0,∞ we have the cartesian diagram (with Zl = Z ∩X × {l}):
Zl
zl

Wl
j′l //
wl 
ρ′loo W
ρ′ //
w 
Z
z

X × {l} X˜lρloo jl
// X˜ × P1 ρ // X × P1,
X˜l
ρl

jl // X˜ × P1
ρ

X × {l}
kl
// X × P1,
(7)
And since X˜0, X˜∞ are smooth divisors on X˜ × P1, the map ρ is transversal to the immersions kl, l = 0,∞.
This implies that (kl)
! = (jl)
! : A∗+1(W ) → A∗(Wl) (see [14, Lemma 6.6.2]). The result follows again
from the functoriality of refined pull-backs (see [14, Theorem 6.6.6(3)]). 
We define a morphism of bi-complexes
µ : b→ c.
as follows
· µ0,0 : b0,0 → c0,0 is given by µ0,0(V, x) = (V, ρ!(ρV )∗(x)) where ρV : V → Z is the obvious projection.
· µI1,0 : bI1,0 → cI1,0 is given by µI1,0(V2 → V1, y) = (V2 → V1, ρ!1(ρV2)∗(y)).
· µII1,0 : bII1,0 → cII1,0 is given by µII1,0(V2 → V1, y) = (V2 → V1, ρ!2(ρV2)∗(y)).
· µ0,1 : b0,1 → c0,1 is given by µ0,1(W, y) = (W, ρ!(ρW )∗(y)).
Let’s check that these morphisms commute with the differentials. The cases of dII1,0 and d0,1 follow from
[14, Theorem 6.6.6], where in the latter one we use the fact that ρ is transversal to the immersions kl,
l = 0,∞, and so (kl)! = (jl)! : A∗+1(W )→ A∗(Wl) (notations from (7)). For dI1,0, we compute:
µ0,0 ◦ dI1,0(V2 → V1, y) =µ0,0((V1, (piV )∗(y))− (V2, y)) = (V1, ρ!1(ρV2)∗(y))− (V2, ρ!2(ρV2)∗(y)).
On the other hand, we have
dI1,0 ◦ µ0,0(V2 → V1, y) =dI1,0(V2 → V1, ρ!1(ρV2)∗(y)) = (V1, ρ!1(ρV2)∗(y))− (V2, pi!ρ!1(ρV2)∗(y)).
The result follows from the equality pi!ρ!1 = ρ
!
2 ([14, Theorem 6.6.6(3)]).
Lemma 4.21 The map µ0,0 : b0,0 → c0,0 is surjective. Thus, the induced map H(b) → H(c) is also
surjective.
Proof: Given V in RC(X), we need to show that the map ρ!(ρV )∗ : A∗(V ) → Image(ρ!) is surjective. It
is enough to show that the map (ρV )∗ : A∗(V ) → A∗(Z) is surjective which follows from the fact that
V → Z is surjective and has fibers which are unions of rational varieties. 
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We now consider the map γ0,0 : c0,0 → A∗(X) given by
γ0,0(V, x) = ρ∗(iV )∗(x)
ρ∗(1)
where, as usual, iV : V → X˜ is the obvious inclusion (the denominator is invertible by Proposition 7.3).
This map descends to a map
γ : H(c)→ A∗(X).
(We only treat the case of dI1,0 which is the most interesting one. The map γ0,0 ◦ dI1,0 sends (V2 → V1, x)
to
γ0,0(V2, pi!(x))− γ0,0(V1, x) = (ρ2)∗(iV2)∗pi
!(x)
(ρ2)∗(1)
− (ρ1)∗(iV1)∗(x)
(ρ1)∗(1)
.
Recall that x = ρ!1(s) where s ∈ A∗(Z1). It follows that (iV1)∗(x) = ρ∗1(iZ1)∗(s). Thus, the second fraction
in the formula simplifies as follows:
(ρ1)∗(iV1)∗(x)
(ρ1)∗(1)
=
(ρ1)∗ρ∗1(iZ1)∗(s)
(ρ1)∗(1)
= (iZ1)∗(s)
where the last equality follows from the projection formula.
Similarly, (iV2)∗pi!(x) = ρ∗2(iZ1)∗(s) and we have, for the same reasons,
(ρ2)∗(iV2)∗pi!(x)
(ρ2)∗(1)
= (iZ1)∗(s).
This proves that γ0,0 ◦ dI1,0 = 0 as needed.)
Lemma 4.22 The following triangle is commutative
H(b)
µ //
$$HH
HHH
HHH
H
H(c)
γ

A
∗
(X).
Proof: The composition γ ◦ µ sends the class (V, x) to
γ0,0(V, ρ!(ρV )∗(x)) = ρ∗ρ
!(ρV )∗(x)
ρ∗(1)
=
ρ∗(1) · (iZ)∗(ρV )∗(x)
ρ∗(1)
= (iZ)∗(ρV )∗(x)
as needed. 
Theorem 4.23 Let A∗ be a theory of rational type. Then the map γ : H(c)→ A∗(X) is an isomorphism.
Proof: Use the Lemma 4.22, the fact that µ : H(b) → H(c) is surjective and that the composition
γ ◦ µ : H(b)→ A∗(X) is an isomorphism by Corollary 4.17. 
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5 From products of projective spaces to Smk
In this section, A∗ is a theory of rational type, and B∗ is any theory in the sense of Definition 2.1. Our
aim here is to prove the main result of the article:
Theorem 5.1 Let A∗ be a theory of rational type, and B∗ be any theory in the sense of Definition 2.1.
Fix n,m ∈ Z. Then any family of homomorphisms
An((P∞)×l) G→ Bm((P∞)×l), for l ∈ Z>0
commuting with the pull-backs for:
(i) the action of Sl;
(ii) the partial diagonals;
(iii) the partial Segre embeddings;
(iv) (Spec(k) ↪→ P∞)× (P∞)×r, ∀r;
(v) the partial projections
extends to a unique additive operation An
G→ Bm on Smk.
Remark 5.2 1) The condition on A∗ is necessary. For example, the identity maps
CH∗alg((P∞)×l)
id→ CH∗((P∞)×l)
can not be extended to a morphism of theories.
2) In Topology an analogous result was obtained by T.Kashiwabara - see [10, Theorem 4.2].
Proof:
Let X be a smooth quasi-projective variety. Our goal is to construct, by induction on the dimension
of X, a family of homomorphisms
G : An(X × (P∞)×l)→ Bm(X × (P∞)×l), for all l ∈ Z>0
satisfying conditions (i)-(v) as in Theorem 5.1. Set zAi = c
A
1 (O(1)i) ∈ A1((P∞)×l) and similarly for B.
(As usual, O(1)i is the pull-back of OP∞(1) along the i-th projection.) A family as above satisfying (ii)
and (v), i.e. commuting with pull-backs for the partial diagonals and partial projections, is uniquely
determined by its action on the elements of the form α · (∏li=1 zAi ) with α ∈ An−l(X). Moreover, writing
G(α · (
l∏
i=1
zAi )) = Gl(α)(z
B
1 , . . . , z
B
l ) ∈ B∗(X)[[zB1 , . . . , zBl ]] = B∗(X × (P∞)×l),
we see that we need to construct power series Gl(α) in l variables with coefficients in B
∗(X). The
remaining conditions (i), (iii) and (iv) impose conditions on the power seriesGl(α). These are respectively
the conditions (ai), (aiii) and (aii) of Definition 5.3 below.
Definition 5.3 Let X be smooth quasi-projective variety. A compatible family for X is a set G(X) =
{Gl, l ∈ Z>0} of homomorphisms
Gl : A
n−l(X)→ B∗(X)[[z1, . . . , zl]](m)
satisfying the following conditions:
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(ai) Gl is symmetric with respect to Sl;
(aii) Gl(α) =
∏l
i=1 zi · Fl(α), for some Fl(α) ∈ B∗(X)[[z1, . . . , zl]](m−l).
(aiii) Gl(α)(x+B y, z2, . . . , zl) =
∑
i,j
Gl+i+j−1(α · aAi,j)(x×i, y×j , z2, . . . , zl),
where aAi,j and a
B
i,j are the coefficients of the formal group laws of A
∗ and B∗.
Let χA(x) = (−Ax) =
∑
i>0 e
A
i · xi+1, x−A y =
∑
i,j b
A
i,jx
iyj , and similarly for B. Then we also have:
Gl(α)(−Bx, z2, . . . , zl) =
∑
i>0
Gl+i(α · eAi )(x×i+1, z2, . . . , zl), and (8)
Gl(α)(x−B y, z2, . . . , zl) =
∑
i,j
Gl+i+j−1(α · bAi,j)(x×i, y×j , z2, . . . , zl). (9)
Indeed, let us prove by (simultaneous for all l) induction on N that the first identity holds modulo xN .
The base N = 1 is clear from (aii). Suppose the statement holds for N . Plugging y = −Bx into (aiii)
and using (aii) we obtain an identity:
0 = Gl(α)(x, z2, . . . , zl) +Gl(α)(−Bx, z2, . . . , zl) +
∑
i,j>1
Gl+i+j−1(α · aAi,j)(x×i,−Bx×j , z2, . . . , zl).
But for i > 0, by (aii), (ai) and the inductive assumption, modulo x
N+1,
Gl+i+j−1(β)(x×i,−Bx×j , z2, . . . , zl) ≡
∑
k1,...,kj>0
G
l+i+j−1+∑jr=1 kr(β ·
j∏
r=1
eAkr)(x
×i+j+∑jr=1 kr , z2, . . . , zl).
Thus, modulo xN+1,
Gl(α)(−Bx, z2, . . . , zl) ≡−Gl(α)(x, z2, . . . , zl)
−
∑
i,j>1
∑
k1,...,kj>0
G
l+i+j−1+∑jr=1 kr(α · aAi,j ·
j∏
r=1
eAkr)(x
×i+j+∑jr=1 kr , z2, . . . , zl).
At the same time, the identity x+A (−Ax) = 0 can be rewritten as:
∑
i,j
∑
k1,...,kj>0
aAi,j
j∏
r=1
eAkru
i+j+
∑j
r=1 kr = 0.
Hence,
0 =Gl(α)(x, z2, . . . , zl) +
∑
k>0
Gl+k(α · eAk )(x×1+k, z2, . . . , zl)
+
∑
i,j>1
∑
k1,...,kj>0
G
l+i+j−1+∑jr=1 kr(α · aAi,j ·
j∏
r=1
eAkr)(x
×i+j+∑jr=1 kr , z2, . . . , zl)
where the first term corresponds to (i, j) = (1, 0) and the second one to (0, 1). Thus,
Gl(α)(−Bx, z2, . . . , zl) ≡
∑
k>0
Gl+k(α · eAk )(x×1+k, z2, . . . , zl)
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modulo xN+1, and so, the induction step and the first formula are proven.
The second formula easily follows from the first one and (aiii), since (x−B y) = x+B (−By), while∑
s,t
bAs,tx
syt =
∑
i,j
aAi,jx
i(
∑
k>0
eAk y
k+1)j .
If E is a vector bundle of rank r on X, and λB1 , . . . , λ
B
r are B-roots of E (see Subsection 2.3), then
it follows from (ai) that Fl+r(α)(λ
B
1 , . . . , λ
B
r , z1, . . . , zl) is a function of c
B
1 (E), . . . , c
B
r (E), and so, this
expression is well-defined as an element of B∗(X)[[z1, . . . , zl]].
Definition 5.4 Let d be a natural number. A compatible family in dimension 6 d is the data of compati-
ble family G(X) = {Gl; l ∈ Z>0} for each X ∈ Smk of dimension 6 d satisfying the following conditions
(with X and Y of dimension 6 d):
(bi) For any f : X → Y and any α ∈ An−l(Y ),
Gl(f
∗
A(α)) = f
∗
BGl(α).
(bii) For any regular embedding j : X → Y of codimension r with normal bundle Nj with B-roots
µB1 , . . . , µ
B
r , for any α ∈ An−l−r(X), one has:
Fl(j∗(α))(z1, . . . , zl) = j∗(Fl+r(α)(µB1 , . . . , µ
B
r , z1, . . . , zl)).
We will say that a compatible family is secured in dimension 6 d if a compatible family in dimension 6 d
is constructed extending the compatible family G(Spec(k)) initially given (by the statement of Theorem
5.1).
The condition (bii) can be rewritten as:
Gl(j∗(α))(z1, . . . , zl) = j∗Res
t=0
Gl+r(α)(t+B µ
B
1 , . . . , t+B µ
B
r , z1, . . . , zl) · ωBt
(t+B µB1 ) · . . . · (t+B µBr ) · t
where ωBt is the canonical invariant 1-form - see Subsection 7.1.
In such a situation we have the following specialization result. To shorten the notations, we will
denote z1, . . . , zl by z
Lemma 5.5 Assume that a compatible family in dimension 6 d is secured. Let X be a smooth quasi-
projective variety of dimension 6 d, and L be a line bundle on X with λA = cA1 (L), λB = cB1 (L). Then,
for any α ∈ An−l−1(X),
Gl(α · λA)(z) = Gl+1(α)(λB, z). (10)
Proof: Assume that L is very ample and let j : Y → X be the inclusion of a smooth divisor such that
L ∼= O(Y ). Then, α · λA = j∗j∗(α). Also, note that the normal bundle Nj is the pull-back of L. Thus, if
µB = cB1 (Nj), we have µ
B = j∗(λB). This is said, (10) follows from the following chain of equalities:
Gl(α · λA)(z) =Fl(j∗j∗(α))(z) ·
l∏
i=1
zi = j∗Fl+1(j∗(α))(µB, z) ·
l∏
i=1
zi = j∗Fl+1(j∗(α))(j∗λB, z) ·
l∏
i=1
zi =
j∗j∗Fl+1(α)(λB, z) ·
l∏
i=1
zi = Fl+1(α)(λ
B, z) · λB ·
l∏
i=1
zi = Gl+1(α)(λ
B, z).
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In general, we can write L = L1 ⊗ L−12 , where L1 and L2 are very ample line bundles. Using 1) and
(9), we get:
Gl(α · λA)(z) =
∑
i,j
Gl(α · (λA1 )i(λA2 )j · bAi,j)(z) =∑
i,j
Gl+i+j(α · bAi,j)((λA1 )×i, (λA2 )×j , z) = Gl+1(α)(λB1 −B λB2 , z) = Gl+1(α)(λB, z).

Let G(X) be a compatible family for X. We define a compatible family G(X ×P∞) = {Gl; l ∈ Z>0}
for X × P∞ as follows. We have: A∗(X × P∞) = A∗(X)[[t]], where t = cA1 (O(1)). For α(t) =
∑∞
i=0 αi · ti,
with αi ∈ An−l−i(X), set:
Gl(α(t))(z) =
∑
i
Gl+i(αi)(t
×i, z) ∈ B∗[[t]][[z1, . . . , zl]],
which converges by (aii). It follows immediately from the definition that (ai,ii,iii) are satisfied.
Lemma 5.6 Assume that G(X) satisfies (10). Then G(X × P∞), as defined above, satisfies also (10).
Proof: A line bundle L on X × P∞ has the form M(r), for some r ∈ Z, and some line bundle M on X.
Let µA = cA1 (M), µ
A+A [r] ·A t =
∑
i,j c
A
i,j(µ
A)itj , and γ ∈ A∗(X). Then, by the definition of G(X×P∞),
the condition (10) for X, and (aiii), we get:
Gl(γ · tp · (µA +A [r] ·A t))(z) =
∑
i,j
Gl+p+i+j(γ · cAi,j)(t×p+j , (µB)×i, z) =
Gl+p+1(γ)((µ
B +B [r] ·B t), t×p, z) = Gl+1(γ · tp)((µB +B [r] ·B t), z).
This extends to arbitrary element α(t) of A∗(X × P∞) by linearity. 
Suppose that a compatible family is secured in dimension 6 d− 1. Let X be smooth quasi-projective
variety of dimension d and let D ⊂ X be a divisor with strict normal crossings. We denote by Di the
irreducible components of D and we denote by d : D → X, dˆi : Di → D and di = d ◦ dˆi : Di → X the
obvious inclusions. Set λBi = c
B
1 (O(Di)) and let γ =
∑
i(dˆi)∗(γi) ∈ An−l−1(D). We define:
Fl(γ|D)(z) :=
∑
i
(di)∗Fl+1(γi)(λBi , z) ∈ B∗(X)[[z1, . . . , zl]](m−l). (∗)
Notice, that dim(Di) 6 d− 1, so G(Di) is defined. Applying (bii) to D{i,j}
d{i,j}/i−→ Di, we get:
Fl+1((d{i,j}/i)∗δ)(λBi , z) = (d{i,j}/i)∗Fl+2(δ)(λ
B
j , λ
B
i , z),
which implies that our definition does not depend on the presentation of γ as a sum of (dˆi)∗(γi). Also it
follows from (bii) that, in the case dim(X) 6 (d− 1) we have:
Fl(γ|D)(z) = Fl(d∗(γ))(z).
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Proposition 5.7 Consider a cartesian square
E
e //
f 
Y
f
D
d // X.
where X and Y are smooth quasi-projective of dimension 6 d, and D and E are divisors with strict
normal crossings. Then with the notations of the Subsection 7.2, we have:
f∗Fl(γ|D)(z) = Fl(f ?(γ)|E)(z).
Proof: From the definition (∗) above and the definition of f ? (Definition 7.18), it is clear that it is
sufficient to treat the case of a smooth D. Let E =
∑s
j=1mj · Ej , where Ei are irreducible components
of E, λA = cA1 (OX(D)), µ
A
j = c
A
1 (OY (Ej)) (and similarly for λ
B, µBj ).
We make a consistent choice of power series (Fm1,...,msJ )
A and (Fm1,...,msJ )
B as in Definition 7.14.
(These are power series in s variables and with coefficients in A∗(k) and B∗(k) respectively.) The
integers m1, . . . ,ms being fixed (until the end of the proof of Proposition 5.7), we will write below C
A
J
for (Fm1,...,msJ )
A(µA1 , . . . , µ
A
s ) and similarly for B.
Lemma 5.8 Keep the notation as in Proposition 5.7 with dim(Y ) 6 d (while the dimension of X can be
arbitrary) and assume that D is smooth. We have
Fl(f
?
(γ)|E)(z) =
∑
∅6=J⊂{1,...,s}
(eJ)∗
(
CBJ · Fl+1(fˆ∗J (γ))(f∗J (λB), z)
)
where eJ : EJ = ∩j∈JEj → Y and fˆJ : EJ → D are obvious maps, and fJ = d ◦ fˆJ .
Proof: We will denote the 1-st Chern class of the bundle O(1) on P∞ (in both A∗ and B∗-theory) by
t. Let µ˜Aj = t +A µ
A
j , and similarly for B. Let us denote: µ
A
I =
∑A
j∈I [mj ] ·A µAj , (µA)J =
∏
j∈J µ
A
j ,
(µA)×J = ×j∈JµAj , and similarly for µ˜A, µB, µ˜B.
From (13) of Subsection 7.2 together with (bi) and the projection formula it follows that the RHS of
our formula does not depend on the choice of coefficients CBJ (recall, that these coefficients are selected
by the property that
∑
J C
B
J · (µB)J is a fixed expression). Let us use the standard choice for CA,BJ .
This choice satisfies: CAJ =
∑
I⊂J (−1)|J|−|I|µAI
(µA)J
- see (14) of Subsection 7.2. Denote as C˜AJ the analogous
coefficients for µ˜j . We have:
Fl(f
?
(γ)|E)(z) =
∑
∅6=J⊂{1,...,s}
(eJ)∗Fl+|J |(fˆ∗J (γ) · CAJ )((µB)×J , z).
Indeed, it follows from (bii) and the projection formula that the RHS here does not depend on the choice
of coefficients CAJ (since these are selected by the property that
∑
J C
A
J · (µA)J is a fixed expression).
So, we can assume that CAJ is zero for |J | > 1. Then our formula is reduced to the definition (∗) of
Fl(f
?
(γ)|E)(z).
The latter expression can be rewritten as
∑
∅6=J⊂{1,...,s}
(eJ)∗Res
t=0
RJ · ωBt , where RJ =
Gl+|J |(fˆ∗J (γ) · C˜AJ )((µ˜B)×J , z)
t · (µ˜B)J ·∏li=1 zi .
33
Applying Lemmas 5.5, 5.6 and (14) we get:
RJ =
Gl+|J |(fˆ∗J (γ) · C˜AJ )((µ˜B)×J , z)
t · (µ˜B)J ·∏li=1 zi =
Gl(fˆ
∗
J (γ) · (
∑
I⊂J(−1)|J |−|I|µ˜AI ))(z)
t · (µ˜B)J ·∏li=1 zi =∑
I⊂J
(−1)|J |−|I|Gl+1(fˆ
∗
J (γ))(µ˜
B
I , z)
t · (µ˜B)J ·∏li=1 zi =
∑
I⊂J
(−1)|J |−|I| µ˜
B
I
(µ˜B)J
· Fl+1(fˆ
∗
J (γ))(µ˜
B
I , z)
t
=
∑
L⊂J
C˜BL
t · (µ˜B)J/L
∑
L⊂I⊂J
(−1)|J |−|I|Fl+1(fˆ∗J (γ))(µ˜BI , z),
where in the last equality we use the definition of C˜BL , that is, the identity µ˜
B
I =
∑
L⊂I C˜
B
L · (µ˜B)L - see
(13) of Subsection 7.2.
Let us fix L ⊂ J . Then ∑L⊂I⊂J Fl+1(fˆ∗J (γ))(µ˜BI , z) · (−1)|J |−|I| is divisible by (µ˜B)J/L. Indeed, here
Fl+1(fˆ
∗
J (γ))(x, z) can be considered as a power series F (x) over the ring R = B
∗(EJ)[[t]][[z]] with a formal
group law on it. We can plug µ˜BI into this (or any other) power series, because it has nilpotent constant
term. Now, what we need follows from the fact that, for any collection of elements vj ∈ R, j ∈ J with
nilpotent constant terms, and for any power series F (x) over R, we have:
∑
L⊂I⊂J(−1)|J |−|I|F (
∑B
i∈I vi)
is divisible by
∏
i∈J\L vi. We prove this by induction on r = |J\L|. The base r = 0 is obvious. For r > 0,
choose some j ∈ J\L, and denote J ′ = J\{j}. Then we can write: F (x +B vj) − F (x) = vj · G(x), for
some power series G(x) ∈ R[[x]]. And since∑
L⊂I⊂J
(−1)|J |−|I|F (
∑B
i∈I vi) = vj ·
∑
L⊂I′⊂J ′
(−1)|J ′|−|I′|G(
∑B
i∈I′ vi),
the needed divisibility follows from the inductive assumption.
Now fix L. Then we obtain:
Res
t=0
C˜BL ·
∑
L⊂J
(eJ/L)∗
1
t · (µ˜B)J/L ·
∑
L⊂I⊂J
(−1)|J |−|I|Fl+1(fˆ∗J (γ))(µ˜BI , z) · ωBt =
Res
t=0
C˜BL ·
∑
L⊂J
(µB)J/L
t · (µ˜B)J/L ·
∑
L⊂I⊂J
(−1)|J |−|I|Fl+1(fˆ∗L(γ))(µ˜BI , z) · ωBt =
Res
t=0
C˜BL ·
∑
L⊂J
1
t
·
∑
L⊂I⊂J
(−1)|J |−|I|Fl+1(fˆ∗L(γ))(µ˜BI , z) · ωBt ,
where in the first equality we are using (bi) which guarantees that Fl+1(fˆ
∗
J (γ))(µ˜
B
I , z) belongs to the
image of (eJ/L)
∗, and in the second one we apply the above divisibility.
Hence,
∑
J⊂{1,...,s}(eJ)∗Rest=0RJ · ωBt =
∑
L⊂{1,...,s}(eL)∗Rest=0 SL · ωBt , where
SL =
∑
L⊂K
C˜BL
t
∑
L⊂N⊂K
(−1)|K|−|N |Fl+1(fˆ∗L(γ))(µ˜BN , z) =
C˜BL
t
Fl+1(fˆ
∗
L(γ))(µ˜
B
{1,...,s}, z). Thus,
Fl(f
?
(γ)|E)(z) =
∑
L⊂{1,...,s}
(eL)∗
(
CBL · Fl+1(fˆ∗L(γ))(f∗L(λB), z)
)
.

We now return to the Proposition 5.7. It remains to observe that our expression is equal to f∗Fl(γ|D)(z),
by Proposition 7.21 and (bi). 
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Suppose that a compatible family is secured in dimension 6 d − 1. Fix a smooth quasi-projective
variety X of dimension 6 d. We will now explain how to construct a compatible family G(X) for
X. We have a decomposition A∗(X) ∼= A∗(k) ⊕ A∗(X), and by Theorem 4.23, we have an isomorphism
A
∗
(X) ∼= H(c) where c is the short bi-complex introduced in Subsection 4.3. (Recall that we are assuming
that the theory A∗ is of rational type.)
For the constant part, we set: Gl(p
∗
X(α))(z1, . . . , zl) = p
∗
XGl(α)(z1, . . . , zl) where pX : X → Spec(k)
is the structural map.
To define G(X) on H(c), we first define maps Gl : (c0,0)
n−l → B∗(X)[[z1, . . . , zl]](m) and then check
that these maps factor through H(c)n−l. Recall that
(c0,0)
n−l =
⊕
V∈Ob(RC(X))
Im(ρ! : Adim(X)−n+l(Z)→ Adim(X)−n+l(V ) = An−l−1(V )).
Fix V = (Z → X ρ← X˜) in RC(X) and γ ∈ An−l−1(V ) which is in the image of ρ!. (Recall that the image
of γ in A∗(X) is given by ρ∗v∗(γ)
ρ∗(1A)
where v : V → X˜ is the obvious inclusion.) Define
Fl(V, γ)(z1, . . . , zl) = ρ∗Fl(γ|V )(z1, . . . , zl)
ρ∗(1B)
. (∗∗)
Since dim(X) 6 d, the power series F (γ|V ) makes sense (see (∗)).
Lemma 5.9 If dim(X) 6 d − 1, then Fl(V, γ) = Fl(α), where α ∈ Am−l(X) is the image of γ, i.e., is
given by ρ∗v∗(γ)
ρ∗(1A)
.
Proof: Since dim(X) 6 d − 1, from (bii), we have Fl(γ|V ) = Fl(v∗(γ)). Suppose that γ = ρ!(δ) for
δ ∈ Ad−n+l(Z). Then by [14, Theorem 6.6.6], we have v∗(γ) = ρ∗(z∗(δ)) where z : Z → X is the obvious
inclusion. It follows that Fl(γ|V ) = Fl(ρ∗(z∗(δ))) = ρ∗Fl(z∗(δ)), by (bi). This gives
Fl(V, γ) = ρ∗ρ
∗Fl(z∗(δ))
ρ∗(1B)
= Fl(z∗(δ)).
The result now follows since α = z∗(δ). 
Before checking that the maps Fl of (∗∗) factor through H(c), we note the following fact.
Proposition 5.10 In the above situation, Fl(γ|V ) ∈ Image(ρ∗).
Proof: We first assume that ρ is a sequence of blowups in smooth centers Rj . Let Ej ⊂ X˜ be the
exceptional divisor over Rj (i.e., the strict transform of the exceptional divisor of the blowup of Rj). Then
Ej is an irreducible component of V (but, in general, V is larger than ∪jEj). Denote by ej : Ej → X˜
and εj : Ej → Rj the obvious maps.
Then, by Proposition 7.6, to prove that Fl(γ|V ) ∈ Image(ρ∗) we need to show that e∗j (Fl(γ|V )) ∈
Image(ε∗j ), for each j. Since V is a divisor with strict normal crossings on X˜, and Ej is a component of
it, for any other component Vi of V , the left cartesian diagram below is transversal:
Hi,j
ui,j //
hi,j

Ej
ej

Vi vi
// X˜.
V
v //
ρV

X˜
ρ

Ej
ejoo
εj

Z z
// X Rjrj
oo
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Now, fix a presentation γ =
∑
i(vˆi)∗(γi) where vˆi : Vi → V are the obvious inclusions. Applying
Proposition 5.7 (in the trivial case where the divisors are smooth) we get e∗jFl(γi|Vi) = Fl(h∗i,j(γi)|Hi,j).
Since dim(Ej) 6 d− 1, we have:
Fl(h
∗
i,j(γi)|Hi,j) = Fl((ui,j)∗h∗i,j(γi)) = Fl(e∗j (vi)∗(γi)).
And the same is true for the Ej-component: e
∗
jFl(γj |Ej) = Fl(e∗j (ej)∗(γj)). Here we use the fact that the
map e∗j (ej)∗ is given by the multiplication by the first Chern class of OX˜(Ej) and Lemma 5.5.
Hence, using [14, Theorem 6.6.6 (2)(a)],
e∗jFl(γ|V ) =
∑
i
e∗jFl(γi|Vi) =
∑
i
Fl(e
∗
j (vi)∗(γi)) = Fl(e
∗
jv∗(γ)) =
Fl(e
∗
jv∗ρ
!(β)) = Fl(e
∗
jρ
∗z∗(β)) = Fl(ε∗jr
∗
j z∗(β)) = ε
∗
jFl(r
∗
j z∗(β)).
So, Fl(γ|V ) ∈ Image(ρ∗).
For general ρ, we may find V ′ = (Z → X ρ
′
← X˜ ′) and a morphism (id, pi) : V ′ → V such that ρ′ is a
composition of blowups in smooth centers. By Proposition 5.7, pi∗Fl(γ|V ) = Fl(pi?V (γ)|V ′) which belongs
to Image(pi∗ρ∗) by the previous discussion (recall that pi?V (γ) = pi
!(γ)). Since the map pi∗ is injective, we
deduce that Fl(γ|V ) ∈ Image(ρ∗). 
Lemma 5.11 The maps Fl : (c0,0)
n−l → B∗(X)[[z1, . . . , zl]](m−l), defined above, are zero on Image(dc1,0).
Proof: The vanishing of Fl on the image of d
II
1,0 is a direct consequence of the definition. To show that
Fl vanishes on the image of d
I
1,0, let (id, pi) : V2 → V1 be in MorI and γ ∈ Image(ρ!1 : Adim(X)−n+l(Z)→
An−l−1(V )). We need to show that Fl(V1, γ) = Fl(V2, pi?V (γ)). By Propositions 5.7, we have
(ρ2)∗Fl(pi?V γ|V2)
(ρ2)∗(1B)
=
(ρ1)∗pi∗pi∗Fl(γ|V1)
(ρ1)∗pi∗(1B)
.
By Proposition 5.10, we know that Fl(γ|V1) ∈ Image(ρ∗1). By the projection formula, the previous fraction
is equal to
(ρ1)∗Fl(γ|V1)
(ρ1)∗(1B)
which is what we want to prove. 
We now proceed to check that the maps Fl : (c0,0)
n−l → B∗(X)[[z1, . . . , zl]](m−l) are zero on the
image of dc0,1. We fix an object W = (Z → X × P1
ρ← X˜ × P1) of RC1(X) and an element δ ∈ Image(ρ! :
Adim(X)−n+l+1(Z)→ An−l−1(W )). We denote by Ws the irreducible components of W and we choose a
presentation δ =
∑
s(wˆs)∗(δs). (As usual, wˆs : Ws → W are the obvious inclusions.) We need to show
that Fl takes the same value on the pairs
(∂0W,
∑
s
i?0,s(δs)) and (∂∞W,
∑
s
i?∞,s(δs)),
where i0,s : W0,s = X˜0 ∩Ws →Ws and i∞,s : W∞,s = X˜∞ ∩Ws →Ws are the obvious inclusions.
To prove this, we need some preparation. Let S we an irreducible component of W (i.e., S is one of
Ws’s), and denote by i0 : S0 → S and i∞ : S∞ → S the inclusions of the fibers over 0,∞ ∈ P1. Assume
we are given some object H = (T → S p← S˜) in RC(S) such that T does not contain any component of
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S0 and S∞. As usual, we write H = p−1(T ) and we denote by h : H → S˜ the inclusion. Finally, assume
we are given γ = p!(u) ∈ Image(p! : Adim(X)−n+l+1(T ) → An−l−2(H)) and let β ∈ An−l−1(S) be the
push-forward of u. (Thus, p∗(β) = h∗(γ).) We set
F˜l(β|S)(z) = s∗(Fl+1(H, γ)(p∗(λB), z)) = s∗
(
p∗Fl+1(γ|H)(p∗(λB), z)
p∗(1)
)
where s : S → X˜ × P1 is the obvious inclusion and λB = cB1 (OX˜×P1(S)).
Lemma 5.12 Denote by i˜0 : X˜0 → X˜ × P1 and i˜∞ : X˜∞ → X˜ × P1 the obvious inclusions. In the above
situation,
i˜∗0(F˜l(β|S)) = Fl(i?0(β)|S0) and i˜∗∞(F˜l(β|S)) = Fl(i?∞(β)|S∞).
Proof: It is enough to prove the first equality. Denote by S0,k the irreducible components of S0. Since
S0,k is not contained in T , we may consider its strict transform in S˜. Resolving the singularities of the
latter, we get a blowup p0,k : S˜0,k → S0,k fitting in a commutative diagram
H0,k
h0,k //
i0,H

S˜0,k
p0,k //
i˜0,k

S0,k
s0,k //
i0,k

X˜0
i˜0

H
h // S˜
p // S
s // X˜ × P1
where the left square is cartesian. Refining the resolution p0,k, we may assume that H0,k is a divisor with
strict normal crossings in S˜0,k.
Lemma 5.13 Consider a commutative square of smooth varieties
E
b //
g

Q
f

D a
// P
where f and g are projective and birational. Let x ∈ Image(f∗). Then:
g∗(b∗(x))
g∗(1)
= a∗
(
f∗(x)
f∗(1)
)
.
Proof: Let x = f∗(y). Then g∗(b∗f∗(y)) · a∗f∗(1) = g∗g∗a∗(y) · a∗f∗(1) = g∗(1) · a∗(y) · a∗f∗(1) =
g∗(1) · a∗(f∗f∗(y)), which implies what we need. 
By Proposition 5.10, Fl+1(γ|H)(p∗(λB), z) ∈ Image(p∗). Then, by Lemma 5.13, Proposition 5.7 and
(bi), we have:
i∗0,k
(
p∗Fl+1(γ|H)(p∗(λB), z)
p∗(1)
)
=
(p0,k)∗(˜i∗0,kFl+1(γ|H)(p∗(λB), z))
(p0,k)∗(1)
=
(p0,k)∗(Fl+1(˜i∗0,kh∗(γ))(˜i
∗
0,kp
∗(λB), z))
(p0,k)∗(1)
=
(p0,k)∗(Fl+1(p∗0,ki
∗
0,k(β))(p
∗
0,ki
∗
0,k(λ
B), z))
(p0,k)∗(1)
= Fl+1(i
∗
0,k(β))(i
∗
0,k(λ
B), z).
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As above, denote by CBJ the coefficient (F
m1,...,mr
J )
B of the Definition 7.14, where mi is the multiplicity
of the component S0,i in S0. We can assume that coefficients C
B
J are chosen to be zero, for |J | > 1 - see
the discussion after the Definition 7.14. Then, by Proposition 7.21, and Lemma 5.8
i˜∗0(F˜l(β|S)(z)) =i˜∗0s∗
(
p∗Fl+1(γ|H)(p∗(λB), z)
p∗(1)
)
=
∑
k
(s0,k)∗
(
CBk · i∗0,k
(
p∗Fl+1(γ|H)(p∗(λB), z)
p∗(1)
))
=∑
k
(s0,k)∗(CBk · Fl+1(i∗0,k(β))(i∗0,k(λB), z)) = Fl(i?0(β)|S0)(z).

Denote by piS : S → Spec(k) the structural projection. Define:
F˜l(1|S)(z) = s∗(pi∗SFl+1(1))(λB, z).
More generally, one can define
F˜l(pi
∗
S(α)|S)(z) = s∗(pi∗SFl+1(α))(λB, z).
Lemma 5.14 In the above situation, we have:
i˜∗0(F˜l(pi
∗
S(α)|S)) = Fl(i?0pi∗S(α)|S0) and i˜∗∞(F˜l(pi∗S(α)|S)) = Fl(i?∞pi∗S(α)|S∞)
Proof: We treat the first equality only. By Proposition 7.21 and Lemma 5.8, we have:
i˜∗0s∗(pi
∗
SFl+1(α))(λ
B, z) =
∑
k
(s0,k)∗(CBk · (i∗0,kpi∗SFl+1(α))(i∗0,k(λB), z)) =∑
k
(s0,k)∗(CBk · Fl+1(i∗0,kpi∗S(α))(i∗0,k(λB), z)) = Fl(i?0pi∗S(α)|S0)(z).

Proposition 5.15 In the above situation,
(ρ0)∗Fl(
∑
s i
?
0,s(δs)|W0)(z)
(ρ0)∗(1)
=
(ρ∞)∗Fl(
∑
s i
?∞,s(δs)|W∞)(z)
(ρ∞)∗(1)
.
Proof:
Lemma 5.16 Let S be a smooth quasi-projective variety, and let T ⊂ S be a divisor. Let β ∈ A∗(S).
Then there exists a closed subvariety Y ⊂ S, containing no components of T , and such that β is the
push-forward of an element of A∗(Y ).
Proof: Since A∗ is obtained from the Levine-Morel algebraic cobordism by change of coefficients, it is
sufficient to treat the case of A∗ = Ω∗. Modulo classes supported in codimension > 2, our element
β may be considered as an element of Gr1 Ω
∗(S). By [14, Corollary 4.5.8], we have a surjective map
CH1(S) ⊗ L∗  Gr1 Ω∗(S). Since we can always add subvarieties of codimension > 2 to Y , we may
assume that A∗ = CH∗. Since S is quasi-projective, we have O(T ) = L1 ⊗ L−12 , where L1, L2 are
very ample line bundles. By the Bertini Theorem, 1CHT can be represented as
∑
k±1CHRk , where Rk are
irreducible divisors different from components of T . 
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Let S be an irreducible component of W (i.e., one of Ws’s) and let δS ∈ An−l−1(S). We can write
in a unique way δS = pi
∗
S(α) + β where α ∈ An−l−1(k) and β ∈ A
n−l−1
(S). Applying Lemma 5.16 and
Corollary 4.17 to S, the element β, considered as an element of H(b) = A
∗
(S), can be represented by a
pair (H, x) where H = (Y → S p← S˜) is an object of RC(S) satisfying the extra property that Y does not
contain any irreducible component of S0 and S∞. Recall also that x ∈ An−l−2(H) where H = p−1(Y )
and that β = p∗h∗(x).
Applying Theorem 4.23 to S, the element β can be represented by the element (H, γ) of c0,0, where
γ = p!(pH)∗(x). We set u = (pH)∗(x) so that β is the push-forward of u. In this way, we are in the
situation discussed previously. In particular, we have power series F˜l(β|S) ∈ B∗(X˜ × P1)[[z1, . . . , zl]](m−l)
such that, by Lemma 5.12,
i˜∗0(F˜l(β|S)) = Fl(i?0(β)|S0) and i˜∗∞(F˜l(β|S)) = Fl(i?∞(β)|S∞).
We also have power series F˜l(pi
∗
S(α)|S) verifying analogous formula by Lemma 5.14. Thus, setting
F˜l(δS |S) = F˜l(β|S) + F˜l(pi∗S(α)|S), we obtain:
i˜∗0(F˜l(δS |S)) = Fl(i?0(δS)|S0) and i˜∗∞(F˜l(δS |S)) = Fl(i?∞(δS)|S∞).
Now, we go back to the irreducible components Ws and the classes δs such that δ =
∑
s(wˆs)∗(δs).
We set F˜l(δ|W ) =
∑
s F˜l(δs|Ws). From what we just said, we again have
i˜∗0F˜l(δ|W ) = Fl(i?0(δ)|W0) and i˜∗∞(F˜l(δ|W )) = Fl(i?∞(δ)|W∞).
With this in hands it is now easy to finish the proof of Proposition 5.15. Indeed, consider the commutative
diagram with cartesian and transversal squares
X˜0
i˜0 //
ρ0

X˜ × P1
ρ

X˜∞
i˜∞oo
ρ∞

X
i0 // X × P1 X.i∞oo
We have
i∗0
(
ρ∗F˜l(δ|W )
ρ∗(1)
)
=
(ρ0)∗˜i∗0F˜l(δ|W )
(ρ0)∗(1)
=
(ρ0)∗Fl(i?0δ|W0)
(ρ0)∗(1)
,
and similarly for ∞. Since the maps i∗0, i∗∞ : B∗(X × P1)→ B∗(X) are equal, the result follows. 
It follows from Proposition 5.15 that Fl is trivial on the image of d
c
0,1, and so it is well-defined on
H(c), and hence on A∗(X). Thus, we obtain:
Proposition 5.17 Suppose that a compatible family is secured in dimension 6 d − 1. Let X be a
smooth quasi-projective variety of dimension d. Then the maps Gl =
(∏l
i=1 zi
)
· Fl : An−l(X) →
B∗(X)[[z1, . . . , zl]](m) define a compatible family G(X) for X.
Proof: Properties (ai) and (aii) are clear. For (aiii), it is enough to treat the case α = v∗(γ) where
v : V → X is the inclusion of a smooth divisor. Set λA = cA1 (OX(V )) and similarly for B. Then:
Gl(v∗(γ))(x+B y, z2, . . . , zl) = v∗Res
t=0
Gl+1(γ)(t+B λ
B, x+B y, z2, . . . , zl)ω
B
t
(t+B λB) · t =
v∗Res
t=0
∑
i,j
Gl+i+j(γ · aAi,j)(t+B λB, x×i, y×j , z2, . . . , zl)ωBt
(t+B λB) · t =
∑
i,j
Gl+i+j−1(v∗(γ) · aAi,j)(x×i, y×j , z2, . . . , zl).
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Proposition 5.18 Suppose that a compatible family is secured in dimension 6 d − 1. Then, extending
this family using the G(X) constructed above for X of dimension d, one gets a compatible family in
dimension 6 d.
Proof: Above, we have defined compatible families G(X) for X of dimension 6 d, which, in case X has
dimension 6 d − 1, extend the given compatible families in dimension 6 d − 1. It remains to check
conditions (bi) and (bii).
We first check (bi). Let f : Y → X be a morphism between smooth quasi-projective varieties of
dimension 6 d and let α ∈ An−l(X). If α is in the image of pi∗X : A∗(k) → A∗(X), the property (bi) is
obvious. Thus, we may assume that α ∈ An−l(X). We may find VX = (Z → X ρX← X˜) in RC(X) and
γ ∈ Image(ρ!X : Adim(X)−n+l(Z) → An−l−1(VX)) such that α = (ρX)∗(vX)∗(γ)(ρX)∗(1) . By Hironaka’s resolution
of singularities (Theorems 8.3 and 8.4) we may find VY = (f−1(Z) → Y ρY← Y˜ ) in RC(Y ) fitting in a
commutative diagram where the left square is cartesian:
VY
vY //
fV

Y˜
ρY //
f˜

Y
f

VX vX
// X˜ ρX
// X.
By Proposition 5.10, Lemma 5.13, Proposition 5.7, and Proposition 7.21,
f∗Fl
(
(ρX)∗(vX)∗(γ)
(ρX)∗(1)
)
= f∗
(
(ρX)∗Fl(γ|VX)
(ρX)∗(1)
)
=
(ρY )∗f˜∗Fl(γ|VX)
(ρY )∗(1)
=
(ρY )∗Fl(f?V (γ)|VY )
(ρY )∗(1)
=
Fl
(
(ρY )∗(vY )∗f?V (γ)
(ρY )∗(1)
)
= Fl
(
(ρY )∗f˜∗(vX)∗(γ)
(ρY )∗(1)
)
= Fl
(
f∗
(
(ρX)∗(vX)∗(γ)
(ρX)∗(1)
))
. This proves (bi).
Let now X
j→ Y be a regular embedding of codimension r with normal bundle Nj , with dim(Y ) 6 d.
Consider the blow-up diagram:
E
j˜ //
ε

Y˜
pi

X
j
// Y,
where E = PX(Nj), and Nj˜ = O(−1). Let M = ε∗Nj/O(−1), νA,B1 , . . . , νA,Br−1 - be roots of M , ζA,B -
root of O(−1), and α ∈ An−l−r(X). Then, by the already proven (bi), the Excess Intersection Formula
(Proposition 7.1), the definition of G(Y˜ ), Lemma 5.5, again (bi), and Proposition 7.1 again, we get:
pi∗Fl(j∗(α))(z) = Fl(pi∗j∗(α))(z) = Fl(j˜∗(cAr−1(M) · ε∗(α)))(z) =
j˜∗Fl+1(cAr−1(M) · ε∗(α))(ζB, z) = j˜∗
( r−1∏
i=1
νBi · Fl+r(ε∗(α))(ζB, νB1 , . . . , νBr−1, z)
)
=
j˜∗
(
cBr−1(M) · ε∗(Fl+r(α)(µB1 , . . . , µBr , z))
)
= pi∗j∗Fl+r(α)(µB1 , . . . , µ
B
r , z).
And since pi∗ is injective, we obtain (bii). 
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Now we can finish the proof of Theorem 5.1.
From the hypothesis of Theorem 5.1, we have a compatible family in dimension 6 0. By Proposition
5.18 and induction, we obtain a compatible family in all dimensions, i.e., for every X ∈ Smk, we have
a compatible family G(X) and the conditions (bi) and (bii) are satisfied. In particular, the map G0 :
An(X)→ Bm(X), for X ∈ Smk, form an additive operation. It remains to see that these maps coincide
with the original ones for (P∞)×l. From commutativity with the pull-backs for partial diagonals and
partial projections, it is sufficient to compare the values on α ·∏li=1 zAi ∈ An((P∞)×l), where α ∈ An−l(k),
and zAi = c
A
1 (O(1)i). Let j : (P∞)×l → (P∞)×l be the product of hyperplane section embeddings. Then
G0(j∗(α)) = Gl(α)(zB1 , . . . , zBl ) = G(α ·
∏l
i=1 z
A
i ), by (bii) and the definition of G(Spec(k)). Thus, G0
extends the original homomorphisms on products of projective spaces. The uniqueness follows from
Proposition 3.14. 
As a byproduct of our construction, we have proved that unstable additive operations (from a free the-
ory) satisfy (bii). This can be considered as a Riemann-Roch type result for unstable additive operations.
A similar result in the case of multiplicative operations was obtained previously in [18].
Theorem 5.19 Let G : An → Bm be an additive operation, where A∗ is free. As usual, denote by zAi ∈
A1(X × (P∞)×l) the first Chern class of O(1)i in the sense of the theory A∗ (and similarly for B∗). For
α ∈ An−l(X), denote Gl(α)(zB1 , . . . , zBl ) = G(α ·
∏l
i=1 z
A
i ) ∈ Bm(X × (P∞)×l) = B∗(X)[[zB1 , . . . , zBl ]](m).
Let j : X → Y be a regular embedding of codimension r with normal bundle Nj with B-roots µB1 , . . . , µBr .
Then
Gl(j∗(α))(zB1 , . . . , z
B
l ) = j∗Res
t=0
Gl+r(α)(t+B µ
B
1 , . . . , t+B µ
B
r , z
B
1 , . . . , z
B
l ) · ωBt
(t+B µB1 ) · . . . · (t+B µBr ) · t
where ωBt is the canonical invariant 1-form - see Subsection 7.1.
We will also need the following multiplicative version of Theorem 5.1:
Proposition 5.20 Let G : A∗((P∞)×l) → B∗((P∞)×l), for l ∈ Z>0, be a family of homomorphisms
satisfying the conditions (i)-(v) of Theorem 5.1. Assume also that this family is compatible with external
product. Then, the resulting additive operation G : A∗ → B∗ is multiplicative.
Proof: Let X and Y be smooth and quasi-projective varieties. We will show that
Gl+m(α× β)(x1, . . . , xl, y1, . . . , ym) = Gl(α)(x1, . . . , xl)×Gm(β)(y1, . . . , ym)
for α ∈ A∗(X) and β ∈ B∗(Y ). We first prove this when Y = Spec(k) by induction on the dimension of
X. The base and the case where α is constant follow from our condition. In the case α ∈ A∗(X), we can
find a projective bi-rational morphism X˜
ρ→ X such that ρ∗(α) is supported on some divisor with strict
normal crossings. Since ρ∗ is injective, without loss of generality, we can assume that α = v∗(α′), where
V
v→ X is a smooth divisor. Let λB = cB1 (OX(V )). Then
Gl+m(α× β)(x, y) = (v × id)∗Gl+m+1(α′ × β)(λB, x, y) =
(v × id)∗(Gl+1(α′)(λB, x)×Gm(β)(y)) = Gl(α)(x)×Gm(β)(y),
which proves the induction step. Now, by the induction on the dim(Y ), using similar arguments, we
prove the general case. 
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6 Applications
6.1 Unstable operations in Algebraic Cobordism
As a first application of our main result (Theorem 5.1), let us finish the description of unstable operations
in Algebraic Cobordism:
Theorem 6.1 Let ψ ∈ HomL(L[b],L ⊗Z Q)(m−n) be a homomorphism of L-modules. Denote by Sψ :
Ωn → Ωm ⊗Z Q the respective L⊗Z Q-linear combination of the Landweber-Novikov operations, i.e., the
composition of
Ω∗
STotLN−→ Ω∗[b] ∼= Ω∗ ⊗L L[b] ⊗ψ−→ Ω∗−n+m ⊗Z Q
in degree n. Assume that Sψ satisfies the following integrality condition: Sψ(Ω
n((P∞)×r)) ⊂ Ωm((P∞)×r),
for all r > 0. Then there exists a unique additive operation Gψ : Ωn → Ωm such that Sψ = Gψ ⊗
Q. Moreover, every additive operation arises in this way, for a unique ψ. Thus, ψ ↔ Gψ is a 1-
to-1 correspondence between linear combinations of Landweber-Novikov operations satisfying integrality
conditions and integral additive operations.
Proof: It follows immediately from Theorems 3.18 and 5.1. 
If A∗ is a theory of rational type, and B∗ is any theory in the sense of Definition 2.1, then (unstable)
additive operations An → Bm can be described as follows.
Theorem 6.2 Let A∗ be a theory of rational type, and B∗ be any theory. Then there is 1-to-1 correspon-
dence between the set of (unstable) additive operations An
G→ Bm and the set consisting of the following
data {Gl, l ∈ Z>0}:
Gl ∈ HomZ−lin(An−l, B[[z1, . . . , zl]](m)) satisfying:
(ai) Gl is symmetric with respect to Sl;
(aii) Gl(α) =
∏l
i=1 zi · Fl(α), for some Fl(α) ∈ B[[z1, . . . , zl]](m−l).
(aiii) Gl(α)(x+B y, z2, . . . , zl) =
∑
i,j Gi+j+l−1(α · aAi,j)(x×i, y×j , z2, . . . , zl),
where aAi,j are the coefficients of the formal group law of A
∗.
Proof: It follows immediately from Proposition 3.14, Theorem 5.1, and the discussion right after it. 
With the data {Gl, l ∈ Z>0} one can associate the data {G˜l, l ∈ Z>0}, where G˜l : An−l(k)→ Bm−l(k)
is the constant term of the Fl : A
n−l(k)→ B∗(k)[[z1, . . . , zl]](m−l). We have:
Proposition 6.3 If B has no torsion, then {G˜l, l ∈ Z>0} carries the same information as {Gl, l ∈ Z>0}.
Proof: We can write Fl(α) =
∑
i hl,i(α)z
i, where hl,i(α) ∈ B∗(k). Let us prove by induction on the
degree of i (simultaneously for all l) that hl,i is determined by hr,0, for all r. The base is evident. Let
zi = zi11 · . . . · zill . Consider the equation (aiii). Compare the coefficients at xi1yzi2+12 · . . . · zil+1l . We may
ignore the terms involving hs,j corresponding to monomials of smaller degree since these are determined
by hr,0 (for all r) by the inductive assumption. Then, using the fact that x+B y = x+ y+ higher terms,
we see that the only contributing term on the left is hl,i(α)(x+ y)
i1+1zi2+12 · . . . · zil+1l , while on the right
no terms contribute. (Note, that the terms of Gl+i+j−1(α · aAi,j) for i, j > 1 don’t contribute, because the
degree of each term of Gr is greater than that of the respective term of Fr by r.) Thus, (i1 + 1) · hl,i(α)
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is expressible in terms of hr,j( something ), for |j| < |i|, and all r. Since B has no torsion, and i1 + 1 6= 0,
hl,i(α) is determined by these smaller terms. 
Corollary 6.4 Let A∗ be a theory satisfying (CONST ), and B∗ be any theory in the sense of Definition
2.1 with B torsion-free. Then an additive (unstable) operation An → Bm is determined by it’s action on
the image of (jl)∗, for all l, where jl : Spec(k)→ (P1)×l is an embedding of a rational point.
Proof: This follows from Propositions 3.14 and 6.3. 
But if B has torsion, then {G˜l, l ∈ Z>0} does not determine {Gl, l ∈ Z>0}.
Example 6.5 Consider A∗ = B∗ = CH∗ /p, p-prime. Then FB(x, y) = x+ y is additive, and An−l(k) =
0, for l 6= n. Thus, Gl = 0, for l 6= n, and the only conditions on Gn are: symmetry and additivity.
Thus, Gn(z1, . . . , zn) is an arbitrary symmetric polynomial with Z/p-coefficients of degree m containing
monomials where each zi enters in degree p
ri, where ri > 0. And G˜n is the coefficient at z1 · . . . · zn (so,
it is zero if n 6= m, and an element of Z/p, if n = m). Of course, it does not determine Gn.
In the case of Chow groups modulo p we can describe all the operations explicitly. These appear to
be essentially stable, and so expressible in term of Steenrod operations (defined by V.Voevodsky [32] and
P.Brosnan [5]).
Theorem 6.6 Any additive operation CHn /p → CHm /p extends to a stable operation. The Fp-vector
space of such operations has a basis consisting of Steenrod operations Sk, where k = (k1, . . . , ks) is a
partition with ki = p
ri − 1, ri > 0, |k| = (m− n), s 6 n.
Proof: In the example 6.5 we saw that any additive operation CHn /p
G→ CHm /p is determined by some
symmetric polynomial Fn(z1, . . . , zn) of degree (m − n), where each variable zi enters in degree pri − 1,
for some ri > 0. The value of G on the class xn =
∏n
i=1 hi ∈ CHn((P∞)×n) is equal to xn ·Fn(h1, . . . , hn),
which coincides with the value of the (stable!) Steenrod operation SFn . Since CHn−l(Spec(k))/p = 0,
for l 6= n, these two operations CHn /p → CHm /p coincide on Smk, by Proposition 3.14. Clearly, the
Fp-vector space of mentioned polynomials Fn has a basis consisting of the symmetrizations of monomials
corresponding to partitions as above. 
Remark 6.7 In particular, Theorem 6.6 provides another construction of Steenrod operations in Chow
groups.
Consider now A∗ = K0 which is a free theory with the formal group law (Z, x + y − xy). Then an
additive operation G : K0 → K0 is given by the collection of {Gl, l ∈ Z>0} satisfying (ai)− (aiii). In our
case, the condition (aiii) is:
Gl(u)(x+ y − xy, z) = Gl(u)(x, z) +Gl(u)(y, z)−Gl+1(u)(x, y, z).
Hence, Gl+1 can be expressed in terms of Gl. Thus, all Gl, l > 1 can be expressed in terms of G1. Since
Z is additively generated by 1, everything is determined by g(z) = G1(1)(z). Moreover, if g(z) ∈ Z[[z]] · z
is any power series, then we can define
Gl(1)(z1, . . . , zl) =
∑
I⊂{1,...,l}
(−1)|I|−1g(
∑
i∈I
K0
zi).
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These power series are clearly symmetric and satisfy (aiii), and it is not difficult to see that they satisfy
(aii) (cf. the proof of Lemma 5.8). How to describe the operation corresponding to g(z)? Recall from
Theorem 6.16 that Adams operations Ψk : K0 → K0 are multiplicative (and so, additive) operations
with γΨk(z) = 1− (1− z)k. And γΨk(z) is exactly the respective G1(1)(z). Consider additive operations
Υk =
∑k
i=0(−1)i−1
(
k
i
)
Ψk. The respective G1(1)(z) is just z
k. Thus, we obtain:
Theorem 6.8 Additive operations in K0 are exactly all possible linear combinations
∑
k>0 λk ·Υk, where
λk ∈ Z.
6.2 Multiplicative operations between theories of rational type
The following result reduces the study of multiplicative operations on theories of rational type to the
study of morphisms of formal group laws (recall, that such theories are in 1-to-1 correspondence with the
formal group laws).
Theorem 6.9 Let A∗ be a free theory, and B∗ be any oriented cohomology theory. The map sending
the multiplicative operation A∗ → B∗ to the induced homomorphism of formal group laws (A∗(k), FA)→
(B∗(k), FB) is a bijection.
Proof: Any multiplicative operation G defines the homomorphism (ϕG, γG) : (A
∗(k), FA)→ (B∗(k), FB)
of formal group laws. On the other hand, any homomorphism (ϕ, γ) of formal group laws defines the
homomorphisms H : A∗((P∞)×r)→ B∗((P∞)×r) by the rule:
H(f(zA1 , . . . , z
A
r )) := ϕ(f)(γ(z
B
1 ), . . . , γ(z
B
r )),
where f ∈ A[[zA1 , . . . , zAr ]] = A∗((P∞)×r). Clearly, this homomorphisms commute with the pull-backs for
the action of Sr, and for partial diagonals. As for partial Segre embeddings, let Seg = (Segre×id×(r−1)).
Then we have:
Seg∗f(zA1 , . . . , z
A
r ) = f(FA(x
A, yA), zA2 , . . . , z
A
r ), while
Seg∗ϕ(f)(γ(zB1 ), . . . , γ(z
B
r )) = ϕ(f)(γ(FB(x
B, yB)), γ(zB2 ), . . . , γ(z
B
r )).
Since ϕ(FA)(γ(x
B), γ(yB)) = γ(FB(x
B, yB)), we get that our homomorphisms commute with the pull-
backs for Segre embeddings as well. Commutativity with the morphisms (Speck ↪→ P∞)×(P∞)×r follows
from the fact that γ has no constant term. Thus, it extends to a unique operation H : A∗ → B∗. Since
our homomorphisms on (P∞)×r commute with the external products of projective spaces, it follows from
Proposition 5.20 that the resulting operation will be multiplicative. Finally, Proposition 3.14 implies that
the above two assignments are inverse to each other. 
The situation here is simpler than in Topology. It is the reflection of the same phenomenon as the fact
that our theories of rational type are in 1-to-1 correspondence with the formal group laws. In Topology,
some special cases of the above result are known - see, for example, [6, Theorem 3.7].
Consider now the case where A∗ = Ω∗. We can extend the Theorem 3.7.
Theorem 6.10 Let B∗ be an oriented cohomology theory. Let γ = b0x + b1x2 + b2x3 + . . . ∈ B∗(k)[[x]]
be a power series such that b0 ∈ B∗(k) is a non zero-divisor. Then there exists a multiplicative operation
G : Ω∗ → B∗ with γG = γ if and only if the twisted formal group law F γB ∈ B∗(k)[b−10 ][[x, y]] has
coefficients in B∗(k). In this case, such an operation is unique.
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Proof: Since ϕG(FΩ)(γ(x
B), γ(yB)) = γ(FB(x
B, yB)), and ϕG(FΩ) has coefficients in B
∗(k), the above
condition is necessary. On the other hand, if F γB has coefficients in B
∗(k), by universality of the formal
group law (L, FΩ), we get a ring homomorphism ϕ : L → B∗(k) such that ϕ(FΩ) = F γB, and hence, a
morphism of formal group laws (ϕ, γ) : (L, FΩ) → (B∗(k), FB) which provides the needed operation by
Theorem 6.9. 
The above two results provide an effective tool in constructing multiplicative operations. We will
use them below to construct Integral Adams Operations and T.tom Dieck - style Steenrod operations in
Algebraic Cobordism.
Let us describe the morphisms of formal group laws (and so, the multiplicative operations between
the respective theories) in some situations.
For r > 1, denote: d(r) := G.C.D.(
(
r
i
)
, 0 < i < r). Then
d(r) =
{
p, if r = pk, for some k;
1, otherwise.
Lemma 6.11 Let (ϕ, γ) : (A,FA) → (B,FB) be a morphism of formal group laws, where γ = b0x +
b1x
2 + . . .. Then either b0 6= 0, or the first non-zero coefficient br−1 of γ satisfies: d(r) · br−1 = 0.
Proof: Suppose, b0 = 0, and br−1 is the first non-zero coefficient of γ. From the equality:
ϕ(FA)(γ(x), γ(y)) = γ(FB(x, y)),
we get: br−1xr + br−1yr + higher terms = br−1(x+y)r + higher terms, which implies that d(r) · br−1 = 0.

Suppose now that B is an integral domain. Then the characteristic char(B) is either a prime p, or 0.
Consider these two cases separately.
1) char(B) = 0:
Corollary 6.12 Let A∗ and B∗ be any theories in the sense of Definition 2.1 with torsion-free B∗(k),
and G : A∗ → B∗ be a multiplicative operation. Then either γG = 0, or b0 6= 0. 
We say that an operation is of the main type, if b0 6= 0. The respective power series γG will be also
called of the main type.
2) char(B) = p:
Let B∗ be a theory, where B∗(k) is a ring of characteristic p. We can obtain a new theory Fr(B)∗
from B∗ by the change of coefficients: B∗(k) Fr→ B∗(k), where Fr is the Frobenius homomorphism. In
particular, FFr(B) = Fr(FB). We have natural multiplicative operation: F˜r : Fr(B)
∗ → B∗ defined by:
F˜r(u⊗ b) = up · b. The respective morphism of formal group laws will be: (id, xp).
Let G : A∗ → B∗ be a multiplicative operation, and (ϕG, γG) : (A∗(k), FA) → (B∗(k), FB) be the
respective morphism of formal group laws, such that γG(x) = br−1xr + . . ., and br−1 6= 0. Then it follows
from Lemma 6.11, that r = pk, for some k > 0.
Lemma 6.13 In the above situation, γG(x) = δ(x
pk), for some δ ∈ B∗(k)[[y]] with δ0 6= 0.
Proof: We need to show that the degrees of all non-zero terms of γG are divisible by p
k. From the contrary,
let bs−1 be the smallest non-zero coefficient with pk - s. Then, looking at the degree s component of the
equality: ϕG(FA)(γG(x), γG(y)) = γG(FB(x, y)), we get: bs−1xs + bs−1ys = bs−1(x + y)s, which implies
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that d(s) · bs−1 = 0. Here either d(s) = 1, or s is a prime power. Since pk - s > pk, this must be a power
of some other prime. But since B∗(k) has characteristic p, this implies that bs−1 = 0, in any case. 
Thus, any such morphism (ϕG, γG) of formal group laws can be presented as the composition
(A∗(k), FA)
(ϕG,δ)−−−−→ (B∗(k), FFrk(B))
(id,xp
k
)−−−−−→ (B∗(k), FB).
Return now to the situation where A∗ is a theory of rational type. Then the morphism (ϕG, δ) of formal
group laws defines a multiplicative operation H : A∗ → Frk(B)∗, and we get that G = F˜rk ◦H, where H
is an operation of the main type.
Combining Theorem 6.10 with the above considerations, we get:
Theorem 6.14 Let B∗ be any theory in the sense of Definition 2.1 with B∗(k) - an integral domain.
Then:
1) If char(B∗(k)) = 0, then the assignment G 7→ γG provides a 1-to-1 correspondence between multi-
plicative operations G : Ω∗ → B∗ and such γ = b0x + . . . ∈ B∗(k)[[x]] that either γ = 0, or b0 6= 0
and F γB ∈ B∗(k)[b−10 ][[x, y]] has coefficients in B∗(k).
2) If char(B∗(k)) = p, then the assignment G 7→ (k, γH), where G = F˜rk ◦ H, with H of the main
type, provides a 1-to-1 correspondence between multiplicative operations G : Ω∗ → B∗ and pairs
(k, γ), where either (k, γ) = (∞, 0), or k ∈ Z>0, and γ = b0x + . . . ∈ B∗(k)[[x]] has b0 6= 0, and
(Frk(FB))
γ ∈ B∗(k)[b−10 ][[x, y]] has coefficients in B∗(k).
One can compose the morphisms of formal group laws. Moreover, if (ϕ, γ) and (ϕ, β) have common
homomorphism of coefficient rings, we can also ”add” such morphisms (just as one can add morphisms
into an abelian group). Namely, we can set: (ϕ, β) + (ϕ, γ) = (ϕ, δ), where δ(x) = ϕ(FA)(β(x), γ(x)).
In particular, if A∗ is a theory of rational type, and there exists only one ring endomorphism ϕ :
A∗(k)→ A∗(k), then the set of multiplicative operations G : A∗ → A∗ has a natural ring structure with
multiplication = the composition, and addition as above. This happens for Chow groups, and for K0. In
the case of CH∗ /p, we get:
Theorem 6.15 The ring of multiplicative operations CH∗ /p → CH∗ /p is Z/p[[F˜r]]. In particular, the
composition is commutative.
Proof: Since there is only one ring homomorphism Z/p → Z/p, the multiplicative operations CH∗ /p →
CH∗ /p are in 1-to-1 correspondence with the additive power series γ(x) =
∑
r bpr−1x
pr . Moreover,
Fr(CH /p)∗ = CH∗ /p, and F˜r : CH∗ /p → CH∗ /p is given by the power series xp. The composition of
operations corresponds to the composition of γ’s, and addition is the usual addition of γ’s. Thus, our
ring can be naturally identified with Z/p[[F˜r]]. 
Under the identification above, the total Steenrod operation StTot = id + S1 + S2 + . . . corresponds
to 1 + F˜r, and the Integral Adams Operation Ψk (see below) corresponds to k. In particular, Ψ0 which
is the identity on CH0 and zero on CHi, i > 0 corresponds to 0.
6.3 Integral Adams Operations
Adams operations Ψk provide an important tool in studying K-groups. In topology, analogous opera-
tions were constructed by S.P.Novikov for complex-oriented cobordisms MU in [17]. This construction
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required inverting k, since Ψk were basically expressed in terms of Landweber-Novikov operations, and
the respective formulas do have k-denominators. Only much later it was shown by W.S.Wilson that
these operations can be defined integrally and are naturally multiplicative unstable operations - see [34,
Theorem 11.53]. Using our main results we can construct similar operations in Algebraic Cobordism and
all other theories of rational type (it is worth noting, that although we produce a similar object, our
methods are completely different as we are working with the theories themselves, not with spectra).
Theorem 6.16 For any free theory A∗, there are multiplicative A∗(k)-linear operations Ψk : A∗ → A∗,
k ∈ Z, such that γΨk = [k] ·A x. These operations do not depend on the choice of orientation of A∗. In
the case of K0 these are the usual Adams operations.
Proof: Consider γk = [k] ·A x. Since (id, γk), is an endomorphism of the formal group law (A∗(k), FA),
by Theorem 6.9, we get a unique multiplicative operation Ψk : A
∗ → A∗ with such γ. Since ϕΨk = id,
this operation is A∗(k)-linear.
Finally, by [20], the reorientation (change of push-forward structure) of the theory A∗ corresponds to
the choice of a generator β(x) of the power series ring A∗[[x]], so that for the new twisted theory A˜∗ one
has cA˜1 (M) = β(c
A
1 (M)), for any line bundle M . And our operation Ψk is characterized by the property
that Ψk(c
A
1 (L)) = c
A
1 (L
⊗k) which is obviously stable under reorientation, since Ψk(β) = β.
The fact that for K0 these are the classical Adams operations follows from the definition of the latter.

As the above operations are A∗(k)-linear they can be obtained from the ones in Algebraic Cobordism
by change of coefficients.
All Adams operations define the same endomorphism of the coefficient ring equal to the identity, and
so form a ring RΨ,A. Clearly, Ψk is just the image of k under the canonical surjective ring homomorphism
Z RΨ,A. The operation Ψ0 can be described as follows: it acts as id on constant elements, and as zero
on A
∗
. Thus, it is responsible for the decomposition which we used throughout the paper.
Adams operations can be used in the study of the graded Algebraic Cobordism (see [14, Subsection
4.5.2] for the definition of the latter). Being operations, they respect the codimension of support of an
element: Ψk(F
(n)Ω∗(X)) ⊂ F (n)Ω∗(X), and so act on the graded ring Gr∗Ω∗(X). We have the natural
surjection:
CH∗⊗ZL∗  Gr∗Ω∗,
which commutes with the action of Ψk (recall, that these operations are L-linear). Thus, Ψk|GrnΩ∗ is
the multiplication by kn. Suppose now, X
f→ Y is a morphism of smooth varieties. Then we get the
morphism of the respective filtrations: f∗ : F (n)Ω∗(Y )→ F (n)Ω∗(X). This provides the spectral sequence
computing Ker and Coker of f∗:
Ep,q,nr ⇒ Hp(f∗ : Ωq(Y )→ Ωq(X)),
where Ep,q,n2 = H
p(Gr(f)∗ : GrnΩq(Y ) → GrnΩq(X)), p = 0, 1, and dr : E0,q,nr → E1,q,n+r−1r . Adams
operations permit to estimate the exponent of dr. Denote: e(n, r) = G.C.D.(k
n(kr−1 − 1), k ∈ Z).
Proposition 6.17 e(n, r) · dr|E0,q,nr = 0.
Proof: Since Adams operations respect the filtration, they act on the spectral sequence. Then Ψk must
act as multiplication by kn on Ep,q,nr . Since dr : E
0,q,n → E1,q,n+r−1, we get that, for any k, kn(kr−1− 1)
multiplied by such dr is zero. 
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It is easy to see that e(0, r) = 1, and e(n, 2s) = 2, for all n, s > 1. And prime factors of e(n, r) are
exactly those p for which (p − 1)|(r − 1). In particular, these do not depend on n. But the powers of
these primes do. Thus, the ”unstable information” is concentrated in these powers.
In particular, the above considerations apply to the extension of fields morphism.
6.4 Symmetric Operations for all primes, and T.tom Dieck - style Steenrod opera-
tions
These topics represent the main content of the paper [30]. Here we just present briefly the main results
and ideas. The construction of Symmetric Operations for all primes was the main motivation behind the
current paper. For about 5 years the author tried to construct them, until he realized that it is about
as simple as constructing all unstable operations in Algebraic Cobordism. But let me start with the
Steenrod operations.
Steenrod operations provide an important structure on CH∗ /p which permits to do more elaborate
tricks with algebraic cycles than the usual addition and multiplication. Individual Steenrod operations
can be organized into ”larger” multiplicative operations. One of the possible approaches is to consider
the multiplicative operation: St : CH∗ /p → CH∗ /p[[t]] given by the morphism of the respective formal
group laws (see Theorem 6.9): (ϕ, γ), where ϕ : Z/p → Z/p[[t]] is the natural embedding (the unique
morphism of rings), and γ = −tp−1x + xp (notice, that our γ is additive in x). Then the individual
Steenrod operation Sr|CHm /p will be the coefficient of S|CHm /p at t(m−r)(p−1). At the first glance it looks
like we complicate things by making our operation unstable (the coefficient at x is not 1), but it appears
to be convenient in various respects.
The original approach to Steenrod operations in Chow groups due to P.Brosnan (see [5]) is through
Z/p-equivariant Chow groups. In this construction, one produces the multiplicative operation Sq :
CH∗(X)/p→ CH∗(X)/p⊗Z/p CH∗(BZ/p)/p. We have CH∗(BZ/p)/p = Z/p[[t]], and one can show (see
[5]) that the only non-trivial coefficients of Sq will be at tr(p−1), r > 0. The fact that the two constructions
agree follows from Theorem 6.9 (the morphism of formal group laws for Sq is easy to compute).
All of the above was known in topology for quite a while. And both mentioned constructions were
extended to complex-oriented cobordism MU . The equivariant version is due to T. tom Dieck ([25]), and
it goes completely parallel to the H∗/p (and CH∗ /p) case. Here MU∗(X×BZ/p) = MU∗(X)[[t]]/([p]·MU
(t)), and one gets a multiplicative operation
Sq : MU∗(X)→MU∗(X × BZ/p)→MU∗(X)[[t]]/( [p]·MU (t)t ).
The other version is due to D.Quillen ([22]). One observes that
−tp−1x + xp ≡ ∏p−1i=0 (x + it) (mod p). Now we can produce an MU -analogue of this power series:
γ =
∏p−1
i=0 (x+MU [i] ·MU t) ∈ L[[t]][[x]], which by universality of MU∗ defines the multiplicative operation:
St : MU∗ →MU∗[(p− 1)!−1][[t]][t−1].
Notice, that this time, we have to invert t and (p − 1)!, since the shifted formal group law F γMU [[t]] has
denominators. Also, St has non-trivial coefficients at tj , for j not divisible by (p− 1). It was shown by
D.Quillen that his approach agrees with the one of T. Tom Dieck. More precisely, one has the following
commutative diagram:
MU∗ St //
Sq

MU∗[(p− 1)!−1][[t]][t−1]

MU∗[[t]]/( [p]·MU (t)t ) //MU
∗[[t]][t−1]/([p] ·MU (t)).
48
Let us try to extend these constructions to the case of Algebraic Cobordism Ω∗. The Quillen’s version
is completely straightforward. Here one needs only the universality of Ω∗ supplied by M.Levine-F.Morel
([14, Theorem 1.2.6]) and the change of orientation of I.Panin-A.Smirnov ([20]). Let us do a more general
case (suggested by D.Quillen). Namely, chose representatives {ij , 0 < j < p} of all non-zero cosets modulo
p, and denote i :=
∏p−1
j=1 ij . Then we can consider the power series γ =
∏p−1
j=0(x+Ω [ij ] ·Ω t) ∈ L[[t]][[x]],
which, by Theorem 3.7, defines the multiplicative operation
St(i) : Ω∗ → Ω∗[i−1][[t]][t−1].
The situation with the version of T.tom Dieck is rather different. Although one can easily define the
Z/p-equivariant Algebraic Cobordism Ω∗Z/p(X), one encounters problems trying to prove that the natural
map Ωn(X) → ΩnpZ/p(X×p) is well-defined. It is easy to show that the standard cobordism relations are
respected, but the author was unable to handle the double-points relations. The only case where the
author succeeded was p = 2, where he had to employ the Symmetric Operations (modulo 2) constructed
in [26], [28]. These operations, which are more subtle than the Steenrod ones, until now were unavailable
for p > 2.
Fortunately, our Theorem 6.9 permits to construct what we need.
Theorem 6.18 ([30, Theorem 6.4]) There is the multiplicative operation Sq which fits into the commu-
tative diagram:
Ω∗
St(i) //
Sq

Ω∗[i−1][[t]][t−1]

Ω∗[[t]]/( [p]·Ω(t)t ) // Ω
∗[[t]][t−1]/([p] ·Ω (t)).
Notice, that Sq is a bit more ”canonical” than St - it does not depend on i.
Now, since the target of Sq has no negative powers of t, the commutativity of the above diagram
shows that the negative part of St(i) is divisible by [p]·Ωtt . I should point out that this fact itself does not
require the above Theorem, or the methods of the current paper. But what is much deeper, it appears
that one can divide ”canonically”, and the quotient is what we call Symmetric operation.
Theorem 6.19 ([30, Theorem 7.1]) There is a unique additive operation Φ(i) : Ω∗ → Ω∗[i−1][t−1]t−1
such that
(St(i) + [p]·Ωtt · Φ(i)) : Ω∗ → Ω∗[i−1][[t]].
Some traces of the MU -analogue of this operation were used by D.Quillen in [22], and they provide
the main tool of the mentioned article.
In Algebraic Cobordism the described operation appeared originally in the works [26] and [28] of the
author in the case p = 2 in a different form. Namely, in the form of ”slices”, which were constructed
geometrically. Only substantially later the author had realized that these slices can be combined into
the ”formal half” of the ”negative part” of some multiplicative operation, which had a power series
γ = x · (x−Ω t) reminiscent of a Steenrod operation in Chow groups mod 2. How to view the operation
Φ(i)? The natural approach would be to consider the coefficients of it at particular monomials t−n, or,
equivalently, Rest=0
tn·Φ(i)ωt
t , for all n. And, if one thinks about it, there is no point restricting oneself
to monomials, so one can consider
Φ(i)q(t) := Res
t=0
q(t) · Φ(i)ωt
t
,
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where q(t) = q1t+ q2t
2 + . . . ∈ L[[t]] is any power series without the constant term. Of course, there are
various relations among these slices which bind them together into something ”larger” - the operation
Φ(i). For p = 2, these are exactly the Symmetric operations Φq(t) of [28]:
Proposition 6.20 ([30, Proposition 7.2]) In the case p = 2, with i = {−1}, for any power series as
above, we have:
Φ(i)q(t) = Φq(t).
Notice, that for p = 2, there is, in addition, a non-additive operation Φ1 (see [28]). The methods of
the given article don’t permit to produce it’s analogues for p > 2 as here we are restricted to additive
operations only.1 Fortunately, additive Symmetric Operations are sufficient for most applications.
The cases p = 2 and 3 are special, since we can choose our representatives i to be invertible in Z.
For p = 2, we have two such choices: {1}, or {−1} (in [28], {−1} was ”chosen”). For p = 3, the choice
is canonical: {1,−1}. Thus, we get integral operations Φ(i) : Ω∗ → Ω∗[t−1]. And, for arbitrary p, we
can choose our remainders to be the powers of some fixed prime l (generating (Z/p)∗), so that only one
prime would be inverted. Moreover, this prime can be chosen in infinitely many ways, so, in a sense, the
picture is as good as integral.
For p = 2 the Symmetric operations were applied to the study of 2-torsion effects in Chow groups
- they provide the only known method to get ”clean results” on rationality - see [27] and [29]. And
similar applications are expected for other primes. Other applications involve the study of the structure
of the L-module GrΩ∗(X). Here the construction of Symmetric Operations for all primes changes the
statements ⊗Z(2) into integral ones.
7 Basic tools
Here we present various results which permit to work effectively with cohomology theories.
7.1 Projective bundle and blow-up results
We start with the excess intersection formula - see [28, Theorem 5.19] and [14, Theorem 6.6.9]. Consider
cartesian square
W
f ′−−−−→ Z
g′
y yg
Y −−−−→
f
X
with f, f ′ - regular embeddings, and (g′)∗(NY⊂X)/NW⊂Z = M the vector bundle of dimension d.
Proposition 7.1 Let A∗ be a theory in the sense of Definition 2.1. In the above situation,
g∗f∗(v) = f ′∗(c
A
d (M) · (g′)∗(v));
If g is projective, then also:
f∗g∗(u) = g′∗(c
A
d (M) · (f ′)∗(u)).
Proof: Both of the above references are dealing with the Ω∗-case. Although, the statement of [14,
Theorem 6.6.9] is more general, it requires the development of the whole theory of refined pull-backs.
For Algebraic Cobordism such a theory is constructed in [14], but it requires some work to extend it to
1The non-additive case was done in the next paper of the author - see [31], and the operation was constructed.
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a more general context. In contrast, the proof of [28, Theorem 5.19] does not use any specifics of Ω∗ and
works in general. 
Another important tool is the formula of Quillen - see [21, Theorem 1], [20, Formula (24)], and [28,
Theorem 5.35]. It describes push-forwards for projective bundles.
Recall that, for an n-dimensional vector bundle W , the roots are elements λi ∈ A1(FlagX(W )), i =
1, . . . n such that
∏n
i=1(t+ λi) =
∑n
i=0 c
A
i (W )t
n−i, where FlagX(W ) is a variety of complete flags of W ,
and cAi (W ) are Chern classes in the theory A
∗. The important point here is that the pull-back map
A∗(X)→ A∗(FlagX(W )) is split injective.
Recall also that ωA ∈ A∗(k)[[x]]dx is the canonical invariant 1-form satisfying: wA(0) = dx. Such a
form can be obtained from the formal group law FA(x, y) of A
∗ by the formula: ωA =
(
∂FA
∂y |y=0
)−1
dx.
By the formula of Mistchenko it can be expressed as:(
[P0]A + [P1]A · x+ [P2]A · x2 + . . .
)
dx,
where [Pr]A is the class of Pr in A∗(k).
Proposition 7.2 Let A∗ be a theory in the sense of Definition 2.1. Let X be some smooth quasi-projective
variety, W be some n-dimensional vector bundle on it, and pi : PX(W ) → X be the corresponding
projective bundle. Let f(t) ∈ A∗(X)[[t]], and ξ = cA1 (O(1)). Then
pi∗(f(ξ)) = Res
t=0
f(t) · ωA∏
i(t+A λi)
,
where λi are roots of W , and +A is the formal addition in the sense of FA.
Proof: Clearly, both parts of the formula are A∗(X)-linear, so it is sufficient to prove the result in the
case: f(t) = tr - a monomial. Then it formally follows from the Ω∗-case proven in [28, Theorem 5.35]
(using the universality of Ω∗ - [14, Theorem 1.2.6]). 
We will need various results concerning the blow up morphism.
Let X be a smooth variety, R be a smooth closed subvariety, X˜ = BlRX - the blow up of X at R,
and E - the exceptional divisor on X˜. These fit into the blow-up diagram:
E
j //
ε

X˜
pi

R
i
// X.
Let N be the normal bundle of R in X, then E ∼= PR(N). Let d = dim(N) = codim(R ⊂ X). Denote
N˜ = N ⊕O(1), and E˜ = PR(N˜) ε˜→ R.
For projective bi-rational morphisms we have:
Proposition 7.3 Let A∗ be a theory in the sense of Definition 2.1, and pi : X˜ → X be projective
bi-rational morphism of smooth varieties. Then
(1) pi∗(1) is invertible in A∗(X).
(2) pi∗ : A∗(X˜)→ A∗(X) is surjective.
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Proof: By universality of Ω∗ ([14, Theorem 1.2.6]), we have the canonical map of theories Ω∗ → A∗, and
pi∗(1) is in the image of this map. So, it is sufficient to treat the case A∗ = Ω∗. Since pi is bi-rational,
we have a closed subscheme Z ⊂ X of positive codimension, such that pi is an isomorphism outside Z.
Then pi∗(1) = 1 +u, where u is supported on Z. That means that u has positive codimension of support,
and so is nilpotent by [28, Statement 5.2]. Hence, pi∗(1) is invertible. It remains to apply the projection
formula. 
In a more specific situation, the following result of M.Levine and F.Morel describes the class of the
blow up in the A∗ of the base explicitly.
Proposition 7.4 ([14, Proposition 2.5.2]) Let A∗ be a theory in the sense of Definition 2.1. Then
pi∗(1) = 1 + i∗ε˜∗
(
cA1 (O(1))
cA1 (O(−1))
)
.
Here under
cA1 (O(1))
cA1 (O(−1))
we mean g(cA1 (O(1))), where g(t) =
t
[−1]·At ∈ A∗(k)(t).
The following result describes what happens to the whole A∗ when you blow up some smooth variety
at a smooth center.
Proposition 7.5 (cf.[28, Proposition 5.24]) Let A∗ be a theory in the sense of Definition 2.1. Then we
have split exact sequences:
(1) 0←− A∗(X) pi∗,−i∗←− A∗(X˜)⊕A∗(R) j∗,ε∗←− A∗(E)←− 0;
(2) 0 −→ A∗(X) pi
∗,−i∗−→ A∗(X˜)⊕A∗(R) j
∗,ε∗−→ A∗(E) −→ 0.
Proof: In the case A∗ = Ω∗, (1) was proven in [28, Proposition 5.24], and the same proof works for
arbitrary A∗. Let us recall some details. Let K = ε∗N/O(−1) be the excess bundle on E. It is easy to
see (see [28, Proposition 5.22]) that the class of the diagonal on E ×R E is given by cAd−1(K1 ⊗ O(1)2),
where Vl denotes the bundle V lifted from the l-th component. This class can be written as c
A
d−1(K) ×
1 +
∑
i>1 γd−1−i × ζi, where γj ∈ Aj(E) are some elements, and ζ = cA1 (O(−1)). Let us introduce the
elements α := cAd−1(K) ∈ A∗(E), and β := ε˜∗
(
cA1 (O(1))
cA1 (O(−1))
)
∈ A∗(R). Then for any u ∈ A∗(E), we have:
u = α · ε∗ε∗(u) +
∑
j>1
γd−1−j · ε∗ε∗(u · ζj);
u = ε∗ε∗(u · α) +
∑
j>1
ζj · ε∗ε∗(u · γd−1−j),
Consider the maps F : A∗(E)→ A∗(E) and G : A∗(E)→ A∗(E) given by:
F (u) =
∑
j>0
γd−2−j · ε∗ε∗(u · ζj); G(u) =
∑
j>0
ζj · ε∗ε∗(u · γd−2−j).
Consider the diagram:
E ×R E id×e//
p1 ''NN
NNN
NNN
N E ×R E˜
ρ //
ρ˜

E˜
ε˜
E ε
// R.
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Let E
e→ E˜ be the natural embedding. Then e∗(1) = cA1 (O(1)). We get:
F (1) = (p1)∗
(
cAd−1(K1 ⊗O(1)2)− cAd−1(K1)
cA1 (O(−1)2)
)
= ρ˜∗
(
(cAd−1(K1 ⊗O(1)2)− cAd−1(K1)) ·
cA1 (O(1)2)
cA1 (O(−1)2)
)
= ρ˜∗
(
cAd−1(K1 ⊗O(1)2)
cA1 (O(1)2)
cA1 (O(−1)2)
)
− cAd−1(K) · ρ˜∗ρ∗
(
cA1 (O(1))
cA1 (O(−1))
)
= Res
t=0
cA• (K)(t) · t · ωA
cA• (N˜)(t) · (−At)
− cAd−1(K) · ε∗ε˜∗
(
cA1 (O(1))
cA1 (O(−1))
)
= Res
t=0
ωA
(t+A ξ)(−At) − α · ε
∗(β) = −α · ε∗(β).
Now we can construct contracting homotopies λ and µ for (1) and (2):
A∗(E)
d2 --
d1



A∗(X˜)
d4



λ2
mm
A∗(R)
d3 --
λ1
JJ
A∗(X),
λ3
ll
λ4
JJ
A∗(E)
µ2 --
µ1



A∗(X˜)
µ4



d2
mm
A∗(R)
µ3 --
d1
JJ
A∗(X),
d3
ll
d4
JJ
in the following way: λ4 = pi
∗; λ3 = β · i∗, λ1 = α · ε∗; and λ2 = F ◦ j∗, while µ4 = pi∗; µ3 = i∗(β · ),
µ1 = ε∗(α · ); and µ2 = j∗ ◦G.
From the equality F (1) = −α · ε∗(β) (using several times the projection formula) one easily obtains
the left ones of the following identities:
λ2 ◦ λ4 = −λ1 ◦ λ3; d2 ◦ λ1 = −λ4 ◦ d3; (11)
µ4 ◦ µ2 = −µ3 ◦ µ1; µ1 ◦ d2 = −d3 ◦ µ4, (12)
while the right ones are the Excess Intersection Formula (Proposition 7.1). The identity: d3◦λ3+d4◦λ4 =
idA∗(X) is just the Proposition 7.4 (plus the projection formula). The identity: d1 ◦λ1 +λ3 ◦d3 = idA∗(R)
follows from the Excess Intersection Formula and Proposition 7.4. The identity: λ1◦d1 +λ2◦d2 = idA∗(E)
follows from the definition of F . Finally, the identity: d2 ◦ λ2 + λ4 ◦ d4 = idA∗(X˜) follows from the ones
already proven, plus (11), plus the fact that the map (j∗, pi∗) : A∗(E) ⊕ A∗(X) → A∗(X˜) is surjective,
which follows from the (EXCI) axiom (see the proof of [28, Proposition 5.24]).
The identity: µ3 ◦ d3 + µ4 ◦ d4 = idA∗(X) follows from Proposition 7.4, and the projection formula.
The identity: µ1 ◦ d1 + d2 ◦ µ2 = idA∗(R) follows from the Excess Intersection Formula and Proposition
7.4. The identity: d1 ◦ µ1 + d2 ◦ µ2 = idA∗(E) follows from the definition of G. Finally, the identity:
µ2 ◦ d2 + d4 ◦ µ4 = idA∗(X˜) follows the ones already proven, plus (12), plus the fact that the map
(j∗, pi∗) : A∗(X˜) → A∗(E) ⊕ A∗(X) is injective, which follows from the fact that λ is a contracting
homotopy for the complex (1). 
In the case of multiple blow-ups we get:
Proposition 7.6 Let A∗ be a theory in the sense of Definition 2.1, and pi : V˜ → V be a sequence of
blowups of a smooth variety in smooth centers Ri. Let εi : Ei → Ri be the respective components of the
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exceptional divisor (that is, Ei is the strict transform of the exceptional divisor of the blowup of Ri).
Then one has exact sequences:
(1) 0← A∗(V ) pi∗←− A∗(V˜ )←− ⊕i Ker(A∗(Ei) (εi)∗→ A∗(Ri)).
(2) 0→ A∗(V ) pi∗−→ A∗(V˜ ) −→ ⊕i Coker(A∗(Ri) (εi)
∗
→ A∗(Ei))
Proof: The Proposition 7.5 settles the case where pi is a single blow up. Let us use induction on the
number of blowings. Suppose, V˜ is the result of n blowings, and Y is the result of (n− 1) (first) of them.
Then ρ : V˜ → Y is a single blow up with the center R. Let Fi, i = 1, . . . , n − 1 be the components of
the exceptional divisor of Y , and Ei, i = 1, . . . , n − 1 be their strict transforms under ρ, and E be the
exceptional divisor of ρ. By inductive assumption and Proposition 7.5, we have exact sequences:
0← A∗(V ) pi∗←− A∗(Y )←− ⊕n−1i=1 Ker(A∗(Fi)
(εi)∗→ A∗(Ri));
0← A∗(Y ) ρ∗←− A∗(V˜ )←− Ker(A∗(E) ε∗→ A∗(R)).
Taking into account that the map:
Ker(A∗(Fi)→ A∗(Ri)) Ker(A∗(Ei)→ A∗(Ri))
is surjective, we get the first exact sequence. The second one can be proven in a similar fashion. 
The following ”singular” variant of the above result is an important tool in our calculations, and it
permits to present A∗(Z) in terms of A∗ of finitely many smooth varieties.
Proposition 7.7 Let Z be a variety, and Z˜
pi→ Z be the sequence of blowups with smooth centers Ri and
the respective components Ei of the exceptional divisor. Then we have an exact sequence:
0← A∗(Z)←−
(
A∗(Z˜)⊕ (⊕iA∗(Ri))
)
←− ⊕iA∗(Ei).
Proof:
Lemma 7.8 Let pi : V˜ → V be a projective birational map of smooth varieties, which is an isomorphism
outside the closed subvariety T → V , and such that W = pi−1(T ) is a divisor with strict normal crossings
with components Ei. Then we have an exact sequence:
0← A∗(V ) pi∗←− A∗(V˜ )←− ⊕i Ker(A∗(Ei)→ A∗(T )).
Proof: Let pi′ : V˜ ′ → V be the permitted blow up with centers over T resolving T to a divisor W ′ with
strict normal crossings (Theorem 8.4). Let E′j be the components of W
′, and R′j be the respective smooth
centers. Then, by Proposition 7.6, we have an exact sequence:
0← A∗(V ) pi
′∗←− A∗(V˜ ′)←− ⊕i Ker(A∗(E′i)→ A∗(R′i)).
Since the map A∗(V˜ ′)/(⊕i Ker(A∗(E′i) → A∗(R′i))) → A∗(V ) factors through A∗(V˜ ′)/(⊕i Ker(A∗(E′i) →
A∗(T ))), we have the statement for V˜ ′. Let us denoteB(V˜ ) := Coker
(
⊕i Ker(A∗(Ei)→ A∗(T ))→ A∗(V˜ )
)
.
We have a natural surjective map B(V˜ )  A∗(V ). Since V˜ and V˜ ′ are isomorphic outside W and W ′,
by the Weak Factorization Theorem (Theorem 8.6(6)), we have a diagram:
Y1
 

>
>>>
Y3
   
 
>
>>>
Yn−2
zzuuu
u
$$II
II
Yn
||yyy
y
?
??
V˜ ′ Y2 Y4 . . . Yn−3 Yn−1 V˜ ,
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where all Yi’s are projective either over V˜
′, or V˜ , and all the maps are blowings up/down w.r.to smooth
centers which belong to exceptional divisor, and meet all of it’s components properly. In particular, each
Yi has a natural map to V , which is an isomorphism outside T , and the preimage of T is the exceptional
divisor (with strict normal crossings) on Yi. Since the maps Y2n−1 −→ Y2n ←− Y2n+1 are blowings
up/down with centers belonging to an exceptional divisor, we see (using Proposition 7.6) that the maps
B(Y2n−1)→ B(Y2n)← B(Y2n+1) are isomorphisms. Clearly, these identifications are compatible with the
maps B(Yi)→ A∗(V ). Since the map B(V˜ ′)→ A∗(V ) is an isomorphism, so is the map B(V˜ )→ A∗(V ).

Lemma 7.9 Let pi : Z˜ → Z be a projective map of varieties, which is an isomorphism outside the closed
subvariety R→ Z with the preimage E = pi−1(R). Then one has an exact sequence:
0← A∗(Z)←−
(
A∗(Z˜)⊕A∗(R)
)
←− A∗(E).
Proof: The fact that it is a complex is evident. Let us construct the map
ϕ : A∗(Z) −→ Coker
(
A∗(E)→ A∗(Z˜)⊕A∗(R)
)
inverse to our projection. Let v : V → Z be some projective map with V smooth irreducible. If the image
of v is contained in R, then we get a natural map A∗(V )→ A∗(R)→ Coker(A∗(E)→ A∗(Z˜)⊕ A∗(R)).
Otherwise, we have a birational map V 99K Z˜, which can be resolved by blowing up smooth centers over
v−1(R). Then the exceptional set W of this blowup ρ : V˜ → V is a divisor with strict normal crossings
on V˜ , and the natural map v˜ : V˜ → Z˜ maps W to E. Moreover, we can assume that W = (v ◦ ρ)−1(R).
If Fj are components of W , and Sj are the respective smooth centers, then by Lemma 7.8,
0← A∗(V ) ρ∗←− A∗(V˜ )←− ⊕j Ker(A∗(Fj)→ A∗(v−1(R))).
Since v˜ maps Fj to E, and v maps v
−1(R) to R, the map (v˜)∗ : A∗(V˜ )→ A∗(Z˜) provides a well-defined
map ϕv : A∗(V ) −→ Coker
(
A∗(E)→ A∗(Z˜)⊕A∗(R)
)
.
Let V˜1, V˜2 be two resolutions as above, with the exceptional divisors W1 and W2. Then V˜1\W1 ∼=
V \v−1(R) ∼= V˜2\W2. Hence, by the Weak Factorization Theorem (Theorem 8.6(6)), there exists a
diagram:
Y1
  
 
>
>>>
Y3
   
 
>
>>>
Yn−2
zzuuu
u
$$II
II
Yn
||yyy
y
  A
AA
V˜1 Y2 Y4 . . . Yn−3 Yn−1 V˜2,
where all Yi’s are projective either over V˜1, or V˜2, and all the maps are blowings up/down w.r.to smooth
centers which belong to exceptional divisor, and meet all of it’s components properly. In particular, each
Yi has a natural map to Z˜, so that the preimage of E is the exceptional divisor.
Using notations from the proof of Lemma 7.8, let us define
B(Yi) := Coker(
(⊕j Ker(A∗(Gj)→ A∗(v−1(R))))→ A∗(Yi)),
where Gj are components of the exceptional divisor of Yi. Then we have a natural map B(Yi) →
Coker(A∗(E) → A∗(Z˜) ⊕ A∗(R)), which is compatible with the identifications: B(Y2n−1) = B(Y2n) =
B(Y2n+1) (as in the proof of Lemma 7.8). This shows that the map
ϕv : A∗(V )→ Coker
(
A∗(E)→ A∗(Z˜)⊕A∗(R)
)
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does not depend on the choice of the resolution V˜ → V .
Let V1
f−→ V2 v2→ Z be some projective maps with V1 and V2 smooth, and v1 = v2 ◦ f . We can assume
V1 and V2 irreducible. If image(v2) ⊂ R, then both maps ϕv1 and ϕv2 are passing through A∗(R) and
are clearly compatible with f∗. So, we can assume that image(v2) 6⊂ R. Let V˜2 → V2 be the permitted
blow up resolving indeterminacy of pi−1 ◦ v2, and resolving v−12 (R) to a divisor W2 with strict normal
crossings.
If image(v1) ⊂ R, then since the fibers of the projection V˜2 → V2 are unions of rational varieties, we
get a rational map V1 99K W2. Resolve the indeterminacies of this map: V1
ρ←− V˜1 f
′
−→ W2, which gives
f˜ : V˜1 → V˜2. Since the map ρ∗ : A∗(V˜1) → A∗(V1) is surjective, and the compatibility of this map with
ϕv˜1 , ϕv1 is already known (the image is in R), we can substitute V1 by V˜1. Since W2 is mapped to E, we
get that ϕv2 ◦ f˜∗ = ϕv˜1 : A∗(V˜1)→ Coker
(
A∗(E)→ A∗(Z˜)⊕A∗(R)
)
.
Finally, if image(v1) 6⊂ R, then we get a rational map V1 99K V˜2 with indeterminacies only over
v−11 (R) which can be resolved by V˜1 → V1 making the premiage W1 of R a divisor with strict normal
crossings. We get a map f˜ : V˜1 → V˜2. Then we can take v˜1 = v˜2 ◦ f˜ , and so ϕv1 = ϕv2 ◦ f∗.
Since A∗(Z) = colimv:V→Z A∗(V ), where v runs over all projective maps from smooth quasi-projective
varieties, we obtain a well-defined map:
A∗(Z)
ϕ−→ Coker
(
A∗(E)→ A∗(Z˜)⊕A∗(R)
)
It is easy to see that it is inverse to the natural projection:
A∗(Z)
ψ←− Coker
(
A∗(E)→ A∗(Z˜)⊕A∗(R)
)
On the left: let v : V → Z be some projective map with V smooth irreducible. There are two cases:
1) image(v) ⊂ R; 2) image(v) 6⊂ R. In both cases, the fact that ψ ◦ ϕ is the identity on the image of
v∗ : A∗(V )→ A∗(Z) is evident from the very definition.
On the right: the fact that ϕ ◦ ψ is the identity on the A∗(R)-component is evident. As for the A∗(Z˜)-
component, if we have some projective map v : V → Z˜ then in the definition of ϕpi◦v we can choose
v˜ = v ◦ ρ, where ρ : V˜ → V is the smooth blowup such that (v ◦ ρ)−1(E) is a divisor with strict normal
crossings. Then the respective map v˜ : V˜ → Z˜ factors through v, and hence, the composition ϕ ◦ ψ is
the identity on the image of A∗(V )
v∗−→ A∗(Z˜) → Coker
(
A∗(E)→ A∗(Z˜)⊕A∗(R)
)
. Thus, we get the
identity map on the A∗(Z˜)-component as well. Hence, our complex is exact. 
Remark 7.10 Of course, if A∗ can be extended to a ”large” theory, the above Lemma follows automati-
cally from the respective localization (excision) axiom. The point is that it is true for any theory in the
sense of Definition 2.1.
Lemma 7.9 settles the case where pi is a single blow up. The rest is done by the induction on the
number of blowings in the same way as the proof of Proposition 7.6. 
Remark 7.11 1) In particular, this applies when Z˜ → Z is the resolution of Z as in Theorems 8.2,8.3,
that is the permitted blow up with smooth centers which meet the components of the exceptional divisor
properly, and resolves the singularities of Z, and then makes the special divisor the one with the strict
normal crossings. In this case, all the varieties aside from Z participating in the formula are smooth,
and we get the ”finite” presentation of A∗(Z) in terms of smooth varieties.
2) The map A∗(Z˜)→ A∗(Z) is not surjective, in general, if Z is not smooth. Take, for example, Z -
the cone over an anisotropic conic, and R - it’s vertex. Then Z˜ has no zero cycles of odd degree, while
Z has a rational point.
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We will also need the following Bertini-type result.
Proposition 7.12 Let X be smooth quasi-projective variety, and Z ⊂ X be a proper closed subvariety
of it. Then there exists a divisor Y of X which contains Z, and is smooth outside Z, as well as in the
generic points of the components of Z.
7.2 Multiple points excess intersection formula
In this subsection, A∗ is any theory in the sense of Definition 2.1. Our main aim here is Proposition 7.21.
This analogue of the usual Excess Intersection Formula, where regular embeddings (of smooth varieties)
are substituted by strict normal crossings divisors, is a very useful computational tool. To state it, one
needs to define the pull-back maps for such divisors. In the case of Algebraic Cobordism, or any theory
obtained from it by change of coefficients, this is just a (small) piece of the theory of refined pull-backs
developed by M.Levine-F.Morel (following W.Fulton [7]). But this piece is much more explicit than the
general one and is sufficient for almost all applications we need. The exception is Subsection 4.3, where
the refined pull-backs of more general type appear, and where we have to restrict to theories of rational
type (= free theories of M.Levine-F.Morel) as a result. The formula is valid for arbitrary theory in the
sense of Definition 2.1, but since our main statements are valid only for theories of rational type, we
formulate it only for constant theories and refer to the case of Algebraic Cobordism done by M.Levine
and F.Morel (see [14, Theorem 6.6.6(2)(a)]).
We recall:
Definition 7.13 ([14, Definition 3.1.4]) Let X be a smooth variety, and D =
∑r
i=1 liDi be an effective
Weil divisor on X. We call D a divisor with strict normal crossing, if for any J ⊂ {1, . . . , r}, the
intersection scheme ∩i∈JDi is a smooth subvariety of X of codimension = |J |.
Denote as |D| d→ X the support (∪ri=1Di)red. By A∗(D) we will always mean A∗(|D|). In particular,
it does not depend on the multiplicity of the components as long as one is positive. Recall, that we have
an exact sequence:
0← A∗(D)← ⊕iA∗(Di)← ⊕i 6=jA∗(Di ∩Dj).
Thus, an element of A∗(D) can be thought of as a collection of elements of A∗(Di) modulo some identi-
fications.
The strict normal crossings divisor has a divisor class [D] ∈ A0(D) such that d∗([D]) = cA1 (O(D)) ∈
A1(X). Having λi = c
A
1 (O(Di)), the idea is to write
[l1] ·FA λ1 +FA [l2] ·FA λ2 +FA + . . .+FA [lr] ·FA λr =
∑
∅6=I⊂{1,...,r}
(
∏
i∈I
λi) · F l1,...,lrI (λ1, . . . , λr), (13)
where F l1,...,lrI are some power series in r variables with A-coefficients, and then define:
Definition 7.14 ([14, Definition 3.1.5])
[D] :=
∑
∅6=I⊂{1,...,r}
(dˆI)∗(1) · F l1,...,lrI (λ1, . . . , λr),
where dˆI : DI = ∩i∈IDi → |D| is the closed embedding.
The result does not depend on how you subdivide the above formal sum into pieces, but there is some
standard way. The convention is (see [14, Subsection 3.1]) to define F l1,...,lrI as the sum of those monomials
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which are made exactly of λi, i ∈ I divided by the (
∏
i∈I λi). Denoting λI =
∑FA
i∈I [li] ·FA λi and noticing
that λI is exactly the sum of those monomials in λ{1,...,r} which are made of some subset of λi, i ∈ I, we
obtain that this standard choice of coefficients is given by the formula:
F l1,...,lrJ =
∑
I⊂J(−1)|J |−|I|λI∏
j∈J λj
, (14)
where we treat λi’s as formal variables. For our purposes, though, it will be convenient to be flexible
in choosing F l1,...,lrI , so below it will be any collection of power series satisfying the above equation. In
applications we will be often using the choice where F l1,...,lrI = 0 for |I| > 1. Such a choice is, clearly,
possible, since every term of the expression λ{1,...,r} is divisible by some λi.
For a divisorD with strict normal crossings as above we denote as D̂ the disjoint union
∐
∅6=I⊂{1,...,r}DI
of all it’s faces, with the natural map dˆ : D̂ → D.
Definition 7.15 Having a divisor D =
∑r
i=1 liDi with strict normal crossings on X, we can define the
pull-back:
d? : A∗(X)→ A∗−1(D)
as dˆ∗d?ˆ(x) where
d?ˆ(x) =
∑
∅6=I⊂{1,...,r}
d∗I(x) · F l1,...,lrI (λ1, . . . , λr),
and dI : DI → X is the regular embedding of the I-th face of D.
Notice, that such a pull-back clearly depends on the multiplicity of the components (in our nota-
tions it is manifested only by the target). Also, since for I ⊂ J , for dJ/I : DJ → DI , we have:
(dJ/I)∗(1) =
∏
i∈J\I λi, the projection formula shows that it does not matter, how one chooses the
F l1,...,lrI (in particular, one can choose these to be zero for |I| > 1).
Immediately from the definition, we obtain:
Lemma 7.16 The composition d∗ ◦ d ? : A∗(X)→ A∗+1(X) is the multiplication by cA1 (O(D)).

Let w : W → X × P1 be a projective map, with W smooth, such that W0 = w−1(X × 0) i0↪→ W and
W1 = w
−1(X × 1) i0↪→ W are divisors with strict normal crossings. Let W0 w0→ X, W1 w1→ X be natural
maps. As a corollary of Lemma 7.16 we get:
Proposition 7.17 In the above situation, (i0)∗ ◦ i?0 = (i1)∗ ◦ i?1 in A∗(W ). In particular, (w0)∗ ◦ i?0 =
(w1)∗ ◦ i?1
Proof: Observe that OW (W0) ∼= pi∗(OP1(1)) ∼= OW (W1). 
Let
E
e //
f 
Y
f
D
d
// X.
(15)
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be a Cartesian square, where X and Y are smooth and D
d−→ X and E e−→ Y are divisors with strict
normal crossings (closed codimension 1 subschemes given by principal ideals whose div is a strict normal
crossings divisor). Then we can define the combinatorial pull-back:
f
?
: A∗(D)→ A∗(E)
as follows. Suppose, D =
∑r
i=1 liDi, E =
∑s
j=1mjEj , where Di and Ej are irreducible components;
λi = c
A
1 (O(Di)), µj = c
A
1 (O(Ej)), and f
∗(Di) =
∑
j pi,jEj . If P,L,M are matrices (pi,j), (li), (mj),
then we have: L · P = M . Notice, that if pi,j 6= 0, for some i and j, then we have the natural map
fj,i : Ej → Di, and so the map fJ,i : EJ → Di, for any J 3 j. Assume that F pi,1,...,pi,sJ = 0, if pi,j = 0,
for some j ∈ J (notice, that there are no monomials divisible by ∏j∈J µj in the ∑FAj [pi,j ] ·FA µj , so any
”reasonable” choice will do).
Definition 7.18 Let x =
∑
i(dˆi)∗(xi), for some xi ∈ A∗(Di). Define:
f
?
(x) :=
r∑
i=1
∑
∅6=J⊂{1,...,s}
(eˆJ)∗f∗J,i(xi) · F pi,1,...,pi,sJ (µ1, . . . , µs) ∈ A∗(E),
where we ignore the terms with the zero F
pi,1,...,pi,s
J .
Again, , since for I ⊂ J , for eJ/I : EJ → EI , we have: (eJ/I)∗(1) =
∏
j∈J\I µj , the projection formula
shows that it does not matter, how we choose the F
pi,1,...,pi,s
J . Also, it is clear that we get a well-defined
map in the case D - smooth irreducible (of multiplicity 1). One can show that this map is well-defined
in general, but we will spare the reader from that.
Our combinatorial pull-backs are functorial. Suppose,
D
d 
E
uoo
e
F
voo
f
X Yu
oo Z.v
oo
be the cartesian diagram, where X,Y, Z are smooth, and D, E and F are divisors with strict normal
crossing.
Proposition 7.19 Let A∗ be a theory in the sense of Definition 2.1. Then, in the above situation,
(u ◦ v) ? = v ? ◦ u ?.
Proof: Let D =
∑r
i=1 li ·Di, E =
∑s
j=1mj ·Ej , and F =
∑t
k=1 nk · Fk. Let u∗(Di) =
∑s
j=1 pi,j ·Ej , and
v∗(Ej) =
∑t
k=1 qj,k ·Fk. If L,M,N, P,Q are the respective matrices, then L ·P = M and M ·Q = N . The
matrix of (u ◦ v)∗ is then given by R = P ·Q. Let λi = cA1 (OX(Di)), µj = cA1 (OY (Ej)), νk = cA1 (OZ(Fk)).
Now, we can assume that F
pi,1,...,pi,s
J = 0, for |J | > 1. Then, for x =
∑
i(dˆi)∗(xi), we have:
v ?u ?(x) = v ?
r∑
i=1
s∑
j=1
(eˆj)∗u∗j,i(xi) · F pi,1,...,pi,sj (µ1, . . . , µs) =
r∑
i=1
s∑
j=1
∑
K⊂{1,...,t}
v∗K,ju
∗
j,i(xi) · v∗K,j(F pi,1,...,pi,sj (µ1, . . . , µs)) · F qj,1,...,qj,tK (ν1, . . . , νt) =
r∑
i=1
∑
K⊂{1,...,t}
(v ◦ u)∗K,i(xi) · F ri,1,...,ri,tK (ν1, . . . , νt) = (u ◦ v) ?(x).
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Finally, in the case of a free theory in the sense of Levine-Morel - see [14, Remark 2.4.14] (by Propo-
sition 4.7, these theories are exactly our theories of rational type), e? appears to be the same as a refined
pull-back morphism.
Lemma 7.20 Let A∗ = Ω∗⊗LA be a theory obtained from Algebraic Cobordism by change of coefficients.
Then for any square (15), we have:
e? = d !.
Proof: This identity follows from Lemma 6.6.2, Lemma 6.5.6, Definition 6.5.1, and definitions of Subsec-
tion 6.2.1 of [14]. 
Proposition 7.21 (Multiple points excess intersection formula)
Let A∗ be a theory satisfying (CONST ). Then, in the above situation, we have:
(1)
e∗ ◦ f ? = f∗ ◦ d∗.
(2) Suppose, f is projective. Then
f∗ ◦ e? = d ? ◦ f∗.
Proof: Part (2): If A∗ = Ω∗ ⊗L A is obtained from Algebraic Cobordism by change of coefficients,
by Lemma 7.20, this is a particular case of [14, Theorem 6.6.6(2)(a)]. The general case follows from
Proposition 4.8.
Part (1):
Lemma 7.22 Let A∗ be a free theory in the sense of Levine-Morel. Then for any square (15), we have:
f
?
= f !.
Proof: This needs to be checked only for the case where D is a smooth divisor and f is a regular
embedding, where, in the case of codimension 1, it follows from Lemma 7.20. By blowing up Y inside X
and resolving the preimage of D, and using functoriality of f
?
and f ! (Proposition 7.19 and [14, Theorem
6.6.6(3)]), we may reduce the general case to the case of a regular embedding of codimension 1 and to
the case of a projective bi-rational f . Any such projective bi-rational map is dominated by a sequence of
smooth blowups permitted with respect to the preimage of D. Now it follows from the (already proven)
part (2) of the Proposition that, for any f , the composition f∗ ◦ f ? coincides with the multiplication
by f∗(1). By the item 2 of the Subsection 6.6.7 of [14], the same is true about the composition f∗ ◦ f !.
Since, for a projective birational map g, the element g∗(1) is invertible (Proposition 7.3), in view of the
above domination, we may reduce our problem to the case of a single blowup f : X˜ → X at a smooth
center R which is in good position with respect to a smooth divisor D. If R is not contained in D, then
E = D˜ is smooth and both maps f
?
and f ! are clearly equal to f
∗
. If R ⊂ D, then E = D˜∪F , where D˜
is the strict transform of D and F is the exceptional divisor of the blowup. We use the fact that the map
(f∗, j !) : A∗(D˜∪F )→ A∗(D)⊕A∗−1(F ) is injective, where j : F → X˜ is the natural embedding. This, in
turn, follows from Proposition 7.5(1) and the injectivity of (ε∗, ·cA1 (O(−1))) : A∗(P )→ A∗(R)⊕A∗−1(P ),
for any projective bundle P = PR(V )
ε→ R. The latter one may be easily seen, for example, from
Quillen’s formula. It remains to check that f∗ ◦ f ? = f∗ ◦ f ! and j ! ◦ f ? = j ! ◦ f !. The first equality was
already established for arbitrary f , while the second one may be checked by a direct calculation (using
functoriality of the refined pull-backs and the Excess Intersection Formula). This shows that f
?
= f !. 
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Now, we can prove (1). Again, if A∗ is a free theory in the sense of Levine-Morel, then, by Lemma
7.22, this is a particular case of [14, Theorem 6.6.6(2)(a)]. The general case follows from Proposition 4.8.

Remark 7.23 Proposition 7.21 is valid for any theory in the sense of Definition 2.1.
Finally, we will need the following fact about divisors with strict normal crossings.
Proposition 7.24 Let D,Fi, i = 1, . . . , k be smooth irreducible divisors on some smooth variety A.
Suppose that:
(1) ∪ki=1Fi is a d.w.s.n.c. on A;
(2) D ∩ (∪ki=1Fi) is a d.w.s.n.c. on D.
Then (3) D ∩ (∩ki=1Fi) is a d.w.s.n.c. on ∩ki=1Fi.
Proof: The condition (3) can be checked locally. Let e ∈ D ∩ (∩ki=1Fi) be some point. Consider the
following cases:
(i) Te(D) 6= Te(Fi), for all i. Then (2) ⇔ Te(Fi), i = 1, . . . , k are linearly independent modulo Te(D)
⇔ Te(D), Te(Fi), i = 1, . . . , k are linearly independent ⇒ D ∩ (∩ki=1Fi) is smooth divisor on ∩ki=1Fi at e.
(ii) Te(D) = Te(Fi) for some (unique) i. Then Te(∩kj=1Fj) may be identified with Te(D)∩(∩j 6=iTe(Fj)).
But we know that the faces of D∩Fi are transversal to D∩(∩j 6=iFj) on D. This implies that D∩(∩kj=1Fj)
is a d.w.s.n.c. on D ∩ (∩j 6=iFj) at e. Hence, D ∩ (∩kj=1Fj) is a d.w.s.n.c. on ∩kj=1Fj at e. 
8 Resolution of singularities
In this section we list the results related to Resolution of Singularities and the Weak Factorization
Theorem which are widely used throughout the text.
Definition 8.1 Let X be a smooth variety and D - a divisor with strict normal crossings on it. By a
permitted blow-up w.r.to D we will understand such a sequence of blow-ups with smooth centers Ri ⊂ Xi:
X˜ = Xn
pin→ Xn−1 pin−1→ . . . pi2→ X1 pi1→ X
such that, for the exceptional divisor Ei of pi
i = pi1 ◦ . . . ◦ pii : Xi → X, and the total transform (pii)∗(D),
the divisor Ei + (pi
i)∗(D) has strict normal crossings, and Ri has normal crossings with it.
If D is empty, we will call it just a permitted blow-up.
Theorem 8.2 (Hironaka, [8]) Let Z be a subvariety of a smooth variety X. Then there exists a permitted
blow-up pi : X˜ → X such that:
(1) All the centers Ri are lying over the singular locus of Z.
(2) The strict transform Z˜ ⊂ X˜ of Z is smooth and has normal crossings with En.
Theorem 8.3 (Hironaka, [8]) Let f : X 99K Y be a rational map of reduced varieties. Then there is a
permitted blow-up pi : X˜ → X such that:
(1) All the centers Ri are lying over the locus of X where it is not smooth, or f is not a morphism.
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(2) The rational map f ◦ pi : X˜ → Y is a morphism.
Theorem 8.4 (Hironaka, [8], see also [2, 1.2.3] and [3]) Let I be a sheaf of ideals on a smooth variety X,
and U ⊂ X be an open subvariety such that I|U is an ideal sheaf of a divisor with strict normal crossings.
Then there is a permitted blow-up pi : X˜ → X with centers outside U such that the total transform pi∗(I)
is an ideal of a strict normal crossing divisor E˜.
There is also a relative to divisor D version (see [2, 1.2.2] and [3]).
Proposition 8.5 Let X be smooth quasi-projective variety, Z ⊂ X - a closed subvariety, and D - a
divisor with strict normal crossings on X. Then there exists a permitted w.r.to D blow up X˜
pi−→ X with
centers over Z such that pi−1(Z) ∪ pi−1(D) is a divisor with strict normal crossings.
The following result is the Weak Factorization Theorem - [2, Theorem 0.3.1], see also [35].
Theorem 8.6 (Abramovich-Karu-Matsuki-Wlodarczyk) Let θ : X1 99K X2 be birational map of smooth
proper varieties over k, which is an isomorphism on the open set U ⊂ X1. Then θ can be factored into
a sequence of blowings up and blowings down with nonsingular centers disjoint from U . Namely, to any
such θ we can associate a diagram:
X1 = Y0
ϕ1 //__ Y1
ϕ2 //__ . . .
ϕi−1//__ Yi−1
ϕi //__ Yi
ϕi+1//__ . . .
ϕl−1//__ Yl−1
ϕl //__ Yl = X2
where
(1) θ = ϕl ◦ ϕl−1 ◦ . . . ◦ ϕ2 ◦ ϕ1,
(2) ϕi are isomorphisms on U , and
(3) either ϕi, or ϕ
−1
i is a blow up morphism with smooth center disjoint from U .
(4) Functoriality: if g : θ → θ′ is an absolute isomorphism carrying U to U ′, and ϕ′i : Y ′i−1 99K Yi is
the factorization of ϕ′, then the resulting rational maps gi : Yi 99K Y ′i is an absolute isomorphism.
(5) There is an index i0 such that, for i 6 i0, the map Yi 99K X1 is projective map, while for i > i0,
Yi 99K X2 is projective map.
(6) Let Ei ⊂ Yi be the exceptional divisor of Yi → X1 (respectively, of Yi → X2) in case i 6 i0
(respectively, i > i0). Then the above centers of blow up have normal crossing with Ei. If, moreover,
X1\U (respectively, X2\U) is a normal crossing divisor, then the centers of blow up have normal
crossing with the inverse images of this divisor.
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