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Introduction générale 
 
A l’heure où les débris spatiaux deviennent un problème au point que l’Agence Spatiale 
Européenne (ESA) prévoit d’en enlever, la fiabilité des satellites est en constante évolution afin 
d’assurer le bon fonctionnement des systèmes embarqués et d’éviter ainsi une perte de la 
mission. En effet, les satellites sont plongés dans un environnement spatial hostile où de 
nombreux flux de particules chargées irradient en permanence les structures des satellites. Un 
certain nombre de ces particules s’accumulent dans les matériaux électriquement isolants 
(diélectriques) utilisés notamment pour gainer les câbles, pour constituer les structures 
d’isolation thermique et pour protéger des éléments fragiles, tels que les panneaux solaires, des 
débris spatiaux. Malheureusement, cette accumulation de charges dans les diélectriques peut 
engendrer à court terme des phénomènes de décharges électrostatiques, ou de compatibilité 
électromagnétique, qui peuvent détériorer des fonctions du satellite. Au long terme, cette 
accumulation de charges entraîne des processus de vieillissement qui vont modifier les 
propriétés électriques, chimiques et mécaniques des matériaux. 
Afin de prévenir ces événements, des agences spatiales telles que le Centre National 
d’Etudes Spatiales (CNES), et l’Administration Nationale de l’Aéronautique et de l’Espace 
(NASA), ont développé des logiciels de simulation de l’évolution de la charge dans une 
structure satellitaire et des conséquences associées. Ces agences ont également mis au point des 
moyens expérimentaux pour étudier le transport et l’impact de ces charges accumulées dans un 
matériau diélectrique soumis à un environnement spatial. Pour cela, des échantillons 
diélectriques sont préalablement irradiés et stockés dans des conditions spatiales (vide artificiel 
et bombardement de particules d’énergie similaire, par exemple). Ces matériaux sont ensuite 
étudiés par des techniques de mesure de la charge d’espace qui permettent de retrouver la 
distribution de charges présentes dans l’échantillon. Parmi ces techniques, la PEA (pour Pulsed 
Electro-Acoustic) est la méthode qui a été retenue par le CNES pour sa rapidité et la possibilité 
de l’utiliser de manière in situ pendant l’irradiation d’un échantillon. Cependant, bien que la 
PEA semble être la technique la plus adéquate, sa mise en œuvre in situ et sa résolution spatiale 
d’une dizaine de microns ont été un frein à ses débuts. 
C’est pourquoi, depuis plus d’une quinzaine d’années, une coopération entre le CNES 
et le LAPLACE (LAboratoire PLAsma et Conversion d’Energie) vise à améliorer la PEA dans 
le but d’avoir une meilleure caractérisation des matériaux diélectriques utilisés dans le spatial. 
Une première thèse, soutenue par Charlotte Perrin en 2008, a permis de mettre au point une tête 
d’excitation « sans contact » pour travailler en configuration spatiale où la face irradiée du 
matériau diélectrique est en potentiel flottant. Lors d’une deuxième thèse, soutenue par 
Mohamad Arnaout en 2011, un modèle COMSOL® du banc de mesure PEA a été développé 
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pour, d’une part, étudier l’impact des différents éléments de cette cellule de mesure sur le signal 
de sortie, et, d’autre part, améliorer la résolution spatiale de la charge déconvoluée à l’aide d’un 
traitement du signal entièrement automatisé. En définitive, cette thèse a permis de définir une 
conception numérique d’une cellule de mesure optimisée avec notamment une meilleure 
résolution spatiale. Lors d’une troisième thèse, soutenue par Lucie Galloy-Gimenez en 2014, 
un modèle PSpice du banc de mesure PEA a été développé dans le but d’améliorer la 
compréhension du signal de mesure en prenant en considération non seulement la propagation 
des ondes acoustiques mais également le modèle électrique du capteur piézo-électrique couplé 
à l’amplificateur. Sur la base de ce modèle, un prototype d’une cellule de mesure à haute 
résolution spatiale a été développé permettant de caractériser des échantillons d’une 
cinquantaine de microns représentatifs de l’épaisseur de matériaux diélectriques utilisés sur les 
satellites. 
Malgré ces avancées significatives sur sa mise en œuvre in situ ainsi que sur 
l’amélioration de sa résolution spatiale, il n’en demeure pas moins que la PEA présente encore 
des lacunes qui freinent son utilisation pour la caractérisation de matériaux diélectriques utilisés 
dans le spatial. En effet, les traitements du signal actuels de la PEA ne permettent pas d’étudier 
correctement : i) des échantillons qui atténuent et dispersent les ondes acoustiques ; ii) des 
échantillons étudiés par la PEA avec une tête « sans contact » ; iii) des échantillons 
multicouche ; iv) des échantillons fins dont l’épaisseur est inférieure à la cinquantaine de 
microns. 
L’objectif de cette thèse est donc de développer un nouveau traitement du signal qui 
permet de mieux traiter les cas d’étude mentionnés dans le paragraphe précédent. Pour cela, la 
stratégie a été d’améliorer le modèle PSpice de la PEA développé par Lucie Galloy-Gimenez 
pour considérer l’atténuation et la dispersion acoustique des diélectriques étudiés et ainsi avoir 
un signal simulé parfaitement représentatif du signal expérimental. Ce modèle optimisé servira 
à caractériser une fonction de transfert de la PEA qui intègre toutes ses caractéristiques. Au-
delà de cet objectif, ces travaux de recherche permettront de mieux comprendre l’intégralité de 
la technique de mesure de la charge d’espace PEA : de l’application d’une impulsion électrique 
à l’échantillon jusqu’à la charge déconvoluée par le traitement du signal. Cette compréhension 
sera essentielle à la bonne interprétation des divers résultats qui seront obtenus au cours de ces 
travaux. 
Le premier chapitre présente la nécessité de développer des modèles robustes et des 
traitements de données optimisés pour caractériser les matériaux diélectriques en 
environnement spatial à l’aide d’un banc de mesure PEA. Initialement, ce chapitre introduit 
donc l’environnement spatial du satellite et certains risques associés tels que les décharges 
électrostatiques des matériaux diélectriques embarqués. Les techniques de mesure de charge 
d’espace, qui permettent de comprendre et d’évaluer l’impact de ces risques, sont présentées. 
Parmi ces techniques, la PEA est celle retenue par le CNES et qui fait l’objet de cette thèse. 
Elle est donc décrite au travers d’un état de l’art qui s’articule autour de deux axes : i) L’axe de 
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la modélisation qui présente d’abord l’évolution de la mise en équation de la génération et de 
la propagation de l’onde acoustique générée par l’application de l’impulsion électrique sur 
l’échantillon. Cet axe expose ensuite l’évolution de la modélisation de la réponse du capteur 
piézoélectrique à l’onde acoustique d’entrée. Finalement, les modèles actuels PSpice et 
MATLAB® sont énoncés. Il s’agit de modèles électriques basés sur l’analogie acoustique-
électrique des équations de génération, de propagation et de conversion de l’onde acoustique ; 
ii) L’axe des traitements des signaux qui permet de mieux comprendre les différentes étapes 
pour retrouver la charge initiale de l’échantillon étudié à partir d’un signal de mesure PEA et 
ainsi se rendre compte des limites actuelles des traitements. 
Le deuxième chapitre présente la réalisation et la validation du nouveau modèle PSpice 
de la PEA qui prend en compte l’atténuation et la dispersion acoustique de l’échantillon 
diélectrique. Une vue d’ensemble du modèle de la PEA avec le logiciel PSpice est d’abord 
exposée. On y distingue notamment les milieux acoustiques et le capteur piézoélectrique. 
Ensuite sont détaillées les modélisations de la génération de l’onde acoustique dans 
l’échantillon et de sa propagation jusqu’au capteur piézoélectrique. Puis c’est la modélisation 
du capteur piézoélectrique par le modèle de Redwood qui est traitée. Ce modèle du capteur est 
notamment adapté pour prendre en compte son couplage électrique avec l’amplificateur. 
Finalement, la dernière partie de ce chapitre concerne l’optimisation de ce nouveau modèle 
PSpice avec une méthode itérative pour que le signal simulé soit le plus proche du signal 
expérimental. 
Sur la base de ce modèle optimisé, le troisième chapitre montre la mise au point du 
nouveau traitement du signal de la PEA prenant en compte l’atténuation, la dispersion ainsi que 
les réflexions des ondes acoustiques au sein de l’échantillon diélectrique étudié. Après une 
correction de la forme de l’onde impulsionnelle électrique entrée dans le modèle de manière à 
être identique au signal expérimental, ce modèle a permis de définir une fonction de transfert 
caractéristique du banc de mesure sous forme d’une matrice représentative d’un système 
linéaire et variant dans le temps. Cette matrice est ensuite utilisée dans des méthodes de 
régularisation pour retrouver la densité de charge de l’échantillon à partir d’un signal de tension 
expérimental. La première méthode employée est la régularisation de Tikhonov qui est une 
méthode analytique couramment utilisée avec la PEA. La deuxième méthode consiste à utiliser 
des algorithmes d’optimisation pour recouvrer la charge. L’algorithme considéré dans cette 
thèse est l’algorithme à régions de confiance. 
Le quatrième et dernier chapitre est consacré à une mise à l’épreuve expérimentale du 
nouveau traitement du signal PEA. En effet, il est appliqué aux signaux de tension PEA issus 
des différentes configurations du banc de mesure PEA accessibles au laboratoire LAPLACE. 
Le but de cette étude est d’analyser l’impact de ces différentes configurations sur le nouveau 
traitement du signal. Après une brève introduction des différents générateurs d’impulsion, des 
différentes cellules et des différents échantillons dont dispose le LAPLACE, le nouveau 
traitement est utilisé pour étudier son comportement pour : i) différentes formes d’impulsion 
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électrique ; ii) des matériaux de natures différentes (LDPE et PTFE) ; iii) différentes 
configurations du banc de mesure PEA. 
Equation Chapter 1 Section 1 
  





I. Chapitre 1 : 
Des contraintes spatiales 
d’un satellite à la mesure 
PEA 
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Ce chapitre traite dans une première partie des contraintes électrostatiques d’un satellite 
dans son environnement spatial, de leurs conséquences telles que les phénomènes de décharges 
électrostatiques (DES) et des techniques de mesure de charge d’espace qui permettent de 
prévenir ces anomalies lors de la conception du satellite. Parmi ces techniques de mesure de 
charge d’espace, les méthodes acoustiques sont les plus compatibles pour l’étude de matériaux 
diélectriques en environnement spatial et la méthode PEA (pour Pulsed Electro-Acoustic) a été 
étudiée dans cette optique. 
La deuxième partie de ce chapitre présente un état de l’art de l’évolution de la 
modélisation de la technique de mesure PEA à géométrie plane. Cette technique a d’abord été 
modélisée analytiquement, puis au travers de modèles électriques sous le logiciel PSpice. Les 
simulations numériques issues du modèle PSpice ont aidé à la compréhension matérielle de la 
PEA mais elles ont également permis d’améliorer la compréhension et la qualité du traitement 
du signal de la méthode. 
La troisième partie de ce chapitre est un état de l’art de l’évolution du traitement du 
signal de la PEA à géométrie plane. Deux approches, une fréquentielle et une temporelle, sont 
décrites dans le but de poser leurs hypothèses, d’expliquer leurs principes et d’exposer leurs 
limites comme celles concernant la mesure de la charge d’espace de diélectriques utilisés sur 
les satellites. 
I.1 Contexte spatial 
Le satellite Eureca (European Retrievable Carrier) est un satellite technologique de 
l’agence spatiale européenne (ESA) qui a été mis en orbite le 31 juillet 1992. Il a été ramené 
sur Terre le 1 juillet 1993 dans le but d’étudier l’incidence de l’environnement spatial 
(micrométéorite, débris spatiaux, activité solaire, etc.) sur ses composants. La constatation 
d’une anomalie sur un panneau solaire due à une décharge électrostatique rappelle l’importance 
de programmes d’essais pour sécuriser un maximum un satellite avant son lancement. Ces 
programmes peuvent porter sur des essais d’architecture électronique et de compatibilité 
électromagnétique comme c’était le cas du programme SEMCAP (Specification and 
Electromagnetic Compatibility Program) pour le satellite Voyager [1], [2]. D’autres 
programmes de protection portent sur l’étude du transport de charges dans un satellite en 
environnement spatial. Les essais peuvent être numériques à l’aide de logiciels tels que 
NASCAP (NASA Charging Analyzer Program) utilisé lors de la conception du satellite Galileo 
[3]. Des essais matériels complémentaires peuvent être réalisés par le biais de méthodes de 
mesure de charge d’espace telles que la PEA qui constitue le cœur de mes recherches dans le 
cadre de cette thèse et dont le principe sera abordé à la fin de cette partie. 
I.1.1 Le satellite dans son environnement spatial 
La conception d’un satellite se déroule sur plusieurs années, voire plusieurs dizaines 
d’années, avant son lancement. Elle doit en autre : 
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• remplir les exigences de la mission ; 
• proposer des compromis performances/coûts en révisant éventuellement les 
exigences ; 
• respecter les règlements ; 
• être le mieux adapté aux moyens sols existants ; 
• bénéficier du retour d’expérience ; 
• prendre en compte les contraintes technologiques, de l’environnement spatial et 
du lancement. 
Un grand nombre de paramètres sont à prendre en compte pour respecter au mieux les 
contraintes listées ci-dessus. Néanmoins, la connaissance de l’environnement spatial permet 
d’avoir une idée claire quant aux matériaux à utiliser afin de se protéger des contraintes 
thermiques, radiatives, mécaniques et du rayonnement. 
I.1.1.1 Des matériaux diélectriques pour protéger le satellite 
L’environnement spatial présente plusieurs spécificités telles que : 
• de forts gradients de températures ; 
• des particules chargées en mouvement ; 
• du rayonnement ; 
• des agents chimiques agressifs (oxygène atomique) ; 
• des débris qui ont des vitesses relatives importantes par rapport à celle du 
satellite. 
Ces particularités doivent être abordées afin d’assurer la mission car elles peuvent être 
nocives et compromettantes. Par exemple le satellite « Spot 4 » [4], qui a été désorbité en 2013, 
subissait un gradient de température considérable. En effet, la principale source chaude 
provenant du rayonnement solaire, de l’albédo (flux solaire réfléchi par la terre) et du 
rayonnement tellurique terrestre (rayonnement infrarouge), pouvait faire monter la partie 
exposée du satellite aux alentours de 80 C° , tandis que la partie ombragée se rapprochait de 
200 C− °  par manque de convection. Une telle différence de température n’était pas convenable 
pour les constituants de ce satellite. Par exemple l’électronique embarquée était typiquement 
fonctionnelle de 20 C− °  à 50 C° . Par conséquent, un contrôle thermique doit être employé pour 
réguler en température les éléments souhaités d’un satellite. Ce contrôle nécessite notamment 
de recouvrir une partie du satellite avec un revêtement afin de diminuer les pertes par radiation 
thermique. Ce revêtement est classiquement constitué d’une couche externe de Kapton et de 
plusieurs couches internes de Mylar [4], [5]. 
Une autre spécificité de l’environnement spatial est due à la présence de particules 
chargées qui sont plus ou moins nocives selon leur niveau d’énergie (cf. I.1.1.3) et donc selon 
l’orbite du satellite (cf. I.1.1.2). Elles peuvent notamment provenir de l’ionosphère, des 
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ceintures de radiations ou directement du vent solaire (lors d’une activité solaire intense). Ces 
particules peuvent endommager les matériaux semi-conducteurs présents sur la surface externe 
du satellite. C’est le cas des panneaux solaires qui sont par ailleurs les éléments qui ont la plus 
grande surface exposée aux particules environnantes. Par exemple, le silicium ou le germanium, 
selon la technologie des cellules photovoltaïques, peuvent être ionisés ou peuvent subir des 
déplacements atomiques. Ces dommages diminuent fortement le rendement du panneau solaire 
et peuvent être irréversibles. C’est pourquoi une vitre de protection, le coverglass, est posée sur 
les cellules photovoltaïques afin de les protéger des radiations et du rayonnement. Les 
matériaux utilisés pour le coverglass sont des diélectriques, principalement de la silice et 
également un peu de cérium qui permet d’apporter une protection au rayon UV [6], [7]. 
L’épaisseur du coverglass varie en fonction de la mission souhaitée et de l’énergie d’irradiation 
qui sera perçue et qui est souvent fonction de l’orbite du satellite. 
I.1.1.2 L’environnement radiatif selon l’orbite de travail 
L’orbite de travail souhaitée donne une connaissance, à priori, de l’environnement 
spatial et de ses flux radiatifs. Les orbites peuvent être caractérisées par leur altitude, leur 
inclinaison ou leur trajectoire. Il existe 3 principales familles définies par leur altitude : 
• les orbites terrestres basses LEO (Low Eath Orbit) situées entre 120km  et 
2000km  de la surface de la Terre. Elles sont beaucoup utilisées pour des 
applications scientifiques telles que l’observation de la terre. Ce sont des zones 
de plasma dense et relativement froid contenant des particules énergétiques de 
quelques dixièmes d’électron-volt. Ces particules proviennent de l’ionosphère 
qui est une région comprise entre 60km  et 800 km  ; 
• les orbites terrestres moyennes MEO (Medium Eath Orbit) sont situées entre 
2000km  et 36000km . C’est sur cette limite haute que se situent les orbites 
géostationnaires GEO (GEostationary Orbit) qui permettent au satellite d’avoir 
la même période de révolution que la terre et ainsi d’observer un point fixe. Les 
orbites MEO se situent au même niveau que des ceintures de radiations ayant 
des particules énergétiques allant jusqu’à la dizaine de mégaélectron-volts pour 
les électrons et 500MeV  pour les protons. D’autre part, une activité solaire 
intense (éruptions solaires, éjections de masse coronal) peut exposer les satellites 
à des ions d’énergie allant à la dizaine de mégaélectron-volts, en plus de protons 
d’énergie allant à 500 MeV  ; 
• les orbites terrestres hautes HEO (High Earth Orbit) sont situées au-delà des 
36000 km  de la GEO et servent à des missions spécifiques telles que 
l’observation du soleil. Ces orbites se situent en dehors des ceintures de 
radiations mais sont soumises aux éruptions solaires et aux particules des rayons 
cosmiques qui ont une énergie de l’ordre du gigaélectron-volt . 
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La Figure I.1 récapitule les types de particules et leurs énergies en fonction de leurs 
distances à la terre. 
 
Figure I.1. Types de particules, et énergies correspondantes, en fonction de leurs distances à la terre 
I.1.1.3 Les effets des particules en fonction de leur énergie 
Pour les orbites MEO et GEO, le satellite baigne dans un plasma chaud où les électrons 
de la partie haute du spectre, issues des ceintures de radiations ou des flux de sous-orages, ont 
la capacité de s’implanter en profondeur (à quelques microns) dans les matériaux de surface. 
Les particules environnantes les plus énergétiques peuvent traverser les matériaux diélectriques 
et migrer dans les parties internes du satellite (gaines de câble, conducteurs flottants, etc.) et 
ainsi augmenter le risque de claquages diélectriques internes. 
Pour les orbites basses (LEO), le plasma est dense, peu énergétique et n’injecte pas de 
charge dans le satellite. C’est seulement à la traversée des ovales auroraux, à l’instant précis 
d’une précipitation aurorale de forte amplitude, qu’on peut retrouver la même ambiance qu’en 
orbite GEO (plasma chaud). Néanmoins, ces conditions de charge dangereuses ne durent que 
quelques secondes. La Figure I.2 résume les risques associés aux énergies des particules qui 
impactent le satellite [8]. 
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Figure I.2. Risques associés aux énergies des particules 
Dans du plasma froid et dense, le risque électrostatique dû à l’impact des particules 
incidentes sur la structure diélectrique du satellite est très faible. Ce n’est pas le cas dans du 
plasma plus chaud et moins dense où des isolants diélectriques (revêtement thermique, 
coverglass, gaine de câble) subissent des phénomènes de charges puis de décharges. 
I.1.2 Charges et décharges électrostatiques 
I.1.2.1 La charge du satellite jusqu’à son équilibre électrostatique 
Il faut distinguer la charge différentielle qui porte des parties du satellite à des potentiels 
différents de la charge absolue qui porte l’ensemble du satellite à un potentiel différent de celui 
du plasma environnant. La Figure I.3 représente le mécanisme d’équilibre de la charge absolue 
du satellite en environnement spatial : 
 
Figure I.3. Equilibre électrostatique d’un satellite 
L’équilibre électrostatique du satellite est atteint lorsque la somme des courants cités 
sur la figure ci-dessus est nulle. A chaque instant les particules incidentes/émises seront 
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repoussées/attirées par le potentiel absolu du satellite. Un satellite totalement ombragé va tendre 
à avoir une charge absolue négative [9]. En effet, la vitesse des électrons est 43 fois supérieure 
à celle des ions et le satellite a tendance à ne « voir » que les électrons [10]. Lorsque qu’une 
partie du satellite est ensoleillée, l’émission photoélectrique éjecte des électrons vers l’espace 
et fait tendre la partie ensoleillée vers un potentiel local légèrement positif, mais le potentiel 
absolu du satellite reste négatif. Dans les deux cas, le potentiel local d’un élément diélectrique 
tendra vers une valeur d’équilibre grâce aux effets combinés des courants d’émission secondaire 
vers l’espace et des courants de fuite vers la structure du satellite [11]. Néanmoins, 
l’accumulation de ces charges dans le volume d’un élément diélectrique engendre notamment 
des risques de compatibilité électromagnétique (CEM) et des risques de décharges 
électrostatiques (DES) [12]. 
I.1.2.2 Différents types de décharges électrostatiques possibles 
Les scénarios de décharges électrostatiques sont possibles s’il y a une tension dite 
« critique » d’au moins 500V en valeur absolue entre la surface d’un diélectrique et celle d’un 
métal adjacent [5], [13]. Si cette tension est négative, alors les électrons du diélectrique se 
déchargeront vers le métal et si la tension critique est positive alors c’est les électrons du métal 
qui se déchargeront vers le diélectrique. 
I.1.2.2.1 Décharge électrostatique d’un matériau diélectrique 
Le processus démarre lorsque la tension entre le potentiel d’un diélectrique et d’un métal 
avoisinant devient inférieure à 500V− . Il existe 3 principaux mécanismes de décharges d’un 
diélectrique en environnement spatial [5], [12], [14] : 
• le perçage diélectrique (punch through) qui est le claquage classique d’un 
matériau diélectrique. Ses charges emmagasinées et celles de la masse électrique 
percent le diélectrique pour se recombiner ; 
• la décharge de surface (flash-over) qui s’amorce en général à partir d’un perçage 
diélectrique qui créé un plasma au niveau de la surface qui devient donc 
conductrice. En présence d’un champ électrique parallèle à la surface (cf. Figure 
I.4), le plasma va créer un courant de surface alimenté par les électrons 
emmagasinés de faibles profondeurs. Ce courant se propage jusqu’à se refermer 
sur une masse environnante ; 
• l’expansion de charge d’espace (blow-off) est le phénomène d’éjection 
d’électrons vers l’espace (émission secondaire, photoémission). Ces électrons 
créent un courant à l’extérieur du diélectrique en suivant des lignes de champs 
et peuvent se déposer sur une masse environnante pour équilibrer la charge 
absolue du satellite. 
Ces trois mécanismes peuvent avoir lieu simultanément dans un scénario de décharge. 
Un matériau diélectrique se charge d’électrons de par l’environnement spatial. Lorsque son 
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potentiel devient critique par rapport à celui d’une masse métallique connectée, un perçage 
diélectrique a lieu, élève la température du diélectrique, et génère un plasma conducteur à la 
surface. Si l’architecture métallique du satellite permet de créer un champ électrique 
longitudinal à la surface (cf. Figure I.4), alors ce champ va dissocier un atome en un ion et un 
électron. L’électron rejoint la masse métallique en créant un courant tandis que l’ion vient 
compenser la charge électronique de la surface du diélectrique en lui substituant un atome qui 
va à son tour se faire dissocier par le champ et ainsi créer un courant électrique. A la fin de la 
décharge de surface, il reste une double couche d’ions positifs et d’électrons qui peut prendre 
plusieurs heures pour se neutraliser. Cette couche supérieure d’ions positifs est appelée 
« métallisation du diélectrique ». Elle peut notamment se neutraliser en partie en attirant les 
électrons issus du phénomène d’expansion de charge d’espace qui suivent les lignes de champ 
à l’extérieur du satellite. La Figure I.4 illustre ce scénario de décharge électrostatique d’un 
diélectrique. 
 
Figure I.4. Scénario de décharge électrostatique d’un diélectrique 
Les décharges électrostatiques peuvent provenir des matériaux diélectriques mais 
également de parties métalliques du satellite. 
I.1.2.2.2 Décharge électrostatique d’un conducteur métallique 
Le processus démarre lorsque la tension critique entre le potentiel d’un diélectrique et 
d’un métal avoisinant devient supérieure à environ 500V . Il y a alors une émission de charges 
du métal vers le diélectrique. Ce phénomène est appelé décharge métallique ou décharge en 
gradient de potentiel inversé. Les électrons émis par le métal arrivent sur le diélectrique et 
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potentiel augmente, donc le champ émis augmente, et ainsi le phénomène s’accentue jusqu’à 
créer une avalanche qui décharge complétement le métal. Ce phénomène est d’autant plus 
violent si le métal initialement chargé est flottant, c’est-à-dire pas mis à la masse (structure du 
satellite). En effet, la capacité d’une simple métallisation flottante de quelques centimètres 
carrés est plusieurs dizaines de fois supérieure à la capacité de la structure du satellite en orbite 
GEO ( 200 pF  à 300 pF ). Par conséquent, l’énergie mise en jeu lors de la décharge sera plus 
importante et plus nocive. C’est pour cette raison que toutes les parties métalliques d’un satellite 
doivent être mises à la masse. La Figure I.5 schématise ce scénario de décharge électrostatique 
d’un conducteur métallique. 
 
Figure I.5. Scénario de décharge électrostatique d’un conducteur métallique 
Afin d’illustrer le principe de la décharge électrostatique d’un conducteur métallique, le 
scénario de décharge d’un générateur solaire est décrit. Les panneaux solaires sont orientés vers 
le soleil et les photons incidents vont décharger, par photoémission, une partie des électrons de 
surface de sa vitre de protection (coverglass fait d’éléments diélectriques). Par conséquent, les 
matériaux diélectriques du coverglass se chargent à un potentiel moins négatif que celui du 
satellite. La différence de potentiel entre le coverglass et un interconnecteur de cellules 
photovoltaïques (élément métallique) provoque une décharge électrostatique qui peut amorcer 
un arc électrique entre deux cellules. Cet arc est un court-circuit et réduit la puissance du 
générateur. Le phénomène peut durer dans le temps si la tension du générateur est suffisamment 
élevée pour entretenir l’arc [11]. La Figure I.6 montre une photo d’un panneau solaire du 
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Figure I.6. Photographie d’un panneau solaire du satellite Eureca après avoir subi un arc électrique 
en vol 
I.1.3 L’étude de la charge d’espace 
I.1.3.1 Une nécessité  
La « charge d’espace » est l’excès de charges électriques présent dans le volume d’un 
diélectrique. Dans le cas des matériaux diélectriques qui constituent un satellite, la charge 
d’espace modifie l’équilibre électrostatique du satellite, engendre des risques de compatibilité 
électromagnétique (CEM), et provoque des phénomènes de décharges électrostatiques (DES). 
De plus, ce cumul de charges cause également des changements de propriétés électriques 
(conductivité induite, etc.), chimiques et mécaniques des diélectriques par des processus de 
vieillissement [15], [16]. Ces modifications des caractéristiques des diélectriques peuvent 
accentuer les phénomènes de DES qui peuvent endommager de manière irréversible des 
éléments du satellite et par conséquent mettre en péril l’intégrité de la mission [17]. C’est 
pourquoi le satellite est protégé au mieux vis-à-vis des DES avant d’être mis en orbite. La 
méthodologie adoptée afin de penser la protection du satellite est basée sur trois axes : 
• le choix des matériaux propres à éviter des DES ; 
• la conception des circuits électroniques pour réduire leur sensibilité aux DES ; 
• des essais pour vérifier la validité des points précédents. 
Les essais de validation peuvent être numériques. Les logiciels très utilisés en Europe 
sont SPIS (Spacecraft Plasma Interaction Software [18]), NASCAP (NASA Charging Analyzer 
Program [19], [20]) et ESADDC (ESA Dielectric Deep Charging [21]). Ils permettent d’avoir 
une bonne compréhension de la charge du satellite dans son ensemble, en particulier de son 
potentiel absolu. Néanmoins, le maillage numérique du satellite a une résolution trop grossière 
pour juger les conditions de claquage de manière plus locale. 
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Les essais de validation peuvent également être réels et certains ont directement été 
réalisés dans l’espace. En effet, le satellite SCATHA (Spacecraft Charging at High Altitude) a 
réalisé une mission en 1979 en orbite quasi-géostationnaire ( 28000 km ) afin de récolter des 
informations sur les effets de la charge d’espace sur sa surface [22], [23]. Cependant, les essais 
matériels se font le plus souvent en laboratoire comme par exemple avec l’enceinte SPIDER 
(Storage of Post Irradiated Dielectrics for Electron Relaxation), du DESP-Toulouse. Elle 
permet de stocker sous un vide d’un dixième de millipascal et pendant plusieurs années des 
matériaux spatiaux préalablement chargés dans l’enceinte SIRENE ou GEODURE. Les 
matériaux diélectriques en sortie de l’enceinte SPIDER sont traités par le biais de techniques 
de mesure de la charge d’espace. Ces techniques permettent d’étudier les mécanismes de 
relaxation des charges injectées, le vieillissement ainsi que les effets d’ionisation dans les 
matériaux diélectriques. 
I.1.3.2 Les techniques de mesure de la charge d’espace 
Les techniques de mesure de la charge d’espace, dans leur ensemble, peuvent être 
réparties en deux familles : 
• Techniques globales pour la mesure des effets de la charge d’espace 
Les techniques globales permettent d’acquérir une information sur la quantité de charge 
d’espace présente dans l’échantillon mais ne permettent pas d’en obtenir une distribution 
spatiale. De plus, ces méthodes peuvent être destructives, c’est-à-dire qu’elles modifient l’état 
de charge de l’échantillon lors de la mesure et ne sont donc pas appropriées à l’étude de 
l’évolution de la charge dans le temps (sous contrainte thermique, par exemple.). Parmi ces 
techniques, il y a : 
 la mesure du potentiel de surface qui permet de mesurer le courant en surface et 
qui est proportionnel à l’intégration de la distribution de la charge sur l’épaisseur 
d’un diélectrique [24], [25] ; 
 la méthode des courants thermostimulés (CTS) qui permet de mesurer le courant 
de dépolarisation, d’un matériau préalablement polarisé, et de remonter au pic 
de courant de dépiégeage des charges et du réarrangement des dipôles [26]–
[29] ; 
 la méthode miroir ou SEMME (Scanning Electron Microscopy Effect) qui 
permet de remonter à la densité de charge et d’estimer la charge maximale que 
peut stocker un matériau [30]–[33]. 
 
• Techniques locales pour la mesure de la charge d’espace 
Les techniques locales permettent de retrouver une distribution spatiale de la charge 
d’espace du matériau. Leur principe est de modifier l’état initial des charges par une 
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perturbation (thermique ou acoustique) et de mesurer le courant (ou la tension) induit(e) dans 
le circuit fermé (ouvert). La connaissance de la perturbation, en plus de la mesure du courant 
(ou de la tension), permet de retrouver une distribution spatiale de la charge. 
La perturbation peut être thermique, c’est le cas des méthodes : 
 TPM (Thermal Pulse Method) [34]–[39] ; 
 TSM (Thermal Step Method) [40], [41] ; 
 LIMM (Laser Intensity Modulation Method) [42]–[44] ; 
 FLIMM (Focused Laser Intensity Modulation Method) [45]–[50]. 
La perturbation peut aussi être acoustique ou électrique : 
 LIPP (Laser Induced Pressure Pulse) [39], [43], [51]–[53] ; 
 PIPWP (Piezoelectrically Induced Pressure Wave Propagation) [54]–[58] ; 
 PEA (Pulsed Electro-Acoustic) [59]–[65]. 
Les techniques thermiques ont globalement une résolution spatiale proche de la surface 
plus fine que celle des techniques acoustiques. Néanmoins, la diffusivité de la chaleur dégrade 
cette résolution avec la profondeur, ce qui n’est pas le cas des méthodes acoustiques qui sont 
donc plus adaptées pour la mesure de charges situées dans le volume d’échantillon relativement 
épais. De plus, le temps d’acquisition d’un profil de charges est généralement plus long pour 
les méthodes thermiques. D’autre part, l’utilisation de méthodes thermiques est compliquée 
pour l’étude de diélectriques spatiaux en condition d’irradiation in situ car l’absence de 
convection dans le vide annihile l’utilisation de source chaude convective. Une source par 
rayonnement thermique comme le laser de la FLIMM est envisageable, cependant ce dernier 
pourrait induire un courant de photoémission sur la surface du diélectrique aux alentours de 
certaines longueurs d’onde. En définitive, les techniques acoustiques semblent donc plus 
adaptées pour l’étude de diélectriques spatiaux et c’est pourquoi la PEA est utilisée par le CNES 
depuis plusieurs années [65]–[68]. Le paragraphe suivant introduit succinctement son principe 
et l’utilisation qui en est faite. 
A noter qu’il existe également une méthode optique afin de mesurer la distribution de 
charge dans un diélectrique [69]. Néanmoins, sa mise en œuvre expérimentale est plus 
complexe que celle des méthodes précédentes et son utilisation est moindre. Effectivement, il 
faut viser un matériau diélectrique avec un laser et pouvoir récupérer, via un système de 
réflexion, la composante qui a traversé l’échantillon. La différence de phase entre la 
composante initiale et la composante réfléchie du laser permet de retrouver le profil de charges 
du matériau. En effet, la présence de charges induit un champ électrique qui modifie l’indice 
de réfraction du milieu, soit par l’effet de Pockels [70] généralement pour les matériaux 
cristallins, ou par l’effet de Kerr [71], [72] généralement pour les liquides. 
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I.1.3.3 La méthode PEA 
En 1987, Takada [59] a développé la technique de mesure de charge d’espace PEA pour 
pallier la non-résolution spatiale en profondeur des techniques sans résolution spatiale. Une 
impulsion de tension est appliquée à un échantillon chargé afin de créer une onde acoustique 
qui se propage de l’échantillon jusqu’à un capteur piézoélectrique qui la convertit en un signal 
de tension représentatif de la densité de charge (cf. Figure I.7). Le pic de tension le moins 
atténué correspond au plan de charges capacitives proche de l’électrode de masse alors que le 
plus atténué provient de celui proche de l’électrode Haute-Tension (HT). Le principal avantage 
de la PEA par rapport à la PIPWP est que le circuit électrique d’acquisition (amplificateur + 
oscilloscope) est déconnecté des électrodes, de telle manière à pouvoir investiguer l’évolution 
de la charge d’espace sous des contraintes de champ de polarisation importantes, sans risquer 
d’endommager l’amplificateur [73]. A noter que par la suite on appellera « banc de mesure 
PEA » l’ensemble : générateurs, échantillon étudié et cellule (tête d’excitation, électrodes, 
capteur et amplificateur). La Figure I.7 schématise la technique de mesure PEA. 
 
Figure I.7. Schéma de la technique de mesure PEA 
La résolution spatiale de cette méthode dépend principalement de la durée de 
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l’amplificateur et du traitement du signal employé. Cette résolution permet typiquement l’étude 
de diélectrique d’épaisseur supérieure à la centaine de microns. 
Au fil du temps, la méthode PEA a été adaptée à plusieurs configurations 
expérimentales : 
• les systèmes PEA 2D et PEA 3D qui permettent de cartographier la distribution 
de charges d’un échantillon [74]–[78]. Les premiers systèmes sont inspirés de la 
méthode PIPWP 3D et consistent à balayer un échantillon en surface avec un 
capteur piézoélectrique contrôlé par une table XY [79], [80]. Une lentille 
acoustique est positionnée entre le capteur et l’échantillon pour détecter 
uniquement les ondes acoustiques qui proviennent du faisceau focalisé. De cette 
manière, la résolution latérale (XY) est affinée sans réduire le diamètre du 
capteur piézoélectrique. Le système lentille + capteur est enfermé dans une boîte 
blindée remplie de mercure afin d’assurer une bonne propagation de l’onde 
acoustique tout en évitant les réflexions [74]. L’inconvénient de ces premiers 
dispositifs est le temps de mesure nécessaire pour scanner l’intégralité de la 
surface de l’échantillon. Il faut compter 200 secondes pour une surface de 5 
millimètres carrés avec un pas de 0.5 millimètre suivant X et Y. Par la suite, de 
nouveaux systèmes PEA 3D ont été développés afin de notamment réduire le 
temps d’acquisition [75], [81]. Ils consistent à utiliser une cellule PEA classique 
pour laquelle le capteur piézoélectrique est remplacé par une matrice (XY) de 
capteurs piézoélectriques, chacun ayant son propre amplificateur. Le temps 
d’acquisition est d’environ 1 seconde ; 
• la PEA avec tête « sans contact » qui est basée sur le principe de la « strip-line » 
[82]–[85] et qui permet l’étude temporelle de la distribution de charges pendant, 
et après, l’irradiation. Pour cela, l’électrode HT est positionnée à environ un 
millimètre au-dessus de la surface flottante de l’échantillon qui peut être irradié 
de la même manière qu’un élément diélectrique externe d’un satellite. La 
résolution spatiale de cette méthode est la même que celle de la PEA classique ; 
• la PEA dans ses configurations géométriques pour l’étude de la charge d’espace 
de câbles HT [63], [79], [86]–[90]. Les configurations sont classées selon la 
forme de l’électrode de détection (plate ou incurvée) et selon le mode 
d’application de l’impulsion électrique (par l’intermédiaire du conducteur 
central, de la cellule PEA, ou du semi-conducteur externe) ; 
• la PEA 3H (« High voltage, High repetition, High spatial resolution ») pour 
mesurer une distribution de charges sous une tension de 60 kV , sans moyennage 
et toutes les 10 sµ  à l’aide d’un générateur d’impulsion à 100 kHz  [91] ; 
• une PEA supportant une gamme de température allant de 196 C− °  à 150 C+ °  
[92], [93] ; 
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• une PEA portable qui a la particularité de fournir une impulsion électrique d’une 
forme proche de l’inverse de la réponse impulsionnelle du système [94]. De cette 
manière, la tension lue en sortie de la PEA peut être interprétée comme étant 
directement la distribution de charges. 
La motivation de cette thèse est de pouvoir développer une méthode PEA à géométrie 
plane qui permette d’estimer la charge d’un échantillon diélectrique dans les cas de figure 
suivants : 
• pour l’étude d’échantillons qui atténuent et dispersent les ondes acoustiques, 
représentatifs des matériaux utilisés dans les couvertures thermiques des 
satellites [95] ; 
• pour l’étude d’échantillons par la PEA avec tête « sans contact » [96], ce qui est 
représentatif de mesures en environnement spatial ; 
• pour l’étude d’échantillons multicouche, ce qui est représentatif d’un panneau 
solaire semi-conducteur (couche de silicium ou de germanium dopé) recouvert 
du coverglass (couche de silice et de cérium) [97]. Les couvertures thermiques 
sont également constituées de différentes couches (kapton et mylar) [95] ; 
• pour l’étude d’échantillons relativement fins (environ 50 mµ< ), représentatifs 
de l’épaisseur d’une couche de couverture thermique [95]. 
La méthode qui permettra de traiter les cas ci-dessus sera développée à partir de modèles 
et de traitements du signal existants de la PEA et pour lesquelles des états de l’art seront exposés 
dans les deux parties suivantes. 
I.2 Etat de l’art de l’évolution de la modélisation de la 
 PEA 
Dans les années 90, et à la suite du développement de la première PEA par Takada et 
son groupe de recherche [59], plusieurs scientifiques se sont appliqués à détailler cette nouvelle 
technique de mesure au travers de modèles analytiques qui traduisent les phénomènes 
physiques qui y sont en jeu [61], [63], [64], [98]. Ces modèles permettent de mieux illustrer et 
de mieux comprendre le rôle des différents composants du banc de mesure PEA afin de 
préconiser la meilleure configuration expérimentale, pour un type de mesure souhaité. A partir 
de 2010, 10 ans après les dernières analyses notables de la PEA, des simulations de ces modèles 
analytiques ont été réalisées avec la méthode des éléments finis sur le logiciel COMSOL® [99], 
[65], [66], [100]. Quelques années plus tard, en 2014, d’autres simulations ont été réalisées à 
l’aide de modèles électriques équivalents réalisés sur le logiciel d’électronique PSpice [67], 
[68], [101], [102], ou sur le logiciel MATLAB® en 2018 [103]. L’objectif principal étant de 
pouvoir simuler, en s’affranchissant des contraintes expérimentales, l’impact des différents 
éléments du banc de mesure PEA sur le signal de sortie dans le but d’améliorer la qualité de la 
charge retrouvée après traitement du signal. 
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I.2.1 Modélisation analytique 
La PEA a principalement été analysée afin d’établir un modèle de l’onde élastique 
générée par l’application d’une impulsion électrique sur un matériau diélectrique chargé. 
D’autres études ont porté sur la propagation de cette onde élastique au travers du banc de mesure 
PEA dans le but d’obtenir une expression fiable de la pression qui arrive sur la face avant du 
détecteur. Finalement, Bernstein réalisa un modèle analytique du détecteur piézoélectrique de 
la PEA. 
I.2.1.1 Génération de l’onde acoustique 
Le principe de la PEA repose sur la perturbation de l’équilibre entre les forces 
électrostatiques et les forces élastiques du matériau à étudier. L’application d’une impulsion 
électrique rompt cet équilibre et cause la création de forces élastiques supplémentaires qui 
induisent une onde élastique. 
I.2.1.1.1 Densité de force électrostatique 
Lors du déploiement de la méthode en 1987, Takada [59] et Maeno [60] considéraient 
deux termes dans l’expression de la densité de force électrostatique au sein d’un matériau. Le 
premier est la force volumique de Coulomb due à la présence d’une charge volumique ρ  et 
d’un champ électrique E  à la position de cette charge. Le second terme est causé par les dipôles 
Eε  induits par le champ électrique et la variation de la constante diélectrique ε . En 1991, 
Bernstein [61], [104] a introduit dans son analyse un terme directement corrélé à la structure du 
matériau. En effet, des domaines diélectriques répartis aléatoirement à l’intérieur d’un matériau 
déforment ce dernier sous l’action d’un champ électrique. Il s’agit de l’électrostriction 
caractérisé par le coefficient α , et qui varie avec le carré du champ électrique. Au début des 
années 2000, Holé [57], [63] a inclu le cas des matériaux possédant des dipôles permanents π  
tels que les diélectriques ferroélectriques. Finalement, en 2005 Lewiner [64] introduira un 
dernier terme également lié à la structure du matériau qui est la piézoélectricité inverse. Il est 
défini à partir du coefficient piézoélectrique e . D’ordinaire, cet effet génère une onde 
acoustique plus importante que celle due à l’effet d’électrostriction. 
La densité de force électrostatique totale d’un matériau diélectrique possédant des 
charges, une constante diélectrique non-uniforme, des dipôles, un coefficient d’électrostriction 
non nul et un coefficient de piézoélectricité non nul, est 
 
( ) ( )221 1
2 2
E eEEf E E
x x x x
αερ π
∂ ∂∂ ∂
= − − + −
∂ ∂ ∂ ∂
 (1.1) 
Cette densité est donc passée de deux à cinq termes au fil des recherches. Lorsque le 
champ électrique E  est temporellement constant, alors la densité de force électrostatique est à 
l’équilibre avec la densité de force élastique qu’elle engendre et aucune perturbation acoustique 
est générée. 
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I.2.1.1.2 Densité de force électrostatique pulsée 
L’application d’une impulsion électrique au matériau diélectrique modifie le champ 
électrique de E  à E Eδ+ . Cette modification va changer la force électrostatique de f  à 
f fδ+ , où la partie dynamique fδ  vaut [64] 
 ( ) ( ) ( )
2
2
.. .1 1. .
2 2
EE E e EEf E E E E
x x x x x x
α δα δ δε ε δδ ρ δ δ δ π
∂∂ ∂∂ ∂ ∂
= − − − − + −
∂ ∂ ∂ ∂ ∂ ∂
 (1.2) 
La variation de la densité de force électrostatique fδ  est la source de l’onde élastique 
générée dans l’échantillon. Holé [63] exprime cette densité de force comme étant la divergence 
de la partie dynamique du tenseur de Maxwell Mδ  afin de simplifier les calculs aux interfaces, 
et les discontinuités. Cette écriture permet également de regrouper tous les termes dans la 
dérivée spatiale 
 [ ]
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δ
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 (1.3) 
Avec la condition que l’impulsion électrique Eδ  soit suffisamment faible ou 
suffisamment rapide pour supposer que les distributions de charges ρ , et de dipôles π , ne 










L’équation (1.3) est composée de termes qui dépendent de l’impulsion du champ 
électrique induite par l’impulsion de tension, et de termes qui dépendent du carrée de cette 
impulsion du champ. Cette écriture permet de pouvoir facilement s’affranchir des termes qui 
dépendent du carré de l’impulsion avec des techniques expérimentales afin d’avoir une lecture 
plus directe de fδ  en fonction de Eδ . Par exemple, pour supprimer le terme du second ordre, 
Holé [57] soustrait une mesure réalisée à partir d’une impulsion positive à une mesure issue 
d’une impulsion négative. Une autre méthode pour supprimer le terme du second ordre et de 
d’abord le déterminer en réalisant une mesure avec échantillon exempt de charge, et puis de le 
soustraire à la mesure avec cet échantillon chargé. Enfin, pour un échantillon non-polaire et non 
piézoélectrique ( 0eπ = = ), le terme du second ordre est négligeable sans aucune manipulation 
si le champ E  est suffisamment fort. Ce cas de figure est possible lorsqu’un échantillon est 
polarisé à une tension d’amplitude en valeur absolue très supérieure à la moitié de celle de la 
tension de l’impulsion, 2DC
VV δ>> . 
Pour la suite de cette thèse, seule la force volumique de Coulomb sera considérée 
(premier terme de l’équations (1.1)) et engendrera une onde élastique (premier terme de 
l’équation (1.2)). Ce choix est validé sous l’hypothèse que pour nos matériaux étudiés, les 
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forces volumiques générées par l’électrostriction, par la polarité et par la piézoélectricité sont 
négligeables par rapport à celle de Coulomb. 
I.2.1.2 Propagation de l’onde acoustique jusqu’au capteur 
 piézoélectrique 
La Figure I.8 illustre la densité de charge d’un échantillon caractérisé par la méthode 
PEA. Cette figure sert de base afin d’expliquer l’évolution de la modélisation de la pression 
exercée sur le détecteur piézoélectrique à partir de la densité de charge présente dans 
l’échantillon. 
 
Figure I.8. Illustration de la densité de charge d’un échantillon et de la pression induite sur le 
détecteur 
En 1987, Takada [59] modélise la pression ( ),p x t  exercée au détecteur comme étant 
directement proportionnelle à l’impulsion du champ électrique qui l’a induite 
 ( ) ( ) ( ) ( ) ( ),
e
V t
p x t x E t x x x
l
δ
ρ δ δ ρ δ= − =  (1.5) 
Cette écriture impose que la densité de charge suit obligatoirement une distribution de 
Dirac, c’est-à-dire qu’elle est caractéristique d’une couche de charge infiniment petite ( )x xρ δ
. Cette définition ne permet donc pas de mesurer une distribution volumique de la densité de 
charge mais permet cependant de retrouver la quantité de charges globale ainsi que la 
localisation approximative d’un plan de charges. Takada [59] s’astreint à cette contrainte en 
étudiant uniquement des plans de charges capacitives générés aux électrodes. Néanmoins, les 
différentes réflexions générées aux interfaces électrodes/échantillons ne sont pas directement 
prises en compte dans l’analyse de la pression mais seront approximées lors de la mesure de la 
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Un an plus tard, Maeno [60] modélise la pression exercée sur la face avant du détecteur 
par le produit de convolution entre la densité de charge volumique et l’impulsion du champ 
électrique. En effet, il considère que la pression exercée sur une couche de charges ( )x xρ δ  est 
une onde plane progressive qui se propage vers le piézoélectrique avec un retard m
e m
lx
v v+  
 ( )1Δ ,  m m
m e e m e
l lx xp x t x V t x
v v l v v
ρ δ δ
   
− − = − −   
   
 (1.6) 
Les paramètres ev  et mv  sont les vitesses du son respectivement dans l’échantillon, et 
dans l’électrode de masse. Le paramètre ml  est la longueur de cette électrode. La pression totale 
appliquée sur le capteur est la somme de celles exercées sur chaque couche de charges ( )  x xρ δ  
 ( ) ( )1 m
e m e






= − − 
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∫  (1.7) 
Un changement de variable permet de fixer le retard dans l’échantillon en fonction de 
la position du plan de charge 
e
x
vτ = . Cette réécriture permet de définir la pression au niveau 
du détecteur proportionnellement au produit de convolution temporelle entre la distribution de 
la densité de charge ( ) ( )er vτ ρ τ=  et l’impulsion 
 ( ) ( ) de m
me
v lp t r V t
vl




= − − 
 
∫  (1.8) 
Cette expression de la pression permet de définir une distribution volumique de la 
densité de charge. Cependant, Maeno [60] ne modélise pas les réflexions de l’onde de pression 
aux différentes interfaces. Comme Takada, [59] une partie de ces réflexions sera prise en 
compte lors de la mesure de la réponse impulsionnelle du détecteur. En l’occurrence, Maeno 
[60] ne considère que les réflexions à l’interface entre l’échantillon et l’électrode de masse et à 
l’interface entre l’électrode de masse et le piézoélectrique. Les réflexions provenant de 
l’électrode HT ne sont donc pas modélisées ou intégrées dans la fonction de transfert du capteur. 
En 1991, Bernstein [61] introduira l’influence des réflexions de l’onde de pression aux 
différentes interfaces. Trois années plus tard, Li [98] reformule cette incidence en distinguant 
trois pressions exercées au niveau du détecteur 1p , 2p  et 3p , qui proviennent respectivement 
des plans de charges 1σ  à l’interface de l’électrode de masse, 2σ  à l’interface de l’électrode 
HT et ( )x xρ δ  au sein de l’échantillon. La Figure I.9 montre les principales réflexions et 
transmissions des ondes de pression au sein de l’échantillon. 
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Figure I.9. Représentation des principales réflexions et transmissions des ondes de pression 
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1 2G →  et 1 2T →  sont les coefficients de génération et de transmission en amplitude de 
l’onde acoustique qui se propage d’un milieu 1 vers un milieu 2  (cf. II.2.3.2.4). Dans l’équation 
(1.11), le coefficient e eG →  vaut 12  et donc uniquement la moitié de l’onde générée par le plan 
de charges au sein de l’échantillon se dirige vers le piézoélectrique. L’autre moitié se dirige 
dans le sens contraire. L’équation (1.8) peut donc être reformulée en prenant en compte les 
réflexions, sous l’hypothèse que la pression est induite par de la densité de charge suffisamment 
éloignée des électrodes 
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v induit juste un retard et ne change pas la fonction de pression. Il pourra 
être retiré par la suite. 
En 2000, Holé [63] retrouvera les résultats de Bernstein [61], et de Li [98], en passant 
par la fonction de Green qui donne la pression sur la face avant du détecteur à partir d’une 
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En 1994, Li [105] a également étendu l’analyse de la propagation de l’onde élastique 
pour des milieux qui atténuent et dispersent. Elle introduit une nouvelle fonction de transfert de 
l’échantillon ( ) ( ), ,x t g x t→′ ′  qui est convoluée à la pression au niveau du piézoélectrique 
 ( ) ( ) ( ) ( )d d
2
e m m d e
e
T T vp t r V t g t
l





′ ′= − − 
 
∫ ∫  (1.13) 
Avec ( ) ( ),g x t g t t= ′ −′  la fonction de transfert de l’échantillon associée à la position. 
La Figure I.10 représente cette fonction de transfert. 
 
Figure I.10. Représentation de la fonction de transfert d’un échantillon d’un milieu qui atténue et 
disperse les ondes acoustiques 
Le produit de convolution étant associatif et commutatif, Li [105] va reformuler 
l’équation (1.13) 
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Pour un vecteur de pression échantillonné par N points, et un vecteur de distribution de 
charges échantillonné par M points, alors il est possible de définir une matrice de transfert de 
la pression générée pH , de sorte que [88], [90] 
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Cette approche sera reprise dans le chapitre 3 pour définir la fonction de transfert d’un 
système PEA qui atténue et disperse les ondes acoustiques. 
L’analyse de la génération et de la propagation de l’onde de pression au sein du banc de 
mesure PEA a permis d’établir des relations analytiques à partir de la densité de charge du 
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acoustique a progressivement été décrite pour des milieux qui réfléchissent, atténuent et 
dispersent afin d’avoir une expression de la pression exercée au niveau du capteur 
piézoélectrique plus exacte. 
I.2.1.3 Réponse du capteur piézoélectrique 
A la création de la PEA, Takada [59] estimait la réponse du capteur par un simple 
coefficient constant égal au rapport de la moyenne des valeurs absolues des champs appliqués 
entres les différentes électrodes à la moyenne des valeurs absolues des pics de tension mesurés. 
De cette manière, le rapport de transformation tension/pression du piézoélectrique et l’effet des 
réflexions aux interfaces électrodes/échantillon étaient approximativement estimés. 
Peu après, Maeno [60] s’affranchit de la modélisation du capteur à l’aide d’une étape de 
calibration. Cette phase consiste à établir la réponse impulsionnelle entre le signal de tension 
mesuré et un plan de charges capacitives connu à l’interface entre l’électrode de masse et 
l’échantillon. De cette manière, la réponse du piézoélectrique est caractérisée et il n’est pas 
nécessaire de la décrire mathématiquement (cf. I.3.1). Néanmoins Bernstein [61], [104] a 
développé un modèle analytique du capteur dans le but de pouvoir choisir le meilleur couplage 
à l’amplificateur afin que la tension de sortie de la PEA soit directement proportionnelle à la 
pression appliquée sur le piézoélectrique. 
Berstein [61] modélise le système capteur plus amplificateur par un circuit passe haut 
CR illustré sur la Figure I.11. Le paramètre dV  est la tension générée par le piézoélectrique et 
le paramètre 0C  est sa capacité bloquée. La paramètre aV  est la tension aux bornes de la 
résistance d’entrée aR  de l’amplificateur. 
 
Figure I.11. Circuit représentatif du couplage électrique entre le détecteur et l’amplificateur 
Berstein [61] détermine ce couplage pour trois cas de figure qui dépendent de 
l’adaptation d’impédance acoustique du piézoélectrique avec l’électrode de masse (sur sa face 
avant) et avec l’absorbeur (sur sa face arrière). Le premier cas est lorsque que le cristal 
piézoélectrique est adapté de part et d’autre de ses faces. Le second lorsque le cristal est adapté 
à l’électrode de masse mais laissé libre sur l’autre face, c’est-à-dire que l’onde va totalement 
s’y réfléchir. La dernière configuration est lorsque les deux faces du cristal sont désadaptées, 
l’onde de pression va osciller dans le détecteur à la fréquence de résonance de ce dernier. Le 
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l’électrode de masse et totalement adapté à l’absorbeur. Ce cas est similaire au premier de 
Bernstein car l’onde ne va traverser le détecteur qu’une seule fois sans se réfléchir. 
Dans cette configuration, Berstein [61] prouve que la tension de sortie de la PEA est 
proportionnelle à la pression appliquée sur le capteur pour deux configurations : 
• le capteur est suffisamment mince et la résistance d’entrée de l’amplificateur 
suffisamment élevée ; 
• le capteur est suffisamment épais et se comporte comme un intégrateur tandis que la 
résistance d’entrée de l’amplificateur est suffisamment faible afin de dériver la tension 
du capteur au travers du circuit CR. 
La modélisation analytique de la génération et de la propagation de l’onde acoustique, 
ainsi que la modélisation de la réponse du capteur piézoélectrique couplé à l’amplificateur, 
serviront de base à la création de modèles électriques réalisés avec les logiciels PSpice et 
MATLAB®. 
I.2.2 Modélisation électrique 
Les premières simulations des équations analytiques de la PEA décrites dans la partie 
précédente ont pu être réalisées par Holé [106], sur la base des travaux de Griseri, à l’université 
de Leicester en (UK) en 2002 et à l’aide de la méthode des éléments finis (MEF) dans le but 
d’étudier des échantillons à champs divergent. Plus récemment, à l’université de Leicester, les 
travaux de Mulla [107] ont permis de réaliser des simulations à l’aide de la méthode des 
différence finis pour mettre en évidence l’impact de facteur tels que D’autres travaux ont utilisés 
la MEF sur le logiciel COMSOL® [99], [66], [65], [100]. La motivation première étant de 
pouvoir observer rapidement l’impact des éléments du banc de mesure PEA sur le signal de 
sortie ainsi que sur le traitement du signal qui permet de retrouver la charge. Arnaout [99], [66], 
[65] et Hou [100] préconiseront ainsi l’utilisation d’un capteur piézoélectrique le plus fin 
possible, d’une impulsion de forme gaussienne et non carrée, et d’éléments de la cellule 
d’impédances adaptées afin d’annihiler toute réflexion dans le signal de mesure. Un autre intérêt 
de l’utilisation de MEF est de pouvoir observer l’onde de pression en tout point du maillage 
établi et donc en tout point de l’espace, dans les différents milieux. Néanmoins, la réponse 
fréquentielle du capteur couplé à l’amplificateur est soit non-modélisée, soit identifiée par une 
calibration, ou bien encore modélisée par un filtre passe-haut qui ne prend pas en compte 
l’impact des pertes diélectriques du piézoélectrique. C’est principalement dans le but de pouvoir 
utiliser des modèles du capteur piézoélectrique plus complets, et qui offrent donc plus de 
flexibilité sur le réglage de ses caractéristiques (pertes diélectriques, capacité bloqué, couplage, 
etc.), que des modèles de la PEA ont été développés sous le logiciel de modélisation électrique 
PSpice [67], [68], [101]–[103], [108]. Parmi ces modèles, celui de Galloy [67] a été réalisée 
lors de sa thèse au laboratoire Laplace en 2014 et doit servir de base pour en développer un 
nouveau. 
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I.2.2.1 Modélisation de la propagation de l’onde acoustique 
La propagation en géométrie plane de l’onde de pression (ou de vitesse) établie dans la 
partie I.2.1 est régie par la même équation différentielle que la propagation de l’onde de tension 
(ou de courant) d’une ligne de transmission. La Figure I.12 schématise une portion dx  d’une 
ligne de transmission électrique. 
 
Figure I.12. Portion dx  d’une ligne de transmission électrique 
Pour des pertes suffisamment faibles, une analogie est établie entre l’impédance et les 
pertes d’un milieu acoustique, et celles d’une ligne de transmission [109], [110]. De cette 
manière il est possible de définir une ligne de transmission équivalente à un milieu acoustique 
donné 






=  (1.17) 







=  (1.19) 
Le paramètre L  est l’inductance linéique qui est équivalente à la masse linéique du 
milieu acoustique. Cette masse linéique dépend de la densité ρ  et de la surface S . La capacité 
linéique C  correspond à l’élasticité du milieu qui est déterminée par la masse linéique et la 
célérité du son .acc  La résistance linéique R  est proportionnelle aux pertes visqueuses qui se 
déterminent par le coefficient d’atténuation vα  tandis que la conductance linéique G  
correspond aux pertes thermiques qui se déterminent par le coefficient d’atténuation thα . A 
noter que cette analogie concerne le cas d’une transmission guidée de l’onde mécanique qui 
n’est valable que lorsque les dimensions latérales du milieu sont plus petites, ou du même ordre 
de grandeur, que la longueur d’onde. Dans ce cas, il faut tenir compte de la section de chaque 
milieu dans l’expression des différentes lignes de transmission équivalentes. Or lors de la 
mesure PEA, l’onde acoustique a une transmission libre et non-guidée car les dimensions 
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conviendra de ne considérer que la plus petite surface entre l’électrode HT et le capteur sur 
laquelle générées ou mesurées les ondes. 
Les équations (1.17) à (1.19) sont caractéristiques d’un milieu de propagation qui 
atténue mais ne disperse pas les ondes car il n’y a aucune dépendance en fréquence de la célérité 
du son. Par exemple, Galloy [68] (pour tous les milieux de propagation) et Chahal [102] (pour 
le capteur) définissent le coefficient d’atténuation de pertes visqueuses vα  en fonction d’un 
angle de perte mécanique mδ , et de la fréquence, en se basant sur les travaux d’Ohigashi [111] 
et de Dahiya [112]. Néanmoins, aucune dépendance en fréquence n’est modélisée pour la 
célérité du son acc  car la ligne de transmission à pertes standard du logiciel PSpice ne permet 
pas de définir une capacité en fonction de la fréquence (cf. équation (1.17)). C’est une limite 
des modèles PSpice actuels car un matériau qui atténue en fonction de la fréquence, mais qui 
ne disperse pas, ne respecte donc pas sa causalité [113]. 
Imburgia [108] prend en compte le cas d’un échantillon multicouche dans son modèle 
MATLAB®. Il confirme ainsi les résultats expérimentaux obtenus par De Araujo Andrade 
[114] trois ans plus tôt, en 2015, sur l’importance de l’épaisseur de l’absorbeur à adopter pour 
éviter toute réflexion. Néanmoins, l’implémentation de matériaux multicouche n’a pas encore 
été prise en compte dans les modèles PSpice. 
L’analogie acoustique-électrique permet également de définir une force acoustique par 
une tension électrique équivalente. De cette manière, les différents modèles électriques cités 
précédemment modélisent les forces de pression exercées sur les charges (cf. I.2.1.2) par des 
sources de tension. 
I.2.2.2 Modélisation de la réponse du capteur piézoélectrique 
Les modélisations d’un transducteur piézoélectrique sous PSpice sont multiples. Un des 
premiers modèles fut celui de Mason [115]. Ce modèle ne considère que la transformation 
électroacoustique du capteur et non la propagation de l’onde acoustique. Par la suite, les 
modèles équivalents de Redwood [116], KLM [117], et de Leach [118] ont pris en compte la 
propagation de l’onde par le biais de la ligne de transmission équivalente vue précédemment 
(cf. I.2.2.2). 
Dans le cadre de la modélisation PEA, Chahal [101], et Imburgia [108], ont utilisé le 
modèle piézoélectrique de Leach [118]. Plus tard, et en se basant sur les travaux de Dahiya 
[112], Chahal [102] prendra en compte les pertes diélectriques en fonction de l’angle de pertes 
diélectriques dδ  et de la fréquence. De son côté, Galloy [67] utilise le modèle de Redwood 
[116] en y ajoutant des pertes diélectriques constantes, pour une fréquence donnée, faute de 
pouvoir implémenter leur dépendance fréquentielle dans PSpice. 
Les modèles PSpice et MATLAB® de la PEA ont permis d’étudier l’impact de certains 
éléments du banc de mesure sur le signal de sortie. Par exemple, de faibles pertes diélectriques 
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du capteur [67], ou le retrait de l’amplificateur du circuit [102], permet d’avoir une 
proportionnalité entre la pression à l’entrée du piézoélectrique et sa tension en sortie (cf. 
I.2.2.2). Une étude complète des réflexions présentes dans le signal de sortie en fonction des 
éléments acoustiques utilisés dans la cellule a également été réalisée [103]. En définitive, ces 
différentes observations permettent d’améliorer les éléments matériels du banc de mesure PEA 
pour obtenir la tension de sortie qui permettra de retrouver la densité de charge la plus pertinente 
avec les traitements du signal actuels. 
I.3 Etat de l’art de l’évolution du traitement du signal 
 de la PEA 
La partie précédente a introduit des modèles de la PEA qui ont permis entre autres de 
mieux comprendre le signal de mesure, mais également de voir l’influence de certains 
paramètres (épaisseur du capteur, forme de l’impulsion, impédances des milieux acoustiques) 
sur le traitement du signal de la PEA. 
Actuellement, la densité de charge d’un échantillon est retrouvée avec des traitements 
du signal qui comportent une étape de calibration expérimentale pour déterminer une fonction 
de transfert de la PEA. En effet, il est nécessaire d’appliquer un traitement car la modélisation 
analytique a montré que la réponse de la PEA n’est pas directement proportionnelle à la charge 
de l’échantillon, à cause notamment de l’influence de l’impulsion et du capteur piézoélectrique 
couplé à l’amplificateur. Pour ces raisons, la PEA a été traitée comme un système linéaire et 
invariant dans le temps (SLIT), dans les domaines temporel ou fréquentiel, afin d’être 
caractérisée uniquement à partir de la réponse impulsionnelle déterminée à partir d’un signal 
de calibration. Finalement, une étape de déconvolution du signal de mesure, à l’aide de la 
fonction de transfert, est nécessaire pour retrouver le profil de charge dans l’échantillon. La 
partie suivante présente le principe, l’évolution et les limites de deux traitements du signal 
souvent employés [60], [66]. 
I.3.1 Traitement du signal basé sur les travaux de Maeno 
I.3.1.1 Principe 
Lors de l’introduction de la PEA, aucune étape de déconvolution n’était appliquée au 
signal de mesure. En effet, Takada [59] considérait le signal de tension, mesuré lors de la 
polarisation d’un échantillon, comme étant directement proportionnel aux plans de charges 
capacitives aux électrodes. L’unique traitement du signal consistait à estimer le coefficient de 
transformation tension/pression du capteur piézoélectrique, tout en approximant l’effet des 
réflexions aux interfaces électrodes/échantillon sur l’onde de pression. 
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Un an après, Maeno [60] introduit un traitement du signal qui permet de retrouver une 
distribution volumique de la charge au sein de l’échantillon. Il considère le système PEA 
constitué par les deux fonctions de transferts illustrées sur la Figure I.13. 
 
Figure I.13. Schéma blocs fréquentiel de la PEA 
Le paramètre pH  est la fonction de génération et de propagation de l’onde de pression 
P  au sein de l’échantillon, à partir d’une densité de charge d’entrée R . Cette fonction est 
déterminée théoriquement par un modèle analytique (cf. équation (1.8)). La deuxième fonction 
,d aH  traduit le couplage entre le capteur et l’amplificateur. Cette fonction est mesurée à partir 
du signal de calibration ,c mV  obtenue en polarisant un échantillon initialement exempt de 
charge. Ce signal ,c mV  correspond au seul pic de tension dû au plan de charges capacitives 1σ  
à l’interface entre l’échantillon et l’électrode de masse. Finalement la densité de charge ρ  de 
l’échantillon chargé est déconvoluée à partir du signal de mesure PEAV  et de la fonction de 
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Avec ev  la vitesse du son dans l’échantillon. Une division spectrale entre le signal de 
mesure et le signal de calibration est nécessaire avant d’appliquer la transformation de Fourier 
rapide inverse ( 1FFT − ). Cette division spectrale a un double inconvénient, d’une part des 
divisions par des valeurs nulles, et d’autre part un comportement de type filtre passe-haut qui 
va donc amplifier les bruits présents dans les hautes fréquences. Pour éviter des valeurs nulles 
au dénominateur, Jeroense [119], en 1997, préconise l’utilisation d’un filtre de Wiener afin de 
rehausser le module du signal de calibration. Puis, pour éviter l’amplification du bruit de mesure 
induit par le filtre passe-haut, un filtre gaussien est appliqué. La Figure I.14 représente le 
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Figure I.14. Synoptique du traitement du signal de Maeno 
I.3.1.2 Limites 
Le traitement du signal proposé par Maeno [60] présente des limites analytiques. En 
effet la fonction de transfert qui est mesurée est celle du couplage entre le détecteur et 
l’amplificateur, et non celle de la PEA dans son intégralité. Pour pouvoir se ramener à la charge 
présente dans l’échantillon qui engendre la pression en entrée du capteur, il faut utiliser un 
modèle analytique de la génération et de la propagation de cette pression. Ce modèle est basé 
sur les hypothèses suivantes : 
• échantillon étudié non-polaire ; 
• échantillon étudié non-piézoélectrique ; 
• échantillon étudié qui n’atténue pas et qui ne disperse pas les ondes acoustiques. 
De plus, le modèle de génération/propagation de la pression, choisi lors de la calibration, 
ne prend pas en compte les réflexions au niveau de l’électrode Haute-Tension, ni les possibles 
réflexions présentes dans un échantillon multicouche. Ce choix entraîne les hypothèses 
suivantes : 
• adaptation d’impédance entre l’électrode HT et l’échantillon ; 
• adaptation d’impédance entre les différentes couches si il s’agit d’un échantillon 
multicouche. 
Il y a également des limites liées à l’expérimentateur qui doit pouvoir extraire le signal 
de calibration ,c mV  du signal de mesure PEAV  en isolant le pic de tension correspondant au plan 
de charges capacitives à l’électrode de masse (cf. Figure I.14). Cette action occasionne 
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• échantillon étudié suffisamment épais pour qu’il y ait un retour à zéro entre les 
pics de tensions représentatifs des plans de charges capacitives aux électrodes. 
De plus, l’utilisateur doit ajuster le réglage de filtre de Wiener du filtre gaussien sans 
critères prédéfinis. La résolution spatiale varie donc d’une expérience à une autre, selon 
l’expérimentateur. Griseri [96] étudia le réglage du filtre gaussien afin d’établir un compromis 
entre le filtrage du bruit de mesure (hautes fréquences) et la résolution spatiale pour les charges 
se trouvant à quelques microns sous la surface d’un échantillon irradié. 
I.3.2 Traitement du signal basé sur les travaux d’Arnaout 
I.3.2.1 Principe 
En 2011, Arnaout [66] définit le système PEA temporellement comme le schématise la 
Figure I.15. 
 
Figure I.15. Schéma blocs temporel de la PEA 
Sa démarche consiste à définir la matrice de Toeplitz [120] PEAH  à partir de la réponse 
impulsionnelle PEAh  de la PEA. Cette réponse est obtenue à partir d’un signal de calibration 
,c mV  mesuré sur un échantillon polarisé, et à partir de la charge capacitive correspondante qui 
suit une distribution gaussienne d’amplitude et de largeur définies de manière itérative. Le 
schéma synoptique de la Figure I.16 présente la méthode itérative mise en place afin d’évaluer 
automatiquement l’étalement de la charge hypothèse gaussienne ,htρ . 
  
hPEA(t) VPEA(t)ρ(t)
hPEA(t) * ρ(t) = VPEA(t)
HPEA.ρ(t) = VPEA(t)
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Figure I.16. Synoptique de la méthode itérative de l’étape de calibration de Arnaout 
Une fois la matrice PEAH  déterminée, la charge dans l’échantillon est déconvoluée par 
simple inversion matricielle 
 ( ) ( )1.PEA PEAH tt Vρ −=   (1.21) 
Arnaout [65] a pu calculer le conditionnement de la matrice de transfert PEAH  tout en 
faisant varier des paramètres du banc de mesure PEA grâce à son modèle COMSOL®. Il a pu 
conclure que ce dernier est d’autant plus faible, et donc que la charge retrouvée est d’autant 
moins bruitée : 
• si l’épaisseur du capteur piézoélectrique est d’autant plus petite ; 
• si la forme de l’impulsion est gaussienne et non carrée ; 
• s’il n’y a aucune désadaptation d’impédances entre les milieux acoustiques qui 
engendreraient des réflexions dans le signal à déconvoluer. 
I.3.2.2 Limites et perspectives 
Analytiquement, le traitement du signal de Arnaout [66] est une retranscription 
temporelle de celui de Maeno [60]. Néanmoins, son approche consiste à faire une hypothèse de 
charge de type gaussienne, et non de type Dirac. Cette démarche permet de régler le filtre 
gaussien automatiquement au travers de l’étalement de la charge capacitive hypothèse qui 
permet de déterminer la fonction de transfert de la PEA. En effet, Arnaout [66] réalise un calcul 
itératif, et automatique, qui prend fin lorsque la charge retrouvée à l’aide de la fonction de 
transfert est identique à la charge hypothèse. De cette manière, il vérifie son hypothèse de 
charge et rend le processus de déconvolution indépendant de l’action de l’utilisateur. Ce n’est 
pas le cas pour la méthode de Maeno [60] pour laquelle deux filtres doivent être réglés 
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Pour le reste, les limites analytiques et expérimentales restent les mêmes entre les deux 
méthodes, c’est-à-dire qu’il faut se contraindre aux hypothèses suivantes : 
• échantillon étudié non-polaire ; 
• échantillon étudié non-piézoélectrique ; 
• échantillon étudié qui n’atténue pas et qui ne disperse pas les ondes acoustiques ; 
• adaptation d’impédance entre l’électrode HT et l’échantillon ; 
• adaptation d’impédance entre les différentes couches si il s’agit d’un échantillon 
multicouche ; 
• échantillon étudié suffisamment fin pour qu’il y ait un retour à zéro entre les pics 
de tensions représentatifs des plans de charges capacitives aux électrodes. 
En 1994 et sur la base des travaux de T. Ditchi [121], Li [105] avait présenté une 
méthode qui permet de définir une matrice de transfert qui prend en compte l’atténuation et la 
dispersion de l’onde de pression au travers de l’échantillon (cf. (1.15)). Cette matrice est ensuite 
simplement inversée et multipliée au signal de mesure pour retrouver la densité de charge de 
l’échantillon. En 2010, Vissouvanadin [88]–[90] avait également définit un traitement du signal 
pour les matériaux polymères qui atténuent et dispersent mais pour la PEA à géométrie 
cylindrique. 
I.4 Conclusion 
Le premier apport de ce chapitre a été d’expliquer en quoi l’utilisation de la technique 
de mesure de la charge d’espace PEA est essentielle pour pourvoir assurer la fiabilité et la 
longévité des matériaux diélectriques utilisés sur les satellites. En effet, l’environnement spatial 
est contraignant et peut par exemple endommager les composants diélectriques via des 
phénomènes de décharges électrostatiques. Pour s’en prémunir, il est nécessaire de caractériser 
les propriétés des matériaux diélectriques au sol via des mesures de charges d’espace et 
notamment via la méthode PEA qui semble la plus adéquate aux simulations en environnement 
spatial. Néanmoins, la méthode PEA actuelle ne permet pas d’étudier correctement : 
• des échantillons qui atténuent et dispersent les ondes acoustiques, bien que 
certains modèles analytiques le permettent [105], [122], [123] ; 
• des échantillons caractérisés par la PEA avec tête « sans contact », ainsi que des 
échantillons multicouche, car les réflexions proches des interfaces ne sont ni 
modélisées analytiquement, et ni mesurées lors de l’étape de calibration ; 
• des échantillons trop fins et pour lesquels il est impossible de calibrer la PEA 
car il n’y a pas de retour à zéro entre les pics de tensions représentatifs des plans 
de charges capacitives, lors de l’étape de calibration. Il s’agit en général 
d’échantillons de moins de 50 mµ . 
Le second apport de ce chapitre a été la réalisation d’un état de l’art de l’évolution de la 
modélisation de la PEA. Des modèles analytiques ont d’abord été développés pour comprendre 
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la génération des ondes acoustiques au sein de l’échantillon, la propagation dans les différents 
milieux acoustiques, puis la conversion en ondes électriques en sortie du piézoélectrique [61], 
[63], [64], [98]. Ces modèles analytiques ont ensuite été transposés en modèles numériques 
sous différents logiciels dans le but de pouvoir faire varier les différents éléments qui 
constituent le banc de mesure PEA [99], [66], [67], [101], [100]. Les résultats de simulation ont 
permis de mieux comprendre l’impact des différents éléments du banc sur la forme du signal 
de sortie, et puis sur la forme de la densité de charge déconvoluée de ce signal. Néanmoins, 
aucun de ces modèles numériques de la PEA ne prend en compte l’atténuation et la dispersion 
des ondes acoustiques qui traversent l’échantillon. Ce dernier point est l’objet du second 
chapitre qui développe, à l’aide du logiciel PSpice, un nouveau modèle du banc de mesure PEA 
qui considère ces effets de propagation des ondes acoustiques dans l’échantillon. 
Le troisième et dernier apport a été la mise en œuvre d’un état de l’art de l’évolution du 
traitement du signal de la PEA. Les deux principales méthodes de traitement du signal actuels 
ont été présentées. La première méthode a été introduite un an après la création de la PEA par 
Maeno [60]. C’est une méthode fréquentielle dans laquelle l’utilisateur doit employer un filtre 
gaussien qu’il règle sans critères prédéfinis. La seconde méthode a été introduite par Arnaout 
[66] plus de 20 ans après la création de la PEA. Il s’agit d’une méthode temporelle qui est 
mathématiquement équivalente à la méthode fréquentielle de Maeno [60], mais pour laquelle 
le filtre gaussien est appliqué en amont sur la charge capacitive hypothèse d’entrée du système 
et s’ajuste automatiquement, au travers de l’étalement de la charge, jusqu’à respecter le critère 
suivant : l’étalement de la charge capacitive déconvoluée doit être égal à l’étalement de la 
charge capacitive hypothèse d’entrée. Néanmoins, aucun de ces traitements du signal ne 
considère l’atténuation, la dispersion et les réflexions des ondes acoustiques qui se propagent 
dans l’échantillon. Ces phénomènes seront pris en compte dans un nouveau traitement du signal 
de la PEA qui sera proposé dans le chapitre 3 et qui sera basé sur le modèle PSpice de la PEA 
développé dans le chapitre 2. 
Equation Chapter (Next) Section 1 
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II. Chapitre 2 
Modélisation PSpice de la 
PEA 
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La technique de mesure de charge d’espace PEA est employée pour l’étude 
d’échantillons relativement épais afin de pallier la non-résolution spatiale en profondeur des 
techniques sans résolution spatiale [59]. Malheureusement, plusieurs difficultés ont notamment 
été rencontrées par les utilisateurs de la PEA lors de l’étude d’échantillons multicouche ou 
encore d’échantillons qui atténuent et dispersent les ondes acoustiques. Ces difficultés peuvent 
être liées à la configuration du banc de mesure PEA ou bien au traitement du signal appliqué. 
C’est pourquoi plusieurs modèles de la PEA ont été réalisés dans le but de mieux comprendre 
l’impact de chacun des éléments du banc sur le signal de sortie ainsi que sur le traitement du 
signal qui permet de retrouver la charge [65], [101], [67], [100], [103]. Parmi ces modèles, ceux 
issus du logiciel électronique PSpice ont l’avantage de pouvoir modéliser le capteur 
piézoélectrique et l’amplificateur en plus des ondes acoustiques qui se propagent dans la cellule 
[67], [101]. Néanmoins, ces modèles ne prennent actuellement pas en compte l’atténuation et 
la dispersion des ondes qui traversent l’échantillon. 
Une première partie présente une vue d’ensemble du modèle de la PEA avec PSpice. 
Les éléments du banc et leurs modélisations sont brièvement exposés. On distingue deux 
catégories d’éléments, les milieux acoustiques et le capteur piézoélectrique. 
La deuxième partie concerne les modélisations, de la génération de l’onde acoustique 
dans l’échantillon, et de sa propagation aux travers des différents milieux. Ces modélisations 
se basent sur d’anciens travaux développés pour l’étude de matériaux acoustiques sans perte 
[101], [68], [108]. De plus, l’atténuation et la dispersion des matériaux polymères seront prises 
en compte dans notre modèle analytique de la propagation des ondes acoustiques. 
La troisième partie traite de la modélisation du capteur piézoélectrique couplé à 
l’amplificateur. Cette modélisation est basée sur le modèle de Redwood [116] et les pertes 
diélectriques du capteur seront modélisées à partir des travaux de Dahiya [112]. 
Dans la quatrième et dernière partie, le nouveau modèle PSpice est optimisé pour 
représenter au mieux une expérience donnée. Pour se faire, une optimisation de certains de ses 
paramètres, dit sensibles, est réalisée par une méthode itérative. 
II.1 Présentation du modèle PSpice de la PEA 
Le principe de la PEA est d’appliquer une impulsion électrique à un échantillon chargé 
pour créer une onde acoustique qui se propage de l’échantillon jusqu’à un capteur 
piézoélectrique qui la convertit en un signal de tension représentatif de la densité de charge. La 
première étape de la modélisation de la PEA est de retranscrire la génération et la propagation 
de l’onde acoustique. La deuxième étape est de modéliser la réponse du capteur piézoélectrique 
couplé à l’amplificateur. 
Des premiers modèles établis sur le logiciel COMSOL® ont permis de modéliser et de 
résoudre l’équation d’onde acoustique par la méthode des éléments finis [65], [100]. 
Néanmoins, leur temps de simulation est relativement long et ces modèles ne prennent pas en 
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compte le capteur piézoélectrique et l’amplificateur de la cellule. C’est pourquoi d’autres 
modèles ont été réalisés sur le simulateur de circuit électronique PSpice qui permet la prise en 
compte du capteur et de l’amplificateur, en plus de la modélisation de l’onde acoustique [67], 
[101]. La Figure II.1 schématise la cellule avec un échantillon polarisé et le modèle PSpice 
correspondant. 
 
Figure II.1. Schéma du modèle PSpice de la PEA 
Les forces acoustiques générées par les charges capacitives aux électrodes sont 
modélisées par des générateurs de tension. Chahal [101] considère les charges capacitives 
distribuées selon un plan Dirac tandis que Galloy [67] considère une distribution gaussienne 
pour pré-filtrer le bruit lors des calculs numériques. Dans ces travaux, une distribution 
gaussienne est considérée et est présentée dans la partie II.2.2 qui développe la modélisation de 
la génération de l’onde acoustique dans l’échantillon. 
Les milieux de propagation acoustique sont modélisés par des lignes de transmission 
électriques avec pertes (pour l’échantillon) ou sans perte (pour les autres milieux). Le principal 
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atténue et disperse les ondes acoustiques. En effet, Galloy [68] (pour tous les milieux de 
propagation) et Chahal [102] (pour le capteur) définissent des pertes visqueuses en fonction de 
la fréquence mais aucune dépendance en fréquence n’est modélisée pour la célérité de l’onde 
car la ligne de transmission à pertes standard du logiciel PSpice ne le permet pas. C’est une 
limite des modèles PSpice actuels car un matériau qui atténue en fonction de la fréquence mais 
ne disperse pas ne respecte pas sa causalité [113]. Un modèle analytique d’un matériau 
polymère qui atténue et disperse ainsi que son implémentation dans PSpice sont proposés dans 
la partie II.2.3. 
Le capteur piézoélectrique est modélisé par le circuit de Redwood [116] qui est constitué 
d’une ligne de transmission électrique qui reproduit la propagation de l’onde acoustique au sein 
du capteur, d’un transformateur qui représente le ratio de conversion acoustique-électrique, de 
la capacité bloquée du capteur ainsi que de sa résistance de pertes diélectriques. Dans ces 
travaux, la particularité de la modélisation du capteur piézoélectrique est la prise en compte de 
la dépendance en fréquence de la résistance de pertes diélectriques dans le modèle de Redwood 
(cf. partie II.3 qui développe la modélisation du capteur). En effet, bien que Chahal [101] 
considère cette dépendance en fréquence dans son modèle de Leach du capteur [118], ce n’est 
pas le cas de Galloy [67] dans son modèle de Redwood. Finalement, l’amplificateur qui est 
couplé au capteur piézoélectrique est modélisé par un gain idéal et un résistance d’entrée. 
II.2 Modélisation de la génération et de la propagation 
 de l’onde acoustique 
Cette partie est constituée de trois sous parties. La première sous-partie concerne l’étude 
théorique de la propagation des ondes dans un milieu acoustique, puis dans une ligne de 
transmission (TL) électrique, afin d’établir une analogie acoustique-électrique (cf. Tableau 
II-1). Dans la deuxième sous-partie, l’analogie précédente permet d’établir la modélisation 
électrique PSpice de l’onde acoustique générée dans l’échantillon. Finalement dans la troisième 
sous-partie, l’analogie acoustique-électrique permet d’établir la modélisation électrique PSpice 
des milieux de propagation acoustique de la PEA. 
II.2.1 Analogie acoustique-électrique des milieux à pertes 
II.2.1.1 Propagation des ondes acoustiques dans les milieux à pertes 
Un milieu isotrope de masse volumique ρ , d’épaisseur e  et pour lequel une force F  
s’applique sur sa section S  est présenté à la Figure II.2. Ce milieu vibre en mode épaisseur, 
c’est-à-dire que la direction de l’onde acoustique qui le traverse se fait suivant l’épaisseur du 
matériau qui est très petite par rapport aux autres dimensions. 
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Figure II.2. Milieu acoustique en mode épaisseur soumis à une force F 
L’équation de propagation acoustique sans perte, et suivant l’axe x , est alors donnée 
par la relation suivante 
 ² ( , ) 1 ² ( , ) 0
² ² ²ac





  (2.1) 
Avec u  une quantité physique pertinente (déplacement, vitesse, pression, etc.) et acc  la 
vitesse de phase de l’onde. Afin de faire apparaître le nombre d’onde, et afin de résoudre 
facilement l’équation (2.1), l’écriture complexe U  de la fonction Re{ }u U=  est employée en 
supposant des ondes harmoniques : ( , ) ( ) j tU x t U x e ω=  où ( )U x  est l’amplitude complexe de 
cette quantité. Cette écriture permet de réécrire l’équation différentielle aux dérivées partielles 
(2.1) en équation différentielle ordinaire d’une onde, de pulsation ω , qui ne dépend que de 
l’espace 
 2² ( ) ( ) 0
² ac
d U x U x
dx
β+ =   (2.2) 
Avec ac
acc
ωβ =  le nombre d’onde. Pour inclure les pertes, et donc le coefficient 
d’atténuation acα , le nombre d’onde est substitué par le nombre d’onde complexe 
ac ac acjγ α β= +  dans (2.2) 
 2² ( ) ( ) 0
² ac
d U x U x
dx
γ− =  (2.3) 
A noter que selon la littérature, acγ  est également nommé coefficient de propagation 
complexe. Le paramètre acβ  peut aussi être appelé coefficient de propagation ou coefficient de 
dispersion. De plus, dans la théorie de l’atténuation acoustique, le coefficient d’atténuation peut 
être exprimé par la somme des coefficients vα  et thα  respectivement dus aux pertes visqueuses 
et aux pertes par conduction thermique [109], [110]. Finalement, le coefficient d’atténuation et 
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 ac v thα α α= +   (2.4) 
 ac
acc
ωβ =   (2.5) 
Il convient maintenant de résoudre l’équation de propagation avec pertes de l’onde 
acoustique (2.3). En effet, l’expression de sa solution, ainsi que celle de l’impédance du milieu 
de propagation acoustique, seront comparées à celles d’une ligne de transmission électrique 
afin de définir l’analogie acoustique-électrique. 
• la solution complexe de l’équation (2.3) est 
 1 2( )
x xU x U e U eγ γ− += +   (2.6) 
Avec 1U  et 2U  des constantes complexes qui dépendent des conditions aux 
limites. La solution réelle est alors : 
 1 2( , ) Re{ ( ) } cos( ) cos( )ac ac
x xj t
ac acu x t U x e u e t x u e t x
α αω ω β ω β− += = − + +   (2.7) 
Avec 1u  et 2u  des constantes réelles. Cette solution est la superposition de deux 
ondes. La première se propage vers les x  croissants et s’atténue d’un facteur xe α−  (onde 
incidente). La deuxième se propage vers les x  décroissants et s’atténue d’un facteur 
xe α+  (onde réfléchie). 
• l’impédance acoustique d’un milieu acoustique est le ratio entre la pression p  





. Lorsque les pertes dans le 




ρ= ≅   (2.8) 
On remarque que la section n’intervient plus contrairement à ce qui a été établit aux 
équations (1.16)-(1.19). Cela provient du fait que dans la PEA la propagation des ondes 
ultrasonores est libre car les diamètres des différents milieux sont grands par rapport à la 
longueur d’onde. Pour la simulation, on prendra la plus petite surface entre l’électrode HT et le 
capteur sur laquelle sont générées ou mesurées les ondes. Il s’agit de la surface de référence 
notée rS . 
Les équations acoustiques (2.7) et (2.8) seront comparées à leurs équivalents électriques 
afin d’établir l’analogie acoustique-électrique. 
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II.2.1.2 Propagation des ondes électriques dans une ligne de 
 transmission à pertes 
La Figure II.3 expose une ligne de transmission comportant une inductance linéique L
, et une capacité linéique C , qui constituent les composants passifs de la ligne. Les pertes sont 
quantifiées par une résistance linéique R  et une conductance linéique G  
 
Figure II.3. Portion dx d’une ligne de transmission à pertes 
L’équation de propagation électrique à pertes, et suivant l’axe x , est donnée par la 
relation suivante 
 ² ( , ) ² ( , ) ( , )( ) ( , ) 0
² ²
u x t u x t u x tLC RC LG RG u x t
x t t
∂ ∂ ∂
− − + − =
∂ ∂ ∂
  (2.9) 
Avec u  la tension ou le courant de la ligne. Afin de faire apparaître le nombre d’onde, 
et afin de résoudre facilement l’équation (2.9), l’écriture complexe U  de la fonction Re{ }u U=  
est employée en supposant des ondes harmoniques : ( , ) ( ) j tU x t U x e ω=  où ( )U x  est l’amplitude 
complexe de cette quantité. Cette écriture permet de réécrire l’équation différentielle aux 
dérivées partielles (2.9) en équation différentielle ordinaire d’une onde, de pulsation ω , qui ne 
dépend que de l’espace 
 2² ( ) ( ) 0
² el
d U x U x
dx
γ− =   (2.10) 
Avec elγ  le nombre d’onde complexe de l’onde électrique défini par 
 ( )( )el R jL G jCγ ω ω= + +   (2.11) 
Il s’agit maintenant de réécrire le vecteur d’onde complexe sous sa forme algébrique 
el el eljγ α β= +  afin de pouvoir identifier le coefficient d’atténuation elα  et le nombre d’onde 






= + +   (2.12) 
Pour une ligne de transmission avec des pertes suffisamment faibles, c’est-à-dire lorsque 
R Lω  et G Cω , alors le nombre d’onde complexe peut s’approximer à l’aide d’un 
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 11 1 1
2 2 2el
R G R Gj LC j LC
jL jC j L C
γ ω ω
ω ω ω
     ≅ + + = + +          




LC R G j LC
L C
γ ω ≅ + + 
 
  (2.14) 
Finalement, le coefficient d’atténuation et le nombre d’onde sont déterminés par 
l’identification de l’équation (2.14) à l’équation el el eljγ α β= +  
 
2 2el R G
R C G L
L C





ωβ ω= =   (2.16) 
Avec Rα  et Gα  les coefficients d’atténuation respectivement dus aux pertes de la 
résistance linéique et aux pertes de la conductance linéique. Le paramètre 1elc LC
=  est la 
vitesse de phase de l’onde. Il convient maintenant de résoudre l’équation de propagation à 
pertes de l’onde électrique (2.10). En effet, l’expression de sa solution, ainsi que celle de 
l’impédance de la ligne de transmission électrique, serviront à définir l’analogie avec celles 
d’un milieu de propagation acoustique. 
• la solution réelle de l’équation de propagation de la ligne de transmission 
électrique à pertes est établie de la même manière que pour le milieu acoustique 
(cf. équation (2.7)) 
 1 2( , ) Re{ ( ) } cos( ) cos( )el el
x xj t
el elu x t U x e u e t x u e t x
α αω ω β ω β− += = − + +   (2.17) 
• l’impédance électrique d’une ligne de transmission est le ratio entre la tension 





. Lorsque les pertes dans la ligne sont 




U R jL L R G LZ
I G jC C j L C C
ω
ω ω
 +  = = ≅ + − ≅  +   
  (2.18) 
⇔   el el
UZ Lc
I
= ≅   (2.19) 
La comparaison de cette impédance électrique à l’impédance acoustique (cf. équation 
(2.8)), ainsi que la comparaison des paramètres de la solution d’onde électrique (cf. équation 
(2.17)) à ceux de la solution d’onde acoustique (cf. équation (2.7)), permettent de définir une 
analogie acoustique-électrique. 
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II.2.1.3 Analogie entre un milieu acoustique à pertes et une ligne de 
 transmission à pertes 
Les comparaisons des équations acoustiques (2.4), (2.5) et (2.8), respectivement aux 
équations électriques (2.15), (2.16) et (2.19), permettent de dresser le Tableau II-1 de l’analogie 
entre un milieu acoustique et une ligne de transmission électrique. 
Milieu acoustique Ligne de transmission électrique 
Déplacement d’un atome 
( )m  
u   Charge électrique ( )C  Q   











Pression des atomes 
intégrée sur la surface rS  
( )N  
rpS  Tension électrique ( )V  U   
Vitesse de phase de l’onde 
acoustique ( )m s  
acc   
Vitesse de phase de l’onde 





multipliée à rS  ( )N.s m  
ac r r r ac
pZ S S S c
v
ρ= ≅  Impédance électrique ( )Ω  el el
UZ Lc
I
= ≅   
Masse linéique ( )kg m  rSµ ρ=  
Inductance linéique 
( )H m  
L  
Souplesse linéique





=  Capacité linéique ( )F m  C  
Coefficient dû aux pertes 
visqueuses ( )-1m  
vα   
Coefficient dû aux pertes 
dans la résistance ( )-1m  2R
R C
L
α =  
Coefficient dû aux pertes 
par conduction thermique 
( )-1m  
thα  
Coefficient dû aux pertes 
dans la conductance ( )-1m  2G
G L
C
α =  
Tableau II-1. Récapitulatif de l’analogie entre un milieu acoustique et une ligne de 
transmission électrique 
Ce tableau servira de base dans les prochaines parties afin de définir la modélisation 
électrique sous PSpice de la génération de l’onde acoustique dans l’échantillon, et de sa 
propagation dans un milieu sans perte ou avec pertes. 
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II.2.2 Modélisation PSpice de la génération de l’onde 
 acoustique 
La PEA est modélisée lors d’une étape de calibration, c’est-à-dire lorsqu’un échantillon 
est brièvement polarisé. On fait l’hypothèse que pour nos matériaux étudiés les forces 
volumiques générées par l’électrostriction, par la polarisation et par la piézoélectricité sont 
négligeables par rapport à celle de Coulomb (cf. I.2.1.1). Par conséquent, les charges 
capacitives aux électrodes 1ρ  et 2ρ  ne subissent que la force de Coulomb lorsque qu’une 
impulsion électrique Vδ  est appliquée à l’échantillon. Le mouvement de ces charges engendre 
des ondes de pression qui se propagent de part et d’autre de la cellule. La Figure II.4 expose les 
charges capacitives générées aux électrodes ainsi que les forces acoustiques qu’elles engendrent 
pour un échantillon d’épaisseur l  et de vitesse du son acc . 
 
Figure II.4. Schéma d’un échantillon polarisé par la PEA avec comme hypothèse une 
distribution gaussienne des charges capacitives aux électrodes 
Les charges capacitives aux électrodes sont définies par des distributions gaussiennes 
d’écart-type (étalement) dρ  et d’amplitude ( ) 2A d dρ ρ
σ
π
±± = . Avec σ±  les intégrales des 
densités gaussiennes, c’est-à-dire les amplitudes des profils surfaciques des charges capacitives 




ε εσ = , où DCV  est la tension de 
polarisation, 0ε  est la permittivité absolue et rε  est la constante diélectrique de l’échantillon 

















-A(dρ ) / √e
A(dρ ) / √e
xρ,2
xρ,1
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• pour s’approcher au mieux de la bande passante du signal expérimental. En effet, 
plutôt que de mettre un filtre en sortie du modèle, il est mis en amont sur la 
charge d’entrée et il est réglé en ajustant l’étalement de la charge dρ  (cf. 
II.4.2.1) ; 
• pour filtrer en amont la charge. En effet plutôt que de filtrer la charge 
déconvoluée (cf. III.2), une hypothèse de charge gaussienne d’étalement dρ  est 
réalisée, comme l’a fait Arnaout [66] (cf. I.3.2). 
Finalement, l’intégralité des pressions exercées sur la surface de référence rS  s’exprime 
en fonction du produit de convolution temporelle entre les densités de charge capacitive 1r  et 
2r , et l’impulsion Vδ  (cf. I.2.1.2) 
 ( ) ( ) ( )( ) ( )( ),1 1 1 1* *acacr
e
a r rF t p t S S r E t
cc r
l
S V tδ δ= = = −         (2.20) 
 ( ) ( ) ( )( ) ( )( ),2 2 2 2* *acacr
e
a r rF t p t S S r E t
cc r
l
S V tδ δ= = = −         (2.21) 
Avec ( ) ( )acr t x c tρ= =  la densité de charge écrite dans l’espace temporel. 
En se basant sur le Tableau II-1 de l’analogie acoustique-électrique, les forces 
acoustiques appliquées sur l’échantillon sont modélisées par des générateurs de tension du 
logiciel PSpice, comme le montre la Figure II.5. 
 
Figure II.5. Modélisation d’une force acoustique par un générateur de tension PSpice 
Cette force acoustique engendre une onde acoustique qui se propage dans les milieux 
modélisés sans perte, mais également dans l’échantillon qui atténue et disperse. 
II.2.3 Modélisation de la propagation de l’onde acoustique 
II.2.3.1 Milieux acoustiques sans pertes 
Il n’est pas nécessaire de modéliser les pertes acoustiques des différents milieux de la 
cellule en dehors de l’échantillon. En effet, leur impact (atténuation, dispersion et refléxions) 
reste le même quelle que soit la mesure PEA réalisée. Il suffit alors d’appliquer au modèle 
PSpice un facteur correctif dans le cas d’atténuation et de réflexions, et un filtre gaussien dans 
le cas de dispersion, afin de se rapprocher au mieux de l’expérience. En se référant au Tableau 
U(t)=Fa (t)
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II-1, les différents milieux acoustiques de la cellule sont modélisés par des lignes de 
transmission électrique idéales du logiciel PSpice comme l’illustre la Figure II.6. 
 
Figure II.6. Modélisation d’un milieu acoustique sans perte par une ligne de transmission 
sans perte PSpice 
II.2.3.2 Echantillon polymère à pertes 
II.2.3.2.1 Atténuation et dispersion au sein des polymères 
La modélisation de l’atténuation et de la dispersion de l’onde qui se propage au sein de 
l’échantillon est le principal apport de ce chapitre. Ces pertes pourront ensuite être prises en 
compte dans la construction de la fonction de transfert (cf. III.1.3) dans le but de pouvoir 
caractériser des matériaux qui atténuent et dispersent tels que le Polytétrafluoroéthylène 
(PTFE). En se référant au Tableau II-1, un milieu acoustique à pertes peut être modélisé par 
une ligne de transmission électrique à pertes du logiciel PSpice comme l’expose la Figure II.7. 
 
Figure II.7. Modélisation d’un milieu acoustique à pertes par une ligne de transmission 
électrique à pertes PSpice 
Le coefficient d’atténuation de pertes visqueuses vα , et celui de pertes par conduction 
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R  et de la conductance G  de la ligne de transmission. Pour des matériaux polymères, tels que 
le PTFE analysé dans cette thèse, les pertes par conduction thermique sont négligeables par 
rapport aux pertes visqueuses et par conséquent 0G =  [109], [110]. Les pertes visqueuses sont 
quant à elles non négligeables et des études empiriques ont montré qu’elles ne sont pas 
constantes mais dépendent de la fréquence f  [124], [125]. En supposant que l’absorption par 
hystérésis est le processus de perte dominant, alors le coefficient de perte visqueuse est 
modélisable par une fonction linéaire à la fréquence 
 ( ) 0 1v f a a fα = +   (2.22) 
Avec la composante continue 0a  qui est attribuée à la fin de la queue de relaxation [124], 
et le coefficient 1a  qui est la pente du coefficient de perte visqueuse. Pour respecter la causalité 
du matériau, l’approximation locale des relations de Kramers-Kronig (Nearly Local Kramers-
Kronig relations ou NLKK relations) relie la partie réelle ( ) ( )ac vf fα α=  à la partie imaginaire 
( ) ( )ac ac
f c f
ωβ =  du nombre d’onde complexe ( )ac fγ  [88], [90], [126]–[129], par 
 
( )








π α≅   (2.23) 
L’intégration de l’équation (2.23) à partir d’une fréquence initiale 0f  donne 
 





1 1 1 f ac
ac ac f
d




− ≅ ∫   (2.24) 
Si pour la gamme de fréquence [ ]0 ,f f , la condition ( ) ( ) ( )0 0ac ac acc f c f c f−   est 








l’équation (2.24) se réécrit 
















= +  
 
∫   (2.25) 
Finalement, en intégrant l’équation (2.22) dans l’équation (2.25) il vient [88], [90], 
[113], [125] 






c f fc f c f a a
f f fπ
      
= + − −      
      
  (2.26) 
Néanmoins, cette équation n’est valable que si le matériau n’a pas de résonnance aigue 
dans la gamme de fréquence [ ]0 ,f f , et si [113], [129] 
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   (2.27) 
Pour vérifier cette dernière condition, les équations (2.22) et (2.26) y sont substituées 









c fa a f fc f a a
f f f fπ π
         +  + − −                   
   (2.28) 
Il apparaît que cette condition est respectée lorsque 0 0a = . En appliquant cette 
hypothèse dans l’équation (2.26), la causalité du matériau est vérifiée et l’approximation NLKK 
impose les expressions suivantes du coefficient d’atténuation et de la vitesse de phase de l’onde 
acoustique 
 ( ) 1ac f a fα =   (2.29) 






c f fc f c f a
fπ
    
= +     
    
  (2.30) 
Les paramètres ( )ac fα  et ( )acc f  ainsi déterminés permettent de déterminer les 
grandeurs L , ( )C f  et ( )R f  d’une ligne de transmission électrique à pertes (cf. Figure II.7). 
Cependant, la ligne de transmission avec perte standard du logiciel PSpice ne permet pas de 
définir ses dipôles passifs en fonction de la fréquence. C’est le cas de sa capacité 
( ) ( )2
1
ac
C f S c fρ= . Pour se faire, une méthode de modélisation d’une ligne de transmission 
dépendante de la fréquence (Frequency Dependent Transmission Line ou FDTL) est présentée 
dans le paragraphe suivant. 
II.2.3.2.2 Implémentation d’une FDTL de l’échantillon polymère dans PSpice 
Pour implémenter la FDTL, le modèle de la Méthode des Caractéristiques (MdC) de 
Branin [130]–[132] est employé. Ce modèle est utilisé pour la création de ligne macroscopique 
utilisable pour des analyses temporelles. La ligne est considérée par des ports, ( ) ( )1 1;V s I s    
sont les ports de tension et de courant à l’entrée de la ligne alors que ( ) ( )2 2;V s I s    sont les 
ports de tension et de courant à la sortie de la ligne. Toutes ces quantités sont ici exprimées 
dans le domaine de Laplace où s jω=  est la variable employée dans PSpice. Pour une ligne 
d’impédance caractéristique ( )elZ s , de nombre d’onde complexe ( )el sγ  et de longueur el , 
alors les solutions des équations des télégraphistes peuvent s’écrire dans le domaine de Laplace 
de la manière suivante [131], [132] 
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 ( ) ( )( ) ( )1 1 2 2 el es lel elV Z s I V Z s I e γ−= + +  (2.31) 
 ( ) ( )( ) ( )2 2 1 1 el es lel elV Z s I V Z s I e γ−= + +  (2.32) 
Ces équations sont équivalentes au circuit de la Figure II.8. 
 
Figure II.8. Circuit de Thévenin équivalent au modèle de FDTL de la Méthode des 
Caractéristiques de Branin [130] 
Avec 
( ) ( )1 2 el es lbE V V e γ−= +  (2.33) ( ) ( )2 1 el es laE V V e γ−= +  (2.34) 
( ) ( )1a elV Z s I s=  (2.35) ( ) ( )2b elV Z s I s=  (2.36) 
Les paramètres 1E  et 2E  sont des expressions de Laplace implémentées dans PSpice 
par des sources de tension contrôlées « ELAPLACE » [133]. Quant à l’impédance 
caractéristique ( )elZ s , elle est approximée par un nombre réel constant elZ  et elle est 
implémentée dans PSpice par une simple résistance. 
Le nombre d’onde complexe ( )el sγ  et l’impédance caractéristique elZ  sont définis avec 
l’analogie acoustique-électrique (cf. équations (2.14), (2.18) et Figure II.7) [109], [110], [134] 
 ( ) ( ) ( ) ( ) ( ) ( )2el ac ac
R s C s ss s LC s f
L c f
γ α≅ + = +   (2.37) 
 ( ) ( ) ( ) ( )0el r ac r ac el
LZ s S c f S c f Z
C s
ρ ρ≅ = ≅ =   (2.38) 
A noter que l’impédance caractéristique ( )elZ s  peut être approximée par une résistance 
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négligeable par rapport à la dispersion de l’onde (causée par la partie imaginaire du nombre 
d’onde complexe ( )el sγ ). 
Le nombre d’onde complexe ( )el sγ  ci-dessus est une fonction irrationnelle de la 
variable complexe s . Il doit respecter la condition de causalité de la ligne pour s’assurer 
qu’aucun signal qui entre d’un côté de la ligne ne ressorte de l’autre côté avant que le temps de 
propagation de la ligne ne soit écoulé [132], [135]. C’est le cas puisque l’approximation NLKK 
(cf. équation (2.23)) qui définit le nombre d’onde complexe respecte cette condition de 
causalité. Malgré cela, si un signal apparaît en sortie de la ligne avant le temps de propagation, 
il est possible de l’enlever en ajoutant un retard T  au nombre d’onde complexe ( )el sγ  
directement dans le modèle de la Figure II.8. Ce retard va forcer la sortie de la ligne à être nulle 
durant le temps de propagation sans pour autant que la causalité « physique » de la ligne ne soit 
respectée. 
Une validation de cette ligne est réalisée avant de l’employer dans le modèle PSpice de 
la PEA. 
II.2.3.2.3 Validation de la FDTL de l’échantillon polymère implémentée dans 
 PSpice 
Le modèle de la ligne de transmission acoustique de l’échantillon (cf. Figure II.8) est 
validé en deux étapes. La première étape consiste à réaliser une simulation avec le modèle 
préalablement défini par un coefficient d’atténuation initial ,ac iniα  (cf. équation (2.29)), et une 
vitesse de phase initiale ,ac inic  (cf. équation (2.30)). La seconde étape permet de calculer des 
grandeurs acoustiques ,ac calα  et ,ac calc  à partir du signal de simulation pour pouvoir les comparer 
aux grandeurs initiales. 
Les grandeurs initiales ,ac iniα , et ,ac inic , sont définies par les équations (2.29) et (2.30) 
qui sont paramétrées par les valeurs acoustiques 1a , 0f , et ( )0acc f  d’un échantillon de 
polyéthylène réticulé (PER), d’épaisseur 1l mm= , et de masse volumique 3930 /kg mρ = [88]. 
( ) 121 6, 2.10 .a mm MHz
−−=  
0 2f MHz=  
( )0 1900 /acc f m s=  
La surface de référence pour réaliser les simulations est ici fixée à 279rS mm=  en 
référence à l’utilisation d’un capteur de diamètre 1cm  sur lequel l’onde est mesurée. Le modèle 
configuré avec ces paramètres (cf. Figure II.8) est ensuite implanté dans le circuit PSpice de la 
Figure II.9. 
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Figure II.9. Circuit PSpice pour vérifier la validité du modèle de la ligne de transmission à 
pertes dépendantes de la fréquence (FDTL) de l’échantillon polymère 
L’idée est de placer une force acoustique aF  en amont de la FDTL de l’échantillon, puis 
de sonder les deux forces ,1pF  et ,2pF  à chacune de ses extrémités. Le paramètre ,2pF  est la 
force en sortie de la FDTL et le paramètre ,1pF  est celle en entrée. Des lignes de transmission 
(LT) idéales et adaptées à l’échantillon ont été mises afin d’empêcher toute réflexion dans les 
signaux sondés. La force aF  est définie par une impulsion carrée de largeur de 5ns  et 
d’amplitude de 1N . A noter qu’une étude fréquentielle faite à partir d’une force acoustique 
sinusoïdale aurait également pu être réalisée. Le tracé des forces simulées avec PSpice aux deux 
extrémités de la ligne est représenté sur la Figure II.10. 
 
Figure II.10. Forces acoustiques de part et d’autre de la ligne 
La force ,2pF  est générée par la résultante de l’onde de pression qui s’est propagée au 
travers de la ligne à partir de la force ,1pF . Dans le domaine fréquentiel, cette force résultante 
s’écrit 
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 ( ) ( ) ( )











−   = =   (2.39) 
A partir de cette expression, il est possible de calculer un coefficient d’atténuation 
( ),ac cal fα  et une vitesse de phase ( ),ac calc f  à l’aide des transformations de Fourier rapide 
(TFD ou FFT en anglais pour Fast Fourier transform) des signaux de force simulés ( ),2pF t  et 

















  (2.40) 
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  (2.41) 
Ces grandeurs calculées ci-dessus à partir des signaux PSpice sont ensuite comparées à 
celles issues des équations (2.29) et (2.30) basées sur l’approximation NLKK. La Figure II.11 
montre la superposition de ces grandeurs initiales et calculées. 
 
Figure II.11.a) Coefficients d’atténuations initiale et calculée ; b) Vitesses de phase initiale et 
calculée 
La bande passante de 50 MHz  représentée sur la figure ci-dessus est caractéristique de 
celle d’un signal de mesure PEA obtenu à partir d’un échantillon de PTFE (qui sera étudié dans 
la partie II.4.1.3). Pour pouvoir mieux apprécier la similitude entre les courbes du coefficient 
d’atténuation, et celles de la vitesse de phase, des écarts relatifs de leurs normes sont calculés 
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= =  (2.42) 
 






ac cal ac ini
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ac ini




= =  (2.43) 
Ces écarts relativement faibles permettent de valider ce modèle PSpice d’un matériau 
polymère qui atténue et disperse les ondes acoustiques. 
II.2.3.2.4 Influence de la désadaptation d’impédance entre l’échantillon 
 polymère et l’électrode Haute-Tension sur les calculs du coefficient 
 d’atténuation et de la vitesse de phase 
Le modèle PSpice de l’échantillon polymère avec peu de pertes est maintenant étudié 
lorsqu’il est positionné entre deux lignes de transmissions idéales mais désadaptées, comme le 
montre la Figure II.12. 
 
Figure II.12. Circuit PSpice pour étudier le modèle de la ligne de transmission à pertes 
dépendantes de la fréquence (FDTL) de l’échantillon polymère qui est désadaptée aux électrodes 
L’idée est de reproduire une situation de mesure de calibration expérimentale de la PEA 
(polarisation de l’échantillon) en positionnant les forces acoustiques aF , et aF−  aux extrémités 
du modèle de l’échantillon. La force pF  à l’entrée de l’électrode de masse est la somme de la 
force ,2pF  qui a traversé l’échantillon et de la force ,1pF  qui ne l’a pas traversé. Cette force est 
sondée et tracée sur Figure II.13 pour différentes valeurs d’impédance de l’électrode Haute-






de masseModèle de la FDTL
de l’échantillon
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Figure II.13. Impact de la désadaptation d’impédance entre l’électrode HT et l’échantillon 
polymère sur les forces acoustiques, de part et d’autre de l’échantillon 
Si HT eZ Z< , les réflexions entre l’électrode HT et l’échantillon mènent à des 
interférences constructives alors que si HT eZ Z> , les interférences sont destructives. Cette 
désadaptation d’impédance mène à de nouvelles expressions des forces acoustiques sondées 
[123] 
 ( ) ( ),1p e m aF j G F jω ω→=  (2.44) 
 ( ) ( )












→ →= −  (2.45) 
Avec 1 2G →  et 1 2T →  les coefficients de génération et de transmission en amplitude de 














  (2.47) 
Avec 1Z  et 2Z  respectivement les impédances acoustiques des milieux 1 et 2. Comme 
lors du cas d’étude précédent dans lequel l’échantillon était adapté (cf. équations (2.40) et (2.41)
), il est possible de calculer un coefficient d’atténuation « expérimental » ( ),expac fα , et une 
vitesse de phase  «expérimentale » ( ),expacc f , à l’aide des TFD des signaux ( ),2pF t  et ( ),1pF t  
[121] obtenus pour l’étude d’un échantillon désadapté 

















































  −   = − = −        
  (2.48) 
⇔   ( ) ( ) ( ) ( ),exp , ,
21 1ln 2 ln eac ac cal HT e ac cal
e e HT e
Zf f G f
l l Z Z
α α α→
 
= − = −  + 
  (2.49) 
 ( )






f lc f c f




  (2.50) 
Le coefficient d’atténuation « expérimental » (équation (2.49) est constitué du 






−  + 
 qui est 
proportionnel à la désadaptation d’impédance entre l’électrode HT et l’échantillon. Il faut noter 
que ce terme de désadaptation d’impédance n’est valable que pour des ondes qui sont à 
l’interface entre l’échantillon et l’électrode HT et qu’il n’apparaît que lorsque l’on mesure un 
coefficient d’atténuation « expérimental » à partir d’un signal d’étalonnage (lorsque 
l’échantillon est soumis à une brève polarisation). 
La vitesse de phase « expérimentale » n’est pas affectée par le changement d’amplitude 
de ( ),2pF t  (cf. Figure II.13). 
La Figure II.14 montre l’impact de cette désadaptation sur le calcul du coefficient 
d’atténuation expérimental. 
 
Figure II.14. Impact de la désadaptation d’impédance entre l’électrode HT et l’échantillon sur 
le calcul du coefficient d’atténuation expérimental 
Interpréter l’offset du coefficient d’atténuation expérimental uniquement par la 
désadaptation d’impédance entre l’électrode HT et l’échantillon est un atout pour paramétrer 
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−  + 
, en plus d’une 
connaissance à priori de l’impédance acoustique de l’échantillon polymère eZ , permettent 
d’estimer l’impédance acoustique du semi-conducteur de l’électrode HT HTZ  si cette dernière 
est incertaine. Inversement, si HTZ  est connue, la mesure de l’offset permet d’estimer eZ si cette 
dernière est incertaine. 
II.3 Modélisation du capteur piézoélectrique couplé à 
 l’amplificateur 
II.3.1 Utilisation du modèle de Redwood couplé à 
 l’amplificateur 
L’onde acoustique qui se propage au travers du capteur piézoélectrique est convertie en 
une onde électrique qui sera ensuite amplifiée. Différents modèles électriques de transducteur 
piézoélectrique sont utilisés dans les différentes modélisations de la PEA [116]–[118]. Ces 
modèles considèrent une ligne de transmission électrique identique pour reproduire la 
propagation de l’onde acoustique, et des circuits électriques équivalents pour modéliser la 
conversion acoustique-électrique. Le modèle choisi dans cette thèse est celui de Redwood [116] 
pour lequel le ratio de conversion acoustique-électrique du transformateur ne dépend pas de la 
fréquence. Le modèle de Redwood [116] est représenté sur la Figure II.15. 
 
Figure II.15. Modèle PSpice de Redwood du capteur piézoélectrique couplé au modèle de 
l’amplificateur 
La propagation de l’onde acoustique dans le capteur piézoélectrique est modélisée par 








Modèle de RedwoodAmplificateur et oscilloscope
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acoustique en onde électrique est réalisée avec un transformateur électrique idéal de rapport de 
transformation électrique-acoustique 
 0N hC=   (2.51) 
Avec h  une constante piézoélectrique qui dépend, du coefficient de couplage tk , de la 
vitesse de l’onde ,ac dc , de la densité dρ , de la permittivité du vide 0ε , et de la constante 






h k c ρ
ε ε
=   (2.52) 
Et avec 0C  la capacité « bloquée » du matériau où dl  est l’épaisseur du détecteur et rS  








=   (2.53) 
La conversion de l’onde acoustique en onde électrique est également assurée par un 
circuit électrique situé au primaire du transformateur. Ce circuit est composé d’une capacité 
négative 0C−  en série avec le primaire du transformateur, et d’une capacité positive 0C  mise 








=   (2.54) 
Avec dδ  l’angle de perte diélectrique et ω  la pulsation du signal. A noter que la 
résistance R∞  très élevée (
1810 Ω  ) permet juste de définir un nœud non-flottant dans le circuit 
PSpice. 
L’amplification du signal est assurée par deux amplificateurs ZFL-500LN+ en cascade 
et alimentés par un générateur de tension continue de 15V . Leur impédance d’entrée est 
modélisée par une résistance ZFLR  de 50Ω  mise en parallèle avec la résistance de pertes 
diélectriques du capteur. L’amplification est modélisée par deux gains idéaux en série de 
28ZFLG dB=  chacun. La tension de sortie de ces deux amplificateurs est ensuite affichée par 
un oscilloscope modélisé par une résistance oscR  de 50Ω . Par abus de langage, on appelle 
l’« amplificateur » de la PEA le système des deux amplificateurs montés en cascade. 
Au début de cette thèse, la pulsation intervenant dans la résistance de pertes 
diélectriques (cf. équation (2.54)) était définie par une valeur constante 0ω ω=  car la résistance 
standard de PSpice ne permet pas une dépendance en fréquence [67], [134]. Cette pulsation 
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constante peut, par exemple, être celle correspondante au maximum d’amplitude spectrale de 
la force acoustique générée en entrée du modèle (cf. partie II.2.2). La partie suivante expose la 
méthode employée afin de modéliser la pulsation variable ω  dans la résistance de pertes 
diélectriques ( )0R ω . 
II.3.2 Modélisation des pertes diélectriques dépendantes de 
 la fréquence 
La modélisation de la pulsation variable ω  dans la résistance de pertes diélectriques 
( )0R ω  d’un transducteur piézoélectrique a été présentée par Dahiya [112], et reprise par 
Chahal [102], dans son modèle PSpice de la PEA. Cette modélisation a été réalisée pour le 
modèle de Leach [118] du capteur. Le principe reste le même pour le modèle de Redwood [116] 
couplé à l’amplificateur qui est utilisé ici. En se basant sur la Figure II.15, l’impédance 
équivalente eqZ  de la capacité bloquée 0C , de la résistance de pertes diélectriques ( )0R ω  et de 

















  (2.55) 
Avec 0V  la tension à ses bornes, 0I  le courant qui la traverse et .s s ω− =  la pulsation 
écrite en fonction de la variable de Laplace s jω= . L’impédance équivalente est alors 
implémentée dans PSpice par le biais d’une source de tension contrôlée 0V  qui est égale à 
l’impédance équivalente eqZ  multipliée par le courant 0I  qui la traverse. La Figure II.16 
schématise le modèle de Redwood [116] du capteur avec la prise en compte de la dépendance 
en fréquence de la résistance de pertes diélectriques. 
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Figure II.16. Modèle PSpice de Redwood du capteur piézoélectrique couplé au modèle de 
l’amplificateur avec la prise en compte de la dépendance en fréquence de la résistance de pertes 
diélectriques 
II.4 Configuration, simulation et optimisation du 
 modèle PSpice de la PEA 
Les parties précédentes ont permis de détailler les modélisations des différents éléments 
du banc de mesure PEA. Les forces acoustiques générées de part et d’autre de l’échantillon 
polarisé sont modélisées par des générateurs de tension (cf. Figure II.5). Les milieux 
acoustiques sont modélisés par des lignes de transmission électriques sans perte (cf. Figure 
II.6), à l’exception de l’échantillon qui est modélisé par une ligne à pertes dépendantes de la 
fréquence (cf. Figure II.8). Le capteur piézoélectrique couplé à l’amplificateur est modélisé par 
le circuit de Redwood [116] couplé à la résistance d’entrée de l’amplificateur (cf. Figure II.16). 
Tous ces modèles sont assemblés sur la Figure II.17 qui représente le modèle PSpice complet 
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Figure II.17. Modèle PSpice de la PEA pour une calibration d’échantillon 
Dans les prochaines parties, le modèle ci-dessus va être configuré pour reproduire une 
calibration sur un échantillon PTFE d’une épaisseur de 205 mµ . Le choix s’est porté sur le 
PTFE qui a la caractéristique d’avoir une atténuation et une dispersion visible pour une 
épaisseur de quelques centaines de microns. La simulation issue de ce modèle sera ensuite 
comparée au signal issu de l’expérience. Finalement, une optimisation du modèle sera réalisée 
en faisant varier les paramètres de la cellule dans un premier temps, puis en faisant varier les 
paramètres de l’échantillon étudié dans un deuxième temps, afin que le modèle soit le plus 
proche de l’expérience. 
II.4.1 Configuration des paramètres du modèle PSpice de la 
 PEA 
II.4.1.1 Configuration des forces acoustiques générées aux 
 électrodes 
Lors de l’étape de calibration, l’échantillon est polarisé par une tension continue de 1kV  
qui engendre des charges capacitives aux électrodes. Lorsqu’une impulsion électrique est 
appliquée à l’échantillon, ces charges capacitives se déplacent et génèrent une force acoustique 
qui est proportionnelle au produit de convolution entre les charges et l’impulsion. La Figure 
II.18 montre, la densité de charge hypothèse d’écart-type dρ , l’impulsion électrique appliquée 
ainsi que leur convolution qui servira à définir les forces acoustiques ,1aF  et ,2aF  de part et 
d’autre de l’échantillon (cf. Figure II.17). A noter que ces forces sont définis avec un signe 



























Modèle de Redwood du capteur couplé à l’amplificateur et à l’oscilloscope
VI0
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Figure II.18.a) Densité de charge hypothèse ; b) Impulsion électrique ; c) Force acoustique 
II.4.1.2 Configuration des paramètres de la cellule 
Les paramètres de la cellule sont ceux qui restent inchangés d’une expérience à une 
autre, et qui ne dépendent donc pas de l’échantillon étudié mais uniquement de la cellule 
employée. Ici, il s’agit d’une cellule achetée à la société japonaise FiveLab. Le diamètre de son 
électrode HT est mesuré à 8,5mm  et est supposé plus petit que celui du capteur piézoélectrique. 
Par conséquent, la section de l’électrode HT définit la surface de référence 257rS mm=  sur 
laquelle l’onde acoustique est générée. Les éléments de cette cellule qui permettent de 
paramétrer le modèle PSpice sont définis par défaut dans le Tableau II-2. 
  










































































LDPE au noir de 
carbone 
Aluminium PVDF PMMA 
Epaisseur ( )l μm  1000  10000  9  2000  
Densité ( )3ρ kg m  940  2700  1780  1180  
Vitesse de phase du 
son ( )acc m s  
2200  6400  2200  2750  
Constante 
diélectrique rε  
  ( )7,4 1kHz   
Angle de perte 
diélectrique dδ  
  ( )0,17 1kHz   
Tableau II-2. Configuration par défaut de la cellule FiveLab 
II.4.1.3 Configuration des paramètres acoustiques de l’échantillon 
Pour chaque nouvelle étude, les paramètres acoustiques 1a , 0f  et ( )0acc f  de 
l’échantillon, doivent être déterminés pour pouvoir définir son coefficient d’atténuation acα  (cf. 
équation (2.29)) et sa vitesse de phase acc  (cf. équation (2.30)). Dans le cas présent, il s’agit 
d’un échantillon de PTFE d’épaisseur de 205 mµ  et ses paramètres acoustiques vont être 
calculés à partir du signal de calibration expérimental illustré sur la Figure II.19. Par la suite, 
on parlera de paramètres acoustiques mesurés car ils sont calculés à partir d’un signal 
expérimental. 
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Figure II.19. Tracé du signal de calibration expérimental PEA 
L’« overshoot » indiqué sur la figure ci-dessus est dû au couplage entre le capteur 
piézoélectrique et l’amplificateur. Berstein l’avait établi analytiquement [61], [104], et Chahal 
l’avait confirmé via son modèle PSpice de la PEA [102]. L’artefact A est une réflexion de 
l’impulsion électrique sur l’impédance d’entrée de la tête d’excitation. Elle sera expliquée plus 
en détails dans la partie IV.1.1.2 du chapitre 4. 
La procédure pour mesurer le coefficient d’atténuation expérimental ( ),expac fα , et la 
vitesse de phase expérimental ( ),expacc f , s’applique normalement sur les transformées de 
Fourier des forces acoustiques ( ),1pF t  et ( ),2pF t  (cf. équations (2.48) et (2.50)). Elle s’applique 
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Le coefficient d’atténuation expérimental ( ),expac fα  est ensuite modélisé avec la droite 
affine de l’équation (2.29), issue l’approximation NLKK, et à laquelle on ajoute l’offset 
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 qui est dû à la désadaptation d’impédance entre l’électrode HT 
et l’échantillon 
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= −  + 
  (2.59) 
Cette modélisation est faite sur l’intervalle de fréquence [ ]min max,f f  pour lequel 
( ),expac fα  est le plus linéaire (cf. Figure II.20.b). Cette plage de fréquence se définie 
manuellement mais s’interprète à partir des tracés des modules des transformées de Fourier de 
( ),1PEAV t  et ( ),2PEAV t  (cf. Figure II.20.a). 
Quant à la vitesse de phase expérimentale ( ),expacc f , elle est modélisée avec l’équation 
(2.50) de l’approximation NLKK sur l’intervalle de fréquence ] ]max0, f  (cf. Figure II.20.c) 






c f fc f c f a
fπ
    
= +     
    
  (2.60) 
La Figure II.20 illustre les superpositions des grandeurs acoustiques modélisées ,modacα  
et ,modacc , aux grandeurs acoustiques expérimentales, ( ),expac fα  et ( ),expacc f . 
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Figure II.20.a) Modules des TFD des tensions correspondantes aux forces acoustiques aux 
extrémités de l’échantillon ; b) Coefficients d’atténuation expérimental et mesuré ; b) Vitesses 
de phase expérimentale et mesurée 
A noter que le coefficient d’atténuation et la vitesse de phase déterminés à partir des 
tensions ,1PEAV  et ,2PEAV  sont approximés. En effet, ces tensions ne sont pas exactement 
proportionnelles aux forces acoustiques ,1pF  et ,2pF  qui les ont engendrées, à cause de la 
réponse fréquentielle du capteur piézoélectrique couplé à l’amplificateur qui n’est pas 
constante. 
Les régressions faites avec les équations (2.59) et (2.60) du modèle, respectivement sur 
les tracés a) et b) de la figure ci-dessus, permettent d’estimer les paramètres acoustiques listés 
dans le Tableau II-3. 
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Impédance acoustique de l’électrode HT 
( )3HTZ MN.s m 1 Mrayl=  3, 45  
Pente du coefficient d’atténuation ( ) 1−1a mm.MHz  13, 04.10−  
Fréquence initiale ( )0f MHz  10,7  
Vitesse de phase à la fréquence initiale ( )( )ac 0c f m s  1396  
Tableau II-3. Paramètres acoustiques estimés d’un échantillon de PTFE 
Avec les données prises dans la littérature, l’échantillon de PTFE à une densité 
avoisinant les 32200kg m  et une vitesse du son avoisinant les 1400m s , ce qui lui confère une 
impédance d’environ 3,08eZ Mrayl . Par conséquent, la valeur trouvée pour l’impédance de 
l’électrode HT 3,45HTZ Mrayl  est cohérente avec l’interséction à l’ordonnée positive du 
coefficient d’atténuation expérimentale de la Figure II.20.b). Néanmois, cette valeur n’est pas 
cohérente avec celle de 2,07 Mrayl  que l’on trouverait avec des données prises de la littérature 
(cf. Tableau II-2). La question se pose de savoir si l’impédance de l’échantillon de PTFE a été 
augmentée par un serrage trop important lors de la mesure PEA au point d’être supérieure à 
celle de l’électrode en LDPE au noir de carbone. En effet, le PTFE est un matériau tendre qui 
se déforme facilement lorsqu’il subit une contrainte et qui voit sa densité, donc son impédance, 
augmentée. Néanmoins le LDPE et aussi tendre voir plus tendre que le PTFE, la question se 
pose de savoir si son taux de composition au noir de carbone augmente sa rigidité. 
II.4.1.4 Simulation du modèle PSpice avec ses paramètres par 
 défaut 
Les paramètres de la cellule et de l’échantillon permettent de paramétrer le modèle 
PSpice de la PEA qui est configuré pour étudier un échantillon lors d’une étape de calibration 
(cf. Figure II.17). Le signal simulé issu du modèle PSpice est superposé au signal expérimental 
de calibration sur la Figure II.21. A noter que le maximum du signal simulé est normalisé par 
rapport au maximum du signal expérimental. En effet, l’amplitude de la simulation est environ 
6 fois supérieure à celle de l’expérience. Cette différence peut s’expliquer par la non-prise en 
compte d’une éventuelle atténuation induite par l’électrode de masse et par la non modélisation 
du pont diviseur de tension qui sert à adapter le générateur d’impulsion à la tête d’excitation. 
Cet écart d’amplitude peut également s’interpréter en partie par des valeurs imprécises des 
dimensions du matériau piézoélectrique et donc par conséquence de son ratio de transformation 
électrique-acoustique. En effet, sa section est peut-être plus faible que celle de l’électrode HT, 
auquel cas elle serait considérée comme la surface de référence de la cellule PEA. Finalement, 
cet écart peut se commenter en partie par la non-considération de l’électrostriction du matériau 
étudié. En effet, dans le cas d’un échantillon plan et uniforme, de l’électrostriction génère un 
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signal PEA proportionnel, et qui se soustrait, au signal généré par la densité de force de 
Coulomb. 
 
Figure II.21. Superposition du signal calibration expérimental et du signal de calibration 
simulé (et normalisé) avec les paramètres par défaut de PSpice 
La superposition ci-dessus montre que la simulation est assez fidèle au signal 
expérimental bien que l’on puisse noter quelques différences dans les zones encerclées. 
II.4.2 Optimisation des paramètres sensibles du modèle 
 PSpice de la PEA 
Un paramètre du modèle est dit « sensible » si une modification relativement faible de 
sa valeur engendre une modification relativement importante du signal simulé. Par exemple, 
des épaisseurs du capteur piézoélectrique de 9 mµ  ou de 10 mµ  impactent nettement la forme 
de l’« overshoot » (cf. Figure II.21). Pour optimiser ces paramètres et ainsi parfaire le modèle, 
l’algorithme à régions de confiance [137] est utilisé pour trouver les valeurs du vecteur θ , 
constitué des paramètres sensibles, qui permet de minimiser l’équation (2.61) représentative de 
l’erreur qu’il y a entre le signal expérimental ( )expV t  et le signal simulé ( ),simV tθ  (cf. Figure 
II.21) 
 ( ) ( ) ( ) 2exp 2,simS V t V tθ θ= −   (2.61) 
Cette quantité est minimisée, itération par itération, en modifiant les valeurs du vecteur 
θ . La minimisation s’arrête lorsque la quantité ( )S θ  est inférieure à un seuil de tolérance Sδ  
préalablement fixé. La Figure II.22 schématise la boucle d’optimisation mise en place. 
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Figure II.22. Boucle d’optimisation du modèle PSpice 
II.4.2.1 Optimisation de l’étalement de la charge hypothèse et des 
 paramètres sensibles de la cellule 
L’optimisation de l’étalement de la charge hypothèse dρ  (cf. Figure II.18), et des 
paramètres sensibles de la cellule (principalement des paramètres du détecteur piézoélectrique 
et de l’absorbeur du Tableau II-2), sert à minimiser l’erreur entre le signal expérimental et le 
signal simulé sur leurs portions ,1PEAV  (cf. équation (2.61)). En effet, ces portions sont 
représentatives des pics de tension qui sont uniquement impactés par la cellule et qui n’ont subi 
aucune atténuation et dispersion de la part de l’échantillon, et aucune réflexion à l’interface 
électrode HT/échantillon (cf. Figure II.21). La Figure II.23 illustre la superposition de la portion 
,1PEAV  du signal expérimental à celle du signal simulé après que l’étalement de la charge 
hypothèse et les paramètres sensibles de la cellule aient été optimisés. 
 
Figure II.23. Superposition des premiers pics de tension du signal expérimental et du signal 
simulé (et normalisé), après l’optimisation de l’étalement de la charge hypothèse et des paramètres 
sensibles de la cellule 
Les paramètres sensibles de la cellule qui ont été optimisés sont ceux qui impactent 
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PSpice par défaut (cf. Figure II.21). Il s’agit de l’épaisseur dl , de la densité dρ , de la vitesse 
du son ,ac dc , de la constante diélectrique ,r dε , et de l’angle de perte diélectrique ,d dδ , du 
détecteur acoustique mais également de l’impédance acoustique de l’absorbeur absZ . Le 
Tableau II-4 donne les valeurs de l’étalement de la charge hypothèse et des paramètres sensibles 
de la cellule, avant, et après, leurs optimisations. A noter que les valeurs initiales sont 
optimisées dans des intervalles qui sont, soient bornés par des quantités physiquement 
cohérentes (prises dans la bibliographie), ou soient bornées par des quantités qui valent 50%  






Etalement de la charge hypothèse ( )ρd μm  2, 25  2, 44  
Epaisseur du détecteur piézoélectrique ( )dl μm  9  8,74  
Densité du détecteur piézoélectrique ( )3ρd kg m  1780  1763  
Vitesse du son du détecteur piézoélectrique ( )ac,dc m s  2200  2219  
Constante diélectrique du détecteur piézoélectrique r,dε  7, 4  6,7  
Angle de perte diélectrique du détecteur piézoélectrique d,dδ  0,17  0,19  
Impédance acoustique de l’absorbeur ( )absZ Mrayl  3,31  3,84  
Tableau II-4. Paramètres de la charge hypothèse et paramètres sensibles de la cellule, avant, 
et après, l’optimisation 
La plupart des paramètres optimisés ont moins de 15%  d’erreur relative par rapport à 
leurs valeurs initiales. La constante diélectrique et l’angle de perte diélectrique du détecteur 
piézoélectrique sont des quantités qui normalement varient avec la fréquence mais qui sont 
modélisés ici par des constantes. Néanmoins, leur valeur après optimisation restent dans les 
gammes trouvées dans la littérature [138]. 
II.4.2.2 Optimisation des paramètres acoustiques de l’échantillon 
L’optimisation des paramètres acoustiques de l’échantillon, préalablement estimés dans 
le Tableau II-3, sert à minimiser l’erreur entre le signal expérimental et le signal simulé sur 
leurs portions ,2PEAV  (cf. équation (2.61)). En effet, ces portions sont représentatives des pics 
de tension qui, en plus d’être impactés par la cellule, ont subi l’atténuation et la dispersion de 
l’échantillon, et des réflexions à l’interface électrode HT/échantillon (cf. Figure II.21). La 
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Figure II.24 illustre la superposition des portions ,2PEAV , du signal expérimental et du signal 
simulé, après que les paramètres acoustiques de l’échantillon aient été optimisés. 
 
Figure II.24. Superposition des deuxièmes pics de tension, du signal expérimental, et du signal 
simulé (et normalisé), après l’optimisation des paramètres acoustiques de l’échantillon 
Le Tableau II-5 donne les valeurs des paramètres acoustiques avant et après leurs 
optimisations. A noter que les valeurs sont optimisées dans des intervalles qui sont bornés à 






Impédance acoustique de l’électrode Haute-Tension 
( )HTZ Mrayl  
3, 45  3,3  
Pente du coefficient d’atténuation ( ) 1−1a mm.MHz  13, 04.10−  13, 29.10−  
Fréquence initiale ( )0f MHz  10,7  9,9  
Vitesse de phase à la fréquence initiale ( )( )0acc f m s  1396  1394  
Tableau II-5. Paramètres acoustiques de l’échantillon, avant, et après, l’optimisation 
Tous les paramètres optimisés ont moins de 10%  d’erreur relative par rapport à leurs 
valeurs initiales. Cette faible optimisation est cohérente avec la bonne correspondance des 
portions ,2PEAV  du signal expérimental et du signal simulé avec les paramètres acoustiques 
initiaux (cf. Figure II.21). Ce n’est pas toujours le cas et il arrive que l’expérience ne 
corresponde pas très bien à une simulation faite avec des paramètres acoustiques initialement 
mesurés et qui devront donc être optimisés. Ce cas de figure sera par exemple traité dans la 
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partie IV.2.3 du chapitre 4 (cf. Figure IV.8.b) dans lequel le modèle PSpice sera éprouvé pour 
plusieurs configurations de la PEA. 
II.4.2.3 Simulation du modèle PSpice avec les paramètres sensibles 
 optimisés 
Les paramètres optimisés la charge hypothèse, de la cellule et de l’échantillon 
permettent de reparamétrer le modèle PSpice de la PEA. Le signal expérimental et le signal 
simulé issu de ce modèle optimisé sont superposés sur la Figure II.25. 
 
Figure II.25. Superposition du signal de calibration expérimental et du signal de calibration 
simulé (et normalisé) issu du modèle PSpice optimisé 
Avec les paramètres du modèle PSpice qui ont été optimisés, le signal simulé est 
logiquement plus proche du signal expérimental. Il reste néanmoins des artefacts 
expérimentaux encerclés en rouge sur la figure ci-dessus qui ne peuvent pas être reproduits par 
le modèle. Ils seront attribués dans le chapitre suivant par la différence qu’il y a entre 
l’impulsion électrique « vue » par la cellule expérimentale et l’impulsion électrique mesurée 
par un oscilloscope puis utilisée dans le modèle PSpice. 
Pour pouvoir mieux apprécier la similitude entre les signaux ( )expV t  et ( )simV t , un écart 
relatif de leurs normes est calculé 
 












= =   (2.62) 
Cette faible erreur met en évidence la capacité du modèle PSpice à pouvoir être 
représentatif de l’expérience en optimisant certains de ses paramètres. 
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II.5 Conclusion 
Le modèle PSpice de la PEA présenté dans ce chapitre a été développé à partir d’un 
modèle issu d’une précédente thèse [68]. Ces travaux avaient notamment présenté une analogie 
acoustique-électrique qui permet de modéliser les forces acoustiques générées aux électrodes 
par des générateurs de tensions, ainsi que permis de modéliser les milieux de propagation 
acoustique par des lignes de transmission électrique. 
Le premier est principal apport de ce chapitre a été la modélisation analytique des 
phénomènes acoustiques d’atténuation et de dispersion d’un échantillon polymère, pour qu’ils 
puissent être implémentés dans le modèle PSpice de la PEA. L’atténuation est issue d’un 
modèle empirique [124], [125], tandis que la dispersion est calculée à partir de l’approximation 
« NLKK » qui la relie à l’atténuation [126]–[129], [88], [90]. L’implémentation dans le modèle 
PSpice de l’échantillon qui atténue et disperse se fait à l’aide d’une ligne de transmission à 
pertes dépendantes en fréquence (FDTL) qui est elle-même modélisée par la Méthode des 
Caractéristiques (MdC) de Branin [130]–[132]. Cette FDTL de l’échantillon a été validée pour 
un cas idéal en étant adaptée, puis elle a été analysée pour un cas expérimental avec notamment 
une désadaptation d’impédance avec la ligne de transmission de l’électrode HT. L’analyse a 
montré que cette désadaptation induit un offset dans la mesure du coefficient d’atténuation qui 
peut donc être exploité afin d’estimer l’impédance acoustique de l’électrode HT. 
Le second apport a été la prise en compte de la fréquence dans l’expression de la 
résistance de pertes diélectriques du modèle de Redwood [116] du capteur piézoélectrique. Pour 
se faire, il faut calculer l’expression fréquentielle de l’impédance équivalente de la capacité 
bloquée, de la résistance de pertes diélectriques et de la résistance d’entrée de l’amplificateur, 
en parallèle. Cette impédance équivalente est ensuite implémentée dans PSpice par le biais 
d’une source de tension contrôlée égale à l’impédance équivalente multipliée par le courant qui 
la traverse. Cette prise en compte de la fréquence dans l’expression de la résistance de pertes 
diélectriques a été réalisée en se basant sur les travaux de Dahiya [112]. 
Finalement, le nouveau modèle PSpice a été évalué en comparant son signal de 
simulation à un signal de calibration expérimental qui a été mesuré lors de la polarisation d’un 
échantillon de PTFE. Le signal simulé a été obtenu à partir du modèle paramétré avec des 
valeurs par défaut de la cellule et de l’échantillon. La comparaison entre le signal expérimental 
et le signal simulé avec le modèle PSpice par défaut n’était pas satisfaisante, et a conduit à un 
processus d’optimisation des paramètres sensibles du modèle. L’étalement de la charge 
hypothèse et les paramètres de la cellule ont été optimisés pour minimiser l’erreur entre les 
portions non atténuées, et non dispersées, du signal expérimental et du signal simulé. Les 
paramètres acoustiques de l’échantillon ont été optimisés pour minimiser l’erreur entre les 
portions atténuées et dispersées des signaux. Une nouvelle comparaison entre le signal 
expérimental et le signal simulé issu du modèle PSpice optimisé était satisfaisante et atteste de 
la capacité du modèle à pouvoir être représentatif de l’expérience. 
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Ce modèle PSpice de la PEA sera utilisé dans le prochain chapitre qui développera un 
nouveau traitement du signal qui prend en compte les phénomènes d’atténuation, de dispersion, 
et de réflexions des ondes acoustiques dans l’échantillon. 
Equation Chapter (Next) Section 1 
  





III. Chapitre 3 
Traitement du signal de la 
PEA 
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La PEA est une méthode qui permet de mesurer la distribution de charges dans un 
échantillon diélectrique. Cette distribution est estimée à partir de la déconvolution d’un signal 
de tension en sortie du banc PEA [60], [66]. La qualité du signal de la charge déconvoluée a 
souvent été améliorée en travaillant sur la partie matériel (hardware) de la cellule [65]. Par 
exemple, l’utilisation d’un capteur piézoélectrique plus fin (afin d’améliorer la résolution 
spatiale), et de milieux acoustiques adaptés (afin de supprimer les réflexions), ont permis 
d’améliorer la proportionnalité entre le signal de tension mesuré et la distribution de charges 
afin de faciliter leur déconvolution. Néanmoins, certains phénomènes propres à l’échantillon 
testé, tels que l’atténuation, la dispersion et les réflexions des ondes acoustiques, sont plus ou 
moins présents dans la réponse de la PEA et peuvent causer une inexactitude sur la charge 
estimée s’ils ne sont pas pris en compte dans la fonction de transfert de la PEA (software). Pour 
considérer ces phénomènes dans la fonction de transfert, il faudrait pouvoir mesurer les 
différentes réponses de la PEA pour des entrées impulsionnelles (plans de charges) positionnées 
à différentes profondeurs de l’échantillon. C’est impossible à réaliser expérimentalement et 
c’est pourquoi il est nécessaire d’utiliser le modèle PSpice de la PEA établi dans le chapitre 
précédent. 
Une première partie présente les différentes étapes qui permettent de construire une 
fonction de transfert de la cellule à partir du modèle PSpice. Un schéma-bloc de la PEA sera 
d’abord présenté afin de mieux visualiser le traitement du signal qui sera appliqué à l’aide du 
modèle PSpice. Une première utilisation du modèle consiste à corriger l’impulsion électrique 
d’entrée dans le but de construire une fonction de transfert qui modélise parfaitement la cellule 
PEA. Une fois l’impulsion électrique optimisée, le modèle permettra de construire la fonction 
de transfert PEA. 
Une deuxième partie traite de la déconvolution d’un signal de tension à partir d’une 
fonction de transfert PEA. Cette déconvolution se base sur deux méthodes : la régularisation au 
sens de Tikhonov [139] qui est une méthode analytique couramment utilisée pour les signaux 
PEA, et l’algorithme à régions de confiance [137] qui est une méthode itérative. Chacune de 
ces méthodes sera utilisée pour déconvoluer un signal expérimental à partir de la fonction de 
transfert PEA construite dans la première partie de ce chapitre. 
Une troisième et dernière partie concerne une analyse du traitement du signal développé 
précédemment. Pour cela, des comparaisons sont faites avec le traitement d’Arnaout [66] qui 
ne prend pas en compte l’atténuation, la dispersion et les réflexions des ondes acoustiques qui 
traversent l’échantillon. Une première comparaison entre les densités de charge déconvoluées 
par les deux traitements permet d’interpréter leurs pertinences. Une seconde comparaison entre 
les résolutions spatiales des traitements, mesurées à l’aide du modèle PSpice, permet d’analyser 
le pouvoir de résolution des différents traitements. 
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III.1 Réalisation d’une fonction de transfert de la 
 cellule à partir du modèle PSpice 
III.1.1 Schéma-bloc de la PEA 
Comme indiqué dans les chapitres précédents, le principe de la PEA est d’appliquer une 
impulsion électrique à un échantillon chargé afin de créer une onde acoustique qui se propage 
de l’échantillon jusqu’au capteur piézoélectrique qui la convertit en un signal de tension 
représentatif de la densité de charge. D’un point de vue du traitement du signal, il est important 
de distinguer les différents « blocs » de la PEA qu’il y a entre l’entrée (la distribution de charge) 
et la sortie (la tension mesurée) afin de pouvoir établir une stratégie de traitement du signal. La 
Figure III.1 montre un schéma bloc de la cellule établi pour ce chapitre. 
 
Figure III.1. Schéma-bloc de la cellule 
Le bloc 1 représente un filtre gaussien appliqué à la charge d’entrée ρ  pour d’une part 
mieux représenter la bande passante du signal expérimental (cf. II.4.2.1), et d’autre part, éviter 
la présence de bruit haute fréquence sur la charge qui sera déconvoluée (cf. III.2). Ce filtre est 
en pratique directement incorporé dans la charge d’entrée ρ  en la définissant par une 
distribution gaussienne et pour laquelle la valeur de l’étalement permet d’ajuster la valeur de la 
bande passante du filtre (cf. II.2.2). Le bloc 2 représente l’impulsion électrique Vδ  qui, une 
fois appliquée sur les charges, engendre une force acoustique aF . Le bloc 3 représente 
l’échantillon où se propage, s’atténue, se disperse, et se réfléchit, l’onde acoustique d’entrée en 
fonction de la position initiale x  de la force acoustique dans l’échantillon. Le bloc 4 représente 
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capteur piézoélectrique couplé à l’amplificateur qui convertit l’onde acoustique en un signal 
électrique, puisqu’il amplifie cette onde afin de fournir la tension de sortie de la cellule ,PEA xV . 
La Figure III.1 servira de base de raisonnement dans le but de déterminer la fonction de transfert 
,PEA xH  qui permettra de déconvoluer un signal PEA afin de retrouver la distribution de charges 
dans l’échantillon. 
III.1.2 Utilisation du modèle PSpice pour corriger le signal de 
 l’impulsion électrique mesurée 
Avant d’envisager l’utilisation du modèle PSpice pour construire la fonction de transfert 
PEA, il faut s’assurer que ce dernier soit parfaitement représentatif du système PEA. La Figure 
III.2 montre la superposition entre le signal de calibration expérimental, et le signal de 
calibration simulé PSpice, obtenus dans le chapitre précédent lors de l’étude d’un échantillon 
de PTFE d’épaisseur 205 mµ , et polarisé à 1kV  (II.4.2.3). La portion ,1PEAV  représente la 
réponse PEA aux charges capacitives à l’électrode de masse et qui n’est ni atténuée, ni 
dispersée, et n’a subi aucune réflexion. La portion ,2PEAV  représente la réponse PEA aux charges 
capacitives à l’électrode HT et qui est atténuée, dispersée, et qui a subi des réflexions provenant 
de l’interface échantillon/électrode HT. 
 
Figure III.2. Superposition d’un signal expérimental, et d’un signal simulé issu du modèle PSpice, 
obtenus lors de la polarisation d’un échantillon de PTFE 
Des paramètres du modèle PSpice ont préalablement été optimisés afin que le signal 
simulé soit le plus fidèle possible au signal expérimental (cf. II.4.2). Malgré cela, les artefacts 
expérimentaux encerclés en rouge sur la figure ci-avant ne peuvent pas être reproduits par le 
modèle. En effet, il s’agit de données qui sont propres à l’impulsion électrique qui est 
« réellement » vue par la cellule expérimentale et qui est différente du signal de l’impulsion qui 
est mesuré par un oscilloscope puis utilisé dans le modèle PSpice. Ces différences entre 
impulsion « réelle », et impulsion mesurée, s’expliquent probablement par des câblages 
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différents lors de leurs applications. Effectivement, lors d’une mesure expérimentale le 
générateur d’impulsion est raccordé à la tête d’excitation de la cellule via un câble coaxial. Une 
mauvaise adaptation entre le générateur, le câble, et la tête, peut entraîner des réflexions de 
l’impulsion qui influeraient sur le signal analogique qui est réellement appliqué à la cellule. 
Tandis que lors de l’utilisation du modèle PSpice, le signal numérique de l’impulsion utilisé est 
préalablement mesuré en raccordant le générateur d’impulsion à un oscilloscope, via un câble 
coaxial et deux atténuateurs 10 dB− . Ce raccordement est donc différent de celui utilisé lors de 
la mesure et va donc par conséquent engendrer des réflexions différentes dans le signal de 
l’impulsion mesuré. De plus, les atténuateurs et l’oscilloscope sont des filtres passe-bas et donc 
filtrent les variations hautes fréquences ce qui induit une différence supplémentaire entre 
l’impulsion appliquée lors de la mesure expérimentale et celle utilisée dans le modèle. 
Si une fonction de transfert devait être construite à partir du modèle PSpice qui simule 
un signal différent du signal expérimental (cf. Figure III.2), alors le profil de charges 
déconvolué à partir de cette fonction présenterait des charges fictives aux positions des zones 
encerclées. C’est pourquoi il est important de corriger l’impulsion utilisée dans le modèle afin 
d’éviter l’apparition de ces charges fictives. Pour cela, l’impulsion du modèle est corrigée pour 
minimiser l’écart entre les portions ,1PEAV  du signal expérimental et du signal simulé. La Figure 
III.3 représente la boucle de correction mise en place où les signaux qui sont en rouge changent 
à chaque itération tandis que ceux qui sont en noir restent inchangés. 
 
Figure III.3. Boucle de correction de l’impulsion électrique en utilisant le modèle PSpice configuré 
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Une première étape d’initialisation sert à générer la force acoustique ,0aF  à partir de la 
convolution de l’impulsion mesurée Vδ  (à corriger) et de la densité gaussienne de charge 
capacitive ,c gρ . Etant donné que cette densité de charge est fixée, corriger la force acoustique 
revient à corriger l’impulsion électrique. Pour cela, une boucle itérative est réalisée et pour 
chaque itération, la force à corriger ,a iF  est positionnée entre l’échantillon et l’électrode de 
masse du modèle PSpice. Cette force permettra de simuler un signal de tension ,sim iV  qui 
correspond à la portion ,1PEAV  définie sur la Figure III.2. La différence de ce signal simulé au 
signal expérimental expV  est ensuite ajoutée à la force acoustique initiale afin de créer une force 
acoustique corrigée , 1a iF + . A noter qu’un facteur K  peut être appliqué à la différence des 
signaux de tension pour représenter le facteur d’amplitude qu’il y a entre la force acoustique et 
la tension. Ce facteur est dû, entre autres, au coefficient de couplage électrique-acoustique du 
capteur piézoélectrique et à la perte d’amplitude lors de la transmission de l’onde aux 
différentes interfaces. Cette boucle se poursuit d’itération en itération jusqu’à ce que la 
différence entre les signaux de tension soit inférieure à un seuil de tolérance prédéfini par 
l’expérimentateur. Finalement, l’utilisation de l’impulsion électrique corrigée dans le modèle 
PSpice permet de simuler un signal quasiment identique au signal expérimental. La Figure III.4 
a) représente le tracé de la force avant et après optimisation. La Figure III.4 b) représente la 
superposition du signal de polarisation expérimental aux signaux de polarisation simulés à 
partir de l’impulsion non-optimisée et de l’impulsion optimisée. 
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Figure III.4.a) Tracés de la force acoustique avant, et après, correction ; b) Superposition du signal 
de calibration expérimental et des signaux de calibration simulés, avant, et après, correction de la 
force acoustique/impulsion électrique 
La différence maximale entre la force corrigée et la force non-corrigée ne dépasse pas 
5%  de l’amplitude maximale du pic principal. Pour autant, cette faible correction suffit à 
simuler un signal PEA identique au signal expérimental, ce qui confirme la bonne fiabilité 
initiale du modèle PEA réalisé au chapitre précédent. Avec cette correction du signal de 
l’impulsion électrique mesuré, le modèle PSpice est maintenant parfaitement représentatif de 
la PEA. 
A noter que cette correction de l’impulsion électrique n’est utilisable que pour une seule 
configuration expérimentale (câble coaxial, tête d’excitation, etc.). A chaque changement 
d’échantillon cette correction devra être refaite. 
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III.1.3 Utilisation du modèle PSpice pour construire la 
 fonction de transfert de la PEA 
III.1.3.1 Principe de construction d’une fonction de transfert PEA 
Un des buts de ce chapitre est de pouvoir construire une fonction de transfert qui prend 
en compte l’atténuation, la dispersion, et les réflexions au sein de l’échantillon. Pour se faire, il 
faudrait pouvoir mesurer les différentes réponses de la PEA pour des entrées impulsionnelles 
(plans de charges) positionnées à différentes profondeurs de l’échantillon. C’est impossible à 
réaliser expérimentalement et c’est pourquoi il est nécessaire d’utiliser le modèle PSpice de la 
PEA. La Figure III.5 représente une utilisation itérative du modèle PSpice qui permet de 
construire la fonction de transfert PEA à partir d’un plan de charges capacitives d’entrée cσ . 
 
Figure III.5. Utilisation itérative du modèle PSpice afin de construire la fonction (ou matrice) de 
transfert PEA à partir d’un plan de charges capacitives d’entrée (entrée impulsionnelle), pour l’étude 
d’un échantillon de PTFE 
L’application de l’impulsion électrique Vδ  sur la densité de charge capacitive ,c gρ  
génère une force acoustique d’entrée aF . Ensuite, l’échantillon étudié est discrétisé en N  
t = x/cac(f0)0
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couches d’épaisseur x∆ , et une boucle de 1N +  simulations est réalisée en positionnant la force 
acoustique aF  à l’intersection des différentes couches pour chaque itération. Chacune de ces 





∆ pour être converti en une réponse impulsionnelle ,PEA ih  en ( )3V C m , ce qui 
permettra de directement déconvoluer des densités de charge en 3C m  à partir d’un signal PEA 
qui est en V . Cette réponse impulsionnelle ,PEA ih , échantillonnée à ST  (pas de temps défini avec 
PSpice), constitue une colonne de la matrice de transfert PEAH . A la fin des 1N +  simulations, 
la matrice est constituée de 1N +  colonnes réparties temporellement sur l’axe ( )0act x c f=  où 
( )0acc f  est la vitesse de phase du son dans l’échantillon à la fréquence initiale 0f  pour laquelle 
l’onde à le plus d’énergie. 
A noter qu’en pratique, le modèle PSpice de l’échantillon n’est pas littéralement scindé 
en N  lignes d’épaisseur x∆  mais en deux lignes d’épaisseur qui varient en fonction des 
itérations. Cette méthode permet de pouvoir positionner la force acoustique entre ces deux 
lignes et ainsi balayer l’épaisseur de l’échantillon d’itération en itération. 
III.1.3.2 Paramètres de simulation de PSpice 
Les paramètres de simulation de PSpice à définir sont, l’échantillonnage temporel sT  et 
l’échantillonnage spatial x∆ , qui sont reliés par la condition 
 ( )( )max ac sx c f T∆ ≥   (3.1) 
Elle permet d’éviter la répétition de réponses impulsionnelles identiques dans la matrice, 
ce qui ne représente aucune propagation. Cette condition se lit souvent de droite à gauche. En 
effet, le premier paramètre fixé est l’échantillonnage temporel sT  qui doit être suffisamment 
faible pour respecter la condition de Shannon [140], mais suffisamment grand pour ne pas 
engendrer un temps de simulation trop long et non désiré. Une fois sT  fixé, et connaissant la 
vitesse de phase maximale du son dans l’échantillon, il convient de fixer l’échantillonnage 
spatial x∆ . 
Dans notre cas, sT  est essentiellement conditionné par l’échantillonnage temporel des 
signaux expérimentaux à traiter. En effet, on verra dans la partie qui porte sur la déconvolution 
(cf. III.2) que l’échantillonnage temporel de la matrice de transfert doit être le même que celui 
du signal expérimental à déconvoluer. 
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III.1.3.3 Construction d’une matrice de transfert PEA pour l’étude 
 d’un échantillon de PTFE 
Une matrice de transfert PEA est construite à partir du modèle PSpice optimisé pour 
l’étude d’un échantillon de PTFE d’épaisseur de 205 mµ , et polarisé à 1kV . La correction de 
l’impulsion a déjà été réalisée dans la partie III.1.2. Il convient maintenant de définir les 
paramètres de simulation afin de respecter la condition de l’équation (3.1). Le temps 
d’échantillonnage temporel sT  doit être égal à celui du signal de mesure PEA qui est de 500 ps  
(cf. Figure III.4). La vitesse de phase maximale du son dans l’échantillon est de 11494 .m s−  (cf. 
Figure II.20.c de la partie II.4.1.3). La condition de CFL (cf. équation (3.1)) impose d’avoir au 
maximum 274  tranches d’épaisseur de 0,747 mµ  pour un échantillonnage sT  donné. 
L’échantillon est donc discrétisé en 205  tranches d’épaisseur de 1 mµ  à partir du modèle 
itératif de PSpice (cf. Figure III.5) afin de construire la matrice en environ 6min  (cf. Figure 
III.6). A noter que pour faciliter son interprétation, un facteur 1−  a été appliqué au tracé de la 
matrice qui est donc représentative d’un plan de charges positives à l’interface entre 
l’échantillon et l’électrode de masse. 
 
Figure III.6. Matrice de transfert PEA pour l’étude d’un échantillon de PTFE 
Les différentes colonnes de la matrice de transfert sont tracées selon l’axe temporel 
défini à la Figure III.5. On observe bien que la réponse impulsionnelle est de plus en plus 
atténuée, et dispersée, lorsque que le plan de charge d’entrée est positionné de plus en plus 
proche de l’électrode HT. On remarque également que lorsque le plan de charge se rapproche 
de cette électrode, alors la réponse impulsionnelle subit des réflexions destructives qui 
diminuent son amplitude (zone encerclée et zoomée). Ces réflexions sont relativement faibles 
dans cet exemple car l’impédance acoustique de l’échantillon de PTFE (3,07 Mrayl ) est 




































- 98 - 
relativement proche de celle de l’électrode HT (3,30 Mrayl ). Néanmoins, ces réflexions sont 
nettement plus importantes lors de mesures réalisées avec une PEA avec tête « sans contact » 
pour laquelle l’échantillon est en contact avec de l’air qui a une très faible impédance 
acoustique. La Figure III.7 illustre une telle matrice à titre indicatif, et qui a été construite en 
paramétrant la valeur de l’impédance acoustique de l’électrode HT à 10%  de la valeur de 
l’impédance de l’échantillon, soit 0,307 Mrayl . 
 
Figure III.7. Matrice de transfert PEA pour illustrer les réflexions constructives engendrées 
par une électrode de faible impédance acoustique, telle qu’une électrode à tête « sans contact » 
En définitive, la considération de l’atténuation, de la dispersion, et de ces réflexions, 
permettra de déconvoluer un profil de charges « plus exact » à partir d’un signal de mesure 
PEA. 
III.2 Déconvolution d’un signal PEA 
La partie précédente fournit une méthode pour construire une fonction de transfert PEAH  
sous forme d’une matrice qui est représentative d’un système linéaire et variant dans le temps, 
et qui relie la densité de charge d’entrée ( )tρ  au signal de tension de sortie ( )PEAV t  
 ( ) ( ).PEA PEAH t V tρ =  (3.2) 
Malheureusement, ce problème inverse est mathématiquement mal posé, ce qui signifie 
que de faibles incertitudes sur la matrice PEAH , ou sur le signal PEAV , peuvent induire de fortes 
variations sur la densité de charge estimée ρ  [141]. Les méthodes utilisées pour retrouver une 
solution pertinente sont appelées régularisations. 
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Le but de cette partie est d’utiliser deux méthodes de régularisation, une analytique et 
une itérative, afin de retrouver une densité de charge plus exacte. 
III.2.1 Régularisation analytique de Tikhonov 
III.2.1.1 Méthode 
La régularisation de Tikhonov est largement utilisée pour traiter les problèmes inverses 
mal posés comme rencontrés en PEA [65], [66], [88]–[90]. Cette technique consiste à trouver 
une densité de charge solution ρ  qui minimise l’équation 
 ( ) ( ) ( )2 2
2 2
.PEA PEAH t V t tρ λ ρ− + Γ  (3.3) 
Le premier terme de l’équation à minimiser est le carré de la norme résiduelle de 
l’équation (3.2) (terme des moindres carrés). Le deuxième terme à minimiser est le carré de la 
norme 2 de la densité de charge que l’on cherche, et qui va agir comme un filtre sur la solution 
obtenue. Le paramètre Γ est la matrice de Tikhonov qui est choisi en fonction du problème. Ici, 
elle est définie par la matrice identité I  afin de favoriser une solution de densité de charge qui 
a une faible norme. Le facteur λ  est appelé paramètre de régularisation et il contrôle l’équilibre 
entre les deux normes à minimiser afin d’obtenir la densité de charge solution optimale. En 
effet, si ce paramètre est trop grand alors la solution est trop filtrée ce qui signifie que de 
l’information utile a été perdue. A l’inverse, si ce paramètre est trop faible alors la totalité de 
l’information est déconvoluée, y compris le bruit présent dans le signal de tension PEA. C’est 
pourquoi la méthode « L-Curve » [142] est utilisée pour trouver la valeur optimale du paramètre 
de régularisation optλ  afin d’avoir le meilleur compromis entre ces deux normes. La 
minimisation de l’équation (3.3) donne alors directement une solution de la densité de charge 













III.2.1.2 Résultat obtenu pour l’échantillon de PTFE 
La régularisation analytique de Tikhonov est appliquée au signal de calibration mesuré 
à partir de la polarisation à 1kV  de l’échantillon de PTFE d’épaisseur de 205 mµ . La Figure 
III.8 montre le signal à déconvoluer, la densité de charge déconvoluée, ainsi que le champ 
électrique et la tension appliquée correspondants. 
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Figure III.8.a) Signal de tension à déconvoluer ; b) Densité de charge déconvoluée ; c) 
Champ électrique ; d) Tension appliquée 
La distribution de charges devrait théoriquement comporter deux Diracs correspondants 
aux plans de charges capacitives aux électrodes. Néanmoins, il est difficile de déconvoluer des 
solutions Diracs et c’est pourquoi un filtre gaussien d’écart-type de 8 mµ  est appliqué à la 
charge déconvoluée qui était initialement bruitée. La densité de charge déconvoluée est bien 
représentative des plans de charges capacitives aux électrodes malgré l’atténuation, la 
dispersion, et les réflexions, subies par le signal de tension. Néanmoins, il y a un léger offset 
négatif dans la charge qui se visualise bien lorsqu’on l’intègre sur l’épaisseur de l’échantillon 
pour calculer le champ électrique qui n’est donc pas horizontal. Par conséquent, l’intégration 
du champ ne permet pas de retrouver la tension appliquée de 1kV  sur l’électrode HT. A noter 
que cet offset présent dans la charge obtenue par la régularisation de Tikhonov peut être bien 
plus prononcé que celui présenté sur la figure ci-dessus et qu’il faut donc, dans ce cas, utiliser 
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III.2.2 Régularisation itérative à partir de l’algorithme à 
 régions de confiance 
III.2.2.1 Méthode 
L’algorithme à régions de confiance [137] est itératif et permet dans le cas présent de 
trouver une densité de charge solution ρ  qui minimise l’équation 
 ( ) ( ) ( )
22
2 2
.PEA PEAH t V t tρ ρ− +  (3.5) 
Comme pour la régularisation de Tikhonov (cf. équation (3.3)), le premier terme de 
l’équation à minimiser est le carré de la norme résiduelle de l’équation (3.2) (terme des 
moindres carrés). Contrairement à la régularisation de Tikhonov (cf. équation (3.3)), le 
deuxième terme à minimiser n’est pas le carré de la norme 2 de la densité de charge mais le 
carré de la norme 2 de la valeur moyenne de la densité de charge. Il est en effet plus pertinent, 
pour le problème posé, de minimiser la valeur moyenne de la densité de charge solution qui est 
réellement nulle sur l’épaisseur du diélectrique de par l’équilibre électrostatique. La 
minimisation de l’équation (3.5) se fait de manière itérative, en partant d’un vecteur solution 
nul ( 0ρ = ), et s’arrête lorsque sa valeur converge vers un minimum qui est inférieure à un seuil 
prédéfini. La solution ρ  est alors sauvegardée. 
III.2.2.2 Résultat obtenu pour l’échantillon de PTFE 
La régularisation itérative à partir de l’algorithme à régions de confiance est appliquée 
au même signal de calibration étudié lors de la régularisation de Tikhonov (cf. Figure III.8.a)). 
La Figure III.9 montre le signal à déconvoluer, la densité de charge déconvoluée, ainsi que le 
champ électrique et la tension appliquée correspondants. 
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Figure III.9.a) Signal de tension à déconvoluer ; b) Densité de charge déconvoluée ; c) 
Champ électrique ; d) Tension appliquée 
Il faut noter qu’un filtre gaussien d’écart-type de 8 mµ  est appliqué à la charge 
déconvoluée pour les mêmes raisons que pour la charge déconvoluée avec la régularisation de 
Tikhonov (cf. III.2.1.2). La densité de charge déconvoluée est bien représentative des plans de 
charges capacitives aux électrodes et il n’y a plus d’offset négatif sur le champ électrique, ce 
qui permet donc de retrouver la bonne tension appliquée de 1kV  sur l’électrode HT. 
Néanmoins, cette méthode itérative prend environ 2min  (pour 8 itérations) avant de fournir 
une solution alors que la régularisation de Tikhonov donne une solution quasi-instantanément. 
Il est possible d’aller plus vite en partant de la charge retrouvée à partir de la régularisation de 
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III.3 Comparaison du nouveau traitement du signal 
 développé au traitement d’Arnaout 
III.3.1 Comparaison des densités de charge déconvoluées 
La charge retrouvée à partir du nouveau traitement du signal développé dans ce chapitre 
est comparée à celle retrouvée à partir du traitement d’Arnaout [66] qui ne prend pas en compte, 
l’atténuation, la dispersion, et les réflexions, des ondes acoustiques qui traversent l’échantillon. 
La Figure III.10 montre le signal à déconvoluer par les deux traitements en a), les densités de 
charge déconvoluées en b), les champs électriques correspondants en c) ainsi que les tensions 
appliquées correspondantes en d). 
 
Figure III.10.a) Signal de tension à déconvoluer ; b) Densités de charge déconvoluées ; c) 
Champs électriques ; d) Tensions appliquées 
La densité de charge au niveau de l’électrode de masse a une meilleure résolution 
spatiale lorsqu’elle est déconvoluée à partir du traitement d’Arnaout [66] plutôt qu’à partir du 
nouveau. Néanmoins, la résolution spatiale et l’exactitude de la densité de charge déconvoluée 
au niveau de l’électrode HT est nettement meilleure pour le nouveau traitement du signal et on 
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qui a traversé l’échantillon. Cette amélioration se confirme par le calcul du champ électrique 
qui respecte bien l’équilibre électrostatique, et par le calcul de la tension appliquée qui est bien 
de 1kV  sur l’électrode HT. 
III.3.2 Comparaison des résolutions spatiales 
La résolution spatiale de la PEA peut être définie comme étant la distance minimale 
entre deux densités de charges déconvoluées qui permette de les distinguer. Cette distance de 
distinction peut être définie par différents critères qui sont plus ou moins forts (Schuster, 
Rayleigh, Sparrow, etc.). Le critère utilisé ici est celui de Sparrow [143] qui dit que deux 
charges sont distinguables si un point d’inflexion les sépare. Les résolutions spatiales des 
différents traitements du signal peuvent être mesurées à l’aide du modèle PSpice. En effet, ce 
dernier permet de placer une force acoustique aF , représentative d’un plan de charge σ , à la 
position voulue ( )0acx c f t=  entre deux tranches de l’échantillon discrétisé (cf. Figure III.5). 
De cette manière, il est possible de séparer deux plans de charges de N  tranches d’une distance 
de .N x∆ , puis de simuler un signal PEA et de le déconvoluer avec les deux traitements. 
L’analyse et la comparaison des densités de charge déconvoluées permettront de voir quel 
traitement distingue plus aisément les plans de charges d’entrée. A noter qu’il est impossible 
de positionner des plans de charges où on le souhaite avec le banc de mesure PEA, ce que 
permet maintenant le nouveau modèle PSpice. On pourra donc ainsi faire une analyse de la 
résolution spatiale. 
La première configuration étudiée est caractéristique de la limite du pouvoir de 
résolution spatiale du traitement d’Arnaout [66]. Un plan de charges et positionné à l’interface 
entre l’échantillon et l’électrode de masse et un autre plan de charges est placé à 11 microns de 
ce dernier. Il y a également un plan de charge positionné à l’interface entre l’échantillon et 
l’électrode HT et un autre plan de charge placé à 36 microns de ce dernier. La Figure III.11 
schématise cette configuration. 
 
Figure III.11. Configuration caractéristique de la limite du pouvoir de résolution spatiale du 
traitement d’Arnaout 
A noter que tous ces plans de charges sont positifs et que l’équilibre électrostatique de 
l’échantillon n’est pas respecté. Il s’agit d’un cas d’étude physiquement faux pour pouvoir 







11 µm 36 µm
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III.12.a) montre le signal PEA simulé avec PSpice à partir de cette configuration. La Figure 
III.12.b) expose les densités de charges déconvoluées avec les deux traitements du signal, à 
partir du signal PEA simulé. 
 
Figure III.12.a) Signal PEA simulé avec PSpice ; b) Densités de charges déconvoluées à 
partir des différents traitements du signal 
A l’électrode de masse, la résolution spatiale du traitement d’Arnaout [66] est plus fine 
que celle du nouveau qui est insuffisante pour distinguer deux plans de charges initialement 
séparés de 11 microns. Il y a néanmoins une incertitude sur la densité de charge obtenue par le 
traitement d’Arnaout [66]. En effet, son amplitude diminue car les effets d’atténuation et de 
dispersion ne sont pas pris en compte. A l’électrode HT, la résolution spatiale de l’autre 
traitement est plus grossière que celle du nouveau qui séparent nettement mieux les densités de 
charge représentatives des plans de charges éloignés de 36 microns. De plus, la charge 
déconvoluée par le traitement d’Arnaout [66] est altérée par la non considération de 
l’atténuation, de la dispersion, et des réflexions des ondes acoustiques qui traversent 
l’échantillon. 
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La deuxième configuration étudiée est caractéristique de la limite du pouvoir de 
résolution spatiale du nouveau traitement. Un plan de charges est positionné à l’interface entre 
l’échantillon et l’électrode de masse et un autre plan de charges est placé à 27 microns de ce 
dernier. Il y a également un plan de charge positionné à l’interface entre l’échantillon et 
l’électrode HT et un autre plan de charge placé à 27 microns de ce dernier. La Figure III.13 
schématise cette configuration. 
 
Figure III.13. Configuration caractéristique de la limite du pouvoir de résolution spatiale du 
nouveau traitement 
Comme pour le cas d’étude précédent, l’équilibre électrostatique de l’échantillon n’est 
pas respecté dans le but de mesurer la résolution spatiale des différents traitements du signal. 
La Figure III.14.a) montre le signal PEA simulé avec PSpice à partir de cette configuration. La 
Figure III.14.b) expose les densités de charges déconvoluées avec les deux traitements du 
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Figure III.14. a) Signal PEA simulé avec PSpice, b) Densités de charges déconvoluées à 
partir des différents traitements du signal 
A l’électrode de masse, la résolution spatiale du traitement d’Arnaout [66] est nettement 
plus fine que celle du nouveau qui est juste suffisante pour distinguer deux plans de charges 
initialement séparés de 27 microns. Néanmoins, l’incertitude sur la charge obtenue par l’autre 
traitement est accentuée à cause de, l’atténuation, la dispersion, et les réflexions, acoustiques 
non-considérées. A l’électrode HT, la résolution spatiale du traitement d’Arnaout [66] ne 
permet pas de distinguer les densités de charge représentatives des plans de charges éloignés de 
27 microns. En définitive, la résolution spatiale de la charge obtenue par le nouveau traitement 
est homogène dans tout le matériau. 
III.4 Conclusion 
Le premier et principal apport mis en exergue dans ce chapitre a été la construction 
d’une fonction de transfert PEA à partir du modèle PSpice afin de pouvoir prendre en compte 
l’atténuation, la dispersion et les réflexions des ondes acoustiques qui traversent l’échantillon. 
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Pour se faire, le signal de l’impulsion électrique mesuré a d’abord été corrigé pour que la tension 
simulée par PSpice soit identique à la réponse expérimentale de la cellule. Le modèle PSpice a 
ensuite été utilisé pour construire la fonction de transfert PEA sous forme de matrice. Pour se 
faire, le modèle de l’échantillon a été discrétisé en plusieurs couches et une force acoustique 
proportionnelle à un plan de charge hypothèse a été positionnée, pour chaque itération, à 
l’interface de différentes couches de l’échantillon discrétisé. Les simulations issues de chacune 
de ces itérations ont permis de construire chacune des colonnes de la matrice de transfert. 
Le second apport a été la proposition d’une alternative à la régularisation analytique de 
Tikhonov qui est couramment utilisée pour déconvoluer les signaux de tension PEA. En effet, 
bien que la régularisation de Tikhonov donne directement une solution, il n’est physiquement 
pas pertinent de minimiser la charge que l’on souhaite retrouver, hormis pour la lisser. Il est 
cependant plus approprié de minimiser la moyenne de la charge qui est physiquement nulle 
dans l’échantillon de par l’équilibre électrostatique. Pour cela, l’algorithme à régions de 
confiance [137] a été employé. C’est un algorithme itératif qui permet donc ici de trouver une 
densité de charge solution qui minimise au mieux la moyenne de la charge ainsi que la norme 
résiduelle. 
Finalement les résultats obtenus par ce nouveau traitement du signal ont été analysés et 
comparés à ceux obtenus par le traitement d’Arnaout [66] qui ne prend pas en compte 
l’atténuation, la dispersion, et les réflexions des ondes acoustiques qui traversent l’échantillon. 
La densité de charge retrouvée par le traitement d’Arnaout [66] a une résolution spatiale 
hétérogène au sein de l’échantillon, allant de 11 mµ  au niveau de l’électrode de masse à 36 mµ  
au niveau de l’électrode Haute-tension (HT). De plus, cette densité est de plus en plus inexacte 
à mesure qu’elle se rapproche de l’électrode HT d’où viennent les ondes acoustiques les plus 
atténuées, les plus dispersées et qui ont subi des réflexions. La densité de charge retrouvée par 
le nouveau traitement reste quant à elle homogène avec une résolution spatiale de 27 mµ  quelle 
que soit sa position au sein de l’échantillon. Elle permet donc de calculer un champ électrique 
qui respecte l’équilibre électrostatique. 
Dans le chapitre suivant, ce nouveau traitement du signal sera utilisé pour déconvoluer 
plusieurs signaux de tensions issus des différentes configurations du banc de mesure PEA du 
laboratoire LAPLACE, dans le but d’analyser son efficacité 
.Equation Chapter (Next) Section 1 
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Le laboratoire LAPLACE est équipé d’un banc de mesure PEA qui permet de mesurer 
la distribution de charges dans des échantillons diélectriques unidimensionnels. Ce banc a 
plusieurs configurations possibles car certains de ses éléments existent dans diverses versions. 
En effet, il y a deux générateurs d’impulsion électrique : un générateur FPG 2-50NK de la 
société FID GmbH qui fournit l’impulsion que l’on nomme « impulsion A », ainsi qu’un 
générateur d’impulsion qui a été conçu au laboratoire dans le cadre de cette thèse et qui procure 
l’« impulsion B ». Il y a également deux cellules : la « cellule A » achetée à la société japonaise 
FiveLab ainsi que la « cellule B » achetée à la société italienne TECHIMP. Ces générateurs 
d’impulsion et ces cellules peuvent être associés en diverses configurations en fonction des 
tensions de polarisation à appliquer et des résolutions spatiales souhaitées. Ces configurations 
fournissent différentes tensions de sortie qui sont ensuite traitées pour retrouver la distribution 
de charges dans l’échantillon. Un nouveau traitement du signal, basé sur un modèle numérique 
de la PEA, a été présenté dans le chapitre précédent. Néanmoins, ce traitement n’a été testé que 
pour une configuration de référence du banc, à savoir en utilisant la cellule A et l’impulsion 
électrique B. Il est donc essentiel de l’éprouver sur d’autres configurations afin d’analyser 
l’impact des différents éléments du banc de mesure sur les différentes étapes du nouveau 
traitement qui sont : 
• la définition du coefficient d’atténuation et de la vitesse de phase de l’échantillon 
qui serviront à paramétrer le modèle de la PEA ; 
• l’optimisation de paramètres de la cellule, et de l’échantillon, du modèle de la 
PEA ; 
• la correction du signal de l’impulsion électrique mesuré et qui est utilisé en 
entrée du modèle de la PEA ; 
• la déconvolution de la densité de charge de l’échantillon à l’aide du modèle de 
la PEA. 
Une première partie introduit brièvement les différents éléments du banc de mesure PEA 
qui permettent de mettre en œuvre les différentes configurations possibles. Les deux 
générateurs sont présentés et les mesures de leurs impulsions A et B sont tracées. L’impulsion 
A à la particularité de présenter une « signature » caractéristique importante. Les deux cellules 
A et B sont détaillées au travers de tableaux qui relatent leurs éléments acoustiques et les 
propriétés correspondantes. Les éléments de la cellule A sont à priori tous bien connus alors 
que ceux de la cellule B sont méconnus. Les deux types d’échantillon diélectrique étudiés sont : 
le polytétrafluoroéthylène (PTFE) et le polyéthylène à basse densité (LDPE), qui contrairement 
au PTFE, atténue et disperse peu les ondes acoustiques. 
Les trois parties suivantes détaillent le processus du nouveau traitement du signal dans 
les trois cas d’étude suivants : 
• en étudiant du PTFE à partir de la même cellule A mais en appliquant les 
différentes impulsions A et B. Ce travail permet d’analyser l’impact du type 
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d’impulsion appliquée sur le nouveau traitement lors de l’étude de polymères 
qui atténuent et dispersent les ondes acoustiques ; 
• en étudiant du LDPE avec la même cellule A mais en appliquant les différentes 
impulsions A et B. Ce travail permet d’analyser l’impact du type d’impulsion 
appliquée sur le nouveau traitement lors de l’étude de polymères qui atténuent 
et dispersent peu les ondes acoustiques. De plus, ces résultats seront comparés à 
ceux du point précédent pour analyser la différence d’impact entre du PTFE et 
du LDPE étudiés avec la même cellule et soumis à chacune des impulsions 
électriques ; 
• en étudiant du polyéthylène avec la cellule B et en appliquant l’impulsion A. Ce 
travail permet de reparamétrer les éléments méconnus de la cellule B à partir du 
nouveau traitement et ainsi de pouvoir aller au bout du processus pour obtenir 
une distribution de charges pertinente dans l’échantillon. 
IV.1 Présentation des éléments du banc de mesure PEA 
IV.1.1 Les impulsions électriques 
IV.1.1.1 L’impulsion A 
L’impulsion A est fournie par le générateur FPG 2-50NK de la société FID GmbH. Son 
amplitude est réglée à 300V  puis elle est atténuée par le biais de deux atténuateurs 10 dB−  
pour pouvoir être mesurée par un oscilloscope. Le signal de mesure de l’impulsion A est 
présenté sur la Figure IV.1. 
 
Figure IV.1. Impulsion électrique A 





















- 113 - 
Sa largeur à mi-hauteur est d’environ 5,5ns  et l’amplitude de son spectre va jusqu’aux 
environs de 250 MHz . Cette impulsion comporte une signature caractéristique (encerclée en 
rouge) relativement importante par rapport au pic qui la suit. Cette signature se retrouve 
distinctement dans les signaux de mesures PEA obtenus en utilisant cette impulsion. 
IV.1.1.2 L’impulsion B 
L’impulsion B est générée par un générateur d’impulsion qui a été conçu dans le cadre 
de cette thèse par le service électronique du laboratoire. Son amplitude est également réglée à 
300V  avant d’être mesurée, et tracée sur la Figure IV.2. 
 
Figure IV.2. Impulsion électrique B 
Sa largeur à mi-hauteur est d’environ 3ns  et l’amplitude de son spectre va jusqu’à 
environ 325MHz . Ce signal de mesure comporte des réflexions dues à une adaptation 
d’impédance imparfaite entre la sortie du générateur d’impulsion, le câble coaxial et l’entrée de 
l’oscilloscope. Ces réflexions présentes dans un signal de mesure de l’impulsion peuvent 
également être présentes dans un signal de mesure PEA à cause d’une désadaptation 
d’impédance entre la sortie du générateur d’impulsion, le câble coaxial et l’entrée de la tête 
d’excitation de la cellule. Pour s’en affranchir, il faut trouver un câble parfaitement adapté ou 
suffisamment long pour que les réflexions arrivent après la partie utile du signal PEA. 
IV.1.2 Les échantillons étudiés 
IV.1.2.1 Le Polytétrafluoroéthylène (PTFE) 
Le PTFE (ou Téflon®) est un polymère fluorocarboné comme le montre sa structure 
chimique en Figure IV.3. Il est imperméable, inflammable, résiste très bien aux basses, et 
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hautes, températures (bonne résistance jusqu’à 268 C− °  et point de fusion à 327 C° ), c’est le 
polymère le plus polyvalent en termes de compatibilité chimique, et il a une bonne rigidité 
diélectrique (supérieure à 60kV mm ). Ses qualités en font un matériau très utilisé dans divers 
secteurs industriels tels que, l’aérospatial, l’alimentaire, le pharmaceutique. Il est notamment 
utilisé comme isolant de câbles électriques des satellites. La Figure IV.3 illustre la structure 
chimique du PTFE. 
 
Figure IV.3. Structure chimique du PTFE 
En ce qui concerne sa caractérisation via la méthode PEA, le PTFE est un matériau qui 
atténue et disperse les ondes acoustiques de manière importante en comparaison avec d’autres 
polymères. En effet, il suffit que l’échantillon ne fasse qu’une centaine de microns pour 
facilement apercevoir les effets d’atténuation et de dispersion sur le signal de mesure PEA. 
IV.1.2.2 Le polyéthylène à basse densité (LDPE) 
Le LDPE est un polymère hydrocarboné comme le montre sa structure chimique en 
Figure IV.4. Il a une bonne compatibilité chimique et une assez bonne rigidité diélectrique 
(environ 20kV mm ). Il est néanmoins perméable à certains gaz, il est inflammable, et il est 
sensible aux basses et aux hautes températures (point de fusion à 115 C° ). Son faible coût ainsi 
que sa facilité de production, et à être mis en œuvre, en font un matériau très utilisé dans les 
systèmes d’isolation électrique secteur du spatial. La Figure IV.4 illustre la structure chimique 
du LDPE. 
 
Figure IV.4. Structure chimique du LDPE 
Le LDPE est un matériau qui atténue et disperse nettement moins les ondes acoustiques 
que le PTFE. Il est par exemple difficile d’observer les effets de l’atténuation et de la dispersion 
sur un signal PEA mesuré lors de la caractérisation d’un échantillon de LDPE d’une 
cinquantaine de microns. 
IV.1.3 Les cellules 
IV.1.3.1 La cellule A 
Les cellules sont composées d’éléments aux caractéristiques géométriques et physico-
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FiveLab. Le diamètre de son électrode HT est mesuré à 8,5mm  et est supposé plus petit que 
celui du capteur piézoélectrique. Par conséquent, la section de l’électrode HT définit la surface 
de référence 257rS mm=  sur laquelle l’onde acoustique est générée. Ses éléments sont définis 










LDPE au noir de 
carbone 
Aluminium PVDF PMMA 
Epaisseur ( )l μm  1000  10000  9  2000  
Densité ( )3ρ kg m  940  2700  1780  1180  
Vitesse de phase du 
son ( )acc m s  
2200  6400  2200  2750  
Constante 
diélectrique rε  
  ( )7,4 1kHz   
Angle de perte 
diélectrique dδ  
  ( )0,17 1kHz   
Tableau IV-1. Valeurs initiales des paramètres de la cellule A 
IV.1.3.2 La cellule B 
La cellule B a été achetée chez la société italienne TECHIMP. Ses caractéristiques sont 
méconnues et donc supposées par défaut comme celles de la cellule A (cf. Tableau IV-1), à 
l’exception du diamètre de son électrode HT mesuré à 9,9 mm  ( 277 )rS mm= , et de l’épaisseur 
de son capteur piézoélectrique. En effet, ce dernier est supposé environ deux fois plus épais, 
avec 20 mµ . Cette estimation est faite au regard de la résolution spatiale des signaux mesurés 
en sortie de la cellule B. L’optimisation des paramètres de cette cellule qui sera faite en partie 
IV.4.3.1.1 permettra d’avoir une meilleure idée des différents éléments qui constituent la cellule 
et de leurs propriétés qui sont incertaines. 
IV.2 Etude d’échantillons de PTFE avec la cellule A et 
 en appliquant les impulsions A et B 
L’analyse de l’impact du type d’impulsion électrique appliquée est faite en étudiant des 
échantillons de PTFE à partir de la même cellule A mais en appliquant les différentes 
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impulsions A et B. Le premier objectif est d’analyser l’impact de l’utilisation des différentes 
impulsions sur les étapes du nouveau traitement du signal. Le deuxième objectif et de mettre 
en exergue l’impact du nouveau traitement du signal en le comparant à un autre traitement qui 
ne prend pas en compte l’atténuation et la dispersion des ondes acoustiques. 
IV.2.1 Définition du coefficient d’atténuation et de la vitesse 
 de phase de l’échantillon 
La première étape du traitement du signal consiste à définir le coefficient d’atténuation 
acα  et la vitesse de phase acc  de l’échantillon étudié (cf. II.4.1.3). Ces grandeurs sont d’abord 
« mesurées » par le biais de deux calculs réalisés à partir d’un signal expérimental de calibration 
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Avec el  l’épaisseur de l’échantillon. Ces grandeurs sont ensuite modélisées par les 
équations suivantes qui serviront à paramétrer le modèle de l’échantillon 
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  (4.4) 
Avec 1a  la pente du coefficient d’atténuation, HTZ  l’impédance acoustique de 
l’électrode Haute-Tension, eZ  l’impédance acoustique de l’échantillon et 0f  la fréquence 
initiale de modélisation. 
Pour l’impulsion A, la mesure et la modélisation du coefficient d’atténuation sont 
illustrées sur la Figure IV.5.c, et celles de la vitesse de phase sont illustrées sur la Figure IV.5.d. 
Pour l’impulsion B, la mesure et l’optimisation du coefficient d’atténuation sont illustrées sur 
la Figure IV.5.e, et celles de la vitesse de phase sur la Figure IV.5.f. 
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Figure IV.5.a-b) Signaux de mesure PEA ; c-d) Coefficients d’atténuation mesurés et 
modélisés ; e-f) Vitesses de phase mesurées et modélisées 
Cas d’échantillons PTFE étudiés avec la même cellule A mais appliquant l’impulsions A ou 
l’impulsion B 
La modélisation du coefficient d’atténuation est faite sur un intervalle de fréquence 
[ ]min max,f f  pour lequel la mesure du coefficient d’atténuation est la plus linéaire (cf. Figure 
II.20.b). Pour chaque impulsion, cette modélisation permet d’estimer les paramètres 
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acoustiques 1a  et HTZ  (cf. l’équation (4.3)). Le paramètre 1a  est la pente de la droite tandis que 






−  + 
, car l’impédance de l’échantillon 
est connue. 
La modélisation de la vitesse de phase est faite sur l’intervalle de fréquence ] ]max0, f  
(cf. Figure II.20.c). Pour chaque impulsion, cette modélisation permet de d’estimer la fréquence 
initiale 0f  et la vitesse de phase à cette fréquence ( )0acc f  (cf. équation (4.4)). 
Les paramètres acoustiques 1a , HTZ , 0f  et ( )0acc f  estimés sont répertoriés dans le 
Tableau IV-2, pour les impulsions A et B. Pour pouvoir comparer leur valeur obtenue en 
fonction de l’impulsion appliquée, leur écart relatif rδ  est calculé. 
 Impulsion A Impulsion B ( )rδ %  
( )HTZ Mrayl  1,85  1,64  11  
( )-11a mm.MHz  14, 24.10−  14, 05.10−  4  
0f (MHz)  3,4  11,2  70  
( )( )ac 0c f m s  1357  1427  5  
Tableau IV-2. Paramètres acoustiques estimés d’échantillons PTFE étudiés avec la même 
cellule A mais en appliquant l’impulsion A ou l’impulsion B 
Les impédances acoustiques HTZ  sont relativement proches ( 11%rδ = ) tout comme les 
pentes des coefficients d’atténuation 1a  ( 4%rδ = ). Les fréquences 0f  sont différentes et par 
conséquence la comparaison des points de vitesse ( )0acc f  n’est pas pertinente. Il est plus 
approprié de comparer directement les deux courbes modélisées ( ),modacc f  (cf. équation (4.4)
) à l’aide d’un écart relatif sur leur norme qui vaut 2% . 
En définitive, les modélisations des coefficients d’atténuation et des vitesses de phase 
obtenues pour l’application des différentes impulsions sont semblables. 
IV.2.2 Simulation d’une tension de sortie PEA à partir du 
 modèle non-optimisé 
Les paramètres acoustiques des échantillons PTFE qui ont été estimés dans le tableau 
précédent, en plus des paramètres initiaux de la cellule A (cf. Tableau IV-1), permettent de 
régler le modèle PSpice de la PEA pour une première simulation (cf. Figure II.1). La Figure 
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IV.6 montre la superposition du signal simulé au signal expérimental, pour l’impulsion A et 
pour l’impulsion B. 
 
Figure IV.6.a-b) Signaux PEA expérimentaux et simulés, obtenus à partir de l’étude 
d’échantillons PTFE avec la même cellule A mais en appliquant l’impulsion A ou l’impulsion B 
Les simulations réalisées pour les deux impulsions sont correctes au niveau de la portion 
,1PEAV  avec néanmoins des « overshoot » à la suite des pics de tension qui ont des amplitudes 
plus négatives que celles des signaux expérimentaux. L’amplitude et la forme de 
l’« overshoot » dépendent de plusieurs éléments de la cellule tels que le capteur piézoélectrique 
(détecteur acoustique) et l’absorbeur. Par conséquent, de faibles variations des paramètres de 
ces éléments engendrent une modification sur cette portion du signal. 
Les simulations au niveau de la portion ,2PEAV  diffèrent plus des signaux expérimentaux. 
Cette portion du signal simulée dépend des paramètres acoustiques de l’échantillon qui ont été 
modélisés dans la section précédente. Pour l’impulsion A, le signal simulé correspond bien au 
signal mesuré alors que pour l’impulsion B, le signal simulé est plus atténué que la mesure. 
IV.2.3 Optimisation des paramètres de la cellule, et de 
 l’échantillon, du modèle de la PEA 
IV.2.3.1 Optimisation des paramètres de la cellule 
Certains paramètres de la cellule A sont optimisés pour que la portion ,1PEAV  du signal 
simulé (cf. Figure IV.6) soit plus proche de celle du signal expérimental (cf. II.4.2.1). Il s’agit 
de l’épaisseur dl , de la densité dρ , de la vitesse du son ,ac dc , de la constante diélectrique ,r dε , 
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et de l’angle de perte diélectrique dδ  du détecteur acoustique mais également de l’impédance 
acoustique de l’absorbeur absZ . Les valeurs initiales, qui sont répertoriées dans le Tableau IV-1, 
sont optimisées dans des intervalles qui sont, soient bornés par des quantités physiquement 
cohérentes (prises dans la bibliographie), ou soient bornées par des quantités qui valent 50%  
de la valeur initiale. Les valeurs optimisées de la cellule A sont répertoriées dans le Tableau 
IV-3. 
 Impulsion A Impulsion B ( )rδ %  
( )dl μm  8, 7  7,9  9  
( )3dρ kg m  1768  1914  8  
( )ac,dc m s  2187  2241 2  
r,dε  7,9  6, 4  19  
dδ  0,19  0,17  11  
( )absZ Mrayl  3, 75  4,16  10  
Tableau IV-3. Paramètres optimisés de la cellule A obtenus lors de l’étude d’échantillons 
PTFE soumis à l’impulsion A ou à l’impulsion B 
Entre les deux impulsions, la plupart des valeurs optimisées sont relativement proches 
( )11%xε ≤  ce qui montre la capacité du modèle de la PEA à pouvoir faire converger 
l’optimisation des paramètres d’une même cellule lors de la caractérisation d’un échantillon 
similaire mais en appliquant des impulsions différentes. Ces similitudes doivent être éprouvées 
sur un plus grand nombre de comparaisons pour pouvoir établir une valeur moyenne fiable de 
chaque paramètre dans le but de redéfinir les valeurs par défaut de la cellule A (cf. Tableau 
IV-1). Ce sera le cas dans la partie. IV.3.3 lorsqu’un autre type d’échantillon sera étudié, les 
paramètres de la cellule A seront de nouveau optimisés et pourront être comparés à ceux de 
cette partie afin d’approfondir l’analyse. 
IV.2.3.2 Optimisation des paramètres du modèle de l’échantillon 
Les paramètres acoustiques 1a , HTZ , 0f  et ( )0acc f , du modèle de l’échantillon sont 
optimisés pour que la portion ,2PEAV  du signal simulé (cf. Figure IV.6) soit plus proche de celle 
du signal expérimental (cf. II.4.2.2). Leurs valeurs initiales sont celles qui ont été modélisées 
dans le Tableau IV-2 et leurs valeurs optimisées sont répertoriées dans le Tableau IV-4. 
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 Impulsion A Impulsion B ( )rδ %  
( )HTZ Mrayl  1,76  1,85  5  
( )-11a mm.MHz  14,88.10−  13, 21.10−  34  
0f (MHz)  3,8  11,1 66  
( )( )ac 0c f m s  1388  1420  2  
Tableau IV-4. Paramètres acoustiques optimisés d’échantillons PTFE étudiés avec la même 
cellule A mais en appliquant l’impulsion A ou l’impulsion B 
Entre les deux impulsions, les impédances HTZ  sont proches ( = 5%rδ ). Ce résultat est 
cohérent car les deux impulsions ont été appliquées sur la même cellule A, donc sur la même 
électrode HT. Ce résultat devra être confirmé pour un plus grand nombre de mesure afin de 
pouvoir définir une valeur moyenne de l’impédance HTZ  et ne plus l’optimiser. Cependant, les 
pentes 1a  des coefficients d’atténuation diffèrent. Si cette observation devait se confirmer pour 
plusieurs mesures, alors il ne serait pas possible d’établir un catalogue des paramètres du 
modèle du PTFE à partir de l’application d’impulsions différentes. 
Les fréquences 0f  sont différentes et par conséquence la comparaison des vitesses 
( )0acc f  n’est pas pertinente. Il est plus approprié de comparer directement les deux courbes 
modélisées ( ),modacc f  (cf. équation (4.4)) à l’aide d’un écart relatif sur leur norme qui vaut 
5% . Cet écart est supérieur à celui qu’il y avait entre les vitesses de phase avant leurs 
optimisations. Pour pouvoir mieux observer les conséquences des optimisations des paramètres 
acoustiques 1a , HTZ , 0f  et ( )0acc f , les modélisations des coefficients d’atténuations sont 
tracées sur les Figure IV.7.a-b et celles des vitesses de phase sont tracées sur les Figure IV.7.c-
d. 
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Figure IV.7.a-b) Coefficients d’atténuation mesurés, modélisés avant et après optimisation des 
paramètres de l’échantillon ; c-d) Vitesses de phase mesurées, modélisées avant et après optimisation 
des paramètres de l’échantillon  
Cas d’échantillons PTFE étudiés avec la même cellule A mais en appliquant l’impulsion A ou 
l’impulsion B 
Pour l’impulsion B, l’optimisation a permis d’avoir un coefficient d’atténuation et une 
vitesse de phase plus proches de ceux qui ont été mesurés. Pour l’impulsion A, l’atténuation et 
la vitesse sont moins proches de celles mesurées. Pour autant, le signal simulé en utilisant ces 
grandeurs optimisées est plus proche du signal expérimental comme le montre la Figure IV.8. 
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Figure IV.8.a-b) Signaux PEA mesurés, simulés avant et après optimisation du modèle de la 
PEA, obtenus lors de l’étude d’échantillons PTFE avec la même cellule A mais en appliquant 
l’impulsion A ou l’impulsion B 
IV.2.4 Correction de l’impulsion électrique 
Le modèle PEA optimisé simule un signal très proche du signal expérimental (cf. Figure 
IV.8). Cependant, il y a encore des différences qui n’ont pas pu être minimisées lors de 
l’optimisation des paramètres du modèle car elles dépendent de l’impulsion électrique. En effet, 
ces différences sont en partie celles qu’il y a entre le signal de l’impulsion qui est entré dans le 
modèle (celui qui est mesuré par l’oscilloscope, cf. Figure IV.1 ou cf. Figure IV.2), et 
l’impulsion qui est réellement vue par la cellule expérimentale (cf. III.1.2). Il est important de 
minimiser ces différences en corrigeant le signal de l’impulsion qui est entré dans le modèle 
pour éviter de construire une fonction de transfert imprécise lors de l’étape suivante du 
traitement du signal. Une telle fonction induirait de la charge fictive dans le profil de charge 
obtenu après déconvolution. 
Le signal de l’impulsion mesuré est donc corrigé au travers de celui de la force 
acoustique qui est proportionnelle à la convolution entre cette impulsion et la charge capacitive 
gaussienne. La charge ne variant pas, corriger la force acoustique revient à corriger l’impulsion 
électrique (cf. Figure III.3). Les Figure IV.9.a-b) illustrent les forces acoustiques provenant des 
deux impulsions A et B, avant et après leurs corrections. Les Figure IV.9.c-d) illustrent les 
signaux simulés par le modèle de la PEA qui utilise ces forces, avant et après leurs corrections. 






 Simulé (paramètres initiaux)



















(PTFE de 205 µm polarisé à 1 kV)
Impulsion B
(PTFE de 209 µm polarisé à 1 kV)
a) b)
- 124 - 
 
Figure IV.9.a-b) Forces acoustiques avant et après leurs corrections; c-d) Signaux PEA 
obtenus à partir des forces acoustiques, avant et après leurs corrections. 
Cas d’échantillons PTFE étudiés avec la même cellule A mais en appliquant l’impulsion A ou 
l’impulsion B 
Les deux forces acoustiques, donc les deux impulsions, sont très peu corrigées. En effet, 
les différences entre les forces corrigées et les forces non-corrigées ne dépassent pas un dixième 
de l’amplitude du pic principal. Ces faibles corrections confirment que le modèle de la PEA est 
fiable et que de faibles corrections sur l’impulsion électrique suffisent à avoir un signal de sortie 
simulé identique au signal expérimental. 
IV.2.5 Déconvolution 
Le modèle de la PEA est utilisé pour construire la fonction de transfert de la PEA qui 
permet de réaliser la dernière étape du traitement du signal (cf. III.1.3), c’est-à-dire la 
déconvolution d’un signal de mesure pour retrouver la densité de charge présente dans 
l’échantillon étudié (cf. III.2). Ici, deux échantillons de PTFE sont étudiés. Le premier fait 
205 mµ , il a été polarisé à 1kV  et a été soumis à l’impulsion A pour réaliser la mesure (cf. 
Figure IV.10.a). Le deuxième échantillon fait 209 mµ , il a également été polarisé à 1kV  mais 
a été soumis à l’impulsion B pour pouvoir obtenir le signal expérimental (cf. Figure IV.10.b). 
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Les Figure IV.10.c-d montrent les densités de charge déconvoluées et les Figure IV.10.e-f 
exposent les champs électriques correspondants. 
 
Figure IV.10.a-b) Signaux à déconvoluer ; c-d) Densités de charge ; e-f) Champs électriques 
Cas d’échantillons PTFE étudiés avec la même cellule A mais en appliquant l’impulsion A ou 
l’impulsion B 
Pour l’échantillon soumis à l’impulsion A, la densité de charge retrouvée dans cet 
échantillon respecte l’équilibre électroacoustique malgré l’atténuation, la dispersion et les 
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réflexions des ondes acoustiques au travers des échantillons de PTFE. L’amplitude du champ 
électrique est proche des 4,9 kV mm  du champ de polarisation théorique. Cependant, ce champ 
présente une légère dissymétrie verticale résultante de l’intégration d’un léger offset présent 
dans la densité de charge. 
Pour l’échantillon soumis à l’impulsion B, la densité de charge et le champ électrique 
correspondant sont cohérent. En effet, l’équilibre électrostatique est respecté et l’amplitude du 
champ est proche des 4,8kV mm  du champ de polarisation théorique. De plus, ce champ ne 
présente aucune dissymétrie verticale. 
Par conséquent, il est possible d’appliquer le nouveau traitement du signal pour étudier 
un échantillon de PTFE qui a été soumis aux différentes impulsions. Dans le but de mettre en 
exergue l’apport de ce nouveau traitement, une comparaison avec un autre traitement est faite 
dans la partie suivante. 
IV.2.6 Apport du nouveau traitement du signal par rapport 
 au traitement d’Arnaout, pour le signal obtenu en 
 appliquant l’impulsion A 
Une déconvolution a été réalisée à partir du traitement d’Arnaout [66] qui ne prend pas 
en compte l’atténuation, la dispersion et les réflexions des ondes acoustiques. Ce traitement est 
appliqué au signal de mesure obtenu en appliquant l’impulsion électrique A (cf. Figure IV.10.a), 
plutôt que l’impulsion B, car elle comporte une signature caractéristique (cf. Figure IV.1) qui 
engendre de la charge fictive si elle n’est pas bien traitée. La déconvolution de ce même signal 
mais à partir du nouveau traitement permet de mettre en valeur son apport. Pour les deux 
traitements, la Figure IV.11.a illustre le signal de mesure à déconvoluer, la Figure IV.11.b 
montre les densités de charges, la Figure IV.11.c expose les champs électriques et la Figure 
IV.11.d présente les tensions appliquées correspondantes. 
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Figure IV.11.a) Signal à déconvoluer ; b) Densités de charge ; c) Champs électriques ; d) 
Tensions appliquées 
Cas d’un échantillon PTFE étudié avec la cellule, en appliquant l’impulsion A et en utilisant 
le nouveau et un autre traitement du signal 
Le signal de mesure est celui obtenu en appliquant l’impulsion A sur l’échantillon de 
PTFE de 205 mµ , et qui était polarisé à 1kV , donc soumis à un champ de polarisation de 
4,9 kV mm . On retrouve sur ce signal de mesure la signature caractéristique de l’impulsion A 
(cf. Figure IV.1). Néanmoins, ce défaut est uniquement présent sur la tension ( ),1PEAV t  
représentative de l’onde acoustique qui provient de l’électrode de masse. Il n’est pas présent 
sur la tension ( ),2PEAV t  représentative de l’onde qui provient de l’électrode HT et qui a subi de 
l’atténuation et de la dispersion. Un autre raisonnement s’applique pour l’« overshoot » qui est 
présent sur ( ),1PEAV t  et qui est pratiquement invisible sur ( ),2PEAV t . En effet, l’« overshoot » est 
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du signal d’entrée. Par conséquent cet « overshoot » n’est pas le même pour ( ),2PEAV t , et pour 
( ),1PEAV t , qui proviennent de forces acoustiques plus ou moins dispersées (donc avec des 
richesses fréquentielles différentes), qui sont appliquées sur le capteur. En définitive, l’absence 
du défaut et de l’ « overshoot » dans ( ),2PEAV t  vont faire apparaître des charges fictives 
positives sur la densité de charge retrouvée à partir du traitement d’Arnaout [66] car ce dernier 
conditionne la fonction de transfert PEA uniquement à partir du premier pic de tension 
comportant ces artefacts. Cette charge est également atténuée et dispersée car la fonction de 
transfert de l’autre traitement modélise une propagation sans perte de l’onde acoustique. 
A noter que l’« overshoot » qui n’est pas un défaut propre à l’impulsion électrique A 
fait apparaître de la charge fictive en utilisant l’autre traitement, quelle que soit l’impulsion 
électrique appliquée. 
IV.3 Etude d’échantillons LDPE avec la cellule A et en 
 appliquant les impulsions A et B 
Pour analyser l’impact du type d’échantillon étudié, le processus suivi lors de la partie 
précédente, et qui a permis de caractériser des échantillons de PTFE, est réitéré pour des 
échantillons de LDPE. L’impact de l’application d’un type d’impulsion sur du LDPE sera 
comparé à celui observé lors de l’étude de PTFE. 
IV.3.1 Définition du coefficient d’atténuation et de la vitesse 
 de phase de l’échantillon 
Comme vu pour l’étude du PTFE (cf. IV.2.1), la première étape du traitement du signal 
consiste d’abord à mesurer le coefficient d’atténuation ,ac mesα  (équation (4.1)) et la vitesse de 
phase ,ac mesc  (équation (4.2)) à partir d’un signal expérimental de calibration (cf. Figure IV.12.a-
b). Ces grandeurs sont ensuite modélisées par ,modacα  (équation (4.3)) et par ,modacc  (équation 
(4.4)). 
Pour l’impulsion A, la mesure et la modélisation du coefficient d’atténuation sont 
illustrées sur la Figure IV.12.c, et celles de la vitesse de phase sont illustrées sur la Figure 
IV.12.d. Pour l’impulsion B, la mesure et l’optimisation du coefficient d’atténuation sont 
illustrées sur la Figure IV.12.e et celles de la vitesse de phase sur la Figure IV.12.f. 
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Figure IV.12.a-b) Signaux de mesure PEA ; c-d) Coefficients d’atténuation mesurés et 
modélisés ; e-f) Vitesses de phase mesurées et modélisées 
Cas d’échantillons LDPE étudiés avec la même cellule A mais appliquant l’impulsion A ou 
l’impulsion B 
La pente 1a  et l’impédance HTZ  sont estimées à partir de la modélisation du coefficient 
d’atténuation ,modacα  (équation (4.3)) sur l’intervalle de fréquence [ ]min max,f f , tandis que la 
fréquence initiale 0f  et la vitesse à cette fréquence ( )0acc f  sont estimées à partir de la 
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modélisation de la vitesse de phase ,modacc  (équation (4.4)) sur l’ intervalle ] ]max0, f . Les 
paramètres acoustiques 1a , HTZ , 0f  et ( )0acc f  sont répertoriés dans le Tableau IV-5, pour les 
impulsions A et B. 
 Impulsion A Impulsion B ( )rδ %  
( )HTZ Mrayl  1, 22  0,99  19  
( )-11a mm.MHz  12, 69.10−  12, 72.10−  1  
( )0f MHz  4,0  6,7  40  
( )( )ac 0c f m s  2104  2096  < 1%  
Tableau IV-5. Paramètres acoustiques estimés d’échantillons LDPE étudiés avec la même 
cellule A mais en appliquant l’impulsion A ou l’impulsion B 
Les impédances acoustiques HTZ  et les pentes des coefficients d’atténuation 1a  sont 
assez proches (respectivement 19%rδ =  et 1%rδ = ). Néanmoins, elles sont nettement plus 
éloignées de la valeur référence de 2,1Mrayl  ce qui pose encore la question d’une variation de 
densité du PTFE quand il est comprimé lors de la mesure. La comparaison avec les paramètres 
1a  estimées pour du PTFE qui valent en moyenne ( )14,15.10
-1mm.MHz−  (cf. Tableau IV-2), 
confirme que le LDPE est un matériau qui atténue et disperse moins les ondes acoustiques. Les 
fréquences 0f  sont différentes et par conséquent il n’est pas pertinent de comparer l’unique 
point de vitesse ( )0acc f . Il est plus approprié de comparer directement les deux courbes 
modélisées à l’aide d’un écart relatif sur leur norme qui vaut 3% . En conclusion, les 
modélisations des coefficients d’atténuation et des vitesses de phase obtenues pour l’application 
des différentes impulsions sur des échantillons LDPE sont semblables, comme c’était le cas 
dans la partie précédente lors de l’étude d’échantillons PTFE. 
IV.3.2 Simulation d’une tension de sortie PEA à partir du 
 modèle non-optimisé 
Les paramètres acoustiques estimés du LDPE (cf. Tableau IV-5), ainsi que les 
paramètres initiaux de la cellule A (cf. Tableau IV-1), permettent de régler le modèle PSpice 
afin d’obtenir un signal simulé qui est comparé au signal expérimental. La Figure IV.13 montre 
cette comparaison pour l’impulsion A, et pour l’impulsion B. 
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Figure IV.13.a-b) Signaux PEA expérimental, et simulé, obtenus à partir de l’étude 
d’échantillons LDPE avec la même cellule A mais en appliquant l’impulsion A ou l’impulsion B 
Comme pour l’étude du PTFE (cf. Figure IV.6), les simulations réalisées pour les deux 
impulsions diffèrent légèrement des signaux expérimentaux au niveau de la portion ,1PEAV  car 
les paramètres de la cellule A n’ont pas été optimisés. Au niveau de la portion ,2PEAV , les signaux 
simulés divergent nettement plus des signaux expérimentaux et il faut optimiser les paramètres 
acoustiques des échantillons de LDPE. 
IV.3.3 Optimisation des paramètres de la cellule, et de 
 l’échantillon, du modèle de la PEA 
IV.3.3.1 Optimisation des paramètres de la cellule 
Les paramètres du détecteur acoustique dl , dρ , ,ac dc , ,r dε , dδ  et l’impédance de 
l’absorbeur absZ , de la cellule A, sont optimisés pour que la portion ,1PEAV  du signal simulé (cf. 
Figure IV.13) soit plus proche de celle du signal expérimental (cf. IV.2.3.1). Ces paramètres 
sont optimisés pour le cas des deux impulsions appliquées aux échantillons de LDPE puis ils 
sont comparés à ceux qui ont été optimisés dans le cas des deux impulsions appliquées aux 
échantillons de PTFE (cf. Tableau IV-3). Cette comparaison permet d’établir une éventuelle 
convergence de paramètres de la cellule A autour d’une valeur moyenne. Si c’est le cas ces 
paramètres de la cellule A seront redéfinis par leur valeur moyenne pour les prochaines études 
afin de gagner du temps lors du processus numérique d’optimisation. Pour pouvoir comparer la 
valeur x  d’un paramètre optimisé pour différentes configurations, la moyenne x , l’écart-type 
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σ  et le coefficient de variation v x
σ=  sont les outils statistiques mis en œuvre. Les valeurs 
optimisées de la cellule A sont répertoriées dans le Tableau IV-6. 
 
LDPE PTFE  
Impulsion A Impulsion B Impulsion A Impulsion B x  σ  ( )v %  
( )dl μm  9,1 9, 2  8,7  7,9  8,7  0,5  6  
( )3dρ kg m  1738  1767  1768  1914  1797  69  4  
( )ac,dc m s  2187  2140  2187  2241 2189  36  2  
r,dε  8, 4  7,6  7,9  6, 4  7,6  0,7  10  
dδ  0,17  0,18  0,19  0,17  0,18  0,01 5  
( )absZ Mrayl  3,72  3,60  3,75  4,16  3,81 0,21 6  
Tableau IV-6. Paramètres optimisés de la cellule A obtenus lors de l’étude d’échantillons de 
LDPE, et de PTFE, soumis à l’impulsion A ou à l’impulsion B 
Les différents paramètres de la cellule ont un coefficient de variation inférieur à 10%  
ce qui signifie que les valeurs optimisées pour chaque paramètre avoisinent leur valeur 
moyenne avec un faible écart-type. Si cette statistique se confirme au fur et à mesure de futures 
études, alors il pourrait être envisagé de redéfinir les valeurs par défaut de la cellule A (cf. 
Tableau IV-1) afin de gagner du temps lors du processus numérique d’optimisation. A noter 
également que la valeur optimisée moyenne de l’impédance de l’absorbeur absZ  est plus proche 
de celle d’un matériau PVDF que celle du matériau PMMA considéré par défaut et peut-être à 
tort. 
IV.3.3.2 Optimisation des paramètres du modèle de l’échantillon 
Les paramètres acoustiques 1a , HTZ , 0f  et ( )0acc f , du modèle de l’échantillon (cf. 
Tableau IV-5) sont optimisés pour que la portion ,2PEAV  du signal simulé soit plus proche de 
celle du signal expérimental (cf. Figure IV.13). Leurs valeurs optimisées sont répertoriées dans 
le Tableau IV-7. 
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 Impulsion A Impulsion B 
( )rδ %
 
( )HTZ Mrayl  2,24  1,62  28  
( )-11a mm.MHz  11,79.10−  11,79.10−  0  
0f (MHz)  7,1  8, 2  13  
( )( )ac 0c f m s  2160  2117  2  
Tableau IV-7. Paramètres acoustiques optimisés d’échantillons LDPE étudiés avec la même 
cellule A mais en appliquant l’impulsion A ou l’impulsion B 
Les valeurs d’impédances HTZ  sont assez proches ( = 28%rδ ). Ce résultat est cohérent 
car les deux impulsions ont été appliquées sur la même électrode HT de la cellule A. Les pentes 
1a  des coefficients d’atténuation, les fréquences 0f  et les vitesses de phase à ces fréquences 
( )0acc f  sont proches. Si ces valeurs devaient continuer à converger lors de futures 
optimisations, il serait envisageable d’établir un catalogue des paramètres du modèle du LDPE 
étudié en appliquant différentes impulsions. 
Pour pouvoir mieux observer les conséquences de l’optimisation des paramètres 
acoustiques 1a , HTZ , 0f  et ( )0acc f , les modélisations des coefficients d’atténuations sont 
tracées sur les Figure IV.14.a-b et celles des vitesses de phase sont tracés sur les Figure IV.14.c-
d. 
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Figure IV.14.a-b) Coefficients d’atténuation mesurés, modélisés avant et après optimisation 
des paramètres de l’échantillon ; c-d) Vitesses de phase mesurées, modélisées avant et après 
optimisation des paramètres de l’échantillon 
Cas d’échantillons LDPE étudiés avec la même cellule A mais en appliquant l’impulsion A ou 
l’impulsion B 
Pour les deux impulsions, l’optimisation a permis d’avoir des vitesses de phase plus 
proches de celles qui ont été mesurées. Les coefficients d’atténuation optimisés sont eux plus 
éloignés des mesurés mais pour autant les signaux simulés en utilisant ces grandeurs optimisées 
sont plus proches des signaux expérimentaux comme le montre la Figure IV.15. 
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Figure IV.15.a-b) Signaux PEA mesurés; modélisés avant et après optimisation du modèle de 
la PEA, obtenus lors de l’étude d’échantillons LDPE avec la même cellule A mais en appliquant 
l’impulsion A ou l’impulsion B 
IV.3.4 Correction de l’impulsion électrique 
Comme lors de l’étude du PTFE (cf. IV.2.4), l’impulsion électrique en entrée du modèle 
de la PEA est corrigée au travers de la force acoustique qu’elle engendre pour que le signal 
simulé par le modèle soit parfaitement identique au signal expérimental. Les Figure IV.16.a-b) 
illustrent les forces acoustiques provenant des deux impulsions A et B, avant et après leurs 
corrections. Les Figure IV.16.c-d) illustrent les signaux simulés par le modèle de la PEA qui 
utilise ces forces corrigées, avant et après leurs corrections. 
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Figure IV.16.a-b) Forces acoustiques avant et après leurs corrections; c-d) Signaux PEA 
obtenus à partir des forces acoustiques, avant et après leurs corrections. 
Cas d’échantillons LDPE étudiés avec la même cellule A mais en appliquant l’impulsion A ou 
l’impulsion B 
Les deux impulsions sont légèrement corrigées en amplitude et permettent d’obtenir, à 
partir du modèle de la PEA, des signaux simulés parfaitement identiques aux signaux 
expérimentaux. Néanmoins, ces impulsions corrigées pour l’étude d’échantillons LDPE sont 
différentes de celles corrigées pour l’étude de PTFE (cf. Figure IV.9) car l’impulsion électrique 
perçue par chacune de ces expériences est différente. Par conséquent, cette étape de correction 
de l’impulsion doit être faite à chaque fois, lorsqu’un nouvel échantillon est étudié. 
IV.3.5 Déconvolution 
Le modèle PSpice permet de construire une fonction de transfert de la PEA afin de 
déconvoluer les deux signaux obtenus pour l’étude des deux échantillons de LDPE. Le premier 
échantillon fait 209 mµ , il a été polarisé à 1kV  et a été soumis à l’impulsion A pour réaliser la 
mesure (cf. Figure IV.17.a). Le deuxième échantillon fait 207 mµ , il a également été polarisé 
à 1kV  mais a été soumis à l’impulsion B pour pouvoir obtenir le signal expérimental (cf. Figure 
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IV.17.b). Les Figure IV.17.c-d montrent les densités de charge déconvoluées et les Figure 
IV.17.e-f exposent les champs électriques correspondants. 
 
Figure IV.17.a-b) Signaux à déconvoluer ; c-d) Densités de charge ; e-f) Champs électriques 
Cas d’échantillons LDPE étudiés avec la même cellule A mais en appliquant l’impulsion A ou 
l’impulsion B 
Comme pour l’étude d’échantillons de PTFE (cf. Figure IV.10), les densités de charge 
respectent l’équilibre électrostatique et les amplitudes des champs électriques sont cohérentes 
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avec celles des polarisations théoriques (environ 4,8kV mm  pour les deux échantillons). Par 
conséquent, il est possible d’étudier du LDPE à partir du nouveau traitement du signal, quelle 
que soit l’impulsion électrique appliquée. 
IV.4 Etude d’un échantillon de polyéthylène avec la 
 cellule B et en appliquant l’impulsion A 
L’objectif de cette partie est d’étudier un échantillon de polyéthylène en appliquant 
l’impulsion A et en employant la cellule B pour laquelle les paramètres sont méconnus et donc 
supposés par défaut comme ceux de la cellule A (cf. Tableau IV-1), à l’exception du capteur 
piézoélectrique qui est supposé environ deux fois plus épais avec 20 mµ . L’application du 
nouveau traitement permet d’optimiser ces paramètres pour que le modèle soit plus proche de 
l’expérience. Ces paramètres optimisés sont ensuite conservés pour redéfinir la cellule B et 
déconvoluer le signal pour obtenir une densité de charge. 
IV.4.1 Définition du coefficient d’atténuation et de la vitesse 
 de phase de l’échantillon 
Comme pour les cas d’étude précédents (cf. IV.2.1 et IV.3.1), la première étape du 
nouveau traitement consiste à mesurer le coefficient d’atténuation ,ac mesα  (équation (4.1)) et la 
vitesse de phase ,ac mesc  (équation (4.2)) à partir d’un signal expérimental de calibration (cf. 
Figure IV.18.a). Ces grandeurs sont ensuite modélisées par ,modacα  (équation (4.3)) et par ,modacc  
(équation (4.4)). 
La mesure et la modélisation du coefficient d’atténuation sont illustrées sur la Figure 
IV.18.b, et celles de la vitesse de phase sont illustrées sur la Figure IV.18.c. 
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Figure IV.18.a) Signal de mesure PEA ; b) Coefficients d’atténuation mesuré et modélisé ; c) 
Vitesses de phase mesurée et modélisée 
Cas d’un échantillon polyéthylène étudié avec la cellule B et appliquant l’impulsion A 
La pente 1a  et l’impédance HTZ  sont estimées à partir de la modélisation du coefficient 
d’atténuation ,modacα  (équation (4.3)) sur l’intervalle de fréquence [ ]min max,f f , tandis que la 
fréquence initiale 0f  et la vitesse à cette fréquence ( )0acc f  sont estimées à partir de la 
modélisation de la vitesse de phase ,modacc  (équation (4.4)) sur l’ intervalle ] ]max0, f . Les 
paramètres acoustiques 1a , HTZ , 0f  et ( )0acc f  sont répertoriés dans le Tableau IV-8. 
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( )HTZ Mrayl  2,86  
( )-11a mm.MHz  11, 21.10−  
0f (MHz)  7,1 
( )( )ac 0c f m s  1911 
Tableau IV-8. Paramètres acoustiques estimés du polyéthylène étudié avec la cellule B et en 
appliquant l’impulsions A 
L’impédance acoustique HTZ  est bien supérieure à celle obtenue lorsqu’un échantillon 
était étudié avec la cellule A (environ de 1,87 Mrayl ) ce qui signifie que les électrodes HT 
(matériaux semi-conducteurs) sont différentes entre les deux cellules. 
IV.4.2 Simulation d’une tension de sortie PEA à partir du 
modèle non-optimisé 
Les paramètres acoustiques estimés du modèle du polyéthylène (tableau ci-dessus), ainsi 
que les paramètres initiaux de la cellule B (cf. IV.1.3.2), permettent de régler le modèle PSpice 
de la PEA afin d’obtenir un signal simulé qui est comparé au signal expérimental. 
 
Figure IV.19. Signaux PEA expérimental et simulé, obtenus à partir de l’étude d’un 
échantillon polyéthylène avec la cellule A et en appliquant l’impulsions A 
Sur la portion ,1PEAV  la simulation diffère bien plus du signal expérimental que lors des 
études précédentes (cf. Figure IV.6 et Figure IV.13), ce qui signifie que définir la cellule B à 
partir des paramètres de la cellule A (cf. Tableau IV-1), même optimisés (cf. Tableau IV-6), 
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n’est pas convenable. Pour la portion ,2PEAV , le signal simulé est fidèle au signal expérimental 
mais il faut quand même optimiser les paramètres acoustiques du polyéthylène pour avoir une 
meilleure correspondance. 
IV.4.3 Optimisation des paramètres de la cellule, et de 
 l’échantillon, du modèle PSpice 
IV.4.3.1.1 Optimisation des paramètres de la cellule 
Les paramètres de la cellule B sont optimisés pour que la portion ,1PEAV  du signal simulé 
soit plus proche de celle du signal expérimental (cf. Figure IV.19). Les valeurs optimisées de 
la cellule B sont répertoriées dans le Tableau IV-9. 
Epaisseur du détecteur ( )dl μm  18,2  
Densité du détecteur ( )3dρ kg m  2194  
Vitesse du son du détecteur ( )ac,dc m s  2219  
Constante diélectrique du détecteur r,dε  19,5  
Angle de perte diélectrique du détecteur dδ  0,07  
Impédance acoustique de l’absorbeur ( )absZ Mrayl  4,05  
Tableau IV-9. Paramètres optimisés de la cellule B obtenus lors de l’étude d’un échantillon 
polyéthylène soumis à l’impulsion A 
Par rapport aux paramètres optimisés de la cellule A (cf. Tableau IV-6), le capteur de la 
cellule B est bien environ deux fois plus épais (18,2 mµ  contre environ 8,7 mµ ). De plus, le 
capteur optimisé de la cellule B est plus dense, a une constante diélectrique plus importante et 
un angle de perte diélectrique plus faible. Ses valeurs correspondent à celles d’un copolymère 
P(VDF-TrFE) [144], [145] qui pourrait donc être présent dans la cellule B. De plus, 
l’impédance acoustique de l’absorbeur de la cellule A vaut 3,81Mrayl  tandis qu’elle vaut 
4,05 Mrayl  pour la cellule B, ce qui fait un écart relatif de 6% . Ce faible écart pourrait signifier 
qu’il s’agit du même matériau dans chaque cellule. De plus, la valeur de cette impédance 
acoustique correspond plus, à posteriori, à celle d’un PVDF qu’à celle d’un PMMA (matériau 
de l’absorbeur défini à priori). 
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IV.4.3.1.2 Optimisation des paramètres du modèle de l’échantillon 
Les paramètres acoustiques 1a , HTZ , 0f  et ( )0acc f , du modèle de l’échantillon sont 
optimisés pour que la portion ,2PEAV  du signal simulé (cf. Figure IV.19) soit plus proche de celle 
du signal expérimental. Leurs valeurs initiales sont celles qui ont été modélisées dans le Tableau 
IV-8 et leurs valeurs optimisées sont répertoriées dans le Tableau IV-10. 
( )HTZ Mrayl  5, 27  
( )-11a mm.MHz  10,71.10−  
0f (MHz)  6, 2  
( )( )ac 0c f m s  1969  
Tableau IV-10. Paramètres acoustiques optimisés d’un échantillon polyéthylène étudié avec la 
cellule B et en appliquant l’impulsion A 
La pente optimisée 1a  du coefficient d’atténuation et l’impédance acoustique optimisée 
HTZ  de l’électrode HT différent des valeurs modélisées au Tableau IV-8. Pour pouvoir mieux 
observer les conséquences de l’optimisation des paramètres acoustiques 1a , HTZ , 0f  et ( )0acc f
, la modélisation du coefficient d’atténuation est tracée sur la Figure IV.20.a et celle de la vitesse 
de phase est tracée sur la Figure IV.20.b. 
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Figure IV.20.a) Coefficients d’atténuation mesuré, modélisés avant et après optimisation des 
paramètres de l’échantillon ; b) Vitesses de phase mesurée, modélisées avant et après optimisation 
des paramètres de l’échantillon 
Cas d’un échantillon de polyéthylène étudié avec la cellule B et en appliquant l’impulsion A 
La vitesse de phase optimisée est plus proche de celle qui est mesurée mais le coefficient 
d’atténuation optimisé est plus éloigné de la mesure. Pour autant, le signal simulé en utilisant 
ces grandeurs optimisées est plus proche du signal expérimental comme le montre la Figure 
IV.21. 
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Figure IV.21. Signaux PEA mesuré, modélisés avant et après optimisation du modèle de la 
PEA, obtenus lors de l’étude d’un échantillon polyéthylène avec la cellule B et en appliquant 
l’impulsion A 
IV.4.4 Correction de l’impulsion électrique 
L’impulsion électrique en entrée du modèle PSpice est corrigée au travers de la force 
acoustique qu’elle engendre (cf. Figure IV.22.a) pour que le signal simulé par le modèle soit 
parfaitement identique au signal expérimental (cf. Figure IV.22.b). 
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Figure IV.22.a) Forces acoustiques avant et après leur correction ; c-d) Signaux PEA obtenus 
à partir des forces acoustiques ; avant et après leur correction 
Cas d’un échantillon de polyéthylène étudié avec la cellule B et en appliquant l’impulsion A 
Comme pour les cas d’études précédents (cf. Figure IV.9 et Figure IV.16), une légère 
correction de l’impulsion électrique permet d’avoir, avec le modèle de la PEA, un signal simulé 
parfaitement identique au signal expérimental. 
IV.4.5 Déconvolution 
La fonction de transfert, construite à partir du modèle de la PEA, permet de déconvoluer 
le signal expérimental (cf. Figure IV.23.a) qui a été mesuré en polarisant à 9,9 kV−  un 
échantillon de polyéthylène de 245 mµ . La Figure IV.23.b montre la densité de charge 
déconvoluée et la Figure IV.23.c expose le champ électrique et la tension appliquée 
correspondants. 
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Figure IV.23.a) Signal à déconvoluer ; b) Densité de charge ; c) Champ électrique et tension 
appliquée 
Cas d’un échantillon de polyéthylène étudié avec la cellule B et en appliquant l’impulsion A 
La densité de charge respecte l’équilibre électrostatique. L’amplitude du champ 
électrique correspondant est cohérente avec celle de la polarisation théorique (environ 
41kV mm ). Cependant, le champ électrique a une pente décroissante qui est due à l’intégration 
d’un offset négatif dans la densité de charge. Pour autant, cette pente n’empêche pas de 
retrouver la bonne tension appliquée ( 9,9 kV− ) lorsque le champ est intégré. 
A noter que la résolution spatiale de la densité de charge d’un échantillon étudié avec la 
cellule B est plus grossière que celle d’un échantillon étudié avec la cellule A (cf. Figure IV.10 
et Figure IV.17). Cette différence de résolution découle du capteur piézoélectrique qui est deux 
fois plus épais. 
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IV.5 Conclusion 
Le principal apport de ce chapitre a été l’analyse de l’application du nouveau traitement 
du signal établi au chapitre précédent sur les signaux obtenus à partir des différentes 
configurations du banc de mesure PEA. Les analyses qui ressortent de ce chapitre sont : 
- le type d’impulsion appliquée impacte peu la mesure, l’estimation et l’optimisation 
des paramètres acoustiques du modèle du LDPE mais impacte considérablement celles du 
modèle du PTFE qui atténue et disperse plus les ondes acoustiques. Par conséquent, il est 
envisageable de comparer des paramètres acoustiques du modèle du LDPE obtenus en 
appliquant différentes impulsions, dans le but d’obtenir des valeurs références pour de futures 
études. Les paramètres du modèle du PTFE doivent eux être définis pour un type d’impulsion 
appliquée. De plus, l’application de différentes impulsions électriques impacte peu la densité 
de charge déconvoluée dans l’échantillon, que ce soit du PTFE ou du LDPE. En effet, 
l’équilibre électrostatique est respecté, ce qui n’est pas le cas avec l’utilisation de traitements 
qui induisent de la charge fictive car ils ne considèrent pas l’atténuation, la dispersion et les 
réflexions des ondes acoustiques ; 
- le type d’échantillon étudié, quelle que soit l’impulsion appliquée, impacte peu 
l’optimisation de la plupart des paramètres de la cellule A qui convergent vers des valeurs 
moyennes. Si lors d’études supplémentaires, les paramètres de la cellule A continuent de 
converger vers ces valeurs moyennes, alors ces dernières permettraient de redéfinir les valeurs 
par défaut de la cellule A pour gagner du temps lors du processus numérique d’optimisation. 
Pour l’étape de déconvolution, la densité de charge retrouvée est satisfaisante, quel que soit 
l’échantillon étudié et quelle que soit l’impulsion appliquée ; 
- le nouveau traitement peut être appliqué à un signal issu d’une cellule pour laquelle 
les éléments sont à priori méconnus. En effet, le traitement permet d’optimiser ces éléments et 
leurs paramètres, préalablement définis par des valeurs initiales, pour que le signal simulé par 
le modèle de la PEA soit le plus proche du signal expérimental. Ces paramètres optimisés 
permettent ensuite de redéfinir les éléments de la cellule et d’en avoir une meilleure 
connaissance. Dans le cas de la cellule B, les paramètres optimisés ont permis de confirmer que 
le capteur piézoélectrique est bien deux fois plus épais que celui de la cellule A (environ 18 mµ  
contre 9 mµ ). De plus, ce capteur serait à posteriori un capteur en P(VDF-TrFE) et non pas en 
PVDF (à priori). Pour la déconvolution, la densité de charge retrouvée à partir d’un signal issu 
de la cellule B est plus grossière que celle retrouvée à partir d’un signal issu de la cellule A. 
Cette différence de résolution sur les charges déconvoluées découle de l’utilisation de capteurs 
piézoélectriques différents. 
En définitive, ce chapitre a montré que la densité de charge retrouvée à partir du nouveau 
traitement respecte l’équilibre électrostatique et permet de retrouver le champ électrique et la 
tension appliquée, quelle que soit la configuration du banc de mesure PEA du laboratoire. De 
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plus, ce chapitre pose les bases d’une étude statistique qui permettrait d’avoir plus de certitude 
sur les paramètres des cellules ainsi que sur les paramètres des différents échantillons. Ces 
certitudes pourraient se traduire en gain de temps en optimisant moins de paramètres, ou bien 
en optimisant le même nombre de paramètres mais à partir de valeurs initiales plus proches des 
valeurs optimisées. 
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Conclusion générale 
 
Cette thèse s’inscrit dans une collaboration, depuis plus d’une quinzaine d’années, entre 
le CNES et le LAPLACE qui a pour but d’améliorer la technique de mesure PEA pour la 
caractérisation des matériaux diélectriques présents dans les satellites. Cette collaboration a fait 
déjà l’objet de deux thèses, une soutenue en 2008, celle de Mohamad Arnaout, et une soutenue 
en 2014, celle de Lucie Galloy-Gimenez. 
Sur la base des conclusions de ces deux thèses, l’objectif de cette troisième thèse entre 
le CNES et le LAPLACE est de parfaire le modèle PSpice existant pour, d’une part, mieux 
interpréter les signaux issus de la mesure et, d’autre part, concevoir une fonction de transfert 
caractéristique de la PEA afin d’améliorer le processus de traitement du signal. Contrairement 
aux modèles développés jusqu’ici sous PSpice, les travaux réalisés dans le cadre de cette thèse 
ont permis la prise en considération : 
- de l’atténuation et de la dispersion des ondes acoustiques qui traversent l’échantillon 
ainsi que leur réflexion aux différentes interfaces des milieux acoustiques. 
L’atténuation est issue d’un modèle empirique, tandis que la dispersion est calculée 
à partir de l’approximation « NLKK » qui la relie à l’atténuation. 
- des pertes diélectriques du capteur piézoélectrique en fonction de la fréquence. Pour 
se faire, il a fallu calculer l’expression fréquentielle de l’impédance équivalente de 
la capacité bloquée, de la résistance de pertes diélectriques et de la résistance 
d’entrée de l’amplificateur. 
Finalement, ce modèle PSpice a été optimisé afin d’avoir une tension simulée en parfaite 
corrélation avec le signal expérimental. Pour cela, certains paramètres dits « sensibles » du 
modèle ont été optimisés autour de leurs valeurs initiales ainsi que la forme de l’onde 
impulsionnelle électrique appliquée à l’échantillon.  
Sur la base de ce modèle, une nouvelle méthode pour traiter le signal a été présentée. 
Premièrement, l’originalité de cette nouvelle méthode provient de la manière dont la fonction 
de transfert PEA, caractéristique du banc de mesure, a été construite à partir du modèle PSpice 
afin de pouvoir prendre en compte l’atténuation, la dispersion et les réflexions des ondes 
acoustiques qui traversent l’échantillon. Pour se faire, la fonction de transfert PEA a été définie 
par les réponses impulsionnelles du modèle à un plan de charges d’entrée positionné à 
différentes profondeurs de l’échantillon. 
Deuxièmement, l’originalité de cette nouvelle méthode a été de considérée une méthode 
de régularisation de type Tikhonov en modifiant le terme de régularisation qui consiste à 
minimiser la norme de la charge. Ce terme, n’ayant pas de sens physique pour notre étude (il 
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agit comme un simple filtre), a été remplacé par un terme qui minimise la valeur moyenne des 
charges au sein du matériau pour respecter l’équilibre électrostatique. Cette nouvelle façon de 
considérer la méthode de Tikhonov ne présente pas de solution immédiate, c’est pourquoi un 
algorithme d’optimisation a été utilisé, il s’agit de la méthode dite à régions de confiance. C’est 
un algorithme itératif qui permet de trouver une densité de charge solution qui minimise au 
mieux la moyenne de la charge ainsi que la norme résiduelle. Finalement les résultats obtenus 
par ce nouveau traitement du signal ont été analysés et comparés à ceux obtenus par le 
traitement d’Arnaout qui ne prend pas en compte l’atténuation, la dispersion et les réflexions 
des ondes acoustiques qui traversent l’échantillon. 
Les résultats ont montré que la densité de charge retrouvée par le traitement d’Arnaout 
a une résolution spatiale hétérogène au sein de l’échantillon, allant de 11 mµ  au niveau de 
l’électrode de masse, à 36 mµ  au niveau de l’électrode Haute-Tension (HT). De plus, cette 
densité est de plus en plus inexacte à mesure qu’elle se rapproche de l’électrode HT d’où 
viennent les ondes acoustiques les plus atténuées, les plus dispersées et qui ont subi le plus de 
réflexions. La densité de charge retrouvée par le nouveau traitement reste quant à elle homogène 
avec une résolution spatiale de 27 mµ  quelle que soit sa position au sein de l’échantillon. Elle 
permet donc de calculer un champ électrique qui respecte l’équilibre électrostatique. 
Enfin, une mise à l’épreuve expérimentale du nouveau traitement du signal PEA a été 
réalisée. Pour cela, ce modèle a été appliqué aux signaux de tension PEA issus des différentes 
configurations du banc de mesure accessibles au laboratoire LAPLACE, dans le but d’analyser 
l’impact des éléments du banc sur le nouveau traitement des données. Les principales analyses 
qui en ressortent sont : 
- le type d’impulsion électrique appliqué impacte peu la densité de charge déconvoluée 
dans l’échantillon, que ce soit du polytétrafluoroéthylène (PTFE) ou du polyéthylène à basse 
densité (LDPE). En effet, l’équilibre électrostatique est respecté, ce qui n’est pas le cas avec 
l’utilisation du traitement d’Arnaout qui induit de la charge fictive car il ne considère pas 
l’atténuation, la dispersion et les réflexions des ondes acoustiques ; 
- le type d’échantillon étudié, quelle que soit l’impulsion appliquée, impacte peu 
l’optimisation de la plupart des paramètres de la cellule A, achetée chez la société japonaise 
FiveLab, qui convergent vers des valeurs moyennes qui pourraient à terme remplacer les valeurs 
initiales pour gagner du temps lors du processus d’optimisation ; 
- le nouveau traitement peut être appliqué à un signal issu d’une cellule PEA pour 
laquelle les éléments sont à priori méconnus. En effet, le traitement permet d’optimiser leurs 
paramètres, préalablement définis par des valeurs initiales, pour que le signal simulé par le 
modèle de la PEA soit le plus proche possible du signal expérimental. Ces paramètres optimisés 
permettent ensuite de redéfinir les éléments de la cellule et d’en avoir une meilleure 
connaissance. Dans le cas de la cellule B, achetée chez la société italienne TECHIMP, les 
paramètres optimisés ont permis de confirmer que le capteur piézoélectrique est bien deux fois 
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plus épais que celui de la cellule A (environ 18 mµ  contre 9 mµ ) et qu’il ne s’agit pas d’un 
PVDF mais probablement d’un copolymère P(VDF-TrFE). 
Cette étude pose les bases d’une étude statistique qui permettrait d’avoir plus de 
certitude sur les paramètres des cellules ainsi que sur les propriétés physiques des différents 
échantillons. Ces certitudes pourraient se traduire en gain de temps en optimisant moins de 
paramètres, ou bien en optimisant le même nombre de paramètres mais à partir de valeurs 
initiales plus proches des valeurs optimisées. 
Concernant les perspectives, le fait d’avoir une fonction de transfert du banc de mesure 
prenant en considération les réflexions des ondes acoustiques proches de l’interface avec 
l’électrode HT permettrait de caractériser des échantillon, in situ, durant l’irradiation à l’aide 
de la PEA avec tête « sans contact » qu’utilise le CNES. Une première perspective, à court 
terme, serait de mesurer l’état des charges proches de la surface irradiée d’un tel échantillon 
avec le traitement du signal développé durant cette thèse. Une seconde perspective, à moyen 
terme, serait l’étude d’échantillons multicouche avec ce nouveau traitement. En pratique, il est 
simple de définir un échantillon multicouche et de construire sa fonction de transfert avec le 
logiciel PSpice. La difficulté réside dans la théorie de la génération de l’onde acoustique au sein 
d’un échantillon multicouche auquel on applique une impulsion électrique. Les hypothèses qui 
permettent d’avoir une proportionnalité entre la charge de l’échantillon et sa pression de sortie 
sont plus complexes à cause des sauts de permittivité entre les couches. Une troisième 
perspective serait l’étude d’échantillons fins (typiquement inférieure à la cinquantaine de 
microns) pour lesquels les traitements conventionnels ne fonctionnent pas car il n’y a pas de 
retour à zéro entre les deux pics de tension du signal de calibration, représentatif des charges 
capacitives. Le nouveau traitement du signal pourrait techniquement permettre de paramétrer 
le modèle PSpice correspondant, de construire une nouvelle fonction de transfert et donc 
d’étudier ce type d’échantillons fins. Cependant, la résolution spatiale actuelle de la mesure est 
de l’ordre de 27 mµ  ce qui est trop imprécis pour la caractérisation d’échantillon d’épaisseur 
inférieure à 50 mµ . C’est pourquoi, la dernière perspective qui semble être la plus importante 
serait : l’amélioration de la résolution spatiale du nouveau traitement du signal. 
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Modélisation et traitement du signal d’une cellule électroacoustique pulsée pour l’étude de la 
charge des diélectriques spatiaux 
 
Résumé 
Cette thèse s’inscrit dans le contexte de la fiabilité des satellites soumis à un 
environnement spatial. En effet, les satellites sont constitués de matériaux diélectriques qui sous 
certaines conditions peuvent se charger de particules électriques environnantes (électrons et 
ions). L’accumulation locale de ces particules constitue la charge d’espace qui tend à modifier 
les propriétés chimiques, mécaniques et électriques des matériaux diélectriques. Ces 
modifications sont à l’origine de phénomènes physiques qui peuvent endommager des éléments 
du satellite et rendre obsolètes certaines de ses fonctions comme lors de décharges 
électrostatiques (DES). Dans le but d’éviter de tels scénarios, le Centre national d’études 
spatiales (CNES) et le Laboratoire plasma et conversion d’énergie (LAPLACE) cherchent à 
caractériser les matériaux diélectriques utilisés en environnement spatial à l’aide, notamment, 
de techniques de mesure capable de sonder la charge en temps et en espace. La méthode PEA, 
ou Pulsed Electro-Acoustic method, fait partie de ces techniques de mesure. L’objectif de cette 
thèse est d’optimiser le traitement de données d’un banc de mesure PEA afin d’estimer au 
mieux la répartition spatio-temporelle de la charge dans un échantillon diélectrique. Pour ce 
faire, une méthode originale, basée sur un modèle PSpice optimisé du banc de mesure PEA, a 
été développée permettant de caractériser une fonction de transfert du banc de mesure. A l’aide 
d’une technique de régularisation de type Tikhonov, les résultats montrent que les charges 
retrouvées lors d’une étape de calibration sont en parfaite adéquation avec les charges 
réellement imposées. Ce nouveau traitement développé lors de cette thèse permettra d’étudier 
des échantillons : (i) qui présentent une atténuation et une dispersion des ondes acoustiques 
importantes ; (ii) multicouches ; (iii) dont les charges sont localisées proches de la surface 
irradiée ; (iv) trop fin (de quelques dizaines de microns). 
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This thesis is in the context of the reliability of satellites subjected to a space 
environment. Indeed, satellites are made of various dielectric materials which may be charged 
by electrical particles (electrons and ions). The local accumulation of these particles is called 
space charge that tends to modify chemical, mechanical and electrical properties of dielectric 
materials. These modifications cause some physical phenomena, as electrostatic discharges 
(ESD), that may damage satellite elements and then render obsolete some of its functions. In 
order to avoid these kinds of scenarios, the National center for space study (CNES) and the 
“Laboratoire plasma et conversion d’énergie” (LAPLACE) seek to characterize dielectric 
materials employed in space environment using techniques to probe the charge in time and 
space. The PEA, or Pulsed Electro-Acoustic method, is one of these techniques. The objective 
of this thesis to optimize the signal processing of a PEA measurement bench in order to better 
estimate the time-space distribution of the charge inside a dielectric sample. To achieve this, an 
original method, based on an optimized PSpice model of the PEA measurement bench, has been 
developed to allow the characterization of a transfer function of the bench. Using a 
regularization technique, based on the Tikhonov’s one, the results show that the recovery charge 
obtained from a calibration signal correspond fully to the applied experimental charge. This 
new signal processing developed during this thesis will allow to study samples: (i) that attenuate 
and disperse too much the acoustic waves; (ii) that are multilayer; (iii) for which the charges 
are localized near the irradiated surface; (iv) that are too thin (some tens of microns). 
 
Keywords 
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