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Recent advances in deep learning have provided fruitful applications for nat-
ural language processing (NLP) tasks. One key advance was the invention
of word vectors, representing every word in a dense, low-dimensional vector
space. Even though word vectors provide very strong results for word level
NLP tasks, producing appropriate representation for phrases and sentences is
still an open research problem.
In this dissertation, we focus on compositional approaches to representation
learning. In particular, we employ the notions of compositionality in which the
sequence or structure information is utilized, via recurrent or recursive neu-
ral networks. We investigate the effectiveness of such approaches for specific
natural language understanding tasks including opinion mining and sentiment
analysis, and extend some of the approaches to provide better representation hi-
erarchies. In particular, we propose two novel variants: bidirectional recursive
neural networks, which are capable of producing context-dependent structural
representations and deep recursive neural networks, which provide represen-
tation hierarchies in the structural setting. Additionally, we qualitatively inves-
tigate such models, and describe how they relate to alternative compositional
approaches. Finally, we discuss challenges in interpretation and understand-
ing of compositional neural models, propose simple tools for visualization, and
perform exploratory analyses over features learned by such a model.
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CHAPTER 1
INTRODUCTION
1.1 Overview
Recent advances in neural networks and deep learning have provided fruit-
ful applications for natural language processing (NLP) tasks. Neural networks
employ representation and feature learning, as opposed to feature engineering
which is traditionally used in NLP (Manning et al., 2008). Such representation
learning approaches reached new state-of-the-art on many problems in NLP,
such as language modeling (Mikolov et al., 2011), sentiment analysis (Socher
et al., 2013), machine translation (Cho et al., 2014) and others. Furthermore,
these approaches remove the necessity of manual feature engineering which is
often laborious and time consuming.
One especially important advance was the invention of word vector repre-
sentations (Bengio et al., 2001). Word vectors represent every word in a dense,
low dimensional space (see Figure 1.1), as opposed to traditional one-hot rep-
resentation approach in which a word is assigned a vector of all zero values
except a single one pointing to its index, which yields a sparse, high dimen-
sional space. This representation also allows quantifying the similarity of dif-
ferent words, using the notion of distance. In turn, word vector representations
have been employed in many applications of deep learning in NLP, as the main
atomic unit to represent text (Collobert and Weston, 2008; Collobert et al., 2011).
Having strong tools for word representations, the natural next question,
then, was how to properly map larger phrases into such dense representations
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for NLP tasks that require properly capturing their meaning. Most existing
methods take a compositional approach by defining a function that composes
multiple word vector representations into representations of larger units of text,
such as phrases or sentences (Mikolov et al., 2013b; Socher et al., 2013; Yesse-
nalina and Cardie, 2011). These methods include orderless composition (simi-
lar to how bag-of-words combines one-hot word representations) (Mitchell and
Lapata, 2010; Zanzotto et al., 2010; Mikolov et al., 2013b; Iyyer et al., 2015), se-
quential composition which combines words one-by-one in order (Rudolph and
Giesbrecht, 2010; Yessenalina and Cardie, 2011; Mikolov et al., 2011) and struc-
tural composition, which combines words into larger and larger phrases in a
bottom-up fashion, using dependency or constituency parse trees (Socher et al.,
2011b, 2012b, 2013), among others.
My research goal in this dissertation is to investigate and improve such
compositional approaches, particularly sequential and structural approaches to
compositionality.
1.1.1 Distributed Word Representations
In this dissertation, word vectors constitute the main building blocks of lan-
guage. Word vectors represent a word as a point in a dense, continuous, low-
dimensional (typically on the order of 100s) vector space. This is in contrast to
the traditional approach of representing a word as a one-hot vector, which yields
a sparse and very high dimensional (as many as the total number of words in the
dictionary) representation. Additionally, dense word vectors provide a means
to measure similarity between different words using the notion of distance (or
2
brother
sister
nephew
niece
uncle
aunt
man
woman
sir
madam
heir
heiress
king
queen
emperor
empress
duke
duchess
x1
x2
Figure 1.1: Distributed word representations
angle) whereas in one-hot word vectors every word has the same distance to
every other word.
Word vectors are typically learned in an unsupervised fashion, which means
we can employ large, unlabeled data sets for learning. Supervised approaches
exist as well but they often do not have the benefit of having arbitrarily large
data sets. Thus, in general, it is preferred to learn word vectors without super-
vision and then fine-tune them for the supervised task at hand.
Word vectors have been shown to be good semantic representation of words,
on many tasks (Mikolov et al., 2013b; Socher et al., 2011b; Collobert et al., 2011;
Iyyer et al., 2015). Additionally, word vector spaces have been shown to have
interestic geometric properties connected to their relationships (Mikolov et al.,
2013a,b; Levy and Goldberg, 2014a). For instance, in Figure 1.1, transition
from male to female nouns occur roughly along the same vector of translation.
These results and attractive properties of word vectors have let them to achieve
widespread use in the NLP community (Socher et al., 2012a).
3
1.1.2 Composition of Word Vectors
Having a mechanism for representing words, the next stage is to represent
phrases or sentences, which is the main focus of this thesis.
Compositional approaches to semantic interpretation state that the meaning
of a phrase, or sentence is a composition of the meaning of its parts. This, in the
context of word vectors, could be interpreted as a unit of text being represented
by some function of its word vectors. This naturally brings us to the question
of what compositional function to use to combine word vectors to represent the
meaning of phrases or sentences.
A simple way to combine word vectors in a phrase, or sentence is to just
use a commutative (orderless) operation, such as elementwise multiplication or
averaging. This alone has been shown to be effective in certain applications
such as sentiment analysis even though the order information is lost (Mikolov
et al., 2013b; Iyyer et al., 2015).
Alternatively, we might define a composition function that is respectful of
the order. For instance, we might define a recursive function that starts from the
first word vector and combines it with the second word vector, then combines
the result with the third word vector, and so on until the last.
Such a recursive approach could also be applied over structural information,
in particular, parse trees of sentences. We can apply the function recursively, in a
bottom up fashion, to get vector representations of phrases and sentences from
the representations of their children.
In this thesis, these recursive functions that act as the main building block
4
for composition are modeled by neural networks.
1.1.3 Artificial Neural Networks
The main building block of a neural network is the perceptron: the applica-
tion of a (typically sigmoidal) nonlinearity function on an affine transformation
of the input. Deep neural networks involve cascading such perceptron layers,
which allow multi-stage, hierarchical information processing through interme-
diate representations of the input.
Some of the advantages of neural networks over alternative learners are:
1. Simplicity. Many different architectures can be defined using the same
building block and same formulation, all of which can be learned with the
same algorithmic principle (backpropagation).
2. Effectiveness. Recent advances in computing power have resulted in the
ability to train powerful neural networks that reached new state-of-the-
art performance on many tasks ranging from computer vision to speech
recognition.
3. Feature learning. Hierarchical representation learning in neural networks
has shown the ability to combine simpler features into more and more
complex and abstract features. In many cases, neural networks have elim-
inated the need to do manual feature engineering (Krizhevsky et al., 2012;
Le et al., 2012).
Some drawbacks and challenges for neural networks involve:
5
1. Black-box nature. Although neural networks may have good perfor-
mance, they are essentially black-box learners and usually difficult to in-
terpret. This inability to manually inspect the function that is realized by
the network makes error analysis difficult. Thus, in applications where
manual inspection of the prediction by an expert is necessary, such as med-
ical diagnosis, they become unsuitable. Lack of interpretability holds in
the case of NLP as well, relative to fields such as computer vision, where
features have visual meaning and are easy to visually inspect.
2. Data size requirements. Purely supervised training of neural networks
usually requires large data sets, typically at least around the order of
1000s-10000s of training examples. That makes neural networks difficult
to apply to tasks where annotated data, i.e. text paired with supervisory
labels, is not so abundant, which is not uncommon in NLP.
3. Soft computing. The continuous representations employed by neural net-
works make them difficult to couple with symbolic, discrete approaches.
Many problems in NLP are naturally formulated as discrete optimization
problems which make neural networks difficult to apply, if not totally un-
suitable.
This dissertation builds on top of existing neural network approaches that
rely on sequential or structural interpretations of language. We investigate the
effectiveness of such approaches for specific tasks of natural language under-
standing, and extend some of the approaches to provide representation hier-
archies. We aim to successfully represent meaning both in isolation, and in
context, depending on the requirements of the application. In part, we unify
matrix-space models, which is another distributed compositional model with-
out word vectors, with the recurrent neural network approach.
6
1.2 Contributions
The primary contribution of this dissertation is the development and investiga-
tion of effective models for representation learning for compositional meaning
in natural language. More specifically, we make the following contributions:
Opinion mining without features using deep sequential models. We em-
ploy recurrent neural neural networks — a class of neural network with se-
quence modeling capabilities — to the task of opinion mining. In particular,
we investigate the performance of shallow and deep (stacked) variants of the
model. Our findings show that deep variants of the model consistently outper-
form the shallow variant. Furthermore, deep recurrent nets reach new state-
of-the-art performance on the task, with no feature engineering, outperforming
previous models that employ additional features from lexicons and parse trees.
This work is described in Chapter 3.
Composition with multiplicative sequential models. We employ multi-
plicative recurrent neural networks, a variant of recurrent neural networks
with additional multiplicative interactions, on the task of sentiment detection
of phrases and sentences. For instance, one might intuit that negation can be
modeled as multiplication by -1 (or, say, -0.5), such interactions can be captured
more easily by explicitly allowing multiplicative interactions. In addition to
yielding good performance on the task, we show that multiplicative models can
be seen as a generalization of the matrix-space models. This work is presented
in Chapter 4.
Learning structure-based representations of phrases in context. We pro-
pose a novel architecture to induce top-down representations for phrases and
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words using parse trees of sentences. We apply the model on the task of opinion
mining, posed as a sequence tagging task. We show that additional information
brought by the structure improves the performance. This work is the subject of
Chapter 5.
Deeper models for structural compositionality of sentences. Inspired by
various kinds of deep neural networks of other types, we propose a deep variant
of the recursive neural network. Deep recursive networks employ multi-stage
information processing when composing smaller phrases into larger ones using
the parse tree. The model achieves state-of-the-art performance on the task of
sentence level sentiment detection. This work is given in Chapter 6.
Towards understanding neural models of composition. In order to make
sense of the behavior of a compositional neural model trained over natural lan-
guage, we investigate the features it learns to represent in its hidden layer. More
concretely, similar to the analyses done in previous work in computer vision,
we inspect instances that activate a given hidden unit the most. We identify
challenges involved in this process which are specific to the context of natural
language processing. We propose statistics that allow us to assign impact to
individual words inside a sentence and visualize the activator sentences to rea-
son about what feature a given hidden unit represents. This work is given in
Chapter 7.
1.3 Roadmap
The rest of the dissertation is organized as follows. In Chapter 2 we give an
overview of the background in neural networks and applications to composi-
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tionality. The following two chapters involve sequential composition methods:
In Chapter 3, we present an application of deep recurrent neural networks to
the task of opinion mining. In Chapter 4, we apply multiplicative recurrent net-
works to sentiment analysis. Next two chapters discuss structural composition
methods: In Chapter 5, we propose bidirectional recursive neural networks that
can be applied to token-level tagging tasks in the structural setting. In Chap-
ter 6, we propose deep recursive neural networks to incorporate feature hierar-
chies in structural neural composition. Finally, in Chapter 7 we identify chal-
lenges in understanding and interpreting compositional neural models in the
context of natural language processing and propose simple first steps towards
that goal.
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CHAPTER 2
BACKGROUND AND RELATED WORK
In this chapter, we present an overview of the background and existing re-
search in representation learning for natural language processing, as well as
existing techniques for compositional approaches that are related to the work
presented in this dissertation. We further discuss the related work in the con-
text of specific compositional models and their applications in the correspond-
ing chapters.
2.1 Representation Learning
In machine learning, first step is to decide on a representation of the data, which
can greatly impact the overall success of the learner. Thus, many machine learn-
ing pipelines involve steps to preprocess the data of interest into useful repre-
sentations that make it easier to extract relevant information. In natural lan-
guage processing, for instance, considerable effort is spent on designing fea-
tures: Individual words or bigrams? How much context would be necessary? Is cap-
italization important? Would it help if we constructed a knowledge base of entities
and their relations? And so on. As seen from the examples, such processes of
feature engineering may require a deep understanding of the task at hand by
domain experts. They may be task dependent and fail to generalize to other
tasks. Furthermore, making these decisions can be expensive, laborious and
time consuming.
Representation learning, in contrast, attempts to automatically learn useful
representations for data to partially or completely eliminate the step of man-
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ual feature engineering (Bengio et al., 2013). In recent years, with the ad-
vancements in algorithms and technologies (such as GPUs), machine learn-
ing has seen a surge of very successful applications of representation learn-
ers in speech recognition (Hinton et al., 2012a; Deng et al., 2013), computer vi-
sion (Krizhevsky et al., 2012; Le et al., 2012; Egmont-Petersen et al., 2002), and
natural language processing (Collobert and Weston, 2008; Collobert et al., 2011;
Socher et al., 2012a), reaching or even outperforming feature-engineering ori-
ented approaches.
2.2 Learning Word Representations
In natural language processing, a common way of representing a single token
as a vector is to use a “one-hot” vector per token, with a dimensionality of the
vocabulary size, such that the corresponding entry of the vector is 1, and all
others are 0 (Manning and Schu¨tze, 1999). This is a natural extension from how
categorical features are typically represented in machine learning. Such a label
oriented representation treats every word as a separate label, completely agnos-
tic to any semantic content or relationship between words, i.e. the distance (or
angle) between any two different word vectors is the same.
Distributional representations aim to solve this shortcoming by using cooc-
curence statistics from text data. The distributional hypothesis suggests that words
that occur in similar contexts share similar meaning (Harris, 1954). Therefore,
a word vector representation that is derived by the cooccurence matrix can
contain semantic relationship information between different words, by way of
quantifying the similarity of their contexts, hence, meanings. The exact form of
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the cooccurence matrix (raw counts vs. binary, size of the finite context window,
etc.) or the way word vectors derived from the matrix (singular value decom-
position, topic modeling, clustering, etc.) might differ (Turian et al., 2010). See
Erk (2012) for a survey of distributional vector space models.
Distributed representations embed words in a dense, real valued, low-
dimensional vector space. They are also typically distributional, since they are
induced from cooccurence statistics. The advantage of having distributed rep-
resentations is that the encoding capacity grows exponentially with the dimen-
sionality (Turian et al., 2010). There have been many advances in recent years
proposing various ways to learn such word vectors, improving the efficiency of
the methods and the quality of the resulting representations (Levy et al., 2015).
They are, in general, learned from unsupervised text data, which is easy to ob-
tain, and then fine-tuned for the end task at hand. Some approaches include
context window based deep or shallow neural networks (Collobert and We-
ston, 2008; Mikolov et al., 2013b), sequential neural language models (Bengio
et al., 2001; Mikolov et al., 2011), or explicit transformations of the cooccurence
matrix (Lebret and Collobert, 2013). In fact, some of the neural network based
methods have been shown to implicitly factorize the cooccurrence matrix (Levy
and Goldberg, 2014b). See Levy et al. (2015) for a comparison of some of the
recent word vector learners.
Depending on the exact training mechanism, some classes of word vectors
have been shown to have linear substructures in the embedding space, resulting
in interesting geometric properties (Mikolov et al., 2013b). A famous example is
that the embedded representation of the word queen can be roughly recovered
12
from the representations of king, man and woman:
queen ≈ king − man + woman
Levy and Goldberg (2014a) investigate these structures and their properties.
Pennington et al. (2014) explicitly formulate the objective function to incorpo-
rate such substructures in the word vector space.
Distributed word vectors have been applied to many NLP tasks, achieving
new state of the art in many instances and having a big impact in the recent NLP
literature (Turian et al., 2010; Levy et al., 2015).
So far, all of our discussion has focused on representing a word as a vector,
which is generally called a vector space model. However, other representations
can use more than just vectors. For instance, a matrix space model represents
every word as a linear transformation, i.e. a matrix (Rudolph and Giesbrecht,
2010). In this model, words can be interpreted as functions that transform the
meaning state. Baroni and Zamparelli (2010) propose a mixed representation
where adjectives are matrices and nouns are vectors, to model adjective-noun
compositions. Socher et al. (2012b) propose using both approaches where a
word is assigned to both a matrix and a vector, to handle both its transformer
and transformee representation.
2.3 Learning Representations for Phrases and Sentences
It is possible to learn representations for larger units of text directly, e.g. Le and
Mikolov (2014b). However a more modular and intuitive approach is to start
from word representations and use rules to combine them, employing linguistic
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compositionality. The principle of compositionality asserts that the meaning of a
complex expression is a function of the meanings of its constituent expressions
and the rules used to combine them.
Some of the earlier work considered task-dependent mechanisms for han-
dling specific modifiers. For instance, in sentiment analysis, negation (“not”)
can simply invert the polarity of the sentiment decision (Choi and Cardie, 2008;
Nakagawa et al., 2010), or dampen its intensity (Taboada et al., 2011; Liu and
Seneff, 2009). Similarly, “very” can be considered as an intensifier. Such fea-
ture engineering approaches have been applied to bag-of-words representa-
tions to explicitly handle modifiers and update the sentiment of neighboring
words (Polanyi and Zaenen, 2006; Kennedy and Inkpen, 2006; Shaikh et al.,
2007). In contrast, compositional approaches attempt to define general universal
rules to combine arbitrary parts, typically using distributional representations
as their building blocks.
2.3.1 Orderless Composition
Perhaps the simplest way to compose words in an expression is to use an el-
ementwise, commutative operation on word vectors. This way, resulting ex-
pression vector will lie in the same space as the word vectors themselves. For
instance, Mitchell and Lapata (2008) investigate elementwise addition, or mul-
tiplication. Mikolov et al. (2013b) suggest vector averaging to represent short
phrases. Even though such methods lose word order information, they can still
be surprisingly powerful; Iyyer et al. (2015) show that feeding mean of all word
vectors in the input sentence into deep feedforward neural networks can yield
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very competitive results compared to complex state-of-the-art models in senti-
ment classification.
2.3.2 Sequential Composition
To incorporate word order information, one can define compositional rules that
depend on the position of words with respect to one another. For instance, a
composition function can start from the left, and recursively combine the inter-
mediate representation so far:
ht = f (ht−1, xt) (2.1)
where ht denotes the tth intermediate representation and xt denotes the tth word
representation. Because of the order in which we apply f (·, ·), if it is not sym-
metric with respect to its two argument, it will be a function of the word order.
Exact form of f (·, ·) may vary. Using neural networks to implement f pro-
vides attractive properties, such as end-to-end differentiability. A choice of a
perceptron layer (or a single layer feedforward neural network) for definition
of f results in the (Elman-type) recurrent neural network (Elman, 1990). Origi-
nally proposed for time-series prediction, recurrent networks can be applied
to any spatio-temporal sequence in general, which can be a good representa-
tion of text when considered as a sequence of word vectors. Typically, they are
trained using the backpropagation through time algorithm which is an extension
of the standard backpropagation method to efficiently compute the gradients of a
neural network (Werbos, 1990). See Bengio et al. (1994) for practical difficulties
involving training.
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By changing the exact form and definition of f (·, ·), we can design many dif-
ferent recurrent architectures. Among the many variants, Sutskever et al. (2011)
propose multiplicative recurrent neural networks to incorporate multiplicative
interactions between h and x. Hochreiter and Schmidhuber (1997) propose a
gated variant that include input, output (and later forget) gates to explicitly con-
trol memory operations, named long short-term memory (LSTM). Cho et al. (2014)
propose a simplified version named gated recurrent unit (GRU) that only has up-
date and reset gates. Schmidhuber (1992), El Hihi and Bengio (1995) and Her-
mans and Schrauwen (2013) investigate deep recurrent neural networks by stack-
ing multiple recurrent layers. See Jozefowicz et al. (2015) for an empirical com-
parison of some of these architectures.
In many application areas of machine learning that require spatio-temporal
sequence processing, recurrent neural networks have found wide use in recent
years. Recurrent neural networks have been applied to gesture recognition (Mu-
rakami and Taguchi, 1991), or stock price pattern recognition (Kamijo and Tani-
gawa, 1990). In speech recognition and acoustic modeling, LSTMs have reached
state-of-the-art performance (Graves et al., 2013; Graves and Jaitly, 2014; Sak
et al., 2015). In Gregor et al. (2015) LSTMs are used to sequentially attend to dif-
ferent parts of the canvas to generate images. Multidimensional recurrent neural
networks have been applied to handwriting recognition, treating image pix-
els as a two-dimensional spatio-temporal sequence (Graves and Schmidhuber,
2009). In Neural Turing Machines an LSTM controller is used to make sequential
decisions on external memory and learn arbitrary algorithms.
In the context of natural language processing, recurrent neural networks
have reached wide usage as well, even though linguistic compositionality was
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often not explicitly addressed. Many applications were on language model-
ing in which a recurrent network is trained to predict the next word in a se-
quence (Mikolov et al., 2010, 2011; Duh et al., 2013; Adel et al., 2013; Auli et al.,
2013; Auli and Gao, 2014). Other applications include spoken language under-
standing (Mesnil et al., 2013), sequence tagging (Xu et al., 2015), sentiment anal-
ysis (Wang et al., 2015; Li et al., 2015c), dependency parsing (Dyer et al., 2015;
Watanabe and Sumita, 2015), and text normalization (Chrupała, 2014).
In machine translation, sequence-to-sequence approaches have spanned a
line of research where pairs of encoder and decoder recurrent networks are used.
Sutskever et al. (2014) and Cho et al. (2014) use a recurrent encoder to compress
an entire source sentence into a vector and then use a recurrent decoder to gen-
erate the target sentence from that vector. Bahdanau et al. (2014) extend this
approach by providing an attention mechanism to the decoder network so that
it can explicitly choose which parts of the encoder sequence representation to
focus on. Vinyals et al. (2015) apply the same approach to constituency parsing,
by representing the parse tree as a sequence and treating this sequence repre-
sentation as target language.
Character level applications of recurrent networks have been of interest as
well, even though in nature they might be different than the word level com-
position that is of interest in this dissertation. Many of the applications use
character level language modeling or text generation as a test bed to evalu-
ate the quality of the sequence modeler itself, without having an end-task to
apply (Sutskever et al., 2011; Hermans and Schrauwen, 2013; Karpathy et al.,
2015). Ling et al. (2015) apply character level composition to generate word rep-
resentations in the open vocabulary setting, which can be especially useful for
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morphologically rich languages such as Turkish.
Finally, an alternative sequential composition method to recurrent neural
networks is the matrix-space model. Matrix-space models treat every word
as a square matrix (Baroni and Zamparelli, 2010). Then, the representation of
a phrase or sentence is given by the matrix multiplication of individual word
matrices in order. Thus, semantic composition becomes function composition.
Since matrix multiplication is not commutative, this operation preserves word
order information. Note that this still fits Equation 2.1, when h and x are matri-
ces and f is matrix multiplication. Yessenalina and Cardie (2011) have applied
this model to ordinal sentiment classification.
2.3.3 Structural Composition
It is possible to change the order in which we compose things. For example, in
the case where each whole has two parts, left and right, which can be viewed as
a positional binary tree, we can make use of this structure to guide our compo-
sition function:
hη = f (hle f t(η), hright(η)) (2.2)
Observe that Equation 2.1 is a special case of this in which left part is the prefix
and right part is the next word that follows. Using a perceptron layer to model
f (·, ·) results in the recursive neural network (Pollack, 1990). Recursive networks
can be trained using backpropagation through structure to compute the gradients
efficiently (Goller and Kuchler, 1996).
Similar to the recursive networks, modifying the exact implementation of f
resulted in many different variants for the recursive neural networks. Socher
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et al. (2012b) propose embedding words in a matrix-vector space and use matrix-
vector multiplications in the definition to explicitly model how one word trans-
forms the meaning of its sibling during composition. Socher et al. (2013) ex-
plore multiplicative variants by incorporating a tensor in the equation. Tai et al.
(2015) propose a gated variant which is similar to the LSTM, that operates on
tree structures.
Structure is abundant in natural language, in the form of constituency, de-
pendency or discourse parse trees, therefore many applications of recursive
neural networks used such representations. Socher et al. (2011b) used recur-
sive networks to parse natural images and natural language sentences. Varia-
tions of recursive networks have been applied to dependency parsing (Le and
Zuidema, 2014; Zhu et al., 2015a) and discourse parsing (Li et al., 2014). Socher
et al. (2011a) applied them for paraphrase detection by way of measuring sim-
ilarities between pairs of text. Luong et al. (2013) applied recursive networks
to morpheme trees to exploit morphology information when producing word
vector representations from morpheme vectors. Iyyer et al. (2014a) used depen-
dency tree representations for question answering.
Perhaps the most popular applications were on sentiment classifica-
tion (Socher et al., 2011c, 2013; Li et al., 2015c; Hermann and Blunsom, 2013).
The proposal of the Stanford Sentiment Treebank dataset even further popular-
ized this approach, because it contains sentiment scores for every phrase (sub-
tree) in addition to sentence level scores, providing a test bed for recursive mod-
els (Socher et al., 2013). Li et al. (2015c) compare recursive and recurrent models
to evaluate the effectiveness of having structure information.
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CHAPTER 3
OPINION MINING WITH DEEP RECURRENT NEURAL NETWORKS
In this chapter, we present an application of deep recurrent neural networks
to extract opinion expressions without relying on any feature engineering meth-
ods. The work described in this chapter is based on I˙rsoy and Cardie (2014b).
We will first present a description of the task of opinion mining, then formulate
the exact architecure definitions that we employ.
Fine-grained opinion analysis aims to detect the subjective expressions in a
text (e.g. “hate”) and to characterize their intensity (e.g. strong) and sentiment
(e.g. negative) as well as to identify the opinion holder (the entity expressing
the opinion) and the target, or topic, of the opinion (i.e. what the opinion is
about) (Wiebe et al., 2005). Fine-grained opinion analysis is important for a va-
riety of NLP tasks including opinion-oriented question answering and opinion
summarization. As a result, it has been studied extensively in recent years.
In this chapter, we focus on the detection of opinion expressions — both
direct subjective expressions (DSEs) and expressive subjective expressions (ESEs) as
defined in Wiebe et al. (2005). DSEs consist of explicit mentions of private states
or speech events expressing private states; and ESEs consist of expressions that
indicate sentiment, emotion, etc., without explicitly conveying them. An exam-
ple sentence is shown in Table 3.1 in which the DSE “has refused to make any
statements” explicitly expresses an opinion holder’s attitude and the ESE “as
usual” indirectly expresses the attitude of the writer.
Opinion extraction has often been tackled as a sequence labeling problem in
previous work (e.g. Choi et al. (2005)). Similar to our discussion in Chapter 1
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The committee , as usual , has
O O O B ESE I ESE O B DSE
refused to make any statements .
I DSE I DSE I DSE I DSE I DSE O
Table 3.1: An example sentence with opinion expression labels
about sequential compositon, this approach views a sentence as a sequence of
tokens labeled using the conventional BIO tagging scheme: B indicates the be-
ginning of an opinion-related expression, I is used for tokens inside the opinion-
related expression, and O indicates tokens outside any opinion-related class.
The example sentence in Table 3.1 shows the appropriate tags in the BIO scheme.
For instance, the ESE “as usual” results in the tags B ESE for “as” and I ESE for
“usual”.
Variants of conditional random field (CRF) approaches have been success-
fully applied to opinion expression extraction using this token-based view (Choi
et al., 2005; Breck et al., 2007): the state-of-the-art approach is the semiCRF,
which relaxes the Markovian assumption inherent to CRFs and operates at the
phrase level rather than the token level, allowing the incorporation of phrase-
level features (Yang and Cardie, 2012). The success of the CRF- and semiCRF-
based approaches, however, hinges critically on access to an appropriate fea-
ture set, typically based on constituent and dependency parse trees, manually
crafted opinion lexicons, named entity taggers and other preprocessing compo-
nents (see Yang and Cardie (2012) for an up-to-date list).
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3.1 Related Work
Opinion extraction. Early work on fine-grained opinion extraction focused on
recognizing subjective phrases (Wilson et al., 2005; Munson et al., 2005). Breck
et al. (2007), for example, formulated the problem as a token-level sequence-
labeling problem and apply a CRF-based approach, which significantly outper-
formed previous baselines. Choi et al. (2005) extended the sequential predic-
tion approach to jointly identify opinion holders; Choi and Cardie (2010) jointly
detected polarity and intensity along with the opinion expression. Reranking
approaches have also been explored to improve the performance of a single se-
quence labeler (Johansson and Moschitti, 2010, 2011). More recent work relaxes
the Markovian assumption of CRFs to capture phrase-level interactions, sig-
nificantly improving upon the token-level labeling approach Yang and Cardie
(2012). In particular, Yang and Cardie (2013) propose a joint inference model to
jointly detect opinion expressions, opinion holders and targets, as well as the
relations among them, outperforming previous pipelined approaches.
Deep learning. Recurrent neural networks (Elman, 1990) constitute one im-
portant class of naturally deep architecture that has been applied to many se-
quential prediction tasks. In the context of NLP, recurrent neural networks view
a sentence as a sequence of tokens and have been successfully applied to tasks
such as language modeling (Mikolov et al., 2011) and spoken language under-
standing (Mesnil et al., 2013). Since classical recurrent neural networks only
incorporate information from the past (i.e. preceding tokens), bidirectional vari-
ants have been proposed to incorporate information from both the past and the
future (i.e. subsequent tokens) (Schuster and Paliwal, 1997). Bidirectionality is
especially useful for NLP tasks, since information provided by the following to-
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kens is generally helpful (and sometimes essential) when making a decision on
the current token.
Stacked recurrent neural networks have been proposed as a way of construct-
ing deep recurrent networks (Schmidhuber, 1992; El Hihi and Bengio, 1995).
Careful empirical investigation of this architecture showed that multiple lay-
ers in the stack can operate at different time scales (Hermans and Schrauwen,
2013). Pascanu et al. (2013) explore other ways of constructing deep recurrent
networks that are orthogonal to the concept of stacking layers on top of each
other. In this chapter, we focus on the stacking notion of depth.
3.2 Sequential Neural Models for Opinion Mining
This section describes the sequential compositional architectures and training
methods that we apply to the task of opinion expression mining. Recurrent
neural networks are presented in 3.2.1, bidirectionality is introduced in 3.2.2,
and deep bidirectional recurrent nets, in 3.2.3.
3.2.1 Recurrent Neural Networks
A recurrent neural network (Elman, 1990) is a class of neural network that has
recurrent connections, which allow a form of memory. This makes them appli-
cable for sequential prediction tasks with arbitrary spatio-temporal dimensions.
Thus, their structure fits many NLP tasks, when the interpretation of a single
sentence is viewed as analyzing a sequence of tokens. In this work, we focus
our attention on only Elman-type networks (Elman, 1990).
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Figure 3.1: Recurrent neural networks. Each black, orange and red node
denotes an input, hidden or output layer, respectively. Solid
and dotted lines denote the connections of forward and back-
ward layers, respectively. Top: Shallow unidirectional (left)
and bidirectional (right) recurrent net. Bottom: 3-layer deep
unidirectional (left) and bidirectional (right) recurrent net.
In an Elman-type recurrent neural network, the hidden layer ht at time step t
is computed from a nonlinear transformation of the current input layer xt and
the previous hidden layer ht−1. Then, the final output yt is computed using the
hidden layer ht. One can interpret ht as an intermediate representation summa-
rizing the past, which is used to make a final decision on the current input.
More formally, given a sequence of vectors {xt}Tt=1, an Elman-type recurrent
network operates by computing the following memory and output sequences:
ht = σ(Wxt + Vht−1 + b) (3.1)
yt = γ(Uht + c) (3.2)
where σ is a nonlinear function, such as the sigmoid function and γ is the out-
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put nonlinearity, such as the softmax function. W and V are weight matrices
between the input and hidden layer, and among the hidden units themselves
(connecting the previous intermediate representation to the current one), re-
spectively, while U is the output weight matrix. b and c are bias vectors con-
nected to hidden and output units, respectively. As a base case for the recursion
in Equation 3.1, h0 is assumed to be 0 (alternatively, h0 can be left as a parameter
of the model to be learned).
Training a recurrent network can be done by optimizing a discriminative
objective (e.g. the cross entropy for classification tasks) with a gradient-based
method. Backpropagation through time can be used to efficiently compute the gra-
dients (Werbos, 1990). This method is essentially equivalent to unfolding the
network in time and using backpropagation as in feedforward neural networks,
while sharing the connection weights across different time steps.
The Elman-style recurrent network is shown in Figure 3.1, top left.
3.2.2 Bidirectionality
Observe that with the above definition of recurrent networks, we have infor-
mation only about the past, when making a decision on xt. This is limiting for
most NLP tasks. As a simple example, consider the two sentences: “I did not
accept his suggestion” and “I did not go to the rodeo”. The first has a DSE phrase
(“did not accept”) and the second does not. However, any such network will as-
sign the same labels for the words “did” and “not” in both sentences, since the
preceding sequences (past) are the same: the Elman-style unidirectional recur-
rent networks lack the representational power to model this task. A simple way
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to work around this problem is to include a fixed-size future context around a
single input vector (token). However, this approach requires tuning the context
size, and ignores future information from outside of the context window. An-
other way to incorporate information about the future is to add bidirectionality
to the architecture, referred as the bidirectional recurrent neural network (Schuster
and Paliwal, 1997):
−→
h t = σ(
−→
Wxt +
−→
V
−→
h t−1 +
−→
b ) (3.3)
←−
h t = σ(
←−
Wxt +
←−
V
←−
h t+1 +
←−
b ) (3.4)
yt = γ(U→
−→
h t + U←
←−
h t + c) (3.5)
where
−→
W,
−→
V and
−→
b are the forward weight matrices and bias vector as before;
←−
W,
←−
V and
←−
b are their backward counterparts; U→, U← are the output matrices;
and c is the output bias. Again, we assume
−→
h 0 =
←−
h T+1 = 0. In this setting
−→
h t
and
←−
h t can be interpreted as a summary of the past, and the future, respectively,
around the time step t. When we make a decision on an input vector, we employ
the two intermediate representations
−→
h t and
←−
h t of the past and the future. (See
Figure 3.1, top right.) Therefore in the bidirectional case, we have perfect infor-
mation about the sequence (ignoring the practical difficulties about capturing
long term dependencies, caused by vanishing gradients), whereas the classical
Elman-type network uses only partial information as described above.
Note that the forward and backward parts of the network are independent
of each other until the output layer when they are combined. This means that
during training, after backpropagating the error terms from the output layer to
the forward and backward hidden layers, the two parts can be thought of as sep-
arate, and each trained with the classical backpropagation through time Werbos
(1990).
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3.2.3 Depth in Space
Recurrent neural networks are often characterized as having depth in time: when
unfolded, they are equivalent to feedforward neural networks with as many
hidden layers as the number tokens in the input sequence (with shared connec-
tions across multiple layers of time). However, this notion of depth likely does
not involve hierarchical processing of the data: across different time steps, we
repeatedly apply the same transformation to compute the memory contribution
of the input (W), to compute the response value from the current memory (U)
and to compute the next memory vector from the previous one (V). Therefore,
assuming the input vectors {xt} together lie in the same representation space,
as do the output vectors {yt}, hidden representations {ht} lie in the same space
as well. As a result, they do not necessarily become more and more abstract,
hierarchical representations of one another as we traverse in time. However
in the more conventional, stacked deep learners (e.g. deep feedforward nets),
an important benefit of depth is the hierarchy among hidden representations:
every hidden layer conceptually lies in a different representation space, and
constitutes a more abstract and higher-level representation of the input (Bengio,
2009).
In order to address these concerns, we investigate deep recurrent neural net-
works, which are constructed by stacking Elman-type recurrent networks on
top of each other (Hermans and Schrauwen, 2013). Intuitively, every layer of
the deep recurrent network treats the memory sequence of the previous layer as
the input sequence, and computes its own memory representation.
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More formally, we have:
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Importantly, note that both forward and backward representations are em-
ployed when computing the forward and backward memory of the next layer.
Two alternatives for the output layer computations are to employ all mem-
ory layers or only the last. In this work we adopt the second approach:
yt = γ(U→
−→
h (`)t + U←
←−
h (`)t + c) (3.10)
where ` is the number of layers. Intuitively, connecting the output layer to only
the last hidden layer forces the architecture to capture enough high-level infor-
mation at the final layer for producing the appropriate output-layer decision.
Training a deep recurrent network can be conceptualized as interleaved
applications of the conventional backpropagation across multiple layers, and
backpropagation through time within a single layer.
The unidirectional and bidirectional deep recurrent networks are depicted
in the bottom half of Figure 3.1.
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3.3 Experiments
3.3.1 Hypotheses
In general, we expected that the deep recurrent networks would show the most
improvement over shallow recurrent networks for ESEs — phrases that im-
plicitly convey subjectivity. Existing research has shown that these are harder
to identify than direct expressions of subjectivity (DSEs): they are variable in
length and involve terms that, in many (or most) contexts, are neutral with re-
spect to sentiment and subjectivity. As a result, models that do a better job
interpreting the context should be better at disambiguating subjective vs. non-
subjective uses of phrases involving common words (e.g. “as usual”, “in fact”).
Whether or not deep recurrent networks would be powerful enough to out-
perform the state-of-the-art semiCRF was unclear, especially if the semiCRF is
given access to the distributed word representations (embeddings) employed
by the deep recurrent networks. In addition, the semiCRF has access to parse
tree information and opinion lexicons, neither of which is available to the deep
recurrent networks.
3.3.2 Experimental Setting
Activation Units. We employ the standard softmax activation for the output
layer: γ(x) = exi/
∑
j ex j . For the hidden layers we use the rectifier linear activa-
tion: σ(x) = max{0, x}. Experimentally, rectifier activation gives better perfor-
mance, faster convergence, and sparse representations. Previous work also re-
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ported good results when training deep neural networks using rectifiers, with-
out a pretraining step (Glorot et al., 2011).
Data. We use the MPQA 1.2 corpus (Wiebe et al., 2005) (535 news articles,
11,111 sentences) that is manually annotated with both DSEs and ESEs at the
phrase level. As in previous work, we separate 135 documents as a develop-
ment set and employ 10-fold CV over the remaining 400 documents. The devel-
opment set is used during cross validation to do model selection.
Evaluation Metrics. We use precision, recall and F-measure for performance
evaluation. Since the boundaries of expressions are hard to define even for hu-
man annotators (Wiebe et al., 2005), we use two soft notions of the measures:
Binary Overlap counts every overlapping match between a predicted and true
expression as correct (Breck et al., 2007; Yang and Cardie, 2012), and Proportional
Overlap imparts a partial correctness, proportional to the overlapping amount,
to each match (Johansson and Moschitti, 2010; Yang and Cardie, 2012). All sta-
tistical comparisons are done using a two-sided paired t-test with a confidence
level of α = .05.
Baselines (CRF and SEMICRF). As baselines, we use the CRF-based method
of Breck et al. (2007) and the SEMICRF-based method of Yang and Cardie (2012),
which is the state-of-the-art in opinion expression extraction. Features that the
baselines use are words, part-of-speech tags and membership in a manually
constructed opinion lexicon (within a [-1, +1] context window). Since SEMICRF
relaxes the Markovian assumption and operates at the segment-level instead of
the token-level, it also has access to parse trees of sentences to generate candi-
date segments (Yang and Cardie, 2012).
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Word Vectors (+VEC). We also include versions of the baselines that have ac-
cess to pre-trained word vectors. In particular, CRF+VEC employs word vectors
as continuous features per every token. Since SEMICRF has phrase-level rather
than word-level features, we simply take the mean of every word vector for a
phrase-level vector representation for SEMICRF+VEC as suggested in Mikolov
et al. (2013b).
In all of our experiments, we keep the word vectors fixed (i.e. do not fine-
tune) to reduce the degree of freedom of our models. We use the publicly avail-
able 300-dimensional word vectors of Mikolov et al. (2013b), trained on part of
the Google News dataset (∼100B words). Preliminary experiments with other
word vector representations such as Collobert-Weston (Collobert and Weston,
2008) embeddings or HLBL (Mnih and Hinton, 2007) provided poorer results
(∼ −3% difference in proportional and binary F1).
Regularizer. We do not employ any regularization for smaller networks
(∼24,000 parameters) because we have not observed strong overfitting (i.e. the
difference between training and test performance is small). Larger networks are
regularized with the recently proposed dropout technique (Hinton et al., 2012b):
we randomly set entries of hidden representations to 0 with a probability called
the dropout rate, which is tuned over the development set. Dropout prevents
learned features from co-adapting, and it has been reported to yield good re-
sults when training deep neural networks (Krizhevsky et al., 2012; Dahl et al.,
2013).
Network Training. We use the standard multiclass cross-entropy as the ob-
jective function when training the neural networks. We use stochastic gradient
descent with momentum with a fixed learning rate (.005) and a fixed momen-
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tum rate (.7). We update weights after minibatches of 80 sentences. We run 200
epochs for training. Weights are initialized from small random uniform noise.
We experiment with networks of various sizes, however we have the same num-
ber of hidden units across multiple forward and backward hidden layers of a
single recurrent network. We do not employ a pre-training step; deep architec-
tures are trained with the supervised error signal, even though the output layer
is connected to only the final hidden layer. With these configurations, every
architecture successfully converges without any oscillatory behavior. Addition-
ally, we employ early stopping for the neural networks: out of all iterations, the
model with the best development set performance (Proportional F1) is selected
as the final model to be evaluated.
3.3.3 Results and Discussion
Layers (`) |h| Precision Recall F1
Prop. Bin. Prop. Bin. Prop Bin.
Shallow 36 62.24 65.90 65.63* 73.89* 63.83 69.62
Deep 2 29 63.85* 67.23* 65.70* 74.23* 64.70* 70.52*
Deep 3 25 63.53* 67.67* 65.95* 73.87* 64.57* 70.55*
Deep 4 22 64.19* 68.05* 66.01* 73.76* 64.96* 70.69*
Deep 5 21 60.65 61.67 56.83 69.01 58.60 65.06
Shallow 200 62.78 66.28 65.66* 74.00* 64.09 69.85
Deep 2 125 62.92* 66.71* 66.45* 74.70* 64.47 70.36
Deep 3 100 65.56* 69.12* 66.73* 74.69* 66.01* 71.72*
Deep 4 86 61.76 65.64 63.52 72.88* 62.56 69.01
Deep 5 77 61.64 64.90 62.37 72.10 61.93 68.25
Table 3.2: Experimental evaluation of recurrent networks for DSE extrac-
tion
Bidirectional vs. Unidirectional. Although our focus is on bidirectional re-
current networks, we first confirm that the SHALLOW bidirectional network out-
32
Layers (`) |h| Precision Recall F1
Prop. Bin. Prop. Bin. Prop Bin.
Shallow 36 51.34 59.54 57.60 72.89* 54.22 65.44
Deep 2 29 51.13 59.94 61.20* 75.37* 55.63* 66.64*
Deep 3 25 53.14* 61.46* 58.01 72.50 55.40* 66.36*
Deep 4 22 51.48 60.59* 59.25* 73.22 54.94 66.15*
Deep 5 21 49.67 58.42 48.98 65.36 49.25 61.61
Shallow 200 52.20* 60.42* 58.11 72.64 54.75 65.75
Deep 2 125 51.75* 60.75* 60.69* 74.39* 55.77* 66.79*
Deep 3 100 52.04* 60.50* 61.71* 76.02* 56.26* 67.18*
Deep 4 86 50.62* 58.41* 53.55 69.99 51.98 63.60
Deep 5 77 49.90* 57.82 52.37 69.13 51.01 62.89
Table 3.3: Experimental evaluation of recurrent networks for ESE extrac-
tion
Model Precision Recall F1
Prop. Bin. Prop. Bin. Prop Bin.
DSE CRF 74.96* 82.28* 46.98 52.99 57.74 64.45
semiCRF 61.67 69.41 67.22* 73.08* 64.27 71.15*
CRF +vec 74.97* 82.43* 49.47 55.67 59.59 66.44
semiCRF +vec 66.00 71.98 60.96 68.13 63.30 69.91
Deep RNT 3 100 65.56 69.12 66.73* 74.69* 66.01* 71.72*
ESE CRF 56.08 68.36 42.26 51.84 48.10 58.85
semiCRF 45.64 69.06 58.05 64.15 50.95 66.37*
CRF +vec 57.15* 69.84* 44.67 54.38 50.01 61.01
semiCRF +vec 53.76 70.82* 52.72 61.59 53.10 65.73
Deep RNT 3 100 52.04 60.50 61.71* 76.02* 56.26* 67.18*
Table 3.4: Comparison of Deep recurrent networks to state-of-the-art
(semi)CRF baselines for DSE and ESE detection
performs a (shallow) unidirectional network for both DSE and ESE recognition.
To make the comparison fair, each network has the same number of total pa-
rameters: we use 65 hidden units for the unidirectional, and 36 for the bidirec-
tional network, respectively. Results are as expected: the bidirectional network
obtains higher F1 scores than the unidirectional network — 63.83 vs. 60.35 (pro-
portional overlap) and 69.62 vs. 68.31 (binary overlap) for DSEs; 54.22 vs. 51.51
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(proportional) and 65.44 vs. 63.65 (binary) for ESEs. All differences are statisti-
cally significant at the 0.05 level. Thus, we will not include comparisons to the
unidirectional nets in the remaining experiments.
Adding Depth. Next, we quantitatively investigate the effects of adding
depth to recurrent networks. Tables 3.2 and 3.3 show the evaluation of recur-
rent networks of various depths and sizes. In both tables, the first group net-
works have approximately 24,000 parameters and the second group networks
have approximately 200,000 parameters. Since all networks within a group have
approximately the same number of parameters, they grow narrower as they get
deeper. Within each group, bold shows the best result with an asterisk denoting
statistically indistinguishable performance with respect to the best. As noted
above, all statistical comparisons use a two-sided paired t-test with a confidence
level of α = .05.
In both DSE and ESE detection and for larger networks (bottom set of re-
sults), 3-layer networks provide the best results. For smaller networks (top set
of results), 2, 3 and 4-layer networks show equally good performance for cer-
tain sizes and metrics and, in general, adding additional layers degrades perfor-
mance. This could be related to how we train the architectures as well as to the
decrease in width of the networks. In general, we observe a trend of increasing
performance as we increase the number of layers, until a certain depth.
Deep recurrent net vs. (semi)CRF. Table 3.4 shows comparison of the best
deep recurrent networks to the previous best results in the literature. In terms
of F-measure, DEEP RNT performs best for both DSE and ESE detection, achiev-
ing a new state-of-the-art performance for the more strict proportional overlap
measure, which is harder to improve upon than the binary evaluation metric.
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SEMICRF, with its very high recall, performs comparably to the DEEP RNT on
the binary metric. Note that recurrent networks do not have access to any fea-
tures other than word vectors.
In general, CRFs exhibit high precision but low recall (CRFs have the best
precision on both DSE and ESE detection) while SEMICRFs exhibit a high recall,
low precision performance. Compared to SEMICRF, the DEEP RNTs produce
an even higher recall but sometimes lower precision for ESE detection. This
suggests that the methods are complementary, and can potentially be even more
powerful when combined in an ensemble method.
Word vectors. Word vectors help CRFs on both precision and recall on both
tasks. However, SEMICRFs become more conservative with word vectors, pro-
ducing higher precision and lower recall on both tasks. This sometimes hurts
overall F-measure.
Among the (SEMI)CRF-based methods, SEMICRF obtains the highest F1
score for DSEs and for ESEs using the softer metric; SEMICRF+VEC performs
best for ESEs according to the stricter proportional overlap measure.
Network size. Finally, we observe that even small networks (such as 4-layer
deep recurrent network for DSE and 2-layer deep recurrent network for ESE)
outperform conventional CRFs. This suggests that with the help of good word
vectors, we can train compact but powerful sequential neural models.
When examining the output, we see some systematic differences between
the previously top-performing SEMICRF and the neural models. (See Fig-
ure 3.2.) First, SEMICRF often identifies excessively long subjective phrases as
in Example 1. Here, none of the models exactly matches the gold standard, but
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(1)
The situation obviously remains fluid from hour to hour but it [seems to be]
[going in the right direction]
DEEPRNT The situation [obviously] remains fluid from hour to hour but it [seems to be
going in the right] direction
SHALLOW The situation [obviously] remains fluid from hour to hour but it [seems to be
going in] the right direction
SEMICRF The situation [obviously remains fluid from hour to hour but it seems to be
going in the right direction]
(2)
have always said this is a multi-faceted campaign [but equally] we have also
said any future military action [would have to be based on evidence] , ...
DEEPRNT have always said this is a multi-faceted campaign but [equally we] have also
said any future military action [would have to be based on evidence] , ...
SHALLOW have always said this is a multi-faceted [campaign but equally we] have also
said any future military action would have to be based on evidence , ...
SEMICRF have always said this is a multi-faceted campaign but equally we have also
said any future military action would have to be based on evidence , ...
(3)
Ruud Lubbers , the United Nations Commissioner for Refugees , said
Afghanistan was [not yet] secure for aid agencies to operate in and “ [not
enough] ” food had been taken into the country .
DEEPRNT Ruud Lubbers , the United Nations Commissioner for Refugees , said
Afghanistan was [not yet] secure for aid agencies to operate in and “ [not
enough] ” food had been taken into the country .
SHALLOW Ruud Lubbers , the United Nations Commissioner for Refugees , said
Afghanistan was [not yet] secure for aid agencies to operate in and “ [not
enough] ” food had been taken into the country .
SEMICRF Ruud Lubbers , the United Nations Commissioner for Refugees , said
Afghanistan was not yet secure for aid agencies to operate in and “ not
enough ” food had been taken into the country .
Figure 3.2: Examples of output. In each set, the gold-standard annotations
are shown in the first line.
the recurrent networks are much closer. And all three models appear to have
identified an ESE that was mistakenly omitted by the human annotator — “ob-
viously”. At the same time, the SEMICRF sometimes entirely misses subjective
expressions that the recurrent nets identify — this seems to occur when there
are no clear indications of sentiment in the subjective expression. The latter
can be seen in Examples 2 and 3, in which the SEMICRF does not identify “but
equally”, “would have to be based on evidence”, “not yet”, and “not enough”.
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(4)
[In any case] , [it is high time] that a social debate be organized ...
DEEP [In any case] , it is HIGH TIME that a social debate be organized ...
SHALLOW In ANY case , it is high TIME that a social debate be organized ...
(5)
Mr. Stoiber [has come a long way] from his refusal to [sacrifice himself] for
the CDU in an election that [once looked impossible to win] , through his
statement that he would [under no circumstances] run against the wishes...
DEEP Mr. Stoiber [has come a long way from] his [refusal to sacrifice himself] for
the CDU in an election that [once looked impossible to win] , through his
statement that he would [under no circumstances run against] the wishes...
SHALLOW Mr. Stoiber has come A LONG WAY FROM his refusal to sacrifice himself
for the CDU in an election that [once looked impossible] to win , through
his statement that he would under NO CIRCUMSTANCES run against the
wishes...
Figure 3.3: DEEP Recurrent Output vs. SHALLOW Recurrent Output. In
each set of examples, the gold-standard annotations are shown
in the first line. Tokens assigned a label of Inside with no pre-
ceding Begin tag are shown in ALL CAPS.
We also observe evidence of the power of the DEEP recurrent net over the
SHALLOW recurrent net in Examples 4 and 5. (See Figure 3.3.) In contrast to
Figure 3.2, Figure 3.3 distinguishes subjective expressions that are (correctly)
assigned an initial Begin label from those that consist only of Inside labels1 —
the latter are shown in ALL CAPS and indicate some degree of confusion in the
model that produced them. In Example 4, SHALLOW network exhibits some ev-
idence for each ESE — it labels one or more tokens as Inside an ESE (“any” and
“time”). But it does not explicitly tag the beginning of the ESE. DEEP network
does better, identifying the first ESE in its entirety (“in any case”) and identi-
fying more words as being Inside the second ESE (“it is high time). A similar
situation occurs in Example 5.
1Sequences of I’s are decoded as the associated DSE or ESE even though they lack the initial
B.
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3.4 Chapter Summary
In this chapter we have explored an application of deep recurrent neural net-
works to the task of sentence-level opinion expression extraction. We empiri-
cally evaluated deep recurrent nets against conventional, shallow recurrent nets
that have only a single hidden layer. We also compared our models with previ-
ous (semi)CRF-based approaches.
Experiments showed that deep networks outperformed shallow networks
on both DSE and ESE extraction. Furthermore, deep recurrent networks out-
performed previous (semi)CRF baselines, achieving new state-of-the-art results
for fine-grained opinion expression extraction. This shows that a representation
learning approach that is based on sequential composition via recurrent neural
networks works as a better alternative to feature engineering approaches that
are based on CRFs.
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CHAPTER 4
MODELING COMPOSITIONALITY WITH MULTIPLICATIVE
RECURRENT NEURAL NETWORKS
In this chapter we investigate multiplicative recurrent neural networks for
the task of sentiment analysis and discuss how they are connected to an alter-
native sequential composition method: matrix-space models. This work was
published in I˙rsoy and Cardie (2015).
As we have discussed in the previous chapter, recurrent neural networks
(RNTs), a neural network architecture with sequential prediction capabili-
ties, implicitly model compositionality when applied to natural language sen-
tences. Representation of a phrase can be conceptualized as a nonlinear func-
tion that acts on the network’s hidden layer (memory), which results from re-
peated function composition over the hidden layer and the next word in the
phrase/sentence (see Section 3.2.1). Unfortunately, it is possible that conven-
tional additive recurrent networks are not powerful enough to accommodate
some of the more complex effects in language, as suggested in previous work on
(multiplicative and additive variants of) recursive neural networks (e.g. Socher
et al. (2013)). More specifically, even though additive models can theoretically
model arbitrary functions when combined with a nonlinearity, they might re-
quire a very large number of hidden units, since the main building blocks (hid-
den units) are simple linear hyperplane splits and the complexity of the function
that can be modeled depends on the number of these building blocks. Thus,
learnability of large parameter sets from data might pose an issue.
To this end we investigate the multiplicative recurrent neural network as a
model for compositional semantic effects in language. Previously, this type of
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multiplicative sequential approach has been applied to a character-level text
generation task (Sutskever et al., 2011). In this work, we investigate its capac-
ity for recognizing the sentiment of a sentence or a phrase represented as a se-
quence of dense word vectors. Like the matrix-space models, multiplicative
RNTs are sequential models of language; and as a type of recurrent network,
they implicitly model compositionality. Like the very successful multiplicative
recursive neural networks (Socher et al., 2013), multiplicative RNTs can capture
the same types of sibling interactions, but are much simpler. In particular, no
parse trees are required, so sequential computations replace the associated re-
cursive computations and performance does not depend on the accuracy of the
parser.
We also show a connection between the multiplicative RNT and composi-
tional matrix-space models, which have also been applied to sentiment analy-
sis (Rudolph and Giesbrecht, 2010; Yessenalina and Cardie, 2011). In particular,
we show that matrix-space models are effectively a special case of multiplica-
tive RNTs in which a word is represented as a large “one-hot” vector instead of a
dense small one. Thus, these networks carry over the idea of matrix-space mod-
els from a one-hot sparse representation to dense word vectors. They can di-
rectly employ word vector representations, which makes them better suited for
semi-supervised learning given the plethora of word vector training schemes.
Multiplicative recurrent networks can be considered to unify these two views of
distributed language processing — the operator semantics view of matrix-space
models in which a word is interpreted as an operator acting on the meaning
representation, and the sequential memory processing view of recurrent neural
networks.
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4.1 Related Work
Vector Space Models. As previously discussed, a distributed word vector rep-
resentation maps a token to a real-valued dense vector of small dimensional-
ity (usually on the order of 100 dimensions). Generally, these representations
are learned in an unsupervised manner from a large corpus, e.g. Wikipedia.
Various architectures have been explored to learn these embeddings (Bengio
et al., 2001; Collobert and Weston, 2008; Mnih and Hinton, 2007; Mikolov et al.,
2013a) which might have different generalization capabilities depending on the
task (Turian et al., 2010). The geometry of the induced word vector space might
have interesting semantic properties (king - man + woman ≈ queen) (Mikolov
et al., 2013a,b).
Matrix Space Models. An alternative approach is to embed words into a
matrix space, by assigning matrices to words. Intuitively, a matrix embedding of
a word is desired in order to capture operator semantics: the embedding should
model how a word transforms meaning when it is applied to a context. Baroni
and Zamparelli (2010) partially apply this idea to model adjectives as matrices
that act on noun vectors. In their theoretical work, Rudolph and Giesbrecht
(2010) define a proper matrix space model by assigning every word to a matrix;
representations for longer phrases are computed by matrix multiplication. They
show that matrix space models generalize vector space models and argue that
they are neurologically and psychologically plausible. Yessenalina and Cardie
(2011) apply this model to fine-grained sentiment detection. Socher et al. (2012b)
use a structural approach in which every word is assigned a matrix-vector pair,
where the vector captures the meaning of the word in isolation and the matrix
captures how it transforms meaning when applied to a vector.
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Compositionality in Vector and Matrix Spaces. Commutative vector opera-
tions such as addition (e.g. bag-of-words) or element-wise multiplication along
with negation (Widdows, 2003) provide simple composition schemes (Mitchell
and Lapata, 2010; Zanzotto et al., 2010). Even though they ignore the order of
the words, they might prove effective depending on the length of the phrases,
and on the task (Mikolov et al., 2013b). Other models for compositional distri-
butional semantics emulate formal semantics by representing functions as ten-
sors and arguments as vectors (e.g. (Clark, 2008; Coecke et al., 2010; Grefenstette
et al., 2013)) for which (Grefenstette et al., 2013) generalise the tensor-learning
approach of (Baroni and Zamparelli, 2010). More complex non-commutative
composition functions can be modeled via sequential or structural models of
the sentence. In particular, compositionality in recurrent neural networks can
be considered as tranformations on the memory (hidden layer) applied by suc-
cessive word vectors in order. In matrix space models, compositionality is nat-
urally modeled via function composition in sequence (Rudolph and Giesbrecht,
2010; Yessenalina and Cardie, 2011).
Sentiment Analysis. Sentiment analysis has been a very active area among
NLP researchers, at various granularities such as the word-, phrase-, sentence-
or document-level (Pang and Lee, 2008). Besides preexisting work that tried to
formulate the problem as binary classification, recently fine-grained approaches
were explored (Yessenalina and Cardie, 2011; Socher et al., 2013). Ultimately, the
vast majority of approaches do not tackle the task compositionally, and in addi-
tion to bag-of-words features, they incorporate engineered features to account
for negators, intensifiers and contextual valence shifters (Polanyi and Zaenen,
2006; Wilson et al., 2005; Kennedy and Inkpen, 2006; Shaikh et al., 2007).
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4.2 Composition with Matrix-Space Models
A matrix-space model models a single word as a square matrix that transforms a
meaning (state) vector to another vector in the same meaning space. Intuitively,
a word is viewed as a function, or an operator (in this particular case, linear)
that acts on the meaning representation. Therefore, a phrase (or any sequence
of words) is represented as successive application of the individual operators
inside the phrase.
Let s = w1,w2, . . . ,wT be a sequence of words of length T and let Mw ∈ Rm×m
denote the matrix representation of a word w ∈ V where V is the vocabulary.
Then, the representation of s is simply
M(s) = Mw1Mw2 . . .MwT (4.1)
which yields another linear transformation in the same space. Observe that
this representation respects word order (unlike, e.g. a bag of words). Note that
even though M(s) is modeled as a linear operator on the meaning space, M(s)
as a function of {Mwi}Ti=1 is not linear, since it constitutes multiplications of those
terms.
Applying this representation to a task is simply applying the function to an
initial empty meaning vector h0, which results in a transformed, final meaning
vector h that then is used to make a decision on the phrase s. In the case of
sentiment detection, a sentiment score y(s) can be assigned to s as follows:
y(s) = h>u = h>0 M(s)u (4.2)
In such a supervised task, matrix-space model parameters {Mw}w∈V, h0, u are
learned from data. h0 and u can be fixed (without reducing the representative
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power of the model) to reduce the degrees of freedom during training.
4.3 Composition with Multiplicative Recurrent Neural Net-
works
Recurrent neural networks were defined in Chapter 3.
A property of recurrent neural networks is that input layer activations and
the hidden layer activations of the previous time step interact additively to
make up the activations for hidden layers at the current time step. This might be
rather restrictive for some applications, or difficult to learn for modeling more
complex input interactions. On the other hand, a multiplicative interaction of
those layers might provide a better representation for some semantic analysis
tasks. For sentiment detection, for example, “not” might be considered as a
negation of the sentiment that comes after it, which might be more effectively
modeled with multiplicative interactions. To this end, we investigate the multi-
plicative recurrent neural network (or the recurrent neural tensor network) for
the sentiment analysis task that is the main focus of this paper (Socher et al.,
2013).
Multiplicative recurrent networks retain the same interpretation of memory
as Elman-type recurrent networks, the only difference being the recursive defi-
nition of h:
ht = σ(x>t A
[1..|h|]ht−1 + Wxt + Vht−1 + b) (4.3)
yt = γ(Uht + c) (4.4)
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where A is a |h| × |x| × |h| tensor, and the bilinear operation x>Ay defines another
vector as (x>Ay)i = x>A[i]y where the right-hand side represents the standard
vector matrix multiplications and A[i] is a single slice (matrix) of the tensor A.
This means that a single entry of ht,i is not only a linear combination of entries
xt, j and ht−1,k, but also includes multiplicative terms in the form of aijkxt, jht−1,k.
We can simplify Equation 4.3 and 4.4 by adding bias units to x and h:
ht = σ(x′>t A
′[1..|h|]h′t−1) (4.5)
yt = γ(U′h′t) (4.6)
where x′ = [x; 1] and h′ = [h; 1]. With this notation, W, V and b become part of
the tensor A′ and c becomes part of the matrix U′.
4.3.1 Ordinal regression with neural networks
Since fine-grained sentiment labels denote intensity in addition to polarity, our
class labels are ordinal in nature. Therefore, we use an ordinal regression
scheme for neural networks, as described in Cheng et al. (2008). Intuitively,
each sentiment class denotes a threshold for which the instances belonging to
the class have sentiment values less than or equal to. If an instance s belongs to
class k, it automatically belongs to the lower order classes 1, . . . , k − 1, as well.
Therefore, the target vector for instance s is r = [1, . . . , 1, 0, . . . , 0]> where ri = 1
if i < k and ri = 0 otherwise. This way, we can consider the output vector as a
cumulative probability distribution on classes.
Because of the way class labels are defined, output response is not subject to
normalization. Therefore, output layer nonlinearity in this case is the elemen-
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twise sigmoid function (1/(1 + e−xi)) instead of the softmax function (exi/
∑
j ex j)
which is traditionally used for multiclass classification.
Note that with this scheme, output of the network is not necessarily consis-
tent. To decode an output vector, we firstly binarize each entry, by assigning 0
if the entry is less than 0.5 and 1 otherwise, as in conventional binary classifi-
cation. Then we simply start from the entry with the lowest index, and when-
ever we observe a 0, we assume all of the entries with higher indices are also
0, which ensures that the resulting target vector has the proper ordinal form.
As an example, [1, 0, 1, 0]> is mapped to [1, 0, 0, 0]>. Then finally, we assign the
corresponding integer label.
4.3.2 Relationship to matrix-space model
In this section we will show the connection between mRNTs and the matrix-
space model.
Let us assume a purely multiplicative mRNT, without the bias units in the
input and hidden layers (equivalently, W = V = b = 0). In such an mRNT, we
compute the hidden layer (memory) as follows:
ht = σ(x>t Aht−1) (4.7)
Furthermore, assume σ = I is the identity mapping, rather than a nonlinearity
function. We can view the tensor multiplication in two parts: A vector xt mul-
tiplied by a tensor A, resulting in a matrix which we will denote as M(wt), to
make the dependence of the resulting matrix on the word wt explicit. Then the
matrix-vector multiplication M(wt)ht−1 resulting in the vector ht. Therefore, we
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can write the same equation as:
ht = (x>t A)ht−1 = M(wt)ht−1 (4.8)
and unfolding the recursion, we have
ht = M(wt)M(wt−1) . . .M(w1)h0 (4.9)
If we are interested in a scalar response for the whole sequence, we apply the
output layer to the hidden layer at the final time step:
yT = u>hT = u>M(wT ) . . .M(w1)h0 (4.10)
which is exactly the matrix space model if individual M(wt) were to be associ-
ated with the matrices of their corresponding words (Equation 4.2). Therefore,
we can view mRNTs as a simplification to matrix-space models in which we
have a tensor A to extract a matrix for a word w from its associated word vector,
rather than associating a matrix with every word. This can be viewed as learn-
ing a matrix-space model with parameter sharing. This reduces the number of
parameters greatly: instead of having a matrix for every word in the vocabulary,
we have a vector per word, and a tensor to extract matrices.
Another interpretation of this is the following: instead of learning an indi-
vidual linear operator Mw per word as in matrix-space models, mRNT learns
|x| number of base linear operators. mRNT, then, represents each word as a
weighted sum of these base operators (weights given by the word vector x).
Note that if x is a one-hot vector representation of a word instead of a dense
word embedding (which means |x| = |V|), then we have |V|matrices as the base
set of operators, and x simply selects one of these matrices, essentially falling
back to an exact matrix-space model (see Figure 4.1). Therefore mRNTs pro-
vide a natural transition of the matrix-space model from a one-hot sparse word
representation to a low dimensional dense word embedding.
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Figure 4.1: Vector x (blue) and tensor A (red) sliced along the dimension
of x. Left. Dense word vector x computes a weighted sum
over base matrices to get a square matrix, which then is used
to transform the meaning vector. Right. One-hot word vector
x with the same computation, which is equivalent to selecting
one of the base matrices and falls back to a matrix-space model.
Besides a reduction in the number of parameters, another potential advan-
tage of mRNTs over matrix-space models is that the matrix-space model is task-
dependent: for each task, one has to learn one matrix per word in the whole vo-
cabulary. On the other hand, mRNTs can make use of task-independent word
vectors (which can be learned in an unsupervised manner) and only the pa-
rameters for the network would have to be task-dependent. This allows easier
extension to multitask learning or transfer learning settings.
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4.4 Experiments
4.4.1 Experimental Setting
Data. For experimental evaluation of the models, we use the manually anno-
tated MPQA corpus (Wiebe et al., 2005) that contains 535 newswire documents
annotated with phrase-level subjectivity and intensity. We use the same scheme
as Yessenalina and Cardie (2011) to preprocess and extract individual phrases
from the annotated documents, and convert the annotations to an integer ordi-
nal label {0, 1, 2, 3, 4} denoting a sentiment score from negative to positive. After
preprocessing, we have 8022 phrases in total with an average length of 2.83. We
use the training-validation-test set partitions provided by the authors to apply
10-fold CV and report average performance over ten folds.
Additionally, we use the Stanford Sentiment Treebank (SSTB) (Socher et al.,
2013), which includes labels for 215,154 phrases in the parse trees of 11,855 sen-
tences, with an average sentence length of 19.1. Similarly, real-valued sentiment
labels are converted to an integer ordinal label in {0, . . . , 4} by simple thresh-
olding. We use the single training-validation-test set partition provided by the
authors. We do not make use of the parse trees in the treebank since our ap-
proach is not structural; however, we include the phrase-level supervised labels
(at the internal nodes of the parse trees) as labels for partial sentences.
Problem formulation. For experiments on the MPQA corpus, we employ an
ordinal regression setting. For experiments on SSTB, we employ a simple multi-
class classification setting, to make the models directly comparable to previous
work.
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In the classification setting, output nonlinearity γ is the softmax function,
and the output y is a vector valued response with the class probabilities. Ordinal
regression setting is as described in Section 4.3.1.
Evaluation metrics. For experiments using the MPQA corpus, we use the
ranking loss as in Yessenalina and Cardie (2011), defined as 1n
∑
i |yi − ri| where
y and r are predicted and true scores respectively. For experiments using SSTB,
we use accuracy, 1n
∑
i 1(yi = ri) as in Socher et al. (2013).
Word vectors. We experiment with both randomly initialized word vectors
(RAND) and pretrained word vector representations (VEC). For pretrained word
vectors, we use publicly available 300 dimensional word vectors by Mikolov
et al. (2013b), trained on part of Google News dataset (∼100B words). When
using pretrained word vectors, we do not finetune them to reduce the degree of
freedom of our models.
Additionally, matrix-space models are initialized with random matrices
(RAND) or a bag-of-words regression model weights (BOW) as described in
Yessenalina and Cardie (2011).
4.4.2 Results and Discussion
Quantitative results on the MPQA corpus are reported in Table 4.1. The top
group shows previous results from Yessenalina and Cardie (2011) and the bot-
tom group shows our results. Figure 4.2 shows reduced phrase representations
(using PCA) for some phrases for RNT and mRNT trained on the MPQA corpus.
We observe that mRNT does slightly better that RNT with approximately the
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Figure 4.2: Hidden layer vectors reduced to 2 dimensions for various
phrases. Left. Recurrent neural network. Right. Purely multi-
plicative recurrent neural tensor network. In mRNT, handling
of negation is more nonlinear and correctly shifts the senti-
ment.
same number of parameters (0.5232 vs. 0.5265). This suggests that multiplicative
interactions improve the model over additive interactions. Even though the
difference is not significant in the test set, it is significant in the development
set. We partially attribute this effect to the test set variance. This also suggests
that multiplicative models are indeed more powerful, but require more careful
regularization, because early stopping with a high model variance might tend
to overfit to the development set.
The randomly initialized mRNT outperforms its equivalent randomly ini-
tialized matrix-space model (0.6799 vs. 0.7417), which suggests that more com-
pact representations with shared parameters learned by mRNT indeed general-
ize better.
The mRNT and RNT that use pretrained word vectors get the best results,
which suggests the importance of good pretraining schemes, especially when
supervised data is limited. This is also confirmed by our preliminary experi-
ments (which are not shown here) using other word vector training methods
51
Table 4.1: Average ranking losses
(MPQA)
Method Loss
PRank 0.7808
Bag-of-words LogReg 0.6665
Matrix-spaceRand (dh = 3) 0.7417
Matrix-spaceBOW (dh = 3) 0.6375
RNT+vec (dh = 315) 0.5265
mRNTIRand (dh = 2) 0.6799
mRNTIvec (dh = 25) 0.5278
mRNT+vec (dh = 25) 0.5232
mRNTtanhvec (dh = 25) 0.5147
Table 4.2: Average accuracies
(SSTB)
Method Acc (%)
Bag-of-words NB 41.0
Bag-of-words SVM 40.7
Bigram NB 41.9
VecAvg 32.7
RSVtanh 43.2
MV-RSVtanh 44.4
mRSVtanh 45.7
RNT+vec (dh = 315) 43.1
mRNT+vec (dh = 20) 43.5
such as CW embeddings (Collobert and Weston, 2008) or HLBL (Mnih and Hin-
ton, 2007), which yielded a significant difference (about 0.1 − 0.2) in ranking
loss.
To test the effect of different nonlinearities, we experiment with the iden-
tity, rectifier and tanh functions with mRNTs. Experiments show that there is
small but consistent improvement as we use rectifier or tanh over not using ex-
tra nonlinearity. The differences between rectifier and identity, and tanh and
rectifier are not significant; however, the difference between tanh and identity is
significant, suggesting a performance boost from using a nonlinear squashing
function. Nonetheless, not using any nonlinearity is only marginally worse. A
possible explanation is that since the squashing function is not the only source
of nonlinearity in mRNTs (multiplicativeness is another source of nonlinearity),
it is not as crucial.
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Results on the Stanford Sentiment Treebank are shown in Table 4.2. Again,
the top group shows baselines from Socher et al. (2013) and the bottom group
shows our results.
Both RNT and mRNT outperform the conventional SVM and Naive Bayes
baselines. We observe that RNT can get very close to the performance of Re-
cursive Neural Network, which can be considered its structural counterpart.
mRNT further improves over RNT and performs better than the recursive net
and worse than the matrix-vector recursive net. Note that none of the recurrent
models employ parse trees of sentences, unlike their recursive neural network
variants.
4.5 Chapter Summary
In this chapter, we explored multiplicative recurrent neural networks as a model
for the compositional interpretation of language. We evaluated them on the task
of fine-grained sentiment analysis, in an ordinal regression setting and showed
that mRNTs outperform previous work on MPQA, obtaining comparable re-
sults to previous work on Stanford Sentiment Treebank without using parse
trees. We also described how mRNTs effectively generalize matrix-space mod-
els from a sparse one-hot word vector representation to a distributed, dense
representation. This shows that these two approaches of sequential composi-
tion are actually tightly connected.
One benefit of mRNTs over matrix-space models is their separation of task-
independent word representations (vectors) from task-dependent classifiers
(tensor), making them very easy to extend for semi-supervised learning or
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transfer learning settings. Slices of the tensor can be interpreted as base matrices
of a simplified matrix-space model. Intuitively, every meaning factor (a dimen-
sion of the dense word vector) of a word has a separate operator acting on the
meaning representation which we combine to get the operator of the word itself.
From a parameter sharing perspective, mRNTs provide better models. For
matrix-space models, an update over a sentence affects only the word matrices
that occur in that particular sentence. On the other hand, in an mRNT, an up-
date over a sentence affects the global tensor as well. With such an update, the
network alters its operation for similar words towards a similar direction.
One drawback of mRNTs over conventional Elman-type networks is their
increased model variance, resulting from multiplicative interactions. This can
be tackled by a stricter regularization.
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CHAPTER 5
BIDIRECTIONAL RECURSIVE NEURAL NETWORKS FOR
TOKEN-LEVEL LABELING WITH STRUCTURE
In previous chapters we have investigated sequential compositional models,
now we focus on structural composition. In this chapter we propose bidirec-
tional recursive neural networks to learn representations that exploit structural
information and apply them to the task of opinion mining. The work described
in this chapter is based on I˙rsoy and Cardie (2013).
As discussed in Chapter 1 and 2, we can exploit structure information when
applying the composition function f (·, ·). This gives us a family of models which
we consider as structural compositional models. Using the traditional percep-
tron layer for f results in a recursive neural network (Pollack, 1990). Given the
structural representation of a sentence, e.g. a parse tree, recursive networks re-
cursively generate parent representations in a bottom-up fashion, by combining
tokens to produce representations for phrases, eventually producing the whole
sentence (see Figure 5.1). The sentence-level representation (or, alternatively, its
phrases) can then be used to make a final classification for a given input sen-
tence — e.g. whether it conveys a positive or a negative sentiment.
Unfortunately, recursive neural networks generate representations only for
the internal nodes in the structured representation. More formally, representa-
tion of every node is only a function of the subtree rooted at that node, therefore
containing no information from outside of that subtree. This means that the leaf
representations (words) completely lack any context information. As a result,
they are not directly applicable to the token-level labeling tasks in which we are
interested.
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x“That” x“movie” x“was”
x“very” x“cool”
x“That movie” = f (x“That”, x“movie”) x“was very cool” = f (x“was”, x“very cool”)
x“$ That movie was very cool” = f (x“$ That movie”, x“was very cool”)
x“very cool” = f (x“very”, x“cool”)
Figure 5.1: Structural recursive composition
To this end, in this chapter we propose and explore a neural network for
token level tagging that aims to represent the structural information associated
with a single token. In particular, we extend the traditional recursive neural
network framework so that it not only generates representations for subtrees
(i.e. phrases) and the whole sentence upward, but also propagates downward
representations toward the leaves, carrying information about the structural en-
vironment of each word.
Our method is naturally applicable to any type of labeling task at the word
level, however we limit ourselves to an opinion expression extraction task (same
as in Chapter 3) in this work. In addition, although the method is applicable
to any type of positional directed acyclic graph structure (e.g. the dependency
parse of a sentence), we limit our attention in this initial study to binary parse
trees (Socher et al., 2011b).
As described in Chapter 3, fine-grained opinion analysis aims to detect the
subjective expressions in a text (e.g. “hate”) and to characterize their intensity
(e.g. strong) and sentiment (e.g. negative) as well as to identify the opinion
holder (the entity expressing the opinion) and the target, or topic, of the opinion
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The committee , as usual , has
B HOLDER I HOLDER O B ESE I ESE O B DSE
refused to make any statements .
I DSE I DSE I DSE I DSE I DSE O
Table 5.1: An example sentence with opinion expression, holder, and tar-
get labels
(i.e. what the opinion is about) (Wiebe et al., 2005).
In this chapter, in addition to the detection of direct subjective expressions
(DSEs), expressive subjective expressions (ESEs) as in Chapter 3, we also focus on
detecting opinion holders and targets, as defined in Wiebe et al. (2005). See
Table 5.1 in contrast to Table 3.1.
5.1 Related Work
Recursive neural networks. Recursive neural networks operate on structured
inputs which can be used to represent syntax in language (Pollack, 1990). They
have been applied to parsing (Socher et al., 2011b), sentence-level sentiment
analysis (Socher et al., 2011c), paraphrase detection (Socher et al., 2011a), mor-
phology oriented word vector representation (Luong et al., 2013), question an-
swering (Iyyer et al., 2014a) and political ideology detection (Iyyer et al., 2014b).
We refer the reader to Section 2.3.3 for further reading on previous work in re-
cursive neural networks.
Opinion mining. As described in Section 3.1, early work on fine-grained
opinion extraction focused on recognizing subjective phrases (Wilson et al.,
2005; Munson et al., 2005). Most approaches formulate the problem as a token-
level sequence tagging problem with CRF-based approaches (Breck et al., 2007;
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Choi et al., 2005; Choi and Cardie, 2010). Reranking approaches have been ap-
plied on top of sequence taggers (Johansson and Moschitti, 2010, 2011). More
recent work relaxes the Markovian assumption of CRFs to capture phrase-level
interactions Yang and Cardie (2012). Yang and Cardie (2013) propose a joint in-
ference model to jointly detect opinion expressions, opinion holders and targets,
and the relations among them, improving upon pipelined approaches.
5.2 Structural Composition with Recursive Neural Networks
Recursive neural networks (e.g. (Socher et al., 2011b)) comprise an architecture
in which the same set of weights is recursively applied in a structural setting:
given a positional directed acyclic graph, it visits the nodes in a topological or-
der, and recursively applies transformations to generate further representations
from previously computed representations of children. In fact, a recurrent neu-
ral network is simply a recursive neural network with a particular structure.
Even though they can be applied to any positional directed acyclic graph, we
limit our attention to recursive neural networks over positional binary trees, as
in Socher et al. (2011b).
Given a binary tree structure with leaves having the initial representations,
e.g. a parse tree with word vector representations at the leaves, a recursive
neural network computes the representations at the internal node η as follows
(see also Figure 5.2):
xη = σ(WLxl(η) + WRxr(η) + b) (5.1)
where l(η) and r(η) are the left and right children of η, WL an WR are the weight
matrices that connect the left and right children to the parent, and b is a bias vec-
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That movie was cool That movie was cool
Figure 5.2: Left. Recursive neural network with bottom-up propagation.
Right. Bidirectional recursive neural network with bottom-
up and top-down propagation. Black, orange and red denote
bottom-up, top-down and output layers, respectively. Connec-
tions that share the same color and style are shared.
tor. Given that WL and WR are square matrices, and not distinguishing whether
l(η) and r(η) are leaf or internal nodes, this definition has an interesting inter-
pretation: initial representations at the leaves and intermediate representation
at the nonterminals lie in the same space. In the parse tree example, a recur-
sive neural network combines representations of two subphrases to generate a
representation for the larger phrase, in the same meaning space (Socher et al.,
2011b). Depending on the task, we have a final output layer at the root ρ:
y = γ(Uxρ + c) (5.2)
where U is the output weight matrix and c is the bias vector to the output
layer. In a supervised task, supervision occurs at this layer. Thus, during learn-
ing, initial error is incurred on y, and backpropagated from the root, towards
leaves (Goller and Kuchler, 1996).
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5.3 Bidirectional Recursive Neural Networks
We will extend the aforementioned definition of a recursive neural network,
so that it propagates information about the rest of the tree, to every leaf node,
through structure. This will allow us to make decisions at the leaf nodes, with a
summary of the surrounding structure.
First, we modify the notation in equation (5.1) so that it represents an up-
ward layer through the tree:
x↑η = σ(W
↑
Lx
↑
l(η) + W
↑
Rx
↑
r(η) + b
↑) (5.3)
Note that x↑η is simply the initial representation xη if η is a leaf, similar to equation
(5.1). Next, we add a downward layer on top of this upward layer:
x↓η =

σ(W↓Lx
↓
p(η) + V
↓x↑η + b↓), if η is a left child
σ(W↓Rx
↓
p(η) + V
↓x↑η + b↓), if η is a right child
σ(V↓x↑η + b↓), if η is root (η = ρ)
(5.4)
where p(η) is the parent of η, W↓L and W
↓
R are the weight matrices that connect the
downward representations of parent to that of its left and right children, respec-
tively, V↓ is the weight matrix that connects the upward representation to the
downward representation for any node, and b↓ is a bias vector at the downward
layer. A bidirectional recursive neural network is depicted in Figure 5.2.
Intuitively, for any node, x↑η contains information about the subtree rooted
at η, and x↓η contains information about the rest of the tree, since every node in
the tree has a contributon to the computation of x↓η. Therefore x
↑
η and x
↓
η can be
thought of as complete summaries of the structure around η. At the leaves (or
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in general any node η, we use an output layer to make a final decision:
yη = γ(U↓x↓η + U↑x
↑
η + c) (5.5)
where U↓ and U↑ are the output weight matrices and c is the output bias vector.
In a supervised task, supervision occurs at the output layer. Then, dur-
ing training, error backpropagates upwards, through the downward layer, and
then downwards, through the upward layer, employing the backpropagation
through structure method (Goller and Kuchler, 1996). If desired, backpropa-
gated errors can be used to update the initial representation x, which allows the
possibility of fine-tuning the word vector representations, in our setting.
Note that this definition is structurally similar to the unfolding recursive au-
toencoder (Socher et al., 2011a). However, the goals of the two architectures are
different. The unfolding recursive autoencoder downward propagates repre-
sentations as well, but the intention is to reconstruct the initial representations.
We, on the other hand, want the downward representations x↓ to be as different
as possible from the upward representations x↑, since our aim is to capture the
information about the rest of the tree rather than the particular subtree under
investigation. Thus, the unfolding recursive autoencoder does not use x↑ when
computing x↓ (except at the root), whereas our bidirectional recursive neural
network does.
We will refer to the bidirectional recursive neural network as a BRSV neural
network.
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5.3.1 Incorporating Sequential Context
Depending on the task, one might want to employ the sequential context around
each input vector as well, if the task has the sequential view in addition to
structure. To this end, we can combine the bidirectional recurrent neural net-
work with the bidirectional recursive neural network. This allows for the use of
both the sequential information (past and future), and the structural informa-
tion around a token to produce a final decision:
yη = γ(U→h→η + U←h
←
η + U↓x
↓
η + U↑x
↑
η + c) (5.6)
where h→· and h←· come from the sequential representation of the sentence, ex-
tracted from bidirectional recurrent neural networks.
This architecture can be seen as an extension to both the recurrent and the
recursive neural network. During training, after the error term backpropagates
through the output layer, individual errors per each of the combined architec-
tures can be handled separately, which allows us to use the previously noted
training methods per architecture.
We will refer to the aforementioned architecture as a COMBINED neural net-
work.
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5.4 Experiments
5.4.1 Experimental Setting
As in Chapter 3, we cast the problem of detecting DSEs and ESEs as two sepa-
rate 3-class classification problems. We also experiment with joint detection of
DSEs, opinion HOLDERs, and opinion TARGETs — as a 7-class classification
problem with one Outside class and one Beginning and Inside class for DSEs,
opinion holders and opinion targets. We compare the bidirectional recurrent
neural network as described in Section 3.2.2 (BRNT), the bidirectional recursive
network as described in Section 5.3 (BRSV), and the combined architecture as
described in Section 5.3.1 (COMBINED). We use the Stanford PCFG parser to
extract binary parse trees of sentences (Klein and Manning, 2003).
Evaluation Metrics. We use precision, recall and F-measure for performance
evaluation. Since the boundaries of expressions are hard to define even for hu-
man annotators (Wiebe et al., 2005), we use two soft notions of the measures:
Binary Overlap counts every overlapping match between a predicted and true
expression as correct (Breck et al., 2007; Yang and Cardie, 2012), and Proportional
Overlap imparts a partial correctness, proportional to the overlapping amount,
to each match (Johansson and Moschitti, 2010; Yang and Cardie, 2012).
Data. We use the manually annotated MPQA corpus (Wiebe et al., 2005),
which has 14492 sentences in total. For DSE and ESE detection, we separate
4492 sentences as a test set in which we evaluate the final performance, and
run 10-fold cross validation for model selection. For joint detection of opinion
HOLDER, DSE and TARGET, we have 9471 manually annotated sentences, and
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we separate 2471 as a test set, and run 10-fold cross validation. A validation set
is used during cross validation to pick the best regularization hyperparameter,
simply a coefficient that penalizes the L2 norm.
Network Training. We use standard stochastic gradient descent, updating
weights after minibatches of 80 sentences. We run 200 epochs for training. Fur-
thermore, we fix the learning rate for every architecture, instead of tuning with
cross validation, since initial experiments showed that in this setting, every ar-
chitecture successfully converges without any oscillatory behavior.
Word Vector Representations. As initial representations of tokens, we use
pre-trained Collobert-Weston embeddings (Collobert and Weston, 2008). Initial
experiments with fine tuning the word vector representations presented severe
overfitting, hence, we keep the word vectors fixed in the experiments.
Activation Units. We employ the standard softmax activation for the out-
put layer: γ(x) = exi/
∑
j ex j . For the hidden layers we use the rectifier linear
activation: σ(x) = max{0, x}. Experimentally, rectifier activation gives better per-
formance, faster convergence, and sparse representations. Note that in the re-
cursive network, we apply the same transformation to both the leaf nodes and
the internal nodes, with the interpretation that they belong in the same mean-
ing space. Employing the rectifier units at the upward layer causes the up-
ward representations at the internal nodes to be always nonnegative and sparse,
whereas the initial representations are dense, and might have negative values,
which causes a conflict. To test the impact of this, we experimented with the
sigmoid activation at the upward layer and the rectifier activation at the down-
ward layer, which caused a degradation in performance. Therefore, at a loss of
interpretation, we use the rectifier activation at both layers in our experiments.
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Topology. The number of hidden layers per architecture is chosen so that ev-
ery architecture to be compared has the same number of hidden units connected
to the output layer as well as the same input dimensionality.
5.4.2 Results and Discussion
Model Topology Proportional Binary
Prec. Recall F1 Prec. Recall F1
bRNT (50, 75, 75) 56.59* 56.60* 56.60* 58.84 62.23 60.49
bRSV (50, 150) 53.93 55.05 54.48 58.21 62.29 60.23
Combined (50, 50, 50, 50) 54.22 53.25 53.73 58.59 62.72 60.59
Table 5.2: Experimental results for DSE detection
Model Topology Proportional Binary
Prec. Recall F1 Prec. Recall F1
bRNT (50, 75, 75) 45.69 53.72 49.38 52.13 65.43 58.03
bRSV (50, 150) 42.64 53.49 47.45 47.15 71.19* 56.73
Combined (50, 50, 50, 50) 46.16* 53.33 49.49 51.95 67.49 58.71*
Table 5.3: Experimental results for ESE detection
Model Topology DSE F1 Holder F1 Target F1
Prop. Bin. Prop. Bin. Prop Bin.
bRNT (50, 75, 75) 49.73 54.49 48.19 51.36 39.32* 50.53
Combined (50, 50, 50, 50) 50.04 54.88 49.06* 52.20* 38.58 49.77
Table 5.4: Experimental results for joint HOLDER+DSE+TARGET detec-
tion
Experimental results for DSE and ESE detection are given in Tables 5.4.2 and
5.4.2. For the BRNT network, the topology (d1, d2, d3) means that it has input
dimensionality d1, forward hidden layer dimensionality d2, and backward di-
mensionality d3. For the BRSV network, (d1, d2) means that it has input dimen-
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sionality and upward layer dimensionality d1 and a downward layer dimen-
sionality d2. For the COMBINED network, (d1, d2, d3, d4) means an input and up-
ward layer dimensionality d1, downward layer dimensionality d2 and forward
and backward layer dimensionalities d3 and d4. Asterisk (*) indicates that the
performance is statistically significantly better than others in the group, with
respect to a two-sided paired t-test with α = 0.05.
We observe that the BRNT network has better performance than both the
BRSV and the COMBINED architectures on the task of DSE detection, with re-
spect to the proportional overlap metrics (56.60 F-measure, compared to 54.48,
and 53.73). We do not observe a significant difference with respect to the binary
overlap metrics. This is likely explained by the fact that DSEs tend to be shorter
(often even a single word, such as “criticized” or “agrees”). Furthermore, since
DSEs exhibit explicit subjectivity, they do not neccessarily require a contextual
investigation around the phrase. Most of the time, a DSE can be detected just
by looking at the particular phrase.
On the task of ESE detection, the COMBINED network has statistically sig-
nificantly better binary F-measure compared to others (58.71 compared to 58.03
and 56.73). Furthermore, the COMBINED network has statistically significantly
better proportional precision than the two other architectures, at an insignificant
loss in proportional recall. In terms of binary measures, the BRSV network has
low precision and high recall, which might suggest a complementary behavior
for the two architectures. ESEs tend to be longer relative to DSEs, which might
explain the results. Aditionally, unlike DSEs, ESEs more often require contex-
tual information for their interpretation. For instance, in the given example in
Table 5.1, it is not clear that “as usual” should be labeled as an ESE, unless one
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looks at the context presented in the sentence.
Experimental results for joint detection of opinion HOLDER, DSE and TAR-
GET, are given in Table 5.4.2 (not to be compared with Table 5.4.2, since the
datasets are different). Here, the COMBINED architecture has insignificantly bet-
ter performance in detecting DSEs (50.04 and 54.88 proportional and binary F-
measures, compared to 49.73 and 54.49), and significantly better performance
in detecting opinion HOLDERs (49.06 and 52.20 proportional and binary F-
measures, compared to 48.19 and 51.36), whereas the BRNT network is bet-
ter in detecting TARGETs (39.32 and 50.53 proportional and binary F-measures,
compared to 38.58 and 49.77). Again, a possible explanation might be a better
utilization of contextual information. To decide whether a named entity is an
opinion holder or not, one must link (or fail to link) the entity to an opinion ex-
pression. Therefore, it is not possible to decide just by looking at the particular
named entity.
For the joint detection task, we also investigate the performance on a subset
of sentences, such that each sentence has at least one DSE and opinion holder,
and they are seperated by some distance. This is an attempt to explore the im-
pact of the token-level sequential distance between an opinion holder and an
opinion expression. The results are given in Figure 5.3. As the separation dis-
tance increases, on average, DSE detection performance of the combined archi-
tecture is steady for the COMBINED network compared to the BRNT network.
This might suggest that structural information helps to better capture the cues
between opinion HOLDERs and expression. Note that each distance-based sub-
set of instances is strictly smaller, since there are fewer sentences conforming to
the constraints, which causes an increase in variance.
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Figure 5.3: Experimental results for joint detection over sentences with
separation
5.5 Chapter Summary
We have proposed an extension to the recursive neural network to carry out
labeling tasks at the token level. We investigated its performance on the opinion
expression extraction task. Experiments showed that, depending on the task,
employing the structural information around a token might contribute to the
performance.
In our bidirectional recursive neural network, the downward layer is built
on top of the upward layer, whereas in the bidirectional recurrent neural net-
work, forward and backward layers are separate. This causes the supervision
to occur at a higher level in the recursive network relative to the recurrent net-
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work, which makes training relatively more difficult. To alleviate this difficulty,
an unsupervised pre-training of the upward layer, or a similar semi-supervised
training, as in Socher et al. (2011c), might be employed. A fine tuning of the
word vector representations during this pre-training might have a positive im-
pact on the performance of the recursive network, since the learned representa-
tions for phrases might be structurally more meaningful, compared to the rep-
resentations learned by sequential, or context window based approaches.
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CHAPTER 6
DEEP RECURSIVE NEURAL NETWORKS FOR COMPOSITIONALITY IN
LANGUAGE
In this chapter we propose deep recursive neural networks to employ feature
hierarchies and feature re-use in structural neural compositional models, and
present an application to fine-grained sentiment analysis. The work presented
in this chapter is based on I˙rsoy and Cardie (2014a).
As discussed in the previous chapter, recursive neural networks, comprise a
class of architecture that operates on structured inputs, and in particular, on
directed acyclic graphs. A recursive neural network can be seen as a general-
ization of the recurrent neural network (Elman, 1990), which has a specific type
of skewed tree structure (see Figure 6.1). Given the structural representation
of a sentence, e.g. a parse tree, they recursively generate parent representations
in a bottom-up fashion, by combining tokens to produce representations for
phrases, eventually producing the whole sentence. The sentence-level repre-
sentation (or, alternatively, its phrases) can then be used to make a final clas-
sification for a given input sentence — e.g. whether it conveys a positive or a
negative sentiment.
Similar to how recurrent neural networks are deep in time, recursive neural
networks are deep in structure, because of the repeated application of recur-
sive connections. Recently, the notions of depth in time — the result of recurrent
connections, and depth in space — the result of stacking multiple layers on top
of one another, are distinguished for recurrent neural networks. In order to
combine these concepts, deep recurrent networks were proposed (Schmidhuber,
1992; El Hihi and Bengio, 1995; Hermans and Schrauwen, 2013). They are con-
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structed by stacking multiple recurrent layers on top of each other, which allows
this extra notion of depth to be incorporated into temporal processing. Empir-
ical investigations showed that this results in a natural hierarchy for how the
information is processed (Hermans and Schrauwen, 2013). Inspired by these re-
cent developments, we make a similar distinction between depth in structure and
depth in space, and to combine these concepts, propose the deep recursive neural
network, which is constructed by stacking multiple recursive layers.
The architecture we study in this work is essentially a deep feedforward
neural network with an additional structural processing within each layer (see
Figure 6.2). During forward propagation, information travels through the struc-
ture within each layer (because of the recursive nature of the network, weights
regarding structural processing are shared). In addition, every node in the struc-
ture (i.e. in the parse tree) feeds its own hidden state to its counterpart in the
next layer. This can be seen as a combination of feedforward and recursive nets.
In a shallow recursive neural network, a single layer is responsible for learning
a representation of composition that is both useful and sufficient for the final
decision. In a deep recursive neural network, a layer can learn some parts of
the composition to apply, and pass this intermediate representation to the next
layer for further processing for the remaining parts of the overall composition.
To evaluate the performance of the architecture and make exploratory anal-
yses, we apply deep recursive neural networks to the task of fine-grained
sentiment detection on the recently published Stanford Sentiment Treebank
(SSTB) (Socher et al., 2013).
We show that our deep recursive neural networks outperform shallow recur-
sive nets of the same size in the fine-grained sentiment prediction task on the
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Stanford Sentiment Treebank. Furthermore, our models outperform multiplica-
tive recursive neural network variants, achieving new state-of-the-art perfor-
mance on the task. We conduct qualitative experiments that suggest that each
layer handles a different aspect of compositionality, and representations at each
layer capture different notions of similarity.
6.1 Related Work
Recursive Neural Networks. We refer the reader to the previous chapter and
Section 2.3.3 for a wide range of application areas of recursive networks in NLP.
Depth in Space vs Time. A key benefit of using deep (multi-stage) repre-
sentation learners, for instance a deep feedforward neural network, is the fea-
ture hierarchy: Feature representations become more complex and abstract as
we look at higher layers (Bengio, 2009). On the other hand, recursive applica-
tion of the same weights (such as in recurrent neural networks) constrain each
intermediate representation to lie in the same space, even though they are effec-
tively still deep. Graves et al. (2013) make these two notions of depth explicit:
Depth in space and depth in time (in the case of temporal processing). To take
advantage of both hierarchical feature representations and variable length tem-
poral processing, deep recurrent neural networks combine both of these notions
by stacking multiple recurrent layers (Schmidhuber, 1992; El Hihi and Bengio,
1995; Graves et al., 2013; Hermans and Schrauwen, 2013). Our approach is sim-
ilar, however instead of stacking temporal processing units, we stack structural
layers that are more general and can be applied to arbitrary positional DAGs
rather than only chains.
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Sentiment Analysis. As mentioned in Chapter 4, sentiment analysis has
been a very popular NLP task that can be defined at various granularities such
as the word-, phrase-, sentence- or document-level (Pang and Lee, 2008). In
addition to binary classification of polarity, i.e. positive or negative sentiment,
fine-grained approaches focus on detecting intensity as well, e.g. positive or
very positive (Yessenalina and Cardie, 2011; Socher et al., 2013). Stanford Sen-
timent Treebank dataset which contains sentences of movie reviews and their
sentiment score with binary parse trees further popularized sentiment analysis
as a task to examine structural compositional models (Socher et al., 2013). SSTB
includes a supervised sentiment label for every node in the binary parse tree,
not just at the root (sentence) level. This is especially useful for deep learning,
since it allows a richer supervised error signal to be backpropagated across the
network, potentially alleviating vanishing gradients associated with deep neu-
ral networks (Bengio et al., 1994).
6.2 Deep Recursive Composition
That movie was cool That movie was cool That
movie
was
cool
Figure 6.1: Operation of a recursive net (left), untied recursive net (mid-
dle) and a recurrent net (right) on an example sentence. Black,
orange and red dots represent input, hidden and output lay-
ers, respectively. Directed edges having the same color-style
combination denote shared connections.
Recursive neural networks are defined in Chapter 5.
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6.2.1 Untying Leaves and Internals
Even though the previous definition of recursive neural networks, which treats
the leaf nodes and internal nodes the same, has some attractive properties (such
as mapping individual words and larger phrases into the same meaning space),
in this work we use an untied variant that distinguishes between a leaf and an
internal node. We do this by a simple parametrization of the weights W with
respect to whether the incoming edge emanates from a leaf or an internal node
(see Figure 6.1 (left) in contrast to (middle), color of the edges emanating from
leaves and internal nodes are different):
hη = σ(W
l(η)
L hl(η) + W
r(η)
R hr(η) + b) (6.1)
where hη = xη ∈ X if η is a leaf and hη ∈ H otherwise, and Wη· = W xh· if η is a
leaf and Wη· = Whh· otherwise. X andH are vector spaces of words and phrases,
respectively. The weights W xh· act as a transformation from word space to phrase
space, and Whh as a transformation from phrase space to itself.
With this untying, a recursive network becomes a generalization of the El-
man type recurrent neural network with h being analogous to the hidden layer
of the recurrent network (memory) and x being analogous to the input layer
(see Figure 6.1 (right)). Benefits of this untying are twofold: (1) Now the weight
matrices W xh· , and Whh· are of size |h| × |x| and |h| × |h| which means that we can
use large pretrained word vectors and a small number of hidden units without
a quadratic dependence on the word vector dimensionality |x|. Therefore, small
but powerful models can be trained by using pretrained word vectors with a
large dimensionality. (2) Since words and phrases are represented in different
spaces, we can use rectifier activation units for σ, which have previously been
shown to yield good results when training deep neural networks (Glorot et al.,
74
2011). Word vectors are dense and generally have positive and negative en-
tries whereas rectifier activation causes the resulting intermediate vectors to be
sparse and nonnegative. Thus, when leaves and internals are represented in
the same space, a discrepancy arises, and the same weight matrix is applied to
both leaves and internal nodes and is expected to handle both sparse and dense
cases, which might be difficult. Therefore separating leaves and internal nodes
allows the use of rectifiers in a more natural manner.
6.2.2 Deep Recursive Neural Networks
That movie was cool
Figure 6.2: Operation of a 3-layer deep recursive neural network. Red
and black points denote output and input vectors, respec-
tively; other colors denote intermediate memory representa-
tions. Connections denoted by the same color-style combina-
tion are shared (i.e. share the same set of weights).
Recursive neural networks are deep in structure: with the recursive applica-
tion of the nonlinear information processing they become as deep as the depth
of the tree (or in general, DAG). However, this notion of depth is unlikely to
involve a hierarchical interpretation of the data. By applying the same compu-
tation recursively to compute the contribution of children to their parents, and
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the same computation to produce an output response, we are, in fact, represent-
ing every internal node (phrase) in the same space (Socher et al., 2011b, 2013).
However, in the more conventional stacked deep learners (e.g. deep feedforward
nets), an important benefit of depth is the hierarchy among hidden representa-
tions: every hidden layer conceptually lies in a different representation space
and potentially is a more abstract representation of the input than the previous
layer (Bengio, 2009).
To address these observations, we propose the deep recursive neural net-
work, which is constructed by stacking multiple layers of individual recursive
nets:
h(i)η = σ(W
(i)
L h
(i)
l(η) + W
(i)
R h
(i)
r(η) + V
(i)h(i−1)η + b
(i)) (6.2)
where i indexes the multiple stacked layers, W (i)L , W
(i)
R , and b
(i) are defined as
before within each layer i, and V (i) is the weight matrix that connects the (i−1)th
hidden layer to the ith hidden layer.
Note that the untying that we described in Section 6.2.1 is only necessary for
the first layer, since we can map both x ∈ X and h(1) ∈ H (1) in the first layer to
h(2) ∈ H (2) in the second layer using separate V (2) for leaves and internals (V xh(2)
and Vhh(2)). Therefore every node is represented in the same space at layers
above the first, regardless of their “leafness”. Figure 6.2 provides a visualization
of weights that are untied or shared.
For prediction, we connect the output layer to only the final hidden layer:
yη = γ(Uh(`)η + c) (6.3)
where ` is the total number of layers. Intuitively, connecting the output layer
to only the last hidden layer forces the network to represent enough high level
76
information at the final layer to support the supervised decision. Connecting
the output layer to all hidden layers is another option; however, in that case
multiple hidden layers can have synergistic effects on the output and make it
more difficult to qualitatively analyze each layer.
Learning a deep recursive network can be conceptualized as interleaved
applications of the conventional backpropagation across multiple layers, and
backpropagation through structure within a single layer. During backpropaga-
tion a node η receives error terms from both its parent (through structure), and
from its counterpart in the higher layer (through space). Then it further back-
propagates that error signal to both of its children, as well as to its counterpart
in the lower layer.
6.3 Experiments
6.3.1 Experimental Setting
Data. For experimental evaluation of our models, we use the Stanford Sen-
timent Treebank (SSTB) (Socher et al., 2013), which includes labels for 215,154
phrases in the parse trees of 11,855 sentences, with an average sentence length
of 19.1 tokens. Real-valued sentiment labels are converted to an integer ordinal
label in {0, . . . , 4} by simple thresholding. Therefore the supervised task is posed
as a 5-class classification problem. We use the single training-validation-test set
partitioning provided by the authors.
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Baselines. In addition to experimenting among deep RSVs of varying width
and depth, we compare our models to previous work on the same data. We
use baselines from (Socher et al., 2013): a naive bayes classifier that operates on
bigram counts (BINB), shallow recursive network (RSV) (Socher et al., 2011b,c)
that learns the word vectors from the supervised data and uses tanh units, in
contrast to our shallow RSVs, a matrix-vector RSV in which every word is as-
signed a matrix-vector pair instead of a vector, and composition is defined with
matrix-vector multiplications (MV-RSV) (Socher et al., 2012b), and the multi-
plicative recursive net (or the recursive neural tensor network) in which the
composition is defined as a bilinear tensor product (MRSV) (Socher et al., 2013).
Additionally, we use a method that is capable of generating representations for
larger pieces of text (PARAGRAPH VECTORS) (Le and Mikolov, 2014a), and the
dynamic convolutional neural network (DCNN) (Kalchbrenner et al., 2014). We
use the previously published results for comparison using the same training-
development-test partitioning of the data.
Activation Units. For the output layer, we employ the standard softmax ac-
tivation: γ(x) = exi/
∑
j ex j . For the hidden layers we use the rectifier linear ac-
tivation: σ(x) = max{0, x}. Experimentally, rectifier activation gives better per-
formance, faster convergence, and sparse representations. Previous work with
rectifier units reported good results when training deep neural networks, with
no pre-training step (Glorot et al., 2011).
Word Vectors. In all of our experiments, we keep the word vectors fixed and
do not finetune for simplicity of our models. We use the publicly available
300 dimensional word vectors by (Mikolov et al., 2013b), trained on part of the
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Google News dataset (∼100B words).
Regularizer. For regularization of the networks, we use the recently proposed
dropout technique, in which we randomly set entries of hidden representations
to 0, with a probability called the dropout rate (Hinton et al., 2012b). Dropout
rate is tuned over the development set out of {0, 0.1, 0.3, 0.5}. Dropout prevents
learned features from co-adapting, and it has been reported to yield good results
when training deep neural networks (Krizhevsky et al., 2012; Dahl et al., 2013).
Note that dropped units are shared: for a single sentence and a layer, we drop
the same units of the hidden layer at each node.
Since we are using a non-saturating activation function, intermediate repre-
sentations are not bounded from above, hence, they can explode even with a
strong regularization over the connections, which is confirmed by preliminary
experiments. Therefore, for stability reasons, we use a small fixed additional L2
penalty (10−5) over both the connection weights and the unit activations, which
resolves the explosion problem.
Network Training. We use stochastic gradient descent with a fixed learning
rate (.01). We use a diagonal variant of AdaGrad for parameter updates (Duchi
et al., 2011). AdaGrad yields a smooth and fast convergence. Furthermore, it can
be seen as a natural tuning of individual learning rates per each parameter. This
is beneficial for our case since different layers have gradients at different scales
because of the scale of non-saturating activations at each layer (grows bigger at
higher layers). We update weights after minibatches of 20 sentences. We run
200 epochs for training. Recursive weights within a layer (Whh) are initialized as
0.5I +  where I is the identity matrix and  is a small uniformly random noise.
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` |h| Fine-grained Binary
1 50 46.1 85.3
2 45 48.0 85.5
3 40 43.1 83.5
1 340 48.1 86.4
2 242 48.3 86.4
3 200 49.5 86.7
4 174 49.8 86.6
5 157 49.0 85.5
Table 6.1: Results for RSVs. ` and |h| denote the depth and width of the
networks, respectively.
This means that initially, the representation of each node is approximately the
mean of its two children. All other weights are initialized as . We experiment
with networks of various sizes, however we have the same number of hidden
units across multiple layers of a single RSV. When we increase the depth, we
keep the overall number of parameters constant, therefore deeper networks be-
come narrower. We do not employ a pre-training step; deep architectures are
trained with the supervised error signal, even when the output layer is con-
nected to only the final hidden layer. Additionally, we employ early stopping:
out of all iterations, the model with the best development set performance is
picked as the final model to be evaluated.
6.3.2 Results and Discussion
Quantitative Evaluation. We evaluate on both fine-grained sentiment score
prediction (5-class classification) and binary (positive-negative) classification.
For binary classification, we do not train a separate network, we use the net-
work trained for fine-grained prediction, and then decode the 5 dimensional
posterior probability vector into a binary decision which also effectively dis-
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Method Fine-grained Binary
Bigram NB 41.9 83.1
RSV 43.2 82.4
MV-RSV 44.4 82.9
mRSV 45.7 85.4
DCNN 48.5 86.8
ParVec 48.7 87.8
dRSV (4, 174) 49.8 86.6
Table 6.2: Results for previous work and our best model (dRSV).
cards the neutral cases from the test set. This approach solves a harder problem.
Therefore there might be room for improvement on binary results by separately
training a binary classifier.
Experimental results of our models and previous work are given in Table 6.1
and 6.2. Table 6.1 shows our models with varying depth and width (while keep-
ing the overall number of parameters constant within each group). ` denotes the
depth and |h| denotes the width of the networks (i.e. number of hidden units in
a single hidden layer).
We observe that shallow RSVs get an improvement just by using pretrained
word vectors, rectifiers, and dropout, compared to previous work (48.1 vs. 43.2
for the fine-grained task, see our shallow RSV with |h| = 340 in Table 6.1 and
the RSV from Socher et al. (2013) in Table 6.2). This suggests a validation for
untying leaves and internal nodes in the RSV as described in Section 6.2.1 and
using pre-trained word vectors.
Results on RSVs of various depths and sizes show that deep RSVs outper-
form single layer RSVs with approximately the same number of parameters,
which quantitatively validates the benefits of deep networks over shallow ones
(see Table 6.1). We see a consistent improvement as we use deeper and narrower
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networks until a certain depth. The 2-layer RSV for the smaller networks and
4-layer RSV for the larger networks give the best performance with respect to
the fine-grained score. Increasing the depth further starts to cause a degrade.
An explanation for this might be the decrease in width dominating the gains
from an increased depth.
Furthermore, our best deep RSV outperforms previous work on both the
fine-grained and binary prediction tasks, and outperforms Paragraph Vectors
on the fine-grained score, achieving a new state-of-the-art (see Table 6.2).
We attribute an important contribution of the improvement to dropouts. In
a preliminary experiment with simple L2 regularization, a 3-layer RSV with 200
hidden units each achieved a fine-grained score of 46.06 (not shown here), com-
pared to our current score of 49.5 with the dropout regularizer.
Input Perturbation. In order to assess the scale at which different layers op-
erate, we investigate the response of all layers to a perturbation in the input. A
way of perturbing the input might be an addition of some noise, however with
a large amount of noise, it is possible that the resulting noisy input vector is out-
side of the manifold of meaningful word vectors. Therefore, instead, we simply
pick a word from the sentence that carries positive sentiment, and alter it to a
set of words that have sentiment values shifting towards the negative direction.
In Figure 6.3, we give an example sentence, “Roger Dodger is one of the best
variations on this theme” with its parse tree. We change the word “best” into
the set of words “coolest”, “good”, “average”, “bad”, “worst”, and measure the
response of this change along the path that connects the leaf to the root (labeled
from 1 to 8). Note that all other nodes have the same representations, since
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best variations
on
this theme
coolest/good/average/bad/worst
Differences in norm w.r.t. best
1 2 3 4 5 6 7 8
Figure 6.3: An example sentence with its parse tree (left) and the response
measure of every layer (right) in a three-layered deep recur-
sive net. We change the word “best” in the input to one of the
words “coolest”, “good”, “average”, “bad”, “worst” (denoted by
blue, light blue, black, orange and red, respectively) and mea-
sure the change of hidden layer representations in one-norm
for every node in the path.
a node is completely determined by its subtree. For each node, the response
is measured as the change of its hidden representation in one-norm, for each of
the three layers in the network, with respect to the hidden representations using
the original word (“best”).
In the first layer (bottom) we observe a shared trend change as we go up
in the tree. Note that “good” and “bad” are almost on top of each other, which
suggests that there is not necessarily enough information captured in the first
layer yet to make the correct sentiment decision. In the second layer (middle) an
interesting phenomenon occurs: Paths with “coolest” and “good” start close to-
gether, as well as “worst” and “bad”. However, as we move up in the tree, paths
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with “worst” and “coolest” come closer together as well as the paths with “good”
and “bad”. This suggests that the second layer remembers the intensity of the
sentiment, rather than direction. The third layer (top) is the most consistent one
as we traverse upward the tree, and correct sentiment decisions persist across
the path.
charming results
1 charming , interesting results charming chemistry
2 charming and riveting performances perfect ingredients
3 appealingly manic and energetic gripping performances brilliantly played
4 refreshingly adult take on adultery joyous documentary perfect medium
5 unpretentious , sociologically pointed an amazing slapstick instrument engaging film
not great
1 as great nothing good not very informative
2 a great not compelling not really funny
3 is great only good not quite satisfying
4 Is n’t it great too great trashy fun
5 be great completely numbing experience fake fun
Table 6.3: Example shortest phrases and their nearest neighbors across
three layers.
Nearest Neighbor Phrases. In order to evaulate the different notions of sim-
ilarity in the meaning space captured by multiple layers, we look at nearest
neighbors of short phrases. For a three layer deep recursive neural network we
compute hidden representations for all phrases in our data. Then, for a given
phrase, we find its nearest neighbor phrases across each layer, with the one-
norm distance measure. Two examples are given in Table 6.3.
For the first layer, we observe that similarity is dominated by one of the
words that is composed, i.e. “charming” for the phrase “charming results” (and
“appealing”, “refreshing” for some neighbors), and “great” for the phrase “not
great”. This effect is so strong that it even discards the negation for the second
case, “as great” and “is great” are considered similar to “not great”.
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In the second layer, we observe a more diverse set of phrases semantically.
On the other hand, this layer seems to be taking syntactic similarity more into
account: in the first example, the nearest neighbors of “charming results” are
comprised of adjective-noun combinations that also exhibit some similarity in
meaning (e.g. “interesting results”, “riveting performances”). The account is sim-
ilar for “not great”: its nearest neighbors are adverb-adjective combinations in
which the adjectives exhibit some semantic overlap (e.g. “good”, “compelling”).
Sentiment is still not properly captured in this layer, however, as seen with the
neighbor “too great” for the phrase “not great”.
In the third and final layer, we see a higher level of semantic similarity, in the
sense that phrases are mostly related to one another in terms of sentiment. Note
that since this is a supervised task on sentiment detection, it is sufficient for the
network to capture only the sentiment (and how it is composed in context) in
the last layer. Therefore, it should be expected to observe an even more diverse
set of neighbors with only a sentiment connection.
6.4 Chapter Summary
In this chapter we proposed the deep recursive neural network, which is con-
structed by stacking multiple recursive layers on top of each other. We applied
this architecture to the task of fine-grained sentiment classification using binary
parse trees as the structure. We empirically evaluated our models against shal-
low recursive nets. Additionally, we compared with previous work on the task,
including a multiplicative RSV and the more recent Paragraph Vectors method.
Our experiments showed that deep models outperform their shallow coun-
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terparts of the same size. Furthermore, deep RSV outperforms the baselines,
achieving state-of-the-art performance on the task.
We further investigated our models qualitatively by performing input per-
turbation, and examining nearest neighboring phrases of given examples. These
results suggest that adding depth to a recursive net is different from adding
width. Each layer captures a different aspect of compositionality. Phrase repre-
sentations focus on different aspects of meaning at each layer, as seen by nearest
neighbor phrase examples.
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CHAPTER 7
TOWARDS UNDERSTANDING NEURAL LANGUAGE LEARNERS
In previous chapters we have discussed various compositional neural archi-
tectures as feature learners to avoid feature engineering. However, it is still
an open research problem to explain what features are learned by these fea-
ture learners. In this chapter we discuss challenges in understanding and inter-
preting neural compositional methods in NLP. Towards this goal we investigate
several directions that might help researchers gain better insight.
Model interpretability is a key concept in machine learning and it may be es-
sential in certain applications. Interpretable models allow humans to track the
decisions made by the model. For example, in a decision tree, for a given test in-
stance, a human can traverse the tree nodes and explain why the model decided
in a certain way at each node (Perner, 2011). On the other hand, this might not
be possible for black-box models such as neural networks, as discussed in Chap-
ter 1. Neural networks implement a highly nonlinear function in a distributed
manner, therefore the final decision function contains highly nonlinear interac-
tions which make them very difficult to interpret. There are several reasons for
why one might prefer an interpretable model over a black-box model:
• Trust. In certain domains accountability or trust is of importance when
making decisions. For instance, in medical domains, doctors make a diag-
nostic decision which might be assisted by a machine learning method. In
these cases, the doctor might need to understand the underlying factors
for the decision to trust the model and go through with it.
• Fixing systematic errors. If researchers can explain the model behavior,
this might lead to discovery of systematic errors made by the model which
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can in turn be fixed and lead to better accuracy or performance.
• Exploratory analysis. In some applications, machine learning is not used
to make predictions on unseen data but to make exploratory analysis and
make sense of the data itself by discovering hidden structures and factors.
In unsupervised learning, interpretable models can be used towards this
end, and explanation of the model behavior would also explain the factors
underlying the data to a human.
• Research. Model interpretation can be useful to researchers as well. If one
can make sense of the behavioral changes caused by certain modifications
to different architectures (for instance, adding a forget gate to the origi-
nal LSTM formulation), this might lead to better informed architectural
designs that realize desired behavior.
Compared to other application areas such as computer vision, interpreting
neural models in the context of NLP has additional challenges brought by the
extra temporal dimension, discreteness of the input space, and complexity of
language in general. In this chapter we discuss some of these challenges and
propose several simple tools for interpretation and visualization. The work pre-
sented here is not at all conclusive, however we intend it to serve a first step
towards the end goal.
7.1 Related Work
In computer vision applications, visualization of neural network representa-
tions has been popular, possibly due to the nature of the task itself being vi-
sual. Even in simple feedforward neural networks, one can easily plot the norm
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bounded activators of individual features (Ng, 2011). Applications of convolu-
tional neural networks in the reverse direction have been explored to explain
responsiveness of features in the input space (Zeiler and Fergus, 2014). Several
previous works have shown that it is easy to mislead networks by imperceptible
or non-interpretable changes to the input image (Szegedy et al., 2013; Nguyen
et al., 2015), which further complicated model interpretation. Goodfellow et al.
(2014) investigate the reasons for the existence of such adversarial examples and
conclude that reasonable behavior occurs in a very thin manifold of the input
space that includes the data.
Sequential neural models have an additional temporal dimension that brings
extra complexity to the task. Hermans and Schrauwen (2013) investigate deep
recurrent networks on the task of character level language modeling and show
that stacking layers results in a temporal hierarchy: Higher layers capture
longer term dependencies. Karpathy et al. (2015) utilize the same task to ex-
amine LSTMs and make an explicit error analysis by using various oracles to
investigate what type of errors are being made by the models.
Specifically in the context of NLP, there is little work with the main goal
of model understanding, even though many applications in NLP typically do
some form of error analysis, inspection of nearest neighbors in representation
spaces or visualizations through projections (e.g. Sutskever et al. (2014)). Li
et al. (2015a) propose several simple visualization strategies that aim to interpret
neural models in NLP, some of which we partially adopt.
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7.2 Identifying Challenges
Our main goal is to investigate features automatically learned by a composi-
tional neural model that is trained over natural language. In computer vision,
a typical and simple way of understanding the feature represented by a single
unit is to find the input that activates (fires) the unit the most, with respect to
certain norm constraints (Ng, 2011). Intuitively, this shows the type of input
that the unit wants to detect. This is done by casting it as an optimization prob-
lem in which the objective is the neuron activation, treating the input vector as
the free parameter and keeping the model fixed, which can be solved by back-
propagation into the input vector. Having a norm constraint ensures that the
solution is meaningful: Otherwise any element of the input vector (e.g. a pixel)
that has a positive weight can be increased indefinitely to improve the objective
arbitrarily. This relates to the discussion of input manifolds which was given in
the previous section; in a way, the additional norm constraint helps the vector
to stay close to the input manifold.
Let us pose the same problem for a recurrent neural network that operates
on natural language sentences (with the word vector projection layer). Note
that in a recurrent network, a unit is a function of the entire prefix sequence,
therefore our optimization is cast over all possible prefix sequences as the input
to the network. Some of the challanges involved in this process is as follows:
1. Discrete sequences. In computer vision this optimization is easier due to
having continuous input and fixed size, so backpropagation is possible.
In language, input is variable-sized and discrete which makes optimiza-
tion difficult. One can limit the length of a sentence and perform discrete
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optimization which might have its own challenges. Another possibility is
not using (discrete) word indices directly, but defining the problem over
(continuous) word vectors instead, which leads to the following issues:
• How can we go back to word indices from word vectors? It is possible
use some form of nearest-neighbor method based on Euclidean dis-
tance or cosine similarity. However it is not clear how meaningful the
results would be since especially in high dimensional word vectors,
the space is very sparsely populated and the curse of dimensionality
might become an issue.
• For the same reason, staying close to the natural word vector mani-
fold might be difficult.
2. The manifold of natural language. When optimizing over sequences of
words (or word vectors), additional constraints are needed to find mean-
ingful solutions from the manifold of natural language sentences (or prefix
sequences of words), otherwise it might be trivial to activate any neuron.
For instance, in a logistic regression setting with bag-of-words represen-
tation, any word that has a positive weight can be repeated indefinitely
to saturate a unit. Indeed, in some of our experiments we have observed
sentences such as “bark bark bark bark bark bark bark bark bark bark bark bark
bark bark bark bark bark bark bark !” to be among the highest activators of
some of the features.
3. Explaining activators. Even when the above problems are solved and
we are able to find meaningful activators of a given unit, we still need
to make sense of common structures or patterns shared by those activator
sequences. In computer vision, this might be as simple as looking at a set
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the warmly nostalgic picture is filmed in **UNK** inviting col-
ors and filled with richly evocative music .
lovingly directed by robert **UNK** , the film contains wonder-
fully evocative music by mike **UNK** .
everything is thoroughly enjoyable and agreeable about this
wonderfully delightful work of subtle wit and brilliant dialogue
.
the ending is ironic and totally brilliant , and brings the film to
a beautiful poetic ending .
and audiences genuinely enjoy action scenes and graceful cine-
matography , especially if they **UNK** an already strong plot
.
direction by steven soderbergh is magnificent in successfully
bringing all the characters and stories together combined with
superb cinematography .
very nicely directed , the funeral scene captures the delicate in-
terplay of contradictory emotions .
at first you marvel at the elegant direction , graceful cinematog-
raphy and sensual musical score .
the director ’s imaginative camera work and **UNK** ’s breath-
taking cinematography make the film absorbing and exhilarat-
ing .
it ’s amazing how real these characters are , and how pro-
foundly engrossing such a simple story can be .
Figure 7.1: Feature activators in computer vision and in NLP. Left. High-
est activating image patches of a hidden unit of a single layer
perceptron autoencoder. We can easily see the common pat-
tern being edge-like (actual values for the splitting hyperplane
shown below). Right. Highest activating sentences of a hidden
unit of a recurrent net.
of image patches and realizing that they are edges, however in language
it might not be as simple, e.g. see Figure 7.1.
4. Feature disentanglement. Attempts to explain model behavior through
hidden unit activations assume that features are captured individually in
each unit, or inspecting each feature separately might provide enough in-
sight. However there is no reason to expect uncorrelated feature activa-
tions. In fact, Szegedy et al. (2013) suggest that it is the space as a whole,
rather than each individual unit, that contains the semantic information in
the higher layers of neural networks.
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• One possible approach to tackle this issue is to incorporate additional
constraints that have disentangled features (distinct underlying fac-
tors of variation). Even though this has the potential to improve our
understanding of neural models in general, it is difficult to say how
much of that understanding might transfer to models trained without
the additional constraints. Cirik et al. (2016) show that even chang-
ing the order in which data is given to the model during training can
change the model behavior drastically.
• Another approach is to train a neural model without the constraints
and then disentangle the features afterwards. Perhaps the simplest
method is to apply principle component analysis (PCA) (Jolliffe,
2002) to decorrelate hidden features. Feature disentanglement is an
active research area (Bengio et al., 2013).
7.3 Visualizing Hidden Features
To find feature activators we follow a very simplistic approach: given a trained
model, we pass over the sentences in a given dataset and then sort the hidden
unit activations to look at top K instances. This is akin to solving the above op-
timization problem over a finite (and tractable) number of candidate instances
rather than an infinite input space. This approach addresses discreteness (1) and
possibly the input manifold (2) issues mentioned in the previous section. If the
original dataset that is used to train the model itself is small, one can use other,
even unsupervised datasets to perform such an analysis. However one should
take caution, a dataset of natural language sentences does not necessarily con-
tain instances from the original input manifold since there might be differences
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with respect to domain, content, or linguistic style. In fact, the manifold of natu-
ral language sentences is not necessarily a hard set, but likely a distribution over
all possible sequences of words (e.g. given by a language model), thus, having a
large enough dataset means eventually observing a rare sentence that can have
very low probability. For instance, the example sentence given in the previous
section (“bark, ..., bark !”) comes from the Book Corpus (Zhu et al., 2015b).
For feature explanation (3), we simply perform manual inspection. Even
though this is laborious and the conclusions that one can deduce are possibly
limited, it can still be used to see if there are obvious and easily explainable
features, and construct hypotheses in order to perform further inspection. One
can envision other methods to explain the activators, for instance using an in-
terpretable machine learning method to model the activator sentences, however
we leave such approaches as future work.
In the first part of our analysis, for simplicity, we do not address feature
disentanglement (4) at all. We then perform further analyses with decorrelated
features using PCA.
In addition to investigating feature activators, we also inspect the most di-
vergent sentences with respect to a given feature: For a hidden unit of interest,
we clamp it to zero when we are performing a forward-pass and evaluate how
much the output response y′ changes with respect to the original output y with-
out the clamping. By sorting with respect to ||y′ − y||, we have the instances
that are most impacted by the removal of the feature. Compared to looking for
feature activators, this analysis has the advantage that the activations are not
necessarily saturated and can be in the linearly operating region which makes
first-order statistics (which will be described later) more meaningful, whereas in
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activator inspection we explicitly desire high activations, thus sigmoidal units
are likely to be saturated and have derivatives close to zero.
In the following subsections we describe the activation statistics we evaluate
and visualize (in addition to simply plotting the activations h = {ht}Tt=1 them-
selves).
7.3.1 First Order Saliency and Expected Deviation
Let us say that we are inspecting feature i that has high activation on some
sentence s = {wt}Tt=1 that has the highest activation at time step t∗, i.e. t∗ =
argmaxt{ht,i}. Let xw denote the word vector for a word w ∈ V, and as an abuse
of notation, set xt = xwt for t ∈ {1, . . . ,T }when not ambiguous.
A question of interest is which words in the sentence had the most impact in
this activation, which might better explain the purpose of the feature. A statistic
that we can use towards this end is the first-derivative saliency:
|δxt| = |∂ht∗,i
∂xt
| (7.1)
for all t ≤ t∗, where | · | is the elementwise absolute value. This shows the (abso-
lute value of) first order dependency of the activation to word t. Li et al. (2015a)
apply this with respect to the final decision by taking the derivative of the final
scoring function whereas we compute derivatives of hidden feature activations.
Li et al. (2015a) also inspect every dimension of |δxt|, whereas we summarize it
as a single scalar value for each word using a norm, as ||δxt||L1 or ||δxt||L2.
Since this relates to the first order approximation of ht∗,i as a function of xt, it
is useful so long as the linear approximation is good enough. When the function
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is highly nonlinear, this might not be necessarily true. Furthermore, when the
activations are close to saturation, derivatives will be close to zero even though
there might be a high dependence on a specific word. Because of these potential
issues, we propose another statistic which we call expected deviation. This is
not intended to replace but rather complement the first order analysis.
For a word wt, we can measure its impact on ht∗,i by simply substituting it
with other words and evaluating how much the activation changes on average:
1
|V|
∑
w′t∈V
|ht∗,i(s) − ht∗,i(s′)| = Ew′t∼U(V)[|ht∗,i(s) − ht∗,i(s′)|] (7.2)
where s′ is the sentence that has word w′t substituted for wt in s and the expec-
tation is taken over the uniform distribution over the vocabulary, U(V). How-
ever, there will be many instances where s′ is not a natural sentence (or even
grammatical) and as we discussed, there is no need to expect reasonable behav-
ior outside of the input manifold used to train the model and out-of-manifold
values might potentially taint the statistic. Therefore, we use a substitute distri-
bution S (Yuret, 2012), that assigns probabilities to each substitute word given
its context, P(w′t |s − wt), computed by a language model:
(w′t |s − wt) ∼ S(s − wt) (7.3)
Then the expectation is taken over the substitute distribution S instead of the
uniform distribution:
∑
w′t∈V
P(w′t |s − wt)|ht∗,i(s) − ht∗,i(s′)| = Ew′t∼S(s−wt)[|ht∗,i(s) − ht∗,i(s′)|] (7.4)
We shorten the above expression as E[∆hi] to avoid clutter.
For example, when a word is almost completely determined by its context,
i.e. P(w′t = wt|s − wt) ≈ 1, the expectation will return a value close to zero,
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which can be more intuitive because the information contained in the word is
already almost entirely contained in its context, and since it brings little new
information, we consider that word to have very small impact. Using a uniform
distribution will not have this behavior.
Expected deviation has the advantage that it is not affected by the structure
of the word vector space (e.g. the shape of the manifold of natural word vectors
in the continuous space) since it directly manipulates word indices; h is treated
as a function of {wt}t rather than {xwt}t. Furthermore, it is not affected by van-
ishing gradients or hard saturation since it does not use derivatives. It has the
drawbacks that it depends on the quality of the substitute model and is less
efficient to compute.
7.3.2 Cross-Feature First Order Saliency
Another application of the first order method described above could be used
to assess cross-feature dependencies. Instead of taking the derivative of an ac-
tivation ht∗,i of interest with respect to xt, we can take it with respect to ht for
t < t∗ to evaluate (first order) temporal dependencies between ht∗,i and ht, j. Thus,
if we have a sense of what feature j implements, we might be able to use that
information to interpret feature i.
Note that although the recurrent matrix (or a combination of them such as
V , Vz, and Vr in GRUs) might be considered an approximation to saliency, cross-
feature saliency is different than simply inspecting the recurrent matrix V : The
recurrent matrix itself is not context dependent and does not provide any infor-
mation about how the cross-feature dependencies change conditioned on the
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current prefix sequence {wt}t<t∗ .
7.3.3 Immediate Temporal Differences
Li et al. (2015a) use variance of word vectors as a simple measure of word impor-
tance for a given task, after training with word vectors as free parameters. More
concretely, they measure the deviation of a word vector of interest, from the
mean word vector where the mean is taken over the sentence. This is, in a way,
a measure of how much the training process updated a word vector x compared
to other word vectors in the sentence. This has the drawback of (1) not being
applicable to the case where pretrained word vectors are fixed and (2) having
little context information. So if a word is useful in general for a given task (e.g. a
sentiment word for sentiment classification), it will have a high value regardless
of being useful in that particular context or not. To illustrate how this might be
an issue, imagine a sequence model for sentiment classification that starts with
neutral decision and updates it to positive or negative as soon as it observes a
sentiment word, and otherwise maintains its decision. For an example sentence
such as “great movie, great cinematography and great storytelling”, variance anal-
ysis would assign the same importance to all occurrences of “great”. However
the first occurrence had the most impact on the decision of the model.
Looking at h instead of x might possibly provide better context and position-
ality information, and can be applied to the case where word vectors are kept
fixed. By a similar intuition, one can inspect deviation of a state vector ht from
the mean state vectors over the sentence. However this might not be equally
useful, since we might observe highly impactful words to alter the state but
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then the state can remain roughly the same throughout the rest of the sentence
to maintain relevant information, which would lead to very small deviation of
ht with respect to the sentence average, despite the fact that wt was important.
Alternatively we can plot ht − ht−1 (we use the shorthand h − h to avoid us-
ing the temporal subscript) to see how much of a jump word t caused in the
state representation. We expect highly impactful words to cause bigger tempo-
ral jumps. Again, we can summarize this using a norm ||ht − ht−1||L2.
7.3.4 Fine-grained Activation Statistics
To provide more detailed information, in addition to plotting ht, we can visual-
ize different components of h. For instance, in an Elman-type recurrent network,
where
ht = σ(Wxt + Vht−1 + b) (7.5)
in addition to inspecting ht,i for a feature i of interest, we can evaluate (Wxt)i
or (Vht−1)i to assess how much impact the current word xt or past history ht−1
had on this particular activation ht,i. This would potentially help us understand
whether a feature was just activated or modified, or it is a continuation of an
already activated signal.
Depending on the architecture, there might be further components. With
Gated Recurrent Units (defined in 7.4.1), we visualize update gates z and the
candidate memory h˜ in addition to h, as well as (Wxt)i, (Wzxt)i, (Wrxt)i to assess
the impact of the word and (V(rt · ht−1))i, (Vzht−1)i, (Vrht−1)i for past history.
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7.4 Experiments
7.4.1 Experimental Setting
Task. Ideally, we are interested in interpreting generic language learners such
as a language model, or a skip-thought model (Kiros et al., 2015), to be able to
understand representations that are useful for language processing in general.
However to make feature inspection more tractable, we use fine-grained senti-
ment analysis as our task. Sentiment analysis is a good task in the sense that
it is not trivially easy, yet is simple enough that a small sequential model can
perform reasonably well. As before, we use the Stanford Sentiment Treebank
(SSTB) (Socher et al., 2013), which has 11,855 sentences with fine-grained senti-
ment labels ({0, . . . , 4}) (we discard the parse trees and phrase level labels).
Our GRU model with 25 hidden units achieves 46.83% 5-class accuracy,
where current state-of-the-art is around 50%. On the other hand, an unsu-
pervised model such as a language model or a skip-thought model mentioned
above, typically requires hundreds or thousands of hidden units (Mikolov et al.,
2011; Kiros et al., 2015), which would make manual inspection of features in-
tractable.
Architecture. Several popular neural architectures exist for sequence mod-
eling as we have discussed in Chapter 1. We desire architectures that are simple
enough so that interpretation is potentially easier, but also powerful enough that
they are sufficiently accurate to be of interest. After preliminary experiments we
have settled on the Gated Recurrent Unit (GRU) (Cho et al., 2014), which was
more accurate than Elman-type recurrent networks and is simpler than LSTMs.
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LSTMs represent state in two components, an internal representation c that is
visible only to its own memory, and an external memory representation h, as
a function of c, that is visible to external components (Hochreiter and Schmid-
huber, 1997; Greff et al., 2015). Because of this formulation the composition
function cannot be represented in terms of h and x as ht = f (ht−1, xt) as we have
discussed in previous chapters, but rather as [ht; ct] = f ([ht−1; ct−1], xt), which ef-
fectively doubles the state space dimensionality (given that |c| = |h|) and brings
additional complexity.
GRU formulation is as follows:
zt = sigmoid(Wzxt + Vzht−1 + bz) (7.6)
rt = sigmoid(Wrxt + Vrht−1 + br) (7.7)
h˜t = σ(Wxt + V(rt · ht−1) + b) (7.8)
ht = zt · h˜t + (1 − zt) · ht−1 (7.9)
yt = γ(Uht + c) (7.10)
where 1 is the all-ones vector, · is elementwise multiplication, and z and r are
update and reset gates, respectively. Sigmoid is defined as (elementwise) 1/(1 +
e−x). As before, σ(·) and γ(·) are hidden layer and output layer nonlinearities,
respectively. In this instance we use tanh for the hidden layer nonlinearity and
softmax for the output layer since we have a classification problem.
We use pretrained word vectors and do not fine-tune them to reduce the
total number of parameters of the model. For pretrained word vectors, we use
the publicly available 300 dimensional word vectors by Mikolov et al. (2013b),
trained on part of Google News dataset (∼100B words).
Substitute model for measuring expected deviation. We trained a 4-gram
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LM using SRILM (Stolcke, 2002) with interpolated Kneser-Ney discounting. We
used ukWaC corpora for English (Ferraresi et al., 2008). Words observed fewer
than two times were replaced with an ‘unknown word’ tag. We used the FAST-
SUBS algorithm (Yuret, 2012) to generate the top 100 substitute words and their
substitute probabilities.
Unlabeled data. In some instances, to search for activators from a larger
input space, we use an unlabeled dataset larger than SSTB. We use the sen-
tences from the unprocessed version of the movie review dataset from Pang
et al. (2002), since it contains sentences about movie reviews and matches the
domain of SSTB. This data contains roughly 900k sentences.
7.4.2 Results and Discussion
Movie keywords. The top activating sentences for feature 4 (of 25) are shown
in Table 7.1, and some sentences are visualized in Figures 7.2 and 7.3. At a
first glance, this feature seems to respond to keywords about movies, such as
movie, cinematography, or screenplay. Interestingly, it has an output vector (i.e.
4th column of U) of [0.13,−0.21,−0.19, 0.00, 0.76]>, which means it assigns posi-
tive scores to the labels of very positive and very negative. Note the consistent
behavior of (V·h¯)4 and z4 in some of the examples: After encountering a rele-
vant keyword, the model tends to assign low values to the update gates (most
consistent negative vote comes from the history) and maintain that information.
When we look at which words contribute to activation of this feature, we
make a similar observation. In Table 7.2, we inspect the top activating word
vectors of input layer contributions to the activation, (Wx)4 and (Wz)4. We see
102
great performances , stylish cinematography and a gritty feel help make gangster no. 1 a
worthwhile moviegoing experience .
everyone should be able to appreciate the wonderful cinematography and naturalistic act-
ing .
with danilo donati ’s witty designs and dante spinotti ’s luscious cinematography , this
might have made a decent children ’s movie – if only benigni had n’t insisted on casting
himself in the title role .
first and foremost ... the reason to go see “ blue crush ” is the phenomenal , water-born
cinematography by david hennings .
good fun , good action , good acting , good dialogue , good pace , good cinematography .
greengrass has delivered an undoubted stylistic tour-de-force , and has managed elements
such as sound and cinematography with skill
one of the best films of the year with its exquisite acting , inventive screenplay , mesmer-
izing music , and many inimitable scenes of tenderness , loss , discontent , and yearning
.
one of creepiest , scariest movies to come along in a long , long time , easily rivaling blair
witch or the others .
with this masterful , flawless film , -lrb- wang -rrb- emerges in the front ranks of china ’s
now numerous , world-renowned filmmakers .
apart from dazzling cinematography , we ’ve seen just about everything in blue crush in
one form or the other .
this is dicaprio ’s best performance in anything ever , and easily the most watchable film
of the year .
oscar wilde ’s masterpiece , the importance of being earnest , may be the best play of the
19th century .
insomnia is one of the year ’s best films and pacino gives one of his most daring , and
complicated , performances .
bubba ho-tep is a wonderful film with a bravura lead performance by bruce campbell that
does n’t deserve to leave the building until everyone is aware of it .
a beautifully made piece of unwatchable drivel .
gorgeous scenes , masterful performances , but the sickly sweet gender normative narra-
tive left an acrid test in this gourmet ’s mouth .
this is one of the year ’s best films .
Table 7.1: Top activators of feature 4. Maximum activating words are
shown in boldface.
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Figure 7.2: Some high activators of feature 4.
keywords about movies and sometimes words that have positive sentiment or
connotation.
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Figure 7.3: More high activators of feature 4.
“Most ... ever ...” When we inspect sample sentences that have high acti-
vations of feature 9, we observe syntactically similar phrases that carry positive
sentiment such as “most ... i ’ve ever seen” or “... like nothing we ’ve ever seen be-
fore”. The top two examples are shown in Figure 7.4. Similar instances exist in
high activators of unlabeled data as well. However the phrasing is not shared
across all instances.
In fact, when we investigate the most impacted sentences when we force
feature 9 to zero, we observe many activations in the negative direction. Most
negative activators typically seem to contain negative sentiment words, such as
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cinematography (1.63), blockbusters (1.63), overproduced (1.53), acclaim (1.52), oscar
(1.51), camerawork (1.51), gore (1.5), moviegoers (1.42), sequels (1.41), cinematographer
(1.4), grosses (1.39), comedies (1.38), movies (1.37), audiences (1.37), unwatchable (1.35),
rapturous (1.34), masterpiece (1.34), megaplex (1.34), filmgoers (1.34), dreck (1.34), screens
(1.33), wickedly (1.33), films (1.32), acclaimed (1.32), laurels (1.3), raving (1.3), lovably
(1.3), remakes (1.28), nonstop (1.25), mesmerize (1.25), theatrically (1.23), artistically (1.23),
moviegoing (1.23), theaters (1.23), deliriously (1.23), trilogy (1.22), screenings (1.21), hyped
(1.2), watchable (1.2), visuals (1.2), cheesiest (1.17), coulda (1.17), masterful (1.17), campy
(1.16), schlock (1.16), sequel (1.15), outdoes (1.15), bilked (1.14), classics (1.14), amaze (1.14)
cinematography (6.36), camerawork (6.22), curtsy (5.99), embalmed (5.65), overlong (5.59),
overcook (5.58), stagy (5.49), diction (5.39), stilted (5.29), monologue (5.28), yorker (5.26),
watchable (5.23), talky (5.19), costuming (5.14), cameo (5.07), unwatchable (5.02), cin-
ematographer (5.01), novelistic (5), virtuosity (4.98), chiaroscuro (4.97), subtitles (4.97),
miscast (4.95), lyricism (4.88), simmer (4.87), rawness (4.84), miniseries (4.83), glimpses
(4.82), lensing (4.82), physique (4.81), biopic (4.77), memoir (4.76), masterful (4.76), bravura
(4.75), fluidly (4.74), underdone (4.74), underplays (4.74), expressiveness (4.72), cinemati-
cally (4.72), outshine (4.7), admirably (4.69), choppiness (4.66), naturalness (4.65), narration
(4.64), shadings (4.63), dulls (4.63), sensuality (4.62), entrancing (4.62), stylishness (4.61),
engrossing (4.61), mesmerizing (4.6)
Table 7.2: Highest activating words of (Wx)4 (top) and (Wzx)4 (bottom). Ac-
tivation amounts are given in parentheses.
unconvincing, unfunny or unromantic, sometimes accompanied with an adverb.
Some low activators are given in Table 7.3.
Long term features. We observe that some feature activations persist longer
than others. We visualize some instances that activate feature 7 in the negative
direction in Figure 7.5. Note how negative activation persists once there is a
strong activation. This is also strengthened by strong negative activation of
(Vzh¯)7 and update gate (z7) values that are close to zero, as seen in the plot.
We observe similar behavior when we visualize the instances that are im-
pacted the most by the absence of feature 7. Figure 7.6, shows top two instances,
where we also plot h − h′ next to h, where h′ is the hidden representation when
h7 is forced to zero. Note how much of an impact feature 7 has on many other
features, which suggests that it carries information long term and many other
features use it for their own computations.
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Figure 7.4: Top two activators of feature 9.
Transient features. We find that some features behave in a more “spiky”
fashion than others, in the sense that they show frequent large changes from
one timestep to the next. For instance, in many of the instances we inspect, we
observe high amounts of activation change between consecutive timesteps for
feature 15. Curiously, this is less apparent when looking at the highest activa-
tions of the feature, it seems that such spiky behavior occurs more frequently
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Figure 7.5: Some low activators of feature 7.
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the acting is amateurish , the cinematography is atrocious , the direction is clumsy , the
writing is insipid and the violence is at once luridly graphic and laughably unconvincing .
this wretchedly unfunny wannabe comedy is inane and awful - no doubt , it ’s the worst
movie i ’ve seen this summer .
the graphic carnage and re-creation of war-torn croatia is uncomfortably timely , relevant ,
and sickeningly real .
excruciatingly unfunny and pitifully unromantic .
this painfully unfunny farce traffics in tired stereotypes and encumbers itself with
complications ... that have no bearing on the story .
the plot ’s contrivances are uncomfortably strained .
... unlikable , uninteresting , unfunny , and completely , utterly inept .
the film ’s final hour , where nearly all the previous unseen material resides , is
unconvincing soap opera that tornatore was right to cut .
borstal boy represents the worst kind of filmmaking , the kind that pretends to be
passionate and truthful but is really frustratingly timid and soggy .
the predominantly amateur cast is painful to watch , so stilted and unconvincing are the
performances .
Table 7.3: Lowest activators of feature 9. Activations are coded with un-
derline colors.
when the feature is away from saturation.
To quantify the notion of spikyness, for each feature we measure the mean
immediate squared change (between timesteps t and t − 1) averaged over the
entire data, shown in Figure 7.7. Indeed, we see that feature 15 has the highest
value, confirming our manual observation.
Still, we find it difficult to isolate the behavior of feature 15. Highest acti-
vating instances contain words such as watchable, humor, comedic, movie, funny,
unfunny, in the original dataset and the unsupervised dataset. However when
we investigate the most deviated sentences when feature 15 is absent, we do not
see a trivial common pattern, or a common structure shared with the activators.
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Figure 7.6: Some instances that have high output deviation with the ab-
sence of feature 7.
Saliency and expected deviation. We observe many instances on which
saliency and expected deviation behave similarly and many on which they dis-
agree. This suggests a complementary behavior between the two measures and
that they provide different kind of information. One should be aware that,
because of its definition, expected deviation can assign importance to a word
based on what it is and what it is not. This sometimes can be seen in the instances
where there is high expected deviation on stop-words such as “to” or “and”,
where the substitute model suggests words that have impact in their place.
In Figure 7.8 we see different behavior for the two measures. In general, in
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Figure 7.7: Some aggregate statistics of 25 features. Top. Mean average
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age update gate activation. Bottom. Mean average squared
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Figure 7.8: Some instances that have high activation of feature 17. Saliency
and expected deviations differ.
most high activators of this particular feature (17), we see consistently different
behavior where expected deviation assigns importance to words that are farther
back from the timestep of interest. A similar behavior is consistently observed
for feature 18 as well, which is visualized in Figure 7.9. In this case, high as-
signment of expected deviation also matches the timestep where fine-grained
activations (Vh¯)18, (Vzh¯)18, and (Vrh¯)18 start to change, which confirms that the
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Figure 7.9: Some instances that have high activation of feature 18. Saliency
and expected deviations differ.
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word carries some notion of importance to the activation.
We observe the opposite behavior as well. In some of our previously men-
tioned results, such as Figure 7.2 on feature 4, we see that expected deviation
assigns nearly all the impact to the most recent word. This suggest that long /
short term behavior might not necessarily be an artifact over one metric against
the other, but rather depend on the particular input.
In the case of saliency, we find that this behavior also highly depends on
whether the activation of interest is saturated or not. When we investigate in-
stances that have high deviation with the absence of feature 18, interestingly,
most activations of the feature are close to zero, hence, not saturated. In those
instances, saliency and expected deviation metrics seem to mostly agree.
Decorrelating features with PCA. We perform some of the activator anal-
yses on decorrelated feature representations as well. This is done by apply-
ing PCA over all prefix feature activations, then using this transformed feature
space to inspect individual features. The transformed features are rescaled so
that they are in [-1, 1] for visualization purposes.
Generally, transformed features seem more isolated compared to the original
feature space. Table 7.4 shows top positive activators of feature 2, which mostly
seem to focus on negation, such as never or nothing. Table 7.5 shows the results
for feature 4, which seemingly mostly contain proper names.
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this beautifully animated epic is never dull .
i ’ve never seen or heard anything quite like this film , and i recommend it for its originality
alone .
i ’ve never seen -lrb- a remake -rrb- do anything as stomach-turning as the way adam
sandler ’s new movie rapes , pillages and incinerates frank capra ’s classic ...
i ’ve never bought from telemarketers , but i bought this movie .
hugh grant , who has a good line in charm , has never been more charming than in about a
boy .
director clare kilner ’s debut is never as daft as it should have been .
viveka seldahl and sven wollter will touch you to the core in a film you will never forget –
that you should never forget .
with a tone as variable as the cinematography , schaeffer ’s film never settles into the light-
footed enchantment the material needs , and the characters ’ quirks and foibles never jell
into charm .
offers absolutely nothing i had n’t already seen .
wickedly funny , visually engrossing , never boring , this movie challenges us to think
about the ways we consume pop culture .
Table 7.4: Highest activators of feature 2 after PCA. Activations are coded
with underline colors.
7.5 Chapter Summary
In this chapter we discuss the interpretation of compositional neural models in
natural language processing. We identify several challenges involved when in-
specting unit activators in the context of NLP, due to the discrete and temporal
nature of the input space. We propose simple tools to visualize feature acti-
vations and perform manual exploratory analyses on the features learned by a
sequence model on the task of sentiment analysis. Our observations include:
• There are some features that are somewhat isolated around individual oc-
currences of words related to certain topics or concepts (such as movie
keywords) however most features seem to be generic positive or negative
sentiment related, and their interactions are unclear. Features that strongly
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director chris wedge and screenwriters michael berg , michael j. wilson and peter ackerman
create some episodes that rival vintage looney tunes for the most creative mayhem in a brief
amount of time .
as written by michael berg and michael j. wilson from a story by wilson , this relentless ,
all-wise-guys-all-the-time approach tries way too hard and gets tiring in no time at all .
the densest distillation of roberts ’ movies ever made .
director paul cox ’s unorthodox , abstract approach to visualizing nijinsky ’s diaries is both
stimulating and demanding .
no matter how much he runs around and acts like a doofus , accepting a 50-year-old in the
role is creepy in a michael jackson sort of way .
director shekhar kapur and screenwriters michael schiffer and hossein amini have tried
hard to modernize and reconceptualize things , but the barriers finally prove to be too
great .
paul cox needed to show it .
paul bettany playing malcolm mcdowell ?
paul bettany is good at being the ultra-violent gangster wannabe , but the movie is certainly
not number 1 .
paul bettany is cool .
Table 7.5: Highest activators of feature 4 after PCA. Activations are coded
with underline colors.
respond to certain words can be explained further by looking at the acti-
vating word vectors of the word contribution at current timestep, (Wx)i.
• Features have different temporal behavior in that some of them change
smoothly over time and stay on for long amounts of time once activated,
and others that consistently change very frequently.
• First order saliency and expected deviation can be used to assign impor-
tance to words on a feature activation of interest, and they behave in a
complementary fashion. Expected deviation can be more useful when a
feature is close to saturation and derivatives are near zero. Expected de-
viation can also show long-term dependencies where a neuron is affected
by a word that comes before, without firing that neuron immediately.
• Cross-feature saliency analysis is very limited due to similar issues about
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once the expectation of laughter has been quashed by whatever obscenity is at hand , even
the funniest idea is n’t funny .
watching this film , what we feel is n’t mainly suspense or excitement .
the movie is n’t painfully bad , something to be ‘ fully experienced ’ ; it ’s just tediously bad
, something to be fully forgotten .
originality ai n’t on the menu , but there ’s never a dull moment in the giant spider invasion
comic chiller .
astonishing is n’t the word – neither is incompetent , incoherent or just plain crap .
schaeffer is n’t in this film , which may be why it works as well as it does .
but here ’s the real damn : it is n’t funny , either .
you really have to salute writer-director haneke -lrb- he adapted elfriede jelinek ’s novel
-rrb- for making a film that is n’t nearly as graphic but much more powerful , brutally
shocking and difficult to watch .
a sharp and quick documentary that is funny and pithy , while illuminating an era of
theatrical comedy that , while past , really is n’t .
a sensitive and expertly acted crowd-pleaser that is n’t above a little broad comedy and a
few unabashedly sentimental tears .
Table 7.6: Top negative activators of feature 7 after PCA. Activations are
coded with underline colors.
derivatives being close to zero. On the other hand, clamping individual
features to zero and measuring the impact on every other feature yields
more promising results. We see that certain long term features (e.g. fea-
ture 7) have very strong and lasting impact on the overall memory repre-
sentation in general.
• Measuring activations at a finer-grained level, such as looking at update
gates z, candidate memory h˜, or individual contributions of input x or past
h¯ to the current memory computation in GRUs, can provide additional
insights about when the memory tends to update by adding new infor-
mation from the current word, or when it votes to shut down the update
gates and retain older information.
• Decorrelating the feature space using PCA seems to result in features that
are more cleanly separated, and sometimes more isolated on easily inter-
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pretable topics or concepts, such as negation, names or other terms. How-
ever highest variance directions (first few features after PCA) still seem to
be about generic positive or negative sentiment without an obvious finer-
grained distinction.
Our results in this chapter are not conclusive. In particular, to make manual
inspection tractable, we perform analyses over a single model applied to a rela-
tively simple task. However we believe that the insights and observations pre-
sented here can lay a foundation for further exploration along this front, allow
us to formulate concrete hypotheses about individual features and test them,
and allow us to transfer some of the insights to other applications.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
In this dissertation, we presented compositional neural models for repre-
sentation learning in natural language processing. The main strengths of such
models are that they learn features themselves as opposed to models that re-
quire manual feature engineering and they explicitly address how individual
words are composed into larger units of text.
8.1 Summary of Contributions
In Chapter 3 we presented an application of deep recurrent neural networks
to the task of opinion mining. We achieved new state-of-the-art on the task,
outperforming CRF-based approaches that rely on engineered features, and
demonstrating that effective feature learning is possible for opinion extraction.
Chapter 4 presented applications of multiplicative recurrent neural net-
works to the task of sentiment analysis. We showed that multiplicative re-
current networks perform comparably or better than their regular Elman-type
counterparts. Furthermore, they outperform matrix-space models and do so
using a much smaller number of parameters. Additionally, we show how the
multiplicative network is actually a simplification of the matrix-space model by
parametrizing every word matrix as a multiplication of an individual vector
and global third-order tensor.
Chapter 5 proposed the bidirectional recursive neural network to incorpo-
rate structure information (e.g. given by a parse tree) when performing token-
level labeling tasks. Specifically, we again apply the model to the task of opinion
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mining and show that it can improve accuracy over purely sequential models
such as recurrent networks.
Chapter 6 proposed the deep recursive neural network, to incorporate the
notion of depth in space to recursive computation, and implement feature hier-
archies. Deep recursive networks are constructed by stacking multiple recur-
sive layers. We applied the model to fine-grained sentiment classification and
achieved a state-of-the-art, showcasing the strength of having this extra notion
of depth in recursive compositional models.
Finally, Chapter 7 focused on the challenges of interpreting neural compo-
sitional models in the specific context of NLP. We have discussed issues that
are specific to the nature of natural language applications such as discreteness
and having a temporal dimension. We proposed several tools following up on
previous work to visualize unit activations and perform manual inspections of
individual features.
8.2 Future Work
Our work in this dissertation has demonstrated that compositional neural mod-
els can be effectively used in natural language problems to learn representations
that respect compositionality in language without manual feature engineering
and domain expertise. In the following, we discuss future work in several di-
rections:
Towards multitask learning and general natural language understanding.
All of the compositional models we have applied throughout this dissertation
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were task specific. In contrast, multitask learning in NLP has been of interest in
previous work. Since common concepts in language would apply to individual
tasks, it is intuitive to share information across tasks. This could be seen as the
first step towards a general, task-independent natural language understanding
model. Even though there has been interest in multitask learning specifically
with neural models, improvements remain relatively small and the best mecha-
nism for knowledge sharing across tasks is unclear.
Semi-supervised and unsupervised learning of general compositional
models. Another common aspect of all our experiments was that they were all
performed in the supervised setting. Word vector representations can be seen
as a proof of effective unsupervised learning in natural language, which should
encourage researchers to find better methods of unsupervised learning beyond
word level. Previous work such as paragraph vectors (Le and Mikolov, 2014a),
sequential autoencoders (Luong et al., 2015; Li et al., 2015b) or skip-thought vec-
tors (Kiros et al., 2015) can be seen as steps towards this end. Considering the
initial impact of word vector representations on a wide variety of tasks, such
an unsupervised compositional model can similarly greatly improve the perfor-
mance on many tasks, especially ones that have limited availability of labeled
data. This would also help the above goal towards better multitask learning.
Better model interpretation. In Chapter 7 we addressed the challenges we
have described in a very limited fashion. To make manual inspection easy, we
looked into a single model on a single application over sentiment classification.
Therefore, an obvious possible direction we intend to explore is experimenting
with different models on different tasks, to see if there are representations that
are overlapping across tasks, and representations that are specifically tailored
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towards a given task.
Another limitation of our analysis was that it uses a single pretrained word-
vector lookup table. We expect model behavior to depend highly on the initial
word representation being used, therefore a relevant direction we intend to pur-
sue is to explore this dependence. For instance, dependency tree based training
of word vectors are known to induce representations that put more emphasis
into syntax than semantics (Levy and Goldberg, 2014c). Hence, features induced
by a compositional model built on top of these word vectors might include bet-
ter or finer-grained syntax information, compared to skip-gram vectors.
A possible orthogonal direction we would like to explore is to quantify fea-
ture representations in a more concrete and formal manner, perhaps by using
interpretable models, such as rule-based learners, to mimic the behavior of in-
dividual feature representations to explain those features. One could also hand
design a rule based model based on a hypothesis about a given feature, and
then test its predictive power on the feature activations as a way of testing the
hypothesis.
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APPENDIX A
ADDITIONAL VISUALIZATIONS OF MODEL ACTIVATIONS
A.1 Cross-feature Saliency
We have generally found cross-feature saliency visualizations less informative
and omitted our results from Chapter 7. Main reason for this is that in most
cases, many of the derivatives become very close to zero (see Figure A.1).
We have observed some positive, possibly more informative instances as well,
where derivatives are not as close to zero (see Figure A.2).
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Figure A.1: Some activations visualized with cross-feature saliency values
(second block of columns). Most values are close to zero.
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Figure A.2: More activations visualized with cross-feature saliency values
(second block of columns). Values are away from zero.
A.2 Generic Sentiment Features
Many of the original features learned by the GRU network seem to be generic
positive or negative sentiment with little to no obvious isolation in terms of a
topic or concept. To illustrate this we show activators of feature 5 and 14, in
Tables A.1 and A.2, respectively.
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an exhilarating futuristic thriller-noir , minority report twists the best of technology around
a gripping story , delivering a riveting , pulse intensifying escapist adventure of the first
order
it ’s a treat – a delightful , witty , improbable romantic comedy with a zippy jazzy score ...
grant and bullock make it look as though they are having so much fun .
... the first 23 of the film are incredibly captivating and insanely funny , thanks in part to
interesting cinematic devices -lrb- cool visual backmasking -rrb- , a solid cast , and some
wickedly sick and twisted humor ...
unexpected moments of authentically impulsive humor are the hallmark of this bittersweet
, uncommonly sincere movie that portrays the frank humanity of ... emotional recovery .
wickedly funny , visually engrossing , never boring , this movie challenges us to think
about the ways we consume pop culture .
jae-eun jeong ’s take care of my cat brings a beguiling freshness to a coming-of-age story
with such a buoyant , expressive flow of images that it emerges as another key contribution
to the flowering of the south korean cinema .
... a delightfully unpredictable , hilarious comedy with wonderful performances that tug at
your heart in ways that utterly transcend gender labels .
Table A.1: Top activators of feature 5. Activations are coded with under-
line colors.
A.3 Decorrelated Features
After applying PCA to the feature space, heatmap plots are visibly less corre-
lated (see Figure A.3). Perhaps as expected, first two features (two directions
that have highest variance) seem to behave like generic sentiment detectors.
Next set of features seem more and more isolated around a concept, or a
cluster of words, as seen in Chapter 7. We present additional set of activators in
Tables A.3, A.4, and A.5.
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Figure A.3: Activators of decorrelated feature 0 (top) and 1 (bottom)
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the acting is amateurish , the cinematography is atrocious , the direction is clumsy , the
writing is insipid and the violence is at once luridly graphic and laughably unconvincing .
this overproduced piece of dreck is shockingly bad and absolutely unnecessary .
mandel holland ’s direction is uninspired , and his scripting unsurprising , but the
performances by phifer and black are ultimately winning .
a thoroughly awful movie – dumb , narratively chaotic , visually sloppy ... a weird amalgam
of ‘ the thing ’ and a geriatric ‘ scream . ’
... unlikable , uninteresting , unfunny , and completely , utterly inept .
the premise itself is just sooooo tired .
the satire is unfocused , while the story goes nowhere .
hilariously inept and ridiculous .
a beautifully made piece of unwatchable drivel .
horrendously amateurish filmmaking that is plainly dull and visually ugly when it is n’t
incomprehensible .
Table A.2: Top activators of feature 14. Activations are coded with under-
line colors.
try this obscenely bad dark comedy , so crass that it makes edward burns ’ sidewalks of
new york look like oscar wilde .
there is one surefire way to get a nomination for a best-foreign-film oscar : make a movie
about whimsical folk who learn a nonchallenging , life-affirming lesson while walking
around a foreign city with stunning architecture .
ford deserves to be remembered at oscar time for crafting this wonderful portrait of a
conflicted soldier .
despite the surface attractions – conrad l. hall ’s cinematography will likely be nominated
for an oscar next year – there ’s something impressive and yet lacking about everything .
oscar wilde ’s masterpiece , the importance of being earnest , may be the best play of the
19th century .
oscar caliber cast does n’t live up to material
gooding and coburn are both oscar winners , a fact which , as you watch them clumsily
mugging their way through snow dogs , seems inconceivable .
australian actordirector john polson and award-winning english cinematographer giles
nuttgens make a terrific effort at disguising the obvious with energy and innovation .
Table A.3: Top negative activators of feature 5 after PCA. Activations are
coded with underline colors.
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a gracious , eloquent film that by its end offers a ray of hope to the refugees able to look
ahead and resist living in a past forever lost .
were dylan thomas alive to witness first-time director ethan hawke ’s strained chelsea walls
, he might have been tempted to change his landmark poem to , ‘ do not go gentle into that
good theatre . ’
a stirring tribute to the bravery and dedication of the world ’s reporters who willingly walk
into the nightmare of war not only to record the events for posterity , but to help us clearly
see the world of our making .
this documentary is a dazzling , remarkably unpretentious reminder of what -lrb- evans
-rrb- had , lost , and got back .
here is a divine monument to a single man ’s struggle to regain his life , his dignity and his
music .
an engrossing iranian film about two itinerant teachers and some lost and desolate people
they encounter in a place where war has savaged the lives and liberties of the poor and the
dispossessed .
a thoughtful and surprisingly affecting portrait of a screwed-up man who dared to mess
with some powerful people , seen through the eyes of the idealistic kid who chooses to
champion his ultimately losing cause .
Table A.4: Top activators of feature 7 after PCA. Activations are coded
with underline colors.
excellent performances from jacqueline bisset and martha plimpton grace this deeply
touching melodrama .
brian tufano ’s handsome widescreen photography and paul grabowsky ’s excellent music
turn this fairly parochial melodrama into something really rather special .
gooding is the energetic frontman , and it ’s hard to resist his enthusiasm , even if the
filmmakers come up with nothing original in the way of slapstick sequences .
pure cinematic intoxication , a wildly inventive mixture of comedy and melodrama ,
tastelessness and swooning elegance .
a gem of a romantic crime comedy that turns out to be clever , amusing and unpredictable
.
cute , funny , heartwarming digitally animated feature film with plenty of slapstick humor
for the kids , lots of in-jokes for the adults and heart enough for everyone .
a truly wonderful tale combined with stunning animation .
aside from being the funniest movie of the year , simone , andrew niccol ’s brilliant anti-
hollywood satire , has a wickedly eccentric enchantment to it .
wonderful fencing scenes and an exciting plot make this an eminently engrossing film .
Table A.5: Top activators of feature 10 after PCA. Activations are coded
with underline colors.
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