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Resumo
O presente trabalho possui dois objetivos distintos. O primeiro e´ realizar um estudo a
respeito de uma aplicac¸a˜o ϕ, introduzida por Keller e Vossieck em [13], que expressa uma
bijec¸a˜o entre os ~An-quivers e os conjuntos tilting completos em Db(k ~An). A motivac¸a˜o
para estudarmos essa aplicac¸a˜o e´ o fato de Keller e Vossieck provarem a bijec¸a˜o e na˜o
mostrarem a deduc¸a˜o da aplicac¸a˜o ϕ. Nosso objetivo e´ apresentar de forma intuitiva a
raza˜o pela qual a aplicac¸a˜o funciona.
Nosso segundo objetivo e´ fazer um estudo da classificac¸a˜o, feita por Keller e Vossieck
em [13], de certos tipos de aisles U de Db(k∆), em que ∆ e´ um quiver do tipo Dynkin.
Keller e Vossieck introduziram dois tipos de aisles em uma categoria triangulada T , os
aisles fie´is e os aisles separa´veis. Um aisle e´ dito fiel se a inclusa˜o U → T se estende a uma
S-equivaleˆncia Db(U0)→ ⋃n∈N U [−n], e um aisle e´ dito separa´vel se ⋂n∈N U [n] = 0. Em
[13], Keller e Vossieck classificam os aisles fie´is afirmando que existe uma bijec¸a˜o entre
eles e os conjuntos tilting completos. Estamos interessados em estudar uma classificac¸a˜o
parecida para os aisles separa´veis, atrave´s de uma bijec¸a˜o entre eles e os conjuntos silting
de Db(k∆).
No u´ltimo cap´ıtulo mostraremos como e´ poss´ıvel usufruir dos resultados vistos nos
cap´ıtulos anteriores, utilizando-os como ferramentas na teoria tilting.
Palavras-chave: ~An-quivers, conjuntos tilting, conjuntos silting, aisles separa´veis.
Abstract
The present work has two distinct objectives. The first is to make a study about a
map ϕ introduced by Keller and Vossieck in [13], which expresses a bijection between
~An-quivers and the complete tilting sets in Db(k ~An). The motivation for studying this
map is that Keller and Vossieck prove the bijection but do not show the deduction of the
application ϕ. Our objective is to present intuitively why the application works.
The second objective is to make a study of the classification, made by Keller and
Vossieck in [13], of aisles U ⊂ Db(k∆), where ∆ is a Dynkin-quiver. Keller and Vossieck
introduced two types of aisle into a triangulated category T , the faithful aisle and the
separable aisle. An aisle is said to be faithful if the inclusion U0 → T extends to an
S-equivalence Db(U0)→ ⋃n∈N U [−n]; it is separated if ⋂n∈N U [n] = 0. In [13], Keller and
Vossieck classify the faithful aisles by a bijection between them and the complete tilting
sets. We are interested in studying a similar classification for the separable aisles, through
a bijection between them and the silting sets of Db(k∆).
In the last chapter we will show how it is possible to take advantage of the results
seen in previous chapters, using them as tools in tilting theory.
Keywords: ~An-quivers, tilting sets, silting sets, aisle separated.
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Introduc¸a˜o
Categorias derivadas de categorias abelianas foram introduzidas no in´ıcio dos anos 60
por Grothendieck e Verdier no aˆmbito da Geometria Alge´brica e da A´lgebra Homolo´gica.
Rapidamente suas aplicac¸o˜es se estenderam a outras a´reas da Matema´tica tais como
Equac¸o˜es Diferenciais Parciais e Topologia.
Happel em [9] introduziu o conceito de categorias trianguladas e, mais especifica-
mente, de categorias derivadas da categoria de mo´dulos de uma a´lgebra, na Teoria de
Representac¸o˜es. O passo determinante nesta direc¸a˜o foi a prova obtida pelo pro´prio Hap-
pel de que categorias derivadas sa˜o invariantes na teoria tilting.
A Teoria Tilting surge como um me´todo universal para a construc¸a˜o de equivaleˆncias
entre categorias. Originalmente introduzida no contexto das categorias de mo´dulos sobre
a´lgebras de dimensa˜o finita, a teoria tilting e´ agora considerada uma ferramenta essencial
no estudo de muitas a´reas da matema´tica, incluindo teoria dos grupos finitos e alge´bricos,
geometria alge´brica comutativa e na˜o comutativa e topologia alge´brica. A Teoria Tilting
descreve uma maneira de relacionar as categorias de mo´dulos de duas a´lgebras usando
os chamados mo´dulos tilting e os funtores tilting. Aqui, a segunda a´lgebra e´ a a´lgebra
de endomorfismos de um mo´dulo tilting definido sobre primeira a´lgebra. Dado um A-
mo´dulo tilting T , definimos a a´lgebra de endomorfismos B = EndA(T ). Os funtores til-
ting HomA(T, ), Ext
1
A(T, ), ⊗B T e TorB1 ( , T ) relacionam as categorias mod(A),
dos A-mo´dulos a` direita finitamente gerados, e mod(B), dos B-mo´dulos a` direita finita-
mente gerados. De acordo com Brenner e Butler, em [7], a restric¸a˜o de HomA(T, ) a`
subcategoria T = ker(Ext1A(T, )) de mod(A) nos fornece uma equivaleˆncia entre T e
Y = ker(TorB1 ( , T )), e a restric¸a˜o de Ext1A(T, ) a` subcategoria F = ker(HomA(T, ))
nos fornece uma equivaleˆncia entre F e X = ker( ⊗B T ). Ale´m disso (T ,F ) e (X ,Y)
formam pares de torc¸a˜o em mod(A) e mod(B), respectivamente, o que nos assegura que
todo A-mo´dulo pode ser obtido como uma extensa˜o de mo´dulos em T e F , e todo
B-mo´dulo pode ser obtido como uma extensa˜o de mo´dulos em X e Y .
Na pra´tica, muitas vezes sa˜o consideradas a´lgebras heredita´rias de dimensa˜o finita,
ja´ que as categorias de mo´dulos sobre essas a´lgebras sa˜o razoavelmente bem compreendi-
das. A a´lgebra de endomorfismos de um mo´dulo tilting sobre uma a´lgebra heredita´ria de
dimensa˜o finita e´ chamada de a´lgebra tilted.
Happel, em [9], mostrou que as categorias Db(A) e Db(B) sa˜o equivalentes como ca-
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tegorias trianguladas. Generalizando a noc¸a˜o de mo´dulo tilting para complexo tilting,
Rickard, em [18], generalizou o resultado de Happel. Ele mostrou que uma condic¸a˜o ne-
cessa´ria e suficiente para a equivaleˆncia derivada Db(A) ∼= Db(B), de duas a´lgebras A e B,
e´ a existeˆncia de um complexo limitado T • de A-mo´dulos projetivos finitamente gerados,
chamado complexo tilting, tal que End(T •) ∼= B. Pela semelhanc¸a com o Teorema de
Morita costuma-se dizer que Rickard desenvolveu uma teoria de Morita para as categorias
derivadas.
A noc¸a˜o de categoria triangulada tem provado ser muito u´til na teoria de repre-
sentac¸o˜es de a´lgebras. Em particular, existe uma forte relac¸a˜o entre o estudo de t-
estruturas e teoria tilting. Keller e Vossieck consideraram certas subcategorias chamadas
aisles, e mostraram que se U e´ um aisle, enta˜o (U ,U⊥[1]) e´ uma t-estrutura, e reciproca-
mente toda t-estrutura e´ dessa forma.
Um de nossos objetivos e´ justamente fazer um estudo a respeito dessas subcategorias.
Mais especificamente estamos interessados em estudar os aisles da categoria derivada
limitada Db(k∆), em que ∆ e´ um quiver do tipo Dynkin.
O presente trabalho esta´ dividido em quatro cap´ıtulos e possui dois objetivos distintos.
O primeiro objetivo e´ estudar os conjuntos tilting da categoria derivada Db(k ~An), in-
troduzidos por Keller e Vossieck em [13]. Neste artigo, Keller e Vossieck mostraram, por
meio de uma aplicac¸a˜o ϕ, que existe uma relac¸a˜o biun´ıvoca entre os conjuntos tilting com-
pletos de Db(k ~An) e os chamados ~An-quivers, pore´m na˜o e´ mostrada uma prova ou uma
noc¸a˜o intuitiva da raza˜o pela qual a aplicac¸a˜o ϕ, definida por eles, funciona. Buscamos,
enta˜o, uma justificativa para a escolha de ϕ.
Esta aplicac¸a˜o se mostrou muito u´til pelo fato de nos proporcionar uma maneira ra´pida
de gerarmos conjuntos tilting completos em Db(k ~An). Um conjunto tilting completo e´ um
conjunto {T1, . . . , Tn} ⊂ ind Db(k ~An) tal que Hom(Ti, Tj[`]) = 0 para todo i, j = 1, . . . , n
e para todo ` 6= 0. A figura abaixo ilustra a aplicac¸a˜o ϕ relacionando um ~A4-quiver com
um conjunto tilting completo em Db(k ~A4).
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Nosso segundo objetivo e´ fazer um estudo da classificac¸a˜o, feita por Keller e Vossieck
em [13], de certos tipos de aisles U de Db(k∆), ditos aisles separa´veis. Keller e Vossieck
introduziram dois tipos de aisles em uma categoria triangulada T , os aisles fie´is e os aisles
separa´veis. Um aisle e´ dito fiel se a inclusa˜o U → T se estende a uma S-equivaleˆncia
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Db(U0) → ⋃n∈N U [−n], e um aisle e´ dito separa´vel se ⋂n∈N U [n] = 0. Em [13] foram
classificados os aisles fie´is atrave´s da existeˆncia de uma bijec¸a˜o com os conjuntos tilting
completos. Estamos interessados em estudar uma classificac¸a˜o parecida para os aisles
separa´veis e para isso, introduziremos o conceito de conjunto silting, o qual e´ uma gene-
ralizac¸a˜o de conjunto tilting. Mostraremos que ha´ uma bijec¸a˜o entre os conjuntos silting
de Db(k∆) e os aisles separa´veis.
No cap´ıtulo 4 apresentaremos um resumo da teoria tilting. Mostraremos como e´
poss´ıvel usufruirmos dos resultados vistos nos cap´ıtulos anteriores, utilizando-os como
ferramentas nessa teoria.
Encerramos o presente trabalho resolvendo o seguinte problema:
Suponha que nos seja fornecido um conjunto de objetos em ind Db(k∆), tal que esses
objetos representem a categoria de mo´dulos de uma a´lgebra tilted A mergulhada em
ind Db(k∆), e que queiramos encontrar um objeto tilting T tal que A = End T .
Para resolvermos este problema, iremos utilizar o fato de que mod(A) e´ o corac¸a˜o de
um aisle em ind Db(k∆) e que, portanto, podemos gerar um aisle atrave´s desse corac¸a˜o e,
posteriormente, utilizarmos os resultados do cap´ıtulo 3 para encontrarmos o objeto tilting
T tal que A = End T .
Observac¸o˜es quanto a` leitura do texto: Pelo fato do cap´ıtulo 2 ser o mais extenso e
o mesmo possuir como objetivo principal uma discussa˜o a respeito da aplicac¸a˜o ϕ definida
por Keller e Vossieck, informamos ao leitor que ha´ duas maneiras poss´ıveis de ler o texto.
(i) Ler de forma cont´ınua do cap´ıtulo 1 ate´ o cap´ıtulo 4.
(ii) Ler o cap´ıtulo 1, em seguida ler os cap´ıtulos 3 e 4 e posteriormente ir ao cap´ıtulo 2.
Para ler da maneira (ii), e´ necessa´rio apenas saber a definic¸a˜o de conjunto tilting completo,
que pode ser encontrada na pa´gina 15.
Cap´ıtulo 1
Definic¸o˜es e Resultados Preliminares
O objetivo deste cap´ıtulo e´ fornecer algumas definic¸o˜es e alguns resultados ba´sicos
que iremos utilizar ao longo dos cap´ıtulos seguintes. Nos pro´ximos cap´ıtulos iremos tra-
balhar frequentemente com a categoria Db(k∆) (isto e´, Db(mod(k∆), em que ∆ e´ um
quiver do tipo Dynkin) e sua estrutura de categoria triangulada. Portanto, neste primeiro
cap´ıtulo, temos como principal objetivo definirmos o conceito de categoria triangulada e
posteriormente a categoria derivada Db(k∆).
Como o objetivo deste cap´ıtulo e´ apenas suprir alguns pre´-requisitos para um bom
entendimento dos cap´ıtulos seguintes, na˜o iremos demonstrar os resultados aqui apresen-
tados.
Iniciaremos a segunda sec¸a˜o desde cap´ıtulo trazendo uma breve definic¸a˜o da categoria
derivada de uma categoria abeliana A . Esses primeiros resultados podem ser encontrados
em [8], [19] e [1].
Em seguida, iremos enunciar um resultado que caracteriza as categorias derivadas
de categorias heredita´rias. Para isso vamos introduzir o conceito de a´lgebra heredita´ria
e categoria heredita´ria. Atrave´s dessas definic¸o˜es sera´ fa´cil ver que se A e´ uma a´lgebra
heredita´ria, enta˜o a categoria mod(A), dos A-mo´dulos a` direita finitamente gerados, e´
uma categoria heredita´ria. Ale´m disso apresentaremos o seguinte resultado: se H e´ uma
categoria heredita´ria, enta˜o Db(H) ∼= ∨n∈ZH[n]. Mais informac¸o˜es a respeito dessa teoria
podem ser encontradas em [20], [5] e [9].
Finalizaremos a sec¸a˜o fazendo um estudo sobre a categoria derivada de mod(k∆),
onde ∆ e´ um quiver do tipo Dynkin. Para isso iremos introduzir o conceito de a´lgebra
de caminhos e tambe´m definiremos quiver do tipo Dynkin. Apresentaremos um resultado
que nos fornece certas condic¸o˜es para que a a´lgebra de caminhos k∆ seja uma a´lgebra
heredita´ria, que pode ser encontrado em [9] e [4]. Veremos que se ∆ for do tipo Dynkin,
enta˜o k∆ e´ uma a´lgebra heredita´ria. Portanto a categoria mod(k∆) e´ uma categoria
heredita´ria, e disto segue que Db(k∆) ∼= ∨n∈Z mod(k∆)[n]. Finalizaremos a sec¸a˜o com o
seguinte resultado fornecido por Happel em [9]: se ∆ e´ um quiver do tipo Dynkin, enta˜o
ind Db(k∆) e´ equivalente a categoria Mesh k(Z∆).
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1.1 Categorias Trianguladas
Definic¸a˜o 1.1.1 Uma categoria A e´ dita aditiva se satisfaz:
• Para todo X, Y ∈ A0, Hom(X, Y ) e´ um grupo abeliano, e a composic¸a˜o de morfis-
mos e´ bilinear.
HomA (Y, Z)×HomA (X, Y ) −→ HomA (X,Z)
(γ, α + β) 7−→ γα + γβ
(α + β, γ) 7−→ αγ + βγ
• Possui objeto zero.
• Toda famı´lia finita de objetos de A admite um produto e uma soma direta em A .
Definic¸a˜o 1.1.2 Seja T uma categoria aditiva e S : T → T um automorfismo de T . Ao
funtor S chamaremos de funtor suspensa˜o. Utilizaremos a seguinte notac¸a˜o, Sn(X) =
X[n] e Sn(f) = f [n], diremos que X[n] e´ o n-e´simo shift do objeto X.
Definic¸a˜o 1.1.3 Um triaˆngulo em T e´ uma sequeˆncia de objetos e morfismos em T da
forma
X
u−→ Y v−→ Z w−→ X[1]
Um morfismo de triaˆngulos em T e´ uma tripla (f, g, h) de morfismos tal que o seguinte
diagrama comuta
X
u //
f

Y v //
g

Z w //
h

X[1]
f [1]

X ′
u′
// Y ′
v′
// Z ′
w′
// X ′[1]
Se os morfismos f, g, h sa˜o isomorfismos em T , enta˜o o morfismo de triaˆngulos e´ dito
isomorfismo.
Definic¸a˜o 1.1.4 Uma categoria triangulada e´ uma tripla (T , S,F) em que T e´ uma
categoria aditiva, S e´ o funtor suspensa˜o e F e´ uma famı´lia de triaˆngulos exatos que
satisfazem os seguintes axiomas:
(TR1) Todo triaˆngulo isomorfo a um triaˆngulo exato tambe´m e´ exato. Para cada objeto
X em T , o triaˆngulo
X
IdX // X // 0 // X[1]
e´ um triaˆngulo exato. Todo morfismo u : X → Y em T pode ser completado para
formar um triaˆngulo exato
X
u // Y // Z // X[1] .
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(TR2) Um triaˆngulo X u // Y v // Z w // X[1] e´ um triaˆngulo exato se, e somente se,
o triaˆngulo
Y v // Z w // X[1]
−u[1] // Y [1]
e´ um triaˆngulo exato.
(TR3) Dados dois triaˆngulos exatos X u // Y v // Z w // X[1] e A u
′
// B v
′
// C w
′
// A[1] ,
cada diagrama comutativo
X
u //
f

Y
v //
g

Z
w // X[1]
f [1]

A
u′
// B
v′
// C
w′
// A[1]
pode ser completado de maneira a formar um morfismo de triaˆngulos (na˜o necessa-
riamente u´nico).
(TR4) Axioma do Octaedro. Dados triaˆngulos exatos (α1, α2, α3), (β1, β2, β3) e (γ1, γ2, γ3)
com γ1 = β1α1, existe um triaˆngulo exato (δ1, δ2, δ3) fazendo comutar o diagrama
abaixo,
X
1

α1 // Y
β1

α2 // U
δ1

α3 // X[1]
1[1]

X
γ1 // Z
β2

γ2 // V
δ2

γ3 // X[1]
α1[1]

W
β3

1 //W
δ3

β3 // Y [1]
Y [1]
α2[1] // U [1]
Lema 1.1.1 Seja X u // Y v // Z w // X[1] um triaˆngulo exato. Enta˜o a composic¸a˜o
de quaisquer dois morfismos consecutivos e´ nula.
Proposic¸a˜o 1.1.1 Seja X
u−→ Y v−→ Z w−→ X[1] um triaˆngulo exato em uma categoria
triangulada T . Enta˜o para todo objeto X0 ∈ T , as seguintes sequeˆncias sa˜o exatas:
Hom(X0, X)
Hom(X0,u)−→ Hom(X0, Y ) Hom(X0,v)−→ Hom(X0, Z)
Hom(Z,X0)
Hom(v,X0)−→ Hom(Y,X0) Hom(u,X0)−→ Hom(X,X0).
Lema 1.1.2 Seja X
u−→ Y v−→ Z w−→ X[1] um triaˆngulo exato. Enta˜o sa˜o equivalentes:
(i) u e´ um isomorfismo.
(ii) Z = 0
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Proposic¸a˜o 1.1.2 As seguintes afirmac¸o˜es sa˜o equivalentes para um triaˆngulo exato
X
u−→ Y v−→ Z w−→ X[1].
(a) u e´ um monomorfismo que cinde.
(b) v e´ um epimorfismo que cinde.
(c) w = 0.
Definic¸a˜o 1.1.5 Dado um morfismo u : X → Y em uma categoria triangulada T , existe
um triaˆngulo X
u−→ Y v−→ Z w−→ X[1]. Dizemos que Z e´ o cone de u.
Definic¸a˜o 1.1.6 Uma categoria A e´ abeliana se e´ aditiva, possui kernel e cokernel,
todo monomorfismo e´ kernel de algum morfismo, todo epimorfismo e´ cokernel de algum
morfismo, e todo morfismo f : X → Y pode ser escrito como X u−→ I v−→ Y , em que u
e´ um epimorfismo e v e´ um monomorfismo.
1.2 Categoria Derivada
Definic¸a˜o 1.2.1 Um complexo em uma categoria abeliana A e´ uma sequeˆncia de objetos
e morfismos em A (chamados diferenciais)
X• : · · · // Xn−1 dn−1 // Xn dn // Xn+1 // · · ·
tal que dndn−1 = 0, para todo n ∈ Z.
Definic¸a˜o 1.2.2 Sejam X• e Y • dois complexos sobre A . Um morfismo de complexos
f • : X• → Y • e´ uma sequeˆncia de morfismos fn : Xn → Y n satisfazendo
fndn−1X = d
n−1
Y f
n−1, ∀n ∈ Z
isto e´, fazendo comutar o seguinte diagrama:
· · · // Xn−1
fn−1

dn−1 // Xn
fn

dn // Xn+1
fn+1

// · · ·
· · · // Y n−1 dn−1 // Y n dn // Y n+1 // · · ·
Os complexos sobre uma categoria abeliana A formam a categoria C(A ), chamada de
categoria dos complexos sobre A .
Observac¸a˜o: Se A e´ uma categoria abeliana, enta˜o a categoria C(A ) e´ abeliana.
• O complexo zero e´ o complexo onde cada termo e´ o zero de A .
• A soma direta X•⊕Y • e´ por definic¸a˜o, o complexo onde o n-e´simo termo e´ Xn⊕Y n
e cuja n-e´sima diferencial e´ dada por (dnX ⊕ dnY )(x, y) = dnX(x) + dnY (y).
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• Se f • : X• → Y • e´ um morfismo de complexos, definimos o kernel de f • por:
Ker(f •) = · · · // Ker(fn−1) δn−1 // Ker(fn) δn // Ker(fn+1) // · · · ,
em que δn e´ a restric¸a˜o de dnX ao Ker(f
n). De maneira ana´loga, define-se o complexo
Coker(f •).
Proposic¸a˜o 1.2.1 Seja A uma categoria abeliana. O funtor C : A → C(A ) que associa
X ∈ A0 ao complexo X•, com X0 = X e X i = 0 para todo i 6= 0, e´ fiel e pleno.
Todo objeto X em A pode ser considerado um complexo
· · · → 0→ 0→ X → 0→ 0→ · · · ,
chamado de 0-complexo ou stalk.
Um complexo X• e´ dito limitado se existem n1, n2 ∈ Z tais que Xn = 0 para todo
n < n1 e n2 < n. Denotamos por C
b(A ) a subcategoria plena de C(A ) consistindo dos
complexos limitados.
Definic¸a˜o 1.2.3 Dois morfismos f •, g• : X• → Y • em C(A ) sa˜o ditos homoto´picos
(f • ∼ g•) se existe uma famı´lia (sn)n∈Z de morfismos sn : Xn → Y n−1 em A satisfazendo:
fn − gn = dn−1Y sn + sn+1dnX , para todo n ∈ Z,
isto e´, comutando o seguinte diagrama:
· · · // Xn−1

dn−1 // Xn
sn
{{
fngn

dn // Xn+1
sn+1{{ 
// · · ·
· · · // Y n−1
dn−1
// Y n
dn
// Y n+1 // · · ·
Observac¸a˜o: A relac¸a˜o ∼ e´ uma congrueˆncia. Portanto esta´ definida a categoria quoci-
ente
C(A )/ ∼ .
Definic¸a˜o 1.2.4 Seja A uma categoria abeliana. A categoria de homotopia K(A ) possui
os mesmos objetos de C(A ), complexos sobre A , e se X, Y ∈ C(A ), enta˜o
HomK(A )(X, Y ) = HomC(A )(X, Y )/ ∼ .
Observac¸a˜o: Se A e´ uma categoria abeliana, enta˜o K(A ) e´ uma categoria aditiva. Note
que a categoria K(A ) pode na˜o ser abeliana, pois morfismos homoto´picos na˜o possuem
o mesmo kernel ou cokernel em geral.
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Proposic¸a˜o 1.2.2 O funtor K : A → K(A ) e´ fiel e pleno.
Proposic¸a˜o 1.2.3 Seja f • um morfismo de complexos, enta˜o as seguintes afirmac¸o˜es sa˜o
equivalentes:
(a) f • e´ homoto´pico a` zero.
(b) f •[1] e´ homoto´pico a` zero.
Como consequeˆncia deste resultado, temos que o funtor suspensa˜o induz o seguinte iso-
morfismo:
HomK(A )(X•, Y •) ∼= HomK(A )(X•[1], Y •[1])
Teorema 1.2.1 A categoria de homotopia K(A ) e´ uma categoria triangulada.
Definic¸a˜o 1.2.5 Seja X• um complexo em C(A ). Definimos a n-e´sima cohomologia
do complexo X• como:
Hn(X•) =
Ker(dn)
Im(dn−1)
.
Proposic¸a˜o 1.2.4 Para cada n ∈ Z, temos que Hn( ) : C(A )→ A e´ um funtor.
Esse funtor possui as seguintes propriedades:
Hn(X•[1]) = Hn+1(X•)
Hn(f •[1]) = Hn+1(f •).
Portanto Hn = H0 ◦ Sn para todo n ∈ Z.
Teorema 1.2.2 Se f •, g• : X• → Y • em C(A ) sa˜o homoto´picos, enta˜o:
Hn(f •) = Hn(g•), ∀n ∈ Z
Demonstrac¸a˜o: Por definic¸a˜o temos
Hn(f •)(x) = fn(x) e Hn(g•)(x) = gn(x)
Mostremos que fn(x) − gn(x) ∈ Im(dn−1Y ). Como f • ∼ g•, enta˜o existe um morfismo
sn : X• → Y • tal que
fn(x)− gn(x) = (fn − gn)(x) = dn−1Y sn(x) + sn+1dnX(x), para cada n ∈ N.
Uma vez que x ∈ Ker(dnX), segue que fn(x)− gn(x) = dn−1Y sn(x). Com isso temos
fn(x)− gn(x) ∈ Im(dn−1Y )
e portanto Hn(f •) = Hn(g•). 
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Definic¸a˜o 1.2.6 Um morfismo f • : X• → Y • e´ dito quase isomorfismo se
Hn(f •) : Hn(X•)→ Hn(Y •)
for isomorfismo para todo n ∈ Z.
Definic¸a˜o 1.2.7 Seja A uma categoria abeliana. A categoria derivada D(A ) e´ uma
categoria tal que existe um funtor Q : K(A ) → D(A ) que leva quase isomorfismos em
isomorfismos, e satisfaz a seguinte propriedade universal: se F : K(A )→ C e´ um funtor
tal que F (f •) e´ isomorfismo para todo f • quase isomorfismo, enta˜o F se fatora por Q,
i.e., existe um u´nico funtor G tal que F = G ◦Q.
K(A )
F
$$
Q // D(A )
G

C
Proposic¸a˜o 1.2.5 A categoria derivada D(A ) e´ uma categoria triangulada, com um
automorfismo S dado pelo funtor suspensa˜o.
Definic¸a˜o 1.2.8 Definimos a categoria derivada limitada Db(A ) como sendo a categoria
derivada dos complexos limitados Cb(A ).
1.2.1 A Categoria Derivada de uma Categoria Heredita´ria
Definic¸a˜o 1.2.9 Uma a´lgebra A e´ dita heredita´ria a` direita se todo ideal a` direita de A
e´ um A-mo´dulo projetivo.
Teorema 1.2.3 Seja A uma a´lgebra. As seguintes condic¸o˜es sa˜o equivalentes:
(a) A e´ heredita´ria a` direita.
(b) gldim A ≤ 1.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [4], pa´g. 245. 
Definic¸a˜o 1.2.10 Uma categoria abeliana H e´ dita heredita´ria se Ext2H(X, Y ) = 0 para
todo X, Y ∈ H (ou equivalentemente, ExtnH(X, Y ) = 0 para todo n ≥ 2).
Proposic¸a˜o 1.2.6 Seja mod(A) a categoria de todos os A-mo´dulos a` direita de dimensa˜o
finita sobre uma k-a´lgebra heredita´ria de dimensa˜o finita A. Enta˜o mod(A) e´ uma cate-
goria heredita´ria.
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Teorema 1.2.4 Seja H uma categoria abeliana heredita´ria. Enta˜o a categoria derivada
limitada Db(H) e´ naturalmente equivalente a` categoria ∨n∈ZH[n], onde cada H[n] e´ uma
co´pia de H, com objetos X[n] para cada X ∈ H e morfismos dados por
HomDb(H)(X[n], Y [m]) = Ext
m−n
H (X, Y )
.
Aqui a expressa˜o
∨
n∈ZH[n] significa duas coisas. Em primeiro lugar significa o fecho
aditivo add (
⋃
n∈ZH[n]) da unia˜o de todos os H[i]. A expressa˜o tambe´m indica que na˜o
existem morfismos na˜o nulos voltando, isto e´, morfismos de H[n] para H[m] com n > m.
1.2.2 A Categoria Derivada Db(k∆)
Definic¸a˜o 1.2.11 Um quiver ∆ = (∆0,∆1, s, t) e´ uma 4-upla formada por dois conjuntos:
∆0 (cujos elementos sa˜o chamados de pontos) e ∆1 (cujos elementos sa˜o chamados de
flechas), e por duas func¸o˜es s, t : ∆1 → ∆0, que associam a cada flecha α ∈ ∆1 um in´ıcio
s(α) ∈ ∆0 e um final t(α) ∈ ∆0, respectivamente.
Um quiver ∆ e´ dito finito se ∆0 e ∆1 sa˜o conjuntos finitos. O grafo subjacente de
um quiver ∆ e´ obtido, atrave´s dele, retirando as orientac¸o˜es de suas flechas. Dizemos que
∆ e´ conexo se seu grafo subjacente e´ conexo.
Sejam ∆ = (∆0,∆1, s, t) um quiver e a, b ∈ ∆0. Um caminho de comprimento ` ≥ 0,
com in´ıcio a e final b, e´ uma sequeˆncia
(a|α1, . . . , α`|b),
em que αk ∈ ∆1, para todo 1 ≤ k ≤ `, ale´m disso, s(α1) = a, t(α`) = b e t(αk) = s(αk+1)
para todo 1 < k < `.
Definic¸a˜o 1.2.12 Seja ∆ um quiver. A a´lgebra de caminhos k∆ e´ uma k-a´lgebra cujo k-
espac¸o vetorial subjacente possui como base o conjunto de todos os caminhos (a|α1, . . . , α`|b)
de comprimento ` ≥ 1 em ∆. Sejam (a|α1, . . . , α`|b) e (c|β1, . . . , βk|d) dois elementos da
base de k∆, o produto desses vetores e´ definido por:
(a|α1, . . . , α`|b)(c|β1, . . . , βk|d) = δbc(a|α1, . . . , α`, β1, . . . , βk|d)
onde δbc e´ igual a 1 se b = c, e e´ igual a zero se b 6= c.
Lema 1.2.1 Sejam ∆ um quiver e k∆ uma a´lgebra de caminhos. Enta˜o:
(a) k∆ e´ uma a´lgebra associativa.
(b) k∆ possui o elemento identidade se, e somente se, ∆0 e´ finito.
(c) k∆ e´ de dimensa˜o finita se, e somente se, ∆ e´ finito e ac´ıclico.
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Lema 1.2.2 Seja ∆ um quiver finito. A a´lgebra de caminhos k∆ e´ conexa se, e somente
se, ∆ e´ um quiver conexo.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [4], pa´g. 47. 
Definic¸a˜o 1.2.13 Um quiver ∆ e´ dito de tipo Dynkin se seu grafo subjacente e´ de uma
das seguintes formas:
An : ◦ ◦ ◦ ◦ ◦ ◦ , para n ≥ 1, onde n e´ o nu´mero de ve´rtices.
◦
Dn : ◦ ◦ ◦ ◦ ◦, para n ≥ 4, onde n e´ o nu´mero de ve´rtices.
◦
◦
E6 : ◦ ◦ ◦ ◦ ◦
◦
E7 : ◦ ◦ ◦ ◦ ◦ ◦
◦
E8 : ◦ ◦ ◦ ◦ ◦ ◦ ◦
Proposic¸a˜o 1.2.7 Seja ∆ um quiver finito sem ciclos orientados. Enta˜o a a´lgebra de
caminhos k∆ e´ heredita´ria.
Demonstrac¸a˜o: Ver [9], pa´g. 45. 
Definic¸a˜o 1.2.14 Seja ∆ um quiver de tipo Dynkin. Enta˜o Z∆ e´ o quiver associado a
∆ definido como abaixo:
(i) Os ve´rtices sa˜o pares (n, i), onde n ∈ Z e i ∈ ∆0.
(ii) Para cada α ∈ ∆1, com α : i→ j, existem duas flechas
(n, i)→ (n, j) e (n, j)→ (n+ 1, i) ∈ (Z∆)1.
Corola´rio 1.2.1 Seja k∆ uma k-a´lgebra heredita´ria de dimensa˜o finita, onde ∆ e´ de tipo
Dynkin. Enta˜o
Γ(Db(k∆)) ∼= Z∆,
em que Γ(Db(k∆)) e´ o quiver de Auslander-Reiten de Db(k∆).
Demonstrac¸a˜o: Ver [9], pa´g. 54. 
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Proposic¸a˜o 1.2.8 Seja ∆ um quiver de tipo Dynkin. Enta˜o ind Db(k∆) e´ equivalente a
categoria mesh k(Z∆).
Demonstrac¸a˜o: Ver [9], pa´g. 55. 
Exemplo 1.2.1 Consideremos ∆ : 1 ← 2 ← 3. Denotemos por Pi e Ii os projetivos e
injetivos, respectivamente, relacionados a cada ve´rtice i ∈ ∆0. Enta˜o
P3 : K → K → K I3 : K → 0→ 0
P2 : 0→ K → K I2 : K → K → 0
P1 : 0→ 0→ K I1 : K → K → K
Temos que P2 = rad(P3), P1 = rad(P2), P1 e´ simples e I3 e´ simples.
Portanto o quiver de Auslander-Reiten Γ(Db(k∆)) e´ dado por:
· · · · · ·
P1
P2
P3
S2
I2
I3
P1[1]
P2[1]
P3[1]
S2[1]
I2[1]
I3[1]P1[−1]
P2[−1]
P3[−1]
S2[−1]
I2[−1]
I3[−1]
Figura 1.1
Teorema 1.2.5 Seja k um corpo. Se ∆ e ∆′ sa˜o quivers de tipo Dynkin que possuem um
mesmo grafo subjacente Λ, mas possuem orientac¸o˜es distintas, enta˜o Db(k∆) e Db(k∆′)
sa˜o equivalentes como categorias trianguladas.
Demonstrac¸a˜o: Ver [9], pa´g. 53. 
Cap´ıtulo 2
Os ~An-quivers e os conjuntos tilting
completos
Nosso objetivo ao longo deste cap´ıtulo e´ estabelecer uma relac¸a˜o biun´ıvoca entre os
conjuntos tilting completos de Db(k ~An) e os ~An-quivers. Para isso vamos introduzir os
conceitos de ~An-quiver e conjunto tilting completo. Esta relac¸a˜o foi dada por Keller-
Vossieck em [13]. Neste artigo, Keller-Vossieck apresentaram uma fo´rmula que associa a
cada ~An-quiver um conjunto tilting completo em Db(k ~An). No entanto na˜o apresentam
uma prova ou uma noc¸a˜o intuitiva da raza˜o pela qual a fo´rmula funciona.
Nosso objetivo e´ apresentar elementos suficientes para o entendimento desta fo´rmula.
Para isso, ao longo deste cap´ıtulo, denotaremos a categoria derivada ind Db(k ~An) por
Z ~An. Cada ve´rtice sera´ denotado por sua coordenada conforme a convenc¸a˜o estabelecida
na figura abaixo.
· · · (0, 1)
""
(1, 1)
""
(2, 1)
""
(3, 1)
""
(4, 1)
""
· · ·
· · · (0, 2)
  
<<
(1, 2)
!!
<<
(2, 2)
!!
<<
(3, 2)
!!
<<
(4, 2)

· · ·
· · · . . .
!!
==
. . .
!!
==
. . .
!!
==
. . .
!!
==
. . .

· · ·
· · · (0, n)
==
(1, n)
==
(2, n)
==
(3, n)
@@
(4, n) · · ·
Nosso primeiro objetivo sera´ realizar um estudo sobre os conjuntos tilting completos
de Db(k ~An). Este estudo adve´m da propriedade dos conjuntos tilting, pois uma vez
escolhido um elemento Ti de um conjunto tilting T de Db(k ~An) (ou equivalentemente um
ve´rtice de Z ~An), uma se´rie de restric¸o˜es se impo˜em para a escolha dos outros elementos
de T . E´ exatamente a existeˆncia destas restric¸o˜es que nos permitira´ dizer como esta˜o
espalhados os elementos do conjunto tilting T em Z ~An. Estas mesmas restric¸o˜es nos
proporcionara˜o chegarmos a` fo´rmula que estabelece a correspondeˆncia biun´ıvoca entre
~An-quivers e conjuntos tilting completos em Db(k ~An).
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2.1 Conjunto tilting completo
Nesta sec¸a˜o iremos apenas apresentar algumas definic¸o˜es preliminares e resultados
ba´sicos. Iremos definir o conceito de conjunto tilting completo e daremos um exemplo
dos elementos de um desses conjuntos.
Definic¸a˜o 2.1.1 Um conjunto tilting em Db(A) e´ um conjunto finito T = {T1, . . . , Ts} ⊂
ind Db(A) tal que Hom(Ti, Tj[`]) = 0 para todo i, j ∈ {1, . . . , s} e para todo ` 6= 0.
Exemplo 2.1.1 Abaixo segue um exemplo de um conjunto tilting em ind Db(k ~A4).
(T1)
""
◦
""
◦

(T3)
""
◦
""◦

AA
◦
##
<<
◦
##
<<
◦

AA
◦
##◦
""
;;
◦

??
◦
""
;;
◦
""
;;
◦

(T2)
<<
◦
<<
◦
AA
(T4)
<<
◦
Figura 2.1
Ao longo do cap´ıtulo justificaremos que o conjunto T = {T1, T2, T3, T4} acima e´ um con-
junto tilting.
Definic¸a˜o 2.1.2 Seja A uma k-a´lgebra de dimensa˜o finita. Definimos o espectro de um
conjunto tilting T ⊂ Db(A) como sendo a subcategoria plena de Db(A) cujos objetos sa˜o
elementos de T .
Exemplo 2.1.2 O espectro do conjunto tilting do exemplo 2.1.1 e´ dado por:
T1 −→ T2 −→ T3 −→ T4
Definic¸a˜o 2.1.3 Seja A uma k-a´lgebra de dimensa˜o finita. Um conjunto tilting T ⊂
Db(A) e´ dito completo se sua cardinalidade e´ igual ao nu´mero de classes de isomorfismos
de A-mo´dulos simples.
Temos por I. Assem [2], corola´rio 4.7 (pa´g. 222), que o nu´mero de classes de isomor-
fismos de A-mo´dulos simples e´ igual ao nu´mero de classes de isomorfismos de A-mo´dulos
projetivos indecompon´ıveis e que por sua vez e´ igual ao nu´mero de classes de isomorfismos
de A-mo´dulos injetivos indecompon´ıveis. Com isso temos que se T e´ um conjunto tilting
completo na categoria derivada de uma a´lgebra de caminhos de um quiver de tipo Dynkin
∆, enta˜o T possui |∆0| elementos. Em particular temos que o conjunto do exemplo 2.1.1
e´ um conjunto tilting completo.
Ao longo do trabalho, para podermos discutir a respeito da localizac¸a˜o dos elementos
de um conjunto tilting completo T = {T1, . . . , Tn} em Db(k ~An), iremos utilizar um sistema
de coordenadas em Z ~An, definido como no exemplo abaixo.
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Exemplo 2.1.3 Sistema de coordenadas definido em Z ~A4:
· · · (0, 1)
""
(1, 1)
""
(2, 1)
""
(3, 1)
""
(4, 1)
""
· · ·
· · · (0, 2)
""
<<
(1, 2)
""
<<
(2, 2)
""
<<
(3, 2)
""
<<
(4, 2)
""
· · ·
· · · (0, 3)
""
<<
(1, 3)
""
<<
(2, 3)
""
<<
(3, 3)
""
<<
(4, 3)
""
· · ·
· · · (0, 4)
<<
(1, 4)
<<
(2, 4)
<<
(3, 4)
<<
(4, 4) · · ·
Figura 2.2
Utilizando esse sistema de coordenadas, temos que o conjunto tilting dado no exemplo
2.1.1 corresponde a` {(0, 1), (0, 4), (3, 1), (3, 4)}.
2.2 Sucessores e antecessores imediatos
Com o objetivo de iniciarmos uma primeira ana´lise a respeito da disposic¸a˜o dos ele-
mentos de um conjunto tilting completo T em Db(k ~An), vamos definir os conceitos de
sucessor e antecessor imediato de um elemento Ti ∈ T , e analisaremos onde eles se encon-
tram em Z ~An. Para isso sera´ necessa´rio utilizarmos o sistema de coordenadas definido
no exemplo 2.1.3, e tambe´m sera´ necessa´rio introduzirmos duas classes de caminhos em
Z ~An, isto e´, duas classes de morfismos em ind Db(k ~An).
Definic¸a˜o 2.2.1 Seja T = {T1, . . . , Tn} um conjunto tilting completo em Db(k ~An). Con-
sidere dois elementos Ti, Tj ∈ T , com i 6= j. Dizemos que Ti e´ sucessor imediato de Tj
se existe um morfismo na˜o nulo ψ : Tj → Ti em Db(k ~An), tal que ψ na˜o se fatora por
algum T` ∈ T , com ` 6= i. Dizemos que Tj e´ antecessor imediato de Ti se Ti for sucessor
imediato de Tj.
Vamos analisar onde se encontram os sucessores e os antecessores imediatos de um
dado elemento Ti ∈ T , em que T e´ um conjunto tilting completo em Db(k ~An). Iniciemos
nossa ana´lise atrave´s do exemplo abaixo.
Exemplo 2.2.1 Seja T = {T1, . . . , T7} um conjunto tilting completo em Db(k ~A7). Seja
Ti ∈ T um dado elemento disposto como na figura abaixo. Enta˜o, pela definic¸a˜o de
conjunto tilting, sabemos que os elementos restantes de T encontram-se na parte destacada
por (•).
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Ti[−1] Ti Ti[1]
Figura 2.3
E´ fa´cil ver que a regia˜o hachurada, que na˜o esta´ destacada por (•), e´ justamente o con-
junto:
{X ∈ Z ~A7; Hom(X,Ti[j]) 6= 0, j ∈ Z∗} ∪ {X ∈ Z ~A7; Hom(Ti[j], X) 6= 0, j ∈ Z∗}.
Na figura 2.3 tomamos n = 7, pore´m, pela configurac¸a˜o de Z ~An, e´ fa´cil ver que o
mesmo padra˜o encontrado na figura 2.3 e´ va´lido para o caso em que Ti ∈ T , onde T e´ um
conjunto tilting completo em Db(k ~An) para qualquer n. Portanto conseguimos encontrar
uma regia˜o espec´ıfica onde esta˜o localizados os sucessores e antecessores imediatos de Ti.
A proposic¸a˜o a seguir ira´ nos auxiliar a restringir ainda mais essa regia˜o.
Proposic¸a˜o 2.2.1 Se T ∈ Db(A) e´ um conjunto tilting completo, enta˜o seu espectro e´
dado por um quiver conexo.
Demonstrac¸a˜o: Basta mostrarmos que B = End(T ) e´ conexa. Sabemos que uma a´lgebra
A e´ conexa se, e somente se, seu centro Z(A) e´ conexo (ver [4], pa´g. 205). Como
equivaleˆncia derivada preserva o centro, temos que Z(A) ∼= Z(B) (ver [18], pa´g. 454).
Disto segue que B e´ conexa. 
Utilizando essa proposic¸a˜o, podemos restringir ainda mais a regia˜o onde se encontram
os sucessores e antecessores imediatos de Ti. Para o caso do exemplo 2.2.1, temos que
esta regia˜o e´ a destacada na figura abaixo.
Ti
Figura 2.4: • = sucessores, ◦ = antecessores
Definic¸a˜o 2.2.2 Em Z ~An ∼= ind Db(k ~An) os caminhos (i, j)  (i + k, j − k) sera˜o
chamados de caminhos tipo β, e os caminhos (i, j) (i, j + k) sera˜o ditos caminhos tipo
α. Como na categoria derivada estes caminhos podem ser tomados como sendo morfismos
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na˜o nulos, enta˜o os chamaremos tambe´m de morfismos tipo β e tipo α, respectivamente.
α
 •
β
??
α

β
??
Pela proposic¸a˜o 2.2.1 temos que, pelo fato de T ser completo, seu espectro e´ conexo.
Portanto, se Ti possui sucessores e antecessores imediatos em T , temos que eles esta˜o
ligados a` Ti atrave´s de um morfismo tipo α ou um morfismo tipo β.
Proposic¸a˜o 2.2.2 Sejam Ti, Tj ∈ T tais que T e´ um conjunto tilting completo em
Db(k ~An). Se Ti e´ sucessor imediato de Tj, enta˜o existe um morfismo ψ : Tj → Ti que na˜o
se fatora por nenhum elemento T` ∈ T com ` 6= i, e temos que ψ e´ um morfismo do tipo
α ou do tipo β.
Demonstrac¸a˜o: A demonstrac¸a˜o e´ resultado imediato da discussa˜o feita acima. 
Como consequeˆncia da proposic¸a˜o 2.2.2, temos que um conjunto tilting completo
T ⊂ Db(k ~An) pode ser representado por um quiver conexo possuindo duas classes de
flechas, classes essas herdadas das classes dos caminhos em Z ~An.
Esse fato serve como motivac¸a˜o para a definic¸a˜o abaixo.
Definic¸a˜o 2.2.3 Um ~An-quiver e´ um quiver conexo, cujo grafo subjacente e´ uma a´rvore
com n ve´rtices, onde seu conjunto de flechas e´ decomposto em uma classe de α-flechas e
uma classe de β-flechas de tal modo que em cada ve´rtice chegam no ma´ximo uma α-flecha
e uma β-flecha e tambe´m saem no ma´ximo uma α-flecha e uma β-flecha.
Atrave´s dessa definic¸a˜o podemos afirmar que todo conjunto tilting completo T ⊂
Db(k ~An) pode ser representado por um ~An-quiver.
Exemplo 2.2.2 Sa˜o exemplos de um A5-quiver e A6-quiver, respectivamente:
•
• β // • β //
α
OO
•
•
α
OO
•
• α // • β // • α // •
α
OO
•βoo
2.3 Um estudo sobre a localizac¸a˜o dos conjuntos til-
ting em Db(k ~An)
Seja T um conjunto tilting completo em Db(k ~An). Dado um elemento fixado Ti ∈ T ,
podemos restringir a localizac¸a˜o dos sucessores e antecessores imediatos de Ti, atrave´s da
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proposic¸a˜o 2.2.2, a uma pequena regia˜o de Z ~An. Com o objetivo de fazermos o mesmo
com os demais elementos de T , iremos analisar, ao longo desta sec¸a˜o, como esta˜o dispostos
os elementos do conjunto tilting T quando temos mais de um elemento fixado. Iremos
analisar de que maneira a disposic¸a˜o desses elementos fixados influenciam nos demais, e
desta forma buscaremos um padra˜o que descreva como esta˜o dispostos os elementos dos
conjuntos tilting completos em Db(k ~An).
Para auxiliar o leitor no entendimento das discusso˜es que sera˜o realizadas, considerare-
mos a categoria Db(k ~A7), pore´m todos os resultados encontrados podem ser generalizados
para Db(k ~An).
2.3.1 Ana´lise de T atrave´s de dois elementos fixados
Consideremos um conjunto tilting completo T = {T1, . . . , T7} ⊂ Db(k ~A7). Suponha
que T esteja ordenado de maneira que Ti seja antecessor imediato de Ti+1 para i = 1, . . . , 6.
Fixada a posic¸a˜o de Ti, ja´ sabemos, da proposic¸a˜o 2.2.2, em qual regia˜o encontra-se Ti+1.
Agora, fixados Ti e Ti+1, vamos analisar em qual regia˜o e´ poss´ıvel encontrarmos Ti−1 e
onde podemos encontrar Ti+2.
Utilizando o sistema de coordenadas introduzido no exemplo 2.1.3, vamos analisar o
que ocorre se alterarmos a segunda coordenada do elemento Ti+1 em func¸a˜o da segunda
coordenada de Ti.
Iremos utilizar as seguintes legendas nas imagens de cada um dos casos a seguir:
= poss´ıvel posic¸a˜o de Ti+2 = {X ∈ Z ~A7; Hom(Ti+1[−1], X) 6= 0}
= poss´ıvel posic¸a˜o de Ti−1 = {X ∈ Z ~A7; Hom(X,Ti[1]) 6= 0}
(i) Fixemos Ti = (x, y) e iniciemos analisando o que ocorre quando Ti+1 = (x, y + 1).
Ti
Ti+1
Figura 2.5
Neste caso podemos observar que na˜o existe a possibilidade de termos um morfismo
Tj → Ti do tipo β para algum Tj. Tambe´m podemos observar que na˜o existe a
possibilidade de termos um morfismo Ti+1 → Tj do tipo β para algum Tj.
(ii) Agora suponhamos que Ti+1 = (x, y + 2). Neste caso temos:
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Ti
Ti+1
Figura 2.6
Podemos observar que existe apenas uma possibilidade de termos um morfismo
Tj → Ti do tipo β para algum Tj. Tambe´m podemos observar que existe apenas
uma possibilidade de termos um morfismo Ti+1 → Tj do tipo β para algum Tj.
(iii) Tomemos agora Ti+1 = (x, y + 3), enta˜o
Ti
Ti+1
Figura 2.7
Aqui temos duas possibilidades de termos um morfismo Tj → Ti do tipo β para
algum Tj. Tambe´m temos duas possibilidades de termos um morfismo Ti+1 → Tj
do tipo β para algum Tj.
(iv) Por fim, seja Ti+1 = (x, y + 4), neste caso
Ti
Ti+1
Figura 2.8
Aqui temos treˆs possibilidades de termos um morfismo Tj → Ti do tipo β para
algum Tj. Tambe´m temos treˆs possibilidades de termos um morfismo Ti+1 → Tj do
tipo β para algum Tj.
Atrave´s dos quatro casos acima, podemos observar que ao aumentarmos a segunda
coordenada do elemento Ti+1 em relac¸a˜o a Ti, aumentamos as possibilidades de existirem
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morfismos Tj → Ti do tipo β e morfismos Ti+1 → Tr tambe´m do tipo β, com Tj, Tr ∈ T .
Com isso temos que se Ti+1 e´ sucessor de Ti e ψ : Ti → Ti+1 e´ do tipo α, enta˜o a segunda
coordenada do elemento Ti+1 ∈ T esta´ em func¸a˜o da quantidade de elementos Tj ∈ T que
chegam em Ti por um morfismo β e da quantidade de elementos Tr ∈ T tais que existe
um morfismo β de Ti+1 para Tr.
Se considerarmos o problema dual, isto e´, quando ψ : Ti → Ti+1 e´ do tipo β, teremos
que a segunda coordenada de Ti+1 esta´ em func¸a˜o da quantidade de elementos Tj ∈ T que
chegam em Ti por um caminho α e da quantidade de elementos Tr ∈ T tais que existe
um caminho α de Ti+1 ate´ Tr.
Notac¸a˜o: Com o objetivo de facilitar e desenvolver discusso˜es a respeito das observac¸o˜es
feitas acima, vamos estabelecer a seguinte notac¸a˜o.
• (Ti)β e´ igual a quantidade de elementos Tj ∈ T que possuem morfismo na˜o nulo
f : Tj → Ti, do tipo β. Analogamente definimos (Ti)α.
• (Ti)β e´ igual a quantidade de elementos Tj ∈ T que possuem morfismo na˜o nulo
f : Ti → Tj, do tipo β. Analogamente definimos (Ti)α.
Iremos utilizar essa notac¸a˜o ao longo das pro´ximas subsec¸o˜es, pore´m em cada uma
delas chegaremos a novas concluso˜es sobre onde esta˜o localizados os elementos de um
conjunto tilting completo, e essa notac¸a˜o tera´ seu significado alterado duas vezes durante
o texto com o objetivo de na˜o introduzirmos novas notac¸o˜es a cada passo em que a
discussa˜o e´ mais desenvolvida. A primeira alterac¸a˜o ocorrera´ ao fim de 2.3.3 e a segunda
ao final de 2.3.4.
2.3.2 Ana´lise de T atrave´s de treˆs elementos fixados
Utilizando as notac¸o˜es introduzidas ao final de 2.3.1, vamos dar prosseguimento a`
ana´lise dos quatro casos feita em 2.3.1, pore´m agora vamos fixar Ti, Ti+1 e Ti+2.
Iremos utilizar as seguintes legendas nas imagens de cada um dos casos a seguir:
= poss´ıvel regia˜o de Ti+2 = {X ∈ Z ~A7; Hom(Ti+1[−1], X) 6= 0}
= poss´ıvel regia˜o de Ti−1 = {X ∈ Z ~A7; Hom(X,Ti[1]) 6= 0}
= {X ∈ Z ~A7; Hom(X,Ti+2[`]) 6= 0 ou Hom(Ti+2[`], X) 6= 0 para algum ` 6= 0}
(i) Sabemos que dadas as disposic¸o˜es de Ti e Ti+1 como na figura 2.6, temos a possibi-
lidade de no ma´ximo (Ti+1)β = 1. Enta˜o fixemos Ti+2 nesta u´nica posic¸a˜o poss´ıvel.
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Ti
Ti+1
Ti+2
Figura 2.9
Desta maneira, podemos ver que (Ti)
β = 0, pois a u´nica posic¸a˜o poss´ıvel anterior-
mente recebe agora um morfismo de Ti+2[−2].
(ii) Da figura 2.7, uma vez fixada as posic¸o˜es de Ti e Ti+1, temos a possibilidade de no
ma´ximo (Ti+1)β = 2. Fixemos agora Ti+2 em cada uma dessas duas posic¸o˜es.
Ti
Ti+1
Ti+2
Figura 2.10
Ti
Ti+1
Ti+2
Figura 2.11
Podemos observar que no primeiro caso temos (Ti)
β = 1 e, no segundo, (Ti)
β = 0.
(iii) Sabemos que dada a disposic¸a˜o de Ti e Ti+1 como na figura 2.8, temos a possibilidade
de no ma´ximo (Ti+1)β = 3. Enta˜o fixemos Ti+2 em cada uma dessas treˆs posic¸o˜es
poss´ıveis.
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Ti
Ti+1
Ti+2
Figura 2.12
Ti
Ti+1
Ti+2
Figura 2.13
Ti
Ti+1
Ti+2
Figura 2.14
Observamos que no primeiro caso temos no ma´ximo (Ti)
β = 2, no segundo, (Ti)
β = 1
e, no terceiro, (Ti)
β = 0.
Podemos generalizar esse fato para Z ~An. Suponha que Ti = (x, y) e Ti+1 = (x, y +
1 + k), com k ≥ 0. Enta˜o a ana´lise feita acima nos mostra que apesar de possuirmos no
ma´ximo (Ti)
β = k e (Ti+1)β = k (como foi mostrado em 2.3.1), se fixarmos (Ti+1)β = t,
com cada um desses t elementos possuindo a segunda coordenada como sendo a menor
poss´ıvel, enta˜o teremos que o valor de (Ti)
β sera´ no ma´ximo igual a k − t.
Disto segue que, dado um conjunto tilting completo T , se conhecermos a segunda
coordenada de Ti ∈ T , por exemplo Ti = (x, y), e conhecermos (Ti)β e (Ti+1)β, enta˜o
temos que a segunda coordenada de Ti+1 dever ser maior ou igual a:
y + 1 + (Ti)
β + (Ti+1)β.
2.3.3 Uma fo´rmula recursiva para localizar os elementos de T
Ao final de 2.3.2 foi poss´ıvel encontrarmos uma fo´rmula recursiva para majorarmos a
segunda coordenada do elemento Ti+1 em relac¸a˜o a` coordenada de Ti. Nosso pro´ximo passo
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sera´ analisar novamente os casos vistos em 2.3.2, pore´m desta vez fixando quatro elementos
de T . Isso sera´ feito com o propo´sito de enxergarmos melhor os padro˜es encontrados ate´
o momento, e com isso podermos aprimorar a fo´rmula encontrada.
Analisemos o caso abaixo, em que esta˜o fixados T1, T2, T3, T4 ∈ T , onde T e´ um
conjunto tilting completo em Db(k ~A7). Aqui temos apenas T1 como antecessor de T2, na˜o
necessariamente antecessor imediato, pois iremos discutir as possibilidades para outros
antecessores de T2.
Iremos utilizar as seguintes legendas na imagem abaixo:
= {X ∈ Z ~A7; Hom(X,T3[`]) 6= 0 ou Hom(T3[`], X) 6= 0 para algum ` < 0}
= {X ∈ Z ~A7; Hom(X,T2[`]) 6= 0 ou Hom(T2[`], X) 6= 0 para algum ` < 0}
= {X ∈ Z ~A7; Hom(X,T1[1]) 6= 0}
= {X ∈ Z ~A7; Hom(X,T4[`]) 6= 0 ou Hom(T4[`], X) 6= 0 para algum ` < 0}
X
Y
T1
T2
T3
T4
Figura 2.15
Pela escolha da segunda coordenada de T3 em relac¸a˜o a T2, e da existeˆncia de T4, e´
sabido, do final de 2.3.2, que temos no ma´ximo (T2)
β = 3 − 1 = 2, que sa˜o os elementos
T1 e Y representados acima. Note que fixados T1, T2, T3, T4 ∈ T , nos restam apenas X e
Y como poss´ıveis candidatos, antecessores de T2, a pertencerem ao conjunto T . Observe
que Hom(Y,X[1]) 6= 0, portanto se X ∈ T , enta˜o Y /∈ T (analogamente, se Y ∈ T , temos
X /∈ T ). Ale´m disso, podemos observar que se o conjunto fixado fosse {Y, T2, T3, T4},
enta˜o T1 seria o u´nico candidato poss´ıvel para pertencer a T como antecessor de T2.
Isto ilustra o fato de que, dados Ti, Ti+1 ∈ T , com Ti α // Ti+1 , ao aumentarmos a
segunda coordenada de Ti+1, na˜o apenas aumentamos a possibilidade de termos elementos
Tj ∈ T com Tj β // Ti , mas tambe´m aumentamos a possibilidade de termos elementos
Tj ∈ T tais que existe, no espectro de T , um caminho de Tj ate´ Ti terminando com uma
flecha β chegando em Ti (na imagem acima, esse e´ o caso de X chegando ate´ T2).
Podemos generalizar o fato acima para Z ~An. Aqui faremos a primeira modificac¸a˜o
quanto a`s notac¸o˜es (Ti)
β e (Ti)β, que apenas generalizam um pouco mais seus significados.
A partir de agora vamos considerar:
• (Ti)β e´ igual ao nu´mero de elementos Tj ∈ T tais que existe um caminho de Tj para
Ti, no espectro de T , terminando com uma flecha β chegando em Ti.
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• (Ti)β e´ igual ao nu´mero de elementos Tj ∈ T tais que existe um caminho de Ti para
Tj, no espectro de T , iniciando com uma flecha β saindo de Ti.
Disto segue que, dado um conjunto tilting completo T , se conhecermos a segunda coor-
denada de Ti ∈ T , por exemplo Ti = (x, y), e conhecermos (Ti)β e (Ti+1)β, temos que a
segunda coordenada de Ti+1 deve ser no mı´nimo igual a:
y + 1 + (Ti)
β + (Ti+1)β.
2.3.4 Recuperando os conjuntos tilting atrave´s dos ~An-quivers
Seja T um conjunto tilting completo em Db(k ~A7). Da ana´lise feita ao final de 2.3.3, sa-
bemos que se tivermos o espectro de T e informac¸o˜es a respeito a qual classe, de morfismos
em Db(k ~A7), pertence cada flecha desse espectro, enta˜o podemos recuperar informac¸o˜es
a respeito de como T esta´ disposto em Db(k ~A7). Sabemos da definic¸a˜o 2.2.3 que os ~An-
quivers carregam toda essa informac¸a˜o. Enta˜o se soubermos como e´ o ~An-quiver que
representa T , podemos recuperar T atrave´s dos padro˜es discutidos ate´ o momento.
Consideremos T = {T1, . . . , T7} cujo ~An-quiver que o representa e´ da forma:
T1
α // T2
β // T3
β // T4
α // T5
β // T6
α // T7
Como T1 e´ antecessor de T2, . . . , T7, enta˜o fixemos sua primeira coordenada como
sendo igual a zero. Digamos que T1 = (0, y). Analisemos onde esta´ localizado o objeto
T2 em Db(k ~A7). Como (T2)β = 5, sabemos que a segunda coordenada de T2 deve ser,
no mı´nimo, igual a y + 1 + 5. Como estamos em Z ~A7, temos que isso so´ e´ poss´ıvel se
T1 = (0, 1) e T2 = (0, 7).
Agora analisando T3, podemos observar que o morfismo T2 → T3 e´ do tipo β. Como
este e´ o caso dual de α : Ti → Ti+1, iremos utilizar o dual da fo´rmula y+1+(Ti)β+(Ti+1)β,
isto e´,
y − 1− (Ti)α − (Ti+1)α.
Desta maneira sabemos que a segunda coordenada de T3 e´ igual a 5. Como T2 e´ antecessor
imediato de T3, sabemos que eles devem estar numa mesma diagonal, portanto segue que
T3 = (2, 5).
Continuando com esse racioc´ınio para encontrar todos os elementos de T , chegamos
que T e´ como dado na figura abaixo:
T1
T2
T3
T4
T5
T6
T7
Figura 2.16
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E neste caso T e´ um conjunto tilting completo.
O exemplo acima ilustra que apenas utilizando a fo´rmula recursiva
y + 1 + (Ti)
β + (Ti+1)β (∗)
e´ poss´ıvel recuperar um conjunto tilting, a partir do ~An-quiver que o representa. Pore´m
isso na˜o e´ va´lido para um T qualquer, pois na fo´rmula (∗) da maneira como esta˜o definidos
(Ti)
β e (Ti+1)β, na˜o conseguimos analisar T e obter um resultado preciso se seu ~An-quiver
for por exemplo igual a:
T1
α // T2
β // T3
α

β // T4
α // T5
β // T6
T7
Vejamos no exemplo abaixo o que ocorre ao tentarmos recuperar T a partir desse espectro.
Exemplo 2.3.1 Seja T um conjunto tilting completo em Db( ~A7), tal que o ~An-quiver que
o representa e´ dado por:
T1
α // T2
β // T3
α

β // T4
α // T5
β // T6
T7
Tentemos recuperar informac¸o˜es a respeito de como T esta´ disposto em Db(k ~A7).
Como o ~An-quiver e´ muito semelhante ao dado anteriormente, enta˜o e´ fa´cil ver que as
coordenadas de T1 e T2 ira˜o permanecer as mesmas, isto e´, T1 = (0, 1) e T2 = (0, 7). A
segunda coordenada de T3 e´ igual a
7− 1− (T2)α − (T3)α = 7− 1− 1− 1 = 4
Agora, analisando T7, temos que sua segunda coordenada e´ dada por
4 + 1 + (T3)
β + (T7)β = 4 + 1 + 2 = 7
A segunda coordenada de T4 e´ igual a
4− 1− (T3)α − (T4)α = 4− 1− 0− 2 = 1
Para T5 temos que sua segunda coordenada deve ser maior ou igual a:
1 + 1 + (T4)
β + (T5)β = 1 + 1 + 3 + 1 = 6
ou seja, sua segunda coordenada e´ igual a 6 ou 7.
Analogamente para T6, temos que sua coordenada deve ser menor ou igual a:
6− 1− (T5)α − (T6)α = 6− 1− 4 = 1
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ou
7− 1− (T5)α − (T6)α = 7− 1− 4 = 2
isto e´, sua segunda coordenada e´ igual a 1 ou 2.
Analisemos o primeiro caso, o qual a segunda coordenada de T5 e´ igual a 6. Neste caso a
segunda coordenada de T6 deve ser igual a 1.
T1
T2
T3
T4
T5
T6
T7 T7[2]
Figura 2.17
Como Hom(T6, T7[2]) 6= 0, o conjunto acima na˜o e´ tilting. Portanto a segunda coordenada
de T5 na˜o pode ser igual a 6.
Analisemos agora o que ocorre se a segunda coordenada de T5 for igual a 7. Neste caso
temos duas possibilidades para T6.
T1
T2
T3
T4
T5
T6
T7 T7[2]
Figura 2.18
T1
T2
T3
T4
T5
T6
T7
Figura 2.19
Podemos ver que na figura 2.18 temos novamente Hom(T6, T7[2]) 6= 0. Portanto a u´nica
opc¸a˜o poss´ıvel e´ a da figura 2.19, onde a segunda coordenada de T5 e´ igual a 7 e de T6 e´
igual a 1.
Portanto temos que a fo´rmula (∗) na˜o nos forneceu precisamente quem e´ T , pore´m
ela nos apontou treˆs possibilidades (figuras 2.17, 2.18 e 2.19). Isso acorreu pelo fato de
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na˜o considerarmos a influeˆncia do elemento T7 em relac¸a˜o a` localizac¸a˜o de T5 e T6. Por
este motivo iremos fazer uma segunda modificac¸a˜o quanto a`s notac¸o˜es (Ti)
β e (Ti)β. A
partir de agora vamos considerar:
• (Ti)β e´ igual ao nu´mero de elementos Tj ∈ T tais que existe um passeio de Tj para
Ti, no espectro de T , terminando com uma flecha β chegando em Ti.
• (Ti)β e´ igual ao nu´mero de elementos Tj ∈ T tais que existe um passeio de Ti para
Tj, no espectro de T , iniciando com uma flecha β saindo de Ti.
Note que se tentarmos novamente recuperar T atrave´s do ~An-quiver fornecido no
exemplo 2.3.1, pore´m dessa vez utilizando a fo´rmula (∗) com essa alterac¸a˜o no significado
das notac¸o˜es acima, obteremos exatamente o conjunto tilting dado na figura 2.19.
Disto segue que, dado um conjunto tilting completo T , se conhecermos a segunda
coordenada de Ti ∈ T , por exemplo Ti = (x, y), e conhecermos (Ti)β e (Ti+1)β, teremos
que a segunda coordenada de Ti+1 estara´ determinada por:
y + 1 + (Ti)
β + (Ti+1)β, se ψ : Ti → Ti+1 for do tipo α
y − 1− (Ti)α − (Ti+1)α, se ψ : Ti → Ti+1 for do tipo β
Afirmac¸a˜o: As fo´rmulas acima, com as u´ltimas definic¸o˜es de (Ti)
β e (Ti)β, determinam
a localizac¸a˜o da segunda coordenada do elemento Ti+1.
Visto que, pela proposic¸a˜o 2.2.2, os elementos Ti e Ti+1 devem estar ligados por um
morfismo do tipo α ou β, enta˜o a primeira coordenada do elemento Ti+1 fica determinada
por sua segunda coordenada. Com isso podemos concluir que se soubermos quem e´ o ~An-
quiver que representa o conjunto tilting completo T ⊂ Db(k ~An), enta˜o seremos capazes
de dar uma localizac¸a˜o para os elementos de T em Z ~An.
2.4 Relac¸a˜o entre os ~An-quivers e os tilting completos
O objetivo desta sec¸a˜o e´ formalizar a relac¸a˜o vista ate´ o momento entre os ~An-quivers
e os conjuntos tilting completos de Db(k ~An). Para isso iremos definir de maneira recursiva
uma aplicac¸a˜o ϕ entre o conjunto de ve´rtices de um ~An-quiver e o conjunto de ve´rtices
de Z ~An. Essa aplicac¸a˜o levara´ cada ~An-quiver no respectivo conjunto tilting completo o
qual ele representa.
Finalizaremos a sec¸a˜o enunciando um teorema que nos diz que a aplicac¸a˜o ϕ induz
uma bijec¸a˜o entre as classes de isomorfismos de ~An-quivers e os conjuntos tilting completos
de Db(k ~An).
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2.4.1 Resultados ba´sicos sobre ~An-quiver e a aplicac¸a˜o ϕ = (g, h)
Aqui iremos iniciar introduzindo o conceito de morfismos entre ~An-quivers, para pos-
teriormente trabalhar com suas classes de isomorfismos. Iremos formalizar a relac¸a˜o vista
na sec¸a˜o anterior, entre os ~An-quivers e os conjuntos tilting completos. Para isso definire-
mos uma aplicac¸a˜o recursiva ϕ entre o conjunto de ve´rtices de um ~An-quiver e o conjunto
de ve´rtices de Z ~An.
Definic¸a˜o 2.4.1 Sejam Q e Q′ dois quivers. Um morfismo de quivers f : Q′ → Q e´ um
par de aplicac¸o˜es f0 : Q
′
0 → Q0 e f1 : Q′1 → Q1 tais que se φ ∈ Q′1, com s(φ) = x e
t(φ) = y, enta˜o f1(φ) ∈ Q1 e s(f1(φ)) = f0(x) e t(f1(φ)) = f0(y). Diremos que f e´ um
isomorfismo de quivers se f0 e f1 forem aplicac¸o˜es sobrejetoras.
Exemplo 2.4.1 Considere os seguintes quivers:
(a) Q1 : 1 2oo 3oo
(b) Q2 : 1 // 2 // 3
(c) Q3 : 1 2oo // 3
(d) Q4 : 1 // 2 3oo
E´ fa´cil ver que apenas os quivers Q1 e Q2 sa˜o isomorfos.
Podemos definir isomorfismos entre ~An-quivers a partir da definic¸a˜o de morfismos de
quiver, dada acima. Pore´m, ale´m de levarmos em considerac¸a˜o as flechas e os ve´rtices,
tambe´m precisamos manter as classes as quais as flechas pertencem.
Definic¸a˜o 2.4.2 Sejam K e K ′ dois ~An-quivers. Um morfismo de ~An-quivers f : K →
K ′ e´ um morfismo de quivers (f0, f1) tal que, se φ ∈ K1, enta˜o a classe de f1(φ) e´ igual
a classe de φ. Em outras palavras, se φ e´ uma flecha tipo α (resp. β), enta˜o f1(φ) e´ do
tipo α (resp. β).
Notac¸a˜o: Seja K um ~An-quiver, para cada ve´rtice x de K temos:
• xα o nu´mero de ve´rtices y de K tal que o passeio mais curto de y para x termina
com uma α-flecha chegando em x
• xα o nu´mero de ve´rtices y de K tal que o passeio mais curto de x para y inicia com
uma α-flecha saindo de x
Analogamente, definimos xβ e xβ.
Proposic¸a˜o 2.4.1 [Keller-Vossieck [13]] Seja An o conjunto das classes de isomorfismos
dos ~An-quivers, e seja K ∈ An. Existe uma u´nica aplicac¸a˜o sobre o conjunto dos ve´rtices
de K tal que:
ϕ : K0 → (Z ~An)0
x 7→ (gx, hx)
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a) minx∈K gx = 0
b) (gy, hy) = (gx, hx+ xβ + yβ + 1) para cada α-flecha x
α−→ y
c) (gy, hy) = (gx+ xα + yα + 1, hx− xα − yα − 1) para cada β-flecha x β−→ y
Como hx = 1 + xα + xβ, enta˜o essa aplicac¸a˜o esta´ bem definida.
Note que cada (gx, hx) ∈ ϕ(K0) esta´ completamente determinada pela configurac¸a˜o
do ve´rtice x ∈ K0, isto e´, pelos seus ve´rtices e flechas adjacentes, levando em considerac¸a˜o
as classes dessas flechas e suas orientac¸o˜es. Portanto temos que se ϕ(K0) = ϕ(K
′
0), enta˜o
existe um isomorfismo de ~An-quivers φ : K → K ′. Com isso podemos concluir que a
aplicac¸a˜o ϕ e´ injetora nas classes de isomorfismos de ~An-quivers.
Exemplo 2.4.2 Seja K = 1 2αoo
β // 3 4αoo . Calculemos ϕ(K0):
• g(1) = g(2), pois existe α : 2→ 1.
• g(3) = g(4), pois existe α : 4→ 3.
• g(3) = g(2) + 2α + 3α + 1, pois existe β : 2→ 3.
Como 2α = 0 e 3α = 0, enta˜o g(3) = g(2) + 1. Neste caso, temos
g(1) = g(2) e g(3) = g(4) = g(2) + 1.
Por (a) temos que minx∈K gx = 0 e, portanto, g(1) = g(2) = 0 e g(3) = g(4) = 1.
Agora calculemos h(x).
• h(1) = 1 + 1α + 1β = 1 + 3 + 0 = 4
• h(2) = 1 + 2α + 2β = 1 + 0 + 2 = 3
• h(3) = 1 + 3α + 3β = 1 + 1 + 0 = 2
• h(4) = 1 + 4α + 4β = 1 + 0 + 0 = 1
Disto segue que
ϕ : K0 −→ (Z ~A4)0
1 7→ (0, 4)
2 7→ (0, 3)
3 7→ (1, 2)
4 7→ (1, 1)
Abaixo temos a disposic¸a˜o de ϕ(K0) em Z ~A4:
2.4. Relac¸a˜o entre os ~An-quivers e os tilting completos 40
(0, 1)
!!
(1, 1)
!!
(2, 1)
!!
(3, 1)
!!
(4, 1)
!!
(0, 2)
!!
==
(1, 2)
!!
==
(2, 2)
!!
==
(3, 2)
!!
==
(4, 2)
!!
(0, 3)
!!
==
(1, 3)
!!
==
(2, 3)
!!
==
(3, 3)
!!
==
(4, 3)
!!
(0, 4)
==
(1, 4)
==
(2, 4)
==
(3, 4)
==
(4, 4)
Note que ϕ(K0), apresentada no exemplo acima, forma um conjunto tilting emDb(k ~A4).
Comprovemos a afirmac¸a˜o acima utilizando a definic¸a˜o de slice (ver [12] pa´g. 430).
Sabemos que Db(k ~A4) = Z ~A4, logo cada ve´rtice T1 = (0, 3), T2 = (0, 4), T3 = (1, 1),
T4 = (1, 2) de Z ~A4 pode ser pensado como um objeto indecompon´ıvel de Db(k ~A4). Estes
objetos esta˜o na subcategoria abeliana e heredita´ria H de Db(k ~A4) assim definida:
H = {X ∈ Db(k ~A4); (∀S ∈ Σ)(∀i 6= 0) Hom(S,X[i]) = 0},
em que Σ e´ o slice (0, 1), (0, 2), (0, 3), (0, 4). Desde que T ∈ H, temos que
HomDb(k ~A4)(T, T [1]) = Ext
1
H(T, T ).
Ale´m disso, como T e´ um slice em H, segue que Ext1H(T, T ) = 0.
A justificativa de H ser heredita´ria pode ser encontrada em [15] pa´g. 117 e [3] pa´g.
72.
O fato de ϕ(K0), do exemplo anterior, ser um conjunto tilting e´ geral, isto e´, a func¸a˜o
ϕ associa cada ~An-quiver de An a um conjunto tilting em Db(k ~An).
2.4.2 A relac¸a˜o biun´ıvoca entre os tilting e os ~An-quivers
Aqui analisaremos mais profundamente a aplicac¸a˜o ϕ introduzida na proposic¸a˜o 2.4.1.
Tambe´m iremos exibir alguns resultados relevantes que sa˜o utilizados por Keller-Vossieck
para demonstrar a bijec¸a˜o entre as classes de isomorfismos de ~An-quivers e os conjuntos
tilting completos de Db(k ~An).
Proposic¸a˜o 2.4.2 Seja K um ~An-quiver, e seja x um ve´rtice de K. Enta˜o:
(i) Temos que h(x) = 1 se, e somente se, os subquivers plenos de K que conteˆm x sa˜o
de uma, e somente uma, das formas abaixo:
• β−→ x α−→ •, x α−→ •, • β−→ x
(ii) Temos que h(x) = n se, e somente se, os subquivers plenos de K que conteˆm x sa˜o
de uma, e somente uma, das formas abaixo:
• α−→ x β−→ •, x β−→ •, • α−→ x
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Demonstrac¸a˜o: (i) (⇒) Por definic¸a˜o, h(x) = 1 + xα + xβ. Se h(x) = 1, enta˜o xα = 0 e
xβ = 0, isto e´, na˜o existe uma flecha α chegando em x e na˜o existe uma flecha β saindo
de x. Portanto, pela definic¸a˜o de ~An-quiver, temos que x deve ser de uma das treˆs formas
descritas.
(⇐) Resultado imediato da definic¸a˜o de h(x).
(ii) (⇒) Temos por definic¸a˜o que se h(x) = n, enta˜o xα + xβ = n − 1. Suponha que
xα = 0, enta˜o xβ = n− 1 e segue que x e´ da forma
x
β−→ •
Agora suponhamos que xβ = 0, enta˜o x
α = n− 1 e segue que x e´ da forma
• α−→ x
Resta verificar o caso em que xα 6= 0 e xβ 6= 0. Neste caso sabemos que x deve possuir
uma flecha α chegando e uma flecha β saindo. Suponhamos que existe mais uma flecha
chegando em x (ou saindo de x). Como xα +xβ = n−1, temos que existem n−1 ve´rtices
em K tais que para cada um desses ve´rtices existe um caminho dele ate´ x, terminando
com uma flecha α, ou de x ate´ ele, iniciando com uma flecha β. Por definic¸a˜o de K,
se existir mais uma flecha chegando ou saindo de x, havera´ um ve´rtice que na˜o possui
caminho dele ate´ x, terminando com uma flecha α, ou de x ate´ ele, iniciando com uma
flecha β. Como K possui n ve´rtices, isso na˜o pode ocorrer.
(⇐) Resultado imediato da definic¸a˜o de h(x). 
Definic¸a˜o 2.4.3 Seja K definido como na proposic¸a˜o anterior. Se x e´ um ve´rtice de K
tal que h(x) = 1 ou h(x) = n, enta˜o x e´ chamado de pico e ϕ(x) ∈ Z ~An e´ dito ve´rtice
marginal. Aqui a aplicac¸a˜o ϕ e´ a definida na proposic¸a˜o 2.4.1
Lema 2.4.1 Seja K um ~An-quiver que possui apenas ve´rtices do tipo pico. Enta˜o K = Kα
ou K = Kβ, onde
Kα = • α−→ • β−→ • α−→ · · ·
Kβ = • β−→ • α−→ • β−→ · · ·
Demonstrac¸a˜o: Resultado imediato da proposic¸a˜o 2.4.2. 
Lema 2.4.2 Seja K um ~An-quiver que possui apenas ve´rtices do tipo pico. Enta˜o ϕ(K)
e´ um conjunto tilting completo satisfazendo minx∈K g(x) = 0.
Demonstrac¸a˜o: O fato de ϕ(K) satisfazer minx∈K g(x) = 0 segue diretamente da de-
finic¸a˜o de ϕ. Pelo lema anterior, sabemos que K = Kα ou K = Kβ. Mostremos que
ϕ(Kα) e´ um conjunto tilting completo, o caso ϕ(Kβ) e´ ana´logo. Primeiramente vamos
analisar como ϕ(Kα) esta´ espalhado em Z ~An. Temos que
Kα = x1
α−→ x2 β−→ x3 α−→ · · ·
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portanto, pela proposic¸a˜o 2.4.2, segue que
h(xi) =
{
0 , se i for ı´mpar
n , se i for par.
Tambe´m temos que
(xi)
α =
{
0 , se i for ı´mpar
i− 1 , se i for par e (xi)α =
{
n− i , se i for ı´mpar
0 , se i for par.
Pela definic¸a˜o de g(x), temos
g(xi) =
{
g(xi−1) + (xi−1)α + (xi)α + 1 , se i for ı´mpar e i 6= 1
g(xi−1) , se i for par
e, reescrevendo g(xi),
g(xi) =
{
g(xi−1) + n− 1 , se i for ı´mpar e i 6= 1
g(xi−1) , se i for par.
Portanto segue que, para i 6= 1, temos g(xi−1) ≤ g(xi). Como g(x2) = g(x1), temos que
g(x1) ≤ g(xi), para todo i.
Com isso podemos concluir que g(x1) = 0.
Apo´s essa ana´lise de g(x) e h(x), podemos deduzir que
ϕ(xi) =
{ ((
i−1
2
)
(n− 1), 1) , se i for ı´mpar e i 6= 1
(g(xi−1), n) , se i for par
(0, 1) (n− 1, 1) (2(n− 1), 1)
(0, n) (n− 1, n)
· · ·
Seja Σ o subquiver pleno de Z ~An = Db(k ~An) dado pelos ve´rtices {(0, 1), . . . , (0, n)}.
Consideremos a a´lgebra de caminhos dada pelo quiver abaixo.
(0, 1)← (0, 2)← · · · ← (0, n)
Enta˜o os ve´rtices (0, i) correspondem aos projetivos Pi de k ~An e
H = {X ∈ Db(k ~An); Hom(⊕Pi, X[i]) = 0, ∀i 6= 0}
e´ equivalente a` modk ~An.
Dado M um mo´dulo indecompon´ıvel de H, sabemos que:{
τDb(H)(M [n]) = (τHM)[n] , para M na˜o projetivo.
τDb(H)(Pi[n]) = Ii[n− 1] , para Pi projetivo.
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No que segue, denotaremos τ(M [i]) por τX[i].
Deste modo temos que ϕ(K) = {P1, Pn, In, τIn[1], τ 2In[2], τ 3In[3], . . . , τn−3In[n− 3]}.
Chamemos T = ϕ(K). Podemos reescrever T da seguinte forma
T = {P1, Pn, τPn[1], τ 2Pn[2], . . . , τn−2Pn[n− 2]}.
Vejamos que T e´ um conjunto tilting em Db(k ~An), isto e´, Hom(T, T [`]) = 0, para todo
` 6= 0.
Se ` ≥ 2 ou ` ≤ −1, vale a igualdade, pois H e´ heredita´ria. Se ` = 1, enta˜o
Hom(Pi, T [1]) = Ext
1(Pi, P1)⊕ Ext1(Pi, Pn)⊕ Ext2(Pi, τPn)⊕ . . .⊕ Extn−1(Pi, τn−2Pn).
Como Pi e´ projetivo para i ∈ {1, n}, cada um dos somandos acima e´ nulo.
Fixando t ∈ {1, . . . , n− 2}, vamos analisar Hom(τ tPn[t], τ iPn[i+ 1]) para 1 ≤ i ≤ n− 2.
Temos que
τ tPn[t] = τ
t(Pn[t]) = (τ
t−1In)[t− 1]
e
τ iPn[i+ 1] = τ
i(Pn[i+ 1]) = (τ
i−1In)[i].
Portanto
Hom(τ tPn[t], τ
iPn[i+ 1]) = Hom((τ
t−1In)[t− 1], (τ i−1In)[i])
= Hom(τ t−1In, (τ i−1In)[i− t+ 1]) (∗)
• Se i− t+ 1 < 0 ou i− t+ 1 ≥ 2, enta˜o (∗) = 0.
• Se i− t+ 1 = 0, temos i = t− 1. Neste caso,
(∗) = Hom(τ t−1In, τ t−2In) = 0
• Se i− t+ 1 = 1, enta˜o i = t. Neste caso,
(∗) = Hom(τ t−1In, τ t−1In[1]) = Ext1(τ t−1In, τ t−1In) ∼= DHom(τ t−1In, τ tIn) = 0
Resta verificar que Hom(τ tPn[t], Pn[1]) = 0, para 1 ≤ t ≤ n− 2. De fato,
Hom(τ tPn[t], Pn[1]) = Hom((τ
t−1In)[t− 1], Pn[1])
= Hom(τ t−1In, Pn[2− t])
= Ext2−t(τ t−1In, Pn) (∗∗)
• Se 2− t < 0, enta˜o (∗∗) = 0
• Se 2− t ≥ 2, enta˜o (∗∗) = 0
• Se 2− t = 1, enta˜o t = 1. Disto segue que
(∗∗) = Ext1(In, Pn) = DHom(Pn, τIn) = 0
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• Se 2− t = 0, enta˜o t = 2. Disto segue que
(∗∗) = Hom(τIn, Pn) = 0
De maneira ana´loga e´ fa´cil ver que Hom(τ tPn[t], P1[1]) = 0, para 1 ≤ t ≤ n− 2.
Disto segue que T = ϕ(K) e´ com conjunto tilting completo. 
Exemplo 2.4.3 Consideremos T ∈ Z ~A5 um conjunto tilting completo que possui um
dado ve´rtice interno P , como abaixo:
X1
X2
P
Y1
Y2
Figura 2.20
Os conjuntos tilting {X1, X2, P} e {Y1, Y2, P} da˜o origem a mergulhos fie´is e plenos jX :
Db(k ~A3) → Db(k ~A5) e jY : Db(k ~A3) → Db(k ~A5). Podemos assumir que jX(Z ~A3)0 ⊂
(Z ~A5)0 e jY (Z ~A3)0 ⊂ (Z ~A5)0, em particular, jXPX = P e jY PY = P onde PX = (0, 3) ∈
(Z ~A3)0 e PY = (0, 3) ∈ (Z ~A3)0, como na figura abaixo.
jX(0, 1)
jX(0, 2)
P
jY (0, 1)
jY (0, 2)
Figura 2.21
Com essas notac¸o˜es, os conjuntos tilting completos T de k(Z ~A5) contendo P sa˜o exata-
mente os conjuntos jX(L) ∪ jY (N) onde L ⊂ (Z ~A3)0 e N ⊂ (Z ~A3)0 sa˜o conjuntos tilting
completos contendo PX e PY , respectivamente.
Em particular, se considerarmos o conjunto T = {T1, T2, P, T4, T5} abaixo,
T1
T2
P
T4
T5
Figura 2.22
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temos que
T1 = jX(−2, 3), T2 = jX(0, 1), P = jX(0, 3) = jY (0, 3), T4 = jY (2, 1), T5 = jY (2, 3)
Portanto os conjuntos L = {L1, L2, PX} e N = {N1, N3, PY } sa˜o respectivamente:
L1
L2
PX
Figura 2.23: L1 = (−2, 3), L2 = (0, 1), PX = (0, 3)
N1
N2PY
Figura 2.24: PY = (0, 3), N1 = (2, 1), L2 = (2, 3)
Os ~An-quivers de L e N sa˜o respectivamente:
L1
β // L2
α // PX
PY
β // N1
α // N2
e o ~An-quiver de T e´ dado por:
T1
β // T2
α // P
α // T4
β // T5
isto e´, como o mergulho jY inverte a numerac¸a˜o das coordenadas em relac¸a˜o aos eixos
(α, β) dos elementos de N , enta˜o quando juntamos os ~An-quivers temos uma inversa˜o
com respeito a`s classes das flechas.
Uma discussa˜o sobre a prova do resultado a seguir pode ser encontrada em 2.3.1, 2.3.2,
2.3.3 e 2.3.4. A demonstrac¸a˜o desse teorema, dada por Keller-Vossieck, pode ser encon-
trada em [13], tal demonstrac¸a˜o utiliza o resultado do lema 2.4.2 e os mergulhos definidos
no exemplo 2.4.3.
Teorema 2.4.1 [Keller-Vossieck [13]] A aplicac¸a˜o ϕ : K0 7→ MK induz uma bijec¸a˜o da
classe de isomorfismos de ~An-quivers para os conjuntos tilting completos de ind Db(k ~An) =
k(Z ~An) com min(g,h)∈M g = 0. Ale´m disso, o espectro de MK e´ descrito pelo quiver K
limitado por todas as poss´ıveis relac¸o˜es αβ = 0 e βα = 0.
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2.5 Os conjuntos tilting completos de ind Db(k ~A4)
Aqui vamos utilizar a aplicac¸a˜o da proposic¸a˜o 2.4.1 para encontrarmos todos os con-
juntos tilting completos de ind Db(k ~A4). Para isso, basta listarmos todos os poss´ıveis
~A4-quivers e em seguida calcularmos suas imagens atrave´s da aplicac¸a˜o ϕ.
1. 1 α // 2 α // 3 α // 4
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2. 1
β // 2
β // 3
β // 4
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3. 1
β // 2 α // 3 α // 4
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4. 1 α // 2
β // 3
β // 4
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5. 1 α // 2
β // 3 α // 4
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◦
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6. 1
β // 2 α // 3
β // 4
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7. 1 α // 2 α // 3
β // 4
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β // 2
β // 3 α // 4
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Cap´ıtulo 3
Aisles e objetos silting em Db(k∆)
A noc¸a˜o de categoria triangulada tem provado ser muito u´til na teoria de repre-
sentac¸o˜es de a´lgebras. Em particular, existe uma forte relac¸a˜o entre o estudo de t-
estruturas e teoria tilting. Keller e Vossieck consideraram certas subcategorias chamadas
aisles, e mostraram que, se U e´ um aisle, enta˜o (U ,U⊥[1]) e´ uma t-estrutura, e reciproca-
mente toda t-estrutura e´ dessa forma.
Neste cap´ıtulo iremos fazer um estudo a respeito dessas subcategorias. Mais especifi-
camente estamos interessados em estudar os aisles da categoria derivada limitada Db(k∆),
onde ∆ e´ um quiver do tipo Dynkin. O objetivo e´ fazer um estudo da classificac¸a˜o, feita
por Keller e Vossieck em [13], a respeito de certos tipos de aisles U de Db(k∆), ditos
aisles separa´veis. Keller e Vossieck introduziram dois tipos de aisles em uma categoria
triangulada T , os aisles fie´is e os aisles separa´veis. Um aisle e´ dito fiel se a inclusa˜o U → T
se estende a uma S-equivaleˆncia Db(U0) → ⋃n∈N U [−n], e um aisle e´ dito separa´vel se⋂
n∈N U [n] = 0. Em [13], Keller e Vossieck classificam os aisles fie´is afirmando que existe
uma bijec¸a˜o entre eles e os conjuntos tilting completos (apresentados no cap´ıtulo 2).
Estamos interessados em dar uma classificac¸a˜o parecida para os aisles separa´veis e,
para isso, introduziremos o conceito de conjunto silting, o qual e´ uma generalizac¸a˜o de
conjunto tilting. Ao final deste cap´ıtulo iremos enunciar um resultado que classifica os
aisles separa´veis atrave´s de uma bijec¸a˜o entre eles e os conjuntos silting de Db(k∆).
Para atingirmos nosso objetivo, fizemos em um primeiro momento um estudo a res-
peito das propriedades que os aisles possuem em geral, contemplado na primeira sec¸a˜o
deste cap´ıtulo. Nela foram definidos aisles em categorias trianguladas, categoria perpendi-
cular e categoria estendida. Mostramos que e´ poss´ıvel construirmos aisles ao relacionarmos
essas duas u´ltimas categorias de uma certa forma espec´ıfica.
Em seguida, iniciamos um estudo espec´ıfico a respeito dos aisles separa´veis da cate-
goria Db(k∆), onde ∆ e´ um quiver do tipo Dynkin. Aqui definimos aisles separa´veis e
apresentamos alguns exemplos, assim como alguns resultados espec´ıficos sobre esses aisles.
Um desses resultados, que se mostrou crucial para alcanc¸armos nosso objetivo, foi o fato
de todo aisle separa´vel possuir ao menos uma fonte.
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Ale´m de estudarmos resultados a respeito dos aisles separa´veis, iremos definir uma
aplicac¸a˜o que gera um aisle a partir de um subconjunto finito de ind Db(k∆). Essa
aplicac¸a˜o sera´ responsa´vel por relacionar os conjuntos silting com os aisles separa´veis.
Mostraremos que dado um aisle separa´vel em Db(k∆), e´ poss´ıvel extrairmos dele um
conjunto silting. Esse resultado e´ essencial para um melhor entendimento a respeito da
bijec¸a˜o entre os conjuntos silting e os aisles separa´veis de Db(k∆).
3.1 Aisles em categorias trianguladas
O objetivo desta sec¸a˜o e´ fornecer algumas definic¸o˜es e resultados ba´sicos a respeito
dos aisles. Iniciaremos definindo um aisle U em uma categoria triangulada T qualquer, em
seguida, enunciaremos duas proposic¸o˜es as quais caracterizam quando uma subcategoria
U ⊂ T e´ um aisle.
Tambe´m iremos introduzir os conceitos de categoria perpendicular e categoria esten-
dida. Faremos isso com o objetivo de mostrar que dados dois aisles U e V em uma categoria
triangulada T , se V ⊂ U⊥, enta˜o a categoria estendida U ∗ V e´ um aisle. Finalizaremos a
sec¸a˜o com um exemplo desse caso.
Definic¸a˜o 3.1.1 Seja T uma categoria triangulada com funtor suspensa˜o S. Uma sub-
categoria plena e aditiva U de T e´ dita um aisle em T se:
(a) SU ⊂ U .
(b) U e´ esta´vel para extenso˜es, isto e´, para cada triaˆngulo X → Y → Z → SX de T ,
temos que Y ∈ U sempre que X,Z ∈ U .
(c) A inclusa˜o U → T admite um adjunto a` direita T → U , X 7→ XU .
Ao longo do texto, por vezes, iremos denotar Sn(X) = X[n] e diremos que X[n] e´ o
n-e´simo shift do objeto X.
Proposic¸a˜o 3.1.1 Uma subcategoria plena U de T e´ um aisle se, e somente se, satisfaz:
(a) U [1] ⊂ U .
(b) U e´ estritamente plena, isto e´, U e´ plena e fechada para isomorfismos.
(c) Para cada objeto X ∈ T , existe um triaˆngulo XU → X → XU⊥ → XU [1], com
XU ∈ U e XU⊥ ∈ U⊥.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [16] na pa´gina 113. 
A seguir vamos definir categoria Krull-Schmidt, e enunciar um resultado que nos diz
quando uma subcategoria plena de uma categoria triangulada Krull-Schmidt e´ um aisle.
Definic¸a˜o 3.1.2 Chamamos uma categoria aditiva T de categoria Krull-Schmidt se
cada objeto de T e´ uma soma direta finita de objetos com anel de endomorfismos local.
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Proposic¸a˜o 3.1.2 Seja T uma categoria triangulada Krull-Schmidt e U uma subcatego-
ria plena aditiva, a qual e´ fechada tomando somandos diretos. A subcategoria U e´ um
aisle em T se, e somente se, satisfaz:
(a) U [1] ⊂ U .
(b) U e´ esta´vel para extenso˜es, isto e´, para cada triaˆngulo X → Y → Z → X[1] de T ,
temos que Y ∈ U sempre que X,Z ∈ U .
(c) Para cada objeto X de T o funtor Hom( , X)|U e´ finitamente gerado, isto e´, existe
U ∈ U e um epimorfismo HomU( , U)→ HomT ( , X)|U .
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [13] na pa´gina 3. 
Vamos agora definir categoria estendida e categoria perpendicular. Mostraremos como
e´ poss´ıvel utilizar a categoria perpendicular para produzirmos um aisle na categoria es-
tendida.
Definic¸a˜o 3.1.3 Sejam U e V aisles em uma categoria triangulada T . Definimos a
categoria estendida de U e V por:
U ∗ V = {X ∈ T ; ∃ um triaˆngulo U → X → V → U [1], com U ∈ U , V ∈ V}.
Definic¸a˜o 3.1.4 Para cada subcategoria plena V de T , denotamos por V⊥ e ⊥V as sub-
categorias plenas e aditivas definidas por:
V⊥ = {Y ∈ T ; Hom(X, Y ) = 0, ∀X ∈ V}
⊥V = {Y ∈ T ; Hom(Y,X) = 0, ∀X ∈ V}
As categorias V⊥ e ⊥V sa˜o ditas categorias perpendiculares.
Note que (U∗V)⊥ = U⊥∩V⊥. De fato, como existem os triaˆngulos U → U → 0→ U [1]
e 0→ V → V → 0[1], enta˜o U ,V ⊂ U∗V . Portanto (U∗V)⊥ ⊂ U⊥∩V⊥. Seja Y ∈ U⊥∩V⊥,
enta˜o Hom(U, Y ) = 0 = Hom(V, Y ) ∀U ∈ U e ∀V ∈ V . Se X ∈ U ∗ V , enta˜o existe um
triaˆngulo
U → X → V → U [1], com U ∈ U e V ∈ V .
Aplicando Hom( , Y ) ao triaˆngulo acima, temos que Hom(X, Y ) = 0. Disto segue que
U⊥ ∩ V⊥ ⊂ (U ∗ V)⊥.
Este fato nos sera´ u´til na demonstrac¸a˜o da proposic¸a˜o abaixo.
Proposic¸a˜o 3.1.3 Sejam U e V aisles em uma categoria triangulada T tais que V ⊂ U⊥.
Enta˜o
W := U ∗ V = {X ∈ T ;∃ um triaˆngulo U → X → V → U [1], com U ∈ U , V ∈ V}
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tambe´m e´ um aisle em T .
Demonstrac¸a˜o: Mostremos que W satisfaz as condic¸o˜es da proposic¸a˜o 3.1.1. Primeiro
mostremos que W [1] ⊂ W . De fato, seja X ∈ W , enta˜o existe um triaˆngulo U → X →
V → U [1] com U ∈ U e V ∈ V . Portanto existe o triaˆngulo U [1]→ X[1]→ V [1]→ U [2].
Como U e V sa˜o aisles, U [1] ∈ U e V [1] ∈ V , disto segue que X[1] ∈ W . Agora mostremos
a terceira condic¸a˜o. Como U e V sa˜o aisles, dado X ∈ T existem os seguintes triaˆngulos:
XU
u−→ X v−→ XU⊥ w−→ XU [1] e (XU⊥)V u
′−→ XU⊥ v′−→ (XU⊥)V⊥ w′−→ (XU⊥)V [1],
em que XU ∈ U , XU⊥ ∈ U⊥, (XU⊥)V ∈ V e (XU⊥)V⊥ ∈ V⊥. Temos o seguinte quadrado
comutativo que pode ser completado de maneira a formar um morfismo de triaˆngulos
X
v // XU
⊥ w //
v′

XU [1]
θ

−u[1] // X[1]
X v
′v // (XU
⊥
)V
⊥ // Z // X[1].
Portanto existe o triaˆngulo
Z[−1] −→ X v′v−→ (XU⊥)V⊥ −→ Z.
Resta mostrar que Z[−1] ∈ W e que (XU⊥)V⊥ ∈ W⊥. De fato, pelo axioma do octaedro
temos:
X
v // XU
⊥ w //
v′

XU [1]
θ

−u[1] // X[1]
X
v′v // (XU
⊥
)V
⊥

// Z

// X[1]
C

C

XU
⊥
[1] // XU [2]
Sabemos que C = (XU
⊥
)V [1] e, portanto, existe o triaˆngulo
XU︸︷︷︸
∈ U
→ Z[−1]→ (XU⊥)V︸ ︷︷ ︸
∈ V
→ XU [1]
disto segue que Z[−1] ∈ W . Para mostrar que (XU⊥)V⊥ ∈ W⊥, basta observar que
W⊥ = U⊥ ∩V⊥. Como (XU⊥)V⊥ ∈ U⊥ ∩V⊥, segue o resultado desejado. Vejamos que W
e´ estritamente plena. Sejam X ∈ W e Y ∈ T tais que existe um isomorfismo f : X → Y ,
enta˜o temos o seguinte diagrama comutativo:
XU
u // X
v //
f

XV // XU [1]
XU
fu // Y
vf−1 // XV // XU [1]
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Disto segue que Y ∈ W . 
Proposic¸a˜o 3.1.4 Sejam U e V aisles em Db(A), onde A e´ uma categoria abeliana. Se
U ⊂ ⊥V, enta˜o U ∗ V e´ um aisle.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [21]. 
Exemplo 3.1.1 Considere U e V aisles em ind Db(k ~A5) tais que V ⊂ U⊥, como e´ ilus-
trado na imagem abaixo:
U =
∨
n∈N
U [n], V =
∨
n∈N
V [n]
V
V [1]
V [2]
V [3]
U
U [1]
U [2]
U [3]
Figura 3.1
Enta˜o temos que W = U ∗ V e´ o aisle representado na figura abaixo:
W
Figura 3.2
3.2 A imagem essencial de um funtor
O objetivo desta sec¸a˜o e´ apresentarmos um S-funtor fiel e pleno F : Db(B)→ Db(A),
onde A e´ uma a´lgebra de dimensa˜o finita e B = End(
⊕s
i=1 Ti), onde {T1, . . . , Ts} e´ um
conjunto tilting Db(A), tal que a imagem essencial desse S-funtor F e´ um aisle em Db(A).
Para isso iniciaremos definindo categoria suspendida, e logo em seguida definiremos o
conceito de S-funtor entre categorias suspendidas.
Finalizaremos a sec¸a˜o apresentando a definic¸a˜o de imagem essencial, e enunciaremos
que a imagem do nosso S-funtor F e´ um aisle.
Definic¸a˜o 3.2.1 Seja T uma categoria triangulada. Uma subcategoria plena C ⊂ T ,
fechada para somandos diretos, e´ dita suspendida se e´ fechada para shifts positivos e
extenso˜es, isto e´,
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(a) Se X ∈ C , enta˜o X[1] ∈ C .
(b) Se X → Y → Z → X[1] e´ um triaˆngulo em T , com X,Z ∈ C , enta˜o Y ∈ C .
Definic¸a˜o 3.2.2 Seja T uma categoria triangulada. Sejam C e C ′ duas subcategorias
suspendidas de T . Um S-funtor de C para C ′ e´ formado por um funtor F : C → C ′ e
uma transformac¸a˜o natural φ : FS → SF tal que, para todo triaˆngulo de C ,
X
u−→ Y v−→ Z w−→ SX
temos que
FX
Fu−→ FY Fv−→ FZ (φX)(Fw)−→ SFX
e´ um triaˆngulo em C ′. Esta condic¸a˜o aplicada ao caso em que Y = 0, implica que φ e´
invert´ıvel. De fato, note que, se Y = 0, enta˜o temos FY = 0 e portanto w e (φX ◦Fw) sa˜o
isomorfismos. Neste caso, Fw e´ isomorfismo, pelo fato de w ser, e consequentemente φX
e´ um isomorfismo. Um S-funtor (F, φ) e´ dito uma S-equivaleˆncia se F e´ uma equivaleˆncia
de categorias.
Agora iremos apresentar alguns resultados relevantes para iniciarmos a construc¸a˜o do
S-funtor F citado no in´ıcio da sec¸a˜o. A proposic¸a˜o abaixo e´ o primeiro resultado que vem
nos auxiliar nesse sentido.
Proposic¸a˜o 3.2.1 Sejam A e B duas k-a´lgebras de dimensa˜o finita e F : Db(B)→ Db(A)
um S-funtor fiel e pleno. Enta˜o o conjunto {FP ; P e´ um B-mo´dulo projetivo indecompon´ıvel}
e´ um conjunto tilting.
Demonstrac¸a˜o: Dados Pi e Pj B-mo´dulos projetivos indecompon´ıveis, temos:
Hom(FPi, (FPj)[`]) ∼= Hom(FPi, F (Pj[`])), pois F e´ um S-funtor.
∼= Hom(Pi, Pj[`]), pois F e´ fiel e pleno.
(∗)
= Ext`B(Pi, Pj)
= 0, para ` 6= 0.
A igualdade (∗) pode ser encontrada em [8] na pa´gina 166. 
Agora vamos definir o conceito de imagem essencial e logo em seguida iniciaremos a
construc¸a˜o do S-funtor F .
Definic¸a˜o 3.2.3 A imagem essencial de um funtor F : C → C ′ e´ a subcategoria plena
de C ′ cujos objetos sa˜o dados por todos os objetos de C ′ que sa˜o isomorfos a algum objeto
de Im(F ).
Seja {T1, . . . , Ts} um conjunto tilting em Db(A) e B = End(T ), em que T =
⊕s
i=1 Ti.
Considere o funtor
i : PB −→ Db(A)
Hom(T, Ti) 7→ T •i
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onde PB e´ a subcategoria plena de mod(B) consistindo dos B-mo´dulos projetivos e T •i e´
o complexo concentrado no grau zero. O funtor i se estende a um S-funtor fiel e pleno
(ver [14], 3.2)
E : Kb(PB) −→ Db(A)
em que Kb(PB) e´ a categoria de homotopia de Cb(PB) dos complexos limitados sobre PB.
Disto temos o seguinte resultado.
Proposic¸a˜o 3.2.2 Considere A uma k-a´lgebra de dimensa˜o finita, com gldim A < ∞.
Seja T = {T1, . . . , Ts} um conjunto tilting tal que Hom(Ti, Tj) = 0 para todo i > j e
End(Ti) ∼= k. Se B = End(
⊕s
i=1 Ti), ∀i, enta˜o a imagem essencial do S-funtor fiel e
pleno F , obtido da composic¸a˜o
Db(B) −→ Kb(PB) −→ Db(A)
e´ um aisle em Db(A), onde Db(B)→ Kb(PB) e´ a equivaleˆncia natural. Em particular, F
possui um adjunto a` direita.
Demonstrac¸a˜o: Por hipo´tese temos gldimA <∞, enta˜o e´ poss´ıvel mostrar que gldimB <
∞, e por isso temos a equivaleˆncia natural Kb(PB) → Db(B). O restante da prova pode
ser encontrado em [14]. 
3.3 Aisles separa´veis e a aplicac¸a˜o T 7→ F(T )
O objetivo desta sec¸a˜o e´ definirmos aisles separa´veis e fornecermos alguns exemplos.
Tambe´m iremos definir uma aplicac¸a˜o que gera um aisle a partir de um dado subconjunto
de ind Db(k∆).
Definic¸a˜o 3.3.1 Sejam T uma categoria triangulada e U um aisle de T . Dizemos que
U e´ um aisle separa´vel se ⋂n∈N U [n] = 0.
Exemplo 3.3.1 Consideremos W = ∨i∈Z U [i] um aisle em Db(k ~A5), como na imagem
abaixo:
U [−1]
U
U [1]
U [2]
Figura 3.3
Neste caso temos
⋂
n∈NW [n] =W, portanto W na˜o e´ um aisle separa´vel.
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Definic¸a˜o 3.3.2 Seja k∆ uma a´lgebra de caminhos de um quiver tipo Dynkin ∆. Dado
um subconjunto M ⊂ ind Db(k∆), definimos F(M) como a menor subcategoria estri-
tamente plena de Db(k∆) que conte´m M , e´ esta´vel por S e fechada para extenso˜es e
somandos diretos.
A subcategoria F(M), definida acima, e´ um aisle (ver [13], pa´g. 10).
Exemplo 3.3.2 Consideremos T = {T1, T2, T3, T4} como sendo o conjunto tilting com-
pleto de ind Db(k ~A4), dado abaixo:
T1
T2
T3
T4
Figura 3.4
Analisemos quem e´ F(T ). Como F(T ) deve ser esta´vel por S, temos que T [`] ⊂ F(T )
para todo ` ≥ 0.
T1
T2
T3
T4T1[1]
T2[1]
T3[1]
T4[1]T1[2]
T2[2]
T3[2]
T4[2]T1[3]
T2[3]
Figura 3.5
Agora, precisamos que F(T ) seja fechado para extenso˜es:
T1
T2
T3
T4T1[1]
T2[1]
T3[1]
T4[1]T1[2]
T2[2]
T3[2]
T4[2]T1[3]
T2[3]
A
B
C D
E
F
A[1]
B[1]
C[1] D[1]
E[1]
F [1]
A[2]
B[2]
C[2]
A[3]
Figura 3.6
Aqui temos os seguintes triaˆngulos:
T2 → A→ T1[1]→ T2[1]
T3 → B → T2[1]→ T3[1]
B → C → T1[2]→ B[1]
T4 → D → T3[1]→ T4[1]
D → E → T2[2]→ D[1]
E → F → T1[3]→ E[1]
Disto segue que F(T ) e´ dado por
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Figura 3.7
Note que, no exemplo acima, temos que F(T ) e´ um aisle separa´vel.
3.4 Objetos silting e os aisles separa´veis
Keller e Vossieck, em [13], introduzem a seguinte definic¸a˜o de aisle fiel. Um aisle U
e´ dito fiel se a inclusa˜o U → T se estende a uma S-equivaleˆncia Db(U0) → ⋃n∈N U [−n].
Neste mesmo artigo, afirmam que a aplicac¸a˜o T 7→ F(T ), definida em 3.3.2, e´ uma bijec¸a˜o
entre os conjuntos tilting completos de Db(k∆) e os aisles fie´is, onde ∆ e´ um quiver do
tipo Dynkin.
Nesta sec¸a˜o vamos generalizar o conceito de um conjunto tilting, de modo a obter
uma descric¸a˜o ana´loga para todos os aisles separa´veis de Db(k∆), essa generalizac¸a˜o sera´
justamente o conceito de conjunto silting.
3.4.1 Alguns resultados sobre os aisles separa´veis
Lema 3.4.1 Seja ∆ um quiver tipo Dynkin. Se U ⊂ Db(k∆) e´ um aisle separa´vel, enta˜o
U possui ao menos uma fonte.
Demonstrac¸a˜o: Suponhamos que U na˜o possui fonte, logo para todo objeto X0 ∈ U
existe um caminho infinito
· · · → Xn → Xn−1 → · · · → X1 → X0 (∗)
em U , isto e´, Xi ∈ U e Xi → Xi−1 sa˜o morfismos na˜o nulos em Db(k∆). Como
Db(k∆) =
•∨
i∈Z
H[i], onde H = mod(k∆),
existe algum j ∈ N tal que Xj = M [−n1], para algum M ∈ H[0] e n1 ∈ N. Suponhamos
que j e´ o menor inteiro com essa propriedade, e denotemos por j1, isto e´, Xj1 = M [−n1]
com M ∈ H[0]. Uma vez que H[0] tem um nu´mero finito de ve´rtices, segue que existe
j2 > j1 tal que Xj2 = M
′[−n2] com n2 > n1 e M ′ ∈ H[0].
Como o caminho (∗) e´ infinito, e todos os elementos sa˜o distintos - ja´ que H na˜o possui
ciclo -, temos que no caminho (∗) existem infinitos Xji tais que Xji = Mi[−ni] com
ni > ni−1, onde ni ∈ N e Mi ∈ H[0]. Temos que U e´ fechado para shift positivo, portanto
como Xji ∈ U , segue que
{Mi[−ni], Mi[−(ni − 1)], Mi[−(ni − 2)], . . . , Mi[−1], Mi, . . .} ∈ U .
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Como H e´ finito e Mi ∈ H, para todo i, logo existe Z ∈ H[0] tal que para infinitos ı´ndices
`′s, temos M` = Z, isto e´, Xj` = Z[−n`]. Como Z[−n`] ∈ U para infinitos n`′s com
n`k+1 > n`k , enta˜o Z[−n] ∈ U para todo n ∈ N. Disto segue que Z ∈
⋂
n∈N U [n], o que
contradiz a hipo´tese de U ser separa´vel. 
Definic¸a˜o 3.4.1 SejaW um aisle em Db(k∆), em que ∆ e´ um quiver do tipo Dynkin. Se
Q ∈ ind Db(k∆), definimos BQ como sendo a subcategoria plena de Db(k∆) cujos objetos
sa˜o somas diretas de objetos Q[n], n ∈ Z. Ale´m disso, definimos:
WQ =W ∩ BQ e W⊥Q =W ∩ ⊥(BQ)
Proposic¸a˜o 3.4.1 [Keller-Vossieck, [13]] SejaW um aisle separa´vel em Db(k∆), em que
∆ e´ um quiver do tipo Dynkin. Dada uma fonte Q em W, podemos escolher ∆ com um
poc¸o q tal que Q = eqk∆. Ale´m disso, existe um S-funtor fiel e pleno Db(k∆′)→ Db(k∆),
em que ∆′ e´ obtido de ∆ omitindo o ve´rtice q e todas as flechas chegando nele. A imagem
essencial deste S-funtor e´ igual a ⊥BQ.
Corola´rio 3.4.1 Seja W um aisle separa´vel em Db(k∆), em que ∆ e´ um quiver do tipo
Dynkin. Dada uma fonte Q, temos que ⊥BQ e´ um aisle em Db(k∆).
Demonstrac¸a˜o: E´ resultado imediato das proposic¸o˜es 3.2.2 e 3.4.1. 
Lema 3.4.2 Seja W um aisle separa´vel em Db(k∆), em que ∆ e´ um quiver do tipo
Dynkin. Enta˜o existe uma fonte Q ∈ W tal que
W =W⊥Q ∗WQ.
Demonstrac¸a˜o: Seja W um aisle separa´vel em Db(k∆) (ie, ⋂n∈NW[n] = 0), e seja Q
uma fonte em ind W . Podemos supor que ∆ possui um u´nico poc¸o q e que Q = (0, q).
Seja BQ a subcategoria plena de Db(k∆) cujos objetos sa˜o somas diretas de objetos de
Q[n], n ∈ Z. O conjunto tilting {(0, r); r ∈ ∆0, r 6= q} ⊂ k(Z∆) nos fornece um S-funtor
fiel e pleno Db(k∆′) → Db(k∆), em que ∆′ e´ obtido de ∆ omitindo o ve´rtice q e todas
as flechas chegando nele. Pela proposic¸a˜o 3.4.1, a imagem essencial desse funtor e´ igual a
⊥(BQ).
Mostremos que W = W⊥Q ∗ WQ. Por definic¸a˜o, temos que W⊥Q ⊂ W e WQ ⊂ W .
Sendo W fechado para extenso˜es, segue que W⊥Q ∗ WQ ⊂ W . Agora mostremos que
W ⊂W⊥Q ∗WQ. Seja X um indecompon´ıvel emW na˜o isomorfo a Q. Temos o triaˆngulo
X⊥BQ → X → XBQ → X⊥BQ [1]
Como X ∈ W , segue que XBQ ∈ WQ[1], pois Q e´ fonte. Considere o triaˆngulo
XBQ [−1]→ X⊥BQ → X → XBQ .
Pelo fato de XBQ [−1] ∈ WQ ⊂ W e X ∈ W , segue que X⊥BQ ∈ W e, portanto, X⊥BQ ∈
W⊥Q. Com isso conclu´ımos que W =W⊥Q ∗WQ. 
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Exemplo 3.4.1 Considere ∆ = ~A4, em que ~A4 e´ o quiver 1 ← 2 ← 3 ← 4. Temos que
mod(k∆) e´ dada por:
1
2
1
3
2
1 4
3
2
1
2 3 4
3
2
4
3
4
3
2
Seja W o seguinte aisle destacado por • abaixo, em Db(k∆):
mod(k∆)[0]
Figura 3.8
Temos que o projetivo 1 em mod(k∆) corresponde a um poc¸o em ∆, e o mesmo corres-
ponde a uma fonte no aisle W.
Denotemos por Q = (0, 1) a fonte em W ⊂ Db(k∆) associada ao poc¸o 1 em ∆. Portanto
temos que BQ e´ dada por:
Q Q[2]
Q[1] Q[3]
Figura 3.9
O conjunto tilting {(0, r); r ∈ ∆0, r 6= 1} ⊂ k(Z∆) nos fornece um S-funtor fiel e pleno
Db(k∆′) → Db(k∆), em que ∆′ e´ obtido de ∆ omitindo o ve´rtice 1 e todas as flechas
chegando nele, isto e´,
∆′ : 2← 3← 4
A parte hachurada da figura abaixo destaca o mergulho Db(k∆′)→ Db(k∆).
Q Q[2]
Q[1] Q[3]
(0, 2)
(0, 3)
(0, 4)
Figura 3.10
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A imagem essencial desse funtor e´ igual a ⊥BQ. Mostremos que
W =W⊥Q ∗WQ.
Primeiramente, vejamos quem sa˜o W⊥Q e WQ.
Q Q[2]
Q[1] Q[3]R5[−1]
R3
R2 R4
R5R6
R3[1]
R2[1]
R1[1]
R4[1]
R5[1]R6[1]
R3[2]
R2[2]
R1[2]
R4[2]
R5[2]R6[2]
R1[3]
Figura 3.11
Aqui temos W⊥Q = {Ri[n]; i = 1, . . . , 6, n ∈ N}\{R1}
⋃{R5[−1]}
Agora vejamos quem sa˜o os elementos de W⊥Q ∗WQ. Temos os seguintes triaˆngulos
R5[−1]→ A→ Q[1]→ R5, R3 → B → Q[2]→ R3[1], R4 → C → Q[2]→ R4[1]
A
B
C
A[1]
B[1]
C[1]
A[2]
B[2]
C[2]
A[3]
Q Q[2]
Q[1] Q[3]R5[−1]
R3
R2 R4
R5R6
R3[1]
R2[1]
R1[1]
R4[1]
R5[1]R6[1]
R3[2]
R2[2]
R1[2]
R4[2]
R5[2]R6[2]
R1[3]
Figura 3.12
Portanto segue que W =W⊥Q ∗WQ.
Exemplo 3.4.2 Seja ∆ o quiver dado por 2 → 1 ← 3. Enta˜o temos Γ(mod(k∆)) como
abaixo:
1
2
1
3
1
2 3
1
3
2
Considere W o aisle em Db(k∆) dado abaixo:
W =
∨
i∈N
mod(k∆)[i]
3[−2]
2[−2]
1[−1]
2
1 [−1]
3
1 [−1]
2 3
1 [−1]
3[−1]
2[−1]
1
2
1
3
1
2 3
1
3
2
1[1]
2
1 [1]
3
1 [1]
2 3
1 [1]
3[1]
2[1]
1[2]
2
1 [2]
3
1 [2]
2 3
1 [2]
3[2]
2[2]
Figura 3.13
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Temos que o projetivo 1 em mod(k∆) e´ uma fonte em W. Tomemos Q = (0, 2) uma
fonte em W que corresponde ao projetivo 1. Assim temos que BQ e´ como abaixo,
Q[−1] Q Q[1] Q[2]
Figura 3.14
e, ale´m disso, ⊥BQ e´ dado por:
2
1 [−1]
3
1 [−1]
2
1
3
1
2
1 [1]
3
1 [1]
2
1 [2]
3
1 [2]
Figura 3.15
Mostremos que W =W⊥Q ∗WQ.
Primeiramente vejamos quem sa˜o W⊥Q e WQ,
1
2
1
3
1
1[1]
2
1 [1]
3
1 [1]
1[2]
2
1 [2]
3
1 [2]
Figura 3.16
Agora, vejamos quem sa˜o os elementos de W⊥Q ∗WQ. Temos os seguintes triaˆngulos:
2
1 → 2→ 1[1]→ 21 [1]
3
1 → 3→ 1[1]→ 31 [1](
2
1 ⊕ 31
)→ 2 31 → 1[1]→ ( 21 ⊕ 31 ) [1]
Como W⊥Q ∗ WQ e´ aisle, segue que os shifts positivos desses objetos tambe´m esta˜o em
W⊥Q ∗WQ.
1
2
1
3
1
2 3
1
3
2
1[1]
2
1 [1]
3
1 [1]
2 3
1 [1]
3[1]
2[1]
1[2]
2
1 [2]
3
1 [2]
2 3
1 [2]
3[2]
2[2]
Figura 3.17
Portanto segue que W =W⊥Q ∗WQ.
3.4. Objetos silting e os aisles separa´veis 64
3.4.2 A relac¸a˜o entre os silting e os aisles separa´veis
Apo´s termos estudado algumas propriedades a respeito dos aisles separa´veis, vamos
agora introduzir o conceito de conjunto silting e mostrar como esses conjuntos esta˜o
relacionados com esses aisles.
Definic¸a˜o 3.4.2 Um conjunto silting em Db(k∆) e´ um subconjunto finito {R1, . . . , Rs} ⊂
ind Db(k∆) tal que Hom(Ri, Rj[`]) = 0, para todo ` > 0.
Seja T = {T1, . . . , Ts} um conjunto tilting em Db(k∆) ordenado de maneira que
Hom(Tj, Ti) = 0, para todo j > i. Consideremos p : {1, . . . , s} → N uma func¸a˜o na˜o
decrescente tal que p(1) = 0. Enta˜o, pela definic¸a˜o 3.4.2, temos que
{R1 := T1[p(1)], . . . , Rs := Ts[p(s)]}
e´ um conjunto silting em Db(k∆).
Keller e Vossieck, em [13], demonstram que no caso espec´ıfico em que ∆ = ~An, temos
que todos os conjuntos silting sa˜o gerados a partir de algum tilting atrave´s desse processo.
Proposic¸a˜o 3.4.2 Seja W um aisle separa´vel em Db(k∆), em que ∆ e´ um quiver tipo
Dynkin. Enta˜o W ∩ ⊥(W [1]) ∩ ind Db(k∆) e´ um conjunto silting, ale´m disso, todas as
fontes de W esta˜o nesse conjunto.
Demonstrac¸a˜o: Primeiramente mostremos queW∩⊥(W [1])∩ind Db(k∆) 6= ∅. Sabemos
que existe pelo menos uma fonte Q emW , mostremos que Q ∈ ⊥(W [1]). De fato, suponha
que Q /∈ ⊥(W [1]), logo existe Y ∈ W e um morfismo na˜o nulo f : Q → Y [`], com ` ≥ 1.
Considere o triaˆngulo
Q −→ Y [`] −→ Cf −→ Q[1],
enta˜o temos tambe´m o triaˆngulo
Y [`] −→ Cf −→ Q[1] −→ Y [`+ 1].
Como Y [`], Q[1] ∈ W [1], segue que Cf ∈ W [1] e, portanto, Cf [−1] ∈ W . Logo, existe o
triaˆngulo
Cf [−1] g−→ Q f−→ Y [`] −→ Cf em W
mas como Q e´ fonte em W , temos que Cf [−1] = 0 e portanto Q = Y [`]. Agora como Q
e´ fonte, temos que Q /∈ W [1], o que implica que Y [`] /∈ W [1] e isso e´ uma contradic¸a˜o.
Portanto temos que Q ∈ ⊥(W [1]), e segue que W ∩ ⊥(W [1]) ∩ ind Db(k∆) 6= ∅.
Mostremos agora que esse conjunto e´ silting. Sejam Ri, Rj ∈ W∩⊥(W [1])∩ ind T . Enta˜o,
para n > 0, temos Rj[n] ∈ W [1]. Logo, como Ri ∈ ⊥(W [1]), segue que Hom(Ri, Rj[n]) =
0, para todo n > 0. 
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Lema 3.4.3 Seja {R1, . . . , Rs} um conjunto silting em Db(k∆), em que ∆ e´ um quiver
tipo Dynkin. Considere W = F(R1, . . . , Rs), como na definic¸a˜o 3.3.2. Enta˜o Ri ∈
W ∩ ⊥(W [1]), para i = 1, . . . , s.
Demonstrac¸a˜o: Ja´ sabemos que Ri ∈ W , para cada i = 1, . . . , s. Resta mostrar que
Ri ∈ ⊥(W [1]), isto e´, que dado Y ∈ W [1], temos Hom(Ri, Y ) = 0. De fato, se Y = Rj[`]
para algum ` > 0, temos que Hom(Ri, Y ) = 0 diretamente da definic¸a˜o de conjunto
silting. Caso contra´rio, se Y = X[`] com X /∈ {R1, . . . , Rs} enta˜o, por construc¸a˜o de W ,
existe um triaˆngulo
XW⊥Q −→ X −→ XWQ −→ XW⊥Q [1]
tal que Q ∈ {R1, . . . , Rs}, pois Q e´ fonte em W . Podemos reescrever o triaˆngulo acima
da seguinte forma
XW⊥Q −→ X −→ Rt[n] −→ XW⊥Q [1], para algum t ∈ {1, . . . , s} e n ∈ N.
Disto segue que tambe´m existe o triaˆngulo
XW⊥Q [`] −→ X[`]︸︷︷︸
Y
−→ Rt[n+ `] −→ XW⊥Q [1 + `].
Suponha que Hom(Ri, Y ) 6= 0, ou seja, que existe ϕ como abaixo
Ri
ϕ

θ1
{{
XW⊥Q [`]
// Y // Rt[n+ `] // XW⊥Q [1 + `].
Sendo Hom(Ri, Rt[n+ `]) = 0, existe θ1 na˜o nulo fazendo o diagrama comutar.
Temos que XW⊥Q ∈ W , enta˜o existe um triaˆngulo,
XW⊥Q [`]︸ ︷︷ ︸
∈ W⊥Q
−→ XW⊥Q [`] −→ Rt[m]︸ ︷︷ ︸
∈ WQ
−→ XW⊥Q [1 + `][1].
Pelo mesmo argumento anterior, temos que existe θ2 : Ri → XW⊥Q tal que o diagrama
abaixo e´ comutativo.
Ri
θ1

θ2
yy
XW⊥Q [`]
// XW⊥Q [`]
// Rt[m] // XW⊥Q [1 + `]
Repetindo este processo um nu´mero finito de vezes, concluiremos que existe um morfismo
na˜o nulo θn : Ri → Rj[`], o que contradiz o fato de Ri pertencer ao conjunto silting
{R1, . . . , Rs}. Portanto Hom(Ri, Y ) = 0 para todo Y ∈ W [1], e disto segue que Ri ∈
⊥(W [1]). 
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Proposic¸a˜o 3.4.3 Seja W um aisle separa´vel em Db(k∆), com ∆ quiver do tipo Dynkin.
Enta˜o W⊥Q e´ um aisle separa´vel, em que Q e´ uma fonte em W.
Lema 3.4.4 Seja W como nas hipo´teses da proposic¸a˜o anterior. Se X ∈ ind Db(k∆) tal
que X ∈ W ∩ ⊥(W [1]), enta˜o X = Q ou X ∈ W⊥Q ∩ ⊥(W⊥Q[1]).
Demonstrac¸a˜o: Considere X ∈ W ∩ ⊥(W [1]). Pelo lema 3.4.2, temos que W = W⊥Q ∗
WQ, enta˜o existe o triaˆngulo
XW⊥Q
u−→ X v−→ XWQ w−→ XW⊥Q [1]
Se XWQ = Q, enta˜o como Q e´ fonte em W temos X = Q e X → XWQ e´ isomorfismo.
Se XWQ 6= Q, enta˜o XWQ = Q[i] para algum i > 0, isto e´, XWQ ∈ WQ[1]. Pore´m
X ∈ ⊥(W [1]), portanto Hom(X,XWQ) = 0, pois WQ[1] ⊂ W [1]. Disto segue que o
morfismo v e´ nulo e, pela proposic¸a˜o 1.1.2, segue que w e´ mono que cinde. Portanto XWQ
e´ somando de XW⊥Q [1]. Como X
WQ = Q[i], enta˜o XW⊥Q [1] = Q[i] ⊕X ′ para algum X ′,
logo existe um morfismo
XW⊥Q [1] = Q[i]⊕X ′ −→ Q[i] = XWQ
mas como XW⊥Q [1] ∈ W⊥Q, segue que XWQ = 0. Com isso conclu´ımos que X ∼= XW⊥Q ∈
W⊥Q. Como por hipo´tese X ∈ ⊥(W [1]), enta˜o temos X ∈ W⊥Q ∩ ⊥(W⊥Q[1]). 
Proposic¸a˜o 3.4.4 Seja {R1, . . . , Rs} um conjunto silting em Db(k∆), com ∆ quiver do
tipo Dynkin. Considere W = F(R1, . . . , Rs), como na definic¸a˜o 3.3.2. Enta˜o temos
W ∩ ⊥(W [1]) ∩ ind Db(k∆) = {R1, . . . , Rs}.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [13]. 
Proposic¸a˜o 3.4.5 Seja W e´ um aisle separa´vel em Db(k∆), com ∆ quiver do tipo Dyn-
kin. Seja F a aplicac¸a˜o definida em 3.3.2, enta˜oW = F(R1, . . . , Rs) para algum conjunto
silting {R1, . . . , Rs} de Db(k∆).
Demonstrac¸a˜o: Pelo lema 3.4.1 sabemos queW possui uma fonte. Chamemos essa fonte
de R1. Enta˜o, pelo lema 3.4.2, temos que
W =W⊥R1 ∗WR1 .
Pela proposic¸a˜o 3.4.2, sabemos que o conjunto W ∩ ⊥(W [1]) e´ silting e que R1 pertence
a ele. De agora em diante vamos tomar mais objetos em W ∩ ⊥(W [1]). Pelo lema 3.4.4,
sabemos que os outros elementos desse conjunto esta˜o em W⊥R1 ∩ ⊥(W⊥R1 [1]), e pela
proposic¸a˜o 3.4.3, sabemos que W⊥R1 e´ um aisle separa´vel. Portanto existe uma fonte R2
em W⊥R1 , que pertence W⊥R1 ∩ ⊥(W⊥R1 [1]), tal que
W⊥R1 = (W⊥R1)⊥R2 ∗ (W⊥R1)R2
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portanto,
W = (W⊥R1)⊥R2 ∗ (W⊥R1)R2 ∗WR1 .
Note que R2 ∈ ⊥BR1 e, portanto,
(W⊥R1)R2 =W ∩ ⊥BR1 ∩ BR2 =W ∩ BR2 =WR2 ,
ou seja,
W = (W⊥R1)⊥R2 ∗WR2 ∗WR1 .
Agora repetindo o processo para o aisle W⊥R1 , temos que se X ∈ W⊥R1 ∩ ⊥(W⊥R1 [1]),
enta˜o X = R2 ou X ∈ (W⊥R1)⊥R2 ∩ ⊥((W⊥R1)⊥R2 [1]). Como (W⊥R1)⊥R2 tambe´m e´ aisle
separa´vel, tomemos nele uma fonte R3, enta˜o
(W⊥R1)⊥R2 = ((W⊥R1)⊥R2)⊥R3 ∗ ((W⊥R1)⊥R2)R3
e utilizando um racioc´ınio ana´logo ao caso anterior, temos que
W = ((W⊥R1)⊥R2)⊥R3 ∗WR3 ∗WR2 ∗WR1 .
Repetindo este mesmo processo um nu´mero finito de vezes, conclu´ımos que
W =WRs ∗WRs−1 ∗ · · · ∗ WR3 ∗WR3 ∗WR1 .
Como a operac¸a˜o ∗ e´ associativa, temos que W = F(R1, . . . , Rs). 
Teorema 3.4.1 Dado um conjunto silting {R1, . . . , Rs}, a aplicac¸a˜o {R1, . . . , Rs} 7→
W = F(R1, . . . , Rs) e´ uma bijec¸a˜o entre os conjuntos silting em Db(k∆) e os aisles
separa´veis.
Demonstrac¸a˜o: A injetividade segue diretamente da proposic¸a˜o 3.4.4, e a sobrejetividade
segue da proposic¸a˜o 3.4.5. 
O teorema acima nos diz que, se {R1, . . . , Rs} e´ um conjunto silting, enta˜o F (R1, . . . , Rs)
e´ um aisle separa´vel. Como todo tilting e´ um silting, e T 7→ F(T ) e´ uma bijec¸a˜o entre os
tilting e os aisles fie´is, enta˜o segue que todo aisle fiel e´ separa´vel.
Cap´ıtulo 4
Teoria tilting e par de torc¸a˜o
Neste cap´ıtulo na˜o iremos fazer um estudo aprofundado sobre a teoria tilting em geral.
Iremos enunciar apenas algumas definic¸o˜es e resultados principais que nos proporcionem
uma certa base para a compreensa˜o do resultado fornecido pelos seguintes teoremas:
Teorema 1: [Teorema 4.2.2] Sejam H uma categoria abeliana heredita´ria com objeto
tilting T e A = End T . Enta˜o existe uma equivaleˆncia triangulada F : Db(H) → Db(A)
com a seguinte propriedade: se (T ,F ) e´ o par de torc¸a˜o em H induzido por T , enta˜o
(X ,Y) e´ um par de torc¸a˜o cindido em mod(A), em que Y = F (T ) e X = F (F [1]).
Teorema 2: [Teorema 4.2.5] Sejam A uma R-categoria abeliana e (T ,F ) um par de
torc¸a˜o induzido por um objeto tilting T . Considere B a categoria abeliana definida por
B = {X• ∈ Db(A ); H0(X•) ∈ T , H−1(X•) ∈ F e H i(X•) = 0 para i 6= 0,−1},
enta˜o
(a) B ∼= mod(End T ).
(b) (F [1],T ) e´ um par de torc¸a˜o em mod(End T ).
Maiores informac¸o˜es a respeito dessa teoria podem ser encontradas em [17].
Este cap´ıtulo possui dois objetivos principais. Um deles e´ apresentarmos, atrave´s de
va´rios exemplos ao longo do texto, como e´ realizado um processo tilting e como os dois
teoremas acima sa˜o utilizados nesse processo.
Nosso segundo objetivo e´ mostrar como e´ poss´ıvel utilizarmos as te´cnicas e resultados
apresentados nos cap´ıtulos 2 e 3 na teoria tilting. Por exemplo, podemos justificar que um
mo´dulo T ∈ Db(k ~An) e´ tilting apenas verificando se os somandos indecompon´ıveis de T
formam um conjunto tilting completo em Db(k ~An). Para isso podemos utilizar a bijec¸a˜o
entre os conjuntos tilting completos e os ~An-quivers introduzida no cap´ıtulo 2. Enta˜o, se
queremos justificar que T = ⊕Ri ∈ Db(k ~An) e´ tilting, basta apresentarmos um ~An-quiver
K tal que ϕ(K) = {R1, . . . , Rn}.
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Seja A uma categoria satisfazendo as hipo´teses do Teorema 2. Utilizaremos os aisles,
introduzidos no cap´ıtulo 3, para apresentarmos como mod(End T ) esta´ mergulhada na
categoria ind Db(A). Para isso iremos utilizar o fato de mod(End T ) ser o corac¸a˜o de um
aisle espec´ıfico.
Finalizaremos o cap´ıtulo apresentando uma aplicac¸a˜o do teorema 3.4.1, atrave´s da
bijec¸a˜o entre os aisles separa´veis e os conjuntos silting de Db(k∆), com ∆ quiver tipo
Dynkin. Essa aplicac¸a˜o tera´ como objetivo mostrar como realizar o inverso do processo
descrito no para´grafo anterior. Isto e´, considere a categoria Db(k∆), com ∆ quiver tipo
Dynkin. Suponha que nos e´ fornecido um conjunto de objetos em ind Db(k∆) que re-
presentem a categoria de mo´dulos de uma a´lgebra tilted A mergulhada em ind Db(k∆).
Como mod(A) e´ o corac¸a˜o de um aisle em ind Db(k∆), podemos gerar um aisle e posteri-
ormente utilizar os resultados do cap´ıtulo 3 para encontrarmos o objeto tilting T tal que
A = End T .
4.1 Um breve resumo sobre a teoria tilting
A Teoria Tilting surge como um me´todo universal para a construc¸a˜o de equivaleˆncias
entre categorias. Originalmente introduzida no contexto das categorias de mo´dulos sobre
a´lgebras de dimensa˜o finita, a teoria tilting e´ agora considerada uma ferramenta essencial
no estudo de muitas a´reas da matema´tica, incluindo teoria dos grupos finitos e alge´bricos,
geometria alge´brica comutativa e na˜o comutativa e topologia alge´brica. Em particular,
complexos tilting foram mostrados por Rickard como sendo o ingrediente necessa´rio no
desenvolvimento da teoria de Morita para as categorias derivadas.
A Teoria Tilting descreve uma maneira de relacionar as categorias de mo´dulos de
duas a´lgebras usando os chamados mo´dulos tilting e os funtores tilting. Aqui, a segunda
a´lgebra e´ a a´lgebra de endomorfismos de um mo´dulo tilting sobre a primeira a´lgebra.
Mais especificamente, dados uma a´lgebra A de dimensa˜o finita e um A-mo´dulo tilting
T , definimos B = EndA(T ), que e´ ainda uma a´lgebra de dimensa˜o finita. Ale´m disso,
T e´ um B-mo´dulo, a` esquerda, finitamente gerado. Os funtores tilting HomA(T, ),
Ext1A(T, ), ⊗B T e TorB1 ( , T ) relacionam as categorias mod(A), dos A-mo´dulos a`
direita finitamente gerados, e mod(B), dos B-mo´dulos a` direita finitamente gerados.
Na pra´tica, muitas vezes sa˜o consideradas a´lgebras heredita´rias de dimensa˜o finita,
ja´ que as categorias de mo´dulos sobre essas a´lgebras sa˜o razoavelmente bem compreendi-
das. A a´lgebra de endomorfismos de um mo´dulo tilting sobre uma a´lgebra heredita´ria de
dimensa˜o finita e´ chamada de a´lgebra tilted.
Alguns fatos:
Suponha que A e´ uma a´lgebra de dimensa˜o finita, T e´ um A-mo´dulo tilting e B =
EndA(T ). Denotando F = HomA(T, ), F
′ = Ext1A(T ), G = ⊗B T e G′ =
TorB1 ( , T ), enta˜o F e´ adjunto a` direita de G e F
′ e´ adjunto a` direita de G′.
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Brenner e Butler (em [7]) mostraram que os funtores tilting nos fornecem equivaleˆncias
entre certas subcategorias de mod(A) e mod(B). Especificamente, se definimos as duas
subcategoriasF = ker(F ) e T = ker(F ′) de mod(A), e as duas subcategorias X = ker(G)
e Y = ker(G′) de mod(B), enta˜o (T ,F ) e´ um par de torc¸a˜o em mod(A) e (X ,Y) e´ um
par de torc¸a˜o em mod(B). Ale´m disso, as restric¸o˜es dos funtores F e G nos fornecem
equivaleˆncias entre T e Y , enquanto as restric¸o˜es de F ′ e G′ nos fornecem equivaleˆncias
entre F e X .
4.2 Definic¸o˜es e resultados ba´sicos
A seguir apresentamos a definic¸a˜o original de mo´dulo tilting que foi apresentada em
[12].
Definic¸a˜o 4.2.1 Seja A uma a´lgebra. Um A-mo´dulo T e´ chamado de tilting se as
seguintes condic¸o˜es sa˜o satisfeitas:
(T1) pd TA ≤ 1.
(T2) Ext1A(T, T ) = 0.
(T3) Existe uma sequeˆncia exata curta 0→ AA → T ′A → T ′′A → 0, com T ′, T ′′ ∈ add T .
Posteriormente, foi provado em [6] que o axioma (T3) pode ser substitu´ıdo pela se-
guinte condic¸a˜o:
• O nu´mero de somandos diretos indecompon´ıveis de T (a menos de isomorfismo)
e´ igual ao nu´mero de mo´dulos simples definidos sobre a a´lgebra A (a menos de
isomorfismo).
A seguir apresentamos um exemplo de um mo´dulo tilting sobre uma a´lgebra here-
dita´ria. Vamos utilizar o Teorema 2.4.1 para verificar se o mo´dulo apresentado e´ de fato
um mo´dulo tilting.
Exemplo 4.2.1 Considere o quiver ∆ dado abaixo
∆ : 1→ 2→ 3→ 4← 5← 6← 7.
Temos que o quiver de Auslander Reiten Γ(mod(k∆)) e´ dado por:
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Figura 4.1: Γ(mod(k∆))
Tomemos R1, . . . , R7 objetos indecompon´ıveis de mod(k∆) de tal maneira que
T0 =
7⊕
i=1
Ri
seja um mo´dulo tilting. Vamos considerar T0 como abaixo,
T0 =
7
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⊕
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Figura 4.2: Somandos de T0
Mostremos agora que T0 assim definido e´ mo´dulo tilting. Isso sera´ justificado mos-
trando que o conjunto {R1, . . . , R7}, da figura 4.2, e´ igual a ϕ(K) em que ϕ e´ a aplicac¸a˜o
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definida na proposic¸a˜o 2.4.1 e K e´ o ~An-quiver dado por:
x1
x2
α
!!
β
==
x6
x3
β
==
α
!!
x4
β
==
α
!!
x7
x5
De fato, calculemos ϕ(K) = (g(xi), h(xi)). Como h(x) = 1 + x
α + xβ, segue que:
• h(x1) = 1 + 0 + 0 = 1
• h(x2) = 1 + 0 + 1 = 2
• h(x3) = 1 + 2 + 1 = 4
• h(x4) = 1 + 0 + 5 = 6
• h(x5) = 1 + 6 + 0 = 7
• h(x6) = 1 + 0 + 0 = 1
• h(x7) = 1 + 6 + 0 = 7
Agora considerando mod(k∆) em ind Db(k∆) como sendo a parte hachurada da figura
abaixo,
Figura 4.3: mod(k∆)[0]
e definindo o sistema de coordenadas da seguinte maneira,
(0, 1)
(0, 2)
(0, 3)
(0, 4)
(0, 5)
(0, 6)
(0, 7)
Figura 4.4: Sistema de coordenadas em Db(k∆)
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temos que ϕ(K) ∈ ind Db(k∆) e´ dado por:
ϕ(x1)
ϕ(x2)
ϕ(x3)
ϕ(x4)
ϕ(x5)
ϕ(x6)
ϕ(x7)
Figura 4.5: ϕ(K) em Db(k∆)
E´ fa´cil ver ϕ(K) e´ justamente os somandos de T0 na figura 4.2. Portanto, pelo teorema
2.4.1, temos que os somandos de T0 formam um conjunto tilting completo em Db(k∆),
disto segue que Ext1(T0, T0) = 0.
Temos tambe´m que pd T0 ≤ 1, pois k∆ e´ heredita´ria. Como o nu´mero de somandos
de T0 e´ igual a |∆0| e ϕ(K) ⊂ mod(k∆)[0], enta˜o segue que T0 e´ mo´dulo tilting.
Com os mo´dulos tilting, podemos definir duas importantes subcategorias da categoria
de mo´dulos. A seguir daremos a definic¸a˜o de par de torc¸a˜o e os resultados que relacionam
esse conceito com mo´dulos tilting.
Definic¸a˜o 4.2.2 Um par (T ,F ) de subcategorias plenas de mod(A) e´ chamado de par
de torc¸a˜o se as seguintes condic¸o˜es sa˜o satisfeitas:
(a) HomA(M,N) = 0 para todo M ∈ T e todo N ∈ F .
(b) HomA(M, )|F = 0 implica em M ∈ T .
(c) HomA( , N)|T = 0 implica em N ∈ F .
Um par de torc¸a˜o (T ,F ) tal que cada A-mo´dulo indecompon´ıvel pertence a T ou
pertence a F e´ chamado de par de torc¸a˜o cindido.
Se (T ,F ) e´ um par de torc¸a˜o, enta˜o T e´ chamada de classe de torc¸a˜o, e F e´
chamada de classe livre de torc¸a˜o.
Proposic¸a˜o 4.2.1 Seja A um a´lgebra. Cada A-mo´dulo tilting T induz um par de torc¸a˜o
(T (T ), F (T )) na categoria mod(A), em que
T (T ) := Gen(T ) = {X ∈ mod(A); Ext1A(T,X) = 0}
e
F (T ) := T⊥ = {X ∈ mod(A); HomA(T,X) = 0}.
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Exemplo 4.2.2 Seja ∆ o quiver dado no exemplo 4.2.1 e consideremos T0 o mo´dulo
tilting dado na figura 4.2. Enta˜o o par de torc¸a˜o (T (T0),F (T0)) de mod(k∆), induzido
pelo mo´dulo tilting T0, e´ dado pela figura abaixo.
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Figura 4.6: (T (T0),F (T0))
onde
T (T0) = Gen(T0) = {X; Ext1(T0, X) = 0}
e
F (T0) = {X; Hom(T0, X) = 0}
Na teoria cla´ssica, temos os seguintes resultados que relacionam este par de torc¸a˜o
definido acima com um outro par de torc¸a˜o definido na categoria de mo´dulos de End T .
Para maiores detalhes sobre estes resultados veja [4].
Proposic¸a˜o 4.2.2 Seja A um a´lgebra. Cada A-mo´dulo tilting T induz um par de torc¸a˜o
(X (T ), Y(T )) na categoria mod(B), onde B = End T e
X (T ) = {X ∈ mod(B); HomB(X,DT ) = 0} = {X ∈ mod(B); X ⊗B T = 0}
Y(T ) = {Y ∈ mod(B); Ext1B(Y,DT ) = 0} = {Y ∈ mod(B); TorB1 (Y, T ) = 0}
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [4], pa´g. 207. 
Teorema 4.2.1 (Brenner-Butler) Considere A uma a´lgebra, T um A-mo´dulo tilting e
B = End T . Sejam (T (T ),F (T )) e (X (T ),Y(T )) os pares de torc¸a˜o induzidos por T
em mod(A) e mod(B), respectivamente. Enta˜o seguem os seguintes resultados:
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(a) Os funtores HomA(T, ) e ⊗B T induzem uma equivaleˆncia entre T (T ) e Y(T ).
(b) Os funtores Ext1A(T, ) e Tor
B
1 ( , T ) induzem uma equivaleˆncia entre F (T ) e
X (T ).
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [4], pa´g. 207. 
Com estes resultados temos uma equivaleˆncia entre as subcategorias T (T0) do exem-
plo 4.2.2 e Y(T0), em que esta u´ltima subcategoria esta´ em mod(End T0). De forma
ana´loga, a subcategoria F (T0) e´ equivalente a X (T0).
Estamos interessados em apresentar estas subcategorias dentro da categoria derivada
limitada de mod(k∆). A seguir iremos apresentar um pouco da teoria que relaciona a
categoria derivada de mod(k∆) e mod(End T0). Primeiramente esta a´lgebra de endomor-
fismos recebe um nome especial dentro da teoria de representac¸o˜es, como apresentamos a
seguir.
Definic¸a˜o 4.2.3 Uma a´lgebra B e´ chamada de tilted se existem uma a´lgebra heredita´ria
H e um H-mo´dulo tilting T tais que B ∼= End TH.
No caso particular em que o mo´dulo tilting T e´ escolhido em uma categoria heredita´ria,
o par de torc¸a˜o induzido na categoria de mo´dulos de End T e´ cindido, como afirma o
seguinte teorema.
Proposic¸a˜o 4.2.3 Sejam A uma a´lgebra heredita´ria, T um A-mo´dulo tilting e B =
End T . Enta˜o o par de torc¸a˜o (X (T ),Y(T )) e´ cindido.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [4], pa´g. 318. 
Ou seja, neste caso especial, podemos obter todos os mo´dulos de mod(End T ).
O teorema a seguir relaciona as categorias derivadas destas a´lgebras, assim como nos
diz a maneira em que esta˜o relacionados os pares de torc¸a˜o nessas categorias derivadas.
Teorema 4.2.2 Sejam H uma categoria abeliana heredita´ria com objeto tilting T e A =
End T . Enta˜o existe uma equivaleˆncia triangulada F : Db(H) → Db(A) com a seguinte
propriedade: se (T ,F ) e´ o par de torc¸a˜o em H induzido por T , enta˜o (X ,Y) e´ um par
de torc¸a˜o cindido em mod(A), em que Y = F (T ) e X = F (F [1]).
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [10], pa´g. 59. 
Como afirmamos anteriormente, queremos apresentar a categoria derivada de mod(k∆)
do exemplo 4.2.1, assim como os respectivos pares de torc¸a˜o (T (T0),F (T0)) e (X (T0),Y(T0))
mergulhados na categoria derivada.
Exemplo 4.2.3 Consideremos a categoria mod(k∆) e o mo´dulo tilting T0 do exemplo
4.2.1. A seguir vamos apresentar o quiver ordina´rio de End(T0) e tambe´m o quiver de
Auslander Reiten Γ(mod(End T0)).
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Figura 4.7: Quiver de Auslander Reiten Γ(mod(End T0))
Agora, considerando (T (T0),F (T0)) o par de torc¸a˜o dado na figura 4.6 do exemplo
4.2.2, temos pelo teorema 4.2.2 que
mod(End T0) = T (T0) ∨F (T0)[1].
A figura abaixo ilustra mod(End T0) mergulhada na categoria derivada ind Db(k∆).
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Figura 4.8: mod(End T0) mergulhada na categoria derivada ind Db(k∆)
Para os propo´sitos que temos ao final desta sec¸a˜o, conve´m apresentar a categoria de
mo´dulos acima como sendo o corac¸a˜o de uma aisle.
Proposic¸a˜o 4.2.4 Seja (T ,F ) um par de torc¸a˜o em uma categoria abeliana A. Sejam
D≤0 = {X• ∈ Db(A); H i(X•) = 0, i > 0, H0(X•) ∈ T }
e
D≥0 = {X• ∈ Db(A); H i(X•) = 0, i < −1, H−1(X•) ∈ F}.
Enta˜o D≤0 e´ um aisle. Ale´m disso, D≥0 = (D≤0)⊥[1].
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [11], pa´g. 12. 
No caso do exemplo 4.2.2, este resultado esta´ nos dizendo que com o par de torc¸a˜o
(T (T0),F (T0)), e´ poss´ıvel construir um aisle na categoria derivada Db(k∆). Com este
aisle podemos construir uma categoria abeliana B, como apresentado no resultado a seguir.
Teorema 4.2.3 Sejam A uma categoria abeliana e (T ,F ) um par de torc¸a˜o em A .
Enta˜o
B = {X• ∈ Db(A ); H0(X•) ∈ T , H−1(X•) ∈ F e H i(X•) = 0 para i 6= 0,−1}
e´ uma categoria abeliana. Ale´m disso, temos que B e´ o corac¸a˜o do aisle D≤0 definido na
proposic¸a˜o 4.2.4, isto e´, B = D≤0 ∩ (D≤0)⊥[1].
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [11], pa´g. 13. 
Vamos relacionar esta categoria abeliana B com a categoria mod(End T0). Para isso,
iremos apresentar mais alguns resultados a respeito desta teoria.
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Definic¸a˜o 4.2.4 Seja A uma categoria abeliana, e seja (T ,F ) um par de torc¸a˜o em
A . Dizemos que T e´ uma classe tilting de torc¸a˜o se T e´ um cogerador para A , isto
e´, para todo X ∈ A existe TX ∈ T e um monomorfismo µX : X → TX .
Definic¸a˜o 4.2.5 Seja A uma categoria abeliana, e T ∈ A . Enta˜o T e´ dito um objeto
tilting se existe um par de torc¸a˜o (T ,F ) satisfazendo as seguintes propriedades:
(i) T e´ uma classe tilting de torc¸a˜o.
(ii) T = Gen(T ).
(iii) Exti(T,X) = 0 para todo X ∈ T e i > 0.
(iv) Se Z ∈ T satisfaz Exti(Z,X) = 0 para todo X ∈ T e i > 0, enta˜o Z ∈ add T .
(v) Se Exti(T,X) = 0 para i ≥ 0 e X ∈ A , enta˜o X = 0.
Nestas condic¸o˜es, dizemos que a classe de torc¸a˜o T e´ induzida pelo objeto tilting T .
Teorema 4.2.4 Sejam A uma categoria abeliana e (T ,F ) um par de torc¸a˜o induzido
por um objeto tilting T .
(a) Se B tem suficientes projetivos, enta˜o existe um funtor G : Db(B)→ Db(A ) tal que
G|B e´ o funtor identidade e G e´ uma equivaleˆncia triangulada.
(b) Se A tem suficientes injetivos, enta˜o existe um funtor F : Db(A )→ Db(B) tal que
F |B e´ o funtor identidade e F e´ uma equivaleˆncia triangulada.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [11], pa´g. 18. 
Definic¸a˜o 4.2.6 Seja R um anel artiniano comutativo com unidade. Dizemos que A e´
uma R-categoria se e´ uma categoria abeliana tal que HomA (X, Y ) e´ um R-mo´dulo para
todo X, Y ∈ A e a composic¸a˜o de morfismos em A e´ bilinear.
Teorema 4.2.5 Seja A uma R-categoria abeliana e (T ,F ) um par de torc¸a˜o induzido
por um objeto tilting T . Enta˜o
(a) B ∼= mod(End T ), em que B e´ a categoria abeliana definida no teorema 4.2.3.
(b) (F [1],T ) e´ um par de torc¸a˜o em mod(End T ).
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [11], pa´g. 22. 
Ja´ temos uma ideia de como esta˜o mergulhados os pares de torc¸a˜o na categoria de-
rivada de k∆. Pore´m, queremos fazer estes mergulhos atrave´s dos aisles que permitem
definir as categorias de mo´dulos.
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Exemplo 4.2.4 Consideremos a categoria mod(k∆) do exemplo 4.2.1. Seja (T (T0),F (T0))
o par de torc¸a˜o dado na figura 4.6. Calculemos agora quem e´ D≤0 com base na proposic¸a˜o
4.2.4.
Se X• ∈ T (T0), enta˜o H0(X•) = X ∈ T (T0) e H i(X•) = 0, para i 6= 0, pois
X• ∈ mod(k∆). Portanto T (T0) ⊂ D≤0. Se X• ∈ mod(k∆), enta˜o
H0(X•[i]) = H i(X•) = 0, para todo i > 0
donde H0(X•[i]) ∈ T (T0). Para Hj(X•[i]), temos
X• = · · · → 0→ X︸︷︷︸
H0(X•)
→ 0→ · · ·
X•[1] = · · · → X → 0︸︷︷︸
H0(X•[1])
→ 0→ · · ·
disto segue que, se i > 0, temos Hj(X•[i]) = 0 para todo j > 0. Com isso, temos
mod(k∆)[i] ⊂ D≤0, para todo i > 0.
Portanto e´ poss´ıvel concluir que D≤0 e´ a subcategoria de Db(k∆) destacada como
abaixo:
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Figura 4.9: D≤0
De agora em diante na˜o iremos mais escrever explicitamente cada objeto de ind Db(k∆)
em nossas figuras, isto e´, a categoria acima sera´ ilustrada como no figura abaixo.
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Figura 4.10: D≤0
Por meio da figura 4.10, podemos facilmente encontrar quem e´ (D≤0)⊥, isto e´, quem
sa˜o os objetos X ∈ ind Db(k∆) tais que Hom(Y,X) = 0, para todo Y ∈ D≤0.
Figura 4.11: (D≤0)⊥ e D≤0
Portanto podemos encontrar o corac¸a˜o de D≤0, isto e´, D≤0 ∩ (D≤0)⊥[1].
Figura 4.12: Corac¸a˜o de D≤0
Podemos notar que o corac¸a˜o de D≤0, calculado desta maneira, e´ justamente a cate-
goria mod(End T0) apresentada na figura 4.8.
Exemplo 4.2.5 Consideremos a categoria mod(End T0) do exemplo 4.2.3. Tomemos um
mo´dulo tilting T1 em mod(End T0).
T1 = 1⊕ 2⊕ 31 ⊕ 42 ⊕
6
5
2
⊕ 75
1
⊕ 76
5
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Figura 4.13: Somandos de T1
O quiver ordina´rio de End(T1) e´ dado por:
3 // 1 6αoo 7
βoo γ // 5 δ // 2 4oo
com as relac¸o˜es βα = 0 e γδ = 0.
O quiver de Auslander Reiten Γ(mod(End T1)) e´ como abaixo
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Figura 4.14: Γ(mod(End T1))
Agora, consideremos o par de torc¸a˜o (T (T1),F (T1)) como na figura abaixo.
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Figura 4.15: (T (T1),F (T1))
Vamos representar o par de torc¸a˜o (T (T1),F (T1)) em mod(End T0) mergulhado na
categoria derivada ind Db(k∆). Pela figura 4.8, temos que (T (T1),F (T1)) esta´ mergu-
lhado como abaixo.
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Figura 4.16: (T (T1),F (T1)) mergulhado em ind Db(k∆)
Agora calculando B, como definido no teorema 4.2.3, temos que B e´ dado como na
figura abaixo.
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mod(k∆)[−1] mod(k∆)[0] mod(k∆)[1] mod(k∆)[2] mod(k∆)[3]
Figura 4.17: B = mod(End T1) mergulhada em Db(k∆)
Pelo teorema 4.2.5, temos que B e´ justamente a categoria mod(End T1) mergulhada
em ind Db(k∆).
Estivemos trabalhando, nos exemplos anteriores, a partir de mod(k∆), em que ∆ e´
um quiver do tipo An. Vamos finalizar esta sec¸a˜o apresentando mais um exemplo de
como encontrar mod(End T ) mergulhada em ind Db(k∆), com T um mo´dulo tilting de
mod(k∆). Pore´m, agora, vamos considerar ∆ como sendo um quiver do tipo Dn.
Exemplo 4.2.6 Consideremos o quiver dado por
4
  
∆ : 1 2oo 3oo

5
Enta˜o temos que o quiver de Auslander Reiten Γ(mod(k∆)) e´:
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Figura 4.18: Γ(mod(k∆))
Consideremos T como sendo o mo´dulo tilting abaixo
T = 5⊕
4
3
2 5
1
⊕ 43
2 5
⊕ 43
5
⊕ 4
4.2. Definic¸o˜es e resultados ba´sicos 84
1
2
1
5
2
3
5 2
1
3
2
5
4
3
2 5
1
3
2
1
3
5
4
33
225
1
4
335
2
1
3
2
4
3
25
4
3
2
1
4
335
2
4
3
2
4
3
5
3
4
3
4
Figura 4.19: Somandos de T
Deixaremos a cargo do leitor verificar que DHom(T, τT ) = 0. Como k∆ e´ heredita´ria,
segue que DHom(T, τT ) = 0 implica em Ext1(T, T ) = 0. Como pd T ≤ 1 e T possui |∆0|
somando indecompon´ıveis, segue que T e´ mo´dulo tilting.
Agora calculando T (T ) = Gen(T ), temos que T (T ) e´ dado por:
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Figura 4.20: T (T ) = Gen(T ) = {X; Ext1(T,X) = 0} ∼= {X; DHom(X, τT ) = 0}
A seguir, vamos ilustrar T (T ) mergulhada dentro de ind Db(k∆) e, para isso, vamos
representar os objetos de ind Db(k∆) apenas utilizando ve´rtices, como na figura abaixo.
Figura 4.21: A parte tracejada representa mod(k∆)[0] em ind Db(k∆)
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Utilizando a proposic¸a˜o 4.2.4, podemos calcular quem e´ D≤0. E´ fa´cil ver que
D≤0 = T (T ) ∨
(∨
i∈N∗
mod(k∆)[i]
)
Figura 4.22: D≤0
Agora vamos ilustrar na imagem abaixo quem e´ (D≤0)⊥, isto e´, quem sa˜o os objetos
X ∈ ind Db(k∆) tais que Hom(Y,X) = 0, para todo Y ∈ D≤0.
Figura 4.23: (D≤0)⊥
Portanto temos que o corac¸a˜o de D≤0, denotado por (D≤0)0 = D≤0 ∩ (D≤0)⊥[1], e´
como na figura abaixo.
Figura 4.24: (D≤0)0 = D≤0 ∩ (D≤0)⊥[1]
Como (D≤0)0 = mod(End T ), temos que mod(End T ) e´ representado pela figura 4.24.
4.3 Aplicac¸a˜o da te´cnica para se extrair um silting a
partir de um aisle
Pelos teoremas 4.2.3 e 4.2.5, temos que dado um mo´dulo tilting T ∈ mod(k∆), para
algum ∆, podemos encontrar mod(End T ) mergulhada em ind Db(k∆) atrave´s do ca´lculo
de B = D≤0 ∩ (D≤0)⊥[1], em que D≤0 e´ um aisle gerado a partir de T (T ). Os exemplos
4.2.4, 4.2.5 e 4.2.6 vieram justamente para ilustrar esse fato.
O objetivo dessa sec¸a˜o e´ analisar este problema pelo caminho inverso, isto e´, supor
que temos mod(End T ) mergulhada em ind Db(k∆), com ∆ do tipo Dynkin, e descobrir
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quem e´ T . Pelo teorema 4.2.5, sabemos que mod(End T ) e´ igual a B, isto e´, sabemos que
mod(End T ) e´ o corac¸a˜o de um aisle. Como ∆ e´ do tipo Dynkin, temos por definic¸a˜o
que D≤0 e´ um aisle separa´vel. Portanto se soubermos quem e´ D≤0, podemos utilizar os
resultados do cap´ıtulo 3 para encontrarmos quem e´ T .
A seguir vamos considerar a categoria mod(End T1) da figura 4.17 do exemplo 4.2.5,
que e´ uma categoria abeliana mergulhada em ind Db(k∆).
Figura 4.25: mod(End T1) mergulhada em ind Db(k∆).
Vamos encontrar quem e´ T1 apenas utilizando as informac¸o˜es contidas na figura 4.25
dada acima. Se a figura 4.25 mostra mod(End T1) mergulhada em ind Db(k∆), enta˜o
significa que ela representa o corac¸a˜o de um aisle separa´velW , isto e´,W∩W⊥[1]. Portanto,
primeiramente, vamos calcular quem e´ o aisle W .
Como W0 =W ∩W⊥[1] ⊂ W e W deve ser fechado para shifts positivos, temos que
W0[n] ⊂ W , para todo n ∈ N. A figura abaixo ilustra ∨n∈NW0[n].
Figura 4.26:
∨
n∈NW0[n].
Ja´ que W deve ser um aisle, temos que W deve ser fechado para extenso˜es. A
figura a seguir ilustra por (◦) os elementos X ∈ ind Db(k∆) tais que existe um triaˆngulo
Z → X → Y → Z[1], com Z, Y ∈ ∨n∈NW0[n].
Figura 4.27:
(∨
n∈NW0[n]
) ∗ (∨n∈NW0[n]).
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Portanto segue que o aisle W e´ dado como na figura abaixo
Figura 4.28: Aisle W
E´ fa´cil verificar queW , assim definido, e´ de fato um aisle. Abaixo vamos ilustrarW⊥
por (◦).
Figura 4.29: W⊥ ∨W
Note que para todo X ∈ ind Db(k∆) existe um triaˆngulo XW → X → XW⊥ → XW [1],
com XW ∈ W e XW⊥ ∈ W⊥. Disto segue que W e´ um aisle.
Dessa forma, W0 =W ∩W⊥[1] consiste dos objetos representados abaixo por
Figura 4.30
que e´ exatamente igual a mod(End T1), da figura 4.25.
Agora que ja´ encontramos quem e´ W , vamos utilizar os resultados do cap´ıtulo 3 para
encontrarmos T1.
Temos, pela proposic¸a˜o 3.4.5, que W = F(R1, . . . , R7) para algum conjunto silting
{R1, . . . , R7}, em que F e´ a aplicac¸a˜o definida em 3.3.2. Vamos encontrar o conjunto
{R1, . . . , R7} utilizando a mesma construc¸a˜o feita na demonstrac¸a˜o da proposic¸a˜o 3.4.5.
Escolha uma fonte R1 em W e calculemos W⊥R1 .
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R1
Figura 4.31: R1 ∨W⊥R1
Agora escolha uma fonte R2 em W⊥R1 e calculemos (W⊥R1)⊥R2 .
R1
R2
Figura 4.32: {R1, R2} ∨ (W⊥R1)⊥R2
Novamente escolha uma fonte R3 em (W⊥R1)⊥R2 e calculemos ((W⊥R1)⊥R2)⊥R3 .
R1
R2
R3
Figura 4.33: {R1, R2, R3} ∨ ((W⊥R1)⊥R2)⊥R3
Continuando com esse processo um nu´mero finito de vezes, e´ poss´ıvel encontrar um
conjunto {R1, . . . , R7} como na figura 4.37.
R1
R2
R3
R4
Figura 4.34: {R1, R2, R3, R4} ∨ (((W⊥R1)⊥R2)⊥R3)⊥R4
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R1
R2
R3
R4
R5
Figura 4.35: {R1, R2, R3, R4, R5} ∨ ((((W⊥R1)⊥R2)⊥R3)⊥R4)⊥R5
R1
R2
R3
R4
R5
R6
Figura 4.36: {R1, R2, R3, R4, R5, R6} ∨ (((((W⊥R1)⊥R2)⊥R3)⊥R4)⊥R5)⊥R6
R1
R2
R3
R4
R5
R6
R7
Figura 4.37: {R1, R2, R3, R4, R5, R7}
Note que R1 ⊕ · · · ⊕R7 e´ exatamente o mo´dulo tilting T1 de mod(End T0) dado pela
figura 4.13 do exemplo 4.2.5. Para ilustrar melhor esse fato, vamos exibir na figura abaixo,
atrave´s da a´rea hachurada, a categoria mod(End T0) mergulhada em Db(k∆).
R1
R2
R3
R4
R5
R6
R7
Figura 4.38: mod(End T0) em Db(k∆)
Portanto, mostramos como e´ poss´ıvel utilizarmos os resultados do cap´ıtulo 3 como
ferramentas que nos auxiliam dentro da teoria tilting.
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Observac¸a˜o: Apesar de T1 ser um mo´dulo tilting em mod(End T0), temos que T1 =
7⊕
i=1
Ri na˜o e´ um mo´dulo tilting em mod(k∆). A figura abaixo ilustra, atrave´s da parte
hachurada, onde se encontra mod(k∆)[0] em ind Db(k∆)
R1
R2
R3
R4
R5
R6
R7
Figura 4.39: mod(k∆)[0] em ind Db(k∆)
Podemos notar que R7 ∈ mod(k∆)[1], portanto T1 na˜o pertence a mod(k∆). Pore´m
T1 e´ um complexo tilting em Db(k∆), isto e´, ele satisfaz as seguintes condic¸o˜es:
(i) Hom(T1, T1[n]) = 0 para todo n ∈ Z∗.
(ii) Se para cada X ∈ Db(k∆) temos Hom(T,X[n]) = 0, ∀n ∈ Z, enta˜o segue que
X = 0.
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