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Abstract 
Multi-Input Multi-Output (MIMO) wireless communication system is an emerging area which offers substantial 
advantages for achieving high data rate with cost effective design. The spectral efficiency and reliability of MIMO 
systems greatly depends on the assumption that the transmitter and/or the receiver have perfect knowledge of channel 
state information (CSI). Hence, it is required to predict the CSI at the receiver and send the updated CSI back to the 
transmitter. In this paper particularly the Frequency-Flat Rayleigh i.i.d MIMO channel is considered, where as the 
Rayleigh fading channel provides complex and random coefficients. These complex channel parameters are estimated 
by using split complex real-time recurrent learning (SCRTRL) and fully complex real-time recurrent learning 
(FCRTRL) algorithm based recurrent neural network (RNN) structure with complex weights. The RNN with 
SCRTRL and RNN with FCRTRL algorithm produced a premature convergence which is overcome by the proposed 
genetic algorithm (GA) based learning process. 
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1. Introduction 
Over the last decade or so, wireless communication has transformed from a niche technology into an 
indispensable part of life. The combination of ubiquitous cellular phone service and rapid growth of the 
Internet has created an environment where consumers desire seamless, high quality connectivity at all 
times and from virtually all locations. Theoretically 1Gbps link speed in a standard single-input single-
output (SISO) wireless link can be achieved by employing sufficiently high bandwidth along with coding 
and modulation. However such simplest designs faces the problem such as, transmit power and received 
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signal-to-noise ratio (SNR) constraint limits the maximum achievable spectral efficiency in SISO link. In 
a SISO system 1Gbps data rate can be achieved by utilizing a spectral efficiency of 4b/s/Hz over 250 
MHz bandwidth. But 250 MHz bandwidth is not possible on frequency band below 6 GHz, where non 
line of sight (NLOS) network are feasible. However 250 MHz bandwidth can be easily obtained in 40 
GHz frequency range. Still difficulties persist at frequencies higher than 6 GHz, as increases in frequency 
band shadowed by obstructions in the propagation path make the NLOS links unusable. Again a high 
bandwidth results in reduction in range and frequency diversity, which reduces the fade margin. This 
clearly places impossible bandwidth demand on SISO wireless system to achieve data-rate in the order of 
1 Gbps [1]. On the contrary multiple-input multiple-output (MIMO) system provides high data rate in 
NLOS wireless network but which increases transmitter and receiver complexities. These results however 
are based on the assumption that the transmitter and/or receiver have perfect knowledge of the channel 
state information (CSI). An alternative is to estimate the channel at the receiver and send the channel state 
information back to the transmitter. This approach suffers when the transmitted CSI has become outdated 
due to channel fluctuation. It may be possible to improve performance by predicted CSI with feedback 
arrangement [2]. 
Many linear predictors are used in the literature [3-5] to predict these channel state information 
but it fails when the data undergoes nonlinear distortions. In such situation, Artificial Neural Network 
(ANN) produces some satisfactory result. As the channel undergone Rayleigh fading which is complex 
and stochastic in nature, complex learning algorithms are considered for the training of the neural 
network. In this work, a RNN structure is chosen for narrow-band channel prediction. A disadvantage of 
these online training algorithms is the necessity of an accurate measurement of the channel prediction 
error (which requires full CSI knowledge). In literature, many solutions proposed based on SCRTRL and 
FCRTRL [6-9]. We proposed a genetic algorithm based RNN structure to overcome the premature 
convergence of RNN-SCRTRL and RNN- FCRTRL.  
2. Modeling a MIMO Receiver 
In a MIMO system with NT transmit antennas and NR receive antennas as shown in Fig.1, we denote the 
equivalent low pass channel impulse response between the jth transmit antenna and the ith received 
antenna as hij(τ; t), where τ is the delay variable and t is the time variable. Thus, the randomly time-
varying channel is characterized by H(τ; t), defined as 
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Suppose that the signal transmitted from the jth transmit antenna is sj(t), j = 1, 2, ...,NT , then the signal 
received at the ith antenna in the absence of noise can be represented as 
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Then the received signal vector is  
)();()( stHtr          (3) 
Where s(t)  is an NTx1 vector and r(t)  is a NRx1 vector.  H denotes the channel state matrix. This 
represents simplest channel model for MIMO system.  
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3. Recurrent Neural Network For Estimation 
 A recurrent neural network (RNN) is a class of neural network where connections between units are from 
a directed cycle. This creates an internal state of the network which allows it to exhibit dynamic temporal 
behavior. Recurrent networks have a very rich repertoire of architectural layout which makes them more 
powerful in computational terms. In this work we used the real time recurrent learning (RTRL) algorithm 
to train the network. The RTRL algorithm derives its name from the fact that the adjustments of synaptic 
weights of a fully connected recurrent network are made in real time, i.e., while the network continues to 
perform its signal-processing function. The layout of such a recurrent network is illustrated in Fig. 2. The 
fully connected RNN consists of q neurons with m external inputs having two distinct layers: a 
concatenated input-feedback layer and a processing layer of computation nodes. Correspondingly, the 
synaptic connections of the network are made up of feed forward and feedback connection as shown in 
Fig.2. In this paper, the considered RNN model consists of 4 input neurons, 8 state neurons, 4 output 
neurons, and 4 hidden neurons. Hence there are 104 weights to be trained for the minimum error channel 
prediction. 
 
 
The state-space equation is given as  
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Where, it is assumed that all the neurons have a common activation function φ(.). The (q+m+1)x1 vector 
wj is the synaptic weight vector of neuron j in the recurrent network given as  
.,...,2,1,,, qjwww
T
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Where wa,j  and wb,j  are the jth columns of the transpose matrix WaT and WbT respectively. The (q+m+1)x1 
vector ξn is defined by  
.Tnnn ux           (6) 
Where xn is the q-by-1 state vector and un is the (m+1)-by-1 input vector. The first element of un is +1 
and in a corresponding way, the first element of wb,j is equal to the bias bj applied to neuron j. The error 
obtained is a px1 vector given as en= dn-yn= dn- Wcxn. Where p is the dimension of the output vector yn 
and Wc   represents the output state matrix. The instantaneous squared error at time-step n is defined in 
terms of en by  
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Fig.2: Fully connected recurrent network for the 
formulation of the RTRL algorithm 
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Fig.1: A simple 2x2 MIMO communication system (i.e., 
2 transmitter and 2 receiver antennas) 
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The objective of the learning process is to minimize a cost function obtained by summing En over all time 
steps n. i.e., .min
n
ntotalN
EE         (8) 
The adjustments applied to synaptic weight vector wj,n of the neuron j therefore determined by  
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Ew nnjc
j
n
nj        (9) 
Where η is the learning rate parameter and Λj,n is the matrix given as  
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The initial condition for starting the learning process is given as .00,j , for all j. 
In this paper, the split complex RTRL [6] and fully complex RTRL [7] are discussed and used for the 
training of RNN structure mentioned above. 
3.1. Split Complex RTRL Algorithm 
In many applications however, the input and the output of a dynamical system are best described as 
complex valued signals and the dynamical system is a nonlinear infinite memory complex operator. In 
such cases, we need to use an RNN with complex weights and activation functions to approximate the 
behavior of the dynamic system [6]. In MIMO channel we have considered Rayleigh fading which is 
complex and random in nature. Therefore it motivated us to go through split complex RTRL algorithm. In 
this section, the real-valued and complex valued numbers are represented in lower case and upper case 
letters respectively. The real and complex part of a complex number W is denoted as wR and wI . 
Assuming the weights of the RNN are complex numbers Wij and that the external inputs and desired 
outputs are complex valued as well. The total input to a unit Sk is complex, and also the activation 
function φ(.) is complex. Ideally activation function is analytic and bounded, but Liouville’s theorem 
states that only such function is constant function. Hence the activation function defined as [10]: 
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The objective function is defined as  
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Where Ek[t] is complex error of the unit k at time t. The error gradient is a measure parameter for weight 
updation. Since J[t] is a non-constant real-valued function, its complex derivatives is not defined and 
therefore we compute its gradient with respect to Wij .The gradient can be represented as [6] 
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And the weight update is given as  ].[][]1[ tJWtWtW ijijij     (14) 
After each iteration the sensitivities terms are updated as  
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Where δ is the learning rate and δ is the Kronecker delta matrix. 
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Algorithm: 
Step 1: Declare the parameters 
M = dimensionality of the external input space; N = dimensionality of the state space 
p = dimensionality of the output space; wk = synaptic-weight vector of neuron k, k = 1, 2, ..., q 
Step 2: Initialize the variables 
i. Set the synaptic weights of the algorithm to small values selected from a uniform distribution 
ii. Set the initial values of the state vector x(0) = 0 
iii. Set Pk,0 = 0 for k = 1, 2, ..., q. 
Step 3: Compute the following for k = 0, 1, 2, ....; 
i. eRn = dRn −WcxRn, eIn = dIn −WcxIn 
ii. Δwk,n = ηWcPk,nen 
iii. The sensitivity terms are updated using 15. 
3.2. Fully Complex RTRL Algorithm 
Split complex approach yields reasonable performance for some application in channel equalization and 
for application where there is no strong coupling between the real and imaginary part within the complex 
signal. However, for the common cases where the inphase (I) and quadrature (Q) components are strongly 
correlated; algorithms employing split-complex activation function tend to yield poor performance. The 
split-complex algorithms cannot calculate the true gradient unless the real and imaginary weight updates 
are mutually independent [7]. The problem encountered with the split complex RTRL algorithm proposed 
by Kechriotis [6] for nonlinear adaptive filtering are: (i) The solutions are not general since split-complex 
activation function are not universal approximators, (ii) Split-complex activation functions are not 
analytic and hence Cauchy-Riemann equations cannot be applied, (iii) Split-complex algorithms do not 
account for a “fully” complex nature of signal and such algorithms therefore underperform in application 
where complex signals exhibit strong component correlation, (iv) These algorithms do not have a generic 
form of their real-valued counterparts, and hence their signal flow graphs are fundamentally different. A 
complex-valued RTRL algorithm is proposed by Goh and Mandic [7], referred as fully complex real time 
recurrent learning (FCRTRL). In their work the weight updating is described as: 
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Algorithm 
Step 1: Declare the parameters 
M=dimensionality of the external input space; N = dimensionality of the state space 
p = dimensionality of the output space; wl = synaptic-weight vector of neuron l, l = 1, 2, ..., q 
Step 2: Initialize the variables 
i. Set the synaptic weights of the algorithm to small values selected from a uniform distribution 
ii. Set the initial values of the state vector x(0) = 0 
iii. Set Pl,0 = 0 for l = 1, 2, ..., q. 
Step 3: Compute the following for l = 0, 1, 2, ....; 
i. eRn = dRn −WcxRn, eIn = dIn −WcxIn 
ii. Δwl,n = ηWcPl,nen 
iii. The updates for the sensitivity terms as : 
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4. Genetic Algorithm Based Estimation 
 Genetic algorithms (GA) are randomized search algorithms based on the mechanics of natural selection 
and genetics [11]. They implement survival of the fittest among the string structures. The behavior of 
genetic algorithm can be subtle, but their basic construction and execution cycle is straight forward. GA is 
an iterative procedure maintaining a population structure that are candidate solutions to specific domain 
challenges. During each generation, the structures in the current population are rated for their 
effectiveness as domain solutions. On the basis of these evaluations, a new population of candidate 
solution is formed using specific genetic operators such as reproduction, crossover and mutation [11]. The 
numbers of weights are 104 in our RNN structure. Hence we consider a chromosome of 104 genes length. 
Each chromosome consists of two strings, one having real parts of the weights and the other string 
contains the imaginary parts of the weights. The crossover points of the real and imaginary strings of a 
chromosome are chosen randomly for a better exploration of the search space. The real and imaginary 
values are normalized values between (0, 1).  Our aim is to minimize the error function at the output of 
the RNN, i.e., 
N
n
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Hence, the fitness function considered is  
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n
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Here wn is the weights of the RNN constituting the elements of the chromosome, ξn is the input to the 
network, and yn is the desired output. The objective of GA is to find the optimum value of weights for 
which the error will be minimized. The parameters considered for GA are, Number of population 
(N)=100, Probability of crossover (Pc)= 0.8, Probability of mutation (Pm)= 0.001, and Number of 
iterations = 1000. 
Algorithm 
Step1: Choose N number chromosomes, containing the weights of RNN randomly as initial population. 
Step2: Calculated the fitness of all the chromosomes. In our algorithm the fitness functions chosen as the 
error function given as )()()()( kkkkf nnn yxw . 
Step3: Randomly choose two chromosomes with a probability Pc for mating through the genetic operator 
crossover (exchange of genetic material between two selected candidates) to give offsprings. Also 
secondary operator mutation is applied to both the offsprings with a probability Pm. 
step4: Calculate the fitness of parents and the children; include the two highest fit chromosomes among 
these four into the next generation. 
step5: Repeat step 3 and 4 for a fixed number of generations till convergence criteria satisfied. 
step6: Use the converged solution as the optimal weight for the channel prediction. 
5. Simulation and Result 
 In the simulation, we used the SCRTRL and FCRTRL to train the RNN structure for the prediction of 
CSI. Fig. 3(a) shows the convergence rate of RNN-SCRTRL algorithm for uncorrelated, partially 
correlated (0.5) and fully correlated (1.0), real and imaginary parts. From Fig. 3(a) it could be observed 
that the convergence rate for uncorrelated data is faster than the partially correlated and fully correlated 
data. Similarly the RNN-FCRTRL is tested for uncorrelated, partially correlated, and correlated data 
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which is shown in Fig. 3(b). It is observed that the RNN-FCRTRL algorithm with partially correlated data 
convergence faster than uncorrelated and fully correlated data. In both RNN-SCRTRL and RNN-
FCRTRL the convergence plots are not stable and converged to local minima. For comparison purpose 
with proposed GA based RNN model we considered the partially correlated convergence plot of RNN-
SCRTRL and RNN-FCRTRL and the comparison convergence plot is shown in Fig. 4(a).We compared 
the convergence rate of RNN-SCRTRL and RNN- FCRTRL with our proposed RNN-GA based 
prediction, which is shown in Fig. 3(a).  
We observed from Fig. 4(a) that for RNN-SCRTRL and RNN-FCRTRL converges to a local 
solution around 800 and 400 iterations respectively. This happens due to the loosing of gradient where as 
our proposed GA based weight optimization, convergence plot shown in Fig. 4(a) shows faster 
convergence rate than the RNN-SCRTRL and RNN-FCRTRL algorithm. The GA based MSE converged 
to approximately 0dB where as the RNN-SCRTRL and RNN-FCRTRL convergence to near 0.234dB. 
Hence, from Fig. 4(a) it is observed that RNN-GA outperforms the RNN-SCRTRL and RNN-FCRTRL. 
We used these optimum weights of the RNN structure to predict the channel state variation in the next 
state. Using the CSI information, the bit error rate (BER) is calculated for the case of RNN-SCRTRL, 
RNN-FCRTRL, and our proposed RNN-GA based approach which is shown in Fig. 4(b). The theoretical 
BER is also considered if channel known at the receiver for comparison purpose. It is observed from Fig. 
4(b) that our proposed RNN- GA based approach BER is very close to the theoretical and if the channel 
known at the receiver case. Whereas the RNN-SCRTRL and RNN-FCRTRL produces a much higher 
BER than theoretical and our proposed RNN-GA based CSI estimation approach. 
6. Conclusion 
 CSI prediction at the receiver is an important problem for decrease the BER and increase the 
bandwidth in a MIMO channel. In this paper we assumed the MIMO channel as a Rayleigh fading 
channel whose channel matrix coefficients are complex in nature. Hence we used the RNN structure with 
SCRTRL and FCRTRL for the prediction of the CSI. We found that the SCRTRL and FCRTRL based 
learning algorithms failed to produce the optimum weight for the prediction of CSI. This is due to the 
loosing of the gradient during the optimization. Genetic algorithm is a soft-computing based optimization 
random search approach, which almost always produces a global solution by avoiding the local optimum 
points. Hence it motivated us to use GA for optimizing the weights; we observed that the convergence 
rate and BER outperforms the RNN-SCRTRL and RNN-FCRTRL. Our proposed method takes a longer 
time for each iteration than RNN-SCRTRL and RNN-FCRTRL. The differential GA may be the next 
solution to reduce the time complexity 
 
(a)        (b) 
Fig.3 Learning curve for Uncorrelated, Partial correlated (0.5) and fully correlated data Using (a) SCRTRL and (b) FCRTRL, 
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   (a)                     (b) 
Fig.4.(a) Learning curves for SCRTRL, FCRTRL and GA; (b) Comparison between the BER in Rayleigh fading MIMO channel 
prediction using SCRTRL, FCRTRL, and Genetic Algorithm 
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