Abstract. The block GMRES (BGMRES) method is a natural generalization of the GMRES algorithm for solving large nonsymmetric systems with multiple right-hand sides. Unfortunately, its cost increases significantly per iteration, frequently rendering the method impractical. In this paper we propose a hybrid block GMRES method which offers significant performance improvements over BGMRES. This method uses the matrix polynomial obtained in the course of a BGMRES step and combines the advantages of the block approach with those of successful hybrid methods. We discuss the properties and several implementation variants of the method and report results from numerical experiments. We also describe how to use these techniques in order to solve multiply shifted systems with multiple right-hand sides.
1. Introduction. One natural approach for solving systems with multiple right-hand sides AX = B; (1.1) where A 2 n n is a large, nonsymmetric, nonsingular matrix, and B = b 1 ; : : :; b s ] 2 n s , s n, is to design block versions of iterative solvers. Two methods that have been discussed in the literature are block GMRES (BGMRES) [17, 18, 19] and the block biconjugate gradient algorithm (BBCG) [13] . Given R;R 2 n s , the methods use the block Krylov subspace m (A; R) := fR; AR; : : :; A m?1 Rg (and m (A T ;R) for BBCG), to approximate X. Since these block iterative methods attempt to approximate the solutions from subspaces of dimension never smaller than m (but at most ms), typically these methods converge in fewer iterations than their single right-hand side versions. Unfortunately, however, block methods appear to be at least as susceptible to numerical instabilities as, and more expensive per iteration than their single right-hand side versions. The former problem seems to affect BBCG, while the latter was found to have consequences that are adverse to the performance of BGMRES. It is sufficient to observe that the BGMRES iterates are computed using block recurrences of increasing work and storage requirements per iteration. Experiments in [17] indicated that because of these costs,BGMRES has great difficulty competing with other solvers. Therefore, the question that arises is how to modify the BGMRES method in order to make it viable and competitive. In this paper we propose one approach for addressing this question. Our experiments show that this approach offers substantially better performance than BGMRES. We refer to the method that we propose as "hybrid BGMRES", because it extracts and applies the matrix polynomial obtained in the course of a BGMRES step; as such, the method attempts to combine the advantages of the block approach with those of recent hybrid methods by Joubert [10] , Saylor and Smolarski [16] , and especially Nachtigal, Reichel and Trefethen [12] . One method close to ours, but restricted to positive definite Hermitian systems was proposed by Calvetti and Reichel [1] . That method uses the block Lanczos algorithm to generate approximations to the eigenvalues followed by a modified block Chebyshev algorithm.
IMGA-CNR, Modena, Italy. E-mail valeria@bora.bo.cnr.it.
y Center for Supercomputing Research and Development, University of Illinois at Urbana-Champaign, Urbana, Illinois 61801-2307; also Department of Computer Engineering and Informatics, University of Patras, 265 00 Patras, Greece. E-mail stratis@csrd.uiuc.edu. This research was supported by the National Science Foundation grant no. NSF CCR-91-20105.
We first review some properties of BGMRES in Section 2 and describe the hybrid approach. As we show, critical to the design of the hybrid block method described in this paper is the characterization of BGMRES in terms of matrix polynomials according to the theory developed in [18] . We show in Section 3 that certain approaches that are natural and have been in use in the context of "hybrid GMRES" methods, become unwieldy when applied for multiple right-hand sides. Specifically, we present a novel method for reducing the cost of generating the latent roots of the BGMRES polynomial that is cheaper than the technique used when s = 1. We report results from numerical experiments in Section 4. In Section 5 we describe a modification of the hybrid block method applied to another problem of practical importance, namely the approximation of the solutions X (i) (1 i s) of multiply "multiple" shifted systems (A ? ! i I)X (i) = B; i = 1; : : :; p; (1.2) with ! i 2 , I the identity matrix in n n and B 2 n s . Finally, we present our conclusions in Section 6.
We use the following notation. Subscripts denote the iteration index and superscripts distinguish between individual columns in a block. K m (A; r 0 ) denotes the Krylov subspace generated from the single vector r 0 = b ? Ax 0 , whereas m (A; R 0 ) denotes the block Krylov subspace generated from R 0 = B ? AX 0 . We will also use the matrix K m = R 0 ; AR We will be omitting the dimensionality subscript whenever its value is clear from the context.
2.
BGMRES and restarted BGMRES. Given X 0 and R 0 = B ?AX 0 , BGMRES first applies the block Arnoldi procedure to produce an orthogonal basis for m (A; R 0 ) and then solves a block least squares problem with the (block) Hessenberg matrix H m , which is the representation of the section of A in m (A; R 0 ) relative to the selected basis [19] . By comparison to the application of GMRES on each system, there is more information that is shared per iteration and it can be shown that the column of the final residual matrix with maximum norm, obtained from BGMRES, is at most as large as the maximum residual norm among the s residuals obtained from the Krylov subspaces K m (A; r (j) 0 ), (1 j s) after the independent application of GMRES to each system; see [17, 19] .
In addition to the s(m + ) memory locations are needed. The high costs of BGMRES can be handled, in part, by restarting the procedure after m (block) iterations. Using such a restarted algorithm, however, entails lack of minimization over the entire block Krylov subspace and leads to performance losses [17] . It was shown in [12] that by computing the GMRES polynomial and applying it on the residual vector after a certain number of GMRES steps it is possible to obtain a scheme that is frequently faster than GMRES. A restarted hybrid algorithm was also presented in [10] . We devote most of the remainder of this paper to show that a hybrid block approach is mathematically feasible, practical, and computationally superior to BGMRES. Unless mentioned otherwise, we will be making the assumption, henceforth referred to as the "full rank assumption", that the block subspace m (A; R 0 ) has full rank ms [18] .
3. The hybrid BGMRES method. We showed in [18] we use the symbol to define the "product" (cf. [11] ):
Moreover, m solves the minimization problem: This approach is motivated by results in [18] indicating that the lemniscates of the BGMRES residual polynomial approximate the "-pseudospectrum of A. Hence, we expect that the application of m onR m would be appropriate.
The above phases can be combined in several ways: For example, phases 1-3 can be repeated until convergence, or phases 1-2 can be applied once and then phase 3 repeated until convergence, or phases 1-3 can be applied until convergence but with m computed periodically (or only once). Similar strategies have been used in hybrid solvers designed for single right-hand sides, see [10, 12] .
In the next two sections we discuss algorithm HYBRID in greater detail. In our implementation the 3 phases are repeated till convergence, with only one computation of the acceleration parameters. Our discussion is motivated by the fact that the computation and application of the acceleration polynomial is considerably more expensive and numerically sensitive than for the single right-hand side case.
Application of the matrix polynomial.
Our motivation for the application of the residual matrix polynomial is contained in the following theorem. In particular, for the BGMRES residual polynomial, it follows from (3.2) and (
, applying m onR m will decrease the norm of the residual. We next describe two possible implementations.
Direct application of m . The coefficients j in (3.1) are computed by recovering the power form representation K m from the Krylov basis by means of the relation V m = K m C m , where C m is the ms ms triangular matrix of "change of basis". After obtaining the j 's, the application m (A) R m is computed using a block version of Horner's rule. We call this approach BG-POL, and show its basic steps in Table 3 .1. BG-POL is an extension of a method used in the single right-hand side case [12] . Despite its simplicity, however, BG-POL becomes susceptible to numerical difficulties as m and s increase, which are caused by the underlying power form representation and by the conditioning of the matrix C m .
Richardson acceleration. In the interest of stability, another approach that was used in [12] for the single right-hand side case consists of explicitly obtaining the GMRES polynomial but applying it using Richardson's method. In order to extend this approach to the block case we need to know how the latent roots of the matrix polynomial m are related to the spectrum, or preferably to the "-pseudospectrum of A. This was studied in [18] ; during the remainder of our discussion we will be making extensive use of the results derived therein.
The parameters of the Richardson process are inverses of the latent roots of m ; these are the roots of the polynomial p ms ( ) := det( m ( )), p ms 2 P ms [8] . Thus, for each k = 1; : : :; s, the Richardson procedure accomplishes the multiplication ( [14] ) r (k) m = p ms (A)r (k) m :
To reduce the risk of instability in the Richardson procedure, we use Leja ordering for the parameters of [12] ; moreover, we coupled complex pairs of roots as in [16] , in order to avoid complex arithmetic. We call this algorithm BG-RICH and present it in Table 3 .1.
In order to justify the use of the scalar polynomial p ms in the Richardson acceleration procedure we need the following extension to Hölder's inequality. Because of the power-like dependence of the upper bound for p ms in (3.5) on s, the method is more sensitive to the behavior of m on the spectrum of A than in the simple application of m . We also observe that the bound in (3.5) is sharp, as it can be easily verified with 2 ( ) = I 2 ? I 2 .
The major difference in the design and performance of BG-POL compared to BG-RICH is that the former depends on the minimization properties of the residual polynomial, whereas the latter depends on how well the latent roots of m represent the "-pseudospectrum of A. We also observe that in contrast to the case s = 1, the two methods are not equivalent in exact arithmetic. Indeed, whereas the Richardson scheme implements (3.4), the block form of the Horner rule computes each new residual as linear combination of the starting residuals using scalar polynomials of maximum degree m. Letting m ( ) = (q i;j ( )) i;j=1;s with q i;j 2 P m , we have r (k) m = P s i=1 q k;i (A)r (k) 0 , k = 1; : : :; s [18] . . It is worth noting that reference [4] was only dealing with the case s = 1, and performance considerations were not a major concern. For s > 1, however, this calculation can impose a significant performance penalty. We next From the above description, it can be shown that the cost of solving problem (3.7) is O(m 2 s 2 + s 3 m). It follows that for commensurate values of m and s, the complexity of our approach is lower by a factor of ms than the method described in the beginning of this section.
Implementation issues. Method
In some cases, however, the values of m and s are large enough to make even the aforementioned method very expensive. Not only that, but the cost of the acceleration phase (consisting of the application of a polynomial of degree ms on each residualr k;m , k = 1; : : :; s) becomes substantial, while the manipulation of large degree polynomials leads to numerical difficulties. To handle these problems one could of course restrict m to be small; this, however, would be likely to diminish the effectiveness of the BGMRES step. Instead, we propose to take m steps of BGMRES but then apply as accelerator the residual polynomial m corresponding to a subspace m with m m, as opposed to the subspace m used during the BGMRES phase. m is computed while m is generated; of course, we need to select m so that m can be usefully applied. We describe such a strategy and show its effectiveness in Section 4. The numerical experiments therein suggest that its application increases the performance of the BGMRES method whenever ms is large. Table 3 .2 lists the computational costs of BGMRES (cf. [17] ) and the additional costs corresponding to each implementation of the block hybrid approach.
The cost associated with the computation of the parameters for the polynomial acceleration led us to reuse the same BGMRES polynomial ( m or m ) during all instances of phase 3 of the algorithm. Other strategies that could be of interest but are not explored here include computing a BGMRES polynomial periodically, or constructing it adaptively by judicious incorporation of information from several restarts. We also note that the method described in [12] for the single right-hand side case does not use restarting, but applies the GMRES polynomial repeatedly, enlarging m whenever its effect on the residual is not satisfactory. Unfortunately, because of its numerical sensitivity and added cost this option becomes less practical as s increases.
Experiments.
We next illustrate the behavior of the hybrid approach and the improvements that it offers over BGMRES. We also compare its performance with the restarted GMRES ( [15] ), and with the transpose-free quasi-minimal residual (TFQMR, [6] ) methods, when these are applied to each system independently. All experiments were carried out in double precision arithmetic using the compilation options for, and enforcing execution on, one processor of an Alliant FX/2800 computer running Concentrix 3.0, at the University of Illinois' Center for Supercomputing Research and Development.
Our test suite consists of matrices originating from the discretization of an elliptic operator, and from the Harwell-Boeing collection [3] . We next report the common features of the experimental setup. We used the same set of s 20 random right-hand sides, all consisting of elements selected uniformly from 0; 1]. Matrix A was stored in compressed row format. We considered that convergence was reached when all true relative residuals satisfied kr (j) i k=kr (j) 0 k 10 ?7 ; 1 j s, for consistency, however, no early stopping was used. In all experiments we report runtimes (in seconds) measured using the Alliant Fortran function dtime. The best times achieved for each experiment are listed in italics. Given some method, we denote the time for solving for s right-hand sides by T(s). A figure of merit we will be referring to characterize the effectiveness of a multiple right-hand side solver is the rate at which the cost per right-hand side increases with s. We expect that an effective multiple right-hand side solver should achieve a sublinear increase of T(s) with s (cf. [17] ).
For large values of ms the hybrid BGMRES implementations followed the strategy we All experiments with the GMRES(m) algorithm were conducted using two values for m.
Performance of single solvers can seriously deteriorate when the coefficient matrices are large and sparse, because of the loss of data locality incurred by the sparse matrix by vector multiplication kernel used to solve for each right-hand side separately. On the other hand, these algorithms can be coded to treat the right-hand sides "concurrently" instead of completely solving for one right-hand side before proceeding with the next 1 . Depending on the size of the system, this approach frequently achieves a sublinear increase of the runtime for a range of moderate values of s, purely from the effective use of the memory system; consequently, GMRES and TFQMR have been written to use the same sparse matrix by dense block kernel as the block methods.
Our first set of experiments was conducted using matrices that originate from the fivepoint discretization of the operator L(u) = u xx + u yy + u x + u y + u (4.1) on the unit square, for several choices of the parameters ; ; ; , and . We used homogeneous Dirichlet boundary conditions, and central differences to discretize first order derivatives. The discretization was performed using a grid size of h = 1=61, yielding matrices of order n = 3600. Matrices were scaled by multiplication with h 
We first observe that BGMRES is very slow. Indeed, that was the motivation for the hybrid block methods introduced in this paper. It is particularly disappointing that the runtime of BGMRES increases superlinearly with s. These tables show that the hybrid block approach consistently and significantly improved the performance of BGMRES. Among the two hybrid block versions, BG-RICH was always faster than BG-POL. Comparing with the single right-hand side solvers, we see that BG-RICH outperforms both GMRES and TFQMR in the experiments of Table 4 .1, but is slower than the fastest of the two single right-hand side methods in the experiments of Table 4 .2.
In the second set of experiments we used two matrices from the Harwell-Boeing collection and ran the algorithms after incorporating ILU preconditioning with no additional fill-in. Results are presented in Tables 4.3 (2) The ILU preconditioning made the performance of BGMRES competitive with the other methods: For example, its runtimes increase sublinearly with the number of right-hand sides, so that it occasionally returns better performance than GMRES and TFQMR (cf. Table 4. 3). Nevertheless, BG-RICH returned better performance than BGMRES. This is in spite of the fact that the hybrid algorithm requires more sparse matrix by dense block multiplications, and therefore more solves with the triangular preconditioner factors. Comparing with the other methods, it appears that the clustering of the eigenvalues caused by ILU together with polynomial acceleration make the hybrid approach return better performance than TFQMR and GMRES, except when solving with matrix SHERMAN5 for few right-hand sides. This known feature of ILU preconditioner on the spectrum of the coefficient matrix led us to select a very small m, which already contained satisfactory information on the spectral region of the matrix.
It is finally worth observing that BG-RICH consistently returns runtimes that only grow sublinearly with s. For example, the runtime per right-hand side in Table 4 .3 reduces from 19 sec per right-hand side (s = 4) down to 10:45 sec (s = 20). This holds even in the worst case (Table 4. 2), where the runtime reduces from 16:2 sec per right-hand side (s = 4) to 13:2 sec (s = 20). We take this is as an indication that BG-RICH is successful as a multiple right-hand side solver. (2) 118 (2) 5. The hybrid block approach for multiple shifted systems. In this section we outline a method for the solution of (1.2) for any choice of right-hand sides B = b (1) ; : : :; b (s) ] and scalars f! i g i=1:::;p . This is a total of sp systems, and we use the double superscript notation r (j;i) m to denote the residual corresponding to the j th right-hand side, and to ! i , after the m th iteration.
Methods for solving shifted systems when s = 1 can be found in [5, 2] . One approach consists of approximating the unshifted system Ax = b with a Krylov subspace method while updating certain quantities in order to solve the shifted systems [5] . In this manner the p multiplications with A ? ! i I are replaced by one multiplication with A per step. This is that upon restarting, one would need to solve for p distinct systems (A ? ! i I)x =b; in particular, all right-hand sides would be different, and the advantage offered by the invariance properties cannot be used. Therefore, the method described in [2] continues with GMRES until a good approximation has been obtained. It is easy to show that the invariance properties of Krylov subspaces carry over to block Krylov subspaces. Consequently, when solving for several right-hand sides, as requested by (1.2), there is much information that can be shared among the sp systems, since for each of the p shifts there are s right-hand sides. Equality (5.1) also holds in the block setting, though the block version of the algorithm of [2] becomes very demanding in terms of memory as m and s increase. Therefore, continuing BGMRES till convergence might be impractical.
The approach that we propose is the following: The first step consists of using BGMRES to provide approximations fX (i) m g i=1;:::;p to the solution of (1.2). This step makes use of the common basis V m and of the shifted upper block Hessenberg matrices H m ? ! i I, with I = I ms ; 0] T . We can then compute suitable parameters in order to apply polynomial acceleration using any of the techniques presented in Section 3.1. If method BG-POL is used, then the coefficients of each residual polynomial For the reasons expanded earlier, it is best not to restart but to reapply the polynomial acceleration phase until all systems have converged.
6. Conclusions. The aim of this paper was to describe a hybrid block method for solving simple and multiply shifted systems with multiple right-hand sides. This was achieved by computing and applying the BGMRES matrix polynomial on the residual block of the BGMRES method. A variant, where a lower degree polynomial corresponding to a smaller Krylov parameter m was also described and was shown to be effective in reducing the total cost of the method and improving its overall behavior. Our numerical experiments show that i) the hybrid block approach improves the performance of BGMRES, and ii) the method is competitive and frequently faster than standard single right-hand side solvers such as GMRES and TFQMR.
Another successful hybrid scheme for multiple right-hand sides was discussed in [17] . That scheme was based on approximating the solution of (1.1) by generating parameters from a single "seed" subspace at a time. Instead, here, we advanced by building polynomials based on the entire subspace. A topic that appears to merit further investigation is the design of method that take an intermediate approach, computing and using matrix polynomials based on selected subsets of s right-hand sides, where 1 < s < s.
