Microwave assisted magnetic recording (MAMR) is one of the promising next generation recording technologies that is expected to carry the magnetic recording industry beyond today's perpendicular magnetic recording (PMR) limit. MAMR involves the introduction of a high frequency oscillating magnetic field in the microwave frequency (GHz) range at the time of writing. This assisting energy at a specific frequency helps to make the magnetic grains more malleable and thereby reverse more easily which permits the usage of smaller, higher coercivity grains in the media, supporting a higher recording density. The generation of a stable oscillating magnetic field is expected to come from a spin-torque oscillator (STO) that has a rotating field-generating layer (FGL) when a current is injected. The STO must be properly designed in order to generate the stable oscillating magnetic field of the desired frequency and with sufficient amplitude to assist in the media reversal. In this work, we optimize the STO to produce a large and stable oscillating field with the desired parameters. Micromagnetic simulations of the STO are used to determine the STO's behavior and we propose various metrics to be used as a measure of the performance of the STO's response. Subsequently the response surface methodology (RSM) is employed to optimize our selected performance metric, producing the highest performing STO.
I. INTRODUCTION
Microwave Assisted Magnetic Recording (MAMR), [1] is a candidate for the next generation technology being developed to continue the areal density growth of the magnetic recording industry that has been saturating over the past decade due to the superparamagnetic limit [2] . MAMR contributes towards the areal density growth by injecting a high frequency (HF) oscillating magnetic field during the writing. This enables smaller grains with higher coercivities and greater thermal stability to be used in the media, which lead to higher densities.
MAMR was initially proposed based on the principle of using a high-frequency oscillating magnetic field to excite The associate editor coordinating the review of this manuscript and approving it for publication was Wenjie Feng. the grains reducing the write-field needed to switch them [3] . To generate the microwave oscillating field needed to assist during MAMR writing, it has been proposed that a spin torque-oscillator [4] could be inserted between the main write-pole and the trailing shield.
At present, there are 2 main technologies competing to be the next-generation technology that will carry the magnetic recording industry forward. Aside from MAMR, the other main contender is heat assisted magnetic recording (HAMR) [5] , [6] . Both HAMR and MAMR are based on the concept of injecting energy at the time of writing to reduce the coercivity of the grains that would otherwise be magnetically too hard to write. The main difference between the two is that MAMR uses microwave fields while HAMR uses heat to assist in the writing. While more research effort has been invested into HAMR, mainly by Seagate Technologies, MAMR has FIGURE 1. The geometry of the write pole (green) trailing shield (red) and STO (grey) assumed in the micromagnetic simulations. The control parameters used to optimize the design are shown in the table above on the right. A current density J flows through the STO, picking up a spin in the SIL (spin-injection layer) that subsequently exerts a torque on the FGL (field generating layer) causing it to rotate.
the potential for going towards 3-dimensional recording [7] , in which there has been some previous effort to optimize the media stack [8] . In this work, a technique similar to that employed in [8] is used, but in the optimization of the STO parameters.
The STO is the main novel component in a MAMR system and requires careful design to ensure that it is performing at its optimal capacity. In the current work, we optimize the STO by adjusting the 4 parameters shown in Fig. 1 . These parameters are θ , the angle of the STO, φ, the angle of the trailing shield, STOSize, the length of one side of the STO (the STO having a square cross-section), and J , the injected current density driving the STO. θ is the tilt angle of the STO and it controls the angles at which the fields from the STO emanate, as well as the angle of the plane of its rotation to the write-pole field. These fields interact in a complex and difficult to predict manner, which is the rationale for its inclusion as one of the controlling parameters. φ is the trailing shield angle that affects the angle of the fields from the main pole that pass through the STO, influencing the stability of its rotation, and the second chosen controlling parameter. The STO size and injected current density, J , also obviously play a strong role in determining the stability and amplitude of the STO rotation that we wish to optimize.
II. OPTIMIZATION OF THE STO
Given the abovementioned set of controlling parameters, we would like to find the values that produce the best STO performance in some sense. In this work we optimize the STO through the simulation of the STO behavior using micromagnetics [9] , [10] . We then define an appropriate metric and use the response surface methodology to optimize the parameters.
A. MICROMAGNETIC SIMULATIONS
Micromagnetic simulations are used to model the behavior of the STO in the presence of the fields from the writepole and from the spin-torque current [11] . Micromagnetic simulations have a lot of other parameters that we do not vary, some of the important ones are shown in Table 1 . The key output of the micromagnetic simulations with regards to our optimization of the STO, is the field generated by the field-generating layer (FGL) in the medium. For this purpose, we observe the 3 components of the FGL field (H x , H y , H z ) at a distance of 7nm from the air bearing surface (ABS), a sample of these signals is shown in Fig. 2 . For this STO response shown in Fig. 2 , the nominal parameters of θ = 20 • , φ = 35 • , STOSize = 20nm, J = 4.5e8A/cm 2 has been used. The write-head field is pulsed at a frequency of 1GHz, giving a magnetization reversal every half a ns. These head-field reversals, in turn cause the STO to reverse its direction of rotation, resulting in disruptions to the continuity of the oscillations. These disruptions can be seen in Fig. 2 as the partitioning of the signal into batches of continuous sinusoidal oscillation, split by a break while the STO reverses. It is also be observed in Fig. 2 that the main-pole reversals sometimes produce some instability in the STO rotation that manisfests in a drop in quality of the sinusoidal oscillation of the FGL field, in the medium. The optimization performed here, is to maximize the STO response and minimize the STO instability.
B. PROPOSED METHOD OF OPTIMIZATION
In this work, we use the response surface methodology (RSM) to optimize the STO performance. The RSM is a generic method to optimize a set of control parameters by conducting experiments at a pre-chosen set of points in the control-parameter search space. There is a variety of prechosen constellations to select from, and in this work we use the central composite design (CCD). The CCD consists of 3 categories of experimental search points. They are: the nominal search point, the axial search points and the factorial search points. In order for the RSM to be effective, the nominal point needs to be sufficiently close to the optimum, and the search step that defines the axial and factorial points need to reasonably encompass the sought-for optimum. The axial points lie along the Cartesian coordinate axes in N dimensional space (where N is the number of control parameters, equal to 4 in our study). With each parameter varying to plus and minus a search step along one of the dimensions, there are 2N such axial points. The factorial points correspond to varying all the parameters in a full or a partial factorial search pattern and there are 2 N factorial points if a full-factorial search is used. A performance metric (PM) must then be chosen and an N -dimensional paraboloid is subsequently fit to these experimental data points. Once the paraboloid is found, its maximum can be easily computed and the optimum coefficients can thereby be obtained.
C. THE PERFORMANCE METRIC
In order to optimize the STO, we must carefully define a metric that captures the aspects of the STO performance that we want maximized or minimized, to determine how well a given set of parameters is performing. Towards this end, we fit an ideal sinusoid of the form
to each batch of sinusoidal oscillations in Fig. 2 . The ideal sinusoid is superimposed in red. The red sinusoids have 4 parameters to identify in each case: A, B, ω and ϕ. To obtain the ideal sinusoids, first the beginning and ending times t 1 and t 2 of the sinusoidal batch need to be identified, which is a simple task as the sinusoidal batches occur every 0.5 ns. Within the limits of t 1 and t 2 , an estimate for A and B can be obtained as A = (y max − y min )/2, B = (y max + y min )/2, where y max and y min are the maximum and minimum values of the signal in the range [t 1 , t 2 ]. These estimates for A and B can then be used to find the times of the N z zero-crossings of the STO oscillations that we label z k , where the signal crosses B, from which we can compute
which then define our best fit sinusoids in (1) . It is noted that in addition to being involved in the evaluation of the optimization metric, the value of ω that we estimate here is also an important parameter in its own right, as the frequency of oscillation of the STO is one of the important design parameters that needs to be matched with the resonance frequency of the media in order for MAMR to work. As we wish to make the STO signal as close as possible to the ideal sinusoid, we define the normalized mean square error (MSE) as:
where y i is the actual STO response andŷ i is the corresponding sampled version of the ideal sinusoidal curve given in (1) . At this point, we pause to reflect on the aspect of the STO oscillation that we wish to optimize. As was mentioned at the end of Section II-A, we would like to jointly maximize the amplitude of the STO oscillation, and have the most stable (or regular) oscillations. The requirement of having a stable oscillation translates into minimizing the MSE between the STO output and the best-fit ideal sinusoid in (1) . Meanwhile, the requirement of having the biggest signal possible, refers to the component in the plane of the medium, as that is what generates the assistance for the grains to switch. The in-plane portion of the field is the Y -Z component, therefore we require a metric that simultaneously minimizes MSE and maximizes A y and A z . In this work, we explore several such PM's that we define here as:
where MSE x , MSE y , MSE z are the normalized MSE's of the three components of the STO signal as defined in (4) and MSE is the average of the three. A y and A z are the amplitudes of the best fit sinusoids to the y and z components of the STOsignal. Each PM will be used to perform an RSM optimization, resulting in 4 optima that we can test and compare.
D. THE RESPONSE SURFACE METHODOLOGY
The RSM requires a nominal value followed by a search step in each of the given axial and factorial directions in Ndimensional space, giving a total of 1 nominal point, 8 axial points and 16 factorial points or a total of 25 simulation sets when N = 4. For each of the 25 simulation sets, the control parameter values, the important parameters from the fitting of the sinusoids and the 4 above-mentioned performance metrics are shown in rows 1 to 25 of Table 2 . The first row of Table 2 is the nominal point, rows 2 to 9 are the search points in each of the 4 axial directions and rows 10 to 25 are the factorial search points in the 8 factorial directions. The last 4 rows are validation points that will be discussed in the next section. Every row in Table 2 holds the values of the 4 control parameters θ, φ, J and STOSize in the first 4 columns followed by the measured parameters from each experiment, derived from the STO oscillation waveforms shown in Fig. 2 . From these measured parameters, the performance metrics given in (5) are evaluated for each set of control parameters and are shown in the last 4 columns of Table 2 .
One of the requirements for a successful optimization using the RSM is that the optimum should be well bracketed by the search steps. The 2 N factorial points typically provide the bulk of the data to which the response surface (an Ndimensional paraboloid) is fit. The reason a paraboloid is selected as the response surface, is that it is a good fit to any optimum, so long as the data points are sufficiently close to that optimum. It is therefore prudent to check that the search points do indeed bracket the optimum with a reasonably small step size, as large step sizes will place the experimental points further from the optimum, where the paraboloid has a higher probability of being a poor fit to the data. This could result in a possible failure, or poor accuracy of the optimization. We therefore qualitatively check the performance metric at the nominal and each axial point for each control parameter and each performance metric in Fig. 3 . The nominal point produces performance metrics that are bigger than one, or both of the axial points as shown in Fig. 3 . Based on these plots in Fig. 3 , minor tweaks were made to the search steps prior to the micromagnetic simulations for the factorial points to place them more centrally in the range and to also optionally narrow the search range.
After the micromagnetic simulations for the factorial points in Table 2 were completed, ideal sinusoids were fit to each batch of oscillations and the PM's were evaluated. Then the coefficients of the best fit 4-dimensional paraboloid were computed for each PM.
The 4-dimensional paraboloid is termed ''the response surface'' and can be written as:
where x is a vector holding the zero'th, first and second order terms of the control parameters and α is a vector of the constant, linear and quadratic coefficients to be solved for.
There are 15 terms in equation (6), one constant term, 4 linear terms and 10 second order terms from which we define the cost function J = i (y(x i ) − y i ) 2 as the squared Euclidean distance between the response surface and the performance metrics for each trial. The optimum solution for α can be derived as:
where the vector x i holds the appropriate control parameters of the i'th experiment and y i is the appropriate performance metric of the ith experiment. Once the best fit α * coefficients are obtained, they can be reformulated into matrices C, holding the quadratic coefficients and d, holding the linear coefficients: The optimum set of control parameters and the optimum response surface value can be computed as
respectively. The matrix C contains the coefficients for the quadratic terms of the response surface and the eigenvalues of C determine whether the parabolas are upward-opening or downward-opening in each of the paraboloid's principal directions. Positive eigenvalues constitute upward-opening parabolas while negative eigenvalues denote downward-opening parabolas. As we are currently trying to maximize the response surface, we want the eigenvalues to be all negative. If the solution in (7) produces C with some positive and some negative eigenvalues, then we have a saddle point which is an indication that the paraboloid may not be fitting the data so well.
III. RESULTS
As there are 4 PM's to evaluate, the curve-fitting equation (7) was applied to each of them in turn, producing 4 response surfaces, one for each PM. On computing the eigenvalues of the C matrix in each case, it was found that the response surface for PM 1 had a positive eigenvalue, whereas for PM 2 , PM 3 and PM 4 , the eigenvalues were all negative as required for a global maximum. The optimum control parameters in (8) were therefore solved, for PM 2 , PM 3 and PM 4 and are shown in rows 26-28 of Table 2 . These parameter sets were subsequently passed back to the micromagnetic simulations for validation simulation runs and updated performance metrics were recomputed and are also shown in rows 26-28 of Table 2 . Fig. 4 shows the best-fit parabolas in blue for each of the 4 performance metrics, sliced in each of the axial directions, through the nominal point. The performance metric at each axial search point, along with nominal point in the center is also marked on each of the charts in Fig. 4 to give an indication of how close is the best-fit parabola to the data in each axial direction. After the axial plots, we list the 4 eigenvalues of C for each response surface. As noted above, a positive eigenvalue has manifested for the response surface of PM 1 , while the other 3 PM's all have only negative eigenvalues. The positive eigenvalue associated with C for PM 1 indicates that in one of the response surface's principal directions, the parabola opens upwards indicating that the fit to the underlying data points may not be so good. For PM 2 , PM 3 and PM 4 on the other hand, the eigenvalues are all negative indicating a global maximum in the response surface. The optimum control parameters (x * ), and the performance metric evaluated at those optimum parameters (y * ) are also shown for each PM in Fig. 4 . These optimum control parameters in Fig. 4 are also passed back as validation micromagnetic simulations in rows 26-28 of Table 2 and the PM's are reevaluated. As it is suspected that the optimum calculated using PM 1 may be sub-par due to the positive eigenvalue, these values were not passed back for an additional validation experiment.
The validation performance metrics for rows 26-28 in Table 2 are good, but they are not the best, with the nominal values of the control parameters amongst others performing better than the optimized values. In this particular study, it turns out that the nominal values for θ , φ, J and STOSize appear to already be pretty good, and we may have selected a step-size that is slightly too big in the search. A large stepsize causes the axial and factorial experiments to be further from the optimum where a paraboloid might be less good of a fit for the response surface.
It was decided that we would re-do the optimization, after adding in the 3 new experiments in rows 26-28. We know these points should be close to the optimum, and therefore contribute data to curve-fitting in the region where the data and the curve match well. The results of this second optimization are shown in Table 3 , and this time we observe the VOLUME 7, 2019 improvement that all four PM's have all-negative eigenvalues. A second positive aspect of the results in Table 3 is that the optimum values of x * closely coincide in all 4 situations, meaning that the optimums derived from using each of the four performance metrics, now closely agree with one another. This is a second very encouraging sign. We average together the 4 values of each control parameter and pass this back to the micromagnetics for a (hopefully) last validation check, which is tabulated in row 29 of Table 2 . As desired, each of the four PM's is now the largest amongst all the experiments, leading us to the conclusion that we have located the optimum values for the control parameters in row 29 of Table 2 .
Although the metrics in Table 2 tell us that our solution in row 29 is the best, it is an additional assurance to get a visual confirmation of this fact. In Fig. 5 we plot 5 of the oscillations of the H y component of the STO field for the nominal (row 1) and the optimized (row 29) parameter sets. The ideal sinusoidal best fit curves are shown in red, while the STO output is shown in blue for each batch of oscillations. We also show the normalized MSE and the amplitude of the ideal oscillation in each case.
Qualitatively, we can see that the optimal parameter set in row 29 tends to have a more regular and larger oscillation than the nominal parameter set. Comparing the MSE and amplitudes of the optimal and nominal curves we do observe smaller MSE's and larger amplitudes for the optimum. The difference is not too large, indicating that the originally chosen nominal values were already fairly decent choices.
IV. CONCLUSION
In this work, we have successfully optimized 4 critical parameters in the design of an STO for the application of MAMR recording. These parameters are θ , the tilt angle of the STO, φ the angle of the trailing shield behind the main pole, J , the injected current density through the STO, and STOSize the length of an edge of the STO. We used the RSM with a CCD constellation to choose a set of micromagnetic simulation experiments from which we attempted to locate the best performing parameter set. We proposed 4 PM's consisting of various combinations of the parameters that we wanted to maximize or minimize. In this work, we attempted to minimize the MSE between the STO oscillation and an ideal bestfit sinusoidal oscillation, and to simultaneously maximize the amplitude of the y and z components of the oscillation in the media.
The first optimization attempt produced a good performance, but not a performance that is highest amongst all the trials. A second round optimization was performed in which we included the results from the first round simulation into the optimization routine which ended up producing a set of parameters that coincided regardless of the PM, and secondly that yielded the highest value of the PM from all experiments. A final visual check of the STO with the optimum parameters showed that we were getting regular oscillations with large amplitudes as desired.
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