This paper studies the regular stochastic block model comprising several communities: each of the k non-overlapping communities, for k 3, possesses n vertices, each of which has total degree d. The values of the intra-cluster degrees (i.e. the number of neighbours of a vertex inside the cluster it belongs to) and the inter-cluster degrees (i.e. the number of neighbours of a vertex inside a cluster different from its own) are allowed to vary across clusters. We discuss three main results. The first of these compares the probability measure induced by our model with the uniform measure on the space of d-regular graphs on kn vertices; the second establishes that the clusters, under rather weak assumptions, are unique asymptotically almost surely as n → ∞; the third shows that efficient weak recovery of the clusters is possible under suitable assumptions on the eigenvalues of the k × k matrix of intra-cluster and inter-cluster degrees.
Introduction
This paper concerns itself with the regular stochastic block model, henceforth abbreviated as RSBM, that is used to study clustered networks. These networks exhibit community structure, whereby the individuals participating in the network, typically indicated as nodes or vertices of a graph, are split into overlapping or non-overlapping groups, usually with dense connections internally and sparser connections between different groups. Community structure is common in many complex networks such as computer and information networks ( [30] ), online social networks and biological networks ( [21, 10, 16, 38] ) that include protein-protein and gene-gene interactions ( [34] ), biological neural networks ( [20] ), metabolic networks ( [50] ) etc. Detecting communities in clustered networks has been pursued with fervour ( [44, 45, 46, 5, 43, 27] ), since communities often act as meta-nodes in a network and individuals within the same community tend to exhibit behavioural and functional similarities, simplifying the analysis of the underlying features of the network. The characteristics displayed by each distinct community may also vary greatly from the average properties of the network. The existence of communities may also significantly affect the spreading of rumours, epidemics etc. within the network.
The stochastic block model, henceforth abbreviated as SBM, (introduced in [23] , surveyed in [1] ), has been the most popular model, so far, in studying clustered networks. In its most simplified form, this model comprises 2n vertices that are partitioned into two equi-sized clusters. Edges between all pairs of vertices appear mutually independently, with probability p if both vertices belong to the same cluster, and probability q if they belong to different clusters. Letting the intra-cluster average degree be a ∼ pn and the inter-cluster average degree be b ∼ qn, [37] and [3] studied the SBM in the regime where a, b = O(log n), whereas [11] , [13] , [14] , [39] , [42] , [40] , [41] and [33] studied SBM in the regime where a, b = O(1), as n grows to ∞. Other variants of this model studied are the Bayesian SBM ( [48] ), degree-corrected block models ( [51] ), labeled SBM ( [29, 22] ), SBM in sparse hypergraphs ( [47] ) etc. We also refer the reader to [15] , [26] and [12] for discussions on relations between community detection in SBM and the minimum bisection problem that seeks to partition a graph of 2n vertices into two equi-sized parts such that the number of edges across the parts is minimized.
Since the essence of our paper is to focus on the case where the given model constitutes several underlying clusters, we emphasize on the following developments in the literature. In [13] , it was conjectured that if the signal-to-noise ratio of a given SBM is strictly higher than 1, then it is possible to detect communities in polynomial time, or, in other words, the well-known Kesten-Stigum threshold is achieved; moreover, if the number of underlying communities in the model exceeds 4, it is possible to detect the communities information-theoretically for some signal-tonoise ratio strictly lower than 1. It was shown in [7] that the Kesten-Stigum threshold is achieved in SBM's with multiple communities satisfying certain asymmetry assumptions, whereas the full conjecture of [13] , for several clusters, was established in [2] . The extension of SBM from two to several communities has proven to be a veritable challenge during the course of development of this field.
The RSBM was introduced in [8] , although two regular versions of the SBM in the sparse regime was proposed in [39] . As in [8] , we assume that each intra-cluster degree and each inter-cluster degree exceeds 3, ensuring that the resulting graph is connected with high probability. The RSBM differs from the SBM with constant average intra-cluster and inter-cluster degrees in that the latter has a positive probability of possessing isolated vertices. In RSBM, the imposition of the constraint that each vertex has a constant number of neighbours in each given cluster gives more structure to the graph, but at the same time, robs the model of the edge-independence that is present in SBM.
We now highlight the novelties as well as describe the organization of our paper. First and foremost, we emphasize that our model is far more general than that of [8] in that it takes into account multiple communities as well as intra-cluster and inter-cluster degree values that differ across communities. We answer similar questions as those in [8] , but the proof techniques, despite bearing similarities in a few places, are more involved and require more careful analysis. To set the stage, in §1.1, we describe the notations and terminology used throughout the paper; in §1.2, we describe the model and its underlying measure in details; in §1.3, we describe the well-known configuration model and the associated exploration process, and their importance in the generation of uniformly random regular or bipartite-regular graphs.
In §2, we show that the measure induced by RSBM on kn vertices, each with degree d, where k denotes the number of communities and n the number of members in each community, is distinct from the measure that makes a uniformly random selection out of the collection of all d-regular graphs on kn vertices. In §3, we show that under rather weak assumptions, the underlying clusters of the model are unique almost surely as n approaches ∞. We draw attention of the reader to a key difference between our analysis and the analysis in [ [8] , §3.2.2]: while they had the symmetry, around 1/2, of the binary entropy function H(α) = −α log 2 α − (1 − α) log 2 (1 − α) in their favour due to the presence of only two clusters, we require a somewhat different strategy to handle the higher number of clusters in our model. Even in the homogeneous case, where all the intra-cluster degrees are the same, there is need for a thorough case-by-case analysis that is much more intricate than in [8] . We emphasize here that in the homogeneous case, our analysis allows for the intercluster degrees to exceed, by far, the intra-cluster degrees. This is a significant generalization over the much more usual assumption of denser intra-cluster connections and sparser inter-cluster connections found in the literature. In the heterogeneous scenario, we need a more restricted range of intra-cluster and inter-cluster degrees, as described in [(3.1) and (3.2), Theorem 3.1]. Finally, in §4, we discuss our result pertaining to the recovery of the clusters of RSBM. The much more complicated implementation of the principal ideas of [Lemma 1, [8] ] in our set-up is not to be missed. Unlike [8] , it no longer suffices to consider the second largest eigenvalue alone, but rather requires consideration of the k largest eigenvalues (counting multiplicities), and the corresponding eigenvectors, of a suitable self-avoiding matrix associated with the RSBM graph.
1.1. Notations. Given n, d ∈ N, we denote by R n d the set of all d-regular graphs on n labeled vertices, and by B n d the set of all d-bipartite-regular graphs on 2n labeled vertices where each cluster comprises n vertices. We shall denote by µ n d the uniform measure on R n d . Given a graph G, we denote by V (G) its vertex set and by E(G) its edge set. Given S ⊂ V (G) and v ∈ V (G), we let deg S (v) denote the number of edges {u, v} where u ∈ S. We denote by G| S the subgraph of G that is induced on S. For disjoint subsets S 1 and S 2 of V (G), we denote by deg(S 1 , S 2 ) the number of edges {u 1 , u 2 } where u 1 ∈ S 1 and u 2 ∈ S 2 . We let G| S 1 ,S 2 denote the subgraph with vertex set S 1 ∪ S 2 and edge set {{u 1 , u 2 } :
Given an infinite sequence of graphs {G n } and a graph property A, we say that A holds asymptotically almost surely (a.a.s.) for this sequence if P[G n satisfies property A] → 1 as n → ∞.
For any α ∈ (0, 1), recall that the Shannon entropy for a Bernoulli(α) distribution is given by
. This will be used in §3.
The rest of §1.1 will be relevant in §4. Given a graph G with V (G) = {v 1 , . . . , v n }, a path between vertices v i and v j is a sequence (v i 0 , v i 1 , . . . , v is ) for some positive integer s, such that
We call a path self-avoiding if the vertices v i 0 , v i 1 , . . . , v i s−1 , v is are all distinct. For any s ∈ N, we define the length-s self-avoiding matrix S (s) by setting its (i, j)-th entry S (s) i,j to be the number of self-avoiding paths of length s between v i and v j . Note that S (1) is the adjacency matrix of G.
Consider two sequences {u n } n and {w n } n of unit vectors such that both u n and w n belong to R mn for some m n ∈ N, for each n. We say that they are asymptotically aligned if lim n→∞ u n , w n = 1. Given a sequence of unit vectors {u n } n and a sequence of subspaces {S n } n where u n ∈ R mn and S n is a subspace of R mn for some m n ∈ N, we say that {u n } n asymptotically belongs to {S n } n if there exists a sequence of unit vectors {w n } n , with w n ∈ S n for each n, such that {u n } n and {w n } n are asymptotically aligned.
1.2.
Decription of the model. Our k-cluster RSBM, denoted G n A , has the following parameters: (i) n denotes the number of vertices in each cluster, (ii) k denotes the number of clusters, (iii) and A = (A i,j ) 1 i,j k is a k × k symmetric matrix of strictly positive integers such that, for some d ∈ N, k j=1 a i,j = d for all i = 1, . . . , k.
(1.1)
Starting with kn labeled vertices, we uniformly randomly partition them into k clusters C 1 , . . . , C k , each of size n. Independent of each other, we now place on the vertices of C i a uniformly random member of R n a i,i , and across the clusters C i and C j a uniformly random member of B n a i,j , for all i, j ∈ {1, . . . , k} with i = j. The criterion in (1.1) ensures that any realization of our model will be d-regular. All the parameters except n remain fixed throughout our analysis. We analyze the asymptotic behaviour of the model as n → ∞.
1.3. Configuration model and exploration process. The configuration model plays a crucial role as a tool in our arguments in §3 and §4. Given d, n ∈ N such that dn is even, this model (see [4, 6] ) allows us to generate a d-regular random graph on n labeled vertices v 1 , . . . , v n (possibly with self-loops and parallel edges) according to the following procedure, also known as the exploration process:
(i) Fix a total order v 1 < v 2 < . . . < v n on the vertex set, and let Ξ i = {ξ i,j : 1 j d} denote the set of half-edges emanating from v i , for all i = 1, . . . , n. Let Ξ = n i=1 Ξ i . We define a total ordering on Ξ as follows: all half-edges in Ξ i come before every half-edge in Ξ i+1 for all i = 1, . . . , n − 1, and within each Ξ i , we have ξ i,j < ξ i,j+1 for all 1 j d − 1.
(ii) We first chooseξ uniformly randomly from the set Ξ \ {ξ 1,1 } and form the edge ξ , ξ 1,1 .
Having constructed the first k edges, we find the smallest half-edge ξ i,j yet unmatched with another half-edge, and choosing aξ uniformly randomly from the remaining subset of half-edges, we form the edge ξ i,j ,ξ . Thus we form a perfect matching on Ξ.
We also describe here the exploration process aimed at generating a random d-regular bipartite graph in which each cluster contains n vertices. In this case, we label the vertices of one partition as u 1 < u 2 < · · · < u n and the other as v 1 < v 2 < · · · < v n . We let Ξ i = {ξ i,j : 1 j d} denote the set of half-edges emanating from u i and Γ i = {γ i,j : 1 j n} the set of half-edges emanating from v i , and the total orderings on Ξ = n i=1 Ξ i and on Γ = n i=1 Γ i are analogous to the one described above. We first choose, uniformly randomly, aγ out of Γ, and form the edge {γ, ξ 1,1 }. After having constructed the k-th edge, we find the smallest ξ i,j in Ξ that is yet to be matched with a half-edge from Γ. We choose, uniformly randomly, a half-edgeγ from Γ that has not yet been matched, and form the edge {γ, ξ i,j }. This leads to a perfect matching between Ξ and Γ.
It has been shown in [6] that in either of the cases above, the probability that the generated random graph is simple, i.e. devoid of self-loops and parallel edges, stays bounded away from 0 as d stays bounded and n → ∞. We can thus condition on the event that the generated random graph is simple, which in turn allows us to prove all results of §3 and §4 using the exploration process.
Henceforth, we call a half-edge emanating from a vertex in C i and matched with a half-edge from a vertex in C j , a half-edge of type {i, j}, for all i, j ∈ {1, . . . , k}.
Comparing RSBM with uniform measure on d-regular graphs on kn vertices
We state here the first of our three main results. Let µ n A denote the probability measure of G A n and S n A the support of µ n A . Recall from §1.1 that µ kn d denotes the uniform random measure on R kn d . where TV denotes the total variation distance between two probability measures.
The proof begins with stating two well-known results. For given n and d with 1 d = o n 1/2 , [[36], Corollary 5.3] states that
where C = C(n, d) remains bounded as n grows. Similarly, [[35] , Theorem 2] states that
where C ′ = C ′ (n, d) remains bounded as n grows. We now use these estimates to count the total number of possible realizations of G n A .Given kn labeled vertices, we choose the vertex sets for the clusters C 1 , . . . , C k in
many ways. The number of possible a i,i -regular graphs on C i , for each i = 1, . . . , k, equals, by (2.2),
Similarly, by (2.3), the number of possible a i,j -bipartite-regular graphs across clusters C i and C j , for each i = j and i, j ∈ {1, . . . , k}, is given by
Therefore, combining these estimates, the total number of possible realizations of G n A on a given set of kn labeled vertices becomes
On the other hand, from (2.2), the number of d-regular graphs on kn vertices is
(2.5)
We recall here the well-known weighted geometric mean -harmonic mean inequality. Given m ∈ N and positive reals x i and α i for
We also observe that given positive integers x 1 , . . . , x k for any k ∈ N, the following inequality holds:
From (2.4), (2.5), (2.7) and (2.8), we see that
The ratio
. This shows that the ratio k 3 (2π) k−1 is strictly less than 1 for all k 3, thus showing that the bound in (2.9) is o(1).
Almost sure uniqueness of clusters in RSBM
We now state the second of our three main results.
Theorem 3.1. Suppose the model described in §1.2 satisfies the following conditions:
When not all intra-cluster degrees are equal, for i, j ∈ {1, . . . , k} with a i,i < a j,j , there exist constants δ i,j ∈ 0, 1 4 , independent of all entries of A, such that
Moreover, there exist constants ǫ i,j ∈ 0, 1 4 , independent of the entries of A, such that for all i, j ∈ {1, . . . , k} with a i,i > a j,j and B j > a i,i − a j,j ,
Then, for all sufficiently large values of the entries of the matrix A, the clusters C i , i = 1, . . . , k, are a.a.s. unique as n → ∞ while the matrix A stays fixed.
From the discussion in §1.3, it suffices to establish Theorem 3.1 on the random multigraph in which each of the intra-cluster regular graphs and inter-cluster bipartite-regular graphs is generated via the configuration model. Fix any non-negative α 1 , . . . , α k such that k i=1 α i = 1, and subsets
To prove Theorem 3.1, it is enough to establish Proposition 3.2. We note here that although Proposition 3.2 is stated for a 1,1 , its proof will be analogous if we replace a 1,1 by any a i,i for i ∈ {2, . . . , k}.
Proposition 3.2. Assume that the hypotheses of Theorem 3.1 hold, and that the entries of A are sufficiently large. Suppose there exist at least two distinct i, j ∈ {1, . . . , k} such that α i and α j are strictly positive. Then a.a.s. the following cannot be true simultaneously:
In order to prove Proposition 3.2, we start with the assumption that G| D is a 1,1 -regular. The proof requires consideration of a few different cases depending on the values of the α i 's, and these are addressed in Lemma 3.3, §3.1, §3.2 and §3.3. Lemma 3.3. If a i,i > a 1,1 and α i > B 1 a i,i −a 1,1 +B 1 , then the conclusion of Proposition 3.2 holds. Proof. Assume that α i > 0 for some i such that a i,i > a 1,1 , and that Proposition 3.2 does not hold.
On the other hand, each u in C i \C i belongs to precisely one of the remaining clusters
thus completing the proof.
From here onward, we only consider those ℓ ∈ {1, . . . , k} such that α ℓ > 0, without mentioning so every time. We shall let i denote that index in {1, . . . , k} (if this is not unique, we choose any such i and fix it) for which α i α ℓ for all ℓ ∈ {1, . . . , k} \ {i}. Note that this guarantees, by the pigeon hole principle, that α i
To prove Proposition3.2, we first condition on the σ-field F comprising the following information: (i) the vertex sets of C ℓ and C ℓ for all ℓ = 1, . . . , k,
for all s = 1, . . . , α i n. The random variables g s are measurable with respect to F. The conditional probability of the event that G| D is a 1,1 -regular is bounded above by the conditional probability of the event
We show that the probability of the event A is o(1) as n → ∞.
First, we express A as the union of pairwise disjoint events. For g ∈ N, let us define the following subset of ordered (k − 1)-tuples of non-negative integers:
Then A can be written as the union of the events
The goal now is to fix any m (s) ∈ S gs for each s and establish that the
ℓ for all s = 1, . . . , α i n for at least one ℓ ∈ {1, . . . , k}\{i} is o(n −1 ) as n → ∞.
Since m (s) ∈ S gs for each s, from (3.4), we have ℓ∈{1,...,k}\{i}
a.s. as n → ∞, where γ is the spectral gap for the adjacency matrix of G. Given a d-regular graph G on n vertices and a subset S of V (G) with |S| n 2 , [[31], Theorem 13.14] (see also [25] , [28] , and [[9], Theorem 6]) established that
Combining these, we get
From (3.6) and (3.7), we get ℓ∈{1,...,k}\{i}
By the pigeon-hole principle, there exists at least one j ∈ {1, . . . , k} \ {i} such that
For the rest of the proof, we fix such a j, and establish the following lemma:
. The proof of this lemma is accomplished through the consideration of three different cases, in §3.1, §3.2 and §3.3.
When a 1,1
a i,i . We note at the very outset that the analysis of §3.1 is enough for the special and commonly studied situation where all intra-cluster degrees are the same. We set
We refer the reader to [[8], Lemma 2] for the following inequality:
We invoke the configuration model discussed in §1.3, and outline, in the next paragraph, some foundational aspects of the argument that resemble [ [8] , Lemma 5] . Let ξ a i,j (s−1)+1 , . . . , ξ a i,j s denote the half-edges of type {i, j} emanating from vertex v s , for each s = 1, . . . , α i n. Let B t denote the indicator random variable of the event that ξ t is matched with a half-edge of type {i, j} emanating
For all 1 t α i n, we see that |p t −p t−1 | O(n −1 ), so that for all s = 1, . . . , α i n, there exists p s ∈ (0, 1) such that
where G s denotes the σ-field generated by {ξ t , 1 t a i,j s}, for each s. Given that each of deg C j (v 1 ), . . ., deg C j (v s−1 ) takes values in {η j , η j + 1}, the number of half-edges emanating from C j that have not yet been matched is at least α j a i,j n − (η j + 1)(s − 1) and at most α j a i,j n − η j (s − 1). The number of half-edges from C j that are left to be matched is a i,j (n − s + 1). Thus
We shall now consider three different ranges of values of α j , where j is as chosen by (3.8) . First, consider
where
where C is as in i of Theorem 3.1. We first consider the case of η j = 0. For each s = 1, . . . , α i n 4 , from (3.11) and (3.13), we have
Using (3.12), (3.16) , the fact that the mode of the Bin(n, p) distribution is ⌊(n + 1)p⌋, and the same argument as in [ [8] , Lemma 4] , we conclude that, for all s = 1, . . . , α i n 4 ,
We now use union bounds and Stirling's approximation to bound above P[A j ] by
which is o(n −1 ) by (3.15 ). Now we consider the case of η j = 0. We enumerate the vertices of C j so that deg C j (v s ) = 1 for s = 1, . . . , G j and deg C j (v s ) = 0 for all G j + 1 s α i n. Inspired by the lower bound in (3.13 ), set
The function f being strictly increasing for α j as in (3.14) , a uniform lower bound on p s for all s = 1, . . . , G j is f (0) = α j > c a i,j . By similar computations as used in deriving in (3.17), we get
for all s = 1, . . . , G j . Note that α j α i by our choice of i, and α i + α j 1 implies that α j 1 − α i . Hence, from (3.9), (3.14) and (3.15) we conclude that
In this case, the upper bound on P[A j ] is given by (3.15 ).
Next, we consider the following range of values of α j : 1
where c is as in (3.15) . At the very outset of this case, we note that, if α i 1 2 , we must have
For all a i,i sufficiently large, this upper bound is smaller than 1 k , giving us a contradiction.
Remark 3.5. The above reasoning shows that for the range α j c a i,j , we need not consider α i 1 2 . When α i > 1 2 , we have, by similar reasoning as above,
For all a i,i sufficiently large, this yields:
and by the concave nature of the entropy function and its symmetry around 1 2 , we conclude that
We first address the case of η j = 0. From (3.13) and (3.20) , for all s = 1, . . . , α i n 2 , we get
so that deg C j (v s ), conditioned on G s−1 , is stochastically dominated by Bin a i,j , 2c a i,j , which in turn can be approximated by the Poisson(2c) distribution. Thus
where γ is a constant that depends only on c. Using (3.23) and (3.25) , and α i n 2 > n 4 , we get the following upper bound on 1 n log 2 P[A j ]:
The first two terms approach 0 as n → ∞. The last term is a strictly negative constant, and as a i,i grows, the third term goes to 0. Hence (3.26) is strictly negative for all sufficiently large a i,i , as n → ∞.
Remark 3.6. Observe that, in the above argument, nowhere has the lower bound on α j from (3.20) been used. This shows that as far as the case of η j = 0 is concerned, our proof of Lemma 3.4 for the regime of §3.1 ends here. In the rest of §3.1, we only consider η j = 0. Now, we consider η j = 0 and α j in the range given by (3.20) . If G j α i n 2 , then the same argument as above will be enough.
Remark 3.7. This shows that for all α j c a i,j and η j = 0, as long as G j α i n 2 , our proof of Lemma 3.4 is already complete. Henceforth, we only consider η j = 0 and G j < α i n 2 . If G j < α i n 2 , then for each s = 1, . . . , G j , the bound in (3.24) holds, and hence so does (3.25). Together with (3.9) and (3.22) , this yields the following upper bound on 1 n log 2 P[A j ]:
Again, the first two terms approach 0 as n → ∞. We focus on the last two terms. Using the lower bound on α j from (3.20) and the fact that x log x > (1 − x) log(1 − x) for all x ∈ 1 2 , 1 , we get:
As a i,i grows to ∞ much faster than log 2 a i,i , and the coefficient of a i,i is a strictly negative constant whereas that of log 2 a i,i is a positive one, hence this is strictly negative for all a i,i sufficiently large. Finally, we consider
and by Remarks 3.5 and 3.6, we need only consider α i > 1 2 and η j = 0. From (3.13), for all s = 1, . . . , α i n 2 , we have
By Remark 3.7, we need only consider G j < α i n 2 , so that (3.28) holds for all s = 1, . . . , G j . By (3.9) and (3.27), we get:
29)
For any fixed positive integer r > 2, for all a i,i sufficiently large, by i of Theorem 3.1, we have
so that by (3.29) we get
By (3.9) and (3.28), we get the following upper bound on 1 n log 2 P[A j ]:
Again, it suffices to focus on the last two terms, and by (3.30), we get the following bound:
which is strictly negative for all a i,i sufficiently large. This brings us to the end of §3.1.
3.2.
When a 1,1 < a i,i and α i > 1 2 . Note that, by Lemma 3.3, this situation arises only when B 1 > a i,i − a 1,1 , and we need only consider α i B 1 a i,i −a 1,1 +B 1 . From (3.8) and the hypothesis of Theorem 3.1, for all sufficiently large a i,i , we get:
where the last inequality follows from (3.2). We again split the analysis into three parts depending on the ranges of values of α j as given in (3.14) , (3.20) and (3.27) , with c satisfying the following condition:
We first consider the case of η j = 0 and then the case of η j = 0 in each of these ranges. When we are in the regime of (3.14) and η j = 0, we note that the bounds in (3.16) and (3.17) hold, and therefore the same analysis as before goes through. When α j c a i,j and η j = 0, the bounds in (3.24) and (3.25) hold for all s = 1, . . . , α i n 2 . Now, from (3.31), we have:
Then 1 n log 2 P[A j ] can be bounded above by
of which the first two terms approach 0 as n → ∞. The remaining terms can be bounded above by
of which the first term can be made arbitrarily small by choosing a i,i sufficiently large, and the last term is a strictly negative constant. Hence the above is strictly negative for all a i,i sufficiently large. Now, we consider η j = 0 for the various regimes of α j . By the same reasoning as Remark 3.7, the only interesting case is where G j < α i n 2 . First, we consider the range of α j as in (3.14) . The bound of (3.18) holds for all s = 1, . . . , G j . By (3.31) and since α j 1 − α i , we get 
Next, we consider α j as in (3.20) . Again, the bounds in (3.24) and (3.25) hold for all s = 1, . . . , G j . From (3.31), we get the following upper bound on 1 n log 2 P[A j ]:
The sum of the last two terms can be bounded above by
which is strictly negative for all a i,i sufficiently large. Finally, we consider α j in the range given in (3.27) . The bound in (3.28) holds for all s = 1, . . . , G j . From (3.31), we have
For any fixed positive integer r > 2 and all a i,i sufficiently large,
and by the same reasoning as in (3.30), using (3.35) we conclude that
An upper bound on 1 n log 2 P[A j ] is given by
of which the first two terms approach 0 as n → ∞, and the sum of the last two terms can be bounded by
which is strictly negative for all a i,i sufficiently large. This brings us to the end of §3.2.
3.3.
When a i,i > a 1,1 and α i
by (3.1) . Note that, if α j c a i,j for any constant c > 1, then
which is strictly less than 1 k for all a i,i sufficiently large, contradicting our choice of i. Hence we need only consider the range of (3.14) for values of α j .
When η j = 0, the argument is the same as the corresponding case in §3.1. When η j = 0, the bound in (3.18) holds, and from (3.36) and α i 1 k , we get the following upper bound on 1 n log 2 P[A j ]:
and as H(α i ) + H(α j ) 2, the above expression is strictly negative for all a i,i sufficiently large.
Recovery of clusters
This section is dedicated to the identification and recovery of the underlying clusters C i of G n A . Let M be the set of all algorithms that take as input a d-regular graph on kn vertices, where d is as in (1.1) , and output a partition of the vertex set V (G) into k clusters of n vertices each. An algorithm in M is said to allow weak recovery if, with probability approaching 1 as n → ∞, it outputs a partition (C ′ 1 , . . . ,
where ∆ indicates the symmetric difference between two sets. An algorithm in M is said to allow strong recovery if, with probability going to 1 as n → ∞, it outputs the partition (C 1 , . . . , C k ). An algorithm in M is called efficient if its run time is polynomial in n.
We mention at the very outset that in §4, log refers to the natural logarithm. For any m ∈ N, we denote by e (m) the vector in R m in which each coordinate equals 1. Recall the matrix A from §1.2 and d from (1.1). By the well-known Perron-Frobenius theorem (see [49, 19] ), the largest eigenvalue of A is λ 1 = d, with algebraic multiplicity 1 and e (k) an eigenvector. Let d > λ 2 > · · · > λ p , for some 2 p k, denote the distinct eigenvalues of A, with algebraic multiplicities r 2 , . . . , r p respectively, where r 2 , . . . , r p are positive integers with p j=2 r j = k − 1. We set r 1 = 1. We define R i = i j=1 r j , for each i = 1, . . . , p. Let x (R i−1 +1) , . . . , x (R i ) form an orthonormal basis for the eigenspace of A corresponding to the eigenvalue λ i , for all i = 2, . . . , p. Let x (s) = x (s) 1 , . . . , x (s) k for each s = 2, . . . , k. Then, for each i = 2, . . . , p, we get:
(4.1)
Remark 4.1. We note here that x (2) , . . . , x (k) forms an orthonormal basis for the subspace of R k orthogonal to e (k) . This tells us that, given any distinct i, j ∈ {1, . . . , k}, there must exist some s ∈ {2, . . . , k} such that x
j . We now state the last of our three main results. 
The rest of §4 is dedicated to the proof of Theorem 4.2. For the rest of the paper, we let G ∼ G n A . For each s = 2, . . . , k, we define a (random) vector
for each v ∈ V (G). Note that, as e (nk) √ nk , x (2) , . . . , x (k) form an orthonormal set, we have (i) σ (s) ⊥ e (nk) for each s = 2, . . . , k;
(ii) σ (s) ⊥ σ (t) for distinct s, t ∈ {2, . . . , k};
(iii) and σ (s) L 2 = 1 for each s = 2, . . . , k. The proof of Theorem 4.2 happens via Proposition 4.4. One may draw the parallel between Proposition 4.4 and the combination of Proposition 2, Lemma 7 and Lemma 8 of [8] .
Recall from §1.1 that we denote by S (s) the length-s self-avoiding matrix for the graph G, for any s ∈ N, as well as the defintion of asymptotically aligned sequences of vectors. Let c be a constant and ℓ an even positive integer such that c log d < 1 6 and ℓ = c log n. ∈ (0, 1) . Then the following events happen with high probability, under the measure induced by G, as n → ∞:
(ii) For each i = 2, . . . , p, there exists a positive constant A i such that
5)
6)
and σ (s) L 2 = o(1) for each s. (iii) If σ is a unit vector orthogonal to e (nk) and to σ (s) for each s = 2, . . . , k, then for each 1 m ℓ, we have o(1) , and any unit eigenvector of S (ℓ) corresponding to α 1 is asymptotically aligned with e (nk) √ nk . The matrix S (ℓ) also has the eigenvalues α i = A i β ℓ i (1 + o(1)), with algebraic multiplicity r i , for each i = 2, . . . , p. Any unit eigenvector of S (ℓ) corresponding to α i asymptotically belongs to the subspace spanned by σ (s) : s = R i−1 + 1, . . . , R i , for i = 2, . . . , p.
Finally, if we denote by α p+1 , . . . , α q the remaining, distinct eigenvalues of S (ℓ) , for some q nk, then |α i | n ǫ d ℓ/2 (1 + o(1)) for all i = p + 1, . . . , q.
Remark 4.5. Note that, since we choose ℓ to be even and A i is strictly positive from ii, α i is strictly positive for each i = 2, . . . , p.
Proof of Theorem 4.2. We first establish Theorem 4.2 using Proposition 4.4. For each i = 2, . . . , p, from (4.6) and the hypothesis of Theorem 4.2, we have
Recall the eigenvalues α i , for all i = 1, . . . , q, of the matrix S (ℓ) , as given in iv of Proposition 4.4. Using (4.3), we have, for each i ∈ {2, . . . , p} and each j ∈ {p + 1, . . . , q},
the ratio |α j | α i goes to 0 as n → ∞. On the other hand, since λ i < d for each i = 2, . . . , p, we have
which shows that the ratio α i α 1 goes to 0 as n → ∞. These show that the eigenvalues α 2 , . . . , α p are well-separated, in absolute value, from both the largest eigenvalue α 1 and the bulk {α i : i = p + 1, . . . , q}. We note here that even if some, or all, of the eigenvalues α 2 , . . . , α p are equal to one another, it will only take polynomial time to obtain an orthonormal set of eigenvectors of S (ℓ) corresponding to these eigenvalues, because of their separation from the remaining eigenvalues of S (ℓ) . Given any ε > 0, from iv of Proposition 4.4 and Remark 4.1, we can see how to construct, using these eigenvectors, a labeling that identifies accurately at least (1 − ε)n many of the vertices that belong to C j for each j ∈ {1, . . . , k}.
The rest of §4 is dedicated to establishing Proposition 4.4. However, a substantial portion of the proof follows mutatis mutandis from the corresponding parts of the argument in [ §6, [8] ], and these are clearly pointed out in the sequel. To this end, given any s ∈ N and any graph G, we call G s-tangle-free if, for every v ∈ V (G), the neighbourhood B(v, s) contains at most one cycle ( [18, 32] ). We state here [[8], Lemma 9] which goes through verbatim, with a small correction in ii. Lemma 4.6. Let c and ℓ be as in (4.3), and let δ = 4c log d. Let 0 < ε < 1−4δ be a small constant. Then
The proof of i follows exactly as in [Lemma 2.1, [32] ]. Most of the proof of ii follows the same argument as in [Lemma 9, part (ii), [8] ], and we only describe here the part which requires rectification. The probabilities mentioned in this paragraph are all conditioned on the event that G is ℓ-tangle-free. Defining, for each v ∈ V (G), the event T ℓ (v) = {B(v, ℓ) is a tree} and following the same argument as in [8] , we arrive at 
Note that if v and v ′ are two distinct vertices with σ
Consequently, it makes sense to define, for each j, j ′ ∈ {1, . . . , k}, the quantity
Fix any j ′′ ∈ {1, . . . , k}. Each vertex in C j ′ ∩ δB(v, t − 1) has precisely a j ′ ,j ′′ many neighbours in C j ′′ , so that the total number of edges between δB(v, t − 1) and C j ′′ is k j ′ =1 a j ′ ,j ′′ m j,j ′ t−1 . Each vertex in δB(v, t − 2) has d − 1 neighbours in δB(v, t − 1), hence the number of edges between
Consequently the number of edges between δB(v, t − 1) and
On the other hand, each vertex in C j ′′ ∩ δB(v, t) has precisely one neighbour in δB(v, t − 1), so that the number of edges between δB(v, t − 1) and C j ′′ ∩ δB(v, t) is m j,j ′′ t . Thus we get the recursion
From (4.10), (4.11) and (4.1), we get:
Note that v has precisely a j,j ′ many neighbours in C j , and consequently m j,j ′ 1 = a j,j ′ for each j ′ ∈ {1, . . . , k}. From (4.1), we have M
Defining the generating function
t ζ t for ζ within the radius of convergence of the series, we use (4.12) to get
Let β i and β ′ i denote the two roots of the quadratic polynomial ζ 2 −λ i ζ +(d−1) such that |β i | > |β ′ i |. This shows that β i satisfies (4.6). We then have
so that the coefficient of ζ t is given by
(4.13)
= o(1) as n → ∞ for ℓ as in (4.3). From (4.10) and (4.14), we have
We set 
where the sum is taken over all length-s self-avoiding paths (u = u 0 , u 1 , . . . , u s−1 , u s = v) between u and v. For each 1 m ℓ, with ℓ as in (4.3), we define the matrix Γ (ℓ,m) where, for u, v ∈ V (G),
where the sum is taken over all paths of length ℓ obtained by concatenating two self-avoiding paths (u = u 0 , u 1 , . . . , u ℓ−m ) and (u ℓ−m+1 , . . . , u ℓ−1 , u ℓ = v) whose intersection is non-empty. 
with ℓ as in (4.3).
The principal idea now is the same as that in [8] where, through Lemma 10, Lemma 11, Lemma 12, Proposition 3 and Lemma 13, it was shown that the first and the third terms have small spectral norm, so that it is enough to analyse the spectrum of the second term in (4.17) . We first note that Proof. We fix a leaf w of T , and let F w denote the σ-field that tells us which cluster C i each vertex v ∈ V (T ) \ {w} belongs. Let s j denote the number of vertices in V (T ) \ {w} that are in C j , for each j ∈ {1, . . . , k}, and let s = k j=1 s j . Let u be the unique vertex in V (T ) which is the parent to w, and let e = {u, w}. For any i ∈ {1, . . . , k}, if u ∈ C i , then d e ∈ {a i,j : j = 1, . . . , k}.
On the event {d e = a i,j }, we have w ∈ C j . There are a total of kn − s − 1 many vertices in V (G) \ V (T ), of which n − s j − 1 many are to be assigned to the cluster C j , and n − s j ′ many are to be assigned to the cluster C j ′ for each j ′ ∈ {1, . . . , k} \ {j}. The number of such assignments is
On the other hand, given the information in F w , there are kn − s many vertices in V (G) \ (V (T ) \ {w}), of which n − s j ′ many are to be assigned to cluster C j ′ for each j ′ ∈ {1, . . . , k}.
The number of such assignments is
This shows that, since s = |E(T )| = O(log n),
The rest of the proof follows exactly as the proof of Lemma 13 of [8] .
After this, the analysis of the spectral norms of both ∆ (ℓ) and Γ (ℓ,m) , for each 1 m ℓ, follows mutatis mutandis from the corresponding analysis in [8] (see the derivation of equations (6.19), (6.20), (6.23) and (6.24) of [8] ), and we deduce that
where || · || spec denotes the spectral norm. We now focus on the second term of (4.17). We emulate the argument for the derivation of [ [8] , Equations (6.27) and (6.28)] to deduce, for each 1 m ℓ and for any σ satisfying the conditions in iii,
with high probability as n → ∞, where δ is as in Lemma 4.6. We now take a closer look at A, which can be written, as 
where I k and 0 k denote the k × k identity matrix and the k × k zero matrix respectively. By (4.1), it is clear that d, λ 2 , . . ., λ p are eigenvalues of the matrix B, with e (nk) an eigenvector corresponding to d and σ (s) : s = R i−1 + 1, . . . , R i forming an orthonormal basis for the eigenspace corresponding to λ i for each i = 2, . . . , p. From the structure of B, we conclude that its rank is at most k. Consequently, all other eigenvalues of B are 0. The spectral decomposition of B yields
This representation, along with (4.18), allows us to write , with high probability, has the eigenvalues as specified in iv, and that any unit eigenvector corresponding to α 1 is asymptotically aligned with e (nk) √ nk , follows exactly as argued in the proof of Proposition 2 of [8] (using i, ii and iii as well as the Courant-Fischer Theorem, [24] ). By the Perron-Frobenius Theorem ( [49, 19] ), we conclude that the algebraic multiplicity of α 1 with respect to S (ℓ) is 1.
We now focus on the remaining claims made in iv. First, we assume, without any loss of generality, that α 2 , . . . , α p are distinct (if two or more of them coincide, we can consider that common value and sum the corresponding R i values) and re-label the α i 's so that we now have α 2 > α 3 > · · · > α p . We note here that, because of this assumption, the α i values specified in iv, and ℓ as in (4.3), we have α i = o(α i+1 ) for all i = 1, . . . , p − 1.
We now show that α i has algebraic multiplicity r i for each i = 2, . . . , p, via induction on i. We omit the proof of the base case since its argument is exactly as that of the inductive step. We let E j denote the eigenspance of S (ℓ) corresponding to α j for each j = 1, . . . , p. Suppose we have proved this claim for all j i − 1, for some i ∈ {2, . . . , p} as n → ∞.
If possible, let the algebraic multiplicity of α i be strictly less than r i , so that dim (E i ) r i − 1. The subspace W spanned by E j for all j = 1, . . . , i has dimension dim(W) R i − 1. Consequently, dim W ⊥ nk − R i + 1, where W ⊥ denotes the orthogonal complement subspace of W. On the other hand, the subspace U spanned by the mutually orthogonal vectors e (nk) , σ (2) , . . ., σ (R i ) has dimension dim(U ) = R i . This implies that there exists some unit vector v ∈ U ∩ W ⊥ . Let 
with v denoting the error vector with || v|| L 2 = o(1). But v ∈ W ⊥ , so that by the Courant-Fischer Theorem ( [24] ), we have v T S (ℓ) v α i+1 . Since α i+1 = o(α i ), this brings us to a contradiction. Now assume that the algebraic multiplicity of α i is strictly greater than r i . The argument is very similar: now, dim(W) R i + 1, whereas dim U ⊥ = nk − R i , so that once again we can find a unit vector v in W ∩ U ⊥ . By ii and iii of Proposition 4.4, we have v T S (ℓ) v α i+1 + o(1), whereas v ∈ W implies that v T S (ℓ) v α i , thus leading to the same contradiction as above. This completes the proof of the claim that the algebraic multiplicity of α i is r i for each i = 2, . . . , p.
Let {w s : s = 1, . . . , nk} be any orthonormal set of eigenvectors of S (ℓ) such that w 1 corresponds to α 1 and {w s : s = R i−1 + 1, . . . , R i } correspond to α i for each i = 2, . . . , p. We now show that, for each i ∈ {2, . . . , p} and each s ∈ {R i−1 + 1, . . . , R i }, the vector σ (s) asymptotically belongs to E i . This, along with the above-established fact that, with high probability, dim(E i ) = r i , shows that the subspace U i spanned by σ (s) : s = R i−1 + 1, . . . , R i is asymptotically the same as E i . This is enough for us to conclude that any unit eigenvector of S (ℓ) corresponding to α i asymptotically belongs to U i .
To this end, fix i and s ∈ {R i−1 + 1, . . . , R i }. Writing σ (s) = nk t=1 γ t w t , we claim that α 1 γ 1 → 0 and α j γ t → 0 for each t ∈ {R j−1 + 1, . . . , R j }, for all j i − 1 (4.19) as n → ∞. The first part of (4.19) follows exactly as in the proof of Proposition 2, Page 22 of [8] . We now prove the rest of (4.19) by induction on j. Suppose we have established this for all 2 j ′ j − 1 for some j < i. Then, for each t ∈ {R j−1 + 1, . . . , R j }, using ii of Proposition 4.4, α j γ t = α j w t , σ (s) = S (ℓ) w t , σ (s) = w t , S (ℓ) σ (s) = w t , α i σ (s) + σ (s) = α i w t , σ (s) + w t , σ (s) = α i γ t + o(1), which, along with the fact that α i α j → 0 as n → ∞, implies that α j γ t → 0 as n → ∞. Finally, by ii, iii and (4.19),
since α i+1 = o(α i ) and α p+1 = o(α i ), as discussed earlier. This shows that we must have R i s=R i−1 +1 γ 2 s → 1, thus establishing that σ (s) asymptotically belongs to E i .
Remark 4.8. To conclude this paper, we remark that one could include a result pertaining to strong recovery of the clusters C i , i = 1, . . . , k, in the same essence as [Theorem 2, [8] ]. However, this would, in tandem with Theorem 4.2, require the implementation of the analogous version of the majority algorithm as described in [ §1.0.1, [8] ]. But simply emulating the argument of [ §5, [8] ] leads to the rather strong requirement of a i,i > k−1 k d for each i ∈ {1, . . . , k}.
It remains an open question to investigate in what ways said argument may be improved. We express our gratitude to Christopher Hoffman for sharing his novel ideas on improving the performance of the majority algorithm, and hope to pursue this avenue of thought in the near future.
