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 Modélisation statistique des associations et des interactions entre des parasites 
transmis par des vecteurs, à partir de données issues d’études transversales 
 
Résumé : Le multiparasitisme et surtout les associations qui en découlent, ont une grande 
influence sur l’écologie des parasites concernés. Elle est d’autant plus grande que les 
parasites peuvent interagir et ainsi modifier leurs effets sur les hôtes. Cependant, 
l’identification des associations et interactions de parasites est complexe au niveau 
populationnel. Notre objectif était de modéliser les associations et les interactions 
multiparasitaires, notamment dans le cadre des parasites d’importance médicale, 
vétérinaire ou agronomique. Nous avons tout d’abord réalisé une revue bibliographique sur 
les différentes causes et conséquences du multiparasitisme ainsi que sur les méthodes et 
outils disponibles pour comprendre les phénomènes qui le génèrent. Dans un second temps, 
nous nous sommes intéressés tout particulièrement à la détection des associations 
multiparasitaires. Nous avons développé une nouvelle méthode « de screening des 
associations » pour tester statistiquement la présence d’associations de parasites à une 
échelle globale. Nous avons utilisé cette méthode pour identifier les associations et pour 
révéler précisément les parasites associés au sein de diverses populations d’hôtes. Puis, 
nous avons étudié les interactions entre les parasites. Nous avons développé un modèle 
pour identifier les interactions entre deux parasites vectorisés et persistants chez un hôte, à 
partir de données issues d’études transversales. L’une des voies de progression de la 
connaissance sur les interactions est la prise en compte des facteurs de risque communs. La 
prise en compte des interactions contribue à améliorer le diagnostic, les traitements et la 
prévention des maladies infectieuses. 
 
Mots-clés : multiparasitisme, interactions, associations, parasites, vecteurs, modélisation 
statistique, études transversales. 
 
Statistical modelling of associations and interactions between vector borne parasites, 
using data from cross-sectional studies 
 
Abstract: Multiparasitism and specifically statistical associations among parasites, have a 
strong influence on the ecology of parasites. This influence reinforced when parasites 
interact and thus modify their effect on hosts. However, the identification of associations 
and interactions between parasites is complex at the population level. Our aim was to model 
multi-parasite associations and interactions, in particular for parasites of medical, 
veterinary or agricultural importance. We first present a review of the literature on the 
different causes and consequences of multiparasitism and the methods and tools available 
to better understand the phenomena that generate them. In a second step we worked on the 
detection of multi-parasite associations. We developed a new approach « association 
screening » to statistically test the presence of multi-parasite associations on a global scale. 
We used this method to identify associations and to reveal precisely associated parasites in 
different host populations. Then, we focused on the study of interactions between parasites. 
We developed a model to identify the interactions between two vector-borne and persistent 
parasites in a host, using data from cross-sectional studies. One way to increase our capacity 
to detect parasite interactions in populations is the taking into account common risk factors. 
Taking into account interactions increases diagnosis, treatments and prevention of 
infectious diseases. 
 
Key-words: multiparasitism, interactions, associations, vectors, statistical modelling, cross-
sectional studies. 
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« Le parasitisme concerne tous les êtres vivants, soit en tant qu’hôtes, soit en tant que 
parasites. » Peter W. Price 
 
Les co-occurrences de parasites d’importance médicale ont été maintes fois observées, 
essentiellement à l’occasion des études sur la compréhension des mécanismes qui 
interviennent dans le lien hôte – parasite. Des progrès indéniables, sur la connaissance de la 
dynamique de transmission des parasites d’importance médicale, ont été atteints grâce au 
développement de modèles épidémiologiques qui concernent un parasite infectant une espèce 
d’hôte (Anderson & May 1991). Or la réalité semble être plus complexe et impliquer des 
réseaux de liens entre et au sein de différents parasites et hôtes. Le dogme « un parasite – un 
hôte » est aujourd’hui remis en question. Le défi, illustré en partie par la Figure 1, est à 
présent de comprendre la dynamique des systèmes épidémiologiques qui impliquent plusieurs 
espèces d’hôtes et/ou plusieurs espèces de parasites (Woolhouse 2001, Holt et al. 2003, 
Rutrecht & Brown 2008). En effet, tous les organismes vivants sont exposés à plusieurs 
agents pathogènes. Pour comprendre au mieux cette réalité, il est donc nécessaire d’avoir une 
vision, multiparasitaire et populationnelle, qui implique à la fois les hôtes, les parasites, les 
environnements et les vecteurs (Polley 2005). Le multiparasitisme est une réalité qui a été 
plus ou moins négligée, mais durant la dernière décennie cette réalité et ses conséquences ont 
été mises en exergue chez l’homme (Harms & Feldmeier 2002, Abu-Raddad et al. 2006, 
Boraschi et al. 2008, Adegnika & Kremsner 2012), les animaux sauvages et domestiques 
(Lello et al. 2004, Behnke 2008, Telfer et al. 2008, 2010) et aussi chez les plantes (Jesus 
Junior et al. 2014). Les nombreux agents pathogènes trouvés chez des tiques (Reis et al. 
2011) ou chez des rongeurs (Telfer et al. 2010) en sont un exemple. Les co-occurrences nous 
intéressent particulièrement lorsqu’elles sont plus ou moins fréquentes qu’attendues au 
hasard, nous parlerons alors d’associations. Les co-occurrences peuvent résulter du hasard. 
Elles peuvent être aussi dues à de réelles interactions biologiques entre les parasites. Ces 
interactions peuvent être synergiques lorsque la présence d’un parasite favorise l’infection par 
d’autres parasites (Corbett et al. 2003). Les interactions peuvent aussi être antagonistes 
lorsque la présence d’un parasite inhibe l’infection par d’autres parasites (Moreira et al. 
2009). Les co-occurrences de parasites peuvent également résulter de facteurs de risque 
communs qui créent des associations entre les parasites (e.g. répartition spatiale, traits 
d’histoire de vie), alors qu’il n’y a pas d’interactions biologiques entre eux. 
L’objectif de ma thèse a été de modéliser les associations de parasites dans le but 





Je me suis placée principalement dans le cas de données issues d’études transversales, c’est à 
dire avec un seul temps d’observation, car ce sont les données les plus aisées à obtenir et donc 
les plus fréquentes en épidémiologie. 
 
Figure 1 : Vue d’ensemble des structures possible des communautés de parasites. (a) Un système unique 
hôte – parasite ; (b-d) plusieurs systèmes hôte – parasite (avec deux espèces de parasites différentes) illustrant 
deux extrêmes (b) et (d) et une structure intermédiaire (c) (d’après Rutrecht & Brown 2008). 
 
Pour atteindre mon objectif, j’ai débuté, dans le Chapitre 1, par une étude 
bibliographique sur les différentes causes et conséquences du multiparasitisme ainsi que sur 
les méthodes et outils disponibles pour étudier et comprendre les phénomènes qui génèrent le 
multiparasitisme chez les hôtes (Article 1). 
J’ai poursuivi, dans le Chapitre 2, par la mise au point de méthodes permettant la 
détection des associations multiparasitaires. En effet, à l’ère de la génomique et de 
l’avènement de nouvelles technologies, comme le séquençage à haut débit, il est devenu 
possible d’identifier, dans les populations d’hôtes, des communautés entières de parasites ou 
pathobiomes (Cheval et al. 2011, Vayssier-Taussat et al. 2014). Être capable d’identifier 
statistiquement les parasites qui sont préférentiellement associés, est un atout considérable 
pour accélérer les recherches concernant les potentiels mécanismes d’interactions entre ces 





pour tester statistiquement la présence d’associations multiparasitaires à une échelle globale. 
Nous avons ensuite utilisé cette méthode pour identifier les associations et pour révéler 
précisément les parasites associés au sein de diverses populations d’hôtes (Article 2 et 
Annexes 2, 3, 4, 5, 6 et 7). 
Dans le Chapitre 3, j’ai modélisé un cas d’interactions biologiques entre deux parasites. 
Les interactions entre parasites sont souvent considérées comme des interactions deux à deux, 
où l’infection par un parasite influence l’acquisition et la dynamique d’infection d’un 
deuxième parasite. J’ai développé un modèle de détection des interactions pour identifier des 
interactions entre deux parasites vectorisés et persistants chez un hôte. Ce modèle permet de 
tester si les prévalences de coinfections observées sont significativement différentes de celles 
attendues sous l’hypothèse d’associations dues au hasard (Article 3 et Annexes 8, 9, 10 et 
11).  
Enfin, dans la partie Discussion générale et Perspectives, je discute des avancées que ma 
thèse a permis d’effectuer concernant le développement de méthodes de détection et de 
caractérisation des associations et des interactions multiparasitaires, ainsi que des perspectives 









LES ASSOCIATIONS ENTRE PARASITES : 
DES ENJEUX FONDAMENTAUX 
 
*
                                                 
Figure adaptée de Vayssier-Taussat, M. et al. 2014 Shifting the paradigm from pathogens to pathobiome: new concepts in the light of meta-







Dans ce chapitre nous définissons les différentes origines du multiparasitisme, c’est-à-dire 
l’infection d’un hôte par plusieurs parasites (Article 1). Le multiparasitisme est maintenant reconnu 
comme étant une réalité très fréquente (Keesing et al. 2010). Son importance est d’autant plus grande 
que cela concerne des parasites d’importance médicale, vétérinaire ou agronomique majeure. 
Nous présentons les méthodes et outils disponibles pour étudier et comprendre au mieux les 
phénomènes qui génèrent le multiparasitisme chez les hôtes. En effet, pour étudier et comprendre, 
dans sa globalité le multiparasitisme, de multiples méthodes sont nécessaires. La variété des échelles 
nécessite d’avoir plusieurs points de vue pour démêler les causes des conséquences et les 
conséquences des causes du multiparasitisme. Les origines des observations des co-occurrences 
varient. Elles peuvent être effectuées dans les systèmes naturels ou en milieux contrôlés. Chacune de 
ces sources de données possède des avantages et des contraintes particulières. Le choix de l’une ou 
l’autre dépend avant tout des questions de recherches posées. Les données récoltées peuvent être 
ensuite analysées. Il existe deux grandes catégories d’approches de modélisation : les modèles 
exploratoires, permettant de réaliser une première approche rapide des systèmes étudiés, et les 
modèles mécanistes, permettant d’étudier plus en détail les interactions entre parasites. 
Enfin, nous verrons que la présence simultanée de plusieurs parasites, et les interactions qui 
peuvent en découler, ont une grande influence sur la dynamique et la structuration des populations de 
parasites concernés mais aussi sur celles de leurs hôtes (Petney & Andrews 1998, Wood et al. 2007). 
Il en résulte des modifications de paramètres clés en médecine et en épidémiologie, tels que les 
symptômes, la durée d’infection, la probabilité d’infection, la probabilité de transmission et la 
virulence des parasites (Ezenwa & Jolles 2011, Tompkins et al. 2011). Les conséquences du 
multiparasitisme ne résultent pas de la somme des effets des mono-infections, mais plus de la 
combinaison d’effets connus et nouveaux dans une dynamique incluant les parasites et les hôtes (e.g. 
Courchamp et al. 1997, Malakar et al. 1999, Fonseca et al. 2005, Herrmann et al. 2013). Il est 
important de prendre en compte ces conséquences si on veut avoir des mesures de contrôle et de 
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Résumé 
Le multiparasitisme, et surtout les associations qui en découlent, ont une grande influence sur la 
dynamique des parasites concernés mais aussi sur celle de leurs hôtes. Or ces parasites sont pour la 
plupart d’une importance médicale, vétérinaire ou agronomique majeure. L’objectif de cette revue 
est de faire le point sur les connaissances concernant les causes et conséquences du multiparasitisme 
ainsi que de présenter les différents méthodes et outils disponibles pour étudier et comprendre les 
phénomènes qui génèrent le multiparasitisme chez les hôtes. Les interactions entre parasites font 
intervenir des mécanismes bien particuliers qui leur permettent d’infecter les hôtes (e.g. facilitations 
mécaniques, compétitions directes ou indirectes, échappement du système immunitaire). Pour étudier 
et comprendre le multiparasitisme de multiples méthodes sont nécessaires. L’origine des 
observations des co-occurrences varie. Elles peuvent être effectuées dans les systèmes naturels ou en 
milieux contrôlés. Le choix de l’une ou l’autre dépend, avant tout, des questions de recherches 
posées. Les données récoltées peuvent être ensuite analysées via deux grandes catégories 
d’approches de modélisation : les modèles exploratoires, permettant de réaliser une première 
approche rapide du système étudié, et les modèles mécanistes, permettant d’étudier de façon plus 
détaillée les interactions entre parasites. Les conséquences du multiparasitisme ne résultent pas de la 
somme des effets des mono-infections, mais plus de la combinaison d’effets connus et nouveaux, sur 
des paramètres clés en épidémiologie. Il est important de prendre en compte ces conséquences si on 
veut avoir des mesures adaptées de contrôle et prévention des maladies infectieuses. 
 








Plus de 80% des espèces connues, réparties sur de très nombreux taxa, sont considérées comme 
des parasites, i.e. entités biologiques vivant au dépend de leurs hôtes (Windsor 2000). Les parasites 
sont omniprésents dans le monde vivant, c’est en fait l’individu non parasité qui est l’exception. A 
l’image des portraits de Giuseppe Arcimboldo1, il arrive que parfois on ne distingue plus l’hôte du 
parasite et vice versa. Par exemple, depuis peu, la microflore présente dans le tube digestif de 
l’homme est considérée comme un de ses organes à part entière (O’Hara & Shanahan 2006). Dans 
une autre mesure, l’ADN de rétrovirus endogènes comprend 1% du génome humain (Sverdlov 2000) 
et près de 40% du génome des mammifères est composé de rétro-transposons issus de rétrovirus 
(Tosta 2001, Kazazian 2004). Les parasites, au sens large, ne sont pas forcément pathogènes pour les 
hôtes qu’ils infectent et seule une petite minorité d’espèces ont un pouvoir pathogène qui peut 
s’exprimer suivant les conditions environnementales liées aux hôtes (Anderson & May 1979). Du 
fait de leur omniprésence, la plupart des parasites sont présents simultanément avec d’autres 
parasites. Donc plus que le parasitisme, c’est le polyparasitisme, ou multiparasitisme, qui est la règle 
(Thumbi et al. 2014). En plus d’être un groupe omniprésent, les parasites régulent un grand nombre 
de populations d’hôtes, dans divers écosystèmes, et sont une importante source de biodiversité 
(Summers et al. 2003, Hudson et al. 2006). Cette réalité est de plus en plus reconnue pour ce qui 
concerne les parasites d’importance médicale (Pedersen & Fenton 2007). Chez l’homme, plus de 
1400 espèces de parasites, incluant virus, bactéries, helminthes, protozoaires et champignons, ont été 
recensées (Taylor et al. 2001). Les prévalences des infections multiples peuvent régulièrement 
atteindre 30%, voire 80% dans certaines populations humaines (Petney & Andrews 1998). Le 
multiparasitisme est une réalité qui a été plus ou moins négligée, mais depuis peu elle est mise en 
exergue chez l’homme (Harms & Feldmeier 2002, Abu-Raddad et al. 2006, Boraschi et al. 2008, 
Adegnika & Kremsner 2012), les animaux sauvages et domestiques (Lello et al. 2004, Behnke 2008, 
Telfer et al. 2008, 2010) et aussi chez les plantes (Jesus Junior et al. 2014). 
 
Ainsi chaque être vivant semble être plus un consortium d’êtres vivants qui compose avec 
l’environnement, tel un système adaptatif (Tosta 2001, Vannier-Santos & Lenzi 2011, Daskin & 
Alford 2012). La vision d’interrelations entre parasites au sein d’organismes, en considérant ou pas 
l’environnement composé de microorganismes, est de plus en plus mise en avant. 
                                                 
1 Giuseppe Arcimboldo, Arcimboldi ou Arcimboldus (1527 - 1593), peintre italien célèbre comme auteur de nombreux portraits suggérés par des 





En effet, en analogie avec le concept écologique de « biocénose
2
 », plusieurs auteurs abordent ces 
systèmes adaptatifs concernant les parasites d’importance médicale, comme étant des pathocénoses 
(Grmek 1969), pathobiomes (Vayssier-Taussat et al. 2014), pathosystèmes (Okmen & Doehlemann 
2014), microbiomes (Keesing et al. 2010), viromes (Bosch et al. 2013) ou résistomes (Dantas & 
Sommer 2012), suivant l’accent mis sur l’environnement, l’échelle et la pathogénicité. 
Il est très important de connaître l’origine des co-occurrences car elle va modifier les 
conséquences médicales, agronomiques et vétérinaires. De là, les actions de prévention, de contrôle 
et les traitements pourront être adaptés. 
La co-occurrence de parasites peut refléter une présence, détectée par hasard, de parasites 
indépendants au sein d’hôtes. Toutefois, ce qui est particulièrement intéressant c’est lorsque cette co-
occurrence a une autre origine. La co-occurrence (ou l’exclusion) de parasites peut résulter de 
phénomènes d’interactions entre parasites. Ces interactions sont cruciales en médecine, étant donné 
qu’elles peuvent altérer la susceptibilité de l’hôte, la durée d’infection, le risque de transmission et 
les symptômes. Les parasites peuvent interagir en synergie, c’est-à-dire que la présence de l’un 
favorise l’infection par un ou plusieurs parasites ultérieurs. Elles peuvent être aussi bien inter- 
qu’intra-espèces. Par exemple, le risque de transmettre la maladie de Chagas (causée par 
Trypanosoma cruzi) est accru si le malade est aussi infecté par des helminthes, e.g. Tænia solium 
pour l’homme (Perez et al. 2014). Les interactions entre différentes souches de Tryponosoma cruzi 
peuvent modifier leur virulence et leur tropisme tissulaire chez le rat (Franco et al. 2003). En 
agronomie, nous pouvons citer l’exemple d’une interaction synergique entre deux virus du maïs, le 
virus de la mosaïque nanisante du maïs (MDMV) et le virus de la marbrure chlorotique du maïs ou 
MCMV (Jesus Junior et al. 2014). Cette interaction entre ces deux virus a pour conséquence de 
réduire de façon non négligeable la productivité des plants de maïs. Les parasites peuvent également 
interagir de manière antagoniste, c’est-à-dire que la présence de l’un inhibe l’infection par un ou 
plusieurs parasites ultérieurs. Par exemple, chez l’homme une multi-infection par le virus de 
l’hépatite G (VGB-C) et le VIH (ou Virus de l’Immunodéficience Humaine) conduit à une réduction 
de la mortalité due au VIH, par inhibition de sa réplication (Heringlake et al. 1998, Tillmann et al. 
2001). Les interactions entre parasites sont souvent considérées comme des interactions deux à deux, 
où l’infection par un parasite influence l’acquisition et la dynamique d’infection d’un deuxième 
parasite. Ces interactions sont majoritairement conceptualisées par des réseaux d’interactions deux à 
deux tels que ceux étudiés en écologie (Rigaud et al. 2010, Bordes & Morand 2011). Cependant, les 
interactions au sein d’un ensemble de parasites sont plus probables. On peut imaginer des 
                                                 
2 La biocénose est l’ensemble des êtres vivants qui occupent un milieu donné (le biotope), en interaction les uns avec les autres et avec ce milieu. La 
biocénose forme, avec son biotope, un écosystème. 




interactions d’ordre supérieur entre 3, 4, 5 parasites, mais ce type d’interaction est complexe à 
conceptualiser. Les interactions multiples peuvent conduire à une variété d’effets possibles sur le 
pouvoir pathogène des parasites concernés (e.g. Kloepfer et al. 2014). Plus le nombre de parasites 
présents est grand, plus le nombre d’interactions possibles est grand (Petney & Andrews 1998). Les 
interactions peuvent alors influencer grandement la dynamique des parasites. 
La co-occurrence de parasites peut aussi résulter de facteurs de risque communs qui créent des 
associations statistiques entre les parasites, c’est à dire qu’ils sont présents de façon plus ou moins 
fréquente qu’attendue, sans qu’il y ait pourtant de réelles interactions biologiques entre eux. Par 
exemple, les similarités de l’environnement, la densité d’hôtes, le climat, le comportement ou la 
susceptibilité physiologique peuvent être des causes de corrélations du risque d’infection entre deux 
parasites (Petney & Andrews 1998, Lloyd-Smith et al. 2005, Ezenwa & Jolles 2011, Lello et al. 
2013). Ainsi, dans certains contextes les associations, chez l’homme, entre l’agent de la malaria et 
les helminthes peuvent être dues à des facteurs sociaux et environnementaux communs (e.g. niveau 
d’éducation, conditions sanitaires, présence d’eau près des maisons), plus qu’à de réelles interactions 
biologiques. Dans les études sur les populations hôtes, les interactions entre deux parasites sont 
suspectées quand la probabilité des coinfections diffère de celle attendue par hasard, une fois les 
facteurs de risque communs pris en compte. Or la prise en compte des facteurs de risque communs 
reste à l’heure actuelle un défi méthodologique de par leur complexité. De simples études de 
corrélations ne permettent pas de déterminer si des changements dans les communautés 
microbiennes sont la cause ou la conséquence des infections (Holzman et al. 2001, Atashili et al. 
2008, Chang et al. 2008, Sunagawa et al. 2009, Keesing et al. 2010). 
Plus que les associations ce sont les interactions qui jouent un rôle majeur dans la structuration 
des populations hôtes mais aussi celles de parasites, au niveau inter- et intra-hôtes. Cependant, il 
reste de nombreux défis méthodologiques pour les identifier. Les premières études sur les 
interactions étaient essentiellement expérimentales (Christensen et al. 1987, Behnke et al. 2001, 
Thomas et al. 2003, Ferrari et al. 2009). Cependant, les expérimentations en laboratoire ou les 
modèles développés in silico ne sont pas forcément le reflet exact de la complexe réalité (Lello et al. 
2004, Fenton et al. 2014). Il est donc important mais difficile de confronter les données obtenues à la 
réalité, où de nombreux facteurs nous sont encore inconnus (Fenton & Perkins 2010, Telfer et al. 
2010). 
Après 30 années de travaux qui ont abordé le multiparasitisme, l’objectif de cette revue est de 
faire le point sur les connaissances concernant les causes et conséquences du multiparasitisme ainsi 
que de présenter les différents méthodes et outils que les chercheurs ont mis au point et utilisent pour 





voies de recherches. Pour cela, nous allons dans un premier temps aborder les différentes causes 
étant à l’origine de multi-infections chez les individus hôtes. Puis nous verrons les méthodes et outils 
disponibles pour étudier et comprendre le multiparasitisme. Enfin, nous détaillerons les différentes 
conséquences épidémiologiques, médicales et agronomiques du multiparasitisme. 
 
I. Pourquoi et comment les individus hôtes peuvent être multi-infectés ? 
(La multi-infection a des origines imbriquées telles des Poupées Russes) 
 
1. Les caractéristiques des hôtes qui favorisent les multi-infections 
(L’hôte, le lieu de rendez-vous des malfaiteurs) 
 
La co-occurrence de parasites, chez un hôte, peut résulter de facteurs de risque communs qui 
créent des associations statistiques entre la présence de parasites chez les hôtes, sans qu’il y ait 
pourtant de réelles interactions biologiques. Les parasites peuvent être associés écologiquement via 
différents facteurs communs d’exposition des hôtes, dont le principal facteur est lié à leur répartition 
spatiale, ou via des facteurs intrinsèques aux hôtes, dont notamment les facteurs liés à leurs traits 
d’histoire de vie. 
 
A. Associations de parasites dues à la répartition et à l’utilisation de l’espace par les hôtes 
 
L’environnement spatial dans lequel se trouvent les parasites et les hôtes est un élément crucial 
pour leur rencontre (Cox 2001). Selon leurs aires de distributions les hôtes seront plus ou moins 
exposés à une grande diversité de parasites. Par exemple, du fait de la diversité importante des 
parasites en zone tropicale (voir Figure 2), un hôte vivant en zone tropicale a plus de risque d’être 
infecté par plusieurs parasites (e.g. filariose, onchocercose, schistosomiase, trypanosomiase ou 
leishmaniose, Hotez et al. 2007) qu’un hôte vivant dans les zones tempérées. Plus la distribution de 
l’hôte est large, plus le risque de co-occurrences entre parasites est élevé. Un hôte a également plus 
de risque d’être coinfecté s’il utilise une niche écologique dans laquelle sont présents plusieurs 
parasites. Ainsi les hôtes généralistes, qui sont en mesure de vivre dans un grand nombre de 
conditions environnementales et qui utilisent une grande variété de ressources, s’exposent à une plus 
grande diversité de parasites. Par exemple, les rats, de par leur caractère ubiquiste, mettent en 
relation plusieurs environnements et donc plusieurs parasites (Taylor 1964). Leur charge parasitaire 
étant alors plus importante, ils sont décrits comme étant de bons vaisseaux ou « good vessels » de 
parasites (Smith & Carpenter 2006, Klimpel et al. 2007). On observe également ce phénomène 




d’accumulation de parasites, chez les animaux territoriaux. Les comportements de défense de 
territoire, amenant les individus, essentiellement des mâles, à parcourir de nombreux kilomètres, 
augmentant ainsi fortement leur risque d’être exposés à plusieurs parasites et donc d’être coinfectés 
(Ezenwa 2004). A l’opposé, les hôtes spécialistes sont moins exposés étant donné qu’ils vivent et 
utilisent une gamme étroite de conditions environnementales et d’alimentation. 
Les hôtes sont de plus en plus exposés à de multiples parasites du fait qu’à l’heure actuelle, les 
distances se réduisent de par les progrès dans les transports (avion, bateau) et les effets de la 
mondialisation (intensification de la circulation des hommes et des marchandises). C’est donc un 
facteur très important à considérer. 
 
Figure 2 : Evolution de la richesse spécifique en maladies parasitaires et infectieuses (MPI) humaines selon la 
latitude. Représentation de la matrice de distribution de présence / absence pour les 229 espèces de MPI distinctes à 
travers les deux hémisphères. La matrice de présence / absence fournit des informations sur la distribution de la présence 
d’une espèce dans un lieu donné (noté par un point). La distribution est non-symétrique en raison de la répartition inégale 
des 224 pays étudiés (172 pays de l’hémisphère Nord contre seulement 52 pour l’hémisphère Sud). Le graphique met en 
évidence que la diversité des espèces MPI diminue à mesure que l’on se déplace vers le nord ou vers le sud de l’équateur. 
De plus, les MPI présentes dans une zone tempérée auront tendance à être également présentes dans les populations 
humaines des zones intertropicales. L’échelle de couleur indique la probabilité de rencontrer une espèce en fonction de sa 
position dans la matrice. La couleur noire représente la présence d’une espèce hautement prévisible, tandis que la couleur 
rouge indique la présence d’une espèce inattendue (d’après Guernier et al. 2004). 
 
B. Associations de parasites dues aux traits d’histoire de vie des hôtes 
 
Les facteurs de risque communs liés aux traits d’histoire de vie des hôtes sont des facteurs 
intrinsèques aux hôtes. Les traits d’histoire de vie des hôtes correspondent à la distribution des 





survie des descendants (Roff 1992, Stearns 1992, Thomas et al. 2012). Ils sont façonnés par la 
sélection naturelle donc en constante évolution. Il s’agit principalement du taux de croissance, de la 
longévité, de l’investissement parental, de la fécondité et de l’investissement immunitaire des hôtes. 
Les traits d’histoire de vie affectent la fitness des hôtes (i.e. leur capacité reproductrice et probabilité 
de survie). Une relation forte existe entre environnement et traits d’histoire de vie, impliquant 
notamment des compromis ou « trade-off » entre, par exemple, croissance et reproduction. 
Les traits d’histoire de vie, suivant les conditions environnementales, impactent plus ou moins la 
condition physiologique des hôtes, les rendant par exemple stressés ou sous-nutris et donc plus ou 
moins permissifs aux parasites. Par exemple, dans les populations de souris (Peromyscus leucopus et 
Peromyscus maniculatus) le stress combiné, de la limitation de la nourriture et de l’infection de 
parasites intestinaux, impacte négativement leur survie hivernale et leur reproduction (Pedersen & 
Greives 2008). 
L’investissement parental des hôtes peut impacter le multiparasitisme. Par exemple, 
l’investissement paternel permet de réduire les prévalences des parasites chez les mésanges (Richner 
et al. 1995). La durée de vie a également un effet sur le multiparasitisme, un hôte avec une longue 
longévité sera amené à accumuler plus de parasites qu’un hôte ayant une espérance de vie courte 
(Dobson & Roberts 1994). 
Le comportement social des hôtes a également une grande influence sur le multiparasitisme. 
Ainsi des hôtes vivant en groupes, comme par exemple les chauves-souris, les humains ou les 
manchots favorisent les échanges de parasites étant donné que les individus hôtes ont plus de 
chances d’être fréquemment en contact. Contrairement aux individus solitaires, comme les martinets 
qui lors de leur migration sont peu exposés à de multiples parasites. 
La proportion de l’investissement immunitaire des hôtes mène à une variation de leurs 
caractéristiques comme la résistance ou la tolérance face aux parasites. Par exemple, certaines 
espèces d’hôtes maintiennent un haut niveau de défenses immunitaires pour contrôler ou limiter les 
multiples infections de parasites, ils mettent ainsi en place des phénomènes de résistance (Råberg et 
al. 2007, 2009). Acquérir une résistance contre les vecteurs (e.g. tiques, puces, moustiques) peut 
permettre de limiter les multi-infections par les agents pathogènes qu’ils transportent, ainsi que leurs 
conséquences sur la fitness des hôtes (Wikel 1996, Wikel & Bergman 1997, Brossard & Wikel 
2004). Inversement, d’autres espèces d’hôtes sont plutôt enclines à tolérer les infections multiples. 
La tolérance étant la capacité de maintenir sa fitness en présence d’une charge parasitaire donnée 
sans la réduire (Råberg et al. 2007, 2009). Des études ont mis en évidence que plus les individus 
hôtes étaient infectés par des espèces de parasites différentes, plus l’investissement immunitaire était 
important (Møller et al. 2001, Šimková et al. 2008, Bordes & Morand 2009, 2011). Toutefois, dans 




certains cas, un compromis entre reproduction et immunité s’installe. Par exemple, les espèces 
introduites, comme le tamia, allouent en général plus de ressources à la survie et à la reproduction 
afin de coloniser rapidement, aux dépends de la protection immunitaire (Prenter et al. 2004). Ce 
compromis entre reproduction et immunité, est également observé chez les mâles. Afin d’augmenter 
leur pouvoir séducteur, certains mâles ont de forts taux de testostérone. Or cette hormone est 
immunodéprimante. Par exemple, chez les campagnols (Myodes glareolus), Hughes et Randolph 
(2001, 2009) ont montré que la testostérone affecte la résistance acquise contre la tique Ixodes 
ricinus et les agents pathogènes associés. L’immunodépression, induite par la testostérone, est alors 
une caractéristique qui favorise les multi-infections. 
 
2. Les caractéristiques des parasites qui favorisent les multi-infections 
(Le trousseau de clés des parasites – la complicité dans la multiplicité) 
 
Les caractéristiques des parasites qui favorisent les multi-infections sont d’ordres généraux ou 
particuliers liés à différents mécanismes d’interactions. 
 
A. Les caractéristiques générales  
 
Tout comme les hôtes, selon leurs aires de distribution les parasites seront plus ou moins en 
contact avec une grande diversité d’autres parasites. Le cas d’Ascaris lumbricoides en est un 
exemple parfait, cette espèce infecte plus d’un quart de la population humaine (Booth et al. 1996), il 
est donc peu étonnant de le retrouver en association avec 47 autres espèces d’helminthes et de 
protozoaires (Crompton & Tulley 1987). Plus la distribution des parasites est large, plus le risque de 
co-occurrences entre des parasites, au sein d’un même hôte, est élevé. Les parasites ont également 
plus de risques d’être en contact s’ils utilisent des niches écologiques chevauchantes. Ainsi, les 
parasites généralistes, qui sont en mesure d’exploiter un grand nombre d’hôtes, ont plus de chances 
d’être en co-occurrence avec une grande diversité de parasites. A l’opposé, les parasites spécialistes, 
en exploitant une gamme étroite d’hôtes, ont moins de chances d’être en co-occurrence avec une 
grande diversité de parasites. Les relations phylogénétiques (i.e. le partage d’un ancêtre commun) 
entre les parasites peuvent influer sur le partage de caractéristiques communes permettant ou limitant 
les multi-infections. Par exemple, les parasites phylogénétiquement proches ont plus de chances 
d’être adaptés et d’infecter les mêmes hôtes (individus ou espèces) (Barry & Turner 1991, Snounou 





B. Les caractéristiques liées aux mécanismes d’infection 
 
a. Mécanismes d’infection associés à l’entrée dans l’hôte 
 
Les mécanismes d’infection associés à l’entrée dans l’hôte correspondent principalement aux 
facilitations mécaniques (Bandilla et al. 2006). Il s’agit de l’ouverture mécanique d’une voie dans 
l’hôte, i.e. franchissement des barrières physiques de l’hôte. Par exemple, des ectoparasites comme 
Argulus coregoni et Flavobacterium columnare, qui infectent simultanément la truite arc-en-ciel 
(Oncorhynchus mykiss), détruisent le mucus et l’épiderme des poissons. Cela provoque des ulcères et 
des nécroses qui pourront alors servir de portes d’entrée pour de potentielles invasions secondaires 
(Singhal et al. 1990, Bader et al. 2003, Bandilla et al. 2006). Certains endoparasites, quant à eux, 
entraînent des lésions de la muqueuse qui facilitent l’entrée d’autres parasites, comme c’est le cas 
pour le virus de l’herpès simplex de type 2 (VHS-2) et le virus du SIDA (VIH) (Cunningham et al. 
1985, Koelle et al. 1994). Certains parasites inhibent même l’activité ciliaire des épithéliums, les 
rendant plus sensibles aux infections (Bakaletz 1995, Van de Perre et al. 2008). 
 
b. Mécanismes d’infection associés à l’utilisation de la ressource hôte 
 
Les mécanismes d’infection liés à l’utilisation de la ressource hôte par les parasites sont 
essentiellement des mécanismes de compétitions, directes ou indirectes (Patrick 1991, Petney & 
Andrews 1998, Vidal-Martínez & Kennedy 2000, Pedersen & Fenton 2007). 
La compétition peut être spatiale, par exemple, entre deux espèces qui partagent la même 
localisation dans l’hôte (Holmes 1961, Patrick 1991, Friggens & Brown 2005, Stancampiano et al. 
2010). Elle peut amener à la coexistence des parasites via une modification des niches écologiques 
des parasites concernés (Shorrocks 1990, Haukisalmi & Henttonen 1993). Par exemple, pour des 
helminthes, la localisation intra-hôte ou plus particulièrement le site d’attachement est différent selon 
les parasites présents (Bush & Holmes 1986, Patrick 1991, Ellis et al. 1999). 
La compétition peut également impacter l’abondance des espèces (Dash 1981, Holland 1984, 
Sousa 1993, Frontera et al. 2005), la charge parasitaire (Lello et al. 2004), la transmission (Tortosa et 
al. 2008, Mousson et al. 2010, 2012) ou la virulence des parasites (Vautrin & Vavre 2009). La 
compétition peut être d’ordre moléculaire via la production, par certains parasites, de toxines (e.g. 
bactériocines, oxyde nitrique) qui peuvent réduire ou augmenter la croissance et la virulence de 
parasites co-présents (Riley et al. 2003, Massey et al. 2004, Bridier et al. 2014, Rajkovic 2014, Stacy 
et al. 2014). Par exemple, les bactéries Enterobacter, de la flore microbienne de l’intestin des 




Anophèles rendent ces moustiques résistants aux infections d’un parasite d’une grande importance en 
santé humaine : Plasmodium falciparum, agent de la malaria (Cirimotich et al. 2011). En santé 
humaine, le virus à ARN Leishmania – 1 (« Leishmania RNA Virus – 1 » ou LRV1) promeut la 
persistance et la diffusion des parasites intracellulaires du sous-genre Leishmania viannia, causant de 
grave leishmanioses mucocutanées (Ives et al. 2011). En agronomie, les bactéries du genre 
Buchnera, jouent un rôle crucial dans la persistance du virus de l’enroulement de la pomme de terre 
(PLRV) dans l’hémolymphe des pucerons (Myzus persicae), la protéine clé dans cette interaction est 
probablement la symbionin (van den Heuvel et al. 1994). 
La compétition entre deux parasites peut conduire un parasite à « saboter », si cela n’est pas dans 
son intérêt, le contrôle du comportement de l’hôte par un autre parasite, qui aboutit par exemple à 
l’augmentation de la prédation (Thomas et al. 2002, Haine et al. 2005). 
La compétition peut aussi avoir un effet « barrière » (Casadevall & Pirofski 2000, Akira et al. 
2006, Jones & Dangl 2006). Ce mécanisme a été décrit comme « l’effet Jameson » (Jameson 1962). 
Les parasites sont alors impactés par la réduction de la disponibilité de la ressource (Ishii et al. 
2002). Par exemple, lors d’une anémie due à l’infection par des helminthes, ces derniers entrent en 
compétition avec les microparasites intraérythrocytaires, pour qui les globules rouges sont une 
ressource capitale (Graham 2008). La compétition peut également être un moteur d’évolution 
d’autant plus important dans le cas du multiparasitisme. En effet, la proximité d’une grande diversité 
de parasites au sein d’un hôte peut affecter la probabilité d’échanges de gènes, via par exemple des 
plasmides et des phénomènes de recombinaisons. Cela peut permettre aux parasites d’acquérir de 
nouvelles fonctions les rendant par exemple plus virulents ou résistants (e.g. transferts d’îlots de 
pathogénicité, résistances aux antibiotiques, Dantas & Sommer 2012, Forsberg et al. 2012, Perry & 
Wright 2013). 
 
c. Mécanismes d’infection associés à la réponse de l’hôte 
 
Chacun des parasites qui infecte un hôte doit pouvoir se maintenir malgré l’hôte et son système 
immunitaire, et notamment sa mémoire immunitaire. Cette mémoire immunitaire impacte fortement 
les probabilités de réinfections. Une infection (présente ou passée) par un parasite peut avoir 
d’importantes conséquences sur les infections ultérieures de parasites (Holmes 1961, Beldomenico & 
Begon 2010). Une telle situation met en lumière l’importance de l’ordre d’infection des hôtes surtout 
dans un contexte de multiparasitisme (Thomas et al. 2003, Lohr et al. 2010). Les interactions ont lieu 





cytokines ou l’activation du complément (Cox 2001, Supali et al. 2010). Certains parasites ont mis 
en place des mécanismes d’échappement du système immunitaire. 
La modulation du système immunitaire de l’hôte par les parasites peut avoir lieu au travers 
d’immunosuppression (e.g. suppression de certaines interleukines, lymphocytes). Ce phénomène a 
des conséquences sur les autres parasites, facilitant leur entrée dans l’hôte, ainsi que celle 
d’organismes habituellement non-pathogènes appelés alors « parasites opportunistes » (Karp et al. 
1996, Stewart et al. 1999, Cox 2001, Su et al. 2005, Val et al. 2005, Su et al. 2006, Pedersen & 
Fenton 2007). Par exemple, les souris coinfectées par Heligmosomoides polygyrus (helminthe) et 
Plasmodium chabaudi produisent des niveaux significativement plus bas d’interféron gamma (IFN-
γ), réponse immunitaire antipaludéenne, en comparaison à des souris infectées par l’agent du 
paludisme seul (Su et al. 2005, 2006). La modulation du système immunitaire de l’hôte par les 
parasites peut également être à l’origine d’augmentation de la production de certaines molécules (e.g. 
interleukines, anticorps), il s’agit alors d’immunoprotection. L’immunité développée contre un 
parasite peut également être efficace contre un organisme antigéniquement similaire. On évoque 
alors le terme d’immunité croisée (i.e. reconnaissance des deux antigènes par les mêmes anticorps et 
cellules T). Le degré d’immunité croisée dépend uniquement du degré de similarité antigénique des 
parasites, celui-ci n’est pas forcément lié à leur apparentement phylogénétique. Des effets protecteurs 
pour l’hôte, dus à ce phénomène d’immunité-croisée, ont été mis notamment en évidence entre des 
helminthes intestinaux dans une population de lapins. Trichostrongylus retortaeformis interagit 
négativement, via le système immunitaire de l’hôte, avec Graphidium strigosum (Lello et al. 2004). 
Un autre phénomène mettant en jeu le système immunitaire de l’hôte existe. Il s’agit de la 
polarisation de la réponse immunitaire faisant intervenir un compromis entre deux réponses 
cellulaires du système immunitaire de l’hôte (i.e. Th1 – Th2), amenant à une dynamique différente 
lors d’une monoinfection ou d’une coinfection. Ce phénomène est donc une voie possible 
d’interactions dynamiques (Pedersen & Fenton 2007). La polarisation de la réponse immunitaire peut 
avoir des effets mutuellement bénéfiques pour les différents parasites mis en jeu mais néfastes pour 
l’hôte. Par exemple, lors d’une coinfection entre Trypanosoma cruzi, activant la voie Th1, et divers 
helminthes, activant la voie Th2 (Perez et al. 2014), le risque de transmettre Trypanosoma cruzi 
augmente étant donné un compromis immunitaire en sa faveur (Rodriguez et al. 1999, Tarleton et al. 
2000, Galan-Puchades & Osuna 2012). Or il existe également des exemples d’interactions 
bénéfiques pour les hôtes mais néfastes pour les différents parasites concernés. Par exemple, chez un 
individu atteint du paludisme, qui est infecté par des helminthes, se met en place un compromis 
immunitaire pour contrôler les deux parasites. Cela entraîne une diminution de la réponse 




immunitaire (Th1) dirigée contre Plasmodium. Ainsi le risque de neuro-paludisme diminue car cette 
complication serait due à une réponse Th1 excessive (Maizels et al. 2004, Nacher 2004). 
 
II. Les méthodes pour étudier le multiparasitisme 
(Des outils sur-mesure) 
 
Pour étudier et comprendre dans sa globalité le multiparasitisme, phénomène complexe avec de 
multiples facettes, de multiples méthodes sont nécessaires. La variété des échelles amène la nécessité 
d’avoir plusieurs points de vue pour démêler les causes des conséquences et les conséquences des 
causes du multiparasitisme. Les méthodes pour étudier le multiparasitisme se basent en premier lieu 
sur des observations, qu’elles soient effectuées en milieux naturels ou en milieux contrôlés. Ces deux 
grandes sources d’informations sont complémentaires et les hypothèses ou résultats issus de chacune 
doivent nourrir la réflexion lors de la mise en pratique de l’autre (Poulin 2001). A partir de ces 
observations, différentes stratégies d’analyses statistiques sont possibles. Les observations peuvent 
être analysées soit via des modèles exploratoires, soit via des modèles mécanistes. Il est également 
possible d’étudier les propriétés de ces modèles via des modèles de simulations. 
 
1. L’origine des observations du multiparasitisme 
(Des sources multiples) 
 
A. Les observations effectuées en milieux naturels 
 
L’étude du multiparasitisme peut se baser sur des observations effectuées dans les systèmes 
naturels. Celles-ci peuvent être réalisées selon plusieurs types de protocoles. 
L’un des principaux protocoles concerne les études longitudinales. Dans de telles études, les 
mêmes individus sont observés sur de longues périodes de temps. Cela nécessite de nombreuses 
contraintes, dont la principale est de reconnaître les individus étudiés. Cette reconnaissance peut se 
faire via des marquages spécifiques, comme dans le cadre des études de Capture Marquage 
Recapture ou CMR (e.g. Higgs & Nowell 2000, Brown & Brown 2004) ou via des appareils 
technologiques, telles que les balises Argos ou les puces GPS (e.g. Falzon et al. 2013). Ces systèmes 
de reconnaissance sont peu adaptés aux suivis d’animaux de petites tailles, comme par exemple les 
vecteurs arthropodes qui sont pourtant des hôtes de grande importance en épidémiologie. Dans les 
études longitudinales, la fitness de l’hôte ne doit pas être impactée par les prélèvements effectués, 





invasifs (e.g. des prélèvements de sang, de fèces, des biopsies cutanées limitées). Les données sur les 
agents infectieux sont donc, soit des preuves indirectes de présence (e.g. anticorps, ADN), soit des 
preuves directes de présence (e.g. œufs, isolement parasitaire). Dans ces études grâce à l’information 
temporelle, il est possible de tester si la présence d’un parasite impacte la probabilité d’infection 
(Sherlock et al. 2013), le maintien (Kosoy et al. 2004) et la transmission (Mahiane et al. 2010) d’un 
autre parasite. Toutefois, elles exigent beaucoup de ressources (humaine, monétaire et temps). 
Les études transversales sont un autre des principaux protocoles d’observation. Dans de telles 
études, ce sont des individus différents qui sont observés sur de courtes périodes de temps. Donc 
contrairement aux études longitudinales, plus que des données individuelles ce sont des données 
populationnelles que nous obtenons via les études transversales. Dans ces études, l’impact, sur la 
fitness de l’hôte, des prélèvements effectués n’a que peu d’importance étant donné l’absence, en 
théorie, de suivi des individus. Les sources d’informations envisageables peuvent donc provenir de 
prélèvements plus ou moins invasifs. Cela permet, dans certains cas, d’effectuer des détections de 
parasites dans divers organes internes. Ainsi, avec de telles études, en plus de la présence des 
parasites, il est également possible d’étudier leurs tropismes tissulaires (Triantos et al. 1998, Wang et 
al. 1999). Cependant, il est possible d’effectuer, via des études transversales, des observations qui 
reconstituent des séries chronologiques (Nolan & Smith 1995, Cattadori et al. 2005, Telfer et al. 
2010). Il s’agit alors de suivre différents échantillons individus d’une même population, à différents 
temps t, afin d’avoir un suivi au cours du temps de cette population. Dans ces cas-là, la fitness des 
hôtes ne doit pas être impactée par les prélèvements effectués. Les études transversales sont moins 
chronophages et moins onéreuses que des études longitudinales. Elles peuvent concerner un grand 
nombre d’hôtes, cela sera utile pour avoir un bon pouvoir discriminant et des conclusions 
statistiquement robustes. Enfin, elles sont particulièrement utiles lorsque les objets d’études sont des 
espèces de parasites ou d’hôtes émergentes donc mal connues (Haukisalmi & Henttonen 1993, Mina 
et al. 2014, Wilkinson et al. 2014). 
A chacun de ces protocoles correspond des avantages et des contraintes particuliers. Le choix de 
l’un ou l’autre dépend des questions de recherches posées en amont de l’étude. 
 
B. Les observations effectuées en milieux expérimentaux 
 
Les observations effectuées en milieux expérimentaux (i.e. contrôlés) permettent d’étudier 
l’impact du multiparasitisme et de mettre en avant les interactions antagonistes et synergiques entre 
divers parasites (e.g. helminthes, protozoaires, champignons, virus, acariens) chez différents hôtes : 
mammifères (Christensen et al. 1987, Behnke et al. 2001, Ferrari et al. 2009), insectes (Thomas et 




al. 2003, Bonsall & Benmayor 2005) ou plantes (Buono et al. 2014). Tout comme les observations 
effectuées en milieux naturels, les observations effectuées en milieux contrôlés peuvent être réalisées 
selon les protocoles d’études longitudinales ou transversales. Les principaux intérêts, des 
observations effectuées en milieux expérimentaux, sont que les facteurs de risque communs, comme 
la condition des hôtes, et les facteurs d’infections, comme les prévalences des agents pathogènes, 
sont contrôlés et qu’il est possible d’étudier des paramètres variés, e.g. croissance, fécondité et durée 
de vie des hôtes, établissement des parasites. Les modèles biologiques étudiés expérimentalement 
peuvent également être variés, suivant les problématiques de recherches posées, il est envisageable 
de travailler aussi bien sur des organismes vivants que sur des tissus biologiques (Allan 2000, Allan 
2004, Pawlowski et al. 2012). Ainsi, il est possible de vérifier la validité des hypothèses biologiques 
posées a priori ou établies a posteriori et d’étudier finement les mécanismes d’interactions (e.g. 
immunité croisée, activation de macrophages, résistance, tropisme) moins accessibles via les 
observations effectuées en milieux naturels (e.g. Kishida et al. 2004). 
Cependant, les résultats des infections expérimentales sont à relativiser car ils diffèrent de ceux 
des infections naturelles (Roossinck 2011). Par exemple, l’injection d’un microorganisme avec une 
seringue ne peut pas être un modèle parfait mimant une transmission vectorielle (e.g. via les tiques, 
moustiques, puces), les interactions intra-hôte, ici avec le vecteur, ayant une grande influence sur les 
parasites. Par exemple, les tiques, et notamment les protéines contenues dans leur salive, jouent un 
rôle important sur le pouvoir infectieux des bactéries du genre Borrelia (Pechová et al. 2002, Mason 
et al. 2014). Cela limite de ce fait l’extrapolation hors du contexte du laboratoire. Toutefois, les 
données obtenues par ces études sont néanmoins utiles et peuvent permettre de confirmer ou 
d’infirmer les hypothèses soulevées lors des études effectuées dans les milieux naturels, orientant les 
recherches futures. 
 
2. Les stratégies d’analyses statistiques  
(Des stratégies d’enquêtes tout terrain) 
 
Les modèles statistiques visant à décrire au mieux la réalité sont à la fois composés d’une partie 
déterministe et d’une partie stochastique. La partie déterministe concerne les effets dynamiques et 
mécanistes des facteurs étudiés. La partie stochastique permet de prendre en compte principalement 
la précision des mesures et d’éventuels biais d’échantillonnage (e.g. Bord et al. 2014). Elle permet 
également d’inclure des effets aléatoires sur des paramètres du modèle, notamment dans le cadre des 





cette partie stochastique, il est possible de tenir compte du fait que les phénomènes observés soient 
en partie aléatoires. 
Ainsi, les observations, effectuées en milieux naturels ou contrôlés, du multiparasitisme peuvent 
être analysées via deux grandes catégories d’approches de modélisation : les modèles exploratoires et 
les modèles mécanistes. 
 
A. Les modèles exploratoires 
 
Les modèles exploratoires, empiriques ou descriptifs servent surtout à étudier la présence ou non 
d’associations. Les paramètres qui servent à leur construction n’ont en général pas de lien direct avec 
la biologie des modèles d’études. Ils sont construits pour identifier des corrélations et donc 
d’éventuelles associations, mais ne permettent pas de réellement conclure sur de possibles 
interactions. Ils correspondent à la mise en avant d’une première approche rapide du système étudié. 
Ces modèles ont tout de même deux avantages majeurs, ils sont d’utilisation simple et rapide et les 
données nécessaires à leur mise en œuvre peuvent être issues d’études transversales. Ils sont donc 
largement utilisés, et ce dans plusieurs domaines d’études et pas seulement en épidémiologie. 
L’une des premières catégories de modèles exploratoires est celle qui regroupe les analyses 
factorielles, e.g. APC, FCA, DA, CoA (Gauch 1982). Celles-ci évaluent si les parasites ont tendance 
à se regrouper (i.e. identification des phénomènes de surdispersion). L’inconvénient est qu’il n’y a 
généralement pas de tests statistiques associés à ces analyses (mais voire par exemple les méthodes 
de permutation, Tollenaere et al. 2008, Salvador et al. 2011). Ceci est un inconvénient important car 
les tests statistiques permettent de déterminer si les observations se différencient ou non de 
l’hypothèse nulle, c’est à dire le fait que les parasites soient indépendants ou non associés. 
Le test du chi-deux est le test le plus populaire et le plus facile à mettre en œuvre. Il est 
principalement utilisé pour étudier les relations présentes entre deux parasites, mais plusieurs 
adaptations ont été proposées pour étudier plusieurs parasites (Holm 1979, Benjamini & Hochberg 
1995, Janovy et al. 1995) ou pour prendre en compte des facteurs de risque communs 
potentiellement associés aux parasites étudiés (e.g. Hellard et al. 2012). En outre, le test du chi-deux 
peut être généralisé en se basant sur la corrélation entre deux variables qualitatives, telle que décrite 
par Fahrmeir et Tutz (1994). Le principal inconvénient de cette approche est qu’un effectif de cinq 
individus hôtes au moins est nécessaire pour chaque état infectieux. 
 Les modèles linéaires généralisés (GLM) sont aussi largement utilisés. La régression logistique 
multinomiale doit être privilégiée pour les adapter au multiparasitisme (McCullagh & Nelder 1989, 




Yee & Wild 1996, Agresti 2002). Ces approches peuvent explicitement tenir compte de facteurs de 
risque potentiels identifiés a priori. 
Les méthodes de réseaux sont de plus en plus utilisées au cours de ces dernières années 
(Bascompte 2007). Ils offrent une représentation intéressante des multiples relations parasitaires 
(Godfrey 2013, Poisot et al. 2013, Griffiths et al. 2014). Ils fournissent des indices d’association tels 
que la connectance (Yodzis 1980), le « nestedness » (Bascompte et al. 2003) ou la « betweeness » 
(Freeman 1977). Lorsqu’on étudie moins de 10 parasites, les résultats issus de la projection des 
parasites sont non-informatifs (Csardi & Nepusz 2006). Cependant, quand il y a plus de 10 parasites 
dans le jeu de données étudié, les conclusions obtenues ont un sens biologique. Or à ce jour, les tests 
statistiques sur les indices d’association liés aux réseaux sont peu développés. 
La méthode de screening des associations est une approche basée sur un raisonnement dit « en 
combinaisons » de parasites (Vaumourin et al. 2014), qui a l’avantage, par rapport aux autres, de 
détecter et de tester si, statistiquement, les parasites sont en association. C’est un prérequis important 
pour des recherches plus précises se concentrant sur les mécanismes à l’origine des interactions 
potentiellement identifiées, via par exemple des modèles mécanistes (e.g. Sherlock et al. 2013, 
Vaumourin et al. 2013). Cependant, le nombre de parasites étudiés est très vite limitant dans cette 
approche étant donné que le nombre de combinaisons de parasites augmente de façon exponentielle 
(i.e. le nombre de combinaisons est égal à 2 puissance le nombre de parasites). Ainsi, le nombre 
maximum de parasites qu’il est raisonnablement possible d’étudier simultanément dépend avant tout 
de la taille de l’échantillon des individus hôtes étudié, compte tenu des prévalences des différents 
parasites détectés. 
 
B. Les modèles mécanistes 
 
Les modèles mécanistes ou explicatifs, tels que les modèles à bases déterministes ou les modèles 
probabilistes ont vocation à étudier plus finement les mécanismes d’associations entre parasites et 
donc à se concentrer sur les interactions potentielles. Les modèles mécanistes permettent d’étudier de 
nombreuses problématiques associées au multiparasitisme, comme par exemple les conséquences des 
coinfections microparasites – macroparasites (Fenton 2008), l’évolution de la virulence (Alizon & 
van Baalen 2008), la dynamique de transmission (Merler et al. 2008), l’influence des traits d’histoire 
de vie de hôte (Zhang et al. 2007) ou l’impact de l’immunité croisée sur les parasites co-présents 
(Gokaydin et al. 2007). Ils sont en général plus complexes et fortement dépendants de la 
problématique de l’étude. En effet, les paramètres qui servent à la construction des modèles 





approches exploratoires, i.e. nécessité d’a priori sur l’écologie des parasites et des hôtes étudiés. Ils 
sont également plus puissants et donc ils apportent plus d’informations sur les processus étudiés. 
Cependant, cette spécificité en fait des modèles plus ou moins uniques. 
Les modèles à bases déterministes définis par des compartiments, comme les modèles de type 
SIR (Sensible – Infecté – Rétabli), constituent la base de nombreux modèles épidémiologiques et se 
construisent essentiellement à partir de données issues d’études longitudinales (Griffin & Nunn 
2011). Plus généralement on les nomme les « Multi-State Models ou MSM », i.e. modèles aux 
multiples états (Andersen et al. 1993, Commenges 1999, Hougaard 1999). La prise en compte du 
temps permet d’étudier l’évolution des flux entre les différents compartiments, qu’on soit dans l’état 
transitoire ou stationnaire du processus étudié. Ainsi, il est possible de tester, par exemple, si la 
présence d’un parasite impacte la probabilité d’infection, potentiellement aussi le maintien et la 
transmission, d’un autre parasite (Tanaka & Feldman 1999). La façon dont ils sont construits permet 
également de tester différentes hypothèses biologiques, telles que l’impact des infections multiples 
sur les phénomènes de résistances, l’influence de l’âge et des effectifs des hôtes (i.e. démographie). 
Toutefois, ces modèles sont complexes car ils requièrent beaucoup de paramètres. Ils sont donc 
souvent accompagnés de simulations ou alors d’estimations issues des données de la littérature 
(Choisy et al. 2007, 2010). Si on a des a priori sur les paramètres, l’utilisation d’approches 
bayésiennes peut être un atout dans l’estimation de ces paramètres (Clark & Hersh 2009, Schur et al. 
2011). Quelques modèles à bases déterministes ont été développés pour étudier des problématiques 
liées au multiparasitisme. Par exemple, Zhang et al. (2007) ont construit un modèle de type SIR 
spécifique aux hypothèses qu’ils établissent sur les paramètres qu’ils utilisent (i.e. la densité de 
parasites, le nombre d’hôtes infectés, le taux d’infection et de reproduction des parasites, l’ordre des 
infections, la susceptibilité des hôtes). Ils ont ainsi créé un modèle à quatre catégories 
épidémiologiques : les hôtes non infectés (S), les hôtes monoinfectés par l’un ou l’autre des parasites 
(I1 ou I2) et les hôtes coinfectés par les deux parasites (I12), avec un paramètre Pi qui désigne la 
densité des parasites i. Celui-ci leur a permis d’évaluer comment les interactions entre parasites 
peuvent influer sur leur établissement et leur persistance respectives. Les auteurs ont mis en évidence 
que la coinfection entre deux parasites, dans une population d’hôtes, n’est possible que s’ils ont un 
R0 (i.e. taux de reproduction de base) faible. Leurs résultats ont mis en évidence que les traits 
d’histoire de vie des hôtes combinés aux coinfections peuvent influer sur l’évolution, de chaque 
parasite concerné, vers des stratégies généralistes ou spécialistes. Un autre modèle a été développé en 
prenant en compte la mémoire immunitaire durable induite par un parasite. Gokaydin et al. (2007) 
ont modélisé la dynamique de transmission des sous-types du virus influenza de type A à l’aide d’un 
modèle de type SIRI (Sensible – Infecté – Rétabli – Infecté), où la réinfection se produit à un taux 




réduit en raison d’une immunité partielle entre les sous-types. Les auteurs mettent en avant que le 
seuil de réinfection (ou RT) a un rôle important de régulateur de la diversité des agents pathogènes. 
Cette diversité induit une augmentation des niveaux d’infection dans la population et provoque une 
diminution de l’efficacité des programmes de vaccination. 
Tout comme les modèles à bases déterministes, les modèles probabilistes se basent sur des 
hypothèses biologiques explicites et précises, permettant aussi d’estimer les paramètres et de tester 
différents jeux d’hypothèses biologiques. Cependant, contrairement aux modèles à bases 
déterministes, les modèles probabilistes ne prennent que très peu en compte le temps, ils se placent 
alors dans le cadre de l’état stationnaire du processus étudié. L’intérêt principal de ces modèles est 
qu’ils sont centrés sur les états des individus d’une population et leur probabilité de passage d’un état 
à l’autre. Les paramètres utilisés dans les modèles probabilistes sont mesurables sur le terrain, 
comme par exemple les probabilités d’infections de chaque parasite dans la population étudiée 
(Vaumourin et al. 2013). La variété des modèles probabilistes est toute aussi grande que celle des 
modèles à bases déterministes, étant donné qu’ils sont spécifiques aux hypothèses biologiques posées 
a priori. Les modèles probabilistes peuvent par exemple utiliser des chaînes de Markov (e.g. 
Mahiane et al. 2010, Sherlock et al. 2013) ou diverses lois de probabilités (e.g. binomiale, 
multinomiale). 
 
C. Les modèles de simulations 
 
Les modèles de simulations utilisent des données fictives créées dans le but d’étudier les 
propriétés des modèles exploratoires et mécanistes, i.e. sensibilité et puissance (Brown & Rothery 
1993, McCallum 2008, Faivre et al. 2013). Pour étudier les propriétés des modèles, la construction 
ou le choix d’une statistique de test est nécessaire ainsi que sa distribution sous l’hypothèse nulle ou 
H0, i.e. représentation des attendus au hasard. A ce titre, une attention toute particulière doit être 
accordée à leur construction (Janovy et al. 1995, Haukisalmi & Henttonen 1998). Par exemple, lors 
de la construction de la méthode de screening (Vaumourin et al. 2014), la plus simple des hypothèses 
nulles a été posée : l’indépendance entre les parasites. Par contre, lors du développement du modèle 
probabiliste (Vaumourin et al. 2013), la construction d’un modèle nul a été réalisée au vu 
d’hypothèses biologiques actuelles. Cependant, ces hypothèses, du fait qu’elles soient issues de nos 
connaissances actuelles de la réalité, sont amenées à évoluer. Par exemple, la transmission verticale 
des bactéries du genre Bartonella est un sujet de discussion encore ouvert à l’heure actuelle (Guptill 





Les études de puissance sont utiles pour comparer des méthodes entre elles. La construction 
amenant à la différenciation des H1 est difficile en théorie et en pratique. Lorsqu’il y a peu de 
différences entre les hypothèses alternatives H1 et les hypothèses nulles H0 (i.e. faibles distinctions), 
il est difficile de mettre en évidence le phénomène étudié (e.g. associations, interactions). Les H1 
sont spécifiques aux modèles biologiques étudiés (e.g. persistance, pathogénicité, transmission), mais 
limitées aux connaissances actuelles, donc fluctuantes. Elles nécessitent des validations 
expérimentales (Flack et al. 2006, Otterstatter & Thomson 2007). L’expérimentation et la 
modélisation sont des approches plus ou moins congruentes avec la réalité complexe (Fenton et al. 
2014, Moniuszko et al. 2014). Cependant, le lien entre les études théoriques et empiriques est 
essentiel. Il permet, notamment, de quantifier l’importance relative des paramètres biologiques (e.g. 
densité et diversité des hôtes, des vecteurs et des parasites, Telfer et al. 2012). 
 
La problématique de recherche détermine donc le choix du protocole d’observation ainsi que 
celui de la stratégie d’analyse statistique. Récemment, des outils d’analyse développés en écologie 
des communautés ont été appliqués à d’autres domaines, par exemple à la biologie de l’invasion 
(Shea & Chesson 2002) ou à l’impact des contaminants sur les écosystèmes (Rohr et al. 2006). Cela 
ouvre des voies pour étudier les communautés de parasites. Par exemple, des analogies entre le 
système prédateurs – proies (utilisant les équations de Lotka-Voltera) et celui hôtes – parasites ou 
parasites – parasites ont déjà été proposées (Murrell 2005, Martcheva et al. 2007, Fenton & Perkins 
2010, Murrell 2010). Adapter et utiliser des méthodes d’autres disciplines est un atout pour trouver 
plus rapidement des modèles décrivant au mieux la réalité. Cela peut aussi donner des voies 
possibles pour prendre en compte des facteurs de risque communs permettant ainsi de distinguer une 
association d’une interaction. Ces facteurs existant à toutes les échelles (e.g. spatiale, temporelle), 
leur prise en compte est actuellement un défi méthodologique majeur pour l’étude du 
multiparasitisme. 
 
III. Conséquences épidémiologiques, médicales et agronomiques du multiparasitisme 
(Des épées de Damoclès) 
 
Les conséquences du multiparasitisme sont la résultante des interactions entre parasites au sein 
des hôtes. Elles ne sont pas simplement la somme des effets des mono-infections mais plus la 
combinaison d’effets connus et nouveaux sur des paramètres clé en épidémiologie (e.g. Courchamp 
et al. 1997, Malakar et al. 1999, Fonseca et al. 2005, Herrmann et al. 2013). La non-prise en compte 
de ces interactions fausse la vision que l’on a de la réalité, notamment vis-à-vis d’un parasite donné 




(Pedersen & Fenton 2007, Griffiths et al. 2011). Ceci a des conséquences du point de vue 
épidémiologique, sur les incidences de maladies infectieuses, et du point de vue médical, sur le 
diagnostic, les traitements et la prévention des maladies infectieuses. Nous allons aborder ces 
différents points en nous appuyant sur des exemples concrets illustrant : 1) les conséquences des 
multi-infections sur les symptômes, la durée d’infection et les traitements des maladies infectieuses, 
2) la nécessité de prendre en compte les conséquences des multi-infections sur la transmission des 
parasites concernés pour comprendre les variations d’incidence de ces maladies infectieuses et pour 
assurer de bons diagnostics et 3) la nécessité de prendre en compte les conséquences de l’exposition 
des hôtes à de multiples parasites pour disposer de moyens de prévention efficaces (voir Figure 3). 
 
Figure 3 : L’ensemble des conséquences possibles du multiparasitisme et les potentielles solutions. 
 
1. Conséquences des multi-infections sur les symptômes (i.e. la sévérité), la durée 
d’infection et le traitement des maladies infectieuses 
(« Citius, Altius, Fortius ») 
 
Les symptômes sont la résultante de la virulence du parasite (i.e. la capacité d’un parasite à se 
multiplier et à causer des dommages à son hôte, Calow 1998) et de la susceptibilité (i.e. sensibilité au 
parasite) de l’hôte. La virulence est modulée par les interactions entre les différentes espèces de 
parasites présentes dans l’hôte, agissant essentiellement sur la durée des infections et la 





Les conséquences de telles variations peuvent être négatives, allant de la présence de symptômes 
atypiques à l’accélération de la mortalité des individus hôtes. Par exemple, Jolles et al. (2008), ont 
mis en évidence que les coinfections entre des nématodes et l’agent de la tuberculose peuvent 
accélérer la mortalité des buffles et augmenter la durée de l’état infectieux (i.e. état propice à la 
transmission des parasites) des hôtes coinfectés. 
Cependant, les conséquences des variations de la virulence peuvent être positives, allant de 
l’inhibition de la croissance d’un parasite particulier à la diminution des risques de mortalité des 
individus hôtes, tout dépend des conditions environnementales et de l’ordre d’infection des hôtes par 
les parasites (Jardi et al. 2001, Franco et al. 2003, Thomas et al. 2003, Massey et al. 2004, 
Cirimotich et al. 2011, Ayres 2013). Par exemple, lors de coinfections, le virus de l’hépatite B 
(VHB) et le virus de l’hépatite C (VHC) inhibent de façon réciproque leur réplication. Toutefois, il 
semblerait que le virus de l’hépatite C soit dominant (i.e. effet inhibiteur plus fort) vis-à-vis du virus 
de l’hépatite B. Du point de vue clinique, chez les patients atteints de multiples hépatites, et plus 
généralement chez les hôtes multi-infectés, il est important de déterminer lequel de ces virus, ou 
parasites, sera le dominant (i.e. celui qui provoque les symptômes les plus sévères). Ainsi, une des 
priorités en terme de traitements sera d’administrer, à l’hôte, le traitement spécifique au parasite qui 
provoque le plus de dommages (e.g. pour les multi-infections de virus d’hépatites, Jardi et al. 2001). 
Par exemple, étant donné que le virus de l’herpès simplex de type 2 et le VIH sont en interaction 
synergique, une thérapie anti-herpétique pourrait permettre de diminuer le taux de transmission du 
VIH (Albrecht et al. 1989, Kucera et al. 1990, Horvath & Raffanti 1994, Schacker et al. 2002, 
Celum 2004, Corey et al. 2004, Van de Perre et al. 2008). En réponse au multiparasitisme, une autre 
stratégie de soin peut également être mise en place : la multi-thérapie, pour traiter différents parasites 
en même temps. Il est également possible d’utiliser les interactions antagonistes entre certains 
parasites pour lutter contre d’autres parasites d’importance médicale (Stiehm 2006). C’est 
notamment le cas dans les phagothérapies où des virus bactériophages lytiques sont utilisés pour 
traiter certaines maladies infectieuses d’origine bactérienne (Inal 2003, Efrony et al. 2009, Roossinck 
2011). L’utilisation de virophages devient également une voie thérapeutique potentielle à l’encontre 
de certaines maladies infectieuses d’origine virale, avec la découverte du virus Spoutnik qui inhibe la 
croissance du mimivirus du protozoaire Acanthamoeba polyphaga (La Scola et al. 2008, Taylor et al. 
2014). 
 




2. Conséquences des multi-infections sur la transmission et le diagnostic des maladies 
infectieuses 
(Des effets de groupe plus ou moins visibles) 
 
L’incidence correspond au nombre de nouveaux cas d’infections d’une maladie en particulier 
par unité de temps et de lieu. Du fait des différents mécanismes d’interactions que l’on a vus 
précédemment, l’incidence d’une maladie peut être intimement liée à celle d’une autre. Ceci est 
principalement dû au fait que la présence d’un ou plusieurs parasites va modifier (positivement ou 
négativement) la probabilité d’infection d’un autre parasite, le taux de transmission des parasites et la 
sensibilité des hôtes (Holmes 1961, Beldomenico & Begon 2010). Ce sont évidemment les cas 
d’interactions positives qui sont les plus connus. Cela peut conduire à l’émergence ou la ré-
émergence de maladies (Fätkenheuer et al. 1999, Marvá et al. 2014). Le plus emblématique des 
exemples, est celui de l’augmentation conjointe de l’incidence de deux maladies rares, la pneumonie 
causée par Pneumocystis carinii (Gottlieb 2006) et le cancer de la peau, le sarcome de Kaposi 
(Friedman-Kien et al. 1981, Hymes et al. 1981), du fait d’infections par le VIH. Le VIH, en 
diminuant la réponse immunitaire des individus a permis à de multiples infections de se développer. 
Cet exemple est une illustration de syndémie, ce terme définissant la convergence (synchronisation 
des épidémies) de deux maladies ou plus qui agissent de façon synergique pour accroître le 
« fardeau » des maladies (Herring & Sattenspiel 2007). D’autres exemples de syndémies sont 
observés comme les maladies à tiques avec les associations des agents de la borréliose, babésiose et 
ehrlichiose (Mitchell et al. 1996, Thompson et al. 2001, Brogden et al. 2005). Cette syndémie se 
traduit par des manifestations cliniques variables et souvent plus sévères, qui ont pour conséquences 
de mauvais diagnostics et l’administration de traitements antimicrobiens peu appropriés. Le tandem 
influenza – tuberculose est également une syndémie qui a pour conséquences de fortes surmortalités 
dans les populations touchées. Les infections couplées d’Escherichia coli et des agents des 
bronchites infectieuses sont aussi de bons exemples de syndémies. Elles causent des réponses 
inflammatoires exagérées amenant, notamment, à d’importantes pertes commerciales quand elles 
touchent les élevages (Dwars et al. 2009). Ce concept de syndémie est également vrai en agronomie, 
par exemple le virus du jaunissement des nervures du concombre (i.e. Cuncumber Vein Yellowing 
Virus ou CVYV) et le virus du rabougrissement jaune des cucurbitacées (i.e. Cucurbit Yellow 
Stunting Disorder Virus ou CYSDV) agissent en synergie, affectant le rendement et la qualité de la 
production (Gil-Salas et al. 2012). 
Avoir une vision multiparasitaire permet, dans certains cas, de pouvoir détecter les origines des 





surveillance. Par exemple, la découverte du VIH, via l’augmentation conjointe de l’incidence de 
deux maladies rares, met en évidence que les maladies rares peuvent servir d’indicateurs, permettant 
ainsi d’alerter les populations sur la possible émergence d’autres maladies. 
La détection des maladies infectieuses est une étape délicate étant donné qu’un test positif pour 
un agent pathogène n’exclut pas la possibilité que l’hôte soit aussi infecté par d’autres agents 
pathogènes. Si les recherches s’arrêtent là, le diagnostic ne sera que partiel. Les traitements 
administrés ne seront donc pas forcément efficaces (Gandhi et al. 2010). A l’heure actuelle, le corps 
médical est de plus en plus conscient de ces limites et teste souvent plusieurs agents pathogènes. Les 
recherches sur les associations et les interactions entre parasites permettent de guider ses choix. Par 
exemple, on sait que les tiques transmettent de nombreux agents pathogènes (e.g. Borrelia 
burgdorferi sensu lato, Anaplasma phagocytophilum, Babesia spp., Rickettsia spp. et Bartonella 
spp.). Cette connaissance serait utile aux médecins pour établir un diagnostic plus exhaustif dans le 
cas où le patient a été mordu par une tique (Mitchell et al. 1996, Nicolson 2007). 
 
3. Conséquences de l’exposition des hôtes à de multiples parasites sur la prévention des 
maladies infectieuses 
(L’utilisation de nos connaissances comme boule de cristal) 
 
Le multiparasitisme ayant un fort impact qualitatif et quantitatif sur la circulation des agents 
concernés, il est une donnée capitale à prendre en compte lors de la mise en place de moyens de 
prévention des maladies infectieuses (Keesing et al. 2010). 
Malgré l’altération de leur efficacité, due aux interactions entre parasites (Sabin et al. 1996, 
Cooper et al. 2001, Elias et al. 2005), les programmes de vaccination restent tout de même des 
moyens de prévention utiles pour réduire l’exposition des hôtes à plusieurs parasites. Ils sont 
d’autant plus importants quand ils limitent la rencontre entre plusieurs parasites synergiques (Zuin et 
al. 1992). Les vaccins contre les vecteurs, qui transmettent de nombreux agents pathogènes, sont 
également un bon outil permettant de limiter l’exposition des hôtes à de multiples parasites (Merino 
et al. 2013). 
La prévention contre les maladies vectorielles peut également s’effectuer par le contrôle de la 
dispersion des agents pathogènes par les vecteurs via l’utilisation des interactions antagonistes entre 
certains parasites. Par exemple, chez les moustiques Aedes aegypti, il a été mis en évidence que la 
bactérie symbiotique Wolbachia limitait la multiplication des virus de la dengue, du Chikungunya et 
des agents de la malaria (Tortosa et al. 2008, Mousson et al. 2010, Mousson et al. 2012). Ainsi 
l’introduction de cette bactérie dans certaines populations de moustiques serait une stratégie 




potentielle de contrôle de la propagation de ces trois agents pathogènes d’importance capitale en 
santé humaine. 
L’effet barrière du multiparasitisme peut également être exploité au bénéfice des hôtes. Les 
phénomènes de compétition entre parasites peuvent limiter le nombre d’agents pathogènes infectant 
un hôte. Par exemple, les probiotiques sont des microorganismes vivants (bactéries ou levures) qui, 
ajoutés comme compléments à certains produits alimentaires, peuvent limiter le nombre de 
pathologies intestinales d’origine infectieuse et stimuler le système immunitaire de l’hôte (Sleator 
2010). En agroalimentaire, cet effet barrière est d’intérêt capital étant donné qu’il permet de prévenir 
les contaminations des aliments par des parasites d’importance médicale (Guillier et al. 2008, 
Irlinger & Mounier 2009). Par exemple, les biofilms Staphylococcus sciuri limitent l’adhérence et la 
croissance de Listeria monocytogenes, agent de la listériose, notamment sur les surfaces en acier 
inoxydable. Ces interactions permettent de renforcer la lutte contre la contamination par L. 
monocytogenes dans les locaux de l’industrie alimentaire (Leriche & Carpentier 2000). Cependant, 
plus que les organismes vivants, les industriels veulent développer l’utilisation directe des toxines 




Dans cet article, nous nous sommes intéressés plus spécifiquement au multiparasitisme au sein 
d’un hôte. Toutefois, pour étudier de façon exhaustive le multiparasitisme, il est nécessaire de 
développer des méthodes d’analyses qui permettent d’avoir une vision « multi-hôtes – multi-
parasites » et non plus concentrées sur l’étude « un hôte – un parasite » (voir Figure 4). 
 
 
Figure 4. L’augmentation des niveaux de complexité dans l’étude des associations hôte-parasite. (a, b) Les enquêtes 
traditionnelles se concentrent sur les interactions espèces-espèces ; (c, d) un nombre croissant d’études ont commencé à 
étudier les relations espèces-assemblage, (e) mais toute la complexité (i.e. relations assemblage-assemblage) est 
actuellement peu étudiée. P et H sont respectivement des parasites ou des hôtes. C’est une illustration fictive de trois 
espèces de papillons qui interagissent avec des nématodes, des microsporidies et des champignons. Les différentes 
nuances de couleur désignent différents génotypes. Par souci de simplification, les différents génotypes des différentes 





Quatre perspectives majeures de recherches, sur les interactions dans un contexte de 
multiparasitisme, émergent des travaux actuels : 1) La détection des interactions à l’échelle des 
communautés reste un défi méthodologique (Pedersen & Fenton 2007), 2) l’identification et la prise 
en compte des facteurs de risque communs est l’une des voies de progression importante pour une 
meilleure connaissance des interactions biologiques. A l’heure actuelle, leur intégration dans les 
modèles théoriques est complexe (Mahiane et al. 2010, Hellard et al. 2012, Sherlock et al. 2013), 
Des voies de recherches potentielles sont possibles, notamment via les méthodes des réseaux et de 
screening des associations. Cependant, il est nécessaire de développer la conceptualisation de tests 
statistiques pour les réseaux, 3) la prise en compte dans les modèles d’analyse de la non-
indépendance entre les individus hôtes (e.g. la contagion) est également capitale étant donné que le 
multiparasitisme impacte la dynamique de transmission des parasites concernés et 4) il est important 
d’améliorer, au vu des connaissances biologiques actuelles, les méthodes utilisées pour étudier le 
multiparasitisme en milieu contrôlé (Fenton et al. 2002, 2014). Ceci, pour mimer au mieux la réalité 
afin d’identifier et de comprendre les mécanismes réels d’interactions entre parasites. Enfin il est 
primordial de promouvoir la multidisciplinarité des approches et des disciplines pour une meilleure 
compréhension du multiparasitisme et de ses conséquences. 
 
Perspectives majeures dans l’étude des interactions multiparasitaires 
 
(1) Mettre au point des méthodes pour pouvoir détecter les interactions à l’échelle globale (i.e. 
niveau d’action des processus clés). 
(2) Améliorer la distinction entre interactions et associations en prenant en compte les facteurs de 
risque communs. 
(3) Améliorer la gestion, dans les modèles d’analyse, de la non-indépendance entre les individus 
hôtes (e.g. la contagion). 
(4) Améliorer les méthodes utilisées en milieu contrôlé pour mimer au mieux la réalité afin 
d’identifier les mécanismes réels d’interactions. 
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Photos de divers parasites respectivement de gauche à droite : Borrelia burgdorferi sensu lato, le virus Ebola, Yersinia pestis, Coxiella 
burnetii, Leishmania tropica, Trypanosoma sp., Plasmodium falciparum, Echinococcus granulosus, Babesia spp., Rickettsia rickettsii, le 






Le multiparasitisme, et surtout les associations qui en découlent, ont une grande influence 
sur la dynamique des parasites concernés mais aussi sur celle de leurs hôtes. Dans ce chapitre 
nous présentons différentes méthodes permettant de détecter les associations multiparasitaires 
dans les populations d’hôtes. De nombreuses approches sont disponibles pour identifier ces 
associations. Cependant, les méthodes actuelles montrent certaines limites, et notamment à 
notre connaissance, aucune de ces approches ne permet de tester statistiquement et 
précisément lesquels des parasites sont en association au sein des hôtes. 
L’objectif de ce chapitre est de développer des méthodes de détection des associations qui 
puissent être utilisées sur n’importe quels modèles biologiques (e.g. faune sauvage, animaux 
domestiques, hommes, vecteurs). Ces approches peuvent être utilisées lors d’études sur des 
espèces de parasites ou d’hôtes émergentes ou méconnues, i.e. où peu d’informations 
biologiques sont disponibles. Nous avons choisi de travailler sur des données issues d’études 
transversales. Les études transversales sont largement utilisées pour détecter la présence de 
plusieurs parasites au sein d’un hôte. En effet elles sont moins coûteuses en temps et en argent 
que les études longitudinales. Il était donc important de développer une approche statistique 
qui puisse s’adapter à ces problématiques, tout en étant informative, pour permettre la 
poursuite des investigations sur la nature des associations potentiellement détectées (Article 
2). Ainsi, cette partie de ma thèse a consisté à adapter des méthodes déjà existantes à l’échelle 
du multiparasitisme. De nombreuses méthodes sont déjà disponibles mais elles se concentrent 
essentiellement sur les associations deux à deux de parasites. Nous avons choisi d’étudier et 
d’adapter trois approches connues : celle du chi-deux, des réseaux et du GLM (i.e. Modèle 
Linéaire Généralisé). Nous avons également développé une nouvelle approche – « de 
screening des associations ». Il s’agit d’une méthode basée sur les probabilités d’occurrences 
des différentes combinaisons possibles de parasites. Nous avons étudié les propriétés de 
chacune de ces méthodes (i.e. sensibilité et puissance). L’objectif de cette première partie était 
de pouvoir disposer d’un test statistique fiable pour identifier si les co-occurrences observées 
étaient dues à des associations de parasites plutôt qu’au hasard. Nous avons mis en évidence 
que les approches de screening et du chi-deux généralisé avaient les plus fortes puissances. 
Cependant, aucune des quatre méthodes étudiées n’a permis de faire la différenciation entre 
des associations dues à des facteurs de risque communs et à de réelles interactions 
biologiques. Des associations de parasites ont été mises en évidence dans les jeux de données 
étudiés en particulier dans cet article : 1) dans la population de campagnols agrestes étudiée 
Bartonella doshiae et Babesia microti sont associées négativement et 2) dans la population de 





D’autres jeux de données, issus de plusieurs collaborations, ont été analysés hors du cadre de 
cet article. 
La nouvelle approche de screening des associations possède un atout supplémentaire vis-
à-vis des trois autres. En effet, grâce à elle, il est possible de tester statistiquement et 
précisément lesquels de ces parasites sont associés au sein des hôtes. À l’ère de la génomique 
et de l’avènement de nouvelles technologies, il est devenu possible d’identifier, dans les 
populations d’hôtes, des communautés entières de parasites, ou pathobiomes. Être capable 
d’identifier statistiquement les parasites qui sont préférentiellement associés est un atout 
considérable pour accélérer les recherches concernant les potentiels mécanismes 
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Les programmes R des fonctions de ces quatre approches de modélisation statistiques sont disponibles en 












































































En plus de l’étude publiée des jeux de données de Sandra Telfer et Xavier Lambin, 
concernant les campagnols agrestes infectés par six parasites, et ceux d’Ulrike Seitzer et 
Diaeldin Salih, concernant les bovins infectés par huit parasites (cf. Article 2), nous avons 
appliqué la méthode de screening des associations de parasites à d’autres jeux de données 
issus de collaborations. Actuellement, cinq autres jeux de données ont été étudiés, chacun 
possédant différentes caractéristiques (e.g. nombres de parasites détectés, espèces hôtes 
étudiées, …). 
Le premier jeu de données concerne 443 campagnols roussâtres (Myodes glareolus), 
échantillonnés dans la forêt de Sénart, en France, dans le cadre des thèses de Maud Marsot et 
Jean-Philippe Buffet (Buffet et al. 2012 : Annexe 12, Marsot et al. 2013). Ces campagnols 
sont infectés par deux parasites : Borrelia afzelii (11,1%), Bartonella spp. (56,9%). D’après le 
modèle de screening, ces deux bactéries ne sont pas associées (p-value : 0,927). 
Le deuxième jeu de données concerne 819 tamias de Sibérie (Tamias sibiricus), 
échantillonnés dans la forêt de Sénart, en France, dans le cadre de la thèse de Maud Marsot 
(Marsot et al. 2013). Ces tamias sont infectés par trois parasites : B. burgdorferi sensu stricto 
(13,2%), B. afzelii (14,9%) et B. garinii (2,3%). D’après le modèle de screening, ces trois 
bactéries ne sont pas associées (p-value : 0,180). 
Le troisième jeu de données concerne 309 écureuils roux (Sciurus vulgaris), 
échantillonnés en France (Pisanu et al. 2014). Ces écureuils sont infectés par quatre parasites : 
B. burgdorferi sensu stricto (16,2%), B. afzelii (10,7%), B. garinii (3,2%) et B. valaisiana 
(0,3%). D’après le modèle de screening, B. burgdorferi sensu stricto et B. afzelii sont 
associées positivement (p-value : 0,0036). 
Les deux dernier jeux de données ont été acquis dans le cadre du projet Patho-Id 
« Pathobiomes des rongeurs et des tiques » financé par le Métaprogramme INRA MEM 
(Méta-omiques des Ecosystèmes Microbiens) coordonné par Muriel Vayssier-Taussat et Jean-
François Cosson. Il s’agit d’un projet dont l’objectif est la détection sans a priori d’agents 
pathogènes et de symbiontes (i.e. pathobiomes) présents chez les rongeurs et les tiques. 
Le quatrième jeu de données concerne 168 rongeurs d’espèces variées, échantillonnés en 
Asie. Ces rongeurs sont infectés par sept parasites : Bartonella spp. (29,2%), Anaplasma 
phagocytophilum (3%), Ehrlichia spp. (10,7%), Orientia spp. (1,2%), Helicobacter spp. 
(14,9%), Borrelia burgdorferi s.l. (6%) et un parasite inconnu (14,3%). D’après le modèle de 
screening, ces sept parasites ne sont pas associés. 
Le cinquième et dernier jeu de données concerne 264 tiques (Ixodes ricinus), 





sont infectées par six parasites : Borrelia miyamotoi (2,7%), Borrelia burgdorferi s.l. (20,5%), 
Anaplasma phagocytophilum (2,7%), Neoehrlichia mikurensis (1,5%), Rickettsia helvetica 
(16,7%) et Bartonella henselae (16,3%). D’après le modèle de screening, Borrelia miyamotoi, 














                                                 







D’un point de vue épidémiologique, les interactions entre parasites peuvent altérer les 
symptômes, la durée d’infection, la probabilité d’infection, la probabilité de transmission et 
leur virulence (Ezenwa & Jolles 2011, Tompkins et al. 2011). Les parasites peuvent interagir 
en synergie, c’est-à-dire que la présence de l’un favorise l’infection par des parasites 
ultérieurs. Ils peuvent également interagir de manière antagoniste, la présence de l’un inhibe 
l’infection par des parasites ultérieurs. Les interactions entre parasites sont souvent 
considérées comme des interactions deux à deux. Toutefois du fait du multiparasitisme, les 
interactions au sein d’un ensemble de parasites sont plus probables. Identifier et caractériser 
les interactions entre parasites est une priorité d’autant plus grande qu’elles concernent des 
parasites d’importance médicale, vétérinaire ou agronomique majeure. 
L’objectif de ce chapitre a été de développer un modèle de coinfection deux à deux entre 
parasites en fonction d’hypothèses biologiques précises sur ces parasites, i.e. hypothèses de 
transmission, de persistance (Article 3). Du fait de leur présence simultanée chez les vecteurs, 
les parasites vectorisés peuvent être, en théorie, fréquemment transmis en même temps et 
donc coinfecter le même hôte. Ils sont donc un bon modèle pour étudier les interactions 
potentielles. Le modèle de détection des interactions a donc été développé pour identifier et 
caractériser les interactions entre deux parasites vectorisés et persistants chez un hôte. Ce 
modèle permet de tester si les prévalences des coinfections observées sont significativement 
différentes de celles attendues sous l’hypothèse d’associations dues au hasard. S’il s’avère que 
les parasites sont en interaction, il est alors possible de quantifier et d’orienter ces 
interactions, chez les juvéniles ainsi que chez les adultes. Il permet alors d’accéder à 
l’historique des infections des individus hôtes malgré l’aspect transversal de l’étude. Le jeu de 
données étudié, en particulier dans cet article, concernait une population de campagnols 
roussâtres (Myodes glareolus) coinfectés par deux bactéries : Borrelia afzelii et Bartonella 
spp.. Aucune interaction n’a été détectée entre ces deux parasites. 
Il est possible d’utiliser ce modèle de détection des interactions sur d’autres jeux de 
données. Toutefois, il est nécessaire d’utiliser des jeux de données de coinfections de deux 
parasites dans une population d’hôtes, avec les mêmes hypothèses biologiques : détection 
fiable des parasites, absence de transmission verticale et directe, persistance et caractère 
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Le programme R des fonctions, pour estimer les probabilités du modèle, est disponible en annexe de la thèse 































































Le multiparasitisme, et surtout les associations et les interactions potentielles qui en 
découlent, jouent un rôle primordial dans la structuration des populations d’hôtes et de 
parasites. Notre objectif était de développer des méthodes de détection des associations et des 
interactions multiparasitaires. Notre étude a abouti à deux résultats majeurs : 1) La création 
d’une méthode de screening des associations de parasites et l’adaptation, à l’échelle 
multiparasitaire, de méthodes plus standard pour détecter les associations entre parasites, sans 
avoir besoin de connaissances a priori sur les modèles biologiques étudiés (i.e. hôtes et 
parasites) et 2) le développement d’un modèle probabiliste particulier (i.e. spécifique à des 
hypothèses biologiques données) illustrant l’étude des interactions et permettant la 
caractérisation de leur orientation et de leur intensité via des données issues d’études 
transversales. 
Nous allons dans un premier temps aborder les différentes barrières à lever pour 
poursuivre les études sur le multiparasitisme. Suite à mon travail de thèse, nous en avons 
identifié trois : 1) L’analyse simultanée de plus de 10 parasites, 2) la prise en compte des 
facteurs de risque communs et 3) l’étude des cas de non-indépendance entre les individus 
hôtes (e.g. la contagion). Nous avons également mis en avant deux barrières secondaires au vu 
du contexte dans lequel ce travail s’inscrit (i.e. les études transversales) : 1) La prise en 
compte de l’aspect dynamique des infections et 2) la variabilité de la sensibilité et de la 
spécificité des méthodes de détection des parasites. Enfin, nous détaillerons les possibles 
utilisations concrètes de nos connaissances sur le multiparasitisme pour gérer au mieux les 
parasites. 
 
1. Stratégies pour analyser simultanément plus de 10 parasites 
 
Nous avons développé un modèle – la méthode de screening – qui semble optimal jusqu’à 
10 parasites (cf. Chapitre 2). Cette méthode, ainsi que les autres approches adaptées (GLM 
multinomial, chi-deux généralisé et réseaux), sont basées sur un raisonnement dit « en 
combinaisons » de parasites pour pouvoir les comparer dans des conditions égales. Nous ne 
les avons pas étudiées dans les conditions optimales propres à chaque méthode. Nous les 
avons contraintes à l’uniformité, malgré leurs spécificités bien particulières amenant à divers 
avantages et inconvénients. Avec un raisonnement en combinaisons, le nombre de parasites 
étudiés est très vite limitant étant donné que le nombre de combinaisons de parasites 
augmente de façon exponentielle (i.e. le nombre de combinaisons est égal à 2 puissance le 
nombre de parasites). Avec ces modèles, le nombre maximum de parasites qu’il est 




raisonnablement possible d’étudier simultanément est de 10, soit 1024 combinaisons 
exclusives de parasites, ce qui nécessite tout de même beaucoup plus d’individus 
échantillonnés. Or l’étude simultanée de 10 parasites apparaît ne pas être suffisante pour 
représenter la réalité multiparasitaire mise en évidence, notamment, par le développement de 
nouveaux outils de détection (e.g. détection haut débit, génomique, métagénomique, 
pyroséquençage, multiplex, Cox-Foster et al. 2007, Porreca et al. 2007, Ellegren 2008, 
Vayssier-Taussat et al. 2013, Lecuit & Eloit 2014, Minard et al. 2014) et les nouvelles 
problématiques « omiques », e.g. pathobiome (Vayssier-Taussat et al. 2014), microbiome 
(Keesing et al. 2010), viriome (Bosch et al. 2013). A l’évidence, l’étude du multiparasitisme 
doit se placer à une échelle qui concerne bien plus que 10 parasites (cf. Chapitre 1). 
Une voie possible d’amélioration des outils développés pendant ma thèse, serait le 
changement du paradigme choisi. L’idée serait de passer du raisonnement en combinaisons de 
parasites, que nous avons adopté, à celui limité aux associations entre deux, voire trois 
parasites. Le raisonnement en combinaisons permet d’étudier toutes les associations 
potentielles jusqu’aux associations d’ordre équivalent au nombre de parasites étudiés. La 
principale raison qui pousse à limiter l’étude, comme nous l’indiquons, est le fait qu’il est très 
complexe de concevoir biologiquement les interactions d’ordre supérieur à trois. Certains 
auteurs supposent que les interactions d’ordre supérieur à deux sont dues essentiellement à 
des facteurs de risque communs entre les parasites (Hellard et al. 2012, Herrmann et al. 
2013). 
Concernant la méthode de screening, nous pourrions limiter l’étude aux associations 
d’ordre deux en utilisant des pondérations (Kiemer et al. 2007, Chen 2009). Par exemple, lors 
de l’étude de trois parasites A, B et C, si on ne considère que les interactions 2 à 2, la triple 
interaction potentielle ABC peut être gérée en pondérant chaque paire d’un facteur 1/3. Ainsi, 
si nous avons, dans le jeu de données, 15 individus qui sont infectés par ABC, alors on 
considère que chaque paire de parasites (i.e. AB, BC et AC) aura 5 individus, tirés au hasard, 
en plus de son effectif propre. Cependant, dans ce cas, les facteurs associés aux individus, 
comme le sexe, l’âge, ne pourront être pris en compte. Cette condition pose des problèmes 
pour pouvoir distinguer les associations des interactions de parasites (cf. Chapitre 1). 
L’avantage principal de cette stratégie est que le nombre d’individus nécessaires est moindre, 
par rapport au nombre nécessaire lors de l’étude de toutes les associations possibles, tout en 
conservant une bonne puissance statistique. 
Les interactions d’ordre supérieur à deux font écho à la notion de réseaux de parasites (ou 
communauté de parasites, Esch et al. 1990, Poulin 1995). Il est alors possible de rapprocher 




l’épidémiologie de l’écologie, domaine où de nombreuses interactions multipartites sont 
observées (e.g. fourmis – bactéries – champignons, Currie et al. 2003). En écologie, de 
nombreuses approches méthodologiques ont été mises au point, comme par exemple des 
méthodes de réseaux, pour étudier, notamment, les réseaux trophiques (Fortuna & Bascompte 
2008, Lafferty et al. 2008, Poulin 2010, Newman 2011). Les méthodes de réseaux sont 
également largement développées en protéomique, pour étudier les interactions protéines – 
protéines (Melián & Bascompte 2002, Jansen et al. 2003, Ideker & Krogan 2012). Les 
phénomènes d’actions et de rétroactions des différents organismes ou molécules peuvent être 
étudiés grâce à ces modèles. Les méthodes de réseaux, utilisant comme données d’entrée 
directement les parasites, existent déjà (Poisot et al. 2013, Griffiths et al. 2014). Lorsqu’on 
étudie moins de 10 parasites, les résultats issus de la projection des parasites sont non-
informatifs, car il y a trop peu de données, nous l’avions donc écartée de nos analyses (Csardi 
& Nepusz 2006). Cependant, quand il y a plus de 10 parasites dans le jeu de données étudié, 
les conclusions obtenues ont un sens biologique. Cependant, les réseaux sont des modèles 
utilisés essentiellement pour étudier les phénomènes à une échelle globale où l’isolation de 
phénomènes particuliers, comme l’identification d’interactions précises au sein du réseau, 
n’est pas forcément une voie d’étude très développée. De plus, les analyses statistiques et les 
études des propriétés des réseaux ne sont pas encore très développées. La difficulté vient de la 
façon de construire le réseau et notamment l’hypothèse nulle servant aux analyses statistiques. 
Nous avons adapté les réseaux à l’épidémiologie, cependant, il ne s’agit pas d’une complète 
analogie avec l’écologie. Les centres d’intérêt entre l’épidémiologie et l’écologie diffèrent. En 
écologie, la création d’un modèle nul cible les relations entre les nœuds avec la création de 
liens au hasard. En épidémiologie, le modèle nul cible la matrice d’entrée où sont décrites les 
relations entre les parasites et les hôtes. Une nouvelle matrice est créée représentant les 
relations entre les parasites et les hôtes sous l’hypothèse d’indépendance entre les parasites. 
Pour combler cette différence entre l’écologie et l’épidémiologie, il faudrait changer de 
paradigme, en épidémiologie, pour pouvoir implémenter directement les hypothèses sur le 
réseau sans devoir passer par la matrice des observés. Pour l’instant les réseaux sont utilisés 
pour répondre à d’autres problématiques plus proches de l’écologie, comme par exemple, 
l’identification des hôtes ou parasites centraux dans le réseau observé, i.e. identification des 
hôtes super-disperseurs ou attracteurs et des parasites dominants (Meyers et al. 2005, Meyers 
et al. 2006, Bifolchi et al. 2013, Godfrey 2013). 
 




2. Les facteurs de risque communs: une source d’homogénéité et d’hétérogénéité, 
un défi méthodologique 
 
Les co-occurrences de parasites peuvent résulter de facteurs de risque communs qui créent 
des associations statistiques entre les parasites sans qu’il y ait pourtant de réelles interactions 
biologiques entre eux. Comme nous l’avons vu dans le Chapitre 1, les facteurs de risque 
communs peuvent favoriser ou inhiber les associations de parasites à différents niveaux 
(individus, populations, communautés) et à différentes échelles (spatiales, temporelles). Ils 
peuvent concerner des facteurs liés aux hôtes ou aux parasites, La principale difficulté reste 
que nous ne pourrons prendre en compte que les facteurs identifiés et mesurés (Guernier et al. 
2004, Salvador et al. 2011). Il y aura donc toujours un risque que des facteurs de risque 
communs interviennent sans que nous sachions les identifier et les mesurer. Le principal 
risque est de conclure, au vu de résultats d’associations significatifs, à la présence 
d’interactions entre parasites alors qu’il n’y en a pas. 
La prise en compte des facteurs de risque communs, dans l’étude des interactions 
multiparasitaires, peut être réalisée suivant différentes méthodes. 
Si on a identifié et mesuré les facteurs de risque communs, il est alors possible d’utiliser 
le test du « chi-deux corrigé » développé par Hellard et al. (2012). Cette méthode combine 
une régression logistique et un test du chi-deux, afin de calculer les fréquences attendues des 
individus coinfectés, si les parasites sont indépendants, tout en considérant leurs facteurs de 
risque communs. Les approches bayésiennes sont également une solution envisageable étant 
donné leur capacité à tenir compte des informations biologiques a priori, afin d’estimer plus 
finement le phénomène étudié. Cette capacité des approches bayésiennes en fait de 
potentielles méthodes capables de faire la distinction entre des associations et des interactions 
de parasites. Cependant, les études des propriétés, des modèles bayésiens, sont complexes à 
mettre en œuvre, étant donné qu’au niveau conceptuel ces approches ne sont pas faites pour 
faire des tests statistiques mais pour estimer des paramètres. Cela a pour conséquence le faible 
développement d’études de puissances adaptées (e.g. épidémiologie génétique : Wakefield 
2007). La méthode du GLM a également la capacité de prendre en compte les facteurs de 
risque communs (McCullagh & Nelder 1989, Yee & Wild 1996, Agresti 2002). L’utilisation 
des autres méthodes, comme le modèle de screening des associations ou les réseaux, est 
possible à condition de scinder le jeu de données en sous-populations homogènes suivant les 
facteurs disponibles (e.g. même sexe, même âge, même localisation). Cela pose bien 
évidemment un problème de puissance si les effectifs ne sont pas suffisants. 




Si par contre on n’a pas identifié et mesuré les facteurs de risque communs, l’utilisation 
des chaînes de Markov cachées, présentées comme de simples réseaux dynamiques bayésiens 
(Baum & Petrie 1966, Baum & Eagon 1967, Baum & Sell 1968, Baum et al. 1970, Baum 
1972) pourrait également être une possibilité pour détecter la présence de facteurs de risque 
communs. Cette potentielle voie de recherche a déjà été explorée et semble avoir des 
perspectives intéressantes. Des modèles de chaînes de Markov cachées ont déjà été utilisés 
pour détecter, à partir de données issues d’études longitudinales, les interactions entre divers 
agents pathogènes (e.g. Sherlock et al. 2013). De plus, contrairement aux autres approches 
bayésiennes, il est possible de comparer les différents modèles de chaînes de Markov cachées 
entre eux grâce à des indices comme le BIC, i.e. Critère d’Information Bayésien ou l’AIC, i.e. 
Critère d’Information d’Akaike (Akaike 1974, Schwarz 1978). 
 
3. L’étude des cas de non-indépendance entre les individus hôtes : l’exemple de la 
contagion 
 
L’indépendance entre les individus hôtes est une hypothèse importante dans les modèles 
statistiques et probabilistes que nous avons étudiés. Pour respecter cette hypothèse, nous 
avons travaillé sur des parasites à transmission vectorielle. Leur paramètre de transmission est 
dépendant de la fréquence des parasites (McCallum et al. 2001). Or, de nombreux parasites 
sont à transmission directe (dépendant de la densité des hôtes, McCallum et al. 2001), 
favorisant alors la non-indépendance des individus et étant notamment à l’origine de 
formation d’agrégats d’individus infectés. Les individus hôtes sont alors dépendants les uns 
des autres spatialement ou socialement (i.e. l’environnement biotique ou abiotique proche des 
hôtes est contaminé, Godfrey 2013). 
Si on veut pouvoir prendre en compte et tester cette hypothèse de non-indépendance entre 
les individus hôtes étudiés, il est nécessaire d’avoir des statistiques de test adaptées. 
L’utilisation des modèles de chaînes de Markov est également envisageable pour étudier le 
phénomène de contagion, notamment de par leur construction (i.e. mémoire courte des 
événements) représentant au mieux la non-persistance des parasites (Norris 1998). Cependant, 
la contagion, liée notamment au R0, paramètre épidémiologique d’importance qui correspond 
au taux de reproduction de base des parasites (i.e. nombre moyen de cas secondaires générés 
par un hôte durant la période où il est infectieux) est difficile à aborder lors de l’analyse de 
données issues d’études transversales où aucune information temporelle n’est disponible. Se 




placer dans le cadre d’études longitudinales semble plus approprié si on veut étudier les cas de 
non-indépendance entre les individus hôtes. 
 
4. La prise en compte de l’aspect dynamique des infections 
 
L’aspect dynamique des infections est difficile à aborder lors de l’analyse de données 
issues d’études transversales alors que l’on sait que les infections sont, par essence, des 
processus dynamiques. Or, une grande majorité des études épidémiologiques capture des 
instantanés des associations sur de courtes périodes de temps (Croft et al. 2004, Pike et al. 
2008). Les études épidémiologiques peuvent également être un agrégat d’ensemble 
d’observations sur une période de temps plus longue (Lusseau et al. 2003, 2006). Pour notre 
part, nous nous sommes placés dans le cas d’études transversales. Pour contourner le 
problème de l’évolution dynamique des infections, nous nous sommes placés à l’état de 
l’équilibre ou de la stationnarité de l’infection. Cela permet de pouvoir tenir compte de 
l’« historique individuel » des hôtes, tout en utilisant des données transversales. Nous avons 
donc fait une hypothèse forte en considérant que les prévalences des parasites restent 
relativement stables au cours du temps. 
Malgré notre choix de se placer sous l’hypothèse de stationnarité, nous avons bien 
conscience que les communautés de parasites sont complexes et suivent, dans la plupart du 
temps, des conditions de non-équilibre (Rohde 2006, Poulin 2007). Cette hypothèse permet de 
faire entrer le temps dans les modèles utilisant des données issues d’études transversales. 
Cependant, cette adaptation restera toujours moins précise qu’une étude longitudinale. Cette 
hypothèse de stationnarité est obligatoire lors de l’analyse de données issues d’études 
transversales, elle permet de pouvoir extrapoler les conclusions obtenues. Les agents 
pathogènes persistants sont sans doute plus sujets à la stationnarité. Pour valider nos 
conclusions, il est possible de faire de multiples études transversales (avec les mêmes 
conditions abiotiques et biotiques) et d’en comparer les résultats. Si leurs résultats sont 
identiques alors l’état stationnaire est atteint, sinon, on est dans l’état transitoire, état qui ne 
permet pas de conclure étant donné qu’on est dans une phase intermédiaire instable. Les 
données issues des études longitudinales semblent les plus appropriées pour étudier l’aspect 
dynamique des infections car elles permettent d’avoir des informations sur les fluctuations 
environnementales (e.g. climat, ressources) et les variations du statut infectieux des hôtes (e.g. 
Kosoy et al. 2004, Sherlock et al. 2013). 
 




5. La sensibilité et la spécificité des méthodes de détection des parasites 
 
Pour étudier les associations entre parasites dans les populations, nous nous sommes basés 
sur les prévalences observées de parasites. Nous avons considéré que la sensibilité de 
détection de chacun des parasites était la même. Or il est très probable que les probabilités de 
détection ne soient pas les mêmes pour les différents parasites. Le fait que nous nous soyons 
basés sur des détections spécifiques de chaque agent pathogène limite sans doute ce biais-là. 
Cependant, on ne connaît pas bien les variations des sensibilités des outils développés pour 
répondre aux nouvelles problématiques « omiques » et qui permettent d’effectuer des 
détections simultanées de plusieurs parasites. La probabilité de détection est probablement 
liée à l’abondance du parasite dans l’échantillon aux dépends des parasites plus minoritaires 
(e.g. Wolbachia, Minard et al. 2014). Cependant, l’effet du parasite sur l’hôte ou sur un autre 
parasite n’est pas forcément proportionnel à son abondance. L’idéal serait de pouvoir mesurer 
les probabilités de détection de chaque parasite afin de pouvoir les prendre en compte dans les 
modèles. Ceci pourrait être fait par des méthodes de type pondération (Poulin 1998), ou 
renseignement d’a priori dans des modèles bayésiens. Cependant, si chaque parasite a un taux 
de détection différent cela va poser un problème lors de l’estimation des paramètres. Un 
compromis va s’installer entre estimation du taux de détection et estimation de la prévalence 
du parasite (e.g. Bord et al. 2014). Pour pallier à ce problème, il est possible d’effectuer des 
expériences préliminaires pour acquérir une connaissance a priori sur le taux de détection des 
parasites par exemple. 
De plus, même si les techniques moléculaires deviennent de plus en plus fiables avec leurs 
marqueurs spécifiques (e.g. PCR ou Réaction en Chaîne par Polymérase, Zarlenga & Higgins 
2001, Wimmer et al. 2004, Gasser et al. 2008, la détection d’helminthes : Bott et al. 2009, ou 
de tiques : Gómez-Díaz et al. 2010), une incertitude persiste (i.e. problème de spécificité). À 
ceux-ci s’ajoute un autre problème majeur lié à la détection de parasites dans un échantillon. 
Dans nos études, nous nous sommes basés sur la détection de l’ADN des parasites. Or l’ADN 
et les anticorps ne renseignent pas forcément sur la présence de formes infectieuses, mais ces 
traces laissent à penser que l’individu hôte a été au contact des parasites et qu’ils peuvent 
encore interagir via la mémoire immunitaire des hôtes (e.g. immunité à long terme via la 
mémoire centrale contre Leishmania major, Zaph et al. 2004). Il est possible alors d’utiliser 
des méthodes basées sur la détection de l’ARN pour être sûr de détecter des cellules vivantes, 
étant donné que cette molécule est utilisée comme un support intermédiaire d’informations et 
que sa durée de vie est beaucoup plus courte que celle de l’ADN, de l’ordre de la minute. 




6. Utilisations concrètes de nos connaissances sur le multiparasitisme pour gérer au 
mieux les parasites 
 
Développer l’utilisation des méthodes, mises au point pour détecter des associations ou 
des interactions entre parasites dans divers jeux de données, permettrait d’accroître nos 
connaissances sur cette réalité multiparasitaire. Les méthodes sont alors à considérer plus 
comme des outils de réflexion, le choix des méthodes à utiliser dépendant des informations 
disponibles et des problématiques posées. Au vu des connaissances acquises, il nous sera alors 
possible d’adapter notre comportement. Par exemple, lors de l’utilisation de la méthode de 
screening (cf. Chapitre 2), nous avons mis en évidence des associations entre : 1) B. doshiae 
et B. microti, qui semblent être associées négativement et 2) T. parva, T. mutans et T. velifera, 
qui semblent être associées positivement. Il serait donc intéressant d’aller plus loin dans 
l’étude des phénomènes qui régissent ces associations afin de savoir si ces parasites ne sont 
pas plutôt en interaction, respectivement antagoniste et synergique. D’autant plus que les 
Theileria sont des agents pathogènes d’importance économique majeure car elles impactent 
négativement la fitness des bovins. Leurs interactions pourraient jouer un rôle primordial sur 
leur propre virulence, comme c’est le cas pour Tryponosoma cruzi (Franco et al. 2003). Dans 
une autre mesure, lors de l’étude sur les liens entre les bactéries du genre Bartonella et 
Borrelia (cf. Chapitre 3), notre modèle trouve que ces deux bactéries ne sont pas en 
interaction. Or les tiques transmettent d’autres agents pathogènes qui sont susceptibles 
d’interagir. Il serait alors intéressant d’utiliser cette nouvelle approche sur d’autres couples 
d’agents pathogènes, afin de mettre à jour les diverses interactions potentielles, permettant 
ainsi, à terme, d’adapter et d’améliorer l’efficacité des soins lors de coinfections. 
L’utilisation concrète des connaissances sur le multiparasitisme a permis le 
développement de nombreuses applications. Par exemple, en santé humaine, les interactions 
négatives entre la microflore intestinale et des agents pathogènes a permis la mise au point des 
probiotiques (Sleator 2010). Ces connaissances ont également permis d’améliorer les vaccins 
contre les maladies infectieuses (Khader & Kolls 2014) et de proposer des solutions 
alternatives aux antibiotiques avec notamment le développement des phagothérapies (Inal 
2003, Efrony et al. 2009, Roossinck 2011). La connaissance et l’analyse du multiparasitisme 
ne peut que progresser si les études médicales, vétérinaires et agronomiques sont associées 
aux études statistiques. En effet, l’association des études de cas concrets et des études 
théoriques permettra de ne plus se restreindre aux cas emblématiques (e.g. VIH/tuberculose, 
Sester et al. 2010, ou malaria/helminthes, Nacher 2011) et d’identifier de nombreuses 




perspectives de recherches. Ainsi, l’installation de la chronicité chez certains malades (i.e. 
passage de la phase aiguë à la phase chronique) peut être une des conséquences de multi-
infections (e.g. la modulation immunitaire par les helminthiases permet la persistance des 
infections virales, Kamal & El Sayed Khalifa 2006). L’inefficacité des traitements chez des 
patients multi-infectés peut être due à de potentielles interactions entre ses parasites (e.g. 
patients atteints par des maladies transmises par les tiques, Swanson et al. 2006). 
Suivant si on se place au niveau des individus hôtes (i.e. le malade – symptôme) ou des 
populations d’hôtes (i.e. la maladie – incidence) lors des observations, des analyses et de la 
gestion du multiparasite, ses impacts et ses conséquences diffèrent de façon non négligeable. 
Ainsi, lors de multi-infections, les interventions de lutte contre certains parasites, qui 
améliorent les résultats individuels des hôtes en réduisant la sévérité des symptômes, ont le 
potentiel d’accroître l’incidence de la maladie au niveau de la population par l’intermédiaire 
d’une augmentation de la période infectieuse de chaque parasite (Ezenwa & Jolles 2011). La 
disparition d’un co-parasite (atténuant ou aggravant : e.g. Stiehm 2006, Specht & Hoerauf 
2007, Harris et al. 2009), causée par exemple par une campagne de vaccination peut révéler la 
présence d’un autre parasite plus pathogène jusque-là absent ou silencieux. Les conséquences 
peuvent alors être aussi bien bénéfiques que néfastes pour les hôtes. Accroître nos 
connaissances sur cette réalité multiparasitaire permet donc d’obtenir de meilleures 
estimations des conséquences du multiparasitisme et ainsi d’adapter au mieux nos moyens de 












Annexe 1 : Ma Thèse en 180 secondes 
 
Bonjour, que personne ne bouge, j’enquête sur une 
affaire, autrement plus mystérieuse, que celle de la 
chambre jaune. Il ne s’agit pas d’un crime, non, mais 
plus d’une bande de malfaiteurs, qui complotent pour 
entrer plus facilement, dans ce coffre-fort, qu’est 
notre organisme. 
Hum…je suis sûre que vous me cachez des 
choses….personne n’a un petit rhume, une otite ou un 
début d’angine ? Si c’est le cas….sachez que vous 
hébergez des complices….Car les suspects sont 
partout, leur principal atout est leur petite taille. Grâce à elle, notamment, ils passent 
incognito.… Ce qui les trahit ? Les traces qu’ils laissent sur leur passage : fièvres, douleurs 
articulaires, troubles respiratoires, démangeaisons et j’en passe. Ces indices sont précieux 
pour les démasquer. Toutefois, certains ont compris leurs erreurs, et ont mis en place des 
parades pour déjouer notre vigilance. Leur plan ingénieux tient en un seul mot : 
Association….Les démasquer devient alors plus compliqué, car ça change la donne. 
Ensemble ils innovent, ils deviennent créatifs, les symptômes sont différents et même parfois 
nouveaux. Ils peuvent ainsi contrer nos méthodes de lutte : médicaments et vaccins ne leur 
font plus peur. Ils en deviennent autrement plus dangereux. 
Cependant, l’heure n’est pas si grave, vous savez ! En effet il existe des justiciers de 
l’ombre, qui comme nous luttent contre ces malfaiteurs. Ils portent les mêmes noms qu’eux : 
virus, bactéries, champignons, mais leur aide nous est précieuse. Ca me rappelle…cette 
histoire de contentieux qui opposait, l’inoffensif et peu connu virus de l’hépatite G, à celui du 
SIDA. J’en ai oublié la cause…mais les conséquences ont été dramatiques pour le virus du 
SIDA…c’est à peine s’il a survécu….C’est très positif pour le malade, beaucoup moins pour 
le virus… Ainsi chacun possède des ennemis préférentiels. Donc à chaque fois que l’on 
enquête sur un méfait, on risque de tomber nez à nez sur eux. Amis, Ennemis, la question se 
pose à chaque fois. Et heureusement, car une erreur de jugement peut être fatale. Pour avancer 
dans mon enquête, je suis donc remontée à l’origine du problème, et je me suis posée une 
question : qui est associé avec qui ? 
Pour élucider ce mystère, les anciens comptaient sur leurs yeux et leur flair aiguisés…. 
Moi, j’ai mis au point un modèle mathématique, qui telle une loupe, me permet de démasquer 
les coupables. Ainsi nos ennemis ne sont plus invisibles, on peut donc adapter nos recherches, 
et les combattre efficacement. Prendre le temps d’observer la situation à la loupe, est 
important pour démêler le vrai du faux. Cette loupe est bien pratique, mais elle manque 
parfois de netteté. 
Pouvoir répondre à la question : qui est associé avec qui n’est qu’un début. D’autres 
questions se posent immédiatement après, par exemple, qui fait quoi, comment, où, quand, ... 
La liste est longue, c’est pourquoi j’ai travaillé sur d’autres modèles de loupes plus 
grossissantes… Mais la précision a un prix…je ne peux les utiliser qu’une fois que j’ai 
identifié les protagonistes. Elles me permettent de mener à bien mon interrogatoire, pour tirer 






Annexe 2 : Programme R de la fonction pour appliquer l’approche 




FctTestScreenENV <- function(tabx) { 
  xNS    <- 5000 
  xNH    <- dim(tabx)[[1]] 
  xNP    <- dim(tabx)[[2]] 
  xpv <- apply(tabx,2,sum)/xNH 
  xNC    <- 2**xNP 
# Data structuring for a multinomial with NC combinations  
  DatXMul <- array(rep(0,xNC*xNP),c(xNC,xNP)) 
  for ( k in 1:xNP ) { 
    k1 <- 2**(xNP-k) 
    k2 <- 2**(k-1) 
    DatXMul[,k] <- rep( c(rep(1,k1),rep(0,k1)) ,k2) } 
  # 
  DatFMul <- rep(0,xNC) 
  for ( k in 1:xNC ) { 
    x <- 0 
    for ( j in 1:xNP ) { 
      if ( DatXMul[k,j] == 1 ) { 
        x <- x+(10**(xNP-j)) } } 
    DatFMul[k] <- x } 
# Calculation of prevalence of combinations under H0  
  xpvcomb <- rep(0.0,xNC) 
  for ( i in 1:xNC ) { 
    x <- 1.0 
    for (  j in 1:xNP ) { 
      if ( DatXMul[i,j] == 1 ) { 
        x <- x*(xpv[j]) } else { 
        x <- x*(1.0-xpv[j]) } } 
    xpvcomb[i] <- x } 
# Calculation of theoretical sample sizes for each combination 
  xeffEstcomb <- xpvcomb*xNH 
# Calculation of observed sample size for each combination 
  taby <- array(rep(0,xNH*xNC),c(xNH,xNC)) 
  for ( i in 1:xNH ) { 
    x <- 0 
    for ( j in 1:xNP ) { 
      if ( tabx[i,j] == 1 ) { 
        x <- x+(10**(xNP-j)) } } 
    z <- (1:xNC)[(DatFMul==x)] 
    taby[i,z] <- 1 }     
  xeffObscomb <- apply(taby,2,sum) 
# Statistic of the screening under H0 
  xresCountH0Qinf <- rep(0.0,xNC) 
  xresCountH0Qsup <- rep(0.0,xNC) 
  xresCountH0 <- array(rep(0.0,xNC*xNS),c(xNC,xNS)) 
 # Simulation of kth dataset 
  for ( k in 1:xNS ) { 
    xdata <- t(rmultinom(xNH, 1, prob=xpvcomb)) 
    # Recuperation of sample sizes for each combination 
    xresCountH0[,k] <- apply(xdata,2,sum) } 
# Calculation of 95% CI of the statistic under H0 
# [ Confidence Envelopes for Curves ] 
  ConfianceGlobal <- 0.95  
  resenv <- envelope(mat = t(xresCountH0), level = 
ConfianceGlobal) 
  xresCountH0Qsup <- resenv$overall[1,] 







# Calculation of P-value 
############################################### 
# WARNING : We work with discrete data (i.e. many 
values are identical) so the calculation of the p-value should 
be used with caution 
############################################## 
xresScr <- rep(0,xNC) 
  # xresPvalue <- rep(0,xNC)  # WARNING  
  # minPvalue0 <- 1.00  # WARNING  
  # minPvalue1 <- 0.05  # WARNING  
  for ( i in 1:xNC ) { 
    xobs <- xeffObscomb[i] 
    x <- xresCountH0[i,] 
    if ( (xobs > xresCountH0Qsup[i])  ) {  
       xresScr[i] <- 1  
       # xresPvalue[i] <- length(x[(x>=xobs)])*2.0/xNS
    # WARNING  
       # if ( xresPvalue[i] < minPvalue1 ) { minPvalue1 <- 
xresPvalue[i] }   # WARNING  
       } 
    if ( (xobs < xresCountH0Qinf[i])  ) {  
       xresScr[i] <- 1  
       # xresPvalue[i] <- length(x[(x<=xobs)])*2.0/xNS
    # WARNING  
       # if ( xresPvalue[i] < minPvalue1 ) { minPvalue1 <- 
xresPvalue[i] }   # WARNING 
       } 
    # if ( xresScr[i] == 0 ) {  # WARNING  
       # if ( xobs < median(x) ) {  # WARNING  
         # xresPvalue[i] <- length(x[(x<=xobs)])*2.0/xNS 
     # WARNING  
         # if ( xresPvalue[i] > 1.0 ) xresPvalue[i] <- 
xresPvalue[i]/2.0   # WARNING  
         # if ( xresPvalue[i] < minPvalue0 ) { minPvalue0 <- 
xresPvalue[i] }   # WARNING  
         # } else {   # WARNING  
         # xresPvalue[i] <- length(x[(x>=xobs)])*2.0/xNS  
     # 
WARNING  
         # if ( xresPvalue[i] > 1.0 ) xresPvalue[i] <- 
xresPvalue[i]/2.0   # WARNING  
         # if ( xresPvalue[i] < minPvalue0 ) { minPvalue0 <- 
xresPvalue[i] }   # WARNING  
         # } }   # WARNING  
    } 
  resScr <- sum(xresScr) 
  if ( resScr != 0 ) { 
    resTest <- list(resScr, 
 # minPvalue1,  # WARNING  
 DatFMul,xresScr, 
 # xresPvalue,  # WARNING  
 xeffObscomb,xresCountH0Qsup,xresCountH0Qin
f) } else { 
    resTest <- list(resScr, 
 # minPvalue0,  # WARNING  
 DatFMul,xresScr, 
 # xresPvalue,  # WARNING
 xeffObscomb,xresCountH0Qsup,xresCountH0Qin
f) } 
  resTest 






Annexe 3 : Procédure d’utilisation sous R de la fonction pour  
           appliquer l’approche de screening des associations 
 
Mise en forme des données pour l’analyse : 
Individus hôtes Parasite 1 Parasite 2 
1 0 1 
2 0 0 
3 0 0 
4 1 0 
N.B. Le tableau ne doit comporter que des « 0 » ou des « 1 »,  
avec 0 : non infecté et 1 : infecté 
 
# Analyse du jeu de donnée : "Jeu_de_donnees.txt" et  les colonnes concernant les parasites : "ZZ"  
# Chargement des bibliothèques nécessaires pour le calcul de l'enveloppe de confiance à 95 % : 
library(boot) 
# Fonction utilisée : 
source("FctTestScreenENV.txt") 
# Initiation pour les tirages aléatoires : 
set.seed(100)  
# Données initiales : 
Xdat <- read.delim("Jeu_de_donnees.txt") 
# Isoler les colonnes ne concernant que les présences/absences des parasites 
Xtab <- as.matrix(Xdat[,c(ZZ:ZZ)] ) 
# Structure de sauvegarde des résultats : 
ResSCRENV <- FctTestScreenENV(Xtab) 
ResSCRENV[[1]] # test significatif si > 0 
ResSCRENV[[2]] # p-value 
# Construction du graphique 
xNC <- length(ResSCRENV[[3]]) 
x <- (1:xNC) 
yinf <- ResSCRENV[[8]] 
ysup <- ResSCRENV[[7]] 






valx <- x[(ResSCRENV[[4]]!=0)] 
for (i in 1:length(valx) ) {abline(v=valx[i],lty=3,col=1,lwd=1)} 
# Combinaisons significatives – observés – IC (inf-sup) – p-values  
cbind(ResSCRENV[[3]][valx],ResSCRENV[[6]][valx],ResSCRENV[[8]][valx],ResSCRENV[[7]][valx],ResSCR
ENV[[5]][valx]) 
# Ensemble des combinaisons avec les observés, IC (inf-sup) et p-values 
cbind(ResSCRENV[[3]],ResSCRENV[[6]],ResSCRENV[[8]],ResSCRENV[[7]],ResSCRENV[[4]],ResSCRENV[
[5]]) 







Annexe 4 : Programme R de la fonction pour appliquer l’approche 
           du chi-deux généralisé 
 
FctTestCHI2 <- function(tabx) { 
  xNS    <- 5000 
  xNH    <- dim(tabx)[[1]] 
  xNP    <- dim(tabx)[[2]] 
  xpv <- apply(tabx,2,sum)/xNH 
  xNC    <- 2**xNP 
# Data structuring for a multinomial with NC combinations  
  DatXMul <- array(rep(0,xNC*xNP),c(xNC,xNP)) 
  for ( k in 1:xNP ) { 
    k1 <- 2**(xNP-k) 
    k2 <- 2**(k-1) 
    DatXMul[,k] <- rep( c(rep(1,k1),rep(0,k1)) ,k2) } 
  # 
  DatFMul <- rep(0,xNC) 
  for ( k in 1:xNC ) { 
    x <- 0 
    for ( j in 1:xNP ) { 
      if ( DatXMul[k,j] == 1 ) { x <- x+(10**(xNP-j)) } } 
    DatFMul[k] <- x } 
# Calculation of prevalence of combinations under H0 
  xpvcomb <- rep(0.0,xNC) 
  for ( i in 1:xNC ) { 
    x <- 1.0 
    for (  j in 1:xNP ) { 
      if ( DatXMul[i,j] == 1 ) { 
        x <- x*(xpv[j]) } else { 
        x <- x*(1.0-xpv[j]) } } 
    xpvcomb[i] <- x } 
# Calculation of theoretical sample sizes for each combination 
  xeffEstcomb <- xpvcomb*xNH 
  selkc <- ( xeffEstcomb > 5.0 ) 
  if ( sum(selkc) < xNC ) { 
    selknc <- !selkc 
    xNCmod <- sum(selkc) + 1 } else { 
    selknc <- rep(0,xNC) 
    xNCmod <- sum(selkc)  } 
# Calculation of observed sample size for each combination 
  taby <- array(rep(0,xNH*xNC),c(xNH,xNC)) 
  for ( i in 1:xNH ) { 
    x <- 0 
    for ( j in 1:xNP ) { 
      if ( tabx[i,j] == 1 ) { 
        x <- x+(10**(xNP-j)) } } 
    z <- (1:xNC)[(DatFMul==x)] 
    taby[i,z] <- 1 }     
  xeffObscomb <- apply(taby,2,sum) 
# Statistics of the generalized chi-square 
  xdifeff <- (xeffObscomb-xeffEstcomb) 
  xchi2   <- sum((xdifeff**2)/xeffEstcomb) 
  ychi2   <- ((xdifeff**2)/xeffEstcomb) 
  xdnc <- (sum(xeffObscomb[selknc])-sum(xeffEstcomb[selknc]))**2 
  xenc <- sum(xeffEstcomb[selknc]) 
  if ( sum(selkc) < xNC ) { 
    xchi2mod   <- sum((xdifeff[selkc]**2)/xeffEstcomb[selkc]) + (xdnc/xenc) 
  } else { xchi2mod   <- sum((xdifeff**2)/xeffEstcomb) } 
# Calculation of P-value and contribution 
  xresCHI2mod <- 1.0-pchisq(xchi2mod,(xNCmod-1)) 
  alphaIndiv <- (0.05) 
  x <- ychi2/xchi2 
  selx <- (x>(xchi2mod/xNC)) 
  resTest <-list((xresCHI2mod<alphaIndiv),xresCHI2mod,xchi2mod,(xNCmod-1),DatFMul[selx],x[selx]) 






Annexe 5 : Programme R de la fonction pour appliquer l’approche 
           du GLM multinomial 
 
FctTestGLM <- function(tabx) { 
  xNS    <- 1000 
  xNH    <- dim(tabx)[[1]] 
  xNP    <- dim(tabx)[[2]] 
  xpv <- apply(tabx,2,sum)/xNH 
  xNC    <- 2**xNP 
# Data structuring for a multinomial with NC combinations  
  DatXMul <- array(rep(0,xNC*xNP),c(xNC,xNP)) 
  for ( k in 1:xNP ) { 
    k1 <- 2**(xNP-k) 
    k2 <- 2**(k-1) 
    DatXMul[,k] <- rep( c(rep(1,k1),rep(0,k1)) ,k2) } 
  # 
  DatFMul <- rep(0,xNC) 
  for ( k in 1:xNC ) { 
    x <- 0 
    for ( j in 1:xNP ) { 
      if ( DatXMul[k,j] == 1 ) { 
        x <- x+(10**(xNP-j)) } } 
    DatFMul[k] <- x } 
# Calculation of prevalence of combinations under H0 
  xpvcomb <- rep(0.0,xNC) 
  for ( i in 1:xNC ) { 
    x <- 1.0 
    for (  j in 1:xNP ) { 
      if ( DatXMul[i,j] == 1 ) { 
        x <- x*(xpv[j]) } else { 
        x <- x*(1.0-xpv[j]) } } 
    xpvcomb[i] <- x } 
# Calculation of theoretical sample sizes for each 
combination 
  xeffEstcomb <- xpvcomb*xNH 
# Calculation of observed sample size for each combination 
  taby <- array(rep(0,xNH*xNC),c(xNH,xNC)) 
  for ( i in 1:xNH ) { 
    x <- 0 
    for ( j in 1:xNP ) { 
      if ( tabx[i,j] == 1 ) { 
        x <- x+(10**(xNP-j)) } } 
    z <- (1:xNC)[(DatFMul==x)] 
    taby[i,z] <- 1 }     
  xeffObscomb <- apply(taby,2,sum) 
# Statistic of the multinomial GLM under H0 
  xresVraisH0 <- rep(0.0,xNS) 
  xresVraisH0Qinf <- 0.0 
 
  xresVraisH0Qsup <- 0.0 
 # Simulation of kth dataset 
  for ( k in 1:xNS ) { 
    xdata <- t(rmultinom(xNH, 1, prob=xpvcomb)) 
    # Direct calculation of the statistics without factors 
    vxds <- apply(xdata,2,sum) 
    selk <- (vxds!=0.0) 
    resMVO <- -2.0*sum(vxds[selk]*log(vxds[selk]/xNH)) 
    xNC0 <- xNC - sum(selk) 
    resddl <- ((xNC-1)*(xNH-1)) - (xNC0*(xNH-1)) 
    xresVraisH0[k] <- resMVO/resddl } 
# Calculation of 95% CI of the statistic under H0 
  alphaIndiv <- (0.05)/2.0  
  x <- quantile(xresVraisH0,probs=c(alphaIndiv,(1.0-
alphaIndiv))) 
  xresVraisH0Qinf <- x[1] 
  xresVraisH0Qsup <- x[2]     
# Statistic of multinomial GLM without factors 
  vxds <- apply(taby,2,sum) 
  selk <- (vxds!=0.0) 
  resMVO <- -2.0*sum(vxds[selk]*log(vxds[selk]/xNH)) 
  xNC0 <- xNC - sum(selk) 
  resddl <- ((xNC-1)*(xNH-1)) - (xNC0*(xNH-1)) 
  xresVrais <- resMVO/resddl     
# Calculation of P-value 
  xresGLM <- 0 
  xpval <- 1.0 
  if ( (xresVrais > xresVraisH0Qsup)  ) {  
    xresGLM <- 1  
    xpval <- 
length(xresVraisH0[(xresVraisH0>=xresVrais)])*2.0/xNS } 
  if ( (xresVrais < xresVraisH0Qinf)  ) {  
    xresGLM <- 1  
    xpval <- 
length(xresVraisH0[(xresVraisH0<=xresVrais)])*2.0/xNS } 
  if ( xresGLM == 0 ) { 
    if (xresVrais < median(xresVraisH0)) { 
      xpval <- 
length(xresVraisH0[(xresVraisH0<=xresVrais)])*2.0/xNS } 
else { 
      xpval <- 
length(xresVraisH0[(xresVraisH0>=xresVrais)])*2.0/xNS } 
} 
  resGLM <- c(xresGLM,xpval, xresVrais) 






Annexe 6 : Programme R de la fonction pour appliquer les  




FctTestNet <- function(tabx) { 
  xNS    <- 1000 
  xNH    <- dim(tabx)[[1]] 
  xNP    <- dim(tabx)[[2]] 
  xpv <- apply(tabx,2,sum)/xNH 
  xNC    <- 2**xNP 
# Data structuring for a multinomial with NC combinations  
  DatXMul <- array(rep(0,xNC*xNP),c(xNC,xNP)) 
  for ( k in 1:xNP ) { 
    k1 <- 2**(xNP-k) 
    k2 <- 2**(k-1) 
    DatXMul[,k] <- rep( c(rep(1,k1),rep(0,k1)) ,k2) } 
  DatFMul <- rep(0,xNC) 
  for ( k in 1:xNC ) { 
    x <- 0 
    for ( j in 1:xNP ) {  if ( DatXMul[k,j] == 1 ) { 
        x <- x+(10**(xNP-j)) } } 
    DatFMul[k] <- x } 
# Calculation of prevalence of combinations under H0 
  xpvcomb <- rep(0.0,xNC) 
  for ( i in 1:xNC ) { 
    x <- 1.0 
    for (  j in 1:xNP ) {  if ( DatXMul[i,j] == 1 ) { 
        x <- x*(xpv[j]) } else { x <- x*(1.0-xpv[j]) } } 
    xpvcomb[i] <- x } 
# Calculation of theoretical sample sizes for each 
combination 
  xeffEstcomb <- xpvcomb*xNH 
# Calculation of observed sample size for each combination 
  taby <- array(rep(0,xNH*xNC),c(xNH,xNC)) 
  for ( i in 1:xNH ) { 
    x <- 0 
    for ( j in 1:xNP ) {  if ( tabx[i,j] == 1 ) { 
        x <- x+(10**(xNP-j)) } } 
    z <- (1:xNC)[(DatFMul==x)] 
    taby[i,z] <- 1 }     
  xeffObscomb <- apply(taby,2,sum) 
# Statistic of the networks under HO 
  xresDens1H0 <- rep(0.0,xNS) 
  xresDens1H0Qinf <- 0.0 
  xresDens1H0Qsup <- 0.0 
  xresDens2H0 <- rep(0.0,xNS) 
  xresDens2H0Qinf <- 0.0 
  xresDens2H0Qsup <- 0.0 
 # Simulation of kth dataset 
  for ( k in 1:xNS ) { 
    xdata <- array(rep(0,xNH*xNP),c(xNH,xNP)) 
    for ( j in 1:xNP ) { 
      xdata[,j] <- rbinom(xNH,size=1,prob=xpv[j]) } 
    ydata <- array(rep(0,xNH*xNC),c(xNH,xNC)) 
    for ( i in 1:xNH ) { 
      x <- 0 
      for ( j in 1:xNP ) {  if ( xdata[i,j] == 1 ) { 
          x <- x+(10**(xNP-j)) } } 
      DatFMul==x 
      z <- (1:xNC)[(DatFMul==x)] 
      ydata[i,z] <- 1 }     
    # Calculation of the network connectance 
    # 1 - matrix : NH*NP 
    matSim <- as.matrix(xdata) 
    graphSim <- graph.incidence(matSim) 
    projecSim <- bipartite.projection(graphSim) 
    xresDens1H0[k] <- graph.density(projecSim[[1]]) 
    # 2 - matrix : NH*NC 
    matSim <- as.matrix(ydata) 
    graphSim <- graph.incidence(matSim) 
    projecSim <- bipartite.projection(graphSim) 
    xresDens2H0[k] <- graph.density(projecSim[[1]]) } 
# Calculation of 95% CI of the statistic under H0 
  alphaIndiv <- (0.05)/2.0 
  x <- quantile(xresDens1H0,probs=c(alphaIndiv,(1.0-
alphaIndiv))) 
  xresDens1H0Qinf <- x[1] 
  xresDens1H0Qsup <- x[2] 
  x <- quantile(xresDens2H0,probs=c(alphaIndiv,(1.0-
alphaIndiv))) 
  xresDens2H0Qinf <- x[1] 
  xresDens2H0Qsup <- x[2] 
# Calculation of the statistic for: 1 - matrix : NH*NP 
  matSim <- as.matrix(tabx) 
  graphSim <- graph.incidence(matSim) 
  projecSim <- bipartite.projection(graphSim) 
  xresDens1 <- graph.density(projecSim[[1]]) 
# Calculation of the statistic for: 2 - matrix : NH*NC 
  matSim <- as.matrix(taby) 
  graphSim <- graph.incidence(matSim) 
  projecSim <- bipartite.projection(graphSim) 
  xresDens2 <- graph.density(projecSim[[1]]) 
# Calculation of P-value 
  xres1 <- 0 
  xres2 <- 0 
  xpval1 <- 1.0 
  xpval2 <- 1.0 
  if ( (xresDens1 > xresDens1H0Qsup)  ) {  
    xres1 <- 1  
    xpval1 <- 
length(xresDens1H0[(xresDens1H0>=xresDens1)])*2.0/xN
S} 
  if ( (xresDens1 < xresDens1H0Qinf)  ) {  
    xres1 <- 1  
    xpval1 <- 
length(xresDens1H0[(xresDens1H0<=xresDens1)])*2.0/xN
S} 
  if ( xres1 == 0 ) { 
    if (xresDens1 < median(xresDens1H0)) { 
      xpval1 <- 
length(xresDens1H0[(xresDens1H0<=xresDens1)])*2.0/xN
S } else {      xpval1 <- 
length(xresDens1H0[(xresDens1H0>=xresDens1)])*2.0/xN
S } } 
  if ( (xresDens2 > xresDens2H0Qsup)  ) {  xres2 <- 1  
    xpval2 <- 
length(xresDens2H0[(xresDens2H0>=xresDens2)])*2.0/xN
S} 
  if ( (xresDens2 < xresDens2H0Qinf)  ) {  
    xres2 <- 1  
    xpval2 <- 
length(xresDens2H0[(xresDens2H0<=xresDens2)])*2.0/xN
S} 
  if ( xres2 == 0 ) { 
    if (xresDens2 < median(xresDens2H0)) {  xpval2 <- 
length(xresDens2H0[(xresDens2H0<=xresDens2)])*2.0/xN
S } else {      xpval2 <- 
length(xresDens2H0[(xresDens2H0>=xresDens2)])*2.0/xN
S } } 
  resNet <- c( xres1, xpval1, xresDens1, xres2, xpval2, 
xresDens2 ) 






Annexe 7 : Présentation d’une partie des résultats du   






Annexe 8 : Article de vulgarisation scientifique pour la région     
   Auvergne 
 
 Identification des interactions entre deux agents pathogènes, persistants et vectorisés, 
dans des populations réservoirs. 
De nombreuses disciplines de recherche en écologie 
tentent de décrypter les processus à l’origine de la co-
occurrence (ou co-présence) d’espèces. En médecine et en 
épidémiologie, un nombre croissant d’études font état 
d’infections simultanées par des microorganismes. Ceux-
ci peuvent être pathogènes pour de nombreux hôtes 
mammifères (animaux sauvages et domestiques, ainsi que 
l’homme, Cox 2001). 
Les interactions entre agents pathogènes sont cruciales d’un point de vue médical. En effet, 
elles peuvent modifier la susceptibilité de l’hôte, la durée d’infection et les symptômes 
cliniques. D’un point de vue épidémiologique, les interactions peuvent modifier le risque 
infectieux. Par exemple, chez la mouche (Drosophila melanogaster), l’infection par la 
bactérie symbiotique Wolbachia augmente la résistance à certains agents pathogènes naturels 
de la drosophile, comme les virus (Teixeira et al. 2008). 
Les associations de microorganismes, positives (la présence des uns facilite la présence des 
autres) ou négatives (la présence des uns inhibe la présence des autres), dues aux interactions 
doivent être distinguées de celles dues simplement à des facteurs confondants, tels que 
l’environnement, la susceptibilité comportementale et physiologique de l’hôte (âge, sexe, 
localisation, saison, Telfer et al. 2008). Par exemple chez l’homme, les associations entre 
l’agent du paludisme et des helminthes (ou vers) semblent être dues, plus à des facteurs 
sociaux ou environnementaux communs, plutôt qu’à de véritables interactions biologiques. 
Du fait de leur présence simultanée chez leurs vecteurs (puces, tiques, moustiques), les agents 
pathogènes vectorisés peuvent être, en théorie, fréquemment transmis en même temps et donc 
coinfecter le même animal. Ils sont donc de bons modèles pour étudier les interactions 
potentielles. 
Nous avons modélisé la probabilité pour un individu hôte d’être infecté par un premier agent 
pathogène puis par un second, en utilisant un modèle probabiliste (Vaumourin et al. 2013). 
Notre modèle a été conçu pour s’appliquer à des données transversales (données issues 
d’études où les individus hôtes ne sont capturés qu’une seule fois). Dans un deuxième temps, 
nous avons comparé notre approche de modélisation au test du Chi-deux d’indépendance, test 
statistique couramment utilisé pour répondre à cette problématique des coinfections. 
Notre modèle a été appliqué pour détecter de potentielles interactions entre, Borrelia afzelii, 
agent de la maladie de Lyme, et Bartonella spp., agents de Bartonelloses humaines et 
animales, dans leur hôte naturel, le campagnol roussâtre. Leurs prévalences (ou proportion 





espèce de campagnol. Pour ces deux agents pathogènes, aucune interaction n’a été identifiée 
même si des cas d’interactions indirectes, c’est-à-dire via une réaction croisée du système 
immunitaire, ont déjà été observés chez des bactéries proches (Luft et al. 1993). 
Le modèle que nous avons développé est plus puissant qu’un test du Chi-deux. Il permet 
d’identifier, mais également, de quantifier et de caractériser le sens des interactions. Une telle 
approche permet donc de comprendre comment les communautés d’organismes sont 
assemblées et structurées. Ainsi, elle répond aux besoins actuels de comprendre les relations 
entre agents pathogènes, afin de pouvoir développer de meilleurs contrôles et d’améliorer la 
prévention en santé publique. 
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Annexe 9 : Les Faits Marquants 2013 de l’INRA en 120 secondes 
 
Bonjour à tous, 
 
Les interactions entre agents pathogènes 
sont cruciales d’un point de vue médical et 
épidémiologique car elles peuvent modifier 
le risque de transmission, la durée et la 
sévérité des infections, avec notamment 
l’apparition de symptômes atypiques. 
Cependant, les interactions peuvent 
également être bénéfiques pour les hôtes. 
 
Par exemple, prenons le cas d’une coinfection entre les bactéries du genre Borrelia, agents 
de la maladie de Lyme, et d’une autre bactérie pathogène Anaplasma phagocytophilum. On 
sait que, chez les souris, si un individu est infecté par Borrelia, il ne sera alors pas infecté par 
Anaplasma et vice versa. Ces deux bactéries sont donc en interaction négative, ce qui est en 
soit plutôt une bonne nouvelle pour l’hôte. 
 
Ainsi, comprendre les interactions entre agents pathogènes, permet d’améliorer la 
prévention et le contrôle des maladies infectieuses. 
 
La majorité des modèles mathématiques qui existe ont besoin de données issues d’un suivi 
au cours du temps des individus hôtes. Il n’existe que peu d’outils d’analyse permettant 
d’utiliser des données issues d’études transversales, études où l’on observe qu’une seule fois 
les individus hôtes. Or, cela correspond à la majorité des études de terrain. C’est dans ce 
contexte que nous avons décidé de développer une nouvelle approche, un modèle statistique 
qui permet de détecter les interactions entre deux agents pathogènes et d’identifier si elles 
sont positives ou négatives. 
 
On sait que les tiques transmettent divers agents pathogènes qui sont susceptibles 
d’interagir. Nous avons choisi d’en étudier deux en particulier : Borrelia qui est l’agent de la 
maladie de Lyme et Bartonella qui est l’agent des Bartonelloses. Leurs interactions pourraient 
notamment être à l’origine de la persistance de la maladie de Lyme chez les patients 
coinfectés. Or notre modèle trouve que ces deux bactéries n’interagissent pas. Ce résultat 
apporte une information importante : la persistance de la maladie de Lyme a une autre origine. 
D’ailleurs d’autres pistes potentielles sont en cours d’étude actuellement. 
 
Concernant nos travaux, nous voulons utiliser notre modèle sur d’autres couples d’agents 
pathogènes, afin de mettre à jour les diverses interactions potentielles, permettant ainsi 
d’adapter et d’améliorer l’efficacité des soins lors de coinfections. 
 






Annexe 10 : Programme R des fonctions pour estimer les  
               probabilités du modèle 
 
fctModelEstimeProba <- function( px ) { 
  # function to estimate the model probabilities 
  # input data: 
p1 <- exp(-exp(px[1])) 
p2 <- exp(-exp(px[2])) 
q1 <- exp(-exp(px[3])) 
q2 <- exp(-exp(px[4])) 
  # Weights of infection Wa: 
  # JUVENILES 
ap <- exp(px[5]) 
  # ADULTS 
aq <- exp(px[6]) 
    # Weights of infection Wb: 
  # JUVENILES 
bp <- ap*(1.0-p2)/((1.0-p1)+(ap*(p1-p2))) 
  # ADULTS 
bq <- aq*(1.0-q2)/((1.0-q1)+(aq*(q1-q2))) 
  # New variables: 
app2 <- ap*p2 
bpp1 <- bp*p1 
aqq2 <- aq*q2 
bqq1 <- bq*q1 
  # calculation of the estimated probabilities: 
  # JUVENILES 
vKJ <- 1.0 - ((app2-p2)*(bpp1-p1)) 
PJE <- rep(0.0,4) 
  # E1:0 et E2:0 
x <- 0.0 
x <- (1.0-p1)*(1.0-p2) 
x <- x + ((p1-bpp1)*app2*(1.0-p2)) 
x <- x / vKJ 
  PJE[1] <- x   
  # E1:0 et E2:1 
x <- 0.0 
x <- (1.0-p1)*p2 
x <- x + (p2*app2*(1.0-bpp1)) 
x <- x - (p2*app2*(1.0-p1)) 
x <- x / vKJ 
PJE[2] <- x  
  # E1:1 et E2:0 
x <- 0.0 
x <- (1.0-p2)*p1 
x <- x + (p1*bpp1*(1.0-app2)) 
x <- x - (p1*bpp1*(1.0-p2)) 
x <- x / vKJ 
PJE[3] <- x 
  # E1:1 et E2:1 
x <- 0.0 
x <- (bpp1*p2) 
x <- x + (bpp1*p1*app2) 
x <- x - (bpp1*p1*p2) 
x <- x / vKJ 
PJE[4] <- x   
  # ADULTS 
vKA <- 1.0 - ((aqq2-q2)*(bqq1-q1)) 
PAE <- rep(0.0,4)   
  # F1:0 et F2:0 
x <- 0.0 
x <- (1.0-q1)*(1.0-q2) 
x <- x + ((q1-bqq1)*aqq2*(1-q2)) 
x <- x / vKA 
x <- x*PJE[1] 
PAE[1] <- x  
  # F1:0 et F2:1 
x <- 0.0 
x <- (1.0-q1)*q2 
x <- x + (q2*aqq2*(1-bqq1)) 
x <- x - (q2*aqq2*(1-q1)) 
x <- x / vKA 
x <- x*PJE[1] 
x <- x + ((1-bqq1)*PJE[2]) 
PAE[2] <- x   
  # F1:1 et F2:0 
x <- 0.0 
x <- (1.0-q2)*q1 
x <- x + (q1*bqq1*(1-aqq2)) 
x <- x - (q1*bqq1*(1-q2)) 
x <- x / vKA 
x <- x*PJE[1] 
x <- x + ((1-aqq2)*PJE[3]) 
PAE[3] <- x  
  # F1:1 et F2:1 
x <- 0.0 
x <- (bqq1*q2) 
x <- x + (bqq1*q1*aqq2) 
x <- x - (bqq1*q1*q2) 
x <- x / vKA 
x <- x*PJE[1] 
x <- x + (bqq1*PJE[2]+aqq2*PJE[3]+PJE[4]) 
PAE[4] <- x  
  # output data: 
res <- list(PJE,PAE)  
res} # END : fctModelEstimeProba 
 
fctModelVariable <- function( px ) { 
  # function to implement MG or SM 
  # input data: 
  # parameter vector: px 
  # example SM without interaction: 
  # Wprob <- fctModelEstimeProba(px[1:4],log(1.0,log(1.0)) 
  # for General model: MG 
Wprob <- fctModelEstimeProba(px) 
  # output data: 
Wprob} # END : fctModelVariable 
 
fctMVMG <- function(px, xDS) { 
  # function for calculation -log( Likelihood ) 
  # Modified function of likelihood :  
  # have been retained, only the terms that depend on the parameters 
  # input data: 
x <- xDS[[1]] 
YJTobs <- x[1] 
YATobs <- x[2] 
YJobs <- xDS[[2]] 
YAobs <- xDS[[3]] 
  # calculation of the estimated probabilities: 
Xprob <- fctModelVariable(px) 
ZJest <- Xprob[[1]] 
ZAest <- Xprob[[2]] 
  # calculation of the criterion to be minimized: 
resMV <- 0.0 
  # JUVENILES 
for ( i in 1:4 ) { 
    # estimator of -log( Likelihood ): 
resMV <- resMV - (YJobs[i]*log(ZJest[i]))} 
  # ADULTS 
for ( i in 1:4 ) { 
    # estimator of -log( Likelihood ): 
resMV <- resMV - (YAobs[i]*log(ZAest[i]))} 
  # output data: 







Annexe 11 : Procédure d’utilisation sous R des fonctions pour 
       estimer les probabilités du modèle  
 
# Mise en forme des données pour l’analyse : 
# Pour les jeunes 
  Parasite 2 
  0 1 
Parasite 1 
0 NJ00 NJ01 
1 NJ10 NJ11 
Total = NJT 
# Pour les adultes 
  Parasite 2 
  0 1 
Parasite 1 
0 NA00 NA01 
1 NA10 NA11 
Total = NAT 
# Vecteurs: NJ = c(NJ00,NJ01,NJ10,NJ11) et NA = c(NA00,NA01,NA10,NA11) 
 
# Format des données de sortie 
# Pour les jeunes 
  Parasite 2 
  0 1 
Parasite 1 
0 NJE00 NJE01 
1 NJE10 NJE11 
Total = NJET 
# Pour les adultes 
  Parasite 2 
  0 1 
Parasite 1 
0 NAE00 NAE01 
1 NAE10 NAE11 
Total = NAET 
# Vecteurs: NJE = c(NJE00,NJE01,NJE10,NJE11) et NAE = c(NAE00,NAE01,NAE10,NAE11) 
 
# Chargement des données initiales (en utilisant les données observées) 
# JEUNES 
NJO  <- c(X,X,X,X)  
NJT <- X 
# ADULTES 
NAO  <- c(X,X,X,X)  
NAT <- X 
NJE <- c(0.0,0.0,0.0,0.0) 
NAE <- c(0.0,0.0,0.0,0.0) 




# Chargement des bibliothèques nécessaires  
library(brew) 
fctModelVariable <- function( px ) { 
  # Modèle général : MG 
  Wprob <- fctModelEstimeProba(px) 
    Wprob  } # FIN : fctModelVariable 
fctMVMG <- function(px, xDS) { 
  # Données en entrée 
  x <- xDS[[1]] 
  YJTobs <- x[1] 
  YATobs <- x[2] 
  YJobs <- xDS[[2]] 
  YAobs <- xDS[[3]] 
    # Calcul des probabilités estimées 
  Xprob <- fctModelVariable(px) 
  ZJest <- Xprob[[1]] 
  ZAest <- Xprob[[2]] 
  # Calcul du critère à minimiser : 
    resMV <- 0.0 
  # JEUNES 





  # ADULTES 
  for ( i in 1:4 ) {resMV <- resMV - (YAobs[i]*log(ZAest[i]))  } 
  resMV  } # FIN : fctMV 
# Modèle général  
xDS <- list( c(NJT,NAT), NJO, NAO) 
pinit <- c( log(-log(0.50)),log(-log(0.50)),log(-log(0.50)),log(-log(0.50)),log(1.0),log(1.0) )  
resNLMG <- nlm(fctMVMG, pinit, xDS, hessian=T) 
resNLMG  
# Interprétations des résultats via les "estimations" 
# Comparaison "effectifs estimés" et "effectifs observés" 
xres <- fctModelVariable(resNLMG$estimate) 
NJE <- round(xres[[1]]*NJT) 
NJE 
NJO 
NAE <- round(xres[[2]]*NAT) 
NAE 
NAO 
# Test de sous-modèle SM pour H0 : "ap=1.0 et aq=1.0" 
fctModelVariable <- function( px ) { 
  # Sous-Modèle particulier : SM 
  Wprob <- fctModelEstimeProba(c(px,log(1.0),log(1.0))) 
  Wprob  } # FIN : fctModelVariable 
# Sous-Modèle : "ap=1.0 et aq=1.0" 
xDS <- list( c(NJT,NAT), NJO, NAO) 
pinit <- c( log(-log(0.50)),log(-log(0.50)),log(-log(0.50)),log(-log(0.50)) )  
resNLSM <- nlm(fctMVMG, pinit, xDS, hessian=T) 
resNLSM  
# Test de rapport de vraisemblance 
LVMG <- resNLMG$minimum 
nbparMG <- length(resNLMG$estimate) 
LVSM <- resNLSM$minimum 
nbparSM <- length(resNLSM$estimate) 
Chi2Obs <- 2*(LVSM - LVMG) 





# Estimation des IC à 95% des paramètres dans l'échelle initiale 
zpe <- resNLSM$estimate 
zpv <- diag(solve(resNLSM$hessian)) 
zt  <- 1.96 
zpe1 <- zpe - (zt*sqrt(zpv)) 
zpe2 <- zpe + (zt*sqrt(zpv)) 
pEMOY <- exp(-exp(zpe[1:4])) 
pEMIN <- exp(-exp(zpe2[1:4])) 
pEMAX <- exp(-exp(zpe1[1:4])) 
cbind(pEMIN,pEMOY,pEMAX) 
# Comparaison "effectifs estimés" et "effectifs observés" 
xres <- fctModelVariable(resNLSM$estimate) 
NJE <- round(xres[[1]]*NJT) 
NJE 
NJO 














































Agents pathogènes : Les parasites peuvent être définis comme des agents pathogènes ou des 
agents infectieux. Dans ce cas-là, l’accent est mis sur leur caractère pathogène pour l’hôte (i.e. 
impactant la fitness de l’hôte), or certains parasites peuvent ne pas être pathogènes (e.g. flore 
intestinale) ou n’être pathogènes que pour certains hôtes en particulier (Anderson & May 
1979). 
 
Antagonisme (entre parasites) : Les relations antagonistes représentent les associations 
négatives entre organismes. Elles concernent plus particulièrement les interactions entre 
parasites dans lesquelles l’un des parasites (et vice versa si les interactions sont réciproques) 
diminue le risque d’infection et/ou atténue les symptômes causés par d’autres parasites 
(Grmek 1969). 
 
Association : Une association de parasites est une co-occurrence de parasites présente plus 
souvent qu’attendue au hasard. 
 
Asymptomatique : Un individu asymptomatique est un individu ne manifestant pas de 
symptômes ou de signes cliniques lors d’une infection par un parasite. Cet individu est tout de 
même susceptible de transmettre ce parasite. 
 
Biocénose : La biocénose est l’ensemble des êtres vivants qui occupent un milieu donné (le 
biotope), en interaction les uns avec les autres et avec ce milieu. La biocénose forme, avec son 
biotope, un écosystème. 
 
Charge parasitaire : La charge parasitaire est le nombre d’individus parasites par individu 
hôte. 
 
Coinfection : Infection concomitante d’un hôte par plusieurs parasites. On parle aussi 
d’infections multiples ou de multi-infections, de co-occurrences, de co-présences, de 
polyparasitisme ou de multiparasitisme. 
 
Communauté écologique : Une communauté écologique est un assemblage d’espèces 
interagissant ensemble dans une aire géographique donnée, espèces dont les fonctions et les 
dynamiques sont dans un certain sens interdépendantes (Putman 1994). 
 
Dogme : Un dogme est une affirmation considérée comme fondamentale, incontestable et 





Échantillon : En statistique, un échantillon est un ensemble d’individus censé être 
représentatif d’une population. Les observations, faites à partir de l’échantillon, pourront être 
généralisées à l’ensemble de la population. 
 
Épidémie : Une épidémie désigne l’apparition, le développement ou la propagation rapide 
d’une maladie infectieuse aux effets significatifs, augmentant l’incidence de cette maladie au 
sein d’une population par rapport à la normale. 
 
Facteur de risque : La co-occurrence de parasites, chez un hôte, peut résulter de facteurs de 
risque communs (e.g. spatiaux, temporels, géographiques, comportementaux), qui créent des 
associations statistiques entre les parasites, sans qu’il y ait pourtant de réelles interactions 
biologiques. Nous pouvons alors dire que les parasites sont associés écologiquement via 
différents facteurs d’exposition liés notamment à la répartition spatiale des hôtes et/ou des 
parasites, ou via des facteurs intrinsèques aux hôtes et/ou aux parasites liés notamment aux 
traits d’histoire de vie. 
 
Fécondité : La fécondité exprime la capacité des espèces vivantes, animales ou végétales à se 
reproduire et à assurer la perpétuation de l’espèce. 
 
Fitness : La fitness est la capacité moyenne d’un individu à produire des descendants matures 
par rapport aux autres individus de la même population et au même moment. Elle mêle à la 
fois le taux de survie et le taux de fécondité des individus. On parle aussi de valeur sélective 
ou de valeur adaptative. 
 
Hôte : Un hôte est un organisme nécessaire au cycle de vie d’un ou de plusieurs parasites. Les 
hôtes peuvent être réservoir ou occasionnel suivant leurs implications dans le cycle de vie des 
parasites. 
 
Immunité croisée : Le terme d’immunité croisée décrit le phénomène de reconnaissance des 
antigènes de parasites différents par les mêmes anticorps et cellules T (i.e. réponses 
spécifiques du système immunitaire de l’hôte aux infections). Le degré d’immunité croisée 
dépend uniquement du degré de similarité antigénique des parasites, celui-ci n’est pas 






Immunomodulation : L’immunomodulation est la modulation du système immunitaire de 
l’hôte par les parasites. Cette modulation peut avoir lieu au travers d’immunosuppression, e.g. 
suppression de certaines molécules du système immunitaire de l’hôte, telles que les 
interleukines et les lymphocytes. La modulation peut également être à l’origine 
d’augmentation de la production de certaines molécules du système immunitaire (e.g. 
interleukines, anticorps), il s’agit alors d’immunoprotection. 
 
Incidence (d’une maladie) : L’incidence correspond au nombre de nouveaux cas (nouveaux 
individus infectés) dans un intervalle de temps particulier. 
 
Indépendance (entre parasites) : Lorsque des parasites sont indépendants, ils n’ont aucune 
influence les uns sur les autres une fois dans l’hôte (ni sur le risque d’infection, ni sur les 
symptômes) et leurs dispersions dans une population d’hôtes donnée sont indépendantes 
également (Grmek 1969). 
 
Infection : L’infection est le terme désignant l’entrée d’un parasite dans un organisme. Elle 
peut avoir des conséquences pathologiques ou cliniques. Toutefois, elle peut aussi être 
asymptomatique. Elle peut être chronique, c’est-à-dire perdurant dans le temps, ou aiguë, 
c’est-à-dire courte et transitoire. 
 
Interactions biologiques entre parasites : Les réelles interactions biologiques entre parasites 
sont des interactions pouvant avoir lieu via des phénomènes de compétition, 
d’immunomodulation et des mécanismes moléculaires. 
 
Interactions statistiques entre parasites : Les interactions statistiques entre parasites ne sont 
pas dues à des interactions biologiques, mais à des facteurs de risque communs. En effet, des 
parasites peuvent co-circuler même s’ils n’interagissent pas biologiquement. 
 
Maladie émergente : Une maladie émergente ou ré-émergente est une maladie dont la 
distribution géographique, le nombre d’espèces hôtes ou le taux d’incidence a 
significativement augmenté par rapport à la situation épidémiologique habituelle, ou risque 
d’augmenter dans un avenir proche. 
 
Microbiome : Le microbiome désigne la somme des microorganismes vivants dans ou sur un 





Modélisation : La modélisation est la conception d’un modèle pour approximer la réalité 
étudiée. 
 
Paradigme : Un paradigme est un concept théorique dominant dans une communauté 
scientifique donnée à une certaine époque, à la base d’interprétations et de découvertes dans la 
science considérée. 
 
Parasite : Le terme de parasite désigne toute entité vivant au dépens d’un ou plusieurs 
organismes, des hôtes (Windsor 2000). Les parasites sont non seulement nourris, abrités et 
transportés par leurs hôtes, mais sont aussi en mesure de modifier significativement la 
physiologie de leurs hôtes, leur comportement et même d’impacter leur évolution. On 
distingue les endoparasites qui vivent dans leur hôte, des ectoparasites qui vivent à la surface 
de l’hôte. Les microparasites regroupent les parasites de petite taille et qui tendent à se 
reproduire rapidement dans l’hôte (virus, bactérie, champignons, protozoaires). Tandis que les 
macroparasites sont plus grands et se reproduisent généralement via la transmission de stades 
libres (helminthes, métazoaires). Les parasites peuvent être décrits comme des généralistes, 
lorsqu’ils sont adaptés à plusieurs espèces hôtes, ou comme des spécialistes, lorsqu’ils sont 
adaptés à une seule espèce hôte. 
 
Pathobiome : Le pathobiome est l’ensemble des agents pathogènes dans un organisme ou un 
environnement spécifique, par exemple le pathobiome de la tique. 
 
Pathogénicité : La pathogénicité est le pouvoir d’un organisme (virus, bactéries, champignon, 
protozoaire, ...) ou d’une substance à causer une maladie ou à impacter la fitness de 
l’organisme infecté. La pathogénicité, ou le pouvoir pathogène, d’un agent infectieux 
correspond au rapport du nombre d’individus qui présentent la maladie clinique sur le nombre 
d’individus exposés à l’agent infectieux. Le terme est souvent employé à tort comme 
synonyme de virulence. 
 
Population : Une population est un groupe d’individus partageant les mêmes paramètres 
démographiques et une ascendance commune plus probable avec les individus de la même 






Prévalence d’infection : La prévalence d’infection est une mesure de l’état de santé d’une 
population à un instant donné. Elle correspond à la proportion d’individus portant le parasite 
dans une population à un instant particulier. 
 
Réservoir d’infection : Un réservoir peut être une espèce, une population ou une 
communauté dans lequel un parasite d’intérêt peut être maintenu de manière permanente et à 
partir de laquelle il est transmis à une population cible. Si l’une des composantes du réservoir, 
comme une espèce d’hôte en particulier, vient à disparaître le parasite ne pouvant plus se 
maintenir disparaît à son tour (Viana et al. 2014). 
 
Résistance (à une infection) : La résistance est la capacité d’un hôte à limiter la charge 
parasitaire (Råberg et al. 2007, 2009). L’hôte attaque directement le parasite afin de contrôler 
sa multiplication ou de l’éliminer. 
 
Sensibilité : La sensibilité d’un test mesure sa capacité à donner un résultat positif lorsque 
l’hypothèse est vérifiée. 
 
Spécificité : La spécificité d’un test mesure sa capacité à donner un résultat négatif lorsque 
l’hypothèse n’est pas vérifiée. 
 
Symptomatique : Un individu symptomatique est un individu qui manifeste des symptômes 
ou des signes cliniques lors d’une infection par un parasite. 
 
Synchrone : Un phénomène synchrone est un phénomène qui a lieu en même temps ou qui a 
la même fréquence qu’un autre phénomène. 
 
Synergisme (entre parasites) : Les relations synergiques représentent les associations 
positives entre organismes. Elles concernent plus particulièrement les interactions entre 
parasites dans lesquelles l’un des parasites (et vice versa si les interactions sont réciproques) 
augmente le risque d’infection et/ou aggrave les symptômes causés par d’autres parasites 
(Grmek 1969). 
 
Trade-off (compromis évolutif) : Un « trade-off » est un compromis adaptatif entre deux 





Trait d’histoire de vie : Les traits d’histoire de vie d’un individu correspondent à la 
distribution des événements majeurs au cours de sa vie qui contribuent directement à la 
production et la survie des descendants (Roff 1992, Stearns 1992, Thomas et al. 2012). 
 
Transmission directe : La transmission d’un parasite est dite directe lorsqu’elle se réalise par 
contact direct entre individus infectés. 
 
Transmission indirecte : La transmission d’un parasite est dite indirecte lorsqu’elle se réalise 
indirectement via des parasites libres ou via un vecteur. 
 
Transmission vectorielle : La transmission d’un parasite est dite vectorielle lorsqu’elle se 
réalise par l’intermédiaire d’un vecteur. 
 
Transmission verticale : La transmission d’un parasite est dite verticale lorsqu’elle se réalise 
d’une génération à l’autre, telle celle d’un parent à sa progéniture. 
 
Vecteur : Un vecteur est un organisme, la plupart du temps un arthropode hématophage, qui 
assure la transmission active des parasites ou agents pathogènes d’un hôte à l’autre (e.g. 
moustiques, tiques, puces, phlébotomes). Le vecteur n’a pas uniquement un rôle de 
transporteur, plusieurs parasites se multiplient et se transforment dans le vecteur où ils 
acquièrent leur pouvoir infectant (e.g. Plasmodium, Theileria, Babesia ou Leishmania). 
 
Virulence : la virulence est la capacité d’un parasite à se multiplier et à causer des dommages 
à son hôte (Calow 1998). Cette définition est essentiellement employée par les 
microbiologistes. Les écologistes et les biologistes évolutionnistes appliquent une définition 
plus restrictive de la virulence. Ils la définissent comme étant tous les dommages faits à l’hôte 
qui dépassent ceux nécessaires à la fitness du parasite elle-même (Read et al. 1999). Les 
définitions utilisées plus couramment ces dernières années en évolution des parasites sont 
celles qui mettent l’accent sur les effets induits par le parasite sur la fitness de l’hôte. Dans les 
études théoriques, la virulence est toujours définie comme étant la composante principale de 
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Modélisation statistique des associations et des interactions entre des parasites 
transmis par des vecteurs, à partir de données issues d’études transversales 
 
Résumé : Le multiparasitisme et surtout les associations qui en découlent, ont une grande 
influence sur l’écologie des parasites concernés. Elle est d’autant plus grande que les 
parasites peuvent interagir et ainsi modifier leurs effets sur les hôtes. Cependant, 
l’identification des associations et interactions de parasites est complexe au niveau 
populationnel. Notre objectif était de modéliser les associations et les interactions 
multiparasitaires, notamment dans le cadre des parasites d’importance médicale, 
vétérinaire ou agronomique. Nous avons tout d’abord réalisé une revue bibliographique sur 
les différentes causes et conséquences du multiparasitisme ainsi que sur les méthodes et 
outils disponibles pour comprendre les phénomènes qui le génèrent. Dans un second temps, 
nous nous sommes intéressés tout particulièrement à la détection des associations 
multiparasitaires. Nous avons développé une nouvelle méthode « de screening des 
associations » pour tester statistiquement la présence d’associations de parasites à une 
échelle globale. Nous avons utilisé cette méthode pour identifier les associations et pour 
révéler précisément les parasites associés au sein de diverses populations d’hôtes. Puis, 
nous avons étudié les interactions entre les parasites. Nous avons développé un modèle 
pour identifier les interactions entre deux parasites vectorisés et persistants chez un hôte, à 
partir de données issues d’études transversales. L’une des voies de progression de la 
connaissance sur les interactions est la prise en compte des facteurs de risque communs. La 
prise en compte des interactions contribue à améliorer le diagnostic, les traitements et la 
prévention des maladies infectieuses. 
 
Mots-clés : multiparasitisme, interactions, associations, parasites, vecteurs, modélisation 
statistique, études transversales. 
 
Statistical modelling of associations and interactions between vector borne parasites, 
using data from cross-sectional studies 
 
Abstract: Multiparasitism and specifically statistical associations among parasites, have a 
strong influence on the ecology of parasites. This influence reinforced when parasites 
interact and thus modify their effect on hosts. However, the identification of associations 
and interactions between parasites is complex at the population level. Our aim was to model 
multi-parasite associations and interactions, in particular for parasites of medical, 
veterinary or agricultural importance. We first present a review of the literature on the 
different causes and consequences of multiparasitism and the methods and tools available 
to better understand the phenomena that generate them. In a second step we worked on the 
detection of multi-parasite associations. We developed a new approach « association 
screening » to statistically test the presence of multi-parasite associations on a global scale. 
We used this method to identify associations and to reveal precisely associated parasites in 
different host populations. Then, we focused on the study of interactions between parasites. 
We developed a model to identify the interactions between two vector-borne and persistent 
parasites in a host, using data from cross-sectional studies. One way to increase our capacity 
to detect parasite interactions in populations is the taking into account common risk factors. 
Taking into account interactions increases diagnosis, treatments and prevention of 
infectious diseases. 
 
Key-words: multiparasitism, interactions, associations, vectors, statistical modelling, cross-
sectional studies. 
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