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Abstract
The linear complementarity problem whose defining feature is the extended n-step property is known
to be solvable in polynomial time. This paper focuses on the investigation of the subclass of P0-matrices
that possess this particular property. We present a necessary condition and a (separate) sufficient condition
for membership in the class. It is shown that each of the conditions defines a set of matrices that properly
contains the (transposed) hidden Minkowski set, thus generalizing previous work developed in Ref. [J.-S.
Pang, R. Chandrasekaran, Linear complementarity problems solvable by a polynomially bounded pivoting
algorithm, Math. Program. Study 25 (1985) 13–27] and in Ref. [W.D. Morris, Jr., J. Lawrence, Geometric
properties of hidden Minkowski matrices, SIAM J. Matrix Anal. Appl. 10 (1989) 229–232]. To prove the
necessity result we use a matrix-analytical approach instead of a geometric argument as in the previous case.
To prove the sufficiency result we first establish two characterizations of singular irreducible K0-matrices.
© 2008 Elsevier Inc. All rights reserved.
AMS classification: 15A39; 15A48; 90C33
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1. Introduction
GivenM ∈ Rn×n and q ∈ Rn, the linear complementarity problem LCP(q,M) is to find z,w ∈
Rn such that
w = Mz + q, z  0, w  0, and zTw = 0.
It is known that the problem where M is a general P0-matrix is NP-complete [12, p.33], but that
the one corresponding to the positive semidefinite case—a special P0-matrix—can be processed
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efficiently [13]. A more recent example of solvable LCPs involves matrices (not necessarily P0
or of a particular type) satisfying a certain extended n-step property introduced in [4]. A result
there asserts that the LCP defined by such a matrix must have a solution for every q, and that it
can be computed in polynomial time.
The main feature developed in [4] is the extended n-step vector (and the associated matrix),
which is a generalization of the n-step vector developed in Pang and Chandrasekaran [19]. The
latter article also contains a sufficient condition under which a P-matrix will have an n-step
vector. Morris and Lawrence [15] subsequently proved the necessity of that condition. The two
results assert that a P-matrix has an n-step vector if and only if its transpose is hidden Min-
kowski. As noted in [15], this characterization is useful because of the two polynomial-time
algorithms given in [18] and [19]. The first algorithm checks whether a real square matrix is
hidden Minkowski; if it is, then the second one can be used to produce an n-step vector (for its
transpose).
Motivated by these algorithmic considerations, we are interested in developing similar con-
ditions applicable to the class of P0 extended n-step matrices by exploring further this hidden
Minkowski idea. It is our hope that the developments here may lead to the discovery of efficient
procedures for computing ENS vectors for the larger class. We proceed by first presenting some
definitions and basic material in the next section. Following that, we can go to the main results
with a derivation of a necessary condition in Section 3 and a sufficient condition in Section 4 for
a P0-matrix to possess the ENS property. Numerical examples are provided where appropriate
to illustrate our results. Section 4 also presents a proposition characterizing singular irreducible
K0-matrices, which is used to prove the sufficiency theorem.
2. Background material
We begin by reviewing the definitions of matrix classes relevant to our subject. A nondegenerate
matrix is one whose principal minors are all nonzero; it is degenerate otherwise. Additional classes,
with their symbols and definitions, are listed below. A horizontal line over a given matrix class
denotes the property of completeness—a matrix belongs to the complete class if and only if all its
principal submatrices belong to the given class. With the exception of K1, these symbols, as well
as the notation used throughout the paper, are standard/widely used in the modern LCP literature.
All matrices are assumed to be real and square. For detailed discussions on matrix classes in
connection with linear complementarity, see [6,16].
E0 (E): An E0-matrix M has the property that [0 /= x ∈ Rn+] ⇒ [xk > 0 and (Mx)k 
0 for some k]. It is called a semimonotone matrix. (If the last inequality is strict,
then it is strictly semimonotone, and its class is denoted by E.)
P/P0 (P1): This is a matrix whose principal minors are all positive/nonnegative. (A P1-
matrix is a P0-matrix with exactly one principal minor equal to zero.)
Q: A matrix M for which the LCP(q,M) has a solution for every q ∈ Rn
R, R0: An R-matrix M has the property that there exists a d ∈ Rn++ such that, for all
τ ∈ R+, the LCP(τd,M) has the unique solution z = 0. (This is called a regular
matrix.) If the homogeneous LCP(0,M) has only the trivial solution, then M
belongs to R0.
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S(S0): A matrix M for which there exists a positive (resp. nonnegative nonzero) vector
x such that Mx > 0 (resp. Mx  0)
Z: A matrix whose off-diagonal entries are nonpositive
K, K0, K1: They are intersections of the classes P, P0, and P1, respectively, with Z. (A
K-matrix is also called a (nonsingular) Minkowski matrix.)
hidden Z(K): A hidden Z-matrix M is one for which there exist Z-matrices X and Y such
that MX = Y and rTX + sTY > 0 for some nonnegative vectors r and s. (The
hidden K, or hidden Minkowski, class is the intersection of P and hidden Z.)
The following facts will be used to prove our results. The reader should be aware that only
relevant facts are listed here; additional characterizations in, for instance, Theorems 2, 3, 7, 8,
and 9 have been omitted and can be found in [6,16] and the references therein.
Theorem 1 [1]. The class P0 ∩ Q = P0 ∩ R = P0 ∩ R0.
Theorem 2 [9]. The matrix M is P0 if and only if for each nonzero vector x, there is an index k
such that xk /= 0 and xk(Mx)k  0.
Theorem 3 (See [8]). Let M ∈ Z. The following statements are equivalent.
(i) M ∈ K.
(ii) The inverse M−1 exists and is nonnegative.
(iii) M ∈ S.
(iv) MT ∈ S.
A matrix A ∈ Rn×n, n > 1, is reducible if there exists a permutation matrix P such that the
principal rearrangement
PAP T =
[
Aαα Aαα¯
0 Aα¯α¯
]
for some nonempty proper subset α ⊂ {1, . . . , n}. If no such P exists, then the matrix A is said
to be irreducible. For n = 1, A is reducible if and only if A = 0.
Theorem 4 [8]. The following statements hold for every A ∈ Rn×n ∩ Z.
(i) If there exists a vector x > 0 such that Ax  0, then A ∈ K0.
(ii) If A ∈ K0 is nonsingular, then A ∈ K.
(iii) Let A ∈ K0 be irreducible. Then the following conditions hold.
(a) There exists a vector x > 0 such that Ax  0.
(b) All proper principal minors of A are positive.
(c) If A is also singular, then rank(A) = n − 1 and there exists a vector y > 0 such that
Ay = 0.
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Theorem 5 ([2], p. 156). Let A ∈ K0 be singular and irreducible. Then A is almost monotone;
that is, Ax  0 implies Ax = 0.
Lemma 6. The Schur complements of a K0-matrix belong to the same class as well.
Proof. The proof parallels that for the K-case presented in [6, p. 205] and makes use of Theo-
rem 4(ii). Note that Schur complements of a P0-matrix are also P0. 
Theorem 7 [17]. Let M ∈ Rn×n be hidden Z. The following statements are equivalent.
(i) M is hidden K.
(ii) M ∈ S.
(iii) Let X and Y be two Z-matrices satisfying the conditions of the definition of a hidden
Z-matrix. Then there exists a vector v > 0 such that, for each α ⊆ {1, . . . , n}, Wv > 0
where
W :=
[
Xα¯α¯ Xα¯α
Yαα¯ Yαα
]
.
In particular, every such W belongs to K.
Theorem 8 [5,20]. Let M ∈ Rn×n. The class Q = E = S . Also, M ∈ Q if and only if MT ∈ Q.
Theorem 9 ([7,11], stronger version). Let M ∈ Rn×n. Then M ∈ E if and only if for every α ⊆
{1, . . . , n}, the system {Mααxα  0, 0 /= xα  0} has no solution.
Definition 10. Let M ∈ Rn×n be nondegenerate and p a positive vector in Rn. Then p is called
an n-step vector for M if (Mαα)−1pα > 0 for every α ⊆ {1, . . . , n}.
Theorem 11 [19]. Let MT be hidden Minkowski and X, Y be two Z-matrices satisfying MTX = Y
and rTX + sTY > 0 for some nonnegative vectors r and s. Then any p > 0 satisfying pTX > 0
is an n-step vector for M.
Theorem 12 [15]. If a P-matrix M has an n-step vector p>0, then MT is hidden Minkowski.
Furthermore, there is a Z-matrix X such that MTX is a Z-matrix and pTX > 0.
Thus the class of P-matrices that admit n-step vectors is known to be the same as the (trans-
posed) hidden K-class. A third equivalent statement is added to form the next result. The rest of
the paper is devoted to the generalizations of the theorem, and therefore, to the generalizations of
hidden Minkowski.
Theorem 13. Let M ∈ Rn×n ∩ P. The following statements are equivalent.
(i) The matrix M has an n-step vector.
(ii) The matrix MT is hidden Minkowski.
(iii) There exists a K-matrix X such that MTX ∈ Z.
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Proof. (i) ⇔ (ii). They are Theorems 11 and 12.
(ii) ⇒ (iii). This is clear from Theorem 7.
(iii) ⇒ (ii). The implication was proved in [14]. 
Definition 14. Let M ∈ Rn×n and p ∈ Rn++ be given. The vector p is called an extended n-
step (abbreviated ENS) vector for M if (i) (Mαα)−1pα  0 for all nonsingular Mαα; and (ii)
rank(Mαα | pα) < |α| for all singular Mαα , where (Mαα | pα) is an augmented matrix. The set
of such vectors is denoted by M . The matrix M is said to be an ENS matrix if M is nonempty.
Theorem 15 [4]. A positive vector p is an extended n-step vector for M if and only if pα ∈ posMαα
for all α ⊆ {1, . . . , n}.
The next result relates the principal minors of a matrix to those of its principal pivot transforms.
Theorem 16 [21]. Suppose A ∈ Rn×n and α ⊆ {1, . . . , n} with det Aαα /= 0. Let ℘α(A) be the
principal pivot transform of A with respect to α. Then for every β ⊆ {1, . . . , n} and γ = αβ,
det[℘α(A)]ββ = det Aγγdet Aαα .
We end this section with a simple proposition based on Schur’s determinantal formula, the
complete version of which can be found in the cited reference.
Proposition 17 (See [6], p. 75). A square matrix is singular if and only if a Schur complement of
it is singular.
3. A necessary condition
Our goal in this section is to establish one condition that a P0-matrix with extended n-step
vectors has to satisfy. Our approach uses the Mi matrices defined in [15], but it is different from
the geometric arguments presented there.
For each i = 1, . . . , n let us setMi := EiMTEi , whereEi is identical to I except that eii = −1.
Pre-multiplying and post-multiplying the matrix MT by Ei have the effect of negating the ith
row and column of MT, thus leaving the sign of its ith diagonal element unchanged. It is worth
noting that each Mi has the same principal minors as M . Thus M ∈ P0 if and only if Mi ∈ P0,
for instance.
Lemma 18. Let M ∈ Rn×n ∩ P0. Suppose every principal submatrix of MT of order n − 1 is a
Q-matrix. Then for each i = 1, . . . , n, the LCP(Mi.i ,Mi) has a solution zi with zii = 0.
Proof. Fix an arbitrary i. SinceM belongs toP0,Mi belongs toP0 as well. Consider the following
two cases.
Case (1): Mi ∈ R0. Then Mi ∈ Q by Theorem 1 and LCP(Mi i ,Mi) has a solution. Let z be
one such solution. If the element zi > 0, then z + I i would be a nonzero solution of LCP(0,Mi),
violating the R0-property of Mi . It follows that zi must be zero.
Case (2): Mi /∈ R0. Let z¯ be a nonzero solution of LCP(0,Mi). Let β = {1, . . . , n}\{i}. If
z¯i = 0, then z¯β /= 0 solves LCP(0,Miββ), implying that Miββ /∈ R0. Thus MTββ = Miββ /∈ Q by
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Theorem 1, and this contradicts the hypothesis; consequently, z¯i must be positive. Then z =
(z¯/z¯i) − I i solves LCP(Mi i ,Mi) and its ith coordinate is zero, as required. 
If a particular Mi belongs to R0, then the proof tells us that every solution of LCP(Mi i ,Mi) has
a zero ith component, but this need not be the case if the matrix is not R0. The lemma, however,
affirms the existence of one solution with the desired property in either case.
Theorem 19. Let M ∈ Rn×n ∩ P0. If M is an ENS matrix (so that M is nonempty), then there
exists a K0-matrix X with positive diagonal entries such that MTX ∈ Z, and the set M ⊆ {p ∈
Rn++ : pTX  0}.
Proof. The setM /= ∅ impliesM ∈ E = Q, so thatMT ∈ Q. Letp ∈ M . The preceding lemma
guarantees, for each i = 1, . . . , n, the existence of a solution zi of LCP(Mi i ,Mi) with zii = 0.
Let wi = Mizi + Mi i . Define the matrix X ∈ Rn×n by X i = I i − zi . Then X belongs to Z and
has positive diagonal elements. By Theorem 4(i), it is also a K0-matrix because pTX  0 (this
inequality will be proved later). For j /= i,
(MTX)ji = (MT)j X i = (MT)j I i − (MT)j  zi
= (MT)ji + (Miji − wij )
= (MT)ji − (MT)ji − wij
= −wij
 0.
Therefore, MTX is a Z-matrix. It remains only to show that pTX  0.
For this purpose, fix an index k and let α = supp zk . Note that k /∈ α. Now, by the definition
of zk we have
Mkαk + Mkααzkα = −(Mkα)T + MTααzkα = 0,
wkk − Mkk = Mkkαzkα = −(Mαk)Tzkα.
Also, the ENS property of M ensures the existence of a vector (uα, uk)  0 satisfying[
Mαα Mαk
Mkα Mkk
] [
uα
uk
]
=
[
pα
pk
]
.
Keeping the last three expressions in mind, we observe that
pTXk = pTIk − pTzk
= pk − pTαzkα
= pk − [uk(Mαk)T + uTαMTαα]zkα
= Mkαuα + Mkkuk − uk(Mαk)Tzkα − uTα(Mkα)T
= Mkkuk + (wkk − Mkk)uk
= wkkuk
 0.
Since k is arbitrary, the conclusion now follows. 
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The converse of Theorem 19 is false, as shown by the following example.
Example 20. Consider
M =
⎡
⎣1 0 01 1 1
0 1 1
⎤
⎦ and X =
⎡
⎣1 −1 00 1 −1
0 −1 1
⎤
⎦ .
Then M ∈ P0 ∩ E, X ∈ K0, and MTX ∈ Z. The set M , however, can be verified to be empty.
Thus the conclusion of Theorem 19 does not guarantee the existence of an extended n-step vector
for M .
In the example just given, the set {p ∈ Rn+ : pTX  0} is contained in the boundary of the
positive orthant. It is not clear whether this is always the case when the converse fails.
Another open question is whether the condition of finding aK0-matrix X with positive diagonal
entries such that MTX ∈ Z can be checked in polynomial time. In the K-case, an important step
in the procedure suggested in [18] involves checking whether MT is an S-matrix, due to the
relationship P ∩ Z = S ∩ Z. An analogue of it, which was established in [3], is the following:
P0 ∩ Z = E0 ∩ Z = S0 ∩ Z. To the author’s knowledge, there is no existing efficient algorithm
for determining membership in the class E0 or S0.
One may also ask the following related question: Can the condition MTX ∈ Z in Theorem 19
be replaced by MTX ∈ K0? If so, would the recognition problem be more tractable?
4. A sufficient condition
Theorem 15 tells us that a matrix with the extended n-step property must be completely-S,
so it is strictly semimonotone (as well as completely-Q) by Theorem 8. The main objective of
this section is to establish a sufficient criterion under which a strictly semimonotone matrix is
guaranteed to possess an ENS vector. An implication of this result is that the matrix satisfying
the criterion must belong to P0. Before proceeding to the sufficiency theorem, we need to prove
a proposition and some lemmas.
Proposition 21. Let A ∈ Rn×n ∩ K0, n  2. If det A = 0, then the following statements are
equivalent.
(i) A is irreducible.
(ii) Every proper principal minor of A is positive; that is, A ∈ K1.
(iii) For each α ⊂ {1, . . . , n} such that |α|  n − 2, (A/Aαα) exists and is irreducible.
Proof. (i) ⇒ (ii). Condition (ii) follows from (i) by Theorem 4(iii)(b) regardless of the invertibility
of A.
(ii) ⇒ (i). Suppose A is reducible. Since n  2, there exists a permutation matrix P such that
(PAP T)α¯α = 0 for some nonempty proper subset α ⊂ {1, . . . , n}. Letting A˜ denote (PAP T), we
have (A˜/A˜αα) = A˜α¯α¯ − A˜α¯α(A˜αα)−1A˜αα¯ = A˜α¯α¯ . By the singularity of A and Proposition 17,
T.H. Chu / Linear Algebra and its Applications 429 (2008) 2076–2088 2083
the Schur complement (A˜/A˜αα) is singular, so that the proper principal submatrix A˜α¯α¯ is singular
as well. This, however, negates statement (ii).
(iii) ⇔ (i). The “only if” part is obviously true. Conversely, suppose A is irreducible. Let α
be a subset of {1, . . . , n} with |α|  n − 2. Then (A/Aαα) satisfies all the assumptions of the
present proposition, and the result follows from Lemma 24 (to be independently proved later) and
the equivalence of statements (i) and (ii). 
Notice that in the result just given, the implication (i) ⇒ (iii) is false for α of cardinality n − 1
because the matrix A and all its Schur complements are singular.
Corollary 22. Suppose A ∈ Rn×n ∩ K1. If A is singular, then A is almost monotone.
Proof. From Proposition 21 we know that A is irreducible. So the result follows from Theo-
rem 5. 
Lemma 23. Let A ∈ Rn×n be given. If AX = Y for some Y ∈ Z, X ∈ K1 and singular, then Y
belongs to K0. Moreover, there exists a nonzero z ∈ Rn+ such that Y Tz = 0.
Proof. Theorem 4(iii)(c) guarantees the existence of a vector u > 0 such that Xu = Yu = 0;
hence Y ∈ K0 by Theorem 4(i). It remains to show that there exists a vector 0 /= z  0 such that
Y Tz = 0. Indeed, if no such vector exists, then Gordan’s theorem (see [10]) ensures that some
vector w ∈ Rn satisfies Yw > 0. Since Y ∈ Z, it cannot be an S-matrix; otherwise, Y would
be invertible by Theorem 3, as would be X. Therefore, w 	 0 and the set β := {j : wj < 0} is
nonempty. We then have wβ < 0 and Yββwβ > 0. The feasibility of this system of inequalities,
however, violates the previously established P0-property of Y , the characterization of the property
used for this argument being Theorem 2. 
The next lemma (main part) is posed as an exercise in [6, Exercise 4.11.3]. We give a proof
here for completeness.
Lemma 24. Let A ∈ Rn×n ∩ P1 and det Aαα /= 0 for some α ⊆ {1, . . . , n}. Then the principal
pivot transform ℘α(A) ∈ P1. Consequently, if A is singular, then (A/Aαα) must belong to P1 as
well.
Proof. Let β ⊆ {1, . . . , n}. According to Theorem 16, det[℘α(A)]ββ = det Aγγ / det Aαα where
γ = αβ. It is clear that there is a one-to-one correspondence between the sets indexed by β
and those by γ . Therefore, A ∈ P1 if and only if ℘α(A) ∈ P1. From this we conclude that if A is
singular, then (A/Aαα) = [℘α(A)]α¯α¯ is also P1. 
Theorem 25. Let M ∈ Rn×n ∩ E. Suppose MTX = Y for some X ∈ K0 with positive proper
principal minors and Y ∈ Z. Then the set ∅ /= {p ∈ Rn++ : pTX  0} ⊆ M.
Proof. Let  := {p ∈ Rn++ : pTX  0}.
Case (1): X is nonsingular. Then X ∈ K, and the set  is nonempty by Theorem 3. Thus by
Theorems 8 and 7, MT is hidden K. This case is essentially the sufficient condition stated in [19],
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except here the conclusion is slightly more general. The proof there is still valid nonetheless, and
this completes the nonsingular case.
Case (2): X is singular. Note that in this case X ∈ K1. By Proposition 21 and Theorem 4(iii)(a),
the set  is nonempty. Let p ∈  be fixed. We would like to show that pα ∈ pos Mαα for all
α ⊆ {1, . . . , n}. The statement is clearly true for α of cardinality one because M has positive
diagonal elements. So consider an index subset α with 2  |α|  n. Since M belongs to the com-
plete class E, Mαα is strictly semimonotone as well. Let W be the matrix given in Theorem 7(iii).
Then from the equation MTX = Y it is simple algebra to deduce that
MTαα(X/Xα¯α¯) = (W/Xα¯α¯).
The condition X ∈ K0 implies (X/Xα¯α¯) ∈ K0 by Lemma 6. Also, the singular matrix X ∈ P1
implies (X/Xα¯α¯) ∈ P1 by Lemma 24. Since X, Y ∈ Z and Xα¯α¯ is Minkowski (by Theorem 4(ii)),
the matrix (W/Xα¯α¯) = Yαα − Yαα¯(Xα¯α¯)−1Xα¯α belongs to Z. The submatrix Mαα , together with
(X/Xα¯α¯) and (W/Xα¯α¯), thus satisfies all the hypotheses of the present theorem.
Now, let q = XTp  0. Then from the system of equations[
XTαα (X
T)αα¯
(XT)α¯α X
T
α¯α¯
] [
pα
pα¯
]
=
[
qα
qα¯
]
we obtain
[XTαα − (XT)αα¯(Xα¯α¯)−T(XT)α¯α]pα = qα − (XT)αα¯(Xα¯α¯)−Tqα¯. (1)
The left-hand side of expression (1) is equal to (X/Xα¯α¯)Tpα and the right-hand side is non-
negative since X ∈ Z and Xα¯α¯ ∈ K (so that it has a nonnegative inverse by Theorem 3). Thus
(X/Xα¯α¯)
Tpα  0.
By Lemma 23 there exists a vector 0 /= z(α)  0 of order |α| such that (W/Xα¯α¯)Tz(α) = 0,
which means that
(X/Xα¯α¯)
TMααz(α) = (W/Xα¯α¯)Tz(α) = 0. (2)
From Proposition 21, Theorem 4(iii), and Corollary 22, we know that the Schur complement
(X/Xα¯α¯) has rank n − 1 and (X/Xα¯α¯)Tpα = 0. These two facts, along with Eq. (2), imply that
Mααz(α) = kpα for some k ∈ R. If k  0, then Mααz(α)  0, contradicting the strict semimo-
notonicity of M as characterized in Theorem 9. Consequently, k > 0 and pα ∈ pos Mαα . As the
index subset α is arbitrary, the proof is complete. 
Some comments regarding the preceding theorem are in order: (1) It is clear from the proof that
the matrices satisfying the hypotheses of the theorem form a complete class. (2) The condition
that all proper principal minors of X be positive is crucial, as we will see in the first example to
follow. (3) The converse of the theorem is false, as will be seen in Example 30.
We next proceed to draw several consequences from the preceding theorem.
Corollary 26. Assume M ∈ Rn×n ∩ P0. Suppose M is nonempty. Let X be the Z-matrix given
in Theorem 19. If X has positive proper principal minors, then M = {p ∈ Rn++ : pTX  0}.
Proof. The conclusion follows by combining Theorems 19 and 25. 
Corollary 27. The class of matrices M satisfying the hypotheses of Theorem 25 properly contains
the class whose transpose is hidden K.
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Proof. That the first class contains the second follows from Theorem 13(iii) and the fact that
P ⊂ E. Example 36 will show that the two classes in question are not the same. 
The next corollary asserts that the matrix W of Theorem 25 belongs to K0.
Corollary 28. Let M, X, and Y be as in Theorem 25 and W be as in Theorem 7. Then for each
α ⊆ {1, . . . , n}, the matrix W belongs to K0.
Proof. If X is nonsingular, then W ∈ K ⊂ K0, as shown in the proof of the theorem. If X is
singular, then there exists a vectoru > 0 in the nullspace ofX by Theorem 4(iii), and consequently,
u belongs to the nullspaces of Y and W as well. According to Theorem 4(i) then, W must
be K0. 
As remarked earlier, the condition in Theorem 25 involving the principal minors of X is
essential. To illustrate this point is the following example.
Example 29. Let
M =
⎡
⎣ 2 −1 2−3 2 2
−4 −3 5
⎤
⎦ and X =
⎡
⎣ 1 −1 0−1 1 0
0 0 1
⎤
⎦ .
Verifying strict semimonotonicity of M is equivalent to verifying that M ∈ S , which is a simple
matter. Also, the matrix X belongs to K0, has a zero proper principal minor, and MTX ∈ Z.
However, p = (1, 1, 3)T satisfies pTX  0 but not the extended n-step property.
The example also shows the importance of using the best X matrix. The P-matrix M has an
n-step vector (e.g., the vector e of all ones). If X′ =
[
16 0 0
−1 5 0
−6 −2 1
]
(the X given by Theorem 19),
then MTX′ ∈ Z and M = {p ∈ Rn++ : pTX′  0}.
Our next example demonstrates that the sufficient condition is not a necessary one. More
precisely, we show that if M ∈ E and M is nonempty, then there need not exist Z-matrix Y and
K0-matrix X with positive proper principal minors such that MTX = Y .
Example 30. Let
M = MT =
⎡
⎣ 1 −1 1−1 2 −1
1 −1 1
⎤
⎦ .
It can be checked that M ∈ P0 ∩ E, and that the set M = {(s, t, s) : s > 0, t > 0)}. As M is
singular, the proof of the sufficiency theorem indicates that each K0-matrix X satisfying its
hypotheses is also singular. Such an X must be irreducible according to Proposition 21. However,
we now show that there does not exist an irreducible K0-matrix X such that MTX = MX ∈ Z. To
see this, suppose the opposite is true. Let X = (xij ) be this irreducible matrix and Y = MX. Let
p > 0 be such that pTX  0. By Theorem 25 and the characteristics of M , we see that p1 = p3.
By Lemma 23 the matrix Y belongs to K0. It is easy to deduce from these facts that x21 = x23 = 0,
thus proving the reducibility ofX. It follows then that the set {X ∈ Rn×n : 0 /= X ∈ K0,MX ∈ Z}
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must consist of reducible matrices only. (For this example, one can verify that the set is nonempty,
as it should be according to Theorem 19.)
While the proof of Theorem 25 indicates that the nonsingularity of X implies the same for M ,
the reverse is not true. As an example, consider:
Example 31. Let
M =
⎡
⎣ 1 −2 11 1 −3
−1 1 1
⎤
⎦ and X =
⎡
⎣ 1 −1 00 1 −1
−1 0 1
⎤
⎦ .
Then
MTX =
⎡
⎣ 2 0 −2−3 3 0
0 −4 4
⎤
⎦ .
The matrix M ∈ P, the irreducible X ∈ (K0\K), and MTX ∈ Z. It can be checked that M has
no n-step vectors but has an extended n-step vector such as e. So by Theorem 13 there does not
exist a K-matrix X′ such that MTX′ ∈ Z. However, the fact that M is ENS implies the existence
of a K0-matrix X with positive diagonal entries such that MTX ∈ Z, the above given X being
one example. Since X is also irreducible, the set M = {p > 0 : pTX  0} = {τe : τ > 0} by
Corollary 26, as can be verified easily.
So far in this section we have emphasized the importance of a set of matrices with the key
property that every member can be linearly transformed into a Z-matrix using a K0-matrix of a
special type. For convenience, let us refer to it as Property (++).
Definition 32. The matrix M ∈ Rn×n is said to have Property (++) if there exists a K0-matrix
X with positive proper principal minors such that MX ∈ Z.
As previously shown, the matrix X is either a K-matrix or a matrix of the type characterized
in Proposition 21, depending on whether it is invertible or not. The central idea of the sufficiency
theorem can now be stated concisely in these words: A strictly semimonotone matrix is ENS if
its transpose satisfies Property (++).
Theorem 33 [3]. Let M ∈ Rn×n be such that MT has Property (++). Then M ∈ P0 if and only
if M ∈ E0.
Using this theorem we can now easily show that the matrix M in Theorem 25 must be of type
P0.
Corollary 34. Let M ∈ Rn×n ∩ E. Suppose MT satisfies Property (++). Then M ∈ P0, and
consequently, M is regular.
Proof. The class E is contained in E0, so by Theorem 33 we know that M is a P0-matrix. As
P0 ∩ Q = P0 ∩ R (see Theorem 1), it follows that M is regular. 
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As a conclusion, we include two examples of a (P0\P)-matrix M having the properties stated
in Theorem 25. The purpose of the examples is to show that degenerate matrices (of various types)
satisfying the sufficiency condition do indeed exist.
Example 35. A simple example is given by
M =
⎡
⎣1 1 11 1 1
1 1 1
⎤
⎦ and X =
⎡
⎣ 1 −1 00 1 −1
−1 0 1
⎤
⎦ .
Example 36. The second one is
M =
⎡
⎣ 1 1 −3−1 1 1
0 1 1
⎤
⎦ and X =
⎡
⎣ 1 0 −2−1 2 −1
0 −2 3
⎤
⎦ .
Then M ∈ E ∩ (P0\P), X ∈ K0 and is irreducible, and MTX ∈ Z. Also, {p > 0 : pTX  0} =
M = {τe : τ > 0}.
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