Abstract. In this paper we consider hyperbolic systems with relaxation in which the relaxation time ε may vary from values of order one to very small values. When ε is very small, the relaxation term becomes very strong and highly stiff, and underresolved numerical schemes may produce spurious results. In such cases it is important to have schemes that work uniformly with respect to ε. IMEX R-K schemes have been widely used for the time evolution of hyperbolic partial differential equations but the schemes existing in literature do not exhibit uniform accuracy with respect to the relaxation time. We develop new Implicit-Explicit (IMEX) Runge-Kutta (R-K) schemes for hyperbolic systems with relaxation that present better uniform accuracy than the ones existing in the literature and in particular produce good behavior with high order accuracy in the asymptotic limit, i.e, when ε is very small. These schemes are obtained by imposing new additional order conditions to guarantee better accuracy over a wide range of the relaxation time. We propose the construction of new third-order IMEX R-K schemes of type CK [2] . In several test problems, these schemes, with a fixed spatial discretization, exhibit for all range of the relaxation time an almost uniform third-order accuracy.
1. Introduction. Several physical problems of great relevance for applications are described by stiff system in the form:
where U = U (t) ∈ R M , F ,G : R M → R M , and ε > 0 is the stiffness parameter. The development of numerical schemes for systems (1.1) attracted a lot of attention in recent years. Systems of such form often arise from the discretization of partial differential equations, such as convection-diffusion equations and hyperbolic systems with relaxation. In this work we consider the latter case which in recent years has been a very active field of research, due to its great impact on applied sciences. In fact, relaxation is important in many physical situations, for example, it arises in discrete kinetic theory of rarefied gases, hydrodynamical models for semiconductors, linear and non-linear waves, viscoelasticity, traffic flows, shallow water etc. ( [7] , [16] , [17] , [18] , [14] , [6] , [21] , [8] , [13] ). In one space dimension these problems can be described mathematically by the system ∂ t u + ∂ x F(u) = 1 ε R(u), u = u(x, t) ∈ R N , x ∈ R, t ∈ R + (1.2) from which system (1.1) can be obtained by suitable finite difference discretization in space (methods of lines) [20] . System (1.2) is assumed to be hyperbolic, i. e., the Jacobian matrix F (u) has real eigenvalues and admits a basis of eigenvectors for every u ∈ R N . We will call system (1.2) the relaxation system and ε is called the relaxation time, which is small in many physical situations. Here we use the term relaxation in the sense of Whitham [21] and Liu ([8] , [15] ), i.e, the operator R : R N → R N is said relaxation operator, and consequently (1.2) defines a relaxation system, if there exists a constant n × N matrix Q, with rank(Q)= n < N such that QR(u) = 0 for u ∈ R N . This yields n independent conserved quantities v = Qu. In addition, we assume that each such v uniquely determines a local equilibrium value u = E(v) satisfying R(E(v)) = 0 and such that QE(v) = v for all v. The image of E represents the manifold of local equilibria of R. Associated with Q are n conservation laws satisfied by every solution of (1.2) and that take the form ∂ t (Qu) + ∂ x (QF) = 0. These can be closed as a reduced system for v = Qu if we take the local relaxation approximation for u, namely u = E(v), ∂ t v + ∂ x H(v) = 0 where H is defined by H(v) = QF(E(v)). Typical examples of such systems are discrete velocity models in kinetic theory, such as the Broadwell model [14, 6] , which in one space dimension has the structure of a semilinear hyperbolic system of three equations that degenerates to a quasilinear hyperbolic system with two equations, as ε → 0. The development of efficient numerical schemes for such systems is challenging, since in many applications the relaxation time varies from values of order one to very small values if compared to the time scale determined by the characteristic speeds of the system. In this second case the hyperbolic system with relaxation is said to be stiff. Here we will focus on the development of schemes that work for all ranges of the relaxation time and we are interested in high order numerical schemes for the stiff relaxation system which are able to capture the correct physical behavior with high order accuracy. Underresolved numerical schemes may yield spurious numerical solutions that are unphysical and, in general for hyperbolic systems with stiff terms, high order schemes may also reduce to lower order when the mesh fails to resolve the small relaxation time. In this article we will present some recent results on the development of high-order Implicit-Explicit (IMEX) Runge-Kutta (R-K) schemes suitable for time dependent partial differential systems that work better than other IMEX R-K schemes existing in the literature. Classical high order IMEX R-K schemes fail to maintain the high order accuracy in time in the whole range of the relaxation time and in particular in the asymptotic limit, i.e. when the relaxation time is not temporally resolved. We introduce here a new class of IMEX R-K schemes that are able to handle the stiffness of the system (1.1) in the whole range of the relaxation time. This work is motivated by the study of the global error for different types of IMEX R-K methods existing in literature [2] . This error analysis is accompanied by an order reduction phenomenon where the observed convergence rates of the methods drop the classical order of accuracy in time. The development of these schemes is aided by the knowledge of extra order conditions in addition to the classical ones [7, 16] which ensure accuracy in time at the various order in the stiffness parameter ε [3, 4] . We remark that in the classical literature IMEX R-K schemes do not satisfy these additional order conditions. This approach allows the construction of new IMEX R-K schemes producing an error which is more uniform in the stiffness parameter. In particular, such conditions are used to improve some existing scheme (see also [2] ). Our analysis is based on the smoothness assumption of the solution and also applies to the stiff case when ∆t ε (see [2] , [3] ). The outline of the paper is as follows. In the next section we present the general structure of IMEX Runge-Kutta schemes. In Section 3 we report the new order conditions up to third-order derived from [3] . Section 4 is devoted to the development of uniformly accurate IMEX R-K schemes. Important properties are proved and new assumptions are considered. In Section 5 we perform several test problems to check the accuracy of new schemes for various values of the stiffness parameter and we discuss the result. Conclusions are drawn and work in progress is mentioned. Appendices are also included.
2. IMEX Runge-Kutta Schemes and Classification. An IMEX R-K scheme applied to (1.1) has the following form
with internal stages given by
The matrices (ã ij ), withã ij = 0 for j ≥ i, and (a ij ) are s × s matrices such that the resulting method is explicit in F , and implicit in G. Using a diagonally implicit method (a ij = 0, for j > i) for G gives a sufficient condition to guarantee that F is always evaluated explicitly; furthermore, this choice is usually preferred over full implicit schemes for efficiency reasons. The coefficient vectorsc = (c 1 , ...,c s )
T complete the characterization of the schemes. They can be represented by a double tableau in the usual Butcher notation,
We assume that the coefficientsc and c, used for the treatment of non autonomous systems, are given by the relatioñ
The great number of IMEX R-K methods presented in literature lead us to classify them in three different types characterized by the structure of the matrix A = (a ij ) s i,j=1 of the implicit scheme [2] . Definition 2.1. We call an IMEX R-K scheme of type A, (see [18] ), if the matrix A ∈ R s×s is invertible. Definition 2.2. We call an IMEX R-K scheme of type CK, (see [7] ), if matrix A ∈ R s×s can be written as
with the submatrixÂ ∈ R (s−1)×(s−1) invertible. Remark 1. IMEX R-K schemes, called of type ARS ( see [1] ), are a special case of the type CK with the vector a = 0.
3. Additional order conditions. IMEX Runge-Kutta methods can be viewed as a particular class of partitioned Runge-Kutta methods. Therefore, their order conditions can be derived from the general theory of partitioned methods [12] . In particular, for a detailed account of the classical order conditions for the IMEX R-K schemes see, for example [7] and [16] . In [3, 4] we derived additional order conditions that together to the classical ones ensure accuracy at the various order in the stiffness parameter ε. In paper [2] Boscarino studied the global error behaviour of some popular IMEX R-K schemes, showing a degradation of the order of accuracy for small values of ε. By applying to IMEX R-K schemes a technique similar to the one used in [11] Chapt. VII in the case of implicit R-K schemes, additional order conditions are obtained by imposing that the numerical solution and the exact solution agree to various order in an expansion of ε. This analysis explains the degradation in the order of accuracy of existing IMEX R-K schemes, and allowed the construction of new schemes with better uniform accuracy in ε. For a detailed analysis we refer [3] , [4] . Let us write explicitly the additional order conditions up to third-order. Then, the index 1 and 2 order conditions for type A schemes read Index 1 Order Conditions
where ω ij are the elements of the inverse matrix of A. Observe that we deduced these order conditions for the type A, for the type CK (consequently for type ARS) we can rewrite the same ones replacing ω ij withŵ ij (the elements of the inverse of the matrix A) with i, j, k from 2 to s. Then, it may be advantageous to have schemes that satisfy these new order conditions. Although the goal of this paper is to present a class of numerical schemes that work with uniform accuracy in the whole range of the stiffness parameter ε, we will show that the use of these additional order conditions improve existing schemes. In [2, 5] , we introduced two IMEX R-K schemes, called MARK3(2)4L [2] SA and MARS (3, 4, 3) that are an improvement of the existing schemes ARK3(2)4L [2] SA, [7] and ARS (3, 4, 3) [1] . These schemes use the whole set of classical order conditions plus conditions (3.1) and show a good accuracy behaviour with respect to the increasing stiffness in the limit of ε = 0 where the system becomes an index 1 differential algebraic system (see [2] ). In Section 5. we compare the different performances of these schemes.
4. Construction of a particular uniformly accurate IMEX R-K scheme. In [7] , [16] , [18] , [17] , [1] and [14] IMEX R-K schemes were introduced. As we saw in [2] and [4] none of them are suitable to preserve high-order accuracy uniformly with respect to the wide range of stiffness parameter ε when applied to stiff system (1.1).
Here we construct a third-order uniformly accurate IMEX Runge-Kutta scheme with respect to the stiffness parameter ε through several assumptions and additional order conditions. First of all, we require the following assumptions:
1. and 2. are the simplifying assumptions C(2) for the implicit and explicit part with c i =c i for i = 1, ..., s, that will be helpful in designing IMEX R-K schemes because they simplify the classical order conditions and conditions (3.1), (3.2) (see [11, 7] ). The technical condition 4. is necessary because the assumption 2. cannot be satisfied for i = 2 in the explicit scheme. Furthermore, the classical order conditions for IMEX R-K schemes ( [7] , [16] ) simplify a lot if assumptions 0. is satisfied, so that the standard order p conditions for the explicit and implicit schemes are enough to guarantee the same order p for the IMEX R-K schemes, for p ≤ 3. Notice that if assumption 0. and 1. for k = 1, 2, are satisfied, then classical order conditions for the two R-K schemes imply that coupled order conditions are automatically satisfied for schemes up to third order. Now, among the different types of IMEX schemes considered in [2] , we choose to construct schemes of type CK because of their good properties. Concerning these type CK schemes, we consider schemes that are in the implicit part stiffly-accurate (a si = b i , for i = 1, ..., s) and singly diagonally implicit (SDIRK) with a ii = γ > 0, for all i = 2, ...s and a 11 = 0. Stiffly accurate guarantees that an A-stable scheme is also L-stable (see [11] ) and the SDIRK assumption here is used to simplified the analysis. Moreover, the implicit part of this scheme differs from the classical SDIRK one because a ii = 0. In [7] these schemes are called Explicit Singly Diagonally Implicit R-K schemes (ESDIRK). A consequence to set a 11 = 0 is that we have the possibility to guarantee a higher stage-order for ESDIRK scheme than the classical one for a SDIRK scheme, i.e., 1. For instance, a stage order of two for the scheme, i.e., C(2) for every i-stage is obtained by imposing the assumption 1. for i = 2, .., s − 1 with k = 2. We remark that if the scheme is stiffly accurate condition 1. for i = s and k = 2 is equivalent to the second condition in 3. Moreover, the additional order conditions (3.1), (3.2) can be simplified using 2. and 1. written in the form whereω i,j are the elements of the inverse ofÂ. Now, we have already combined the properties of the type CK IMEX scheme, order conditions (3.1), (3.2) and assumptions 0. 1. 2. 3. 4., but we have to require that other conditions are satisfied. We first impose a stability condition on the implicit part of the scheme. Let us denote by R(z) the stability function of the implicit part of the scheme. R(z) is the numerical solution obtained after one time step ∆t by applying a R-K scheme to the equation
with λ ∈ C and z = λ∆t. We know that a standard SDIRK scheme with nonsingular A matrix that satisfies the condition a si = b i for all i has R(∞) = 0 and this makes an A-stable scheme L-stable [11] .
However, for IMEX R-K schemes of type CK with a 11 = 0, where the matrix A has the structure given in definition 2.2, the only stiffly accurate condition is not enough to guarantee that R(∞) = 0, and, then an additional condition is required.
then R(∞) = 0, where e s = (0, ..., 0, 1) T and the elementsω ij are the elements of the inverse ofÂ.
In order to obtain this result, we apply one step of the implicit part to (4.2), this yields for the internal stages
, the expression (4.4) becomes
where a = (a 21 , ..., a s1 ) T . Therefore, we get
Now, if the scheme is stiffly accurate, the numerical solution is equal to the last internal stage of the scheme and, therefore, when z → ∞, R(∞) = −e T sÂ −1 a, assumedÂ invertible. Then we can state that if the type CK scheme is stiffly accurate and the condition (4.3) is satisfied, we get R(∞) = 0. However, thus is not sufficient for the L-stability because the implicit part of the type CK scheme should also be A-stable. If we want this implicit part of the type CK schemes to be A-stable, we have to consider again the stability function R(z). We know that the stability function R(z) for a SDIRK scheme has the following form ( [11] , Sect. IV.6)
where Q(0) = 1 and both P (z) and Q(z) are polynomials of degree at most s. For ESDIRK schemes with a 11 = 0 and a 22 = ... = a ss = γ we have R(z) = P (z)
(1−γz) s−1 . In particular, R(∞) = 0 implies that the degree of P (z) has to be less than s − 1, consequently, the polynomial P (z) has degree at most s − 2, and if the order of the scheme is at least p ≥ s − 2, it follows from (1 − zγ) s−1 e z = P (z) + Cz s−1 + ... that the coefficients of P (z) are uniquely determined in term of γ and we have:
is the s-degree Laguerre polynomial and L (k) s denotes the k-th derivative (see [11] , Sect. IV.6). Now, provided that γ > 0, it follows that the stability function (4.7) is analytic in C − and we obtain A-stability if there is stability in the imaginary axis, (I-stability, see [11] ). It is equivalent to the fact that the polynomial
satisfies E(y) ≥ 0 for all y ∈ R. Then, if E(y) ≥ 0 for all y the implicit part of the type CK IMEX R-K scheme is A-stable and we can state that the IMEX R-K scheme is L-stable. We remark that it is straightforward to provide that the stability function R(z, z) for a IMEX R-K scheme of type CK has the form
with error constant
where
s−1 denotes the k-th derivative. Several stability domains for IMEX R-K schemes of type CK are given in Fig.1 for different values of γ. for i = 2, ..., s, is included among the assumptions in order to have at least second order accuracy in time in the algebraic variable. This is due to the fact that without (4.13) the accuracy of the stiffness (or algebraic) variable drops to first order. Hence an extra care must be taken to properly obtain a third-order type CK IMEX R-K scheme. The derivation of condition (4.13) is reported in Appendix 1. Remark 2. It is noteworthy that if the method is stiffly accurate the assumption i,j b iωijωj2 = 0 is equivalent toω s2 = 0 and in particular it follows from (4.3) that j≥3ω sj a j1 = 0. Now, in the construction of a third-order type CK IMEX R-K scheme, we first search schemes with four internal stages. In order to be able to design such a method we require to solve the system of equations from 1. to 4. with the condition (4.3) and the assumption (4.13). Unfortunately there are not third order four stage schemes satisfying the previous assumptions. This is formally stated in the following. 
In order to state the proposition one can prove easily by trivial computational that it is possible to obtain several contradictions. There is a total of 5 coefficients to determine: γ, c 2 , c 3 , b 3 and a 32 . We require that the conditions (4.14a), (4.14b) are satisfied simultaneously and as consequence from (4.14a) we consider a 32 = 0 with a 31 = c 3 − γ.
The resulting reduced system (4.14) can be computed as follows: a) 
Then, there is a total of 16 coefficients to be determined: the 10 coefficients, c 2 , c 3 ,
, γ for the implicit part and 6 coefficientsã 32 ,ã 42 ,ã 43 , a 52 ,ã 53 ,ã 54 for the explicit one. In order to determine the 10 coefficients of the implicit scheme, we use the following conditions. 1. Assumption 3. . In particular, we have a 21 = c 2 −γ = γ. Using the third formula in (4.16b), the second and third one in (4.16a) and (4.16d), we compute b 3 , b 4 , a 42 and a 43 as functions of c 3 and c 4 and b 1 by (4.16a). Finally, by using the condition (4.16c) and substituting the quantities computed above b 1 , a i1 , for i = 3, 4 and a 43 , by algebraic manipulations, we obtain:
in function of γ. Then we have only two free parameters γ and c 4 . Now, in order to determine what are the optimal values for a good choice of the parameter γ, we, explicitly, give the formula for the polynomial (4.10), with s = 5. Then, we have with s − 1 = 4 and order p ≥ s − 2 = 3,
Therefore, A-(and hence L-)stability means that all the coefficients of E(y) must be non-negative and, then, we obtain the following interval (see [11] In this section we investigate numerically the convergence rate for a wide range of parameter ε. To this aim we apply to several test problems the IMEX R-K scheme introduced in Sect. 3 and the new schemes introduced in Sect. 4. Numerical convergence rate is calculated by the formula
where E ∆t1 and E ∆t2 are the global error computed with step ∆t 1 and ∆t 2 = ∆t 1 /2. The convergence rates for the different schemes are reported in the tables. Before introducing some numerical examples, we start to suppose that the initial data of our test problems lie on a suitable manifold that allows smooth solutions even in the limit of infinite stiffness, and that the step size ∆t ε . In fact, arbitrary initial data introduce in the solution a fast transient. One possibility to overcome this difficulty is simply to ensure that the numerical scheme resolves the transient phase by taking time step ∆t ε in the first few steps. Then, the following results are obtained assuming that the transient phase is over. A simple way to avoid the presence of the so-called initial layer, is to suitably choose the initial data in such a way that the initial layer does not form. This is obtained by using the so-called well-prepared data, as outlined below. Consider a linear system with stiff relaxation source term [19] 
with ε > 0 and a constant. An expansion in ε can be performed directly at the level of the system (5.2), by using the so-called Chapman-Enskog expansion. Consider a formal expansion of the solution to system (5.2) in the form 
This equation is formally obtained as ε → 0 and is called relaxed equation.
The first order correction to the leading term approximation is obtained as follows.
The equation (5.2b), to zero the order in ε, gives
which gives
The equation (5.2a), to first order, gives
By keeping first order terms in the expansion (5.3) and neglecting second and higher order terms, one has
and obtain
The second equation in (5.4) is a convection-diffusion equation with viscosity coefficient ν = ε(1 − a 2 ). This equation is dissipative if ν ≥ 0, i.e., |a| ≤ 1 (subcharacteristc condition of Liu [15] for (5.2)). Motivated by this analysis we perform an accuracy test for the test problems considering well-prepared initial data. Then, concerning the test problem (5.2), we have considered a periodic smooth solution and well-prepared initial data by u(x, 0) = sin(2πx) and v(x, 0) = v 0 (x, 0)+ v 1 (x, 0), where v 0 (x, 0) = au(x, 0) and v 1 (x, 0) = (a 2 −1)∂ x u 0 . We set a = 0.5 and the final time is t = 0.2. The system is integrated for x ∈ [0, 2]. The second test problem is the Broadwell model equations
Here ε represents the mean free path of particles. The dynamical variables ρ and m are the density and the momentum, respectively, while z represents the flux of the momentum. As ε → 0, z is given by a local Maxwellian distribution
and we are in the fluid dynamic limit, satisfying the equation
with u = m/ρ. We have considered a periodic smooth solution with initial wellprepared data given by
. Periodic boundary conditions are imposed. In our computations we used the parameters a ρ = 0.3, a u = 0.1, L = 20 and we integrate the equation for t ∈ [0, 30]. Finally, we present other numerical results obtained concerning situation in which hyperbolic system with relaxation plays a major role in applications. In fact, we consider as third test problem that was used by Shi Jin in [13] :
with the well-prepared initial data given by h(0, x) = 1 + 0.2 sin(8πx) and w(0, x) = w 0 +εw 1 with
2 ). The results have been obtained for fixed ∆x. Our test problems are computed with coarse grids (∆x, ∆t ε), that do not resolve the small scales, and high accuracy in space is obtained by finite difference discretization with Weighted Essentially Non Oscillatory (WENO) reconstruction, [20] , [17] . Discussion. Concerning our numerical experiments, we have constructed several IMEX R-K schemes of type CK considering different values of γ in interval (4.18) and we have obtained several schemes that qualitatively have shown a good accuracy behavior. Different values of the parameter γ in (4.18) with a reasonable large stability domain has been considered and we report only the most relevant values for the different test problems that guaranteed a good behavior about the accuracy on the whole range of the parameters ε. This values are reported in the different tables presented in this article. In particular we have chosen the values of γ = γ 2 and γ =γ withγ = 0.43586652150845 because γ 2 guarantees the largest stability domain corresponding to the stability function (4.11), (see Fig. 4.1) , whereas γ =γ is the same value used in the IMEX R-K schemes introduced in Section 3. All these values are a good choice because the SDIRK scheme is L-stable. We report in appendix only the values of the coefficients for the schemes with γ = γ 2 and γ =γ. In order to identify the schemes derived in this article we name this new scheme BHR(s, ρ, p), where the triplet (s, ρ,p) characterizes the number s of the stages of the implicit part, ρ the number of the stages of the explicit one and p the order of the scheme. The coefficients of these schemes are displayed in the Appendix 2. First we compare MARS (3, 4, 3) and MARK3(2)4L [2] SA schemes, with the ARS (3,4,3) , [1] , and ARK3(2)4L [2] SA, [7] (see Table 5 .1). Tables show the corresponding convergence rate in L ∞ -norm. Different norms give essentially the same results.
We have obtained an improvement for the convergence of the different stiff components. In fact, for the first problem we have increased the convergence rate for sufficiently stiff parameters (ε < 10 −4 ), namely when ε → 0. These results show a third-order accuracy for small and large values of ε and note that for intermediate values of the parameter ε (10 −4 < ε < 10 −2 ) we have a slight deterioration of the accuracy. In a similar way, it is possible to improve the convergence of variable z in the Broadwell model (see Figures 5.1 and 5.2 ) and for the w variable in the shallow water. Now we show that the new third order scheme have better uniform accuracy in ε. Investigating the numerical convergence rate of this scheme for a whole range of ε.
As it is evident, from the In the rest of the section we show that the lack of accuracy of the schemes for intermediate values of the stiffness parameter is consistent with a theoretical analysis. In order to obtain these results in a general setting, we consider the singular perturbation problem y = f (y, z) εz = g(y, z), (5.8) with 0 < ε 1 where f and g are sufficiently differentiable. We are mainly interested in smooth solutions of (5.8) which are of the form
where y i (t) and z i (t) are ε-independent functions. We suppose that the initial values lie on a suitable manifold that allows smooth solutions even in the limit of infinite stiffness. We remark that a sequence of differential algebraic systems arises in the study of problem (5.8). In [2] , Boscarino showed that the problem (5.8) give us the possibility of studying the dependence of the global error on the stiffness parameter ε, valid as ε < ∆t. In fact, we may expand the global error in power of ε and show that the coefficients of the global error are the global errors of the IMEX R-K schemes applied to a differential algebraic system of different index.
Concerning Eq. (5.8), the global error satisfies ∆y n = ∆y
with ∆y n = y n − y(t n ) and ∆z n = z n − z(t n ) where ∆y
.. are the global errors of the scheme applied to differential-algebraic system of different index whereas O(ε 3 ), O(ε 3 /∆t) are the estimates on the remainder. By imposing additional order conditions obtained by matching the exact solution and the numerical solution at various orders in ε, we produce an error which is more uniform in ε. To do that, in [3] , we imposed that the IMEX R-K scheme is of a given order p for the hierarchy of differential-algebraic systems (e.g., index 1 and 2). In order to explain the lack of accuracy, we start observing that, for ε > ∆t, classical analysis can be used to estimate the error. In fact, the classical global error is of order O(∆t/ε) p . As both estimates about the global error have to be satisfied, we can write, for example for the z-component We put the order of the scheme p = 3. Now, the balance in the arguments of the right hand side of equation (5.11) gives that: 1) about the algebraic variable z, the dominant term, in the worse case when ∆t ε, is O(ε 3 /∆t) and then we have which gives ε ≈ ∆t 2 3 , so to get the maximum error O(∆t). 2) In a similar way, for the differential variable y, the dominant term is O(ε 3 ), which gives a maximum error O(∆t) 3 2 . These results state that the third order schemes can degrade up to first order in the worst case, for example for the z-component (such case is observed in Fig. 3 and 4) . Notice, however, that this is a lower bound for the convergence rate. In many case a better behavior is observed. For example for BHR (5, 5, 3) scheme, in a neighborhood of γ =γ, the error is more uniform. 7. Conclusion IMEX R-K schemes are introduced for application to hyperbolic systems with relaxation. Additional conditions up to the third-order are provided to improve the accuracy of several schemes with respect to the stiffness parameter ε. For instance, MARK3(2)4L [2] SA and MARS (3, 4, 3) schemes are slightly more efficient in the limit of ε = 0 than the ARK3(2)4L [2] SA and ARS (3, 4, 3) ones. Construction of a third order accurate IMEX R-K scheme is presented and numerical tests on several hyperbolic systems with relaxation term reveal better behaviors for this new scheme called BHR (5, 5, 3) , than other ones presented in the literature. As it is evident from the figures and tables the BHR(5,5,3) schemes with γ = γ 2 , is third order accurate for small and large values of ε, and there is a slight deterioration of the accuracy in the intermediate regime. This lack of the accuracy for intermediate values of the stiffness has been explained through a theoretical analysis. A scalar stability analysis has also shown that the value of γ = γ 2 has the largest stability domain with respect to the other values in the interval (4.18). However, numerical stability is not the central issue here. We remark that a stability analysis for IMEX schemes applied to stiff systems has been performed by Higueras et al., see [9] , using contractivity and monotonicity properties and concept of algebraic stability for additive R-K methods. Finally, concerning the asymptotic limit as ε → 0, this new scheme becomes good (high order) approximation of the equilibrium equations, i.e, it has the correct asymptotic limit.
