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a b s t r a c t 
Several recently developed identification techniques for structural VAR models are based 
on the assumption of non-Gaussianity. So-called independence based identification pro- 
vides unique structural shocks (up to scaling and ordering) under the assumption of at 
most one Gaussian component. While non-Gaussianity of certain interesting shocks ap- 
pears rather natural, not all macroeconomic shocks in the system might show this clear 
difference from Gaussianity. Identifiability can be generalized by noting that even in the 
presence of multiple Gaussian shocks the non-Gaussian ones are still unique. Consequently, 
independence based identification allows to uniquely determine the (non-Gaussian) shocks 
of interest irrespective of the distribution of the remaining system. Furthermore, studying 
settings close to normality or with multiple Gaussian components highlights the perfor- 
mance of normality diagnostics and their applicability to decide on the identifiability of 
the structural shock components. In an illustrative five dimensional model the identified 
monetary policy and stock price shock confirm the results of previous studies on the mon- 
etary policy asset price nexus. 
© 2018 The Author. Published by Elsevier B.V. on behalf of EcoSta Econometrics and 
Statistics. 
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( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
 
 
 
 
 
 
 
 
 
 
 
 1. Introduction 
Structural vector autoregressive (SVAR) models are frequently applied to identify the fundamental economic driving
forces in macroeconomic systems. In this framework, diverse approaches aim at tracing macroeconomic variables back
to orthogonal shocks (see Kilian and Lütkepohl, 2017 , for an overview). While the identification procedures handle non-
uniqueness of the structural matrix by building on certain statistical or economic assumptions, the views on the adequacy
of these restrictions are diverging. Under Gaussianity, additional economic restrictions help to reduce the set of orthogonal
structural shocks, derived by any decomposition of the covariance matrix, to those in line with common economic beliefs
( Sims, 1980; Blanchard and Quah, 1989; Faust, 1998; Uhlig, 2005 ). In difference, in a non-Gaussian setting such uncorre-
lated structural shocks can still incorporate diverse forms of dependence. In order to separate the shocks and the associ-
ated responses completely, independent component analysis (ICA) methods uniquely identify the structural matrix under
non-Gaussianity. Approaches of this type base on the prominent theorem of Comon (1994) which indicates the existence
of a unique structural matrix if the model contains at most one Gaussian structural shock. Associated independent struc-
tural shocks can, for instance, be identified by ranking alternative (recursive) systems by means of dependence measuresE-mail address: simone.maxand@helsinki.fi
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Fig. 1. Kernel density estimate of the change in stock prices in 1971–2007. The kernel density estimate is derived by R command 
plot(density(diff(sp)) , for a more detailed description of the data see Section 4 . The density of a normal distribution with mean and variance es- 
timated from the sample of stock price returns is added (red line). (For interpretation of the references to color in this figure legend, the reader is referred 
to the web version of this article). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (e.g., Moneta et al. (2013) ; Herwartz (2018) ), or by applying non-Gaussian (quasi) maximum likelihood estimation (e.g.,
Gouriéroux et al. (2017) ; Lanne et al. (2017) ). Taking into account the non-Gaussian nature of the underlying data, these
identification techniques are flexible in the sense that they refrain from the imposition of additional restrictive assumptions
on the data or the economic relation between the variables. 
When applying a structural VAR model the analyst is mostly interested in studying the responses to certain shocks
only. For instance, the interplay between monetary policy and the stock market has been analyzed widely by means of
SVAR techniques see, (e.g., Lütkepohl and Netšunajev (2017) ). The distribution of the change in stock prices, estimated
by a kernel density in Fig. 1 (cf. Chiu et al. (2016) ), leads to the rather natural assumption that an unanticipated stock
price shock comes from a non-Gaussian distribution. We consider the forecast error variance decomposition (FEVD) of
stock prices to conclude that non-Gaussianity of the first differences of stock prices implies non-Gaussianity of the as-
sociated shock. The FEVD indicates that the variation in stock prices is mostly explained by a shock in the same vari-
able. In difference to stock price shocks, other macroeconomic variables might be more ‘balanced’ in that they follow
a distribution which is closer to Gaussianity (e.g., a supply or demand shock). In order to identify only parts of a sys-
tem (which contains ‘balanced’ and ‘unbalanced’ variables), we allow the K -dimensional vector of structural shocks εt 
to contain 1 < k 1 < K Gaussian components. In this setting, neither Gaussianity implies independence of all shocks nor
ICA methods can just identify the whole system. A straightforward application of the identification methods mentioned
above is thus not possible. However, we show that the K –k 1 non-Gaussian components of εt can still be uniquely iden-
tified by ICA methods. This result introduces flexibility by allowing for partial identification of the system after di-
agnosing (non-)Gaussianity of the structural shocks to be identified. Especially, when the effect of only certain struc-
tural shocks is of interest (and they are non-Gaussian), the distribution of the remaining system is irrelevant for their
identification. 
For the application of partial or full identification based on non-Gaussianity the verification of the underlying assump-
tions, i.e., Gaussianity of the structural shocks, is essential. The pioneering works which introduce non-Gaussian identifica-
tion of SVAR models do not pursue this issue further. But in the sense of part identification, characterizing the distribution
of the structural shocks enables to decide which shocks can be assumed as non-Gaussian and, thus, identifiable. Compli-
cating this issue, the structural shocks are not directly assessable from the data in practice but rather rely on the applied
identification scheme. In the following, we describe two strategies to overcome this difficulty and study their suitability
to decide on normality by means of a simulation study. More precisely, we investigate the performance of normality tests
for structural shocks close to a Gaussian distribution and in the case of multiple Gaussian components. The results of the
simulation study hint at the applicability of the tests for evaluating the identifying assumptions. 
Furthermore, we illustrate partial identification by investigating the interdependence between US monetary policy and 
stock prices. Commonly, a multivariate system including macroeconomic indices is used to study this relationship (see,
e.g., Rigobon and Sack (2003) ; Bjørnland and Leitemo (2009) ). In such a setting, the analyst would mainly focus on
the identification and interpretation of the monetary policy and the stock price shock. In two sample periods based on
Bjørnland and Leitemo (2009) and Lütkepohl and Netšunajev (2017) we can identify these two shocks of interest by
means of a nonparametric dependence measure and non-Gaussian maximum likelihood estimation. This allows to draw
inferences on the interdependence between monetary policy and stock prices even without fully identifying the whole
system. For identification of the SVAR models we apply the implementation of the techniques in the R package svars
( Lange et al., 2018 ). 
In Section 2 , we describe the model setting and the identification techniques for at most one and multiple Gaussian com-
ponents. Section 3 discusses methods to determine the number of Gaussian structural shocks in more detail. Section 4 con-
tains the estimation results for the five dimensional macroeconomic model to study the interdependence between monetary
policy and stock prices. Section 5 concludes. 
S. Maxand / Econometrics and Statistics 16 (2020) 55–68 57 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 2. Model and identification 
We consider a K -dimensional VAR model formulated as 
y t = c t + A 1 y t−1 + · · · + A p y t−p + u t , 
= c t + A 1 y t−1 + · · · + A p y t−p + B ε t = μ + 
∞ ∑ 
i =0 
i B ε t−i t = 1 , . . . , T , (1)
where c t is a vector (or matrix) of deterministic terms, y t is K ×1 dimensional, and A 1 , . . . , A p and i are K ×K matrices.
For paraphrasing (1) we assume causality of the model, i.e., det (z)  = 0 for all | z | ≤1 with (z) = ∑ ∞ i =0 i z i and 0 = I K .
Reduced form residuals correspond to error terms u t ∼ (0, u ) with non-singular covariance matrix u = B B ′ . The main
interest of the following study is the identification of the non-unique covariance decomposition B and the associated struc-
tural shocks ε t = B −1 u t with E(ε t ) = 0 and ε = B −1 u B −1 = I K . Furthermore, we assume the process of structural shocks
εt to be serially uncorrelated. Refraining from this assumption might, on the one hand, directly lead to a non-Gaussian
shock series and would, on the other hand, complicate the following study of normality diagnostics. For instance, Bai and
Ng (2005) consider an extension of the Jarque–Bera test robust under serial correlation and, for instance, Fiorentini et al.
(2004) state that the JB test is robust under most types of conditional heteroskedasticity. While this is not covered in the
subsequent simulation study, it might be noteworthy that in the presence of (higher order) dependencies in the error series
more robust normality diagnostics might be studied instead. Furthermore, the chosen identification techniques are more or
less restrictive in their assumptions on the error distribution and partly allow to deal with more general error distributions
in a nonparametric sense (see their description in Section 2.1.1 ). 
Numerous approaches for proper identification of B are present in the SVAR literature relying on either statistical or eco-
nomic a-priori assumptions (for a textbook treatment of SVARs see ( Kilian and Lütkepohl, 2017 )). In the following, we focus
on data-driven methods which impose certain assumptions on the distribution of the multivariate error terms but avoid re-
strictive economic assumptions. The literature on statistical identification subdivides into two main parts: the identification
by means of heteroskedasticity of the error terms (e.g., Rigobon (2003) ; Lanne and Lütkepohl (2008) ) and identification tech-
niques which exploit the non-normality of structural shocks (e.g., Moneta et al. (2013) ; Lanne et al. (2017) ; Gouriéroux et al.
(2017) ). While the two approaches differ in their underlying distributional assumptions, both aim at unique identification. It
might be noteworthy that when considering macroeconomic data both assumptions, heteroskedasticity and non-Gaussianity,
might appear reasonable. We focus on identification based on non-Gaussianity in the next subsection and the corresponding
underlying assumptions in Section 3 . 
2.1. Identification based on non-Gaussianity 
The group of so-called non-Gaussian or independence based identification applies results from independent component
analysis (ICA) to identify SVAR models. For the vector of reduced form errors u t ∈ R K in (1) , ICA aims at determining the
structural matrix B for which the components of B −1 u t = ε t are independent. Following the fundamental result of Comon
(1994) , the matrix B can be uniquely identified up to column signs and ordering by allowing the vector of independently
distributed structural shocks ε t to contain at most one Gaussian component ε t , k . For illustration, we provide a two dimen-
sional example for the proof of Comon’s theorem. 
Example 1. Consider a system u t = B ε t where matrix B is supposed to be unique up to permutation and scaling if the
components of εt are independent. Uniqueness implies that between two vectors ε1 t and ε2 t with independent components
the only orthogonal transformation ε 1 t = Cε 2 t corresponds to C = P with diagonal matrix  and permutation matrix P . This
in turn means that ICA cannot distinguish between B C and B or in other words ε t = ( B C) −1 u t also comprises independent
components. Let us illustrate the proof of the uniqueness of B in a two dimensional system: 
Let ε 1 t = (ε 1 t, 1 , ε 1 t, 2 ) ′ and ε 2 t = (ε 2 t, 1 , ε 2 t, 2 ) ′ be vectors with independent components ε 1 t,k , ε 2 t,k ∈ R , k = 1 , 2 , of which
at most one is Gaussian. The vector ε1 t is transformed into ε2 t by an orthogonal matrix C , i.e., (
ε 1 t, 1 
ε 1 t, 2 
)
= 
(
c 11 c 12 
c 21 c 22 
)(
ε 2 t, 1 
ε 2 t, 2 
)
= 
(
c 11 ε 2 t, 1 + c 12 ε 2 t, 2 
c 21 ε 2 t, 1 + c 22 ε 2 t, 2 
)
. 
In general, if the orthogonal matrix C differs from P , it is supposed to contain two non-zero entries in at least two dif-
ferent columns ( Comon, 1994 ). In the two dimensional system this implies that all c ik  = 0 , i, k = 1 , 2 . However, for indepen-
dent ε 1 t, 1 = c 11 ε 2 t, 1 + c 12 ε 2 t, 2 and ε 1 t, 2 = c 21 ε 2 t, 1 + c 22 ε 2 t, 2 , the summand ε2 t , k is Gaussian if c 1 k c 2 k  = 0 (following Darmois’
theorem (1953) which is stated in Theorem 19 of Comon (1994) ). As we have c 12 c 22  = 0 and c 11 c 21  = 0, this implies that both
ε 2 t ,1 and ε 2 t ,2 are Gaussian contradicting the assumption of at most one Gaussian component. Thus, C = P and B is unique
up to permutation and scaling. 
Non-Gaussian identification techniques all rely on the basic theorem of Comon (1994) but apply different methodologies
to arrive at the identified structural matrix. In the following, we describe two techniques for unique identification in the
case of one Gaussian component, i.e., based on non-Gaussian maximum likelihood estimation ( Lanne et al., 2017 ) and a
nonparametric dependence criterion (following Matteson and Tsay (2017) ). Subsequently, when generalizing this setting to
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 multiple Gaussian components in Section 2.1.2 , we can derive that the non-Gaussian part of the system is still uniquely
identified. 
2.1.1. Identification with at most one Gaussian structural shock 
Moneta et al. (2013) have adopted ICA to determine optimal variable orderings in recursive systems of non-Gaussian
structural shocks. However, the a-priori focus on triangular schemes appears restrictive in an economic context. Determin-
ing the underlying distribution family a-priori, Lanne et al. (2017) apply a non-Gaussian maximum likelihood function of
independent shocks to determine least dependent shocks and thereby, to identify the associated matrix B . This approach
maximizes the joint density of independent non-normally distributed variables ε t,k , k = 1 , . . . , K, following density f k . The
component densities f k each depend on (possibly distinct) parameter values λk . In the following, f k corresponds to the fam-
ily of Student’s t -distributions with λk degrees of freedom (cf. Lanne et al. (2017) ). Furthermore, to have a unit diagonal the
matrix of structural parameters B (β) is column-wise normalized by the corresponding standard deviation σ k . The vector β
collects the vectorized off-diagonal elements of the standardized matrix B (β) . 
With these conventions maximum likelihood (ML) estimation of B proceeds in two steps. In the first step, least squares
estimates ˆ ut are estimated from the VAR model. We apply the two-step ML estimation procedure rather than simultaneous
estimation of the residuals and structural parameters as this might be demanding even for medium dimensions K and time
series of moderate length ( Lanne et al., 2017 ). Based on the estimated ˆ ut , the log-likelihood 
L T (β, σ, λ) = T −1 
T ∑ 
t=1 
l t (β, σ, λ) , (2) 
where 
l t (β, σ, λ) = 
K ∑ 
k =1 
log f k (σ
−1 
k 
ι′ k B (β) 
−1 ˆ ut ;λk ) − log det ( B (β)) −
K ∑ 
k =1 
log σk (3) 
is maximized with respect to the parameter vector ( β ′ , σ , λ) ′ comprising standard deviations σ = (σ1 , . . . , σK ) , the struc-
tural parameter vector β and the component specific distribution parameters λ = (λ′ 
1 
, . . . , λ′ 
K 
) ′ . After multiplication with
the transposed k th unit vector, denoted ι′ 
k 
, the structural shocks are ˆ εt,k = σ−1 k ι′ k B (β) −1 ˆ ut . With ML estimates ˜ σ and ˜ β
the matrix B is estimated as ̂ B ML = B ( ˜  β) diag ( ˜  σ ) . Extending this setting to an unknown underlying distribution the QML
estimation in Gouriéroux et al. (2017) can be seen as an extension. 
Moreover, nonparametric dependence measures provide an alternative tool for identification avoiding any restrictive as- 
sumption on the distribution of εt . In this work, we rely on the so-called distance covariance of Székely et al. (2007) applied
in the course of ICA by Matteson and Tsay (2017) . Diverse alternative criteria have been studied in preliminary analyses
where especially the Cramér-von Mises distance turns out as a robust alternative to measure dependence nonparametrically
(see, e.g., Herwartz and Maxand (2018) , further results are available on request). The set of possible decompositions of the
least squares covariance estimator B (θ ) = DQ(θ ) is defined with respect to Choleski factor D and the vector of rotation an-
gles θ of the Givens matrices Q ( θ ). We estimate the covariance matrix by least squares and different decom positions evolve
by drawing from the set of all rotation angles θ . Accordingly, the distance covariance U T ( ˆ  εt (θ )) can be calculated from
ˆ εt (θ ) = B (θ ) −1 ˆ ut where ˆ ut are the least squares residuals. Minimization of the distance covariance ˆ θ = argmin θ U T ( ˆ  εt (θ ))
consequently determines the estimated matrix ̂ B = B ( ˆ  θ ) and the associated least dependent shocks ˆ εt ( ˆ  θ ) . For details on
the exact minimization procedure and the empirical definition of the dependence measure we refer to Matteson and Tsay
(2017) . In this study, we apply the function steadyICA from the R package steadyICA ( Risk et al., 2015 ) to determine Q( ˆ  θ )
and thus, ̂ B dCov = B ( ˆ  θ ) . 
2.1.2. Identification with multiple Gaussian structural shocks 
More generally, let the vector εt contain 1 ≤ k 1 ≤K Gaussian random variables. If the number of Gaussian components
exceeds one, i.e. k 1 > 1, matrix B can no longer be uniquely identified and consequently, the structural shocks ε t = B −1 u t 
cannot be separated by means of ICA (see Example 1 ). However, by an intuitive generalization of Comon’s theorem the
K − k 1 non-Gaussian components of εt remain unique. We formulate this result in the following proposition for two random
vectors ε 1 , ε 2 ∈ R K , representative for vectors with independent components not distinguishable by means of ICA. Within
these vectors the Gaussian components are ordered first. As illustrated in Example 1 for at most one Gaussian component,
the orthogonal matrix which relates ε 1 and ε 2 corresponds to a product of a permutation matrix and a diagonal matrix. The
following proposition states that this still holds true for the non-Gaussian part while the Gaussian part is related by means
of a general orthogonal matrix. 
Proposition 1. Let ε1 be a vector with independent components of which only w.l.o.g. the first k 1 components are Gaussian. Let C
be an orthogonal K ×K matrix and ε 2 = Cε 1 such that the first k 1 entries of ε2 are Gaussian. The components of ε2 are mutually
independent if and only if C = 
(
Q 0 
0 P 
)
where matrix Q is an orthogonal k 1 × k 1 matrix,  is a (K − k 1 ) × (K − k 1 ) diagonal
matrix and P is a permutation matrix. 
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 The proof is given in Appendix A.1. Previously, Boscolo et al. (2002) applied mutual information minimization for an
alternative proof of Comon’s theorem and its subsequent extension to multiple Gaussian components. In difference, we draw
on the original of Comon (1994) to directly derive at the respective extension in Proposition 1 . In the following, we apply
the two identification techniques described in Section 2.1.1 to models with several Gaussian structural shocks. Statistical
properties as, e.g., consistency under multiple Gaussian components transfer to the subsample of non-Gaussian variables.
Leaving the formal derivation aside we assume that the first k 1 > 1 columns of, e.g., ̂ B dCov (if Gaussian components are
ordered first) are not uniquely determined as the Gaussian variables cannot be distinguished ( Hyvärinen et al., 2001 ). In
contrast, the remaining K − k 1 columns of ̂ B dCov are unique. In this sense, for at most one Gaussian component ( k 1 = 1 ) all
columns of ̂ B dCov are unique. It might be noteworthy that alternative independence based identification procedures besides
those applied here (e.g., Herwartz (2018) ; Gouriéroux et al. (2017) ) equivalently lead to part identification of the system. 
3. The number of Gaussian structural shocks 
Independence based identification, as described in Section 2.1 , bases on the assumption of non-Gaussianity of the struc-
tural shocks εt . Deciding on the number of Gaussian structural components is therefore essential for the applicability of
these techniques. In theory, the uniqueness of matrix B allows to directly assess normality of the associated structural shocks
ˆ εt = B −1 ˆ ut based on the estimated reduced form errors ˆ ut . Complicating this pre-evaluation in practice, the estimated struc-
tural shocks additionally depend on the identification procedure, e.g., ˆ εdCov ,t = ̂  B −1 dCov ˆ  ut . Consequently, for the evaluation of
Gaussianity the identification techniques have to be applied first, leading rather to a post- than a pre-evaluation. In this
sense, the uniqueness of non-Gaussian shocks enables to verify the identifying assumptions a posteriori, but the identified
shocks might suffer from poor performance of the identification techniques in small samples and close to normality. In the
following, we describe two approaches and analyze their actual applicability to test for normality of structural shocks in
practice. 
3.1. Tests for Gaussian structural shocks 
First, we apply component-wise normality tests to the estimated structural shocks ˆ εdCov ,t and ˆ εML ,t in a straightforward
way. Second, as an alternative, we describe a test for interesting, i.e., non-Gaussian, components which has arisen from the
ICA literature ( Nordhausen et al., 2016 ). The simulation study in Section 3.2 investigates small sample properties of these
normality tests subsequently. 
3.1.1. Component-wise tests for Gaussian structural shocks 
There is a variety of alternative uni- and multivariate tests for normality present in the literature. A selection is, for
instance, implemented in the R package normtest ( Gavrilov and Pusev, 2015 ). We continue by studying the widely used
Jarque–Bera (JB) test. However, the following considerations are equivalently applicable to alternative tests on normality
(resulting in respective test-specific size and power properties). Performing separate univariate JB tests provides evidence
on Gaussianity of the structural shocks derived from non-Gaussian identification, e.g. ˆ εdCov ,t or ˆ εML ,t . The JB test statistic for
shock component k = 1 , . . . , K formulates as 
JB (ε kt ) = 
T 
6 
[
b 2 1 ,k + 
(b 2 ,k − 3) 2 
4 
]
, b 1 ,k = 
1 
T 
∑ T 
t=1 (ε kt − ε¯ k ) 3 
1 
T 
( 
∑ T 
t=1 (ε kt − ε¯ k ) 2 ) 3 / 2 
, b 2 ,k = 
1 
T 
∑ T 
t=1 (ε kt − ε¯ k ) 4 
1 
T 
( 
∑ T 
t=1 (ε kt − ε¯ k ) 2 ) 2 
, (4)
where ε¯ k = 1 T 
∑ T 
t=1 ε kt . For instance, the separate JB statistics are JB ( ˆ  εdCov ,kt ) for the vector of corresponding estimated struc-
tural shocks ˆ εdCov ,t . From consistency of the identified structural matrix ̂ B dCov , the consistency of ˆ εdCov ,t and its third and
fourth moments follows directly. Consequently, J B ( ˆ  εdCov ,kt ) 
p → J B (ε kt ) , T → ∞ . This analogously holds for the structural shock
components arising from identification by means of non-Gaussian ML, JB ( ˆ  εML ,kt ) . Under the null hypothesis of the JB test
the structural shocks exhibit a Gaussian distribution. Thus, if the null hypothesis is rejected and the correct number of non-
Gaussian shocks has been imposed (see the discussion at the beginning of this section), we can directly assume that the
associated shock can be uniquely identified by means of ICA following the results of Section 2.1.2 . 
3.1.2. Tests for Gaussian structural shocks based on fourth order blind identification 
Besides the straightforward component-wise tests on normality, we consider techniques based on fourth order blind
identification (FOBI) which have evolved in the course of non-Gaussian component analysis (NGCA) to isolate non-Gaussian
from Gaussian components. Following Nordhausen et al. (2017) , these tests base on FOBI tracing the vector of reduced form
errors back to Gaussian and non-Gaussian sources. FOBI uses the moments 
S 1 = E((u − E(u ))(u − E(u )) ′ ) and S 2 = E(r 2 (u − E(u ))(u − E(u )) ′ ) , 
where r 2 = (u − E(u )) S −1 
1 
(u − E(u )) ′ . The matrix D defined by B S 2 B ′ = D, where B is the structural matrix derived by FOBI,
contains the eigenvalues of the matrix R = S −1 / 2 
1 
S 2 S 
−1 / 2 
1 
. If the component εkt is Gaussian, the corresponding eigenvalue of
R equals d k = K + 2 . Assuming independence of the components of ε t = B −1 u t ∼ (0 , I K ) and that the fourth moments of the
non-Gaussian components differ from three, the null hypothesis to decide on the dimension of the non-Gaussian subspace of
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Table 1 
Distributional setting of the two and three dimensional simulation study. 
Two dimensional Three dimensional 
ε1 t (5) χ
2 (5) t (5) χ2 (5) ε1 t (5) t (5) 
ε2 t (5) χ
2 (5) N (0 , 1) N (0 , 1) ε2 t (5) N (0 , 1) 
ε3 N (0 , 1) N (0 , 1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 structural components states that k 1 eigenvalues of the matrix R equal K + 2 , i.e., k 1 shocks follow a normal distribution. In
the R package ICtest , Nordhausen et al. (2016) have implemented several versions to decide on the number of non-Gaussian
components. We apply the version implemented in the function FOBIboot which uses a bootstrap procedure and denote
the statistic which tests the null hypothesis of k 1 Gaussian components by F OBIboot( ˆ  ut , k 1 ) . For further details on the test
and the implementation we refer to Nordhausen et al. (2017) and the manual of the R package ( Nordhausen et al., 2016 ). 
It might be noteworthy that the component-wise JB tests on Gaussianity of the structural shocks and the application of
one overall test for Gaussian components provide a test decision derived under different significance levels. Either four sep-
arate tests on a certain level are performed or one single test helps, for instance, to decide about two Gaussian components
on one level. However, both approaches are more reliable the larger the sample size as they more strongly suffer from poor
performances of FOBI or the two identification techniques in small samples. The following simulation study highlights these
properties in more detail. 
3.2. Testing for normality of structural shocks in finite samples 
The described characteristics of the tests for Gaussian structural shocks hold asymptotically. In finite samples, power
deficiencies might result from estimation uncertainty of the structural matrix and/or from inferior power of the particular
test itself. 
3.2.1. Simulation setting 
Firstly, a two dimensional simulation setting is supposed to clarify the basic properties of the tests under several distri-
butions. Furthermore, we use a stylized three dimensional setting to highlight the test characteristics in the presence of one
and two Gaussian components. 
For the bivariate framework, we adopt the simulation setting from Gouriéroux et al. (2017) and generate bivariate vectors
of independent error terms ε t = (ε 1 t , ε 2 t ) , t = 1 , . . . , T . First, the vector of ‘true’ structural shocks εt is drawn from two
independent univariate Student’s t -distributions with df = 5 degrees of freedom and χ2 -distributions with df = 5 degrees
of freedom. In a second step, one of the components follows a standard normal distribution, i.e., (ε 1 t , ε 2 t ) ∼ (t(5) , N (0 , 1))
and (ε 1 t , ε 2 t ) ∼ (χ2 (5) , N (0 , 1)) . We consider three different sample sizes T = 10 0 , 20 0 , 50 0 . The reduced form errors u t
are then obtained by premultiplying the structural (rotation) matrix 
B 0 = 
(
cos (θ0 ) − sin (θ0 ) 
sin (θ0 ) cos (θ0 ) 
)
with rotation angle θ0 = −π/ 2 to the vector of structural shocks, i.e., u t = B 0 ε t . From the generated vector of reduced form
errors we obtain estimated structural shocks from the two identification techniques described above, i.e., ˆ εt = ̂  B dCov u t and
ˆ εt = ̂  B ML u t . The non-uniqueness of the structural matrix with respect to its column order inhibits to record the test result
for the same structural component each. Therefore, we choose out of all alternative column orderings and signs the one
for which the Frobenius distance between the matrix estimator and B 0 is minimized. The associated structural shocks are
subject to normality testing by means of the JB test statistic in (4) . Furthermore, we apply the FOBI test on the resulting
vector of reduced form errors u t . 
We extend this setting in a straightforward way to obtain a set of three dimensional error terms. The components of
the three dimensional vector ε t = (ε 1 t , ε 2 t , ε 13 t ) , t = 1 , . . . , T , are drawn from one dimensional t (5) and standard normal
distributions, i.e., ε t ∼ (t(5) , N (0 , 1) , N (0 , 1)) and ε t ∼ (t(5) , t(5) , N (0 , 1)) . Subsequently, we generate reduced form errors
u t by multiplying a rotation matrix B 0 to the structural shocks which is defined as 
B 0 = 
( 
1 0 0 
0 cos (θ0 ) − sin (θ0 ) 
0 sin (θ0 ) cos (θ0 ) 
) ( 
cos (θ0 ) 0 − sin (θ0 ) 
0 1 0 
sin (θ0 ) 0 cos (θ0 ) 
) ( 
cos (θ0 ) − sin (θ0 ) 0 
sin (θ0 ) cos (θ0 ) 0 
0 0 1 
) 
, 
where θ0 = −π/ 2 as before. The derivation of the test results proceeds analogously to the bivariate setting. The distributional
settings of the two and three dimensional cases are summarized in Table 1 . 
3.2.2. Simulation results 
We document the empirical power of the tests JB ( ˆ  εdCov ,t ) , JB ( ˆ  εML ,t ) and F OBIboot( ˆ  ut , k 1 ) based on R = 10 0 0 iterations
and display the power of the JB test of ‘true’ structural shocks JB ( εt ) as a reference. Furthermore, we record the mean
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Table 2 
Power of the JB and FOBI test for 2-dim. structural shocks; MSE of identification techniques. 
JB ( ˆ εdCov ,t ) JB ( ˆ εML ,t ) JB ( εt ) F OBIboot( ˆ ut ) MSE 
T ˆ εdCov , 1 t ˆ εdCov , 2 t ˆ εML , 1 t ˆ εML , 2 t ε1 t ε2 t k 1 = 2 k 1 = 1 dCov ML 
( t (5), 100 .541 .514 .682 .636 .637 .627 .807 .320 .309 .117 
t (5)) 200 .753 .736 .883 .868 .852 .877 .956 .623 .299 .076 
500 .969 .972 .998 .995 .997 .995 1.00 .978 .277 .043 
( χ2 (5), 100 .937 .946 .919 .917 .991 .983 .756 .279 .109 .167 
χ2 (5)) 200 .993 .997 .988 .990 1.00 1.00 .943 .602 .063 .115 
500 1.00 1.00 .999 1.00 1.00 1.00 .999 .948 .028 .067 
( t (5), 100 .503 .103 .689 .074 .651 .055 .550 .041 .338 .163 
N (0 , 1) ) 200 .646 .155 .869 .060 .860 .042 .776 .039 .342 .113 
500 .869 .231 .986 .043 .997 .035 .992 .036 .334 .066 
( χ2 (5), 100 .884 .090 .886 .084 .985 .050 .514 .048 .172 .209 
N (0 , 1) ) 200 .981 .080 .965 .075 1.00 .043 .775 .053 .110 .169 
500 1.00 .103 .998 .106 1.00 .065 .976 .044 .063 .116 
Power of the JB test for ˆ εt = ̂  B −1 dCov ˆ ut and ˆ εt = ̂  B −1 ML ˆ ut and the ‘true’ vector of structural shocks εt calculated based on 
R = 10 0 0 iterations; power of the test F OBIboot( ˆ ut , k 1 ) for the null hypothesis of k 1 = 2 and k 1 = 1 Gaussian compo- 
nents; MSE of ̂  B dCov and ̂  B ML . 
Table 3 
Power of the JB and FOBI test for 3-dim. structural shocks; MSE of identification techniques. 
JB ( ˆ εdCov ,t ) JB ( ˆ εML ,t ) JB ( εt ) 
T ˆ εdCov , 1 t ˆ εdCov , 2 t ˆ εdCov , 3 t ˆ εML , 1 t ˆ εML , 2 t ˆ εML , 3 t ε1 t ε2 t ε3 t 
( t (5), 100 .870 .856 .096 .924 .939 .083 .902 .915 .043 
t (5), 200 .977 .952 .077 .989 .990 .068 .987 .987 .048 
N (0 , 1) ) 500 1.00 1.00 .047 1.00 1.00 .042 1.00 1.00 .042 
( t (5), 100 .818 .129 .108 .925 .116 .129 .899 .065 .057 
N (0 , 1) , 200 .954 .091 .092 .996 .095 .091 .994 .045 .053 
N (0 , 1) ) 500 .998 .079 .084 1.00 .089 .072 1.00 .055 .047 
F OBIboot( ˆ ut ) MSE 
T k 1 = 3 k 1 = 2 k 1 = 1 dCov ML 
( t (5), 100 .735 .262 .046 .193 .124 
t (5), 200 .935 .570 .049 .116 .078 
N (0 , 1) ) 500 1.00 .951 .053 .048 .042 
( t (5), 100 .466 .039 .019 .260 .229 
N (0 , 1) , 200 .740 .052 .022 .218 .204 
N (0 , 1) ) 500 .975 .057 .021 .183 .195 
Power of the JB test for ˆ εt = ̂  B −1 dCov ˆ ut and ˆ εt = ̂  B −1 ML ˆ ut and the ‘true’ vector of structural shocks εt calculated based on 
R = 10 0 0 iterations; power of the test F OBIboot( ˆ ut , k 1 ) for the null hypothesis of k 1 = 3 , k 1 = 2 and k 1 = 1 Gaussian 
components; MSE of ̂  B dCov and ̂  B ML . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 squared error (MSE) of the estimated matrix which is represented by its Frobenius distance to the matrix B 0 leaving poten-
tial scaling and ordering of the columns unconsidered. The results of the two and three dimensional settings are presented
in Tables 2 and 3 , respectively. 
First of all, the last two columns of Tables 2 and 3 display the MSE of the identification techniques, i.e. the Frobenius
distance between B 0 and ̂ B dCov and ̂ B ML . The resulting values indicate the performance of both identification techniques
and, especially, the consistency for increasing sample size (decreasing MSE for increasing T ). Overall, their performance is
inferior for distributions closer to normality where results for t (10)-distributed structural shocks, presented in Appendix A.2,
reveal this even clearer. Along these lines, the MSE of identification by means of the distance covariance is not decreas-
ing in the sample of (t(5) , N (0 , 1)) -distributed structural shocks. In the three dimensional setting, however, this technique
performs better. Recalling that identification based on the non-Gaussian likelihood applies the density of a t -distribution,
the likelihood is misspecified under χ2 -distributed shocks. This is reflected in a higher MSE in small samples compared to
identification by means of the nonparametric dependence measure. Nevertheless, the estimator is still consistent in large
samples (in line with the results of Gouriéroux et al. (2017) ). Furthermore, it might be worth mentioning that the identifi-
cation based on nonparametric dependence measures shows superior performance compared to the ML estimator in distinct
settings differing from homogeneous distributions or in higher dimensions ( Herwartz, 2018 ). 
The first three column pairs of Table 2 display the power of the JB test for the two structural components identified
by dCov and ML and for the ‘true’ structural shocks, respectively. The results for the true shocks εt represent the power
properties of the JB test itself. Its performance improves in larger samples and for distributions away from normality. This
well-known feature of the test should serve as a reference for the results in the first two pairs of columns. Therein, we
retrieve the characteristics of the two identification techniques already observed in the MSE. The power of the normality test
increases with increasing sample size. The test results based on structural shocks derived from non-Gaussian ML estimation
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 almost conform with the ones of the JB test on the original sample and mostly even outperform it. This might indicate
that the degree of freedom is slightly underestimated in course of the ML estimation. While the identification by means of
the distance covariance causes lower power for the corresponding JB test, its power is able to keep up with the alternative
technique in large samples and performs especially well in the case of the χ2 -distribution. 
Table 2 furthermore records the power of the test F OBIboot( ˆ  ut , k 1 ) for k 1 = 2 and k 1 = 1 . On the one hand, the test
rejects the hypothesis of two as well as one Gaussian components with increasing power approaching 1 for T = 500 for the
homogeneous two dimensional setting. On the other hand, in the further two samples including one normally distributed
component it correctly rejects that there are two Gaussian components with increasing power and rejects the true null
hypothesis of one Gaussian component in only around five percent of the cases. 
The results for the three dimensional setting in Table 3 are in line with these findings. The performance of identifica-
tion based on the distance covariance appears better in this setting of higher dimension. Furthermore, both identification
techniques result in increasing power of their associated JB test for larger t -distributed samples and decreasing size for the
normally distributed components. As already observed in the two dimensional case, the test performance is inferior for set-
tings closer to normality. The results of the test F OBIboot( ˆ  ut ) indicate that it correctly indicates the number of Gaussian
components with a high probability. 
Overall, the results indicate consistency of the identification techniques and that the ML procedure only causes low
power losses in testing for normality of structural shocks. Having in mind the power properties of the JB test itself, the
identification methods are practicable to test for normality of the unknown structural shocks especially for dimensions larger
than two. It might be noteworthy that the identification by means of the distance covariance shows inferior performance
in case of a t -distribution but might be favorable if the underlying distribution is unknown. Still the results should be
interpreted with caution if the sample is close to normality. In this situation, it might be useful to rely additionally on
alternative tests or techniques (as, e.g., QQ-plots) to decide on normality of the structural shocks taking into account the
different characteristics of non-normality. How to follow these steps in order to verify the identifying assumptions of (full
or part) non-Gaussian SVAR identification is further illustrated in the next section. 
4. Identifying non-Gaussian shocks: the monetary policy asset price nexus 
The interdependence between monetary policy and stock prices is widely studied in macroeconometrics. While diverse
empirical models have been applied, the literature’s consensus argues for a model which leaves the causal direction between
monetary policy and stock prices unrestricted allowing for a two direction channel of transmission. The following study
is mainly based on the five dimensional (S)VAR model of Bjørnland and Leitemo (2009) , who apply short- and long-run
identifying restrictions, and the one of Lütkepohl and Netšunajev (2017) , who use heteroskedasticity for identification in an
analogue extended sample. We apply the two previously discussed identification schemes based on the distance covariance
and a t -distributed likelihood function to a VAR model as in (1) with monthly US data of y t = (d cpi t , d c t , q t , sp t , f f r t ) where
dcpi t is the annual change in log consumer prices, dc t is the annual change in the log commodity price index, q t is the
linearly detrended log industrial production index, sp t is the log of the S&P500 Composite Index and ffr t is the federal funds
rate. We study two time periods 1983M1–2002M12 and 1971M1–2007M6 (according to Bjørnland and Leitemo (2009) and
Lütkepohl and Netšunajev (2017) , respectively). Most series are from the St. Louis FRED database, while the stock price index
was obtained from the FRED MD project website ( McCracken and Ng, 2016 ). 
In order to investigate the monetary policy asset price nexus the main interest is the identification and interpretation
of the monetary policy and the stock price shock. Thus, the identification of any further shocks and their impact might
be of secondary interest. Illustrating the previous sections, non-Gaussianity of the two shocks of interest would enable
their unique identification. We first derive the results of the normality tests and conclude identifiability of the shocks.
Furthermore, we briefly discuss the resulting impulse response functions and their validity in terms of previous studies. In
the following, we focus on the normality diagnostic and the discussion of the resulting impulse response functions (IRFs)
is rather given to complete the study. While we mainly remain with a technical interpretation here, we refer to Herwartz
et al. (2018) (who discuss the results of the distance covariance identification) for a more detailed discussion of the monetary
policy asset price nexus. 
4.1. Normality diagnostics and identifiability 
Tables 4 and 5 display the results of normality tests for the short and the extended time period, respectively. The nor-
mality tests are applied to structural shocks derived from the respective identification techniques (where a t -distribution is
used for the non-Gaussian likelihood function) and a VAR model including an intercept and p = 6 lags in the shorter time
period (cf. Bjørnland and Leitemo (2009) ) and p = 3 lags in the longer time period (cf. Lütkepohl and Netšunajev (2017) ).
Bjørnland and Leitemo (2009) originally estimate the model based on p = 4 lags. However, they show robustness of the
results for a higher number of lags in their appendix. In this framework, remaining serial correlation might be avoided. 
The separate univariate JB tests hint at non-normality of at least three shocks with associated p -values of 0.0 0 0. For
the second and the fourth structural shock ˆ ε2 and ˆ ε4 we might handle the test decision more carefully. The JB dCov results
indicate that these two shocks are Gaussian on a level of 5% (with respective p -values of 0.09 and 0.56). In difference, JB ML 
suggests that one shock is Gaussian and the other one is at least close to normality. When validating these results with the
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Table 4 
JB and FOBI test results for structural shocks from sample 1983M1–2002M12. 
ˆ ε1 ˆ ε2 ˆ ε3 ˆ ε4 ˆ ε5 H 0 : k 1 = 1 k 1 = 2 k 1 = 3 
JB dCov 58.512 4.626 104.304 1.016 132.255 FOBIboot 0.716 125.94 1596.9 
p − v al dCov 0.0 0 0 0.090 0.0 0 0 0.563 0.0 0 0 p − v al 0.930 0.473 0.005 
JB ML 55.838 23.640 102.164 2.243 120.669 
p − v al ML 0.0 0 0 0.002 0.0 0 0 0.290 0.0 0 0 
Separate JB test results for ˆ εdCov ,t and ˆ εML ,t for sample 1983M1–2002M12 (left-hand side table). Tests on non- 
Gaussian components in ˆ ut : we cannot reject that there are k 1 = 1 and k 1 = 2 Gaussian components at a reasonable 
significance level but we can reject that there are k 1 = 3 Gaussian components. 
Table 5 
JB and FOBI test results for structural shocks from sample 1971M1–2007M6. 
ˆ ε1 ˆ ε2 ˆ ε3 ˆ ε4 ˆ ε5 H 0 : k 1 = 1 k 1 = 2 k 1 = 3 
JB dCov 82.030 98.164 44.353 110.857 18459 FOBIboot 239.57 1616 4241 
p − v al dCov 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 p − v al 0.129 0.005 0.005 
JB ML 80.715 113.434 37.437 111.460 12843 
p − v al ML 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 
Separate JB test results for ˆ εdCov ,t and ˆ εML ,t for sample 1971M1–2007M6 (left-hand side table). Tests on non-Gaussian 
components in ˆ ut : we can reject that there are k 1 = 2 and k 1 = 3 Gaussian components but we cannot reject that 
there is k 1 = 1 Gaussian component at a reasonable significance level. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 test on non-Gaussian components we find that the hypothesis of two Gaussian components cannot be rejected in the present
sample. Following the power and size properties displayed in the simulation study, we would, on the one hand, argue to rely
on the FOBI test results in favor of two Gaussian shocks. On the other hand, we would prefer the identification based on the
non-Gaussian likelihood over the one based on distance covariances indicating one Gaussian shock in the present sample.
Our overall assertion is merely that we should be aware of the potential Gaussian distribution of the two structural shocks. It
remains questionable why the tests lead to ambiguous results for shock ˆ εt . Along these lines, we note that differences in the
test results might be caused by correlation between the error terms, heteroskedasticity or an inhomogeneous distribution
over time leading to differing size and power properties of the tests. Most importantly, as we find out below, the two
shocks of interest, i.e. the monetary policy and the stock price shock, correspond to the non-Gaussian ones and thus, are
identifiable. 
For the extended sample we find non-normality of all shocks by both versions of the JB test and with the help of the
FOBI test we can reject that there are two Gaussian components. More specifically, the FOBI test indicates one Gaussian
component. Based on the high significance it seems less critical to believe in non-Gaussianity of the underlying structural
shocks. This leads to full identification of the system by means of non-Gaussian identification methods in the extended
sample. 
4.2. Bootstrap techniques 
To examine the instantaneous and dynamic feedback relations of the identified shocks, standard errors and confidence
intervals are obtained from evaluating the so-called moving bootstrap samples ( Brueggemann et al., 2016 ). The moving
block bootstrap is supposed to provide asymptotically valid inference under conditional heteroskedasticity of unknown form
and thus, useful in case of an unknown underlying error distribution. The results depend on the chosen block length  < T
determining the number of blocks n = T / . These ( K ×  )-dimensional blocks M i, = ( ̂  u i +1 , . . . , ̂  u i +  ) , i = 0 , . . . , T − , are laid
randomly end-to-end together to obtain the bootstrap residuals u ∗1 , . . . , u 
∗
T . From the centered residuals, the bootstrap time
series are constructed recursively as 
y ∗t = ̂  νt + ̂  A 1 y ∗t−1 + ̂  A 2 y ∗t−2 + · · · + ̂  A p y ∗t−p + u ∗t , t = 1 , . . . , T . (5)
For the error terms ˆ u∗t estimated from (5) we determine the bootstrap covariance decomposition by ̂ B ∗∗ = ̂ 1 / 2 u ̂ −1 / 2 ˆ u∗ ̂ B ∗.
Here, ̂ B ∗ corresponds to the decomposition of ̂  ˆ u∗ derived by the described identification procedures. The matrices ̂ 1 / 2u 
and ̂ 1 / 2 
ˆ u∗ are symmetric eigenvalue decompositions of 
̂ u and ̂  ˆ u∗ , respectively. Thus, ̂  B ∗∗ decomposes the covariance matrix̂ u allowing to compare the bootstrap decomposition directly with ̂ B . Subsequently, we determine the order and sign of the
columns of ̂ B ∗∗ such that the Frobenius distance to ̂ B is minimal. 
4.3. The effects of identified monetary policy and stock price shocks 
The normality diagnostics from Section 4.1 , the subsequent identification and the calculation of bootstrap confidence
intervals (using the respective functions implemented in the R package svars , Lange et al. (2018) ) enables the interpre-
tation of the identified system. Based on the identification techniques, we arrive at a structural matrix which is unique up
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Fig. 2. Response to stock price and monetary policy shocks for time period 1983M1–2002M12 ( ˆ εdCov ). IRFs implied by the stock price (upper panel) and 
monetary policy shocks (lower panel) in ˆ εdCov for time period 1983M1–2002M12. The panels show the point estimates and 16% and 84% quantiles. 
Fig. 3. Response to stock price and monetary policy shocks for time period 1983M1–2002M12 ( ˆ εML ). IRFs implied by the stock price (upper panel) and 
monetary policy shocks (lower panel) in ˆ εML for time period 1983M1–2002M12. The panels show the point estimates and 16% and 84% quantiles. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 to signed permutations. To label the columns and the resulting shocks properly we apply so-called ‘magnitude restrictions’.
More precisely, we label the first and the fifth shock ˆ ε1 and ˆ ε5 as the stock price and monetary policy shock, respectively,
as they show the highest impact on the associated variables. In case of the monetary policy shock this is even the only
significant response the interest rate shows to the whole set of shocks on impact. This labeling is further supported by the
respective forecast error variance decompositions displaying that the variations in the variables are mainly caused by the
associated shocks. For a further discussion we point at the study in Herwartz et al. (2018) . (Therein, the authors discuss the
meaningfulness of the FEVD by referring to studies as, e.g., Bernanke et al. (2005) . With respect to our study it might be
noteworthy that the normality tests have indicated that these two shocks are non-Gaussian. The responses to the identified
monetary policy and stock price shock displayed in Figs. 2 and 3 are based on data for time period 1983M1–2002M12 and
identification by means of the distance covariance and non-Gaussian ML, respectively. Figs. 4 and 5 show the analogous
results for time period 1971M1–2007M6. (The impulse response functions of all shocks are also available from the author
on request.) 
Overall, we discover quite robust impulse response functions which are broadly in line with those of Bjørnland and
Leitemo (2009) . Focusing on the effect of the stock price shock (upper panel) and the monetary policy shock (lower panel)
on the stock prices (leftmost) and the federal funds rate (rightmost) the results over the different identification procedures
and time periods slightly differ in their magnitude and significance. The most notable difference might be in the response
of stock prices to an interest rate shock where we can find an instantaneous negative impact in the larger time period but
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Fig. 4. Response to stock price and monetary policy shocks for time period 1971M1–2007M6 ( ˆ εdCov ). IRFs implied by the stock price (upper panel) and 
monetary policy shocks (lower panel) in ˆ εdCov for time period 1971M1–2007M6. The panels show the point estimates and 16% and 84% quantiles. 
Fig. 5. Response to stock price and monetary policy shocks for time period 1971M1–2007M6 ( ˆ εML ). IRFs implied by the stock price (upper panel) and 
monetary policy shocks (lower panel) in ˆ εML for time period 1971M1–2007M6. The panels show the point estimates and 16% and 84% quantiles. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 no significance overall in the shorter sample. Considering the effect of the two shocks on other variables we mainly face
insignificance and more wiggly responses in the smaller sample which might be caused by the choice of the lag length
as well as inferior performance of the identification techniques close to normality. However, if displaying significances the
effect direction is in line with the results of the extended sample. 
For approaching the monetary policy asset price nexus, we might prefer to rely on the extended sample expecting more
precise impulse responses based on the normality tests and the sample size. As already mentioned the impulse responses
appear in line with the results in Bjørnland and Leitemo (2009) . Even if the instantaneous response of the federal funds
rate to an asset price shock seems to be not significant, we would argue in favor of an agnostic identification tool (and,
thus, against recursive identification). While the model of Lütkepohl and Netšunajev (2017) is agnostic in these terms, we
find considerable differences in the resulting impulse response functions which might hint at difficulties with the underly-
ing data structure and assumptions. A more general comparison of alternative data-driven identification techniques might
be of interest but is not further considered in the present paper. The presented impulse response functions display very
similar results when using the two alternative non-Gaussian identification techniques which might already serve as a good
indication for their robustness. Furthermore, the underlying identifying restrictions are itself not very restrictive so that the
results might be seen as a unrestricted confirmation of previous evidence on the interdependence between monetary policy
and asset prices. 
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 5. Conclusions 
Relying on a nonparametric dependence measure or non-Gaussian maximum likelihood allows for identification of non-
Gaussian SVAR models. We formulate identifiability in a more flexible way to overcome the limitations of these approaches
in the presence of multiple Gaussian structural shocks. In particular, besides identification of the whole system with at most
one Gaussian component, the non-Gaussian shocks can be identified in systems which are closer to Gaussianity. Uniqueness
of independence based identification of non-Gaussian structural shocks is proved theoretically. Extensions to higher dimen-
sional systems are straightforward and might be of special interest if the analyst aims to derive economic conclusions about
the response to specific shocks only (and these are non-Gaussian in their structural form). 
Moreover, we evaluate how to validate Gaussianity of the structural shocks by means of a simulation study. Investigat-
ing two and three dimensional settings with one and multiple Gaussian components, we find that directly combining the
identification techniques with conventional univariate normality tests enables the evaluation of the identifying assumption.
Furthermore, we discuss an alternative test based on forth order blind identification evolving from the ICA literature which
also shows satisfying power and size properties. We, however, argue for a more careful interpretation of the results if the
test outcomes are close to normality. 
We further study the characteristics of the identification techniques and normality diagnostics in a five dimensional
macroeconomic VAR model. We revisit the studies of Bjørnland and Leitemo (2009) and Lütkepohl and Netšunajev
(2017) gaining conclusive insights on the monetary policy asset price nexus on two different time horizons. The mone-
tary policy and stock price shock are uniquely identified in the smaller sample starting in 1983. However, for inferences
on the monetary policy asset price nexus we advocate to consider the extended time period because the non-Gaussianity
of the structural shocks and the larger sample size allow to estimate the structural matrix more accurately. Based on both
samples, we derive at impulse responses which support the claims of Bjørnland and Leitemo (2009) . 
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Appendix 
A.1 Proof of the proposition 
Proof of Proposition 1. “⇐ ” The proof of this implication is straightforward and, therefore, omitted. 
“⇒ ” We reformulate the K ×K matrix C block wise by setting 
C = 
(
C 1 C 2 
C 3 C 4 
)
, 
where for instance, C 1 is a k 1 × k 1 matrix. Consequently, the first k 1 Gaussian entries of ε2 correspond to ε 2 , 1 , ... ,k 1 =(
C 1 C 2 
)
ε 1 . 
Suppose that one of the entries of the second block matrix C 2 would differ from zero. Following Lemma 9 of
Comon (1994) , the entry in ε1 which is related to ε 2 , 1 , ... ,k 1 by this non zero entry in C 2 is Gaussian. This contradicts the
assumption that the last K − k 1 components of ε2 are non-Gaussian. Thus, C 2 = 0 k 1 ,K−k 1 and C 1 projects the first k 1 variables
of ε1 onto the first k 1 components of ε2 , i.e. ε 2 , 1 , ... ,k 1 = C 1 ε 1 , 1 , ... ,k 1 . Assuming that the components of ε1 are independent
and its first k 1 entries are normally distributed, matrix C 1 corresponds to an orthogonal matrix Q to preserve independence
of the components in ε 2 , 1 , ... ,k 1 = Qε 1 , 1 , ... ,k 1 (see, for instance, Hyvärinen et al. (2001) ). 
The matrix C is assumed to be orthogonal, i.e. C C ′ = I K . Setting C 2 = 0 k 1 ,K−k 1 and C 1 = Q the block wise formulation of
this product corresponds to 
C C ′ = 
(
C 1 C 2 
C 3 C 4 
)(
C ′ 1 C ′ 3 
C ′ 2 C ′ 4 
)
= 
(
C 1 C 
′ 
1 + C 2 C ′ 2 C 1 C ′ 3 + C 2 C ′ 4 
C 3 C 
′ 
1 + C 4 C ′ 2 C 3 C ′ 3 + C 4 C ′ 4 
)
= 
(
Q Q ′ QC ′ 3 
C 3 Q 
′ C 3 C ′ 3 + C 4 C ′ 4 
)
. 
Accordingly, all entries of the block matrices C 3 Q 
′ and QC ′ 3 need to equal zero in order to obtain the identity matrix, C C ′ = I K .
As Q is orthogonal it has full rank. It follows C 3 Q 
′ = 0 K−k 1 ,k 1 and QC ′ 3 = 0 k 1 ,K−k 1 if and only if C 3 = 0 K−k 1 ,k 1 with 0 K−k 1 ,k 1 and
0 K−k ,k corresponding to the (K − k 1 ) × k 1 and k 1 × (K − k 1 ) zero matrices, respectively. 1 1 
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 Hence, the product CC ′ can be written as 
C C ′ = 
(
Q Q ′ 0 
0 C 4 C 
′ 
4 
)
. 
Lastly, we consider the second part of ε2 to determine the last block matrix C 4 , i.e. ε 2 ,k 1 +1 , ... ,K = 
(
0 C 4 
)
ε 1 . Matrix
C 4 maps the non-Gaussian entries of ε1 to the non-Gaussian entries of ε2 . Thus, this is an application of Comon’s theorem:
for independent components in ε2 , the matrix C 4 is the product of a diagonal and a permutation matrix P following the
derivations in Theorem 11 of Comon (1994) . Finally, 
C = 
(
Q 0 
0 P 
)
and C C ′ = 
(
Q Q ′ 0 
0 (P )(P ) ′ 
)
= 
(
I k 1 0 
0 I K−k 1 
)
= I K . 

A.2 Additional table 
Table 6 
Power of the JB test for ˆ εt = ̂  B −1 dCov ˆ ut and ˆ εt = ̂  B −1 ML ˆ ut and the ‘true’ vector of structural shocks εt calculated based 
on R = 10 0 0 iterations; MSE of ̂  B dCov and ̂  B ML . 
T JB ( ˆ εdCov ,t ) JB ( ˆ εML ,t ) JB ( εt ) FOBIboot MSE 
ˆ εdCov , 1 t ˆ εdCov , 2 t ˆ εML , 1 t ˆ εML , 2 t ε1 t ε2 t k = 1 k = 2 dCov ML 
100 .237 .240 .383 .358 .313 .318 .376 .060 .366 .192 
t (10) 200 .341 .336 .516 .513 .440 .478 .584 .156 .374 .155 
500 .532 .523 .771 .757 .759 .751 .886 .506 .373 .103 
t (10)/ 100 .223 .076 .375 .077 .321 .053 .227 .029 .378 .244 
norm 200 .323 .083 .510 .081 .471 .047 .359 .041 .384 .222 
500 .419 .112 .674 .075 .732 .042 .656 .053 .394 .203 
References 
Bai, J., Ng, S., 2005. Tests for skewness, kurtosis, and normality for time series data. J. Bus. Econ. Stat. 23 (1), 49–60. doi: 10.1198/073500104000000271 . 
Bernanke, B.S. , Boivin, J. , Eliasz, P. , 2005. Measuring the effects of monetary policy: a factor-augmented vector autoregressive (favar) approach. Q. J. Econ.
120 . 
Bjørnland, H.C. , Leitemo, K. , 2009. Identifying the interdependence between US monetary policy and the stock market. J. Monet. Econ. 56 (2), 275–282 . 
Blanchard, O.J. , Quah, D. , 1989. The dynamic effects of aggregate demand and supply disturbances. Am. Econ. Rev. 79 (4), 655–673 . 
Boscolo, R. , Pan, H. , Roychowdhury, V.P. , 2002. Beyond Comon’s Identifiability Theorem for Independent Component Analysis. Springer, pp. 1119–1124 . 
Brueggemann, R. , Jentsch, C. , Trenkler, C. , 2016. Inference in vars with conditional heteroskedasticity of unknown form. J. Econ. 191, 69–85 . 
Chiu, C.-W. J., Mumtaz, H., Pinter, G., 2016. Var models with non-Gaussian shocks. Centre for Macroeconomics (CFM) Discussion Paper No 1609. 
Comon, P. , 1994. Independent component analysis, a new concept? Signal Process. 36 (3), 287–314 . 
Faust, J. , 1998. The robustness of identified var conclusions about money. Carnegie–Rochester Conference Series on Public Policy 49 (1), 207–244 . 
Fiorentini, G., Sentana, E., Calzolari, G., 2004. On the validity of the Jarque–Bera normality test in conditionally heteroskedastic dynamic regression models.
Econ. Lett. 83 (3), 307–312. doi: 10.1016/j.econlet.2003.10.023 . 
Gavrilov, I., Pusev, R., 2015. Normtest: tests for the composite hypothesis of normality. R package version 1.1. 
Gouriéroux, C. , Monfort, A. , Renne, J.-P. , 2017. Statistical inference for independent component analysis: application to structural var models. J. Econ. 196,
111–126 . 
Herwartz, H. , 2018. Hodges–Lehmann detection of structural shocks – an analysis of macroeconomic dynamics in the euro area. Oxford Bull. Econ. Stat . 
Herwartz, H., Maxand, S., 2018. Nonparametric tests for independence: a review and comparative simulation study with an application to malnutrition data
in india. Stat. Pap. doi: 10.10 07/s0 0362- 018- 1026- 9 . 
Herwartz, H., Maxand, S., Rohloff, H., 2018. Lean against the wind or float with the storm? Revisiting the monetary policy asset price nexus by means of a
novel statistical identification approach. Cege dicussion papers (354). 
Hyvärinen, A. , Karhunen, J. , Oja, E. , 2001. Independent Component Analysis. John Wiley & Sons . 
Kilian, L. , Lütkepohl, H. , 2017. Structural Vector Autoregressive Analysis. Cambridge University Press . Forthcoming. 
Lange, A., Dalheimer, B., Herwartz, H., Maxand, S., 2018. svars: data-driven identification of SVAR models. R package version 1.1.2. 
Lanne, M. , Lütkepohl, H. , 2008. Identifying monetary policy shocks via changes in volatility. J. Money Credit Bank. 40 (09), 1131–1149 . 
Lanne, M. , Meitz, M. , Saikkonen, P. , 2017. Identification and estimation of non-Gaussian structural vector autoregressions. J. Econ. 196 (2), 288–304 . 
Lütkepohl, H. , Netšunajev, A. , 2017. Structural vector autoregressions with smooth transition in variances. J. Econ. Dyn. Control 84, 43–57 . 
Matteson, D.S. , Tsay, R.S. , 2017. Independent component analysis via distance covariance. J. Am. Stat. Assoc. 112, 623–637 . 
McCracken, M.W. , Ng, S. , 2016. Fred-md: a monthly database for macroeconomic research. J. Bus. Econ. Stat. 34 (4), 574–589 . 
Moneta, A. , Entner, D. , Hoyer, P.O. , Coad, A. , 2013. Causal inference by independent component analysis: theory and applications. Oxford Bull. Econ. Stat. 75
(5), 705–730 . 
Nordhausen, K., Oja, H., Tyler, D. E., Virta, J., 2016. ICtest: estimating and testing the number of interesting components in linear dimension reduction. R
package version 0.2. 
Nordhausen, K., Oja, H., Tyler, D.E., Virta, J., 2017. Asymptotic and bootstrap tests for the dimension of the non-Gaussian subspace. IEEE Signal Process. Lett.
24 (6), 887–891. doi: 10.1109/LSP.2017.2696880 . 
Rigobon, R. , 2003. Identification through heteroskedasticity. Rev. Econ. Stat. 85, 777–792 . 
Rigobon, R. , Sack, B. , 2003. Measuring the reaction of monetary policy to the stock market. Q. J. Econ. 118 (2), 639–669 . 
68 S. Maxand / Econometrics and Statistics 16 (2020) 55–68 
 Risk, B.B., James, N.A., Matteson, D.S., 2015. steadyICA: ICA and Tests of independence via multivariate distance covariance. R package version 1.0. 
Sims, C.A. , 1980. Macroeconomics and reality. Econometrica 48 (1), 1–48 . 
Székely, G.J., Rizzo, M.L., Bakirov, N.K., 2007. Measuring and testing dependence by correlation of distances. Ann. Stat. 35 (6), 2769–2794. doi: 10.1214/
0 090536070 0 0 0 0 0505 . 
Uhlig, H. , 2005. What are the effects of monetary policy on output? results from an agnostic identification procedure. J. Monet. Econ. 52 (2), 381–419 . 
