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Abstract 
Scientific visualisation is used as an aid in data analysis, to assist 
in steering computations, and to facilitate the understanding of 
complex models and processes. Achieving interaction with visual 
representations is highly desired but often requires large comput-
ing resources. Special-purpose architectures can provide the per-
formance required but do not scale linearly with data size and 
dimension. Current interactive visualisation software also lacks 
portability across the different high-performance platforms and 
re-usability towards new applications. 
We base this work on image-space algorithms for the visualisation 
of surfaces and volumes. We address scalability and portability 
for interactive visualisation by exploiting a general class of 
emerging data-parallel high-performance architectures. Our 
algorithms are based on the data-parallel SIMD model, and are 
integrated within a general framework that offers flexibility , port-
ability and re-usability. We attempt to capture these generic 
advantages while maintaining performance. The key principles 
are the decomposition of multi-dimensional spatial transforma-
tions into one-dimensional core components and the reduction of 
the transformation fidelity problems to generic well-posed resam-
pling problems. This approach results in the separation of compu-
tation and communication requirements which forms one of the 
keys in achieving portability. Also critical is the ability for core 
resampling operations to be efficient, flexible and capable of han-
dling discontinuities present in the data. The framework we build 
takes advantage of these principles and is demonstrated on widely 
used visualisation algorithms for surface and volume viewing. 
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1 INTRODUCTION 
1.1 Scientific visualisation requirements and approaches 
"The ability of scientists to visualize complex computations and simulations is 
absolutely essential to insure the integrity of analyses, to provoke insights and 
to communicate those insights with others." [McCormick et al., 1987] 
Scientific visualisation is playing an important role in helping analyse, understand 
and explore increasing large and complex data sets and monitor complex modelling pro-
cesses. It is becoming an important tool in supporting decision making in many fields. 
Data sources 
Increasing quantities of sensed data with advances in instrumentation and sensing 
devices and increasing complexity in computer modelling are creating new challenges 
for data collection, processing, management and understanding. Increasing levels of res-
olution in spatial, spectral and temporal domains add to the quantity of data. 
NASA provides a good example of the challenge ahead of us which involves the dis-
ciplines of astrophysics, earth sciences, planetary sciences, space physics, life sciences 
and microgravity. By the turn of the century they will have to be able to handle 5000 
times the annual volume of data gathered by all spacecraft only a decade ago [Green and 
Halem, 1990]. This is in part a result of advances in instrumentation and the larger num-
ber of missions planned for the nineties. The data will amount to hundreds of terabytes in 
the nineties, followed with thousands of terabytes into the next century. Data rates of dif-
ferent instruments used by NASA support these numbers: synthetic aperture radar (300 
Mb/s), high-resolution infrared sensor (300 Mb/s), thematic mapper/multilinear array 
(85 Mb/s), several types of spectrometers from infrared to ultraviolet (2-30 Mb/s) and 
telescopes (2-10 Mb/s). NASA represents only part of the total data collection and many 
other organizations are involved. 
Increases in data resolution and dimensionality have taken place in many fields. In 
remote sensing, for example, new sensing devices are capable of acquiring high resolu-
tion images in several hundred spectral bands. 
Another major source of data arises from modelling physical phenomena 
[Patrikalakis, 1991]. In science and engineering, social science, finance and many other 
fields, computational modelling has become an important way of exploring and testing 
new ideas and theories. As supercomputer simulations become more common, not only 
will there be more modelling done but also greater modelling complexity will be achiev-
able. There are a wealth of other modelling tools that will become necessary with the 
advent of affordable supercomputing; these should all benefit from the availability of 
visualisation. 
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Common to many of these large data sets are their discrete and empirical nature, and 
their multi-dimensional structure along spatial, spectral and temporal dimensions with 
constantly increasing resolutions. Their high frequency contents demand that care be 
taken in handling and processing them to maintain reliability in the information process-
ing. These data sets are particularly well-suited to image-space approaches [Carlbom et 
al., 1991]. 
Interactive visualisation requirements 
"Interactivity, a tool that enables scientists to steer computations. It will enrich the 
process of scientific discovery, lead to new algorithms, and change the way scientists do 
science" [McCormick et al., 1987]. 
Interactivity is a very powerful mechanism that allies our capacity to analyse and 
desire to manipulate, which in tum facilitates data exploration and understanding. The 
challenge lies in our ability to handle large data sets and generate reliable visual repre-
sentations (for example as surfaces and volumes). 
Interactivity relies on high capacity storage, powerful processing and high bandwidth 
display components. Interactive visualisation frameworks should perform efficiently and 
be portable across various architectures. If interactivity is to be maintained on progres-
sively larger data sizes or complex models, an approach that allows us to take advantage 
of the highest performance computers, and scales with increased computer resource, is 
required. Massively data-parallel computing offers performance scalable with data size if 
scalable data-parallel algorithms are used. 
Image-space approaches 
"The increase in model complexity will influence a radical change in the design of 
graphics hardware and the graphics pipeline ... the logical conclusion is that hardware 
must migrate from polygon algorithms to pixel algorithms based on true geometries." 
[Greenberg, 1991] 
Visualisation algorithms are often characterized as working either in object-space or 
image-space. With large increases in the amount of data to be handled, both from model-
ling and sensing sources, object-space visualisation systems face limitations associated 
with performance scaling, particularly when rasterization is involved. Image-space 
approaches need not suffer these constraints. This is particularly true when dealing with 
empirical data that is discrete in nature. Image-space approaches can also avoid discreti-
sation artifacts from polygonisation in a domain unrelated to the data resolution. 
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1.2 Visualisation framework 
We focus on addressing the scalability and portability issues of interactive visualisa-
tion by exploiting a general class of emerging data-parallel high-performance architec-
tures. We concentrate on the spatial transformation requirements found in several 
visualisation algorithms. Using the image-space approach, we follow the principles of 
decomposing spatial multi-dimensional transformations into one-dimensional core resa-
mpling components and reducing the transformation fidelity problems to generic well-
posed resampling problems. This technique is particularly well-suited to massively data-
parallel processing given its scope for regularizing processing and localizing data access. 
Using a data-parallel SIMD model, we integrate these components within a general 
framework which offers flexibility, portability and extensibility while maintaining per-
formance. The framework is demonstrated on widely used visualisation algorithms for 
surface and volume viewing. 
1.3 Organisation of this thesis 
Chapter 1 has introduced the major requirements underlying this work, and outlined 
the approach taken to meeting these requirements. 
Chapter 2 summarizes more fully the limitations of cun·ent visualisation algorithms 
in achieving scalable performances, data-parallel approaches, and key features of data-
parallel algorithms and architectures that determines their suitability for interactive visu-
alisation using image-space algorithms. The key aspects of these algorithms , their offer 
of a regularized domain for resampling, is then described together with relevant resam-
pling issues and the importance of flexible filtering techniques . Multi-pass algorithms, 
and their decomposition into core components, are described with their uses and out-
standing problems. 
Chapter 3 presents a framework for portable data-parallel visualisation algorithms 
designed to meet the shortcomings of existing approaches and allow flexibility in appli-
cation and implementation on different data-parallel architectures. 
Chapter 4 describes in detail the approach taken to providing flexibility in resam-
pling in the multi-pass algorithms, as well as the overall framework, describing theoreti-
cal and practical requirements and the compromises adopted. 
Chapter 5 provides an example of the developed approach for a set of surface view-
ing algorithms, with implementation on a massively data-parallel SIMD machine, and 
perlormance analysis. 
Chapter 6 extends these algorithms to handle volume viewing, with corresponding 
implementation and perlormance analysis. 
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2 RELATED WORK AND BACKGROUND 
2.1 Scientific visualisation 
Interactive visualisation of all but the simplest of data requires supercomputing lev-
els of performance and high data bandwidths. Performance and scalability requirements 
suggest the use of parallel architectures and image-space algorithms. Image-space algo-
rithms can also regularise the problem of fidelity associated with data transformations, 
allowing a consistent approach to minimising artifacts that arise from the visualisation 
process. 
This chapter expands on the reasons for choosing image-space algorithms and briefly 
considers specialised architectures that have been developed to provide high pe1for-
mance for visualisation applications. General data-parallel architectures and algorithms 
are also described, and general purpose SIMD massively data-parallel computers are 
compared with key features on which we build our framework. Particular features of the 
MasPar MP-1 that help to regularise the use of data-parallel computers are explored. 
We then treat the background to the transformation fidelity problem in more detail, 
addressing resampling in image transformations and requirements for avoiding visual 
artifacts, and describing work relevant to resampling within a data-parallel image-space 
visualisation framework. We then describe a class of image-space algorithms, multi-pass 
scanline algorithms, within which regularised data-parallel resampling can be incorpo-
rated. These algorithms have a natural mapping to massively data-parallel architectures 
and cover many image processing and visualisation operations. We use multi-pass algo-
rithms as the link between requirement for interactive visualisation, the performance 
offered by massively data-parallel architectures, and the need for a consistent framework 
for resampling. Previous work with these algorithms is summarised in this chapter. 
2.1.1 Image-space visualisation 
Visualisation and computer graphics algorithms are characterized as working either 
in object-space or image-space [Sutherland and Hodgman, 1974]. Object-space algo-
rithms (also referred to as polygon-based algorithms) manipulate geometrical objects or 
sub-objects defined within an object modelling framework. Image-space algorithms 
manipulate ( object) data samples at a picture element (pixel) or volume element (voxel) 
level and can be applied to work at the maximum available data resolution. 
Working at maximum resolution is desirable in many situations where data integrity 
must be preserved (e.g. medical imaging). Object-space algorithms often need to approx-
imate data with geometrically-based descriptions (e.g. through polygonisation). Image-
space approaches need not make such approximations thus avoiding potential discretisa-
tion artifacts. Perlormance also influences our choice; operation complexity in object-
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space approaches is often algorithm-dependent while in an image-based approach opera-
tion complexity can be data-dependent. This affects perlormance scalability of algo-
rithms when large data sets are to be used. 
2.1.2 Limitations of polygon-based algorithms 
Polygon-based algorithms in general seldom scale gracefully with data size [Green-
berg, 1991], can provide difficult resampling problems, and seldom parallelise well on 
massively data-parallel SIMD architectures. 
Object-space approaches to visualising empirical image data require modelling of the 
data using a polygonisation or tessellation approach. This can be expensive, particularly 
with large data sets. In surlace representation algorithms, object-space approaches 
approximate empirical image data as polygon mesh surlaces, as parametric surlaces, or 
as quadric surlaces. Modelling surlaces or computing connecting surlace patches is 
expensive, and manipulating them for operations such as visible-surlace determination 
can become prohibitively expensive as data size increases. Many algorithms for visible-
surlace determination do operate in object-space and require significant processing capa-
bilities resulting in the design of special-purpose architectures. 
Following the determination of visibility, shading and rasterising (or scan-convert-
ing) the patches for display is required. Rasterising transforms the geometric description 
of an image into pixels for raster-scan displays. Rasterisation includes the conversion of 
two-dimensional vectors and three-dimensional polygons (often triangles). The tech-
niques involved influence the interactivity (or update rate) and depend on image com-
plexity and display resolution. These techniques involve many difficulties particularly 
across an edge between adjacent patches or polygons or when an edge corresponds to a 
ridge in the scene (e.g. top of a hill) such that one side faces towards the light source and 
the other one away from it [Coquillart and Gangnet, 1981; Max, 1989]. The discontinui-
ties found in the shading function, or its derivatives, reveal the problems involved with 
surlace approximation and modelling. To alleviate these, higher degree interpolation is 
often required and smoothing of boundaries often done which may affect representation 
fidelity. The conversion is subject to errors which are difficult to predict since they 
depend on the image complexity [Bregt et al., 1991]. This is another reason why object-
space approaches on empirical data do not always provide a desirable solution. 
Greenberg [1991] raised another argument in support of image-space approaches. 
Size increases of complex models and sensed data are greater than the increase in display 
resolution. In an object-space approach the average number of pixels covered per poly-
gon reduces to only a few. Scan-converting such polygons requires major computations 
since most pixels cover edges. In such a situation it is preferable to work in image-space 
at maximum resolution. 
.. 
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The cumulative effect of these constraints makes interactive manipulation of large 
data sets with object-space algorithms difficult, and perlormance scalability unachiev-
able. To address these limitations we adopt an image-space approach. 
2.1.3 Specialized architectures 
The traditional approach to high performance graphics has been to use a pipelined 
"geometry engine", comprising one or more pipes of fast transformation hardware to 
perform high speed polygon/point affine transformations and scan-conversion, including 
region fill and various other options. This follows a typical graphics object modelling 
pipeline incorporating sets of viewing and other transformations. 
This kind of architecture has been widely used for problems up to tens or hundreds of 
thousands of polygons, and enormous effort has gone into finding efficient intersection 
and visibility algorithms, efficient antialiasing, and other techniques. As described ear-
lier, because in general these algorithms do not scale gracefully, it becomes increasingly 
difficult to achieve interactive perlormance as data size or complexity increase [Green-
berg, 1991]. 
Several special-purpose architectures have been designed for more generalised com-
puter graphics and image processing. Visualising volumetric images (of the order of 
gigabits for moderate spatial resolution) has been the focus of several of these architec-
tures. 
Published architectures include [Kaufman, 1990] the Voxel processor which is a 
pipeline of parallel rendering processors [Goldwasser and Reynolds, 1987], the 3DP 
which is a hierarchical pipeline of processors [Ohashi et al., 1985], the Cube architecture 
which has a skewed memory feature and three dedicated processors [Kaufman and 
Bakalash, 1988], the Insight which has an octree-based solid engine [Meagher, 1985], 
the AT&T Pixel machine which has both linear pipes and a two-dimensional array of 
digital signal processors with interlaced frame buffer [Potmesil and Hoffert, 1989], the 
Pixar machine which is composed of four specialized processors operating in parallel in 
a SIMD fashion [Levinthal and Porter, 1984], the Pixel-planes 5 which is a raster graph-
ics engine incorporating custom logic-enhanced memory chips [Fuchs et al., 1989], the 
Silicon Graphics 4D which has a higher level geometry architecture and a lower level 
pixel-parallel architecture [Akeley, 1989], and the T AAC-1 accelerator [McMillan, 
1989]. 
Each of these architectures suits a particular balance of image / object-space algo-
rithm and data-size by using specific features such as specialized inter-connection net-
works, custom-made components, specialized frame buffers, etc. In many cases, 
algorithms are developed to best exploit a specific architecture. Software portability is 
thus a problem across these different platforms making it unlikely that a generic frame-
work could be designed to run on several of them. 
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2.2 Data-parallel approaches 
Data-parallel architectures are becoming a major focus in supercomputing because 
they can potentially overcome the limitations that have been reached with scalar and vec-
tor processors. Advances in architectures and computing paradigms are complicated by 
technological and engineering constraints such as propagation delays, power dissipation 
and logic gate area [Hockney and Jesshope, 1988]. Pipelined vector computers have long 
held the supercomputer market because fast logic was more affordable than large memo-
ries and communication requirements of parallel architectures. But in the 1980's this has 
changed. The physical limits of high performance single components, such as CPUs, are 
approaching; performance improvements depend more and more on parallelism. Tech-
nology now allows easy VLSI integration of logic and memory, raising new issues about 
processor/ memory balance and communications. Overall the numbers of researchers, 
publications, and conferences are increasing while commercial systems are becoming 
mature. It is well accepted that parallelism holds the key to the future of high perfor-
mance computing. Effective exploitation of parallelism relies on developing parallel 
approaches and algorithms to problem solving. 
The hardware technology is thus maturing while the software environment still 
requires much attention. Realising that our software investment is often more significant 
that the hardware, we focus on designing and developing a software framework that can 
exploit a class of parallel architectures. 
Many visualisation algorithms can be performed using parallel processing 
approaches. In object-space, objects can form the basis for parallelisation. Parallelisation 
of object-space algorithms is dependent on the application and does not lend itself easily 
to generic approaches. Many image-space algorithms offer better parallelisation ave-
nues. In our work, we have found that data-parallel domains extracted along orthogonal 
data dimensions offer efficient parallelisation schemes; particularly with data-parallel 
architectures [Vezina and Robertson, 1991; Vezina et al., 1992c]. 
2.2.1 SIMD data-parallelism 
We focus on the SIMD (single instruction multiple data) model of data-parallelism. It 
consists of distributing the data across many processing elements. Its regular and simple 
structure provides a basis for well engineered software as we address scalability with 
respect to the data, the algorithms and the architectures. 
Several attempts have been made at classifying parallel architectures [Hockney and 
J esshope, 1981]. The Flynn nomenclature is possibly the most used [Flynn, 1972] . 
Rather than surveying the field in general, we consider system capabilities and their suit-
ability to image-space visualisation algorithms with particular emphasis on their extent, 
configuration and mode of parallelism. 
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We address key aspects of data-parallel architectures that make the machines suitable 
platforms for image-space visualisation. The desired level of parallelism, or granularity, 
is first considered. It applies to both processors and problems. Processor granularity 
refers to the relative "size" and number of the processing elements (PEs), and problem 
granularity refers to the amount of work done in parallel by each PE. Problem granularity 
is determined by considering the problem breakdown into parallel domains with respect 
to the costs involved in balancing parallelism against communication time requirements . 
Virtualisation of the number of PEs, the process of mapping more than one logical PE to / 
each physical PE, involves fragmenting local memory and complicates the usefulness of 
such measures. Efficient problem mappings onto machines depend not only on the gran-
ularity but also on the size of the memory and the power of each PE. 
To determine the desired processor granularity we estimate the problem granularity 
for image-space visualisation applications. Typical data sets range from a single image 
of between 1002 and 10K2 picture elements (pixels) to multiple images. In three-dimen-
sional data sets, volumes can range from 1()3 to 10003 volume elements (voxels). These 
large numbers, combined with the processing involved, lead us to massively data-paral-
lel architectures, i.e. fine-grained machines. Granularity and scalability issues are further 
discussed when mapping our algorithms onto a data-parallel architecture, and an analysis 
of problem-size/ machine-size combinations is also presented. 
Having focussed on massive parallelism we look at the mode of parallelism. Since 
the transformations we consider exhibit a high level of regularity on well-structured par-
allel domains, a single-instruction-multiple-data (SIMD) model is chosen. SIMD archi-
tectures can be considered, for programming, in the same way as a sequential computer 
since only one instruction is executed at any time; this eases software portability. This is 
in contrast to multiple-instruction-multiple-data (MIMD) computers in which program-
ming is often a more difficult task because communication must be handled explicitly 
and often asynchronously with any one processor instruction sequence. 
Amongst SIMD architectures, several processor array topologies exist. Many topolo-
gies allows us to exploit the regular structure of image data. These topologies consist of 
orthogonal arrays such as one-dimensional arrays (CLIP7 A [Fountain et al., 1988], 
SLAP [Fisher and Highnam, 1985]), two-dimensional arrays (ILLIACIV [Slotnick, 
1971], DAP [Reddaway, 1973], MPP [Batcher, 1980; 1985], CM-2 [Hillis, 1985], 
MasPar MP-1 [Blank, 1990]) and three-dimensional arrays ([Wavetracer, 1991]). Such a 
diversity of topologies makes generic communication approaches difficult. 
Interconnection networks play an important role in data-parallel processing. We con-
centrate on algorithms that feature predictability and regularity for communication oper-
ations. Algorithms that can exploit efficiently many kinds of networks (for the different 
topologies) including nearest-neighbour networks, cross-bars, and hypercubes are desir-
able. However, results on communication time complexity for image processing opera-
tions such as two-dimensional convolution suggest that mesh connections provide the 
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smallest communication complexity - this is mainly due to the inherent topological 
matching between a mesh network and the required two-dimensional search area of 
many algorithms [Fang et al., 1989]. 
Also, these architectures can be characterised in terms of PE autonomy in: 
addressability, 
controllability, 
connectivity. 
Autonomy in addressing allows each PE to access different locations in their local 
memory. Autonomy in control allows each PE to execute different instructions. Auton-
omy in connections allows each PE to communicate with different PEs. The first mas-
sively parallel architectures to embody some level of PE autonomy were the CLIP and 
MPP [Batcher, 1980] with the CLIP7 A architecture allowing complete addressing auton-
omy of data sources and some flexibility in selecting the function to be executed at each 
PE. 
While much emphasis has been put on hardware development, software development 
environments are less well developed and are recognized as the key to wide acceptability 
of parallel machines [Siegel, 1990]. We do not discuss the relative merits of the different 
systems. We do, however, present a software framework that takes into account the need 
for better programming support embedded with current massively parallel operating 
environments. 
2.2.2 A SIMD data-parallel architecture: the MasPar MP-1 
A series of designs and machines have been realised in the past, all with their own 
features and peculiarities. SIMD data-parallel architectures, such as the massively paral-
lel MasPar MP-1, have shown better performances than conventional vector computers 
such as the Cray on well-structured problems such as signal processing algorithms 
[Rover et al.]. 
The SIMD model, a distributed memory machine, typically consists of a set of PEs, 
each with its own local memory, an inter-PE communication scheme and a control unit. 
The control unit broadcasts instructions to all PEs, and each active PE executes these 
instructions on its local memory. Instructions are executed simultaneously. The commu-
nication scheme allows PEs to exchange data and can include an interconnection net-
work and/or shared memory. 
The MP-1 computer [Blank, 1990] contains a sequential controller machine (ACU) 
and a two-dimensional array (configurable from 322 to 1282) of PEs for data-parallel 
computation (see Figure 1). Each PE has fast access to its local memory (16KBytes/PE 
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or 64KBytes/PE). This memory can be accessed in two ways: direct addressing is used 
when every PE examines the same location in its local memory, and indirect addressing 
is used when every PE requires data from a different part of its local memory, thus pro-
viding addressing autonomy in a data-parallel context, and as a result allowing efficient 
data-value-dependent access [Tomboulian and Pappas, 1990] . 
r ..., 
ACU 
\.. 
r ..., r ., 
PEI PE2 ... PEn 
"- \.. .. \. 
Interconnection Network 
Shared Memory 
Figure 1 Data-parallel SIMD model 
Considering the interconnection network, parallel communication between PEs can 
be performed in two ways. For regular data movement, the x-net allows communication 
between PEs in any of eight compass directions (see Figure 2). The edges of the PE array 
are connected toroidally, providing wrap-around, with the cost of moving data propor-
tional to distance. The cost of moving data between neighbouring PE (a unit x-net step) 
is approximately equal to reading memory using direct addressing; using diagonal com-
munication and wrap-around, the maximum cost between any two PE in a P-element 
array is equivalent to jp /2 memory reads. 
The second method for communication, the router, allows for arbitrary inter-PE con-
nections through a number of physical links (see Figure 3). After a link has been opened 
the router requires only a constant time for arbitrary distance communications but is 
approximately sixteen times slower than nearest-neighbour communication using the x-
net because each router connection is shared by sixteen PEs. Consequently the router is 
most appropriately used for problems with unpredictable data movement or problems 
requiring long-distance data transfers. 
PE array x 
1-----~ PE array y 
PE array memory 
two-dimensional topology 
with 8 NN connections 
Figure 2 MP-1 x-net: nearest-neighbour communication network 
ROUTER j\) 
PE ARRAY 
Figure 3 MP-1 router: global communication network 
2.2.3 SIMD architecture comparisons 
11 
Comparing architectures highlights some of the critical design issues about perfor-
mance and the current architectural trends which are important for providing a sustain-
able framework. Data-parallel SIMD architectures are well-suited to image-space 
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processing. They can achieve peak performances on highly regularized processing over 
large data sets. We present four commercially available architectures and characterize 
them according to some of the criteria exposed above. The architectures discussed are 
the MasPar MP-1, 
the Thinking Machine CM-2, 
the WaveTracer DTC, 
theAMTDAP. 
Some of the information provided here was obtained from promotional material and 
has not been tested. It is provided to give an overview of the key characteristics of the 
architectures. Benchmarking parallel architectures is a difficult task, as is comparing per-
formance figures. Achieved performance is a combination of many aspects, including 
peak processor performance, realistically achievable processor perlormance on typical 
tasks, data bandwidth to/ from the processor array, data bandwidth between elements of 
the processor array under high and low volume demands, etc. Comparing peak perlor-
mances can be valuable but should not be solely relied upon. 
PE and memory configuration 
Machines are configured with varying numbers of PEs and local memory. All 
machines considered in this comparison can safely be classified as massively parallel 
given their large number of PEs. 
MP-1 can be configured with lK to 16K PEs, 
CM-2 can be configured with 4K to 64K PEs, 
DAP can be configured with lK to 4K PEs, · 
DTC can be configured with 4K to 16K PEs. 
One important design issue in configuring a system is maintaining a balance between 
local memory size and the number of PEs. This influences the efficiency of handling 
large data sets for certain algorithms and the parallelisation approach. Such a balance 
depends on PE performance, memory size and bandwidth, and communication band-
widths. 
MP-1 provides either 16 or 64 KB/PE (aggregate memory 16 MB to 1 GB) , 
CM-2 provides 32KB/PE (aggregate memory 128 MB to 2 GB), 
DAP provides 16KB/PE (aggregate memory 64 MB to 256 MB), 
DTC figures unavailable. 
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If more memory is required for a problem it can be achieved by adding more proces-
sors or increasing the size of local memory. Relative benefits are influenced by having 
more processing power and the costs of added communication. 
PE performance characteristics 
The width in bits of the serial processors making up the PE is not directly relevant to 
the design of algorithms except when considering extensive optimisation schemes such 
as taking advantage of bit packing. These features are most relevant when contemplating 
the performance scalability of architectures (increase in data path widths offers scope for 
increased performance). 
MP-1 PE has a 4-bit serial processor, 
CM-2 PE has a 1-bit serial processor (also one floating-point processor for 
every 32 PEs), 
DAP PE has a 1-bit serial processor (also now 8-bit PE with its CP8 option), 
DTC has a 1-bit serial processor. 
The four systems are thus not necessarily directly comparable on a number-of-PE 
basis, nor is it fully appropriate to compare lK MP-1 systems to 4K DAP and CM-2 sys-
tems. These differences are not critical in our design since we use languages that abstract 
such features. What is important is the functionality and performance that such proces-
sors offer. Relevant comparisons depend on whether, for a particular algorithm, the per-
PE performance is adequate in data access bandwidth, fixed-point and floating-point per-
formances. 
PE perfo1mance can be measured by its ability to compute 32-bit integer addition 
(MIPS) and its 32-bit floating-point addition/multiplication average performance 
(MFLOPS) (see Table 1, note that performance ratings were not available for DTC). 
Table 1 Comparisons of arithmetic operation performances (peak) 
MP-1 CM-2 DAP 
architecture and number of PEs 
lK 4K 4K lK 
32-bit integer add (MIPS) 1875 7500 150 105 
32-bit floating-point add/mult. avg. 94 375 357 121 
(MFLOPS) 
The MP-1 shows an advantage on integer additions (50 times faster) over the CM-2 
and (18 times faster) over the DAP. The floating-point performances are comparable 
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(DAP timing with the CP8 8-bit co-processor). All ratings are reported as scalable with 
the number of PEs. It should be noted that the MP-1 floating-point rating may be more 
realisable than that of the CM-2 because the CM-2 is configured with one floating-point 
processor per 32 PEs. For computation with regular floating-point load per PE (as is typ-
ical in image processing) a bottleneck in getting data to/ from the floating-point proces-
sor may result, with subsequent performance drop, particularly when data movement 
operations are high. 
An important comparison, for the design of algorithms, is the relative performance of 
fixed-point versus floating-point arithmetic. MP-1 PE fixed-point precision calculations 
are 20 times faster than their floating-point counterparts. For the CM-2 floating-point 
operations can be performed twice as fast as fixed-point operations. The DAP provides 
comparable performance on fixed-point and floating-point operations. These perfor-
mances should influence the design of our algorithms; e.g. on the MP-1 we may want 
computations to be performed on a fixed-point basis, while on the CM-2, floating-point 
based computations may be more desirable. In order to design efficient and portable 
applications we need to reduce the dependencies on architecture characteristics to a min-
imum. 
A critical issue affecting the design and implementation of spatial transformation 
algorithms, described later in this work, is the PE-to-memory access performance. Table 
2 shows that using direct memory addressing, the DAP provides the best performance 
per PE. The MP-1, however, provides the capability of indirect addressing (addressing 
autonomy) which can be of significant value because it allows data-dependent memory 
addressing. This feature not only provides efficient algorithm implementations but also 
eases the programming task. The CM-2 does also allow the indirect addressing of arrays 
through its programming language based on C (C*) but provides poor performances 
(even through the use of CM-2 specialised libraries). Indirect addressing turns out to be a 
highly desirable feature since it can offset the stringent re_quirements for communication. 
Table 2 Comparisons of memory access performances (peak GB/s) 
MP CM2 DAP DTC 
architecture and number of PEs 
lK 4K 4K lK 4K 
aggregate PE-memory: 
direct addressing 0.75 3 2.3 1.28 4 
indirect addressing 0.25 1 n/a n/a n/a 
aggregate PE-register 7.3 29.25 n/a n/a n/a 
The MP-1 also allows memory load / store operations to overlap with PE computa-
tion. This complicates performance prediction given the dependencies in memory access 
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and arithmetic operations. But such a feature, through careful optimisation or an optimis-
ing compiler, can provide a speed-up of up to a factor of two. 
PE communications 
Communications between PEs is another important feature with good systems pro-
viding a balance between computational and communication capabilities. Local and glo-
bal communications are compared. For local communication, CM-2, DAP and MP-1 
machines provide a two-dimensional nearest-neighbour connected grid with toroidal 
wrapping. CM-2 and DAP allows for four-nearest-neighbour communication, while MP-
1 allows for eight-nearest-neighbour communication. DTC is a three-dimensional lattice 
with six-nearest-neighbour communication. 
The DAP and DTC have no global communication schemes which can cause high 
overheads for communication between distant PEs. Only the MP-1 and CM-2 offer glo-
bal PE-to-PE communication. 
MP-1 provides a multi-stage crossbar (router) 
CM-2 provides a hypercube network 
Table 3 shows some performance ratings. The PE-to-arbitrary-PE communication 
rate is greater for the MP-1. The MP-1 router, which is a dynamic topology, is suitable 
for a wider class of problems. It also provides constant access time (latency) given a non-
busy state. Because all communication paths are equal lengths, all communications reach 
their targets simultaneously. It is unclear whether the system can deadlock. The full 
advantage of this router shows best when using a fully configured (16K PEs) systems 
since it has constant access time for any two PEs. The MP-1 's router allows for up to 1/ 
16th of the PEs to communicate simultaneously. Similarly a fully configured CM-2 
hypercube provides one node per 16 PEs. 
Table 3 Comparisons of communication performances (aggregate GB/s) 
MP CM-2 
architecture and number of PEs 
lK 4K 4K 
local communication (grid): 1.56 5 2 
PE to PE 
Global communication: .094 .376 .020 
PE to arbitrary PE peak peak sustained 
It is difficult to compare the two communication schemes since performance 
achieved depends highly on the data and communication patterns. The MP-1 communi-
cations may be better suited for the class of algorithms .anticipated in image-space pro-
cessing, with often highly regular remappings of large amounts of data. This assertion 
'-
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would require substantial testing to be considered conclusive. We also would expect the 
hypercube performance to be in general more data-dependent. 
PE array control mode 
All systems are SIMD synchronous architectures. The MP-1 and DAP use a control-
ler to decode and send instructions to their PE arrays. The CM-2 and DTC systems rely 
on the host computer for instruction fetching, decoding and broadcasting to the PE array. 
These differences do not affect the design of our applications but in a real visualisation 
application environment they should be taken into account (e.g., it may be desirable to 
have the host computer working asynchronously from the PE array since it may allow 
the host to handle the user interlace). Also important in a visualisation environment is the 
machine user-sharing capability. While some of these architectures are becoming more 
affordable, they remain too costly for personal use. The CM-2 allows a multi-user mode 
by assigning different PEs to different users, and allows up to four connected hosts. The 
DAP allows memory to be partitioned amongst several users, as does the MP-1. These 
considerations affect usability of our visualisation applications. 
1/0 performance 
We compare the suggested I/0 performances of the different data-parallel architec-
tures. PE to I/0 communications on the MP-1 use the global router. The DAP uses a spe-
cial data plane through which entire data planes can be transferred to I/0. Aggregate 
rates are provided in Table 4. For interactive display or animation with refresh rates of 30 
frames/sec, a 10242 24-bit pixel colour image requires a data transfer rate of 90MB/sec. 
Table 4 Compa:iisons of PE to I/0 data transfer perlormances 
MP1 architecture and number 
of PEs lK 4K 
PE to I/0 (MB/sec) 94 peak 360 peak 
1 predicted performance only 
2.3 Multi-pass transformations 
CM-2 
4K 
50 peak 
DAP 
lK 
38 sust. 
Spatial transformations are widely used in image processing, computer graphics and 
computer vision. Image processing in remote sensing makes extensive use of spatial 
transformations to correct geometrical distortions arising from the sensing process or to 
integrate different data sources, including image registration, image warping and image 
correction. In computer vision and computer graphics (and visualisation) spatial transfer-
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mati.ons are at the basis of several geometrically-based applications such as scaling, rota-
tion and projection. A spatial transformation defines a spatial mapping from coordinates 
in input space to coordinates in output space. 
Before addressing resampling techniques which form the basis of spatial transforma-
tions, we now present the basis onto which our framework is designed. Multi-pass trans-
formations provide the means to implement efficiently the spatial transformations 
required in many visualisation algorithms. They also lend themselves to efficient data-
parallel mappings. 
Separable multi-dimensional transformations can be decomposed into a sequence of 
lower-dimensional transformations; such a sequence is called a multi-pass transforma-
tion. Scanline algorithms implement multi-pass transformations with a sequence of one-
dimensional (scanline) transformations operating along orthogonal data axes. Such an 
approach provides regular and predictable data accessing and localized data processing. 
Using this approach, multi-dimensional transformations have been implemented effi-
ciently on machines with limited capabilities on memory and communication bandwidth 
(particularly with respect to I/0 bandwidth). 
Multi-pass transformations can be implemented exactly if they are separable; allow-
ing each data dimension to be sampled independently. For scanline transformations this 
reduces the resampling requirements to one-dimensional resampling operations. Scan-
line algorithms include separable transformations such as two-dimensional rotations, 
texture mapping transformations, and image warping [Fraser and O'Brien, 1979; Cat-
mull and Smith, 1980; Weiman, 1980; Friedmann, 1981; Paeth, 1986; Tanaka et al., 
1986; Hanrahan, 1990]. Other transformations such as Hough transforms [Fisher and 
Highnam, 1987] and two-dimensional FFT [Gonzalez and Wintz, 1977] have been 
implemented in a scanline manner successfully. Approximate decompositions have also 
been implemented for the perspective projection of surfaces with hidden-surface 
removal [Robertson, 1987; 1989]. 
2.3.1 Decomposition techniques 
A generalized decomposition technique was presented by Catmull and Smith [1980] . 
The technique can be briefly outlined as follows using a notation similar to Smith 
[1987]. 
Given the input data coordinates: 
and output data coordinates: 
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with x and y as the mapping functions. We want as a first pass the mapping x' such 
that we obtain the intermediate coordinates: 
and, as a second pass, the mapping y' such that: 
Thus we get a horizontal transformation/ such that: 
and a vertical transformation g by solving 
Note that decomposition of a two-dimensional transformation is not limited to a 
sequence of two passes. An example where a two-dimensional transformation (rotation) 
is decomposed advantageously into three passes (shears) can be found in [Paeth, 1986; 
Tanaka et al., 1986]. 
As an example of the decomposition technique we present the derivation of the two-
dimensional rotation algorithm as in [Catmull and Smith, 1980] (see Figure 4): 
first pass 
second pass 
' 
' 
' 
' 
' ' 
~--------- ----------· 
rotation angle e 
horizontal 
shear & scale 
vertical 
shear & scale 
Figure 4 Two-pass scanline rotation algorithm 
Given the input data coordinates: 
and output data coordinates: 
We get a horizontal transformation/ such that: 
and a vertical transformation g by solving: 
for us. Thus we have: 
us= (ui - vs sin8)/cos8 and gulv) = -((ui - vs sin8)/cos8) + y cos8 
Expressed in matrix form we get: 
shear & scale 
I cos8 ~ 
L-sin8 Ij 
transpose shear & scale 
I tan8 ~ 
L1 I ( cos8) Ij 
transpose 
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In Chapter 6, we generalise this technique to three-dimensional transformations and 
derive three-dimensional rotation using the above notation. As mentioned before, our 
aim is not to concentrate on decomposing transformations but rather on addressing the 
implementation issues relevant to the resampling of these decomposed transformations . 
We have implemented several multi-pass transformations including two-dimensional 
and three-dimensional data rotations and perspective projection transformations [Vezina 
and Robertson, 1991; Vezina et al., 1992c]. 
2.3.2 Scanline algorithm difficulties 
Several difficulties are associated with scanline algorithms . Difficulties can occur 
when trying to derive a closed form for the required inverse functions (e.g. in the second 
pass of the two-pass technique above). In cases where a closed-form cannot be obtained, 
we chose numerical techniques to approximate the required function. 
The "bottleneck" problem results from undersampling in the intermediate transfor-
mations of a multi-pass transformation [Fraser and O'Brien, 1979; Catmull and Smith, 
1980]. For severe cases of the bottleneck problem, the order in which the intermediate 
transformations are applied may require modification, or pre-transf01mations added (e.g. 
transposition). This has been shown to work in many bottleneck problems but no proofs 
have yet been derived that it works in all cases. Frequency domain studies of multi-pass 
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rotation algorithms provide a good theoretical basis for understanding this problem 
[Thong, 1985; Fraser, 1987; 1989; Fraser and Schowengerdt, 1992]. Studies for more 
complex transformations, such as non-planar transf01mations , are desirable but pose sev-
eral difficulties due to possible discontinuities involved. 
The "foldover problem" affects the mathematical derivation techniques used for 
decomposition and is due to many-to-one transformation mappings. These mappings 
make the inverse functions, required in certain multi-pass algorithms, multi-valued. Let 
us consider the perspective projection of surlaces from three dimensions to two dimen-
sions. If the surface is planar then no foldover problem occurs, but if the surlace is non-
planar, then foldovers ( or self-occlusion) can occur. This problem arises in the hidden-
surlace problem found in several viewing transformations [Sutherland and Hodgeman, 
1974; Robertson, 1987]. We solve this by providing a many-to-one mapping resolution 
method with each mapping. 
Added to problems associated with non-separable transformations there is also a 
problem associated with the non-separability of resampling filters. Filters are often non-
separable (e.g. circularly symmetric ones) thus a multi-pass technique will only approxi-
mate the single-pass filter. This is one of the many trade-offs that must be considered. 
Finally, extra aliasing problems can be introduced as a result of reducing the multi-
dimensional resampling process to one-dimensional processes. This happens irrespec-
tively of whether the transformation is exactly separable or not. Consider a two-pass spa-
tial transformation and the neighbourhood of data elements that support some form of 
filter. In order to obtain the same results the data elements involved in the two-pass fil-
tering operations and the one-pass filtering operations should be the same data elements. 
But typically this is not the case, the orthogonal passes do not provide the same neigh-
bourhood. As Smith [1987] mentions, it is surprising how often the use of two filtering 
passes actually works, he goes on saying that, intuitively it works whenever the horizon-
tal pass does not skew neighbouring horizontal scanlines very far within neighbourhoods 
from one another. Again here, changing the order of the passes often can reduce aliasing. 
2.4 Resampling within spatial transformations 
At the core of spatial transformations lie resampling operations. Resampling tech-
niques affects the correctness of the transformations. Assessing the correctness of the 
applied transformations in these fields is based on different criteria. In image processing, 
error is often measurable according to some reference (e.g., model or calibration signal). 
Computer vision relies largely on quantitative results from the segmentation or classifi-
cation of objects. 
In computer graphics correctness is often a perceptual assessment process . While 
subjective, several type of artifacts, mainly relating to aliasing problems, are identifiable. 
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These artifacts can affect the reliability of the representation and misguide the analyst. 
This subjectiveness supports the need to design a flexible resampling approach capable 
of adapting to data characteristics, application requirements, and user preferences. 
Common to most spatial transformations are three problems [Ramapriyan, 1977]: 
transformation specification, 
data handling, 
resampling. 
To set the context .within which our work is based, we discuss the first two. A discus-
sion on resampling will then follow. 
Transformation specification 
In this work we consider spatial transformation mappings defined over regular grids 
or mappings defined over data sets sampled at regular intervals. There are several ways 
in which a mapping can be specified: exactly, by approximation and empirically. An 
exact mapping is defined in mathematical terms, for example, using general homogenous 
transformation matrices we can specify simple planar mappings such as affine and per-
spective transformations [Blinn, 1977]. An approximate mapping uses polynomial and 
piecewise-polynomial transformations to describe more general transformations 
[Markarian et al., 1971; Rosenfeld and Kak, 1982; Goshtasby, 1987]. An empirical map 
represents arbitrary mapping functions which specify input and output coordinates for 
each and every data element. 
Empirical maps provide a generic representation that can also describe exact and 
approximate maps. By choosing to handle empirical maps we address the most difficult 
problem while keeping scope for simplification when exact and approximate maps are 
used. Fant [1986] and Walberg [1989] have presented resampling algorithms for arbi-
trary mapping functions. We improve on these algorithms, in particular by providing the 
capability to handle discontinuities. In this work we make use of multi-pass scanline 
algorithms thus reducing mapping and resampling processes to one-dimensional 
domains. These mappings may also be accompanied by a method of resolving many-to-
one mappings such as those arising in three-dimensional to two-dimensional projection 
transformations to determine visibility. 
Data handling 
Another problem 1n applying transformations is in data handling requirements. 
Often, an imbalance exists in alg01ithms between computation, data access, and I/0 
requirements. It becomes a serious consideration particularly when large data sets are 
involved, and when efficiency is c1itical. Compounding this problem is the use of data-
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parallel platfonns which are often characterized by limited inter-PE communication 
bandwidths. The framework that we develop addresses these issues by using multi-pass 
scanline algorithms which regularise the data handling requirements. 
2.4.1 Spatial resampling requirements 
Resampling forms the basis of spatial transformations. We highlight in this work the 
importance of providing a framework which offers the capability for designing flexible 
and efficient filtering techniques within spatial transformations. 
For discrete image data, a spatial transfonnation is composed of a number of resam-
pling operations. The sampling theory provides a basis for the design of resampling algo-
rithms and helps in identifying the critical trade-offs involved. Resampling a discrete 
signal relies on: 
reconstructing the discrete signal into a continuous signal, 
applying the transformation to the continuous signal, 
filtering the continuous signal to bandlimit the signal spectrum, 
resampling the continuous signal. 
Resampling in computer graphics has received a great deal of attention. Given the 
importance of reconstruction and filtering operations in resampling, we first discuss 
reconstruction and filtering issues. 
First, we review some of the early work reported by Crow [ 1977]. Crow discussed 
the defects in digitally generated shaded images (illumination shading is used to provide 
realism in a scene), and identified three situations where problems occur: along edges of 
object silhouettes or creases in a surface, in very small objects, and in areas of compli-
cated detail. Problems include jagged edges and object disappearances, and are most 
obvious in animated sequences. Crow discusses three techniques for improving the ren-
dition of detail: 
the resolution can be increased by adding sample points; this is sometimes 
impractical given memory and processing costs, 
the output can be processed to add blurring; this helps eliminate jagged edges 
but does not help preserve small objects, 
each sample point is treated as representing a finite area in the scene rather 
than a point sample. 
Crow concluded that failing to pre-filter the signal results in an "aliasing" problem 
(aliasing is caused by low frequencies appearing as high frequencies in the resampled 
output). Crow described an approximation to filtering by direct convolution in the spatial 
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domain consisting of a weighted average of neighbouring samples which, in the two-
dimensional case, is separable along horizontal and vertical directions. He used look-up 
tables to approximate the convolution kernel providing an efficient implementation, and 
applied this technique to the rendering and shading of polygons. Also presented was a 
discussion of the problems involved with hidden-surlace rendering algorithms. For cer-
tain hidden-surlace algorithms, problems arise around silhouettes and surface edges 
where, behind a previously rendered edge, a sample must have access to the full extent of 
its contributing neighbours necessitating some form of tracking or recording of neigh-
bours. Crow also compared anti.aliasing techniques and highlighted the many difficulties 
in comparing techniques; his initial conclusions were that for images of moderate com-
plexity, a pre-filtering algorithm has computational advantages over calculation at higher 
resolutions and may provide adequate results, at least for simple rendering techniques 
[Crow, 1981]. This early work already emphasized the difficulties encountered with dis-
continuities in the renderings, such as those arising at silhouettes or boundaries, and the 
need for efficient filtering techniques. 
Much work in computer graphics rendering has concentrated on shading patches. In 
[Feibush et al., 1980] it is noted that the texture and edges of patches should be filtered 
separately; texture is filtered to avoid aliasing in the form of Moire patterns, and edges 
are filtered to avoid jaggedness. Following this, Feibush et al. presented two filtering 
approaches. Adaptive filtering was suggested, particularly for textured regions that are 
transformed by perspective projection. For hidden-surface algorithms Feibush et al. 
stressed the importance of separating the hidden-surlace removal process from the filter-
ing process. Also, weighted filter kernels (with a Gaussian shape) were found to be supe-
rior to unweighted averaging, and the use of look-up tables again provided efficient 
implementations. Both Crow and Feibush pointed out that many aliasing artifacts that are 
not visible on static images may become apparent on animated sequences, adding to the 
complexity of understanding resampling. This emphasizes the additional problems that 
arise if an intermediate geometrical representation such as surlace patches (polygonal or 
curved) are used. 
Analysis based on perception rather than mathematical criteria has shown that for 
resampling transformations (see Figure 5, [Schreiber and Troxel, 1985]): 
"Substantial improvement over usual techniques can be achieved by the use of a cas-
cade of pre-sharpening filter combined with Gaussian pre-sampling and interpolation 
filters." [Schreiber and Troxel, 1985] 
In particular, Schreiber and Troxel argued that while mathematically-based argu-
ments suggest the use of pre-filtering to eliminate overlaps in the frequency spectrum 
( overlaps normally manifesting themselves as Moire patterns and considered to be visual 
artifacts), other artifacts need to be considered. Removing frequency spectrum overlaps 
lead to ringing and a possible loss of sharpness (for filter design, this translates to a 
trade-off between sharpness and costs by determining the steepness of roll-off of the fil-
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ter's frequency spectrum). Results indicate that some aliasing may be preferred to the 
artifacts which are introduced by attempting to eliminate aliasing completely. Other per-
ceptual criteria such as visibility of small details, visibility of sampling structures , and 
isotropy effects should be considered. Schreiber and Troxel used some of these criteria to 
derive an interpolation filter. They discussed two aspects of the human visual system in 
the perception of interpolated images: first, the visibility of small perturbations in inten-
sity (such as overshoots) often generated by some kinds of linear filters; second, that the 
human visual system spatial frequency response, according to several studies, acts as a 
differentiator below two to five cycles per degree and as an integrator above that. 
Schreiber and Troxel suggested that the first aspect could be dealt with by applying some 
form of non-linear transformation (called a lightness scale and lying somewhere between 
a linear scale and a logarithmic scale). The second aspect, the non-monotonic nature of 
visual frequency response, should influence the design of filters, and, given that the fre-
quency response varies according to observers and viewing conditions, the filters should 
be easily modifiable for optimization. 
Figure 5 A sampling system 
reconstructed 
signal 
In designing an interpolation filter, Schreiber and Troxel looked for the sharpness 
resulting from ideal low-pass filters and the smoothness of bi-linear interpolation. They 
rejected the commonly used functions such as linear, raised cosine, and cubic b-spline. 
Their designed filter consisted of a sharpened Gaussian filter with frequency response 
showing overshoot; the authors maintained that this overshoot provides a better trade-off 
between sharpness and the appearance of sampling structures. For pre-sampling a simple 
Gaussian filter provided the desired characteristics. 
The Gaussian pre-sampling filter and sharpened Gaussian interpolation filters were 
then tested through a series of experiments. For the pre-sampling filter, the subjective 
quality of the trade-off between blur and aliasing was investigated and resulted in some 
optimum Gaussian-shaped filters. For the interpolation filter a series of well-controlled 
subjective quality assessments was used to compare a set of eight filters for linear trans-
formations: sample-and-hold (or nearest-neighbour), bi-linear, truncated Gaussian, cubic 
b-spline truncated sine, truncated sharpened Gaussian, and two types of sharpened cubic 
b-spline. The sharpened Gaussian filter was reported as giving better results and a more 
consistent performance across the quality assessment criteria. 
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Anti-aliasing methods, often involving filtering operations, are often viewed as 
destroying information such as small object features. Experiments done by Ferwerda and 
Greenberg [ 1988] challenge this assumption: 
"These results suggest that in designing imaging systems simply increasing the spa-
tial and temporal addressability and resolution beyond limits set by the human visual 
system will have a negligeable impact on image quality, but that effective use of anti-
aliasing techniques can allow visual information about object features to be presented 
with great fidelity." 
Thus filtering must be addressed carefully since it may provide better solutions to 
rendering problems than offered by simply increasing resolution, which has the added 
disadvantage that more data must be handled. 
The use of reconstruction kernels is pervasive in image processing and computer 
graphics, and other examples of their use can be found in [Blinn and Newell, 1976; 
Fraser, 1989b; Walberg, 1990]. Not only is adequate reconstruction required to reduce 
a1tifacts, but flexibility in the selection of filtering techniques is also desired. 
2.4.2 Temporal resampling requirements 
Although we do not study temporal resampling extensively, we consider it important 
at this point to discuss some of the requirements associated with animation. These sup-
port the requirement to provide flexibility and efficiency in our resampling algorithms, 
given the complexity of the perceptual processes involved. 
According to Hildreth [1983], the perception of motion by the human visual system 
(HVS) does not require that a stimulus move continuously across the visual field. With 
appropriate spatial and temporal rendition parameters, a stimulus presented sequentially 
can produce the impression of smooth, uninterrupted motion. Hildreth reported that the 
HVS can fill or interpolate in the discrete rendition even when the stimuli are separated 
by several degrees of visual angle and by long temporal intervals. 
Several researchers have investigated the influence of spatial and temporal parame-
ters on the smoothness of perceived motion [Attneave and Block, 1973]. There exist 
visual patterns that yield qualitatively different perceptions of motion depending on the 
range of spatial and temporal displacements between frames. The whole process of 
attempting to reduce and avoid aliasing artifacts in spatial, temporal and spectral (colour) 
domains is complicated by the complex nature of the HVS. Studies of the HVS are made 
difficult by the complexity of environments and the many factors involved. 
Temporal anti-aliasing and filtering for animated sequences have also received atten-
tion. Problems include improving rendition adaptively according to frame rates, achiev-
ing better trade-off between motion rendition and moving object blur, and conversion 
from one frame rate to another. All these have their counterparts in the spatial domain. 
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Of particular concern are the temporal aliasing effects such as motion jitter ( object 
motion jerkiness), objects disappearing between frames, and strobing (the "wagon-
wheel" effect where a rotating wheel appears to be slowly moving backward, this is the 
equivalent of spatial aliasing where high frequencies appear as low frequencies) [Lip-
scomb, 1981]. Perceptually-based experiments show a similarity with the problems of 
spatial filtering; Burr (1981] suggests that this follows probably from the fact that human 
temporal and spatial frequency responses are thought as being quite similar although 
psychophysical studies indicate that information is initially processed through multiple 
channels that differ in their spatial and temporal response properties. 
Motion blur, which corresponds to low-pass filtering in the spatial domain, is often 
used to reduce temporal aliasing [Korein and Badler, 1983; Potmesil and Chakravarty, 
1983]. An analogy with a movie camera and its shutter operation provides a good intui-
tive explanation. When filming (or sampling a scene in time), a movie camera opens its 
shutter for finite intervals in time; the movement in the scene is thus integrated on the 
recording medium as a small blur. The blur provides a sense of continuity by removing 
some of the jerkiness introduced by sampling. 
Temporal anti-aliasing algorithms for computer generated animation can operate 
either in object-space or image-space. Object-space algorithms, where each object in the 
scene is tracked by continuous approximation of its movement and anti-aliased accord-
ingly, are typically very expensive computationally even for relatively limited scene 
complexity [Korein and Badler, 1983]. Image-based approaches offer simple alternatives 
and adapt easily to any form of image. Implementation involves generating multiple 
intensity buffers at short regular time intervals and then filtering these together to gener-
ate each frame. This technique is similar to spatial supersampling where a pixel is com-
puted from filtering the supersamples together. Such a technique can be implemented 
very efficiently (we provide an example of this technique in Chapter 5). Proble!Ils occur 
with thin objects moving in the direction of fast motion; instead of appearing blurred 
these moving objects appear as a sequence of images (this problem is often referred to as 
the "spaghetti effect" [Korein and Badler, 1983]). Determining the time intervals and the 
required number of buffers can be set by determining the fastest movement in a frame; 
this is possible for surface and volume viewing from their viewing geometries. Note that 
object occlusions can introduce inaccuracies in the blurring; this must be balanced 
against the gains achieved by the simplicity of the approach. Also, filters can be designed 
to produce special effects such as faint trails in the direction of motion for fast moving 
objects. 
Other factors affect recording and displaying animated sequences on video. As 
pointed out in [Amanatides and Mitchell, 1990], the medium used to record animations 
should be taken into account when producing animation frames since the source of alias-
ing can differ: e.g. motion picture recording versus interlaced video. Amanatides and 
Mitchell identify four types of aliasing which can occur in the generation of an interlaced 
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video signal: spatial aliasing, temporal aliasing, spatio-temporal aliasing, and chroma 
aliasing. Spatio-temporal aliasing arises from interlaced-related flickering problems; 
several filters have been proposed to reduce this problem. Chroma aliasing is created by 
the way in which chrominance ( colour) information is encoded and decoded and also 
influences the design of filters. 
Clearly as with spatial resampling, filtering flexibility is required to allow different 
approaches for design and implementation. 
2.4.3 Reconstruction approach 
Reconstruction is effectively applying a low-pass filter to the data in the frequency 
domain, or convolving with a filtering kernel function in the spatial domain. We choose 
to perlorm reconstruction in the spatial domain by convolving an interpolation or recon-
struction filter kernel over the data samples. Our aim is to provide a high level of flexi-
bility over the shape and extent of kernels. 
The shape and extent of kernels affect both the quality of the reconstruction and the 
computational cost. For ideal reconstruction (and given point samples) the kernel should 
have an infinite extent. The trade-off between quality and computation cost must be 
taken into account in choosing extent. Ideally, the kernel shape is a sine function which 
is a perlect low-pass filter in the frequency domain (i.e. unity gain in the pass-band and 
zero gain in the stop band). The ideal filter also relies on the input signal being band-lim-
ited, which in general is not achieved in images thus giving rise to possible artifacts. 
Determining fidelity of the reconstruction is most often difficult, if not impossible, since 
it requires knowing the underlying function or ensuring that the function was sampled at 
twice the Nyquist frequency. For many real empirical data sets this is unknown or non-
uniform and multiple processing steps may have produced further non-uniformities or 
aliasing. Often response to test patterns are the only way to test reconstruction fidelity. 
This results in poor tests for many real world systems. Our work does not attempt to 
specify what kernels should be used, or judge quality, but rather show how various filters 
can be implemented under one model, and how the approach can be applied broadly 
[Vezina and Robertson, 1992b]. 
One problem that has received limited attention is the handling of discontinuities. 
When discontinuities are present in the data, care must be taken to process them appro-
priately, particularly since the human visual system is very sensitive to intensity changes 
in an image; Marr and Ullman [1981] suggest that early motion measurements are made 
only at the locations of significant intensity changes, using a gradient scheme. For exam-
ple, these intensity changes often correspond to edges that relate to physical properties of 
surlaces such as reflectance, illumination, or surface geometry. Thus it is important to 
handle discontinuities properly. 
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2.5 Summary 
The need to handle large data sets at close-to interactive speed suggests an image-
space approach to multi-dimensional visualisation. Image-space algorithms support scal-
ability more readily than do object-space algorithms. They also offer a consistent frame-
work for resampling, avoiding the potential artifacts of object-space approaches. This 
allows us to design flexible and efficient spatial transformation algorithms based on 
basic resampling operations. 
Specialised architectures have been developed to deliver the required performance 
for visualisation applications, but this makes it difficult to provide a generic software 
platform across machines. A high-perf01mance alternative is available in massively data-
parallel architectures which provide a good basis for the design of an efficient and porta-
ble framework. 
Key aspects of data-parallel architectures that determine efficiency of processing are 
the balance between the number of PEs, PE computing performances, memory sizes and 
bandwidth, and local and global communication performances. These computational and 
communication balances are addressed in later chapters in development of the frame-
work for mapping surface and volume visualisation algorithms onto data-parallel 
machines. 
Spatial transformations are the basis of visualisation algorithms. Resampling forms 
the core of these transformations. Following the work of several researchers, we suggest 
that efficient and flexible resampling, with the ability to handle discontinuities, is highly 
desirable. The lack of generic frameworks for performing such spatial transformation is 
addressed by developing a framework in the following chapter. 
The design of our spatial transformation framework is based on multi-pass transfor-
mations and implemented in data-parallel, using flexible and efficient resampling algo-
rithms to achieve interactive visualisation applications. Resampling is a major issue and 
determines the success of representations where it is important not to introduce artifacts. 
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3 DATA-PARALLEL FRAMEWORK 
3.1 Requirements and approaches 
An image-space visualisation framework should provide a platform for the imple-
mentation of spatial transformation algorithms that fulfill several requirements such as: 
perlorrnance efficiency, i.e. exploiting data-parallel architecture capabilities, 
perlorrnance scalability, i.e. ability to achieve efficiency over a wide range of 
data sizes/ dimensions and architecture configuration sizes/ dimensions, 
flexibility to allow accuracy/ interactivity trade-off, i.e. provide different lev-
els of real-time user interaction rates, 
extensibility to a broader range of multi-dimensional transformations allow-
ing for the development and integration of new applications, 
portability across parallel architectures including scope for non-SIMD paral-
lel architectures. 
To satisfy the above requirements we develop a framework comprising a multi-
dimensional hierarchical design based on multi-pass transformations. The framework 
treats computational and communication operations, and hence portability issues, inde-
pendently. Maintaining the distinction provides greater flexibility in handling different 
architectures particularly given the different communication schemes available. 
This approach is well-suited to data-parallel architectures and allows implementation 
on a range of data-parallel architectures of varying granularity and topologies. 
In this Chapter we first describe a generic framework for the handling of multi-
dimensional transformations on data-parallel architectures [Vezina and Robertson, 
1991b]. Then we focus our attention on the implementation of multi-pass scanline trans-
formations using the framework. 
3.2 Multi-dimensional hierarchical design 
Two basic operations underlie image-space processing: data processing and data 
handling. Achieving a balance between computation and communication times is critical 
because of the distributed nature of the memory structure. The design of the framework 
addresses difficulties encountered when programming data-parallel machines in light of 
these operations. 
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The multi-dimensionality of transformations and architectures is taken into account 
by designing the framework around a hierarchical approach. The hierarchy is available 
for building high-dimensional transformations from progTessively lower-dimensional 
ones. A core set of one-dimensional transformations, within which resampling is imple-
mented, provides the lowest-level building blocks. The hierarchy facilitates efficient 
implementations on differently-dimensioned architectures since it provides inherent 
scalability. 
Computational and communication components 
Operations are classified into two types: 
n-dimensional computational components operating on n-dimensional data 
domains within local PE memory, 
m-dimensional communication components operating on p-dimensional data 
distributed over a m-dimensional PE array topology. Operations are per-
formed with inter-PE communication networks . 
Architecture dependence for computational components is reduced to PE functional-
ity. Architecture dependence for communication components is reduced to PE array 
topologies and inter-PE communication networks. 
These correspond, respectively, to the data processing and handling requirements of 
image-space algorithms. The computational operations can consist, for example, of the 
one-dimensional spatial transformations (comprising core resampling operations) 
required for scanline multi-pass algorithms. Communication operations handle inter-PE 
data access requirements (e.g. data axes transposition operations) by providing access to 
different data dimensions or access to other PEs. These two types of operations form the 
basis of our hierarchical framework. 
Composite and primitive operations 
Computational and communication components are further divided into two classes: 
primitive and composite operations. Primitive operations correspond to low-dimensional 
transformations which are implemented (in our case using a data-parallel SIMD lan-
guage) directly onto the target architecture, thus forming architecture-dependent compo-
nents. Composite operations are formed by using lower-dimensional operations such as 
primitive· operations. For example, a two-dimensional rotation transformation may be 
implemented using primitive one-dimensional shear & scale transformations; a three-
dimensional rotation transformation can be implemented using either two-dimensional 
rotation transformations or one-dimensional shear & scale transformations. Figure 6 
illustrates the framework components, showing the relationship between primitive and 
composite operations. The "pie chart" representation is used to illustrate the framework 
l ,__ 
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structure with the left side representing communication components, the right side repre-
senting computation components, and the dotted line delineating the architecture-depen-
dent components (primitive operations) from the architecture-independent ones 
(composite operations). The primitive operations can take advantage of specific architec-
tures or custom hardware by careful optimisation. With a limited number of primitives 
the task of porting the framework onto a different machine is made easier. 
A set of operations (as represented by a "pie" slice) is characterized by a given oper-
ation class, type and dimension. These sets are independent elements within the frame-
work and can be added or removed as required. For porting, sets can be dealt with 
independently from other sets. 
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Figure 6 Hierarchical design structure of framework 
We develop a systematic approach to identifying and building different combinations 
of transformations, frameworks and architectures: 
(a) Select a multi-dimensional transformation and its possible decomposition into 
multiple transformation passes, 
(b) Select the required computation and communication components and build the 
framework, 
(c) Build the transformation on the framework. 
Figure 7 illustrates possible multi-dimensional transformation (and data axis) map-
pings. A transformation of a given dimension is represented by a diagonal line showing 
the possible mapping combinations. For example, the arrow points to a three-dimen-
sional transformation with two dimensions mapped within PE local memory (requiring 
computation operations) and one dimension mapped across one dimension of a given 
architecture topology (requiring communication operations). 
The framework is formed by a number of computation and communication compo-
nent sets Figure 8 illustrates these sets. 
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Figure 7 Multi-dimensional transformation mapping onto a multi-dimensional data-
parallel architecture 
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Figure 8 Possible computation and communication sets 
For example, for a three-dimensional transformation, four different mappings are 
possible: 
1. (inter-PE= 0, intra-PE= 3): three-dimensional data stored within memory of a 
um processor: 
zero-d 
'd 
I 
<l.) 
<l.) 
.E 
...... 
zero-d communication set 
(i.e. no inter-PE operation) 
three-d computation set 
(i.e. three-dimensional rotation) 
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2. (inter-PE = 1, intra-PE = 2): two-dimensional data domains each stored in the 
local PE memories of a one-dimensional PE array: 
one-d 
one-d communication set 
(i.e. transposition) 
two-d computation set 
(i.e. two-dimensional rotation) 
3. (inter-PE = 2, intra-PE = 1): one-dimensional data domains each stored in the 
local PE memories of a two-dimensional PE array (this mapping is suitable for 
scanline algorithms): 
two-d 
"'d 
I 
Cl) 
C: 
0 
two-d communication set 
(i.e. transposition) 
one-d computation set 
(i.e. two-dimensional rotation) 
4. (inter-PE = 3, intra-PE = 0): single data elements each stored in the local PE 
memories of a three-dimensional PE array. 
three-d 
"'d 
I 
0 
~ 
N 
three-d communication set 
(i.e. rotation) 
zero-d computation set 
(i.e. no intra-PE operation) 
From an application level the framework is a library suite comprising different com-
munication and computation sets. The framework hides architecture dependencies 
through primitive and composite operations. 
Speed is not the ultimate criteria for judging software and often not the main consid-
eration when investing in software development. Extensibility and portability are also 
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important software assessment criteria. Extensibility of the framework is made possible 
by the hierarchical design, i.e. availability of primitive and composite operations onto 
which multi-dimensional transformations can easily be implemented. Portability is based 
on achieving architecture independence at some level in the framework. In the frame-
work this is achieved for computation and communication operations. 
3.3 Implementation for multi-pass scanline transformations 
In the previous section, we described a general framework for multi-dimensional 
transformations. In this section we describe an instantiation of the framework based on 
multi-pass scanline transformations. 
3.3.1 Multi-pass scanline technique 
The transformations that we consider can be decomposed into multi-pass scanline 
algorithms. This technique reduces multi-dimensional transformations to a series of one-
dimensional operations. It provides a number of computational advantages. First, it regu-
larises data-access requirements by localising data dependencies to one-dimensional 
domains; this reduces to predictable levels the data-value dependence of access require-
ments. Second, by reducing the multi-dimensional resampling operations to a series of 
one-dimensional operations, it provides increased regularity for computation and greater 
scope for optimization because much of the processing concentrates on this generic resa-
mpling core. Third, it provides an efficient SIMD parallelisation implementation because 
if one-dimensional generic domains are assigned to PEs then load-balancing is straight-
forward. 
The handling of one-dimensional data domains also eases the requirements for data 
transfers because access to data storage is maximum given the one-dimensional physical 
nature of data storage. Also, the one-dimensional operations provide a natural paralleli-
sation avenue for multi-dimensional ( orthogonal) processor topologies. 
Using this approach we develop a framework with one-dimensional computational 
operations ( one-dimensional computation set) and with communication operations to 
transpose data axes for efficient data accesses. 
3.3.2 Algorithm mappings onto a SIMD data-parallel architecture 
The scanline approach decomposes the problem into independent one-dimensional 
data domains. Following the framework developed earlier, the multi-dimensional data is 
mapped with one-dimension along the PE memory axis. Each domain can be stored 
within different PE memories and processed. These domains can be operated on in paral-
lel by applying identical operations (e.g. for resampling) to each domain. Transforma-
tions with data-value dependencies or transformations involving coordinate-dependent 
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parameters need PEs to address different memory locations (Figure 9). This mapping can 
be used for SIMD architectures but with different levels of efficiency. Such a mapping 
can benefit greatly from efficient PE addressing autonomy - such autonomy is provided 
on the MP-1. 
operating 00 ... 0 
on different 
memory 
locations 
FF. .. F 
PEO PE 1 PE2 PE3 
Figure 9 PE addressing autonomy 
Indirect addressing not only provides efficient implementation but also simplifies 
data-parallel algorithm design by providing an architecture-driven regularisation. 
The MP-1 provides other efficient features. The MP-1 includes six instruction types: 
memory instructions such as LD/ST (direct addressing load/store) and LDX/ 
STX (indirect addressing load/store), 
logical instructions such as AND, OR and XOR, 
integer instructions such as ADD, SUB, MUL and DIV, 
floating-point instructions such as FADD, FSUB and FSQRT, 
control instructions such as enable/disable PEs, 
communication instruction for using the x-net and the router. 
Most instructions operate on registers; only memory instructions need to invoke indi-
rect addressing, i.e. calculate local memory addresses based on local offset values. The 
MP-1 memory operations can overlap with PE computation. Load/store instructions can 
be queued to a separate state machine that operates independently of the normal instruc-
tion stream [Nickolls, 1990]. With the possibility to queue up to 32 load/store instruc-
tions and the large number of registers in each PE ( 40 registers), there is good scope for 
optimisation by carefully loading and stming registers concurrently with PE computa-
tion. 
Virtualisation 
Virtualisation is used to facilitate data mapping of different dimensions and sizes. 
Virtualisation can be applied to three PE array configuration parameters: memory size, 
number of PEs in given dimensions, and number of dimensions in array. Virtualisation 
can be achieved by trading memory against the number of PEs. For example, we can 
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reduce the number of PE array dimensions to create more PEs in a given dimension; this 
is done when mapping the scanline algorithm for a two-dimensional transformation on a 
two-dimensional PE array. The key advantage of using virtualisation is the generalisa-
tion of algorithms such that they can easily adapt to different architectures. 
Virtualisation can be achieved by three methods. First it can be embedded within the 
algorithms by including extra loops to simulate additional processors; the advantages of 
this method are that it is independent of languages and we can often realize efficient code 
optimisation. A second method is to take advantage of the virtualisation features of lan-
guages allowing us to abstract the underlying processor configuration; this potentially 
allows for portable code assuming the availability of suitable compilers on other sys-
tems. The difficulty associated with this last approach is that we rely on compiler optimi-
sation, which is often not optimal on parallel compilers, and risk losing the benefit of 
critical information or understanding that would allow us to design efficient algorithm 
structures. The third method relies on hardware to virtualise processors and, while poten-
tially providing efficient virtualisation, leaves us with a high degree of hardware depen-
dence. In our case we have chosen to use the first approach for several reasons: better 
scope for optimisation, and architectural and configuration independence. 
Spatial transformation requirements of visualisation applications account for costly 
operations in data-parallel implementations. This is due to the distributed memory nature 
of data-parallel architectures and, in particular, to the close relationship between the 
communication requirements of spatial transformation algorithms and the communica-
tion bandwidth limitations often experienced with data-parallel architectures. The distri-
bution of data requires careful design of data localisation based on processing inter-
dependencies. Thus when developing a data-parallel algorithm, communication costs 
must be appropriately weighted against computational costs. Our framework facilitates 
this process by addressing computation and communication requirements separately, and 
allowing their trade-offs to be determined. 
3.3.3 Resampling as the core component 
Resampling forms the basis for many spatial transformations. Resampling operations 
forrn the computational core of multi-pass scanline spatial transformation algorithms. 
Transformation accuracy relies heavily on the resampling quality. Two features for resa-
mpling are sought: flexibility and efficiency. 
Flexible resampling allows a faster, less accurate scheme to be selected to achieve 
higher interactive viewing rates when required. Alternatively a more accurate resampling 
scheme can be chosen to minimise artifacts introduced in the viewing process. Data may 
also arise from various sources, with different underlying models best approximating its 
distribution, and flexibility in resampling allows appropriate sampling schemes to be 
invoked. A further possibility is that a user may want, for example, to minimise artifacts 
within an image during one examination, and minimise edge effects during another 
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examination. Each application has its own characte1istics and requ:irements for data pre-
cision such as amounts of data to handle, high frequency data content and required inter-
activity levels. 
Control of several artifacts (aliasing, bluning effects, Morre patterns, etc.) is facili-
tated by a flexible resampling (filtering) approach. Also, control over the level of interac-
tivity of visualisation applications can be better accomplished by allowing flexibility on 
resampling costs given that the data handling operations do not offer flexibility since 
they are predictable and of fixed cost. 
3.3.4 Implementation of primitives 
The computational primitives perform fixed-point and floating-point computations 
within given localised data domains. Data access within these domains can be highly 
data-value dependent and thus requ:ires efficient PE memory access (read/ write) mecha-
nisms. A standard set of computational primitives requ:ired for our visualisation applica-
tions has been developed and is presented in the chapters on surf ace and volume 
perspective viewing. This set comprises affine, perspective, and projective transforma-
tions including scaling, shearing and perspective projection. All of these are based on a 
core resampling algorithm described in Chapter 4. Although the primitives are written in 
an architecture-dependent way, their common core allows us to somewhat reduce this 
dependence. Optimisation can be concentrated on this core algorithm (possibly using an 
assembly language) and used for primitives. 
The communication primitives perform remapping operations to localise the desired 
data domains. In most cases the remapping operations are data-value independent and 
predictable, providing scope for efficient implementations on data-parallel architectures. 
This means that general communications are not needed; this is a major advantage given 
the problems of handling efficiently such communications on data-parallel architectures. 
Some of the data transpose primitives that we have used are described in [Vezina et al., 
1992c]. 
We have built a set of primitive operations using MPL [Vezina and Robertson, 
1992b]. MPL is a C-based programming language that provides d:irect, high-level control 
of hardware [Christy, 1990; MPL, 1991]. It has three basic extensions: 
plural variables, 
control structures adapted to SIMD computation, 
additional language syntax to handle x-net and router communications. 
For example, the data-parallel structure created to store two-dimensional images (x 
by y byte pixels, in a row mapping, see description in Chapter 5) is : 
plural char A[x]; 
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This declaration instantiates an a1Tay A of length x on all PEs. Operations on this 
variable are therefore executed on all active PEs simultaneously. The index of A corre-
sponds to column pixel coordinates while the PE iproc index (here the two-dimensional 
PE array is viewed as a one-dimensional PE ruTay) c01Tesponds to row pixel coordinates. 
Virtualisation is not illustrated in this example. A simple horizontal scaling operation 
(with pixel replication) on image A can be expressed as follows: 
plural char A[x], B[2*x]; 
int i; 
for(i=O;i<2*x;i++) B[i] = A[i/2]; 
For a three-dimensional image (x by y by z byte voxels) we have the following struc-
ture: 
plural char A[z]; 
In this case the volume (x, y, z) matches the PE ruTay dimensions (x = px and y = 
py) with the array A representing the size z. 
The core resampling process or routine operates on this plural variable with some 
knowledge about PE indices and virtualisation ratios (if applicable). This gives the resa-
mpling routine limited dependence on specific primitives and allows us to share it 
between primitives. 
The primitives, by using the plural variable, are independent of the data dimensional-
ity thus allowing a one-dimensional scaling primitive to be used for two-dimensional and 
three-dimensional transformations. In our implementation, the variable A is a member of 
a larger structure which crunes information about the data dimensions and sizes, and the 
data mapping. 
struct { 
int dimension; 
int size_of_dimension[dimension] 
int pmem_dimension; /* dimension mapped in memory*/ 
plural char A [ J; 
} 
For example, a two-dimensional rotation transformation using the shear & scale 
multi-pass algorithm has the following form in MPL: 
struct { 
int dimension= 2 ; 
int size_of_dimension[J = {512 ,51 2}; 
int pmem_dirnension = O; 
plural char A[512] ; 
} image; 
/* two-dimensional image*/ 
/* image size*/ 
/* row mapping*/ 
/* 
two-dimensional rotation: composite 
*/ 
rotate2D (struct image, float angle) 
{ 
/* set shear and scale factors sh[0-2] and sc[0-2] */ 
shear&scale (struct image, float sh[O], float sc[O]); 
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/* first pass*/ 
tranpose (struct image); /* change to column mapping*/ 
shear&scale (struct image, float sh[l], float sc[l]); 
/* second pass*/ 
tranpose (struct image); /* change to row mapping*/ 
shear&scale (struct image, float sh[2], float sc[2]); 
/* third pass*/ 
} 
/* 
one-dimensional shear&scale transformation: primitive 
*/ 
shear&scale (struct image, float sh, float sc) 
{ 
plural char 
tmp[image.size_of_dimension[image.pmem_dimension]J; 
inti ; 
for(i=O ; i<max_output coordinate ; i++) 
/* reverse mapping*/ 
tmp[i] = resample( image.A, (i-sh*iproc)/scale ); 
image . A= tmp ; 
} 
/* 
one-dimensional resampling: core of primitive 
*/ 
plural char 
resample (plural array, float source coordinate) 
{ 
/*(see Chapter 4) */ 
return(resampled_value); 
} 
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3.4 Discussion 
The example above illustrates the hierarchical nature of the framework (e.g. a two-
dimensional rotation transformation composed of one-dimensional shear & scale trans-
formations) and dependence on the core resampling process. It shows the scope for 
extensibility (e.g. new transformations using existing transformations) and allows porta-
bility to be addressed independently for computation and communication operations. 
Moreover computation transformations share a common core resampling technique 
which lends itself to efficient optimisations. 
Performance scaling with larger data sets is desired. In this framework computational 
primitives do scale linearly with larger data sets (assuming memory storage is not a limi-
tation). For communication primitives we can rely on the predictability of operations to 
help analyse performances (see analysis in Chapter 5). Performance scaling with archi-
tectural configuration is also needed. For example, we want data sets of a given size to 
take advantage of additional PEs with performance increases proportional with the num-
ber of PE. Again computationally this can be achieved assuming that virtualisation is 
used and that there is a sufficient number of data elements to take advantage of the 
increased computational capabilities. Communication performance scaling is dependent 
on the architecture providing well-balanced performance (computation and communica-
tion) capability increases. Scalability analysis is made complex because it involves con-
siderations of memory, inter-connectivity and virtualisation. Scalability aspects of the 
surface and volume viewing algorithms are discussed in Chapters 5 and 6. 
The adopted multi-pass approach allows computation to take place in localised 
domains and provides a natural parallelisation avenue. With multi-pass scanline algo-
rithms, the parallel granularity is the one-dimensional domains which, for many data sets 
and algorithms, provide a good match to massive parallelism. 
Based on this approach we have built two example applications each comprising sev-
eral scanline passes. Mapping details for surface and volume viewing algorithms are 
given in Chapters 5 and 6. But before describing these we present in detail in Chapter 4 
the core resampling technique developed. 
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4 SPATIAL TRANSFORMATIONS 
Applying a spatial transformation to an image redefines the spatial mapping of that 
image to a new mapping. No limits are imposed on the dimensionality of the image or 
data (the term image data refers to sampled data). The transformation specifies a corre-
spondence between the input and output coordinate spaces of the image. These transfor-
mations are common in many fields, and, although it is not our intention to do an 
extensive survey of all possible transformations, we initially specify the problem in a 
general fashion, and later concentrate on spatial transformations most relevant to visuali-
sation applications. These include affine and projective transformations and also incor-
porate planar and non-planar texture mappings. 
Problems associated with performing spatial transformations arise from the fact that 
we are limited to discrete representations of images while, typically, we want to apply 
continuous transformations. The subjective nature of the quality assessment measures 
complicates the evaluation of such transformations. We posed three major requirements 
for the implementation design: 
to provide a flexible means of designing the required resampling filters, 
to provide a means to handle discontinuities adequately, 
to provide an efficient SIMD data-parallel implementation to meet perfor-
mance needs for interactive applications. 
Our implementation design exploits the trade-offs between computational cost and 
accuracy which will influence the interactivity and the artifacts present in the visualisa-
tion applications. 
As discussed in Chapter 2, several criteria can be adopted to judge the quality of a 
transformed image. In our case, given the nature of the applications, we assess quality by 
adopting visual criteria commonly used in the literature and attempt to gain an under-
standing of the source of artifacts. It is important to be able to differentiate artifacts 
resulting from the transformation from features inherent in the data. The approach should 
provide a consistent solution to implementing spatial transformations across several vis-
ualisation applications to allow their exploration. Our goal is to provide a framework for 
visualisation applications that is flexible enough to allow the building of applications in a 
consistent manner and sufficiently controlled to allow perceptually-based studies. 
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4.1 Multi-pass resampling 
Assuming that transformations and images originate from continuous functions then 
transforming sampled images defined over regular integer spatial coordinate systems 
may require resampling at non-integer coordinates over the reconstructed image. 
4.1.1 Ideal resampling in one dimension 
The sampling theorem states: 
"If a signal contains no frequency components for 111 ~ W, it is completely 
described by instantaneous sample values uniformly spaced in time ( or space) 
with period TN $; 1 I 2 W. If a signal has been sampled at the Nyquist rate or 
greater (fN ~ 2 W) and the sample values are represented as weighted impulses, 
the signal can be exactly reconstructed from its samples by an ideal low-pass 
filter of bandwidth B, where W $; B $; f N - W ." [Carlson75] 
We assume that the sampled image or signal is accurately represented by its samples, 
and that the bandlimited signal can thus be reconstructed from its uniformly spaced sam-
ples. Applying a spatial transformation to a discrete signal can be described as a four-
step process: 
(a) reconstruct the discrete signal into a continuous signal, 
(b) apply the transformation to the continuous signal, 
( c) low-pass filter the transformed signal to bandlimit the signal spectrum below the 
Nyquist limit, 
( d) sample the transformed signal. 
We term the discrete input signal as the array fs and the discrete output signal the 
array gs· The arrays fs and gs represent continuous signals sampled at uniformly spaced 
intervals. We term the reconstruction filter r, the transformation or mapping m, the low-
pass filter h, the reconstructed signal Jc, and the transformed signal g c· 
Discrete input 
Reconstructed input 
Transformed signal 
Continuous output 
Discrete output 
f (u), u E Z 
s 
f/u) = f/u) ® r(u) = [, f/k)r(u - k) 
k E Z 
g (x) = f (m- 1(x)) 
C C 
g'/x) = g/x) ® h(x) = fg /t)h(x -t)dt 
g (x) = g' (x)com b(x) 
S C 
In the following sections several approaches are adopted to address the constraints 
imposed by practical computational limitations that make ideal resampling difficult. 
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4.2 One-dimensional resampling implementation 
One-dimensional resampling operations form the core of the multi-pass scanline 
algorithms used in this work and described in Chapters 2 and 3. We base the resampling 
process on filtering operations using convolution in the spatial domain. Filtering in the 
Fourier domain is more computationally expensive and, with current architectures and 
data sizes, impractical for interactive visualisation applications . Also, to provide control 
over the level of interaction, we design the filtering operations around a flexible kernel 
convolution approach. 
We have developed a novel approach to handle discontinuities, including data 
boundaries or edges, efficiently for these one-dimensional transformations. Discontinui-
ties, particularly in visualisation applications, have always posed difficulties and have 
often been a source of artifacts. Such discontinuities can originate from data edges, the 
data itself, or can result from applying the transformations. Discontinuities in the data 
can be either specified by an accompanying mask locating discontinuities, or determined 
by applying a pre-specified rule to locate them. 
Discontinuities introduced by transformations are present, for example, in algorithms 
such as the perspective viewing of non-planar surfaces arising from the geometrical visi-
bility constraints; they are evident at silhouette edges. 
4.2.1 Reverse mapping approach 
. 
Applying a spatial transformation to a discrete signal can be done in one of two 
directions: forward or reverse (see Figure 10). 
forward 
hole 
reverse 
Figure 10 Forward and reverse mapping directions 
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In the forward direction, each input sample is progressively mapped onto the output 
as specified by the transformation. The transformation, typically represented by a contin-
uous map, can assign integer input sample positions to real-valued (i.e. non-integer and 
integer) output coordinate positions. Given the discrete nature of the data we manipulate, 
this technique can leave holes or create overlaps in the output signal. Holes can be filled 
after the transformation by interpolation while overlaps can be handled by keeping an 
accumulation buffer to weight sample contributions. These operations can be costly to 
compute. Resampling in the forward direction has proved useful under memory limita-
tions where the input data cannot fit completely in memory. Handling discontinuities can 
be difficult, in the case of filling holes for example, given the loss in continuity. It is also 
difficult to efficiently handle transformations that have many-to-one mappings because 
of the need for accumulation buffers. 
In the reverse direction, to each integer output coordinate we assign a value sampled 
from the input signal at real-valued coordinates. Thus the inverse of the transformation 
(or some approximation to it) is needed to determine the sampling location. Resampling 
from input space can be implemented very efficiently. After the resampling process, fil-
tering of the output data may be required to eliminate aliasing. This approach leaves no 
holes in the output data and eases the handling of discontinuities in the case where many-
to-one mappings are present. The difficulty lies in obtaining the inverse of the transfor-
mation. We have designed an algorithm that uses reverse mapping and that provides an 
approximate solution to the difficulties of finding inverse functions. 
4.2.2 Reverse sampling algorithm 
Given that the transformation function m may be provided as an empirically-derived 
sampled function ms, its inverse is not always available. Therefore we approximate it 
(see Figure 11). When the transformation is given in analytical or exact form simplifica-
tions can be made since the inverse may be analytically derived. 
Our reverse sampling alg01ithm processes the discrete input fs(u) using a recon-
structed transformation mc(u) to generate a resampled output gs(v) which is low-pass fil-
tered to give the output g'/v), as summarised below. 
Reconstruction transformation 
mc<U) = ms(U) ® Tj(U) = I. ms(k)T1(U - k) 
kE Z 
Discrete input 
Resampled output 
-1 f -1 -1 " f k - 1 k z g s<V) = f c<m C ( V )) = s<m C (V)) ® rim C (V )) = '- s< ') Ti m C ( V ) - '),V E 
Low-pass filtered output 
g '/V) = g s(V) ® h(V) = L g s<k)h(v - k) 
kE Z 
fs 
(d) D D 
D D a 
DD D 
D 
kEZ 
0 
0 
u 
(a) 
Figure 11 Resampling and reverse mapping function approximation 
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(a) Reconstruct me from the discrete mapping function ms using reconstruction filter 
rlu). The aim of this reconstruction is to determine the inverse mapping. The 
simplest approach is to fit lines between consecutive samples (linear reconstruc-
tion). A more sophisticated technique is to fit cubic polynomials to the discrete 
mapping ms, one polynomial for every two consecutive samples. This process 
can be easily accomplished using simple look-up tables to derive the polynomial 
coefficients (n-1 polynomials are computed c01Tesponding to the n-1 intervals) . 
(b) Once the mapping has been reconstructed in an analytical form we need to find 
inverse function values for all integer values of me (these correspond to integer 
coordinate outputs). For linear reconstn1ction the inverse function me-1 can be 
easily determined. Cubic polynomial reconstruction is more complex. For each 
cubic polynomial, the roots corresponding to the integer output coordinates are 
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found. These roots provide the reverse mapping for the output coordinates. This 
can be done with one of several numerical techniques including Newton iteration. 
Note that each output coordinate may arise from multiple real input coordinate 
values. We may need to keep track of these multiple values to be resolved later. 
(c) From the reverse mapping coordinates the resampling can be done by first recon-
structing the input signal (using r2) and then sampling at the desired location. The 
resampling is performed using one of a number of reconstruction kernels. An 
efficient look-up table technique, described later in this chapter, is used to apply 
the reconstruction filter. 
(d) The result is a multi-valued array gs. In order to resolve the multiple values a 
number of techniques can be used; these are algorithm-dependent. In Chapter 5 
we present one such technique used in the case of hidden-surface removal for 
perspective viewing arising from the visibility constraint. 
(e) A final low-pass filter can be applied to remove high frequencies introduced by 
the transformation and resampling process. 
To illustrate this process, we present results from our implementation of vertical per-
spective projection with hidden-surface removal (Chapter 5). Figure 12 illustrates the 
projection transformation by showing the height profile of input data and the direction of 
projection. In Figure 13, we have one scanline of the input data samplesfs, the plot repre-
senting a one-dimensional profile of the input height data where we have superimposed 
the sampled values required by the transformation. The sampling density is reduced 
towards the back of the scanline (corresponding to the 1ight-hand side of the plot) . In 
Figure 14, we show the empirical map from the vertical projection transformation with 
superimposed points resulting from computing the inverse mapping with hidden-surface 
determination done by overwriting from back to front. Figure 15 shows the intermediate 
data, along the vertical scanline, following the vertical projection step. 
The cost of applying the transformation depends on the complexity (rate of change) 
of the map, the technique used to resolve the many-to-one mappings , and the resampling 
technique used. The first two factors can be characte1ized such that an upper bound for 
time complexity be determined; this predictability can be used to determine efficiency. 
The resampling technique affects the quality of resampling. Cost estimates are provided 
in Chapters 5 and 6. 
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Figure 12 Viewing geometry illustrating the projection transformation 
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Figure 14 Profile of the vertical coordinates of projected data elements with hidden-
surface removal 
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4.2.3 Reconstruction by convolution 
Reconstruction can be done using several digital filtering techniques. Non-recursive 
space-invariant filters are amongst the most widely used filters in image processing and 
computer graphics and, although we concentrate on these at this point, there is scope for 
the use of recursive or space-variant filters and of stochastic sampling techniques. The 
filters that we consider include nearest-neighbour [Catmull, 1974] , linear [Blinn and 
Newell, 1976], cubic convolution [Rifman, 1974], cubic splines and windowed sine 
functions. 
Reconstruction involves the convolution of a filter kernel with the discrete signal. 
The extent and shape of the convolution kernel affect the performance and quality of the 
reconstruction. 
The extent of the kernel determines the number of samples that will be used in the 
convolution process. This has an effect on both the quality of the filtering and the com-
putation cost. Theoretically the kernel should have an infinite extent. To reach an accept-
able trade-off between quality and computation a subjective quality assessment on the 
trial algorithms was made. A kernel width of between four and six elements appears 
acceptable with no visible improvements for larger kernels. It is emphasised that this is a 
subjective assessment, and more careful perceptual studies would be required to estab-
lish the real limits to quality improvement. The approach can accommodate any required 
kernel width. 
The shape of the convolution kernel determines the weighting applied to each sample 
involved in the reconstruction. The ideal kernel shape is a sine function which is a per-
fect low-pass filter in the frequency domain (i.e. unity gain in the pass-band and zero 
gain in the stop-band). In practice, due to the limited extent, the shape is typically an 
approximation to a sine function. 
Thus it is desirable to have an approach which allows flexibility over both the shape 
and the extent. Kernel functions can be pre-computed with a given number of subsam-
ples and stored in look-up tables. Because the kernel is symmetrical, only half the table 
needs to be stored [Feibush, 1980; Gangnet, 1982; Greene, 1986; Ward, 1989]. This pro-
vides for a computationally efficient and flexible reconstruction. The resampling consists 
of weighting the input samples with values from these pre-computed look-up tables . 
Because inverse mapping is used, the convolution kernel may be centered on any real-
valued input coordinates. 
Figure 16 illustrates the reconstruction process using a cubic convolution kernel 
(K=4 ). The reconstruction kernel is centred at the location where a new sample is 
desired. Input data samples which fall within the kernel extent are weighted by the values 
J 
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of the reconstruction kernel aligned with the data samples and summed to form the resa-
mpled value. The general expression used to compute the resampling is: 
K 12-1 
g/v) = [ f/i + k)r 2( lklS + sgn (k)j) 
k = -K12 
The discrete kernel function r2 is subsampled with a given number of subsamples (S) 
per unit element; 128 subsamples is sufficient for required precision [Ward, 1989]. 
A set of kernel functions, several of which are described in Chapter 2, have been 
used. Chapters 5 and 6 show results from the use of these different kernels. The kernels 
that we have implemented are listed in Table 5. 
For convolution, cost is limited to multiply and add operations together with memory 
read/ write. The total number of operations for a kernel of extent K is K multiplications 
plus K-1 additions with 2K memory reads and one memory write. 
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Figure 16 Convolution with reconstruction kernel 
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Table 5 Kernel functions used for reconstruction 
Type extent Weights K 
nearest-neighbour 1 1 if O ~ /x/ ~ .5, O otheJWise 
linear 2 1 - /x/ if O ~ /x/ ~ 1, o otheJWise 
(a+2)/x/ 3 - (a+3)/x/ 2 +1 if O ~ /x/ ~ 1, 
Cubic convolution (a) 4 a/x/ 3 - 5a/x/ 2 + 8a/x/ -4a if 1 ~ /x/ ~ 2, 
o otheJWise 
(-9b-6c+ 12)/x/ 3 + (12b+6c-18)/x/ 2 + (-2b+6) 
if O ~ /x/ ~ 1, 
Cubic convolution (a, b) 4 (-b-6c)/x/ 3 + (6b+30c)/x/ 2 + (-12b-48c)/x/ + 
(8b+24c) if 1 ~ /x/ ~ 2, 
O otheJWise 
.167 (3/x/ 3 - 6/x/ 2 + 4) if O ~ /x/ ~ 1, 
Cubic B-spline 4 .167 (-/x/ 3 + 6/x/ 2 - 12/x/ + 8) if 1 ~ /x/ ~ 2, 
O otheJWise 
Truncated sine >2 sinc(x) if O ~ /x/ ~ .5, 
O otheJWise 
Hann-windowed sine 
>2 sinc(x)( a + (1-a) cos(2 nx!K) ) if /x/ < K/2 (a= 0.5 ) o otheJWise 
Hamming-windowed sine 
>2 as above (a= 0.5 4) 
sinc(x)(.42 + .5 cos(2 nx!K) + 
Blackman-windowed sine >2 .08 cos(4 nx!K) ) if /x/ < K/2 
O otheJWise 
Gaussian-windowed sine 
>2 sinc(x) ((JI --J2na) e exp(-x 
2!2a 2) if O ~ /x/ ~ K/2 , 
(a the standard deviation) O otheJWise 
4.2.4 Edge and discontinuity handling 
We propose an approach to handle discontinuities, present in the data, adequately 
and efficiently. This approach still provides a degree of flexibility between accuracy and 
efficiency through the use of pre-computed tables. 
For reconstruction, convolution operations assume the full availability of data sam-
ples within the convolution extent; these are not always available. Data samples used in 
• 
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reconstruction can be limited by data edges or data discontinuities. When there are a lim-
ited number of data samples, data extrapolation is first used to complete the data set 
required by the convolution kernel (see Figure 17). 
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Figure 17 Resampling process with discontinuity handling 
The handling of data edges and discontinuities is embedded within the reconstruction 
kernels. Edges are determined by the data spatial bounda1ies, and data discontinuities are 
specified using a binary mask that is either pre-attached to the data or computed accord-
ing to some algorithm constraint defining discontinuities. Together the edges and the 
mask determine the technique or kernel required for reconstruction. We first show how 
to compute such a mask. 
We compute a mask for each and every data sample (see Figure 18). This mask spec-
ifies the location of discontinuities around the data sample and will be used later for 
selecting a reconstruction kernel. The mask is computed using some algorithm con-
straints which determine whether or not a discontinuity is present. These constraints can 
be as simple as detecting sharp variations in consecutive data sample values. Thus the 
mask encodes the presence or absence of discontinuities near the sample. This algorithm 
corresponds to the decision tree in Figure 19 . 
discontinuity mask 
(K samples for 
a kernel of extent K) 
f-1 X 
fo X 
/, 
7 
potential discontinuities 
Figure 18 Discontinuity mask specification 
hx 
Figure 19 Discontinuity mask determination 
The pseudo-code algorithm for computing this mask is as follows: 
mask= 0 
for i = 0 to -(K/2-1), increment -1 
yes 
if discontinuity between fi and fi+l then mask [bit i] = 1 
for i =1 to (K/2-1), increment +1 
if discontinuity between fi and fi+l then mask [bit i] = 1 
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Having located the discontinuities we must find a way to handle them. Approaches 
taken to handle the processing of data edges include: 
shrinking the output data such that reconstruction at the edges is limited to 
full sets of the required samples (this poses a problem when applying a series 
of transformations since the data set shrinks at each and every passes), 
padding the edge with a background value such as O to complete the sets of 
required values, 
duplicating values at edges to complete the sets of required values, 
assuming that the signal wraps-around from the beginning to the end of the 
signal ( often an invalid assumption) , 
applying a windowing function to attenuate toward zero the values at the 
edges. 
While these approaches are sometimes acceptable we prefer an approach based on 
analytical extrapolation of values at the edge. Thus where discontinuities are found, 
either at the data edges or within the data, data is considered missing and extrapolation 
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based on the continuous segment available is computed to replace or fill the missing 
data. This extrapolation is done using polynomials (see Figure 20). 
linear lIJJ 
0 1 2 3 
cubic hft1 
0 1 2 3 4 
!2 = 211 -fa 
!3 = 3/1 - 2f a 
!3 = fa- 3/1 + 312 
!4 = 3fa- 8f1 + 6f2 
Figure 20 Linear and cubic extrapolation of missing values 
For example, given a kernel extent of four elements, linear or cubic polynomials are 
used. As shown later in Table 6, this process is embedded in the reconstruction kernels 
generating a set of eight kernels (kernel weights represented by h 's) because up to three 
discontinuities may be found over an extent of four data elements. This technique 
involves no extra computation for handling discontinuities and, in fact, can reduce the 
number of required operations. 
It should be noted that cubic polynomial extrapolation is subject to instability when 
used on very noisy data. Care should be taken in such cases and, when necessary, linear 
extrapolation used. 
4.2.5 Reconstruction with embedded extrapolation 
The subsampled reconstruction kernel functions are modified to incorporate extrapo-
lation of missing data samples. Thus handling edges and discontinuities is achieved by 
pre-computing a set of kernels adapted to neighbourhood characteristics. This process is 
demonstrated for original kernel extents of size four (see Table 6). The first column in 
the table describes the structure of the neighbourhood, showing the presence and location 
of discontinuities used for reconstruction. The second column includes the technique 
used for the particular "Mask" value based on the maximum number of samples forming 
a continuous segment from which we can extrapolate. The extent of the modified kernel 
(which can be smaller than the original extent thus requiring a reduced number of opera-
tions) and the resampled value f(x) provides an analytical description of the convolution 
operations where h corresponds to the original subsampled kernel function and /i to the 
sample values (those under kernel extent and f01ming a continuous segment). The modi-
fied kernel results from the expressions farming the coefficients of the sample values. 
Table 6 Discontinuity handling embedded within reconstruction kernels 
Mask Extrapolation type (kernel extent) 
Resampled value between/0 and/1 
I O I O I O I -! none ( 4) 
I o 11 11 I - I 
f~ 
111 o Io I -I 
!1 fay !11 
-4---L--L-f2 
cubic (3) 
f 12 = f_1 - 3fo + 3f1 
f(x) = h_1f-1 + hofo + h 1f1 + h 2f ~ 
= (h_1 + h 2)f_1 + (ho - 3h 2)fo + (h1 + 3h2)f1 
linear (2) 
linear (2) 
f'1 = 2fo - f_1 
f'2 = 3fo - 2f_1 
f(x) = h_1f-1 + hofo + h1f 11 + h 2f 12 
= (h_ 1 - 2h 1 - 2h 2)f_ 1 + (h 0 + 2h 1 + 3h 2)f0 
cubic (3) 
!~1 =fo -3f1+3f2 
f( X) = h - l f ~ l + h of O + h l / l + h 2f 2 
= (h o + 3 h _ 1) f o + ( h 1 - 3 h - 1) f1 + ( h 2 + h - 1) f2 
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Table 6 (continued): Discontinuity handling embedded within reconstruction kernels 
Mask Extrapolation type (kernel extent) 
Resampled value between/0 and/1 
linear (2) 
!~1 = 2fo - f1 
f'2 = 2f1 -fo 
f(x) = h_1f~1 + hof 10 + h 1f1 + h 2f 2 
= (h 0 -2h_ 1 -h 2)J0 + (h 1 - (h_ 1 +2h ))f1 
linear (2) 
f'o = 2f1 - f 2 
f ~1 = 3/1 - 2f2 
f(x) = h_1f~1 + hofo + h1f1 + h2f ~ 
= ( h 1 + 3 h _ l + 2 h O) f1 + ( h 2 - ( h _ I - 2 h _ 1 - h O) ) f2 
I 1 I 1 I 11 - I nearest-neighbour (1) 
f_ 1 f 0y /11 . f( X) = ( h -1 + h O + h 1 + h 2 ) f 0 
-4--1+-412 
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Once the mask and its associated kernel is available, the reconstruction can be com-
puted by convolution of the samples with the kernel corresponding to the selected mask. 
These kernels incorporate extrapolation to replace missing data samples. Thus we calcu-
late a new sample f' as follows: 
for i = -(K/2-1) to K/2, increment +1 
' ' f = f + k e rn e 1 [ s e 1 e ct e d mask ] [ kj] x f i 
4.2.6 Test pattern reconstruction 
One-dimensional test patterns are used to illustrat~ the effects of our reconstruction 
technique. The patterns are characterized by discontinuities; the first pattern used for 
reconstruction is the pulse function. Figure 21 shows the result of using a cubic convolu-
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tion kernel without discontinuity handling and with discontinuity handling (note that the 
reconstructed patterns are plotted with a different scale from the test patterns). A ringing 
effect arises when not taking into account the discontinuities; this results from our non-
ideal convolution. When discontinuities are taken into account, the ringing effect disap-
pears, but at the expense of a small non-isotropic effect due to the directionality of our 
extrapolation process (of the order of half a sampling unit) . The discontinuity handling 
provides better accuracy in approximating the exact transformations and avoids the 
introduction of a negative value due to the ringing effect, which can badly affect the 
computation process. Note that even with discontinuity handling, the filtering will intro-
duce some blurring effect. Multiple application of this filter (e.g. multi-pass processing) 
shows the advantage of handling discontinuities more markedly. 
The reconstructed patterns are showing the results from applying the discontinuity 
handling technique. No attempt is made to measure the comparative errors , and no 
attempt is made to measure the efficiency of the technique and compare its use with lin-
ear and cubic convolution reconstruction. Such error comparisons would not necessarily 
be conclusive without perceptual assessments. 
Other test pattern examples supporting our approach are shown in Figures 22, 23 and 
24, each using respectively the step function, ramp function, and sinusoidal function. 
4.3 Discussion 
In our experiments, it was observed that kernel widths between four and six were 
adequate and that wider kernels did not seem to provide better results. It remains difficult 
to quantify the quality of these techniques on a visual basis due to the subjective nature 
of artifacts. The aim of this work is not to compare the quality of kernels or determine 
which is most suitable for data with prior aliasing of various kinds, but rather to provide 
tools to enable investigation or choice of resampling filter kernels based on a-priori 
knowledge. 
Thus at no extra cost, and in some instances at a lower cost, our modified kernels can 
handle edges and data discontinuities. These resampling kernels form a core element of 
the generic one-dimensional framework from which the multi-pass spatial transforma-
tions are built. The fallowing Chapters show applications of the multi-pass one-dimen-
sional approach at mapping surface and volume visualisation algorithms onto the MP-1. 
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Figure 22 Reconstruction of a step function with and without discontinuity handling 
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Figure 23 Reconstruction of a ramp function with and without discontinuity handling 
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5 SURFACE PERSPECTIVE VIEWING 
In this Chapter we consider a highly demanding multi-pass scanline algorithm, the 
perspective viewing of height fields or image surlaces ( often called 2.5D viewing in 
computer graphics), and show how the data-parallel framework developed in Chapter 3 
and the approach to resampling in Chapter 4 can be applied to the most demanding 
example of multi-pass algorithms from the set described in Chapter 2. The algorithm, 
introduced by Robertson [1987], incorporates five passes including image rotation. 
These passes give rise to potential cumulative and non-uniform resampling problems and 
require the handling of discontinuities. The algorithm has previously been implemented 
on a serial machine to regularise data access and minimise memory requirements, and 
has proved successful for handling large images efficiently. 
In the following sections we first describe the algorithm, cla1ifying the passes, their 
purpose and limitations. We then develop a data-parallel mapping for the algorithm that 
suits the class of SIMD massively data-parallel architectures ( while not precluding other 
parallel architectures). 
An analysis of complexity is provided, together with a critical analysis of factors 
affecting perlormance. Results for mapping the algorithm onto the MP-1 are given, and 
illustration of the generated views provided. We also compare reconstruction kernels 
(used for resampling operations) in performance and perceptual qualities. Enhancements 
and extensions, and their implementations are also described. 
5.1 Description of algorithms 
We describe the multi-pass scanline algorithm for the perspective viewing of height 
fields and analyse some of its limitations. The viewing geometry is presented in Figure 
25; a view is characterized by three variables: an azimuth angle, an elevation angle, and 
the distance between the viewpoint and the centre of the height field. 
Viewpoint 
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height field 
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~ ./·/··;'.'.········· elevation angle 
Figure 25 Viewing geometry of a surlace representation 
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Surface height field elements are projected onto the two-dimensional view plane 
with projection rays passing through the viewpoint. Visibility of surface elements is 
viewpoint-dependent and must be determined for every projected surface element. 
The multi-pass scanline algorithm developed by Robertson for perspective projection 
includes hidden-surface removal and involves three passes, preceded by a two-dimen-
sional rotation using one of several multi-pass algorithms (see Figure 26). The approach 
taken follows the principles of regularisation of data access and localisation of data-
value dependent computation. The viewing transformation involves two basic opera-
tions: projection according to an appropriate viewing transformation and visibility deter-
mination. A texture (generated from a combination of shading, shadowing, pseudo-
colour coding, fractal texturing, etc.) can be associated with the surface height field and 
mapped onto the projected surface. 
5.1.1 Rotation 
Rotation is used to align the viewing direction with one of the surface height field 
coordinate axes. Two algorithms have been considered: 
(a) a two-pass scanline algorithm involving shear & scale operations [Fraser and 
O'Brien, 1979; Catmull and Smith, 1980] (as illustrated in Figure 26), 
(b) a three-pass scanline algorithm involving shear operations [Paeth, 1986; Tanaka 
et al. , 19 8 6] . 
These algorithms are described below using coordinate transformation matrices for 
rotation angles e smaller than 145°1. The transpose matrices represent data axis transposi-
tions and are used to provide access to scanline rows and columns. In both algorithms, 
for angles greater than 145°1, a combination of pre-reverses, post-reverses, pre-transposes 
and post-transposes is required due to the bottleneck effect [Fraser and O'Brien, 1979]; 
in the following analysis and results we only consider angles smaller than 145°1. 
shear & scale transpose shear & scale transpose 
(a) l sine 1 [~ ~ [ tan8 1 CT ~ -sine 1 1 I case 1 
shear transpose shear transpose shear 
(b) 
[-ta~8/2 ~ [~ ~ [si~8 ~] [~ ~ ~ tar:8/2 ~] 
These two algorithms provide good examples of the computation / communication 
trade-offs. Shear, shear & scale, and transpose operations have different costs. The shear 
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& scale operation has a higher computational cost than a shear operation. This is due to 
the interpolation and filtering required when scaling data. On the other hand transposi-
tion costs vary depending on architectures and data sizes involved. We can select algo-
rithm (a) or (b) depending on the relative costs of shear, shear & scale, and transpose. 
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Figure 26 Multi-pass scanline algorithms for rotation and surface perspective viewing 
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5.1.2 Perspective projection 
Computation of viewing projections depends on the chosen viewing paradigm, such 
as planar or spherical perspective, orthogonal or oblique parallel, or other less regular 
projections. Projection computation can be perf01med independently for each point in 
the input height field, although only a subset of points will be visible in the output view 
plane. Projection is hence a highly parallel operation, to the order of granularity of the 
resolution in the scene, but resolving visibility of projected pixels is highly dependent on 
a subset of other pixels. 
In general, projection computation is performed as a forward projection operation; 
that is, elements in the input height field data set are projected to the output view plane. 
Because of the non-uniqueness of elements in the output view plane; a given output ele-
ment may be generated by more than one input element. Unfortunately forward projec-
tion poses interpolation problems that are not necessarily solvable and may require 
approximation that can introduce artifacts. For example, holes in the output view plane 
may arise if no input elements are mapped to specific output elements, with insufficient 
information to fill them with anything other than a reasonable approximation in the inter-
polation process. The process of reverse projection, on the other hand, is potentially arti-
fact-free. If the reverse projection can be formulated correctly, then correct resampling in 
the output domain can also be performed. It is thus desirable to segment the view gener-
ation process to limit the use of forward projection to transformations in which physical 
constraints can be applied to minimise artifacts. 
The domain chosen for projection also corresponds to the domain for visibility deter-
mination. The resampling technique developed in Chapter 4 applies reverse mapping and 
can handle the many-to-one mappings of the projection transformation and the disconti-
nuities introduced by surface folds. Visibility depends on the viewing geometry, the 
height values and the rendering constraints such as opacity or transparency of scene 
components. Figure 27 shows the approach to localising the domains for visibility com-
putation. 
Localised visibility domains are determined by planes perpendicular to the height 
field base-plane, and containing the viewpoint. In each case localisation of the visibility 
domains in a symmetrical manner guarantees well-balanced parallelism to the order of 
approximately the horizontal resolution in the view plane. The domain localisation is 
achieved by transforming the data as shown in Figure 28 which illustrates the geometry 
used in calculating the required transformation. A "squeezing" transformation is thus 
applied along the horizontal axis and corresponds to a one-dimensional scaling operation 
with coordinate origin located at mid-point in the one-dimensional data array. 
viewpoint 
~ 
/ 
/ .. ··· / .... ·· 
/ .... ···· 
/ ... ··· 
/.··-::.-········ 
.. 
~ plane of sight 
height field 
base-plane 
Figure 27 Domain localisation for visibility determination 
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The limitation resulting from applying this first step is in the distance of the view-
point from the front of the base-plane; this distance must remain non-zero and positive, 
and must be large enough such that the scaling applied to the back of the base-plane does 
not result in too much loss of information (this depends on the frequency content of each 
horizontal scanline and the con·esponding Nyquist sampling limit). 
Once the visibility domains have been created, projection can be applied. The projec-
tion transformation is done in two steps, these consist of determining the vertical and 
horizontal positions, respectively Yp and xp, of the projected surface elements . First, verti-
cal projection is computed with hidden-surface removal. This process is done by com-
paring the positions of projected surface elements along a given domain. The vertical 
projection geometry for a single surface element is shown in Figure 29 ( with notation 
used in [Robertson, 1987]). The figure shows viewpoint to base-plane distanced, eleva-
tion angle 8, viewpoint to view plane distance f, view plane axis y, height field length Y, 
axis z fixed at viewpoint and base-plane centre and perpendicular to view plane, surface 
height h and three-dimensional coordinate p corresponding to surf ace element coordinate 
x and y, and projected pixel coordinates xP and Yp· 
The vertical projection position Yp can be obtained by calculating: 
f y /(hsin8 + (m -Y /2) cos8) 
f- z2 2 - f- (msin8 - hcos8) 
The derivation of this equation is illustrated in Figw·e 30, by following steps 1 to 6. 
viewpoint 
(x, y) = (-X/2, Y) X 
imag~ ba~e-plane 
and viewing rays 
~ig~ng ..<:> 
viewing 4>" 
rays 
triangle similarity 
X' d 
7--------,---t X 
y X' 
d 
6 
- - --
x d+Y 
squeezing transformation 
x' = x - xy (1 -_!!_) 
Y d+Y 
transformed base-plane 
results in aligned viewing rays 
Figure 28 Aligned domains for projection and visibility determination 
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see enlargement in > 
Figure 30 
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Figure 29 Vertical projection geometry 
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Figure 30 Derivation of the vertical projection coordinate 
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The visibility determination problem is illustrated for a vertical scanline in Figure 31. 
Two difficulties are identified: handling resampling adequately given the presence of 
folds (or discontinuities) and resolving many-to-one mappings resulting from projection. 
· · ·· · ···· ··· ················ d ········ · ······· · ·· · ····-
Figure 31 Visibility determination difficulties : folds and many-to-one mappings 
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The first problem is handled by the resampling approach described in Chapter 4, 
adopting a reverse mapping approach. 
Figure 32 illustrates reverse mapping and the folding problem for a single scanline. 
Markers e and b point to hilltops while a, b, c, d, and e represent a full scanline. After 
projection and hidden-surface removal the output scanline consist of a, b, and e; a dis-
continuity exists between b and e resulting from the hidden-surface removal process. 
Reverse mapping allows the resampling process to take place in the input data set where 
knowledge of discontinuity locations is known (e.g. presence of unfilled regions in the 
input data) and can be used to perform accurate resampling. 
a 
b 
C 
d 
e 
input image resampling locations 
discontinuity 
e and b mark the 
hilltops 
scanline before 
vertical projection 
vertical projection 
. . 
using reverse mapping 
from view plane to 
height field 
sc anline after 
vertical projection, 
note the discontinuity 
introduced by the fold 
given that band e are 
not contiguous elements 
Figure 32 Discontinuity introduced by folds along scanline 
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The second problem, i.e. many-to-one mappings, can be resolved in one of several 
ways. For an opaque smface the hidden-surface determination is done by processing 
each vertical scanline from the back of the base-plane to the front, ( over)writing to the 
output array. For a translucent surlace representation, the output array acts as a buffer 
where values are accumulated and weighted; optionally, for a depth cue effect, the 
weights are adjusted with respect to the distance between the surface to the view plane. 
The final step is the horizontal projection transformation (computing xp)· The diffi-
culty in applying this transformation comes from the fact that horizontal lines have been 
scaled earlier to align viewing rays and that hidden-surface removal has been applied. In 
computing xP we must compensate for the scaling (xfac) but first we must determine the 
original vertical position of each vertically projected surface elements. To do so we carry 
from the previous step the height value (h) corresponding to the projected element (see 
Figure 33). 
.... 
m" 
Figure 33 Horizontal projection geometry 
Using this information we can derive xP as follows: 
we want X = x'_l_ -
P f-z ( X )_l_ xcomp f- z 
we can obtain y y" - (m" - 2 ) cos8 
z 
and z" = -m" sine 
Y' - f- y" f II -z 
and using substitution 
f (y' + (Y /2) case) 
m" - /case - y' sine 
we can then obtain using similar triangles m= 
" h (m" - m' case) 
(m - ' . e ) 
thus we have 
and as previously 
m 
xcomp = yxfac 
m" _ h (m" - m' cos8) xfac 
- ( m' sine ) Y 
m sin 
m" _ h (m" - (y' + y/2cose) case) xfac 
- ( (y' + y/2cos8) sine ) Y 
z = m sine - h cos e 
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The above derivation of the horizontal projection pass relies on the viewing ray inter-
secting the base-plane which limits viewpoint heights to positions above the lowest sur-
face height (see Figure 34). This can be overcome using a slightly different geometry and 
does not affect our data-parallel mapping. 
valid viewpoint position area 
, .....•.............................................•......... ~. 
. . 
........................... d ........................ . 
Figure 34 Limitation of the viewpoint position due to the geometry 
In the horizontal projection pass we may want to handle discontinuities created by 
the vertical projection pass. This can be achieved using the resampling technique devel-
oped in Chapter 4 with an appropriate mask carrying information about discontinuities. 
The vertical projection pass has introduced discontinuities where surlace folds appear. 
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These discontinuities appear along vertical scanlines and are passed to the horizontal 
projection pass. Figure 35 illustrates several possible discontinuity configurations; the 
drawings represent 3 by 3 image pixel sub-regions with thick lines showing discontinui-
ties between continuous surface regions (thunderbolts are used to locate discontinuities 
along scanline columns and rows). 
In the top part of (i) we have a straight discontinuity between the two regions; in the 
bottom part, looking along rows, no discontinuities are present. In the top part of (ii) we 
have a misaligned set of discontinuities between the two regions; in the bottom part, 
looking along rows, we find one discontinuity. In (iii) the same happens but with two 
discontinuities along rows. Discontinuities along these rows can be determined given an 
associated discontinuity mask. Determining these discontinuities (and thus the continu-
ous segments) is based on an assumption about the smoothness of surfaces. For pixels a 
and b to be considered as part of a continuous data segment they must both originate 
from a continuous data segment; thus we must assume a certain smoothness about these 
s urlace regions. 
discontinuities 
along column after 
vertical projection pass 
discontinuities 
along rows before 
horizontal projection pass 
(i) (ii) (iii) 
Figure 35 Discontinuities introduced by vertical projection and present before the 
horizontal projection pass 
5.2 Implementation on a SIMD data-parallel architecture 
In this section we present the implementation of the perspective viewing algorithm 
on a data-parallel architecture, the MasPar MP-1. A description of the MP-1 is provided 
in Chapter 2. Our implementation is based on the framework presented in Chapter 3, and 
is composed of both computational and communication primitive components. The scan-
line domains resulting from the above multi-pass decomposition provide a natural paral-
lelisation avenue since they can be operated on in parallel [Vezina and Robertson, 1991] . 
We discuss the implementation first by considering the case where we have as many 
scanlines (N) as PEs (P), followed by the case where PE virtualisation is required to 
match the number of scanlines. 
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N = P case 
In this case, our data mapping stores one scanline per PE (a row or column as shown 
in Figure 36). In this mapping scheme, the two-dimensional PE array is viewed as a one-
dimensional array (thus trading off an array dimension for extra PEs along the one 
dimension). The multi-pass algorithm allows most of the processing to be performed 
within a row or column of the data, and thus within each individual PE memory. 
X 
0 1 2 3 
surf ace data 4 s 6 7 
or 8 9 A B image 
C D E F 
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PEO PEl PE2 PE3 X OT X OT I I I I 
0 1 2 3 pmem pmem 0 4 8 C 
4 5 6 7 1 5 9 D row mapping 
8 9 A B 2 6 A E 
C D E F 3 7 B F 
y OT y OT 
PE array PE array 
PEO PE 1 PE2 PE3 X OT 
X OT I I I I PE array 
0 1 2 3 PE array 0 1 2 3 
column mapping 4 5 6 7 4 5 6 7 
8 9 A B 8 9 A B 
C D E F C D E F 
y or y OT 
pmem pmem 
Figure 36 Image scanline mappings using a 4 by 4 pixel image 
Computational and communication components are required. Computational compo-
nents correspond to the different passes of the algorithm as described in Section 5 .1; they 
are implemented using the one-dimensional resampling techniques presented in Chapter 
4. With computational components operating within local PE memory, the different 
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reconstruction kernels required for resampling can be stored in local PE memmies allow-
ing PEs to adapt to local resampling requirements. 
Communication components include two-dimensional data transposition which is the 
process of exchanging the data storage or pmem axis with the PE axis. Several transposi-
tion algorithms have been designed and implemented on the MP-1 or similar architec-
tures [Flanders, 1982; Kuszmaul, 1990; Fletcher, 1992]. In this work, we develop an 
approach that takes advantage of the two-dimensional connectivity of the PE array by 
using the nearest-neighbour communication network (x-net). Our algorithm exploits the 
efficient indirect addressing capabilities of the MP-1. Note that it is possible to perform 
the transposition by viewing the PE array as one-dimensional, providing better portabil-
ity to a one-dimensional PE array, but this approach would be less efficient than our cho-
sen method which takes advantage of the full two-dimensional connectivity of the MP-1 
PE array. 
An algorithm for transposition is outlined as follows: 
plural char* plural char A[nproc], At[nproc]; 
/* nproc is the number of PEs */ 
register plural char RO; 
int i,j; 
for(i=O;i<nyproc;i++)/* nyproc is the horizontal number of PEs */ 
for(j=O;j<nxproc;j++)/* nxproc is the vertica l number of PEs */ 
{ 
RO= A[source_element(i,j) ]; 
RO= xnetW[j] .RO; 
RO= xnetNW[i] .RO 
At[destination_element(i,j) ]= RO; 
} 
Assume an input image of size nproc by nproc. The plural array A stores the input 
image. In a row mapping, image column indexes correspond to PE indexes along nproc 
and image row indexes correspond to array A [ J indexes. Transposition requires moving 
each array element A [v] on PE nproc to PE v in array address nproc. This requires 
nproc steps. At each step nproc elements (one per PE; each determined by function 
source_element ()) are transferred simultaneously using the x-net and re-located into 
PEs at their respective destination addresses (determined by the function ctestina-
tion_element () ). The functions source_element () and destination_element () 
can be pre-computed and stored in look-up tables. The algorithm takes full advantage of 
x-net connectivity and toroidal wrapping (not used in above pseudo-code example) to 
maximize performance, and of indirect addressing. Data movement is partially illus-
trated in Figure 37. 
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PEO 
Figure 37 Partial illustration of the data movement from a single PE for transposition 
Improved timings are possible under various optimisation approaches but scope for 
optimisation often depends on the exact algorithm, image size, and PE array configura-
tion. In our work we use some highly optimised data remapping routines developed by 
Fletcher [1992] which form part of a more general remapping approach. 
Extra optimisations can be achieved when handling images with power-of-two sizes. 
It may be desirable to handle more general sizes since memory space becomes an impor-
tant consideration when processing large high resolution images or multiple multi-chan-
nel images. The trade-off is one of speed against memory space. Transposition 
operations and timings used in this work consist in an optimised algorithm for power-of-
two images (e.g. transposition of 1024 by 1024 byte images) [Fletcher, 1992]. A more 
general algorithm for the transposition of arbitrarily-sized data sets was also developed 
but timings are not reported in this work. 
N > P case 
Virtualisation is required to handle images of size greater than the PE array size. As 
discussed in Section 3.3, memory can be traded to virtualise the number of PEs thus pro-
viding flexibility in matching data sizes and PE array configurations. We denote virtuali-
sation ratios by Nn and calculate them as Nr = NIP, where N is the maximum size of the 
image and P the size of the one-dimensional PE array (from 1024 to 16384 on the MP-
1). Virtualisation is done by embedding our resampling operations within loops that iter-
ate according to the virtualisation ratio. 
Virtualisation influences the PE usage efficiency as shown in the next section. 
5.3 Performance prediction and analysis 
Performance is estimated separately in terms of computational and communication 
primitive components. The computational components for this analysis include affine 
transformations and projection transformations. The swface perspective viewing algo-
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rithm uses one-dimensional shear & scale, vertical projection and visibility determina-
tion, and horizontal projection transfmmations, all developed around efficient one-
dimensional resampling. The communication components include two-dimensional 
transposition which by virtue of being a data-value-independent transformation provide 
predictable communications. 
Performance predictions 
Performance estimates are derived from the execution time of the following one-
dimensional p1imitive components: 
ts&s: shear & scale 
tvp: vertical projection and visibility determination 
t11/ horizontal projection 
All computational primitives operate on one-dimensional data domains comprising N 
data elements. As a two-dimensional communication primitive component we have: 
t2d1: two-dimensional transposition 
Given these timings, we obtain: 
ts, = N, ( 3 ts&s + 2 t2dt ) : two-dimensional rotation 
ts = N, ( ts&s + tvp + t 11P + 2 t2dt) : surf ace perspective viewing 
The shear & scale, and horizontal projection transformation timings have a small 
viewing geometry-dependency. The vertical projection transformation timing depends 
on several factors: 
lower viewing elevation angle will increase the processing requirements for 
visibility determination, 
increased height emphasis, which is a constant multiplier used to emphasize 
heights, increases the size of folds in the surface and thus the processing 
requirements, 
higher frequency content in the input height field also increases the occur-
rence of folds. 
Under the worst conditions, timings can increase largely because of extra interpola-
tion requirements. To alleviate this we can impose restrictions on viewing parameters. 
Performance analysis 
We use three measures to analyse our data-parallel algorithm [A.kl, 1989]: 
speed-up= running time of sequential algorithm 
running time of parallel algorithm 
cost = running time of parallel algorithm x number of PEs used 
efficiency = running time of sequential algorithm 
cost 
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Efficient is a measure of PE utilisation. Optimal efficiency means all PEs are being 
used and is reached when efficiency equals one. Performance scalability is achieved if 
efficiency can be maintained at a constant while the number of PE increases. 
Table 7 summarizes the performance analysis for one-dimensional (resampling) 
transformations. For the serial implementation timing, the same multi-pass algorithms 
are used since the approach is also efficient for serial implementations for the same rea-
sons of regularising data access. 
Table 7 Performance analysis for one-dimensional transformations 
Surlace 
data size N2 
number of PEs P=N 
parallel time O(N) 
serial time O(N2) 
speed-up O(P) 
efficiency 0(1) 
Efficiency depends on the data and PE array sizes. In the case where P = N, speed-up 
and efficiency are optimal, thus providing scalable performance. For P > N efficiency 
drops. Achieving optimality is not always possible given the constraints imposed by data 
size and PE array size. This is a result of the granularity of the algorithm and the one-
dimensional nature of the PE array abstraction. Imbalance can be created because the 
algorithm granularity range is typically in the order of 100 to 10000 (considering input 
height fields of size 1002 to 100002), and the PE array size ranging from 32 to 32768 
(viewing the array as one-dimensional). There is scope for con·ecting this imbalance 
using virtualisation subject to memory limitations. For P < N, PE virtualisation is 
required and speed-up converges to constant?. 
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Communication components consisting of transpositions about data axes also oper-
ate with optimal efficiency and speed-up. They scale gracefully if the router alone is 
used, while the best perlormance can be achieved using a mixture of x-net and router 
calls based on the PE array size [Fletcher, 1992]. 
5 .4 Practical results 
The timings were carried out on a MP-1 configured with 1024 PEs, each with 
64Kbytes of local memory. Timings are given for the computation and communication 
operations excluding the reading of data sets from disk into memory, before applying the 
algorithms, or memory to disk or to display after. Issues pertaining to the I/0 require-
ments were presented in Chapter 2. 
Throughout this section, timings are given for input height fields up to 512 by 512 
data elements. Although suited to video format constraints, 5122 fields do not make best 
use of the minimum-sized MP-1 (1024 PEs). The reason for using such size lies in the 
approach taken to view scenes. The view plane size is not set to a constant size but is 
allowed to adapt to the viewing geometry. For example, when rotating an image by 45° 
the output image is -V2 larger in size. This means that as the image grows in size, more 
PEs are needed. A similar approach is taken for surface perspective viewing (where out-
put size is dependent on elevation angle, azimuth angle, viewpoint distance, and empha-
sis). The other possible approach would have been to set the viewing plane to a constant 
size and clip views to fit within that size. 
5.4.1 Results from the multi-pass implementation 
As our implementation incorporates generic algorithm components, the results are 
not fully optimised. Our main interest is in the major parallelisation issues and require-
ments for portable tools, rather than ~bsolute maximum perlormance. Therefore we have 
not carried out a detailed analysis of optimisations that can be achieved by using the MP-
1. We do recognise the scope for optimisation using the MP-1 with its many registers 
and its capability to perlorm PE memory operations simultaneously with computation 
(particularly for the core resampling operations). Our experience on the MP-1 has shown 
that perlormance increases by a factor of two to three can be achieved with optimisation. 
Since the timings are data-value dependent and viewing-geometry dependent, the 
input height field is selected to be representative of an average load and so is the viewing 
geometry (elevation = 45°, azimuth = 45°, viewpoint distance = twice the image width, 
emphasis = 1.0). All height field data used has byte precision; i.e. 322 = 32 by 32 bytes. 
Also, all intermediate images are passed to the next processing stages as byte-valued 
images; using 16-bit precision or floating-point precision intermediate images may be 
desirable for extra accuracy but at an extra cost in communication and storage. All tim-
ings are given in milliseconds (msec) and most are rounded to the nearest msec. 
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Timings in Table 11 report the perlormance of the one-dimensional computational 
components on which the algorithm is built. Perlormance of nearest-neighbour (nn) resa-
mpling is given here, while timings for other resampling approaches are given in the next 
section. 
Table 8 Timings for one-dimensional computational components (msec) 
image size 322 642 1282 2562 5122 
shear & scale ts&s nn 3 6 11 22 45 
vertical projection tvp nn 29 58 116 231 462 
horizontal projection l1zp nn 16 33 66 132 263 
Timings scale linearly with data size. To achieve higher perlormances a simplifica-
tion was made in our implementation for the horizontal projection pass. In the vertical 
projection pass discontinuities are introduced where surlace folds appear along vertical 
scanlines. We chose not to process these discontinuities in the horizontal projection pass 
because of the cost of tracking them by carrying a discontinuity mask between passes . 
Table 9 provides timings for the two-dimensional transpose operation used to give 
efficient access along different image data axes. The implementation uses a combination 
of x-net and router calls [Fletcher, 1992]. The timings scale linearly with data sizes from 
642 to 5122. In the case of data size 322 the better perlormance reflects the match with the 
PE array topology (322 PEs). 
Table 9 Timings for two-dimensional communication component (msec) 
image size 322 642 1282 2562 5122 
transpose t2dt 1.3 5.1 9.2 17.6 35.9 
Table 10 gives timing results for rotation and surlace perspective viewing. Timings 
scale linearly with data size. For comparison, the surface perspective viewing of a 5122 
height field requires 80 seconds on a SP ARC-1 workstation while viewing a full 81922 
height field requires several hours (projected time on an 8192-PE MP-1 is about 14 sec-
onds). 
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Table 10 Timings for rotation and surlace perspective viewing (msec) 
image size 322 642 1282 2562 5122 
rotation 12 28 51 101 207 
tsr = 3 f s&s + 2 t2dt 
nn 
perspective viewing 
nn 51 107 211 420 842 
t s = ts&s + fvp + thp + 2 t2dt 
Timings for rotation show that between 30% and 44% of the time is spent in transpo-
sitions. For perspective viewing, transposition time accounts for between 8% and 12% of 
the total. This important result supports our approach to domain decomposition and sug-
gests that the chosen domains do not impose a high communication cost which is impor-
tant for data-parallel architecture implementations (because of the performance scaling 
difficulties encountered with communication bandwidths on such architectures). 
Another communication component was required to generate a texture map using a 
simple Lambertian surface shading algorithm. The algorithm involves the computation 
of gradients (or surlace normals) and requires neighbouring PE to PE access. Although 
shading could be computed with a scanline approach, we chose to take advantage of the 
full two-dimensional connectivity of the MP-1. Some of the plates included in this work 
show the result of using texture maps generated from more complex shading methods 
[Robertson and O'Callaghan, 1985]. 
5.4.2 Comparisons of various reconstruction filters 
We compare the performance and results of using various reconstruction filters for 
rotation and surlace perspective viewing. Visual comparisons illustrate the effects of dif-
ferent filters. As noted earlier, no attempt is made to judge the merits of the filters. Our 
aim is to provide a framework within which such investigations could be carried out. In 
this section we compare filter kernel subsamplings, widths and shapes. 
Filter kernel functions are pre-computed and stored in look-up tables. These func-
tions are approximated by subsamples and used as weights in convolution operations. 
The subsampling rate determines the accuracy of the approximation. The number of sub-
samples required depends on the arithmetic precision used. Using mean-square error 
analysis of quantisation effects Ward and Cok [1989] show that the use of 17 subsamples 
per sampling unit (i.e. a pixel in the case of images) is equivalent to using integer round-
off. 
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Test pattern images are shown in Plate 4 [Mitchell and Netravali, 1988]. This pattern 
was chosen to represent a range of spatial frequencies to allow us to observe the accumu-
lated effects of resampling errors at different frequency levels in a direction specific way. 
The image was sampled on a regular grid from the function sin(x2 + y2) with different 
sampling frequencies. The 1ings on the top part of the images are part of the actual 
image. On the right image, the rings on the bottom pa.it and in the middle are Moire pat-
terns due to aliasing. 
We compare first the performance and qualities for kernel subsamplings (S) of 8, 16, 
32, 64, 128, 256 and 512 subsamples per sampling unit. Second, we compare kernel 
shapes and widths. The experiments are carried out with filters that include nearest-
neighbour (i.e. no filtering), linear, cubic convolution and Gaussian-windowed sine 
shapes. All input height fields used are 16-bit precision images (except for nearest-neigh-
bour resampling because no interpolated values are required; in this case we use byte-
precision images only). 
Using different subsampling numbers does not affect resampling time performances. 
Variations observed are data-value dependent and not filter dependent although using 
differently-subsampled kernels generates different data and thus different perlormances 
where perlormance is data-value dependent. 
The use of different subsamplings is reflected in the perceived quality of demanding 
transformations such as su1face perspective viewing. The results of applying these ker-
nels to two-dimensional rotation and surlace perspective viewing is shown in Plates 5 
and 6 respectively. These results suggest that rotation can be accommodated with a low 
number of subsamples but that the perspective viewing transformation is significantly 
affected by the use of low-numbered subsampled kernels (s = 8 shows noticeable arti-
facts while aboves= 64 results are acceptable). 
We conclude that because there are no additional costs for using large numbers of 
subsamples (ignoring the cost of loading kernels into PE memories) it is appropriate to 
select kernels withs = 128 or above. In all the following examples we uses = 512. 
Finally, kernel shapes are compared on rotation and perspective viewing transforma-
tions. The kernels used were (see Section 4.2.3): 
nearest-neighbour (no filtering), 
linear (two-pixel wide), 
cubic convolution (four-pixel wide, parameter a = -0.5) , 
Gaussian-windowed sine (four-pixel wide, parameter a= 1.4142). 
Timings of one-dimensional computational components using the different filter ker-
nels are provided in Table 11 ( except for nn, we use 16-bit precision images). 
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Table 12 provides the timing for the transposition of 16-bit images. 
Table 11 Comparative timings of filter shapes for computational components 
(msec) 
unage size 5122 
nn 51 
lin 250 
shear & scale ts&s 
cubic 450 
w-s1nc 450 
nn 462 
lin 4279 
vertical projection tvp 
cubic 6165 
w-s1nc 6419 
nn 263 
lin 1872 
horizontal projection thp 
cubic 2239 
w-sinc 2255 
Table 12 Timing for communication component: 16-bit image transposition 
(msec) 
image size 5122 
transpose t2dt 46 
Table 13 provides timings for rotation and surface perspective viewing (except for 
nn, we use 16-bit precision images). Timings in these tables show perlormance scaling in 
inverse proportion to kernel widths. Perlormance scales in proportion to the operations 
involved as specified in Section 4.2. 
With any given kernel, perlormance can vary with respect to viewing geometry or 
data values. The viewing geometry affects the intermediate image sizes that are pro-
cessed in the different passes. For example, a 45° rotation requires more processing time 
than a 10° rotation due to the larger image sizes that are processed by the successive 
shear & scale passes. In the perspective viewing algorithm, the vertical projection pass is 
highly dependent on the frequency content of the height field; a higher frequency content 
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will introduce many more folds in the surface and thus require more processing.Table 14 
gives the timing for test images with different frequency contents (see Plate 7). 
Table 13 Comparative timings of kernel shapes for rotation and surface 
perspective viewing (msec) 
image size 5122 
nn 229 
lin 592 
rotation tsr 
cubic 992 
w-s1nc 992 
nn 852 
lin 6493 
perspective viewing ts 
cubic 8946 
w-sinc 9216 
Table 14 Timings of the vertical projection transformation with height fields of 
different frequency contents (msec) 
5122 
image size 
low freq. high freq. 
nn 462 757 
lin 2597 4279 
vertical projection tvp 
cubic 3716 6165 
W-Sinc 4074 6419 
In all these timings we have used geometries and test images that represent higher 
than average loads. Plates 8 and 9 show the results from rotation and surface perspective 
viewing of test images with different resampling kernels. 
Qualitative assessment suggests that for rotation, at the viewing angles shown, linear 
and cubic convolution reconstruction filters provide the best results, with the windowed 
sine filter coming very close. Full 360° rotations of these images generate artifacts inher-
ent in the multi-pass algorithm (e.g. bottleneck problem). It is also evident that at specific 
angles, cubic convolution provides a noticeable improvement over linear interpolation, 
and is somewhat better (sharper) than the Gaussian-windowed sine filter. These issues 
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are explored at greater length by Fraser and Schowengerdt [ 1992]. The flexibility of our 
tools provide a way to investigate or avoid such problems. 
For surlace perspective viewing the cubic convolution reconstruction filter appears 
to offer the best quality while the Gaussian-windowed sine degrades the views . These 
results confirm that flexibility in the choice of a filtering kernel is an important consider-
ation for visualisation applications. 
5.5 Extended rendering pipeline 
To demonstrate the extensibility of our framework we have implemented an 
extended surlace rendering and viewing pipeline to handle multi-dimensional image data 
sets [Vezina and Robertson, 1991]. 
Visualisation of several multi-dimensional image data sets is made possible by repre-
senting the data as a set of stacked surlaces (see Plate 3). In this paradigm, surlace repre-
sentations are placed one above another in an attempt to show their spatial 
correspondence. 
The full surlace rendering and viewing pipeline implemented is composed of several 
modules, as shown in Figures 38 and 39. The ordering of these modules influences the 
interaction rates that can be achieved under manipulation of different pipeline parame-
ters, and thus requires a flexible integration approach in order to be able to alter the order 
when desired. For example, for elevation angle changes in viewing rotation need not be 
recomputed. By keeping strategic copies of images across the pipeline better interactivity 
can be achieved. This pipeline is also subject to the limitations associated with memory 
and I/0 bandwidth; particularly when handling multiple images. 
The multi-dimensional image data sets comprise several regularly gridded two-
dimensional images. The first image in a set carries the height field information. The 
other images in the set represent colours or textures to be mapped onto the surlace repre-
sentation. 
An important problem a1ises with the manipulation of coloured images. In order to 
reduce memory storage requirements, pseudo-colour images are often used. Pseudo-
colour images are typically one byte in depth and are accompanied by a look-up table 
(with 256 bins for a byte image) giving the corresponding colour mapping, such a map is 
often specified as red, green and blue components. True colour images are typically three 
bytes in depth - one byte for each red, green and blue components. Problems arise when 
requiring colour image interpolation as a result of spatial transformations on the image 
such as rotation or perspective viewing. While pseudo-colour images require less storage 
space, they do not lend themselves to efficient interpolation techniques because of the 
limit in size of the colour space from which colours can be selected (the pseudo-colour 
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look-up table can be recomputed every time a new colour is needed, and a close-enough 
match is not available in the current table, but this can be expensive). Handling true col-
our images does require more storage and processing but allows interpolation to be done 
to the red, green and blue components, thus imposing no limits in colour space (within 
the bounds of the original space). 
The above issues are involved when determining the number and size of images that 
a particular machine configuration can handle. For example a swface representation with 
height field data (preferably of 16-bit precision or 32-bit floating-point precision) and 
associated true colour texture maps (byte values for red, green and blue components) 
results in a total of seven byte-planes per surface. A two-surface representation of such 
surface with size 1024 x 1024 pixels will require 14 Mbytes as input image data, 28 
Mbytes during processing (this includes three byte-planes for temporary storage), and 7 
Mbytes for output data. These numbers do not provide for the storage of original data or 
intermediate results which are critical for interactive applications due to the I/0 limita-
tions from disk to processors. Minimum requirements for a two-surface interactive pipe-
line implementation should be of 42 Mbytes (this would allow us to at least keep the 
original data in local memory). Adding surfaces or using larger images adds substantially 
to these requirements. 
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Figure 38 Surface rendering and viewing pipeline 
For multiple-surface viewing, the surface perspective viewing algorithm generates an 
associated z-buffer map (z-buffer maps specify the distance from the view plane to each 
projected surface element) such that multiple surfaces are most easily integrated using a 
compositing z-buffer approach (see Figure 39). Note that while general and straightfor-
ward to implement, this is not necessarily the best approach; this is because progression 
knowledge (the physical information that under forward projection might allow correct 
interpolation of holes) is not fully preserved. Architecture constraints such as local mem-
ory size can also make it more efficient to integrate at the projection stage for large data 
sets. 
Shading, rotation, perspective viewing and multiple-surface view composition thus 
form the main modules. The parameters associated with the pipeline define the viewing 
geometry, the light sow·ce position (for shading) , the height exaggeration of surfaces , 
base-plane height offsets, and surface opacities (for composition of translucent surfaces). 
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Figure 39 Multiple-surface viewing pipeline 
For surface viewing, several approaches to rendering may be taken. The most 
straightforward is to pre-render the surface view and carry the height field and colour or 
texture map information throughout the pipeline. This is generally satisfactory for terrain 
views, but does not allow for more sophisticated scene rendering involving ray-tracing or 
lighting in shadowed regions. Pre-projection rendering can also be performed in several 
passes using shadow maps, generated using the same algorithm, as reference masks. 
Alternatively, rendering can be performed simultaneously with projection. Full treatment 
of rendering approaches, and comparative performance, are outside the scope of this 
work. The simple pre-projection rendering is used in this work because of its suitability 
to large terrain surlaces. For many such applications efficiencies gained by simplified 
lighting models, and not having to recompute the rendering for different views, offset 
possible advantages of more sophisticated rendering. 
Full description of the rendering used in this system is beyond the scope of this 
paper, but is given by Robertson and O'Callaghan [1985], where height exaggeration 
and illumination angle tradeoffs are also discussed. For the shading computation, gradi-
ent approximations are often application-dependent and they may also be dependent on 
data quantisation levels [Yagel et al., 1991]. Filte1ing in gradient determination is often 
ill-specified and can introduce or modify artifacts. 
Also, the input to this multiple surface compositing can either be produced by the 
perspective viewing stage or can be the rendered image and z-buffer from a geometri-
cally-modelled object. Thus geometrically-defined objects can be integrated with empir-
ical height field data. Table 15 gives performance timings for compositing two surfaces. 
As before, the timings depend on the view angles (a representative average angle was 
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used) and also depend approximately linearly on the number of surfaces being compos-
ited. 
Table 15 Timings for compositing two surface views (msec) 
unage size 5122 
opaque 27 
translucent 315 
A proportional model of transparency was implemented on the MP-1. Translucent 
surface compositing is more expensive than opaque multiple surface compositing 
because of the extra computation involved. 
Plates 1 to 3 show examples of multiple and intersecting surfaces. Plate 1 shows the 
surface representations (single and multiple) of an empirical digital terrain model, of a 
magnetic field strength image and of a fractal-generated image (fractal-generated surface 
used in terrain modelling). This type of visualisation of the comparison between the frac-
tal and empirical models allows interactive fractal parameter modification to more 
closely model the terrain. The fractal itself is generated with an SIMD parallel algorithm 
[Fletcher, 1991]. Plate 2 illustrates several of the possible extensions to the viewing 
application for the use of translucent surface representations, of intersection markers, 
and of a visibility map. Note that for the use of translucency, surface movements, and 
viewing at video rates, can emphasize the original surface structures. Adjustment of 
transmittance factors can be performed at close to interaction rates. 
Plate 3 shows the scope for multiple intersecting and stacked surfaces. In this plate 
the high spatial frequency fractal surface is used to add a high frequency component to 
the empirical terrain model to generate a composite surface. 
5.6 Temporal resampling 
In Chapter 2 we discussed several issues related to temporal resampling, in particular 
for animation. We have applied our spatial resampling approach to temporal resampling 
for performing temporal antialiasing (blunmg). 
Using a sequence of representations in time (with varying viewing parameters) we 
used the kernel resampling technique to supersample in time and then we averaged these 
new samples to introduce a blurring effect. The time sequence introduced a third dimen-
sion, with already two spatial dimensions, and thus being able to handle multi-dimen-
sional data facilitated the implementation of this application. Results are shown, as still 
images, in Plate 13. We used a rotation and perspective viewing sequence with one 
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degree azimuth increments, perlonned temporal supersampling with four supersampled 
images at .25 and .5 degree increments, and averaged the newly sampled images into two 
blurred images. 
These stills fail to show the improvements achieved in the animated sequences. It 
does show the blurring effects ( often such effect is used to simulate motion in a still pic-
ture). Since the images rotate about their centres, the edges move faster and appear more 
blurred. 
Although this approach is very simple, it is very good at anti.aliasing and can be 
implemented very efficiently. The temporal dimension introduces extra constraints on 
memory usage and I/0 requirements. At time of testing no high speed frame buffers were 
available for the MP-1, thus the generated views were recorded onto an analog optical 
medium and sequences re-played at video rates. 
5.7 Summary 
We described and analysed the multi-pass scanline surlace perspective algorithm 
including rotation. A data-parallel implementation of surface perspective viewing was 
developed for the data-parallel SIMD MP-1 based on the framework presented in Chap-
ter 3 and the resampling technique developed in Chapter 4. This implementation was 
found to be scalable and achieved optimal efficiency depending on the data size and PE 
array configuration used. Flexible resampling provided control over the levels of accu-
racy and user interaction rates. 
As an extension to the viewing algorithm we built a full surface rendering and view-
ing pipeline for multiple-surlace viewing. We also extended the spatial resampling tech-
nique to temporal resampling and perlonned temporal antialiasing using a blurring 
effect. 
The multi-pass scanline approach taken aimed at regularising data access require-
ments and providing predictable communication costs. The communication costs that 
often plague data-parallel implementations have been kept to a reasonable level. In fact, 
given the relative timings of computational and communication components, it suggests 
that there is a greater need for computational performance increases than communication 
bandwidth. 
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6 VOLUME PERSPECTIVE VIEWING 
In this chapter we develop a multi-pass scanline algorithm for the perspective view-
ing of volumetric image data. We show how the data-parallel framework developed in 
Chapter 3 and the approach to resampling in Chapter 4 can be applied to an application 
that requires the handling of large quantities of data at close-to interactive update rates 
[Vezina et al., 1992]. 
The algorithm involves two stages. First, spatial transformations, including volume 
rotation and perspective projection scaling, are developed. These spatial transfmmations 
are decomposed into four scanline passes. On completion of these transformations, the 
viewing rays lie along the pmem (memory storage) axis thus providing efficient data 
access to volume elements (voxels) for projection. The second stage involves the projec-
tion of voxels from three-dimensional space to a two-dimensional view plane. This 
involves iso-surface determination and shading, and is done by building on the rendering 
approach in [Levoy, 1988]. 
After describing the algorithm, we provide an analysis of complexity together with a 
critical analysis of factors affecting performance. Results for mapping the algorithm onto 
the MP-1 are given, and illustration of the generated views provided. 
First we discuss the different issues which have led us to adopting an image-space 
approach to volume perspective viewing. 
6.1 Image-space volume visualisation 
Three-dimensional sampled scalar fields account for a growing range of data sets 
from scientific and biomedical applications. Several volume visualisation techniques 
have been developed. Levoy [1990] classifies volume visualisation algorithms according 
to the three possible intermediate representations they employ. These representations are 
used to highlight visible objects or phenomena that can be rendered to produce a view. 
The classifications and their respective advantages and disadvantages as discussed by 
Levoy are: 
• Surface-based techniques are characterized by the application of a surface detec-
tor to the sample array, followed by fitting geomehic primitives to the detected 
su1faces and rendering of the resulting primitives [Fuchs et al., 1977; Lorensen 
and Cline, 1987]. A special case of smface-based techniques are the binary voxel 
techniques. These threshold volume data to obtain a binary array representing 
opaque voxels. The opaque voxels are then represented as polygon-constructed 
cubes and displayed using a hidden-surlace algmithm [Herman and Liu, 1979]. 
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Advantages include the compactness of geomet:Iic primitives facilitating stor-
age and t:J.·ansmission and a high degree of spatial coherence, making render-
ing of geomet:Iic primitives efficient. The binary voxel techniques are 
relatively straightforward to implement. 
Disadvantages include the difficulties involved in fitting geomet:Iic primitives 
to sampled data, and the possible loss of small features due to the problem of 
achieving error-free binary classification. 
• Semi-transparent volume rendering techniques assign a colour and a partial opac-
ity to each voxel (avoiding the intermediate geomet:Iic description). Views are 
formed from the resulting semi-transparent volume by blending together voxels 
along the projection rays. Several algorithms have been presented including 
[Levoy, 1988; Drebin et al., 1988; Westover, 1989; Upson and Keeler, 1988]. 
Advantages include a reduction in aliasing artifacts by avoiding thresholding 
during voxel classification. Depending on the approach used to represent the 
coverage of voxels by objects, either small objects can be preserved and 
viewed or non-homogeneous objects can be viewed. 
Disadvantages include the high computation cost associated with processing 
all voxels for viewing, and lack of versatility for integrating polygon and vol-
ume data. 
A good overview of the decisions involved in volume rendering, with references, can 
be found in [Wilhelms, 1991]. We have chosen the semi-transparent volume rendering 
technique and, using a data-parallel computer, have implemented an efficient volume 
viewing algorithm. The approach follows from the work by Levoy [1988]. 
As in the surlace viewing example, we gain efficiency in the mapping by separating 
the spatial transformation requirements from the rendering requirements. 
To ease the computational task we use regularly sampled data on a rectilinear grid. 
Other grids such as curvilinear grids [Ramamoorthy, 1985] often store the data in a regu-
lar structure leaving the handling of the curvilinearity to the applications. Irregular grids 
can pose resampling difficulties. In many cases spatial warping can be applied to the data 
to res ample to a regular grid [Wilhelms et al., 1990]. Visualisation algorithms can inte-
grate this correction or warping within their spatial t:J.·ansformation steps. 
The viewing algorithm achieves data access regula1ization by fallowing the approach 
taken in the surface perspective viewing algorithm; that is, the volume data is spatially 
transformed to align the projection rays with a PE memory axis. A similar approach was 
taken in [Drebin & al., 1988] to align the projection rays with the data coordinate axis 
but the algorithm used three consecutive two-dimensional rotations to achieve the three-
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dimensional rotation. Drebin used a total of eight passes for rotation and perspective 
scaling. In our algorithm we have reduced this to four passes. 
6.2 Description of algorithms 
We apply spatial transformations, including rotation and perspective scaling, to the 
volume data to localise projection rays along a data coordinate axis. Once localisation is 
completed, shading and iso-surface determination is computed. This consists of comput-
ing voxel opacities for iso-surlace classification, computing Phong shading according to 
local voxel gradients, and compositing along the projection rays for the final view. 
We develop a four-pass algorithm for the perspective viewing of volume data. The 
viewing geometry is presented in Figure 40. After traversing the three-dimensional vol-
ume data, rays are projected onto the two-dimensional view plane. 
2D view plane ~ 1 
volume data ray 
Figure 40 Viewing geometry of a volumetric data representation 
The viewpoint position is specified using four parameters (see Figure 41): angle a 
(rotation about axis z), angle ~ (rotation about axis y), angle~ (rotation about axis x), and 
distanced. 
y 
Viewpoint 
Figure 41 Viewpoint parameters: rotation about z, y, x and distance from centre 
Figure 42 is an overview of the multi-pass scanline perspective viewing algorithm. 
Each pass is computed along one-dimensional domains. In the next two sections we 
describe the three-pass scanline rotation, two-pass scanline perspective scaling (or 
"squeezing"), and projection algorithms. 
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6.2.1 Rotation 
As in the smface perspective algorithm, rotation is used to align the viewing direc-
tion with one of the volume data coordinate axis. The development of the algorithm fol-
lows from the work by Catmull and Smith [1980] on two-dimensional rotation. The 
three-pass scanline algorithm involves shear & scale operations applied consecutively 
along x, y and z axes (as illustrated in Figure 42). 
Problems occurring in the two-dimensional scanline rotation algorithm also occur in 
the three-dimensional case (see Section 2.3) . Because of the bottleneck problem the 
three-pass method cannot handle rotation angles greater than 145°1; in such case a combi-
nation of pre-reverses, post-reverses, pre-transposes and post-transposes are required. 
Derivation of the algorithm 
To derive the multi-pass three-dimensional rotation transformation we first review 
the two-dimensional rotation transformation decomposition. Input image coordinates are 
denoted by x and y, output coordinates by x' and y', and rotation angle bye. 
We want the output coordinates x' and y' after the rotation transformation (repre-
sented in matrix form): 
[x' J = [c?se -sinel ~~ 
Y sine cose J lxJ 
In the first pass, we hold they coordinate constant while computing x' (this results in 
a transformation applied along the x axis only): 
x' = xcose - ysine 
In the second pass, we hold x' constant and compute y': 
y' = xsine + ycose 
Because x has been transformed in the first pass , we need to invert x' to obtain x such 
that we can replace x in the above equation to obtain y': 
x' sine 
X = COS e + y COS 
x' sine 
y' - ( e+y e)sine+ ycose 
cos cos 
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By following a similar technique, we develop a decomposition process for multi-pass 
scanline three-dimensional affine transformations. We use z and z' to denote the third 
coordinate axis, and A to I for coefficients of the transformation matrix: 
we want x', y' and z' 
hold y and z constant and compute x' 
hold x' and z constant and compute y' 
invert x' to obtain x 
replace x into y' 
hold x' and y' constant and compute z' 
invert x' to obtain x (as above) 
invert y' to obtain y 
replace y into x, and replace x and y into z' 
x' = Ax+ By+ Cz 
y' = Dx+Ey+Fz 
X -
x' -By- Cz 
A 
x' -By-Cz 
y' = D( A ) +Ey+Fz 
z' 
x= 
y 
Gx+Hy+Hz 
x' -By-Cz 
A 
y'-Dx'-(F-CD)z 
A A 
(E- DB) 
A 
z' = Z(x' ,y' ,z) 
From this three-pass scanline affine transformation algorithm we can de1ive the 
three-dimensional rotation algorithm by replacing the coefficients A. B, C, D, E , F, G, H, 
and/ with the corresponding rotation matrix coefficients: 
[x' y' z] 
cosacos~cosc:;- sinasinc:; sinacosc:;- cosacos~sinc:; cosasin~ lxl 
sinacos~cosc:; + cos a sine; cosacosc:; - sinacos~sinc:; sin a sin~ y 
-sin~cosc:; sin~sinc:; cos~ z 
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A similar derivation was published independently in [Hanrahan, 1990]. Hanrahan 
also discussed the resampling problems involved with three-pass affine transformation 
algorithms. 
6.2.2 Perspective scaling 
As in the surface perspective viewing, projection computation can be perlormed 
independently for each point in the input volume. Projection is hence a highly parallel 
operation, to the order of granularity of the resolution in the scene, but the projection 
process is highly dependent on a subset of other pixels. Before computing projection, 
and to regularise data access, we apply a two-pass scaling transformation which aligns 
perspective projection rays within localised one-dimensional domains. We note that for 
the scale & shear stages of rotation the scaling is uniformly applied for every scanline. In 
the perspective scaling case the scaling depends on the z value and is distinguished by 
using the term "squeezing". 
The first pass operates along the x axis to localise rays in the y-z plane, and the sec-
ond pass along they axis to localise rays along the z axis (see Figure 43). 
The required one-dimensional scaling operations, using similar triangles, where dis 
the distance from the viewpoint to the view plane, are: 
' X X = ----(z/ d) + 1 
' y 
y = (zl d) + 1 
Further simplification are possible by combining the third pass of the rotation trans-
formation (shear & scale) with the first pass of the perspective squeeze transformation. 
This reduces the multi-pass volume perspective viewing algo1ithrn to four passes. 
It should be noted that orthogonal viewing transformations are a special case of per-
spective viewing where the squeezing is unity. 
6.2.3 Projection using ray casting 
In this section we desc1ibe the steps involved in computing the final projected view. 
The approach taken is similar to the volume rendering technique used in [Levoy, 1988]. 
The final view is formed by directly shading each voxel and projecting it to the view 
plane (see Figure 44). The projection is perlormed along the aligned one-dimensional 
domains. For shading, voxel gradient vectors are computed locally using a voxel ' s four 
nearest-neighbours, and true colours (ROB) are associated to voxel values. Shading is 
computed using Phong's model [Bui-Tuong, 1975]. Gradient vectors can be determined 
using a scanline approach but the use of local communication is in this case more effi-
cient. 
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Iso-surlaces are detennined on the basis of voxel values and used to compute a par-
tial opacity for every voxel. An opacity av is assigned to voxels with pre-selected values, 
while voxels in close proximity are assigned opacities close to av and inversely propor-
tional to the magnitude of the local gradient vector. 
The final view is obtained by compositing the voxel colours and opacities in back-to-
front order along projection rays. Back-to-front composition is perfonned using propor-
tional translucency: 
cout = cin (] - a) + ca 
Cout and Cin represent respectively the colour of the ray leaving and entering a voxel, 
c represents the voxel colour resulting from shading and a represents the voxel opacity. 
Full details can be found in [Levoy, 1988]. 
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As a result of first applying spatial transfo1mations for aligning viewing rays along 
the data coordinate axis we avoid the resampling operations (tri-linear interpolations) 
required by Levoy's approach for both shading voxels and computing opacities. This 
provides a significant saving in computation costs. 
input volume data 
rotation and perspective squeezing 
shading 
coloured voxel values 
C 
aligned rays 
back-to-front 
compositing 
I 
view 
iso-surf ace classification 
opacity voxel values 
a 
Figure 44 Volume viewing pipeline including voxel shading and iso-surf ace 
classification 
6.3 Implementation on a SIMD data-parallel architecture 
In this section we present the implementation of the perspective viewing algorithm 
on a data-parallel architecture, the MasPar MP-1. A description of the MP-1 is provided 
in Chapter 2. As in the surface perspective viewing case, our implementation is based on 
the framework presented in Chapter 3, and is composed of both computational and com-
munication primitive components. The four-pass scanline domain decomposition pro-
vides a direct parallelisation avenue since the scanlines can be operated on in parallel 
[Vezina et al., 1992]. This provides good granulaiity for massively data-parallel architec-
tures. 
The data-parallel implementation maps the three volume data dimensions (x,y,z) as in 
Figure 45 with the z dimension stored within PE memory (along the pmem axis) and 
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dimensions x and y stored along the px and py dimensions of the PE array. Virtualisation 
is required to handle volumes of size greater than the PE array size. We trade memory for 
the number of PEs by allowing the existence of virtual PEs on each physical PE. Two 
virtualisati.on ratios are defined, one corresponding to the px dimension of the PE array 
and the other to the py dimension (Nrx = Nx IP px and Nry = Ny I P PY' where Nr is the virtual 
ratio, N the size of the volume data and PP the size of the PE array). 
Applying the transformations, three-dimensional rotation followed by perspective 
squeezing, results in an alignment of the view plane normal to the pmem axis . This in 
turn allows the access of all voxel locations required to compose along the projection 
rays within individual PE memory. 
view 
plane 
PE 
array 
PY 
bpmem 
PE array dimensions 
Volume data and dimensions 
hz 
Figure 45 Volume data scanline mapping onto a two-dimensional PE array 
For the spatial transformations, the required communication components comprise 
data axis transposition. To allow resampling to be done within local memory (using the 
resampling technique described in Chapter 4), the mapping of a given data dimension to 
PE array dimension is modified during the multi-pass algorithm using three-dimensional 
transposition. Transposition of the data is required between passes in order to process the 
three orthogonal data axes consecutively. In this implementation two types of transposi-
tions are required: transposition about pmem and transposition about px or py. 
Thus transposition is again a critical part of the implementation. As in the two-
dimensional case, three-dimensional data transposition makes use of the x-net. We treat 
the volume as a set of two-dimensional slices aligned such that their normal is parallel to 
the px or py axes of the PE array. Three-dimensional transposition along the px or py 
axes can then be achieved by transposition of each individual slice thus restricting data 
remapping domains to rows or columns of the PE array (see Figure 46) [Fletcher, 1991; 
Vezina et al., 1992]. 
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PY j nx ~ 
pmem 
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data 01ientation 
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Figure 46 Volume data axis transpositions 
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Transposition about pmem is more complex, and one of two algorithms may be used 
depending on the size of the PE an·ay. For smaller PE arrays use of the x-net is more effi-
cient, and transposition is performed by simultaneously moving all data elements which 
need to be moved by the same particular distance. Because these elements will occupy 
different memory locations in each PE, the use of indirect addressing is essential for this 
algorithm to work. For larger PE arrays the use of the router is more efficient. The algo-
rithm is similar except that at each step, instead of moving the data elements a fixed dis-
tance, they are all moved to a PE whose address differs from the source PE in a fixed 
group of bits in the address field. A timing analysis for these computation and communi-
cation components is given in the following section. 
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Virtualisation adds complexity to our algorithms since some neighbouring data ele-
ments can be accessed in the local PE memory while others reside on the nearest PEs, 
but this remains a predictable and regularised remapping operation. 
For voxel gradient vector computation, another communication component must pro-
vides access to neighbouring voxels. We use a voxel's four nearest-neighbours to com-
pute this gradient but we could also use a larger neighbourhood for a more accurate 
gradient calculation. The x-net provides a high performance bandwidth for accessing 
these neighbours. 
6.4 Performance prediction and analysis 
Spatial transformation performance is estimated separately in terms of computational 
and communication primitive components. The computational components consist of 
one-dimensional shear & scale primitives, and operate on local domains within PE mem-
ory. The computational primitives are viewing geometry dependent and data-value inde-
pendent. The communication components consist of data axis transpositions and access 
to nearest-neighbour voxels. Again, the communication components provide data-value-
independent mapping operations, thus allowing for predictable communications. 
Performance predictions 
Performance estimates are derived from the execution time of the following one-
dimensional primitive component ( the squeeze and the shear & scale operations were 
implemented as one shear & scale operation): 
ts&s: shear & scale operation 
This operation is identical to the shear & scale operation used in surface perspective 
viewing. All computational primitives operate on one-dimensional data domains com-
prising N data elements. 
Transposition is a two-dimensional communication primitive component: 
t3d1: three-dimensional transposition 
Rotation Ctvr) and perspective squeezing Ctvp) for the volume are given by: 
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Performance analysis 
We use the three measures described in Section 5.3: speed-up, cost and efficiency. 
Table 16 summarizes the performance analysis for one-dimensional (resampling) trans-
formations. 
Efficiency is a measure of PE utilisation and depends on the data and PE array sizes. 
In the case where P = N2, speed-up and efficiency are optimal, thus providing scalable 
performance. For P > N efficiency drops. For P < N2, PE virtualisation is required and 
speed-ups converge to constant P. 
PE granularity is well-suited to a large range of data size and PE array size configura-
tions. The data size ranges between 323 (32KBytes) and 10243 (lGBytes). The PE array 
size ranges between 322 and 1282 and the memory capacity range between 64MBytes 
and lGByte. 
Table 16 Performance analysis of computational components 
volume size N3 
number of PEs p =N2 
parallel time O(N) 
serial time O(N3) 
speed-up O(P) 
efficiency 0(1) 
Table 17 summarizes the perfmmance analysis for transposition. Communication 
components which consist of transpositions about the two PE axes, or the PE memory 
axis and one PE axis, also operate with optimal efficiency and speed-up. For the MP-1 
communication components scale gracefully if the router alone is used, while the best 
performance on smaller PE arrays can be achieved using a mixture of x-net and router 
calls [Vezina et al., 1992]. The algorithm for transposing PE memory and one PE axis 
using the x-net is O(N2), but because the x-net is faster than the router for nearest-neigh-
bour communication (or short distance communication) it is sometimes faster to use the 
x-net. The x-net algorithm requires (N2 + 2N) I 8 unit x-net steps against a time equiva-
lent to 16N unit x-net steps using the router, so it is faster to use the x-net for transposing 
volumes on up to 642 PE arrays; for 1282 PE arrays, the router algorithm is faster. 
For the larger PE arrays each communication component uses the router a maximum 
of N times; this means that as P is increased efficiency is maintained (with increasing 
data size). When P < N2 virtualisation is used which allows us to move away from PE 
.... 
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an·ay configuration constraints. In such a case it is sufficient to apply the non-virtualised 
communication component several times preserving both speed-up and efficiency. 
Both the x-net and router communication algorithms foT PE/ memory axis transposi-
tion rely on the MP-1 indirect addressing capability. Equivalent communication algo-
rithms using only direct addressing require logi(N) times as many steps, resulting in an 
efficiency of only 0( 1 I log2P ). 
Table 17 Performance analysis of transposition (with indirect addressing) 
volume size N3 
number of PEs p =N2 
x-net time (transpose about pmem) O(N2) 
router time (transpose aboutpmem) O(N) 
router time (transpose about px or py) O(N) 
serial time O(N3) 
speed-up O(P) 
efficiency 0(1) 
6.5 Practical results 
The timings were earned out on a MP-1 configured with 1024 PEs, each with 
64KBytes/PE and on a MP-1 with 16384 PEs each with 16KBytes/PE. Timings given for 
the computational and communication components exclude the reading of data sets from 
disk into memory, before applying the transformations, or from memory to disk or dis-
play after applying the transformations. 
Throughout this section, timings are given for input volume data with byte-precision 
voxels. Also, in our implementation we clipped the projected view to a fixed size of N2 
pixels. This was done to avoid overall scaling that depends on the rotation angle. Thus 
when applying a 45° rotation to a N3 volume, the resulting maximum bounds define a 
(N"13 )3 volume but the projected view is clipped to N2 pixels. 
6.5.1 Results from the multi-pass implementation 
As with surface perspective viewing, our implementation incorporates generic algo-
rithm components and the results are not fully optimised (see Section 5.4.1). All times 
are given in milliseconds (msec) and rounded to the nearest msec. 
-
104 
Timings in Table 18 report the performance of one-dimensional computational com-
ponents on which the algorithm is built. Performance for nearest-neighbour (nn) and lin-
ear (lin) interpolation resampling is given. Timings scale linearly with data size with one 
exception when comparing across different machines. There is a small difference in per-
formance for the shear & scale operation using linear interpolation between the 1 K-PE 
MP-1 and the 16K-PE MP-1 even though for that data size the timing should be indepen-
dent of the PE array size. For the same one-dimensional array sizes the lK-PE is faster 
(38 msec against 41 msec and 76 msec against 82 msec). This may be due to the different 
system characteristics and configurations (possibly due to one or a combination of the 
following factors: the lK-PE MP-1 used 4Mbit DRAM and the 16K-PE used lMbit 
DRAM (access speeds may be different) or the microcode version for floating-point 
operations or the floating-point format under VAX and DECstations). 
Table 18 Timings for computational components (msec) 
one-dimensional data size 32 64 128 256 
PE array size lK lK lK 16K lK 16K 
nn 3 6 11 11 22 22 
shear & scale ts&s 
lin 10 19 38 41 76 82 
Table 19 provides timings for three-dimensional transpose operations based on an 
implementation that uses both the router and the x-net. It should be noted that as the vir-
tualisation ratio is increased transposition times improve relative to the size of the data. 
This occurs because larger blocks of data can be transferred between each pair of com-
municating PEs reducing the overheads of communication start-up times . 
. 
Table 19 Timings for communication components (msec) 
volume size 323 643 1283 2563 
PE array size lK lK lK 16K lK 16K 
Virtualisation ratio Nr 1 2 4 1 8 2 
t3dt (transpose about px and py) 2 12 60 8 416 60 
t3dt (transpose about pmem) 1 11 77 3 587 42 
Table 20 gives timing results for three-dimensional rotation and volume perspective 
viewing including rendering using Phong shading and a single iso-surface specified. 
.... 
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Timings scale linearly with data size and also with the number of PEs, supporting the 
performance analysis given above. 
Table 20 Timings for three-dimensional rotation and volume perspective 
viewing (msec) 
volume size 323 643 1283 2563 
PE array size lK lK lK 16K lK 16K 
Virtualisation ratios Nrx = N ry 1 2 4 1 8 2 
rotation nn 13 90 642 49 4984 390 
tvr = Nrx N ry ( 3ts&s + 2 t3dt) lin 34 255 1962 139 15520 1107 
rotation+ perspective nn 20 136 936 76 7200 600 
tvp = NrxNry ( 4 ts&s + 4 t3dt) lin 48 356 2696 196 21248 1556 
rendering !rendering 66 458 3536 260 27927 1919 (iso-surf ace and Phong shading) 
volume perspective view nn 86 594 4472 336 35127 2519 
!total = ( tvp + !rendering) lin 114 814 6232 456 49175 3475 
Note: three-axis volume rotation angles are rx = ry =rz = 45°. Output view planes are 322,642, 1282, 2562 pixels. 
Table 21 provides the percentage of time spent doing inter-PE communications. For 
rotation with nearest-neighbour resampling, and for linear resampling, communication 
accounts for between 16% and 30%, and between 5% and 18% respectively, of the total 
time. For rotation and perspective squeezing, communication accounts for between 23% 
and 42%, and between 9% and 16% of the time respectively for nearest-neighbour resa-
mpling and linear resampling. This supports our approach to domain decomposition and 
suggests that the chosen domains do not impose a high communication cost. This is 
important for data-parallel architecture implementations because of the performance 
scaling difficulties encountered with communication bandwidths on such architectures. 
This is in contrast with the CM-2 implementation of volume rendering in [Schroder, 
1991] (see next section). 
Results from the volume viewing algorithms are shown in Plates 10 to 12. Plates 
show the volume perspective viewing of a human head and knee generated using mag-
netic resonance imaging, and of an abstract data set, a three-dimensional strange attrac-
tor. Plate 10 shows (upper left) a sagittal view of the head data with iso-surfaces shown 
as translucent with high opacity, (upper right) a single iso-surface view of the head data, 
(lower left and right) two translucent iso-swfaces views of the head data with different 
opacity levels. Plate 11 shows (upper left and right) sagittal and axial views of the knee 
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data with iso-surlaces shown as translucent with high opacity, (lower left) a single iso-
surlace view of the knee data, (lower right) a translucent iso-swfaces view of the knee 
data. Plate 12 shows (upper left and right) some orthogonal views of the attractor data 
with iso-surfaces shown as translucent with high opacity, (lower left) a single iso-surlace 
view of the attractor data, (lower right) a translucent iso-surfaces view of the attractor 
data. 
Table 21 Percentage of communication time over total time. 
transformation % range for communication 
nn 16% and 30% 
rotation 
lin 5% and 18% 
rotation and perspective nn 23% and 42% 
squeezing lin 9o/o and 16% 
6.5.2 Comparison with CM-2 implementation 
A data-parallel implementation on the CM-2 of volume viewing is presented in 
[Schroder, 1991]. Schroder correctly points out that non-unit geometric scaling opera-
tions "lead to general communication since the scaling moves data across a distance that 
is a function of the coordinate of a given voxel and not a constant for all processors". 
This leads him to an eight-pass rotation algorithm composed exclusively of shear opera-
tions and does not allow for perspective computation ( e.g. the projection used is orthogo-
nal) (the eight-pass algorithm for three-axis volume rotation is reduced to a five-pass 
algorithm for two-axis volume rotation followed by a three-pass algorithm for rotating 
the final image, all passes involving shearing only). The implementation still relies 
heavily on general communication for aligning voxels before the final compositing step. 
This communication step takes the majority of the time in the rotation transformation 
and is influenced by the rotation angles by up to a factor of two (slower or faster). 
Reported timings show that general communication accounts for up to 50% of the total 
time. Note also that Schroder's timings are provided for two-axis rotations only. 
In our case, the general communications used by the CM-2 implementation for its 
scaling operations are replaced by using the efficient indirect addressing capability of the 
MP-1. The use of shear & scale operations not only allows a reduced number of passes 
for three-axis rotations but also allows perspective projection computation. The data han-
dling requirements are also limited to regular and predictable transpose operations. In 
contrast to the CM-2 implementation, our MP-1 implementation provides a good balance 
between computation and communication times. Schroder quotes a perlmmance of 1890 
msec on a 16K-PE CM-2 for 1283 volume rotation Ctvr) with linear interpolation (as 
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against our result of 139 msec on the 16K-PE MP-1 which is 13 times faster), or 420 
msec on a 64K-PE CM-2. 
6.6 Summary 
We have developed a data-parallel implementation of volume perspective viewing 
for the data-parallel SIMD MP-1 based on the framework presented in Chapter 3 and the 
resampling techniques developed in Chapter 4. With the use of virtualisation, this imple-
mentation is scalable and achieves optimal efficiency on a wide range of data sizes and 
PE array configurations used. 
The approach taken regularises data access requirements and provides predictable 
communication costs independent of data values. As in the surface perspective case, 
communication costs are lower than computational costs, suggesting that for this appli-
cation there is a greater need for computational pe1formance increases than higher com-
munication bandwidth. Since increase in computational performance is easier to achieve 
than increase in communication bandwidth in architecture upgrades this places the algo-
rithm in a strong position, particularly since better resampling filters are desirable. 
Performance of this algorithm allows even a modestly-sized massively data-parallel 
machine to approach interactive rendering rates. On a lK-PE MP-1, a 1283 volume can 
be generated in just over 4 seconds and a 643 volume in just over 0.5 second, while close 
to interactive rates are achieved with larger machines (on a 16K-PE MP-1, 1283 volume 
views are generated in 0.33 second). 
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7 CONCLUSIONS 
7.1 Summary 
In this thesis we have presented a data-parallel approach for the interactive visualisa-
tion of large multi-dimensional data sets. This approach, embedded within a gene1ic 
framework, was designed to exploit efficiently data-parallel SIMD architectures, and to 
provide a basis for a scalable and portable framework. 
The work focused on the spatial transformations which form the basis of several 
visualisation algorithms. We have discussed methods and developed algorithms for the 
multi-pass scanline decomposition of multi-dimensional spatial transformations with 
examples of surface and volume viewing applications. These algorithms have been 
implemented on a data-parallel computer using an efficient and flexible resampling tech-
nique with the capability to adequately handle discontinuities present in the data. 
In Chapter 2 we have presented an overview of the limitations of current polygon-
based visualisation algorithms for spatial transformations. Limitations in perfo1mance 
scalability with data size, and problems associated with artifacts , were discussed. High 
dependence on specialized hardware for performance was also identified as a problem to 
achieving software portability. As an alternative to the use of such hardware we chose 
data-parallel SIMD architectures which offer general-purpose supercomputing perfor-
mance. Such architectures offer more scope for the design of portable software. These 
architectures were surveyed and critical aspects for performance, scalability and porta-
bility were discussed, as were configuration issues. Given the diversity of communica-
tion schemes, we concluded that it was desirable to address computation and 
communication operations separately. 
The development of visualisation algorithms that could avoid the above limitations 
and exploit data-parallel architectures was then pursued. As an alternative to polygon-
based algorithms we adopted an image-space algorithm approach which provided better 
performance scalability scope and a more consistent approach for the problems related to 
resampling and its potential artifacts. For efficiency we chose to develop data-parallel 
algorithms based on multi-pass scanline decompositions. We reviewed a decomposition 
example for two-dimensional rotation (and its associated problems), and later expanded 
this work to three-dimensional rotation. The scanline technique reduces the domains of 
computation to one-dimensional regions allowing us to regularise resampling operations. 
We reviewed some common resampling techniques for implementing spatial trans-
formations. We concluded that there was much need for flexible and efficient resam-
pling, in particular for interactive visualisation applications with differently 
characterized data and transformation requirements. Also important was the capability to 
handle discontinuities present in the data or introduced by transformations. 
,_ 
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In Chapter 3 we presented a data-parallel framework for our image-space visualisa-
tion algorithms based on multi-pass scanline transformations after reviewing the require-
ments for performance, flexibility between accuracy and interactivity, extensibility and 
portability. To achieve a balance between computation and communication requirements 
(critical in a data-parallel architecture) we based our framework on a multi-dimensional 
hierarchical design composed of computation and communication components. The 
multi-pass scanline algorithms, by virtue of locating resampling operations within one-
dimensional domains, only require one-dimensional computation components. The com-
munication components consist of data axis transposition remappings to provide effi-
cient access along desired data dimensions. This transformation involves predictable 
operations and was implemented efficiently. For extensibility and portability, we further 
divided our components into primitive components and composite components. A primi-
tive component is programmed in a language native to the target architecture while a 
composite component is formed by embedding primitive components. 
We also presented a technique to systematically identify all possible data-parallel 
mappings and showed how, for a scanline algorithm, components were mapped on a 
data-parallel SIMD architecture. We discussed the scalability, extensibility and portabil-
ity aspects of the framework, necessary if the tools are to be more generally useful. 
In Chapter 4 spatial transformations and their associated problems were discussed. In 
particular, the multi-pass approach was studied in te1ms of resampling operations. The 
ideal resampling and the practical implementation constraints of resampling operations 
were addressed. Following this we concentrated on the one-dimensional resampling 
operations that underpin the computation components and found solutions to the prob-
lems of performing accurate reconstruction of the sample data taking into consideration 
the presence of data discontinuities. The technique to perf01m empirical transformations 
employs a reverse resampling approach. To apply reverse resampling, we first developed 
a technique to invert the transformation specification using either an analytical or 
approximate method. 
As part of resampling, reconstruction was done using the convolution of a kernel in 
the spatial domain. These kernels were pre-computed and provide shape and extent flex-
ibility as well as the handling of discontinuities using polynomial extrapolation. These 
kernels were applied to test patterns. 
In Chapter 5, using the framework introduced in Chapter 3 and the resampling tech-
niques of Chapter 4, we implemented a multi-pass scanline algorithm for the surface per-
spective viewing of height fields with hidden-su1face removal. The algorithm was 
described together with some of its limitations. Problems associated with surface folds 
and discontinuities were discussed. The implementation of the algorithm on a MasPar 
MP-1 was presented with a study of constraints introduced by data sizes and architecture 
configuration parameters. Performance prediction and analysis of computation and com-
munication components were discussed and verified using practical timing results. The 
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processing costs for different reconstruction kernels (different in shape, extent and sub-
sampling level) were compared. The subjective results of applying these kernels on two-
dimensional rotations and perspective viewing transformations were also shown. 
To illustrate the flexibility of the framework we extended the algmithms to handle 
multiple surfaces and introduced a shading texture function. We also provided capabili-
ties in the system to support temporal antialiasing for animation purposes; this was done 
using our core reconstruction kernel operations and proved to be very efficient. 
Chapter 6 developed a multi-pass scanline algorithm for the perspective viewing of 
volumetric data. A short review of the possible choices involved in volume visualisation 
was presented. A scanline algorithm based on three-dimensional rotation and perspective 
scaling was derived; these transformations were used to align the viewing rays with a 
data storage axis to facilitate ray casting operations. Thus the viewing also involved the 
implementation of a ray casting algorithm including iso-surface determination and voxel 
shading. As in the surface case, the approach allowed the regularisation of data access 
requirements and provided predictable communication costs independent of data values . 
Again performance prediction and analysis of computation and communication com-
ponents were discussed and verified using practical timing results. The implementation 
proved efficient in its use of PEs through the use of virtualisation. The cost associated 
with computation and communicatio·n loads were well balanced. A comparison with a 
similar application implemented on the CM-2, using a different approach, was made and 
the MP-1 implementation proved to be much faster. 
7 .2 Achievements and limitations 
Multi-pass approach 
The multi-pass decomposition proved to be suitable for several spatial transforma-
tions (as a limitation we note the difficulties involved in finding multi-pass algorithms 
for certain transformations). The decomposition provides a well-structured approach and 
facilitates efficient implementations on data-parallel SIMD architectures. This is true in 
part because of existing similarities between the orthogonal nature of the decompositions 
and the orthogonal nature of the data-parallel PE arrays. 
The separation of computation and communication operations in the transformation 
decomposition simplifies greatly the data-parallel implementation, and enhances the 
scope for portability since dependence on hardware can be isolated in terms of computa-
tion and communication requirements. This separation facilitates the complexity study 
and performance predictions particularly because the communication operations involve 
data-value-independent remappings. Load balancing is good for surface perspective 
viewing and excellent for volume perspective viewing. 
1 
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Perforrnance scalability was analysed independently for computation and communi-
cation operations. For computation, the operations allow perlorrnance scalability within 
the constraints imposed by data size and architecture configuration. For communication, 
the MP-1 features allow pe1forrnance scalability, particularly given that we chose pre-
dictable communication patterns. 
Limitations arise from data size and architecture configuration. In the surface view-
ing application, PE utilisation is optimal when the input height fields have a width (or 
height) equal to the total number of PEs. On large PE arrays , the implementation is well-
suited for large input fields but cannot make full use of the available PEs when the input 
fields are smaller. To circumvent this we can lower the problem grain size below the 
scanline level into scanline segments. For the volume viewing implementation PE utili-
sation does not create a problem, but the size of data sets does. Even when using a fully 
configured MP-1 data-parallel array (aggregate memory of 1GB), volume sizes such as 
10243 voxels cannot be handled. 
Generic framework 
The generic nature of our framework provides flexibility in modifying, extending or 
creating new applications from existing components (computation and communication). 
New components can also be easily integrated. The flexibility comes at a small cost in 
performance although there is much scope to optimize core resampling elements or cre-
ate more specific components that can be optimised for a given application. 
Having designed the framework with a good understanding of the difficulties 
involved with programming data-parallel architectures, and the differences between 
architectures, we obtained a framework that offers much scope for portability across 
data-parallel SIMD machines. This results from the characterisation of architectures in 
terrns of computational and communication components and the recognition that, from 
one machine to another, these components vary in different ways. 
Flexibility and portability are desirable to ensure that software has an extended life-
time, and that it will be more easily maintainable. But what is more important is that the 
approach can facilitate the parallelisation of transf orrnations and applications, and pro-
vide very efficient and elegant solutions. The approach is particularly valuable because 
of the balance between computation and communication loads. 
At the basis of our framework lies the recognition that all spatial transforrnations are 
formed by core resampling operations, and that the resampling operations can be shared 
and optimised to benefit several algorithms and applications. 
Resampling techniques 
Resampling is a core element of these transforrnations. Using a pre-computed look-
up table technique we can provide efficient and flexible resampling operations. The effi-
ciency allows processing rates close to that required for interactive applications, while 
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flexibility allows accuracy/perlormance tradeoffs and provides a way of modifying 
reconstruction kernels to suit specific data characteristics or to suit varying visualisation 
application requirements. Although we have attained good perlormances, we are still 
short of true interactive update rates particularly when accurate filtering is used and large 
data sets involved. 
The difficulties created by the presence of data discontinuities can be handled by pro-
viding techniques to recognize and track them using a look-up table approach, and 
account for them within the resampling operations. It allows appropriate treatment of 
discontinuities within the reconstruction kernels, using one of several extrapolation tech-
niques, without adding extra costs to the resampling operations. 
7 .3 Future research 
Following the evaluation of techniques described in the literature and techniques pro-
posed in this work, we suggest several issues that could support future research. We have 
already raised some limitations and discussed possible approaches to alleviate them. 
Other topics include further study of the multi-pass scanline visualisation algorithms, 
and further validation and improvement of the framework. 
Further development of multi-pass scanline visualisation algorithms: 
For the surlace viewing algorithm, eliminate some of the viewing geometry 
limitations, and develop more complex shading functions. 
Using the framework, develop other multi-pass scanline algorithms. 
Carry out extended studies on the use of different filters (both by perceptual 
evaluation and error measure), the effect of discontinuities in the data on 
transformation errors, and the results of approximating multi-dimensional 
transformation with a series of one-dimensional transformations. 
Study the implications of filtering in the spatial and temporal dimensions to 
create animated sequences. 
Improve the current framework implementation: 
Evaluate the potential for optimising the core resampling operations by mak-
ing use of special MP-1 features such as concurrent arithmetic and memory 
operations, by exploring the scope for pe1forming fixed-point calculations 
(particularly interesting for architectures that do not provide good floating-
point perlormances), and by using machine language. 
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For surface viewing, employ a more sophisticated virtualisation approach or 
lower grain parallelisation to achieve better PE utilisation for a wider range of 
data sizes and architecture configurations. 
Address the requirements for handling very large data sets (e.g. input/output 
data transfers, memory swapping for large data sets); much scope exists, par-
ticularly for animated sequences, for the use of high bandwidth I/0 including 
fast disk arrays and displays. 
Validate the framework further: 
To support the assumptions about the portability of our approach, port the 
framework onto other data-parallel SIMD architectures including linear PE 
arrays. 
Study the implications of our approach for MIMD architectures on load bal-
ancing with respect to computation and communication costs. Also explore 
the possibilities for concurrent operations at scanline or higher levels. 
Do comparative studies on the performance and scalability of polygon-based 
algorithms versus image-space algorithms, both on special-purpose hardware 
and data-parallel SIMD machines . 
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8 COLOR PLATES 
Plate 1 Surface perspective viewing. (upper left) Surface representation of digital 
terrain model data from the Broken Hill region. Texture has been pre-rendered 
and colours correspond to height levels. (upper right) Surface representation of 
magnetic field strength image of the Broken Hill region. (lower left) Surface 
representation of fractal-generated image used in terrain modelling. (lower 
right) Multiple-surface representation of the intersection of the above DTM with 
the fractal-generated surface. 
Plate 2 (upper left) Multiple-surface representation of the intersection of a DTM with a 
parametrically-defined sinusoid represented in translucent form. Opacity factor 
0.5. (upper right) Intersection between the two above surfaces shown with white 
broken lines. (lower left) Surface representation of DTM. (lower right) 
Visibility map of the left view. White regions co1Tespond to regions not visible 
in the perspective view. 
Plate 3 Multiple-surface perspective viewing. (left) Intersection of three surfaces: 
DTM, fractal-generated surface, and sinusoid. (right) High spatial frequency 
fractal surface used to add a high frequency component to the DTM. The 
composite surface shown on top. 
Plate 4 Test pattern images used for comparing resampling techniques. The patterns 
provide a range of frequencies. On the right image, note the 1ings, in the lower 
part of the image, which represent aliasing (Moire patterns). 
Plate 5 Comparison of cubic convolution with different kernel subsamplings on surface 
perspective viewing. From left to right we have kernel subsamplings of 8, 16, 
32, 64, 128, 256 and 512. 
Plate 6 Comparison of cubic convolution with different kernel subsamplings on image 
rotation. From left to right we have kernel subsamplings of 8, 16, 32, 64, 128, 
256 and 512. 
Plate 7 Surface perspective viewing. The two height fields are characterised by different 
frequency contents. 
Plate 8 Comparison of resampling kernel shapes on image rotation. From left to right. 
Nearest-neighbour, linear, cubic convolution and Gaussian-windowed sine 
kernels. 
Plate 9 Comparison of resampling kernel shapes on surface perspective viewing. From 
left to right. Nearest-neighbour, linear, cubic convolution and Gaussian-
windowed sine kernels. 
Plate 10 Volume perspective viewing of MRI head data. (upper left) Sagittal view of 
head data with iso-surfaces shown as translucent with high opacity. (upper right) 
Single iso-surlace view of head data. (lower left and right) Two translucent iso-
surlaces views of head data with different opacity levels. 
Plate 11 Volume perspective viewing of MRI knee data. (upper left and right) Sagittal 
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and axial views of knee data with iso-surfaces shown as translucent with high 
opacity. (lower left) Single iso-swface view of knee data. (lower right) 
Translucent iso-surfaces view of knee data. 
Plate 12 Volume perspective viewing of strange attractor data. (upper left and right) 
Orthogonal views of attractor data with iso-swfaces shown as translucent with 
high opacity. (lower left) Single iso-surface view of attractor data. (lower right) 
Translucent iso-surfaces view of attractor data. 
Plate 13 Temporal antialiasing. (upper left and right) Surface perspective view of 
magnetic field strength data without blurring and with blurring (four 
supersampled views at .25 degree increments). (lower left and right) Surface 
perspective view of magnetic field strength data without blurring and with 
blurring (four supersampled views at .5 degree increments). 
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