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WEIGHTED COMPOSITION OPERATORS ON WEIGHTED
BERGMAN SPACES INDUCED BY DOUBLE WEIGHTS
JUNTAO DU, SONGXIAO LI† AND YECHENG SHI
ABSTRACT. In this paper, we investigate the boundedness, compactness, es-
sential norm and the Schatten class of weighted composition operators uCϕ on
Bergman type spaces A
p
ω with double weight ω. Let X = {u ∈ H(D) : uCϕ :
A
p
ω → A
p
ω is bounded}. For some regular weights ω, we obtain that X = H
∞ if
and only if ϕ is a finite Blaschke product.
Keywords: Weighted composition operator, weighted Bergman space, double
weight.
1. INTRODUCTION
Let D be the open unit disk in the complex plane, and H(D) the class of all
functions analytic on D. Let ϕ be an analytic self-map of D and u ∈ H(D). The
weighted composition operator, denoted by uCϕ, is defined on H(D) by
(uCϕ f )(z) = u(z) f (ϕ(z)), f ∈ H(D).
For 0 < p < ∞, Hp denotes the Hardy space, which consisting of all functions
f ∈ H(D) satisfied
‖ f ‖
p
Hp
= sup
0<r<1
1
2pi
∫ 2pi
0
| f (reiθ)|pdθ < ∞.
As usual, H∞ is the set of bounded analytic functions in D.
We say that µ is a weight, when µ is radial and positive on D. Suppose that ω
is an integrable weight on (0, 1). Let ωˆ(r) =
∫ 1
r
ω(s)ds for r ∈ (0, 1). We say that
ω is regular, denoted by ω ∈ R, if there is a constant C > 0 depending on ω, such
that
1
C
<
ωˆ(r)
(1 − r)ω(r)
< C, when 0 < r < 1.
We say that ω is rapidly increasing, denoted by ω ∈ I, if
lim
r→1
ωˆ(r)
(1 − r)ω(r)
= ∞.
Let
vα,β(r) = (1 − r)
α
(
log
e
1 − r
)β
.
After a calculation, we have the following typical examples of regular and rapidly
increasing weights, see [11], for example.
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(i) When α > −1 and β ∈ R, vα,β ∈ R;
(ii) When α = −1 and β < −1, vα,β ∈ I and
∣∣∣∣sin (log 11−r
)∣∣∣∣ vα,β(r) + 1 ∈ I.
In [10], Pela´ez introduced the set of double weights, denoted by Dˆ, which
includes I ∪ R. We say that ω ∈ Dˆ if there is a constant C > 0 such that
ωˆ(r) < Cωˆ(1+r
2
), when 0 < r < 1. We should remark that the most part of the
results in [11], which presented in the context of regular and rapidly increasing
weights, continue to hold for the wider class Dˆ. More details about I,R and Dˆ
can be seen in [10, 11, 13].
For 0 < p < ∞ and ω ∈ Dˆ, the weighted Bergman space A
p
ω is the space of
f ∈ H(D) for which
‖ f ‖
p
A
p
ω
=
∫
D
| f (z)|pω(z)dA(z) < ∞,
where dA(z) = 1
pi
dxdy is the normalized Lebesgue area measure on D. When
ω(t) = (1 − t)α(α > −1), the space A
p
ω becomes the classical weighted Bergman
space A
p
α. For classical Bergman space A
p
α, we refer [3, 7, 20] and references
therein. In many respects, the Hardy space Hp is the limit of A
p
α as α → −1. But
it is a rough estimate since most of the finer function-theoretic properties of the
classical weighted Bergman space A
p
α can not carry over to the Hardy space H
p.
As we know, A
p
ω induced by regular weights have similar properties with A
p
α. But
many results in [10, 11, 12, 13, 14, 16] show that spaces A
p
ω induced by rapidly
increasing weights, lie “closer” to Hp than any A
p
α.
In [4], Cˇucˇkovicˇ and Zhao characterized the boundedness and compactness of
weighted composition operators mapping on Bergman space A
p
α by using Berezin
transform. Three years later, they investigated weighted composition operators
between different Bergman spaces and Hardy spaces in [5]. In [13], Pela´ez and
Ra¨ttya¨ characterized the Schatten class of Toeplitz operators induced by a positive
Borel measure on D and the reproducing kernel of the Bergman space A2ω when
ω ∈ Dˆ. In [18], Zhao and Hou proved that, for A
p
α, the finite Blaschke product
is the only composition symbol that the induced weighted composition operator
is bounded if and only if the weighted symbol defines a bounded multiplication
operator. The similar result for Hardy space Hp can be seen in [2].
Motivated by [4, 5, 13], under the assumption that ω ∈ Dˆ and µ is a positive
Borel measure, we investigate the boundedness, compactness and essential norm
of uCϕ : A
p
ω → L
q
µ and the Schatten class of uCϕ : A
2
ω → A
2
ω. Motivated by [18],
we get that, for some ω ∈ R, X = H∞ if and only if ϕ is a finite Blaschke product.
Here
X = {u : u ∈ H(D) and uCϕ : A
p
ω → A
p
ω is bounded}.
Throughout this paper, the letter C will denote constants and may differ from
one occurrence to the other. The notation A . B means that there is a positive
constant C such that A ≤ CB. The notation A ≈ B means A . B and B . A.
32. AUXILIARY RESULTS
In this section we formulate and prove several auxiliary results which will be
used in the proofs of main results in this paper.
Lemma 1. Assume that ω ∈ Dˆ, r ∈ (0, 1] and ω∗(r) =
∫ 1
r
sω(s) log s
r
ds. Then the
following statements hold.
(i) ω∗ ∈ R and ω∗(r) ≈ (1 − r)ωˆ(r) as r → 1;
(ii) There are 1 < a < b < +∞ and δ ∈ [0, 1), such that
ω∗(r)
(1 − r)a
is decreasing on [δ, 1) and lim
r→1
ω∗(r)
(1 − r)a
= 0; (1)
ω∗(r)
(1 − r)b
is increasing on [δ, 1) and lim
r→1
ω∗(r)
(1 − r)b
= ∞; (2)
(iii) ω∗(r) is decreasing on [δ, 1) and lim
r→1
ω∗(r) = 0.
Proof. By [13, Lemmas A and 9] and (1.19) in [11], (i) and (ii) hold. (iii) follows
by (ii) and ω∗(r) =
ω∗(r)
(1−r)a
(1 − r)a. 
Remark 1. We observer that z = 0 is the logarithmic singular point of ω∗. So, for
any fixed r0 ∈ (0, 1), we have ω∗(r) ≈ (1 − r)ωˆ(r) for r0 ≤ r < 1. For simplicity,
suppose ω∗ and ωˆ are radial, that is, ω∗(z) = ω∗(|z|) and ωˆ(z) = ωˆ(|z|) for all z ∈ D.
Suppose T is the boundary of D and I ⊂ T is an interval. The Carleson square
S (I) can be defined as
S (I) = {reit : eit ∈ I, 1 − |I| ≤ r < 1},
where |I| denotes the Lebesgue measure of I. For convenience, for each a ∈ D\{0},
we define
Ia =
{
eiθ : | arg(ae−iθ)| ≤
1 − |a|
2
}
and denote S (a) = S (Ia). By (26) in [10], when ω ∈ Dˆ, we have
ω(S (a)) ≈ ω∗(a), for all a ∈ D and |a| ≥
1
2
. (3)
The following lemma is a straight result of [10, Lemma 3.1](or [11, Lemma
2.4]).
Lemma 2. Suppose ω ∈ Dˆ and 0 < p < ∞. There exists γ0 > 0, if γ > γ0, we have
|Fa,p,γ(z)| ≈
1
ω(S (a))
1
p
, ‖Fa,p,γ‖Apω ≈ 1, when a ∈ D, z ∈ S (a),
and
lim
|a|→1
sup
|z|≤r
|Fa,p,γ(z)| = 0, when r ∈ (0, 1).
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Here and henceforth,
Fa,p,γ(z) =
(
1 − |a|2
1 − az
) γ+1
p 1
(ω(S (a)))
1
p
.
For simplicity, in the rest of this paper, we always assume that γ is large enough
so that Lemma 2 holds when we mention the function Fa,p,γ.
For a given Banach space X of analytic functions onD, a positive Borel measure
µ on D is called a q−Carleson measure for X, if the identity operator Id : X →
Lq(µ) is bounded. By [10, Theorem 3.3], when ω ∈ Dˆ, a Borel measure µ on D is
a q−Carleson measure for A
p
ω if and only if
sup
a∈D
µ(S (a))
(ω(S (a)))
q
p
< ∞.
Moreover, ‖Id‖Apω→L
q
µ
≈ supa∈D
µ(S (a))
(ω(S (a)))
q
p
. Then we have the following lemma.
Lemma 3. Suppose ω ∈ Dˆ, µ is a positive Borel measure on D. Let 0 < p ≤ q <
∞. For some (equivalently for all) large enough γ, we have
‖Id‖
q
A
p
ω→L
q
µ
≈ sup
a∈D
µ(S (a))
ω(S (a))
q
p
≈ sup
a∈D
∫
S (a)
|Fa,p,γ(z)|
qdµ(z) ≈ sup
a∈D
∫
D
|Fa,p,γ(z)|
qdµ(z).
Here Id is the identity operator.
Proof. By Lemma 2, we have
µ(S (a))
ω(S (a))
q
p
≈
∫
S (a)
|Fa,p,γ(z)|
qdµ(z) ≤
∫
D
|Fa,p,γ(z)|
qdµ(z), when a ∈ D. (4)
So,
sup
a∈D
µ(S (a))
ω(S (a))
q
p
≈ sup
a∈D
∫
S (a)
|Fa,p,γ(z)|
qdµ(z) . sup
a∈D
∫
D
|Fa,p,γ(z)|
qdµ(z).
By Lemma 2 and [10, Theorem 3.3] (also see [11, Theorem 2.1]), we obtain∫
D
|Fa,p,γ(z)|
qdµ(z) . ‖Id‖
q
A
p
ω→L
q
µ
≈ sup
a∈D
µ(S (a))
ω(S (a))
q
p
.
The proof is complete. 
Lemma 4. Suppose 0 < p ≤ q < ∞, ω ∈ Dˆ, µ is a positive Borel measure on D,
and γ is large enough. Let 1
2
< r < 1 and
N∗r = sup
|a|>r
∫
D
|Fa,p,γ(z)|
qdµ(z).
If µ is a q-Carleson measure for A
p
ω, then µr = µ|D\rD is also a q-Carleson measure
for A
p
ω, where rD = {z ∈ D : |z| < r}. Moreover, there is a C > 0, such that
sup
a∈D
µr(S (a))
(ω(S (a)))
q
P
≤ CN∗r . (5)
5Proof. It is obvious that µr is a q-Carleson measure for A
p
ω. Let
Nr = sup
|a|≥r
µ(S (a))
(ω(S (a)))
q
p
.
When |a| ≥ r,
µr(S (a))
(ω(S (a)))
q
p
< Nr is obvious. When |a| < r, letting k = int(
1−|a|
1−r
) + 1,
there exists a1, a2, · · · , ak ∈ D such that S (a) ∩ D\rD ⊂ ∪
k
i=1
S (ai) and |ai| = r for
i = 1, 2, · · · , k. By Lemma 1, we have
µr(S (a)) ≤
k∑
i=1
µ(S (ai)) ≤ Nr
k∑
i=1
(ω(S (ai)))
q
p
. Nr
(
1 − |a|
1 − r
+ 1
)
ω∗(r)
q
p
≈ Nr
(
1 − |a|
1 − r
+ 1
)
(1 − r)
q
p ωˆ(r)
q
p
≤ Nr

(
1 − r
1 − |a|
) q
p
−1
+
(
1 − r
1 − |a|
) q
p
 (1 − |a|) qp ωˆ(a) qp
. Nrω(S (a))
q
p .
So, there exists C > 0, such that
µr(S (a))
ω(S (a))
q
p
≤ CNr.
By (4), we have Nr . N
∗
r . Therefore, (5) holds. The proof is complete. 
The following lemma can be proved in a standard way (see, for example, Theo-
rem 3.11 in [3]).
Lemma 5. Suppose 0 < p, q < ∞, ω ∈ Dˆ and µ is a positive Borel measure. If
T : A
p
ω → L
q
µ is linear and bounded, then T is compact if and only if whenever { fk}
is bounded in A
p
ω and fk → 0 uniformly on compact subsets of D, lim
k→∞
‖T fk‖Lqµ = 0.
The following lemma can be found in [18] without a proof. For the benefits of
the readers, we will prove it.
Lemma 6. Let ϕ be an analytic self-map of D. Then ϕ is a finite Blaschke product
if and only if lim
|w|→1
|ϕ(w)| = 1.
Proof. The sufficiency of the statement is obvious. Next we prove the necessity.
Suppose lim
|w|→1
|ϕ(w)| = 1. Let E ⊂ D be compact. Then there exists a r ∈ (0, 1)
such that E ⊂ rD where rD = {z ∈ D : |z| ≤ r}. Since lim
|w|→1
|ϕ(w)| = 1, there is
a t ∈ (0, 1) such that for all |z| > t, we have |ϕ(z)| > r. Therefore, ϕ−1(E) ⊂ tD.
By the continuity of ϕ, ϕ−1(E) is closed. So, ϕ−1(E) is compact. By the subsection
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7.1.3 of [17], ϕ is proper. By the subsection 7.3.1 of [17], ϕ is a finite Blaschke
product. The proof is complete. 
3. MAIN RESULTS AND PROOFS
Theorem 1. Assume ω ∈ Dˆ, 0 < p ≤ q < ∞, u : D→ C is a measurable function,
ϕ is an analytic self-map of D, and µ is a positive Borel measure on D. Then
‖uCϕ‖
q
A
p
ω→L
q
µ
≈ sup
a∈D
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z).
Proof. By Lemma 2, we have
sup
a∈D
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z) . ‖uCϕ‖
q
A
p
ω→L
q
µ
.
Let υ(E) =
∫
ϕ−1(E)
|u(z)|qdµ(z) for all Borel set E. For all f ∈ A
p
ω, letting w = ϕ(z),
by Lemma 3 we have
‖uCϕ f ‖
q
L
q
µ
=
∫
D
| f (ϕ(z))|q|u(z)|qdµ(z) =
∫
D
| f (w)|qdυ(w) (6)
= ‖ f ‖
q
L
q
υ
≤ ‖Id‖
q
A
p
ω→L
q
υ
‖ f ‖
q
A
p
ω
. ‖ f ‖
q
A
p
ω
sup
a∈D
∫
D
|Fa,p,γ(w)|
qdυ(w)
Making the changing of variable w = ϕ(z), we have∫
D
|Fa,p,γ(w)|
qdυ(w) =
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z).
The proof is complete. 
Let X and Y be Banach spaces. Recall that the essential norm of linear operator
T : X → Y is defined by
‖T‖e,X→Y = inf{‖T − K‖X→Y : K is compact from X to Y}.
Obviously T : X → Y is compact if and only if ‖T‖e,X→Y = 0.
Theorem 2. Assume ω ∈ Dˆ, 1 ≤ p ≤ q < ∞, u : D → C is a measurable
function, ϕ is an analytic self-map of D, and µ is a positive Borel measure on D. If
uCϕ : A
p
ω → A
q
µ is bounded, then
‖uCϕ‖
q
e,A
p
ω→L
q
µ
≈ lim sup
|a|→1
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z).
Proof. Since uCϕ : A
p
ω → L
q
µ is bounded, u ∈ L
q
µ and ‖u‖Lqµ ≤ ‖uCϕ‖A
p
ω→L
q
µ
.
Upper estimate of ‖uCϕ‖e,Apω→L
q
µ
.
7Suppose f (z) =
∑∞
k=0 fˆkz
k ∈ H(D). For n ∈ N, let
Kn f (z) =

n∑
k=0
fˆkz
k, p > 1;
n∑
k=0
(
1 − k
n+1
)
fˆkz
k, p = 1,
and Rn = Id − Kn.
By [19, Proposition 1 and Corollary 3], when 1 < p < ∞, Kn is bounded
uniformly on Hp. By [6], ‖Kn‖H1→H1 ≤ 1. So, when p ≥ 1, there is a C = C(p)
such that
‖Kn f ‖
p
A
p
ω
≤ C
∫ 1
0
ω(s)sds
∫ 2pi
0
| f (seiθ)|pdθ ≤ C‖ f ‖
p
A
p
ω
,
and
‖Rn‖Apω→A
p
ω
= ‖Id − Kn‖Apω→A
p
ω
≤ 1 + ‖Kn‖Apω→A
p
ω
≤ C + 1. (7)
By Lemma 5 and Cauchy’s estimate, f → fˆkz
k is compact on A
p
ω. Therefore,
Kn : A
p
ω → A
p
ω is compact. So, we have
‖uCϕ‖e,Apω→L
q
µ
= ‖uCϕ(Kn + Rn)‖e,Apω→L
q
µ
≤ ‖uCϕRn‖e,Apω→L
q
µ
≤ ‖uCϕRn‖Apω→L
q
µ
. (8)
For any fixed r ∈ (0, 1), by (6) we have
‖uCϕRn f ‖
q
L
q
µ
=
∫
D\rD
|Rn f (w)|
qdυ(w) +
∫
rD
|Rn f (w)|
qdυ(w), (9)
where υ is defined in the proof of Theorem 1, that is, for every Borel set E ⊂ D,
υ(E) =
∫
ϕ−1(E)
|u(z)|qdµ(z).
Let ωn =
∫ 1
0
snω(s)ds. Since Bωz (ζ) =
∑∞
k=0
(ζz)n
2ω2n+1
is the reproducing kernel of
A
p
ω (see [14, 16] for example), we have
|Rn f (w)| =
∣∣∣〈Rn f , Bωw〉A2ω
∣∣∣ = ∣∣∣〈 f ,RnBωw〉A2ω
∣∣∣ . ‖ f ‖Apω‖RnBωw‖H∞ .
Here 〈·, ·〉A2ω is the inner product induced by ‖ · ‖A2ω and ‖ · ‖H∞ is the norm of the
bounded analysis function space on D. When |w| ≤ r, we have
‖RnB
ω
w‖H∞ ≤
1
n
∞∑
k=1
krk−1
2ω2k+1
+
∞∑
k=n+1
rk
2ω2k+1
.
By [16, Lemma 6],
∞∑
k=1
krk−1
2ω2k+1
is convergent and lim
n→∞
∞∑
k=n+1
rk
2ω2k+1
= 0. So, for all ε > 0,
there is a N = N(ε, ω, r), such that
|RnB
ω
w| < ε, for all |w| ≤ r and n > N.
So, for all n > N, ∫
rD
|Rn f (w)|
qdυ(w) ≤ εq‖u‖
q
L
q
µ
‖ f ‖
q
A
p
ω
. (10)
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Let υr = υ|D\rD. By (7), Lemmas 3 and 4, we have∫
D\rD
|Rn f (w)|
qdυ(w) =
∫
D
|Rn f (w)|
qdυr(w) . ‖Rn f ‖
q
A
p
ω
sup
a∈D
υr(S (a))
ω(S (a))
q
p
. ‖Rn f ‖
q
A
p
ω
sup
|a|>r
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z)
. ‖ f ‖
q
A
p
ω
sup
|a|>r
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z). (11)
Letting n → ∞, by (8)-(11), we get
‖uCϕ‖
q
e,A
p
ω→L
q
µ
. sup
|a|>r
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z) + εq‖u‖
q
L
q
µ
.
Since ε is arbitrary, by letting r → 1, we obtain
‖uCϕ‖
q
e,A
p
ω→L
q
µ
. lim sup
|a|→1
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z).
Lower estimate of ‖uCϕ‖e,Apω→L
q
µ
.
Assume that K : A
p
ω → L
q
µ is compact. By Lemmas 2 and 5, lim
|a|→1
‖KFa,p,γ‖Lqµ = 0.
Then
‖uCϕ − K‖Apω→L
q
µ
& lim sup
|a|→1
‖(uCϕ − K)Fa,p,γ‖Lqµ
≥ lim sup
|a|→1
‖uCϕFa,p,γ‖Lqµ − lim sup
|a|→1
‖KFa,p,γ‖Lqµ
= lim sup
|a|→1
‖uCϕFa,p,γ‖Lqµ.
Therefore, we get
‖uCϕ‖
q
e,A
p
ω→L
q
µ
& lim sup
|a|→1
∫
D
|Fa,p,γ(ϕ(z))|
q|u(z)|qdµ(z),
as desired. The proof is complete. 
Theorem 3. Assume ω ∈ Dˆ, 0 < q < p < ∞, u : D→ C is a measurable function,
ϕ is an analytic self-map of D, and µ is a positive Borel measure on D. Then the
following statements are equivalent.
(i) uCϕ : A
p
ω → L
q
µ is bounded;
(ii) uCϕ : A
p
ω → L
q
µ is compact;
(iii) Ψ
γ
u,ϕ(a) ∈ L
p
p−q
ω for all γ large enough;
(iv) Ψ
γ
u,ϕ(a) ∈ L
p
p−q
ω for some γ large enough.
Moreover, if γ is fixed,
‖uCϕ‖
q
A
p
ω→L
q
µ
≈ ‖Ψγ‖
L
p
p−q
ω
. (12)
Here,
Ψ
γ
u,ϕ(a) :=
∫
D
|Fa,p,γ(ϕ(z))|
p|u(z)|qdµ(z).
9Proof. Let υ(E) =
∫
ϕ−1(E)
|u(z)|qdµ(z) for all Borel set E. By (6), we have
‖uCϕ f ‖
q
L
q
µ
= ‖ f ‖
q
L
q
υ
.
So, uCϕ : A
p
ω → L
q
µ is bounded (compact) if and only if Id : A
p
ω → L
q
υ is bounded
(compact). By (26) in [10] and Theorem 3 in [15], we have (i)⇔(ii)⇔(iii) and
(12). Since 1 − |a| ≤ |1 − az| holds for all a, z ∈ D, we get (iii)⇔ (iv). The proof is
complete. 
Remark 2. Suppose all of the p, q, µ, ω, u, ϕmeet the conditions of the Theorem 3
and υ is defined as in the proof of Theorem 3. For all a ∈ D\{0} and r ∈ (0, 1), let
Γ(a) =
{
z ∈ D :
∣∣∣arg z − arg a∣∣∣ < 1
2
(
1 −
|z|
|a|
)}
T (a) = {z ∈ D : a ∈ Γ(z)} , ∆(a, r) =
{
z ∈ D :
∣∣∣∣∣ a − z1 − az
∣∣∣∣∣ < r
}
,
and
Q(z) =
∫
Γ
(z)
dυ(ξ)
ω(T (ξ))
, Mω(υ)(z) = sup
z∈S (a)
υ(S (a))
ω(S (a))
, Φr(z) =
∫
Γ(z)
υ(∆(a, r))
ω(T (z))
dA(z)
(1 − |z|)2
.
By [15, Theorem 3], for any fixed γ and r, we have
‖uCϕ‖
q
A
p
ω→L
q
µ
≈ ‖Id‖
q
A
p
ω→L
q
υ
≈ ‖Ψγ‖
L
p
p−q
ω
≈ ‖Mω(υ)‖
L
p
p−q
ω
≈ ‖Q‖
L
p
p−q
ω
≈ ‖Φr‖
L
p
p−q
ω
. (13)
Using (26) in [10], we know that all the ω(S (a)) and ω(T (a)) in (12) and (13) can
be exchanged.
Theorem 4. Assume ω ∈ Dˆ satisfying
∫ 1
0
(
log e
1−t
)2
ω(t)dt < ∞, 0 < p < ∞, u :
D→ C is a measurable function, ϕ is an analytic self-map of D. If uCϕ : A
2
ω → A
2
ω
is compact, then uCϕ ∈ S p(A
2
ω) if and only if∫
D
(
σ(∆(z, r))
ω∗(z)
) p
2 dA(z)
(1 − |z|2)2
< ∞
for some (equivalently for all) 0 < r < 1. Moreover, we have
|uCϕ|
p
p ≈
∫
D
(
σ(∆(z, r))
ω∗(z)
) p
2 dA(z)
(1 − |z|2)2
.
Here σ(E) =
∫
ϕ−1(E)
|u(z)|2ω(z)dA(z) for all Borel set E ⊂ D, and | · |p is the norm
of p-Schatten class of A2ω.
Proof. For all f , g ∈ A2ω, we have
〈(uCϕ)
∗uCϕ f , g〉A2ω = 〈uCϕ f , uCϕg〉A2ω =
∫
D
f (ϕ(z))g(ϕ(z))|u(z)|2ω(z)dA(z)
=
∫
D
f (ζ)g(ζ)dσ(ζ). (14)
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Suppose Bωz (ζ) is the reproducing kernel of A
2
ω, that is,
f (z) = 〈 f , Bωz 〉A2ω =
∫
D
f (ζ)Bωz (ζ)ω(ζ)dA(ζ).
Consider the Toeplitz operator,
Tσ f (z) =
∫
D
f (η)Bωz (η)dσ(η).
Since ω is radial, by [11, section 4.1], polynomials are dense in A
p
ω for all 0 < p <
∞. So if f , g ∈ A2ω, there are two polynomial sequences { fn}
∞
n=1 and {gn}
∞
n=1 such
that
lim
n→∞
‖ f − fn‖A2ω = 0, and limn→∞
‖g − gn‖A2ω = 0.
Since uCϕ : A
2
ω → A
2
ω is compact, by Theorem 1 and Lemma 3, we have
‖uCϕ‖
2
A2ω→A
2
ω
≈ sup
a∈D
∫
D
|Fa,2,γ(z)|
2dσ(z) ≈ sup
a∈D
σ(S (a))
ω(S (a))
< ∞.
Then, Id : A2ω → A
2
σ and Id : A
1
ω → A
1
σ are bounded by Lemma 3. So, we have
lim
k→∞
‖g − gk‖A2σ = 0.
For any h ∈ H∞ ⊂ A1ω, letting M = supz∈D |h(z)|, by [16, Theorem C] (see also
[14, Theorem 1]), there exist a C = C(h, u, ϕ, ω) such that
|Tσh(z)| ≤ M
∫
D
|Bωz (η)|dσ(η) ≤ M‖Id‖A1ω→A1σ‖B
ω
z ‖A1ω ≤ C log
e
1 − |z|
.
Therefore,
‖Tσh‖
2
A2ω
.
∫
D
(
log
e
1 − |z|
)2
ω(z)dA(z) < ∞.
That is to say, Tσh ∈ A
2
ω.
Since gn ∈ A
2
ω = (A
2
ω)
∗, for any n ∈ N, by Lemma 11 of [16],
〈Tσ fn, g〉A2ω = limk→∞
〈Tσ fn, gk〉A2ω = limk→∞
〈 fn, gk〉A2σ =
∫
D
fn(η)g(η)dσ(η). (15)
Since g is arbitrary, by (14) and (15), we have
Tσ fn = (uCϕ)
∗(uCϕ) fn. (16)
For any fixed z0 ∈ D, when |z−z0| <
1+|z0 |
2
, by Ho¨lder inequality and [16, Lemma
6], we have
|Tσ f (z) − Tσ fn(z)| ≤
∫
D
| f (η) − fn(η)||Bωz (η)|dσ(η)
. sup
|z|<(|z0 |+1)/2
1
ω(S (z))
√
σ(D)‖ f − fn‖A2σ.
So, we obtain lim
n→∞
Tµ fn(z) = Tµ f (z) for all z ∈ D. Using (16), we have
Tσ = (uCϕ)
∗uCϕ.
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By [20, Theorem 1.26], when p > 0, uCϕ ∈ S p(A
2
ω) if and only if (uCϕ)
∗uCϕ ∈
S p
2
(A2ω). By [16, Theorem 3] (or [13, Theorem 1]), Tσ ∈ S p2 (A
2
ω) if and only if∫
D
(
σ(∆(z, r))
ω∗(z)
) p
2 dA(z)
(1 − |z|2)2
< ∞,
for some (equivalently for all) r ∈ (0, 1). Moreover,
|uCϕ|
p
p = |Tσ|
p
2
p
2
≈
∫
D
(
σ(∆(z, r))
ω∗(z)
) p
2 dA(z)
(1 − |z|2)2
.
The proof is complete. 
Theorem 5. Suppose 1 < p < ∞, ω ∈ R, ϕ is a finite Blaschke product and
u ∈ A
p
ω. If uCϕ is bounded on A
p
ω, then u ∈ H
∞(D).
Proof. By [14, Corollary 7], we have (A
p
ω)
∗ ≃ A
p′
ω where
1
p
+
1
p′
= 1. Let Bωz (ζ) be
the reproducing kernel of A2ω. By [16, Lemma 6], B
ω
z ∈ H
∞ ⊂ A
p′
ω . Since uCϕ is
bounded on A
p
ω, so is (uCϕ)
∗ on A
p′
ω . For all f ∈ A
p
ω, we have,
〈(uCϕ)
∗Bωz , f 〉A2ω = 〈B
ω
z , uCϕ f 〉A2ω = u(z) f (ϕ(z)) = u(z)〈B
ω
ϕ(z), f 〉A2ω.
Therefore,
(uCϕ)
∗Bωz = u(z)B
ω
ϕ(z).
So,
|u(z)|‖Bωϕ(z)‖Ap
′
ω
= ‖u(z)Bωϕ(z)‖Ap
′
ω
= ‖(uCϕ)
∗Bωz ‖Ap
′
ω
≤ ‖(uCϕ)
∗‖
A
p′
ω →A
p′
ω
‖Bωz ‖Ap
′
ω
.
Let M = ‖(uCϕ)
∗‖
A
p′
ω →A
p′
ω
. By [16, Theorem C], we have
|u(z)|p
′
≤ Mp
′

‖Bωz ‖Ap
′
ω
‖Bω
ϕ(z)
‖
A
p′
ω

p′
≈ Mp
′
(
ω(S (ϕ(z)))
ω(S (z))
)p′−1
. (17)
Suppose ϕ(z) = zm
∏n
k=1
|ak |
ak
ak−z
1−akz
. Let
c = max{|ak| : k = 1, 2, · · · , n}, and d = min{|ak| : k = 1, 2, · · · , n}.
As in the proof of [2, Lemma 2.1], for c < |z| < 1, we have
1 − |ϕ(z)|2
1 − |z|2
≤ m + 2n
1 + d
1 − d
.
By Lemma 1, there are 1 < a < b < ∞ and δ ∈ (0, 1), such that
ω∗(r)
(1−r)b
is
increasing on [δ, 1). Let
r0 = inf {r : r > max{c, δ} and |ϕ(z)| ≥ δ for all |z| = r} .
Then 0 < r0 < 1. Obviously, we have
sup
|z|≤r0
ω(S (ϕ(z)))
ω(S (z))
< ∞. (18)
When |z| > r0, by (3), we have
ω(S (ϕ(z)))
ω(S (z))
≈
ω∗(ϕ(z))
ω∗(z)
.
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So, if |ϕ(z)| < |z|,
ω∗(ϕ(z))
ω∗(z)
=
ω∗(ϕ(z))
(1−|ϕ(z)|)b
ω∗(z)
(1−|z|)b
(1 − |ϕ(z)|)b
(1 − |z|)b
.
(
m + 2n
1 + d
1 − d
)b
. (19)
If |z| ≤ |ϕ(z)| < 1, by Lemma 1, we get
ω∗(ϕ(z))
ω∗(z)
≈
(1 − |ϕ(z)|)
∫ 1
|ϕ(z)|
ω(t)dt
(1 − |z|)
∫ 1
|z|
ω(t)dt
. m + 2n
1 + d
1 − d
. (20)
Therefore, by (17)-(20), we obtain u ∈ H∞. The proof is complete. 
To state and prove the next result, we introduce a set. Let 1 < p < ∞, ω ∈ R
and ϕ be an analytic self-map of D. We define
X := {u ∈ H(D) : uCϕ(A
p
ω) ⊂ A
p
ω}.
Theorem 6. Let 1 < p < ∞ and ϕ be an analytic self-map of D. Suppose ω ∈ R
such that
(i) ωˆ(ϕt(r))ωˆ(r) . ωˆ(t), for all 0 ≤ r ≤ t < 1, here ϕt(r) =
t−r
1−tr
;
(ii) 2A + AB − B > 0, where A = lim inf
t→1
∫ 1
t
ω(s)ds
(1−t)ω(t)
and B = lim sup
t→1
∫ 1
t
ω(s)ds
(1−t)ω(t)
.
If X = H∞, then ϕ is a finite Blaschke product.
Proof. By [13, Proposition 18], for any ω ∈ Dˆ and ϕ is an analytic self map of D,
Cϕ : A
p
ω → A
p
ω is bounded. So, for any u ∈ X, we can define ‖u‖X = ‖uCϕ‖Apω→A
p
ω
.
Let {un} be a Cauchy sequence in X. Then {unCϕ} is a Cauchy sequence in B(A
p
ω).
Here, B(A
p
ω) means the set of bounded operators on A
p
ω. So, there exists a T ∈
B(A
p
ω), such that lim
n→∞
unCϕ = T . Since f (z) = 1 ∈ A
p
ω,
u := T (1) ∈ Apω, and lim
n→∞
‖un − u‖Apω = 0.
Therefore, for all f ∈ A
p
ω,
lim
n→∞
un(z) f (ϕ(z)) = u(z) f (ϕ(z)).
Since lim
n→∞
‖unCϕ f − T f ‖Apω = 0,
lim
n→∞
un f (ϕ(z)) = (T f )(z).
So, we have T f = uCϕ f for all f ∈ A
p
ω. Therefore u ∈ X. That is to say, X is
complete under the norm ‖ · ‖X.
Since X = H∞, Cϕ ∈ B(A
p
ω). Then for all u ∈ X, ‖u‖X ≤ ‖u‖H∞‖Cϕ‖Apω→A
p
ω
. By
Inverse Mapping Theorem, ‖u‖X ≈ ‖u‖H∞ .
By ω ∈ R, we have AB > 0. Therefore 2
B
+ 1 > 1
A
. So, there exists ε ∈ (0, A)
such that 2
B+ε
+ 1 − 1
A−ε
> 0.
Let a = 1
B+ε
− 1 and b = 1
A−ε
− 1. Then 2a + 2 − b > 0. By the proof of [11,
Lemma 1.1], there is a δ ∈ (0, 1) such that
ω(r)
(1 − r)a
is essential decreasing on [δ, 1) and lim
r→1
ω(r)
(1 − r)a
= 0;
13
and
ω(r)
(1 − r)b
is essential increasing on [δ, 1) and lim
r→1
ω(r)
(1 − r)b
= ∞.
Let
µ(z) =
{
ω(z), δ ≤ |z| < 1;
ω(δ)(1−|z|)a
(1−δ)a
, |z| < δ.
Then it is easy to check that the following statements hold.
(i)
µ(r)
(1−r)a
is essential decreasing on [0, 1) and limr→1
µ(r)
(1−r)a
= 0;
(ii)
µ(r)
(1−r)b
is essential increasing on [0, 1) and limr→1
µ(r)
(1−r)b
= ∞;
(iii) µ ∈ R, A = lim inf
t→1
∫ 1
t
µ(s)ds
(1−t)µ(t)
and B = lim sup
t→1
∫ 1
t
µ(s)ds
(1−t)µ(t)
;
(iv) ‖ f ‖Apµ ≈ ‖ f ‖A
p
ω
and µˆ(ϕt(r))µˆ(r) . µˆ(t), for all 0 ≤ r ≤ t < 1.
Therefore, without loss of generality, let δ = 0. So, we have
ω(ϕw(z))
ω(z)
=
ω(ϕw(z))
1−|ϕw(z)|a
(1 − |ϕw(z)|)
a
ω(z)
(1−|z|)a
(1 − |z|)a
.
(
1 − |ϕw(z)|
2
1 − |z|2
)a
, when |ϕ(z)| > |z|,
and
ω(ϕw(z))
ω(z)
=
ω(ϕw(z))
1−|ϕw(z)|b
(1 − |ϕw(z)|)
b
ω(z)
(1−|z|)b
(1 − |z|)b
.
(
1 − |ϕw(z)|
2
1 − |z|2
)b
, when |ϕ(z)| ≤ |z|.
Therefore,
ω(ϕw(z))
ω(z)
.
(
1 − |ϕw(z)|
2
1 − |z|2
)a
+
(
1 − |ϕw(z)|
2
1 − |z|2
)b
=
(
1 − |w|2
|1 − wz|2
)a
+
(
1 − |w|2
|1 − wz|2
)b
. (21)
Let α = 2(a+2)
p
and uw(z) =
(
1
1−wz
)α
. Then ‖uw‖
p
∞ =
1
(1−|w|)2a+4
. For all f ∈ A
p
ω, by
(21), we have
‖uwCϕ f ‖
p
A
p
ω
=
∫
D
1
|1 − wz|pα
| f ◦ ϕ(z)|pω(z)dA(z)
=
∫
D
1
|1 − wϕw(z)|pα
| f ◦ ϕ ◦ ϕw(z)|
p|ϕ′w(z)|
2ω(ϕw(z))dA(z)
.
1
(1 − |w|2)a+2
∫
D
| f ◦ ϕ ◦ ϕw(z)|
p
1 +
(
1 − |w|2
|1 − wz|2
)b−aω(z)dA(z)
.
1
(1 − |w|2)b+2
∫
D
| f ◦ ϕ ◦ ϕw(z)|
pω(z)dA(z)
.
‖ f ‖
p
A
p
ω
(1 − |w|2)b+2(1 − |ϕ(w)|)ωˆ(ϕ(w))
.
The last inequality can be got by [13, Proposition 18]. By ‖uw‖∞ ≈ ‖uwCϕ‖Apω→A
p
ω
,
we have
1
(1 − |w|2)2a+2−b
.
1
(1 − |ϕ(w)|)ωˆ(ϕ(w))
.
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By 2a + 2 − b > 0, we have |ϕ(w)| → 1 as |w| → 1. By Lemma 6, ϕ is a finite
Blaschke product. The proof is complete. 
By Theorems 5 and 6, for some regular weight ω, X = H∞ if and only if ϕ is a
finite Blaschke product. Here, we give two examples.
Corollary 7. Let 1 < p < ∞, and ϕ be an analytic self map of D. Suppose ω is
either (a) or (b).
(a) ω(r) = (1 − r)α
(
log e
1−r
)β
, α > −1 and β ≤ 0;
(b) ω(r) = exp
(
−β
(
log e
1−r
)α)
, 0 < α ≤ 1 and β > 0.
Then, X = H∞ if and only if ϕ is a finite Blaschke product.
Proof. By [1, (4.4) and (4.5)], the weights (a) and (b) are regular.
Suppose ϕ is a finite Blaschke product. By [13, Theorem 18], Cϕ : A
p
ω → A
p
ω is
bounded. So, H∞ ⊂ X. By Theorem 5, X ⊂ H∞. Therefore, X = H∞.
Suppose X = H∞. By Bernouilli-l’Hoˆpital theorem, both (a) and (b) meet the
condition (ii) of Theorem 6. So, if we can prove that (a) and (b) meet the condition
(i) of Theorem 6, then ϕ is a finite Blaschke product.
Condition (a). When 0 ≤ r ≤ t < 1, let θ = r/t and
f (θ, t) = log
e(1 − θt2)
(1 − t)(1 + θt)
log
e
1 − θt
, (0 ≤ θ ≤ 1, 0 < t < 1).
Then
f ′θ (θ, t) = −
(
t2
1 − θt2
+
t
1 + θt
)
log
e
1 − θt
+
t
1 − θt
log
e(1 − θt2)
(1 − t)(1 + θt)
.
Suppose t > 0, and let
g(θ, t) =
1 − θt
t
f ′θ (θ, t) = log
e(1 − θt2)
(1 − t)(1 + θt)
−
(
t(1 − θt)
1 − θt2
+
1 − θt
1 + θt
)
log
e
1 − θt
.
Then
g′θ(θ, t) = −
2t2
1 − θt2
−
2t
1 + θt
−
(
t3 − t2
(1 − θt2)2
−
2t
(1 + θt)2
)
log
e
1 − θt
=
1
(1 + θt)2
(
(1 + θt)2
(1 − θt2)2
h(θ, t) + 2tk(θ, t)
)
,
where
h(θ, t) = (t2 − t3) log
e
1 − θt
− 2t2(1 − θt2)
and
k(θ, t) = log
e
1 − θt
− (1 + θt).
Since
h′θ(θ, t) =
t3 + t4 − 2θt5
1 − θt
> 0, k′θ(θ, t) = t
(
−1 +
1
1 − θt
)
> 0,
we have
G(θ, t) := (1 + θt)2g′θ(θ, t)
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is increasing on [0, 1] about θ. Since lim
t→1
G(1, t) = +∞, there exists a τ ∈ (0, 1)
such that G(1, t) > 0, for all t ∈ (τ, 1). If t ∈ (τ, 1), by G(0, t) < 0, there is a
ν(t) ∈ (0, 1), such that
G(θ, t) < 0, when θ ∈ [0, ν(t)),
and
G(θ, t) > 0, when θ ∈ (ν(t), 1].
Since g′
θ
(θ, t) =
G(θ,t)
(1+θt)2
, when t ∈ (τ, 1), g(θ, t) is decreasing on [0, ν(t)) and increas-
ing on (ν(t), 1]. Since
g(0, t) = log
e
1 − t
− (t + 1) > 0, and g(1, t) =
1
t + 1
(
t + 1 − log
e
1 − t
)
< 0,
So there is a µ(t) ∈ (0, 1) for every t ∈ (τ, 1), such that, f (θ, t) is increasing on
[0, µ(t)) and decreasing on (µ(t), 1]. Since f (0, t) = f (1, t) = log e
1−t
,
f (θ, t)
log e
1−t
≥ 1, when t ∈ (τ, 1) and θ ∈ [0, 1].
It is obvious that
inf
t∈[0,τ],θ∈[0,1]
f (θ, t)
log e
1−t
> 0.
Therefore, we have
C1 := inf
0≤r≤t<1
log e(1−rt)
(1−t)(1+r)
log e
(1−r)
log e
1−t
> 0.
So, when α > −1, β ≤ 0 and ω(r) = (1 − r)α
(
log e
1−r
)β
, we have
ω(ϕt(r))ω(r)
ω(t)
≈

log
e(1−rt)
(1−t)(1+r)
log e
(1−r)
log e
1−t

β
≤ C
β
1
.
Since ω ∈ R, we get
ωˆ(ϕt(r))ωˆ(r)
ωˆ(t)
≈
ω(ϕt(r))ω(r)
ω(t)
. (22)
Therefore,
ωˆ(ϕt(r))ωˆ(r) . ωˆ(t), when 0 ≤ r ≤ t < 1.
Condition (b). Suppose 0 ≤ r ≤ t < 1. Since e(1−rt)
1−r2
≥
e(1−r)
1−r2
> 1, when
0 < α ≤ 1, we have(
log
e(1 − rt)
(1 − t)(1 + r)
)α
+
(
log
e
(1 − r)
)α
≥
(
log
e2(1 − rt)
(1 − t)(1 − r2)
)α
≥
(
log
e
1 − t
)α
.
So, when 0 < α ≤ 1, β > 0 and ω(r) = exp
(
−β
(
log e
1−r
)α)
, we have
ω(ϕt(r))ω(r) . ω(t).
By (22), we get
ωˆ(ϕt(r))ωˆ(r) . ωˆ(t), when 0 ≤ r ≤ t < 1.
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The proof is complete. 
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