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1. The purpose of these lectures is to provide 
students with basic knowledge and skills 
of calculus and linear algebra. 
2. To understand natural sciences, students 
should learn some fundamental 
mathematics. Therefore, students will 
study also various topics from Physics, 
Biology, Chemistry and Technology. 
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Fact 
A convergent sequence is bounded. 
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Bolzano-Weierstrass Theorem 
Every bounded sequence has a 
convergent subsequence. 
Example (1) 
2
2 1
1 1
1
1)
1
(
k
k
n
n
a
a
a +
=
= − →
=
−
→
−

⇒ 
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⇒ 
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Fundamental Theorem 
Every bounded, monotone increasing 
sequence itself converges. 
1n na a +≤ Monotone increasing（ ）
na M≤ ∃ Bounded（ ）
Example 1 (Golden Ratio) 
1 2 1
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(2)1
1 5(3) lim
2
n n
n
n n
nn
a a a
a a n
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⇒
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Example 2 (Napier’s Number) 
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 
Proof (1) 
2 3
11 1 2 1 2
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1! 2! 3!
1 (1 )(1 ) (1 )(1 ) (1 )1 1
2! 3! !
n
n n n n
n
n
n
n
n n n n
n
n na
n n n n
−
− − −
= + + + + +
− − − − − −
= + + + + +

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
10 n na a +< < (Monotone increasing)
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Geometric Series 
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Example 3 (Euler’s Number) 
1 11 log
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1 1lim 1 log
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γ ∃
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 = + + ⋅⋅⋅+ − 
 


Napier’s Number 
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n→∞
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 
= ⋅ ⋅ ⋅
Napier’s Number 
(Sequence Version)  
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Napier’s Number 
(Series Version) 
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Euler’s Number 
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0.577
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1 11 log
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Square Root of 2 
2 1.41421356= ⋅⋅⋅⋅
Method Newton’s Method Bisection Method 
Hypotheses Differentiability 
Monotonicity 
Continuity 
Merits 
Demerits 
Strong 
Hypotheses 
Rapid 
Convergence 
Weak Hypotheses 
Slow 
Convergence 
Background Convergence of 
Monotone 
Sequences 
Intermediate 
Value Theorem 
Newton’s Method versus 
Bisection Method 

Isaac Newton (1642-1727) 
Fundamental Theorem 
Every bounded, monotone increasing 
sequence itself converges. 
1n na a +≤ Monotone increasing（ ）
na M≤ ∃ Bounded（ ）
Newton’s Approximation Method 
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Newton’s Method (1) 
1a 0a2a
2 2y x= −
Newton’s Method (2) 
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Tangent Lin  ate ( ):
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Cantor （１８４５－１９１８)  
Cantor’s Nested-Interval Property 
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Bisection Method （１） 
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2 : 2Square Root of 
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1.41
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0.785398163397459
4
π
= ⋅ ⋅ ⋅

13 5 7
2 1
1
tan
3 5 7
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x x xx
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
    
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Taylor Series 
Abel’s Theorem 
で連続ならば、集合 
  
1
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=
∞
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∑
∑
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Leibniz’s Series 
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Machin’s Series 
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cos2 1 tan
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A BA B
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 

 
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 Proof (1) 
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 

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
             
 Proof (4) 
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Series of Positive Terms 
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Geometric Series  
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+∞ =
= 
< < −
( )
1
0 1
(1 )
1 1
lim 0
n
n
n
n
n
r
S a ar ar
a r a
r r
r
−
→∞
< <
⇒ = + + ⋅⋅⋅+
−
= →
− −
=
Proof 
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Series of positive terms
１
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D’Alembert’s Test 
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Series of positive terms
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Square of Number Pi 
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Alternating Series 
Leibniz’s Theorem 
で連続ならば、集合 
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Criterion of Continuity 
（Sequence Version） 
sin( )
sin cos cos sin
sin 0
a
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h
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 
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sin x
1sin 0,
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f x x
x
if
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Example (2) 
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a Discontinuous Function 
1(1) 0
2
2
1( ) sin sin 2 1
2
1(2) 03 2
2
1 3( ) sin sin 2 1
2
n
n
n
n
n
n
x n
n
g x n
x
y n
n
g y n
y
as
as
 
 
 
 
  

      
  

      
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Operations of 
Continuous Functions 
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Continuity of  
Composite functions 

Maximum Value Theorem 
で連続ならば、集合 
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(Bolzano - Weierstrass)
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Minimum Value Theorem 
で連続ならば、集合 
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Intermediate Value Theorem 
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Fixed-Point Theorem 
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(Intermediate Value Theorem)
Proof (2) 
,xy e x= −∞ < < ∞
Exponential Function  
log , 0ey x x= < < ∞
Logarithm Function  
sin ,
2 2
y x xπ π= − ≤ ≤
Sine Function (1)  
1sin , 1 1y x x−= − ≤ ≤
Arcsine Function (1)  
cos , 0y x x π= ≤ ≤
Cosine Function (2)  
1cos , 1 1y x x−= − ≤ ≤
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tan ,
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Tangent Function (3)  
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Calculus Ascoli-Arzela’s Theorem 
(Continuous Functions) 
Bolzano-Weierstrass Theorem 
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REM 台形公式による近似積分 
REM 関数 sqr(x) 積分区間 [0,1] 
PRINT "台形公式により積分の近似計算をします" 
PRINT "何等分しますか？" 
INPUT PROMPT "n=": n 
LET s=0 
LET h = 1/n 
FOR k = 0 TO n-1 
   LET  x = k*h 
   LET  y = (k+1)*h 
   LET  s = s + (SQR(x) + SQR(y))*h/2 
NEXT k 
PRINT s 
PRINT 0.6666666666666666 
END 
Simpson’s Rule 
REM シンプソン公式による近似積分 
REM 関数 sqrt(x) 積分区間 [0,1] 
PRINT "シンプソン公式による近似面積" 
PRINT "何等分しますか？" 
INPUT PROMPT "n=": n 
LET h = 1/(2*n) 
FOR k = 0 TO n-1 
   LET  x = 2*k*h 
   LET  m = (2*k+1)*h 
   LET  y = (2*k+2)*h 
   LET  s = s + (SQR(x)+4*SQR(m)+SQR(y))*(h/3) 
NEXT k 
PRINT s 
PRINT 0.666666666666666666666 
END 
Mesh Trapezoidal 
Rule 
Simpson’s rule 
n=10 .660509341706818 .664099589757422 
n=100  .666462947103147 .666585482066722 
n=1000  .666660134393675 .666664099383542 
n=10000  .666666459197103 .666666585482054  
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Lagrange 
Joseph Louis Lagrange (1736-1813) 
 Italian and French Mathematician 
Joseph Louis Lagrange 
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Runge-Kutta Method 
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Solution：
Runge-Kutta Method (1) 
REM ルンゲ・クッタ法による正弦関数の計算 
OPTION ANGLE RADIANS 
DEF F(t,x) = x^2+1 
SET WINDOW 0,PI/2,0,10 
DRAW grid 
DRAW axes 
!'tの初期値 
LET  t = 0 
!'xの初期値 
LET  x = 0 
!'tの１ステップの変化量 
LET  h = 0.25 
!'何回計算するか 
LET  N = 2 
FOR i = 0 TO N-1 
   LET  k1 = F(t, x) 
   LET  k2 = F(t + h, x + h * k1) 
   LET  x = x + h * (k1 + k2) / 2 
   PLOT LINES: t,x; 
   SET LINE COLOR 4  
NEXT i 
PRINT x 
END 
Runge-Kutta Method (2) 
x=0.550499174772995  
x-Tan(1/2)=-0.0632930624066609   
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Banach 
Stefan Banach (1892-1945) 
 Polish Mathematician 
Stefan Banach 
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= − − −
Calculation (3) 
1
1
2
2 2
0 0
0 0
P P
b b c
A
b b c
λ
λ
− =
 − + − 
Λ
 Λ = =     − − − 
Diagonal（ ）
2 2
1 2
1 11 1
P
b b c b b cλ λ
  
= =     − + − − − −   
Calculation (4) 
( ) ( )( )
( )( ) ( )
1
1
2
1 1 1 1
1 1 1
m
2
t s
2
i e
( ) ( )
2! !
2!
( ) ( )
2!
!
!
tA
n
n
n
t
n
P P
P P
tP P t P AP P AP P AP
t
t tI t
n
e
tA tA
P AP P AP P
e
t
AP
A
n
I
n
−
−
− − − −
− − −
−
Λ
=
 
+ + + ⋅⋅⋅+ + ⋅⋅⋅
Λ Λ
+
 

Λ + + ⋅⋅⋅+ + ⋅⋅

= + + + ⋅⋅⋅+
+ ⋅⋅⋅ + ⋅⋅⋅
= ⋅
=

Calculation (5) 
1
2
2
22
1 1
2
2 2
1
2
( ) ( )
2! !
01 0 0
00 1 2!
0
0
0
! 0
0
n
n
t
n
t
n
te
e
e
t tI t
n
tt
t
n
λ
λ
λ λ
λ λ
λ
λ
Λ Λ Λ= + Λ + + ⋅⋅⋅+ + ⋅⋅⋅
   
= + + + ⋅⋅⋅   
     
 
+ + ⋅⋅⋅ 
 
 
=  
 
Calculation (6) 
( )
1
2
1 2 1 2
1 2 1 2
1
2
1 2 12 1
2 1
2 1 1 2 1 2
1 1 101
10
1
t
t
t t t t
t t
t
t
t
t
A P P
e
e
e e e e
e e
e e
e e
λ
λ
λ λ λ λ
λ λ λ λ
λ
λ λ λλ λ
λ λ
λ λ λ λ λ λ
Λ −=
−    
=     −−     
 − − +
 =
 − − − + 
Calculation (7) 
( )
1 2 1 2
1 2 1 2
0
2 11 0
2 12 1 1 2 1 2
( ) ,
( ) 1
( )
t t t
A
t
t t
t
t t
U t U
e e e eu t u
u t ue e e e
e
λ λ λ λ
λ λ λ λ
λ λ
λ λ λ λ λ λ
=
 − − +   
 =    − − − +    
2/ 4 0D b c= − ≠Case :


Marie Ennemond Camille Jordan 
Jordan 
Marie Ennemond Camille Jordan  
(1838-1922) 
 French Mathematician 
 
  
 
Jordan’s Canonical Form 
1
0
1
AP P
λ
λ
− Λ=
 
Λ =  
 
(Jordan Form)
Calculation (1) 
21 2
2
I A b c
c b
λ
λ λ λ
λ
−
− = = + +
+
0 1
2
A
c b
 
=  − − 
Calculation (2) 
2/ 4 0D b c= − =Case :
bλ = − (Double Root)
1 0 1 0
1 1
P
bλ
   
= =   −   
Calculation (3) 
1
1
0 0
1
P PA
b
b
λ
λ
− =
−   
Λ = =   − 
Λ
 
(Jordan Form)
Calculation (4) 
( ) ( )( )
( )( ) ( )
1
1
2
1 1 1 1
1 1 1
m
2
t s
2
i e
( ) ( )
2! !
2!
( ) ( )
2!
!
!
tA
n
n
n
t
n
P P
P P
tP P t P AP P AP P AP
t
t tI t
n
e
tA tA
P AP P AP P
e
t
AP
A
n
I
n
−
−
− − − −
− − −
−
Λ
=
 
+ + + ⋅⋅⋅+ + ⋅⋅⋅
Λ Λ
+
 

Λ + + ⋅⋅⋅+ + ⋅⋅

= + + + ⋅⋅⋅+
+ ⋅⋅⋅ + ⋅⋅⋅
= ⋅
=

Calculation (5) 
2
22
2
1
( ) ( )
2! !
1 0 1 2
0 1 0 2! 0
! 0
0
n
n n
t t
t
t
n
n
t tI t
n
tt
nt
e
e
e
n
teλ λ
λ
λ λ λ
λ λ
λ λ
λ
−
Λ Λ Λ= + Λ + + ⋅⋅⋅+ + ⋅⋅⋅
    
= + + + ⋅⋅⋅    
     
 
+ + ⋅⋅⋅ 
 
 
=  
 
Calculation (6) 
1
2
1 0 1 0
1 10
( 1)
t
t
A
t
t
t t
t
t
t
t
P P
e te
e
e te te
e t
e
e
e
λ λ
λ
λ λ λ
λ λ
λ λ
λ
λ λ
Λ −=
    
=     −    
 −
=  
− + + 
Calculation (7) 
2/ 4 0D b c= − =Case :
0
1 0
2
2 1
( ) ,
( )
( ) ( 1)
tA
t t t
t t
U t e U
u t ue te te
u t ue t e
λ λ λ
λ λ
λ
λ λ
=
 −   
=     − + +    

Linear Case 
dx ax by
dt
dy cx dy
dt
 = +

 = +

Matrix Form 
( )
( ) : ,
( )
( )
:
( )
ax t
U t
y t
U t
b
A
c d
Ad
d
U t
t
  
=  
 
⇒
=
=  
 



Example 1 (Unstable Node) 
2
2 0
0 1
dx x
dt
dy y
dt
A
 =

 =

 
=  
 
Signature of Eigenvalues 
2 0
0 1
1,2
A  =  
 
Eigenvalues： 
Unstable Node 
Example 2 (Saddle Point) 
1 0
0 1
dx x
dt
dy y
dt
A
 =

 = −

 
=  − 
1 0
0 1
, 11
A  =  
−
− 
Eigenvalues： 
Signature of Eigenvalues 
Saddle Point 
Example 3 (Unstable Node) 
3 2
1 0
3 2
dx x
dt
dy x y
dt
A
 =

 = +

 
=  
 
1 0
3 2
2,1
A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 
Example 4 (Stable Node) 
2 1.5
5.5
2 1.5
1 5.5
dx x y
dt
dy x y
dt
A
 = − −

 = −

− − 
=  − 
2 1.5
1 5.
,2.5 5
5
A
− −
− −

=  − 
Eigenvalues： 
Signature of Eigenvalues 
Stable Node 
Example 5 (Saddle Point) 
2 2
2 3
2 2
2 3
dx x y
dt
dy x y
dt
A
 = − +

 = − +

− 
=  − 
2 2
2 3
2, 1
A
− 
=  − 
−Eigenvalues： 
Signature of Eigenvalues 
Saddle Point 
Example 6 (Unstable Node) 
2
2
2 1
0 2
dx x y
dt
dy y
dt
A
 = +

 =

 
=  
 
2 1
0 2
2,2
A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 
Example 7 (Center) 
2
1 2
1 1
dx x y
dt
dy x y
dt
A
 = +

 = − −

 
=  − − 
1 2
1 1
,1 1
A  =  − −
−

− −Eigenvalues： 
Signature of Eigenvalues 
Center 
Example 8 (Unstable Focus) 
2
1 1
2 1
dx x y
dt
dy x y
dt
A
 = +

 = − +

 
=  − 
1 1
2 1
1 12 2,i i
A  =  − 
+ −Eigenvalues： 
Signature of Eigenvalues 
Unstable Node 
Example 9 (Degenerate Node) 
2 2
3 3
2 2
3 3
dx x y
dt
dy x y
dt
A
 = +

 = +

 
=  
 
2 2
3 3
5,0
A  =  
 
Eigenvalues： 
Signature of Eigenvalues 
Degenerate Node 

Bird’s- Eye View 
Theme Mathematics Mechanics 
Vector 
Analysis 
Calculus on 
Surfaces 
Continuum 
Mechanics 

Example (1) 
( )2 2
2
1 0
2
0
cos cos
1 sin 2
2
0
x y
xdx d
d
π
π
θ θ
θ θ
+ =
=
= −
=
∫ ∫
∫
Example (2) 
( )
( )
2 2
2
1 0
2
0
cos sin
1 1 cos 2
2
x y
xdy d
d
π
π
θ θ
θ θ
π
+ =
=
= +
=
∫ ∫
∫
Example (3) 
2 2 1
0
x y
ydx xdy
+ =
+ =∫

Green 
George Green (1793-1841) 
 British Mathematical Physicist 
 
2-dimensional Domain 
Ω
∂Ω
n
Green’s Theorem (1) 
f g dxdy
x y
fdy gdx
Ω
∂Ω
 ∂ ∂
− ∂ ∂ 
= +
∫∫
∫
Example (1) 
1
1
2
dxdy
xdy ydx
Ω
∂Ω
Ω =
= −
∫∫
∫
Green’s Theorem (2) 
div
( , )
dv ds
f g
Ω ∂Ω
= ⋅
=
∫∫ ∫F F n
F
Example (2) 
2 2
2 2
f f fdxdy ds
x yΩ ∂Ω
 ∂ ∂ ∂
+ = ∂ ∂ ∂ 
∫∫ ∫ n

3-dimensional Domain 
Ω∂Ω
Gauss’ Divergence Theorem (1) 
f g h dxdydz
x y z
fdydz gdzdx hdxdy
Ω
∂Ω
 ∂ ∂ ∂
+ + ∂ ∂ ∂ 
= + +
∫∫∫
∫∫
Example (1) 
1
1
3
dxdydz
xdydz ydzdx zdxdy
Ω
∂Ω
Ω =
= + +
∫∫∫
∫∫
Example (2) 
2 2 2
3 3 3
1
12
5
x y z
x dydz y dzdx z dxdy
π
+ + =
+ +
=
∫
Gauss’ Divergence Theorem (2) 
div
( , , )
D D
dV dS
f g h
∂
= ⋅
=
∫∫∫ ∫∫F F n
F

George Gabriel Stokes 
(1819-1903) 
S∂
S n
n
Stokes’ Theorem (1) 
S
S
h g f h g fdydz dzdx dxdy
y z z x x y
fdx gdy hdz
∂
   ∂ ∂ ∂ ∂ ∂ ∂ − + − + −    ∂ ∂ ∂ ∂ ∂ ∂    
= + +
∫∫
∫
Example 
(2,3,1) 2 3 3 2 2
(1,2 1)
2 3 22y z dx xyz dy xy z dz
−
+ + =∫
Stokes’ Theorem (2) 
rot ,
( , , )
S S
dS d
f g h
∂
⋅ = ⋅
=
∫∫ ∫F n F s
F


Degree Differential 
Forms 
Figures 
０ Functions Points 
１ dx,dy,dz Segments 
２ dxdy,dydz,dzdx Rectangles 
３ dxdydz Cubes 
Duality of Concepts 

Manifold with Boundary 
MM∂
M M
dω ω
∂
=∫ ∫
Stokes’ Formula 
, ,dM Mω ω= ∂
Figure Differential 
Form 
Contents 
Interval Function Fundamental 
Theorem of 
Calculus 
２-Domain One Form Green’s Theorem 
３-Domain Two Form Gauss’ Theorem 
Surface One Form Stokes’ Theorem 
Examples of Stokes’ Formula 

Gradient 
grad , ,f f ff
x y z
∂ ∂ ∂ 
=  ∂ ∂ ∂ 
Rotation 
rot ( , , )
, ,
f g h
h g f h g f
y z z x x y
 ∂ ∂ ∂ ∂ ∂ ∂
= − − − ∂ ∂ ∂ ∂ ∂ ∂ 
Divergence 
div ( , , ) f g hf g h
x y z
∂ ∂ ∂
= + +
∂ ∂ ∂
Well-known Formulas 
rot grad =0f
div rot 0=v

2-dimensional Domain 
Ω
∂Ω
n
Green’s Theorem (1) 
f g dxdy
x y
fdy gdx
Ω
∂Ω
 ∂ ∂
− ∂ ∂ 
= +
∫∫
∫
Green’s Theorem (1) via Differential Forms 
d
fdy gdx
ω ω
ω
Ω ∂Ω
=
= +
∫∫ ∫

3-dimensional Domain 
DD∂
n
Gauss’ Divergence Theorem (1) 
D
D
f g h dxdydz
x y z
fdydz gdzdx hdxdy
∂
 ∂ ∂ ∂
+ + ∂ ∂ ∂ 
= + +
∫∫∫
∫∫
Gauss’ Divergence Theorem (1)  
via Differential Forms 
D D
d
fdydz gdzdx hdxdy
ω ω
ω
∂
=
= + +
∫∫ ∫

Gauss’ Theorem (Magnetic Field) 
( ) 0
( )
D
x dS
x
∂
⋅ =
=
∫∫
Magnetrost
B n
B atics
Gauss’ Theorem (Electric Field) 
0
0
1( ) ( )
( )
( )
D D
E x dS x dx
E x
x
ρ
ε
ρ
ε
∂
⋅ =
=
=
=
∫∫ ∫∫∫
Electric Density
Inductive Cap
Electrostatic Fie
acity in Free S
n
ld
pace

S∂
S n
n
Stokes’ Theorem (1) 
S
S
h g f h g fdydz dzdx dxdy
y z z x x y
fdx gdy hdz
∂
   ∂ ∂ ∂ ∂ ∂ ∂ − + − + −    ∂ ∂ ∂ ∂ ∂ ∂    
= + +
∫∫
∫
Stokes’ Theorem (1) via Differential Forms 
S S
d
fdx gdy hdz
ω ω
ω
∂
=
= + +
∫∫ ∫


Faraday 
Michael Faraday (1791-1867) 
 English Scientist 
 
  
 
Michael Faraday 
Faraday’s Law 
( )( , ) ( , ) ,
( , , )
S S
d x t dS x t d
dt
d dx dy dz
∂
− ⋅ = ⋅
=
∫∫ ∫B n E r
r

Motions and Configurations 
B φt(B) 
Reference configuration 
of a body 
 Body after time t  
( )tx Xφ=

Euler’s Description 
Current configuration 
φt(B) 
 
( ) ,x tSurface force τ
( ) ,x tBody for bce
Lagrange’s Description 
B 
 
( ),X tSurface fo  rce τ
( ),X tBody for  Bce
Reference configuration 
Continuum Mechanics (1) 
Description Conservation 
Law of Mass 
Balance Law of 
Momentum 
Euler 
Lagrange 
BPV 00 Div ρρ +=∂
∂
t
d iv  ρ ρ
•
= +v σ bdiv  0ρ ρ
•
+ =v
( )
( )( ) ( )
0
, ,t
X
X t J X t
ρ
ρ φ=
Continuum Mechanics (2) 
Description Balance Law 
of Angular 
Momentum 
Balance Law of Energy 
Euler 
Lagrange 
0 0Div tr
E R
t
ρ ρ∂ + = +
∂
Q SD( )
div  = tr( )e rρ ρ
•
+ +q σdt=σ σ
t=S S


Weierstrass’ Polynomial 
Approximation Theorem 
Any continuous function defined on a 
bounded closed interval may be 
approximated uniformly by polynomials. 

2 3
1
1! 2! 3!
x x x xe     
Example 1 


3 5 7
sin
3! 5! 7!
x
x x xx    
Example 2 


2 4 6
cos
1
2! 4! 6!
x
x x x    
Example 3 


2 3 4
log (1 )
2 3 4
( 1 1)
e x
x x xx
x

    
  
Example 4 


2 3
1
1 1 11
2 8 16
( 1 1)
x
x x x
x

    
  
Example 5 



Purpose 
Any continuous function defined on the 
closed interval [0,1] may be 
approximated uniformly by Bernstein’s 
polynomials. 

Bernstein’s Polynomial 
 Approximation Theorem 
0
0 1
( ) [0,1]
( ) : (1 ) , 0 1
0, ( )
max ( ) ( )
n
k n k
n
k
np
f x C
nkf p f p p p
kn
N N
n N f p f p
n
ε ε
ε
−
=
≤ ≤
∈
  = − ≤ ≤  
  
⇒
∀ > ∃ = ∈
∀ ≥ ⇒ − <
∑
th Bernstein's polynom
N such that
ial( - )

0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
( )f x x=
Bernstein’s Polynomial 
0
!( ) : (1 ) , 0 1
!( )!
n
k n k
n
k
k nf x x x x
n k n k
−
=
= − ≤ ≤
−∑
1( )f x
3 ( )f x
5 ( )f x
10 ( )f x
100 ( )f x

Probability Space 
( )
( )2
 :
B :
P :
,B,P
( ) ( ) P
( ) ( ( ))
i
i i
i i i
X
E X X d
V X E X E X
ω
Ω
Ω
Ω
=
= −
∫
Random Variabl
Sample Space
Completely Additive Class
Mean
Probability Measure
Probability Space
 (Measurable)
(Expectation 
Varianc
)
e
e
：
：
：
：
Independent Variables 
( )
21 1 2
1 2
2 21
f
1
1
de
2
,B,P
,
,
({ | , })
({ |
( )
( ) }) ({ | })
( )
( )
X X
X A
X X
A
A
X
A
A
A
ω
ω
ω
ω ω
ω
ω
∈
Ω
⇔
∀
Ρ ∈Ω
= ∈Ρ ∈ Ρ ∈Ω ∈Ω
∈
Pro
Independe
bability Space
Borel Se
n
ts
t
：
Chebychev’s Inequality 
{ }( )
2
2
(
( )
, , ) 
:
( )
0
| (( ) )
X
E X
X E X V X
ε
ω ω ε
ε
 Ω Β Ρ


 < ∞
⇒
∀ >
Ρ ∈Ω − ≥ ≤
Random Variable
Probability Space

(0 1)
 
:
( 1)
( 0
1
) 1
n
n
n
p p
p
X
X p
X p
≤ ≤


⇒
Ρ = =
Ρ
−
= = −
probability of a head
probability of a tail
- th throw
 1:
0 :
n
Bernoulli Distribution 
2 2
1 ( 1) 0 ( 0)
( )( ) (1 )
( )
( )
n n
n
n
nnV X
X XE X p
X E pE pX
= ⋅Ρ = + ⋅Ρ = =

= −− =
Bernstein’s Polynomial 
 Approximation Theorem 
0
0 1
( ) [0,1]
( ) : (1 ) , 0 1
0, ( )
max ( ) ( )
n
k n k
n
k
np
f x C
nkf p f p p p
kn
N N
n N f p f p
n
ε ε
ε
−
=
≤ ≤
∈
  = − ≤ ≤  
  
⇒
∀ > ∃ = ∈
∀ ≥ ⇒ − <
∑
th Bernstein's polynom
N such that
ial( - )

Population Models 
Two predator-prey type species 
residing in a common district. 
 Two competing species residing in 
a common district. 

Volterra 
Vito Volterra (1860-1940) 
 Italian Mathematician and Physicist 
  
 
Vito Volterra 
Model Differential Equations 
(1 ) ( )
( )
( )
( )
(
(0)
)
0
1
2)
(
20
x x t
x t
y t
y y t
y
d
dt
x
d
dt
 = −

 = − +

=
 =
Predator-Prey Model 
1
2
(1 )
( 1
( ( )
( )))
)
(
y t
y
d r a
dt
d r b
x x t
x y t
t
t
d
 = −

 = − +

(
(
:
) :
)y t
x t density of the 
density of P
P
r
re
edthe
y
 ator

Lotka-Volterra’s Model 
(2 ) ( )
( )
( )
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Coexistence Model 
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Runge-Kutta Method 
DEF F(X,Y)=(1-0.1*X-0.025*Y)*X 
DEF G(X,y)=2*(1-0.05*Y-0.05*X)*Y 
DEF FF(X,Y)=F(X,Y)/SQR(F(X,Y)^2+G(X,Y)^2) 
DEF GG(X,Y)=G(X,Y)/SQR(F(X,Y)^2+G(X,Y)^2) 
LET  h0=0.005 
LET M=50  
SET WINDOW 0,M,0,M 
LET MS=M/30  
DRAW Grid 
FOR Y=-M TO M STEP MS 
   FOR X=-M TO M STEP MS 
      PLOT LINES  
      PLOT LINES: X,Y; 
      PLOT LINES : X+FF(X,Y)*MS/2, Y+GG(X,Y)*MS/2 
      PLOT LINES : X+(FF(X,Y)+GG(X,Y))*MS/5, Y+(GG(X,Y)-FF(X,Y))*MS/5; 
      PLOT LINES : X+FF(X,Y)*MS/2, Y+GG(X,Y)*MS/2 
      PLOT LINES : X+(FF(X,Y)-GG(X,Y))*MS/5, Y+(GG(X,Y)+FF(X,Y))*MS/5; 
      PLOT LINES : X+FF(X,Y)*MS/2, Y+GG(X,Y)*MS/2 
   NEXT X 
NEXT Y 
PAUSE 
FOR Y00=-M TO M STEP MS*SQR(5) 
   FOR X00=-M TO M STEP MS*SQR(5) 
      FOR K=1 TO 2 
         LET x0=X00 
         LET Y0=Y00 
         LET H=(-1)^(K-1)*H0 
         SET COLOR 2^k 
         PLOT LINES  
         PLOT LINES: X0,Y0; 
         LET COUNT=0 
         DO WHILE ABS(X0)<2*M AND ABS(Y0)<2*M AND COUNT<1000 
            LET COUNT=COUNT+1 
            LET X=X0+F(X0,Y0)*H/2 
            LET Y=Y0+G(X0,Y0)*H/2 
            LET X1=X0+F(X,Y)*H 
            LET Y1=Y0+G(X,Y)*H 
            PLOT LINES: X1,Y1; 
            LET X0=X1 
            LET Y0=Y1 
         LOOP  
      NEXT K 
   NEXT X00 
NEXT Y00 
END 
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Catchphrase 
Theme Real World 
Population 
Dynamics 
Problem of 
Population 
Growth 
Malthus 
Thomas Robert Malthus (1766-1834) 
 English Economist 
 An Essay on the Principle of Population 
(1798) 
 
Thomas Robert Malthus 
Idea Credited to Malthus 
A population will grow exponentially 
until limited by lack of available 
resources. 
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Example of Malthus 
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Runge-Kutta Method 
DEF F(x, y)=2*y 
SET WINDOW -0.1,3,-0.1,60 
DRAW axes 
LET  x = 0 
LET  y = 5 
LET  h = 0.01 
LET  N = 10 
 
FOR i = 0 TO N STEP 0.01 
   LET  k1 = F(x, y) 
   LET  k2 = F(x + h / 2, y + h * k1 / 2) 
   LET  k3 = F(x + h / 2, y + h * k2 / 2) 
   LET  k4 = F(x + h, y + h * k3) 
     
   LET  x = x + h 
   LET  y = y + h * (k1 + 2 * k2 + 2 * k3 + k4) / 6 
   PLOT LINES: x,y; 
   SET LINE COLOR "red" 
   WAIT DELAY 0.01    
NEXT i 
END 
Runge-Kutta Method 
A population will grow exponentially. 

Runge-Kutta Method 
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Euler’s Method 
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Solution of dx/dt=2x 
Verhulst 
Pierre Francois Verhulst (1804-1849) 
  Belgian Mathematical Biologist 
  Notice sur la loi que la population  
  poursuit dans son accroissement (1838) 
 
 
Pierre Francois Verhulst 
Idea Credited to Verhulst 
The growth rate of a population will 
depend on the effect of crowding within 
the population. 
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Logistic Model (3) 
Simplified Logistic Model (1) 
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Biological Interpretation 
For small populations, we get 
exponential growth with rate aA. 
As x(t) increases, the growth slows 
down and the population gradually 
reaches the carrying capacity of the 
environment. 
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Runge-Kutta Method 
DEF F(t,x) = (3 - 0.1 * x) * x 
SET WINDOW  0,10,0,40 
DRAW axes 
 
LET  t = 0  
LET  x = 100 
 
LET  h = 0.01 
LET  N = 10 
 
FOR i = 0 TO N STEP 0.01 
   LET  k1 = F(t, x) 
   LET  k2 = F(t + h / 2, x + h * k1 / 2) 
   LET  k3 = F(t + h / 2, x + h * k2 / 2) 
   LET  k4 = F(t + h, x + h * k3) 
     
   LET  t = t + h 
   LET  x = x + h * (k1 + 2 * k2 + 2 * k3 + k4) / 6 
   PLOT LINES: t,x; 
   SET LINE COLOR 4 
   WAIT DELAY 0.01 
NEXT i 
END 
Runge-Kutta Method (Large Initial Data) 
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Runge-Kutta Method (Small Initial Data) 
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Runge-Kutta Method (Large Initial Data) 
Example (Small Initial Data) 
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