We present a systematic formulation of scattering theory for nonlinear interactions in one dimension and develop a nonlinear generalization of the transfer matrix that has a composition property similar to its linear analog's. We offer alternative characterizations of spectral singularities, unidirectional reflectionlessness and invisibility, and nonreciprocal transmission for nonlinear scattering systems, and examine the application of our general results in addressing the scattering problem for nonlinear single-and double-δ-function potentials.
I. INTRODUCTION
If the strength of a nonlinear interaction has a sufficiently rapid asymptotic decay rate its scattering effects can be studied using the framework offered by standard quantum scattering theory. For example, consider a time-harmonic scalar wave, e −iωt ψ(x), whose interaction with a scatterer is described by the wave equation
where ψ(x) is a possibly complex-valued wave function, a prime stands for differentiation with respect to x, and F (x, ψ) represents the interaction. The well-known timeindependent potential scattering [1] corresponds to situations where F (x, ψ) is a linear function of ψ, i.e., there is a potential v(x) such that F (x, ψ) = v(x)ψ(x). We can also consider scattering by a nonlocal potential [2] which corresponds to F (x, ψ) = ∞ −∞ v(x, x ′ )ψ(x ′ )dx ′ . Suppose that as x → ±∞ the function F (x, ψ) decays to zero at such a rate that the global solutions of (1) satisfy the following asymptotic boundary conditions ψ(x) → A − e iKx + B − e −iKx for x → −∞, (2) ψ(x) → A + e iKx + B + e −iKx for x → ∞,
where A ± and B ± are complex coefficients. In this case, we can introduce the scattering (Jost) solutions, ψ l and ψ r , of (1) that respectively correspond to setting B + = 0 and A − = 0. ψ l/r describes the scattering of an incident wave that is sent from the left/right of the region in which the interaction has sizeable strength. If we denote the complex amplitude of the incident wave by A l/r , we can identify ψ l/r with solutions satisfying:
ψ r (x) → A r T r e −iKx for x → −∞, A r e −iKx + R r e iKx for x → +∞,
where R l/r and T l/r are respectively the left/right reflection and transmission amplitudes [3] . If the interaction is nonlinear these are complex-valued functions of K, but in general they depend on both K and A l/r . The ultimate aim of solving the scattering problem for a given interaction is to determine the nature of the dependence of R l/r and T l/r on K and A l/r . Conditions (2) and (3) are certainly satisfied for finiterange interactions. These are interactions that are confined to a finite interval [a, b] 
For such interactions we can replace x → −∞ and x → +∞ in (2) -(5) by x ≤ a and x ≥ b, respectively. In the following we confine our attention to finiterange interactions that vanish outside [a, b] . The study of more general interactions corresponds to taking a → −∞ and b → ∞ limit of the results for finite-range interactions. This may require dealing with difficult mathematical problems [4] whose discussion is beyond the scope of the present investigation.
This article is organized as follows. In Sec. II we offer a systematic formulation of the scattering problem for finite-range nonlinear interactions. In Sec. III, we apply this formulation to solve the scattering problem for a class of nonlinear δ-function potentials. In Sec. IV, we devise an alternative transfer-matrix formulation of the scattering theory and explore its basic properties. In Sec. V we determine the nonlinear transfer matrix for a class of nonlinear double δ-function potentials, and in Sec. VI we summarize our main findings and present our concluding remarks.
II. SOLUTION OF THE SCATTERING PROBLEM USING JOST FUNCTIONS
In view of (4) and (5), we can respectively identify ψ l and ψ r with the solution of the initial-value problem defined by (1) and the initial conditions [3] :
in the interval [a, b] , where
The determination of R l/r and T l/r turns out to involve the following quantities that are called Jost func-tions:
Replacing x → −∞ and x → +∞ in (2) -(5) by x ≤ a and x ≥ b, and using the resulting relations together with (6) - (9), we find
These equations provide a basic framework for the solution of the scattering problem we consider in this article. More specifically, they suggest that we proceed as follows:
1. Find the solutions ψ l/r of (1) in [a, b] that fulfil the initial conditions (6) and (7). This prescription applies to the scattering problems for any linear or nonlinear interaction that is confined to a closed interval [a, b] in space. If the interaction is linear, there is no need for steps 4 and 5, because step 3 yields expressions for R l/r and T l/r that are independent of N l/r . The main difficulty in dealing with nonlinear scattering problems is therefore associated with step 4.
We can use Eqs. (10) - (12) to obtain a characterization of the phenomena of spectral singularities [3, 5] , unidirectional reflectionlessness, transparency, and invisibility [6] [7] [8] [9] , and nonreciprocal transmission [10] in terms of the Jost functions. Table I summarizes the outcome.
III. NONLINEAR δ-FUNCTION POTENTIALS
As a simple example consider the nonlinear point interaction defined by and G l/r ± . "(l)" and "(r)" respectively abbreviate "from left" and "from right". The equations given in the third column restrict the allowed wavenumber K, which takes a real and positive value, and the complex amplitude of the incident wave, A l/r . In principle they can be solved to express A l/r as a function of K.
where f : R → C is continuous function. Clearly this is a nonlinear point interaction if and only if f is a nonconstant function. A well-known choice for f is
where z is a possibly complex nonzero coupling constant, and ν is a real number greater than −1. The special cases where z takes a negative real value is studied in [11] . For ν = 2, (14) defines a localized Kerr nonlinearly [12] . For ν = 0, it corresponds to a δ-function potential with a possibly complex coupling constant [13] . Because the point interaction (13) vanishes for x = c, we can take
for any ǫ > 0. The solution of the nonlinear Schrödinger equation (1) for (13) is straightforward. It is given by
and the matching conditions
where for any function φ : R → C, φ(c + ) and φ(c − ) respectively stands for the right and left limit of φ(x) at x = c.
The Jost solutions ψ l and ψ r are solutions of (1) that fulfil the initial conditions (6) and (7), respectively. Comparing (4) and (16), we see that for ψ = ψ l ,
Substituting these in (16) and enforcing (17), we find
where
Eqs. (16), (18) , and (19) show that
A similar analysis yields
Next, we use (20) and (21) to determine the Jost functions (9) with a and b given by (15) in the limit ǫ → 0. This results in
Substituting these in (10) - (12) and simplifying the result, we find
According to these equations, the transformation l ↔ r implies R l ↔ e −4icK R r and T l ↔ T r . This transformation rule has its root in the invariance of the nonlinear δ-function potential (13) under the reflection: x → 2c−x. For a general discussion of the effect of reflection on scattering data, see [15] .
The final step in solving the scattering problem for the interaction (13) is to solve (26) for N l/r in terms of A l/r and substitute the result in (27) and (28) . To this end, we evaluate the absolute value of both side of (26) to show that |N l/r | is a solution of
wheref (x) := f (x)/2K. We can determine the reflection and transmission amplitudes by finding a real and nonnegative solution of this equation, identifying it with |N l/r |, and setting f l/r = f (|N l/r |) in (27) and (28) . For example, for a localized Kerr nonlinearity, where f (x) = z x 2 , Eq. (29) takes the form:
whereẑ = z/2k. This is a cubic equation in x 2 with explicit formulas for its solutions. It is not difficult to show that only one of these solutions is real and positive. This show that |N l/r | is a single-valued function of |A l/r |, the reflection and transmission amplitudes are uniquely determined, and bistabilities and multistabilities are absent. This is not the case if f (x) is a quadratic polynomial with a nonzero linear term [12] .
According to (26) and (27), whenever f l takes imaginary values with a positive imaginary part so that
is real and positive, R l and T l blow up at K = K ⋆ while A l = 0. This marks a (nonlinear) spectral singularity [8, 16] at which the nonlinear δ-function potential (13) emits outgoing radiation to the right and the left of x = c. The intensity of the wave reaching x = −∞ and x = +∞, which are respectively given by I
If the interaction models an optical system, the emergence of a spectral singularity corresponds to fulfilling the laser threshold condition [16, 17] . The conditions Re(f l ) = 0 and Im(f l ) > 0 shows that (13) represents a thin film made of a nonlinear high-gain material [18] . According to our analysis such a film should begin lasing with output intensity I l ± at the wavenumber (31). If we reverse the sign of f l , the system supports a timereversed spectral singularity [19] and functions as a nonlinear coherent perfect absorber [20] [21] [22] [23] .
Next, suppose that f (x) has a real and positive zero x ⋆ , and consider the scattering of a left/right incident such that |A l/r | = x ⋆ . Then we can satisfy (29) by setting x = x ⋆ . Furthermore, because f l/r = f (|N l/r |) = f (x ⋆ ) = 0, Eqs. (27) and (28) imply R l/r = T l/r − 1 = 0. Therefore, the point interaction (13) is reflectionless and transparent (and hence invisible) both from the left and right. This can also be seen directly from Table I , because according to (23) and (25) 
IV. NONLINEAR TRANSFER MATRIX
For a linear scattering problem the transfer matrix M is defined to be the 2×2 matrix connecting the coefficients A ± and B ± of (2) and (3)according to [5, 24, 25] :
This equation determines M uniquely, if we demand that it does not depend on A − and B − . We propose to use (32) as the definition of the transfer matrix also for the nonlinear scattering problems. The existence of such a matrix follows from that of global scattering solutions satisfying the asymptotic boundary conditions (2) and (3). Its uniqueness however cannot be ensured, because the nonlinear nature of the corresponding wave equation makes every matrix M fulfilling (32) depend on A − or B − . It is not difficult to characterize the non-uniqueness of the transfer matrix in terms of a pair of arbitrary continuous functions f 1 , f 2 : C 2 → C; it is easy to check that if M satisfies (32), then so does M + δM, where
Surprisingly, however, the lack of uniqueness of M does not obstruct its application in solving nonlinear scattering problems, for in view of (4), (5), and (32), we have
where M l/r ij are the entries of
Under the transformation M → M + δM, M r is left invariant. Therefore this transformation does not affect the right-hand side of (34). Substituting M Eqs. (33) and (34) provide a simple characterization of spectral singularities, reflectionlessness, transparency, and nonreciprocal transmission in terms of entries of the nonlinear transfer matrix. Table II summarizes this characterization scheme.
In practice, we can find M(A − , B − ) for arbitrary choices of A − and B − by solving the initial-value problem defined by (1) and (2) and imposing (32) . This determines M(A − , B − ) up to the choice of the functions f 1 and f 2 . We can choose these functions arbitrarily, because they do not enter in (33) and (34). In view of (35), these relations provide two pairs of complex equations that we can, in principle, solve to express (R l , T l ) and (R r , T r ) in terms of (K, A l ) and (K, A r ), respectively. In general these equations may have more than one solution. This marks the emergence of bistable and multistable reflection and transmission profiles [14, 27] . Transfer matrices provide an indispensable tool for dealing with locally periodic linear scattering problems [28] [29] [30] because of their composition property [15, 25, 26] . Nonlinear transfer matrices we have introduced in this article possess a similar composition property. To see this, suppose that there is a real number c such that we can decompose the interaction term F (x, ψ) in (1) into the sum of two separate parts, i.e.,
where F 1 (x, ψ) = 0 for x > c and F 2 (x, ψ) = 0 for x < c. Then we can use (32) to show that the transfer matrix M (j) associated with the interaction F j (x, ψ), with j = 1, 2, satisfies the composition rule:
We abbreviate (37) as
If F 1 (x, ψ) and F 2 (x, ψ) have a linear dependence on ψ, M (1) and
, and (39) reduces to the usual composition rule for linear transfer matrices [25, 26] 
. We can prove (37) using the same argument one usually employs in the proof of its linear analog [15] .
The determination of the nonlinear transfer matrix for the nonlinear δ-function potentials (13) is straightforward. We can use the matching conditions (17) to express A + and B + appearing in (16) in terms of A − and B − . This gives
Eqs. (32), (40), and (41) suggest that we take
This in particular implies det M = 1. Hence det M l = 1. In view of (33) and (34) and the fact that det M l = 1, we can obtain the transmission amplitudes using the nonlinear transfer matrix (43) provided that we calculate M . We do this using (35) and (43). Substituting the result in (33) and (34), we then find
According to (44),
We also recall that A l/r T l/r = N l/r . These observations show that
In view of these equations, (44) and (45) coincide with (27) and (28), respectively. Furthermore, if we multiply the second equation in (44) and (45) respectively by A l and A r , and take the modulus square of the resulting equations, we find that |N l/r | is a solution of (29) .
This completes our demonstration of the equivalence of the transfer-matrix approach to the solution of the scattering problem for the nonlinear point interaction (29) to the approach we outline in Sec. III. As seen from the above analysis, the former has a simpler structure than the latter.
V. NONLINEAR DOUBLE-δ-FUNCTION POTENTIAL
Consider the scattering problem for the nonlinear interaction [27] :
where f 1 and f 2 are real or complex-valued functions, and c 1 and c 2 are real parameters. v(x, ψ) defines a double-δ-function potential. Because (47) is of the form (36) with of Jost functions, and introduced a nonlinear analog of the transfer matrix of standard linear scattering theory. Unlike its linear analog the nonlinear transfer matrix is not uniquely determined by wave equation describing the scattering phenomenon. This does not however obstruct its effectiveness in solving nonlinear scattering problems. This is because we can characterize the ambiguity in the definition of the nonlinear transfer matrix in terms of a pair of functions that turn out not to enter the expressions for the reflection and transmission amplitudes. Therefore, we can freely choose these functions and use the resulting nonlinear transfer matrix to address scattering problems. The formulas giving the reflection and transmission amplitudes in terms of the entries of the nonlinear transfer matrix are almost identical to their linear analogs. This allows for a simple characterization of interesting scattering features such as directional reflectionlessness and transparency, nonreciprocal transmission, as well as coherent perfect emission and absorption of waves which respectively correspond to the presence of (nonlinear) spectral singularities and their time-reversal.
An important aspect of the formulation of nonlinear scattering problems using the nonlinear transfer matrix is its composition property. This is a nonlinear generalization of the well-known composition property of the linear transfer matrix. It makes the nonlinear transfer matrix particularly useful in dealing with interactions whose support consists of disjoint pieces. For such an interaction we can obtain the transfer matrix for the restriction of the interaction to each of the disjoint pieces of its support and then use the composition property of the transfer matrix to determine the transfer matrix of the interaction. To demonstrate this feature of the transfermatrix formulation of nonlinear scattering theory we use it to address the scattering problem for a general double-δ-function potential. 
