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ABSTRACT
Although band theory is about a century old, it remains relevant today as a tool
for the treatment of electrons in solids. The confluence of mathematical ideas like
geometry and topology with band theory has proven to be a ripe avenue for research
in the past few decades. The importance of Fermi surface geometry, especially in con-
junction with electronic correlation, has been well recognized. One particular thread
in this direction is probing the occurrence of non-trivial Fermi surface geometry, and
its influence on macroscopic properties of materials. A notable example of exotic
Fermi surface geometry arises from singular points of the dispersion, and these have
been known since 1953. The investigation into these was reignited recently, culminat-
ing in the work presented in this thesis. In this dissertation, I investigate two broad
categories of singular points in bands. At a singular point, either the dispersion or
the Fermi surface fail to be smooth. This may cause distinct signatures in transport
and spectroscopic properties when the singular point occurs close to the Fermi level.
In the two dimensional setting, I classify using catastrophe theory, the point singular-
ities arising from higher order saddles of the dispersion. These are the more exclusive
cousins of the regular van Hove saddle that cause, among other things, a power law
viii
divergence in the density of states. The role of lattice symmetries in aiding or pre-
venting the occurrence of these singularities is also carefully explored. In the case of
three dimensional bands, I investigate the spectroscopic properties of the nodal point
singularity, arising from a linear band crossing. In particular, I determine the distinct
signature of nodal points in the analytic, momentum resolved, joint density of states
(JDOS) and the numerically calculated resonant inelastic x-ray scattering (RIXS)
spectrum, within the fast collision approximation that ignores core hole effects. The
results presented here will be the stepping stone towards a careful future calculation,
incorporating the potential edge singularity effects through core hole potential. Such
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2.1 The standard catastrophes are uniquely indexed by corank (cor), codi-
mension (cod), determinacy (det) and winding (w). The DOS diverges
in a power law fashion with a universal ratio (D+/D−) for the coeffi-
cients. The cuspoid catastrophes An, tabulated above, have cor = 1
and a dispersion of the form kn+1x − k2y up to an overall sign. (We do
not consider cuspoids of the form ±(k2mx + k2y) since above/below the
extremum the Fermi surface ceases to exist). The universal unfolding
contains the directions missing from the orbit of the singularity under
smooth coordinate transformations. The number of these directions is
equal to the codimension. . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 The umbilic catastrophes tabulated above have corank two. Like the
cuspoids listed in Table 2.1 they have saddle like nature with a non-
zero winding number number that counts the number of times the
dispersion changes sign along a closed contour enclosing the origin.
However, unlike the cuspoids wherein those with even degree have π
rotation symmetry, most of the umbilics do not possess any rotational
symmetry. The elliptic umbilic (monkey saddle) is an exception in that
it has 2π/3 rotation symmetry. . . . . . . . . . . . . . . . . . . . . . 22
xiii
2.3 The original Thom’s theorem dealt with seven catastrophes. It was
first extended to twelve and then to seventeen catastrophes. The last
five catastrophes are documented above along with the X9 singular-
ity which is the singularity of lowest codimension that is allowed by
π/2 rotation. Unlike the rest, it is unimodal: different values of the
parameter c in the dispersion correspond in general to nonequivalent
singularities with different winding. The Fermi surface shown above is
for c = −3, a generalization of the monkey saddle. . . . . . . . . . . . 23
2.4 In two dimensions, there are seventeen wallpaper groups which serve
as symmetry groups of crystals. As a consequence of Bloch’s theo-
rem, the point group of the wallpaper group (mentioned above within
parenthesis) acts about the origin in k-space. By combining the point
group elements with the reciprocal lattice translations, we find the high
symmetry points in the Brillouin zone and list the catastrophes that
are allowed at each of these points. . . . . . . . . . . . . . . . . . . . 27
2.5 If the Hamiltonian has time reversal invariance and no spin orbit cou-
pling, there is an additional inversion symmetry in k-space. Such cases
are denoted above with a * appended to the wallpaper group (for ex-
ample p1*). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6 The list of Brillouin zones started in Table 2.4 is completed here. Some
of the wallpaper groups (like p3 ) place restrictions on the real space
lattice while some do not (for example p1 and p2 ). . . . . . . . . . . 29
xiv
2.7 We do not include p1 without time reversal in these tables since it
does not have any real space symmetry except lattice translation. As
a result there is no restriction on the allowed catastrophes anywhere
in the Brillouin zone. We also remark that the Brillouin zone for the
rhombohedral lattice can not always be chosen as a rhombus. . . . . . 30
3.1 Functional form of JDOS for rescaled Weyl node in the different regions
of the (Q,ω)-plane numbered in Fig (3·2). Any untilted Weyl node has
the same JDOS form up to a scaling factor that captures the stretching
effect of the transformation. . . . . . . . . . . . . . . . . . . . . . . . 66
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1.1 Brief survey and motivation
Band theory has historically been one of the great successes of quantum mechanics. It
has been able to account for a wide range of properties of conventional metals, semi-
conductors and insulators, including thermal, transport and spectroscopic responses
(Ashcroft and Mermin, 1976). Even in unconventional solids where electronic cor-
relation becomes important, underlying band structure can play an important role
(Bruus and Flensberg, 2004). The marriage between weak electronic interaction and
band structure leads to exotic phenomena such as spin and charge density waves,
and superconductivity, apart from conventional Fermi liquids (Shankar, 1994). In
this thesis, we shall be concerned with one type of non-trivial band geometry, namely
a point singularity. There are two important settings in which point singularities
arise in band structures: the k-space dispersion fails to be smooth at a point, or the
constant energy contour (or surface) corresponding to some energy, develops ‘sharp’
or singular features. A classic example of the former is a linear band crossing, also
known as a nodal point. The latter type of singularity occurs when the energy con-
tour or Fermi surface contains a critical point, in particular, a saddle point of the
dispersion.
Point singularities offer a rich trove of theoretical and mathematical problems to
investigate. They become of experimental relevance and practical significance when
they occur close to the Fermi level. In this situation, the Fermi surface topology and
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geometry become non-trivial, and this in turn affects the low energy physics. Such
scenarios have therefore been the subject of a large body of research work in recent
years.
Among point singularities, Fermi surface singularities are associated with Fermi
surface topological transitions. These are also referred to as Lifshitz transitions. In
a Lifshitz transition, the topology of the Fermi surface undergoes a sudden change
when some parameters in the system are tuned (such as pressure, strain, bias voltage
etc). The transition is often accompanied by drastic change in physical properties
as well. A critical value of the tuning parameters separates the two Fermi surface
topologies. At the critical value, the Fermi surface develops a singularity due to the
presence of one or more saddle points.
Since the gradient vanishes at a saddle point, we encounter non-analyticity in the
density of states at the corresponding energy. In three dimension, this often takes
the form of non-differentiability while in two dimension, the density of states (DOS)
diverges. Divergence of DOS has a number of interesting physical consequences.
This includes unusual transport properties and the occurrence of instabilities due
to electron electron correlation. For a simple van-Hove saddle, the DOS diverges
logarithmically. However there also exist higher order singularities (HOS) with power
law divergence. They are expected to enhance electronic correlation due to a stronger
DOS divergence. They also lead to diverging susceptibilities without long range order
or an order parameter. They are thus examples of quantum phase transitions.
Higher order singularities have been identified in quite a few systems, including
strontium ruthenate - Sr3Ru2O7 (Efremov et al., 2019), twisted bilayer graphene and
some high-Tc superconductors, where they have been referred to as extended van-Hove
singularities (Gofron et al., 1994). While the precise quantitative connection between
high-Tc superconductivity and higher order singularities has not been established,
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there are many clues that they may play an important role. Renormalization group
(RG) analysis on particular models suggests that spin and charge density waves and
ferromagnetism may occur in addition to superconductivity in the presence of HOS
(Shtyk et al., 2017).
Similarly, nodal points also lead to unusual, observable consequences, especially in
three dimension. This includes negative magnetoresistance and Fermi arcs in surface
states (Armitage et al., 2018). Materials where the nodal points occur as dominant
features near the Fermi level are broadly referred to as nodal point semimetals. This
includes Weyl semimetals and Dirac semimetals, the former hosting emergent Weyl
Fermions and the latter having emergent Dirac Fermion as excitations. An unam-
biguous experimental identification of nodal point semimetals is however not always
easy, and this problem served as the motivation for one of our investigations.
In this thesis, we will classify higher order singularities in two dimension and
explore the nature of DOS divergence that accompanies them. The classification
has been achieved primarily using catastrophe theory and group theoretic analysis
of symmetries. We shall also explore how easy or difficult it is, to obtain particular
types of singularities, based on the information in the classification scheme. In three
dimension, we will derive the theory of resonant inelastic x-ray scattering (RIXS) for
nodal point semimetals. RIXS is a spectroscopic technique used for probing a range
of excitations in materials, most notably in cuprate superconductors.
1.2 Techniques used
The thesis is focussed on a theoretical exploration of band singularities in two and
three dimensions, keeping in mind experimentally observable consequences. For the
classification of higher order singularities, we will employ the framework of catastro-
phe theory. The theory is part of the more general framework of singularity theory,
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which in turn belongs to the intersection of algebraic geometry and differential geome-
try. We shall however use an intuitively simpler formulation of the theory rather than
the abstract machinery. In a crude sense, catastrophe theory provides a set of tools to
understand higher order critical points and carefully perform Taylor expansion about
them (Castrigiano and Hayes, 2004). It also provides us with information that helps
us gauge how easy it might be, to obtain each of the classified singularity. Since the
singularities have an intimate connection with lattice symmetries like rotation and
reflection, we employ group theoretic methods to refine the classification, based on
symmetry considerations.
With respect to the resonant inelastic X-ray spectrum of nodal point semimet-
als, the starting point is the Kramer-Heisenberg equation. This is basically Fermi
golden rule to second order, and accounts for resonant processes where the incom-
ing photon corresponds to some resonance (or excitation) in the system. Even with
the perturbative Kramer-Heisenberg equation, the full RIXS cross section is rather
complicated, mainly because of the interaction of the core hole with valence elec-
trons. However, since the core hole is typically short lived, we can ignore its lifetime
in the fast collision approximation, which has worked quite well in previous calcu-
lations (Ament et al., 2011a). (Lifetime effects can be partially reintroduced later).
Within the fast collision approximation, the main contribution to the RIXS spectrum
comes from the band gemoetry through the fundamental scattering amplitude and
the orbital matrix elements through the atomic scattering factor. The former can be
captured to a good extent by the momentum resolved joint density of states, which
we calculate analytically for particle hole excitations across a nodal point. The latter
takes the form of dipole transition matrix elements between atomic core orbitals and
valence band states, which constitutes the material specifics. These can be jointly
integrated numerically over the Brillouin zone to compute the full RIXS spectrum.
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The resulting spectrum can be used to falsify material models, both qualitatively and
quantitatively.
1.3 Systems studied and conventions used
Figure 1·1: In this thesis, the lattice refers to an infinite periodic
collection of abstract points (or vectors) that are related by sums of
integer multiples of translation vectors. The unit cell is any shape that
can tile the entire 2D plane (or 3D space) upon being translated by
the translation vectors. The crystal basis consists of a set of atoms to
be placed in each unit cell. Combining these elements gives us the full
crystal. We depict this situation above for a 2D honeycomb ‘lattice’
(which is not a lattice in the above sense). The lattice for this crystal
is a triangular one with points located at mR1 +nR2 for integer m and
n and the basis is a two atom one (blue and red atoms). Repeating the
pattern at each unit cell gives us the full honeycomb ‘lattice’.
The systems of interest in this thesis are crystalline solids in two and three dimen-
sions, in which we treat the electrons as being non-interacting. In such a setting, the
valence electrons in the material are assumed to be subjected to a potential with the
same periodicity as that of the crystal lattice, which arises from the (heavy) stationary
atomic nuclei arranged in a periodic fashion, possibly screened by core electrons. Such
a description may be based on density functional theory or other ab-initio methods.
In what follows, the word lattice shall refer not to atomic sites, but to an abstract,
6
infinite and periodic set of points that are connected by translation vectors. The full
crystal is obtained by placing a basis consisting of one or more atoms at each abstract
lattice point (see Fig (1·1)).
In such a system with a periodic potential, we can apply Bloch’s theorem to
organize single particle levels (i.e. eigenstates of the Hamiltonian) into bands. Let




+ V (r), (1.1a)








= V (r) (1.1b)
for any set of integers mi and lattice translation vectors Ri. If the crystal is effectively
two dimensional like graphene, we have only two such translation vectors satisfying
R1 ×R2 6= 0. For a full three dimensional crystal, we have three translation vectors







miRi; mi ∈ Z
}
. (1.2)
Corresponding to every real space lattice we can assign a reciprocal space lattice that




R1 · (R2 ×R3)
, K2 =
2π(R3 ×R1)
R1 · (R2 ×R3)
, K3 =
2π(R1 ×R2)
R1 · (R2 ×R3)
(1.3)
For a two dimensional crystal we use only K1 and K2, which we compute by setting
R3 = ẑ and taking R1 and R2 to lie in the xy-plane (the crystal plane with z = 0).
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miKi; mi ∈ Z
}
. (1.4)
The unit cell of the reciprocal lattice plays an important role on solid state physics.
Figure 1·2: The choice of unit cell of the reciprocal lattice (the Bril-
louin zone) is not unique. It is conventional to choose the Wigner-Seitz
unit cell which is constructed by drawing the perpendicular bisectors of
the reciprocal lattice vectors and their combinations. The intersection
of the bisectors defines the first Brillouin zone (BZ), which for the tri-
angular lattice is depicted in panel (a). Depending upon the calculation
to be performed, it might more convenient to choose other equivalent
choices. For example, in (c) we choose a BZ in the shape of rhombus for
the triangular lattice while a more exotic choice, composed of a number
of elementary rectangular plaquettes is presented in (d). The latter BZ
may be more convenient for numerical calculations such as the compu-
tation of Hall conductivity. The elementary, oriented plaquette for this
choice is depicted in (e).
Although the choice of the unit cell is not unique (any shape that can tile or fill the
reciprocal space qualifies), it is conventional to choose the Wigner-Seitz unit cell as the
choice of unit cell. It is referred to as the first Brillouin zone or simply Brillouin zone
(BZ) (see Fig (1·2)). We now proceed to state and unpack Bloch’s theorem without
proof. The theorem states that the spectrum of the Hamiltonian in Eq (1.1a) can be
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classified by a set of two indices, a natural number n = 1, 2, · · · (the band index) and
a reciprocal space vector k ∈ BZ (the crystal momentum). The eigenvalues (i.e, the
single particle energy levels) are given by the dispersion εn(k) and the corresponding
eigenstates (wavefunctions) take the form
ψnk(r) = e








In a sense the theorem tells us the following: (1) the wavefunctions are plane waves
eik·r modulated by a periodic function unk(r) (having the same periodicity as that of
the crystal), (2) the energy levels can be organized into continuous bands of energy
(for each n) with possible gap between individual bands. We usually expect the
dispersion εn(k) to be a smooth function of k except on discrete points and lines (or
curves) so that the assumption about a continuum of levels within a given band is
reasonable.
It might sometimes be convenient to adopt an extended zone scheme where we trade
the classification into bands with k restricted to the BZ for an unrestricted scheme
with k belonging to the entire reciprocal space, but with no bands, in analogy with
the free electron system. We shall however use the band scheme throughout this
thesis.
In dealing with finite systems, it is mathematically convenient to use the Born-von
Karman boundary conditions. Here we first assume that there is a finite number of
unit cells, Ni along each Ri giving a total number of unit cells N =
∏
iNi. Next we
demand that the full wavefunction is periodic across the boundaries, i.e
ψnk(r +NiRi) = ψnk(r), ∀i. (1.6)
Now while unk(r) trivially satisfies this periodicity requirement, only certain discrete
values k allow the plane-wave eik·r. There are precisely N such values in the BZ. For
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example if we choose the reciprocal lattice unit cell to be the simple choice for which









Ki; mi = 0, 1, · · ·Ni − 1
}
(1.7)
where we have used the notation BZ denote the discretized Brillouin zone consisting
of finite number of allowed points.
Lastly it is common to switch between discrete sums over k-states and integral over
the BZ as per convenience. A justification for this is that although we may initially
frame calculations for a finite system with periodic boundary (mandating the use of
discrete k ∈ BZ), we are ultimately interested in taking the thermodynamic limit
with N → ∞. So if it is more convenient, we try to take the N → ∞ at different
points of the calculation. In a sense, the ultimate interest in the thermodynamic
limit is also what motivates the usage of the unintuitive periodic boundary conditions
(unintuitive especially in three dimension). We illustrate this jump from discrete sum
to continuum integrals for one quantity of interest, namely the filling fraction per unit









For the sake of illustration, let us take the case of orthorhombic lattice with sides
of the unit cell l1, l2, l3 and number of unit cells N = N1 × N2 × N3. Thus V =
























The allowed k points take the form k =
∑
imi δki êi where mi = 0, 1, · · · , Ni− 1 and
δki = 2π/(Nili) is the distance between the adjacent points on the grid of allowed k
















where we drop band index n for convenience. Another related quantity of interest is
the density of states per unit volume (or more appropriately density of levels) which













Higher order singularities in
two-dimensional bands
2.1 Introduction
As seen in Chapter 1, valence electrons in crystalline solids are described by Bloch
states with a dispersion relation εn(k) between energy ε and crystal momentum k,
with n denoting a set of discrete indices such as band, spin, etc. Within this con-
struction, the density of states (DOS) as a function of energy or momenta plays an
important role in the calculation of physical properties such as heat capacity and mag-
netic susceptibility. While this is effectively a non-interacting picture, the electronic
dispersion serves as an input for the treatment of interactions. In particular, an en-
hancement of the DOS at the Fermi level can strengthen the role of electron-electron
interactions and lead to electronic instabilities.
In one and two dimensions, a divergence of DOS can occur due to the presence of
one or more critical points in k-space where ∇ε(k) = 0 (Van Hove, 1953) (from here
on we drop the index n). The simplest such singularity in two dimensions, the van
Hove singularity (vHs), occurs due to regular saddle points and causes a logarithmic





6= 0] and the dispersion is quadratic to the lowest order [ε(k) ∼ k2x − k2y].
However there also exist higher order singularities which correspond to power law
divergence of the DOS. These occur due to higher order critical points at which the
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Hessian is degenerate, i.e. non-invertible, and the dispersion needs to be expanded
beyond quadratic order.
Singularities and the associated divergence of DOS are a signature of Fermi surface
topological transitions (Shtyk et al., 2017; Efremov et al., 2019) in which the Fermi
surface undergoes a change in topology from electron type to hole type across the
critical energy, with two or more branches of the Fermi surface touching at the critical
point in a singular way. Historically, when Lifshitz (Lifshitz, 1960) first studied
the change of Fermi surface topology, he dealt with two cases: the appearance or
collapsing of a neck and the appearance or collapsing of a pocket in the Fermi surface.
The neck-collapsing case is the ordinary vHs, with the Fermi surface locally consisting
of a pair of intersecting straight lines. These two types of Fermi surface topological
transitions have been observed, along with their non-trivial consequences due to the
presence of interactions, in a wide range of quantum materials including cuprates,
iron arsenic and ferromagnetic superconductors, cobaltates, Sr2RuO4, heavy fermions
(Liu et al., 2010; Okamoto et al., 2010; Yelland et al., 2011; Khan and Johnson, 2014;
Benhabib et al., 2015; Slizovskiy et al., 2015; Aoki et al., 2016; Sherkunov et al., 2018;
Barber et al., 2019).
Higher order singularities display more exotic Fermi surface topological transi-
tions. They have recently been associated with phenomena such as the unusual
Landau level structure and tripling of de Haas−van Alphen and Shubnikov−de Haas
oscillation periods in biased bilayer graphene (Shtyk et al., 2017), the non-trivial
thermodynamic and transport properties in Sr3Ru2O7 (Efremov et al., 2019), corre-
lated electron phenomena in twisted bilayer graphene near half filling (Yuan et al.,
2019) and the so called supermetal with diverging susceptibilities in the absence of
long range order (Isobe and Fu, 2019). In this chapter we develop a classification
scheme for Fermi surface topological transitions and their associated DOS divergence
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using catastrophe theory. That catastrophe theory is an appropriate framework for
examining higher order critical points in electronic bands as was first suggested in
Shtyk et al. (2017). It has been also applied to other branches of physics (e.g. Stewart
(1982), including optics (Berry and Upstill, 1980) and molecular physics (Kusmartsev,
1989)).
Catastrophe theory deals with real valued functions of open subsets of Rn, where
R is the space of real numbers, and makes a distinction between state variables and
control parameters. In the context of electronic bands the function of interest is the
electronic dispersion and we identify the components of the crystal momentum as the
state variables and hopping strengths, chemical potential, etc as control parameters
which can be tuned externally, for example, by applying pressure, strain, bias volt-
age, etc. At a critical point, the gradient of the function with respect to the state
variables vanishes. Since we focus on two dimensional systems, we are restricted to
exactly two state variables, kx and ky. With two state variables, catastrophe theory
guarantees that a system with seven or less control parameters is typically equivalent
to one of seventeen standard types of catastrophes, each of which corresponds to a
unique higher order singularity. The higher order singularities are indexed by three
positive integers: the corank, determinacy and codimension. The classification by
these numbers is unique except for certain degenerate cases, which we show that in
two-dimensions can be further distinguished by the winding, i.e., the number of times
the electronic dispersion changes sign along a contour encircling the critical point.
By tuning the control parameters, one can reach the higher order critical points
corresponding to different catastrophes. In Efremov et al. (2019), the fourth order
saddle was identified with the unimodal parabolic singularity X9 while in Shtyk et al.
(2017) the monkey saddle was identified with the elliptic umbilic catastrophe. In the
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same spirit, we identify the higher order singularity treated in Yuan et al. (2019)
and Isobe and Fu (2019) with the cusp catastrophe.
In the example in Efremov et al. (2019), the elliptic umbilic catastrophe occurs
on a point with 2π/3 rotational symmetry, while in that of Isobe and Fu (2019) the
cusp occurs on a point with π rotational symmetry. As a general principle, symmetry
constrains a point to be critical and serve as the center where ordinary critical points
merge. Only catastrophes consistent with the symmetry can occur at such a point.
Another feature of high symmetry points in the Brillouin zone is that they can host
otherwise atypical higher order singularities that are not part of the standard seven-
teen. These facts call for further classification of the catastrophes that can occur at
the high symmetry points. We present such a classification for the Brillouin zones
corresponding to the seventeen wallpaper groups (no relation to the seventeen catas-
trophes).
The chapter is organized as follows: In Sec 2.2 we introduce the language of
catastrophe theory through a simple example of a tight-binding model that displays
a higher order singularity. This is followed by the classification of singularities in
electronic bands in Sec 2.3. The stability of this classification to small perturbations
is discussed in Sec 2.4. In Sec 2.5, we explain the connection between high symme-
try points in the Brillouin zone and higher order singularities. We then present a
classification of the singularities allowed at the high symmetry points in the Brillouin
zones corresponding to the seventeen wallpaper groups. In Sec 2.6, we give a prac-
tical method for determining the type of singularity given its Taylor expansion and
illustrate the method with a sample calculation. Finally we conclude the discussion
in Sec 2.7 by briefly summarizing the scope of the work and setting the context for
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future work on the treatment of line singularities and the effects of interaction.
2.2 A simple example
In this section we introduce the language of catastrophe theory through a simple tight
binding model that displays a higher order singularity. For the sake of clarity, we will
focus on obtaining the simplest higher order singularity, the fold, although by adding
and tuning additional hopping terms it is possible to generate other singularities as
well. We give a clarification pertaining to the notation in the forthcoming sections.
While ε will always denote the dispersion, say as a function of k (whether or not
it is made explicit), ε will denote some energy of interest at which we may want to
compute the DOS or the constant energy contour in k-space.
The lattice pertaining to the model is layered with two sublattices A and B,
colored respectively by black and grey in Fig ( fig:lattice). In the ŷ direction, we have
only AA and BB nearest neighbor (NN) hoppings of strength t2. In the x̂ direction,
we have A → B NN hopping of strength t1 and imaginary A → A and B → B next
nearest neighbor (NNN) hopping it′. The imaginary hopping can be interpreted as
arising either from spin-orbit coupling or a staggered magnetic flux in the ŷ direction.
Choosing a unit cell containing one A atom and one B atom as shown in Fig (2·1),

























where cA/B,R annihilates an A/B type Fermion in the unit cell located at R. Diag-
onalizing this Hamiltonian in k-space yields two bands: ε±(k) = ±2t1 cos (kx/2) −







Figure 2·1: The lattice for the Hamiltonian treated in Sec 2.2 is shown
above. It is a square lattice with a two site basis of atoms colored as
black (A) and grey (B). The AB nearest neighbor (NN) hopping in
the x̂ direction has a strength of t1 while the AA and BB NN hoppings
in the ŷ direction have strength t2. There is also complex next nearest
neighbor AA and BB hopping it′ (with direction as depicted in the
figure). These hopping strengths can be tuned so that the energy bands
of this Hamiltonian yield the simplest of the higher order singularities,
the fold.
in the first Brillouin Zone (BZ):
ε+(k) ≈ 2t2 + (2t′ − t1)kx + (t1/4− 2t′)k3x − t2 k2y, (2.3)
where α = 2t′− t1 and β3 = t1/4− 2t′ are independent. To obtain a critical point, we
need to remove the kx term by tuning α to zero. We assume β 6= 0 and t2 6= 0. This
guarantees that we can always rescale (kx, ky) → (kx/β, ky/
√
t2) and write t = α/β
to obtain:
ε+(k) = 2t2 + k
3
x − k2y + tkx. (2.4)
Thus, up to a rescaling of coordinates and a constant energy shift (2t2), we effectively








Figure 2·2: Constant energy contours of the dispersion f(kx, ky) =
k3x − k2y + tkx for three cases: (a) t < 0, (b) t = 0 and (c) t > 0.
When t < 0 there is an ordinary maximum and an ordinary minimum.
As t is reduced to 0, these merge at the origin to give a higher order
singularity. For t > 0 there is no longer a critical point.
In Fig (2·2) we illustrate the behavior of the energy contours and the Fermi surface
for three distinct cases. When t < 0, the Fermi sea is topologically non-trivially
connected, with an island of positive energies (small red region) in the middle of the
Fermi sea (blue region). There are two ordinary critical points in k-space, demarked
with thick dots: a maximum in the dispersion (the summit of the red island) and
minimum (bottom of the blue Fermi sea). Upon increasing t to 0, a higher order
critical point (k3x − k2y) appears suddenly. This higher order critical point at t = 0
corresponds to the merger of the two ordinary critical points seen for t < 0, as well
as to the Fermi surface topological transition in which the island disappears and the
Fermi sea becomes trivially connected. When t > 0, the dispersion is no longer
singular, and the single component Fermi sea persists.
At the higher order critical point (t = 0), the DOS diverges as |ε− 2t2|−1/6 when
ε → 2t2. By including higher order terms in the dispersion we still obtain the same
power law divergence to the lowest order and the Fermi surface topology does not
change. The value of the exponent is a property of the type of catastrophe, and
cannot be changed by smooth coordinate transformations, as we show in Sec 2.8.1.
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For the singularity in this simple example, the cubic truncation of the Taylor series
is sufficient.
As the above example shows, we can often tune some control parameters in a
system to obtain a higher order critical point. By a suitable smooth transformation
of the coordinates and the control parameters, we can put the dispersion in a con-
venient form that contains the higher order singularity, to which polynomial terms
modulated by the control parameters are added (Eq (2.4)). For a given higher order
singularity, there is usually a most general such expression, known as the universal
unfolding, containing only a finite number of effective control parameters modulat-
ing polynomial perturbations (t kx in the example). These polynomial perturbations
represent directions in polynomial space which are not tangent to the orbit of the
higher order singularity under smooth coordinate transformations. The number of
such missing directions (or equivalently effective control parameters) is the codimen-
sion of the singularity. Finally, these higher order singularities are well described by
truncating the Taylor expansion to a certain lowest order, known as the determinacy.
In the example above, the determinancy is 3, justifying the truncation to cubic order.
In addition to the codimension and determinacy, catastrophy theory utilizes an-
other index, the corank, which is the number of zero eigenvalues of the Hessian matrix
of the function at the critical point. (See Appendix A for a self-contained review of
catastrophe theory). While these three indices can classify singularities in any di-
mension, they are not sufficient to resolve the degeneracies. In the particular case of
functions of two variables, (for instance kx and ky in the case of dispersions of two-
dimensional electronic systems), we find that these degeneracies can be resolved by
introducing a fourth index, the winding number, which counts the number of times
the function changes sign in a small loop around the origin.
In terms of these four indices (codimension, determinacy, corank, and winding),
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we can enumerate all possible singularities that the dispersion of a two-dimensional
electronic system would typically present. These singularities, along with the associ-
ated power laws in the DOS and universal ratios of their prefactors, are listed in the
next section.
2.3 Classification of higher order singularities in electronic
systems
Using catastrophe theory we can classify all possible higher order singularities that
can occur in the electronic dispersion of two-dimensional electrons. If there are seven
or less control parameters in the system, catastrophe theory guarantees that only
higher order singularities with codimension (or cod) 6 7 are typically likely to occur
(see for example Chapter 6 of Castrigiano and Hayes (2004), and also pages 136, 161
and 162). Typicality here has a simple but precise mathematical meaning, that is
best illustrated by an example. Typically a set of three equations in two variables is
over determined and does not have a solution (two straight lines in three dimensional
space do not typically intersect), while a system of two equations in two variables
typically has a unique solution, at least locally (two straight lines in two dimension
typically intersect at a point).
There are 17 singularities with cod 6 7, which we list in Tables 2.1, 2.2 and 2.3.
We also include one other atypical singularity, the X9, which has codimension 8.
It would normally require 8 control parameters, but crystal symmetry ensures that
some of the constraints are automatically satisfied. In fact it is the lowest codimension
singularity that respects four-fold rotational symmetry. The tables are organized by
the four integer indices (cor, cod, det, w) corresponding to corank, codimension,
determinacy, and winding.
As mentioned earlier, at an ordinary critical point in two dimensions, the DOS
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has a logarithmic divergence. At higher order critical points, the DOS diverges in a
power law fashion, often with different coefficients D+ and D− as we approach the
critical energy from above and below:
g(ε) =

D+|ε|−γ, ε > 0
D−|ε|−γ, ε < 0
. (2.5)
In Sec 2.8.1 we show that both the exponent and the ratio of the coefficients are
universal in that they are preserved under smooth coordinate transformations. The
power law dependence for dispersions with two monomial terms can easily be ex-
tracted by scaling kx and ky appropriately, as mentioned in (Isobe and Fu, 2019).
But this procedure by itself does not give the prefactors and one would still have to
convert the DOS integral into an integral over constant energy contours to evaluate
D±. This is also done in Sec 2.8.1. In the tables, we list for each catastrophe both
the exponent γ controlling the divergence of the DOS at the critical point and the
universal ratio D+/D−.
2.4 Robustness of the classification
Given that higher order critical points are somewhat rare and may require tuning
of parameters to obtain, it is natural to ask how robust the classification scheme
presented above is. This is particularly relevant in real systems which are prone to
imperfections manifesting as small perturbations, motivating the question: can small
perturbations change the type of higher order singularity that can occur on tuning
parameters? The answer is no. This is because the universal unfolding contains
all possible perturbations to the higher order singularity. For any sufficiently small
perturbation, we get the same catastrophe, up to a smooth coordinate transformation.
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Table 2.1: The standard catastrophes are uniquely indexed by corank
(cor), codimension (cod), determinacy (det) and winding (w). The DOS
diverges in a power law fashion with a universal ratio (D+/D−) for the
coefficients. The cuspoid catastrophes An, tabulated above, have cor
= 1 and a dispersion of the form kn+1x − k2y up to an overall sign. (We
do not consider cuspoids of the form ±(k2mx +k2y) since above/below the
extremum the Fermi surface ceases to exist). The universal unfolding
contains the directions missing from the orbit of the singularity under
smooth coordinate transformations. The number of these directions is
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(2, 5, 5, 6) |ε|−2/5 1



























Table 2.2: The umbilic catastrophes tabulated above have corank two.
Like the cuspoids listed in Table 2.1 they have saddle like nature with
a non-zero winding number number that counts the number of times
the dispersion changes sign along a closed contour enclosing the origin.
However, unlike the cuspoids wherein those with even degree have π
rotation symmetry, most of the umbilics do not possess any rotational
symmetry. The elliptic umbilic (monkey saddle) is an exception in that








(for ti = 0)














































y + t2ky + t1kx
kx
ky


















D−8 (2, 7, 7, 6) |ε|−3/7 1














(2, 8, 4, 8)
(for c = −3) |ε|
−1/2 1













Table 2.3: The original Thom’s theorem dealt with seven catastro-
phes. It was first extended to twelve and then to seventeen catastro-
phes. The last five catastrophes are documented above along with the
X9 singularity which is the singularity of lowest codimension that is al-
lowed by π/2 rotation. Unlike the rest, it is unimodal: different values
of the parameter c in the dispersion correspond in general to nonequiv-
alent singularities with different winding. The Fermi surface shown
above is for c = −3, a generalization of the monkey saddle.
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singularity, gets shifted. This property is referred to as stability in the literature. It is
important to note that stability is guaranteed only for singularities with codimension
6 7, viz the seventeen listed above.
For codimension 8 and higher we encounter the so called unimodal singularities
which possess a continuous parameter in their dispersion. Two singularities with
different values of the continuous parameter, however close by, will in general not
be smoothly equivalent so that a small perturbation can take us to an altogether
different singularity. But as mentioned earlier these are atypical in systems where
seven or less parameters are tuned.
2.5 High symmetry points and catastrophes
As seen in Sections 2.2 and 2.3, within a Bloch-band description, a point in k-space
can morph into a higher order critical point when the parameters in the Hamiltonian
are tuned. While this is may be hard to achieve at an arbitrary point, high symmetry
points in the Brillouin zone are particularly easy to tune into higher order critical
points. Recall that for a point to be critical, we need both components of the Ja-
cobian at the point to vanish. For higher order critical points, we further need the
determinant of the Hessian to vanish (or equivalently at least one of the eigenvalues
needs to be zero). If a reflection axis passes through the point, the component of
the Jacobian perpendicular to the axis is already constrained to be zero, yielding a
simplification. Alternatively, if the point is a center of a non-trivial rotation, the en-
tire Jacobian will vanish so that we have to tune only the determinant of the Hessian
to zero (see Sec 2.8.4 for details). Thus it is relatively easier to obtain higher order
singularities at points of high symmetry by tuning parameters in the Hamiltonian.
Having stressed the importance of high symmetry points in k-space, we remark









π-rotation center, π/2 rotation center
Figure 2·3: The Brillouin zone of the wallpaper group p4 shown along
with the high symmetry points. The point group of p4 is generated by
π/2-rotation which gets carried over to k-space as a symmetry that acts
about the origin. By combining the π/2 and π rotations with reciprocal
lattice translations we can identify the other high symmetry points. At
each of the high symmetry points, only dispersions which respect the
symmetry are allowed. This places a huge restriction on the higher
order singularities that are likely to occur. In the insets we identify the
catastrophes likely to occur at each of the high symmetry points.
(2007)). Given a lattice with a certain symmetry group, the dispersing bands have the
symmetry of the point group. If the Hamiltonian is time reversal invariant (TRI) and
there is no spin orbit coupling, we have an additional inversion symmetry in k-space.
By combining the point group symmetries with reciprocal lattice translations we can
find the high symmetry points in the first BZ. We illustrate this for the wallpaper
group p4 in Fig (2·3). The point group of p4 is C4, which is generated by π/2-rotation.
This point group gets carried to k-space wherein it acts about the Γ point (the origin
in k-space). Γ is thus a center of four fold rotation. We then combine the π/2-rotation
and π-rotation with various reciprocal lattice translations. Combining rotations with
translations simply shifts the center of rotation. This procedure then yields the M
and X points as centers of 4-fold and 2-fold rotations respectively in the first BZ.
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At the high symmetry points, only singularities consistent with the symmetry of
the point are allowed. For example, at the Γ and M points in the above example,
only singularities which are invariant under π/2 rotation are allowed to occur. X9 is
the singularity with lowest codimension that satisfies this property and is thus the
one that is typically likely to occur. At the X point, only the cuspoids A2n−1 with
the standard form k2nx ± k2y for n = 1, 2, 3 are allowed to occur. This is because these
are the only ones among the seventeen which are invariant under π rotation. (It
can be shown that no smooth coordinate transformation can make the rest among
the seventeen consistent with π rotation). In Table 2.4 we apply this scheme for the
Brillouin zones corresponding to the seventeen wallpaper groups in two dimension.



































2-fold rotation center (π)
3-fold rotation center (2π/3)
4-fold rotation center (π/2)
6-fold rotation center (π/6)
reflection axis
Table 2.4: In two dimensions, there are seventeen wallpaper groups
which serve as symmetry groups of crystals. As a consequence of
Bloch’s theorem, the point group of the wallpaper group (mentioned
above within parenthesis) acts about the origin in k-space. By combin-
ing the point group elements with the reciprocal lattice translations,
we find the high symmetry points in the Brillouin zone and list the













































Table 2.5: If the Hamiltonian has time reversal invariance and no spin
orbit coupling, there is an additional inversion symmetry in k-space.


















































Table 2.6: The list of Brillouin zones started in Table 2.4 is completed
here. Some of the wallpaper groups (like p3 ) place restrictions on the






Lattice Brilouin zone showing high symmetrypoints and allowed catastrophes
cm (D1 ) Rhombohedral Γ
Γ: All
























Table 2.7: We do not include p1 without time reversal in these tables
since it does not have any real space symmetry except lattice trans-
lation. As a result there is no restriction on the allowed catastrophes
anywhere in the Brillouin zone. We also remark that the Brillouin zone
for the rhombohedral lattice can not always be chosen as a rhombus.
2.6 Identifying a singularity in practice
In practice, the singularities need not occur in their standard form. Each of the 17
singularities forms a distinct equivalence class. (Equivalence here is up to a smooth,
local coordinate transformation with a smooth inverse). So we generally expect some
smooth equivalent of the standard forms to occur in the context of band disper-
sions. But it might be hard to identify the singularity from such a non-standard
expression. While we could try exhibiting a smooth coordinate transformation that
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puts the singularity in its standard form, it is very hard to do that for a generic
dispersion. This apparent complication is easily resolved by exploiting the fact that
codimension, determinacy, corank and winding are invariant under smooth coordi-
nate transformations. By computing these numbers for the given singular dispersion
we unambiguously identify its type. Below we give an explicit method for computing
determinacy and codimension.
2.6.1 Algorithm for computing determinacy
We now describe the method for computing determinacy and codimension and illus-
trate it with an example. The example has been chosen to illustrate the subtle aspects
of Taylor expansions and how truncating the Taylor series to an incorrect order can
yield wrong results which might appear sensible. We start by giving a few definitions
and notations. The kth degree Taylor polynomial of f denoted by jk[f ] or simply jkf ,
is the truncation of the Taylor expansion of f at the origin to degree k. A function
f is said to be k-determinate if any function having the same kth degree Taylor poly-
nomial as f is smoothly equivalent to it. In particular of course, jkf is also smoothly
equivalent to f . Determinacy is then the lowest k for which f is k-determinate.
The method given below is a simplification of the method given in Castrigiano and
Hayes (2004). It is also similar to the methods given in Poston and Stewart (2014).
(See Appendix A.2.1 for an explanation of the method).
1. Choose a natural number k to start with. Determine the kth degree Taylor
polynomial jkf .










with 1 6 m+n 6 k
and truncate them to degree k. There is only a finite number of such polynomials
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and we denote them by p1, · · · , pN . These can be thought of as vectors in the
polynomial space spanned by the set {kmx kny ; 1 6 m+ n 6 k}.
3. Check if the system of linear equations
∑N




y has a solution for
each j = 0, · · · , k. (i.e. we check if the homogeneous polynomials of degree k
are contained in the space spanned by {pi; i = 1 · · ·N}).
4. If a solution exists for each of the systems, f is k-determinate. We keep reducing
k by 1, repeating the algorithm for each k until we find the smallest k for which
the systems of equations all have a solution. Call it klow and terminate the
algorithm.
5. If solution does not exist for each of the systems, we keep increasing k by 1,
applying the algorithm for each k until we find the first k for which all of the
systems of equations have a solution. Call it klow and terminate the algorithm.
Once the algorithm terminates successfully and klow is determined, it can be shown
that the determinacy of f is either klow or klow − 1 (see Appendix A.2.1). While this
ambiguity cannot be resolved easily, it is not a problem as long as we determine the
other indices unambiguously. This is because no two of the seventeen singularities
whose determinacy differs by 1 have the same corank, codimension and winding.
Let us now give a method for finding the codimension. For k = klow, construct






as row vectors in the basis of
the monomials {kmx kny ; 1 6 m + n 6 k}. Let rank(M) denote the rank of M . The




















Figure 2·4: Constant energy contours of the dispersions: (a)
f(kx, ky) = −k2y + 6k2xky − 8k4x, (b) g(kx, ky) = −k2y + 6k2xky − 9k4x + k6x
and (c) h(kx, ky) = −k2y + 6k2xky shown within the range −1 < kx < 1,
−1 < ky < 2. While the energy contours of f and g appear to have the
same topology, they are actually not related by smooth deformation.
The former corresponds to two parabolas that intersect tangentially
and the latter consists of two cubic curves that intersect tangentially
at (0, 0). The DOS diverges differently for both these dispersions al-
though they give the same cubic truncation h. This in spite of the fact
that h appears to produce correct topology of Fermi surface (two curves
tangentially touching at an isolated higher order critical point) and a
seemingly sensible power law divergence of DOS. This is shown to be
the consequence of the fact that f and g are nonequivalent and have
different allowed order of truncation as indicated by their determinacy.
2.6.2 A sample computation
Consider two functions f(kx, ky) = −k2y + 6k2xky − 8k4x and g(kx, ky) = −k2y + 6k2xky −
9k4x + k
6
x. On cubic truncation, both these functions yield h(kx, ky) = −k2y + 6k2xky.
This function arises for example in the context of the continuum model for twisted
bilayer graphene in Yuan et al. (2019). The Fermi surfaces of the three functions are
depicted in Fig (2·4). Visually, they appear to share the same topology for the energy
contours. In particular, the zero energy contour seems to consist of two curves in-
tersecting tangentially at the origin. Naively this might motivate truncation to cubic
order for computing the DOS among other things. We now demonstrate that this
would lead to an incorrect result, at least for g, by showing that while f and h are
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equivalent to the cusp, g is equivalent to butterfly.
We first compute the determinacy of f . Let q n denote the truncation of the
polynomial q to degree n. Choosing k = 4 to apply the algorithm, we list some of the



























































































Thus f is 4 determinate. When we generate pi for k = 3, we find that no linear com-
bination
∑
i cipi will yield k
3
x. Thus k = 4 is the smallest k for which the algorithm
works implying det[f ] = 4 or det[f ] = 3. It can easily be shown that cor[f ] = 1,
w[f ] = 4 and cod[f ] = 2. This verifies that f is equivalent to cusp.
When we apply the algorithm for g, we find that the polynomial k4x can not be
obtained by taking linear combination of the pi for k = 4. Likewise k
5
x is not contained
in the subspace spanned by the pi corresponding to k = 5. However, all the homo-
geneous polynomials of degree 6 in kx and ky are contained in the subspace spanned
by pi for k = 6 so that klow = 6. This implies that either det[g] = 5 or det[g] = 6.
To resolve the ambiguity we compute the other numbers for g and find them to be:
cor[g] = 1, cod[g] = 4 and w = 4. Referring to the table we find that det[g] = 6 is the
correct choice, corresponding to the butterfly catastrophe. This clearly shows that
f and g are different singularities in spite of the apparent similarity of their Fermi
contours.
Finally it can be shown that h is also equivalent to the cusp. This is somewhat
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surprising given that the cusp has determinacy four and its standard form is a quartic
polynomial while h is a cubic polynomial. The explanation for this apparent contra-
diction is given below and calls for a careful re-look at the definition of determinacy.
2.6.3 Degree and Determinacy
In this section we illustrate how the determinacy and degree of a polynomial need not
be equal, by investigating two examples in detail. First we examine the polynomial h
given above. Since determinacy of a function is invariant under smoothly reversible
coordinate transformations (Castrigiano and Hayes, 2004), we show that det[h] = 4
by exhibiting such a transformation that maps h to the cusp. We prefer to take
this route rather than the method given above, for pedagogical reasons (applying the
method to h is quite straightforward and yields the same result). Also, this way it is
easier to see why h has no quartic term despite being cusp.
Consider the coordinate transformation kx = k̃x/
√
3, ky = k̃y + k̃
2
x. This has an in-
verse: k̃x =
√
3kx, k̃y = ky − 3k2x. The Jacobian of this coordinate transformation has
a non-zero determinant at the origin, equal to 1/
√
3. This ensures that the coordinate
transformation is a local diffeomorphism (i.e a smoothly reversible transformation).
Under this, h transforms as: h̃(k̃x, k̃y) = h(kx, ky) = k̃
4
x− k̃2y, which is indeed the cusp.
Thus, we have shown that h is equivalent to the cusp so that det[h] = 4. When we
rewrite h(kx, ky) as (
√
3kx)
4 − (ky − 3k2x)2, it becomes clear why there is no quartic
term in h: it has been subtracted out by the coordinate transformation.
In the case of h, a cubic polynomial happened to be equivalent to the cusp, with
determinacy equal to 4. One can have more exotic possibilities. For example, under
the smoothly reversible coordinate transformation k̃x = kx, k̃y = ky−k3x, the butterfly
k̃6x − k̃2y transforms into the quartic polynomial −k2y + 2k3xky. This polynomial has
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determinacy 6 in spite of having degree equal to 4. These examples illustrate how
determinacy and degree need not be equal although they happen to be equal for the
standard forms of the catastrophes.
To understand this we appeal to the precise definition of determinacy. We say
that a function f has determinacy k if k is the smallest natural number for which
any function g having the same kth degree Taylor polynomial as f at the origin is
locally equivalent to f (via a smoothly reversible coordinate transformation in some
neighborhood of the origin). This definition has two subtle aspects. The first is that it
makes a statement only about degree of Taylor polynomials and not functions them-
selves. In the case of the function h treated above, the property det[h] = 4 implies
only that any function whose fourth degree Taylor polynomial coincides with that of
h is smoothly equivalent to h. This importantly requires such functions to have no
quartic term in their Taylor expansion because h does not. However this implication
is one way. It does not prevent a non-trivial quartic polynomial (like the standard
form of cusp) from being equivalent to h.
The other subtlety in the definition is locality. Determinacy is defined only when
we choose a point to Taylor expand a function (say the origin). The smooth equiv-
alence guaranteed by determinacy is local: i.e. the functions are equivalent only in
some neighborhood of the origin. While we might might encounter pairs of functions
which are equivalent in their entire domain this may not always be the case. But
this is not an issue as long as we are interested in properties that arise due to the
critical point and its immediate neighborhood, such as nature of divergence of density
of states.
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2.7 Summary and outlook
In this chapter, we presented a classification of possible Fermi surface topological
transitions in two spatial dimensions that take place via higher order singularities.
At these higher order singularities, the DOS diverges as a power law, in contrast
to the weaker logarithmic divergence at van Hove singularities. When the number
of control parameters is less than or equal to seven, we can list all the seventeen
possibilities classified by catastrophe theory. The critical exponents controlling the
divergence of the DOS, as well as the ratio of the prefactor or amplitudes for energies
on both sides of the transition, are universal properties associated to the specific type
of catastrophe. Smooth coordinate transformations cannot change these exponents
or ratios, as well as the topology of the critical Fermi surface right at the singularity.
We further showed that by tuning the parameters in the Hamiltonian, we can
obtain higher order singularities. They are especially easy to achieve at high sym-
metry points in the Brillouin zone. At the same time, the high symmetry points
also restrict the types of singularities: only those consistent with the symmetry can
occur. Motivated by this, we classified the singularities that are likely to occur at
high symmetry points in the Brillouin zones corresponding to the seventeen wallpaper
groups in two dimension. We then provided a practical method for diagnosing the
type of singularity given the Taylor expansion and illustrated it with an example. By
means of this example we also highlighted the subtle difference between degree and
determinacy of a polynomial.
These critical points of the electronic dispersion can serve as the starting point for
the treatment of interactions, and can potentially lead to novel electronic phenomena.
Besides simply facilitating ordering transitions because of the enhancement of the
DOS, there are several more exotic possibilities that demand exploration. While the
addition of weak interactions on smooth Fermi surfaces leads to a Landau Fermi
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liquid, it is not clear that singularities in the curvature of the Fermi surface and
their associated power law enhancement of the electronic DOS may not lead to novel
quantum critical behavior. In the singularities that we discussed, the singular point
does not constitute a point-like Fermi surface; there is a finite Fermi surface containing
this point. So the analysis of interactions for certain singularities may require dealing
with singular and non-singular parts of the Fermi surface. For instance, the singular
points with their divergent DOS may enhance scattering and reduce quasi-particle
lifetime; at the same time, the Fermi velocities vanish at those points. Therefore,
properties like transport, which depend both on the Fermi velocities and quasiparticle
lifetimes, may depend on the joint effects of the singular and non-singular parts of
the Fermi surface. Understanding the effects of interactions on the higher order
singularities is an interesting and largely open problem; while some progress has been
recently made (Shtyk et al., 2017; Efremov et al., 2019; Yuan et al., 2019), much
remains to be understood.
In addition to the understanding of the classes of Fermi surface topological tran-
sitions, it should be possible to apply the machinery of singularity and catastrophe
theory to other aspects of electronic dispersions. Here we focused on point singu-
larities of finite codimensions, but it may be fruitful to develop a catalog of line
singularities as well. For example, in the honeycomb lattice with next nearest neigh-
bor (NNN) interaction, an infinite codimension singularity at the Γ point taking the
form (k2x + k
2
y)
2, splits into an ordinary maxima/minima at Γ and a circle of critical
points around, upon tuning the NNN hopping. This is analogous to the case of sin-
gularities of finite codimension c treated above, which split into a finite number c+ 1
of ordinary critical points upon tuning. Similarly, in tight-binding Hamiltonians for
the diamond lattice, there are cases where the Fermi surfaces collapse to lines. A step
towards these generalizations would be to start with polynomials in kx, ky that mul-
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tiply Pauli matrices, instead of just scalars. The matrix structure should bring about
square root singularities that are not present in the simple scalar dispersions. We
believe that the study here presented is one step in understanding singular behavior
in electronic systems by deploying the tools of catastrophe theory.
2.8 Supplementary material
2.8.1 Invariance of DOS under smooth transformations















Where Sn(ε) is the constant energy contour in the n
th band. If for a particular energy,
the constant energy contour contains a critical point, the integrand diverges at that
point.
Let us drop n so that the given dispersion is Ẽ(k̃). Assume that under a suitable
local smoothly reversible coordinate transformation k̃→ k, the dispersion transforms
to E(k), one of the standard types. The Jacobian determinant for the coordinate
transformation can be Taylor expanded as:













where J0 6= 0 since that condition is equivalent to the coordinate transformation being
a local diffeomorphism. Since the required coordinate transformation will in general
be local, we restrict the DOS integral to a bounded neighborhood D of the origin.
This procedure will not affect the calculation of the divergent part of the integral
since it arises due to the critical point at the origin. (In fact we can also extend the
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y δ(E(kx, ky)− ε)
 . (2.14b)









y for non-negative integers mi and ni, it might be possible to scale kx →
|ε|αkx and ky → |ε|βky for appropriate positive rational numbers α and β so that
d2k δ(E(kx, ky) − ε) → |ε|−γ[d2k δ(E(kx, ky) ± 1)], (−1 if ε > 0, +1 is ε < 0). For









y , we set α = (n2−n1)/(m1n2−m2n1) and β = (m1−m2)/(m1n2−
m2n1). (For the standard types which take the latter form, m1n2−m2n1 6= 0 so that


























Since α, β, γ > 0 and n > m, we have mα + (n−m)β > 0 so that in the limit ε→ 0











where once again we choose −1 if ε > 0, +1 is ε < 0. We have extended the integral
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to the entire plane since this only adds only a finite error that does not change the
coefficient of the leading order divergent part. Thus, we infer that the exponent γ and
the ratio D+/D− are invariant under a smoothly reversible coordinate transformation.
We compute D+/D− for the various catastrophes in the forthcoming sections.
2.8.2 DOS for cuspoid catastrophes
The cuspoid catastrophes include the fold, cusp, swallowtail, butterfly, wigwam and
star whose dispersions take the form: ε(k) = knx − k2y. For the sake of simplicity of
notation, in what follows we replace kx → x and ky → y. We now derive the DOS
for these.


















n2x2n−2 + 4xn − 4ε√
xn − ε . (2.17)
Now∇ε = (nxn−1,−2y). This gives ‖∇ε‖ =
√
n2x2n−2 + 4y2 =
√
n2x2n−2 + 4xn − 4ε,
where we have used the dispersion to substitute for y2.
Now let n be even. For ε < 0, the constant energy curves have vertices (0,±
√
|ε|)













xn − ε, (2.18)
where we have substituted for dl and ‖∇ε‖ in the integrand and simplified the expres-
sion. We have also accounted for the fact that the upward and downward dispersing
branches contribute equally to the integral. Now we write −ε = δn, with δ > 0, (so
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|ε| 1n− 12 , (ε < 0) (2.19)
. For ε > 0, the constant energy curves disperse rightward/leftward. The vertices are


















|ε| 1n− 12 , (ε > 0), (2.20)
where we have once again used the same set of substitutions to simplify the integrand.
There are four branches of the contour which contribute equally to the above integral.
For ε = y2 − xn with n even, the roles of positive and negative ε are interchanged in
the above derivation.
For odd n the constant energy contours of ε = xn−y2 disperse rightward for both



















|ε| 1n− 12 , (ε < 0), (2.21)
where once again we have scaled x to extract out the power law dependence. On the


















|ε| 1n− 12 , (ε > 0). (2.22)
The dispersion ε = y2 − xn with n odd just has the role of positive and negative
energies interchanged in the above. In fact ε = xn+y2 is also equivalent to the above
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case. This is because, the coordinate transformation x→ −x does not affect the DOS.
Thus, g(ε) ∼ |ε| 1n− 12 for the cuspoid catastrophes although the coefficient in front
depends on the dispersion.
2.8.3 The umbilics and the rest
We first treat the hyperbolic umbilic and elliptic umbilic catastrophes and their higher
order generalizations. These respectively take the form ε(x, y) = x2y ± yn for odd
n. The energy contours of these are symmetric in the sense that the transformation
y → −y takes us from the contour of ε to the contour of −ε. From this property, it
is easy to see that the coefficients D+ and D− are equal so that D+/D− = 1. Since
we are ultimately interested only in their ratio, we will not bother evaluating them
and just apply the appropriate scaling procedure to extract the exponent. To this























δ(u2v ± vn − 1)
ε
∝ |ε| 12− 12n . (2.24)
The parabolic umbilic and its generalizations take the form x2y + yn for even n. We
do not separately consider the case x2y− yn since it can be obtained from the former
by the transformation y → −y followed by an overall sign change. We proceed just
as in the case of the cuspoids to compute D+/D−.
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2.8.4 Symmetries and critical points
We now compute the effect of reflection (mirror) symmetry and rotational symmetry







Now for a coordinate transformation φ the Jacobian at the origin transforms as
























This implies ∂f/∂ky = 0 at the origin. Thus, the direction perpendicular to the
mirror has a vanishing component for the Jacobian. Now let ρθ denote rotation by θ













)(cos θ − sin θ




(cos θ − 1) sin θ







The determinant of this homogeneous system is 4 sin2 θ
2
, which is non zero for θ =
π/3, π/2, π, 2π/3 which are generators of non-trivial lattice rotation symmetries. This
implies the unique solution is ∂f/∂kx = ∂f/∂ky = 0, so that we have a critical point.
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Chapter 3
Nodal points in three dimension and their
spectroscopic response
In the previous chapter we analysed one type of point singularity in bands, namely
a higher order critical point. In this chapter, we shift our attention to nodal points
that have a linear band crossing in their bulk bands. The dispersion fails to be
smooth precisely at the crossing point (the nodal point) and thus singular. Materials
which host such a nodal point near Fermi level are broadly referred to as nodal
point semimetals. They are associated not just with unusual band geometry at the
nodal point, but often also with non-trivial topology so that they can be classified as
topological semimetals that belong to the wider zoo of topological materials.
Perhaps the more familiar type of topological materials are topological insulators.
These are materials with approximately noninteracting valence electrons, whose low-
energy properties, although well captured by band theory, cannot be fully inferred by
their bulk electronic dispersion alone, due to the presence of topologically protected
states localized at their boundaries (Haldane, 1988; Qi et al., 2008; Hasan and Kane,
2010; Ando and Fu, 2015; Schindler et al., 2018). In these materials, the geometry
of the bulk bands is indistinguishable from that of a trivial insulator and further
information about the bulk wavefunction is required to determine their topological
nature. Theoretical and experimental work on topological insulators has accordingly
focused on detecting and characterizing topological boundary states or determining
global signatures of topological nature, such as electron transport.
47
Topological semimetals present a markedly different scenario (Volovik, 2003; Turner
and Vishwanath, 2013; Hasan et al., 2015; Armitage et al., 2018; Gao et al., 2019).
While these materials also host topologically protected boundary states and nontrivial
(magneto)transport responses, their bulk band structure features distinct geometric
characteristics that arise as a requirement of topology (Wan et al., 2011; Xu et al.,
2011; Hosur and Qi, 2013). In the simplest case of three-dimensional Weyl semimet-
als, these are singly degenerate band touchings called Weyl nodes. These nodal points
are sources or drains of Berry curvature and one can define a quantized Chern number
on constant energy surfaces in reciprocal space that contain a Weyl node. When this
Chern number is ±1, it is a topological requirement that bands disperse linearly from
the nodal point in all three directions in reciprocal space, forming a Weyl cone (von
Neumann and Wigner, 1993; Herring, 1937; Blount, 1962). Different topology poses
different geometric restrictions on band dispersion in the vicinity of nodal points (On-
oda and Nagaosa, 2002; Fang et al., 2012; Bradlyn et al., 2016). The presence of these
types of dispersion around nodal points close to the Fermi level in the bulk band struc-
ture of a material thus guarantees certain physical properties of topological origin.
Alternatively put, the geometry of the bulk bands becomes a proxy of topology in
these materials.
In principle, angle-resolved photoemission spectroscopy (ARPES) can yield the
electronic density of states below the Fermi level and can therefore reveal the pres-
ence of Weyl cones in the occupied electronic bands (Lv et al., 2015; Yang et al.,
2015). However, ARPES probes predominantly the surface of a material sample
rather than the bulk. Furthermore, Weyl nodes may only appear above the Fermi
level of semimetalic or even insulating materials or as a result of magnetic field, set-
tings in which the resolving power of ARPES is limited. As these settings may be
relevant to the technological exploitation of Weyl fermions, alternative methods to
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visualize the bulk band structure and to identify topological features are required.
In this chapter, we propose resonant inelastic X-ray scattering (RIXS) as an advan-
tageous probe for geometric properties of topological origin in the three-dimensional
bulk band structure of materials. It is well known that RIXS can access particle-hole
excitations in electronic bands (Ma, 1994; Johnson and Ma, 1994). Here we show
that RIXS spectra can reveal the presence of topologically required nodal points in
a material experimentally. To demonstrate this, we first study the geometry of the
particle-hole continuum in type-I Weyl semimetals. We analytically compute the
unique geometric and functional form of the momentum and energy transfer-resolved
joint density of states (JDOS) that arises due to particle-hole scattering within or
across Weyl nodes in bulk 3D bands. We then derive the general cross-section for
RIXS in band structures in the fast collision approximation, including the effects
of symmetry and atomic orbitals, and calculate the RIXS spectrum for the ab ini-
tio-determined band structures of transition-metal monosilicides that host topological
nodal points. Our findings reveal that RIXS can capture topological characteristics of
the particle-hole continuum in nodal-point systems and can thus identify topological
semimetals experimentally.
The rest of this chapter is organized as follows. In Sec 3.1 we introduce the theory
of RIXS and detail the fast-collision approximation. In Sec 3.2 we derive the RIXS
cross-section for band structure systems and show how it probes the particle-hole
continuum. In Sec 3.3.2 we analytically compute the energy- and momentum-resolved
JDOS for the case of Weyl nodes and show that its geometry and functional form
reflect the presence of the nodal point in the underlying band structure. In Sec 3.4 we
calculate the RIXS spectrum for the case of one of the nodal points in transition metal
monosilicides, using material-relevant parameters from density functional theory. We




















Figure 3·1: Illustration of the direct RIXS process and reduction to
effective particle-hole scattering via the fast-collision approximation.
Figure courtesy of Stefanos Kourtis.
can thus detect it. We discuss our results and their experimental repercussions and
conclude in Sec 3.5.
3.1 Crash Course on RIXS Theory
We briefly introduce the theoretical description of RIXS at zero temperature. More
comprehensive presentations of RIXS can be found in Kotani and Shin (2001); Ament
et al. (2011a).
In a RIXS experiment, core electrons of a specific ion are promoted to a state
above the Fermi level εF by an intense x-ray beam, thereby locally exciting the irra-
diated material into a highly energetic and very short-lived (∼1 fs) intermediate state.
Subsequently, the core hole recombines with a valence or conduction electron. The
process imparts both energy and momentum to particle-hole excitations left behind
in the material, as the direction and frequency of decaying electrons are generally not
the same as those of the photoexcited one. In what follows, we will consider excitation
of core electrons directly into orbital(s) close to εF , which generate the low-energy
physics. This process, which is often referred to as direct RIXS, is illustrated in Fig
(3·1).
The double differential cross section is a measure of the total RIXS intensity. Up
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to a constant prefactor, it is given by




|Ffg(k,k′, ωk, ε, ε′)|2δ(Eg − Ef + ~ωkk′) , (3.1)
where ~ωkk′ = ~(ωk′ −ωk) and q = k′−k are the energy and momentum transferred
to the material, k and k′ (ε and ε′) the incoming and outgoing photon wavevectors
(polarizations) and Eg and Ef the eigenenergies corresponding to initial and final
states |g〉 and |f〉. The scattering amplitude Ffg in the dipole approximation is
Ffg(k,k′, ωk, ε, ε′) = 〈f |D̂†(ε′,k′)Ĝ(ωk)D̂(ε,k)|g〉 , (3.2)
where Ĝ is the intermediate-state propagator
Ĝ(ωk) = (Eg + ~ωk + iΓ− Ĥ)−1 , (3.3)
with Ĥ the Hamiltonian describing the system in the intermediate excited state and
Γ the intermediate-state inverse lifetime. The dipole operators D̂ and D̂ † represent
the x-ray absorption and emission, respectively. For a crystalline material, they can
be written as







eik·Rd̂ †Rµp̂Rν , (3.5)
where the sums are over the lattice positions R of unit-cells and a combined valence
(core) spin-orbital index µ (ν). |µ〉 and |ν〉 are localized in space around the same
position rµ of each atomic site within the unit cell. The position operator r̂, defined
with respect to each lattice position R, is the same for all ions. The valence sum can
be over appropriately chosen, localized Wannier functions instead of atomic orbitals.
For the L2/3 and M2/3 resonant edges, the operators d̂
†
Rµ and p̂Rν create a d-orbital
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electron and a p-orbital core hole, respectively.
A number of physical arguments further simplify the RIXS scattering amplitude.
First, core orbitals are localized and hence core holes do not hop appreciably; they
are created and annihilated at the same site. Taking this into account, Ffg becomes




′)Fµ′ν′µν(q, ωk) , (3.6)
where all geometric dependence can be combined into the atomic scattering factor
Tµ′ν′µν(ε, ε
′) = 〈µ′|ε′ · r̂|ν ′〉∗〈µ|ε · r̂|ν〉 (3.7)
and the intrinsic RIXS response into the fundamental scattering amplitudes
Fµ′ν′µν(q, ωk) = 〈f |
∑
R
e−iq·Rp̂ †Rν′ d̂Rµ′Ĝ(ωk)d̂ †Rµp̂Rν |g〉 . (3.8)
Note that the original two-fold sum over lattice positions arising from the incoming
and outgoing dipole transitions operators has been reduced to single sum by virtue
of the assumption that the core hole is created and annihilated at the same site. All
the intrinsic spectral characteristics of a material are carried by the tensor F , which
is typically the main quantity of interest in theoretical studies. The entries of T can
be calculated given knowledge of the valency of the targeted ion and the symmetry
group of the crystal (Haverkort, 2010; Haverkort et al., 2010; Ament et al., 2011b;
Kim and Khaliullin, 2017).
The Green’s function operator Ĝ in Eq (3.8) depends on the intermediate-state
lifetime. When this is very short, the intermediate-state propagator can be ignored,
i.e., Ĝ ' 1 and there is no longer explicit dependence on the p̂ operators or on ωk,
i.e., one assumes perfect resonance. This is the fast collision approximation that has
proven to be accurate in describing the experimental RIXS spectra at L-edges of
various elements (Ament et al., 2009; Braicovich et al., 2010b,a; Kim et al., 2012). It
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is often straightforward to partially reintroduce lifetime effects (van den Brink and
van Veenendaal, 2006; Ament et al., 2007). The valence electrons in nodal semimetals
such as RhSi and TaAs come predominantly from 4d and 5d electrons, respectively.
Therefore, the intermediate state in L-edge RIXS on these compounds would be even
shorter-lived, due to the higher photoexcitation energies involved. The fast-collision
approximation is thus justified in this setting and we use it below.
3.2 Theory of RIXS in band structures
In this chapter, we are dealing with materials that are considered, to a good approx-
imation, noninteracting. Valence electrons are hence well-described by band theory.
This means that the states |g〉 and |f〉 can be expressed as collections of Bloch modes.
We therefore obtain






where BZ denotes the first Brillouin zone and we have Fourier-transformed the d̂
operators and imposed momentum conservation (Ma, 1994; Johnson and Ma, 1994).
This derivation demonstrates how RIXS can be thought of as a q, ω-resolved map of
all possible scattering in a band structure, weighted by the geometric factors in T
(see Fig (3·1)).
When a particular RIXS edge is chosen, we can sum over core orbitals ν of a
particular kind (say p orbitals) and consider a finite set of valence electron Wannier
functions µ and µ′ which participate in the targeted bands close to εF . For example,
for L2/3-edge RIXS in FeSi (RhSi) we consider 2p orbitals for core electrons and 3d
(4d) orbitals for valence electrons.
In k-space, the band eigenbasis is a unitary rotation of a basis of Bloch states
|kµ〉 constructed out of Wannier states |µ〉. The Wannier states have normalized
wavefunctions ϕµ(x) = 〈x|µ〉 that are centered about different points in the unit cell,
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possibly atomic sites. Let ϕkµ(x) = 〈x|kµ〉 be the spatial wavefunction of |kµ〉, which







The raising and lowering operators of the Bloch wavefunctions are ϕ̂ †kµ and ϕ̂kµ. They
are defined by ϕ̂ †kµ|Ω〉 = |kµ〉, {ϕ̂kµ, ϕ̂k′µ′} = 0 and {ϕ̂kµ, ϕ̂
†
k′µ′} = δk,k′δµ,µ′ , where






ϕ̂ †kµHµµ′(k) ϕ̂kµ′ , (3.11)
where Hµµ′(k) are the elements of the matrix H(k). Let U(k) be a matrix that
diagonalizesH(k). i.e U †(k)H(k)U(k) is a diagonal matrix containing the eigenvalues





where λ denotes a discrete set of indices like band, spin etc, and ψ̂kλ annihilates the
corresponding eigenstate. Substituting this in Eq (3.9), the fundamental scattering
amplitude Fµ′µ(q) can be written as







µλ(k + q) ψ̂kλ′ψ̂
†
k+qλ|g〉 . (3.13)
The final states correspond to excitation of one electron from an occupied level to
a previously unoccupied level and can therefore be written as |f〉 = |k,q, λ, λ′〉 =
ψ̂kλ′ψ̂
†
k+qλ|g〉 for k, λ, λ′ such that ελ(k + q) > 0 and ελ′(k) < 0, where we assume
that only negative energy single particle levels are occupied in the ground state. Thus
|f〉 filters out a particular k, λ and λ′ in the sum inside Eq (3.13). Conversely we
can replace the sum over |f〉 by a sum over k, λ and λ′ such that ελ(k + q) > 0 and
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ελ′(k) < 0. This allows us to get rid of the sum inside Eq (3.13).
The final form of the RIXS intensity for systems well-described by band theory is









〈µ′|ε′ · r̂|ν〉∗〈µ|ε · r̂|ν〉Uµ′λ′(k)U∗µλ(k + q)
∣∣2
× η
[ελ′(k)− ελ(k + q) + ~ω]2 + η2
)
, (3.14)
where we have replaced the Dirac δ-function with a Lorentzian of peak broadening η
due to finite experimental resolution between incoming and outgoing X-ray energies.
With respect to a local set of coordinate axes, the incoming X-ray polarization
ε has components (εx, εy, εz). The outgoing polarization is usually not measured,
and hence one sums over either polarizations parallel to and perpendicular to the
scattering plane or over left, linear and right polarizations. We carry out the calcu-
lation of the polarization matrix elements for the specific case of the transition-metal
monosilicides in Sec 3.6.2.
3.3 Particle-hole continuum around Weyl nodes
Before we apply the theoretical formalism of Sec 3.2 to a realistic system, we explore
a simple model of particle-hole excitations in nodal-point semimetals that allows us
to capture some essential features of the RIXS spectrum analytically. This is based
on the joint density of states (JDOS) for particle-hole excitations across nodal points.
This quantity is defined by setting the matrix element and polarization contributions
in Eq 3.14) to unity, reinstating the delta function and converting the discrete sum






















































Figure 3·2: (a) Sketch of particle-hole scattering between two nodes
that are related by k-space inversion, illustrated in the kz = 0 plane.
If the vector between the two nodes in qN , we write q = Q + qN and
refer to Q as simply the momentum transfer. (b) Schematic of the
JDOS as a function of Q = (Q · qN)/‖qN‖ for scattering along the
direction of qN across the pair of nodes, as illustrated in (a). We use
the dispersion ε±(k) = µ ± ‖k‖, with µ set to 1 (arb. units). The
envelope of the set of (Q,ω) with non-zero JDOS is linear and conical,
reflecting the nature of dispersion near the nodal point. The different
numbered regions correspond to different analytic expressions for the
JDOS, which are summarized in Table 3.1.
The JDOS is thus a geometric quantity that measures the phase space available in
the BZ for an excitation with given momentum and energy transfer.
3.3.1 General type-I Weyl nodes
Near the nodal point in k-space, the Hamiltonian that describes a type-I Weyl node
takes the form given in Eq (3.11), where ϕ̂k = (ĉk↑, ĉk↓)
T is a spinor acting on electrons
with wavevector k, τ =↑, ↓ is a pseudospin index, while H(k) is a 2× 2 matrix given
by




where σ0 is the 2 × 2 identity matrix, σj are Pauli matrices, and aij are elements of
a real matrix a and i, j ∈ {1, 2, 3}. The energy levels of this Hamiltonian are









For a type-I Weyl node, the dispersion above corresponds to ellipsoidal constant en-
ergy surfaces in k-space. The v ·k term causes a “tilt” in the dispersion. When v = 0
the JDOS can be evaluated exactly — see Sec 3.3.2. The tilted case is more involved
and we are not able to find a closed form for the JDOS. We can, however, analyti-
cally determine the various regions in its compact support — see the Supplementary
Material.
3.3.2 Analytical form of JDOS for an “untilted” Weyl cone
We first set v = 0. We assume that the matrix aaT is positive definite. This ensures
that we can do a coordinate transformation under which the Hamiltonian takes the
form H(k) = µσ0 + k · σ, where σ = (σ1, σ2, σ3). This is always possible for an
untilted type-I Weyl node. The dispersion then takes the form ε±(k) = µ ± ‖k‖.
We assume that we have a pair of nodes, one source node and one target node, each
described by such a dispersion. Their nodal points will be separated by some vector
qN in k-space. In the following calculations we will shift the nodal points to coincide
and refer to Q = q−qN as the momentum transfer, with the understanding that qN
is to be added. Also, we will consider the case where q and qN are parallel so that it
makes sense to define the scalar Q = (Q · qN)/‖qN‖.
It can be shown that the JDOS for this model depends only on |µ| and not the
sign of µ, so without loss of generality we assume µ > 0. The occupied levels have
negative energy: ε−(k) = µ−‖k‖ < 0. This corresponds to the set of points in k-space
satisfying ‖k‖ > µ. Thus the ε−(k) band is partially filled. The ε+(k) band, having
only positive energy levels is fully unoccupied. There are two scattering pathways
from occupied to unoccupied levels in this case: from the ε−(k) band to the ε+(k)
band and from the ε−(k) band to the unoccupied levels in the ε−(k) band. The
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d3k δ(ε−(k)− ε−(k + Q) + ω), (3.18b)
where the condition µ < ‖k‖ is needed to ensure that the source levels are occupied
levels while the condition ‖k‖ < µ + ω in J−− ensures that the target levels are
unoccupied levels (i.e ε−(k) + ω > 0). An analogous upper bound on ‖k‖ need not
be enforced on J−+ since all of the target levels, which are in ε+(k), are unoccupied
by default.
In Sec 3.6.1, we evaluate these integrals exactly. The results for the different
numbered regions in Fig (3·2) are summarized in Table. 3.1. Fig (3·2) shows an
intensity map of the JDOS on the (Q,ω)-plane. The envelope of the JDOS in the
(Q,ω)-plane is linear and has the same slope as the dispersion. For µ 6= 0, the region
of non-zero JDOS encloses a diamond shaped Pauli blocking feature where the JDOS
is zero. The height of this diamond is 2µ. For large values of ω, J ∼ ω2. For
intermediate values, J displays non-analytic behavior at the boundaries between the
numbered regions.
Although these results were derived for a Weyl node, the derivation depended
only on the dispersion around the nodal point. In the case of degeneracies, the
JDOS derived above increases by an overall factor to account for different scattering
pathways. For example, for a Dirac node with two fold degeneracy, the JDOS above
has to be multiplied by four. In Fig (3·3) we plot the JDOS on various cuts of the
(Q,ω)-plane alongside the full RIXS intensity for the low energy theory treated in
the next section, having the same dispersion as the k · σ model.
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3.4 RIXS spectrum for scattering around a realistic nodal
point
Here we perform a RIXS calculation for an effective theory that describes electrons
around a nodal point in transition-metal monosilicides (Flicker et al., 2018; Chang
et al., 2017; Zhang et al., 2018; Miao et al., 2018; Bradlyn et al., 2016).
Transition-metal monosilicides MSi (M = Fe, Co, Rh, etc.) possess a simple cubic
lattice structure with a unit cell containing four atoms each of the metal and silicon.
The space group of these crystals is 198. Although the band structures of these mate-
rials, as determined by density-functional theory (DFT) calculations, display broadly
similar features, their physical properties are wide ranging. There are among them
metals, semiconductors and insulators with diverse magnetic properties (Pshenay-
Severin and Burkov, 2019). However, a unifying feature seen in ab-intio calculations
is the presence of nodal points at the R point in the Brillouin zone.
We first ignore spin-orbit coupling (SOC) close to εF for simplicity. We present a
calculation for the case of RhSi, which includes SOC, in Sec 3.6.3.
A low-energy theory in the vicinity of the R point of the BZ is described by the
Hamiltonian H = ∑k [(ϕ̂ ↑k) †H(k)ϕ̂ ↑k + (ϕ̂ ↓k) †H(k)ϕ̂ ↓k], where
H(k) =

µ −ivkx −ivkz −ivky
ivkx µ ivky −ivkz
ivkz −ivky µ ivkx
ivky ivkz −ivkx µ
 , (3.19)












spinors. The bands arising due to H(k) are doubly degenerate (essentially two nodal
points superimposed) and disperse as ε±(k) = µ±v‖k‖ so that v gives the magnitude
of the group velocity. There is also the additional spin degeneracy captured by the
↑ / ↓ indices.
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The above description of the nodal point assumes one active “orbital” (or more
precisely Wannier function) per metal atom (Flicker et al., 2018; Chang et al., 2017).
The stabilizer groups of the atomic positions were trivially represented so that the
Wannier function is symmetry-adapted, i.e., under a symmetry that preserves the
atomic site, the Wannier function maps to itself with a possible overall phase (Krüger
and Strunk, 2015). This yields four doubly degenerate bands, since there are four
metal atoms in the unit cell. The valence index µ in Eq (3.14) is in this case a
composite, site-spin index: µ = {j, σ}, where j ∈ {1, 2, 3, 4} denotes one of the four
metal atoms (or ‘sites’) in the unit-cell. Thus ϕ̂ †kµ = (ϕ̂
σ
kj)
† acting on the vacuum
creates the state |kµ〉 = |kj〉 ⊗ |σ〉, where σ =↑ or ↓. The spatial wavefunction
ϕkj(x) = 〈x|kj〉 can be expanded in terms of ϕj(x), the localized, symmetry adapted
Wannier functions at site j through Eq (3.10).
Near the R point, the bands obtained above mostly have contributions from the
dxy, dyz and dxz orbitals of each of the metal atoms. We can hence approximate the
Wannier function as a symmetry invariant combination of these orbitals if we restrict
our interest to the vicinity of the R point:
ϕj(x) ≈ α dxy(x− rj) + β dyz(x− rj) + γ dxz(x− rj) , (3.20)
where rj is the location of site j within the unit cell. There are precisely three such
linear combinations which are invariant up to an overall phase under the 2π/3 rotation
about the (111) direction, denoted by R, that leaves the j = 1 metal site at (x, x, x)


















|dxy〉 − e−i2π/3|dyz〉 − ei2π/3|dxz〉
)
. (3.23)
Under R, |ψI 〉 → |ψI 〉, |ψII〉 → e−i2π/3|ψII〉 and |ψIII〉 → ei2π/3|ψIII〉. It can be shown
that no non-zero linear combination of these wavefunctions will be invariant under R
up to an overall phase. Therefore, the correct choice in this approximation scheme has
to be one of these wavefunctions. To identify it we invoke time reversal symmetry. We
expect that under time reversal T , ϕj(x) → eiδϕj(x). This property ensures among
other things that T ϕkj(x) ∝ ϕ−kj(x). Now we have T |ψI 〉 = |ψI 〉, T |ψII〉 = |ψIII〉
and T |ψIII〉 = |ψII〉. This implies that to respect TRI we need to use either |ψI 〉 or
both |ψII〉 and |ψIII〉 to construct a Wannier basis. A model involving |ψII〉 and |ψIII〉
will have a minimum of two orbitals per site, giving an eight band model. A minimal
model with |ψI 〉 will be a four band model. Here we choose ϕj(x) to be ψI (x − rj)
and perform calculations for this four band model. This means that |µ〉 in Eq (3.14)
is simply |j〉 ⊗ |σ〉 with 〈x|j〉 = ϕj(x), for sites j = 1, 2, 3, 4 and σ =↑, ↓.
The full details of the calculation, including the polarization matrix elements, are
presented in Sec 3.6.2. In Fig (3·3) we plot the calculated full RIXS intensity in Eq
(3.14) at different Q-points in the (Q,ω)-plane for various values of peak broaden-
ing. We also include the corresponding plots for the model with spin orbit coupling
for comparison (see Sec 3.6.3 for the model with SOC). We see that the qualitative
features of RIXS intensity are well-captured by the analytical JDOS calculated in
Sec 3.3.2. For example, for Q = 0 scattering, a feature due to Pauli blocking is
clearly discernible. Also the RIXS intensity scales as ω2 for large values of ω, like
the JDOS. Other non-analytic features, including discontinuities in the spectrum and
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non-differentiability are seen to occur at the same values of ω in the broadened RIXS
spectrum and the JDOS. While the spin orbit splitting of the bands causes additional
features in the RIXS spectrum, (like an extra peak at the splitting energy), for exper-
imentally relevant peak broadening (& 15 meV) these features are smoothened out
and the difference between the cases with and without SOC is barely discernible.
3.5 Discussion & conclusion
We begin our discussion with a comment on the approximations made. Eqs (3.1-
3.8) are the starting point for the vast majority of analyses of the RIXS spectrum
in crystalline materials and any implicit approximations (e.g., the non-hopping of
core holes) are very well justified (Kotani and Shin, 2001; Ament et al., 2011a). The
main approximation made in this work is the fast-collision approximation discussed
in Sec 3.2. Although it has been successful in describing many RIXS experiments
in 3d transition metal compounds (Ament et al., 2011a), the extent to which it is
accurate in describing particle-hole excitations across nodal points has to be investi-
gated carefully. In general, determining the extent to which Eq (3.14) can capture the
essential features in experimental RIXS spectra is an important open question. Ob-
serving and quantifying potential deviations from this picture by going beyond band
theory (Barbiellini et al., 2014; Tsvelik et al., 2019) will help better understand the
RIXS process in topological semimetals and approximately noninteracting itinerant
electron systems in general. We hope that our results will stimulate theoretical and
experimental work in this direction.
We now turn to the experimental feasibility of using RIXS to study electronic
properties of topological semimetals. This has been discussed in detail in Sec VI
of Kourtis (2016). We emphasize that RIXS has been successfully used to experi-
mentally infer band structure features in the past, including in semimetalic systems
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like graphite, albeit with much lower resolution than what is possible today (Carlisle
et al., 1995; Jia et al., 1996; Carlisle et al., 1999; Denlinger et al., 2002). Here we
briefly comment on the cases of the transition-metal monosilicides. Beamline 2-ID
of NSLS-II at Brookhaven National Laboratory offers both the momentum and en-
ergy resolution required to perform the proposed experiment at the Fe L2-edge of
FeSi (Jarrige et al., 2018). In fact, such an experiment was performed very recently
with the results unpublished at the of time of writing of this thesis. M -edge RIXS of
4d systems with good resolution has also been demonstrated with the same instru-
ment (Lebert et al., 2020), making it an option for the study of RhSi. Finally, the
27-ID beamline of APS at Argonne National Laboratory could be used to perform
high-resolution experiments on RuSi (Gog et al., 2013).
Turning to our findings, in Sec 3.4 we have demonstrated how RIXS reveals ge-
ometric features of topological origin in the particle-hole continuum of nodal-point
semimetals. We used a simple model of a single untilted Weyl cone that nevertheless
captures all material-related parameters in the noninteracting limit, i.e., the symme-
try, band structure, and atomic orbital content of the wavefunction near a nodal point
in a real material. It should be straightforward to numerically incorporate core-hole
dynamics by treating the core hole as a localized positively charge that modifies the
tight binding Hamiltonian in the intermediate state propagator. This procedure has
in the past, yielded results that have compared well with experiments on High-Tc
cuprate superconductors (Benjamin et al., 2014). We hope to perform an analogous
calculation for the RIXS spectrum of transition metal monosilicides, in particular
FeSi.
Lastly, we stress once more that RIXS can access nodal points above the Fermi
level, even in materials that are predicted to be gapped and thus bulk transport sig-
natures of Weyl fermions are expected to be absent. FeSi is one such example (Zhang
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et al., 2018; Miao et al., 2018). RIXS thus opens possibilities for artificially popu-
lating the band structure of a nodal-point semimetal with particle-hole excitations
that are endowed with topological properties as well (Bobrow et al., 2020). It can be
challenging to access the same physics with ARPES, as evidenced by the example of
TaIrTe4 (Haubold et al., 2017; Belopolski et al., 2017). Another advantage of RIXS
is the insensitivity to applied electromagnetic field. A field could possibly be used to
create Weyl nodes and related unusual magnetotransport properties and to precisely
control the electronic properties in nodal systems (Liang et al., 2015; Li et al., 2015;
Xiong et al., 2015; Li et al., 2016; Shekhar et al., 2018; Hirschberger et al., 2016; Cano
et al., 2017; Ghimire et al., 2019). The resolution of bulk band structure properties
with RIXS can be very useful for understanding and exploiting material properties
in this setting.
3.6 Supplementary material
3.6.1 Functional form JDOS










dt δ(f±(t)) , (3.24)
where Q is chosen to be along ẑ, θ and φ are the polar and azimuthal angles, k = ||k||,
Q = ||Q||, t = cos θ, and f±(t) = ω−k∓
√
k2 + |Q|2 + 2k|Q|t. We apply the property
δ(f(t)) =
∑
i δ(t− ti)/|f ′±(ti)|, where ti are the roots equation f±(t) = 0. For J−± to
be finite, f± needs to have at least one root in (−1, 1).
For J−+, the condition ω − k −
√
k2 + |Q|2 + 2k|Q|t = 0 forces k < ω. This
restricts the upper limit of the k-integral to ω rather than ∞. This also means that
64
J−+ = 0 when ω is less than µ. The root itself is
t0 =
(ω − k)2 − k2 − |Q|2
2k|Q| (3.25)
and −1 < t0 < 1 is fulfilled only if
(k − |Q|)2 < (ω − k)2 < (k + |Q|)2 . (3.26)
When |Q| > ω, 3.26 implies that k > (ω + |Q|)/2 > ω, which contradicts the earlier
condition k < ω for J−+ to be finite. Hence, J−+(Q,ω < |Q|) = 0. For |Q| < ω, 3.26
reduces to (ω − |Q|)/2 < k < (ω + |Q|)/2. When ω < 2µ − |Q|, we would have to
satisfy k < (ω+ |Q|)/2 < µ and k > µ, which is not possible. For all positive |Q| and

















where A = (µ, ω) ∩ ([ω − |Q|]/2, [ω + |Q|]/2) and l.b. and u.b. are the lower and
upper limits of this set. The expression above is valid for all the values of ω and |Q|
satisfying ω > |Q| and ω > 2µ−ω. (For positive values of ω and |Q| these conditions
also automatically imply ω > µ). Since J−+ > 0 only when ω > |Q| and ω > 2µ−|Q|,
interband scattering occurs only in the regions numbered 3, 5 and 6 in Fig (3·2(b)).
The integration limits are given by max{µ, (ω − |Q|)/2},min{ω, (ω + |Q|)/2}. Now
the condition ω > |Q| implies that ω > (ω + |Q|)/2. This automatically means that
the upper limit of the integral is (ω + |Q|)/2. In 3 and 6, we have ω < 2µ+ |Q| =⇒
(ω − |Q|)/2 < µ. Thus the lower limit of the integral is µ in 3 and 6. In 5, we have


















where B = (µ, µ+ ω) ∩ (ω,∞) ∩ ([ω + |Q|]/2,∞) and the lower and upper limits are
worked out as before.
Finally, for Q = 0 the ϕ and θ integrals are independent of the δ-function and
give 4π. J−− = 0 since the argument of the δ-function can not be satisfied. As for
J−+, the integrand takes the form δ(−2k + ω). This is non-zero only if k = ω/2 lies
in (µ,∞), i.e., ω > 2µ. We thus have
J(0, ω) =






Table 3.1 lists the functional form the JDOS in the different regions of the (Q,ω)
plane. The Q = 0 case is also obtained from the expression for J in region 5 by
taking the limit Q→ 0.
3.6.2 Example calculation of the atomic form factor for the transition
metal L2-edge in the monosilicides
The L2 edge in transition metals corresponds to a 2p1/2 → 3d, 4d, or 5d transition.
We first treat the case where spin-orbit coupling is absent in the d levels, though
adding it is straightforward. As in the main text, we take the spatial part of the
Wannier function to be |dxy〉 − |dyz〉 − |dxz〉. The radial parts of the wavefunctions
give the same overall positive and constant prefactors for the matrix element of the




π (6µ2ω − ω3)
3|Q|
2, 4, 7
π (8µ3 + 12µ2ω − |Q|3 + 3|Q|ω2 − 2ω3)
12|Q|
3, 6
π (8µ3 − 12µ2ω − |Q|3 + 3|Q|ω2 + 2ω3)
12|Q|
5





Table 3.1: Functional form of JDOS for rescaled Weyl node in the
different regions of the (Q,ω)-plane numbered in Fig (3·2). Any untilted
Weyl node has the same JDOS form up to a scaling factor that captures




l = ~mY ml , (3.30a)
L̂2Y ml = ~2l(l + 1)Y ml , (3.30b)
as defined in Arfken and Weber (1999). (This differs from the definition in Landau
and Lifshitz Vol.3 (Landau and Lifshitz, 2013) in that the latter has an extra phase
factor il.) We now express the spinor wavefunctions of the relevant oribtals in terms
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Y −22 − Y 22
)
|σ〉 , (3.31c)













Y −12 − Y 12
)
|σ〉 , (3.31e)
where once again σ =↑, ↓. Although radiative transitions do not flip the spin, the
core orbitals here are spin-orbit coupled and hence the core electron spin is not a
good quantum number. We thus sum over the spin preserving and spin flipping
channels when computing the RIXS intensity. For the sake of simplicity, let us write
|j〉 ⊗ |σ〉 as simply |j, σ〉. We express the Wannier function at (x, x, x), i.e., j = 1 as
|µ〉 = |1, σ〉 = (|dxy, σ〉 − |dyz, σ〉 − |dxz, σ〉)/
√
3. To obtain |j, σ〉 for j 6= 1, we apply
the relevant screw rotation on |1, σ〉 (see below).
Let |p1/2,±1/2; j〉 denote the |p1/2,±1/2〉 orbital centered at site j and oriented
in a symmetry consistent fashion, i.e., such that under a symmetry that takes the
sites into one another, the orbitals at the sites also transform into one another and
the wavefunction returns to itself up to an overall phase. The dipole operator for the
incoming excitation can be expanded in terms of spherical harmonics as

















Its matrix elements at j = 1 are




5π (−3iεx + 3εy + (4− 4i)εz) , (3.33a)




5π (εx + εy) , (3.33b)




5π (εx + εy) , (3.33c)




5π (3iεx + 3εy + (4 + 4i)εz) . (3.33d)





Y m1 ∗l1 (θ, φ)Y
m2
l2
(θ, φ)Y m3l3 (θ, φ) sin θ dθ dφ
=
√
(2l2 + 1)(2l3 + 1)
4π(2l1 + 1)
C(l2 l3 l1|0 0 0)C(m2m3m1|0 0 0), (3.34)
where C(J1 J2 J3|M1M2M3) is a Clebsch-Gordan coefficient.
The other metal sites are obtained from j = 1 by applying the symmetries in
the space group (here SG198). These symmetries have the form S(x) = Rx + a,
where R is a rotation and a is a translation. Let j = 1 correspond to the metal atom
at the location (x, x, x) inside the unit cell, where the precise value of x depends
on the material. The symmetry operations are all screw rotations by an angle π
about different points in the unit cell, whose translation part has half the length of
the lattice translation. In summary, the positions of the four basis orbitals, setting
lattice translation to unit length are given by
j = 1 : (x, x, x) , (3.35a)
j = 2 : (1/2 + x, 1/2− x,−x) , (3.35b)
j = 3 : (1/2− x,−x, 1/2 + x) , (3.35c)
j = 4 : (−x, 1/2 + x, 1/2− x) . (3.35d)
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Let D[S] denote the representation of S in the Hilbert space. Under the action of
S, a state |ψ〉 transforms as |ψ〉 → D[S]|ψ〉. The position operator has the following
transformation property: D †[S] r̂D[S] = R r̂ + a. Now |j, σ〉 = D[S]|1, σ〉, where
S(r1) = rj. For S defined as above, this gives Rr1 + a = rj so that a = rj − Rr1.
We note that r̂i = r̂ − ri. Thus: 〈j, σ|ε · r̂j|ν; j〉 = ε · 〈1, σ|D †[S] r̂j D[S]|ν; 1〉 =
〈1, σ|ε ·R r̂1|ν; 1〉 = 〈1, σ|(RTε) · r̂1|ν; 1〉. So we use the matrix elements for j = 1 and
transform ε appropriately for the matrix elements for j 6= 1. The matrix elements for
the outgoing beam are the conjugated matrix elements of the incoming beam with ε
replaced by ε′.
3.6.3 Transition metal monosilicides with spin orbit coupling
Here we perform RIXS calculation for the model in Sec 3.4, incorporating spin orbit
coupling (SOC). The eight band Hamiltonian matrix of Sec 3.4 in the absence of SOC
can be written as H(k) ⊗ σ0, where H(k) is defined in Eq (3.4). In the presence of
SOC, we need to modify the Hamiltonian by adding additional terms to it. Let τi,
µi and σi denote pauli matrices. The full k-space Hamiltonian incorporating SOC is
given by U †x(k)H(k)Ux(k) (Flicker et al., 2018) with
Ux(k) = exp (Mx(k)) , (3.36a)
where Mx(k) is a diagonal matrix defined as
Mx(k) = diag [ix(k1 + k2 + k3), ix(k1 − k2 − k3), ix(k3 − k2 − k1), ix(k2 − k1 − k3)] .
(3.36b)
for x = 0.3959 and (Chang et al., 2017)
H(k) = H̃(k) +
3∑
i=1












































































































































































































































































The parameters are obtained in Chang et al. (2017) by fitting DFT bands. They
are v1 = 0.55, vp = 0.76, v2 = 0.16, vr1 = 0, vr2 = 0.03, vr3 = 0.01, vs1 = 0.04, vs2 = 0
and vs3 = 0. For a low energy theory, we expand the Hamiltonian to linear order near
the R point. (If we set Vri(k) = Vsi(k) = 0, we obtain the Hamiltonian in Eq (3.4)).
Although the nodal point and nodal energy still persist, the fourfold degeneracy is
lifted. Only two of the doubly degenerate bands intersect linearly at the nodal point.
The other two doubly degenerate bands respectively disperse quadratically updwards
and quadratically downwards. The band dispersing quadratically upwards intersects
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the linear bands at the nodal energy giving a multifold fermion (Bradlyn et al., 2016).
We perform RIXS calculation for the low energy theory around the R point for the
model with SOC, setting the Fermi level at 50 meV above the nodal energy. The
atomic form factor is the same as in the SOC free case as the tight binding bases are
identical. The RIXS intensity is shown in Fig (3·3) for various cuts on the (Q, ω)
plane. The features are seen to compare qualitatively well with the JDOS of the SOC
free system.
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Q = 2µ Q = 3µ
Figure 3·3: Numerically calculated RIXS intensity I (solid lines) and
JDOS (dashed lines) for the low-energy Hamiltonian given in Sec 3.4,
plotted against energy transfer ω for different values of momentum
transfer (Q-points) in the (0, 1, 1) direction. In (a) through (d) we plot
the results for the case without spin orbit coupling (SOC) while in (e)
through (h) we plot the corresponding calculations incorporating SOC
(see Sec 3.6.3 for Hamiltonian with SOC). The incoming beam polar-
ization was chosen to be ε = (1, 0, 0) and the values of peak broadening
used were η = 1 meV, 5 meV, 10 meV and 15 meV. Q is measured in
units of v/µ. DFT-determined parameter v = 0.38 eV Å−1 and crystal
and reciprocal-lattice axis conventions are from Flicker et al. (2018);
Chang et al. (2017). We set the chemical potential to µ = 50 meV, so
that the Fermi level is 50 meV below the nodal energy. We have nor-
malized the JDOS appropriately for easy comparison with the RIXS
intensity. We see that the SOC-free RIXS compares well with JDOS,
especially for smaller values of η. SOC splits the bands by approxi-
mately 25 meV, which is reflected by the peak in (e). The additional





In this dissertation, we explored two broad classes of point singularities that appear
in band structures. We began by reviewing basic elements of band theory in chapter
1 and introduced higher order singularities in two dimensional bands, in chapter 2.
These were shown to arise as a result of higher order saddle points in the dispersion.
By using the mathematical frameworks of catastrophe theory and group theory, we
classified the different singularities that are likely to occur in band dispersions. A
notable aspect of the results presented above is that only 18 singularities, rather
than an infinite zoo, need be of our concern in a typical band settings. Seventeen of
these are provided by catastrophe theory and one additional singularity is allowed by
four fold rotation symmetry. The indices used for the classification provide us with
valuable practical information such as the minimum allowed degree of truncation of
the Taylor expansion (indicated by the determinacy) and the number of parameters
that have to typically be tuned (as indicated by the codimension). The singularities
usually require fine tuning of parameters, and symmetry does part of the job for us at
high symmetry points of the Brillouin zone (BZ). However symmetry was also shown
to place severe restrictions on the allowed singularities (or catastrophes).
We also discussed the distinct power law divergence of density of states with
asymmetric ratio of prefactors. Both the exponent and the ratio were shown to be
universal in that, under a smooth coordinate transformation that changes the form of
the dispersion, these remain invariant. The results derived in chapter 1 are not just
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mathematically interesting but also physically relevant. In systems where electronic
correlation is weak, we expect the tunnelling conductivity to have a strong imprint
of the asymmetrically diverging density of states. This was demonstrated by Yuan
et al. (2019) in the case of twisted bilayer graphene, where they estimated both the
exponent and the asymmetric ratio of prefactors from the peaks of the tunnelling
conductivity. Other transport coefficients such as electrical and thermal conductivity
are also expected to display non-trivial behavior due to the competition between
vanishing group velocity and diverging density of states, when the singularity occurs
near Fermi level. These are being explored in ongoing research projects.
The addition of disorder or electronic interaction to these systems is another prob-
lem that merits investigation. The marriage of interaction and disorder with higher
order singularities is currently an active area of research. The field is rather young and
there are strong hints that higher order singularities play an important role in a host
of unconventional quantum phenomenon including novel quantum phase transitions
and high temperature superconductivity. Exploring these might require a careful
treatment of interacting and disordered systems with HOS, including (and beyond)
the renormalization group (RG) analysis of simple models. Incorporation of material
specifics could make more direct comparisons with experiments possible. This would,
for example, involve using DFT derived bands, more realistic interactions, and also
the calculation of transport coefficients and spectroscopic responses. Various theo-
retical paradigms, such as mean field theory, linear response, semiclassical transport,
RG and diagrammatic techniques, could be harnessed for this purpose. While rapid
progress has been made in recent times, in the investigation of materials hosting point
singularities, such as strontium ruthenates and transition metal dichalcogenides, there
is scope for much more to be done. This exciting and unfolding avenue of physics
research holds much promise indeed.
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Turning to the other problem treated in this dissertation, nodal point semimetals
are perhaps more famously known as compared to higher order singularities, thanks
to their exotic topological property. This takes the form of surface states that could
be probed by angle resolved photoemission spectroscopy (ARPES). In chapter 3 we
briefly discussed the limitations of this approach and worked out the case for using
resonant inelastic x-ray scattering (RIXS) to detect nodal points near the Fermi level.
We outlined various simplifications and physical intuitions behind the calculation of
RIXS cross section within the fast collision approximation. An important step towards
interpreting the RIXS spectrum is to understand the momentum resolved joint density
of states (JDOS). We analytically computed the JDOS for a linearized nodal point
and identified the distinct, quantitative signatures of the nodal point on the JDOS.
More importantly, we showed that the features survive in the full RIXS spectrum
incorporating material specifics such as polarization matrix elements, within the fast
collision approximation.
A few comments are in order. The material model used for the calculation was a
low energy theory derived from a tight binding model for transition metal monosili-
cides, which was itself based on DFT. The actual materials have spin-orbit coupling
of varying strength. In the case where spin orbit coupling is weak but non-zero, the
nodal point transforms into a multifold fermion and we see some important changes
in the RIXS spectrum. It would be good to perform analytic calculation of JDOS for
various types of multifold fermions in the future. Lastly, the effect of core hole needs
to be analysed more carefully. The possibility of x-ray edge singularity due to the
core hole can not be ruled out. One way to incorporate core hole effects is to treat
the core hole as a localized positive charge that modifies the system Hamiltonian by
a Hubbard like term. This would mean that we cannot simply set the intermedi-
ate state propagator to unity as is done in the fast collision approximation. Such a
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treatment is part of an ongoing project of mine, in collaboration with Dr. Stefanos
Kourtis and collaborators, to explain the RIXS spectra of FeSi observed in a recent
experiment (the experimental results are unpublished at the time of writing the the-
sis). Nevertheless, the analytic JDOS and numeric RIXS spectrum presented in this
dissertation are stepping stones towards a full understanding of the effect of nodal
points on RIXS spectrum. More broadly, I believe that this work reopens the window




Quick review of catastrophe theory
The discussion in this section closely follows Poston and Stewart (2014) and Cas-
trigiano and Hayes (2004). We first review a few definitions and conventions. If U
is an open subset of Rn, a function f : U → R is smooth if derivatives of all orders
exist. From here on f will always denote a smooth function defined on U , an open
subset of Rn. We shall use map and coordinate transform interchangeably to refer to
a bijective function φ : U → V , where U and V are open subsets of Rn.
The derivative of f at any point x0 ∈ U , denoted by Df |x0 : R
n → R, is a linear
transformation. When it acts on a vector, it gives the derivative of the function with
respect to the vector; in particular, unit vectors give directional derivatives. Also,
the function f(x0) + Df |x0 · (x − x0) is the best linear approximation to f , near x0
(i.e., in some neighborhood of x0). These notions extend to higher derivatives as well.
We note that if x is represented by a column vector, then Df |x0 is represented by a
row vector (that we refer to as the Jacobian), while the second derivative, denoted
by D2f |x0 is an n× n matrix called the Hessian.
x0 is a critical point if Df |x0 vanishes. Since, from now on we shall focus on critical
points, we assume that the origin has been translated so that the critical point we
are interested in occurs at the origin.
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A.0.1 Diffeomorphism
Let V ⊂ Rn be open. A bijective map φ : U → V is a diffeomorphism if both
φ and φ−1 are smooth. A smooth map ψ : U → Rn is a local diffeomorphism at
x0 ∈ U if there exists an open neighborhood V of x0 such that ψ restricted to V is a
diffeomorphism. It can be shown that φ is a local diffeomorphism at x0 if and only if
detDφ|x0 6= 0.
A.0.2 Equivalence of functions
Two functions f and g are equivalent if there exists a diffeomorphism φ : U → V and
a constant γ (called the shear term) such that g(x) = f(φ(x)) + γ, ∀x ∈ U . We shall
often refer to such a φ as a smoothly reversible coordinate transformation.
A.0.3 Morse and non-Morse critical points - corank
If the Hessian of f at origin is nondegenerate (i.e., it’s rank equals n), then Morse
lemma tells us that in some neighborhood of the origin, f is equivalent (in the above
sense) to a quadratic form −y21 − · · · − y2l + y2l+1 + · · ·+ y2n. A quadratic form having
this structure is referred to as a Morse l-saddle. (Thus, a maximum is an n-saddle
while a minimum is a 0-saddle). The critical point is itself referred to as a Morse
critical point or an ordinary critical point. Another way to state Morse lemma is to
say that near an ordinary critical point, there is a local coordinate system in which
the function takes the form of a Morse l-saddle.
When the Hessian is degenerate and has rank r (and therefore corank n−r), then
we can apply the splitting lemma which states that the function is equivalent near
0 to a function of form ±x21 ± · · · ± x2r + f̂(xr+1, ..., xn). We refer to ±x21 ± · · · ± x2r
as the Morse part and f̂(xr+1, ..., xn) as the non-Morse part or residual singularity.
The critical point is itself referred to as a non-Morse critical point or a higher order
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critical point. The corank of the function, denoted by cor[f ] is the number of zero
eigenvalues of the Hessian.
A.0.4 Structural stability
We say f is structurally stable if for sufficiently small perturbations p, f is equivalent
to f + p. We know that non-degeneracy of the Hessian is equivalent to the condition
detD2f |0 6= 0. Since determinant is a continuous function, we expect that when we
add a small perturbation p, detD2(f + p)|0 is still non-zero in some neighborhood
of 0, so that the critical point (which might have moved), is still Morse. In fact
the converse is also true so that we have the following result: A critical point is
structurally stable if and only if it is Morse.
A.0.5 Jets and jet spaces
The k-jet of a smooth function, denoted by jkf , is obtained by taking the Taylor
series up to degree k (i.e., truncating terms of O(k+1) and higher). The vector space
Jkn is the set of all polynomials of degree k in n variables, with zero constant term.
(alternatively Jkn = {jkf | all f : Rn → R with f(0) = 0}).
A.0.6 Determinacy
We say that a two functions f and g are k-equivalent if jkf = jkg. A function f is
k-determined if every function k-equivalent to it is also equivalent to it (in the above
sense). In particular we have jk[jkf ] = jkf so that jkf ∼ f . This means that if
f is k-determined, we can find a smoothly reversible coordinate transformation that
maps f to jkf , effectively removing terms of O(k + 1) and higher from it’s Taylor
expansion.
The determinacy of a function, denoted by det[f ] is the smallest k for which f is
k-determinate. If there is not finite such k then det[f ] = ∞. The determinacy of a
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function is preserved under a smoothly reversible coordinate transformation.
A.0.7 Codimension
We first define some polynomial spaces:
Ekn is the vector space of all polynomials in x1, · · · , xn of degree 6 k.
Jkn is the subspace of E
k
n of polynomials with zero constant term.
Mkn is the subspace of all homogeneous polynomials of degree k.
The expression P
k
, where P is a polynomial, refers to the truncation of P to
degree k.
The tangent space ∆k(f) to f is the subspace of J
k








where Q ∈ Ekn. It contains the directions in which jkf moves
under smooth coordinate transformations. It can be shown that ∆k(f) = ∆k(j
k+1f).
The codimension of f , denoted by cod(f) is the codimension of ∆k(f) in J
k
n , for
any k for which f is k-determinate. cod(f) tells us the number of missing directions in
the subspace in which jkf moves. Thus, these directions, which are really polynomial
terms, can not be added or removed by smooth coordinate changes. The codimension
of a function is preserved under a smoothly reversible coordinate transformation. It
can also be shown that a higher order singularity with codimension c can be split into
c+ 1 ordinary critical points under a suitable perturbation.
A.0.8 Winding number
We introduce the notion of winding number which counts the number of times the
function changes sign along a closed contour around the origin. Since this is an
integer, we expect that it does not change under smooth coordinate transformation.
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A.0.9 Unfolding
An r-unfolding of f at 0 is a function F : U ×Rr → R with (x1, · · · , xn, t1, · · · , tr) 7→
F (x, t) = Ft(x), such that F0,··· ,0(x) = f(x). We also refer to it as an r-parameter
family through f . In this context, the xi are state variables while ti are control
variables.
A d-unfolding F is induced from an r-unfolding F via three mappings defined in
a region around the origin so that F (x, s) = F (ys(x), e(s)) + γ(s) where:
e : Rd → Rr, (s1, · · · , sd) 7→ (e1(s), · · · , er(s)),
y : Rn+d → Rn, (x, s) 7→ (y1(x, s), · · · , yn(x, s)),
γ : Rd → R.
An r-unfolding of f at 0 is versal if all other unfoldings of f at 0 can be induced
from it. If further r = cod(f), then it is universal. Finally, we mention an important
result: If f is k-determinate, then we can construct a universal unfolding for f by
choosing a cobasis {p1(x), · · · , pr(x)} for ∆k(f) in Jkn and defining:
F (x1, · · · , xn, t1, · · · , tr) = f(x) + t1 p1(x) + · · ·+ tr pr(x). (A.1)
In the next section we briefly state and explain Thom’s theorem. A more compre-
hensive review can be found in Chapter 7 of Poston and Stewart (2014) and Chapter
6 of Castrigiano and Hayes (2004).
A.1 Thom’s theorem basic catastrophes
The original Thom’s theorem states that any r-parameter family of smooth functions
Rn → R for r 6 4 and any n > 1 is typically structurally stable and equivalent to
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one of the following seven types:
Fold
The fold has a universal unfolding: x3+t1x±y2. The determinacy is 3 while codimen-
sion is 1, so that the fold can be thought of as two ordinary critical points merging
into a higher order critical points. Only symmetry present in the standard form is
reflection about y-axis (i.e., ry).
Cusp
Any universal unfolding of the cusp is equivalent to: ±(x4 + t1x2 + t2x) ± y2. The
determinacy is 4 and since the codimension is 2, under the action of the unfolding,
three ordinary critical points merge to give a cusp. This could be preceeded by a
situation wherein just two of the three critical points merge to give a fold and Morse
critical point. This is prohibited if t2 = 0, since in that case we have rx and ρπ
symmetries in addition to ry.
Swallowtail
The swallowtail has a determinacy of 5 and is described by the unfolding: x5 + t1x
3 +
t2x
2 + t3x± y. With a codimension of 3 it corresponds to the merging of 4 ordinary
critical points on a line. On the way to the swallowtail we can get cusps and folds.
Similar to fold it has only ry as symmetry.
Butterfly
For the butterfly, the universal unfolding takes the form: ±(x6 + t1x4 + t2x3 + t3t2 +
t4x) ± y2. This has the consequence that the 5 ordinary critical points lying on the
x-axis merge to give higher order critical point(s). The unfolding can also exhibit the
fold, cusp and swallowtail due to the merging of fewer than five critical points. When
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t2 = 0 and t4 = 0, it has rx and ρπ as symmetries in addition to ry.
Elliptic umbilic
The standard form of the unfolding for the elliptic umbilic is: x3 − 3xy2 + t1(x2 +
y2) + t2x+ t3y. With determinacy 3 and codimension 3 it corresponds to four critical
points merging to give a monkey saddle. When t2 = t3 = 0, it possesses three-fold
rotation symmetry (ρ2π/3) along with ry.
Hyperbolic umbilic
The hyperbolic umbilic is similar to the elliptic umbilic except for a sign difference; the
unfolding is: x3+3xy2+ t1x
2+ t2x+ t3y. It too has determinacy 3 and codimension 3.
However it does not possess the three-fold rotational symmetry of the monkey saddle:
the only symmetry is ry when t3 = 0.
Parabolic umbilic
The parabolic umbilic has determinacy 4 and codimension 4. It’s standard universal
unfolding is given by: ±(x2y + y4 + t1y2 + t2x2 + t3y + t4x). Under t4 = 0, it has rx
as a symmetry.
We have illustrated Thom’s theorem in two dimensions. For n dimensions, we
simply add a Morse part ±y21 ± · · · ± y2n−2 to the unfoldings given. Thom’s theorem
can be extended to r = 6 for arbitrary n and r = 7 for n = 2. This requires us
to incorporate all of the catastrophes with codimension 6 r. This has been done in
Tables 2.2 and 2.3. In addition to these, we consider one other singularity which is
allowed by π/4 rotation symmetry:
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This is actually a class of mutually inequivalent singularities of the form x4+2cx2y2+
y4. For |c| 6= 1 this is a higher order singularity with codimension 8 and determinacy
4. For two different parameters c and c′, the singularities are equivalent if and only
if c, c′ > −1 and c′ = (3 − c)/(1 + c). The function itself has a four-fold rotational
symmetry and we will use a symmetry consistent unfolding: ε = x4 + 2cx2y2 + y4 +
t(x2 + y2).
A.2 Taylor expansions and catastrophes
A family which is smoothly equivalent to the standard universal unfolding of a catas-
trophe can have a Taylor expansion that does not resemble the unfolding to any order.
In fact, it may not be obvious what catastrophe is equivalent to the given family by
simply looking at the Taylor expansion truncated to any degree. This complication
presents not just for families and catastrophes, but also for functions and standard
forms of higher order singularities. Given a function with a higher order critical point
at the origin, it is in general very hard to find the local diffeomorphism that trans-
forms it to the standard form. So in practice, it becomes necessary to avoid finding
explicit coordinate transformations in order to determine the type of higher order
critical point.
As seen earlier, corank, codimension, determinacy, winding are preserved under a
smoothly reversible coordinate transformation and the standard types are described
uniquely by these numbers. Thus if we calculate these numbers for a given function,
we can unambiguously identify the type of higher order singularity it is equivalent to.
It is fairly easy to compute the corank and winding of a function (see Appendix A.0.3
& A.0.8). The problem therefore reduces to computing the determinacy and codi-
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mension of the given function in an efficient way. This is achieved by the method
given in Sec. 2.6.1 where we also apply the method to an example. We now explain
the reason behind the method.
A.2.1 Explanation of the method for computing determinacy
For any function f , the kth degree Taylor polynomial jkf moves in the space of all
polynomials of degree 6 k under a smooth coordinate transformation. For example,
let j3f = k3x − k2y. Under kx → kx and ky → ky − k2x, we have j3f → k3x − k2y + 2k2xky.
Assume that the critical point of the function occurs at the origin. By applying
a family of origin preserving smooth coordinate transformations φ(t) parameterized
by a continuous real number t, we can generate the orbits jk[f(φ(t))] of jkf in the
polynomial space. (We assume that φ(0) is the identity coordinate transformation:
kx → kx, ky → ky and refer to the original Taylor polynomial at the origin jk[f(φ(0))]
as simply jkf). The orbits are essentially curves γ(t) parameterized by t with γ(0) =








The space of such tangents for all possible origin preserving one parameter families
is the tangent space at jkf . An important result in catastrophe theory guarantees
the following: if the tangent space at jkf contains all homogeneous monomials of
the form kjxk
k−j
y for j = 0, · · · , k, then terms of O(k + 1) can be removed from f
by a smooth coordinate transformation. This ensures that f is k-determinate. Con-
versely, if f is (k − 1)-determinate, then the tangent space at jkf contains all the
homogeneous monomials kjxk
k−j
y for j = 0, · · · , k. By determining the lowest k for
which the tangent space at jkf contains kjxk
k−j
y for j = 0, · · · , k we can narrow down
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the determinacy to either k or k − 1. To this end, in the method in Sec. 2.6.1 we
generate a set of polynomials {pi} that span the tangent space and try to take linear
combinations of these polynomials to generate kjxk
k−j
y for j = 0, · · · , k.
If we also allow smooth coordinate transformations that move the origin, the tan-
gent space gets enlarged. The codimension of f is then codimension of this enlarged
tangent space at jkf in the space of all polynomials with zero constant term and
degree 6 k, for any k for which f is k determinate. Thus by finding a k for which f is
k-determinate and generating a spanning set for the enlarged tangent space, we can
find the codimension by finding the dimension of the tangent space and subtracting
it from the dimension of the polynomial space. To find the dimension of the tangent
space, we just list the spanning vectors as the rows of a matrix in the basis of mono-
mials and compute the rank of this matrix.
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Appendix B
Isometries of the plane
This section is mostly based on the treatment in Artin (2011). Let P denote the
two-dimensional plane. When an origin is chosen, P can be identified with R2 so that
any vector u can be written in terms of two real components as (u1, u2) (here on, we
will use P and R2 interchangeably). For two vectors x = (x1, x2) and y = (y1, y2) let
d(x,y) =
√
(x1 − x2)2 + (y1 − y2)2 denote the euclidean distance between them. The
euclidean distance can also be obtained from the dot product: x ·y = x1y1 +x2y2. An
isometry of the plane is a function f : P→ P which preserves the euclidean distance.
i.e., d(f(x), f(y)) = d(x,y).
We denote a copy of R2 as V, the group of all translations (it is a group under
addition of vectors). It acts on P as follows: If a ∈ V, the translation by a, denoted
by ta : P → P, simply adds a to the vectors in P: ta(x) = x + a. It is important to
note that V has a fixed origin while for P, we can choose any point as the origin. The
following are equivalent definitions of an orthogonal operator φ : R2 → R2 (Artin,
2011)
(a) φ is an isometry that preserves the origin: φ(0) = 0,
(b) φ preserves dot products: φ(x) · φ(y) = x · y,
(c) The matrix of φ, say A, is such that it’s transpose is it’s inverse AT = A−1.
Any orthogonal operator in two dimensions is either a rotation by some angle θ,
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which we denote by ρθ or a reflection about some line through the origin. In the
latter case, it can be uniquely decomposed as the composition of a rotation ρθ and
reflection about the x-axis (which we shall denote by r): φ = ρθ r (see below). It is
clear from above, that orthogonal operators act on P only after an origin has been
chosen. Also, it is easily seen that translations and orthogonal operators are isome-
tries. In fact, it can be shown that any isometry f can be uniquely decomposed as
the composition of a translation and an orthogonal operator: f = taφ (Artin, 2011).
Moreover, the set of all isometries of the plane is a group with the composition of
functions as it’s group law of composition. We denote this by M . It contains trans-
lations, rotations about points (not just the origin), reflections about lines and glide
reflections.
B.0.1 Compositions of basic isometries
Using the matrix form of ρθ and r, we can easily show that rρθ = ρ−θ r. The operator
ρ2θ r is actually a reflection about the line through the origin which makes an angle
θ with the x-axis. The easiest way to see this is to do a coordinate transformation
U = ρ−θ which rotates the plane by −θ so that the line in consideration becomes
the x-axis. Under this, an isometry φ transforms as φ → U φU−1. In particular we
have ρ2θ r → ρ−θ ρ2θ rρθ = ρ−θ ρ2θ ρ−θ r = r. Thus, in the new coordinate system
the isometry is the reflection about x-axis so that in the old coordinate system it is
the reflection about the θ-line through the origin (see Fig B·1(a) for an illustration
of this idea). Next we show that the composition of two reflections is a rotation:
rρθ rρα = rrρ−θ ρα = ρα−θ.
Now we investigate the composition of a translation and an orthogonal operator.
We first note the following: ρθ ta = tρθ(a) ρθ. To show that the composition of trans-
















Figure B·1: It is fairly easy to determine the isometry that results
from combining two isometries. We illustrate this procedure in the
figure above for two important cases. In (a) we show how combining
the x-axis reflection rx with a rotation ρθ simply rotates the reflection
axis by θ/2. The new reflection axis is denoted by l in the figure, and
the reflection operation about this line is given by ρθrx. A point p
first gets reflected about the x-axis and is then rotated by an angle θ
about the origin. The net result is the same as reflection about l. In
fact l is the set of all points which are invariant under ρθrx. In (b) we
illustrate a simple geometrical construction (Artin, 2011) for finding
the new center of rotation when a translation ta is combined with a
rotation ρθ. The new center of rotation for the composite operation
ρθta is the point p which is invariant under the composite operation.
ρθta is then a θ rotation about p.
that the equation ta ρθ = tb ρθ t−b has a unique solution for b. (The right hand side
amounts to shifting b to the origin, rotating the plane by θ and shifting back by b
which is the same as rotating by θ about b). Since tb ρθ t−b = tb−ρθ(b), the equation
reduces to a = (1 − ρθ) b, which is a pair of linear equations in two unknowns (the
two components of b). This has a unique solution if and only if det(1− ρθ) 6= 0.
But det(1− ρθ) = 2 − 2 cos θ. For θ ∈ [0, 2π), only θ = 0 satisfies 2 − 2 cos θ = 0.
Thus, for any θ 6= 0 (mod 2π), we have a unique non-zero b corresponding to each
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a 6= 0. This verifies the assertion that any composition of rotation and translations is
a rotation by the same angle about some point (see Fig B·1(b) for a simple geometric
construction to determine the new center of rotation).
Before we look at the composition of translations and reflections about lines
through the origin (which take the form ρθ r), we rotate the plane to make the re-














. But the latter expression really performs
reflection about the line y = a/2 (since the operation shifts this line to the x-axis,
performs x-reflection and then shifts backs the line). Thus, the composition of a
reflection with translation by a vector perpendicular to the reflection axis amounts
to simply shifting the reflection axis by half the translation vector. For a general
translation vector, we split the vector into a parallel and perpendicular parts (with
respect to the reflection axis). The perpendicular part shifts the reflection axis while
the parallel part adds a glide term: ta r = ta‖ ta⊥ r = ta‖ (ta⊥/2 r t−a⊥/2). Thus, a
generic composition of a translation and a reflection is a glide reflection. As before,
the composition of two glide reflections is a rotation.
B.0.2 Discrete subgroups of isometries
A subgroup G of M is discrete if it does not contain arbitrarily small rotations and
translations. Mathematically, this means that there is a positive real number ε such
that for any translation ta ∈ G, we have ‖a‖ > ε and for any rotation about some
point, we have the angle of rotation θ > ε.
Given the unique decomposition of an isometry as f = taφ, we can define a map
π : M → O(2), π(taφ) = φ. This is a group homomorphism. We now restrict π to
G. The image of G under π, denoted by Ḡ is a discrete subgroup of O(2). This is
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called the point group. An element of point group need not be an element of G, so
that in general Ḡ is not a subgroup of G. (This can happen for instance if G con-
tains only glide reflections and no pure reflections. But the point group will contain
a pure reflection). Thus, the point group contains information about the orthogonal
operations present in G, either as pure orthogonal operators or in combination with
translations. We can show that the only discrete subgroups of O(2) are the finite
subgroups: the cyclic subgroups Cn and the dihedral groups Dn. The cyclic subgroup
Cn of order n is generated by the rotation ρθ with θ = 2π/n while the dihedral group
Dn, of order 2n is generated by ρθ and r
′, where θ = 2π/n and r′ is a reflection about
a line through the origin. Thus, for any discrete group of isometries G, the point
group Ḡ is Cn or Dn for a positive integer n.
There is one other group associated with a discrete group of isometries: the lat-
tice, denoted by L. It contains all the translations contained in G. In contrast to the
point group, the lattice is indeed a subgroup of G. The lattice could be:
(a) the zero group {0},
(b) the set of integer multiples of a non-zero vector a: L = {ma |m ∈ Z},
(c) the set of integer combinations of two independent vectors a and b: L = {ma +
nb |m,n ∈ Z}.
There are precisely seventeen groups which have lattices of the form given in (c). They
are known as the wallpaper groups and we shall restrict our interest to them. When
the case (c) occurs, the point group is restricted to be Cn or Dn with n = 1, 2, 3, 4
or 6. This is known as crystallographic restriction. Another important property that
ties up L and Ḡ is that Ḡ preserves L. In other words, for any φ ∈ Ḡ, φ(a) ∈ L ∀a ∈ L
or φ(L) = L.
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B.0.3 Wallpaper groups
There are seventeen wallpaper groups in two-dimensions (Artin, 2011). Each of these
17 groups has one or more associated lattices drawn from the five basic types: square,
rectangle, hexagonal, rhombic (also known as centered rectangle) and oblique. The
lattice and point group do not, in general determine the wallpaper group uniquely
although, as we shall show, for our purposes they are sufficient. Typically, one en-
counters wallpaper groups as the symmetry groups of two dimensional crystals. More
precisely, if V (x) is the potential experienced by the electrons in the non-interacting
picture and G is the wallpaper group associated with the underlying crystal, then
for any symmetry S ∈ G, V (Sx) = V (x). This has important consequences for the
energy spectrum, one of which is Bloch’s theorem.
B.0.4 Lattice symmetries and Schrödinger equation
Let G be one of the wallpaper groups and let S ∈ G. The unique decomposition of S
is taφ so that r̃ = Sr = φ(r) + a. We denote the matrix of φ by φ as well. Now,









































Thus, the gradient is invariant under an isometry. Now consider the time independent
Schrödinger equation (ignoring spin), incorporating Bloch’s theorem:(−~2
2m
∇2r + V (r)
)
ψn,k(r) = εn(k)ψn,k(r). (B.2)
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Now this holds good under a relabeling r→ r̃ so that(−~2
2m






∇2r + V (r)
)
ψn,k(r̃) = εn(k)ψn,k(r̃). (B.3)
Since ∇2r̃ = ∇2r and V (r̃) = V (r). We define ψ̃n,k(r) = ψn,k(r̃) = ψn,k(φ(r) + a). This
gives: (−~2
2m
∇2r + V (r)
)
ψ̃n,k(r) = εn(k)ψ̃n,k(r). (B.4)
So that ψ̃n,k(r) also has eigenvalue εn(k). To find its crystal momentum we evaluate
ψ̃n,k(r + R):
ψ̃n,k(r + R) = ψn,k(φ(r + R) + a) = ψn,k(φ(r) + a + φ(R))
= eik·φ(R) = eiφ
−1(k)·Rψ̃n,k(r) (B.5)
Thus the crystal momentum of ψ̃n,k(r) is φ
−1(k) or ψ̃n,k(r) = ψn,φ−1(k)(r). This gives
ε(φ−1(k)) = ε(k). This means that the point group is a symmetry group for the
dispersion εn(k), alongside the reciprocal lattice translations. The discussion above
is a simple illustration of the effect of lattice symmetries at high symmetry points for
a system of isolated bands, ignoring spin. When dealing with real materials, where
spin orbit coupling may be important, and bands may become degenerate at the high
symmetry points, we will have to adopt more careful treatment involving the use of
representation theory in the presence of time-reversal symmetry (see El-Batanouny
and Wooten (2008)).
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Krüger, E. and Strunk, H. P. (2015). Group theory of wannier functions providing the
basis for a deeper understanding of magnetism and superconductivity. Symmetry,
7(2):561–598.
Kusmartsev, F. V. (1989). Application of catastrophe theory to molecules and soli-
tons. Physics Reports, 183:1.
Landau, L. D. and Lifshitz, E. M. (2013). Quantum mechanics: non-relativistic
theory, volume 3. Elsevier.
100
Lebert, B. W., Kim, S., Bisogni, V., Jarrige, I., Barbour, A. M., and Kim, Y.-J.
(2020). Resonant inelastic x-ray scattering study of α-RuCl3: a progress report.
Journal of Physics: Condensed Matter, 32(14):144001.
Li, C.-Z., Wang, L.-X., Liu, H., Wang, J., Liao, Z.-M., and Yu, D.-P. (2015). Giant
negative magnetoresistance induced by the chiral anomaly in individual Cd3As2
nanowires. Nature Communications, 6(1):10137.
Li, H., He, H., Lu, H.-Z., Zhang, H., Liu, H., Ma, R., Fan, Z., Shen, S.-Q., and
Wang, J. (2016). Negative magnetoresistance in Dirac semimetal Cd3As2. Nature
Communications, 7(1):10301.
Liang, T., Gibson, Q., Ali, M. N., Liu, M., Cava, R. J., and Ong, N. P. (2015).
Ultrahigh mobility and giant magnetoresistance in the Dirac semimetal Cd3As2.
Nature Materials, 14(3):280–284.
Lifshitz, I. (1960). Anomalies of electron characteristics of a metal in the high
pressure region. Journal of Experimental and Theoretical Physics, 38:1569.
Liu, C., Kondo, T., Fernandes, R. M., Palczewski, A. D., Mun, E. D., Ni, N., Thaler,
A. N., Bostwick, A., Rotenberg, E., Schmalian, J., Bud’ko, S. L., Canfield, P. C.,
and Kaminski, A. (2010). Evidence for a Lifshitz transition in electron-doped iron
arsenic superconductors at the onset of superconductivity. Nature Physics, 6:419.
Lv, B. Q., Xu, N., Weng, H. M., Ma, J. Z., Richard, P., Huang, X. C., Zhao, L. X.,
Chen, G. F., Matt, C. E., Bisti, F., Strocov, V. N., Mesot, J., Fang, Z., Dai, X.,
Qian, T., Shi, M., and Ding, H. (2015). Observation of Weyl nodes in TaAs.
Nature Physics, 11(9):724–727.
Ma, Y. (1994). X-ray absorption, emission, and resonant inelastic scattering in solids.
Physical Review B, 49(9):5799–5805.
Miao, H., Zhang, T. T., Wang, L., Meyers, D., Said, A. H., Wang, Y. L., Shi, Y. G.,
Weng, H. M., Fang, Z., and Dean, M. P. M. (2018). Observation of Double Weyl
Phonons in Parity-Breaking FeSi. Physical Review Letters, 121(3):035302.
Okamoto, Y., Nishio, A., and Hiroi, Z. (2010). Discontinuous Lifshitz transition
achieved by band-filling control in NaxCoO2. Physical Review B, 81:121102.
Onoda, M. and Nagaosa, N. (2002). Topological Nature of Anomalous Hall Effect in
Ferromagnets. Journal of the Physical Society of Japan, 71(1):19–22.
Poston, T. and Stewart, I. (2014). Catastrophe Theory and its Applications. Courier
Corporation.
Pshenay-Severin, D. A. and Burkov, A. T. (2019). Electronic Structure of B20
(FeSi-Type) Transition-Metal Monosilicides. Materials, 12(17):2710.
101
Qi, X.-L., Hughes, T. L., and Zhang, S.-C. (2008). Topological field theory of time-
reversal invariant insulators. Physical Review B, 78(19):195424.
Schindler, F., Cook, A. M., Vergniory, M. G., Wang, Z., Parkin, S. S. P., Bernevig,
B. A., and Neupert, T. (2018). Higher-order topological insulators. Science
Advances, 4(6):eaat0346.
Shankar, R. (1994). Renormalization-group approach to interacting fermions. Re-
views of Modern Physics, 66(1):129.
Shekhar, C., Kumar, N., Grinenko, V., Singh, S., Sarkar, R., Luetkens, H., Wu, S.-C.,
Zhang, Y., Komarek, A. C., Kampert, E., Skourski, Y., Wosnitza, J., Schnelle, W.,
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