We design an algorithm for the high-multiplicity job-shop scheduling problem with the objective of minimizing the total holding cost by appropriately rounding an optimal solution to a fluid relaxation in which we replace discrete jobs with the flow of a continuous fluid. The algorithm solves the fluid relaxation optimally and then aims to keep the schedule in the discrete network close to the schedule given by the fluid relaxation. If the number of jobs from each type grow linearly with N , then the algorithm is within an additive factor O N from the optimal (which scales as O N 2 ); thus, it is asymptotically optimal. We report computational results on benchmark instances chosen from the OR library comparing the performance of the proposed algorithm and several commonly used heuristic methods. These results suggest that for problems of moderate to high multiplicity, the proposed algorithm outperforms these methods, and for very high multiplicity the overperformance is dramatic. For problems of low to moderate multiplicity, however, the relative errors of the heuristic methods are comparable to those of the proposed algorithm, and the best of these methods performs better overall than the proposed method.
INTRODUCTION
In this paper, we consider the high-multiplicity job-shop scheduling problem with the objective of minimizing holding costs defined as follows. We have a set of I job types on J machines. Job type i consists of J i stages (also referred to as "tasks"), each of which must be completed on a particular machine. The pair i k represents the kth stage of the ith job and has processing time p i k . Suppose that we have n i jobs of type i. We are given nonnegative weights w i k for type i jobs at stage k; our objective is to find a schedule that minimizes where n i k t is the number of type i jobs in stage k at time t. Note that when w i k = w i (weight is independent from the stage k), the contribution of any individual job a of type i to the objective function is exactly w i DC a , where DC a is the completion time of job a at the last stage J i . Thus, our objective generalizes a well-studied special case-minimize the sum of weighted completion times of all jobs.
In this paper, we consider a fluid relaxation of the problem, in which we replace discrete jobs with the flow of a continuous fluid. The idea of creating a feasible schedule by rounding a solution to a fluid relaxation for the jobshop scheduling problem, but for the makespan objective, was first introduced by Bertsimas and Gamarnik (1999) (see also Dai and Weiss 2002) . The algorithm by Bertsimas and Gamarnik (1999) produces a schedule with makespan C max + O C max , where C max is the lower bound provided by the fluid relaxation. Bertsimas and Sethuraman (2002) propose a more dynamic way to round the fluid relaxation that leads to a schedule with makespan at most C max + I + 2 P max J max , where I is the number of distinct job types, J max is the maximum number of stages of any job type, and P max is the maximum processing time over all tasks. In the present paper, we extend the technique of Bertsimas and Sethuraman (2002) to accomodate the objective of minimizing holding costs. Computational results on a class of benchmark instances indicate that the proposed algorithm is practical, in the sense that it is fast, easy to implement, and provides good quality solutions for highmultiplicity job-shop problems.
The motivation for considering the fluid relaxation under the holding-cost objective, comes from optimal control of multiclass queueing networks, which are stochastic and dynamic generalizations of job shops. In recent years there has been considerable progress in solving the fluid relaxation in multiclass queueing networks. Focusing on objective functions that minimize holding costs, Avram et al. (1995) use the Pontryagin maximum principle and find an optimal solution to the fluid relaxation explicitly. However, the description of the optimal fluid solution, while insightful for the original problem, involves the enumeration of an exponential number of cases. Luo and Bertsimas (1999) , building upon the work of Pullan (1993) , use the theory of continuous linear programming to propose a convergent numerical algorithm for the problem that is able to efficiently solve problems involving hundreds of machines and job types; we use this algorithm in solving the fluid relaxations throughout this work.
Contributions
1. We describe an efficient algorithm called the fluidsynchronization algorithm under the holding-cost objective (FSA-HC) to round an optimal fluid solution such that the resulting schedule is asymptotically optimal; the specific asymptotics we consider is a sequence of job-shop problems in which the number of type i jobs initially present is i N , with i nonnegative constants and N → . We show that rounding an optimal fluid solution appropriately results in a schedule that incurs O N extra cost compared to the optimal cost of the fluid job shop. We also show that the optimal fluid cost is O N 2 , and the difference between the optimal fluid cost and the optimal cost of the original problem is at most O N . This implies that the scheduling algorithm we construct is asymptotically optimal. Specifically, the relative error between the cost of the FSA-HC Z D N and the cost of an optimal schedule Z JS N is
We report computational results on the performance of the FSA-HC to a subset of the 82 benchmark problems in the OR library (http://mscmga.ms.ic.ac.uk/info.html). We also compare the performance of the proposed algorithm and several commonly used heuristic methods. These results suggest that for problems of moderate to high multiplicity, the proposed algorithm outperforms these methods, and for very high multiplicity the performance gain is dramatic. For problems of low to moderate multiplicity, however, the relative errors of the heuristic methods are comparable to those of the proposed algorithm, and the best of these methods performs better overall than the proposed method. Given that (a) it is common manufacturing practice in job shop environments to solve problems with high multiplicity, and (b) the algorithm is simple to implement and fast, the FSA-HC should be considered a candidate for practical application.
Related Work
The job-shop scheduling problem with the makespan objective has been widely studied. For a review of this literature, see Hall (1997) , Karger et al. (1997) , Hall et al. (1997) , Bertsimas and Sethuraman (2002) , and the references therein.
In contrast, the job-shop scheduling problem with the weighted completion time objective has received little attention in the discrete optimization literature. However, fluid relaxations with holding-cost objective have been studied extensively in the queueing literature. We provide a brief overview of this literature, which will also serve to place our results in perspective.
Fluid relaxations have been the subject of intensive research during the last decade. An important breakthrough was achieved by Dai (1995) and Rybko and Stolyar (1992) , who established that stability of multiclass queueing networks is implied by stability of their deterministic fluid counterparts. Motivated by the success of these ideas in analyzing stability, there has been a growing literature in finding near-optimal scheduling policies using fluid relaxations. Papers that address this issue include the ones by Avram et al. (1995) , Atkins and Chen (1995) , Chen and Yao (1993) , Eng et al. (1996) , and Meyn (1997a, b) . All of these papers formulate the fluid relaxation, find a fluid solution (optimal or otherwise), and then heuristically interpret the fluid solution to derive a discrete policy; except for Meyn (1997b) , none of these papers presents any performance analysis of the derived discrete policy (except in fairly restricted settings). Meyn (1997b) discusses a policyiteration algorithm and demonstrates its (quicker) convergence to optimality when initiated with an optimal fluid solution. Although this establishes an intimate connection between the large-state behavior of a multiclass queueing network and its fluid model, this property does not seem to be directly usable in designing a good policy. Maglaras (2000) , building on the BIGSTEP approach of Harrison (1996) , proposed a class of policies based on solving fluid relaxations repeatedly. For any policy in this class, the nominal length of a review period is computed; based on the queue lengths at the beginning of each review period, the length of the nominal review period, and the planned "safety-stocks" for each class, a fluid-type problem is solved. A solution to this fluid-type problem is then used to derive a processing plan for that review period. The next review of the system is conducted as soon as this processing plan is completed, which could be different from the next nominal review time instant because of the stochastic nature of the processing times. This is an example of a "discrete-review" policy. Maglaras (2000) proves the stability of a fairly broad range of discrete-review policies and establishes their fluid-scale asymptotic optimality. An important distinction is that Maglaras considers a steadystate problem, but proves performance guarantees of a transient nature. Our work, in contrast, considers a transient problem to begin with. Thus, when restricted to transient problems, it may be possible to use results of Maglaras (2000) to obtain asymptotically optimal schedules. (The scheme presented in Maglaras 2000 appears to use the fact that the effective arrival rate of each class is strictly positive, and so has to be modified suitably to address the jobshop problem without arrivals.) However, our approach has two distinct advantages: First, we provide an explicit rate of convergence to optimality; second, we solve the fluid relaxation once, and do not re-solve it at intermediate points in time.
An interesting recent development is the work of Queyranne and Sviridenko (1999) , in which they consider approximation algorithms for shop-scheduling problems with a minimal sum of job completion times objective. Their main result is the following: If there exists a polynomial-time algorithm for a class of multiprocessor job-shop problems that guarantees a makespan no larger than times the trivial lower bound (the so-called congestion-dilation bound), then they describe a polynomial-time algorithm for minimizing the weighted completion time that is within a factor of 8 of the optimum. (Their algorithm works for a generalization in which release dates are also given.) Their algorithm involves use of the approximation scheme for the makespan objective. Note that the polynomial-time approximation schemes for the makespan objective do not always satisfy the hypothesis of their statement: The work of Queyranne and Sviridenko (1999) requires a makespan guarantee that is within a factor of of a lower bound, not the optimal makespan itself. In fact, recent results of Hoogeveen et al. (1998) show that the job-shop problem with the objective of minimizing weighted completion time does not have a polynomial-time approximation scheme unless P = NP .
We conclude our description of related work by outlining the similarities and differences with the earlier work of Bertsimas and Sethuraman (2002) . In both papers, we solve a fluid relaxation of the underlying scheduling problem and use the solution to compute nominal start times for all the tasks. We can view the nominal start time of a particular task as its ideal start time. The nominal start times of the collection of tasks available for processing at a particular machine determine the task to be processed next; this is computed using the fluid-synchronization algorithm. The fluid-synchronization algorithm used here is similar to the one used in Bertsimas and Sethuraman (2002) , which considers the makespan objective but differs from it in one crucial aspect: For the makespan objective, scheduling a job to start earlier than its nominal start time causes no difficulty, but for the holding-cost objective, it is critical that no task be scheduled prior to its nominal start time. While this seems like an innocent change in retrospect, this observation is crucial in proving Theorem 1, a key ingredient in the proof of our main theorem (Theorem 6). A second crucial ingredient is dealing with nonintegral queue lengths. For the makespan objective, the fluid solution is trivial, has a constant control, and so can be dealt with relatively easily. For the holding-cost objective, the fluid solution typically has multiple pieces, with a (different) constant control in each piece. It is often the case that the values of the queue lengths at the intermediate points are fractional, which is allowed in the fluid relaxation but disallowed in our output schedule. Thus, another (technical) difficulty in dealing with such fluid solutions is that prior to applying a rounding heuristic, it is necessary to construct a fluid solution with integer breakpoints (see §3.3).
In addition to these technical differences, our paper makes a conceptual contribution. Typically, algorithms that solve (or approximately solve) makespan objectives, and algorithms that solve (or approximately solve) weighted completion-time objectives share very little in common. Thus, it is rare that an algorithm that addresses the makespan objective is useful at all (in whatever form) in solving the weighted completion-time version of the problem. Our paper provides precisely such an algorithm, which yields asymptotically optimal schedules for highmultiplicity job-shop problems.
Structure of the Paper
In §2, we formulate the problem and define our notation. In §3, we introduce the fluid relaxation. In §4, we describe an algorithm to discretize an optimal fluid solution for the holding-cost objective and show that it provides an asymptotically optimal schedule. In §5, we present computational results on a variety of job-shop instances from the OR library. Section 6 contains some concluding remarks.
PROBLEM FORMULATION AND NOTATION
In the job-shop scheduling problem there are J machines 1 2 J which process I different types of jobs. Each job type is specified by the sequence of machines to be processed on, and the processing time on each machine. In particular, jobs of type i i = 1 2 I are processed on machines
in that order, where 1 J i J max . The time to process a type i job on machine i k is denoted by p i k . Throughout, we assume that p i k are integers. We put P max = max i k p i k and max = max j j .
The jobs of type i that have been processed on machines
k , are queued at machine i k and are called "type i jobs in stage k" or "class i k " jobs. We will also think of each machine j as a collection of all type and stage pairs that it processes. Namely, for each j = 1 2 J ,
There are n i jobs for each type i initially present at their corresponding first stage. Let w i k be nonnegative integer holding-cost rates associated with i k jobs. Let n i k t be the number of i k jobs at machine i k at time t. Our objective is to find a scheduling policy that minimizes
We impose the following restrictions on the schedule. 1. The schedule must be nonpreemptive. That is, once a machine begins processing a stage of a job, it must complete that stage before doing anything else.
2. Each machine may work on at most one task at any given time.
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As mentioned earlier, we consider a sequence of jobshop problems for which the number of initial jobs of type i is i · N . Specifically, the sequence of job-shop problems we consider is indexed by N , which varies while all other quantities remain the same. In this paper, we construct a scheduling algorithm which is asymptotically optimal, as we let N → and treat i as nonnegative constants independent of N .
THE FLUID JOB-SHOP SCHEDULING PROBLEM

Problem Formulation and Properties
In this section, we describe a continuous relaxation of the job-shop scheduling problem. In a fluid job shop, there are J machines 1 2 J and I job types. Each job type is specified by the sequence of machines
J i on which it has to be processed; the processing time of a type i job on machine i k is a positive real number p i k . For convenience, we let i k = 1/p i k ; we can think of i k as the rate at which machine i k processes i k jobs. We refer to type i jobs which have been processed on machines
k , as jobs of class i k or i k jobs. We let x i k t be the number of jobs of class i k at time t. The number of type i jobs initially present, x i 1 0 , is also denoted by x i and can take arbitrary nonnegative values; we assume that x i k 0 = 0 for k > 1. In contrast to the discrete problem, the number of i k jobs at time t can assume arbitrary nonnegative real values; for that reason, we think of this as the fluid level of class i k at time t. Let T i k t be the total amount of time machine i k works on class i k jobs in the interval 0 t . We first present all of the constraints:
Constraints (1) and (2) capture the dynamics of the system. These equations merely state that the fluid level of class i k at time t is the initial fluid level plus the amount of fluid that has arrived from class i k − 1 by time t minus the amount of class i k fluid that has been processed by machine i k by time t. Constraints (4) reflect the fact that the fluid level of class i k and the amount of time allocated by machine i k to class i k are nonnegative. Constraint (3) is the capacity constraint for each machine-the total amount of time devoted to processing by machine j in an interval t 1 t 2 cannot exceed the length of the interval t 2 − t 1 . Our objective function for the fluid job shop is
The problem of whether a polynomial-time algorithm exists for the fluid-control problem is still open. However, based on several structural properties for this class of problems (see Anderson and Nash 1987) , Luo and Bertsimas (1999) , based on earlier work by Pullan (1993) , propose provably convergent discretization-based methods that are able to quickly solve large-scale instances in practice. The algorithm of Luo and Bertsimas (1999) is used in our computational study.
A key property of the fluid job-shop problem that we shall make use of extensively is stated as Proposition 1; its proof can be found in Anderson and Nash (1987) .
Proposition 1. There exists an optimal solution for the fluid job-shop scheduling problem such that x t is piecewise linear with a finite number of pieces.
Note that by Proposition 1 there is always an optimal fluid solution such that T i k t is piecewise linear and has a finite number of pieces. For this solution, we define
Because T i k t is piecewise linear, Equation (5) does not determine u i k t at the (finitely many) breakpoints; at each of these breakpoints, we set
Clearly, u i k t can be interpreted as the instantaneous fraction of effort allocated to class i k jobs by machine i k at time t. We shall find it convenient to work with u i k t instead of T i k t . The refore, Proposition 1 guarantees the existence of an optimal fluid solution with piecewise constant control. This property enables us to use repeatedly the machinery developed in Bertsimas and Sethuraman (2002) for the makespan objective to obtain asymptotically optimal schedules.
A Lower Bound
Let Z F N denote the cost of an optimal fluid solution when the number of initial jobs of type i is i · N ; similarly, let Z JS N denote the cost of the optimal solution to the corresponding discrete job-shop problem. We now establish a useful relationship between Z F N and Z JS N . Ideally we would like to establish that Z F N is a lower bound on the cost of an optimal job-shop schedule for the discrete network. While we have been unable to establish this result in general, we can prove the following theorem.
Proof. (a) This follows immediately from the formulation of the fluid relaxation. More formally, suppose we have a solution to the fluid relaxation for N = 1 (i.e., n i = i ). This solution consists of the "allocation" variables T 1 i k t , with the corresponding "queue-length" variables x 1 i k t . We can use these to find a solution to the fluid relaxation when n i = i · N as follows. We set
To prove this part, we "fluidize" the optimal solution to the job-shop problem. Consider any feasible schedule to the discrete job-shop problem. We can "convert" this schedule into a schedule for the fluid network by processing the job "continuously." This is illustrated in Figure 1 .
The feasibility of this schedule is immediate from the feasibility of the schedule for the discrete network. The extra cost incurred is
For the special case in which all of the weights for a particular job type are equal (i.e., w i k is independent of k), Z F is indeed a lower bound for Z JS . In the rest of this paper we drop the "N " and use Z F and Z JS instead; we emphasize, however, that both Z F and Z JS depend on N .
A Suboptimal Fluid Solution with Integral
Queue Lengths at the Breakpoints Proposition 1 establishes that a fluid optimal solution is characterized by piecewise-linear controls; i.e., the control is constant between successive breakpoints. Our overall strategy is to construct a near-optimal algorithm to the job-shop scheduling problem by rounding the optimal fluid solution. In this section we show that, starting with the optimal fluid solution, we can construct a piecewise-linear fluid solution with cost close to the optimal fluid cost and
such that the queue lengths at the breakpoints are integral. This is a property that is needed in the construction of our main rounding algorithm. 
The average holding cost of this solutionĉ during the time interval
Proof. Denote by u i k the service effort that the original fluid solution allocates to the class i k . It then follows that
The new linear fluid solution will be defined over the time interval 0 L , where
Specifically, we allocate effort v i k to the class i k over the interval 0 L , where
i k L We now show that v i k define a feasible linear fluid solution with the associated cost satisfying (6). We first show that
From the definition of J max and applying the inequality part of (7) we obtain v i k 0. Now fix an arbitrary station j . We have
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We now show that the solution ends with queue lengths in class i k equal to y i k . In fact, because the queue length of the class i 1 at time 0 is x i k + M by assumption, then the queue length at time L in class i 1 is
Similarly, for k = 2 3 J i , the queue length of the class i k at the end time L is
To finish the proof, we analyze the cost of the constructed solution. Note that for each class i k , k 2, the corresponding cost is the area of the trapezoid with height L and the lengths x i k y i k . The area is then equal to 1 2
I the corresponding cost is 1 2
the cost of the original solution corresponding to the class i k . We conclude that the total cost of the constructed solutionĉ satisfieŝ 
THE FLUID-SYNCHRONIZATION ALGORITHM FOR THE HOLDING-COST OBJECTIVE
In this section, we describe the fluid-synchronization algorithm under the holding-cost objective (FSA-HC), which discretizes an optimal fluid solution. The algorithm is based on a repeated application of a variation of the fluid-synchronization algorithm (FSA) (called the revised fluid-synchronization algorithm (RFSA)) introduced by Bertsimas and Sethuraman in (2002) . We describe the RFSA in detail in §4.1 and prove certain properties. Specifically, we show that for each piece of the optimal piecewise-linear fluid solution, the extra cost incurred by implementing the RFSA compared to the cost incurred by the fluid solution is O N . Our overall scheduling algorithm is then based on applying the RFSA for each individual piece and showing that the extra cost compared to the fluid cost is R · O N = O N , where R is the number of pieces in the fluid solution. Because the cost of the fluid solution is O N 2 , this would imply that the extra cost is of lower order. The rest of the section is organized as follows. We introduce the RFSA in §4.1. In §4.2, we introduce the FSA-HC, and in §4.3 we analyze its performance.
The Revised Fluid-Synchronization Algorithm
The RFSA is a variant of the FSA developed for the makespan objective in Bertsimas and Sethuraman (2002) . The FSA applies to any feasible fluid solution in which jobs are serviced at constant rate. However, there is one 804 / Bertsimas, Gamarnik, and Sethuraman important difficulty in using the FSA directly. For the holding-cost objective, processing a job "too soon" may be just as bad as processing a job "too late." For example, consider the nth i k job and suppose w i k w i k+1 . The operations of the FSA are governed by the discrete start time DS i k n and the nominal start time NS i k n the nth i k job (formal definitions are given below). Under the FSA, if DS i k n NS i k n , then this job is processed sooner than necessary at stage k, thereby reaching stage k + 1 substantially earlier and, therefore, accumulating holding costs at a much higher rate. This is in sharp contrast to the makespan objective, where there is no incentive for a machine to idle. We overcome this difficulty by modifying our definition of when a job becomes available. This variant of FSA is what we call the revised fluid-synchronization algorithm (RFSA). To introduce it, we adopt certain definitions from Bertsimas and Sethuraman (2002) .
Definitions. Note that machine j requires a certain processing time to process jobs that eventually come to it, which is
The quantity C j is called the congestion of machine j . We denote the maximum congestion by
In addition, for machine j , we let
Namely, U j is the workload of machine j when only one job per type is present, and P j is the maximum processing time at j . Finally, let
and
We also introduce: Discrete start time (DS i k n ). This is the start time of the nth i k job in the discrete network, i.e., the time at which the nth i k job is scheduled for processing in the (discrete) job shop, under the RFSA defined below.
Discrete completion time (DC i k n ). This is the completion time of the nth i k job in the discrete network. In particular,
Fluid start time (F S i k n ). This is the start time of the nth i k job in the fluid relaxation (for the makespan objective), and is given by
Fluid completion time (FC i k n ) . This is the completion time of the nth i k job in the fluid relaxation (for the makespan objective), and is given by
Nominal start time (NS i k n ). The nominal start time of the nth i k job is defined as follows:
Nominal completion time (NC i k n ). The nominal completion time of the nth i k job is defined as follows:
As a convention, we define DS i 0 n = DC i 0 n = 0, for all i n. Similarly, we define p i 0 = 0 for all i n.
Each job in the discrete network is assigned a status at each of its stages, which is one of not available, available, in progress, or departed. The status of the nth i k job at time t is
• Not available, if 0 t < max DC i k−1 n NS i k n .
• Available, if max DC i k−1 n NS i k n t < DS i k n .
•
Description of the RFSA. Scheduling decisions in the discrete network are made at well-defined scheduling epochs. Scheduling epochs for machine j are instants of time at which either some job completes service at j and there is at least one available job at j , or some job becomes available at an idle machine j . Suppose machine j has a scheduling epoch at time t. Among all the available jobs at machine j , the RFSA schedules the one with the smallest nominal start time. This scheduling decision, in turn, determines the nominal start time of this job at its next stage. The key difference between the FSA and the RFSA is thus in the definition of available jobs: Under the FSA, job n of class i k is declared as available at time DC i k−1 n , while under the RFSA it is declared available at max DC i k−1 n NS i k n . In other words, under the RFSA, no job is scheduled to start prior to its nominal start time. As in the case of the FSA, it is easy to see inductively that the RFSA is well defined.
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Elementary Results for the RFSA. The following theorems relate the fluid and discrete completion times of a job when the discrete schedule is computed using the RFSA. 
Proof. Equation (21) was proved in Bertsimas and Sethuraman (2002) under the FSA. A careful examination of the proof in Bertsimas and Sethuraman (2002) reveals that the same argument holds for the RFSA as well. Equation (22) follows by the definition of the RFSA as follows:
Algorithm FSA-HC
In this section, we provide a complete description of algorithm FSA-HC. Its main idea is as follows. Suppose the optimal fluid solution has R pieces. Following Lemma 2 and Proposition 2, we first construct a modified fluid solution with R pieces which has integral queue lengths at the breakpoints and has a cost which exceeds the optimal cost by at most O N . Note that the initial queue lengths of the modified solution are assumed to be n i + RJ max , i = 1 2 I, if the original initial queue length is n i . This means that we introduce for each class i additional RJ max virtual jobs.
Let T i denote the time at which piece i ends for this modified fluid solution (also the time at which piece i + 1 begins), and let T 0 = 0 be the time origin. Thus, piece i starts at time T i−1 and ends at time T i , for 1 i R. We discretize each piece separately using the RFSA described earlier in this section. Specifically, for each piece r = 1 2 R we formulate a makespan scheduling problem on a suitably defined input and apply the RFSA. In this way we obtain times T 0 = 0 T 1 T 2 T R such that the vector of queue lengths at T i in the discrete network is exactly the same as the vector of queue lengths at T i in the modified solution to the fluid relaxation. We then evaluate and compare the cost of each piece and show that the discretization error accumulated over all the R pieces is asymptotically negligible compared to the total fluid cost.
The following definitions will be needed in a formal description of the FSA-HC.
• We need an additional definition before we can describe the FSA-HC. In the makespan objective, the fluid solution is constant, and all of the jobs required to be processed are in their corresponding first stages. The latter property is true for the first piece in the holding-cost objective, but may be violated for the subsequent pieces. Moreover, in the makespan objective, the fluid solution starts with a number of class i k jobs and drives them to zero within a single piece in the solution. Hence, we need to enhance our definition of "job types." This naturally leads to the definition of auxiliary variables discussed next.
We define class i k l r jobs that represent those type i jobs that move from stage k to stage l during the rth piece of the fluid relaxation. Let z r ikl be the number of such jobs. For convenience, we define z r ikk to be the number of type i jobs that remain at stage k during piece r. We also define class i k E r jobs that represent those type i jobs that start at stage k, but depart from the network during the rth piece of the fluid relaxation. Let z r ikE be the number of such jobs. We next illustrate the computation of z r ikl in an example, to motivate a formal algorithm to compute these quantities that follow next.
Consider the following example (see Figure 2 ): There are four machines and two types of jobs. Type 1 jobs require service at machines 1, 2, 3, and 4 in that order; Type 2 jobs require service at machines 4, 3, 2, and 1 in that order. The processing requirements and the holding-cost rates at the various stages for each job type are shown in Table 1 . Suppose we have 250 jobs of Type 1 and 500 jobs of Type 2 initially. The fluid solution shown in Table 2 , while not optimal, has objective function value close to the optimal fluid cost. Moreover, the vector of queue lengths at the end points of each piece is integral. The auxiliary variables associated with this fluid solution are shown in Table 3 . In Figure 2 .
A four-station network.
Type 1 Type 2 Table 3 , the entry E refers to the external environment: This just indicates that the corresponding jobs leave the network. The auxiliary variables define the requirements for each piece and capture exactly the dynamics of the rth piece of the fluid solution. The algorithm to compute the auxiliary variables proceeds as follows. It will be useful to define some quantities in describing the algorithm. The outflow of class i k in piece r, outflow i k r , is the number of type i jobs that were in stage k at A formal description of the algorithm to compute the auxiliary variables z r ikl using the vector of fluid queue lengths at time T r−1 and T r is shown in Figure 3 . The discretization algorithm for the holding-cost objective can thus be described as follows:
Fluid Synchronization Algorithm for Holding Costs (FSA-HC)
Step 1. Solve the fluid-control problem, and obtain the optimal fluid relaxation. This can be accomplished by applying the algorithm of Luo and Bertsimas (1999) . The optimal fluid relaxation has R pieces, and breakpoints 0 T 1 T R and the corresponding lengths of the pieces are
Step 2. Following Proposition 2 and starting with the optimal fluid solution, construct a new piecewise-linear fluid solution with R pieces, such that the queue lengths at the breakpoints are integral.
Step 3. For r = 1 2 R: (a) Define new class i k l r jobs defined to be jobs of type i that move from stage k to stage l during the rth piece, and new class ikE r jobs defined to be jobs of type i that start at stage k but depart from the network during the rth piece. We note that the jobs in the discretized solution may no longer be processed in FCFS order. To see this, consider Table 2 .
A near-optimal fluid solution. ik l for some k, k such that k < k < l. In this case, in our interpretation of the fluid solution, type i k l r jobs are processed at a much faster rate than the type i k l r jobs, and so it is possible for some job at stage k to reach the destination l prior to some job at stage k .
Analysis of the FSA-HC
In this section, we calculate the cost of the discrete schedule the FSA-HC produces and compare it to that of the fluid relaxation. Our analysis proceeds on a job-by-job basis. The outline of the analysis is as follows.
1. We focus on i k l r jobs in the rth piece, and we evaluate the cost of these jobs in the discrete network and in the fluid relaxation.
2. We find an expression for an upper bound on the difference between the cost accumulated in rth piece and the corresponding cost of the fluid solution in the same piece.
3. We show that the total error, summed over all pieces, is asymptotically negligible compared to the cost of the fluid solution. 
Summing Equation (25) over all possible job types, we obtain Equation (24).
We now evaluate the cost of type i jobs in the discretized solution corresponding to piece r. For convenience, we shift the origin so that T r−1 = 0, and so T r = L r .
Lemma 5. The cost of the rth piece in the discrete network is at most
where
Proof. The cost of the rth piece in the discrete network can be computed as follows. We focus on jobs of type i k l r , such that z r ikl > 0. Otherwise, the cost contribution of the type i k l r is zero. For convenience, we renumber these jobs, if necessary, so that the jobs of type 
We next evaluate each of the three terms in Equation (28) separately. First, consider the last term in Equation (28). Using Equation (21) for type i k l r jobs, we conclude that
for k p l. Also, by definition, for any p such that k p l,
Combining Equations (29) and (30), we obtain
From Equation (22), we obtain
Using Equations (31) and (32), we obtain
We next consider the second term of Equation (28). From Theorem 9 in Bertsimas and Sethuraman (2002) , we know that the discretization of the rth piece finishes at time L r , such that
Using Equations (33) and (32), we obtain
Finally, we consider the first term of Equation (28). Using Equation (31), we obtain 
The cost of type i k l r jobs in the rth piece in the discrete network is obtained by adding Equations (33)-(35), which yields Equation (27).
We are now ready to prove that the FSA-HC yields an asymptotically optimal schedule. 
In particular,
and thus
as N → Proof. Let Z F N be the cost of the optimal fluid solution. Let Z F N be the cost of the modified fluid solution after applying the construction of Proposition 2.
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From Equations (24) and (26), we have
From the proof of part (a) of Theorem 1 and from Proposition 2, the terms z r ikl and L r all vary linearly with N . Thus,
for some (large enough) constant A. Thus,
from which (38) follows. Table 4 . Performance of the FSA-HC on job-shop instances in the OR-library. Remark. We note that any algorithm that uses the fluid relaxation will incur O N error in the worst case. For example, consider a single machine with N jobs, with w i = 1. The cost of an optimal discrete schedule is N N + 1 /2, but the optimal fluid cost is N 2 /2.
COMPUTATIONAL RESULTS
In this section, we report computational results for the objective of minimizing weighted completion times. This is the special case of the holding-cost objective in which the weights are all 1; i.e., w i k = 1 for all i, k. For our computational study, we chose a subset of 20 instances from the OR library (http://mscmga.ms.ic.ac.uk/info.html); the results shown on these instances are representative of the results obtained for our algorithm in general. The results reported in Table 4 are for these 20 benchmarks. The number of machines ranged from 5 to 20, and the number of job types ranged from 5 to 50. All execution times were under two minutes on a SUN workstation. The first set of results aim to illustrate experimentally the effect of asymptotic optimality. The second set of results compares the proposed algorithm and several commonly used heuristic methods.
Asymptotic Optimality
For each benchmark, we assume that each job type has N jobs in their first stage, and we report results for N = 1, N = 2, N = 5, N = 10, N = 100, and N = 500. The lower bound based on the fluid relaxation, Z F 1 , is shown in the second column, and is valid for N = 1; the lower bound for N = n is n 2 Z F 1 . The subsequent columns report the 810 / Bertsimas, Gamarnik, and Sethuraman value of the relative error,
(The results in terms of a more familiar measure-the ratio of the cost of the heuristic schedule and the optimal schedule-are obtained by adding one to the relative error.) From the results reported in Table 4 , we observe that the relative error does converge to zero as N increases, as predicted by Theorem 6. The relative error is of the order of 100% for N = 10, 40% for N = 100, and 1% for N = 500. Compared with the asymptotics for the makespan objective reported in Bertsimas and Sethuraman (2002) for the same problems, we observe that for the makespan objective the corresponding errors are about 10% for N = 10, 1% for N = 100, 0.05% for N = 500; i.e., we need perhaps an order of magnitude of more jobs in the system to obtain the same accuracy. The relative error is O 1/N , but the hidden constant is much higher for the holding-cost objective compared to makespan. This is not too surprising, as the number of pieces R will enter in the constant. Note also that the relative error reported here is the error incurred by the algorithm FSA-HC with respect to the fluid lower bound; the performance of the FSA-HC compared to the true value will be at least as good, usually better.
Comparison with Other Heuristic Methods
We next present results comparing the relative errors of the algorithm FSA-HC with those of several simple heuristic methods. The results are reported for exactly the same benchmarks. Each heuristic method is employed in a nonpreemptive manner and essentially identifies the task to be executed next by a machine whenever that machine needs to make a scheduling decision. (In the queueing literature, these are also referred to as "priority rules" or "priority policies.") We tested eight common heuristic methods, listed below. We chose these heuristic methods primarily because they are easy to implement and have roughly the same implemenation complexity as our algorithm (FSA-HC).
(Strictly speaking, we need to solve the fluid relaxation once to implement FSA-HC; the complexity of solving the fluid relaxation exactly is still open. However, the fluid relaxation does not have to be re-solved for various values of N , so we ignore this cost.)
Tables 5 through 8 display the relative errors of FSA-HC and those of the eight heuristic methods for various values of N . For N = 500, the fluid-based algorithm emerges as a clear winner; but for smaller values of N , there is no clear winner. For N = 1, FSA-HC yields the best result for the six benchmarks abz5, abz6, ft10, orb01, orb03, and orb05; among the remaining benchmarks, SRPT gives the best results for 8, LBFS for 3, SPT for 2, and STT for 1. For the next-higher value of N = 10, the SRPT heuristic emerges as a clear winner in all but three benchmarks (la02, la03, and la05). Even for these benchmarks, SRPT performs very competitively. While the quality of the schedule found by FSA-HC is not poor, it is still far from the performance of many of these heuristic methods. One reason for this behavior is that the number of jobs in the system is not large enough to offset the "idleness" introduced in the system as a result of discretizing each piece separately. For N = 100, the fluid-based algorithm begins to perform competitively with the best heuristic for many benchmarks; still, the performance of SRPT is impressive here. As mentioned earlier, for N = 500, the fluid-based algorithm outperforms all of the tested heuristic methods by a substantial margin. In this case (and hence for larger values of N as well), the artificial idleness introduced by discretizing each piece separately, and the costs associated with it, are negligible in relation to the optimal fluid cost itself. As expected, the relative error of FSA-HC decreases with N and appears to converge to zero reasonably quickly.
It is also interesting to observe that the performance of the eight heuristic methods stabilizes fairly quickly. The best heuristic method among the chosen eight methods for any given benchmark is the same, whether N = 100 or N = 500. Specifically, SRPT is the best heuristic method for the benchmarks abz5, ft20, la01, la04, la10, la13, la19, and orb01; SPT is the best heuristic method for the benchmarks abz6, ft06, la03, la06, la11, la15, and orb05; STT is the best heuristic method for ft10, la02, and orb03; and LBFS is the best heuristic method for the benchmarks la05 and la17. This trend continues for larger values of N , and more interestingly, the relative errors for larger N are virtually unchanged. The relative errors of the best heuristic method for each benchmark for N = 5 000 and Table 5 .
Comparison of the FSA-HC with simple dispatch rules N = 1 . N = 10 000 are displayed in Table 9 . We suspect that the reason for convergence of relative errors to limiting nonzero values lies in the fluid limit corresponding to a particular heuristic under consideration. Specifically, we conjecture that the limiting relative error is the ratio of the cost corresponding to the fluid limit of the heuristic scheduling rule divided by the optimal cost over all fluid limits (which is asymptotically achieved by our proposed FSA-HC policy). Proving this conjecture falls outside the scope of this paper. Table 6 .
Comparison of the FSA-HC with simple dispatch rules N = 10 . Overall, it appears that even though these heuristic methods perform well for small to moderate values of N , they do not scale well. In particular, on these benchmarks they do not appear to yield asymptotically optimal schedules, as the relative error appears to stabilize at a value that is strictly positive.
These computations highlight the strengths and weaknesses of the FSA-HC that we summarize below:
1. For problems of low to moderate multiplicity (N = 1 − 100), the relative errors of the heuristic methods Table 7 .
Comparison of the FSA-HC with simple dispatch rules N = 100 . are comparable to those of the proposed algorithm, and the best of the heuristic methods performs overall better than the proposed method.
2. For problems of moderate to high multiplicity (N = 100 − 500), the proposed algorithm outperforms the other methods.
3. For problems of very high multiplicity (N = 5 000 10 000), the overperformance becomes more dramatic, as the relative error of the best of the heuristic methods stabilizes to a strictly positive value, whereas the Table 8 .
Comparison of the FSA-HC with simple dispatch rules N = 500 . proposed algorithm is asymptotically optimal (i.e., the relative error tends to zero). Overall, for relatively large job-shop problems, the relative error of the schedule computed by FSA-HC is quite small. Given the high-quality solutions the algorithm finds, and given that the running time of the algorithm is linear in the number of jobs present, the FSA-HC represents, in our opinion, a simple and practical method for solving job-shop scheduling problems of moderate to high multiplicity.
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CONCLUSIONS
The major insights from our analysis are: 1. Given that the fluid relaxation ignores all the combinatorial details of the problem, our results imply that as the number of jobs increases, the combinatorial structure of the problem is increasingly less important, and, as a result, a fluid approximation of the problem that only takes into account the dynamic character of the problem becomes increasingly exact.
2. The FSA-HC is attractive from a practical perspective. First, it is simple to implement and it is fast. Second, its performance on the 20 problems in the OR-library shows that it leads to high-quality solutions for problems of moderate to high multiplicity, outperforming commonly used heuristic rules. Given that high-multiplicity problems are often solved in practice, especially in a manufacturing environment, the FSA-HC should be an attractive algorithm in such settings.
