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Abstract. In this paper, the development of a mathematical method is presented to
explore spatially non-uniform phases with no long-range order in mathematical models
of first order phase transitions. We use essential results regarding the concentration
of measure phenomenon to re-formulate partial differential equations for probability
measures, which extends the concept of analytical solutions to random fields. A
stochastic solution of an equation is such a non-singular probability measure, according
to which the random variable is almost surely a solution to the equation. The general
concept is applied for continuum theories, where the concept of symmetry breaking is
extended to probability measures. The concept is practicable and predictive for non-
local continuum mean-field theories of first order phase transitions. The results suggest
that symmetry breaking must be present in stochastic stationary points of the energy
on the level of the probability measure. This is in agreement with the observation that
amorphous solid structures preserve local ordering.
Keywords: applied mathematics, concentration of measure, spontaneous symmetry
breaking, first order phase transitions, amorphous materials, structural glasses
1. Introduction
Prior to the discovery of topological phase transitions, symmetry breaking was the
major concept of classifying transition processes between phases of matter. From
the mathematical point of view, describing symmetry breaking transitions in physical
systems often manifests in finding bifurcation points in the parameter space of partial
differential equations (PDE) in the corresponding mathematical model. The general
experience is that first order phase transitions are accompanied by symmetry breaking,
and in many systems multiple symmetry-breaking phases exist. The one with the
minimal energy gives the ground state, while others are metastable phases (i.e., local
energy minima). Classifying physical phases in the spirit of symmetry breaking is
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Figure 1. Two-dimensional cross section of three-dimensional symmetry breaking
numerical solutions of the equation [(1 + ∇2)2 − ]φ + (3 ϕ¯)φ2 + φ3 = µ for
zero spatial average at ϕ¯ = −0.25 and  = 0.01875. Besides the continuous
symmetry preserving solution φ0(r) = 0, symmetry breaking solutions with body-
centred cubic (bcc) symmetry (on the left) and with no long-range order (on
the right) also emerge. The solutions represent minima of the functional F =∫
d3x
{
1
2φ[(1 +∇2)2 − ]φ+ ϕ¯ φ3 + 14φ4
}
for the condition
∫
d3xφ = 0. While the
bcc symmetric solution represents the absolute minimum of the energy functional, the
solution displaying no long range order has a slightly higher energy and therefore it
corresponds to a local energy minimum.
robust and convenient as long as we only consider ”well-behaved” solutions, such as
homogeneous, crystal lattice symmetric, etc. Nevertheless, experiments [1, 2, 3, 4, 5]
and computer simulations [6] have provided firm evidence that spatially non-uniform
metastable phases with no long-range order (called amorphous solid phase henceforth)
can form in first-order phase transitions. In continuum pattern formation models such
a phase consists of (infinitely) many different “random” configurations represented
by smooth random fields (see Figure 1). The energy density distribution of the
configurations show a sharpening distribution with size with converging expectation
value [7]. Since these solutions are neither disordered (homogeneous) nor ordered
(crystalline) in the usual sense, and it is hard to decide what symmetry of is broken here.
If one said that all the symmetries are broken, then the question would arise: Why does
the crystalline phase have the lowest energy? The consistent inclusion of these solutions
in the framework of symmetry breaking is therefore non-trivial. To further complicate
the situation, the question of the existence of non-crystalline solid phases forming in
first order phase transitions is inseparable from one of the most controversial topic in
physical research, the glass transition theory.
The main obstacle towards a theoretical understanding of the fundamental nature
of non-uniform structures with no long range order (such as amorphous materials or
structural glasses) and transition phenomena involving them is that there exist no
mathematical tools even to confirm or disprove their existence in mathematical models
[8]. In the lack of such mathematical tool, the standard method of describing disordered
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(a) ω[x] f(~α) := 〈ω[x]〉 〈δω[X]〉 ≈ 0dµ(~α, x) ∂f/∂αi = 0
(b) δω[x] = 0 P (δω[X] = 0) = 1 δω[X] = 0
dµ(C, x) D(C) = 0
Figure 2. Schematic representation of the (a) traditional and (b) the proposed
method of describing stochastic extrema of the energy density ω[x] of the system.
In route (a), the energy density is simplified by calculating its expectation value for
a probability measure characterised by a few scalar parameters ~α. Consequently, the
stationary points of f(~α) do not necessarily coincide with the stationary points of
ω[x], and therefore the energy extremum equation is satisfied only approximately
even in the expectation value sense. In contrast, route (b) start from the energy
extremum equation, and requires that any random state (represented by X) generated
according to a parametric measure dµ(C, x) must be the solution of the equation. If
such parameters C exist (where C is a solution of the equation D(C) = 0 emerging
from the condition), dµ(C, x) provides an infinite set of exact solutions to the energy
extremum equation. The equation D(C) = 0 can be a differential equation for a the
spatial correlation function C(r) of a smooth random field, for instance.
phases analytically is to reduce the complexity of the model by parametrising the domain
(usually a function space) by using a probability measure characterised by a few scalar
parameters [9]. The expectation value of the energy density then depends on only these
parameters, and therefore its stationary points can be easily found (either analytically
or numerically). To confirm the assumptions and the approximations made in reducing
the complexity of the original energy density surface, the results are usually compared to
the results of numerical simulations providing individual energy minima of the original
model. The concept of reducing the complexity of the model on the level of the free
energy functional is summarised in Figure 2(a). The main issue with this approach is
that the stationary points of the reduced model are not expected to coincide with the
stationary points of the original energy density. In fact, the original energy extremum
equation is expected to be satisfied only approximately even in the expectation value
sense, simply because expectation value and extremum calculation are not commutable.
Observations indicate that the deviation between the reduced and the original model
may become significant in the physically interesting regime of the parameter space [10].
To overcome the problem emerging from the artificial restriction of the domain, here
we present a mathematical method, which extends the domain of possible analytical
solutions to probability measures, thus providing a tool to study stochastic stationary
points of the free energy density. The central idea of the concept is the following. Since
physical phases represent stationary points of the free energy density of the system,
the configurations forming the amorphous solid phase must be analytical solutions to
the energy extremum equation (providing the stationary points of the relevant energy
density of the system). Finding an infinite set of “random” solutions to an equation
is equivalent to finding a non-singular probability measure dµ(x) on the domain S
so that the probability that the random variable X ∈ S (usually a function or a
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vector) represents a solution to the equation is unity. If such measure exists, the
free energy density is said to have a stochastic stationary point, which represents an
amorphous solid phase. The concept is summarised in Figure 2(b). The rest of the
paper is structured as follows. In Section 2 we present the general mathematical
framework of extending the concept of analytical solution to probability measures.
To demonstrate the legitimacy of the idea, an analogy is drawn with the well-known
result in statistical physics that the statistical physical ensembles converge in the
thermodynamic limit. In Section 3 we apply the general concept to find periodic
random field solutions to time-independent partial differential equations. Since we
search for symmetry breaking solutions, the consequences of the symmetry properties of
differential equations on the solution is extended to probability measures. In Section 4
we investigate whether there exist symmetry-preserving stochastic extrema in non-local
mean-field theories with quartic non-linearity. We show that -under certain restrictions
- the measure equation is a partial differential equation for the correlation function of
a coloured Gaussian random field. For the Swift-Hohenberg operator the equation has
an asymptotically vanishing solution in the orders of a small parameter, thus suggesting
that the continuous symmetries of the energy functional also must break in stochastic
stationary points. Although finding a symmetry breaking stochastic solution is beyond
the scope of the present work, we demonstrate that the free energy density and the
stability properties of the approximating symmetry-preserving stochastic solution are
calculable, thus demonstrating the practicability of the developed mathematical method.
The results are summarised in Section 5.
2. The mathematical framework
2.1. Probability Null Measure of operators
Let x ∈ S represent the physical state of the system, where S is the set of the
possible states. Let Oˆ : S → S an operator on the set, and let Oˆ[x] = 0 the energy
extremum equation, where 0 is the additive identity in S. Let  be the null set of
Oˆ:  := {x ∈ S ; Oˆ[x] = 0}, i.e.,  is the set of solutions to the equation Oˆ[x] = 0.
Assuming that (S,Σ, µ) measure space exists, where Σ is a σ-algebra of S and µ is a
probability measure, µ is called a probability null measure of Oˆ if and only if µ() = 1
(and therefore µ(S \) = 0). Using the measure theoretical interpretation of probability,
and denoting probability by P, µ() = 1 is equivalent to P(X ∈ ) = 1, meaning that
the probability that the random variable X ∈ S is a solution to the equation Oˆ[x] = 0
is unity:
P(Oˆ[X] = 0) = 1 , (1)
which emerges from the equivalence of x ∈  and Oˆ[x] = 0. Consequently, Eq. (1)
expresses that the random variable chosen from S according to µ is almost surely a
solution to the equation Oˆ[x] = 0. Furthermore, if µ is non-singular in at least one
dimension of the representation of the elements of S, µ is called a stochastic solution
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to the equation Oˆ[x] = 0, since in this case the generation of the random variable X
includes randomness. Here we note that if µ was concentrated on known solutions to
the equation Oˆ[x] = 0 obtained by traditional equation solving techniques, stochastic
solutions would be completely eliminated. These are the trivial solutions of Eq. (1) for
µ. In contrast, our question here is whether there exists such a non-singular µ to a given
Oˆ on a given S, which generates an infinite set of random solutions (such as a spatially
correlated random field in case of a regular partial differential equation) to the equation
Oˆ[x] = 0 . If yes, these sets represent phases of matter with no long range spatial order.
To apply Eq. (1), a practical form of this abstract equation must be given. Let
now ||x||22 be the square of the 2-norm (up to a constant factor) on a representation of
x ∈ S. Since ||x||22 ≥ 0 and ||x||22 = 0 if and only if x = 0, requiring
〈||Oˆ[X]||22〉 = 0 (2)
(where 〈.〉 stands for the expectation value) implies Eq. (1) for the following reason.
〈||Oˆ[X]||22〉 =
∫
S
dµ(x){||Oˆ[x]||22} = 0 means that ||Oˆ[x]||22 = 0 “almost everywhere”,
or, in other words, µ(χ) = 0, where χ := {x ∈ S ; ||Oˆ[x]||22 6= 0}. The equiva-
lence ||y||22 = 0 ⇔ y = 0 (or ||y||22 6= 0 ⇔ y 6= 0) yields χ ≡ S \ , and therefore
µ(χ) = µ(S \ ) = 0, thus implying µ() = 1, which is equivalent to Eq. (1). We note
that Eq. (2) is more practical than Eq. (1), since it contains the moments 〈Xi〉, 〈XiXj〉,
〈XiXjXk〉, where Xl stands for an element of X in a particular representation.
Comment: The measure theoretical meaning of the term “almost surely” is µ(S \ ) = 0,
which is equivalent to P(X ∈ S \ ) = 0, i.e., the probability that X is not a solution
to the equation Oˆ[x] = 0 is 0, and therefore it is an impossible event. We note here
that the probability density function (if it exists) is not necessarily zero for impossible
events. As a trivial example, one may consider the standard normal distribution on
R. Even if p(x) 6= 0 for x ∈ Z, the probability that the random variable X takes an
integer value is zero. This is obvious from the following discretisation of the continuous
distribution. Let the probability mass function be Pn(xk) := (2
n
√
2 pi)−1 exp(−x2k/2),
where xk = k/2
n, k ∈ Z and n ∈ N ∪ {0}. The probability that Xn is integer
reads: P(Xn ∈ Z) =
[∑∞
k=−∞ Pn(k)
]
/
[∑∞
k=−∞ Pn(k/2
n)
]
= 1/2n. This indicates
limn→∞ P(Xn ∈ Z) = 0, even though p(x) = limn→∞ 2nPn(x) = (
√
2 pi)−1 exp(−x2/2) is
non-zero for x ∈ Z. The result emerges from the fact that the density of Z in R is 0.
2.2. Equivalence of statistical physical ensembles in the thermodynamic limit
Before applying Eq. (2) to specific models, first we need to address the mathematical
adequacy of Eq. (1). For a non-singular measure for which Eq. (1) holds, the
operator Oˆ transforms “true” random states into 0. This phenomenon is known in
mathematics as the limit case of the Concentration of Measure Phenomenon (CMP)
[11, 12, 13, 14], the generalisation of the Central Limit Theorem. Roughly speaking,
the CMP states that a Lipshitz-continuous function of a large number of independent
random variables is nearly constant if the function is balanced, i.e., does not depend “too
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much” on any of the variables. The mathematical formulation of the concept is done via
“concentration inequalities”. Without loss of generality, the essence of these inequalities
can be summarised as: P
(|f(X)− f¯ | ≥ λ) ≤ C exp(−αNλp) (where C > 0 and p > 0),
i.e., the probability that the random variable Y := f(X) (where X denotes N random
variables) is outside of the λ vicinity of a suitable median (usually the expectation value)
f¯ decays exponentially with λ, while αN is a positive and strictly increasing function
of N . If limN→∞ αN → ∞, then limN→∞ P(|f(X) − f¯ | > λ) = 0 for any λ > 0,
and therefore P
(
f(X) = f¯
)
= 1, i.e., the random variable Y = f(X) becomes “almost
surely” constant in this limit. (Since X is a random vector in the infinite dimensional
Euclidean space, which is measurable in the probability sense, the N → ∞ limit can
be taken.) This result means that any balanced and Lipshitz continuous function of
infinitely many independent random variables is constant.
Based on the above argumentation, it is reasonable to ask whether Eq. (1) holds for
non-singular probability measures. We note, however, that our problem is the inverse
problem, i.e., a measure is to be found to a given function of the random variables.
Due to the presence of physical interactions the function is usually not a Lipshitz func-
tion of the variables. Consequently, there is no guarantee that such a measure exist
or that it is a product measure. Nevertheless, an example where the solution exists is
the ”equivalence of statistical physical ensembles in the thermodynamic limit” [15, 16].
In particular, the relative amplitude of energy fluctuations vanish for an infinitely large
system (with constant density), i.e., limN→∞〈[E(X)/E¯−1]2〉 = 0 for the Gibbs measure,
the energy density e := E/V is unique: P (e(X) = e¯) = 1, and therefore the canonical
ensemble converges to the microcanonical one in the thermodynamic limit. Summariz-
ing, it seems that Eq. (1) may apply to non-singular measures if the representations of
S are (at least) countable infinitely many dimensional.
Comment: In the above example the function is balanced (the Hamiltonian is
invariant under the permutation of particles), however, only locally Lipshitz continuous
in the kinetic energy, and might not be Lipshitz continuous in the pair potential
(singularities may occur at equal particle positions). Nevertheless, there exists a measure
to the Hamiltonian, which is fully concentrated for N → ∞ (for N/V constant), even
though the Gibbs measure is not a product measure in the potential energy in general
(i.e., the positions are not independent random variables, which directly emerges from
the presence of particle interactions). It is important to see that the lack of Lipschitz
continuity does not necessarily indicate the non-existence of a measure for which the
function is concentrated. In the present example, there exists a non-product probability
measure to a non-Lipschitz continuous function, for which the function is concentrated.
Spatially non-uniform phases of matter with no long-range order 7
3. Application: amorphous solid phases in continuum theories
3.1. Fourier representation of PDE’s
Let the equation Oˆ[φ] = 0 be a time-independent Partial Differential Equation (e.g. an
energy extremum equation), where φ(r) ∈ R is a scalar field in d spatial dimensions.
To investigate the possible stochastic solutions of the equation, in the spirit of Eq. (2)
first we need to define a measurable set of functions S with a norm. Let now S be the
set of those zero-average box periodic functions in d spatial dimensions, for which the
Fourier coefficients exist. The wave numbers are discrete and read: k = (2 pi/L) n 6= 0,
where L is the period and n ∈ Zd, and any element of S can be represented by
the set of its Fourier coefficients. Since Zd \ {0} is a countable set, the Fourier
coefficients can be listed: Φ := {φk1 , φk2 , . . .}, where ki 6= 0. In addition, φkj = φ∗ki
for kj + ki = 0 [Hermitian symmetry due to φ(r) ∈ R], and therefore the list can
be re-arranged as {φk1 , φ−k1 , φk2 , φ−k2 , . . .} = {φk1 , φ∗k1 , φk2 , φ∗k2 , . . .}, which contains
redundant information. Keeping only the real part (αki) of φki and minus the imaginary
part (βki) of φ
∗
ki
results in ζ := {αk1 , βk1 , αk2 , βk2 , . . .}, where all wave numbers are
substantially different (defined by ki 6= ±kj for i 6= j). Since ζ is a representation of the
countable infinite dimensional Euclidean space, which is measurable in the probability
sense, S is measurable in the probability sense. In addition, since the representation
of S is infinite dimensional, non-singular measures may satisfy Eq. (1). Requiring
Oˆ : S → S, the Fourier representation of the operator is a complex vector-vector
function Ψ := F(Φ), where Ψ = {ψk1 , ψk2 , ψk3 , . . .} is the ordered list of the the Fourier
coefficients of ψ(r) := Oˆ[φ(r)], which then defines F. The Fourier representation of the
original PDE reads:
F(Φ) = 0 . (3)
A suitable norm on S can be defined as ||φ||22 := 12Ld
∫
ΩL
ddx{φ2(r)} (where ΩL is an
arbitrary period in Rd), which is equivalent to ||Φ||22 :=
∑∞
i=1 φ
∗
ki
φki =
∑∞
i=1(α
2
ki
+ β2ki)
in the Fourier representation. Finally, requiring
〈F ∗i (Φ)Fi(Φ)〉 = 0 (4)
(where i ∈ N) implies 〈||Oˆ[φ]||22〉 = 〈||F(Φ)||22〉 =
∑∞
i=1〈F ∗i (Φ)Fi(Φ)〉 = 0. Consequently,
if the probability measure dµ(Φ) satisfies Eq. (4), it is a solution to Eq. (2) and
therefore to Eq. (1) too. For the sake of simplicity, in the rest of the paper we use the
representation Φ := {φk1 , φk2 , . . .}, where all wave numbers are substantially different,
i.e., kj 6= ±ki for i 6= j. This is equivalent to eliminating the redundant information
emerging from the Hermitian symmetry φ−k ≡ φ∗k.
3.2. Symmetry preserving measures
In the framework of the present study we investigate the existence of such solution(s)
of Eq. (4) which preserves the symmetry properties of F(Φ) = 0 in the following
sense. Let dµ(Φ) is a solution to Eq. (4). If Eq. (4) is formally invariant for the
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symmetry operation Φ→ Tˆ [Φ], then - analogously to algebraic and differential equations
- dµ′(Φ) := dµ(Tˆ [Φ]) is also a solution of Eq. (4). A symmetry preserving solution is
defined as dµ(Φ) = dµ(Tˆ [Φ]), i.e., the solution itself is also invariant for the symmetry
operation. If Oˆ[φ] = 0 has continuous translation symmetry in real space, for instance,
the invariance of the measure for this symmetry operation is that P[Φ = φ(r + d)] is
constant for any d ∈ Rd, i.e., the measure is also invariant for the continuous shift of the
so-ordinate system. The same can be applied to rotation and mirror symmetries. We
need to mention that requiring these symmetries for dµ(Φ) is not necessary: analogously
to symmetry breaking regular solutions of the original PDE, symmetry breaking might
be present in stochastic solutions on the level of dµ(Φ). Nevertheless, in the present
study we only demonstrate the practicability of the mathematical concept, and therefore
we only consider symmetry preserving stochastic solutions, which is the stochastic
analogous of the homogeneous phase.
Let now Oˆ be isotropic and translation invariant. Since Oˆ[φ] = 0 is invariant for
r → r + d for any d ∈ Rd, and the symmetry operation manifests as φk → eık·d φk in
the Fourier space, the invariance prescribes
p
ks1 ,ks2 ,...,ksn
n (φ˜1, φ˜2, . . . , φ˜n) = p
ks1 ,ks2 ,...,ksn
n (φ1, φ2, . . . , φn) (5)
for the n-point marginal probability density function (p.d.f.) to an arbitrary set of dif-
ferent wave numbers {ks1 ,ks2 , . . . ,ksn}, where φ˜i = eıksi ·dφi with d ∈ Rd also arbitrary.
Eq. (5) indicates that the relevant variables of the marginal p.d.f.’s are the rotation
invariant amplitude squares A2ki := φ
∗
ki
φki , since A˜
2
ki
≡ A2ki for any i ∈ N and d ∈ Rd.
For pk1 (φ) it prescribes rotational symmetric bivariate p.d.f. in the real and imaginary
components of φ. This means that the amplitude and the phase of φ are independent,
and the phase follows uniform distribution [17]. Furthermore, Maxwell’s Theorem states
that the only solution for pki1 (φ) where the real and imaginary components are indepen-
dent is the Gaussian distribution. To further restrict the measure, we use the mirror
and rotation symmetries of the PDE. With periodic boundary conditions, the PDE is
invariant for any rotation that transforms the Fourier space into itself. Combining this
with d-dimensional mirror symmetry results in that the n-point marginal distributions
are permutation invariant in arguments for which the wave numbers have equal length.
This means that the pki1 (φ) = g|ki|(A
2) (where A2 = φ∗φ), i.e., the distribution depends
only the wave number magnitude.
Comment: The concept of investigating the effect of symmetries of algebraic or
differential equations on the structure of the solutions can be extended to Eq. (4)
as follows. Let dµ(Φ) be a solution of Eq. (4), i.e.,
∫
S
dµ(φ) |Fi(φ)|2 = 0, where
|Fi(φ)|2 := F ∗i (φ)Fi(φ). If |Fi(φ)|2 is invariant for φ→ Tˆ [φ], where the determinant of
the Jacobian (denoted by |J |) of the transformation φ˜ := Tˆ [φ] is unity, and Tˆ : S → S,
dµ˜(φ) := dµ(Tˆ [φ]) is also a solution of Eq. (4), since∫
S
dµ(Tˆ [φ]) |Fi(φ)|2 =
∫
S˜
dµ(φ˜) {|J | |Fi(Tˆ−1[φ˜])|2} =
∫
S
dµ(φ˜) |Fi(φ˜)|2 = 0 .
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Analogously to the algebraic and differential cases, the result doesn’t necessarily indicate
that symmetry properties are directly inherited by the solution, only indicates constraints
on the structure of the solutions.
4. Example: Non-local mean-field theories with quartic non-linearity
4.1. An exact result
In the classical continuum mean-field theories of first order phase transitions with quartic
non-linearity, the dimensionless free energy density of the inhomogeneous system is
defined as:
f [ϕ] :=
1
Ld
∫
ΩL
ddx
{
1
2
ϕ Lˆ[ϕ] + 1
4
ϕ4
}
, (6)
where ϕ(r) ∈ S is a scalar field, S the set of box periodic functions in d spatial
dimensions, ΩL ∈ Rd an arbitrary period and Lˆ[ϕ] := (h ∗ ϕ)(r) a convolution with
h(r) being an isotropic kernel. Since ϕ(r) often represents a globally conserved physical
quantity, we also require
∫
ΩL
ddx {ϕ − ϕ¯} ≡ 0, where ϕ¯ is the fixed spatial average of
ϕ(r). The simplest examples for the kernel are h(r) = −(1 + ∇2)δ(r) (Cahn-Hilliard
model) and h(r) = [(1 + ∇2)2 − γ]δ(r) (conserved Brazowskij / Swift-Hohenberg or
Phase-Field Crystal model [18, 19, 20]), where δ(r) is the d-dimensional Dirac-delta
distribution. The stationary points of f [ϕ] can be determined by solving the Euler-
Lagrange equation δf [ϕ] = Λ, where δf [ϕ] denotes the first functional derivative of
f [ϕ] with respect to ϕ, while Λ ∈ R is a Lagrange multiplier emerging from the global
conservation of ϕ(r). Introducing φ := ϕ− ϕ¯ and re-arranging the equation results in:
(Lˆ+ 3 ϕ¯2)φ+ (3 ϕ¯)φ2 + φ3 = ν , (7)
where
∫
ddxφ = 0 and ν ∈ R. Eq. (7) indicates the operator Oˆ[φ] := (Lˆ + 3 ϕ¯2)φ +
(3 ϕ¯)φ2 + φ3 − ν with null set  := {φ ∈ S ; Oˆ[φ] = 0} on S. It is trivial to see that
Oˆ is isotropic and translation invariant. Using the Fourier representation of φ(r) in Eq.
(7) yields:
ψq := [L(q) + 3 ϕ¯2]φq + (3 ϕ¯)
∑
q1,q2
φq1φq2δq1+q2−q
+
∑
q1,q2,q3
φq1φq2φq3δq1+q2+q3−q + ν δq = 0 , (8)
where L(q) = (2 pi)dh(q) with h(q) being the Fourier Transform of h(r), δq stands for the
Kronecker symbol giving 1 for q = 0 and 0 otherwise. It is easy to see that ψ−q = ψ∗q
and ψq(Φ) ≡ 0 for q 6= (2 pi/L) n, where n ∈ Zd, and therefore Oˆ : S → S holds. Since
continuous translation, discrete rotation and mirror symmetries apply to Eq. (7) for
box periodic φ(r), the results of Section 3.2 can be used. In the simplest symmetry
preserving measure
(i) αq and βq are independent;
(ii) substantially different wave numbers are independent.
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We note that the above conditions are not required on a physical basis, they are
motivated solely by mathematical simplicity. Condition (i) indicates that the marginal
distributions are Gaussian with variance σ2q := 〈φ∗qφq〉 = 〈α2q〉 + 〈β2q〉 and 〈α2q〉 = 〈β2q〉,
where σ2q depends only on the wave number magnitude (isotropic), while condition (ii)
implies that any n-point marginal p.d.f. for substantially different wave numbers is a
product measure. Consequently, the measure we consider describes a Gaussian random
field, which makes Eq. (4) reasonably easily expandable for the only parameter of the
measure, the correlation function:
CL(r, r
′) := 〈φ(r)φ(r′)〉 =
∑
q,q′
〈φqφq′〉eı (q·r+q′·r′) =
∑
q
σ2qe
ıq·(r−r′) , (9)
where q and q′ run for all possible wave numbers (not only for a set of substantially
different ones). We note that CL(r, r
′) is invariant for a continuous shift of the
coordinate system, since it only depends on r − r′, and therefore Condition (ii) is
also necessary for a symmetry preserving measure (this also applies to non-Gaussian
measures). Furthermore, the isotropy of σ2q will result in real-space isotropy in the
infinite volume limit: limL→∞CL(r, r′) = C(|r− r′|). Substituting Eq. (8) into Eq. (4)
yields:
2 [L(q) + 3 ϕ¯2]
∑
q1,q2,q3
<〈φqφq1φq2φq3〉 δq1+q2+q3+q
+
∑
q1,...,q6
〈φq1φq2φq3φq4φq5φq6〉 δq1+q2+q3−k δq4+q5+q6+q
+ (3 ϕ¯)2
∑
q1,...,q4
〈φq1φq2φq3φq4〉 δq1+q2−k δq3+q4+k
+ 2 (3 ϕ¯)[L+ 3 ϕ¯2]
∑
q1,q2
<〈φkφq1φq2〉 δq1+q2+q
+ 2 (3 ϕ¯)
∑
q1,...,q5
<〈φq1φq2φq3φq4φq5〉 δq1+q2+k δq3+q4+q5−q
+ [L(q) + 3 ϕ¯2]2 〈φ∗qφq〉 = ω δq , (10)
where <〈.〉 stands for the real part of the expectation value, ω ∈ R is responsible
for 〈ψ∗0ψ0〉 = 0 for φ0 = 0. To evaluate the moments 〈
∏n
i=1 φqi〉, we substitute
φq = αq + ı βq, then use Isserlis’ theorem [21] (also known as Wick’s theorem in particle
physics). This can be done, since αq and βq follow Gaussian distribution for any q
due to φq′ = φ
∗
q for q + q
′ = 0. The calculation yields an expression containing only
〈αqαq′〉, 〈βqβq′〉 and 〈αqβq′〉, where q and q′ can still be arbitrary. Using the 2-point
marginal p.d.f. p2(φki , φkj) = g(Ai, σi)g(Aj, σj) (where g(Ai, σi) is the p.d.f. of a zero-
mean Gaussian random variable Ai =
√
φ∗kiφki with standard deviation σi =
√
σ2ki with
ki and kj being substantially different) and φ−q = φ∗q result in 〈αqβq′〉 = 0 and
〈αqαq′〉 = [(σqσq′)/2] (δq−q′ + δq+q′) ; (11)
〈βqβq′〉 = [(σqσq′)/2] (δq−q′ − δq+q′) , (12)
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showing that the real/imaginary parts are correlated/anti-correlated for q + q′ =
0. Using the above correlators results in 〈∏2m−1i=1 φqi〉 = 0 and 〈∏2mi=1 φqi〉 =(∏2m
i=1 σqi
)∑∏
δq′+q′′ , where m ∈ N, while the notation
∑∏
stands for summing
over all distinct ways of partitioning the set {q1,q2, . . . ,q2m} into m pairs (q′,q′′), and
each terms is the product of the Kronecker symbol over the pairs. We note that the
expectation values exist since the space of the Fourier coefficients is bijective with the
infinite dimensional Euclidean space, which is measurable in the probability sense (see
the classical Wiener measure, for instance). After lengthy but straightforward algebraic
manipulations Eq. (10) reads:[L(q) + 3(ϕ¯2 + c0)]2 σ2q + (18 ϕ¯2)∑
q1
σ2q1σ
2
q−q1
+ 6
∑
q1,q2
σ2q1σ
2
q2
σ2q−(q1+q2) = ω δq , (13)
where c0 =
∑
q σ
2
q, and ω ∈ R is responsible for the condition σ20 = 0 (emerging from
φ0 = 0). Since σ
2
q ≥ 0 must hold, the only exact solution of the above equation is
σ2q = 0. Since Eq. (13) is exact for Eq. (4), the spatially correlated isotropic Gaussian
random field is not a stationary point of Eq. (6). Since the spatially correlated isotropic
Gaussian random field preserves all symmetries of the Euler-Lagrange equation on the
level of the measure, it is not a symmetry breaking stochastic solution in this sense.
The importance of this result is inevitable from the physical point of view. The only all-
symmetry preserving regular solution to mathematical models of phase transitions is the
constant function (representing the uniform physical phase). The first question arising in
regards of possible stochastic solutions is the existence of its stochastic analogue. It has
been shown that the simplest possible measure preserving all symmetries of the PDE
doesn’t result in the emergence of a new, all-symmetry preserving stochastic phase.
We mention, however, that the spatially correlated Gaussian random field might not
be the only all-symmetry preserving measure, and therefore further investigations are
needed to confirm / disprove the existence of such a phase. Nevertheless, pur preliminary
results suggest that symmetry breaking is necessary for the emergence of a spatially non-
uniform phase, either it happens directly in regular solutions or indirectly in probability
measures generating the stochastic solutions.
4.2. Approximate Gaussian solution in the Swift-Hohenberg model
4.2.1. Correlation function. The result of the previous section suggest that random
field solutions of PDE’s contain a symmetry breaking in the probability measure.
Though investigating this prediction is well beyond the scope of the present manuscript
and is the topic of future research, the first step of the journey is to check whether the
idea is practicable at all. For this reason, here we focus demonstrating that Eq. (13) is
an exact PDE for the correlation function in the infinite volume limit, which provides
asymptotically vanishing approximate solution in case of L = (1 + ∇2)2 − γ (Swifth-
Hohenberg/Brazowskij, or Phase-Field Crystal model), for which the energy density
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and the stability properties are calculable. Since true stochastic solutions display no
long-range order, we take Eq. (13) in the L → ∞ (aperiodic) limit, which otherwise
restores continuous rotation symmetry. Using σ2(q) ≡ limL→∞[L/(2pi)]dσ2q < ∞, the
inverse Fourier transform of Eq. (13) reads:
[Lˆ+ 3(ϕ¯2 + C0)]2C + (18 ϕ¯2)C2 + 6C3 = ω , (14)
where C(r) =
∫
dq {σ2(q)eıq·r} is the correlation function of the coloured Gaussian
random field, while C0 = C(0). Furthermore, the condition σ
2(0) = 0 indicates∫∞
0
ddr C(r) = 0, while the lack of long-range order indicates limr→∞C(r) = 0, thus
yielding ω = 0. Any solution of Eq. (14) satisfying the above conditions and σ2(k) ≥ 0
is a Gaussian solution of the Phase-Field Crystal (PFC) model. Henceforth we only
consider the case d = 3. The solution of Eq. (14) then reads [22]:
C(r) = A2 γ
sin(r)
r
+O(γ2) , (15)
where γ =  − 3 ϕ¯2 ≥ is a small parameter (distance from the liquid stability line),
while A
√
γ is the characteristic amplitude of the random pattern. Since σ(k) ∝
A2γδ(k − 1) ≥ 0, an approximating analytical solution exists in the leading order of
γ, meaning that the realisations of a coloured Gaussian random field with correlation
function C(r) = A2γ sin(r)/r are approximating analytical solutions to the Euler-
Lagrange equation for some A > 0 (to be determined later). Moreover, since C(r)
is smooth, φ(r) is also smooth in the realisations of the random field, and therefore
Eq. (8) is valid [23]. From the Fourier transform of Eq. (14) it is clear that the
solution terminates in a higher order of γ [where σ2(q) ≥ 0 does not hold any more],
but now we neglect this information and work further with the leading order solution
to demonstrate the predictive power of the mathematical method. We also mention,
that the only radial solution of Eq. (14) is C(r) ≡ 0 for Lˆ = −(1 +∇2) (Cahn-Hilliard
model), which emerges from the fact that Eq. (14) recovers the Euler-Lagrange equation
of the Swift-Hohenberg model on the liquid linear stability curve in the parameter space,
where radial solutions terminate [24, 25].
4.2.2. Free energy density. The first step is to calculate the amplitude in Eq. (15) for
which the random configurations represent approximate analytical solutions to to EL
equation in the leading order of γ. For this we need to calculate the expectation value
and the variance of the energy density for the Gaussian phase. Using ϕ = ϕ¯ + φ and
the Fourier representation of φ in fL := F [ϕ]/L
3 results in:
fL(Φ) = f0 +
1
2
∑
q
[L(q) + 3 ϕ¯2] (φ∗qφq)
+ ϕ¯
∑
q1,q2,q3
φq1φq2φq3δq1+q2+q3 (16)
+
1
4
∑
q1,q2,q3,q4
φq1φq2φq3φq4δq1+q2+q3+q4 ,
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where f0 = [(1−)/2]ϕ¯2 + ϕ¯4/4 is the free energy density of the uniform phase of density
ϕ¯. The average free energy density can be calculated by taking the expectation value
on Eq. (16), using Isserlis’ Theorem to evaluate the terms 〈∏mi=1 φqi〉, then taking the
L→∞ limit, and using σ2(q) = 1/(2pi)3 ∫ d3x {C(r) exp(−ıq · r)}, thus yielding:
f¯ = f0 +
1
2
lim
r→0
[(Lˆ+ 3 ϕ¯2)C(r)] + 3
4
C20 . (17)
A similar calculation can be performed to determine the variance of the energy density
σ2f := limL→∞〈(fL − 〈fL〉)2〉, yielding:
σ2f =
1
2
||(QˆC)2||+ (6 ϕ¯) ||C3||+ 3
2
||C4|| , (18)
where Qˆ = Lˆ + 3(ϕ¯2 + C0), ||.|| = limL→∞ L−3
∫
ΩL
d3x {.} stands for the spatial aver-
age in the infinite volume limit. Since limR→∞R−3
∫ R
0
[sin(r)/r]n r2 dr = 0 for n = 2, 3
and 4, σ2f ≡ 0 for C(r) ∝ sin(r)/r. Since the free energy density of the approximate
stochastic solutions is unique, they form a phase in the PFC model. Again, even if
the solution of Eq. (14) eventually terminates in a higher order of γ, the mathematical
method is capable of predicting amorphous solid phases in continuum theories, which is
a major achievement. Using now Eq. (15) in Eq. (17) results in the Landau free energy
f¯ − f0 = (γ2/2)A2[(3/2)A2 − 1] with a maximum at A = 0 (uniform) and two min-
ima at A = ±1/√3 (approximate Gaussian), which indicates a spontaneous symmetry
breaking (no first order transition) from the uniform phase to the Gaussian one. Since
the cubic term of the free energy density is identically zero for the Gaussian measure,
this result also accords with our expectations.
Comment: Independently from the particular probability measure, the convergence of the
quadratic term in the expectation value of the energy density for infinite volume requires
limL→∞
∑
q〈φ∗qφq〉 =
∫
d3s σ2(q) = C(0) < ∞. This is identical to the condition
σ2(q) = limL→∞{[L/(2pi)]3 σ2q < ∞, which sets the following scaling relation for the
characteristic amplitude of the pattern: σ
(λL)
q /σ
(L)
q = (1/λ)3/2, where σ
(L)
q is the square
root of σ2q to spatial period L. The equation means that the characteristic amplitude of
the random pattern decreases with increasing system size, simply because the same energy
content must be divided between more wave numbers. The connections between the wave
numbers start to play a role in the higher order energy contributions. For n even, the
contribution of φn(r) to the expectation value of the free energy density reads: g
(L)
n :=
〈 1
L3
∫
Ω
ddx {φn(r)}〉 = ∑q1,...,qn〈∏ni=1 φqi〉δ∑ni=1 qi. If the Isserlis’ theorem is applicable,
the expected value reduces the number of closed polygons in the Fourier space contributing
to the sum (see Section 4.1) by converting an integral of a power into a power of a finite
integral in the infinite volume limit: limL→∞ g
(L)
n ∝ limL→∞
(∑
q σ
2
q
)n/2
= (C0)
n/2 <∞.
In contrast, if all the polygons contributed to the expected value of the energy density, the
scaling law for the energy contribution would be g
(λL)
n /g
(L)
n = λ
3(n2−1). This converges
only for n = 2 (quadratic term), while diverges for any n > 2 for λ→∞. Therefore, the
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Figure 3. Gaussian transient state in the conserved Swift-Hohenberg (or Phase-Field
Crystal) equation ∂tφ = ∇2{[(1 + ∇2)2 − ]φ + (3 ϕ¯)φ2 + φ3} at ϕ¯ = −2.5 × 10−2
and  = 2× 10−3 in a numerical simulation on a 2563 grid with grid spacing h = 2/3
and time step ∆t = 0.25. The initial condition was φ(r, 0) = 10−3 ϕ¯ U [−1, 1], where
U [−1, 1] stands for a uniformly distributed random number on the interval (−1, 1).
(a) Scaled dimensionless free energy density ∆f = 107(f − f0) vs scaled dimensionless
time t/105. The dashed section of the curve indicates the exponential growth of the
amplitude of the transient pattern; (b) 2D cross section of the transient pattern at the
point indicated on panel (a); (c) Numerical realisation of a coloured Gaussian random
field with correlation function C(r) ∝ sin(r)/r. Note the structural similarity with
panel (b).
convergence of the terms of the expected value of the free energy density in the infinite
volume limit also imposes conditions on the possible solution(s) of Eq. (10).
4.2.3. Stability. To determine the stability of the individual configurations in the
approximate Gaussian phase, we start from the Taylor expansion of the energy density
around a solution of the Euler-Lagrange equation, which reads:
∆fL(Φ, δΦ) := fL(Φ + δΦ)− fL(Φ) =
4∑
n=2
1
n!
∑
q1,...,qn
d(n)q1,...,qn
n∏
i=1
δφqi , (19)
where d
(n)
q1,...,qn = [∂
nfL/(∂φq1 . . . ∂φqn)]Φ. Similarly to the free energy density
calculations, we calculate the expectation value and the variance of the energy density
difference ∆fL(Φ, δΦ) for a fixed δφ(r) :=
√
γ η ψ(r) perturbation in the infinite
volume limit, where the magnitude of the perturbation is measured in
√
γ units (the
characteristic amplitude of the approximate stochastic solutions to the EL), O[ψ(r)] = 1,
and |η|  1. Since the free energy density of the Gaussian phase is unique, the
calculations yield:
∆f =
1
2
||δφQˆδφ||+ ϕ¯ ||δφ3||+ 1
4
||δφ4|| (20)
and
σ2∆f = (3 ϕ¯)
2 ||δφ2(C ~ δφ2)||+ (6 ϕ¯) ||δφ3(C ~ δφ2)||
+
9
2
||δφ2(C2 ~ δφ2)||+ ||δφ3(C ~ δφ3)|| , (21)
where (f ~ g)(r) = L−3
∫
ΩL
d3x′{f(r′)g(r − r′)}. Assuming 0 < ||ψ2(C ~ ψ2)|| < ∞,
the leading order of Eq. (21) reads σ2∆f ∝ ϕ¯2 γ3η4. The Gaussian phase is stable
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if (but not only if) ∆f > 0 and σ2∆f = 0 for any non-trivial perturbation. Since
Q(k) = (1−k2)2 in the leading order of γ for Eq. (15), ∆f ∝ γ η2 > 0 in the leading order
for any perturbation containing at least one k 6= 1 Fourier mode. The corresponding
variance of the relative energy response ||∆f || := ∆f/∆f is σ2||∆f || = σ2∆f/∆f
2 ∝ ϕ¯2 γ.
Assuming normal distribution for ∆f , P(∆f ≤ 0) = 1
2
erf[1/(σ||∆f ||
√
2)], and therefore
there exists a finite γ0 > 0 for any δφ so that the Gaussian phase is practically
stable for 0 < γ < γ0 against perturbations containing at least one |k| 6= 1 Fourier
mode. For perturbations consisting of only |k| = 1 modes, however, the quadratic
term 1
2
||δφ Qˆ δφ|| = 1
2
∑
kQ(k)|δφk|2 cancels in Eq. (20), which directly emerges from
Q(1) = 0. For perturbations providing ||ψ3|| 6= 0, ∆f ∝ ϕ¯ γ3/2η3, which can be
negative. It is easy to see that ||ψ3|| > 0 for the bcc and 2D hexagonal structures,
and therefore ∆f < 0 for ϕ¯ < 0 and η > 0, meaning that the approximating Gaussian
phase is unstable against perturbations displaying the structure of the stable phase of
the system. Consequently, our analytical results predict an unstable Gaussian phase in
the PFC model in the leading order of γ =  − 3 ϕ¯2 ≥ 0, thus confirming the absence
of this phase and the collapse of the Gaussian pattern into the stable bcc phase in
time-dependent numerical simulations (see Figure 3).
5. Conclusions
Motivated by the need for a theoretical understanding of the fundamental nature
of spatially non-uniform states of matter with no long-range order, a mathematical
framework has been developed to investigate the existence of stochastic solutions to
time-independent partial different equations (PDE’s). The central idea of the method
is the measure theoretical re-formulation of PDE’s, which relies on the limit case of
the concentration of measure phenomenon, when functions of infinitely many random
variables become constant. A stochastic solution to a PDE is defined as a set of infinitely
many solutions selected by a non-singular probability measure from a measurable
function space. If there exist an associated energy density so that the PDE provides
its stationary points, and the energy is unique over the individual configurations in the
stochastic solution, the stochastic solution represents a spatially non-uniform physical
phase with no long-range order (called amorphous solid phase in general), since the
energy of the phase is the analytical function of the macroscopic state variables. The
method was implemented continuum mean-field theories of first order phase transitions
with quartic non-linearity, where it has been found that the only fully symmetry
preserving stationary point of the energy is the constant solution. In addition to
this exact result, the practicability and predictive power of the concept have also been
demonstrated by finding an approximating stochastic solution in the leading order of
a small parameter in the Phase-Field Crystal model, for which the energy density and
the stability properties were also determined. It has been found that our method is
capable of predicting amorphous solid phases, and is applicable to determine the free
energy density and stability properties of these. Consequently, if we accept that regular
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analytical solutions (homogeneous, crystal lattice symmetric, etc) of PDE’s represent
physical phases, we must accept that stochastic solutions also do. Regarding the
existence of these solutions, our results suggest that symmetry breaking must be present
in stochastic solutions on the level of the probability measure (rather than on the level
of the individual “random” solutions themselves, which seem to have no symmetry at
all). With this idea, it would be possible to find and classify amorphous solid phases
in the spirit of symmetry breaking. We note here that the idea of the presence of
crystal symmetries in amorphous solids in some form is not completely new. A simple
crystal randomisation process was developed and successfully applied to recover the
experimental radial distribution function of metallic glasses [26, 27], and the presence of
short-range order in amorphous solids is also supported by recent computer simulations
[6].
The next step of the research is to find the stable stochastic solution in the Phase-
Field Crystal model shown in Figure 1(b). We believe that this is possible via a
comprehensive statistical analysis of large (in the order of 10.000) number of convergent
configurations in numerical simulations, which indeed necessitates substantial HPC
capacity. In theory, a measure can be re-constructed from its moments under certain
circumstances [28]. However, we do not expect the need for a complete computational
reconstruction process from scratch, since it might be enough to validate our symmetry
breaking arguments and assumptions made to find the essential components of the
measure. Such a study is already in progress. The method will also be applied for more
quantitative mean-field theories (such as the Classical Density Functional Theory of
soft matter and the Fundamental Measure Theory), where conditions for the existence
of the amorphous solid phase will be given in terms of physical quantities. Since we
search for disordered analytical solutions of Euler-Lagrange equations directly (instead
of minimising only a parametrised free energy density functional, which might miss
the actual stationary points), this step is expected to result in a major progress in
glass transition theory. In addition, developing the analogue of the Kramers/Fokker-
Planck equation governing the time evolution of parameters of probability measures
on continuum dynamics’ is also vital. Finally we note that the general mathematical
idea is not restricted to continuum models, since the only requirement on the level
of the mathematical model is an (at least) countable infinitely many dimensional
representation of the physical state of the system. Consequently, our results are expected
to have important implications in all fields of Condensed Matter research where non-
uniform states with no long range order emerge.
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