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In this thesis, the singular extremal control problem with time delay is
studied from the viewpoint of the calculus of variation and matrix theory.
I n Chapter l, some sufficient conditions and a necessary condition for the
non-negativity of S J are obtained for an optimal control problem with a
delayed state vector. In Chapter II, the controllability of linear system
and the normality for the problem of Bolzais studied.And in Chapter I I I, a
local dual property of the second variation of J(u) is discussed.
It is suggested that further studies can be done in the area where there
is a delay in the control variable.
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6CHAPTER I
SUFFICIENT CONDITIONS AND NECESSARY CONDITION
1. Introduction
The theory of singular extremal control problem has received much
attention during the last decade and extensive results are available for a
wide class of problems. However, for systems containing time delays, the
theory is incomplete.
I n this chapter, some sufficient conditions and a necessary condition
are derived for time-delay singular extremal control problems in which
there is a constant delay in the state vector only. We will see that almost
a l l the results obtained here can be extended to the case with variable
delay.
2. Formulation of the Problem (c.f. [1])
The general problem under consideration is now defined, and the
notations used throuahout this chap ter are explained.
The optimal control problem with delayed state vector is the following







wheret0, x„(t) and(Xj) are given vector functions, and t0, L and t are
given scalar constants.
The state x is an n-dimensional vector function of t, and xtDj i.e., x Is
continuous with piecewise continuous first derivatives. Bothfp and L are
scalars; f is an n-vectoris a r-vector, and along the optimal solution the
rank of fis assumed to be r. Let u be an rn-vector function of t which is
piecewise contiunous (PWC) with finite jump discontinuities, and m r n.
Assume that L and f are in class C2 with respect to their arguments, and
that and are in class C2 with respect to xt
A system described by (1.2) is to be controlled over a fixed time
interval by the control u in such a manner that the initial conditions (1.3)
and the terminal condition (1.4) are satisfied. This control u will be
called 'admissible', and the corresponding trajectory x will also be called
'admissible'. The control which satisfies this and which minimizes the
performance criterion (1.1) is called the optimal control u(t), and the
resulting path of the system state, x(t), is called the optimal trajectory.
The basic difference between this problem and the non-delay problem is
that the rate of change of the system state depends not only on the present
value of state and control, but also on the value of the state t time units
previous to present time. In general, the delayed state may also appear in
the performance index.
Along the optimal solution (x,u) the first variation of J, denoted by
SJ(u;Su) or Ji(u,[), must vanish. The term|=u, is the first variation of u
along the optimal path. Define H= L+pTf, the Hamiltonian of the sytem.
where p is an n-vector function of t, and v is a constant
p-vector. Then,
PWC vector functions defined on[





substituting (b) into we have
Let J(i1)-0, we obtain the following necessary condition for optimal
solution. At points t not corresponding to corners, the Euler-Lagrange




The transversality condition is:
(1.8)
In addition, the initial and terminal conditions (1.3) and (1.4), and the
state equation (1.2) must be satisfied.
If detHuu tO along u, the solution is said to be nonsingular, otherwise
singular. For the remainder of this chapter, it is assumed that the optimal
solution (u, x) has no corners.
3. Second Variation




Integrating the £x term by parts, changing variables in the S:xT term, and
noting that tfx=0 on [t„-T,t.],
we have
since ' is optimal solution which satisfies the first-order necessary
conditions, the coefficients of
(1.9)
The above derivatives, evaluated along are functions only of time,
and are continuous. Since u minimize J(u), the second variation must be




where the derivatives are evaluated along
The accessary minimum problem is the problem of finding a control
variation which minimizes (1.9) subject to (1.10)-( 1.12).
Define
where is an n-vector function of t, and e is a constant p-vector, Then
the following identities hold because of the quadratic form of W.
Application of the first order necessary conditions to the accessary
problem yields the accessary equations (Jacobi):
in addition to (1.1 OH 1.12).
4. Sufficient Condition I (under hypothesis dt)







Moore-Penrose inverse of FW. (c.f.l 11]) Let M«m denote the Moore-Penrose
inverse of the matrix LW By definition, we have
For any matrix M, Mfsatisfies the following lemma,
Lemms
then if M symmetric= M+ symmetric.
then if M non-negativity= M+ non-negativity.
then we have R(MT)= R(M+).
The proofs of this Lemma can be found in[ M].
If v is any vector in E' than v=v+v, where v is the projection of v on
is the projection of v on NOW) and
An extremal arc is an admissible trajectory along which there exists
a multiplier vector p(t) which satisfies the Euler-Laqrange equations
and
We shall make use of the following hypothesis which we denote by
(c.f. [4]).
4‘ There exists an nxn continuous symmetric matrix function P= P(t)
defined on [to, tj-] and having piecewise continuous first and second
derivatives (in fact, we only need continuously differentiable property)
such that
Let£ be an extremal arc without corners, let be the solution





By premultiplying equation (1.15) by H+, we obtain
Substitution of (c) into (1.10), we obtain
Substitution of (c) into (1.17), we obtain










If we add to the integrand of 8 J the term where 5 is an
arbitrary continuously differentiate symmetric matric function of t, by
substituting (1.19), (1.20), (1.21) into (1.9), we obtain




Collecting terms, and using (g), we obtain
thus,
If hvDothesis holds, iet us choose S=P
then (h) becomes
(!)
If we suppose that f
from (i), let M=PAt+ Ci,
we can rewrite
then we have
we have already known that the variations satisfy the equation (1.15)
If we add fiP| to both sides of equation (1.15), we obtain
then, we have proved the following theorem:
Theorem 1 1 If fe is an extremmal arc along which hypothesis 4t- holds and
if N(Hxu)3 N(Huu), ,tr are accessary extremal variations, then
R defined as before. Furthermore,
Corollary: Along an extremal arc
(1.22)
suppose that Hum is non-negative
definite (so does H+), hypothesis holds and N(H.lU) p N(FU)
all extremal variations, and alsc is non-negative.
5. Sufficient Condition II (general case)
Note that for any nxn, symmetric, continuously differentiable, matrix
function of time P(t). we have that
Now adding this identically zero integral to all yields
(j)
(W as before)
In view of our assumptions on u(t) and P(t), we can integrate the term fpf
by parts to obtain, (c.f.[5D
(k)
substituting (k) into(j),
then,we obtain the following theorem:
(1.23)
Theorem 12: Along an extremal arc 6, a sufficient condition for
non-negative of S' J is that there exists, for all t in [b, t], a continuously
differentiable, symmetric, matrix function of time P(t) such that
for all t in It,, t] andi P(t).
6. Sufficient Condition III (for the totally singular case)
is said to be totally singular if H« =0 for all t in [to, t(l (c.f.[5])
We need the following assumption:
W is defined as before, and satisfies Jacobi equations.
and suppose that H.,,rO and H;U=0 for all t in





(bv usina (1). we can oroof Lemma 1)
Lemma 2: be symmetric matrix, if An is positive, and
qi mnncp fbsQf : 0, then A is non-negative.
} I J J i• vutu j-hon vaO nof
Thus, for the totally singular case, and when the assumption is
satisfied, we obtain the following theorem.
Theorem 1.3 Along an extremal arc 6, suppose that Hu-At=0, for t in [t„, ttj.
Hfcjk is positive and if there exists a function S(t) which satisfies, for all t





where are extremal variations, ther
there exists a P(t) which satisfies Theorem 1,2.
Proof: from 0 and (1.24), we see that
(1.28)
Next, premultiplying (1.24) by fl and using t.emma i and (1) we obtain,
(1.29)
which, re-arranged, is
- j^ (Hux+ flS)=(Hux+ fllS){f*+(f* f»-f» )f]" ' [fxf«-fw) S+flHtt-Hwfu-HW] (1.30) 
Now this is an ordinary linear homogeneous differential equation for 
(Hw+flS) which satisfies the boundary condition (1.26). Consequently, 
H««+f<lS=*0, for all t in[t.,tj-], (1.31)
then we have
( . h ( T ' h
Hw+Sfx+fIS+5 HW+Sf^ Hw+Sfn Hxx+SfTC+fiiS+S Hxxt*SfxT 0 |
Hxtx+fx*S HxtXi Hxm —  Hxxx+flr5 HxtXt 0
Hux +fK S HuXt Huu 0 0 0
 ^ J  < J
and LU+Sfx+flS+S i 0. Since Ltax* positive, and S satisfies (1.25), then, by 
Lemma 2. Hw+Sfx+fxS+S Hx^ +Sfxt
S- 0
Hx.x+f^S HxtXtV J
identifying p(t) with S(t), we see that the theorem is true.
7. Sufficient Condition IV (for the non-singular case, LW> 0.) (c.f.[5j)
Considering the identically zero equatity
f(t)S(t.)|(t.)-f(tt)S(tt)1(tt)+ ]^ f(t)S (t)?(t) l dt
where S(t) is a continuously differentiable symmetric matrix function
r*r i
defined in [t, t+], and calculate |T(t)S(t)|(t)] dt,
•J %o
which = Jt^(2|TS'5+ 5 ) dt




substituting (1.32) into (1.33),
(1.33)




thus, we obtain the following theorem
Theorem 1.4: Along an extremal arc, suppose H««0, if there exists a
continuously differentiable symmetric function S(t) defined in [t.,ttl,
which satisfies (1.35) and (1.36), then £jfy) is non-negative.
Corollary: If i is noRitivp definite
Proof: If
By the first equation, we have o= 0, then by the second equation, we have
8. Necessary Condition for Optimal Solution (c.f.[9D
The system is represented by
We want to operate the system so as to minimize the cost function (1.1).
Define the Hamiltonian function H=L+pTf.
We now assume that the totally singular control u satisfies the
conditions (1.5) (1.6) (1.7) (1.8). (p9)
We now seek a necessary condition for u to be an optimal solution. At
first, we define
as before, we see that the second variation of J can be written as
(. o 7
and that the pair(,'() satisfy the following condition,
(1.38)
with
The following relationship hold:
let P(t) be a symmetric differentiate nxn matrix defined on [to,t+j, then
using (1.38), we have
fiTP|dt=f(tt)P(tf)T(t+)- ^ ( t TATP^f(t-T)BTP ^ f P ' j  dt (1.39)J t z  J X q u
adding the integral (=0) 1%^PfA^ +B^(t-i>D>[-^) dt to (1.37) and
using (1.39) gives
^ J('0 = J2 i;f(H«+H^ (tn-)ATP+PA+P)'^  d t^ 'ri'T(H,x-ATP+PA+P}| dt
+ J* r*TfB (t+r)p(t+T)+H**(t+r)}'< (tn) dt+j2 r^ H“'+DTP}| dt*
+ f?*V(t+T)H.^(t+T)|dt+J['r(lj)[?^v-P(tt)]?(tt) ( 1.40)
J Xo
We now consider the special variation,
,0  t < t*
>(*(0= p t  ^i U  (1.41)
^0 t * - t < t i t t
where T > i  > 0 and p is a constant m-vector.
It can be shown that the solution of (1.38) with the given initial 
condition can be written as (c.f.[6j)
'|(t)=[t Y(s,t)D(s)»((s) ds (1.42)J to
where the nxn matrix Y(s,t) is defined by the following equations: 
|;Y(s,t)=-Y(s,t)A(s)-Y(s+T,t)B(s+r), U s i t-r
j|Y(s,t)=-Y(s,t)A(s), t-T < s i t
with Y(t,t)=l, Y(s,t)=0> s>t. 
using v^*(t) from (1.41) substituting into (1.42) gives
______________________________ _____ ■■■■■■■■■■............
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^ *(0=1  * Y(s.t)D(s)pds, < f o r t i t * +8 (1.43)
For suitably small t , equation (1.43) gives
1*(t)= 6Y(t*,t)D(t*)p, (1.44)
hence, t*(t*+fe-)= fcY(t*,t*+fr)D(t*)p = 6{Y(t*,t*M higher
order terms} D(t*)p.
hence, 'J*(t**i')=  &D(t*)p. to first order int. (1.45)
Assume that ^ * ( 0  is linear in t over [t*,t*+U  Then, from (1.45) and 
the fact "|*(t*)=0, we obtain
^*(t)=D(t*)p(t-t*), te [t* t*+6] (1.46)
Define 0(t)=BT(t^)P(t«)+HXlx(t^).
Using (1.44) and (1.46), we can write
j^ t *r(t)0(t)l*(t+T) dt= 8j^prDT(t*)0(t)Y(t* t«)D(t*)p(t-t*)dt
+ SV A ,(t *+&)B , (1.47)
where A,(t*)= ? *  DT(t*)Y (t* t)Q(t)Y(t*, t+t)D(t*) dt.
JTo
For sufficiently small t , we can assume that 0(t) and Y(t*, t+r) are 
constant over [t* t*+t] with values Q(t*) and Y(t*, t*+*), respectively.
Integration of the first term on the right-hand side of (1.47) then gives 
a term proportional to 6!, and this can be neglected in comparison with the 
second term on the right-hand side of (1.47).
Again, for suitably small 8 , and by continuity of Ai(®), we can write
28
Also, the special variation ((t) gives





Since u is assumed to be optimal, it follows that fJ i 0 for all
permissible variations. Hence, if we select P(t) to satisfy:
and usinq (1.48) -(1.50) in (1.40), we see that 2 0 implies that
is necessary condition. Hence we
have
Theorem 15: A necessary condition for u being the optimal solution of
system is that
We can rewrite (1.40) as follows
Then we obtain the following theorem of sufficient condition for
non-netativitv of
Theorem 1 ft' If the solution of the followinn enuafion
PCt) which satisfies
then £j('() is non-negative.
9. Sufficient Condition V (for strongly positive definite)
Let U be the class of controls which are piecewise continuous m-vector
functions of time on ft, tJ
is said to be stronolv nositive definite if for »arh n in I! ond qorm
(1.51)
where ||fl|| is some suitable norm defined on U. (c.f.[5j;
Now considering Huu 0,
From the Corollary of Theorem 1.4. this functional is positive definite if
1-5 0 and if the following inequality and equation has a solution 5(t,i)
defined for all f in ft f«l
(i
where 5,, 5,, H,, H,, R defined as Theorem 1.4.
(1.52b)
Now we suppose that fx, fio, f« and Hu«, Hv, Hxx, FU,, Hxt are all
continuous in t. We suppose there exists one-parameter continuously
differentiable symmetric function S(t,i) which has the following property:
S(t,0)=S(t) which satisfies Theorem 1.4. and if we have that S(t,fc) and
its derivative 5(t,t) are continuous functions of i at 5 =0. Then, for
suffieiently small, there exists S(t,t) which satisfies (1.52a) for all t in
[t, tj]. Therefore, for6 0 sufficiently small, is positive definite.
Next, we note that
so that
(1.53!




which implies that J('t) is strongly positive, ihus we obtain the
following theorem,
Theorem 17: A sufficiently condition for) to be strongly positive is
that there exists, for all t in [to, tf], a one-parameter continuously
differentiate symmetric function S(t,fc) which is a continuous function of





In the Ref. [8] and [10], the definition of Controllability and Normality
were defined and discussed by V. B. Hass, but she only dealt with the
problems, in which there is no delay argument. In this Chapter, we extend
her results to the problems with delay argument.
1. Controllability of Linear Systems
We shall consider the system described by the linear vecto
differential equation with delay
(2.l)
where x(t) C([to- ,t01 E and A(t) and B(t) are nxn matrices, C(t) is
an nxm matrix and the elements of these matrices are piecewise
continuous functions on [t t]For the theorem in this section we could
suppose that A, B are essentially bounded on [to, t] and that the
components of admissible controls belong to C [to, tf]. We will denote the
solution of (2.1) by x=x(tto, xo(t), u), displaying the initial time, initial
state funtion and the associated admissible control function. Let D be a
constant rxn matrix with r i n.
We shall say that (2.1) is controllable to the hyperplane Dx=0 (2.2),
on the time interval [to, tf] if given any arbitrary initial state function
x„(t), there exists an admissible control function u(t), defined on [to, tj] an
depending on x„(t) such that the trajectory of (2.1) corresponding to thi
control satisfies
Theorem? 1- If D has maximal rank and initial function x,(t) satisfies
(2.3)
then (2.1) is controllable to the hyperplane (2.2) iff the rxr matrix,
(2.4)
is non-sinaular.
Proof: We have aleady noted that the solution of linear system (2.1) can be
represented by, at time t+,
(2.5)
and where
where X(t;s) is a unique nxn matric solution, defined oi
Premultiplying (2.5) by D we obtain,
If VCto, tt) is non-singular, let
then u(t) is piecewise continuous on [t«,tj-] and
(2.6)
= (2.1) is controllable to the hyperplane (2.2.
Conversely, suppose V(t„, tj-) is singular, then there is a non-vanishing
vector v in Esuch that
since D has maximal rank, then DVtO
exceot for a finite number of points, if (2.1) is controllable to (2.25 then
for arbitrary x0(t) there exists admisible u(t), such that
(2.7)
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Premultiglying this last equation by VTand using (2.7) we find that
This contradition proves the theorem.
2. Normality for the Problem of Bolza
If we let
then( 1.8) becomes pT(t-)=p t(x(t) +v (xtt-)), (2.8)
(2.9)i f p,=0, then equation (2.8) becomes p(t )=vT (x(t-))




We say that an extremal arc is =(x*, u*) has order of abnormality k on
[t, tf} Eta, td for the problem of Boiza considered here if there are
exactly k linearly independent solutions of equations (2.9), (2.10), (2.11)
and (2.1 2) on this interval. If k=0, then is said normal co r, this interval.
Let A(t)=fxCt) and B(t)=f,(t), then (2.10) and (2.11) become
Applying a result in reference [6], namely that the solution of this
equation can be written as
(2.13)
where X(t,s) is defined by
in addition, we require that p(t, t() satisfies (2.12). We shall consider the
matrix
Theorem ?2: A necessary and sufficient condition for an extremal arc
satisfying p(tt)=i;(x(ti))v to be normal on [t,, t] is that the rxr matrix
V(ti, t+) be non-sinqular.
Proof: suppose A is abnormal on [ti, til Then there exists non-vanishing
vectors p(t), v satisfying (2.9)- (2.12) can be represented by (2.13),
and p(t) is non-trivial if and only if v is non-trivial. Thus, if( is abnormal
on ft.. t+1. eauation (7 12) vielri
on [t,, t+] for some non-vanishinq vector v. except finite points. Hence
(2.14)
Since V(t., tt) is non-negative definite, (2.14) implies that V is singular.
Conversely, suppose now that the matrix V(t., tt) is singular. Then
there exists a non-vanishina vector v satisfvina (2.14) or
this implies thai
(2.15)
at all but a finite number of points on ft., tj]. Since solution of the
eauations (2.9). (2.10) and (2.11) are represented by
(2.15) implies that (2.12) is satisfied. Since t(x(tj)) has full rank, p(t)
does not vanish, which implies£ is abnormal on ft., tj]. Thus,€ is normal
on [ti, tj] if and only if V(t., tj) is non-singular.
3. The Relationship between Normality and Controllability
Combining the theorem of the preceding two sections, we have the
following theorem.
Theorem 2 3: A necessary and sufficient condition for an extremal arc
to be normal on [to, t+1 is that the
linearized variational equation
is controllable to the hyperplane
on this time interval.
Theorem? 4 The order of abnormality of 6 on [tt, t J is r-q where q is the
rank of the matrix V(t, U).
Proof: At first, we suppose that q=r, which implies V(t,, tt) is
non-singular, by Theorem 2 2. the order of abnormality of is zero. Hence
is normal.
Next, we suppose the order of abnormality of£ on [t,, t+j is k, where
1 s k r. Let v', vf be linearly independent in E1'. Let Z(t) be an nxr





We may suppose that the last k columns of Z satisfy
(2.19)
at all but a finite number of points of
then,
We say that the functions w',..., wTK must be linearly independent on
[t,, t+]. For if they are not then there exist constants c,,..., Cr, not all zero
such that
Then, would be a solution of (2.16H2.19) and
would be a set of k+1 linearly independent solution of (2.16H2.19) in
contradition of the hvDothesis. Thus the rxr matrix whose (i. i)th entrv is
linearly independent)
has rank r-k, and this matrix can be written as follows










where x. is a given function and x(tt) is arbitrary (c.f.[7j).
Define the Hamiltonian
then
The first variation can be written as follows:
(3.4)
let J(u)=0, we obtain the Euler-Lagrange equations (1.5), (1.5), (1.7) and
(1 R) (refer to nQ)
Let us suppose that we have determined functions x(t), u(t) ana p(t)
that meet all the first-order necessary conditions. Now we look at
neighboring extremal paths of x(t), u(t) and p(t), and investigate the




Since x=f(t, x, x, u)=Hr, then the second term in (3.5) vanishes. The third
term can be written as
ft 7)
using (1.5), (1.6),(! .7) and (1.8), we have,
(3.8)
3. A Local Dual Property
From (3.2), we have
(3.9)
for an neiqhborinq extremal with satisfying only (3.9), so that
(3.8) may be simplified to
(3.10)
Next, we can re-write (3.8) as follows:
nin
On the other hand, for an neiqhborinq extremal with satisfyinq
only (1.16), (1.17) and (1.15), we have,
(3.12)
substituting (3.12) into (3.11), we obtain
dt
using (1.15), we have
(3.13).
Comparing (3.13) with (3.10), we observe that the elements in (3.13) have
exactly the opposite signs as compared to those of (3.10). Thus, we obtain
an interesting property of the second variation of J(u).
APPEND!)
it is convenient to introduce the notationT
Let us consider
), where v=t-x(t). It is assumed tnat r 1; this assumption
implies that t-t(t) is monotonically increasing
we consider!
where little s is the solution of s-r(s)=t.
Substituting() into S J, we have
we obtain the following equations
where s is the solution of s-T(s)=t.
Next, we calculate J:
Since it satisfies the first-order necessary conditions, the coefficients of
where 2W is defined as
before.
So many results which we obtained before are also true when v is a
function of time t.
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