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Abstract
In this paper we consider one-dimensional diffusions with constant coefficients in a finite interval with
jump boundary and a certain deterministic jump distribution. We use coupling methods in order to identify
the spectral gap in the case of a large drift and prove that there is a threshold drift above which the bottom of
the spectrum no longer depends on the drift. As a corollary to our result we are able to answer two questions
concerning elliptic eigenvalue problems with non-local boundary conditions formulated previously by Iddo
Ben-Ari and Ross Pinsky.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction and notation
This article investigates so called diffusions with jump boundary, which in recent years gave
rise to several interesting results (see e.g. [4,5,8,1,2,9,11]). The process itself can be easily de-
scribed. Consider a diffusion process with initial value x ∈ D in an open domain D ⊂ Rd which
we assume to have a C2,α-boundary for convenience. When hitting the boundary ∂D of D, the
diffusion gets redistributed in D according to the jump distribution ν, runs again until it hits
* Corresponding author.
E-mail addresses: kolb@stats.ox.ac.uk (M. Kolb), awuebker@Uni-Osnabrueck.de (A. Wübker).0022-1236/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2011.05.025
M. Kolb, A. Wübker / Journal of Functional Analysis 261 (2011) 1992–2012 1993the boundary, gets redistributed and repeats this behavior forever. It is heuristically obvious that
this process converges in total variation towards its invariant measure, but good or even precise
estimates for the rate of convergence are not easy to obtain. One of the main difficulties consists
in the non-reversibility of this process. Due to this non-reversibility it is not possible to obtain
estimates on the eigenvalues via well-known variational principles.
If one specializes to the case of a one-dimensional Brownian motion in an interval (a, b)
with jump boundary, the exact calculation of the rate of convergence is possible. It turns out that
the rate of convergence coincides with the second eigenvalue of the Dirichlet Laplacian − 12 d
2
dx2
in (a, b) independent of the choice of the jump distribution ν. This has been shown in [10]
using Fourier analytic techniques in combination with a result obtained in [1], and in [7] using a
probabilistic approach.
Concerning the general diffusion process (Xt )t0 with jump boundary, four open questions
are listed in [1]; Question 4 concerning the continuous dependence of the spectral gap on the
jump distribution has been answered affirmatively in [7]. From the remaining three, Question 1
and Question 2 are highly correlated.
Firstly, Ben-Ari and Pinsky ask, whether the eigenvalue of the generator of the diffusion with
jump boundary possessing minimal real part is always real. Previously it has been shown in [10]
that for the one-dimensional Brownian motion with jump boundary the whole spectrum is real,
but that this is in general not the case in higher dimensions.
Secondly, Ben-Ari and Pinsky pose the question, whether the spectral gap of a diffusion with
jump boundary is always bigger than the bottom of the spectrum of the generator of the diffusion
killed at the boundary. It has been shown in [1] that this is true in the case that the answer to
the first question is affirmative, i.e. if the eigenvalue of the generator of the diffusion with jump
boundary possessing minimal real part is real, then the spectral gap of the diffusion with jump
boundary is always bigger than the bottom of the spectrum of the generator of the diffusion killed
at the boundary.
In this article we answer these two questions in the negative. For this purpose it suffices
to show that the answer to the second question is negative. In order to do so we look at the
case of a one-dimensional Brownian motion in (a, b) with constant drift and deterministic jump
distribution. For large enough drift we are able to identify the spectral gap of the diffusion with
jump boundary and deterministic jump distribution δ(a+b)/2 and thus can compare it with the
bottom of the spectrum of the diffusion killed when exiting the interval (a, b). It turns out that
the spectral gap for the diffusion with jumps is independent of the drift, once the absolute value
of the drift passes a certain threshold, whereas the bottom of the spectrum of the killed diffusion
is unbounded as the absolute value of the drift approaches infinity.
Though the main motivation behind this work can be formulated in a purely analytic way we
prefer to prove our results via probabilistic methods, as the main result as well as the strategy
of proof was fully inspired by the underlying probabilistic picture. Moreover, our probabilistic
approach explains some special features of our main result.
2. Notation and results
In order to formulate our findings in a precise way and to explain the relation to the Questions
of Ben-Ari and Pinsky we introduce the process in higher dimensions. Later we specialize to
the one-dimensional situation. Let D ⊂ Rd be a domain with C2,α-boundary (1 > α > 0) and
let (Ω, (Ft )t0, (Wt )t0, (Px)x∈D) denote a smooth uniformly elliptic diffusion in D which is
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L of the form
L := 1
2
d∑
i,j=1
aij (x)∂ij +
d∑
i=1
bi(x)∂i,
where the matrix a = (aij )di,j=1 is uniformly elliptic with symmetric coefficients aij , i.e.
aij = aji . Moreover, we assume that aij and bi are bounded and have bounded derivatives.
This process induces a compact semigroup of bounded operators (PDt )t0 in L2(D), which
is generated by L, with Dirichlet boundary conditions, as an operator acting on L2(D). This
semigroup corresponds to an L-diffusion process in D, which is killed when hitting the bound-
ary ∂D. The spectrum Σ(−L) of the operator −L consists of a sequence (λDk )∞k=0 converging to
infinity. We denote by gD(·,·), pD(t, ·,·) the Green- and the transition-function associated to the
L-diffusion in D killed at the boundary ∂D.
Let Wρ,0 be a L-diffusion in D with initial distribution ρ which is killed at ∂D. Moreover,
let (Wν,i)i∈N denote an independent family of killed L-diffusion in D with initial distribution ν,
which is independent of Wρ,0. Set T ρ,ν0 = inf{t  0 | Wρ,0t ∈ ∂D}, Sνi = inf{t  0 | Wν,it ∈ ∂D}
and inductively T ρ,νi+1 := T ρ,νi +Sνi+1. The process (Xρ,νt ), called a diffusion with jump boundary
starting from the initial distribution ρ, is now defined as
X
ρ,ν
t := 1{0t<T ρ,ν0 }W
ρ,0
t +
∞∑
i=1
1{T ρ,νi−1t<T ρ,νi }W
ν,i
t−T ρ,νi−1
. (2.1)
Then it is shown in [1,6,7] via different methods that there exists an invariant distribution πL,ν
and that
γ1(L, ν) = − lim
t→∞
1
t
log sup
x∈D
∥∥Px(Xt ∈ ·)− πL,ν∥∥T V > 0. (2.2)
The generator (in a certain sense made precise in Theorem 1 in [2]) of (Xt )t0 is given by
(L,D(L)), where
D(L) =
{
f ∈ C2(D)
∣∣∣
∫
D
f dν = f  ∂D
}
, Lf = Lf for f ∈ D(L). (2.3)
It is shown in [1] that the spectrum of (−L,D(L)) consists of an infinite sequence of eigenvalues
which have – with the only exception of 0 – strictly positive real part and that
γ1(L, ν) = min
{λ˜ ∣∣ 0 = −λ˜ is an eigenvalue for (L,D(L))}. (2.4)
As mentioned in the introduction it is known that in the case of a one-dimensional Brownian
motion in D = (a, b) and arbitrary jump distribution ν the spectral gap γ1(L, ν) always co-
incides with λD1 . Furthermore, the full spectrum (i.e. all eigenvalues) of the generator of the
one-dimensional Brownian motion with jump boundary in D = (a, b) is real. On the other hand
it has been shown in [10] that in higher dimensions not necessarily every eigenvalue is real. In
their examples the non-real eigenvalues do not have minimal real part.
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the spectral gap on the jump distribution is answered in [7]. Question 1 asks, whether the eigen-
value λ with minimal real part as in (2.4) is always real; Question 2 asks, whether γ1(L, ν) is
always bigger than λD0 . It is shown in [1] that an positive answer to Question 1 necessarily implies
an affirmative answer to Question 2.
Our main theorem is the following
Theorem 1. Let Lσ,μ = σ 22 d
2
dx2
+μ d
dx
denote the generator of a Brownian motion with constant
variance σ > 0 and constant drift μ and let (X)t0 denote the corresponding Lσ,μ-diffusion
process in the interval (a, b) with jump boundary and the deterministic jump distribution δx0
with x0 = a+b2 . Let γ1(Lσ,μ, δx0) denote the spectral gap of (Xt )t0. Then there exists a constant
μ(σ,x0) such that for all μ > μ(σ,x0)
γ1
(
Lσ,μ, δx0
)= 8σ 2π2
(b − a)2 . (2.5)
The assertion of Theorem 1 shows the following somewhat surprising feature, which is con-
nected to the fact, that x0 has been defined as the center of the interval (a, b). If the drift is larger
than a certain threshold, then the spectral gap of the diffusion with jump distribution δx0 is in-
dependent of the drift. We remark that an explicit (not optimal) expression for μ(σ,x0) can be
extracted from the proof.
Let us define
μ0(σ, x0) = inf
{
μ
∣∣ formula (2.5) is true}.
The proof of Theorem 1 lead us to conjecture that
μ0(σ, x0) =
√
3
2σ 2π
b − a . (2.6)
holds true. Thus a complementary investigation studying the case of a small drift might uncover
further interesting features of this process.
Theorem 1 leads immediately to the following corollaries, answering two questions from [2]
which we already discussed above.
Corollary 1. Let x0 = (a+b)/2 and let Lσ,μ = σ 22 d
2
dx2
+μ d
dx
denote the generator of a Brownian
motion with variance σ and drift μ and let (X)t0 denote the corresponding Lσ,μ-diffusion
process in the interval (a, b) with jump boundary and the deterministic jump distribution δx0 .
Then for μ large enough one has
γ1(L
σ,μ, δx0) < λ0,
where λ0 = σ 2π22(b−a)2 + μ
2
2σ 2 is the lowest eigenvalue of the selfadjoint operator −Lσ,μ in (a, b)
with Dirichlet boundary conditions.
and
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2
dx2
+μ d
dx
denote the generator of a Brownian
motion with variance σ and drift μ. Let (X)t0 denote the corresponding Lσ,μ-diffusion process
in the interval (a, b) with jump boundary and the deterministic jump distribution δx0 and let
γ1(Lσ,μ, δx0) denote the spectral gap of (Xt )t0. Then there exists μ0 such that for μ μ0
{
λ˜
∣∣λ˜ = γ1(Lσ,μ, δx0), λ˜ is an eigenvalue for (−L,D(L))}⊂ C \R.
Corollary 1 and Corollary 2 demonstrate that the answers to Question 1 and Question 2 of [2]
(observe the different sign convention in [2]) are negative.
3. Proof of Theorem 1
In this section we present the proof of our main result. In this section we assume without loss
of generality that μ > 0.
In order to get a first insight into the nature of the process (Xt )t0 for large drift μ one might
look at its invariant distribution πσ,μ,ν for large μ. In the appendix it is shown that the distribu-
tions πσ,μ,δ(a+b)/2 converge weakly to the uniform distribution on ((a +b)/2, b) as μ → ∞. This
is intuitively plausible. If the jump distribution is δx0 = δ(a+b)/2 and the drift gets large one effec-
tively ends up with a diffusion on the reduced interval (x0, b), as the strong drift does not allow
to visit the region (a, x0). In the large drift limit one thus can expect that the diffusion essentially
looks like a motion on the circle with diameter b − x0. This explains the form of the large drift
limit of the invariant distribution. On the other hand this probabilistic heuristic reasoning leads
to the conjecture that the spectral gap does remain bounded in the large drift limit, whereas the
bottom of the spectrum of the operator Lσ,μ in (a, b) with absorbing boundary of course tends
to infinity. The bottom of the spectrum is calculated in the following
Lemma 1. Let (Xt )t0 = (σBt +μt)t0 denote a one-dimensional Brownian motion with vari-
ance σ and drift μ and let τ(a,b) be the first exit time from the interval (a, b). Then
− lim
t→∞
1
t
log sup
x∈(a,b)
Px(τ(a,b) > t) = σ
2π2
2(b − a)2 +
μ2
2σ 2
. (3.1)
In particular the bottom of the spectrum of −Lσ,μ = −σ 22 d
2
dx2
− μ d
dx
in (a, b) with Dirichlet
boundary conditions coincides with the right-hand side of (3.1).
Proof. The process (Xt )t0 is reversible and it is generated by the closure q of the symmetric
Dirichlet form
C∞c ((a, b)) 
 f →
σ 2
2
b∫
a
∣∣f ′(x)∣∣2 exp (2 μ
σ 2
x)dx,
considered in the Hilbert space L2((a, b), e2
μ
σ2
x
dx). It is well known (see Section 3.6 in [12])
that the left-hand side of Eq. (3.1) coincides with the bottom of the spectrum of the operator
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2
dx2
− μ d
dx
(with Dirichlet boundary conditions), which is uniquely associated to the
Dirichlet form q . Set
U : L2((a, b), dx)→ L2((a, b), e2 μσ2 x dx), Uf (x) = e− μσ2 xf (x).
Then U is obviously unitary and a direct calculation shows that U−1LU coincides with the
operator −σ 22 d
2
dx2
+ μ22σ 2 , considered as a selfadjoint operator in L2((a, b), dx) with Dirichlet
boundary condition. Since σ 2π22(b−a)2 is the smallest eigenvalue of −σ
2
2
d2
dx2
in the interval (a, b)
with Dirichlet boundary conditions, we conclude that
− lim
t→∞
1
t
log sup
x∈(a,b)
Px(τ(a,b) > t) = σ
2π2
2(b − a)2 +
μ2
2σ 2
. 
An alternative proof of Lemma 1 might be based on the Girsanov formula, of course. As
expected the bottom of the spectrum of −Lσ,μ diverges to infinity if |μ| → ∞.
3.1. Upper bound on γ1(Lσ,μ, δx0)
In this subsection we establish an upper bound on γ1(Lσ,μ, δx0). As in Theorem 1 let (Xt )t0
be a Brownian motion in (a, b) with variance σ and drift μ and jump distribution δx0 . By triangle-
inequality we have
d¯(t) := sup
x,y∈(a,b)
∥∥Px(Xt ∈ ·)− Py(Xt ∈ ·)∥∥T V  2 sup
x∈(a,b)
∥∥Px(Xt ∈ ·)− πμ,ν,σ (·)∥∥T V . (3.2)
By (3.2) and (2.2), an upper bound on γ1(Lμ,σ , δx0) can be deduced from a lower bound on d¯(t).
We start with several lemmas, which will be used in the proof of the upper bound for the
spectral gap.
Lemma 2. For c < 0 < d let
τ(c,d) = inf
{
t > 0
∣∣ |Bt | /∈ (c, d)}
denote the first exit time of a standard Brownian motion (Bt )t0 from the interval I := (c, d).
Then there exist ε > 0 and t˜ > 0 such that for all t  t˜
P
(
τ(c,d) ∈ [t − ε, t]
)
 1
2
P(τ(c,d) > t).
Proof. Let (λ¯Ik)
∞
k=0 be the sequence of eigenvalues of the operator − 12 d
2
dx2
in I = (c, d) with
Dirichlet boundary conditions and let (ϕIk )k∈N denote the sequence of associated eigenfunc-
tions. By the spectral decomposition of Brownian motion, killed when exiting the interval I ,
we have
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∞∑
i=0
e−λ¯Ii t ϕIi (0)
∫
I
ϕIi (y) dy
= e−λ¯I0 t ϕI0 (0)
∫
I
ϕI0 (y) dy +O
(
e−λ¯I1 t
)
me−λ¯I0 t − Ce−λ¯I1 t  m
2
e−λ¯I0 t ∀t  t1,
where m := ϕI0 (0)
∫
I
ϕI0 (y) dy and C > 0, t1 > 0 have both been chosen sufficiently large.
Let us choose  > 0 such that (eλ¯I0ε − 1)  18 and t2 such that for all t  t2 we have that
Ce−λ¯I1(t−ε)  m8 e
−λ¯I0 t
.
Then we have
P
(
τ(c,d) ∈ [t − ε, t]
)=
∞∑
i=0
[
e−λ¯Ii (t−ε) − e−λ¯Ii t]ϕIi (0)
∫
I
ϕIi (y) dy
 e−λ¯I0 t
(
eλ¯
I
0ε − 1)ϕI0 (0)
∫
I
ϕI0 (y) dy + Ce−λ¯
I
1(t−ε)
 m
8
e−λ¯I0 t + m
8
e−λ¯I0 t = m
4
e−λ¯I0 t ∀t  t2.
The result follows from choosing t˜ = max{t1, t2}. 
In the following lemma we show that for certain pairs of deterministic initial distributions
there exist a coupling such that both diffusions with jump boundary coalesce quite fast.
Lemma 3. We denote by x0 = (a + b)/2 the center of the interval (a, b) and for a < x < x0 we
set xS : x + (b − a)/2. Then for all t > 0
sup
x∈(a,x0)
∥∥Px(Xt ∈ ·)− PxS (Xt ∈ ·)∥∥T V  sup
x∈(a,x0)
Px(τ > t)
 e
b−a
2
μ
σ2 e−Λ(μ)t ,
where τ is the first exit time of (σBt +μt)t0 from the interval (a, x0) and Λ(μ) := μ22σ 2 .
Proof. Let λ > 0 be given. Let Lσ,μ := σ 22 d
2
dx2
+μ d
dx
. Set
Xt = x +μt + σBt and Yt = x + b − a2 +μt + σBt = xS +μt + σBt
and continue the process such that both give Lσ,μ-diffusions with jump boundary and jump
distribution δx0 . Then immediately after the random time
τ = inf{t > 0 ∣∣Xt /∈ (a, b) or Yt /∈ (a, b)}
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follows that for all a  x  x0
∥∥Px(Xt ∈ ·)− PxS (Xt ∈ ·)∥∥T V  sup
x∈(a,x0)
Px(τ > t).
The random time τ can be rewritten as a first exit time of a Brownian motion with drift, more
precisely
τ = inf{t > 0 ∣∣ x +μt + σBt /∈ (a, (a + b)/2)}.
This gives the first inequality. Using the unitary equivalence U with L from the proof of Lemma 1
(or alternatively Girsanov’s formula) we have
Px(τ > t) = etLσ,μ1(x) =
[
UetL˜
(
U−11
)]
(x)
= e− μσ2 xe− μ
2
2σ2
t
Ex
[
e
μ
σ2
Bt ; ∀s  t : Bs ∈
(
a, (a + b)/2)]
 e−
μ
σ2
a
e
μ
σ2
(a+b)/2
e
− μ2
2σ2
t = e μσ2 b−a2 e− μ
2
2σ2
t
,
where L˜ := 12 d
2
dx2
− μ22σ 2 is the selfadjoint operator in L2(a, b) with Dirichlet boundary conditions.
This implies the assertion of the lemma. 
Lemma 4. Let c < 0 < d and let τ(c,d) denote the first exit time of a standard Brownian motion
from the interval (c, d) and let τ denote the first exit time of (σBt + μt)t0 from the interval
(a, (a + b)/2). Then there exist constants μ˜ > 0 and 0 < k < 1 such that for μ > μ˜ and t  t˜
t∫
0
sup
x∈(a,x0)
Px(τ > t − s)P(τ(c,d) ∈ ds) kP(τ(c,d) > t),
where t˜ is specified in Lemma 2.
Proof. First we obviously have
t∫
0
sup
x∈(a,x0)
Px(τ > t − s)P(τ(c,d) ∈ ds) =
t−ε∫
0
sup
x∈(a,x0)
Px(τ > t − s)P(τ(c,d) ∈ ds)
+
t∫
sup
x∈(a,x0)
Px(τ > t − s)P(τ(c,d) ∈ ds) (3.3)
t−ε
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all t  t˜
t∫
t−ε
sup
x∈(a,x0)
Px(τ > t − s)P(τ(c,d) ∈ ds) P
(
τ(c,d) ∈ [t − ε, t]
)
 1
2
P(τ(c,d) > t). (3.4)
For the first term in (3.3) observe first that according to Lemma 3 and the integration by parts
formula
t−ε∫
0
sup
x∈(a,x0)
Px(τ > t − s)P(τ(c,d) ∈ ds)
 e
b−a
2
μ
σ2
t−ε∫
0
e−Λ(μ)(t−s) P(τ(c,d) ∈ ds)
= −e b−a2 μσ2 e−Λ(μ)εP(τ(c,d) > t − ε)
+ e b−a2 μσ2 e−Λ(μ)t + e b−a2 μσ2 Λ(μ)
t−ε∫
0
e−Λ(μ)(t−s)P(τ(c,d) > s) ds
 e
b−a
2
μ
σ2 e−Λ(μ)t + e b−a2 μσ2 Λ(μ)
t−ε∫
0
e−Λ(μ)(t−s)P(τ(c,d) > s) ds. (3.5)
Let λ¯0 denote the lowest eigenvalue of − 12 d
2
dx2
in (c, d) with Dirichlet boundary conditions. The
first term in the last line of (3.5) is not at all a problem for t > t˜ , i.e. there exists c1(μ) satisfying
limμ→∞ c1(μ) = 0 such that for t > t˜
e
b−a
2
μ
σ2 e−Λ(μ)t  c1(μ)e−λ¯0t . (3.6)
The second term in the last line of (3.5) has to be analyzed more carefully. We obviously have
limt→∞ eλ¯0tP(τ(c,d) > t) = C˜ < ∞ and there exists a constant C > C˜ such that for all t  0
P(τ(c,d) > t) Ce−λ¯0t .
Therefore we get for the second term in (3.5) (t  t˜)
e
b−a
2
μ
σ2 Λ(μ)
t−ε∫
0
e−Λ(μ)(t−s)P(τ(c,d)  s) ds  e
b−a
2
μ
σ2
CΛ(μ)
Λ(μ)− λ¯0 e
−Λ(μ)t(e(Λ(μ)−λ¯0)(t−ε) − 1)
 e
b−a
2
μ
σ2
+λ¯0ε−Λ(μ)ε CΛ(μ)
¯ e
−λ¯0t . (3.7)Λ(μ)− λ0
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with limμ→∞ c2(μ) = 0. Taking (3.6) into account we have thus shown that for t  t˜
t∫
0
sup
x∈(a,x0)
Px(τ > t − s)P(τ(c,d) ∈ ds) c(μ)e−λ¯0t + 12P(τ(c,d) > t),
where c(·) satisfies limμ→∞ c(μ) = 0. Taking μ˜ large enough we conclude that for t  t˜ we have
c(μ)e−λ¯0t  14P(τ(c,d) > t), which proves the assertion of the lemma. 
Let us define several quantities, which we use in the sequel:
• tn := b−x0μ n, x = x1 := x0 + b−x04 , x2 := x0 + b−x02 and y := x3 = x0 + 3(b−x0)4 ,
where as above x0 := (a + b)/2. Moreover, we set
• A := [x0, x2) and J := (− b−x04σ , b−x04σ ).
The next lemma explains to some extent these choices. In this lemma we use the following
representation of the Brownian motion in (a, b) with constant variance σ , constant drift μ and
jump distribution δx0 . Let (Bt )t0 be a standard one-dimensional Brownian motion, then we can
build a path of the Brownian motion with constant drift μ and jump distribution δx0 and start
in x:
Xt := (x + σBt + μt)1{t<T0} +
∞∑
i=1
[
x0 + σ(Bt − BTi−1)+μ(t − Ti−1)
]
1{Ti−1t<Ti } (3.8)
where
T0 := inf
{
t > 0
∣∣ x + σBt +μt /∈ (a, b)} and
Ti := inf
{
t > Ti−1
∣∣ x0 + σ(Bt −BTi−1)+ μ(t − Ti−1) /∈ (a, b)}.
Let
τJ := inf
{
t > 0
∣∣∣ Bt /∈
(
−b − x0
4σ
,
b − x0
4σ
)}
. (3.9)
The following lemma is very elementary but we include a rather detailed proof, since the asser-
tion might be confusing at first sight and since it allows us to introduce the paths ξl and ξr .
Lemma 5. Let (tn)n∈N, x0, x, x2, y and A be chosen as above. Then using the notation introduced
in (3.8) and (3.9), one has
Px(Xtn ∈ A, τJ > tn) = Px(τJ > tn) and Py(Xtn ∈ A, τJ > tn) = 0.
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that
{τJ > tn} ⊂ {Xtn ∈ A, τJ > tn}.
Let (Bt (ω))t0 be a realization of a Brownian path started in 0 which exits the interval J after
time tn, i.e. ω ∈ {τJ > tn} and let (Xt (ω))t0 be a realization of our diffusion with jump boundary
defined as in (3.8). First observe that due to the restriction on Bt(ω) one has XT0−(ω) = b and
T0(ω) < t1.
Let n ∈ N be given. In order to prove the first formula let us define two deterministic versions
of our diffusion with jump boundary. The path ξr is defined in the following way
ξr (t) :=
{
x2 + μt if 0 t < T0(ω),
x0 + [ξr (T0(ω)−)− b] +μ(t − T0(ω)) if T0(ω) t  t1. (3.10)
In an analogous way we define
ξl(t) :=
{
x0 + μt if 0 t < T0(ω),
x0 + [ξl(T0(ω)−)− b] + μ(t − T0(ω)) if T0(ω) t  t1. (3.11)
Observing that
μT0(ω) = b − x − σBT0(ω). (3.12)
A simple calculation using (3.12) shows that for t1  t  T0(ω)
Xt (ω)− ξl(t) = b − x04 + σBt (ω) =: 
1
l (t) and
ξr(t) −Xt(ω) = b − x04 − σBt (ω) =: 
1
r (t). (3.13)
Eq. (3.13) together with our restriction on the Brownian path Bt(ω) show that T1(ω) > t1. At
the time t1 we have ξl(t1) = x0 and ξr (t1) = x2 and we have ∀T0(ω) t  t1: 1l (t),1r (t) 0.
Thus ∀T0(ω) t  t1: ξl(t)Xt(ω) ξr (t) and in particular Xt1(ω) ∈ A. Thus if n = 1 we are
done.
If n 2, we first observe from (3.13) that T1(ω) < t2 and continue ξl and ξr for T0(ω) t 
T1(ω) in the obvious way and for T1(ω) t  t2 by setting
ξr (t) = x0 +
(
ξr
(
T1(ω)−
)− b)+μ(t − T1(ω)), T1(ω) t  t2.
and
ξl(t) = x0 −
(
b − ξl
(
T1(ω)−
))+μ(t − T1), T1(ω) t  t2.
Using the same steps as in the case n = 1 one calculates that for T1(ω) t  t2
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2
l (t) and
ξr (t)− Xt(ω) = b − x04 − σBt (ω) =: 
2
r (t) (3.14)
showing that T2(ω) > t2 and that for T1(ω) t  t2 by the restriction on Bt(ω) we have ξl(t)
Xt(ω)  ξr (t). In particular x0 = ξl(t2) Xt2(ω) ξr (t2) = x2. If n = 2 we are done, if n > 2
we can continue the process in the same manner.
The second assertion follows via an essentially analogous argument and the proof is
skipped. 
Using the special choices made above and Lemma 5 we conclude via the inverse triangle
inequality that
d¯(tn)
∣∣Px(Xtn ∈ A)− Py(Xtn ∈ A)∣∣

∣∣Px(Xtn ∈ A,τJ > tn)− Py(Xtn ∈ A,τJ > tn)∣∣
− ∣∣Px(Xtn ∈ A,τJ  tn)− Py(Xtn ∈ A,τJ  tn)∣∣
= P(τJ > tn)−
∣∣Px(Xtn ∈ A,τJ  tn)− Py(Xtn ∈ A,τJ  tn)∣∣. (3.15)
The essential point is that the first term in the last line of (3.15) is the leading term. This will be
shown in the last lemma of this subsection.
Due to
∣∣Px(Xtn ∈ A,τJ  tn)− Py(Xtn ∈ A,τJ  tn)∣∣

tn∫
0
∣∣Px(Xtn ∈ A | τJ = s) − Py(Xtn ∈ A | τJ = s)∣∣P(τJ ∈ ds)
we arrive at
d¯(tn) P(τJ > tn)−
tn∫
0
∣∣Px(Xtn ∈ A | τJ = s)− Py(Xtn ∈ A | τJ = s)∣∣P(τJ ∈ ds). (3.16)
In order to do the last step in the proof of the upper bound in Theorem 1 we first note that for the
process (Xt )t0 with X0 = x
XτJ =
⎧⎪⎨
⎪⎩
ξl(τJ ) if BτJ = − b−x04σ ,
ξr (τJ ) if BτJ = b−x04σ and ξr (τJ ) < b,
ξr(τJ )− (b − a)/4 if BτJ = b−x04σ and ξr (τJ ) b.
Now, let (X˜t )t0 be the Lσ,μ-diffusion in (a, b) with jump boundary and jump distribution δx0
and X˜0 = y, which is constructed like Xt , but with Brownian motion −Bt instead of Bt . Com-
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true:
Either we have X˜τJ = XτJ or we have |X˜τJ −XτJ | =
b − a
2
. (3.17)
Moreover, each of the two possibilities in (3.17) occurs with probability 1/2.
Lemma 6. There exist a constant μ˜(σ, x0), n0 ∈ N and a constant c < 1 such that for μ 
μ˜(σ, x0) and n n0
tn∫
0
∣∣Px(Xtn ∈ A | τJ = s) − Py(Xtn ∈ A | τJ = s)∣∣P(τJ ∈ ds) < cP(τJ > tn).
Proof. We use t˜ from Lemma 2 and Lemma 4. First choose n0 ∈ N such that tn  t˜ for every
n n0. Now observe that due to the strong Markov property and (3.17) one has
∣∣Px(Xtn ∈ A | τJ = s)− Py(Xtn ∈ A | τJ = s)∣∣
= ∣∣Px(Xtn ∈ A | τJ = s) − Py(X˜tn ∈ A | τJ = s)∣∣
 sup
z∈(a,x0)
∣∣Pz(Xtn−s ∈ A)− PzS (X˜tn−s ∈ A)∣∣
= sup
z∈(a,x0)
∣∣Pz(Xtn−s ∈ A)− PzS (Xtn−s ∈ A)∣∣,
where, as in Lemma 3, zS = z + (b − a)/2. Therefore we get via Lemma 3
tn∫
0
∣∣Px(Xtn ∈ A | τJ = s) − Py(Xtn ∈ A | τJ = s)∣∣P(τJ ∈ ds)

tn∫
0
sup
z∈(a,x0)
∣∣Pz(Xtn−s ∈ A)− PzS (Xtn−s ∈ A)∣∣P(τJ ∈ ds)

tn∫
0
sup
x∈(a,x0)
Px(τ > t − s)P(τJ ∈ ds),
where as in Lemma 3, τ denotes the first exit time of (σBt +μt)t0 from (a, x0). An application
of Lemma 4 immediately implies the assertion. 
Lemma 6 and inequality (3.16) imply that for large enough μ and all N 
 n n0 we have
d¯(tn) (1 − c)P(τJ > tn). (3.18)
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γ1
(
Lσ,μ, δx0
)
 8σ
2π2
(b − a)2 (3.19)
for all μ μ0 and μ0 sufficiently large.
3.2. Lower bound on γ1(Lσ,μ, δx0)
It will turn out once again that coupling methods are a powerful tool in getting bounds for
the rate of convergence of a Markov process towards its invariant distribution. Similar to [7]
we construct two suitable versions of diffusions with jump boundary and jump distribution δx0
corresponding to different initial distributions simultaneously and control the tails of the coupling
time. The following relations for the total-variation-distance are well-known and will be used
throughout this section. We have
d(t) = sup
x∈(a,b)
∥∥Px(Xt ∈ ·)− πσ,μ,ν(·)∥∥T V
= sup
x∈(a,b)
∥∥∥∥
∫
Ω
(
Px(Xt ∈ ·)− Py(Xt ∈ ·)
)
πσ,μ,ν(dy)
∥∥∥∥
T V
 sup
x,y∈(a,b)
∥∥Px(Xt ∈ ·)− Py(Xt ∈ ·)∥∥T V = d¯(t). (3.20)
On the other hand, by coupling-inequality we have
d¯(t) 2P(τcoup > t), (3.21)
where τcoup denotes the coupling time of both processes defined below. Hence, we aim to find an
upper bound for P(τcoup > t). From (3.20), (3.21) and (2.2) it follows that
γ1
(
Lσ,μ, δx0
)
− lim
t→∞
1
t
logP(τcoup > t). (3.22)
It is Eq. (3.22) which allows to estimate the rate of convergence via a construction of a coupling.
We will need the following very elementary auxiliary result:
Proposition 1. Let I = (a, b) be an open interval with center x0 = a+b2 . For y ∈ I , let τy =
inf{t : y + Bt ∈ ∂I } be the first time of leaving the interval I . Then we have for all y ∈ I and
t ∈ R+
P(τy > t) P(τx0 > t).
Proof. The proof is based on a simple coupling argument: Without loss of generality we may
assume that b > y > x0. We define the coupling as follows: For t < τx0y = inf{t : Xt = Yt } let
Xt = y −Bt and Yt = x0 +Bt . Now let us distinguish the following two cases: First case: X and
Y meet at x0+y2 at time τ
x0y < τx0 . In this case let Y = X = x0+y2 + Bt − Bτx0 for t  τx0y and
hence both processes leave the interval at the same time.
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of the processes that τy < τx0 . Hence we obtain
P(τx0 > t) = P
(
τx0 > t, τx0 > τ
x0y
)+ P(τx0 > t, τx0 < τx0y)
= P(τy > t, τx0 > τx0y)+ P(τx0 > t, τx0 < τx0y)
 P
(
τy > t, τx0 > τ
x0y
)+ P(τy > t, τx0 < τx0y)
= P(τy > t),
establishing the desired assertion. 
3.2.1. Construction of the coupling
Without loss of generality we may assume that a < x < y < b and μ > 0.
I) We let the processes run in opposite directions, i.e we define Xt = x + μt + σBt and Yt =
y +μt − σBt up to the time τ I = τ1 ∧ τ2 ∧ τ3, where
τ1 = inf{t > 0 | x +μt + σBt = a}, τ2 = inf{t > 0 | y +μt − σBt = b}
and
τ3 = inf{t > 0 | x + μt + σBt = y +μt − σBt }.
If τ I = τ3, we are done. Otherwise, move to the next stage.
II) Observe that in the case τ I = τ1 (τ I = τ2) the process started at y (x) has not left [a, b] at
time τ I . We set
XτI =
{
x0 if τ I = τ1,
x + μτI + σBτI if τ I = τ2
and
YτI =
{
y + μτI − σBτI if τ I = τ1,
x0 if τ I = τ2.
By definition of τ I , we have that either XτI = x0 = a+b2 or YτI = x0 = a+b2 and hence
|XτI − YτI | b−a2 . For t > τ I we define (Xt )t analogous to the way we did it in the repre-
sentation (3.8). The process (Yt )t is continued also analogous to the representation (3.8) but
with the difference that for (Yt )t0 we use (−Bt)t0 instead of (Bt )t0. For a more formal
description we refer to the proof of Lemma 7.
We wait until time τ II
τ II = inf{t  τ I ∣∣ |Xt − Yt | ∈ {0, (b − a)/2}}.
If Xτ II = Yτ II , we are done. Otherwise, move to the next stage.
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|Xτ II − Yτ II | =
b − a
2
. (3.23)
For t  τ II , we once again change the sign of the Brownian motion in the definition of the
process Y , i.e. we define for t  τ II
Xt = Xτ II +μ
(
t − τ II)+ σ(Bt −Bτ II ) and Yt = Yτ II + μ(t − τ II)+ σ(Bt −Bτ II )
and wait until
τcoup = τ III = inf
{
t  τ II
∣∣Xt = x0}.
IV) For t  τcoup, we obviously can choose Xt = Yt = a+b2 + μ(Bt − Bτcoup) + σ(Bt − Bτcoup),
which means that the processes have been coupled after τcoup.
We note, that by construction the process (Xt )t0 [(Yt )t0] is a Lσ,μ-diffusion in (a, b) with
jump boundary and jump distribution δx0 starting from x [y].
3.2.2. Analysis of the coupling
To finalize the proof of the lower bound, in light of (2.2), (3.20) and (3.21), it suffices to show
that
• limt→∞ − 1t logP(τcoup > t) 8σ
2π2
(b−a)2 .
In order to prove these statements we first look at the time τ II in somewhat more detail. In the
proof of the following lemma we also give the formal details concerning the construction of the
coupling in step (II).
Lemma 7. Let (Xt )t0 and (Yt )t0 be constructed as above in (I ) and (II) and let τ II be as
defined above. Then we have
P
(
τ II − τ I > t) P
(
Bs /∈
{
−b − a
8σ
,
b − a
8σ
}
, ∀s  t
)
. (3.24)
Proof. Without loss of generality we may assume that XτI = x0 and hence YτI > x0. Observe
that ∀t ∈ (τ I , τ II] we have Xt− = a, Yt− = a, i.e. for τ I < t  τ II , jumps occur only via the
boundary point b. For τ I  t  τ II let
Yt =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
YτI +μ(t − τ I )− σ(Bt − BτI ): τ I  t < τ I,2,
a+b
2 +μ(t − τ I,2)− σ(Bt −BτI,2): τ I,2  t < τ I,4,
a+b
2 +μ(t − τ I,4)− σ(Bt −BτI,4): τ I,4  t < τ I,6,
· · · · · ·
a+b
2 +μ(t − τ I,n−2)− σ(Bt − BτI,n−2): τ I,n−2  t < τ I,n,· · · · · ·
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Xt =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a+b
2 +μ(t − τ I )+ σ(Bt −BτI ): τ I  t < τ I,3,
a+b
2 +μ(t − τ I,3)+ σ(Bt − BτI,3): τ I,3  t < τ I,5,
a+b
2 +μ(t − τ I,5)+ σ(Bt − BτI,5): τ I,5  t < τ I,7,
· · · · · ·
a+b
2 +μ(t − τ I,n−1)+ σ(Bt −BτI,n−1): τ I,n−1  t < τ I,n+1,
· · · · · ·
where
τ I,2 = inf{t > τ I : YτI +μ(t − τ I )− σ(Bt −BτI ) = b},
τ I,3 = inf{t > τ I,2: XτI + μ(t − τ I,2)+ σ(Bt −BτI,2) = b}
and inductively for all k ∈ N (note that after a jump, Yt −Xt changes its sign)
τ I,2k = inf{t > τ I,2k−1: YτI,2k−2 + μ(t − τ I,2k−2)− σ(Bt −BτI,2k−2) = b}
and
τ I,2k+1 = inf{t > τ I,2k: XτI,2k +μ(t − τ I,2k)+ σ(Bt −BτI,2k ) = b}.
We are interested in the differences |Yt −Xt | for t ∈ [τ I , τ II). For t ∈ [τ I , τ I,2), we have that
{t < τ II} is equivalent to
|Yt − Xt | = Yt −Xt = YτI −
a + b
2
− 2σ(Bt −BτI ) /∈
{
0,
b − a
2
}
,
which again is equivalent to
Bt −BτI ∈
(
−b − YτI
2σ
,
YτI − a+b2
2σ
)
. (3.25)
Due to the definition of X and Y we have at τ I,2− that
Yτ II− −Xτ II− = YτI −
a + b
2
− 2(σBτI,2 −BτI )
(note that the drift cancels out and the BM is continuous). At time τ I,2, the Y -process jumps to
a+b
2 (the process jumps b−a2 to the left), and hence we have
|YτI,2 −XτI,2 | = XτI,2 − YτI,2 =
b − a
2
−
(
YτI −
a + b
2
− 2σ(BτI,2 − BτI )
)
= b − YτI + 2σ(BτI,2 −BτI ).
For t ∈ [τ I,2, τ I,3) we obtain by the definitions of Xt and Yt that
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= 2σ(Bt −BτI,2) + b − YτI + 2σ(BτI,2 − BτI )
= b − YτI + 2σ(Bt − BτI ). (3.26)
Hence, once again we see that for t ∈ [τ I,2, τ I,3), we have that {t < τ II} is equivalent to (3.25).
For t ∈ [τ I,3, τ I,4), these calculations repeat (having in mind that the sign of Yt − Xt changes
after every jump), so we end up with
P
(
τ II − τ I > t)= P
(
Bs −BτI ∈
(
−b − YτI
2σ
,
YτI − a+b2
2σ
)
∀s ∈ (τ I , τ I + t)
)
. (3.27)
But then the claim follows from Proposition 1. 
In order to finish the proof of the lower bound in Theorem 1, we write τcoup =
τ I + (τ II − τ I )+ (τcoup − τ II). We have
P(τcoup > t)
E[eλτcoup ]
eλt
= E[e
λτI
E[eλ(τ II−τ I ) | Fτ I ]E[eλ(τcoup−τ II) | Fτ II ]]
eλt
, (3.28)
where Fτ i denotes the σ -field generated by Bs for s  τ i (i = I, II).
First of all, we claim that
P
(
τ I > (b − a)/μ)= 0. (3.29)
For this let us assume that τ I > b−a
μ
. By definition of τ I this implies
y +μb − a
μ
− σBb−a
μ
< b and x +μb − a
μ
+ σBb−a
μ
< y +μb − a
μ
− σBb−a
μ
,
where the latter inequality easily simplifies to Bb−a
μ
 y−x2σ . This yields
b > y +μb − a
μ
− σBb−a
μ
 y + b − a − y − x
2
= b − a + y + x
2
> b,
which is a contradiction and hence implies (3.29).
By (3.28) and (3.29) we have
P(τcoup > t) C(1)λ ·
E[E[eλ(τ II−τ I ) | Fτ I )E[eλ(τcoup−τ II) | Fτ II ]]
eλt
. (3.30)
Let us determine upper bounds for E[eλ(τ II−τ I ) | Fτ I ] and E[eλ(τcoup−τ II) | Fτ II ]. By Lemma 7
we have
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(
τ II − τ I > t ∣∣Fτ I ) P
(
Bs /∈
{
−b − a
8σ
,
b − a
8σ
}
for all s  t
)
 Ce−
8σ2π2
(b−a)2 t . (3.31)
Hence partial integration yields
E
[
eλ(τ
II−τ I ) ∣∣Fτ I ]=
∞∫
0
eλsP
(
τ II − τ I ∈ ds ∣∣Fτ I )
= −eλsP(τ II − τ I > s ∣∣Fτ I )∣∣∞0 + λ
∞∫
0
eλsP
(
τ II − τ I > s ∣∣Fτ I )ds
 C(2)λ < ∞ ∀λ <
8σ 2π2
(b − a)2 . (3.32)
In order to establish an upper bound for E[eλ(τcoup−τ II) | Fτ II ], first observe that after time τ II ,
the distance between the processes is b−a2 (or have already been successfully coupled). Since
the processes run parallel after τ II in the interval (a, b) and maintain the distance b−a2 , one of
the processes necessarily hits the boundary of the interval and then both processes immediately
glue together. After τ II , the tail of the first time until one of the processes hits the boundary is
dominated by the tail of the first exit time from the interval ((b− a)/4, (b− a)/4) of a Brownian
motion with variance σ and drift μ started at 0. Hence, it follows from Lemma 1 that for a
suitable constant K > 0 we have
P
(
τcoup − τ II > t
∣∣Fτ II )Ke−(
π2σ2
2((b−a)/2)2 +
μ2
2σ2
)t (3.33)
and hence by partial integration as in (3.32)
E
[
eλ(τcoup−τ II)
∣∣Fτ II ]< C(3)λ < ∞ ∀λ < 2π
2σ 2
(b − a)2 +
μ2
2σ 2
. (3.34)
Now plugging (3.32) and (3.34) into (3.30), we finally end up with
P(τcoup > t) < C
(4)
λ e
−λt , C(4)λ < ∞ ∀λ < min
(
2σ 2π2
(b − a)2 +
μ2
2σ 2
,
8σ 2π2
(b − a)2
)
. (3.35)
This finalizes the proof.
The proof of Theorem 1 actually demonstrates somewhat more. Recall from e.g. [3] that a
coupling is called efficient if it can be used to obtain a sharp estimate for the spectral gap of the
operator, which is the generator of the Markov process in question. Then the proof of Theorem 1
immediately implies the following
Corollary 3. Let x0 = a+b2 , Lσ,μ = σ
2
2
d2
dx2
+ μ d
dx
and let (Xt )t0 be a Lσ,μ-diffusion in the
interval (a, b) with jump boundary and jump distribution δx0 . If μ  μ(σ,x0) then there exists
an efficient coupling.
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leads to the conjecture
μ0(σ, x0) =
√
3
2σ 2π
b − a ,
which we already have formulated in (2.6).
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Appendix A
In this appendix we investigate the limit behavior of the invariant distribution πσ,μ,ν of an
Lσ,μ-diffusion in (a, b) with jump distribution ν, which was used in the heuristic discussion
following Theorem 1.
Proposition 2. Let Lσ,μ := σ 22 d
2
dx2
+ μ d
dx
denote the generator of a Brownian motion with vari-
ance σ and drift μ and let (X)t0 denote the corresponding Lσ,μ-diffusion process in the interval
(a, b) with jump boundary and the jump distribution ν. Let γ1(Lσ,μ, δx0) denote the spectral gap
of (Xt )t0. Then the invariant distribution πσ,μ,ν of (Xt )t0 satisfies
lim
μ→∞πσ,μ,ν =
ν((a, y]) dy∫ b
a
ν((a, z]) dz
in the weak sense. In particular, for ν = δx0 we have
lim
μ→∞πσ,μ,δx0 = (b − x0)
−1∣∣· ∩ [x0, b)∣∣.
Proof. We use the formula
πσ,μ,ν(A) =
∫
A
dy
∫ b
a
ν(dx)g
(a,b)
σ,μ (x, y)∫ b
a
dy
∫ b
a
ν(dx)g
(a,b)
σ,μ (x, y)
, (A.1)
where g(a,b)σ,μ (x, y) denotes the Green’s function of the operator Lσ,μ in (a, b) with Dirichlet
boundary conditions. Different versions of proofs of this formula can be found e.g. in [1] and [7].
According to general theory (see e.g. [13, Section 13.2]) we have the following well-known
explicit formula
g(a,b)σ,μ (x, y) =
⎧⎪⎨
⎪⎩
2μ
σ 2(e
−2 μ
σ2
b−e−2
μ
σ2
a
)
ua(x)ub(y)v(y) if a < x < y < b,
2μ
2 −2
μ
2 b −2
μ
2 a
ub(x)ua(y)v(y) if a < y < x < b,
(A.2)σ (e σ −e σ )
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ua(x) = σ
2
2μ
(
e
−2 μ
σ2
a − e−2 μσ2 x) and ub(x) = σ
2
2μ
(
e
−2 μ
σ2
b − e−2 μσ2 x)
and
v(x) := e2 μσ2 x.
The function ua (ub) is a solution to Lσ,μu = 0 with ua(a) = 0 and u′a(a) = 1 (ub(b) = 0 and
u′b(b) = 1). An elementary calculation gives
g(a,b)σ,μ (x, y) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ 2
2μ · 1−e
−2 μ
σ2
(x−a)
e
−2 μ
σ2
(b−a)−1
(e
−2 μ
σ2
(b−y) − 1) if a < x < y < b,
σ 2
2μ · e
−2 μ
σ2
(b−x)−1
e
−2 μ
σ2
(b−a)−1
· e−2 μσ2 (x−a)(e−2 μσ2 (b−y) − 1) if a < y < x < b.
This shows that
lim
μ→∞
2μ
σ 2
· g(a,b)σ,μ (x, y) =
{
1 if a < x < y < b,
0 if a < y < x < b. (A.3)
Formulas (A.1) and (A.3) together with an elementary application of Lebesgue’s theorem of
dominated convergence now imply the assertion of the proposition. 
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