Abstract-In this paper, the application questions of OSPF (Open Shortest Path First) routing protocols in the all-IP based protected UMTS (Universal Mobile Telecommunications System) access networks is investigated. The basic problem here is how the OSPF administrative weights should be adjusted in an adequate way, resulting near-optimal overall network performance both in nominal network operation and in case of single link failures. Currently, there are known algorithms which are able to solve the topology planning and dimensioning related problems of UMTS access networks, but they do not consider the special properties of the OSPF protocol. We formulate the problem as an Integer Linear Programming (ILP) task. Furthermore, we propose an advanced heuristic algorithm and compare its results with the ILP solution and other existing algorithms.
I. Introduction
In this paper, we deal with configuration of OSPFbased fault-tolerant UMTS Terrestrial Radio Access Networks (UTRAN) [1] , [2] . The OSPF-based routing [3] , [4] in the initial releases of UTRAN is trivial task because of the topology determines the paths by itself. However, the complex topology of fault-tolerant networks makes the OSPF configuration complicated. First the UTRAN and OSPF will be introduced, then the fault-tolerant related issues will be presented.
UTRAN networks contain two main types of equipment, namely the Radio Base Station (RBS), and the Radio Network Controller (RNC). The task of the RBS is to handle both the user and control radio channels of the particular cell, as well as concentrate the traffic of lower level RBSs and forwards it towards its dedicated RNC. The role of the RNC is managing the RBSs that are connected to it, and concentrate the traffic flows of connections and forwards them to the upper level core network. The topology of the UMTS access network is a set of trees, in which the RBSs form the tree, and the RNC is the root node. The different trees are connected to each other via the RNCs typically using a mesh-like topology based on another transmission technology. The network is modeled as a set of trees and represented by a graph, where the nodes are the vertices and the links are the edges.
Because of the original tree-like topology of UMTS terrestrial access networks, these networks are very sensitive to the failures and in case of larger networks, even a single failure can occurs the loss of high amount of data. One solution is to use fault-tolerant topologies, such as ring or mesh like topologies, however, the cost of them can be significantly greater than the simple tree topology. A possible alternative solution is to keep the basic tree topology and expand it with some additional links at those parts of the network where faults are critical. The main advantage of the network extension is that an acceptable equilibrium can be found between the increasing of the cost and increasing of the fault tolerance capability of the network.
Solving this kind of network extension problem is not an obvious task, because the state space of the problem is large and the goal is twofold, we want to increase the fault-tolerance with minimal investment. We analyze the properties of this kind of network extension solution [5] and propose a planning algorithm to this problem. It is shown that our algorithm gives high quality solutions.
In the first phase the transport technology of the UMTS terrestrial access networks will be ATM (Asynchronous Transfer Mode) based, but the ultimate goal is to apply IP technology here as well. Because the most wide-spread routing protocol of IP networks is OSPF protocol, it seems to be used in UTRANs, too. The OSPF uses the shortest path for routing packets according to the given weights of the links and it may apply the so-called Equal-Cost Multipath (ECMP) principle in cases of multiple shortest paths. The OSPF routing procedure works essentially as follows: A positive integer number is assigned to each link (called weight), and these values are sent to the network nodes using the OSPF link-state flooding mechanism. Every intermediate node along a path determine the next hop of the packet towards the destination node using local routing table. Building up the routing tables of the nodes, the shortest paths are calculated on the basis of the link weights.
Our model used in [5] is able to handle only the explicitly defined paths (this is the case in ATM based access network), and cannot consider the special properties of OSPF routing. We keep this algorithm to determine the position and capacity of the extra links required to obtain the defined protection level, and to determine the routes of protection paths along with the required capacity increment (if any). In this case, the problem is that the backup paths are determined explicitly, therefore, we need a method, which computes an OSPF weight system reproducing the original paths.
The rest of the paper is organized as follows. First the network model and the task specification is presented. Then two methods, a heuristic-based and a LP-based method is outlined. Then the heuristic algorithm is compared with the LP solution and an existing reference method. We conclude the paper with some computational results and summarize our experiences.
II. Network model and task specification
The goal of this section is to present the used network model, as well as the clarification of the exact optimization problem to be solved and the considered conditions.
The network is modelled as an undirected graph G(V, E), where vertex set V represents the node of the network, while edge set E corresponds to the links. There is a distinct node r ∈ V that corresponds to the RNC.
The network topology is a spanning tree completed with some additional links to provide the pre-defined level of network availability. So, we distinguish the two types of links, namely the links belonging to the spanning-tree are called default links, while the additional links are called backup links. The set of default links is denoted by E d and the set of backup links is denoted by E b .
The tree E d determines the level (v) of each node v, i.e. the distance of v and r on this tree.
We require that exactly one default link and at most one backup link can be originated from each node. Moreover, the backup links can connect only two nodes on the same level or on adjoining upper levels (for more information about the technological background see [5] ).
We are also given a set of the protected failure scenarios as a set of edge sets E i ⊆ E, i ∈ {0, 1, 2, ·, k} expressing the available edges in the i th failure scenario. E 0 corresponds to the case when there is no link failure, i.e. E 0 = E d . For each node v and for each failure scenario i we are given a path p In this paper, only one link failure is considered at a time (which is relevant to the generally accepted network modeling). For the sake of simple configuration, we require that each backup path contains only one backup link and some default links. This ensures that the backup paths will not be too long.
The optimization proceeds from a network with known topology, link capacities and paths. If reproducing the predefined path system is possible, then the output is an adequate OSPF weight for each link. If there exists no such a weight system, then we propose where and how to modify some backup paths to achieve an OSPF conform path system. As a consequence of OSPF routing, all used paths in a given state (normal operation or any of the failure-cases) must form a tree.
III. Proposed heuristic algorithm
Our proposed solution is to combine the strategy of path "restoration" with the strategy of overload decrement. Thus if the predefined path system cannot be reproduced for some reason, then it can still minimize the overload of the links. The framework of the proposed OSPF Weight Setting (OWS) algorithm is illustrated in Figure 1 . (a) Eliminate the link overload in the network by modifying the weight of the links (by procedure BWS), and repeat this step until the overload decreases.
(b) Eliminate the difference between the predefined and the actual path system by modifying the weight of the links (by procedure AWS), and repeat this step until the difference decreases.
(c) There can be paths correlating to each other, so they cannot be corrected one after the other in Step 2b. Correct these paths (by procedure SWS) until the difference between the predefined and the actual path system decreases.
(d) If all repairable errors are corrected, then STOP. Else go to Step 2a.
If it is required to decompose the circles, then the same backup path system cannot be reproduced as in the predefined case. In most of the cases, however, the overall performance of the network still remains the same after the decomposition.
Based on the computational results presented in Section VI, we can say that our algorithm practically can solve the problem of mapping dedicated paths into OSPF-based paths.
The following subsections describe the above mentioned procedures applied by the OWS algorithm.
A. Initialization
First of all, initial link weights are given (see procedure IWS in Section III-A.1) and the existence of possible circles of backup links is analyzed and the decomposition of them is done. First we show that no weight system can reproduce the predefined path system in case of circles (see Section III-A.2), however, in most of the cases, the overall performance of the network can remain the same by the decomposition strategies shown for the two possible configurations of circles (see procedure DEC 1 in Section III-A.3 and DEC 2 in Section III-A.4).
A.1 Initial weight setting (IWS)
According to the conditions, the traffic paths must use only default links in case of regular network operation and each backup path must contain only one backup link. In order to meet these conditions, we set the weight of each default link to 1 and set the weight of the backup links to 3. However, this weight setting does not provide that the traffic between two nodes actually uses its predefined paths. Therefore some links may become overloaded, so we need further refinement in the weight setting.
A.2 Directed circles of backup links
Claim 1: A circle of backup links causes an infeasible situation if they are on the same level in the network and form a directed circle according to the assumptions in Section II. Figure 2 illustrates such a circle.
Proof: For the sake of simplicity, consider a circle of 3 links. Let us suppose to the contrary that a proper weight system exists. This weight system the following conditions are held: 
Summing up these in inequalities, we get the same on both sides, which is a contradiction.
That means that there are no proper weight system to map the dedicated routing. (The proof is similar for the case of circles with more nodes.) However, the overall performance of the network reliability can be preserved if we enable some modifications in the predefined path system. In the next sections, these techniques are presented. For the sake of simplicity, the circles of the examples consist of 3 links. Of course, both techniques can be extended to circles of more links.
A.3 Circles with merging default paths at the same node (DEC 1 )
According to the above proof, we cannot solve the directed circle problem, but if the default paths of the nodes in the circle merge in the same node, then we can decompose the circle. This means that by modifying the backup path system we can delete a link from the circle without degrading the performance of the network. Figure 3 Let c be the smallest traffic demand (or one of them if there are more). If there is a failure between node C and R, then the traffic c can go also towards node B. Since we assume one-failure scenario, this traffic c can also go through node B towards node R, because it is not greater than traffic a (there is backup path on link B − R for node A, whose default path still works). These altogether mean that the backup link C − A is needless. So we can delete this backup link, use link B − C as backup link in both direction and solve the problem with procedure AWS. So the overall performance of the network remains the same.
A.4 Circles with default paths merging at different nodes (DEC 2 ) Figure 4 illustrates the situation, when some default links of the nodes in the circle merge before all of them are merged: default paths of node A and C are merged at node D, but the default path of node B is merged to them only at node R.
The result of the decomposition depends on the amount of the traffic of the nodes:
• Success: If node B or C has the smallest traffic, then the circle can be decomposed as in Section III-A.3.
• Failure: If node A has the smallest traffic, then only its traffic can be rerouted. Since C is not so protected as A (node C is not protected for failure of link D − R, but A is), node A would not have backup path for all failures protected by the predefined case. So the circle cannot be decomposed and the planning problem cannot be solved. 
B. Iterative weight adjustment
In the second part of the OWS algorithm, an iterative weight adjustment is proposed. First the link overload is decreased in the network (see procedure BWS in Section III-B.1). Then the difference between the predefined and the actual path system is decreased (see procedure AWS in Section III-B.2). After that those paths are corrected, which correlate to each other (see procedure SWS in Section III-B.3). Finally these three steps are repeated until all repairable errors are corrected.
B.1 Basic weight setting (BWS)
We present a simple procedure (called BWS ) that tries to find a weight system which provides that there are no overloaded links in the network 1 . The frame- 
B.2 Advanced weight setting (AWS)
We propose a procedure taking the default-backup system of our model into consideration and decreasing the difference between the predefined and the actual path system. This procedure can correct almost all overload situations, which may arise in the network. We note that procedure AWS is more efficient if the initial weights of the backup links are set to a value larger than 3. We correct the weight system of the nodes by going down the topology from the root to the leaves: 1. Let L = 1. Note that it is more beneficial to start the correction of the illegal paths with those nodes which have shorter illegal paths. Since the procedure modifies only the weight of the default links, it must be completed with some special cases presented in Section III-B.3.
B.3 Special weight setting (SWS)
In some situations, the failures can be corrected separately, but if they are combined together, they cannot be solved by procedure AWS. Figure 5 shows an example for this special situation.
Node A has a backup path A − F − E − D − R and node F has a backup path F − A − B − C − R. If we wanted to correct node A in case of failure on link C −R, then we should increase the weight of link A−B (see the round brackets). If we wanted to correct node F in case of failure on link D − R, then we should increase the weight of link F − E (see the brackets). It is easy to see that the correction of node A and F after 
Of course, this procedure can be easily extended to the case, when there are other nodes between node B and C and between E and D.
IV. Reference solutions
In this section, we present a randomized weight setting algorithm [6] used as reference method in the evaluation of our proposed weight setting procedure. This algorithm is based on the well-known Simulated Annealing [7] , [8] meta-heuristic, which is an efficient technique for solving complex optimization tasks with large state space. The most important steps of the reference algorithm are listed below:
• Initialization: The initial weight setting method (presented in the previous Section) is used to adjust the initial weights for the default and backup links.
• Demand allocation: According to the current weight system all demands are routed and all failures are simulated. Then the required link capacities are calculated and the overloaded links are searched, as well as the total network overload is calculated (denoted by O old ).
• Weight modification: In this phase we can select from two possibilities, the first is a simple weight adjustment, and the second one is a sophisticated strategy.
1. One overloaded link is selected randomly and its weight is incremented by 1.
2. Select a link randomly and modify its weight by 1 according to the probability P mod : if the link is overloaded, then its weight should be increased and P mod = overload maximal overload ; if the link is underutilized, then its weight should be decreased and P mod = underutilization maximal underutilization . If we do not modify weight of the link, then select another link randomly. Then all failures are simulated, the overloaded links are searched and the total network overload is calculated again (denoted by O new ).
• Evaluation Using the so-called stochastic acceptance criteria of simulated annealing it is decided whether the modification of the weight is acceptable or not. The network modification will be accepted with the probability
where T is the so-called temperature, which decreases exponentially during the running of the algorithm. If the overload in case of the new weights is lower than in case of the weights before the modification the new weight system is always accepted. If the new overload is greater than the old one, then the acceptance depends in the above criteria. At the beginning of the optimization the probability of the acceptance of an overloaded state is close to 1, while later this probability decreases significantly. After the decision, the optimization continues at the Demand allocation step.
V. Exact solution
This section exhibits a linear programming based exact solution to the problem of finding OSPF weight setting with various objective functions.
To give an LP formalization of the problem we use the following well know duality theorem of shortest paths.
Let G = (V, E) is a directed graph, and w : E −→ Z + a weight function on the edges. A π : V −→ Z potential is called feasible if
holds for all edges (uv) ∈ E. An edge uv is called π-tight or tight if w uv = π(v) − π(u). Claim 2: For any fixed node s ∈ V there exists a feasible potential π, such that a path p from s to an arbitrary node t is a shortest s-t path if and only if each edge of p is π-tight.
Proof: Let us define π(v) to be the length of the shortest s-v path. It is easy to check that this potential is feasible and meets the requirements above.
The following claim is also easy to see.
Claim 3: If a path p is not a shortest path, then there exists no feasible potential π such that each edge of p is π-tight.
Using these claims, we are able to formulate our problem. Our goal is to find a weight function of the edges, by which the shortest path of the nodes equal to their predefined paths in all states of the network. These states are the normal work state (0) and the states of the possible default link failures (1 . . . k, where k is the number of nodes). To sum up, we are looking for such weight system, by which the potentials are feasible in all states and all the links used in ith state (referred to as E i ) are π-tight and for all other links
is the potential of node u in the ith state). The linear program formulates as follows:
For each edge (u, v) a variable w(u, v) expressing the OSPF weight is introduced. Moreover for each fault scenario i (0 for the normal work state and 1 . . . k, for all possible default link failures) and for each node u we introduce a variable π i (u).
Claim 4: The above linear program is feasible if and only if there exists an appropriate weightings.
Proof: The above linear inequalities express that π i is a feasible potentials in the fault scenario i and exactly the elements of E i are tight. According to Claim 2 and Claim 3 this means that the required set of paths are unique shortest path with respect to the weighting w(u, v).
On the other hand, if w(u, v) is a proper weightings then let π i (u) be the distance of the node u from the root in the ith fault scenario. This gives a feasible solution of the above linear program.
If our aim is to find solution with "small" weights i.e. we want to minimize the largest weight, the we can introduce an additional auxiliary variable Z and minimize it keeping the above constraint and also the followings.
VI. Computational results
First we compare the running time of our OSPF Weight Setting -OWS algorithm and the LP solution given by the LP-solver package [9] . Table I shows that OWS can solve large problem instances in approx. half a minute, however, ILP cannot reach solution even for 100 nodes in three days. Therefore we compare the results of the OWS algorithm with the two simulated annealing based Reference algorithms (RefSol-1, RefSol-2 ) and the Initial Weight Setting -IWS procedure.
Because the goal is to test the OWS in case of real network sizes, we use networks with 50,100,150,200 nodes. Ten networks of each size are generated, the topology of the networks satisfies all the technological requirements and constraints (maximum 2 incoming links per node, the depth of a tree is 5) and it is very close to an optimized UMTS access network. Furthermore, there were no circles from backup links (see Section III-A.2) in any instance networks. We have no exact values of what percentage of the RBSs are planned to be protected in the access network, therefore we examine 4 different protection level scenarios. In case of each network size, we examine the cases when 10%, 20%, 30%, 40% of the RBSs have a backup link. (Note that above these backup link values ring or mesh-like topologies would be more efficient to be applied instead of the extension of trees.)
Because of both the OWS algorithm and the IWS procedure are deterministic, only one run is enough to obtain their results. However, the Reference algorithms are based on randomized procedure, which means that more than one run is required to obtain a typical, average result. Thus we ran the Reference algorithms 10 times for each network sizes and protection level.
We compare the methods mentioned above according to percent of lost traffic (value of overload in the network), and percent of number of overloaded links. The results are summarized on Figure 6 and 7, respectively. Figure 6 shows that the IWS procedure does not solve the OSPF weight setting problem and the overload in the network increases as the number of backup links increases. When 10% of the links are backup link, the RefSol-1 can solve the problem for all network sizes, however, RefSol-2 can solve the problem in case of smaller networks (50 and 100 nodes). Moreover, in case of more backup links, the overload increases, but it still remains under 0.6%. This result is acceptable compared to the IWS procedure, nevertheless, the OWS algorithm can always solve the problem. Figure 7 shows that the number of overloaded links has a very similar behavior to the overload. In case of the IWS procedure the number of overloaded links is mostly depends on the number of backup links. In case of the Reference solutions, the number of overloaded links slightly increases as the number of backup links increases. Moreover, the number of overloaded links is the multiple of the overload in the network. The reason of this is that the Reference solutions try to minimize the overload in the links, so they prefer such solutions, where the overload is shared between several links. Of course, in case of the OWS algorithm, there are no overloaded links in the network.
The above tests back up that our novel OWS algorithm can solve the OSPF weight setting problem (or at least keep the performance of the network on the same level as in the dedicated case if there are directed circles in the network).
VII. Conclusions
In this paper we dealt with the configuration of OSPF weight system in protected UMTS access networks. The goal was to propose a weight setting strategy that makes the default path to be the shortest path in the network in case of nominal operation and the backup paths to be the shortest path in the network in case of any single link failure. We showed that the simple, greedy type weight setting fails to solve this task, so it results very significant overload and traffic loss, so it is not applicable. The known weight settings result measurably better network configuration, but some overload still remains. Therefore a more sophisticated method has been worked which (a) considers the special properties and structure of UMTS access networks, as well as (b) finds those part of the explicit path structure, which does not conform with the OSPF routing rule. Based on some tests, we have proven that our proposed method is able to set the OSPF weight in a proper way in cases of different network topologies and different number of protected demands. The results shows that our method is able to solve the OSPF weight setting task in real UMTS/OSPF access networks and it is an efficient, useful tool in the network planning process.
