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Abstract—Anomaly detection incurs certain sampling and sens-
ing costs and therefore it is of great importance to strike a balance
between the detection accuracy and these costs. In this work, we
study anomaly detection by considering the detection of threshold
crossings in a stochastic time series without the knowledge of its
statistics. To reduce the sampling cost in this detection process, we
propose the use of hierarchical generative adversarial networks
(GANs) to perform nonuniform sampling. In order to improve
the detection accuracy and reduce the delay in detection, we
introduce a buffer zone in the operation of the proposed GAN-
based detector. In the experiments, we analyze the performance of
the proposed hierarchical GAN detector considering the metrics
of detection delay, miss rates, average cost of error, and sampling
ratio. We identify the tradeoffs in the performance as the buffer
zone sizes and the number of GAN levels in the hierarchy vary. We
also compare the performance with that of a sampling policy that
approximately minimizes the sum of average costs of sampling
and error given the parameters of the stochastic process. We
demonstrate that the proposed GAN-based detector can have
significant performance improvements in terms of detection delay
and average cost of error with a larger buffer zone but at the
cost of increased sampling rates.
Index Terms—anomaly detection, generative adversarial net-
works (GANs), Ornstein-Uhlenbeck (OU) processes, stochastic
time series, threshold-crossing detection.
I. INTRODUCTION
Anomaly detection has been extensively studied in various
fields, with applications in different domains. For instance,
the authors in [1] provided a survey of anomaly detection
techniques in wireless sensor networks. In [2], the problem of
anomaly detection in home automation systems is reviewed.
Recently, learning-based approaches have been proposed as
well. Considering the cybersecurity threats, authors in [3] pro-
posed deep reinforcement one-shot learning for change point
detection to address scenarios in which only a few training
instances are available, for example, in the zero-day attack.
And a random forest machine learning algorithm is presented in
[4] to effectively detect compromised loT devices at distributed
fog nodes. Moreover, in [5] an adversarial statistical learning
method has been proposed to detect slight changes in the
statistical parameters caused by the attack data.
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In the literature, anomaly detection is also conducted among
multiple processes. In such cases, active sequential hypothesis
testing problem is often modeled as a partially observable
Markov decision process, and the reinforcement learning al-
gorithms are applied to dynamically select the processes to be
tested. For instance, in [6] and [7], the application of deep
Q-networks and actor-critic deep reinforcement learning have
been investigated, respectively.
Furthermore, anomaly detection in multivariate time series
has attracted interest recently. In such problems, deep learning
algorithms are trained by both normal and abnormal training
data, and used as classifiers to detect and diagnose the anoma-
lies [8], [9]. Different from the deep learning-based detectors,
the GAN-based framework proposed in [10] and [11] is only
trained with the normal dataset, and estimate the probability
of the anomaly.
Finally, several recent studies have taken the cost of the
detection process into consideration. For instance, in [12],
the performance measure is the Bayes risk that takes into
account not only the sample complexity and detection errors,
but also the costs associated with switching across processes.
In [13], the cost is expressed as a function of the duration of
the anomalous state. Considering the cost of both sampling
and errors, authors in [14] proposed a deep reinforcement
learning-based policy for significant sampling with applications
to shortest path routing.
Motivated by these studies, we in this paper propose a novel
GAN-based anomaly detector that has a prediction capability
and detects threshold crossing in a stochastic time series with-
out requiring the knowledge of its statistics. We evaluate the
performance of this detector, determine the incurred sampling
and delay costs, identify the key tradeoffs, and compare with
existing strategies.
II. SYSTEM MODEL
As noted above, we consider anomaly detection as the
detection of crossing a threshold Γ in a stochastic time series.
Specifically, we assume that an anomaly occurs when the
monitored stochastic process exceeds or falls below Γ. Such
anomaly detection is required, for instance, in remote moni-
toring using sensors in smart home, smart city, e-Health, and
industrial control applications. In these cases, the monitored
process can be modeled as a stochastic process and it is very
important to accurately and timely detect if the process (de-
scribing e.g., the patient’s health in remote health monitoring
or the operational characteristics of the power grid in a smart
grid application) crosses a threshold. To react to the changes
immediately, the system can continuously monitor the environ-
ment. However, this will lead to very high sampling, sensing
and also communication costs (e.g., if the sensing results need
to be sent to a remote processing center). Alternatively, the
system can observe and sample the process intermittently. In
this case, the sampling can be nonuniform with the sampling
rate depending on how close the values are to the threshold Γ.
With this approach, the sampling/sensing cost will be reduced
but there will be a higher risk of delay in the threshold-crossing
detection. Therefore, there exists a tradeoff between sampling
and delay costs and this should be addressed by taking the
delay cost into account when making the sampling decisions.
While our framework is applicable to any process or time
series, we consider the Ornstein-Uhlenbeck (OU) process
(which has applications in physical sciences, power system
dynamics, financial mathematics) in this paper in order to be
more concrete in our discussions. Additionally, a sampling
policy for the OU process is previously derived in [15] under
the assumption of complete statistical knowledge, and we
will compare the performance of the proposed hierarchical
GAN framework with that of this policy. OU process can be
expressed as
dx (t) = θ(µ− x (t))dt+ σdW (t) (1)
where µ is the mean of the time series, θ is the speed of mean
reversion that scales the distance between x (t) and the mean
µ, and σ is the volatility to scale the Wiener process W (t).
Specifically, we set the mean µ as 0.
The cost of error due to delayed detection can be defined as
the area enclosed between the actual crossing point x (Ttrue) and
the detected crossing point x (Tdetect), where Ttrue is the actual
time instant at which the threshold is crossed, and Tdetect is
the time instant when threshold-crossing is detected. Therefore,
when the threshold is Γ = 0, the cost of error can be computed
as
C =
∫ Tdetect
Ttrue
|x (t)|dt. (2)
Note that the cost of error due to delayed detection is propor-
tional to the value of the process x and the gap between Tdetect
and Ttrue.
In [15], based on the assumption that the parameters of
the OU process are known, a policy is derived to control
the sampling time. This policy makes use of the OU process
parameters and the current sample to estimate the subsequent
sampling time that minimizes the sum of the average costs of
error and sampling. Specifically, under certain conditions and
assuming Γ = 0, an approximate solution for the next sampling
time is given as
T ∗1 (x (t)) = T
∗ +
1− e−θT∗√
1− e−2θT∗
√
pi
σ
√
θ
x (t) (3)
where T ∗ = (
18pic2
s
σ2
)
1
3 , and cs is a predefined sampling cost.
In Fig. 1, we demonstrate such sampling process using (3).
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Fig. 1. Sampling of an OU process with parameters µ = 0, σ = 0.5, θ =
0.025, and sampling cost cs = 0.1.
The blue curve is the time series x (t), red vertical lines indicate
the sampling time instants, and the red dots are the samples
collected by the policy. It is obvious that when the value of
x (t) approaches the threshold Γ = 0, the policy samples more
frequently, and when x (t) moves far away from the threshold,
the policy samples less frequently. Such nonuniform sampling
policy provides an effective solution, balancing the detection
accuracy and the sampling cost, However, the parameters of the
OU process may not be known in practice, and this renders
the optimal policy inapplicable. In such cases, data-driven
approaches are needed. Considering these scenarios, we in
this paper propose a GAN-based framework, that does not
require any information on the OU process, to control the
sampling time. Indeed, the proposed approach is quite general
and applicable to any process. Basically, in this framework, the
current sample x (t) will be fed to the GAN, and the samples
in the following N time instants will be predicted. And based
on the predictions, the next sampling time will be estimated.
We denote the set of predictions obtained at time t as
{xˆ(t+1), xˆ(t+2), . . . , xˆ(t+N)}, where N denotes prediction
length, and xˆ (t + ∆t) is the prediction of x (t + ∆t) for
∆t = 1, 2, . . . , N . Then, each element in the prediction set will
be compared with the threshold Γ to see if it is a threshold-
crossing point, and to decide the next sampling time. We denote
the next sampling time as T (x (t)), which can be expressed as
T (x (t)) =


t+∆t, if xˆ (t+∆t) is a crossing point
for some ∆t ∈ [1, 2, . . . , N ]
t+N + 1, if no crossing point is predicted
.
(4)
Note that the accuracy of such prediction is critical in
deciding when to take the new sample. And the mean squared
error in the prediction can be expressed as
1
N
N∑
∆t=1
(xˆ(t+∆t)− x (t+∆t))2. (5)
III. HIERARCHICAL GAN FRAMEWORK
A. Preliminaries
We first describe the general structure of a GAN [16]. In
particular, GAN consists of two neural networks: a generator
G, that is used to capture the statistical features of the data; and
a discriminator D that is used to estimate the probability that a
sample comes from the training data rather than the generative
model G to evaluate the generative policy.
We first define a sample space S with a probability distribu-
tion p(s |x ), where s is a set of samples corresponding to the
real data x in the training data set. The generator G maps the
sample into the real data space:
G(s ;ψ) : s → xˆ , (6)
where ψ denotes the parameters of the generator neural net-
work, and the xˆ is a projection (of real data x ) generated by
the generator G.
The discriminator D(x˜ ;ω) estimates the probability of the
input x˜ coming from the real data set, where ω denotes the
parameters of the discriminator neural network, and the input
x˜ can be either the real data x or the generated data xˆ . A
good discriminator D is expected to be able to distinguish the
generated data from the real data, i.e., the estimated probability
should be very small if the input is the generated data and
should be close to 1 if the input is from the real data. Therefore,
the discriminator is aimed at minimizing the objective function
given as
LD = −(log(D(x )) + log(1 −D(xˆ ))). (7)
On the other hand, for a generator G that has the goal to
learn the real data distribution, the evaluation D(xˆ) acts as
a guidance on the update of the generative model. Thus, a
good generator G should be able to make the generated data
indistinguishable from the real data to the discriminator D.
For this purpose, the generator G seeks to maximize D(xˆ), or
equivalently minimize the following objective function:
LG = log(1 −D(xˆ)). (8)
The workflow of GAN is presented in Algorithm 1 below.
Algorithm 1 Workflow of GAN
Initialize the generator G(s ;ψ) with the parameters ψ, and
the the discriminator D(x ;ω), parameterized by ω.
for T = 1 : Maximum episode do
Fetch the sample set s(t) and the corresponding real data
set x (t).
Use the generator G to generate the projection of the
real data: xˆ (t) = G(s(t);ψ(t))
Feed the projection xˆ (t) and the real data x (t) to the
discriminator D, and obtain the estimated probabilities of
both data being real data.
Update the discriminator by descending the stochastic
gradient:
−∇ω(log(D(x (t);ω(t)) + log(1−D(xˆ (t);ω(t)))
Update the generator by descending the stochastic gra-
dient:
∇ψ log(1−D(xˆ (t);ω(t))
end for
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Fig. 2. Structure of hierarchical GAN.
B. Hierarchical Structure and Anomaly Detection
With the GAN introduced above, the sample x (t) collected
at time t can be used to generate the predictions of data in
the next N time instants. Therefore, the choice of the value of
N determines the maximum gap between the two successive
sampling time instants. To control the sampling cost in the
anomaly detection, we assume that the system only takes one
sample in each sampling time. Note that we can increase the
prediction lengthN to enable the detector to potentially sample
less frequently. However, since a single sample contains very
limited information for the GAN to make predictions, a single
GAN will not be able to maintain a high prediction accuracy
with increased prediction length. To achieve a better balance
in this trade-off, we propose a hierarchical GAN structure as
shown in Fig. 2.
The hierarchical GAN consists of N GANs, where GAN i
takes the sample collected at time t and the predictions from the
lower level GANs 1 through i−1 as the input and generates the
next prediction xˆ (t+i). In this way, the hierarchical GAN takes
advantage of the accurate predictions generated by the lower
level GANs to reconstruct the pattern of the data and improve
the reliability of the predictions. Meanwhile, to minimize the
loss presented in (5), we add a squared error term to the loss
function given in (8), so the loss of the generator in GAN i is
given as
LGi = log(1−D(xˆ (t+ i))) + (xˆ (t+ i)− x (t+ i))2. (9)
While accurate predictions of the lower level GANs can help
to reduce the prediction losses of the upper level GANs, if
the lower level GANs are not well trained, the errors will
propagate to the upper levels which can eventually lead to
a large accumulated error at the last level. To address this,
we train the hierarchical GAN level by level, and freeze the
update of well-trained levels to avoid overfitting. The training
procedure of hierarchical GAN is shown in Algorithm 2. In the
training phase, the OU processes are generated with random
parameters σ and θ at the beginning of every episode and are
assumed to be available to the system.
After the GANs are trained, the parameters are saved for
the testing phase. In the testing phase, the OU processes are
Algorithm 2 Training procedure of hierarchical GAN
for i = 1 : N do
Initialize the generator Gi(s ;ψi) with the parameters ψi,
and the the discriminator Di(x ;ωi), parameterized by ωi.
for τ = 1:Maximum episode do
Randomly generate an OU process time series with
length as L.
Take x (0) as the first sample and set t = 0.
while t ≤ (L− i− 1) do
for j = 1 : i do
Fetch the input
sj = [x (t), xˆ(t+ 1), . . . , xˆ(t+ j − 1)].
Obtain xˆ (t+ j) = Gj(sj ;ψj).
if j == i then
Update GAN j.
end if
end for
Determine the next sampling time T (x (t)) using
Eq. (4).
Set t = T (x (t)).
end while
end for
end for
also generated with random parameters in every episode, but
the parameters as well as the real data are no longer available
to the hierarchical GAN. Unlike in the training phase, only
the GANs that can make use of the available real samples can
update the neural networks. For example, with real data x (t),
the system can determine the next sampling time T (x (t)). If we
denote the next sample as x (T ), then the GAN which predicts
the corresponding xˆ (T ) can use this projection and real data
pair to update its model.
IV. SIMULATION RESULTS
A. Experiment Settings
1) Environment: In the experiments, we let the mean value
µ be fixed at 0, set the range of θ as [0.02, 0.03], and the range
of σ as [0.4, 0.6]. At the beginning of each episode, the OU
process will be generated with θ and σ randomly selected from
their corresponding range according to a uniform distribution.
We also set the threshold as Γ = 0 throughout the experiments.
2) Structure of GAN: Each GAN consists of two neural
networks: generator network and discriminator network. The
input size of the generator network depends on the index of
its level in the hierarchical structure. And in the generator
network, there is one long short-term memory (LSTM) layer
followed by two fully-connected layers. And the discriminator
network consists of three fully-connected layers, and the ReLU
activation function is employed in between layers and Sigmoid
activation function is adopted after the output layer.
B. Training Phase
In the experiments, we first train each GAN in the hierarchy
for 5000 times, and when all GANs are converged, we freeze
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Fig. 3. The prediction loss in each level of the hierarchical GAN.
the update of GANs but continue feeding the OU process data
to the detector. Then we record the squared error (xˆ(t + i)−
x (t+ i))2 from each GAN as the loss. In Fig. 3, we plot the
loss as a function of the GAN index, and compare the impact
of increasing the prediction length N . It is obvious that as the
index of the GAN increases, the loss tends to get accumulated.
We also notice that when the index is between 2 to 6, the losses
first increase and then drop to a lower level, and following this,
the losses continue increasing at a fixed rate.
As we mentioned before, a single sample can only provide
limited information for the GANs to predict the future samples,
and consequently the loss jumps to relatively high levels
initially. However, as more predictions are used as input to
the upper level GANs, the loss is corrected to some degree
by the LSTM layers. This is because of the fact that even
though the previous prediction is not perfect, the presence of
such prediction can act as a projection of the real data set to
provide the upper level GANs with more features of the time
series data.
C. Testing Phase
Considering the losses shown in Fig. 3, it is expected that
the proposed GAN-based detector will experience errors in the
testing phase. To reduce such errors, we introduce a small
buffer zone of width ρ around the threshold Γ in the following
experiments, and define the threshold-crossing time as the first
time instant at which the predicted sample is within the range
[Γ − ρ,Γ + ρ]. With this, the delay in detecting a threshold
crossing is reduced at the cost of increased number of samples.
Random fluctuations of the stochastic process imply that the
process can potentially cross over the threshold multiple times
within a certain time frame, and duration from one threshold
crossover to another varies randomly as well. Therefore, there
are two potential outcomes of detection: 1) the GAN-based
detector successfully detects the threshold crossing potentially
with a delay but before another crossover occurs; and 2) the
detector fails to detect the threshold crossing before another
crossing occurs (and we indicate this outcome as failed/missed
detection).
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Fig. 4. The average detection delay vs. buffer zone width ρ.
We define the detection delay as the difference between the
time instant when the change is detected and the time instant
the change actually occurs. Thus, the delay varies between 0
(indicating perfect detection) and the time until a new crossing
occurs (indicating that detection was not done before a new
crossing). In Fig. 4, we plot the average detection delay as a
function of the buffer zone width ρ for different values of N .
As we increase ρ, the detection delay achieved by the proposed
hierarchical GAN-based detector decreases in all cases, and a
delay smaller than that achieved by the sampling policy in (3)
can be attained when the prediction length (or equivalently
the number of GANs in the hierarchy) is N = 1, 5, 10, 15 or
20 for sufficiently large ρ. Note that the sampling policy in (3)
assumes complete statistical knowledge (which is not available
to the GAN-based detector) but does not perform any explicit
predictions. In Fig. 4, we further observe that for fixed ρ, delays
expectedly grow as we increase the prediction length N and
take fewer samples.
Since the detection delay is only considered when the
threshold crossings are successfully detected, in Fig. 5 we
plot the miss rate to have a better understanding on the
failed/missed detection rates. The miss rate is defined as the
ratio of the number of crossings that are missed by the detector
to the total number of crossings. We observe that the miss
rates achieved with different values of prediction length N
decrease as the buffer size ρ increases, and the miss rates for
N = 1, 5, 10 can be lower than that achieved by the sampling
policy in (3). To further reduce the miss rate, we can continue
increasing the buffer size, but this will lead to high sampling
rates. We also notice in Fig. 5 that miss rate increases as N is
increased. As noted above, with larger prediction length, the
hierarchical GAN can sample less frequently. However, this
increases the risks of miss detection because the duration until
a new crossing can be far smaller than the prediction length,
and when the short duration is coupled with the low sampling
ratio, the changes are missed with an increased probability.
We can also measure the performance of the proposed GAN-
based detector by considering the cost of error (due to delayed
detection) as formulated in (2). Note that even if the miss rates
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Fig. 6. The average cost of error (due to delayed detection) vs. buffer zone
width ρ.
are high with large prediction length, misses might occur due to
short durations between consecutive threshold crossings, whose
cost with respect to the metric in (2) is small. To address
this possibility and understand the impact of miss rates, we
investigate the cost of error due to delayed detection. In Fig.
6, average costs are plotted as a function of ρ for different
values of N . Here, cost of error in (2) is averaged over 10000
time series. As seen in Fig. 6, the GAN-based detectors’
performance in terms of costs approaches and exceeds the
performance of the policy in (3) (i.e., starts achieving lower
cost) as the buffer zone width increases. With buffer width
set as ρ = 0.1, three out of the seven tested GAN-based
detectors can perform competitively or better in comparison
with the sampling policy in (3). The number increases to
five when ρ = 0.15, and all seven GAN-based detector can
work less costly with ρ = 0.2. On the other hand, in Fig. 5,
less than half of the tested GAN-based detectors are able to
outperform the policy in (3). This confirms that the number of
missed detections are primarily due to short durations between
consecutive threshold crossings.
In the numerical analysis above, we have primarily addressed
the performances in terms of detection delays. Note that predic-
tion lengths also affect the sampling rates, which we investigate
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Fig. 7. The average sampling ratio vs. buffer zone width ρ.
next numerically. In particular, we define the sampling ratio as
the number of samples taken by the detector over the total
number of samples in the time series. In Fig. 7, we plot
the sampling ratio required by the GAN-based detectors as
a function of ρ. We observe that the sampling ratio grows
with increasing ρ. We also see that except for the GAN-based
detector with N = 1, all other GAN-based detectors sample the
data less frequently than policy in (3) for all values of ρ. Even
after the sampling ratios grow with ρ increasing to 0.2, most
of the GAN-based detectors still exhibit obvious advantages.
We have seen above that the GAN-based detectors’ perfor-
mance in terms of considered metrics are strongly influenced
by the selection of ρ, and this makes ρ a critical parameter
enabling us to control the tradeoff between the delay costs and
sampling rates. Specifically, we have observed in Figs. 4, 5
and 6 that the detection delays, miss rates, and average cost
of error can all be reduced by increasing ρ but at the expense
of requiring more samples as seen in Fig. 7. We have also
noted that even though the GAN-based detectors do not have
statistical knowledge of the OU processes, they can outperform
the sampling policy in (3) in terms of detection delays and
sampling ratio, owing to their well-trained neural networks and
prediction capabilities.
V. CONCLUSION
In this paper, we have proposed a framework for anomaly
detection and sampling cost control based on GANs. First, we
have modeled the detection of threshold crossing in a stochastic
time series as an anomaly detection problem. Then, we have
proposed a hierarchical GAN structure to address such a de-
tection problem. Specifically, we have designed a hierarchical
structure to take advantage of the estimated projection of real
samples and described the training and testing workflows. The
performance of the proposed hierarchical GAN-based detector
has been analyzed considering multiple performance metrics,
namely the detection delay, miss rate, cost of error (due delayed
detection) and sampling ratio. We have also provided compar-
isons between the proposed hierarchical GAN detector and the
sampling policy derived with complete statistical information
of OU processes. We have shown that the proposed GAN-based
detector can have improved performance in terms of detection
delays, miss rates, and cost of error as the buffer zone width
is increased but at the cost of higher sampling ratios.
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