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Abstrat. We onsider the standard rst passage perolation model in Z
d
for d ≥ 2. We are interested
in two quantities, the maximal ow τ between the lower half and the upper half of the box, and the
maximal ow φ between the top and the bottom of the box. A standard subadditive argument yields the
law of large numbers for τ in rational diretions. Kesten and Zhang have proved the law of large numbers
for τ and φ when the sides of the box are parallel to the oordinate hyperplanes: the two variables grow
linearly with the surfae s of the basis of the box, with the same deterministi speed. We study the
probabilities that the resaled variables τ/s and φ/s are abnormally small. For τ , the box an have
any orientation, whereas for φ, we require either that the box is suiently at, or that its sides are
parallel to the oordinate hyperplanes. We show that these probabilities deay exponentially fast with
s, when s grows to innity. Moreover, we prove an assoiated large deviation priniple of speed s for
τ/s and φ/s, and we improve the onditions required to obtain the law of large numbers for these variables.
AMS 2000 subjet lassiations: Primary 60K35; seondary 60F10.
Keywords : First passage perolation, maximal ow, large deviation priniple, onentration inequality,
law of large numbers.
1 Introdution
The model of maximal ow in a randomly porous medium with independent and identially distributed
apaities has been initially studied by Kesten (see [Kesten, 1987℄), who introdued it as a higher dimen-
sional version of First Passage Perolation. The purpose of this model is to understand the behaviour
of the maximum amount of ow that an ross the medium from one part to another.
All the preise denitions will be given in setion 2, but let us be a little more aurate. The random
medium is represented by the lattie Z
d
. We see eah edge as a mirosopi pipe whih the uid an
ow through. To eah edge e, we attah a nonnegative apaity t(e) whih represents the amount of uid
(or the amount of uid per unit of time) that an eetively go through the edge e. Capaities are then
supposed to be random, identially and independently distributed with ommon distribution funtion F .
Let A be some hyperretangle in Rd (i.e. a box of dimension d− 1) and n be an integer. The portion of
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media that we will look at is a box Bn of basis nA and of height 2h(n), whih nA splits into two equal
parts. The boundary of Bn is thus split into two parts, A
1
n and A
2
n. We dene two ows through Bn:
the maximal ow τn for whih the uid an enter the box through A
1
n and leave it through A
2
n, and the
maximal ow φn for whih the uid enters Bn only through its bottom side and leaves it through its top
side. Existing results for φn and τn are essentially of two types: laws of large numbers and large deviation
results. Subadditivity implies a law of large numbers for τn, when Bn is oriented to a rational diretion
(as dened in [Boivin, 1998℄). It is important to note that all the results onerning φn we present now
were obtained for straight hyperretangles A, i.e. hyperretangles of the form
∏d−1
i=1 [0, ai] × {0}. Due
to the symmetries of the lattie Z
d
, this simplies onsiderably the task. Kesten proved a law of large
numbers for φn in straight ylinders in Z
3
(see [Kesten, 1987℄), under various onditions on the height
h(n), the value of F (0) and an exponential moment ondition on F . In a remarkable paper, Zhang (see
[Zhang, 2007℄) reently optimized Kesten's ondition on F (0) and extended the result to Zd, d ≥ 2 (see
Theorem 3.4 below). Théret proved a large deviation priniple for φn at volume order for upper deviations
(see [Théret, 2007℄). Lower large deviations for φn far from its asymptoti behaviour were investigated
for Bernoulli apaities in [Chayes and Chayes, 1986℄, and for general funtions in [Théret, 2008℄, and
are shown to be of surfae order, although a full large deviation priniple was not proved.
The main results of this paper are the lower large deviation priniples for τn and φn under various
onditions, and the improvement of the moment onditions required to state the law of large numbers
for these variables. More preisely, we shall show lower large deviation priniples at the surfae order for
τn for general A and height h(n), and for φn when h(n) is small ompared to n (see Theorem 3.10 and
Corollary 3.14). We also show a lower large deviation priniple at the surfae order for φn when log h(n)
is small ompared to nd−1 and when A is straight (see Theorem 3.17). Unfortunately, when d ≥ 3, we are
not able to prove the lower large deviation priniple for φn through general hyperretangles and heights
(see Remark 6.3). Inidentally, we prove deviation results whih are interesting on their own for φn and
τn, for general hyperretangles A (see Theorem 3.9, Theorem 3.13 and Theorem 3.18). A onsequene of
these deviation results is a law of large numbers for τn in any xed diretion, even irrational, under an
optimal moment ondition (see Theorem 3.8). We also obtain a law of large numbers for φn in straight
boxes under an optimal ondition on the height of the box, and a weak moment ondition. We stress
the fat that we do not use any subadditive ergodi theorem for the law of large numbers for τn, sine
in our general setting, subadditivity of τn is lost in irrational diretions. Instead, we use the almost
subadditivity of τn ombined with a lower deviation inequality.
The paper is organized as follows. In setion 2, we give the preise denitions and notations. In setion
3, we state the important bakground we shall rely on and the main results of the paper. In setion 4, we
prove the deviation results for τn, and for φn in at ylinders, the proof of the orresponding result for φn
in straight boxes being ompleted at the end of the paper. We also obtain also the law of large numbers
for τn in this setion. Setion 5 is devoted to the large deviation priniple for τn, and its orollary, the
large deviation priniple for φn in at boxes. Finally, we prove the law of large numbers, the order of the
lower large deviations and the large deviation priniple for φn in straight boxes in setion 6.
2 Denitions and notations
The most important notations are gathered in this setion.
2.1 Maximal ow on a graph
First, let us dene the notion of a ow on a nite unoriented graph G = (V, E) with set of verties V and
set of edges E . We write x ∼ y when x and y are two neighbouring verties in G. Let t = (t(e))e∈E be
a olletion of non-negative real numbers, whih are alled apaities. It means that t(e) is the maximal
amount of uid that an go through the edge e per unit of time. To eah edge e, one may assoiate
two oriented edges, and we shall denote by
−→E the set of all these oriented edges. Let Y and Z be two
nite, disjoint, non-empty sets of verties of G: Y denotes the soure of the network, and Z the sink. A
funtion θ on
−→E is alled a ow from Y to Z with strength ‖θ‖ and apaities t if it is antisymmetri,
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i.e. θ−→xy = −θ−→yx, if it satises the node law at eah vertex x of V r (Y ∪ Z):∑
y∼x
θ−→xy = 0 ,
if it satises the apaity onstraints:
∀e ∈ E , |θ(e)| ≤ t(e) ,
and if the ow in at Y and the ow out at Z equal ‖θ‖:
‖θ‖ =
∑
y∈Y
∑
x∼y
x 6∈Y
θ(−→yx) =
∑
z∈Z
∑
x∼z
x 6∈Z
θ(−→xz) .
The maximal ow from Y to Z, denoted by φt(G, Y, Z), is dened as the maximum strength of all ows
from Y to Z with apaities t. We stress the fat that φt(G, Y, Z) is non-negative for any hoie of G,
Y and Z. We shall in general omit the subsript t when it is understood from the ontext. The max-ow
min-ut theorem (see [Bollobás, 1998℄ for instane) asserts that the maximal ow from Y to Z equals the
minimal apaity of a ut between Y and Z. Preisely, let us say that E ⊂ E is a ut between Y and
Z in G if every path from Y to Z borrows at least one edge of E. Dene V (E) =
∑
e∈E t(e) to be the
apaity of a ut E. Then,
φt(G, Y, Z) = min{V (E) s.t. E is a ut between Y and Z in G} . (1)
2.2 On the ubi lattie
We use many notations introdued in [Kesten, 1984℄ and [Kesten, 1987℄. Let d ≥ 2. We onsider the
graph (Zd,Ed) having for verties Zd and for edges Ed, the set of pairs of nearest neighbours for the
standard L1 norm: ‖z‖1 =
∑d
i=1 |zi| for z = (z1, ..., zd) ∈ Rd. To eah edge e in Ed we assign a random
apaity t(e) with values in R+. We suppose that the family (t(e), e ∈ Ed) is independent and identially
distributed, with a ommon distribution funtion F : this is the standard model of rst passage perolation
on the graph (Zd,Ed). More formally, we take the produt measure P on Ω =
∏
e∈Ed [0,∞[, and we write
its expetation E.
For a subset X of Rd, we denote by Hs(X) the s-dimensional Hausdor measure of X (we will use
s = d− 1 and s = d− 2). Let A ⊂ Rd be a non-degenerate hyperretangle (for the usual salar produt),
i.e., a box of dimension d− 1 in Rd. All hyperretangles will be supposed to be losed and non-degenerate
in R
d
. Thus, every hyperretangle A we will onsider is the image by an isometry of Rd of a set of the
form
∏d−1
i=1 [0, ki] × {0} for stritly positive real numbers ki. With this notation, we dene the smallest
length of A, denoted by lmin(A) as:
lmin(A) = min
i=1...d−1
ki ,
i.e. the smallest length of a side of A. We denote by ~v one of the two vetors of unit eulidean norm,
orthogonal to hyp(A), the hyperplane spanned by A. For h a positive real number, we denote by cyl(A, h)
the ylinder of basis A and height 2h, i.e., the set
cyl(A, h) = {x+ t~v |x ∈ A , t ∈ [−h, h]} .
The set cyl(A, h)rhyp(A) has two onneted omponents, whih we denote by C1(A, h) and C2(A, h). For
i = 1, 2, let Ahi be the set of the points in Ci(A, h)∩Zd whih have a nearest neighbour in Zdr cyl(A, h):
Ahi = {x ∈ Ci(A, h) ∩ Zd | ∃y ∈ Zd r cyl(A, h) , ‖x− y‖1 = 1} .
Let T (A, h) (respetively B(A, h)) be the top (respetively the bottom) of cyl(A, h), i.e.,
T (A, h) = {x ∈ cyl(A, h) | ∃y /∈ cyl(A, h) , 〈x, y〉 ∈ Ed and 〈x, y〉 intersects A+ h~v}
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and
B(A, h) = {x ∈ cyl(A, h) | ∃y /∈ cyl(A, h) , 〈x, y〉 ∈ Ed and 〈x, y〉 intersects A− h~v} .
The notation 〈x, y〉 orresponds to the edge of endpoints x and y. We dene also the r-neighbourhood
V(H, r) of a subset H of Rd as
V(H, r) = {x ∈ Rd | d(x,H) < r} ,
where the distane is the eulidean one, i.e. d(x,H) = inf{‖x− y‖2 | y ∈ H} and ‖z‖2 =
√∑d
i=1 z
2
i for
z = (z1, ..., zd) ∈ Rd.
The main haraters. For a given realization (t(e), e ∈ Ed) we dene τ(A, h) by:
τ(A, h) = φt(cyl(A, h) ∩ Zd, Ah1 , Ah2 ) ,
where φt is dened in setion 2.1 and cyl(A, h) ∩ Zd denotes the indued subgraph of Zd with set of
verties cyl(A, h) ∩ Zd, equipped with apaities t. This denition makes sense if Ah1 and Ah2 are non-
empty, otherwise we put τ(A, h) = 0. Notie that if h > 2
√
d and lmin(A) >
√
d, then Ah1 and A
h
2 are
non-empty. Similarly, we dene the variable φ(A, h) by:
φ(A, h) = φt(cyl(A, h) ∩ Zd, B(A, h), T (A, h)) .
Finally, pc(d) denotes the ritial parameter for the Bernoulli bond perolation on Z
d
.
3 Bakground and main results
3.1 Bakground
The following result allows do dene the ow onstant ν(~v0) when ~v0 ∈ Rd is the vetor (0, . . . , 0, 1). It
follows from the subadditive ergodi theorems of [Akoglu and Krengel, 1981℄, [Krengel and Pyke, 1987℄
and [Smythe, 1976℄. Let k = (k1, . . . , kd−1) ∈ (N∗)n, and dene Ak =
∏d−1
i=1 [0, ki]× {0}.
Theorem 3.1 ([Kesten, 1987℄). Suppose that h(n) goes to innity when n goes to innity, and that:∫ ∞
0
x dF (x) <∞ .
Then, τ(nAk, h(n))/(n
d−1∏d−1
i=1 ki) onverges almost surely and in L
1
, when n goes to innity, to a
non-negative, nite onstant ν(~v0) whih does not depend on k.
An important problem is to know when ν(~v0) equals zero. It is proved in [Théret, 2008℄ (see also
[Chayes and Chayes, 1986℄ for apaities equal to zero or one) that F (0) < 1 − pc(d) implies ν(~v0) > 0.
Conversely, Zhang proved in [Zhang, 2000℄, Theorem 1.10 that ν(~v0) = 0 if F (0) = 1− pc(d), and so by a
simple oupling of probability if F (0) ≥ 1−pc(d). Atually, he wrote the proof for d = 3 but said himself
that the argument works for d ≥ 3 (see Remark 1 of [Zhang, 2000℄). This property is also satised in
dimension d = 2 where we an use duality arguments (see [Kesten, 1984℄ Theorem (6.1) and Remark
(6.2)). We gather these results in the following theorem:
Theorem 3.2. Suppose that
∫∞
0
x dF (x) is nite. Then, ν(~v0) = 0 if and only if F (0) ≥ 1− pc(d).
Finally, a ruial result is the following theorem of Zhang, whih allows to ontrol the number of edges
in a ut of minimal apaity. Let k = (k1, . . . , kd−1) ∈ (N∗)n, m ∈ N∗ and dene:
B(k,m) =
d−1∏
i=1
[0, ki]× [0,m] .
Let N(k,m) be the number of edges of a ut E between B(k,m) and ∞ whih ahieves the minimal
apaity V (E) =
∑
e∈E t(e) among all these uts. If there are more than one ut ahieving the minimum,
we use a deterministi method to selet a unique one with the minimum number of edges among these.
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Theorem 3.3 ([Zhang, 2007℄, Theorem 1). If F (0) < 1− pc(d), then there exists onstants β = β(F, d),
m0(F, d) and Ci = Ci(F, d), for i = 1, 2 suh that for all n ≥ β
∏d−1
i=1 ki and m0 ≤ m ≤ mini=1,...,d−1 ki,
P(N(k,m) ≥ n) ≤ C1e−C2n .
An analogue result is obtained in [Zhang, 2007℄, Theorem 2, for the minimal ut between the top and
the bottom of B(k,m) inside B(k,m). We shall make use of Theorem 3.3 through a slight modiation,
Proposition 4.2 below.
Finally, Kesten proved in 1987 the law of large numbers for φ in vertial boxes in dimension 3 under
the additional assumption that F (0) is suiently small and h(n) not too large, plus an assumption of
nite exponential moment (see Theorem 2.12 in [Kesten, 1987℄). In a remarkable paper, Zhang reently
improved Kesten's result by relaxing the assumption on F (0) to the relevant one F (0) < 1− pc(d), and
extended it to any dimension d ≥ 3 (see [Zhang, 2007℄). Zhang proved the following result:
Theorem 3.4 ([Zhang, 2007℄). Suppose F (0) < 1− pc(d), and there exists γ > 0 suh that:∫
eγx dF (x) <∞ .
If k1, ..., kd−1, m go to innity in suh a way that for some 0 < η ≤ 1, we have
logm ≤ max
1≤i≤d−1
k1−ηi ,
then
lim
k1,...,kd−1,m→∞
φ(Ak,m)
k1 · · · kd−1 = ν(~v0) a.s. and in L
1 .
3.2 Hypotheses on the distribution F and the height h
Here we gather and present the main hypotheses that we shall do on F and on the height h. Notie that
(F5)⇒ (F4)⇒ (F3) ⇒ (F2) and (H3)⇒ (H2).
Hypotheses on the distribution Hypotheses on the height
(F1) F (0) < 1− pc(d) (H1) limn→∞ h(n) = +∞
(F2)
∫∞
0
x dF (x) <∞ (F4) ∃γ > 0, ∫∞
0
eγx dF (x) <∞ (H2) limn→∞ log h(n)nd−1 = 0
(F3)
∫∞
0
x1+
1
d−1 dF (x) <∞ (F5) ∀γ > 0, ∫∞
0
eγx dF (x) <∞ (H3) limn→∞ h(n)n = 0
The following table summarizes the needed hypotheses for the main results presented in the next
setions. SLLN stands for Strong Law of Large numbers, LDP for Large Deviation Priniple and R.F.
for Rate Funtion (of the Large deviation priniples).
Existene Positivity SLLN for τ SLLN for LDP for τ LDP for
of the R.F. of the R.F. (and at φ) straight φ (and at φ) straight φ
0 ∈ A 0 6∈ A 0 ∈ A 0 6∈ A
(F1) × × ×
(F2) × × × × × × ×
(F3) × × × ×
(F4) × ×
(F5) ×
(H1) × × × × × × × ×
(H2) × × ×
(H3) (×) (×) (×)
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Let us omment this table a bit. First, assumption (H1) is not neessary to study the ows τ and φ,
but it is neessary to obtain a ow onstant ν(~v) whih does not depend on the height h, and moreover
it is natural when we interpret our system as a model for porous media. All the other assumptions are
optimal onerning τ (f. Remarks 3.6, 3.11 and 5.7) exept perhaps (F3) (see Remark 4.10). In addition,
our assumptions are also essentially optimal onerning φ (f. Remarks 3.11 and 3.21) exept perhaps
assumption (F4) (see Remark 6.5) and (F3), for the same reason as for τ . Finally, assumption (H3),
used to obtain results for ylinders whih are not straight, is ertainly far from optimality (see Remark
6.3). This assumption gives results only for at ylinders.
3.3 Results onerning τ
First, we will extend the denition of ν(.) in all diretions.
Proposition 3.5 (Denition of ν). We suppose that (F2) and (H1) hold. For every non-degenerate
hyperretangle A, the limit
lim
n→∞
E(τ(nA, h(n)))
Hd−1(nA)
exists and depends on the diretion of ~v, one of the two unit vetors orthogonal to hyp(A), and not on A
itself. We denote it by ν(~v) (the dependene in F and d is impliit).
Remark 3.6. We hose to dene simply the ow onstant ν from the onvergene of the resaled ex-
petations. Having made this hoie, ondition (F2) is neessary for the limit to be nite. Indeed, for
most orientations, there exists two verties x ∈ Ah1 and y ∈ Ah2 whih are neighbours in Zd. Thus, the
orresponding edge must belong to any utsets, and this implies that the mean of τ(nA, h(n)) is nite
only if (F2) holds. Notie however that with some extra work, one ould probably dene a ow onstant
without any moment ondition as in [Kesten, 1984℄, setion 2.
The following Proposition states some basi properties of ν, and notably settles the question of its
positivity.
Proposition 3.7 (Properties of ν). Suppose that (F2) and (H1) hold. Let δ = inf{λ |P(t(e) ≤ λ) > 0}.
Then,
(i) for every unit vetor ~v, ν(~v) ≥ δ‖~v‖1.
(ii) if F (δ) < 1 − pc(d), then ν(~v) > δ‖~v‖1 for all unit vetor ~v. In the ase δ = 0, the previous
impliation is in fat an equivalene.
(iii) for every unit vetor ~v, and every non-degenerate hyperretangle A orthogonal to ~v,
ν(~v) ≤ inf
n∈N
{
E(t(e))K(d,A)
n
+
E(τ(nA, h(n)))
Hd−1(nA)
}
,
where K(d,A) = c(d)Hd−2(∂A)/Hd−1(A), and c(d) is a onstant depending only on the dimension
d.
We will derive the law of large numbers for τ(A, h) in big ylinders cyl(A, h) as a onsequene of an
almost subadditive argument:
Theorem 3.8 (LLN for τ). We suppose that (F2) and (H1) hold. Then,
lim
n→∞
τ(nA, h(n))
Hd−1(nA) = ν(~v) in L
1 .
Moreover, if 0 ∈ A, where 0 denotes the origin of Zd, or if (F3) holds,
lim
n→∞
τ(nA, h(n))
Hd−1(nA) = ν(~v) a.s.
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Propositions 3.5, 3.7 and Theorem 3.8 will be proven in setion 4.3. Conerning large deviations, we
will show two results: the rst gives the speed of deay of the probability that the resaled ow τ is
abnormally small, and the seond one states a large deviation priniple for the resaled variable τ .
The estimate of lower large deviations is the following. Notie that Theorem 3.3 is the key to obtain
the relevant ondition F (0) < 1− pc(d).
Theorem 3.9 (Lower deviations for τ). Suppose that (F1), (F2) and (H1) hold. Then for every ε > 0
there exists a positive onstant C(d, F, ε) suh that for every unit vetor ~v and every non-degenerate
hyperretangle A orthogonal to ~v, there exists a onstant C˜(d, F,A, ε) (possibly depending on all the
parameters d, F , A, ε) suh that:
P
(
τ(nA, h(n))
Hd−1(nA) ≤ ν(~v)− ε
)
≤ C˜(d, F,A, ε) exp (−C(d, F, ε)Hd−1(A)nd−1) .
Now we an state a large deviation priniple:
Theorem 3.10 (LDP for τ). Suppose that (F1), (F5) and (H1) hold. Then for every unit vetor ~v and
every non-degenerate hyperretangle A orthogonal to ~v, the sequene(
τ(nA, h(n))
Hd−1(nA) , n ∈ N
)
satises a large deviation priniple of speed Hd−1(nA) with the good rate funtion J~v. Moreover we know
that J~v is onvex on R+, innite on [0, δ‖~v‖1[∪]ν(~v),+∞[, where δ = inf{λ |P(t(e) ≤ λ) > 0}, equal to
0 at ν(~v), and if δ‖~v‖1 < ν(~v) we also know that J~v is nite on ]δ‖~v‖1, ν(~v)], ontinuous and stritly
dereasing on [δ‖~v‖1, ν(~v)] and stritlypositive on [δ‖~v‖1, ν(~v)[.
Remark 3.11. Notie that, from Proposition 3.7, assumption (F1) is neessary to have positive asymptoti
resaled maximal ow, and thus to give a sense to the study of lower large deviations. Moreover, Theorem
3.10 is interesting only if ν(~v) > δ‖~v‖1. Proposition 3.7 states that it is the ase at least if F (δ) < 1−pc(d),
and in the ase δ = 0, this ondition is optimal. We do not know the optimal ondition on F (δ) when
δ 6= 0.
Remark 3.12. In his PhD-thesis [Wouts, 2007℄, setion 2, Wouts shows a similar lower large deviations
result in the ontext of the dilute Ising model. More preisely, for every temperature T , a Gibbs measure
Φn,T with i.i.d. nonnegative, bounded random interations (Je)e∈Ed is onstruted on the set of ongu-
rations {0, 1}En, where En is the set of edges of a ube Bn of length n, and 0 (resp. 1) means the edge is
losed (resp. open). Wouts denes the quenhed surfae tension in this box as the normalized logarithm
of the Φn,T -probability of the event that there is a disonnetion between the upper and lower parts of
the boundary of Bn. Then, Wouts shows that for Lebesgue-almost every temperature T , the quenhed
surfae tension satises a large deviation priniple at surfae order. A remarkable feature of this work is
that the proof, quite simple, relies on a onentration property that avoids the use of any estimate like
that of Theorem 3.3. A similar treatment ould be done in our setting, with the value of F (0) playing
the role of the inverse temperature. Of ourse, this is quite artiial and unsatisfatory for our purpose,
sine one would not obtain any information for a preise distribution funtion F , but rather for almost
all distributions of the form pδ0 +(1− p)dF , p ∈ [0, 1]. Still, it seems to us that Wouts' method deserves
further investigation.
3.4 Results onerning φ in at ylinders
Under the additional assumption that the ylinder we study is suiently at, in the sense that we
suppose limn→∞ h(n)/n = 0, we an transport results from τ to φ even in non-straight boxes, beause
the behaviour of these two variables are very similar in that ase. We obtain the following two results:
Theorem 3.13 (Lower deviations for at φ). Suppose (F1), (F2), (H1) and (H3) hold. Then for every
ε > 0 there exists a positive onstant C′(d, F, ε) suh that for every unit vetor ~v, every non-degenerate
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hyperretangle A orthogonal to ~v, there exists a onstant C˜′(d, F,A, h, ε) (possibly depending on all the
parameters d, F , A, h, ε) suh that
P
(
φ(nA, h(n))
Hd−1(nA) ≤ ν(~v)− ε
)
≤ C˜′(d, F,A, h, ε) exp (−C′(d, F, ε)Hd−1(A)nd−1) .
Corollary 3.14 (of Theorem 3.10, LDP for at φ). Suppose (F1), (F5), (H1) and (H3) hold. Then,
for every unit vetor ~v and every non-degenerate hyperretangle A orthogonal to ~v, the sequene(
φ(nA, h(n))
Hd−1(nA) , n ∈ N
)
satises a large deviation priniple of speed Hd−1(nA) with the good rate funtion J~v (the same as in
Theorem 3.10).
Remark 3.15. Theorem 3.13 will be proven exatly as Theorem 3.9, using the fat that the onvergene
of E[τ(nA, h(n))]/Hd−1(nA) implies the onvergene of E[φ(nA, h(n))]/Hd−1(nA) under the hypotheses
(F2) and (H3). Corollary 3.14 will be proven using the exponential equivalene of the resaled variables
τ(nA, h(n)) and φ(nA, h(n) under hypotheses (F5) and (H3).
3.5 Results onerning φ in straight but high ylinders
We shall say that a hyperretangle A is straight if it is of the form
∏d−1
i=1 [0, ai] × {0} (ai ∈ R+∗ for all i,
so a straight hyperretangle is non-degenerate). In partiular, Theorem 3.4 implies that for a straight
hyperretangle A, for every funtion h : N→ R+ satisfying limn→∞ h(n) = +∞ and log h(n) ≤ n1−η for
some 0 < η ≤ 1, we have
lim
n→∞
φ(nA, h(n))
Hd−1(nA) = ν((0, ..., 0, 1)) a.s. and in L
1 .
We obtain three results for the resaled variable φ in straight ylinders. Using subadditivity and symmetry
arguments, we an prove the law of large numbers for φ in straight boxes under a minimal moment
ondition, and the hypothesis (H2) on h:
Theorem 3.16 (LLN for straight φ). Suppose that (F2), (H1) and (H2) hold, and that A is a straight
hyperretangle. Then,
lim
n→∞
φ(nA, h(n))
Hd−1(nA) = ν(~v0) a.s. and in L
1
where ~v0 = (0, . . . , 0, 1).
Under the additional ondition of an exponential moment for F , we an prove a large deviation
priniple for φ in straight boxes.
Theorem 3.17 (LDP for straight φ). Suppose (F1), (F4), (H1) and (H2) hold. Then for every straight
hyperretangle A, the sequene (
φ(nA, h(n))
Hd−1(nA) , n ∈ N
)
satises a large deviation priniple of speed Hd−1(nA) with the good rate funtion J~v with ~v = (0, ..., 0, 1)
(the same as in Theorem 3.10).
We also obtain a result similar to Theorem 3.9 for φ:
Theorem 3.18 (Lower deviations for straight φ). Suppose (F1), (F2), (H1) and (H2) hold. Then, for
every ε > 0 there exists a positive onstant C′′(d, F, ε) suh that for every straight hyperretangle A, there
exists a stritly positive onstant C˜′′(d, F,A, h, ε) (possibly depending on all the parameters d, F , A,h and
ε) suh that:
P
(
φ(nA, h(n))
Hd−1(nA) ≤ ν((0, ..., 0, 1))− ε
)
≤ C˜′′(d, F,A, h, ε) exp (−C′′(d, F, ε)Hd−1(A)nd−1) .
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This result answers question (2.25) in [Kesten, 1987℄. We have to omment these three theorems by
some remarks.
Remark 3.19. We deided to state the law of large numbers (Theorem 3.16) in the ase were the origin of
the graph belongs to the straight hyperretangle A sine it is the ase in the literature (see [Kesten, 1987℄,
[Zhang, 2007℄). We also ould state the same result for a hyperretangle A of the form
∏d−1
i=1 [ai, bi]×{c}
for real numbers ai < bi and c. In this ase, exatly as in Theorem 3.8, the same hypotheses (F2), (H1)
and (H2) are required to obtain the onvergene of φ(nA, h(n))/Hd−1(nA) in L1, but we need moreover
the stronger hypothesis (F3) to obtain the a.s. onvergene of the variable if the origin of the graph does
not belong to A.
Remark 3.20. The proofs of these three theorems are a little bit tangled. It omes from our willingness
to obtain the best hypotheses on F eah time. Indeed, we stress the fat that Theorem 3.18 is not a
simple onsequene of Theorem 3.17 when (F4) does not hold. In fat, we will prove rst a proposition,
Proposition 6.1, that will lead to Theorem 3.16 and Theorem 3.17 independently. Theorem 3.18 will be
proven exatly as Theorems 3.9 and 3.13, using Theorem 3.16.
Remark 3.21. Atually the ondition (H2), i.e. limn→∞ log h(n)/nd−1 = 0, is essentially the good one.
For instane, if A = [0, 1]d−1 × {0}, h(n) ≥ exp(knd−1) for a onstant k suiently large and F (0) > 0,
then the maximal ow φ(nA, h(n)) eventually equals 0, almost surely. Indeed if the nd−1 vertial edges
of the ylinder that interset one xed horizontal plane have all 0 for apaity then φ(nA, h(n)) = 0. By
independene and translation invariane of the model, we obtain:
P [φ(nA, h(n)) 6= 0] ≤
[
1− F (0)nd−1
]2 exp(knd−1)
whih is summable for k large enough, and so we onlude by the Borel-Cantelli lemma.
Remark 3.22. Notie that our setting in Theorem 3.16 is not entirely similar to the one of [Zhang, 2007℄
sine eah side of nA grows at the same speed, whereas Zhang onsiders A =
∏d−1
i=1 [0, ki]× {0} and lets
all the ki go to innity, possibly at dierent speeds. In the ase we onsider, we improve the height
and moment onditions in Theorem 3 of [Zhang, 2007℄ to the relevant one, and so partially answer the
question ontained in Remark (2.17) and question (2.24) in [Kesten, 1987℄. See also Remark 6.4.
4 Lower large deviations for τ and φ and law of large numbers
for τ
In setion 4.2, we derive the ruial deviation inequalities from their means of the ows τ and φ. This
will lead to the law of large numbers for τ resaled in setion 4.5, and the deviations from ν of τ and
at φ resaled in setion 4.6. Of ourse, we need to dene properly ν in any diretion, and this is done
in setion 4.3, whereas properties of ν are proven in setion 4.4, using a ombinatorial result stated in
setion 4.1.
4.1 Minimal size of a utset
For every hyperretangle A, we denote by N (A, h) the minimal number of edges in A that an disonnet
Ah1 from A
h
2 in cyl(A, h), if A
h
1 and A
h
2 are non-empty. The following lemma gives the asymptoti order
of N (nA, h(n)) when n goes to innity.
Lemma 4.1. Let ~v be a unitary vetor. Then for all hyperretangle A orthogonal to ~v, for all funtion
h : N→]2√d,+∞[, and for every n ∈ N suh that lmin(nA) >
√
d, N (nA, h(n))Hd−1(nA) − ‖~v‖1
 ≤ dHd−2(∂A)nHd−1(A) .
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Proof : We introdue some denitions. For A a hyperretangle orthogonal to ~v, we denote by Pi(A)
the orthogonal projetion of A on the i-th hyperplane of oordinates, i.e., the hyperplane {(x1, ..., xd) ∈
R
d |xi = 0}. We have the property ∑d
i=1Hd−1(Pi(A))
Hd−1(A) = ‖~v‖1 .
Indeed, Hd−1(Pi(A)) = |vi|Hd−1(A), where ~v = (v1, ..., vd). We dene now Ei(nA) the set of edges
orthogonal to the i-th hyperplane of oordinates that `interset' the hyperretangle nA in the following
sense:
Ei(nA) = {e = 〈x, y〉 ∈ Ed | yi = xi + 1 and [x, y[∩nA 6= ∅ and [x, y[ 6⊂ nA} .
We exlude here the extremity y in the segment [x, y[ to avoid problems of non uniqueness of suh an
edge interseting nA at a given point. On one hand, we have a straight path that goes from (nA)
h(n)
1 to
(nA)
h(n)
2 through eah edge of Ei(nA), i = 1, ..., d, exept maybe the edges that interset nA along ∂(nA),
and these paths are disjoint, so a set of edges that disonnet (nA)
h(n)
1 from (nA)
h(n)
2 in cyl(nA, h(n))
must ut eah one of these paths, thus
N (nA, h(n)) ≥
d∑
i=1
(Hd−1(Pi(nA)) −Hd−2(∂Pi(nA))) ≥ (‖~v‖1 − dHd−2(∂(nA))Hd−1(nA)
)
Hd−1(nA) .
On the other hand, eah path from (nA)
h(n)
1 to (nA)
h(n)
2 in cyl(nA, h(n)) must go through nA and so
ontains an edge of one of the Ei(nA), i = 1, ..., d. It sues then to remove all the edges in the union
of the sets Ei(nA), i = 1, . . . , d to disonnet (nA)
h(n)
1 from (nA)
h(n)
2 in cyl(nA, h(n)), and so
N (nA, h(n)) ≤
d∑
i=1
(Hd−1(Pi(nA)) +Hd−2(∂Pi(nA))) ≤ (‖~v‖1 + dHd−2(∂(nA))Hd−1(nA)
)
Hd−1(nA) .
We onlude that  N (nA, h(n))Hd−1(nA) − ‖~v‖1
 ≤ d Hd−2(∂(nA))Hd−1(nA) = dHd−2(∂A)nHd−1(A) .

4.2 Lower deviations of the maximal ows from their means
Let A be a non-degenerate hyperretangle. In this setion, we obtain deviation inequalities for φ(A, h)
and τ(A, h) from their means. These inequalities, stated below in Proposition 4.3, give the right speed
for the lower large deviation probabilities as soon as the onvergene of the resaled expetation of the
variables is known. This will be used in setion 4.3 to prove the law of large numbers for τ , but above
all this will be essential to show the positivity of the rate funtion for lower large deviations in setion
5.4. This positivity will be used to prove Theorem 3.16 in setion 6.2.
To get this result, we state below in Proposition 4.2 a slight modiation of Zhang's Theorem 3.3,
whih allows to ontrol the number of edges in a ut of minimal apaity. Notie that in this preise
form, Proposition 4.2 is almost a strit analogue for ow problems of Proposition 5.8 in [Kesten, 1984℄,
the latter being of utmost importane in the study of First Passage Perolation.
We introdue the following notation: Eτ(A,h) (resp. Eφ(A, h)) is a ut whose apaity ahieves the
minimum in the dual denition (1) of τ(A, h) (resp. φ(A, h)). If there are more than one ut ahieving
the minimum, we use a deterministi method to selet a unique one with the minimum number of edges
among these. Reall also that for a hyperretangle A, we dened lmin(A) as the smallest length of A,
i.e. the number t suh that A is the isometri image of
∏d−1
i=1 [0, ti]× {0}, with t = t1 ≤ . . . ≤ td−1.
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Proposition 4.2. Suppose that (F1) holds, i.e. F (0) < 1 − pc(d). Then, there are onstants ε(F, d),
C1(F (0), d), C2(F (0), d) and t0(F (0), d), suh that, for every s ∈ R, every non-degenerate hyperretangle
A suh that lmin(A) ≥ t0, and every h > 2
√
d, we have:
P
(
card(Eτ(A,h)) ≥ s and τ(A, h) ≤ ε(F, d)s
) ≤ C1(F (0), d)e−C2(F (0),d)s ,
and:
P
(
card(Eφ(A,h)) ≥ s and φ(A, h) ≤ ε(F, d)s
) ≤ C1(F (0), d)he−C2(F (0),d)s .
Furthermore, the onstant ε depends on F only on the neighborhood of 0 in the sense that if (Fn)n∈N is
a sequene of possible distribution funtions for t(e), whih oinide on [0, η] for some η > 0, then one
an take the same onstants ε, C1 and C2 for the whole sequene in the above inequalities.
Proof : First notie that when d = 2, this is a onsequene of Proposition 5.8 in [Kesten, 1984℄, through
duality. In fat, when d = 3, all the hard work has been done by Zhang, giving Theorem 3.3, so we
only stress the minor dierenes for the reader who would like to hek how one goes from the proof of
Theorem 3.3 (i.e. Theorem 1 in [Zhang, 2007℄) to Proposition 4.2, and we rely heavily on the proof and
notations of [Zhang, 2007℄.
The rst thing is to see that one an perform the renormalization argument of setion 2 of [Zhang, 2007℄.
To do this for τ(A, h), replae ∞ by Ah2 and the box B(k,m) by Ah1 . For φ(A, h), replae ∞ by T (A, h)
and B(k,m) by B(A, h). For both τ(A, h) and φ(A, h) also, one requires that all the onnetedness
properties happen "in cyl(A, h)". Then, the onstrution of the linear utset is idential, exept for one
thing: when Bt(u) is a blok of the "blok utset" suh that Bt(u) intersets ∂ cyl(A, h), it has a property
slightly dierent than the "bloked property" of Zhang. Dene B
′
t(u) to be the set of t-ubes whih are
L
d
-neighbours of the ubes in Bt(u). Let us say that a set of verties V0 of Z
d
is of smallest length t
if there is a hyperretangle H in Rd, isometri image of [0, t]d−1 × {0}, suh that for eah edge e of Zd
interseting H , there is an endpoint of e whih belongs to V . Now, let us say that a blok Bt(u) has a
"bloking surfae property" if either one of the following holds:
(i) there are two subsets of verties V1 and V2 of smallest length t/2 in B
′
t(u) whih annot be onneted
by an open path in B
′
t(u),
(ii) or there are a subset of verties V1 of smallest length t/2 and an open path γ onneting Bt(u) to
Bt(u) in B
′
t(u) suh that γ and V1 annot be onneted by an open path in B
′
t(u).
Then, if A is of smallest length larger than t, and if Bt(u) is a blok of the "blok utset" suh that
Bt(u) intersets ∂ cyl(A, h), it has a "bloking surfae property". Now, it is easy to see, using the same
arguments as Zhang from [Grimmett, 1999℄, setion 7, that the probability that Bt(u) has a "bloking
surfae property" deays exponentially to zero as t goes to innity, when F (0) < 1 − pc(d). This shows
that the renormalization works if A is of smallest length larger than some t0(F (0), d), see the hoie of t
above (5.26) in [Zhang, 2007℄. Notie that to prove Lemma 8 in [Zhang, 2007℄, Zhang appeals to Lemma
7.104 in [Grimmett, 1999℄ whereas it seems better to see this as a diret onsequene of the fat that
perolation in slabs ours.
The rest of the proof is almost idential. Note however that when onsidering τ(A, h), there is no
need to put a sum over the possible intersetions of the utset with L (in (5.4), and before (5.26)), sine
we know there is a onstant R(d) suh that there is a set of R(d) edges that a ut needs to interset (it
is essentially pinned at the border of A). This is why we do not have any ondition on the height in
the rst inequality of Proposition 4.2, and why on the ontrary h appears in our seond inequality: for
φ(A, h), we only know a set of h edges that a ut needs to interset.
Finally, notie that we do not have any ondition of moment on F , sine we are bounding the
probability that {card(Eτ(A,h)) ≥ k} and {τ(A, h) ≤ εk} our, not only P
(
card(Eτ(A,h)) ≥ k
)
, and
Zhang uses the moment ondition only to bound P (τ(A, h) ≤ εk). Also, the last statement on the
onstants is easily seen by traking the hoie of ε (see (5.2) and below (5.10)). 
Thanks to Proposition 4.2 and general deviation inequalities due to [Bouheron et al., 2003℄, we obtain
the following deviation result for the maximal ows τ(nA, h(n)) and φ(nA, h(n)).
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Proposition 4.3. Suppose that hypotheses (F1) and (F2) our. Then, for any η ∈]0, 1], there are
positive onstants C(η, F, d), C3(F (0), d) and t0(F, d) suh that, for every n ∈ N∗, every non-degenerate
hyperretangle A suh that nA has smallest length at least t0:
P (τ(nA, h(n)) ≤ E(τ(nA, h(n)))(1 − η)) ≤ C3(F (0), d)e−C(η,F,d)E(τ(nA,h(n))) , (2)
and:
P (φ(nA, h(n)) ≤ E(φ(nA, h(n)))(1 − η)) ≤ C3(F (0), d)h(n)e−C(η,F,d)E(φ(nA,h(n))) . (3)
Proof : To shorten the notations, dene τn = τ(nA, h(n)) and φn = φ(nA, h(n)). We prove the result for
τn, the variant for φn being entirely similar. Sine P (τn ≤ E(τn)(1− η)) is a dereasing funtion of η, it
is enough to prove the result for all η less or equal to some absolute η0 ∈]0, 1[. We use this remark to
exlude the ase η = 1 in our study, thus, from now on, let η be a xed real number in ]0, 1[.
Fix A a non-degenerate hyperretangle, and n suh that nA has smallest length at least t0(F, d), with
t0 as in Proposition 4.2. We order the edges in cyl(nA, h(n)) as e1, . . . , emn . For every hyperretangle A,
we denote by N (A, h) the minimal number of edges in A that an disonnet Ah1 from Ah2 in cyl(A, h),
as in setion 4.1. For any real number r ≥ N (nA, h(n)), we dene:
τrn = min
{
V (E) s.t. card(E) ≤ r and E uts
(nA)
h(n)
1 from (nA)
h(n)
2 in cyl(nA, h(n))
}
.
Now, suppose that F (0) < 1 − pc(d), let ε, C1 and C2 be as in Proposition 4.2, and dene r = (1 −
η)E(τn)/ε. Suppose rst that r < N (nA, h(n)). Then,
P(τn ≤ (1 − η)E(τn)) = P(τn ≤ (1− η)E(τn) and card(Eτn) ≥ (1− η)E(τn)/ε) ,
≤ C1e−C2(1−η)E(τn)/ε ,
from Proposition 4.2, and the desired inequality is obtained. Suppose now that r ≥ N (nA, h(n)). Then,
P(τn ≤ (1− η)E(τn)) = P(τn ≤ (1− η)E(τn) and τrn 6= τn) + P(τrn ≤ (1− η)E(τn)) ,
≤ C1e−C2r + P(τrn ≤ (1 − η)E(τrn)) , (4)
from Proposition 4.2 and the fat that τrn ≤ τn. Now, we trunate our variables t(e). Let a be a positive
real number to be hosen later, and dene t˜(e) = t(e) ∧ a. Let:
τ˜rn = min
{ ∑
e∈E t˜(e) s.t. card(E) ≤ r and E uts
(nA)
h(n)
1 from (nA)
h(n)
2 in cyl(nA, h(n))
}
.
Notie that τ˜rn ≤ τrn. We shall denote by Rτ˜rn the intersetion of all the uts whose apaity ahieves the
minimum in the denition of τ˜rn. Then,
0 ≤ E(τrn)− E(τ˜rn) ≤ E
 ∑
e∈Rτ˜rn
t(e)−
∑
e∈Rτ˜rn
t˜(e)
 ,
≤ E
 ∑
e∈Rτ˜rn
t(e) 1It(e)≥a
 ,
=
mn∑
i=1
E(t(ei) 1It(ei)≥a 1Iei∈Rτ˜rn ) ,
=
mn∑
i=1
E
[
E
(
t(ei) 1It(ei)≥a 1Iei∈Rτ˜rn |(t(ej))j 6=i
)]
.
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Now, when (t(ej))j 6=i is xed, t(ei) 7→ 1Iei∈Rτ˜rn is a non-inreasing funtion and t(ei) 7→ t(ei) 1It(ei)≥a is
of ourse non-dereasing. Furthermore, sine the variables (t(ei)) are independent, the onditional expe-
tation E (.|(t(ej))j 6=i) orresponds to expetation over t(ei), keeping (t(ej))j 6=i xed. Thus, Chebyshev's
assoiation inequality (see [Hardy et al., 1934℄, p. 43) implies:
E
(
t(ei) 1It(ei)≥a 1Iei∈Rτ˜rn |(t(ej))j 6=i
)
≤ E (t(ei) 1It(ei)≥a|(t(ej))j 6=i)E( 1Iei∈Rτ˜rn |(t(ej))j 6=i) ,
= E
(
t(e1) 1It(e1)≥a
)
E
(
1Iei∈Rτ˜rn |(t(ej))j 6=i
)
.
Thus,
0 ≤ E(τrn)− E(τ˜rn) ≤ E
(
t(e1) 1It(e1)≥a
)
E(card(Rτ˜rn)) ≤ rE
(
t(e1) 1It(e1)≥a
)
. (5)
Now, sine F has a nite moment of order 1, we an hoose a(η, F, d) suh that:
1− η
ε
E
(
t(e1) 1It(e1)≥a
) ≤ η
2
,
to get:
E(τrn)− E(τ˜rn) ≤
η
2
E(τn) ≤ η
2
E(τrn) ,
P(τrn ≤ (1− η)E(τrn)) ≤ P
(
τ˜rn ≤ E(τ˜rn)−
η
2
E(τrn)
)
. (6)
Now, we shall use Corollary 3 in [Bouheron et al., 2003℄. To this end, we need some notation. We
take t˜′ an independent olletion of apaities with the same law as t˜ = (t˜(ei))i=1...,mn . For eah edge
ei ∈ cyl(A, h), we denote by t˜(i) the olletion of apaities obtained from t˜ by replaing t˜(ei) by t˜′(ei),
and leaving all other oordinates unhanged. Dene:
V− := E
[
mn∑
i=1
(τ˜rn(t)− τ˜rn(t(i)))2−
∣∣∣∣∣ t
]
,
where τ˜rn(t) is the maximal ow through cyl(nA, h(n)) when apaities are given by t. Observe that:
τ˜rn(t
(i))− τ˜rn(t) ≤ (t˜′(ei)− t˜(ei)) 1Iei∈Rτ˜rn ,
and thus,
V− ≤ a2 card(Rτ˜rn) ≤ a2r = a2(1− η)E(τn)/ε .
Thus, Corollary 3 in [Bouheron et al., 2003℄ implies that, for every η ∈]0, 1[,
P
(
τ˜rn ≤ E(τ˜rn)−
η
2
E(τrn)
)
≤ e−
E(τrn)
2η2ε
16a2(1−η)E(τn) ≤ e−
E(τn)η
2ε
16a2(1−η) ,
whih, with inequalities (6) and (4) nishes the proof of inequality (2).

Remark 4.4. If we suppose the existene of an exponential moment for F , then one an get onentration
inequalities: there are positive onstants D1 and D2, depending only on F and d and suh that, for every
hyperretangle A, every h > 0 and every u > 0,
P(|τ(A, h) − E(τ(A, h))| ≥ u) ≤ D1 exp
(
− u
2
D2Hd−1(A)
)
+D1 exp
(
− 1
D2
Hd−1(A)
)
.
Furthermore, for every h ≤ exp(Hd−1(A)) and every u > 0,
P(|φ(A, h) − E(φ(A, h))| ≥ u) ≤ D1 exp
(
− u
2
D2Hd−1(A)
)
+D1 exp
(
− 1
D2
Hd−1(A)
)
.
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This an be proved muh as in [Zhang, 2007℄, setion 9. It should be noted that these results ertainly
do not give the right order of the typial utuations, i.e., utuations that our with a non negligible
probability. Indeed, let Sn be the square:
Sn = ∂
([
−1
2
, n− 1
2
]d−1
×
{
1
2
})
.
We say that a set of edges E is a ut based on Sn if it is nite, and if every losed path in Z
d
whih
is not ontratible to one point in R
d
r Sn has to ontain one edge of E. Let En be the set of all sets of
edges whih are a ut based on Sn and dene:
τ˜n = inf{V (E)|E ∈ En} .
Then, mimiking the work of [Benjamini et al., 2003℄, one an prove that the variane of τ˜n is at most of
order C(nd−1/ logn) where C is a onstant (and there is no reason for this bound to be optimal). It is then
very reasonable to think that τ(A, h) and φ(A, h) will inherit this property to have submean variane,
i.e. their typial utuations should be small with respet to (Hd−1(A))1/2 when the side lengths of A
tend to innity.
Remark also that these onentration inequalities, while they reet the right order of lower large
deviations, do not give the right asymptoti of upper large deviations, whih are of volume order. We do
not know a simple route to reah that whih would avoid the work of [Théret, 2007℄.
4.3 Asymptoti of E(τ)
Here, we prove Proposition 3.5, so we suppose that the apaity of the edges is in L1. Let us onsider two
hyperretangles A, A′ whih have a ommon orthogonal unit vetor ~v, and two funtions h, h′ : N→ R+
suh that limn→∞ h(n) = limn→∞ h′(n) = +∞. We take n,N ∈ N suh that N ≥ N0(n) with N0(n)
large enough to have h(N) ≥ h′(n)+1 and N diam(A) > n diam(A′) for all N ≥ N0(n) (here diam(A) =
sup{‖x− y‖2 |x, y ∈ A}). We dene
D(n,N) = {x ∈ NA | d(x, ∂(NA)) > 2n diamA′} .
There exists a nite olletion of sets (T (i), i ∈ I) suh that eah T (i) is a translate of nA′ interseting
the set D(n,N), the sets (T (i), i ∈ I) have pairwise disjoint interiors, and their union ∪i∈IT (i) ontains
the set D(n,N) (see Figure 1). For all i, there exists a vetor ~ti in R
d
suh that ‖~ti‖∞ < 1 and T ′(i) =
T (i) + ~ti is the image of nA
′
by an integer translation (that leaves Z
d
globally invariant). The ylinders
cyl(T ′(i), h′(n)) are still inluded in cyl(NA, h(N)) for all i ∈ I, and the family (τ(T ′(i), h′(n)), i ∈ I) is
identially distributed (but not independent in general). For eah i, by the max-ow min-ut theorem,
we know that τ(T ′(i), h′(n)) is equal to the minimal apaity V (E) =
∑
e∈E t(e) of a set of edges E ⊂
cyl(T ′(i), h′(n)) that uts T ′(i)h
′(n)
1 from T
′(i)h
′(n)
2 . For eah i ∈ I, let Ei be suh a set of edges of
minimal apaity, i.e., τ(T ′(i), h′(n)) = V (Ei).
We x ζ = 4d. Let E10 (resp. E
2
0 , E0) be the set of the edges inluded in E10 (resp. E20 , E0), where we
dene
E10 =
⋃
i∈I
(V(cyl(∂T ′(i),+∞), ζ) ∩ V(hyp(NA), ζ)) ,
E20 = cyl(NArD(n,N), ζ)
and
E0 = E10 ∪ E20 .
The set of edges E0 ∪
⋃
i∈I Ei uts (NA)
h(N)
1 from (NA)
h(N)
2 in cyl(NA, h(N)), so
τ(NA, h(N)) ≤ V (E0) +
∑
i∈I
V (Ei)
≤ V (E0) +
∑
i∈I
τ(T ′(i), h′(n)) . (7)
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NA
T (i)
nA′
D(n,N)
2n diam(A′)
Figure 1: The hyperplane hyp(A).
Taking the expetation of (7), we obtain
E (τ(NA, h(N)))
Hd−1(NA) ≤
card(E0)
Hd−1(NA)E(t) +
card(I)E(τ(nA′, h′(n)))
Hd−1(NA)
≤ card(E0)Hd−1(NA)E(t) +
E(τ(nA′, h′(n)))
Hd−1(nA′) . (8)
There exists a onstant c(d) suh that:
card(E10 ) ≤ c(d)
Hd−1(NA)
Hd−1(nA′)H
d−2(∂(nA′)) and card(E20 ) ≤ c(d)Hd−2(∂(NA))diam(nA′) , (9)
thus
card(E0) ≤ c(d)
[Hd−1(NA)
Hd−1(nA′)H
d−2(∂(nA′)) +Hd−2(∂(NA))diam(nA′)
]
, (10)
and so
lim
n→∞
lim
N→∞
card(E0)
Hd−1(NA) = 0 .
By sending N to innity, and then n to innity, we obtain that
lim sup
N→∞
E (τ(NA, h(N)))
Hd−1(NA) ≤ lim infn→∞
E (τ(nA′, h′(n)))
Hd−1(nA′) .
For A = A′ and h = h′, we dedue from this inequality that limn→∞ E (τ(nA, h(n))) /Hd−1(nA) exists.
For dierent A,A′, and h, h′, we onlude that this limit does not depend on A and h, but only on the
diretion of ~v (and on F and d of ourse). We denote this limit by ν(~v).
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4.4 Properties of ν
Here we prove Proposition 3.7. Lemma 4.1 implies that ν(~v) ≥ δ‖~v‖1 for every unit vetor ~v, so we only
need to prove assertions (ii) and (iii) in Proposition 3.7. First, let us show that ν(~v) > 0 is equivalent
to F (0) < 1− pc(d). We begin by stating the weak triangle inequality for ν(~v):
Proposition 4.5. We suppose that (F2) holds. Let (ABC) be a non-degenerate triangle in Rd and let
~vA, ~vB and ~vC be the exterior normal unit vetors to the sides [BC], [AC], [AB] in the plane spanned by
A, B, C. Then
H1([AB])ν( ~vC ) ≤ H1([AC])ν( ~vB) +H1([BC])ν( ~vA) .
We do not prove Proposition 4.5 as it is the strit analogue of Proposition 11.2 in [Cerf, 2006℄. We
stress the fat that it uses only the denition of ν(~v) as the limit of the expetation of the resaled variable
τ , i.e. Proposition 3.5. As in [Kesten, 1984℄, one an extend ν as a funtion on Rd as follows:
ν(~0) = 0, and ∀~u 6= ~0, ν(~u) := ‖~u‖.ν
(
~u
‖~u‖
)
.
Then, Proposition 4.5 shows that ν is onvex (and even subadditive). Using this onvexity, it is standard
to obtain that
∃~v 6= ~0 s.t. ν(~v) = 0 ⇐⇒ ∀~v ν(~v) = 0 ,
see for example (3.15) in [Kesten, 1984℄. We dedue that
F (0) ≥ 1− pc(d) ⇐⇒ ∃~v 6= 0 s.t. ν(~v) = 0 ⇐⇒ ∀~v ν(~v) = 0 . (11)
Now we study the ase δ > 0. For a given realization of (t(e), e ∈ Ed), we dene the family of
variables (t′(e), e ∈ Ed) by t′(e) = t(e) − δ for all e. Then the variables (t′(e), e ∈ Ed) are independent
and identially distributed, and if we denote by F ′ their distribution funtion, we have F ′(λ) = F (λ+ δ)
for all λ ∈ R. We ompare the variable τ(nA, h(n)) and the orresponding variable τ ′(nA, h(n)) for the
apaities (t′(e)), for a given hyperretangle A of normal unit vetor ~v, and a given height funtion h
suh that limn→∞ h(n) = +∞. We still denote by N (nA, h(n)) the minimal number of edges that an
disonnet (nA)
h(n)
1 from (nA)
h(n)
2 in cyl(nA, h(n)). By the max-ow min-ut theorem, we easily obtain
that
τ(nA, h(n)) ≥ τ ′(nA, h(n)) + δN (nA, h(n)) ,
and so
E(τ(nA, h(n)))
Hd−1(nA) ≥
E(τ ′(nA, h(n)))
Hd−1(nA) + δ
N (nA, h(n))
Hd−1(nA) .
Proposition 3.5 and Lemma 4.1 give us that
νF (~v) ≥ νF ′(~v) + δ‖~v‖1
with trivial notations. Now F (δ) = F ′(0) < 1− pc(d) implies that νF ′(~v) > 0, so (ii) is proved.
Finally, from inequalities (8) and (10), with A = A′ and letting N go to innity, we get, for every
non-degenerate hyperretangle A orthogonal to some unit vetor ~v:
ν(~v) ≤ inf
n∈N
{
E(t(e))c(d)Hd−2(∂A)
nHd−1(A) +
E(τ(nA, h(n)))
Hd−1(nA)
}
.
Thus, Proposition 3.7 is proved.
4.5 Law of large numbers for τ
Here, we prove Theorem 3.8. We begin with the almost sure onvergene of τ(nA, h(n))/Hd−1(nA). To
dedue it from the onvergene of its expetation, we will use the following result:
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Lemma 4.6. Suppose that hypotheses (F1) and (F2) our. Then
lim inf
n→∞
τ(nA, h(n)) − E(τ(nA, h(n)))
Hd−1(nA) ≥ 0 a.s.
Proof : It is a simple onsequene of Proposition 4.3 and the fat that E(τ(nA, h(n))) is equivalent to
Hd−1(nA)ν(~v), using Borel-Cantelli's lemma. 
We shall use (7) with h = h′ and A = A′, i.e. the sets T ′(i) are integer translates of nA. We emphasize
the dependene on N and n by writing Ei0 = E
i
0(N,n) for i ∈ {1, 2}, I = I(N,n) and T ′(i) = T ′N,n(i).
Suppose rst that 0 ∈ A. Then, we an onstrut the sets T ′N,n(i) in order to have:
∀n ≥ 1, ∀N ′ ≥ N ≥ N0(n), (T ′N,n(i))i∈I(N,n) ⊂ (T ′N ′,n(i))i∈I(N ′,n) .
We obtain that
∀n ≥ 1, ∀N ′ ≥ N ≥ N0(n), E10 (N,n) ⊂ E10 (N ′, n) .
Thus, the strong law of large numbers for i.i.d. random variables implies, using inequality (9):
lim sup
N→∞
V (E10)
Hd−1(NA) ≤ E(t(e)) lim supn→∞
card(E10)
Hd−1(NA) ≤
E(t(e))K(d,A)
n
a.s. (12)
where K(d,A) = c(d)Hd−2(∂A)/Hd−1(A). Moreover, we know (see (9)) that
cardE20 ≤ c(d)Hd−2(∂A) diam(A)Nd−2n .
Under the assumption (F2), Theorem 4.1 in [Gut, 1992℄ states that V (E20 (N,n))/Hd−1(NA) onverges
ompletely to 0, with the denition of the omplete onvergene given by Gut (Denition (1.1) in
[Gut, 1992℄). Complete onvergene implies almost sure onvergene through Borel-Cantelli's lemma,
thus
lim
N→∞
V (E20 (N,n))
Hd−1(NA) = 0 a.s.
Also, we laim that:
lim sup
N→∞
∑
i∈I(N,n) τ(T
′(i), h′(n))
Hd−1(NA) =
E(τ(nA, h(n)))
Hd−1(nA) a.s. (13)
Indeed, notie that (for n large enough) τ(T ′(i), h′(n)) is independent of all the other τ(T ′(j), h′(n))
exept for at most 3d − 1 values of j orresponding to the T ′(j) that an interset T ′(i). Thus, (13)
follows by partitioning the sets T ′(j) into 3d − 1 lasses of i.i.d. variables, and then applying the strong
law of large numbers for i.i.d. random variables. Thus, for n large enough,
lim sup
N→∞
τ(NA, h(N))
Hd−1(NA) ≤
E(t(e))K(d,A)
n
+
E(τ(nA, h(n)))
Hd−1(nA) a.s.
and using Proposition 3.5:
lim sup
N→∞
τ(NA, h(N))
Hd−1(NA) ≤ ν(~v) a.s. (14)
If ν(~v) = 0, sine τ is non-negative, we get the desired result. We suppose that ν(~v) > 0. From
Proposition 3.7, we know that ν(~v) > 0 is equivalent to F (0) < 1 − pc(d). Then it follows from Lemma
4.6 and the onvergene of E(τ(nA, h(n)))/Hd−1(nA) to ν(~v) that:
ν(~v) ≤ lim inf
N→∞
τ(NA, h(N))
Hd−1(NA) a.s.
whih, together with (14) gives the law of large numbers for τ .
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Now, what happens if 0 6∈ A ? Then, we suppose that (F3) holds, and we an ombine Borel-
Cantelli's Lemma with the omplete onvergene in the law of large numbers for subsequenes (Theorem
4.1 in [Gut, 1985℄, or more generally Theorem 4.1 in [Gut, 1992℄) to replae the lassial law of large
numbers to prove (12) and (13).
This ends the proof of the almost sure onvergene. Now, let us prove the onvergene in L1. Suppose
rst that 0 ∈ A. Then, one an nd a sequene of sets of edges (E(n))n∈N suh that for eah n, E(n) is
a ut between (nA)
h(n)
1 and (nA)
h(n)
2 , E(n) ⊂ E(n+ 1) and:
card(E(n))
Hd−1(nA) −−−−→n→∞ ‖~v‖1 .
Now, dene:
fn =
τn
Hd−1(nA) and gn =
∑
e∈E(n)
t(e) .
Then, we know the following:
(i) 0 ≤ fn ≤ gn for every n,
(ii) (gn)n∈N onverges almost surely and in L1, thanks to the usual law of large numbers,
(iii) (fn)n∈N onverges almost surely to ν(~v), thanks to the almost sure onvergene for 0 ∈ A that we
have just proven,
(iv) (E(fn))n∈N onverges to ν(~v), thanks to Proposition 3.5.
It is then standard to show that fn onverges in L
1
to ν(~v): apply the monotone onvergene theorem to
bn = infm≥n(gm− fm), and then show that (g− f − bn)n∈N and (gn− fn− bn)n∈N are positive sequenes
onverging to zero in L1.
It remains to show the onvergene in L1 when we do not know whether 0 ∈ A. Let A′′ be the translate
of A suh that 0 ∈ A′′, and 0 is the enter of A′′. For any xed n, there exists a hyperretangle A′n whih
is a translate of nA by an integer vetor and suh that d∞(0, nA′n) < 1 and d∞(nA
′′, A′n) < 1, where d∞
denotes the distane indued by ‖.‖∞. We want to ompare the maximal ow through cyl(nA′′, h(n))
to the maximal ow through cyl(A′n, h(n)). The diulty is that one of these ylinders is not inluded
in the other. This is the reason why we will onstrut bigger and smaller version of cyl(nA′′, h(n)). We
reall that lmin(A) is the smallest length of A, i.e.,
lmin(A) = min
i=1,...,d−1
ki ,
where A is the image by an isometry of the set
∏d−1
i=1 [0, ki]× {0}. We dene the biggest length of A as
lmax(A) = max
i=1,...,d−1
ki
with the same notation. We only onsider n large enough suh that h(n) > 1. Thus the following
inlusions holds:
cyl
((
n−
⌈
2
lmin(A)
⌉)
A′′, h(n)− 1
)
⊂ cyl(A′n, h(n)) ⊂ cyl
((
n+
⌈
2
lmin(A)
⌉)
A′′, h(n) + 1
)
,
where ⌈x⌉ is the smallest integer bigger than or equal to x. For all n, we have
∂
[(
n−
⌈
2
lmin(A)
⌉)
A′′
]
⊂ V
(
∂A′n, lmax(A)
⌈
2
lmin(A)
⌉
+ 1
)
and
∂
[(
n+
⌈
2
lmin(A)
⌉)
A′′
]
⊂ V
(
∂A′n, lmax(A)
⌈
2
lmin(A)
⌉
+ 1
)
.
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Argueing as in setion 4.3, let Fn be the edges inluded in Fn dened as
Fn = V
(
∂A′n, lmax(A)
⌈
2
lmin(A)
⌉
+ 1+ 4d
)
.
We get, for n large enough,
τ
((
n+
⌈
2
lmin(A)
⌉)
A′′, h(n) + 1
)
− V (Fn)
≤ τ(A′n, h(n)) ≤ τ
((
n−
⌈
2
lmin(A)
⌉)
A′′, h(n)− 1
)
+ V (Fn) .
Using the onvergene in L1 for A′′ whih ontains 0, we see that
τ
((
n+
⌈
2
lmin(A)
⌉)
A′′, h(n) + 1
)
/Hd−1(nA) and τ
((
n−
⌈
2
lmin(A)
⌉)
A′′, h(n)− 1
)
/Hd−1(nA)
onverge to ν(~v) in L1 as n goes to innity. Furthermore, sine card(Fn) is negligible ompared to n
d−1
,
V (Fn)/Hd−1(nA) go to zero in L1, and we get the onvergene of τ(A′n, h(n))/Hd−1(nA) to ν(~v) in L1.
But sine A′n is an integer translate of nA, it implies the onvergene of τ(nA, h(n))/Hd−1(nA) to ν(~v)
in L1.
Remark 4.7. Most likely, the almost sure onvergene of (τ(nA, h(n))/Hd−1(nA), n ∈ N) ould also
be obtained by adapting the proof of [Akoglu and Krengel, 1981℄, and thus relaxing the independene
hypothesis on (t(e))e to stationarity. In any ase, general subadditive results existing in the literature are
not well adapted to treat the ase of irrational diretions, i.e. diretions ~v suh that τ(nA, h(n)) is not
exatly subadditive and stationary. Some authors irumvent this problem by proving that the almost
sure onvergene is uniform with respet to rational diretions, whih allows to extend the onvergene to
irrational diretions, see [Kesten, 1984℄ and [Boivin, 1998℄ for instane. But for ows like τ , the uniform
onvergene requires a moment of order stritly larger than 1, see for instane Theorems 1.3, 1.9 and
setion 4 in [Boivin, 1998℄. Notie also that Theorem 6.1 in [Boivin, 1998℄ shows diretly the onvergene
in any diretion for First Passage Perolation in dimension 2, using tehniques some of whih are similar
to ours and others belong to the realm of ergodi theory. In this paper, the strategy we adopt is to use
the fat that our spae R
d
has one dimension more than the hyperretangles whih are the indies of the
almost subadditive family: we an move the hyperretangles T (i) out of the hypersurfae spanned by
NA to obtain the hyperretangles T ′(i) that have good properties. Moreover, the non-negativity of our
variables τ implies that it is simpler to use a onentration inequality than a maximal inequality as in
the lassial subadditive ergodi theorems.
Remark 4.8. We have obtained readily the independene of the limit with regard to the preise form of
the hyperretangle we onsider and this is not surprising sine it appears already in subadditive ergodi
theorems like in [Krengel and Pyke, 1987℄.
Remark 4.9. The almost sure onvergene of (τ(nA, h(n))/Hd−1(nA), n ∈ N) is not neessary to prove
Theorem 3.9, but we need the onvergene in probability to prove Theorem 3.10.
Remark 4.10. If 0 6∈ A, it is not lear to us whether ondition (F3) is neessary or not: it is neessary
for omplete onvergene to hold, but omplete onvergene is stronger than the a.s. onvergene.
4.6 Lower deviations for τ and at φ: proofs of Theorem 3.9 and Theorem
3.13
Now, we an prove Theorem 3.9, and so we onsider F , h, ~v and A as in the statement of this Theorem.
If ν(~v) = 0, there is nothing to prove. Suppose now that ν(~v) > 0 and let ε ≤ ν(~v) be a positive real
number. Let u = ε/(2νmax), where νmax = max{ν(~v) |~v unit vector}. Then u > 0 and we have
ν(~v)− ε
ν(~v)− ε/2 ≤ 1− u .
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Using assertion (iii) in Proposition 3.7, we know that there exists a n0 = n0(A) (not depending on h)
large enough to have
∀n ≥ n0 E(τ(nA, h(n)))Hd−1(nA) ≥ ν(~v)−
ε
2
.
Then, for all n ≥ n0,
P
[
τ(nA, h(n)) ≤ (ν(~v)− ε)Hd−1(nA)] ≤ P [ τ(nA, h(n))
E(τ(nA, h(n)))
≤ 1− u
]
.
Now, the result follows easily from Proposition 4.3, for n larger than some n1 = n1(A). Adapting the
onstant for n ≤ n1 leads to C˜(d, F,A, ε).
Remark 4.11. Notie that for every hyperretangle A:
2
lmin(A)
≤ H
d−2(∂A)
Hd−1(A) ≤
2(d− 1)
lmin(A)
.
Thus, from the proof above, Proposition 3.7 (iii) and Proposition 4.3, it an be seen that n1(A) and thus
the onstant C˜(d, F,A, ε) depends on A only through K(d,A), or equivalently, only through lmin(A).
We an do the same alulus for φ(nA, h(n)) as soon as we know that E(φ(nA, h(n)))/Hd−1(nA)
onverges to ν(~v). To prove Theorem 3.13, it is suient to prove that it is the ase under hypotheses
(F2), (H1) and (H3). We have to ompare φ and τ . We suppose that limn→∞ h(n)/n = 0, and x ζ ≥ 2d.
We onsider n large enough suh that the sides of nA have length bigger than ζ, i.e., lmin(A) ≥ ζ. Let
E+1 be the set of the edges that belong to E+1 , dened as
E+1 = V(cyl(∂(nA), h(n)), ζ) ∩ cyl(nA, h(n)) .
We have, for all n large enough,
τ(nA, h(n)) ≥ φ(nA, h(n)) ≥ τ(nA, h(n)) − V (E+1 ) .
There exists a onstant C+ suh that
card(E+1 ) ≤ C+nd−2h(n) ,
so we have
|E[φ(nA, h(n))] − E[τ(nA, h(n))]|
Hd−1(nA) ≤
C+nd−2h(n)
nd−1Hd−1(nA) −→ 0 as n→∞ ,
and this proves the onvergene of E[φ(nA, h(n))]/Hd−1(nA) to ν(~v). Notie that the speed of onvergene
depends on h. Using Proposition 4.3, we an nd n1(d, F,A, h, ε) suh that for all n ≥ n1(d, F,A, h, ε)
we have
P(φ(nA, h(n)) ≤(ν(~v)− ε)Hd−1(nA))
≤ C3(F (0), d)h(n) exp
(−C(ε, F, d)(ν(~v)− ε/2)Hd−1(nA))
≤ C3(F (0), d) exp
(
log h(n)
nd−1
nd−1 − C(ε, F, d)(ν(~v)− ε/2)Hd−1(nA)
)
.
Using hypothesis (H2), whih is implied by (H3), Theorem 3.13 is proved for n ≥ n2(d, F,A, h, ε), for
n2(d, F,A, h, ε) large enough. Adapting the onstant C3(F (0), d) for the n2 rst terms, Theorem 3.13 is
proved for all n with a onstant C˜′ depending on d, F , A, h, ε.
To prove Theorem 3.18, it remains to prove the onvergene of E[φ(nA, h(n))]/Hd−1(nA) to ν(~v)
under the hypotheses (F1), (F2), (H1) and (H2). This will be done during the proof of Theorem 3.16
in setion 6.2, so we postpone the end of the proof of Theorem 3.18 until setion 6.3.
Remark 4.12. Using Theorem 3.13, Theorem 3.8 and the fat that φ(nA, h(n)) ≤ τ(nA, h(n)), we obtain
the law of large numbers for φ(nA, h(n)) in at ylinders (i.e., under hypothesis (H3)) under the same
hypothesis as the one for τ(nA, h(n)).
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5 Large deviation priniple for τ and φ in at ylinders
In this setion, we show the large deviation priniple for τ . We onstrut a preursor of the rate funtion
in setion 5.1, and then study its properties. Preisely, we show it is onvex in setion 5.2, nite (and thus
ontinuous) on ]δ‖~v‖1,+∞[ in setion 5.3, and stritly positive on [0, ν(~v)[ in setion 5.4. After having
shown in setion 5.5 that upper large deviations our at an order bigger than the surfae order, we an
omplete the proof of the full large deviation priniple for τ in setion 5.6 and dedue the one for φ in
at ylinders in setion 5.7.
5.1 Constrution of the rate funtion
We will prove the following lemma, for whih no ondition on F is required.
Lemma 5.1. For every funtion h : N → R+ satisfying (H1), for every non-degenerate hyperretangle
A, for all λ in R+, the limit
lim
n→∞
−1
Hd−1(nA) logP
[
τ(nA, h(n)) ≤
(
λ− 1√
n
)
Hd−1(nA)
]
exists in [0,+∞] and depends only on the diretion of ~v, one of the two unit vetors orthogonal to hyp(A).
We denote it by I~v(λ).
We introdue a fator 1/
√
n in the denition of I~v(λ) beause we want to work with subadditive
objets, but τ(A, h) is not subadditive in A, exept for straight ylinders. Indeed, if A and B are two
hyperretangles with a ommon orthogonal vetor and with a ommon side, to glue together a set of
edges in cyl(A, h) that uts Ah1 from A
h
2 and a set of edges in cyl(B, h) that uts B
h
1 from B
h
2 , we have
to add edges at the ommon side of A and B (see the set of edges E0 dened in setion 4.3). These
edges may not have a apaity 0, so they perturb the subadditivity of τ . We add the fator 1/
√
n to
ompensate.
Remark 5.2. It is natural to have no ondition on F in Lemma 5.1 sine it omes essentially from an
almost subadditive property for a non-random quantity.
Proof : For the proof of Lemma 5.1, we onsider the same onstrution as in setion 4.3 (see Figure 1).
From (7) we dedue that for all λ ∈ R+∗ , we have
P
[
τ(NA, h(N)) ≤
(
λ− 1√
N
)
Hd−1(NA)
]
≥ P
[
V (E0) +
∑
i∈I
τ(T ′(i), h′(n)) ≤
(
λ− 1√
N
)
Hd−1(NA)
]
.
Let D = {λ |P(t(e) ≤ λ) > 0}, and δ = inf D. We take u = δ+ ζ, so p = P(t(e) ≤ u) > 0. We use rst
the FKG inequality and then the fat that the family (τ(T ′(i), h′(n)), i ∈ I) is identially distributed to
obtain that
P
[
τ(NA, h(N)) ≤
(
λ− 1√
N
)
Hd−1(NA)
]
≥ P [V (E0) ≤ u card(E0)]
×
∏
i∈I
P
[
τ(T ′(i), h′(n)) ≤ (λ− 1/
√
N)Hd−1(NA)− u card(E0)
card(I)
]
≥ P [t(e) ≤ u]card(E0)
× P
[
τ(nA′, h′(n)) ≤ (λ− 1/
√
N)Hd−1(NA)− u card(E0)
card(I)
]card(I)
.
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We have immediately that card(I) ≤ Hd−1(NA)/Hd−1(nA′), so
−1
Hd−1(NA) logP
[
τ(NA, h(N)) ≤
(
λ− 1√
N
)
Hd−1(NA)
]
≤ −1Hd−1(nA′) logP [τ(nA
′, h′(n)) ≤ β]− card(E0)Hd−1(NA) log p ,
where
β =
(
λ− 1/√N
)
Hd−1(NA)− u card(E0)
card(I)
.
As we saw in setion 4.3, there exists a onstant c(d, ζ, A,A′) suh that
card(E0) ≤ c(d, ζ, A,A′)
(
Nd−2n+Nd−1/n+ 1
)
.
On one hand, we obtain that
lim
n→∞
lim
N→∞
card(E0)
Hd−1(NA) log p = 0 .
On the other hand we want to ompare β with (λ− 1/√n)Hd−1(nA′). Obviously we have
λHd−1(NA)
card(I)
≥ λHd−1(nA′) .
We also know that
card(I) ≥ H
d−1(D(n,N))
Hd−1(nA′)
so there exist a onstant c′(d,A,A′) and an integer N1(n) large enough to have, for all N ≥ N1(n),
card(I) ≥ c′(d,A,A′)
(
N
n
)d−1
.
Thus, there exist onstants ci(d, ζ, A,A
′) suh that for all N ≥ N1(n), we have
Hd−1(NA)
card(I)
√
N
≤ c1(d, ζ, A,A
′)√
N
Hd−1(nA′)
and
u card(E0)
card(I)
≤ c2(d, ζ, A,A′)
(
n
N
+
1
n
)
Hd−1(nA′) .
There exists n0 suh that for all n ≥ n0, c2/n ≤ 1/(4√n). Then there exists N2(n) ≥ N0(n) ∨ N1(n)
suh that for all N ≥ N2(n), c2n/N ≤ 1/(4√n) and c1/
√
N ≤ 1/(2√n). Thus for a xed n ≥ n0, for all
N ≥ N2(n), we have
β ≥
(
λ− 1√
n
)
Hd−1(nA′) .
Now in the following inequality, obtained for n ≥ n0 and N ≥ N2(n),
−1
Hd−1(NA) logP
[
τ(NA, h(N)) ≤
(
λ− 1√
N
)
Hd−1(NA)
]
≤ −1Hd−1(nA′) logP
[
τ(nA′, h′(n)) ≤
(
λ− 1√
n
)
Hd−1(nA′)
]
− card(E0)Hd−1(NA) log p ,
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we send N to innity for a xed n ≥ n0, and then we send n to innity. We thus obtain
lim sup
N→∞
−1
Hd−1(NA) logP
[
τ(NA, h(N)) ≤
(
λ− 1√
N
)
Hd−1(NA)
]
≤ lim inf
n→∞
−1
Hd−1(nA′) logP
[
τ(nA′, h′(n)) ≤
(
λ− 1√
n
)
Hd−1(nA′)
]
.
For A = A′ and h = h′, this gives us the existene of
lim
n→∞
−1
Hd−1(nA) logP
[
τ(nA, h(n)) ≤
(
λ− 1√
n
)
Hd−1(nA)
]
for all λ ∈ R+∗ , and for dierent A,A′, h, h′ this shows that the limit is independent of A and h. We
denote this limit by I~v(λ).
For λ = 0,
P
[
τ(nA, h(n)) ≤ −H
d−1(nA)√
n
]
= 0
for all n ∈ N, so the previous limit equals +∞, independently of A and ~v. This ends the proof of Lemma
5.1. 
Remark 5.3. The funtion I~v is not exatly the rate funtion we will onsider later: we will hange its
value from 0 to +∞ on ]ν(~v),+∞] and we will regularize it at ‖~v‖1δ.
5.2 Convexity of I~v
We will prove that I~v is onvex, i.e., for all λ1 ≥ λ2 ∈ R+ and α ∈]0, 1[, we have
I~v(αλ1 + (1− α)λ2) ≤ αI~v(λ1) + (1− α)I~v(λ2) .
For λ2 = 0, the result is obvious, so we suppose λ2 > 0. We keep the same notations as in the previous
setion, for D(n,N), T (i), Ei, et..., exept that we take A = A
′
. We dene
γ = ⌊α card(I)⌋ .
If we have
τ(T ′(i), h(n)) ≤ (λ1 − 1/
√
n)Hd−1(nA) for i = 1, ..., γ , (15)
τ(T ′(i), h(n)) ≤ (λ2 − 1/
√
n)Hd−1(nA) for i = γ + 1, ..., card(I) , (16)
and
V (E0) ≤ u card(E0) ,
then we obtain that
τ(NA, h(N)) ≤
(
γ(λ1 − 1√
n
) + (card(I)− γ)(λ2 − 1√
n
)
)
Hd−1(nA) + u card(E0) ,
≤ (αλ1 + (1− α)λ2) card(I)Hd−1(nA)− card(I)H
d−1(nA)√
n
+ u card(E0) ,
≤ (αλ1 + (1− α)λ2)Hd−1(NA)− ρ ,
where
ρ =
card(I)Hd−1(nA)√
n
− u card(E0) .
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We want to prove that ρ ≥ Hd−1(NA)/√N for N large enough. We have seen in the previous setion
that there exists a onstant c(d, ζ, A) suh that
card(E0) ≤ c(d, ζ, A)Nd−1
(
n
N
+
1
n
)
,
and that there exists a onstant c′(d,A) and a N1(n) large enough to have, for all N ≥ N1(n),
card(I) ≥ c′(d,A)
(
N
n
)d−1
.
There exists n1 suh that for all n ≥ n1, 2c/n ≤ c′/(2√n). For a xed n ≥ n1, there exists onstants
ci(d, ζ, A) and N3(n) suh that for all N ≥ N3(n) we have
u card(E0)
Hd−1(NA) ≤
2c
n
≤ c
′
2
√
n
,
card(I)Hd−1(nA)
Hd−1(NA)√n ≥
c′√
n
and
c′
2
√
n
≥ 1√
N
.
We onlude that for n ≥ n1 and N ≥ N3(n), γ ≥ Hd−1(NA)/
√
N and then
τ(NA, h(N)) ≤
(
αλ1 + (1 − α)λ2 − 1√
N
)
Hd−1(NA) ,
as long as (15) and (16) hold. Then, for all n ≥ n1 and N ≥ N3(n), we have, by the FKG inequality:
P
(
τ(NA, h(N)) ≤
(
αλ1 + (1 − α)λ2 − 1√
N
)
Hd−1(NA)
)
≥ P
(
τ(nA, h(n)) ≤ (λ1 − 1√
n
)Hd−1(nA)
)γ
× P
(
τ(nA, h(n)) ≤ (λ2 − 1√
n
)Hd−1(nA)
)card(I)−γ
pcard(E0) .
We take the logarithm of this expression, we divide it by Hd−1(NA), we send N to innity and then n
to innity to obtain
I~v(αλ1 + (1− α)λ2) ≤ αI~v(λ1) + (1− α)I~v(λ2) .
The onvexity of I~v is so proved.
5.3 Continuity of I~v
Now we ome bak to the problem of the ontinuity of I~v. Sine I~v is onvex, we rst try to determine
its domain. Reall that δ = δ(F ) = inf{λ |P(t(e) ≤ λ) > 0}.
•λ > ‖~v‖1δ: there exists ε > 0 suh that λ > (‖~v‖1 + ε)(δ + 2ε). Then there exists n0 suh that, for all
n ≥ n0, there exists a set of edges E0(n) that disonnets (nA)h(n)1 from (nA)h(n)2 in cyl(nA, h(n)) and
suh that card(E0(n)) ≤ (‖~v‖1 + ε)Hd−1(nA). We obtain for n ≥ n0
P
(
τ(nA, h(n)) ≤
(
λ− 1√
n
)
Hd−1(nA)
)
≥ P
(
V (E0(n)) ≤
(
λ− 1√
n
)
Hd−1(nA)
)
≥ P
(
t(e) ≤ λ− 1/
√
n
‖~v‖1 + ε
)⌊(‖~v‖1+ε)Hd−1(nA)⌋
.
But there exists n1 large enough to have for all n ≥ n1, λ−1/√n ≥ (‖~v‖1+ε)(δ+ε), so for all n ≥ n0∨n1,
we have
P
(
τ(nA, h(n)) ≤
(
λ− 1√
n
)
Hd−1(nA)
)
≥ P(t(e) ≤ δ + ε)⌊(‖~v‖1+ε)Hd−1(nA)⌋ ,
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and nally
I~v(λ) ≤ −(‖~v‖1 + ε) logP(t(e) ≤ δ + ε) < ∞ .
•λ ≤ ‖~v‖1δ: for λ > 0, there exists n0 suh that for all n ≥ n0,
τ(nA, h(n))
Hd−1(nA) ≥ δ
N (nA, h(n))
Hd−1(nA, h(n)) ≥ δ‖~v‖1 −
1
2
√
n
> λ− 1√
n
,
and so for all n ≥ n0,
P
(
τ(nA, h(n)) ≤
(
λ− 1√
n
)
Hd−1(nA)
)
= 0 .
The same result is true for λ = 0. We obtain that I~v(λ) = +∞.
Now, we know that I~v is onvex and nite on ]δ‖~v‖1,+∞[ so it is ontinuous on ]δ‖~v‖1,+∞[, and it
is innite on [0, δ‖~v‖1].
Remark 5.4. The only point we didn't study is the behaviour of the funtion near δ‖~v‖1. In fat, we
will eventually hange the value of I~v(δ‖~v‖1) to obtain a lower semiontinuous funtion. Moreover, the
fat that I~v(δ‖~v‖1) = +∞ even if there exists an atom of the law of t(e) at δ is linked with the fat
that we added a term 1/
√
n and not with the behaviour of P(τ(nA, h(n)) ≤ δ‖~v‖1Hd−1(nA)). This
remark an be illustrated by an example in dimension 2: let A = [−1/2, 1/2]× {1/2}. Here ~v = (0, 1)
so ‖~v‖1 = 1. We onsider a law of apaities with an atom at δ. We remark (see Figure 2) that
n = 8 n = 9
: cyl(nA, h(n)).
: ut in cyl(nA, h(n)) with a minimal number of edges.
Figure 2: Examples of uts.
N ((2n+ 1)A, 2n+1) = 2n+ 1. Moreover, there exists a unique ut E0(2n+ 1) in cyl((2n+ 1)A, 2n+ 1)
omposed by 2n+ 1 edges (see it on the Figure). So we have
P(τ((2n+ 1)A, 2n+ 1) ≤ (2n+ 1)δ) = P(V (E0(2n+ 1)) = (2n+ 1)δ) = P(t(e) = δ)2n+1
and
lim
n→∞
−1
2n+ 1
logP(τ((2n + 1)A, 2n+ 1) ≤ (2n+ 1)δ) = − logP(t(e) = δ) < ∞ .
We also remark that N (2nA, 2n) = 2n+1 beause a ut in cyl(2nA, 2n) must ontain a vertial edge of
rst oordinate i for i = 0, ..., 2n. Then we have
P(τ(2nA, 2n) ≤ 2nδ) = 0
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and
lim
n→∞
−1
2n
logP(τ(2nA, 2n) ≤ 2nδ) = +∞ .
This example shows that the behaviour of P(τ(nA, h(n)) ≤ δ‖~v‖1Hd−1(nA)) is not lear, and we will
avoid the problem by taking later at ‖~v‖1δ the value of the limit
lim
λ>‖~v‖1δ,λ→‖~v‖1δ
I~v(λ)
instead of I~v(‖~v‖1δ).
5.4 Positivity of I~v
>From now on we need the assumptions (F1) and (F2), i.e F (0) < 1 − pc(d), and F admits a moment
of order 1. It is an immediate onsequene of Theorem 3.8 that I~v is equal to zero on ]ν(~v),+∞[, and
Theorem 3.9 implies immediately too that I~v is stritly positive on [0, ν(~v)[ if ν(~v) > 0.
Remark 5.5. We did not study the funtion I~v at ν(~v), i.e., if I~v(ν(~v)) = 0 or not. If ν(~v) > δ‖~v‖1, then
I~v is ontinuous at ν(~v) and so I~v(ν(~v)) = 0. If ν(~v) = δ‖~v‖1, the value of I~v(ν(~v)) is not relevant for
the understanding of the system as explained in Remark 5.4. Finally, Proposition 3.7 gives a suient
ondition to have ν(~v) > δ‖~v‖1, and this ondition is also neessary when δ = 0.
5.5 Upper large deviations for τ
We will need the following result to prove the large deviation priniple for τ in the next setion:
Lemma 5.6. Suppose that (H1) and (F5) hold. Then we have, for all λ > ν(~v),
lim
n→∞
1
Hd−1(nA) log P
[
τ(nA, h(n))
Hd−1(nA) ≥ λ
]
= −∞ . (17)
We do not prove Lemma 5.6 here. The proof is an adaptation of setion 3.7 in [Théret, 2007℄, that
proves that the upper large deviations for φ(nA, h(n))/Hd−1(nA) in straight boxes are of volume order.
It is written ompletely in [Théret, 2009℄, where other assumptions on F are also onsidered. We desribe
here only the two adaptations required to get Lemma 5.6 from the proof in [Théret, 2007℄. The proof
for φ is based on a omparison between the variable φ(NA, h(N)) in a big ylinder, and the minimum
over h(N)/h(n) possible hoies of sums of Hd−1(NA)/Hd−1(nA) independent variables equal in law
with τ(nA, h(n)), where n is small ompared to N . This omparison is obtained by dividing the big
ylinder cyl(NA, h(N)) into h(N)/h(n) slabs, and diving eah slab in Hd−1(NA)/Hd−1(nA) translates
of cyl(nA, h(n)). Then, in any xed slab, if we glue together utsets in the small ylinder of size n, we an
onstrut a utset in cyl(NA, h(N)). There are two diulties to replae φ(NA, h(N)) by τ(NA, h(N))
in this onstrution, and to onsider potentially tilted ylinders. First, the fat that the ylinders we
onsider may be tilted implies a default of subadditivity of the variable τ , so we have to add edges between
the small ylinders of size n to glue together the dierent utsets, and we have to ontrol the number of
the edges we must onsider. Then, when the small utsets are glued together, they form a set of edges
that uts the top from the bottom of cyl(NA, h(N)). It remains to link this utset to the boundary of
NA to obtain a utset orresponding to the variable τ(NA, h(N)). To obtain a ontrol on the number
of edges we must add at this step, we have to onsider only slabs whose distane to NA is negligible
ompared to N . Using Cramér Theorem for eah possible sum of independent variables in a slab, and
optimizing over the possible hoies of slab, we obtain the desired result.
Remark 5.7. For the variable φ, it sues to have one exponential moment for the law F to obtain this
speed of deay (see [Théret, 2007℄). For τ , one exponential moment is not a suiently strong ondition.
Consider for example an exponential law of parameter 1 for the apaities of the edges. We know that
E(exp(γt)) < ∞ for all γ < 1. Let x0 be a xed point of the boundary ∂(nA). There are, at distane
at most 4d of x0, one vertex of (nA)
h(n)
1 and another of (nA)
h(n)
2 . Let γ be some smallest path in
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cyl(nA, h(n)) joining those two verties. Its length is at most some onstant R(d), and we know that
every set of edges that uts (nA)
h(n)
1 from (nA)
h(n)
2 in cyl(nA, h(n)) must ontain one of the edges of γ.
The probability that all of them have a apaity bigger than λHd−1(nA) for some λ > ν(~v), and therefore
that τ(nA, h(n)) is bigger than λHd−1(nA), is greater than exp(−R(d)λHd−1(nA)). Then the property
(17) annot hold.
Remark 5.8. It is also proved in [Théret, 2009℄ that if the apaity of the edges is bounded, the upper
large deviations are of order nd−1min(n, h(n)), and this is the right order of the upper large deviations
in this ase.
5.6 Proof of Theorem 3.10
We dene the funtion J~v on R+ by
J~v(λ) =

I~v(λ) if λ ≤ ν(~v) and λ 6= ‖~v‖1δ ,
limµ>‖~v‖1δ,µ→‖~v‖1δ I~v(µ) if λ = ‖~v‖1δ ,
+∞ if λ > ν(~v) .
The study of the funtion I~v made previously and the onstrution of J~v gives us immediately that the
funtion J~v is a good rate funtion. As soon as we know that the upper large deviations are of order
bigger than the lower large deviations, the tehniques we will use to prove the large deviation priniple
are standard (see for example [Cerf, 2006℄).
• Lower bound
We have to prove that for all open subset O of R+,
lim inf
n→∞
1
Hd−1(nA) logP
[
τ(nA, h(n))
Hd−1(nA) ∈ O
]
≥ − inf
O
J~v .
Classially, it sues to prove the loal lower bound:
∀α ∈ R+ , ∀ε > 0 lim inf
n→∞
1
Hd−1(nA) logP
[
τ(nA, h(n))
Hd−1(nA) ∈]α − ε, α+ ε[
]
≥ −J~v(α) .
If J~v(α) = +∞, the result is trivial. Otherwise, suppose J~v(α) < +∞. The funtion I~v is onvex,
equal to zero on [ν(~v),+∞[, positive on [0, ν(~v)[ and nite on ]‖~v‖1δ,+∞]. Then I~v is stritly dereasing
on ]‖~v‖1δ, ν(~v)], and so is J~v (beause I~v = J~v on ]‖~v‖1δ, ν(~v)]). Yet J~v(α) < +∞ implies that α ∈
]‖~v‖1δ, ν(~v)] or α = ‖~v‖1δ and J~v(‖~v‖1δ) < +∞. In both ases, we so obtain that J~v(α) < J~v(α− ε/2).
Then the following inequality, true for n > 4/ε2,
P
[
τ(nA, h(n))
Hd−1(nA) ∈]α− ε, α+ ε[
]
≥ P
[
τ(nA, h(n))
Hd−1(nA) ≤ α−
1√
n
]
− P
[
τ(nA, h(n))
Hd−1(nA) ≤ α−
ε
2
− 1√
n
]
leads to
lim inf
n→∞
1
Hd−1(nA) logP
[
τ(nA, h(n))
Hd−1(nA) ∈]α− ε, α+ ε[
]
≥ −J~v(α) .
• Upper bound
We have to prove that for all losed subset F of R+
lim sup
n→∞
1
Hd−1(nA) logP
[
τ(nA, h(n))
Hd−1(nA) ∈ F
]
≤ − inf
F
J~v .
Let F be a losed subset of R+. If ν(~v) ∈ F , the result is obvious. We suppose now that ν(~v) /∈ F . We
onsider F1 = F ∩ [0, ν(~v)] and F2 = F∩]ν(~v),+∞[. Let f1 = supF1 (f1 < ν(~v) beause F is losed)
and f2 = inf F2 (f2 > ν(~v) for the same reason). Then,
lim sup
n→∞
1
Hd−1(nA) logP
[
τ(nA, h(n))
Hd−1(nA) ∈ F
]
≤ lim sup
n→∞
1
Hd−1(nA) log
(
P
[
τ(nA, h(n))
Hd−1(nA) ≤ f1
]
+ P
[
τ(nA, h(n))
Hd−1(nA) ≥ f2
])
.
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We know that:
lim sup
n→∞
1
Hd−1(nA) logP
(
τ(nA, h(n))
Hd−1(nA) ≤ f1
)
≤ lim
η→0
lim sup
n→∞
1
Hd−1(nA) logP
(
τ(nA, h(n))
Hd−1(nA) ≤ f1 + η −
1√
n
)
= − lim
η→0
I~v(f1 + η) = −J~v(f1) ,
and sine J~v is non-inreasing on [0, ν~v] and the upper large deviations of τ(nA, h(n)) are of order bigger
than nd−1, we obtain:
lim sup
n→∞
1
Hd−1(nA) logP
[
τ(nA, h(n))
Hd−1(nA) ∈ F
]
≤ −J~v(f1) = − infF J~v .
5.7 Large deviation priniple for φ in small boxes
In this setion, we shall prove Corollary 3.14, i.e., under the assumption that limn→∞ h(n)/n = 0, the
sequene (
φ(nA, h(n))
Hd−1(nA) , n ∈ N
)
satises the same large deviation priniple as (τ(nA, h(n))/Hd−1(nA), n ∈ N).
We will use a result of exponential equivalene. For (Xn) and (Yn) two sequenes of random variables
dened on the same probability spae (Ω,A,P), and for a given speed funtion v(n) whih goes to innity
with n, we say that (Xn) and (Yn) are exponentially equivalent with regard to v(n) if and only if for all
positive ε we have
lim sup
n→∞
1
v(n)
logP (|Xn − Yn| ≥ ε) = −∞ .
The following result is lassial in large deviations theory (see [Dembo and Zeitouni, 1998℄, Theorem
4.2.13):
Theorem 5.9. Let (Xn) and (Yn) be two sequenes of random variables dened on the same probability
spae (Ω,A,P). If (Xn) satises a large deviation priniple of speed v(n) with a good rate funtion,
and if (Xn) and (Yn) are exponentially equivalent with regard to v(n), then (Yn) satises the same large
deviation priniple as (Xn).
We will prove that the sequenes (φ(nA, h(n))/Hd−1(nA)) and (τ(nA, h(n))/Hd−1(nA)) are exponen-
tially equivalent with regard to Hd−1(nA) under the assumptions that there exist exponential moment
of the law of apaity of all orders and for height funtions h satisfying limn→∞ h(n)/n = 0.
We take a hyperretangle A and use the same notations as in setion 4.6. Let ζ ≥ 2d, and n large
enough suh that the sides of nA have length bigger than ζ. Let E+1 be the set of the edges that belong
to E+1 dened as
E+1 = V(cyl(∂(nA), h(n)), ζ) ∩ cyl(nA, h(n)) .
We have for all n ≥ p
φ(nA, h(n)) ≤ τ(nA, h(n)) ≤ φ(nA, h(n)) + V (E+1 ) .
Thus for all ε > 0, for all n ≥ p, we obtain
P
(φ(nA, h(n))Hd−1(nA) − τ(nA, h(n))Hd−1(nA)
 ≥ ε) ≤ P (V (E+1 ) ≥ εHd−1(nA)) .
We know that there exists a onstant C+ suh that
card(E+1 ) ≤ C+nd−2h(n) ,
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so for all ε > 0, for all γ > 0, for a family (tk) of independent variables with the same law as the apaities
of the edges, we have
P
[
V (E+1 ) ≥ εHd−1(nA)
] ≤ P
C+nd−2h(n)∑
k=1
tk ≥ εHd−1(nA)

≤ E(eγt)C+nd−2h(n) exp (−γεHd−1(nA))
≤ exp
(
−Hd−1(nA)
(
γε− C+ n
d−2h(n)
Hd−1(nA) logE(e
γt)
))
.
For a xed R > 0, we an hoose γ large enough to have γε ≥ 2R, and also there exists n2 suh that for
all n ≥ n2 we have
C+
nd−2h(n)
Hd−1(nA) logE(e
γt) ≤ R ,
so for all R > 0
lim sup
n→∞
1
Hd−1(nA) logP
[
V (E+1 ) ≥ εHd−1(nA)
] ≤ −R
and then
lim sup
n→∞
1
Hd−1(nA) logP
[
V (E+1 ) ≥ εHd−1(nA)
]
= −∞ .
We obtain immediately that (φ(nA, h(n))/Hd−1(nA)) and (τ(nA, h(n))/Hd−1(nA)) are exponentially
equivalent with regard to Hd−1(nA), and so by Theorem 5.9, (φ(nA, h(n))/Hd−1(nA)) satises the same
large deviation priniple as (τ(nA, h(n))/Hd−1(nA)).
6 Law of large numbers, large deviation priniple and lower large
deviations for φ in straight boxes
The main work is done in setion 6.1, where one proves that φ and τ share the same rate funtion in
straight boxes. Then, the law of large numbers is proven in setion 6.2. The large deviation priniple is
proven in setion 6.3, as well as the deviation inequality from ν (Theorem 3.18).
6.1 Comparison between φ and τ
We prove in this setion that under hypotheses (F1), (F4), (H1) and (H2), the lower large deviations
of φ(nA, h(n)) and τ(nA, h(n)) are of the same exponential order. The following proposition is the key
to prove both Theorem 3.16 and Theorem 3.17.
Proposition 6.1. Suppose that (F1), (F4), (H1) and (H2) hold. Let A be a non-degenerate straight
hyperretangle. Then, for every λ in R+,
lim
n→∞
−1
Hd−1(nA) logP
[
φ(nA, h(n)) ≤
(
λ− 1√
n
)
Hd−1(nA)
]
= I~v(λ) ,
where ~v = (0, . . . , 0, 1).
Proof : Sine φ(nA, h(n)) ≤ τ(nA, h(n)), we only need to show that:
lim inf
n→∞
−1
Hd−1(nA) logP
[
φ(nA, h(n)) ≤
(
λ− 1√
n
)
Hd−1(nA)
]
≥ I~v(λ) .
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To shorten the notations, we shall suppose that
A = [0, 1]d−1 × {0} ,
the general ase of a straight hyperretangle being handled exatly along the same lines. Notie that
Hd−1(nA) = nd−1. As in setion 4.2, we shall write φn instead of φ(nA, h(n)), and denote by Eφn a ut
whose apaity ahieves the minimum in the dual denition (1) of φn.
The idea of the proof is the following. The minimal ut Eφn has a ertain intersetion with the sides
of the ylinder yl(A, h). Thanks to Zhang's result, Theorem 3.10, and after having eventually redued
a little the ylinder, one an prove that the intersetion of Eφn with the sides of this redued ylinder
has less than Cnd−1/n1/3 edges with very high probability (here C is a onstant). This shows that (with
very high probability) φn is larger than the minimum of a olletion of random variables (τF )F∈In , where
F designs a possible trae of Eφn , i.e., its intersetion with the sides of the redued ylinder, and where
In is the set of all the possible hoies for F . Sine Eφn itself has less than Cn
d−1
edges, and sine it is
onneted (in the dual sense), a trivial bound for the ardinal of In is roughly:
card(In) ≤ h(n)(C′n2d−3)Cnd−1/n1/3 .
The important point here is that log card(In) is small ompared to n
d−1
. Having done this, a subadditive
argument using symmetries an be performed to show that in fat the smallest τF (in distribution)
behaves essentially like τ(nA, h(n)), whih has I~v as a rate funtion.
Now, we turn to a formal proof. In the sequel, we shall suppose that n is large enough to ensure that
log h(n) ≤ nd−1 , nlmin(A) ≥ t0 and h(n) > 2
√
d ,
where t0 is dened in Proposition 4.2. We onsider γ > 0 suh that E(exp(γt(e))) < ∞. Let En be the
utset dened by En = {e = 〈x, y〉 ∈ Ed |x ∈ nA and yd = 1} . Notie that for n large enough,
card(En) ≤ 2nd−1 .
For a xed L, and for ε, C1 and C2 as in Proposition 4.2, using this proposition we obtain:
P
(
card(Eφn) ≥ Lnd−1
) ≤ P (card(Eφn) ≥ Lnd−1 and φn ≤ εLnd−1)+ P (φn ≥ εLnd−1)
≤ C1h(n) exp
[−C2Lnd−1]+ P (V (En) ≥ εLnd−1)
≤ C1 exp
[−(C2L− 1)nd−1]+ P
2nd−1∑
j=1
t(ej) ≥ εLnd−1

≤ C1 exp
[−(C2L− 1)nd−1]+ exp [−(γεL− 2 logE(eγt(e)))nd−1] .
Thus, there exist onstants β(F, d) and C′i(F, d) for i = 1, 2 suh that for all L ≥ β and every n, we have
P
(
card(Eφn) ≥ Lnd−1
) ≤ C′1(F, d)e−C′2(F,d)Lnd−1 .
We x a real number L ≥ β to be hosen later. Dene
φL,n = min{V (E) |E is a (B(nA, h(n)), T (nA, h(n)))-ut in cyl(nA, h(n))
and card(E) ≤ Lnd−1} .
Thus,
P(φn ≤ λnd−1) ≤ P(φL,n ≤ λnd−1) + C′1e−C
′
2Ln
d−1
. (18)
We shall now onentrate on the rst summand in the right-hand side of the last inequality. Let ψ(n) =
⌈n1/3⌉. For any k in {1, . . . , ψ(n)}, dene
An,k = [k, n− k]d−1 × {0} ,
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Bn,k = [k, n− k]d−1 × [−h(n), h(n)] ,
and
Sn,k = ∂
(
[k, n− k]d−1)× [−h(n), h(n)] .
In order to perform the announed subadditive argument, we shall need to path together two uts of
neighbouring boxes whih share a same trae in the intersetion of these boxes. It is not so trivial to
show that one obtains a ut doing so. This is why we shall impose a kind of onnetion trae on the
sides of the box, whih remembers if a vertex of the side is onneted to the top or the bottom of the
ylinder one the ut Eφn has been removed. Let us preise the needed denitions. If X is a subset of
verties of a subgraph G of Zd, we denote by CG(X) the union of all the onneted omponents of G
interseting X . If v is a vertex of G, we write CG(v) instead of CG({v}). We shall say that a funtion x
from some Sn,k to {0, 1, 2} is a weak onnetion funtion for F in Sn,k if for every u and v in Sn,k,
u ∈ CSn,krF (v) ⇒ x(u) = x(v) .
If E uts B(An,k, h(n)) from T (An,k, h(n)) in Bk,n, we dene xE , the onnetion funtion of E (in Bk,n)
as follows:
∀u ∈ yl(An,k, h(n)) xE(u) =

1 if u ∈ CBk,n\E(T (An,k, h(n))) ,
0 if u ∈ CBk,n\E(B(An,k, h(n))) ,
2 else .
Clearly, x˜E , the restrition of xE to Sn,k is a weak onnetion funtion for E ∩ Sn,k. Then, dene the
following set of good ouples (F, x) of a trae F and a weak onnetion funtion x:
In =
ψ(n)⋃
k=1
h(n)−Lnd−1⋃
h=−h(n)
{
(F, x) |F ⊂ Ed ∩ ∂ ([k, n− k]d−1)× [h, h+ Lnd−1], card(F ) ≤ Lnd−1ψ(n) ,
x is a weak onnetion funtion for F in Sn,k
}
.
If F satises the onditions in the above denition, then there are at most 2dLnd−1/ψ(n) distint on-
neted omponents in Sn,k r F . Thus, for a xed F , there are at most 3
2dLnd−1/ψ(n)
distint weak
onguration funtions x suh that (F, x) belongs to In. Thus, there is a onstant C3, whih depends
only on d, suh that
(2h(n) + 1) ≤ card(In) ≤ 2h(n)ψ(n)(C3Ln2d−3)Lnd−1/ψ(n) . (19)
On the other hand, dene, for (F, x) in In and k suh that F ⊂ Sn,k,
CF,x =
{
E ⊂ Ed |E is a (B(An,k, h(n)), T (An,k, h(n)))-ut in Bn,k ,
E ∩ Sn,k = F, card(E) ≤ Lnd−1 and x˜E = x
}
,
and
τ(F,x) = min {V (E) |E ∈ CF,x} .
We laim that
φL,n ≥ min
(F,x)∈In
τ(F,x) . (20)
To see why (20) is true, notie that for any k in {1, . . . , ψ(n)}, EφL,n ∩ Bn,k uts B(An,k, h(n) from
T (An,k, h(n)) in Bn,k, and has less than Ln
d−1
edges. EφL,n is onneted in the dual sense (see the
proof of Lemma 12 in [Zhang, 2007℄), and has less than Lnd−1 edges. Then there is an h suh that
EφL,n is inluded in [0, n]
d−1 × [h, h+ Lnd−1]. Thus, there is an h suh that EφL,n ∩Bn,k is inluded in
[k, n− k]d−1 × [h, h+ Lnd−1]. Furthermore, sine Sn,1, . . . , Sn,ψ(n) are pairwise disjoint, there is at least
one k in {1, . . . , ψ(n)} suh that
card(EφL,n ∩ Sn,k) ≤
card(EφL,n)
ψ(n)
≤ Ln
d−1
ψ(n)
.
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Thus, denoting F = EφL,n ∩ Sn,k and x = x˜EφL,n∩Sn,k , this shows that φL,n ≥ τ(F,x), and laim (20) is
proved.
Now, we need to show that min(F,x)∈In τ(F,x)/n
d−1
has lower large deviations given by I~v. First,
notie that
P(φL,n ≤ λnd−1) ≤ P( min
(F,x)∈In
τ(F,x) ≤ λnd−1)
≤
∑
(F,x)∈In
P(τ(F,x) ≤ λnd−1) . (21)
Sine, aording to inequality (19), log card(In) is small ompared to n
d−1
, we shall be done if we an
show that, uniformly in (F, x) ∈ In, the probability of deviation P(τ(F,x) ≤ λnd−1) is asymptotially of
order at most exp
(−I~v(λ)nd−1). We shall do this using a subadditivity argument. From now on, we x
(F, x) in In and k suh that F ⊂ Sn,k. The notations and rigorous proofs are a little umbersome, but
everything an be guessed in two stages, looking at Figures 3 and 4.
E(1,0)
E(1,1)
E(0,1)
E(0,0)
Figure 3: Pathing Eb for b ∈ {0, 1}d−1 when d = 3.
Let N be an integer suh that for every N ′ ≥ N , h(2(n− 2k)N ′) ≥ h(n). Dene, for i = 1, . . . , d− 1,
the following hyperplanes:
Hi = R
i−1 × {n− k} × Rd−i .
We dene σi to be the ane orthogonal reetion relative to Hi, and tri to be the following translation
along oordinate i:
tri(z) = z + 2(n− 2k)ei ,
where (e1, ..., ed) is the anonial orthonormal basis of R
d
. For any b ∈ {−2N, . . . , 2N − 1}d−1, we dene
the map σb as follows. For every i in {1, . . . , d− 1}, let ai = ⌊bi/2⌋ and ci = bi− 2ai. Then, we denote by
σb the (ommutative) produt of translations and reetions
∏d−1
i=1 tr
ai
i ◦
∏d−1
i=1 σ
ci
i , where σ
ci
i (respetively
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2h(n)
2N ubes
4N(n− 2k)
Figure 4: Pathing uts with the same perimeter.
traii ) is the ci-th iterate of σi (respetively the ai-th iterate of tri). Finally, we dene also, for any set of
verties or set of edges X ,
σN (X) =
⋃
b∈{−2N,...,2N−1}d−1
σb(X) ,
and
σ˜N (X) = σN (X) ∩ SN ,
where
SN = ∂
(
[k − 2N(n− 2k), k + 2N(n− 2k)]d−1)× [−h(n), h(n)] .
The following lemma should be intuitive looking at Figures 3 and 4. In words, the main message of this
lemma (assertion (ii)) is the following. Let E (resp. E′) be a ut between the top and the bottom in
some box B (resp. B′). Suppose that B and B′ share exatly a fae, and that the onnetion funtions
of E and E′ oinide on this fae. Then, E ∪ E′ is a ut between the top and the bottom in B ∪ B′.
Notie that assertion (i) is just an obvious property of symmetry: if you take a ut E between the top
and the bottom in a box B, then σb(E) is a ut between the top and the bottom in σb(B), for any b.
Lemma 6.2. Let (F, x) be xed in In. Suppose that for every b ∈ {−2N, . . . , 2N − 1}d−1, we are given
a set Eb of edges that uts B(σb(An,k), h(n)) from T (σb(An,k), h(n)) in σb(Bn,k). Let 0 denote (0, . . . , 0)
and dene:
E =
⋃
b∈{−2N,...,2N−1}d−1
Eb .
(i) If E0 ∩ Sn,k = F , and x˜E0 = x, then for every b ∈ {−2N, . . . , 2N − 1}d−1, the set of edges
σb(E(0,...,0)) uts B(σb(An,k), h(n)) from T (σb(An,k), h(n)) in σb(Bn,k), has onguration funtion
x ◦ σ−1b , and satises
σb(E(0,...,0)) ∩ σb(Sn,k) = σb(F ) .
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(ii) If, for every b ∈ {−2N, . . . , 2N − 1}d−1,
x˜Eb ◦ σb = x ,
then E uts B(σN (An,k), h(n)) from T (σN (An,k), h(n)) in σN (Bn,k).
Proof : Assertion (ii) is the only non-trivial point to show. Let b and b′ be two members of {−2N, . . . , 2N−
1}d−1. The hypotheses on the uts Eb and E′b ensure that xEb and xEb′ oinide on σb(Bn,k)∩σb′ (Bn,k).
Thus, we an extend all the funtions (xb)b∈{−2N,...,2N−1}d−1 in a single funtion x on σN (Bn,k). This
implies that for every two neighbours u and v in σN (Bn,k), if 〈u, v〉 6∈ E, then x(u) = x(v). Thus,
x is onstant on eah onneted omponent of σN (Bn,k) r E. Sine in eah box σb(Bn,k), Eb uts
B(σb(An,k), h(n)) from T (σb(An,k), h(n)), we have that x takes the value 1 on B(σN (An,k), h(n)), and 0
on T (σN (An,k), h(n)). Thus, these two sets are disonneted in σN (Bn,k)r E. 
Now, for every b ∈ Zd−1, dene
CF,x,b =
{
E ⊂ Ed |E is a (B(σb(An,k), h(n)), T (σb(An,k), h(n)))-ut in σb(Bn,k) ,
E ∩ σb(Sn,k) = σb(F ), card(E) ≤ Lnd−1 and x˜E ◦ σb = x
}
,
and
τ(F,x,b) = min {V (E) |E ∈ CF,x,b} .
For every N , let EN denote the set of the edges e in σN (Bn,k) suh that at least one endpoint of e belongs
to SN . Dene M(N) = N + ψ(N) and, for N
′ ∈ {N,M(N)},
τN ′ = τ(σN ′ (An,k), h(N
′)) .
If E is a (B(σN (An,k), h(n)), T (σN (An,k), h(n)))-ut in σN (An,k), E∪EN ′ learly uts σN (An,k)h(n)1 from
σN (An,k)
h(n)
2 . Thus, part (ii) of Lemma 6.2 gives us that∑
b∈{−2M(N),...,2M(N)−1}d−1
τ(F,x,b) + min
N ′∈{N,...,M(N)}
∑
e∈EN′
t(e) ≥ min
N ′∈{N,...,M(N)}
τN ′ .
Notie that some edges are ounted twie on the left-hand side of the preeding inequality. From part
(i) of Lemma 6.2, we know that the random variables (τ(F,x,b))b∈{−2M(N),...,2M(N)−1}d−1 are identially
distributed, with the same distribution as τ(F,x). Using the FKG inequality,
P(τ(F,x) ≤ λnd−1)(4M(N))
d−1
=
∏
b∈{−2M(N),...,2M(N)−1}d−1
P(τ(F,x,b) ≤ λnd−1)
≤ P(∀b ∈ {−2M(N), . . . , 2M(N)− 1}d−1, τ(F,x,b) ≤ λnd−1)
≤ P
 ∑
b∈{−2M(N),...,2M(N)−1}d−1
τ(F,x,b) ≤ λnd−1(4M(N))d−1

≤ P
 min
N ′∈{N,...,M(N)}
τN ′ − min
N ′∈{N,...,M(N)}
∑
e∈EN′
t(e) ≤ λnd−1(4M(N))d−1
 .
Let ε > 0 be a xed positive real number.
P(τ(F,x) ≤ λnd−1) ≤
(
P
(
min
N ′∈{N,...,M(N)}
τN ′ ≤ (λ+ ε)nd−1(4M(N))d−1
)
+P
(
min
N ′∈{N,...,M(N)}
∑
e∈EN′
t(e) ≥ εnd−1(4M(N))d−1
)) 1
(4M(N))d−1
. (22)
34
Now we shall let N go to innity. Using Lemma 5.1, the fat that limN→∞ ψ(N)/N = 0 and a union
bound,
lim inf
N→∞
− 1
(4N(n− 2k))d−1 logP
(
min
N ′∈{N,...,M(N)}
τN ′ ≤ (λ+ ε)nd−1(4M(N))d−1
)
≥ lim inf
N→∞
− 1
(4N(n− 2k))d−1×
max
N ′∈{N,...,M(N)}
logP
(
τN ′ ≤
(
λ+ 2ε− 1√
4(n− 2k)N ′
)
nd−1(4N ′)d−1
)
≥ I~v
(
(λ+ 2ε)
(
n
n− 2k
)d−1)
. (23)
Now, we use the fat that F possesses an exponential moment, and that the sets EN ′ are disjoint. Using
Chebyshev inequality, there are positive onstants C4 and C5, depending only on F and d, suh that
P
(
min
N ′∈{N,...,M(N)}
∑
e∈EN′
t(e) ≥ εnd−1(4M(N))d−1
)
=
∏
N ′∈{N,...,M(N)}
P
( ∑
e∈EN′
t(e) ≥ εnd−1(4M(N))d−1
)
,
≤
(
eC4h(n)n
d−2M(N)d−2−C5nd−1(4M(N))d−1
)ψ(N)
.
Thus,
lim inf
N→∞
− 1
(4N(n− 2k))d−1 logP
 min
N ′∈{N,...,M(N)}
∑
e∈EN′
t(e) ≥ εnd−1(4M(N))d−1
 = +∞ .
Therefore, inequalities (22) and (23) imply:
− 1
nd−1
logP(τ(F,x) ≤ λnd−1) ≥ (n− 2k)
d−1
nd−1
I~v
(
(λ + 2ε)
(
n
n− 2k
)d−1)
.
We hoose ε = 1n , and replae λ by λ− 1√n to get
− 1
nd−1
logP
(
τ(F,x) ≤
(
λ− 1√
n
)
nd−1
)
≥ (n− 2k)
d−1
nd−1
I~v
((
λ− 1√
n
+
2
n
)(
n
n− 2k
)d−1)
.
Sine k ≤ ψ(n) and ψ(n) is small ompared to √n, and sine I~v is non-inreasing, for n large enough,
− 1
nd−1
logP
(
τ(F,x) ≤
(
λ− 1√
n
)
nd−1
)
≥ (n− 2k)
d−1
nd−1
I~v (λ) .
Using inequalities (19) and (21),
lim inf
n→∞
− 1
nd−1
logP(φL,n ≤ λnd−1) ≥ I~v(λ) .
And thus, from inequality (18),
lim inf
n→∞
− 1
nd−1
logP(φn ≤ λnd−1) ≥ min{I~v(λ), C′2L} .
Letting L tend to innity nishes the proof of Proposition 6.1. 
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Remark 6.3. This symmetri-subadditive argument does not work in the non-straight ase. It is
perhaps important to note that in this ase, it is not obvious at all to know in advane for whih F
the random variable τF has the minimal distribution. It is natural to onjeture that this minimal
F is a hyperretangle, but we do not know how to prove this for all dimensions. When d = 2, though,
we are able to solve this problem and to show that if h(n)/n onverges towards tan(α) for some α in
[0, π/2], and if ~v = (cos θ, sin θ) = ~vθ is orthogonal to A = Aθ, then φ(nAθ , h(n))/n onverges towards
min{ν(~veθ)/ cos(θ˜ − θ) s.t. |θ˜ − θ| ≤ α}. A similar method gives an analog result for the lower large
deviations. This will be done rigorously in a forthoming paper.
6.2 Law of large numbers
In this setion, we prove Theorem 3.16. So we suppose that (F2), (H1) and (H2) hold, and that A is a
straight (so non-degenerate) hyperretangle. Notie rst that if (F1) does not hold, then ν always equals
zero (f. Proposition 3.7) and the law of large numbers for φ is a onsequene of the one for τ , Theorem
3.8. Thus, we may suppose that (F1) holds. We rst prove the a.s. onvergene of the resaled variable.
Sine φ(nA, h(n)) ≤ τ(nA, h(n)), we only need to show that
lim inf
n→∞
φ(nA, h(n))
Hd−1(nA) ≥ ν(~v0) a.s. (24)
where ~v0 = (0, . . . , 0, 1).
Suppose rst that F has bounded support. Then, (F4) is obviously satised, and we dedue from
Proposition 6.1, the positivity of I~v on [0, ν(~v)[ and Borel-Cantelli's lemma that (24) is true.
Now, let F be general, i.e. satisfy (F2). We rely on the ideas of Proposition 4.3. Let a > 1/2 be a
real number to be hosen later, dene t˜(e) = t(e) ∧ a and let Fa be the distribution funtion of t˜(e). We
dene:
τ˜n = min
{ ∑
e∈E t˜(e) s.t. E uts
(nA)
h(n)
1 from (nA)
h(n)
2 in cyl(nA, h(n))
}
,
and dene analogously φ˜n. We use the notations νF (~v) (resp. νFa(~v)) to denote the limit of the resaled
ow τ orresponding to apaities of distribution funtion F (resp. Fa). As we obtained (5), we get:
E(τn)− E(τ˜n) ≤ E
(
t(e1) 1It(e1)≥a
)
E(cardEτ˜n) .
Proposition 4.2 implies that there are onstants ε, C1 and C2 suh that:
E(cardEτ˜n) ≤
C1
C2
+
1
ε
E(τ˜n) ≤ C1
C2
+
1
ε
E(τn) ,
where the onstants ε, C1 and C2 depend only on d and F , and not on a, sine F and Fa oinide on
[0, 1/2]. Then, for any ε′ > 0, one an hoose a large enough so that:
E(τn)− E(τ˜n) ≤ εHd−1(nA) ,
leading to νF (~v0)− νFa(~v0) ≤ ε. Sine φn ≥ φ˜n, and using the result for Fa whih has bounded support,
we get for every ε′ > 0:
lim inf
n→∞
φ(nA, h(n))
Hd−1(nA) ≥ νFa(~v0) ≥ νF (~v0)− ε a.s.
Whih gives the desired result.
It remains to prove the onvergene in L1. It may be derived exatly as in the proof of the onvergene
in L1 of Theorem 3.8 as soon as we have proved the onvergene of the expetation of the resaled maximal
ow. But this is immediate thanks to Fatou's lemma:
ν(~v0) =E
[
lim
n→∞
φ(nA, h(n))
Hd−1(nA)
]
≤ lim inf
n→∞
E
[
φ(nA, h(n))
Hd−1(nA)
]
≤
≤ lim sup
n→∞
E
[
φ(nA, h(n))
Hd−1(nA)
]
≤ lim
n→∞E
[
τ(nA, h(n))
Hd−1(nA)
]
= ν(~v0) .
This ends the proof of Theorem 3.16.
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Remark 6.4. Our proof of Proposition 6.1 an be arried out in Kesten and Zhang's setting [Zhang, 2007℄,
who onsider Ak =
∏d−1
i=1 [0, ki] × {0} with k1 ≤ . . . ≤ kd−1 and let all the ki go to innity, possibly at
dierent speeds. The only obstale to do this is when one redues the sides of the box: ψ(n) has to be
replaed by ψ(k1), and the set In by a set Ik satisfying:
card(Ik) ≤ C3h(k)ψ(k1)
(
C4L
d−1∏
i=1
ki
)LC5 Qd−1i=1 ki/ψ(k1)
,
where C3, C4 and C5 are onstants depending on d and h(k) is the height of the box. Then, the proof
works as long as log card(Ik) is small with respet to
∏d−1
i=1 ki, whih is the ase if log h(k) is small with
respet to
∏d−1
i=1 ki and log kd−1 is small with respet to k1. Thus, we obtain the law of large numbers
(and also Proposition 6.1) under the onditions: (log h(k))/
∏d−1
i=1 ki −−−−→
k→∞
0
(log kd−1)/k1 −−−−→
k→∞
0
and ondition (F1). So, in a sense, the height ondition is better than in Theorem 3.4 (and essentially
optimal), however we are not able to get rid of the seond ugly ondition - whih imposes that the sides of
A do not have too dierent asymptoti behaviours - without requiring a stronger ondition on h, similar
to the one of Kesten and Zhang.
6.3 Final steps of the proofs of Theorem 3.18 and Theorem 3.10
The proof of Theorem 3.18 is exatly the same as the one of Theorem 3.9, using Theorem 3.16 and
Proposition 4.3. It remains to end the proof of Theorem 3.17. Proposition 6.1 states in a sense that φ
and τ share the same rate funtion. Sine this funtion has already been studied, and sine the upper
large deviations of φ have been studied in [Théret, 2007℄, the onstrution of the rate funtion of φ was
the main work to do in order to show the large deviation priniple for φ in straight boxes. Indeed, the
only thing we have to prove is that for all λ > ν(~v),
lim
n→∞
1
Hd−1(nA) logP
[
φ(nA, h(n))
Hd−1(nA) ≥ λ
]
= −∞ . (25)
As soon as we have (25), we an write exatly the same proof for Theorem 3.17 as for Theorem 3.10
(see setion 5.6), sine we have proved that φ(nA, h(n))/Hd−1(nA) onverges a.s. to ν(~v0). To obtain
(25), we an refer to setion 3.7 in [Théret, 2007℄ (here only the existene of one exponential moment is
required).
Remark 6.5. We leave the following questions open: is ondition (F4) neessary to obtain the existene
of a rate funtion for φ ? If this rate funtion exists under weaker hypothesis than (F4), is it neessarily
the same as the one for τ ? When the rate funtion exists, do we neessarily obtain the orresponding
large deviation priniple ?
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