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NONPARAMETRIC CONTROL CHART FOR 
THE RANGE 
This application claims the bene?t of US. Provisional 
Patent Application Ser. No. 60/382,168 ?led May 21, 2002. 
TECHNICAL FIELD 
The present invention relates to process monitoring, and 
more speci?cally to real-time monitoring of processes 
Wherein quality of an end product must be kept Within 
certain desired parameters. More particularly, the present 
invention provides a control chart means for monitoring 
product quality Wherein control limits are based on jackknife 
histograms, Wherein the control limits for the range re?ect a 
true distribution of data collected rather than a ?ctional 
normal distribution. 
COPYRIGHTED MATERIALS 
A portion of the disclosure of this patent document 
contains materials to Which a claim of copyright protection 
is made. The copyright oWner has no objection to the 
reproduction by anyone of the patent document or the patent 
disclosure as it appears in the US. Patent and Trademark 
Of?ce patent ?les or records, but reserves all other rights 
With respect to the copyrighted Work. 
BACKGROUND OF THE INVENTION 
It is knoWn to use control charts in manufacturing pro 
cesses to monitor the equipment used therein to ensure that 
the end products are produced in a consistent manner. If, for 
eXample, a physical dimension of a product eXceeds a 
predetermined parameter, it is necessary to discontinue 
production, repair or recalibrate the equipment, and restart 
the process. Conventional control charts for siZe parameters 
(for eXample, X-bar charts for control limits based on the 
mean) are effective for their intended purpose. HoWever, 
conventional control charts for variability, Which rely 
heavily on normality assumptions Which are often violated 
in practice, are inaccurate and may result in unnecessary 
stoppage of machinery to correct a nonexistent problem. 
Conventional control charts for the range assume a nor 
mal distribution of data (i.e. set controls limits based on 
normality), and calculate parameters using a constant based 
on the distribution of the range. Thus, conventional control 
charts are symmetric, Which is disadvantageous When the 
data obtained eXhibit a skeWed distribution. 
Disadvantageously, for equal subsample siZes, conventional 
(normal theory) control charts are the only control charts 
provided by many statistical computing packages. 
Accordingly, When the data distribution is not normal, 
conventional control charts perform poorly in assessing 
product parameters for quality control. 
A need is therefore identi?ed in the art for methods for 
monitoring variability of a product being produced by a 
particular piece of machinery, of of a process conducted by 
the machinery, or of a product stream generated thereby, 
Which is capable of accurately detecting changes in vari 
ability in real time. The method should provide useful results 
in the absence of an assumption of normal data, and should 
establish neW control limits for the range Which re?ect the 
true distribution of the data. It is further important that the 
method achieve the desired results Without requiring an 
inordinate number of computations. 
SUMMARY OF THE INVENTION 
In accordance With a ?rst aspect of the invention, a 









manufacturing process parameter is provided, comprising 
the steps of measuring the parameter over a predetermined 
period of time, assembling a dataset having a plurality of 
datapoints, Wherein each datapoint represents an individual 
measured value of the parameter, rank-ordering the 
datapoints Within the dataset, and selecting at least one 
subset of the dataset, Wherein the subset is a predetermined 
number of datapoints having a high measured value and a 
loW measured value de?ning a rank-ordered range of mea 
sured parameter values. All possible numbers of subsamples 
of the dataset having the range de?ned by the selected subset 
are calculated in accordance With formulae Which Will be 
described beloW. The steps of selecting a subset and calcu 
lating all possible numbers of subsamples of the dataset 
having the range de?ned by the selected subset are repeated 
until all possible numbers of ranges have been calculated for 
all possible subsets of the predetermined siZe to de?ne a set 
of possible ranges. The set of possible ranges is then 
rank-ordered. 
Finally, control limits for the range for the manufacturing 
process are established, de?ned by an upper control limit 
and a loWer control limit, Wherein the upper and loWer limits 
are de?ned as a predetermined percentile of the rank-ordered 
set of ranges. The method of the present invention may be 
adapted to a jackknife method (Without sample replacement) 
or a bootstrap method (With sample replacement) for com 
puting control limits. 
For the jackknife method, if the ordered data set from 
smallest to largest is denoted 11(1), 11(2), . . . X(N) and the 
subsample siZe is n, then all possible numbers of a datapoint 
subsample having the range de?ned by the subset (x(h)—x(g) 
are calculated in accordance With the formula: 
[CS1] 
Where h is the highest measured value Within a range, g is 
the loWest measured value Within a range, and n is the 
number of observations Within the subset. 
For the bootstrap method, the calculation relies on the 
relationship betWeen the highest measured value Within a 
range and the loWest measured value Within a range. When 
the relationship betWeen the highest measured value and the 
loWest measured value in a range is de?ned by the equation 
g=h Where h is the highest measured value Within a range 
and g is the loWest measured value Within a range, the range 
is Zero for n subsamples. When the relationship betWeen g 
and h is de?ned by the equation g=h-1, the control limits are 
de?ned by the range of 2”—2 subsets, Where n is the number 
of observations Within the subset. When the relationship 
betWeen the highest measured value and the loWest mea 
sured value in a range is de?ned by the equation g<h—1, all 
possible numbers of a subsample of the dataset having the 
range de?ned by the subset (depicted as x(h)—x(g)) are 
calculated in accordance With the formula: 
nil nic 
Where n is the number of observations Within the subset, c 
is the number of times the loWest measured value appears in 
the subset, d is the number of times the highest measured 
value appears in the subset, h is the highest measured value 
Within a range and g is the loWest measured value Within a 
range. 
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In another aspect, the present invention provides a com 
puter software program for establishing a control limit for 
variability of a manufacturing process parameter, Wherein 
the softWare performs the steps of rank-ordering a plurality 
of datapoints Within a dataset, Wherein each datapoint rep 
resents an individual measured value of the parameter. Next 
the softWare selects at least one subset of the dataset, 
Wherein the subset is a predetermined number of datapoints 
having a high measured value and a loW measured value 
de?ning a rank-ordered range of measured parameter values. 
All possible numbers of subsamples of the dataset having 
the range de?ned by the selected subset are calculated by the 
softWare in accordance With formulae described above. The 
softWare then repeats the steps of selecting a subset and 
calculating all possible numbers of subsamples of the dataset 
having the range de?ned by the selected subset until all 
possible numbers of ranges have been calculated for all 
possible subsets of the predetermined siZe to de?ne a set of 
possible ranges. The set of possible ranges is then rank 
ordered. 
The softWare then sets control limits for the range for the 
manufacturing process, de?ned by an upper control limit 
and a loWer control limit, Wherein the upper and loWer limits 
are de?ned as a predetermined percentile of the rank-ordered 
set of ranges. Finally, the softWare performs the step of 
comparing subsequent datapoints against the control limits 
to ensure that the parameter is Within a predetermined 
variability range. The softWare may be used to establish 
jackknife and bootstrap control limits as described above, 
and in accordance With the equations described above. 
In yet another aspect of the invention, a method is 
provided for establishing a control limit for variability of a 
manufacturing process parameter, comprising the steps of 
measuring the parameter over a predetermined period of 
time, and assembling a dataset having a plurality of 
datapoints representing a measured value of the parameter. 
Next, for each possible value for the range of a predeter 
mined subsample siZe, the number of subsamples Within the 
dataset having that range is calculated using the formulae 
described above. The set of ranges derived thereby is 
rank-ordered, and control limits for the manufacturing pro 
cess are established as upper and loWer control limits 
de?ned as a percentile of the rank-ordered set of ranges. 
BRIEF DESCRIPTION OF THE DRAWING 
FIG. 1 is a How chart depicting the method of the present 
invention for establishing a control limit for variability of a 
manufacturing process parameter using a jackknife control 
chart; 
FIG. 2 graphically shoWs control limits for the ?rst 100 
samples from a representative data set, established using a 
conventional control chart for the mean, Wherein crossed 
lines depict conventional upper and loWer control limits; and 
FIG. 3 graphically shoWs control limits for the ?rst 100 
samples from a representative data set, established using the 
control chart for the range of the present invention, Wherein 
the solid horiZontal lines depict upper and loWer control 
limits calculated by the resampling method of the present 
invention, and the crossed horiZontal line represents an 
upper control limit established using conventional methods. 
DETAILED DESCRIPTION OF THE 
INVENTION 
As described above, it is desirable to utiliZe a sampling 
range to de?ne control limits for variability in a manufac 









stream requires repair or recalibration. It is knoWn in the art 
to utiliZe a bootstrap method With random sampling for 
calculating control limits (Wherein samples of a predeter 
mined siZe are removed from a process stream, and sub 
sampled to de?ne ranges With Which to establish control 
limits, folloWed by replacement of the subsamples in the 
larger sample). Such a method can be represented as: 
1. Collecting k random samples of siZe n, resulting in a total 
of N=nk data points. 
2. Selecting a random sample of siZe n With replacement 
from the N data point and compute the sample range for 
this neW sample. 
3. Repeating step 2 B times. 
4. Using an appropriate percentile of the resampled ranges 
to establish the control limits. 
It Will be appreciated that the desired percentiles for use in 
calculating control limits for various manufacturing pro 
cesses are knoWn in the art or can be ascertained Without 
undue experimentation, and vary in accordance With the 
process being evaluated. For example, a process for manu 
facture of toys Will require a relatively less rigorous toler 
ance than, for example, the manufacture of ball bearings or 
airplane parts, and alloWs correspondingly broader control 
limits. Similarly, the number of times step 2 must be 
repeated (B) is knoWn in the art for various manufacturing 
processes or can be ascertained Without undue experimen 
tation. 
It is also knoWn to use a jackknife method With random 
sampling for calculating control limits (Wherein samples of 
a predetermined siZe are removed from a process stream, 
and subsampled to de?ne ranges With Which to establish 
control limits, Without replacement of the subsamples in the 
larger sample). Such a method can be represented as: 
5. Collecting k random samples of siZe n, resulting in a total 
of N=nk data points. 
6. Selecting a random sample of siZe n Without replacement 
from the N data point and compute the sample range for 
this neW sample. 
7. Repeating step 2 B times. 
8. Using an appropriate percentile of the resampled ranges 
to establish the control limits. 
The above-referenced methods for computing control 
limits (con?dence intervals) for the range have the draWback 
that they are not deterministic, i.e. that if the method is 
repeated on the same dataset a second time, different control 
limits may result. Accordingly, consideration has been given 
to establishing exact range control limits based on the 
jackknife or bootstrap methods, calculated by the steps of: 
1. Collecting k random samples of siZe n, resulting in a total 
of N=nk data points. 
2. Selecting any sample of siZe n Without replacement 
(jackknife method) or With replacement (bootstrap 
method) from the N data points and computing the sample 
range for this neW sample. 
3. Repeating step 2 for all possible subsamples n. 
4. Using an appropriate percentile of the resampled ranges 
as the control limits. 
The exact control limit method has the advantage of being 
deterministic, i.e. unlike the above methods based on ran 
dom sampling, repeating the analysis on the same dataset 
Will provide the same control limits. HoWever, given con 
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ventional computational technology, computing the ranges 
of all conceivable subsamples may be impossible for some 
datasets. 
Surprisingly, it has been discovered that the need to 
actually calculate the ranges of all possible subsamples may 
be avoided by rank-ordering the dataset N, represented as 
x(1), x(2), . . . x(N), folloWed by counting the number of 
subsets of the data that have a range equalling the difference 
betWeen any tWo datapoints Within the dataset. This step is 
repeated for each possible range betWeen sets of datapoints 
X —x . The method of the present invention is adaptable 
to both the jackknife and bootstrap methods described 
above. If the dataset is so ordered, for the jackknife method 
the range x(h)—x(g) Will be the range of: 
Where h is the highest measured value Within a range, g is 
the loWest measured value Within a range, and n is the 
number of observations Within the subset. 
For the bootstrap method, the calculation is dependent on 
the relationship betWeen h and g. In the ?rst case (g=h), the 
range Will be 0 for n subsamples. If the relationship can be 
de?ned as g=h—1, then the range x(h)—x(g) Will be the range 
of 2”—2 subsets, because there are tWo choices for each 
selection, but not all the selections can be the same. 
If the relationship can be de?ned as g<h—1, then the 
calculation is based on the number of times xg, denoted c, 
appears in the subsample and the number of times xh, 
denoted d, appears in the subsample. The range x(h)—x(g) Will 
be the range of: 
nil nic 
n n-c 
21 I C C 
Where n is the number of observations Within the subset, c 
is the number of times the loWest measured value appears in 
the subset, d is the number of times the highest measured 
value appears in the subset, h is the highest measured value 
Within a range and g is the loWest measured value Within a 
range. 
FIG. 1 schematically depicts one embodiment of the 
invention, Wherein exact jackknife control limits for the 
range are calculated in accordance With the method of the 
present invention. From a process stream, 50 measurements 
(N=50) are taken (see Step 1). A subset siZe of 5 measure 
ments (n=5) is selected. In Step 2, the data are then rank 
ordered in ascending order, shoWn as XG), X(2), . . . X _ 
As shoWn in Step 3a, the next step is to determine all 
possible combinations of subsets of the dataset Wherein n=5. 
In this case, there are 2,118,760 possible combinations, 
depicted schematically as r1 through 5118760. In Step 3b, all 
possible numbers of subsamples of the dataset having the 
range de?ned by the subset (n=5) are calculated in accor 
dance With the formula described above. In the example 
shoWn, a total of 1,225 subsamples are possible. The ranges 
are then rank-ordered in ascending order based on the 
calculated number of possible ranges (Step 4), and the upper 
and loWer control limits are selected as a percentile of the 
rank-ordered ranges. 
Other aspects of the present invention Will become appar 
ent to those skilled in this art from the folloWing description 
Wherein there is shoWn and described a preferred embodi 














of the modes best suited to carry out the invention. As it Will 
be realiZed, this invention is capable of other different 
embodiments and its several details are capable of modi? 
cation in various, obvious aspects all Without departing from 
the intended scope of the invention. Accordingly, the 
descriptions and examples herein Will be regarded as illus 
trative in nature and not as restrictive. 
EXAMPLE 1 
Standard normal (N(0, 1)) data, t distribution data With 
varying degrees of freedom (t(df)), and exponential data 
With mean 1 (Exp(1)) Were evaluated. In each case, 1000 
trials Were used. Table 1 presents results for a=0.0027 
control limits for the range With N=250 and n=5. An average 
run length (ARL) of 370 Was considered ideal. As shoWn in 
Table 1, normal theory (NT) control limits performed poorly 
even for standard normal data in comparison to the bootstrap 
(BS) and jackknife (JK) control limits. As the data non 
normality increased, NT control limits performed even more 
poorly. The BS and JK control limits also exhibited decreas 
ing ARL’s as non-normality increased, but performance Was 
better than the NT control limits in all cases. 
Table 1 
Evaluation of datasets of varying degrees of normality 
using normal theory, bootstrap, and jackknife control limits. 
U. Limit 
Meth L. Limit Data ARL 
N(0,1) 
BS .353 (.0007) 5.296 (0.00848) 383 (17.58) 
JK .3703 (.0008) 5.1921 (.0132) 336 (14.41) 
NT 0 (0) 4.9868 (.0080) 311 (15.65) 
DT .3693 (.0006) 5.469 (.0090) 467 (15.96) 
t(30) 
BS .3571 (.0007) 5.611 (.0177) 369 (15.17) 
JK .3768 (.0008) 5.5892 (.0170) 308 (12.11) 
NT 0 (0) 5.1631 (.0086) 192 (7.91) 
DT .3817 (.0006) 5.6532 (.0097) 305 (10.93) 
t(20) 
BS .3609 (.0008) 5.8192 (.0195) 353 (16.69) 
JK .3812 (.0008) 5.8507 (.0189) 317 (12.67) 
NT 0 (0) 5.2375 (.0090) 157 (6.60) 
DT .3891 (.0007) 5.7632 (.0106) 266 (9.99) 
t(10) 
BS .3667 (.0008) 6.6073 (.0285) 321 (17.0) 
JK .3873 (.0008) 6.5767 (.0271) 280 (13.79) 
NT 0 (0) 5.5444 (.0104) 86 (3.50) 
DT .4098 (.0008) 6.0699 (0.113) 131 (4.47) 
t(5) 
BS .3824 (.0007) 8.8236 (.0612) 239 (13.25) 
JK .4037 (.0009) 8.9409 (.0637) 207 (8.80) 
NT 0 (0) 6.2662 (.0141) 41 (1.45) 
DT .4616 (.0010) 6.8372 (.0148) 54 (1.90) 
EXPO) 
BS .1909 (.0004) 6.0627 (.0401) 157 (9.87) 
JK .2007 (.0006) 6.0980 (.0402) 149 (8.08)) 
NT 0 (0) 4.4759 (.0117) 25 (0.91) 
DT .3309 (.0009) 4.9014 (.0127) 27 (0.94) 
IX = .002 Control Limits, ARL’s and their Standard Errors for Range Con 
trol Charts With N = 250, n = 5 
EXAMPLE 2 
One thousand samples of siZe n=5, draWn randomly from 
dataset having a t distribution With 10 degrees of freedom, 
Were considered. The results are presented in Table 2. The 
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?rst 100 samples Were used to compute control limits. The 
Shapiro-Wilks normality test had a p-value of 0.9994, dem 
onstrating only a slight departure from normality. Using 
ot=0.0027, an ideal control limit Would be set such that only 
approximately 3 out of 1000 samples Would fall outside the 
control limits. FIG. 1 shoWs the control chart for the mean 
for the data. None of the sample means Were out of the 
control limits. Using the same control limits for the other 
900 samples (not shoWn) resulted in 4 samples outside the 
control limits, suggesting that the conventional control chart 
for the mean performed as expected. 
The conventional control chart for the range (R chart) 
control limits Were calculated to be 0 and 5.36. Calculated 
using the method of the present invention, the jackknifed 
control limits Were at (0.4158, 6.768) and the bootstrap 
control limits Were at (0.4065, 6.768). Aplot of these limits 
and ranges for the ?rst 100 samples is shoWn in FIG. 2. It 
Will be appreciated that tWo of the sample ranges Were 
outside the standard control limits, but none outside the 
jackknifed or bootstrap limits. Using the same control limits 
for the remaining 900 samples (not shoWn), 11 points plotted 
outside the standard control limits, but only 2 outside the 
jackknife or bootstrap control limits. It is thus shoWn that the 
bootstrapped or jackknifed control limits established by the 
method of the present invention outperformed control limits 
established by conventional methods. 
EXAMPLE 3 
In another aspect of the present invention, computer 
executable instructions as part of computer readable media 
may be used to accomplish the method of the present 
invention. When described in the context of computer read 
able media having computer executable instructions stored 
thereon, it is denoted that the instructions include program 
modules, routines, programs, objects, components, data 
structures, and patterns that perform particular tasks or 
implement particular abstract data upon or Within various 
structures of the computing environment. Executable 
instructions exemplarily comprise instructions and data 
Which cause a general purpose computer, special purpose 
computer, or special purpose processing device to perform a 
certain function or group of functions. A copy of the source 
code coding for the computer executable instructions 
embodying a presently preferred embodiment of the present 
invention is appended hereto as a Code Appendix, and is 
incorporated herein by reference. 
The foregoing description is presented for purposes of 
illustration and description of the various aspects of the 
invention. The descriptions are not intended to be exhaustive 
or to limit the invention to the precise form disclosed. The 
embodiments described above Were chosen to provide the 
best illustration of the principles of the invention and its 
practical application to thereby enable one of ordinary skill 
in the art to utiliZe the invention in various embodiments and 
With various modi?cations as are suited to the particular use 
contemplated. All such modi?cations and variations are 
Within the scope of the invention as determined by the 
appended claims When interpreted in accordance With the 
breadth to Which they are fairly, legally and equitably 
entitled. 
What is claimed is: 
1. A method for establishing a control limit for variability 
of a manufacturing process parameter, comprising: 
measuring the parameter over a predetermined period of 
time; 
assembling a dataset having a plurality of datapoints, 
Wherein each datapoint represents an individual mea 














rank-ordering the datapoints Within the dataset; 
selecting at least one subset of the dataset, Wherein the 
subset is a predetermined number of datapoints includ 
ing a high measured value and a loW measured value 
de?ning a range of measured parameter values; 
calculating all possible numbers of a subsample of the 
dataset having the range de?ned by the subset; 
repeating the previous steps of selecting a subset and 
calculating all possible numbers of subsamples of the 
dataset having the range de?ned by the subset, until all 
possible numbers of ranges have been calculated for all 
possible subsets of the predetermined siZe Within the 
dataset to de?ne a set of ranges; 
rank-ordering the de?ned set of ranges; and 
establishing the control limit for the manufacturing 
process, de?ned by an upper limit and a loWer limit 
Wherein the upper and loWer limits are a predetermined 
percentile of the rank-ordered set of ranges. 
2. The method of claim 1, Wherein the control limit is 
established using a jackknife method. 
3. The method of claim 1, Wherein the control limit is 
established using a bootstrap method. 
4. The method of claim 2, Wherein the possible numbers 
of a subsample of the dataset having the range de?ned by the 
subset are calculated in accordance With the formula: 
Where h is the highest measured value Within a range, g is 
the loWest measured value Within a range, and n is the 
number of observations Within the subset. 
5. The method of claim 3, Wherein the relationship 
betWeen the highest measured value and the loWest mea 
sured value in a range is de?ned by the equation g=h Where 
h is the highest measured value Within a range and g is the 
loWest measured value Within a range. 
6. The method of claim 3, Wherein the relationship 
betWeen the highest measured value and the loWest mea 
sured value in a range is de?ned by the equation g=h-1 
Where h is the highest measured value Within a range and g 
is the loWest measured value Within a range, and the control 
limits are de?ned by the range of 2”—2 subsets, Where n is 
the number of observations Within the subset. 
7. The method of claim 3, Wherein the possible numbers 
of a subsample of the dataset having the range de?ned by the 
subset are calculated in accordance With the formula: 
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Where n is the number of observations Within the subset, c 
is the number of times the loWest measured value appears in 
the subset, d is the number of times the highest measured 
value appears in the subset, h is the highest measured value 
Within a range and g is the loWest measured value Within a 
range. 
8. Acomputer softWare program for establishing a control 
limit for variability of a manufacturing process parameter, 
Wherein the softWare performs the steps of: 
rank-ordering a plurality of datapoints Within a dataset, 
Wherein each datapoint represents an individual mea 
sured value of the parameter; 
selecting at least one subset of the dataset, Wherein the 
subset is a predetermined number of datapoints includ 
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ing a high measured value and a loW measured value 
de?ning a rank-ordered range of measured parameter 
values; 
calculating all possible numbers of a subsample of the 
dataset having the range de?ned by the subset; 
repeating the previous steps of selecting a subset and 
calculating all possible numbers of subsamples of the 
dataset having the range de?ned by the subset, until all 
possible numbers of ranges have been calculated for all 
possible subsets of the predetermined siZe Within the 
dataset to de?ne a set of ranges; 
rank-ordering the de?ned set of ranges; 
establishing the control limit for the manufacturing 
process, de?ned by an upper limit and a loWer limit 
Wherein the upper and loWer limits are de?ned as a 
predetermined percentile of the rank-ordered set of 
ranges; and 
comparing a subsequent datapoint against said control 
limit to ensure that the parameter is Within a predeter 
mined variability range. 
9. The softWare program of claim 8, Wherein the control 
limit is established by a jackknife method. 
10. The softWare program of claim 8, Wherein the control 
limit is established by a bootstrap method. 
11. The softWare program of claim 9, Wherein the possible 
numbers of a subsample of the dataset having the range 
de?ned by the subset are calculated in accordance With the 
formula: 
h-g-l 
[ n—2 ] 
Where h is the highest measured value Within a range, g is 
the loWest measured value Within a range, and n is the 
number of observations Within the subset. 
12. The softWare program of claim 10, Wherein the 
relationship betWeen the highest measured value and the 
loWest measured value in a range is de?ned by the equation 
g=h Where h is the highest measured value Within a range 
and g is the loWest measured value Within a range. 
13. The softWare program of claim 10, Wherein the 
relationship betWeen the highest measured value and the 







g=h-1 Where h is the highest measured value Within a range 
and g is the loWest measured value Within a range, and the 
control limits are de?ned by the range of 2”—2 subsets, 
Where n is the number of observations Within the subset. 
14. The softWare program of claim 10, Wherein the 
possible numbers of a subsample of the dataset having the 
range de?ned by the subset are calculated in accordance 
With the formula: 
Where n is the number of observations Within the subset, c 
is the number of times the loWest measured value appears in 
the subset, d is the number of times the highest measured 
value appears in the subset, h is the highest measured value 
Within a range and g is the loWest measured value Within a 
range. 
15. A method for establishing a control limit for variabil 
ity of a manufacturing process parameter, comprising: 
measuring the parameter over a predetermined period of 
time; 
assembling a dataset having a plurality of datapoints, 
Wherein each datapoint represents an individual mea 
sured value of the parameter; 
rank-ordering the datapoints Within the dataset; 
de?ning a predetermined subset siZe; 
for each possible value for the range of the predetermined 
subset siZe, calculating the number of subsamples 
Within the dataset Which provide the range de?ned by 
the subset to de?ne a set of ranges; 
rank-ordering the set of all ranges; and 
establishing control limits de?ned by an upper control 
limit and a loWer control limit for the manufacturing 
process, Wherein the upper and loWer control limits are 
a predetermined percentile of the rank-ordered set of all 
ranges. 
