Speedup is a common measure of the performance gain from a parallel processor. It is defined as the ratio of the time required to complete the job with one processor to the time required to complete the job with N processors [3] . Perfect speedup, a factor of N, can be attained in one of two ways. In a machine were each piece of the work is permanently assigned to its own processor, it is attained only when the pieces are computationally equal and processors experience no significant delays in exchanging information.
In a machine where work can be dynamically assigned to available processors, it is attained as long as the number of pieces of work ready for processing is at least N. 
For N =M, about 40% of the processors will be blocked. 19, 1990) more processors, they use it for a larger problem at the same grain size rather than for the same problem with a smaller grain size [4].
The attraction of fine grains is that they afford the largest possible amount of speedup. They are practical in certain limited cases today, most often signal and image processing problems and problems involving particle tracing. Machines illustrating this are the Connection Machine [12] and the Goodyear/NASA Massively Parallel Processor (MPP) [13] . In these cases, the machines are able to move a data element between immediately neighboring processors in time comparable to the instruction time, and many computations over grids of such elements will achieve individual processor computational utilizations of 0.5 or greater at the finest grain.
SIMD v. MIMD
A fundamental question in the design of parallel algorithms is how to guarantee that, when a processor executes an instruction, the operands of that instruction have already been computed by previous instructions. Without this guarantee, the results of the comptuation can be indeterminate and depend on the relative speeds of the processors (race conditions). The mechanism that provides this guarantee is called synchronization. 
On the SIMD machine, we can associate one data processor with each point on the grid; its memory holds the value v (i,j 
Single-Function Problems
We now reformulate these notions of problem classes in a way that more clearly reveals which types of problems are best suited for types of architectures.
Many computational problems have the characteristic that a simple procedure must be applied uniformly across a large number of data elements organized within a data structure. We can specify the procedure by a sequential algorithm in which each step is an operation applied simultaneously to all the data elements. [19] or FP [20] would produce more concise descriptions of algorithms for these problems.
Architectural Matching
From these descriptions it is obvious that single-function (data parallel) problems are well suited to the SIMD architecture, and multi-function problems are well suitedto the MIMD architecture. A major impediment to solving multi-function problems to date has been the lack of programming languages that express functional composition easily.
The main barrier to the widespread use of such languages is cultural. The scientific community has used Fortran for so many years that programming with new languages is unfamiliar and will remain untried as long as the scientific investigator sees no value to TR-9035 (Auguat 19, 1990) learning it. The ability to express solutions to multi-function problems may be a sufficient motivation to learn this later in the 1990s.
Connection Machine
To make concrete the previous points about solving single function problems on an SIMD machine, we will consider the architecture and programming of a particular SIMD 
