In the redundant-signals paradigm for simple reaction time (RT), the observer must initiate a response as quickly as possible following the detection of any stimulus onset. A typical finding is a redundancy gain: Responses are faster, on average, when two or more signals are presented simultaneously than when a single signal appears. This redundant-signals effect (RSE) has often, although not always, been replicated under different experimental settings-for example, comparing uni-versus multimodal stimulation (Diederich, 1995; Diederich & Colonius, 1987; Gielen, Schmidt, & Van den Heuvel, 1983; Miller, 1982 Miller, , 1986 Molholm, Ritter, Javitt, & Foxe, 2004) , single versus multiple stimuli within the same modality (e.g., Schwarz & Ischebeck, 1994) , or monocular versus binocular stimulation (Hughes & Townsend, 1998; Westendorf & Blake, 1988)-and for specific populations (see, e.g., Corballis, 1998; Reuter-Lorenz, Nozawa, Gazzaniga, & Hughes, 1995; Savazzi & Marzi, 2004; see also Miller, 2004, for split-brain individuals; and Marzi et al., 1996 , for hemianopics).
Analogous equations hold for the random variables Y and min(X, Y ). Thus, the RMI that is actually tested in an experiment in which no responses longer than t R are recorded is not
but, rather,
or, equivalently,
writing F XY for the distribution function in the redundantsignals condition. Multiplying both sides of this inequality by F XY (t R ) yields
Note that under the race model assumption, by the monotonicity of probability,
max[Pr(X ≤ t), Pr(Y ≤ t)] ≤ Pr({X ≤ t} ∪ {Y ≤ t})
for all t. Thus, in particular,
This inequality, sometimes called the Grice inequality (Grice, Canham, & Boroughs, 1984) , implies that the ratios F XY (t R ) / F X (t R )  r X and F XY (t R ) / F Y (t R )  r Y in Inequality 5 are larger than or equal to one. Thus, testing Inequality 4 is equivalent to testing
Since the right-hand side of this inequality may be larger than F X (t) 1 F Y (t) for certain values of t, it may happen that the RMI for right-censored RT, Inequality 4, is satisfied for all t, whereas the "true" (i.e., uncensored) RMI, Inequality 3, is violated for certain values of t. Thus, for right-censored distributions, the RMI test becomes less diagnostic: It may indicate no violation of the race model, although, in fact, RT facilitation is stronger than predicted by the race model. In other words, if the RMI test for right-censored data indicates a violation of the race model, it is safe to assume that the redundancy gain is, in fact, large enough to suggest some type of coactivation mechanism. Effect of right censoring due to missing trials: Numerical example. This effect of right censoring is illustrated here assuming gamma distributions (see the Appendix) for all three latencies: X ∼ gamma(2, 1/300), Y ∼ gamma(2, 1/250), and XY ∼ gamma(2, 1/140), where XY denotes the redundant-signals latency. To see that this model does not satisfy the RMI, consider the function
Obviously, the RMI is violated whenever this function takes on positive values. The upper left panel in Figure 1 shows violations with the chosen gamma distributions when t is small enough. Miller's (1978 Miller's ( , 1982 test has become a standard tool in numerous empirical RT studies (see the references above). Moreover, it has been the subject of various theoretical and methodological studies as well (Ashby & Townsend, 1986; Colonius, 1990 Colonius, , 1999 Colonius & Ellermeier, 1997; Colonius & Townsend, 1997; Colonius & Vorberg, 1994; Diederich, 1992; Miller, 1986 Miller, , 1991 Miller, , 2004 Miller & Ulrich, 2003; Mordkoff & Yantis, 1991; Townsend & Nozawa, 1995 Townsend & Wenger, 2004; Ulrich & Giray, 1986; Ulrich & Miller, 1997; Ulrich, Miller, & Schröter, 2007) . For recent approaches to a KolmogorovSmirnov-type test of the inequality, see Maris and Maris (2003) and Vorberg (2008) . It has been observed by several investigators that the diagnostic power of the RMI test may be compromised under certain experimental conditions. Specifically, when subjects are not discouraged from making so-called fast guesses-that is, responses given without processing the stimulus and assumed to be much faster than regular responses-or if display conditions are such that stimuli are sometimes not detected at all, it has been shown (Eriksen, 1988; Gondan & Heckel, 2008; Miller & Lopes, 1991; Miller & Ulrich, 2003) that the power of the RMI test to detect violations of the race model diminishes. Here, we show that this holds not only for the case in which subjects are missing a proportion of the stimuli, but also when an experimenter excludes a proportion of the responses, by censoring the RT distributions from the left and/or the right-that is, excluding responses below and/or above a certain RT value because they are considered to be anticipations or outliers (e.g., Giray & Ulrich, 1993; Leo, Bertini, di Pellegrino, & Là-davas, 2008; Miller & Van Nes, 2007; Savazzi & Marzi, 2008; Schwarz, 2006) . Furthermore, the experimenter may miss a proportion of the responses by not registering reactions given after some arbitrary upper bound; up to 8% of responses have sometimes been eliminated this way (see Gondan, Vorberg, & Greenlee, 2007; Miller, 2007a Miller, , 2007b Miller & Van Nes, 2007) .
Race Model Inequality for Right-Censored RT Distributions
For concreteness, in the following, we consider a simple RT experiment in which subjects have to react by pressing a button upon detecting a stimulus, where, on some of the trials, more than one stimulus is presented (redundantsignals paradigm). Let X, Y denote the random latencies to process two stimuli presented in a redundant trial, with distribution functions F X , F Y , respectively. When no responses are registered t R (in milliseconds), say, after stimulus onset, the (right-censored) distribution function for the observed RTs is
by definition of conditional probability and assuming Pr(X # t R ) . 0. It follows that
anticipations and, therefore, excluded from analysis, the left-censored probability distribution function for the remaining RTs is
by definition of conditional probability and assuming Pr(X . t L ) . 0. It follows that
Taking the shaded area above the abscissa defined by R(t) as an index of the magnitude of violation (Colonius & Diederich, 2006; Miller, 1986) , the other panels of the figure illustrate how this area shrinks to zero with decreasing t R -that is, with amplifying censoringmaking it more and more difficult to detect any violation of the RMI.
Race Model Inequality for Left-Censored RT Distributions
Under the same experimental setting, if responses faster than or equal to t L (in milliseconds) are considered censoring, the amount of true violations not detected increases (horizontal hatching), whereas the amount of violations detected in the censored distributions but not present in the original distributions increases (vertical hatching).
Correcting for Right Censoring
The results obtained so far clearly suggest that one should avoid censoring whenever possible (see Ulrich & Miller, 1994) . Nevertheless, there are situations in which censoring is a consequence of the experimental setup or paradigm. For instance, in simple response tasks with weak stimuli, a response is recorded as missing whenever the subject fails to respond within a certain time period (e.g., Gondan et al., 2007; Miller, 2007a Miller, , 2007b Miller & Van Nes, 2007) , which amounts to right censoring by the end of the recording interval t R . The proportion of trials on which an experimenter fails to record an RT in a given condition because no response was given is usually an observable quantity. Let p X , p Y , p XY denote the corresponding probabilities for single-stimulus and redundant-stimulus presentations, respectively, with 1 Inequality 4 can be transformed back into the uncensored Inequality 3 by multiplying each of the distributions by the corresponding proportion,
In practice, when only estimates of the proportions of missing reactions (and of all distribution functions) are available, the inequality above will only approximate the "true" inequality (3). An implementation of this correction is straightforward. First, choose the replacement time t max to equal the largest RT in the whole data set increased by 1. Second, for every missing trial, set the corresponding RT to t max . The corrected data set can then be subjected to common algorithms for the RMI test without further modifications (e.g., Ulrich et al., 2007 ). An analogous correction formula for simultaneous left and right censoring is given in the Appendix.
Amount of Inferential Errors Caused by Censoring: Simulation Results
As is shown above, censoring may lead to two different kinds of inferential error: (1) A violation may occur in the original data but not in the censored data (i.e., a miss), or (2) no violation occurs in the original data but one is indicated in the censored data (i.e., a false alarm).
To investigate the amount of inferential errors that may be caused by censoring, a simulation study for simple RT experiments was conducted. RTs were assumed to be Weibull distributed for both single-and redundant-target conditions. The Weibull distribution (see the Appendix) has previously been used to describe RT distributions in a variety of situations (see Colonius, 1995; Hsu, 2005; Logan, 1992; Maloney & Wandell, 1984; Marley, 1989; Marley & Colonius, 1992; McGill, 1963 ). An additional constant base time of 200 msec was assumed. The shape Analogous equations hold for the random variables Y and min(X, Y ). Thus, the RMI actually tested in an experiment in which no responses shorter than or equal to t L are recorded is not
or equivalently, for t . t L ,
assuming nonzero denominators. Multiplying both sides of this inequality by 1 2 F XY (t L ) and adding F XY (t L ) yields
From Inequality 6, both
are less than or equal to one, implying
is smaller than or equal to zero if RMI holds at t L . Therefore, under the race model assumption, we have
with the first inequality representing the test performed under left censoring. Obviously, for negative c, the upper bound H(t) constitutes a test stronger than that required by the race model when no left censoring has been done. In other words, under left censoring, the inequality test of Inequality 9 may signal violations of the race model even though it actually holds-that is, left censoring may generate false alarms.
On the other hand, it is important to realize that, at the same time, under left censoring, an experimenter using the test of Inequality 9 will also miss all potential violations of the race model occurring before the censoring time t L .
Effect of left censoring due to missing trials: Numerical example. Assuming, as before, gamma distributions for all three latencies-X ∼ gamma(2, 1/300), Y ∼ gamma(2, 1/250), and XY ∼ gamma(2, 1/140)-the effect of left censoring is illustrated in Figure 2 .
Again, the shaded area above the abscissa defined by R(t) is an index of the magnitude of violation (cf. Equation 8). The upper left panel in Figure 2 shows violations with the chosen gamma distribution when t is large enough. The other panels of the figure illustrate how this area is influenced by increasing t L . With amplifying left λ Z 5 0.0193). The effect of the level of censoring was studied by excluding 1%, 2.5%, 5%, 7.5%, 10%, or 15% of the original data set. Furthermore, the direction of censoring was varied by excluding data from the left, from the right, or from both directions, 2 resulting in a total of 18 censoring conditions (6 levels 3 3 directions). To study the appropriateness of the proposed correction procedures, the uncensored distributions were reconstructed using Inequality 12 for right-censored data, Inequality A2 with t R 5 ` for left-censored data, and Inequality A2 for data censored from both directions. parameter of the Weibull was set to α 5 1.5 for all conditions. The scale parameters for the distributions of the single-target conditions, X and Y, were set to λ X 5 λ Y 5 0.01. To study the influence of the magnitude of coactivation gain (i.e., the RT gain exceeding the race model prediction), three different scale parameters were assumed for the redundant-target condition, Z. The scale parameter was varied as follows: no coactivation gain-that is, a race model (gain 5 0 msec; λ Z 5 (λ violations were detected for 67 experiments for which no violation was indicated in the original data (i.e., false alarms; white bar stacked on top of the leftmost black bar). The black and the white bars together cutting across the horizontal line indicates that left censoring led to an RMI test stronger than that required by the race model when no left censoring has been done. When the censored data were corrected, 107 out of 108 "true" violations were detected (leftmost gray bar) and, in addition, 22 false alarms occurred (white bar stacked on top of the leftmost gray bar). The RMI test for the corrected data is also stronger than required by the race model for the original data, since the gray and the white bars together cut across the horizontal line. Figure 3 clearly indicates that censoring can dramatically decrease the diagnosticity of the RMI, since the number of hits lies systematically below the "true" number of violations for almost all the censored conditions (see the black bars), and the situation worsens with increasing proportions of excluded RTs. The rightcensoring results replicate the previous findings with the gamma distribution. Furthermore, for left censoring and censoring from both directions (leftmost and rightmost columns), the number of false alarms increases with increasing proportions of excluded RTs, whereas no false alarms occur for right-censored data (middle column). The gray bars indicate that the suggested correction for right-censored data is capable of restoring the diagnosticity of the RMI. However, for left censoring and censoring from both directions, the correction is not capable of countermanding the errors due to censoring, since, for most of the conditions in the leftmost and rightmost columns, the gray bars fall below the horizontal lines and false alarms occur very frequently.
Results similar to the Weibull and the gamma distribution example studied here should occur with many other distribution families. In particular, we would expect the effect of censoring to become more severe when RT distributions are heavy-tailed, like the log-normal or the Pareto distribution.
Concluding Remarks
We have studied the effect of censoring RT distributions on the performance of the RMI test. Theoretical analysis and numerical simulations revealed that the performance of the RMI test may be severely compromised under both left and right censoring. In particular, simulation results indicate that even moderate censoring of less than 5% of the total data set may strongly inflate the number of RMI violations not detected (misses) or may cause false alarms when the race model is, in fact, valid. Our recommendation, therefore, is that censoring should be avoided whenever possible.
Our analysis was based on the assumption that the rationale for censoring the distributions is somewhat pragmatic: Right-censored distributions come about because the missing trials are, indeed, very late responses occurring after the end of the recording interval. One might substantiate this assumption, for example, by applying an experimental design that involves more than one stimulus Under these conditions, 10,000 simple RT experiments were simulated as follows. For each of 20 (virtual) subjects, samples of 40 RTs were drawn from each of X, Y, and Z. From these samples, the cumulative distribution functions (CDFs) F X , F Y , and F Z were estimated. 3 Furthermore, the right-hand side of RMI, F S (t), was computed as follows:
From F Z and F S , the percentiles (ẑ 0.05 , . . . , ẑ 0.5 ), and (ŝ 0.05 , . . . , ŝ 0.5 ) were computed. Testing the RMI for percentiles above the 50% percentile seems not sensible, because violations against the RMI are harder to detect as F X (t) 1 F Y (t) becomes large relative to F Z (t) (Miller, 1982) . For each of the percentiles, paired t tests were computed across all subjects, with α adjusted to the number of percentiles tested (Bonferroni correction). 4 Then, for each of the 18 censoring conditions, the original samples drawn from X, Y, and Z were censored, and the resulting samples were subjected to the same testing procedure as the original samples (described above). Finally, the CDFs from the censored samples were corrected using the formulas in Inequality 12 and Inequality A2, and the resulting data were also subjected to the testing procedure. For each of these 10,000 simulated experiments, it was thus determined whether or not a violation occurred in the original, the censored, or the corrected sample. The results of the simulation are given in Figure 3 , presenting the influence of censoring on the diagnosticity of the RMI test as a function of the coactivation gain (in milliseconds), censoring method, and level of censoring. Columns present data for the different censoring cases (from left to right: censoring from the left, censoring from the right, and censoring from both sides simultaneously). Rows present simulations for different coactivation gains (from top to bottom: 0, 5, and 10 msec). In each plot, the horizontal black lines indicate the total number of violations of the RMI detected in the original data in 10,000 simulated experiments (i.e., the "true" number of violations). Black (respectively, gray) bars indicate the number of violations detected in the censored (respectively, corrected) data when a violation was detected in the original data for the same experiment (i.e., a hit). Black (or gray) bars smaller than the black horizontal line indicate conditions in which the RMI is less sensitive for the respective samples-that is, where violations are detected in the original sample, but none are detected in the censored (respectively, corrected) sample. White bars stacked on top of the black and gray bars indicate the number of false alarms-that is, experiments in which a violation was detected in the modified data, but none was detected in the original data. For the no coactivation gain condition (upper left panel), for instance, violations against the RMI were detected for 108 out of 10,000 simulated experiments (represented by the horizontal line). When 1% of the data were discarded by left censoring, violations were detected for only 51 out of these 108 experiments (leftmost black bar). In addition, intensity, in order to allow for the affirmation of an inverse relation between stimulus intensity and the percentage of missing trials. On the other hand, if one has reasons to assume that the observed RT distributions are actually a probability mixture resulting from different underlying processes, such as fast guesses or lapses of attention, our recommendation of avoiding censoring or for correcting the censored distributions may no longer be valid.
APPENDIx Gamma and Weibull Distributions
Random variable X is distributed as gamma(α, λ) if its probability density is f (x) 5 λexp[2λx](λx) α21 /Γ(α) for x . 0 and α, λ . 0.
Random variable X is distributed as Weibull(α, λ) if its (cumulative) distribution function is F(x) 5 1 2 exp[2(λx) α ] for x . 0 and α, λ . 0. In both cases, α is referred to as a shape parameter and λ as a scale parameter.
Correcting the RMI for Left and Right Censoring
Let t L , t R be the cutoffs where the RT distribution is censored from the left and right, respectively. The (leftand right-censored) distribution function for the observed RTs is
The cumulative distribution function of the censored distribution is then given by 
F t t t t t F t F t F t F
With
for the proportion of left-censored data, as well as p X,R 5 1 2 F X (t R ), p Y,R 5 1 2 F Y (t R ), p XY,R 5 1 2 F XY (t R ) for the proportion of right-censored data, Inequality A1 can be transformed back to Inequality 3 by
Note that Inequality A2 simplifies to Inequality 12 for t L 5 0. Setting t R 5 ` leads to a correction for leftcensored data.
(Manuscript received September 30, 2008; revision accepted for publication November 13, 2009.) 
