The homogeneous nonequilibrium molecular dynamics method for thermal conductivity calculations by Evans [Phys. Lett. A 91, 457 (1982)] is generalized to many-body potentials. We apply the method to calculate thermal conductivities of three-dimensional silicon, two-dimensional graphene, and a quasi-one-dimensional carbon nanotube. This method gives results equivalent to the equilibrium molecular dynamics method based on the Green-Kubo relation and is about one to two orders of magnitude more efficient.
The homogeneous nonequilibrium molecular dynamics method for thermal conductivity calculations by Evans [Phys. Lett. A 91, 457 (1982) ] is generalized to many-body potentials. We apply the method to calculate thermal conductivities of three-dimensional silicon, two-dimensional graphene, and a quasi-one-dimensional carbon nanotube. This method gives results equivalent to the equilibrium molecular dynamics method based on the Green-Kubo relation and is about one to two orders of magnitude more efficient.
I. INTRODUCTION
Molecular dynamics (MD) is one of the most useful methods for studying heat transport at the atomistic level. All the MD based methods for computing the heat transport coefficient, namely, the thermal conductivity, are based on the Fourier's law J µ q = − ν κ µν ∂T /∂x ν , where J µ q is the heat flux in the µ direction, ∂T /∂x ν is the temperature gradient in the ν direction, and κ µν is the µν-component of the thermal conductivity tensor.
Methods directly based on Fourier's law are called nonequilibrium MD (NEMD) methods and have a few variants, including the local thermal reservoir method [1] , the velocity rescaling method [2] , and the velocity swapping method [3] . When the purpose is to compute the length-convergent thermal conductivity in the diffusive regime, the NEMD methods are computationally inefficient for good thermal conductors [4] , because one needs to compute the thermal conductivities of several systems with lengths exceeding the effective phonon mean free path for an accurate extrapolation. The approach-toequilibrium MD (AEMD) method proposed recently [5] has a similar disadvantage [6] . In both the NEMD and the AEMD methods, the phonon transport is affected by boundary scattering due to the inhomogeneity introduced by the high and low temperature regions.
There also exist homogeneous MD methods where boundary scattering (at least in the transport direction) is absent. The equilibrium MD (EMD) method based on the Green-Kubo relation derived from linear response theory [7] is the most popular homogeneous MD method in use. Due to the absence of boundary scattering, one only needs to use a simulation cell that is large enough to accommodate the major phonon wavelengths [8] . In the EMD method, the thermal conductivity is calculated as an integral of the heat current autocorrelation function. It is well known that accurate evaluation of time * Corresponding author: brucenju@gmail.com correlation functions in MD is computationally demanding: one usually needs to average over many independent runs, each with a production time that is about one order of magnitude longer than the correlation time at which the running integral of the time correlation function converges.
Evans [9] has proposed another homogeneous MD method called the homogeneous nonequilibrium MD (HNEMD) method. It is a nonequilbrium method because external forces are added to disturb the system. It is also a homogeneous method because no temperature gradient is generated. Evans has introduced the HNEMD method based on two-body potentials. Later, this method was used with the Tersoff potential [10] and the Brenner potential [11] to calculate the thermal conductivity of carbon nanotubes [12, 13] . However, it is nontrivial to generalize the method from two-body to many-body potentials. More importantly, these works [12, 13] used unphysically large external forces such that the linear response theory is no longer valid. The major purpose of the current work is to rigorously derive the HNEMD method for systems described by manybody empirical potentials and discuss various technical issues on the proper use of this method in practice. We note that the generalization of the HNEMD method from two-body to many-body potentials has been considered by Mandadapu et al. [14] [15] [16] , but their formalism only applies to some specific many-body potentials such as the Stillinger-Weber [17] potential. In contrast, in the present work we derive the method such that it is applicable to all many-body potentials.
II. RESULTS AND DISCUSSION

Theory
The general framework. We first give a brief derivation of the thermal conductivity expression in the HNEMD method. For a system of N particles described by the arXiv:1805.00277v1 [cond-mat.mtrl-sci] 1 May 2018 general Hamiltonian
the equations of motion can be written as
Here, r i , m i , and p i are the position, mass, and momentum of particle i, and F i is the total force acting on particle i. In the linear response theory [18, 19] , one introduces a driving force and the equations of motion are modified to:
Here C i ({r i , p i }) and D i ({r i , p i }) are tensors and F e is a vector. The time derivative of the Hamiltonian can be written as [18, 19] 
where
In terms of the dissipative flux, the nonequilibrium ensemble average (indicated by the symbol ne ) of a general vector physical quantity A({r i , p i }) at time t after switching on the external driving force can be written as [18, 19] A(t) ne = A(0) e
Here, A(0) e is the equilibrium ensemble average (indicated by the symbol e ) of A and A(t ) ⊗ J d (0) e is the equilibrium time correlation function between A and J d .
The central idea of the HNEMD method by Evans [9] is to set both A and J d in Eq. (7) to the heat current operator J q , giving (8) where J q (t ) ⊗ J q (0) e is the heat current autocorrelation function. Setting J d to J q fixes the equations of motion, as we discuss below. The equilibrium ensemble average of the heat current is apparently zero and we have
According to the well-known Green-Kubo relation [7] , the quantity in the parentheses is related to the (running) thermal conductivity tensor (µ and ν refer to spatial directions):
Therefore, Eq. (9) can be interpreted as
In this work, we assume that the off-diagonal elements of the thermal conductivity tensor are zero, which is the case when the coordinate axes coincide with the principal axes. For simplicity, we assume that the transport direction is x. Therefore, we can read off the running thermal conductivity from the equation above:
The limit of infinite time corresponds to the steady-state (time-independent) thermal conductivity:
This limit is equivalent to the infinite time limit in the Green-Kubo relation:
Equations (13) and (14) are the defining equations of the HNEMD and the EMD methods, respectively. In the EMD method, the system is in equilibrium and one calculates the heat current autocorrelation function J x q (t)J x q (0) e ; in the HNEMD method, the system is in a nonequilibrium state and one directly calculates the heat current J x q (t) ne . The system in the HNEMD method is in a homogeneous nonequilibrium state because there is no explicit heat source and sink. The system is periodic in the transport direction and heat flows circularly under the driving force. Because of the absence of heat source and sink, no boundary scattering occurs for the phonons and the HNEMD method is similar to the EMD method (rather than the NEMD methods) in terms of finite-size effects. Usually, a relatively small simulation cell is thus enough to eliminate them.
The equations of motion in the HNEMD method are also closely related to the heat current because we have chosen the dissipative flux as the heat current. We therefore discuss the heat current and the equations of motion below.
Heat current and equations of motion. The general heat current formulas in MD simulations have been discussed in Ref. [20] in great detail. For a general manybody potential with the total potential energy
the heat current can be written as [20] 
is the total energy of particle i and U i is the potential energy of particle i. The position difference is defined as r ij ≡ r j − r i . The term J kin q is the kinetic part and does not contribute in solid systems considered in this work, but we keep it for completeness. For two-body potentials, the potential part J pot q reduces to
where F ij is the pairwise force acting on particle i due to particle j. It is important to note [20] that Eq. (17) does not apply to many-body potentials. The equations of motion are constructed to make the dissipative flux J d identical to the heat current J q . Evans chose the term C i ({r i , p i }) = 0. Then, the time derivative of the Hamiltonian (1) can be derived from the equations of motion (4) and (5) as
Comparing this with Eqs. (6) and (16) and setting J d = J q , we have
This driving force will be added to the total force for particle i. Because the summation i D i · F e = 0, the total momentum of the system will not be conserved under this driving force. To restore momentum conservation, we can modify the driving force to be
For two-body potentials, Eq. (20) reduces to that by Evans [9] :
Numerical algorithm. We now have all the elements for the numerical algorithm of the generalized HNEMD method for systems described by general many-body potentials. An HNEMD simulation consists of the following steps.
First, as in any MD simulation, we equilibrate the system using a thermostat (and optionally a barostat) to reach thermal equilibrium. Second, we generate the homogeneous heat current by modifying the equations of motion to Eq. (5) and measure the heat current J q according to Eq. (16) . Although the expression for the driving force D i · F e as in Eq. (19) looks complicated, it simply says that one has to subtract the mean force of the total system from the force on each particle such that the total momentum of the system is conserved. Specifically, we first calculate the forces using
and then make the correction:
Here, the interatomic forces for many-body potentials
derived in Ref. [20] is used. At this stage, one also needs to apply a thermostat to keep the temperature of the system at the target; otherwise the system will be heated up by the driving force. To this end, we use the Nosé-Hoover chain thermostat [19] here. Finally, we calculate the thermal conductivity according to Eq. (13). Some technical issues are discussed in the next section.
Numerical Results and discussion
Computer implementation. The HNEMD method as described above as well as the EMD method used for comparison are implemented in the open-source GPUMD (Graphics Processing Units Molecular Dynamics) package [21, 22] . We use this package to do all the numerical computations in this work. Model systems. We apply the HNEMD method to calculate the thermal conductivities of three materials at 300 K and zero pressure: three-dimensional (3D) silicon, two-dimensional (2D) graphene, and a quasi-onedimensional (Q1D) (10, 10)-CNT (carbon nanotube). We use a cubic simulation cell with 1728 atoms for silicon, an almost square-shaped cell with 24 000 atoms for graphene, and a cell with 8 000 atoms for the (10, 10)-CNT. See Fig. 1 for an illustration of the atomic structures and lattice orientations in these model systems. Periodic boundary conditions are applied in all the directions for silicon, the planar directions (the xy plane) for graphene and the axial direction (the x direction) for CNT. For all the systems, the velocity-Verlet integration scheme [19] with a time step of 1 fs is used. We first equilibrate each system for 2 ns and then apply the external force for 20 ns, saving the average heat current for each 1 ps. The Tersoff potential with parameters from Ref. [10] is used for silicon and the Tersoff potential with parameters from Ref. [23] is used for graphene and CNT. An effective thickness of 0.335 nm for the atom layer in graphene and CNT is used in calculating the volume in these systems. The transport direction is taken to be the x direction in all the systems. In view of this, we drop the x superscript in κ xx and F x e from here on. 3D bulk silicon. The running thermal conductivity κ(t) calculated using Eq. (12) is shown as the solid line (with large fluctuations) in Fig.  2 . Because of the large fluctuations, it is not easy to judge when κ(t) has converged. To get around of this, we define the running average of κ(t):
A similar definition has been used in previous works [14, 24] on the HNEMD method. The running average κ (t) of the running thermal conductivity is shown as the dashed line in Fig. 2 : it converges well in the long time limit. This simply means that the ensemble average in Eq. (12) can be well represented as the time average in the MD simulation. In the following, we call κ (t) the running average of the thermal conductivity. It is known from previous works [9, 14, 24] that the parameter F e (of dimension [length] −1 ) is crucial: it has to be small enough to keep the system within the linear response regime, and large enough to retain a sufficiently large signal-to-noise ratio. Mandadapu et al. [14] have given a rule-of-thumb to determine appropriate values of F e : it should be much smaller than 1/λ, where λ can be regarded as a characteristic phonon mean free path of the system. From our results (see below), linear response is completely assured when F e λ 1/10.
For silicon crystal described by the Tersoff potential at 300 K, it has been estimated [25] that the average phonon mean free path is about 0.3 µm. Therefore, a value of F e = 0.3 µm −1 gives F e λ ≈ 1/10 and is small enough. From Fig. 3(a) , we see that the system behaves unexpectedly when F e > 0.4 µm −1 . When F e ≤ 0.4 µm −1 , κ (t) converges to reasonable values, as can be seen from Fig. 3(b) . If we consider a simulation time up to t = 2.5 ns, which is comparable to the simulation times used in previous works [14, 24] , κ (t = 2.5 ns) gradually increases with increasing F e [Fig 3(c) ], similar to the observations in previous works [14, 24] . When considering a long simulation time of t = 20 ns, κ (t = 20 ns) first jumps to a very large value at F e = 0.5 µm −1 and then decreases with increasing F e [Fig 3(c) ]. However, when the system is in the linear response regime, κ converges in the long time limit and the converged value does not depend on F e in a systematic way. Using the κ (t = 20 ns) values with F e ≤ 0.4 µm −1 , the thermal conductivity of silicon at 300 K is determined to be κ = 252 ± 7 W/mK. This is in excellent agreement with the value κ = 250 ± 10 W/mK obtained using the EMD method [25] . It should be noted that 50 independent simulations (each with a production time of 20 ns) were used in the EMD calculations [25] , while we only need a few simulations in the HNEMD method to achieve comparable accuracy. The HNEMD is thus about one order of magnitude more efficient than the EMD method.
2D graphene. The running average κ (t) of the thermal conductivity of 2D graphene at 300 K is shown in Fig.  4 . Following Ref. [26] , we separately consider the contributions from the in-plane phonons and the out-of-plane (flexural) phonons in Figs. 4(a) and 4(b) . The in-plane contribution comes from the terms with v x and v y in J pot q and the out-of-plane contribution comes from the terms with v z . We have checked that the system is in the lin- ear response regime when F e ≤ 0.15 µm −1 , consistent with the fact that the average phonon mean free path in graphene at 300 K is about one micron. The converged thermal conductivity is estimated to be κ = 820 ± 4 W/mK for the in-plane phonons and κ = 2120 ± 90 W/mK for the out-of-plane phonons. In total, the thermal conductivity of graphene at 300 K is κ = 2940 ± 90 W/mK, which is in excellent agreement with the EMD value κ = 2900 ± 100 W/mK from Ref. [26] . The EMD results from Ref. [26] were obtained using a total production time of 5000 ns. In contrast, the HNEMD results here were obtained using a total production time of 60 ns, about two orders of magnitude shorter. Q1D carbon nanotube. The running average κ (t) of the thermal conductivity of (10, 10)-CNT at 300 K obtained using five F e values is shown in Fig. 5(a) . Similar to the case of graphene, the system is in the linear response regime when F e ≤ 0.15 µm −1 , where κ (t) with different F e values converge to comparable values in the long time limit. When F e > 0.15 µm −1 , κ (t) with different F e converge to different values: κ (t = 20 ns) first increases with increasing F e and then decreases, similar to the case of 3D silicon. Based on the data with F e ≤ 0.15 µm −1 , the converged thermal conductivity is estimated to be κ = 2150 ± 30 W/mK. In Refs. [12, 13] , the driving forces were chosen to be in the range of F e = 0.05 − 0.4Å −1 , which are about four orders of magnitude larger than the threshold value above which linear response breaks down. Using these unphysically large driving forces, the authors [12, 13] found that κ (t) of (10, 10)-CNT converges to about 100 W/mK within a couple of ps and the converged value increases with decreasing driving force. All these results deviate significantly from our results obtained in the linear response regime.
To validate our HNEMD result, we have performed EMD simulations for the same system. We performed 100 independent runs, each with 20 ns of production time. Figure 5(b) shows the running thermal conductivity κ(t). The averaged κ(t) (dashed line) converges well in the range of [1 ns, 2 ns] and we thus calculate 100 mean values in this range, from which we get a mean value and a standard error: κ = 2100 ± 100 W/mK. This is consistent with our HNEMD result and demonstrates the high efficiency of the HNEMD method as compared to the EMD method.
III. SUMMARY AND CONCLUSIONS
In summary, we have generalized the homogeneous nonequilibrium molecular dynamics method for thermal conductivity calculations by Evans [9] such that it can be applied to systems described by a general many-body potential. We have emphasized the fact that a proper selection of the driving force F e is essential. When it is sufficiently small such that the system is in the linear response regime, the calculated thermal conductivity is independent of the driving force and an accurate value of the thermal conductivity can be obtained by doing a few independent simulations with different driving forces. The results are consistent with those obtained by using the equilibrium molecular dynamics method based on the Green-Kubo relation but the current method is more than an order of magnitude more efficient. Therefore, compared to the equilibrium molecular dynamics method, it might be more promising to use the homogeneous nonequilibrium molecular dynamics method in molecular dynamics simulations based on density functional theory or machine-learning potentials, where the force calculations are much more expensive than the case with traditional empirical potentials.
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