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Figure 1: Graphs of the closed loop map corresponding to a 2-steps deadbeat quantized feedback.Chapter 1
Sistemi dissipativi non lineari
In questo paragrafo verr` a formalmente deﬁnito il concetto di sistema dinamico dissipativo e verranno
introdotte le nozioni di funzione di alimentazione e di funzione energia. In queste note per sistema
dinamico intenderemo un sistema in forma di stato (in generale non lineare) con ingresso u e uscita
y. Pi` u precisamente considereremo sistemi del tipo
Σ :
 
˙ x(t) = f(x(t),u(t))
y(t) = g(x(t),u(t))
t ∈ R, (1.1)
dove
x(t) ∈ X := Rn
u(t) ∈ U := Rm
y(t) ∈ Y := Rp.
(1.2)
Assumeremo che la funzione f : X × U → X sia suﬃcientemente regolare in modo tale che per ogni
condizione iniziale x0 ∈ X e per ogni ingresso u(t) continuo a tratti deﬁnito in [t0,+∞), esista unico
x(t) deﬁnito in [t0,+∞) tale che
 
˙ x(t) = f(x(t),u(t))
x(t0) = x0
∀t ≥ t0. (1.3)
E’ chiaro quindi che il valore x(t) dello stato x al tempo t ≥ t0 sar` a funzione di t,t0,x0 e del segnale u.
Indicheremo col simbolo φ tale funzione, cio` e supporremo che la soluzione x al tempo t della equazione
diﬀerenziale (1.3) sia data da
x(t) = φ(t,t0,x0,u).
La funzione φ soddisfa alcune interessanti propriet` a cha ora elencheremo. Per prima cosa ` e chiaro che
φ(t0,t0,x0,u) = x0
e che
φ(t,t0,x0,u) = φ(t,t1,φ(t1,t0,x0,u),u)
per ogni t0 ≤ t1 ≤ t. Inoltre il sistema prima deﬁnito ` e causale nel senso che se u1,u2 sono due ingressi
tali che u1(τ) = u2(τ) per tutti i τ ∈ [t0,t], allora si ha che
φ(τ,t0,x0,u1) = φ(τ,t0,x0,u2).
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Inﬁne si noti che le equazioni di stato da noi introdotte sono chiaramente tempo invarianti. Questa
restrizione, che potrebbe essere evitata senza combiamenti sostanziali nella teoria che verr` a introdotta,
tuttavia permette di sempliﬁcare notevolmente le formule e le notazioni. La tempo invarianza delle
equazioni di stato implica che la funzione φ non dipende dall’istante iniziale t0 e ﬁnale t ma pi` u
semplicemente dalla diﬀerenza dei due istanti. Non sar` a perci` o restrittivo supporre che l’istante
iniziale t0 concida con l’istante 0.
Sia dato un sistema dinamico continuo Σ. Una funzione
w : U × Y −→ R
(u,y)  → w(u,y)
(1.4)
` e detta funzione di alimentazione per il sistema Σ se per ogni intervallo [0,T], per ogni ingresso u(t)
deﬁnito in [0,T] e per ogni stato iniziale x0 ∈ X si ha che
  T
0
|w(u(t),y(t))|dt < ∞.
dove y(t) ` e l’uscita generata dal sistema Σ a partire dalla condizione iniziale x(0) = x0 alimentato
dall’ingresso u. In altre parole l’uscita corrispondente ad ogni ingresso e stato iniziale deve essere
tale che la funzione di alimentazione, pensata come funzione del tempo, sia localmente assolutamente
integrabile. Nota che, poich´ e l’uscita ` e sempre funzione istantanea dello stato e dell’ingresso, non ` e
restrittivo supporre in questo contesto che del sistema sia data solo l’equazione di aggiornamento dello
stato ˙ x = f(x,u) e che la funzione di alimentazione sia funzione dello stato e dell’ingresso, invece che
essere funzione dell’uscita e dell’ingresso.
ESEMPI
1. Sistema meccanico
Consideriamo un solido sottoposto ad un insieme di forze aventi come risultante la forza applicata
al baricentro del solido F(t) ∈ R3, funzione del tempo. Attraverso le leggi della meccanica
possiamo ottenere un sistema dinamico del tipo
 
˙ x(t) = f(x(t),F(t))
v(t) = g(x(t))
t ∈ R, (1.5)
dove v(t) ` e la velocit` a del baricentro del solido. Una possibile funzione di alimentazione con
signiﬁcato ﬁsico ` e la seguente
w(F,v) :=  F,v .
F
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2. Sistema elettrico
Consideriamo il semplice sistema elettrico RC in ﬁgura Allora
w(V,I) = V I,
che ` e la potenza assorbita dalla rete, ` e una funzione di alimentazione avente signiﬁcato ﬁsico per
la rete in questione.
3. Doppio bipolo
Consideriamo il doppio bipolo in ﬁgura
r
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Allora, con le convenzioni scelte per la misura delle tensioni e delle correnti, una funzione di
alimentazione con un signiﬁcato ﬁsico ` e la seguente:
w(V,I) = V TI = V1I1 + V2I2,
dove V =
 
V1
V2
 
pu` o essere considerato l’ingresso al doppio bipolo e I =
 
I1
I2
 
la sua uscita.
4. Sistema elettromeccanico: motore in continua
In un sistema elettromeccanico la funzione di alimentazione naturale e’ data dalla somma della
potenza elettrica e della potenza meccanica poiche’ entrambe sono rilevanti nel bilancio ener-
getico di un sistama di questo tipo. Quindi se V e’ la tenzione ai morsetti del motore, I e’ la
corrente che l’attraversa, ω e’ la velocita’ angolare dell’asse del motore e T e’ la coppia esterna
applicata all’asse del motore, allora
w = V I + ωT6 CHAPTER 1. SISTEMI DISSIPATIVI NON LINEARI
Per uno stesso sistema dinamico ` e possibile introdurre diverse funzioni di alimentazione. Di fatto la
propriet` a di dissipativit` a sar` a riferita alla coppia (Σ,w), sistema-funzione di alimentazione, e risulter` a
chiaro in seguito che uno stesso sistema associato a funzioni di alimentazione distinte potr` a avere
caratteristiche completamente diverse rispetto alla dissipativit` a. Come visto negli esempi precedenti
la scelta della funzione di alimentazione sar` a dettata dalla ﬁsica del sistema.
Daremo ora la deﬁnizione formale di sistema dissipativo. Secondo questa deﬁnizione, la dissipa-
tivit` a del sistema ` e legata all’esistenza di una funzione energia che dipende solamente dallo stato del
sistema e che quantiﬁca l’energia interna del sistema. Il lavoro fornito al sistema pu` o essere trasformato
integralmente o parzialmente in energia potenziale la quale pu` o essere poi restituita all’esterno.
Deﬁnizione 1 Un sistema dinamico Σ ` e detto dissipativo rispetto all funzione di alimentazione w se
esiste una funzione
S : X −→ R0+,
dove R0+ ` e l’insieme dei reali non negativi, tale che, per ogni T ≥ 0, per ogni ingresso u deﬁnito in
[0,T] e per ogni stato iniziale x(0) ∈ X si ha che
  T
0
w(u(t),y(t))dt ≥ S(x(T)) − S(x(0)), (1.6)
dove x(t) e y(t) sono rispettivamente lo stato e l’uscita all’istante t del sistema Σ alimentato dall’ingresso
u e il cui stato al tempo 0 sia x(0), cio` e
x(t) = φ(t,0,x(0),u) e y(t) = g(x(t),u(t))
Una funzione S( ) che soddisﬁ le condizioni della precedente deﬁnizione ` e detta funzione energia
immagazzinata per il sistema (Σ,w). Intuitivamente un sistema sar` a dissipativo se ogni sua evoluzione
sar` a accompagnata da un assorbimento di energia e una variazione dell’energia interna del sistema
tali che nel bilancio totale l’energia non potr` a aumentare, ma al massimo restare costante o diminuire.
L’energia assorbita dal sistema lungo l’evoluzione ` e
  T
0
w(u(t),y(t))dt,
mentre l’energia dissipata dal sistema lungo l’evoluzione sar` a data da
  T
0
w(u(t),y(t))dt + S(x(0)) − S(x(T)), (1.7)
che dovr` a essere sempre non negativa.
Nel seguito avremo a che fare spesso con la quantit` a del tipo
  T
0
w(u(t),y(t))dt,
che rappresentano le energie assorbite dal sistema in corrispondenza all’ingresso u deﬁnito in [0,T]
e supponendo che il sistema parta dallo stato iniziale x(0) ∈ X e che x(t) = φ(t,0,x(0),u), y(t) =
g(x(t),u(t)). Per brevit` a tutto ci` o sar` a abbreviato nel simbolo
  T
0
w(u(t),y(t))dt
x(0)→x(T)7
Nel caso particolare in cui lo stato iniziale x(0) coincida con lo stato ﬁnale x(T) si user` a il simbolo
  T
0
w(u(t),y(t))dt
x(0)→x(0)
E’ chiaro che la dissipativit` a implica che tali integrali sono sempre non negativi. Vedremo in seguito
che la condizione di avere gli integrali di questo tipo non negativi ` e strettamente pi` u debole della
dissipativit` a, cio` e possono esistere sistemi (Σ,w) non dissipativi per i quali si ha sempre che
  T
0
w(u(t),y(t))dt
x(0)→x(0)
≥ 0.
Nota che, dato un sistema dissipativo (Σ,w), possono esistere inﬁnite funzioni energia immagazz-
inata. Di fatto ` e facile veriﬁcare che se S( ) ` e una funzione energia immagazzinata, allora S′( ) :=
S( ) + k, k ∈ R, ` e ancora una funzione energia immagazzinata, a condizione che sia ancora a valori
non negativi. Quindi
¯ S(x) := S(x) − inf
x∈X
S(x)
e’ la funzione energia piu’ piccola direttamente deﬁnibile deﬁnibile a partire da S(x). Si noti che se
infx∈X S(x) in realta’ e’ un minimo, cioe’ se esiste x∗ tale che S(x∗) ≥ S(x) per ogni x ∈ X, allora
esiste una funzione energia che puo’ assumere valori nulli. Per rendere matematicamente piu’ semplice
la trattazione, nel seguito restrigeremo la nostra attenzione solo a sistemi dissipativi che ammettono
funzioni energia di questo tipo (anche perche’ non si conoscono sistemi dissipativi rilevanti in qui
questa ipotesi non valee).
IPOTESI nella deﬁnizione 1 si impone che esista x∗ ∈ X tale che S(x∗) = 0.
In realt` a l’indeterminazione sulla funzione energia immagazzinata non ` e completamente determi-
nata dalla costante additiva k e in generale la parametrizzazione di tutte le possibili funzioni energia
immagazinata ` e un problema arduo. Per questo motivo la deﬁnizione precedente ha scarso valore op-
erativo per la veriﬁca della dissipativit` a. In realt` a esiste una funzione energia immagazinata canonica
che pu` o sempre essere deﬁnita per tutti i sistemi dissipativi e la cui esistenza ` e condizione necessaria e
suﬃciente per la dissipativit` a del sistema. Tale funzione energia immagazzinata ` e la cosidetta funzione
energia disponibile.
Deﬁnizione 2 Dato un sistema dinamico Σ e una funzione di alimentazione w, la funzione energia
disponibile ` e la mappa
Sd : X −→ Re,
dove Re ` e l’insieme dei reali estesi con +∞ e −∞, deﬁnita per ogni x0 ∈ X nel modo seguente
Sd(x0) := sup
T≥0
u
{−
  T
0
w(u(t),y(t))dt
x0→
}.
dove l’estremo superiore ` e calcolato rispetto a tutti i possibili ingressi u applicati dall’istante 0
all’istante T e supponendo che lo stato iniziale sia x(0) = x0.8 CHAPTER 1. SISTEMI DISSIPATIVI NON LINEARI
E’ immediato veriﬁcare che, per come ` e deﬁnita, la funzione energia disponibile ` e a valori non neg-
ativi. Il seguente teorema mostra che, quando il sistema ` e dissipativo, la funzione energia disponibile
fornisce eﬀettivamente una funzione energia.
Teorema 1 Sia (Σ,w) un sistema dinamico con funzione di alimentazione. Allora (Σ,w) ` e dissipativo
se e solo se
1. Sd(x) < +∞ per ogni x ∈ X;
2. Sd(x∗) = 0 per un qualche x∗ ∈ X.
In tal caso Sd(x) fornisce una funzione energia immagazzinata e inoltre ogni possibile funzione energia
immagazzinata S(x) soddisfa la disuguaglianza
0 ≤ Sd(x) ≤ S(x), ∀x ∈ X. (1.8)
Dim. Supponiamo che (Σ,w) sia dissipativo e che S(x) sia una funzione energia per tale sistema.
Allora per ogni stato iniziale x0 ∈ X e per ogni ingresso u si ha che
S(x0) +
  T
0
w(u(t),y(t))dt
x0→x(T)
≥ S(x(T)) ≥ 0.
da cui si ottiene che
S(x0) ≥ −
  T
0
w(u(t),y(t))dt
x0→x(T)
.
Siccome tale disuguaglianza vale per ogni T ≥ 0 e per ogni ingresso u, allora possiamo concludere che
Sd(x0) = sup
T≥0
u
{−
  T
0
w(u(t),y(t))dt
x0→
} ≤ S(x0)
e che quindi Sd(x0) ` e ﬁnito e (1.8) ` e veriﬁcata. Inoltre siccome per ipotesi esiste x∗ ∈ X tale che
S(x∗) = 0, la (1.8) implica che Sd(x∗) = 0.
Supponiamo viceversa che Sd(x) ` e ﬁnito per ogni x ∈ X e che esista x∗ ∈ X tale che Sd(x∗) = 0. Per
mostrare che (Σ,w) ` e dissipativo con Sd(x0) come funzione energia immagazzinata basta dimostrare
che per ogni stato iniziale x0 ∈ X e per ogni ingresso u che porti lo stato da x0 a x(T) = x1 si ha che
Sd(x0) +
  T
0
w(u(t),y(t))dt
x0→x1
≥ Sd(x1). (1.9)
Per la deﬁnizione di estremo superiore, per ogni ǫ > 0 esiste un T1 ≥ 0 e un ingresso u1 tali che
−
  T1
0
w(u1(t),y1(t))dt
x1→x(T1)
> Sd(x1) − ǫ.1.1. DISSIPATIVIT` A DI SISTEMI DINAMICI RAGGIUNGIBILI 9
Se consideriamo l’evoluzione del sistema a partire dallo stato iniziale x0 con ingresso u′ cos` ıdeﬁnito
u′(t) :=
 
u(t), if 0 ≤ t ≤ T
u1(t − T), if T ≤ t ≤ T + T1
allora avremo che
Sd(x0) ≥ −
  T+T1
0
w(u′(t),y′(t))dt
x0→x(T1)
e quindi che
Sd(x0) +
  T
0
w(u(t),y(t))dt
x0→x1
≥ −
  T+T1
0
w(u′(t),y′(t))dt
x0→x(T1)
+
  T
0
w(u(t),y(t))dt
x0→x1
=
−
  T+T1
T
w(u′(t),y′(t))dt
x1→x(T1)
= −
  T1
0
w(u1(t),y1(t))dt
x1→x(T1)
> Sd(x1) − ǫ.
Poich´ e tale disuguaglianza vale per tutti gli ǫ > 0, allora la (1.9) ` e veriﬁcata.
Abbiamo visto come il teorema precedente permetta, almeno in linea di principio, di veriﬁcare
se un sistema ` e dissipativo, evidenziando una funzione energia immagazzinata canonica, che ` e la
funzione energia disponibile Sd(x). Si osservi inoltre che i punti a energia disponibile nulla hanno
una particolare proprieta’. Infatti, ogni evoluzione che parte dallo stato x∗ a energia disponibile nulla
veriﬁca la condizione
  T
0
w(u(t),y(t))dt
x∗→x(T)
≥ 0. (1.10)
1.1 Dissipativit` a di sistemi dinamici raggiungibili
Cominciamo il capitolo introducendo la deﬁnizione di raggiungibilita’ di un sistema a partire da uno
stato..
Dato un sistema dinamico Σ e uno stato x∗ ∈ X diciamo che Σ ` e raggiungibile da x∗ se per ogni
x ∈ X esiste T ≥ 0 e un ingresso u tale che
x = φ(T,0,x∗,u),
cio` e l’ingresso u causa un’evoluzione dello stato del sistema dallo stato iniziale x∗ allo stato x(T) = x.
Viceversa diciamo che Σ ` e controllabile a x∗ se per ogni x ∈ X esiste T ≥ 0 e un ingresso u tale che
x∗ = φ(T,0,x,u),
cio` e l’ingresso u causa un’evoluzione dello stato del sistema dallo stato iniziale x allo stato x(T) = x∗.
Introduciamo ora una funzione dello stato.
Deﬁnizione 3 Sia dato un sistema dinamico Σ, una funzione di alimentazione w e una stato x∗ ∈ X.
La funzione energia richiesta (a partire da x∗) ` e la mappa
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deﬁnita per ogni x0 ∈ X nel modo seguente
Sr,x∗(x) :=

   
   
+∞ se x non ` e raggiungibile da x∗
inf
T≥0
u
{
  T
0
w(u(t),y(t))dt
x∗→x
} se x ` e raggiungibile da x∗.
dove l’estremo inferiore ` e calcolato rispetto a tutti i possibili ingressi u applicati dall’istante 0 all’istante
T che portano dallo stato x∗ allo stato x.
E’ ovvio che l’estremo inferiore nella deﬁnizione di Sr,x∗(x) esiste se e solo se x ` e raggiungibile
a partire da x∗, perch´ e allora l’insieme numerico di cui si cerca l’estremo inferiore ` e non vuoto.
Intuitivamente Sr,x∗(x) coincide con la minima energia necessaria a portare lo stato di Σ da x∗ a x.
Nel caso che non sia possibile raggiungere lo stato x da x∗ poniamo convenzionalmente all’inﬁnito tale
energia.
Per sistemi raggiungibili la veriﬁca della dissipativit` a ` e pi` u semplice e inoltre pu` o essere la fun-
zione energia richiesta ` e veraramente una funzione energia nel senso che soddisfa la disugualianza di
dissipazione.
Teorema 2 Sia (Σ,w) un sistema dinamico con funzione di alimentazione. Se esiste x∗ ∈ X tale che
1. Σ ` e raggiungibile da x∗;
2. Sd(x∗) = 0.
allora
(i) (Σ,w) ` e dissipativo;
(ii) Sr,x∗(x) fornisce una funzione energia immagazzinata;
(iii) per ogni funzione energia immagazzinata S(x) tale che S(x∗) = 0 si ha che
0 ≤ Sd(x) ≤ S(x) ≤ Sr,x∗(x), ∀x ∈ X. (1.11)
Dim. Se riusciamo a dimostrare (ii) allora anche (i) e automaticamente dimostrata.
Per prima cosa si osservi che, essendo x∗ uno stato a energia disponibile nulla allora Sr,x∗(x) ` e a
valori non negativi e inoltre Sr,x∗(x∗) = 0.
Per dimostrare che Sr,x∗(x) fornisce una funzione energia immagazzinata resta da veriﬁcare che
per ogni T ≥ 0 e per ogni ingresso u che porta lo stato da x(0) = x1 a x(T) = x2 si ha che
  T
0
w(u(t),y(t))dt
x1→x2
≥ Sr,x∗(x2) − Sr,x∗(x1). (1.12)
Nota che
  T
0
w(u(t),y(t))dt
x1→x2
= inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x∗→x1
} +
  T
0
w(u(t),y(t))dt
x1→x21.2. DISUGUALIANZA DI DISSIPAZIONE IN FORMA DIFFERENZIALE 11
− inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x∗→x1
} ≥ inf
T1≥0,T≥0
u
{
  T
−T1
w(u(t),y(t))dt
x∗→x2
}
− inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x∗→x1
} = Sr,x∗(x2) − Sr,x∗(x1).
Resta da dimostare che vale l’ultima disugualianza in (1.11). Poich´ e per ogni stato iniziale x ∈ X
e per ogni ingresso u che porta lo stato da x a x∗ si ha che
  T
0
w(u(t),y(t))dt
x→x∗
≥ S(x) − S(x∗) = S(x),
allora avremo che anche l’estremo inferiore del primo membro al variare di T ≥ 0 e u soddisfer` a tale
disuguaglianza, cio` e
S(x) ≤ inf
T≥0
u
{
  T
0
w(u(t),y(t))dt
x∗→x
} = Sr,x∗(x)
e quindi (1.11) ` e dimostrata.
Il teorema precedente permette di sempliﬁcare notevolmente la veriﬁca della dissipativit` a di un
sistema (Σ,w) nel caso in cui Σ sia raggiungibile a partire da uno stato x∗ ∈ X a energia disponibile
nulla.
Invece la disuguaglianza (1.11) pu` o essere letta nel modo seguente: in un sistema dissipativo
l’energia immagazzinata in uno stato x ` e sempre maggiore o uguale all’energia massima che pu` o essere
estratta dal sistema quando lo stato ` e inizializzato a x, mentre ` e minore o uguale al lavoro richiesto
per raggiungere x da uno stato a energia nulla.
Il fatto che ogni energia sia compresa tra Sd(x∗) e Sr,x∗(x) non signiﬁca che ogni funzione li’
compresa fornisca una funzione energia immagazzinata. Si pu` o dimostrare facilmente solo che l’insieme
delle funzioni energia immagazzinata ` e convesso cio` e che se S1(x),S2(x) sono due funzioni energia
immagazzinata, allora per ogni α ∈ [0,1]
Sα(x) := αS1(x) + (1 − α)S2(x)
` e una funzione energia immagazzinata per il sistema. Ne segue che αSd(x) + (1 − α)Sr,x∗(x) ` e una
funzione energia immagazzinata per ogni α ∈ [0,1].
1.2 Disugualianza di dissipazione in forma diﬀerenziale
Supponiamo che (Σ,w) sia dissipativo e che esista una funzione energia diﬀerenziabile. Allora sappiamo
che vale   T
0
w(u(t),y(t))dt ≥ S(x(T)) − S(x),
supponendo che x(0) = x. Si noti che Il primo e secondo membro sono entrambe funzioni di T
diﬀerenziabile e che assumono valore nullo per T = 0. Poiche’ il primo membro e maggiore del12 CHAPTER 1. SISTEMI DISSIPATIVI NON LINEARI
secondo, allora la derivata in T = 0 del primo membro deve essere maggiore o uguale della derivata
del secondo membro. Da cio’ segue che
w(u(0),y(0)) ≥
d
dt
S(x(t))|t=0
Nota che y(0) = h(x(0),u(0). Nota inoltre che le disugualianza precedente vale per ogni stato iniziale
x(0) = x e per ogni ingresso iniziale u(0) = u. Inoltre siccome S e’ diﬀerenziabile, si ottiene che
w(u,h(x,u)) ≥
∂S
∂x
(x)
dx
dt
=
∂S
∂x
(x)f(x,u)
dove x,u possono essere scelti arbitrariamente e dove ∂S
∂x e’ il gradiente di S. Quindi dalla disugualianza
di dissipazione, se S e’ diﬀerenziabile, allora si ha che
w(u,h(x,u)) ≥
∂S
∂x
(x)f(x,u) ∀ x,u (1.13)
Si puo’ dimostrare viceversa che se vale la (1.13) per una qualche S diﬀerenziabile tale che S(x) ≥ 0
per ogni x e tale che S(x∗) = 0 per qualche x∗, allora vale la disugualianza di dissipazione e quindi
(Σ,w) e’ dissipativo.
1.3 Sistema dissipativi generalizzati
Sono state introdotte in letteratura altre deﬁnizioni di sistema dissipativo. In questo paragrafo ne
elencheremo alcune e indagheremo le connessioni esistenti tra di esse.
Deﬁnizione 4 Un sistema dinamico (Σ,w) ` e detto
1. Ciclo-dissipativo se per ogni stato x0 ∈ X e per ogni ingresso u che porti lo stato da x(0) = x0
a x(T) = x0 si ha che
  T
0
w(u(t),y(t))dt
x0→x0
≥ 0. (1.14)
2. Dissipativo generalizzato se esiste una funzione
S : X −→ R,
(non necessariamente non negativa) tale che, per ogni T ≥ 0, per ogni ingresso u deﬁnito in
[0,T] e per ogni stato iniziale x(0) ∈ X si ha che
  T
0
w(u(t),y(t))dt.
x(0)→x(T)
≥ S(x(T)) − S(x(0)). (1.15)
Tale funzione energia ` e detta funzione energia con segno.
In un sistema ciclo-dissipativo l’eﬀettuazione di un ciclo nello spazio dello stato non comporta mai
un rilascio netto di energia. Per quanto riguarda la deﬁnizione dei sistemi dissipativi generalizzati,
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sia a valori non negativi. Come conseguenza non possiamo escludere a priori che in un sistema
dissipativo generalizzato la funzione energia disponibile possa essere inﬁnita in qualche stato e che
quindi sia possibile estrarre energia inﬁnita dal sistema.
E’ evidente che un sistema dissipativo ` e anche dissipativo generalizzato e che un sistema dissipativo
generalizzato ` e ciclo-dissipativo. In generale la caratterizzazione di queste nozioni di dissipativit` a ` e
questione molto diﬃcile. Se per` o assumiamo la raggiungibilit` a del sistema Σ, allora si possono ottenere
dei risultati signiﬁcativi. Infatti in tal caso si dimostra che le nozioni di dissipativit` a generalizzata e di
ciclodissipativita’ diventano equivalenti come mostrato dal seguente teorema. Nel teorema che segue
giochera’ un ruolo interessante anche una ulteriore funzione energia
Deﬁnizione 5 Sia dato un sistema dinamico Σ, una funzione di alimentazione w e una stato x∗ ∈ X.
La funzione energia disponibile con stato terminale x∗ ` e la mappa
Sd,x∗ : X −→ Re
deﬁnita per ogni x0 ∈ X nel modo seguente
Sd,x∗(x) :=

   
   
−∞ se x∗ non ` e raggiungibile da x
sup
T≥0
u
{−
  T
0
w(u(t),y(t))dt
x→x∗
} se x∗ ` e raggiungibile da x.
dove l’estremo inferiore ` e calcolato rispetto a tutti i possibili ingressi u applicati dall’istante 0 all’istante
T che portano dallo stato x∗ allo stato x.
E’ ovvio che l’estremo superiore nella deﬁnizione di Sd,x∗(x) esiste se e solo se x∗ ` e raggiungi-
bile a partire da x, perch´ e allora l’insieme numerico di cui si cerca l’estremo inferiore ` e non vuoto.
Intuitivamente Sd,x∗(x) coincide con la massima energia estraibile dal sistema quando si porta lo
stato del sistema da x a x∗. Nel caso che non sia possibile raggiungere lo stato x da x∗ poniamo
convenzionalmente a meno inﬁnito tale energia.
Teorema 3 Sia dato un sistema dinamico con funzione di alimentazione (Σ,w) e supponiamo che
Σ sia raggiungibile (cio` e che ogni stato sia raggiungibile a partire da un qualsiasi altro). Allora le
seguenti aﬀermazioni sono equivalenti:
1. (Σ,w) ` e dissipativo generalizzato.
2. (Σ,w) ` e ciclo-dissipativo.
3. Per un qualsiasi stato x∗ ∈ X la funzione Sr,x∗(x) ` e ﬁnita per ogni x ∈ X.
4. Per un qualsiasi stato x∗ ∈ X la funzione Sd,x∗(x) ` e ﬁnita per ogni x ∈ X.
In tali ipotesi la funzione energia richiesta Sr,x∗(x) fornisce una funzione energia con segno per il
sistema dissipativo generalizzato (Σ,w). Inoltre per ogni funzione energia con segno S(x) tale che
S(x∗) = 0 si ha che
Sd,x∗(x) ≤ S(x) ≤ Sr,x∗(x) (1.16)14 CHAPTER 1. SISTEMI DISSIPATIVI NON LINEARI
Dim. (1.⇒2.) E’ facile.
(1.⇒3.) E’ chiaro che la raggiungibilita’ implica che Sr,x∗(x) < +∞. Viceversa, sia S(x) una
funzione energia con segno per il sistema. Poich´ e per ogni stato ﬁnale x ∈ X e per ogni ingresso u che
porta lo stato da x∗ a x si ha che
  T
0
w(u(t),y(t))dt
x∗→x
≥ S(x) − S(x∗)
allora avremo che anche l’estremo inferiore del primo membro al variare di T ≥ 0 e u soddisfer` a tale
disuguaglianza, cio` e
S(x) − S(x∗) ≤ inf
T≥0
u
{
  T
0
w(u(t),y(t))dt
x∗→x
} = Sr,x∗(x)
e quindi Sr,x∗(x) > −∞. Inoltre per le funzioni energia con segno S(x) tali che S(x∗) = 0 si ha che la
precedente disugualianza implica seconda disugualianza della (1.16).
(1.⇒4.) E’ chiaro che la raggiungibilita’ implica che Sd,x∗(x) > −∞. Viceversa, sia S(x) una
funzione energia con segno per il sistema. Poich´ e per ogni stato iniziale x ∈ X e per ogni ingresso u
che porta lo stato da x a x∗ si ha che
  T
0
w(u(t),y(t))dt
x→x∗
≥ S(x∗) − S(x)
allora
S(x) − S(x∗) ≥ sup
T≥0
u
{−
  T
0
w(u(t),y(t))dt
x→x∗
} = Sd,x∗(x)
e quindi Sd,x∗(x) < +∞. Inoltre per le funzioni energia con segno S(x) tali che S(x∗) = 0 si ha che la
precedente disugualianza implica prima disugualianza della (1.16).
(2.⇒3.) Sia x ∈ X. Poich´ e x ` e raggiungibile da x∗, allora esiste T ≥ 0 e un ingresso u che porta
lo stato da x∗ a x(T) = x. Su tale traiettoria si ha che
Sr,x∗(x) ≤
  T
0
w(u(t),y(t))dt
x∗→x
< +∞.
Viceversa poich´ e x∗ ` e raggiungibile da x, allora esiste ¯ T ≥ 0 e un ingresso ¯ u che porta lo stato da x a
x(¯ T) = x∗. Allora per ogni ingresso u che porta lo stato da x∗ a x(T) = x si ha che
  T
0
w(u(t),y(t))dt
x∗→x
+
  ¯ T
0
w(¯ u(t), ¯ y(t))dt
x→x∗
=
  T+ ¯ T
0
w(u′(t),y′(t))dt
x∗→x∗
≥ 0,
dove
u′(t) :=
 
u(t), se 0 ≤ t ≤ T
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Quindi
Sr,x∗(x) = inf
T≥0
u
{
  T
0
w(u(t),y(t))dt
x∗→x
} ≥ −
  ¯ T
0
w(¯ u(t), ¯ y(t))dt
x→x∗
> −∞.
(3.⇒1.) E’ suﬃciente dimostrare che Sr,x∗(x) ` e una funzione energia con segno per il sistema (Σ,w).
Quindi basta veriﬁcare che per ogni T ≥ 0 e per ogni ingresso u che porta lo stato da x(0) = x1 a
x(T) = x2 si ha che
  T
0
w(u(t),y(t))dt
x1→x2
≥ Sr,x∗(x2) − Sr,x∗(x1). (1.17)
Nota che
  T
0
w(u(t),y(t))dt
x1→x2
= inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x∗→x1
} +
  T
0
w(u(t),y(t))dt
x1→x2
− inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x∗→x1
} ≥ inf
T1≥0,T≥0
u
{
  T
−T1
w(u(t),y(t))dt
x∗→x2
}
− inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x∗→x1
} = Sr,x∗(x2) − Sr,x∗(x1).
(4.⇒1.) E’ suﬃciente dimostrare che Sd,x∗(x) ` e una funzione energia con segno per il sistema
(Σ,w). Quindi basta veriﬁcare che per ogni T ≥ 0 e per ogni ingresso u che porta lo stato da
x(0) = x1 a x(T) = x2 si ha che
  T
0
w(u(t),y(t))dt
x1→x2
≥ Sd,x∗(x2) − Sd,x∗(x1). (1.18)
Nota che
  T
0
w(u(t),y(t))dt
x1→x2
= inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x2→x∗
} +
  T
0
w(u(t),y(t))dt
x1→x2
− inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x2→x∗
} ≥ inf
T1≥0,T≥0
u
{
  T
−T1
w(u(t),y(t))dt
x1→x∗
}
inf
T1≥0
u
{
  0
−T1
w(u(t),y(t))dt
x2→x∗
} = Sd,x∗(x2) − Sd,x∗(x1).
Una ovvia conseguenza del precedente teorema e’ che per i sistemi dissipativi si ha che Sd,x∗(x) e’
ﬁnita e che Sd,x∗(x) ≤ Sd(x). Come mostreremo in seguito, esistono sistemi dissipativi in cui Sd,x∗(x)16 CHAPTER 1. SISTEMI DISSIPATIVI NON LINEARI
e Sd(x) non coincidono. Conseguenza di cio’ che abbiamo visto ﬁnora e’ che, in questi casi, Sd,x∗(x)
non puo’ essere a valori non negativi (in altre parole esisteranno stati in cui tale funzione assume valori
negativi) e quindi non puo’ essere una funzione energia con segno.
1.4 Sistemi dissipativi senza perdite
In questa parte analizzeremo una particolare classe di sistemi dissipativi nei quali c’` e conservazione
dell’energia globale del sistema. Questi sistemi sono detti sistemi dissipativi senza perdite.
Deﬁnizione 6 Un sistema dinamico Σ ` e detto dissipativo senza perdite rispetto alla funzione di
alimentazione w se esiste una funzione
S : X −→ R0+
tale che, per ogni T ≥ 0, per ogni ingresso u deﬁnito in [0,T] e per ogni stato iniziale x(0) ∈ X si ha
che
  T
0
w(u(t),y(t))dt
x0→x(T)
= S(x(T)) − S(x(0)). (1.19)
dove x(t) e y(t) sono rispettivamente lo stato e l’uscita all’istante t. Le funzioni energia immagazzinata
soddisfacenti alla (1.19) sono dette funzioni energia esatte per il sistema dissipativo senza perdite.
Anche nel caso di sistemi dissipativi senza perdite si assumera’ sempre che le funzioni energia am-
mettano uno stato a energia nulla, cioe’ che esista x∗ tale che S(x∗) = 0. Secondo la dﬁnizioneappena
enunciata nei sistemi dissipativi senza perdite l’incremento di energia immagazzinata ` e esattamente
uguale all’energia fornita a Σ per far descrivere la traiettoria. Questa particolare classe di sistemi
dissipativi gode di notevoli propriet` a. Innanzi tutto, se abbiamo raggiungibilit` a, per questi sistemi
dissipativi funzione energia ` e unica a meno di una costante additiva.
Teorema 4 Sia (Σ,w) un sistema dissipativo senza perdite e supponiamo che Σ sia raggiungibile.
Allora la funzione energia immagazzinata per (Σ,w) ` e unicamente determinata.
Dim. Sia S(x) una qualsiasi funzione energia. Allora
Sd(x) = sup
T≥0
u
{−
  T
0
w(u(t),y(t))dt
x→x(T)
} = S(x) − inf
x(T)∈X
(S(x(T))) = S(x)
e quindi Sd(x) e S(x) coincidono a meno di una costate additiva.
Nota che, mentre da una parte il fatto che un sistema dissipativo sia senza perdite implica l’esistenza
di un’unica funzione energia, non ` e vero viceversa che un sistema dissipativo avente un’unica funzione
energia sia per forza senza perdite.
L’assenza di perdite pu` o essere introdotta in modo analogo anche nell’ambito di sistemi ciclo
dissipativi e dei sistemi dissipativi generalizzati.
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1. Ciclo-dissipativo senza perdite se per ogni stato x0 ∈ X e per ogni ingresso u che porti lo
stato da x(0) = x0 a x(T) = x0 si ha che
  T
0
w(u(t),y(t))dt
x0→x0
= 0. (1.20)
2. Dissipativo generalizzato senza perdite se esiste una funzione
S : X −→ R,
(non necessariamente non negativa) tale che, per ogni T ≥ 0, per ogni ingresso u deﬁnito in
[0,T] e per ogni stato iniziale x(0) ∈ X si ha che
  T
0
w(u(t),y(t))dt
x(0)→x(T)
= S(x(T)) − S(x(0)). (1.21)
E’ evidente che un sistema dissipativo senza perdite ` e anche dissipativo generalizzato senza perdite
e che un sistema dissipativo generalizzato senza perdite ` e ciclo-dissipativo senza perdite. Per sistemi
raggiungibili possono essere ottenute relazioni pi` u forti tra i concetti introdotti.
Teorema 5 Sia dato un sistema dinamico con funzione di alimentazione (Σ,w) e supponiamo che Σ
sia raggiungibile. Allora
1. (Σ,w) ` e dissipativo generalizzato senza perdite se e solo se ` e ciclo-dissipativo senza perdite e
in tal caso la funzione energia con segno ` e unicamente determinata a meno di una costante
additiva.
2. Se (Σ,w) ` e dissipativo allora ` e dissipativo senza perdite se e solo se ` e ciclo-dissipativo senza
perdite.
Dim. 1. Basta dimostrare che se per ogni evoluzione ciclica di stato si ha che
  T
0
w(u(t),y(t))dt
x0→x0
= 0,
allora ` e dissipativo generalizzato senza perdite. A tale scopo prendiamo un qualsiasi x∗ ∈ X e consid-
eriamo la funzione
S(x) :=
  T
0
w(u(t),y(t))dt
x∗→x
.
Tale funzione ` e ben deﬁnita dato che l’integrale a secondo membro non dipende dalla particolare
traiettoria. Infatti sia ¯ u deﬁnito in [T,T + ¯ T] che porta lo stato da x(T) = x a x(T + ¯ T) = x∗. Allora
  T
0
w(u(t),y(t))dt
x∗→x
+
  T+¯ T
T
w(¯ u(t), ¯ y(t))dt
x→x∗
=
  T+¯ T
0
w(u(t),y(t))dt
x∗→x∗
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e quindi
  T
0
w(u(t),y(t))dt
x∗→x
= −
  T+ ¯ T
T
w(¯ u(t), ¯ y(t))dt
x→x∗
.
Siano ora x1,x2 ∈ X e u un ingresso tale da portare lo stato da x(0) = x1 a x(T) = x2. Allora
  T
0
w(u(t),y(t))dt
x1→x2
+ S(x1) =
  T
0
w(u(t),y(t))dt
x1→x2
+
  T+T′
T
w(u′(t),y′(t))dt
x∗→x1
= S(x2)
e quindi la (1.21) ` e cos` ıveriﬁcata. Inﬁne dalla (1.21) segue che se S′(x) ` e un’altra funzione energia con
segno, allora per ogni x ∈ X si ha
S′(x) = S(x) + S′(x∗),
per cui le due funzioni diﬀeriscono solo per la costante S′(x∗).
2. Da una parte ` e ovvia. Per la parte precedente abbiamo che (Σ,w) ` e dissipativo generalizzato
senza perdite e quindi esiste una funzione energia con segno S(x) tale che valga la (1.21). Poich´ e
(Σ,w) ` e dissipativo esiste una funzione energia ¯ S(x) tale che valga la (1.6). Mettendo insieme le due
relazioni
S(x) − S(x∗) =
  T
0
w(u(t),y(t))dt
x∗→x
≥ ¯ S(x) − ¯ S(x∗).
Da ci` o possiamo concludere che ˆ S(x) := S(x) − S(x∗) + ¯ S(x∗) ` e a valori non negativi e soddisfa la
(1.21).Chapter 2
Sistemi dissipativi lineari
2.1 Preliminari di algebra lineare
Siano X,Y due spazi vettoriali su R. Una funzione
B : X × Y −→ R
` e detta bilineare se
B(a1x1 + a2x2,y) = a1B(x1,y) + a2B(x2,y)
B(x,b1y1 + b2y2) = b1B(x,y1) + b2B(x,y2)
per tutti a1,a2,b1,b2 ∈ R, x,x1,x2 ∈ X e y,y1,y2 ∈ Y . Sia B : X × X → R una funzione bilineare.
Allora B si dice simmetrica se B(x,y) = B(y,x), mentre si dice antisimmetrica se B(x,y) = −B(y,x).
Nota che se B : X ×X → R ` e una funzione bilineare qualsiasi, allora la funzione bilineare BS deﬁnita
come segue
BS(x,y) :=
1
2
(B(x,y) + B(y,x))
` e simmetrica e si dice parte simmetrica di B. D’altro canto la funzione bilineare BA deﬁnita come
segue
BA(x,y) :=
1
2
(B(x,y) − B(y,x))
` e antisimmetrica e si dice parte antisimmetrica di B. Nota inﬁne che
B(x,y) = BS(x,y) + BA(x,y).
Se X ` e uno spazio vettoriale su R, allora una funzione
F : X → R
` e detta quadratica se esiste una funzione bilineare B : X × X −→ R tale che
F(x) = B(x,x)
per tutti x ∈ X. E’ facile veriﬁcare che due funzioni bilineari B1,B2 individuano la stessa funzione
quadratica se e solo se hanno stessa parte simmetrica, cio` e BS
1 = BS
2 . Quindi la funzione quadratica
` e individuata dalla parte simmetrica della funzione bilineare.
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Se X = Rn,Y = Rm, allora ogni funzione bilineare pu` o essere rappresentata in modo unico
attraverso una matrice n × m. Infatti se B : X × Y → R ` e una funzione bilineare, allora esiste unica
M ∈ Rn×m tale che
B(x,y) = xTMy.
Sia infatti {e′
1,...,e′
n} la base canonica di Rn e {e′′
1,...,e′′
m} la base canonica di Rm. Sia inoltre
mij := B(e′
i,e′′
j)
e sia M la matrice n × m avente come elementi mij. Allora per ogni x = (x1,...,xn)T ∈ Rn e
y = (y1,...,ym)T ∈ Rm si ha che
B(x,y) = B(
n  
i=1
xie′
i,
m  
j=1
yje′′
j) =
n  
i=1
xiB(e′
i,
m  
j=1
yje′′
j) =
n  
i=1
m  
j=1
xiyjmij = xTMy.
L’unicit` a della rappresentazione di funzioni bilineari tramite matrici ` e facile da veriﬁcare. Nota che
a funzioni bilineari simmetriche corrispondono matrici simmetriche e che a funzioni bilineari antisim-
metriche corrispondono matrici antisimmetriche (M si dice antisimmetrica se MT = −M).
Segue da quanto visto per le funzioni bilineari che se X = Rn, allora ogni funzione quadratica pu` o
essere rappresentata da una matrice Rn×n nel senso che esiste M ∈ Rn×n tale che
F(x) = xTMx.
Tale rappresentazione ` e unica se consideriamo solo matrici simmetriche.
In questo capitolo avremo spesso a che vedere con funzioni quadratiche o col problema di dimostrare
che una funzione ` e quadratica. A questo ﬁne ` e utile la seguente proposizione.
Proposizione 1 Sia X = Rn e sia F : X −→ R. Allora le seguenti aﬀermazioni sono equivalenti:
1. La funzione F ` e quadratica.
2. La funzione F ` e continua in 0 e soddisfa la seguente identit` a
F(x + y) + F(x − y) = 2F(x) + 2F(y), ∀x,y ∈ X (2.1)
(detta identit` a del parallelogramma).
Dim. (1.⇒2.) Sia M ∈ Rn×n tale che F(x) = xTMx. Allora
|F(x)| = |xTMx| ≤ ||x|| ||Mx|| ≤ ||M|| ||x||2, (2.2)
dove nei passaggi sopra si ` e usata la disuguaglianza di Schwarz xTy ≤ ||x|| ||y|| e dove
||M|| := supx =0
||Mx||
||x||
.
Dalla (2.2) segue immediatamente la continuit` a di F nell’origine. Inoltre
F(x + y) + F(x − y) = (x + y)TM(x + y) + (x − y)TM(x − y) = 2xTMx + 2yTMy = 2F(x) + 2F(y).
(2.⇒1.) Sia ¯ B(x,y) := 1/4(F(x + y) − F(x − y)). Vogliamo mostrare che ¯ B ` e bilineare e che
F(x) = ¯ B(x,x). Quest’ultimo fatto si ottiene direttamente dalla deﬁnizione di ¯ B(x,x), notando che2.1. PRELIMINARI DI ALGEBRA LINEARE 21
se y = x, allora dalla (2.1) si ha che F(2x) = 4F(x). Si noti inoltre che, per (2.1), scambiando x con
y, si ottiene
F(y + x) + F(y − x) = 2F(y) + 2F(x) = F(x + y) + F(x − y)
che implica F(y − x) = F(x − y) e quindi
¯ B(x,y) = 1/4(F(x + y) − F(x − y)) = 1/4(F(x + y) − F(y − x)) = ¯ B(y,x),
il che signiﬁca che ¯ B ` e simmetrica.
Da questo fatto, per dimostrare che ¯ B ` e bilineare ` e suﬃciente mostrare che valgono le seguenti due
propriet` a:
¯ B(x + y,z) = ¯ B(x,z) + ¯ B(y,z) (2.3)
per tutti x,y,z ∈ X e che
¯ B(ax,y) = a ¯ B(x,y) (2.4)
per tutti a ∈ R, x,y ∈ X.
Siano x,y,z ∈ X. Allora
¯ B(x,z) + ¯ B(y,z) = 1/4(F(x + y) + F(y + z) − F(x − z) − F(y − z)) =
= 1/8(F(x + y + 2z) + F(x − y) − F(x + y − 2z) − F(x − y)) =
= 1/2 ¯ B(x + y,2z)
Ponendo y = 0 si ottiene che ¯ B(x,z) = 1/2 ¯ B(x,2z) per tutti x,z ∈ X. Ci` o implica che
¯ B(x,z) + ¯ B(y,z) = 1/2 ¯ B(x + y,2z) = ¯ B(x + y,z).
Dimostriamo ora la (2.4). Si noti che
¯ B(nx,y) = ¯ B(x + x +     + x,y) = ¯ B(x,y) + ¯ B(x,y) +     + ¯ B(x,y) = n ¯ B(x,y), n ∈ N.
da cui si ottiene
¯ B(
n
m
x,y) = n ¯ B(
1
m
x,y) =
n
m
m ¯ B(
1
m
x,y) =
n
m
¯ B(x,y).
Risulta cos` ıdimostrata la (2.4) quando a ` e razionale. Supponiamo ora che per ogni x,y ∈ X valga la
seguente condizione di continuit` a
lim
λ→0
¯ B(λx,y) = 0. (2.5)
Sotto tale condizione, se a ∈ R e an ` e una sequenza di razionali convergenti a a, allora
¯ B(anx,y) − ¯ B(ax,y) = ¯ B((an − a)x,y)
converge a zero e quindi ¯ B(anx,y) converge a ¯ B(ax,y). D’altra parte poich´ e an ` e razionale, allora
¯ B(anx,y) = an ¯ B(x,y) converge a a ¯ B(x,y). Dall’unicit` a del limite si ottiene che ¯ B(ax,y) = a ¯ B(x,y).
Resta quindi da dimostrare la (2.5). Sia f(λ) := ¯ B(λx,y). Vogliamo mostrare che
lim
λ→0
f(λ) = 0. (2.6)22 CHAPTER 2. SISTEMI DISSIPATIVI LINEARI
Se per assurdo (2.6) non valesse, allora esisterebbe un ǫ > 0 tale che per tutti n ∈ N esiste λn ∈ R
con |λn| < 1/n2 e |f(λn)| > ǫ. Ma ci` o porterebbe ad una contraddizione. Infatti, tenendo conto che
F(nx) = ¯ B(nx,nx) = n2 ¯ B(x,x) = n2F(x), si pu` o concludere che
f(λn) = ¯ B(λnx,y) = n2 ¯ B(λx,
1
n2y) =
=
1
4
 
n2F(λnx +
1
n2y) − n2F(λnx −
1
n2y)
 
=
=
1
4
 
F(nλnx +
1
n
y) − F(nλnx −
1
n
y)
 
converge a zero dato che nλnx + 1
ny e nλnx − 1
ny convergono a zero e dato che F(0) = 0 e F(x) ` e
continua in zero.
Una forma quadratica F ` e detta semideﬁnita positiva se F(x) ≥ 0 per ogni x ∈ X, mentre ` e detta
deﬁnita positiva se F(x) > 0 per ogni x ∈ X \ {0}. Una matrice M ∈ Rn×n ` e detta (semi)deﬁnita
positiva se la forma quadratica ad essa associata ` e (semi)deﬁnita positiva. Se M ` e semideﬁnita positiva,
si scrive M ≥ 0 mentre se M ` e deﬁnita positiva, si scrive M > 0. E’ facile veriﬁcare che se M ` e deﬁnita
positiva, allora M ` e nonsingolare.
Proposizione 2 Sia M ∈ Rn×n una matrice simmetrica. Allora M ` e semideﬁnita positiva se e solo
se esiste una matrice L ∈ Rl×n tale che
M = LTL.
Dim. In un verso la tesi ` e ovvia. D’altra parte, poich´ e M ` e simmetrica, allora esiste una matrice
ortogonale T (una matrice T ` e ortogonale se TTT = I) tale che
M = TTΛT
dove Λ = diag {λ1,λ2,...,λn}. Nota che λi ≥ 0. Infatti sia ei il vettore in Rn che ha 1 in posizione i
e zero in tutte le altre. Allora
λi = eT
i Λei = eT
i TMTTei = xTMx ≥ 0
dove x = TTei. Non ` e restrittivo supporre a questo punto che i primi l elementi della diagonale di Λ
siano maggiori di 0 e che gli altri siano nulli. Partizioniamo T = [T1 T2] con T1 ∈ Rn×l. Si vede che
ponendo
L := diag {
 
λ1,
 
λ2,...,
 
λl}T1
si ha la tesi.
2.2 Sistemi dissipativi generalizzati lineari
Nell’analisi della dissipativita’ di sisyemi lineari e’ conveniente iniziare dalla dissipativita’ generalizzata
per poi passare alla dissipativita’ standard.
Si consideri un sistema lineare  
˙ x = Ax + Bu
y = Cx + Du
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e una funzione di alimentazione w(u,y) quadratica
w(u,y) = [yT uT ]
  ¯ Q ¯ S
¯ ST ¯ R
  
y
u
 
(2.8)
dove ¯ Q, ¯ S, ¯ R sono matrici di opportune dimensioni con ¯ Q, ¯ R simmetriche. Esempi particolarmente
importanti sono dati dai casi in cui
w(y,u) = uTu − yTy
o in cui
w(y,u) = yTu
Quest’ultimo esempio si generalizza alla seguente classe di esempi in cui p = m e la funzione di
alimentazione sono del tipo
w(y,u) = (y − K1u)T(u − K2y) (2.9)
dove K1,K2 ∈ Rp×p sono simmetriche e semideﬁnite positive. Si noti che la forma simmetrizzata della
funzione di alimentazione (2.9) fa si’ che
  ¯ Q ¯ S
¯ ST ¯ R
 
=


−K2
I+K2K1
2
I+K1K2
2 −K1


Si noti inoltre che per tutti gli esempi proposti sopra si ha che ¯ Q ≤ 0.
Come detto anche nel caso nonlineare, poich´ e y = Cx + Du, allora la funzione di alimentazione
pu` o essere vista equivalentemente come funzione quadratica dello stato e dell’ingresso. Infatti
w(u,y) = w(u,x) = [xT uT ]
 
Q S
ST R
  
x
u
 
dove
 
Q S
ST R
 
=
 
CT 0
DT I
   ¯ Q ¯ S
¯ ST ¯ R
  
C D
0 I
 
=
 
CT ¯ QC CT ¯ QD + CT ¯ S
DT ¯ QC + ¯ STC DT ¯ QD + ¯ STD + DT ¯ S + ¯ R
 
Nel seguito cercheremo delle semplici condizioni sulle matrici A,B,Q,S,R, che descrivono il sistema
e la funzione di alimentazione, in grado di indicare se tale sistema con tale funzione di alimentazione
sia o non sia dissipativo generaizzato. Ci limiteremo a studiare il caso in cui il sistema ` e raggiungibile.
Teorema 6 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica e
supponiamo che sia dissipativo generalizzato. Allora Sd,0(x) e Sr,0(x) sono funzioni quadraticche e
quindi esistono Πr,0,Πd,0 ∈ Rn×n simmetriche tali che
Sd,0(x) = xTΠd,0x, Sr,0(x) = xTΠr,0x, ∀x ∈ Rn.
Dim. Per sfruttare la proposizione 1 dobbiamo mostrare che Sd,0(x) e Sr,0(x) sono continue nell’origine
e che soddisfano l’identit` a del parallelogramma. Dimostreremo queste proprieta’ solo per Sr,0(x)
essendo le dimostrazioni per Sd,0(x) del tutto analoghe.
Continuit` a: Per la continuit` a dell’origine di Sr,0 ` e suﬃciente dimostrare che esistono matrici
N,M tali che
−zTNz ≤ Sr,0(z) ≤ zTMz
per tutti z ∈ Rn.24 CHAPTER 2. SISTEMI DISSIPATIVI LINEARI
Si noti preliminarmente che Sr,0(0) = 0. Sia e1,...,en la base canonica di Rn. Per la raggiungibilit` a
esistono ingressi u1,...,un, deﬁniti in [0,T], tali che ui genera una evoluzione di stato xi con xi(0) = 0
e xi(T) = ei. Sia z ∈ Rn. Allora z =
 n
i=1 ziei, dove zi ` e la componente i-esima del vettore z. Per la
linearit` a del sistema l’ingresso u :=
 n
i=1 ziui generer` a una evoluzione di stato x tale che x(0) = 0 e
x(T) = z. Allora
  T
0
w(u(t),x(t))dt
0→z
=
  T
0
w(
n  
i=1
ziui(t),
n  
i=1
zixi(t))dt
0→z
=
=
  T
0
n  
i=1
n  
j=1
zizj [xT
i (t) uT
i (t)]
 
Q S
ST R
  
xj(t)
uj(t)
 
dt = zTMz,
dove M ∈ Rn×n ha elementi
Mij :=
  T
0
[xT
i (t) uT
i (t)]
 
Q S
ST R
  
xj(t)
uj(t)
 
dt.
Allora
zTMz =
  T
0
w(u(t),x(t))dt
0→z
≥ Sr,0(z) − Sr,0(0) = Sr,0(z)
Analogamente, sempre per la raggiungibilit` a, esistono ingressi ¯ u1,..., ¯ un deﬁniti in [0,T] tali che ¯ ui
genera una evoluzione di stato ¯ xi(t) con ¯ xi(0) = ei e ¯ xi(T) = 0. Sia z ∈ Rn. Allora z =
 n
i=1 ziei, dove
zi ` e la componente i-esima del vettore z. Per la linearit` a del sistema, l’ingresso ¯ u(t) :=
 n
i=1 zi¯ ui(t)
generer` a una evoluzione di stato x(t) tale che x(0) = z e x(T) = 0. Allora in modo analogo a quanto
visto prima si ha che
  T
0
w(¯ u(t), ¯ x(t))dt
z→0
= zTNz
dove N ∈ Rn×n ha elementi
Nij :=
  T
0
[xT
i (t) uT
i (t)]
 
Q S
ST R
  
xj(t)
uj(t)
 
dt.
Allora
zTNz =
  T
0
w(¯ u(t), ¯ x(t))dt
z→0
≥ Sr,0(0) − Sr,0(z) = −Sr,0(z)
che implica Sr,0(z) ≥ −zTNz.
Identit` a del parallerogramma: Si noti preliminarmente che
  T
0
w(2u(t),2x(t))dt
0→2x
= 4
  T
0
w(u(t),x(t))dt
0→x
e quindi che
Sr,0(2x) = 4Sr,0(x). (2.10)2.2. SISTEMI DISSIPATIVI GENERALIZZATI LINEARI 25
Siano ora x1,x2 ∈ Rn. Per ogni ǫ > 0 esistono T1,T2 ≥ 0 e ingressi u1,u2 tali che
Sr,0(x1) + ǫ >
  T1
0
w(u1(t),x1(t))dt
0→x1
Sr,0(x2) + ǫ >
  T2
0
w(u2(t),x2(t))dt
0→x2
.
Scegliamo T ≥ Max{T1,T2} e deﬁniamo gli ingressi ¯ u1, ¯ u2 come segue
¯ u1(t) =
 
0 se 0 ≤ t ≤ T − T1
u1(t − T + T1) se T − T1 < t ≤ T
¯ u2(t) =
 
0 se 0 ≤ t ≤ T − T2
u2(t − T + T2) se T − T2 < t ≤ T
Siano ¯ x1, ¯ x2 le evoluzioni forzate dello stato corrispondenti agli ingressi ¯ u1, ¯ u2. E’ facile veriﬁcare che
¯ x1(T) = x1, ¯ x2(T) = x2 e che
  T1
0
w(u1(t),x1(t))dt
0→x1
=
  T
0
w(¯ u1(t), ¯ x1(t))dt
0→x1
  T2
0
w(u2(t),x2(t))dt
0→x2
=
  T
0
w(¯ u2(t), ¯ x2(t))dt
0→x2
.
Consideriamo ora gli ingressi ¯ u1 + ¯ u2 e ¯ u1 − ¯ u2 ai quali, per linearit` a, corrisponderanno le evoluzioni
forzate dello stato ¯ x1 + ¯ x2 e ¯ x1 − ¯ x2. Allora si ha che
Sr,0(x1 + x2) + Sr,0(x1 − x2) ≤
  T
0
w(¯ u1(t) + ¯ u2(t), ¯ x1(t) + ¯ x2(t))dt
0→x1+x2
+
  T
0
w(¯ u1(t) − ¯ u2(t), ¯ x1(t) − ¯ x2(t))dt
0→x1−x2
=
=
  T
0
w(¯ u1(t) + ¯ u2(t), ¯ x1(t) + ¯ x2(t)) + w(¯ u1(t) − ¯ u2(t), ¯ x1(t) − ¯ x2(t))dt =
= 2{
  T
0
w(¯ u1(t), ¯ x1(t))dt
0→x1
+
  T
0
w(¯ u2(t), ¯ x2(t))dt
0→x2
} < 2{Sr,0(x1) + Sr,0(x2) + 2ǫ}.
Per l’arbitrariet` a di ǫ si pu` o concludere che
Sr,0(x1 + x2) + Sr,0(x1 − x2) ≤ 2{Sr,0(x1) + Sr,0(x2)}.
Siano ora z1 := x1 + x2 e z2 := x1 − x2. Applicando la formula precedente a z1,z2 si ottiene
Sr,0(2x1)+Sr,0(2x2) = Sr,0(z1+z2)+Sr,0(z1−z2) ≤ 2{Sr,0(z1)+Sr,0(z2)} = 2{Sr,0(x1+x2)+Sr,0(x1−x2)}.
Usando la (2.10) si ottiene che
2{Sr,0(x1) + Sr,0(x2)} ≤ Sr,0(x1 + x2) + Sr,0(x1 − x2)26 CHAPTER 2. SISTEMI DISSIPATIVI LINEARI
e quindi che
2{Sr,0(x1) + Sr,0(x2)} = Sr,0(x1 + x2) + Sr,0(x1 − x2).
Il seguente teorema fornisce una utile condizione necessaria e suﬃciente sulle matrici A,B del
sistema Σ e sulle matrici Q,S,R che determinano la funzione di alimentazione w perch´ e il sistema
(Σ,w) sia dissipativo generalizzato.
Teorema 7 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica.
Allora (Σ,w) ` e dissipativo generalizzato (ciclodissipativo) se e solo se la disequazione matriciale
 
Q − ATP − PA S − PB
ST − BTP R
 
≥ 0 (2.11)
ammette una soluzione P simmetrica (non necessariamente semideﬁnita positiva).
Ad ogni soluzione P = PT di (2.11) corrisponde una funzione energia con segno quadratica S(x) =
xTPx per il sistema e viceversa ad ogni funzione energia con segno quadratica S(x) = xTPx per il
sistema corrisponde una soluzione P = PT di (2.11).
Dim. Supponiamo che il sistema (Σ,w) sia dissipativo generalizzato. Allora per il teorema precedente
esiste una funzione energia con segno quadratica. Sia S(x) = xTPx una funzione energia con segno
per il sistema. Allora per un qualsiasi stato iniziale x(0) e per ogni h > 0 si ha che
  h
0
w(u(t),x(t))dt
x(0)→x(h)
≥ xT(h)Px(h) − x(0)TPx(0).
Dividendo ambo i membri per h e passando al limite per h tendente a zero si ottiene
w(u(0),x(0)) ≥
 
d
dt
xT(t)Px(t)
 
t=0
e quindi
[x(0)T u(0)T ]
 
Q S
ST R
  
x(0)
u(0)
 
≥ ˙ x(0)TPx(0) + x(0)TP ˙ x(0) =
= (x(0)TAT + u(0)TBT)Px(0) + x(0)TP(Ax(0) + Bu(0)) =
= [x(0)T u(0)T ]
 
ATP + PA PB
BTP 0
  
x(0)
u(0)
 
.
Poich´ e tale disuguaglianza deve valere per tutti x(0) ∈ Rn e per tutti u(0) ∈ Rm, si deduce che
 
Q − ATP − PA S − PB
ST − BTP R
 
≥ 0.
Viceversa supponiamo che P = PT soddisﬁ (2.17). Supponiamo inoltre che u(t) sia un qualsiasi
ingresso ammissibile deﬁnito nell’intervallo [0,T] e che x(t) sia la conseguente evoluzione dello stato
del sistema Σ a partire dallo stato iniziale x0. Allora per ogni t ∈ [0,T] risulta
[x(t)T u(t)T ]
 
Q S
ST R
  
x(t)
u(t)
 
≥ x(t)TATPx(t) + u(t)TBTPx(t) + x(t)TPAx(t) + x(t)TPBu(t)2.3. EQUAZIONI DI RICCATI E CONTROLLO OTTIMO LINEARE QUADRATICO 27
e tenendo conto della deﬁnizione della funzione di alimentazione w(u(t),x(t)) e delle equazioni del
sistema si ha che
w(u(t),x(t)) ≥ ˙ xT(t)Px(t) + x(t)TP ˙ x(t) =
d
dt
xT(t)Px(t).
Allora integrando ambo i membri nell’intervallo [0,T], si ottene
  T
0
w(u(t),y(t))dt
x0→x(T)
≥ x(T)TPx(T) − x(0)TPx(0)
e quindi S(x) := xTPx ` e una funzione energia co segno per (Σ,w).
Esiste una interessante diretta conseguenza del precedente teorema.
Corollario 1 Se la disequazione lineare matriciale (2.17) ammette soluzione simmetrica, allora am-
mette soluzione massima e minima positiva. La soluzione minima corrisponde alla matrice che for-
nisce la funzione energia disponibile Sd,0(x) mentre la soluzione massima corrisponde alla matrice che
fornisce la funzione energia richiesta Sr,0(x).
Si noti che una conseguenza immediata della dissipativit` a generalizzata ` e che la matrice R nella
funzione di alimentazione deve essere semideﬁnita positiva R ≥ 0.
2.3 Equazioni di Riccati e controllo ottimo lineare quadratico
Nel caso particolare in cui si ipotizzi che R sia una matrice invertibile, e’ possibile fare alcune consid-
erazioni ulteriori sulla disequazione lineare matriciale. In eﬀetti si noti che, in questo caso,
 
I −(S − PB)R−1
0 I
  
Q − ATP − PA S − PB
ST − BTP R
  
I 0
−R−1(S − PB)T I
 
=
=
 
Q − ATP − PA − (S − PB)R−1(S − PB)T 0
0 R
 
Quindi se deﬁniamo
M(P) :=
 
Q − ATP − PA S − PB
ST − BTP R
 
Λ(P) := Q − ATP − PA − (S − PB)R−1(S − PB)T
K(P) := −R−1(S − PB)T
possiamo scrivere piu’ compattamente che
 
Λ(P) 0
0 R
 
=
 
I K(P)T
0 I
 
M(P)
 
I 0
K(P) I
 
e
M(P) =
 
I −K(P)T
0 I
  
Λ(P) 0
0 R
  
I 0
−K(P) I
 
Possiamo concludere che, se R > 0, allora la disequazione lineare matriciale M(P) ≥ 0 ammette
soluzione P se e solo se la disequazione Λ(P) ≥ 0 ammette soluzione P. La disequazione Λ(P) ≥ 0 e’
detta disequazione algebrica di Riccati. Si ha il seguente corollario.28 CHAPTER 2. SISTEMI DISSIPATIVI LINEARI
Corollario 2 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica.
Allora (Σ,w) dissipativo generalizzato se e solo se la disequazione algebrica di Riccati
Λ(P) := Q − ATP − PA − (S − PB)R−1(S − PB)T ≥ 0
ammette una soluzione P simmetrica.
Vogliamo dimostrare ora che il precedente corollario puo’ essere reso piu’ stringente e che in realta’
un sistema lineare raggiungibile con funzione di alimentazione quadratica e’ dissipativo generalizzato
se e solo se l’equazione algebrica di Riccati
Λ(P) = Q − ATP − PA − (S − PB)R−1(S − PB)T = 0
ammette una soluzione P simmetrica. A questo ﬁne introduciamo due ulteriori funzioni
S∞
d,0(x) = sup
u
{−
  ∞
0
w(u(t),x(t))dt
x→0
} = −inf
u {
  ∞
0
w(u(t),x(t))dt
x→0
} (2.12)
e
S∞
r,0(x) = inf
u {
  0
−∞
w(u(t),x(t))dt
0→x
} (2.13)
Remark Si noti che −S∞
d,0(x) e’ il valore ottimo del funzionale di costo
J(x,u) :=
  ∞
0
w(u(t),x(t))dt
al variare degli ingressi che stabilizzano il sistema lineare. Quindi la funzione S∞
d,0(x) avra’ strette
relazioni con la soluzione del problema del controllo ottimo lineare quadratico. Analoghe considerazioni
valgono per S∞
r,0(x) il quale pero’ e’ da considerarsi piu’ propriamente il valore ottimo del funzionale
di costo per la dinamica con l’asse dei tempi rovesciato. Si noti che rovesciare l’asse dei tempi lascia
ovviamente invariata la funzione di alimentazione w(u,x) mentre trasforma l’equazione diﬀerenziale
˙ x = Ax + Bu in ˙ x = −Ax − Bu
Lemma 1 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica dis-
sipativo generallizzato. Allora S∞
d,0(x) = Sd,0(x) e S∞
r,0(x) = Sr,0(x).
Dim. Faremo la dimostrazione di S∞
d,0(x) = Sd,0(x) essendo la dimostrazione dell’altra ugualianza
completamente analoga. Si noti preliminarmente che se u(t), t ∈ [0,T] produce uno stato x(t) tale che
x(0) = x e x(T) = 0, allora concatenando u(t) con l’ingresso nullo, questo produrra’ una evoluzione
di stato identica alla precedente per t ∈ [0,T] e identicamente nulla per t ≥ T. Quindi
  ∞
0
w(u(t),x(t))dt
x→0
=
  T
0
w(u(t),x(t))dt
x→0
Questo dimostra che S∞
d,0(x) ≥ Sd,0(x) perche’ il primo membro e’ l’estremo superiore di un insieme
piu’ grande. Vogliamo ora dimostrare che Sd,0(x) ≥ S∞
d,0(x). Dimostramo qualcosa di leggermente2.3. EQUAZIONI DI RICCATI E CONTROLLO OTTIMO LINEARE QUADRATICO 29
piu’ generale cioe’ che per ogni funzione energia con segno S(x) nulla e continua nell’origine si ha
che S(x) ≥ S∞
d,0(x). Prendiamo un qualsiasi ingresso u(t), t ∈ [0,+∞) che produce una evoluzione di
stato x(t) tale che x(0) = x e limt→∞ x(t) = 0. Fissiamo un ǫ > 0 qualsiasi. Per continuita’ di S(x),
esistera’ δ > 0 tale che
|S(x)| < ǫ/2
per ogni x tale che ||x|| < δ. Torniamo all’ingresso u(t) e la corrispondente evoluzione di stato x(t)
introdotti prima. Ora si noti che esistera’ un ¯ T suﬃcientemente grande tale che
||x(T)|| < δ
e  
 
   
 
  T
0
w(u(t),x(t))dt −
  ∞
0
w(u(t),x(t))dt
 
 
   
  < ǫ/2
per tutti i T > ¯ T. Quindi per tutti i T > ¯ T si ha che S(x(T)) > −ǫ/2 e quindi
  ∞
0
w(u(t),x(t))dt >
  T
0
w(u(t),x(t))dt − ǫ/2 ≥ S(x(T)) − S(x) − ǫ/2 > −S(x) − ǫ
Quindi si ha che
S∞
d,0(x) = sup
u
{−
  ∞
0
w(u(t),x(t))dt
x→0
} ≤ S(x) + ǫ
e vista l’arbitrarieta’ di ǫ si puo’ concludere che S∞
d,0(x) ≤ S(x).
Come conseguenza del lemma precedente abbiamo il seguente risultato.
Lemma 2 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica e
supponiamo che (Σ,w) dissipativo generalizzato. Allora ﬁssato un qualsiasi T > 0 si ha che
−Sd,0(x) = inf
u

 
 
  T
0
w(u(t),x(t))dt
x→x(T)
− Sd,0(x(T))

 
 
(2.14)
Sr,0(x) = inf
u

 
 
  T
0
w(u(t),x(t))dt
x(0)→x
+ Sr,0(x(0))

 
 
(2.15)
Dim. Dimostriamo solo la prima ugualianza essendo la seconda dimostarbile in maniera del tutto
analoga. Si noti che, per ogni ingresso u si ha che
−Sd,0(x) ≤
  T
0
w(u(t),x(t))dt
x→x(T)
− Sd,0(x(T))
e quindi si ha che −Sd,0(x) e’ minore o uguale al secondo membro della (2.14). Viceversa, per il lemma
precedente, per ogni ǫ > 0 esiste un ingresso u(t) tale che
  ∞
0
w(u(t),x(t))dt
x→0
≤ −Sd,0(x) + ǫ30 CHAPTER 2. SISTEMI DISSIPATIVI LINEARI
Allora
−Sd,0(x) + ǫ ≥
  T
0
w(u(t),x(t))dt
x→x(T)
+
  ∞
T
w(u(t),x(t))dt
x(T)→0
≥
  T
0
w(u(t),x(t))dt
x→x(T)
− Sd,0(x(T))
Vista l’arbitrarieta’ di ǫ e’ cosi’ dimostrata l’altra disugualianza e quindi l’ugualianza.
Teorema 8 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica e
supponiamo che (Σ,w) dissipativo generalizzato. Allora le matrici Πd,0 e Πr,0 associate alle forme
quadratiche Sd,0(x) e Sr,0(x) risolvono l’equazione algebrica di Riccati
Q − ATP − PA − (S − PB)R−1(S − PB)T = 0 (2.16)
Dim. Prendiamo una una qualsiasi matrice simmetrica P e deﬁniamo S(x) := xTPx. Si noti che
preliminarmente che se ﬁssiamo arbitrariamente T > 0 e u(t), t ∈ [0,T], a cui si associa una evoluzione
di stato x(t), t ∈ [0,T], allora si ha che
x(T)TPx(T) − x(0)TPx(0) =
  T
0
d
dt
S(x(t))dt =
  T
0
˙ x(t)TPx(t) + x(t)TP ˙ x(t)dt =
=
  T
0
(Ax(t) + Bu(t))TPx(t) + x(t)P(Ax(t) + Bu(t))dt =
=
  T
0
[x(t)T u(t)T ]
 
ATP + PA PB
BTP 0
  
x(t)
u(t)
 
Quindi, per ogni matrice P simmetrica tale che M(P) ≥ 0, si ha che
  T
0
w(u(t),x(t))dt
x(0)→x(T)
=
=
  T
0
w(u(t),x(t))dt
x(0)→x(T)
−
  T
0
[x(t)T u(t)T ]
 
ATP + PA PB
BTP 0
  
x(t)
u(t)
 
+ x(T)TPx(T) − x(0)TPx(0) =
=
  T
0
[x(t)T u(t)T ]M(P)
 
x(t)
u(t)
 
+ x(T)TPx(T) − x(0)TPx(0) =
=
  T
0
[x(t)T u(t)T ]
 
I −K(P)T
0 I
  
Λ(P) 0
0 R
  
I 0
−K(P) I
  
x(t)
u(t)
 
+
+x(T)TPx(T) − x(0)TPx(0) =
=
  T
0
x(t)TΛ(P)x(t) + [u(t) − K(P)x(t)]TR[u(t) − K(P)x(t)]dt + x(T)TPx(T) − x(0)TPx(0)
A questo punto e’ conveniente introdurre il sistema lineare ¯ Σ
˙ ¯ x(t) = (A + BK(P))¯ x(t) + B¯ u(t)
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dove la matrice L e’ tale che Λ(P) = LTL. Si consideri inoltre la funzione di alimentazione
¯ w(¯ y, ¯ u) = ¯ yT ¯ y + ¯ uTR¯ u = ||¯ y||2 + ||N¯ u||2
|| || e’ la norma 2 di un vettore e dove L e’ una matrice invertibile tale che R = NTN. Si noti che, se il
sistema Σ partendo dalla condizioni iniziale da x(0) e alimentato dall’ingresso u(t) genera l’evoluzione
di stato x(t), allora il sistema ¯ Σ a partire da ¯ x(0) = x(0) e ¯ u(t) := u(t)+K(P)x(t) genera l’evoluzione
di stato ¯ x(t) = x(t). Quindi, sciegliendo S(x) = Sd,0(x), e utilizzando il lemma precedente, si ottiene
−x(0)TΠd,0x(0) = inf
u

 
 
  T
0
w(u(t),x(t))dt
x(0)→x(T)
− x(T)TΠd,0x(T)

 
 
=
= inf
¯ u
   T
0
¯ w(¯ y(t), ¯ u(t))dt − x(0)TΠd,0x(0)
 
= inf
¯ u
   T
0
¯ w(¯ y(t), ¯ u(t))dt
 
− x(0)TΠd,0x(0)
e quindi
inf
¯ u
   T
0
||¯ y(t)||2 + ||N¯ u(t)||2dt
 
= 0
dove l’estremo inferiore e’ fatto rispetto a tutti gli ingressi ¯ u(t) e le corrispondenti evoluzioni di stato
¯ x(t) con condizioni iniziale ﬁssata ¯ x(0). Perche’ questo valga per ogno ¯ x(0) deve essere Λ(P) = 0.
Infatti sappiamo che per tutti gli ǫ > 0 esiste un ingresso ¯ u(t), t ∈ [0,T] tale che
0 ≤
  T
0
||¯ y(t)||2 + ||N¯ u(t)||2dt < ǫ
Sia ¯ y(t) la conseguente uscita che suddividiamo in parte libera e forzata ¯ y(t) = ¯ yl(t) + ¯ yf(t). Si noti
che esiste una costante a che dipende solo dal sistema Σ tale che
  T
0
||¯ yf(t)||2dt ≤ a
  T
0
||¯ u(t)||2dt
da cui possiamo concludere che
  T
0
||¯ yl(t)||2dt ≤
  T
0
||¯ y(t)||2+||¯ yf(t)||2dt ≤ ǫ+a
  T
0
||¯ u(t)||2dt ≤ ǫ+a||N−1||
  T
0
||N¯ u(t)||2dt ≤ (1+a||N−1||)ǫ
Data l’arbitrarieta’ di ǫ si ha che ¯ yl(t) deve essere identicamante nullo e ﬁnalmente per l’arbitrarieta’
della condizioni iniziale cio’ e’ possibile solo se L = 0 e quindi se e solo se Λ(P) = 0.
Remark Da quanto visto nella dimostrazione del teorema precedente si ha che, per ogni stato
iniziele x(0), prendendo come ingresso u(t) = K(Πd,0)x(t), si ottiene
  T
0
w(u(t),x(t))dt = x(T)TΠd,0x(T) − x(0)TΠd,0x(0)
Quindi se A + BK(P) e’ asintoticamente stabile, allora
  ∞
0
w(u(t),x(t))dt = −x(0)TΠd,0x(0) = inf
u {
  ∞
0
w(u(t),x(t))dt}32 CHAPTER 2. SISTEMI DISSIPATIVI LINEARI
Cio’ dimostra che questa scielta dell’ingresso u(t) minimizza il costo
J(x,u) :=
  ∞
0
w(u(t),x(t))dt
Corollario 3 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica.
Allora (Σ,w) dissipativo generalizzato se e solo se l’equazione algebrica di Riccati (2.16) ammette una
soluzione P simmetrica.
2.4 Condizioni per la dissipativit` a di sistemi lineari
La seguente proposizione mostra che se un sistema lineare con funzione di alimentazione quadratica ` e
dissipativo, allora l’origine ` e un punto a energia nulla.
Proposizione 3 Sia (Σ,w) un sistema lineare con funzione di alimentazione quadratica. Allora
Sd(0) = 0 o Sd(0) = +∞.
Dim. Poich´ e per il calcolo di Sd(0) si considerano solo traiettorie che partono da stato iniziale nullo,
allora sar` a chiaro che lo stato sar` a funzione lineare dell’ingresso. Consideriamo un ingresso qualsiasi
u e un T ≥ 0 e sia
H := −
  T
0
w(u(t),x(t))dt
0→
.
All’ingresso au, con a ∈ R, corrisponder` a
−
  T
0
w(au(t),ax(t))dt
0→
= −
  T
0
a2w(u(t),x(t))dt
0→
= a2H.
Poich´ e Sd(0) ` e l’estremo superiore di tali integrali, allora avremo che
a2H ≤ Sd(0), ∀a ∈ R,
Quindi se accade che H > 0 allora deve essere Sd(0) = +∞. Se invece e’ sempre vero che H ≤ 0,
alloraossiamo concludere che
Sd(0) = sup
T≥0
u
{−
  T
0
w(u(t),x(t))dt
0→
} ≤ 0
e quindi che Sd(0) = 0.
Come conseguenza diretta si ha che un sistema sistema lineare con funzione di alimentazione
quadratica che abbia funzione energia disponibile sempre ﬁnita e’ sicuramente dissipativo perche’
automaticamente l’origine e’ uno stato a energia nulla.
Corollario 4 Sia (Σ,w) un sistema lineare con funzione di alimentazione quadratica e’ dissipativo se
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Da adesso in poi supporremo sempre che il sistema lineare dato sia raggiungibile. Questa ipotesi
in alcuni casi non ` e necessaria. Tuttavia la raggiungibilit` a permette di sempliﬁcare notevolmente la
trattazione e le dimostrazioni dei risultati che saranno presentati nel seguito.
Il seguente corollario, la cui dimostrazione ` e conseguenza diretta della precedente proposizione e
del teorema 2, d` a una condizione equivalente di dissipativit` a che non fa riferimento allo stato del
sistema e in alcuni testi ` e considerata la deﬁnizione di dissipativit` a quando il sistema sia dato come
relazione ingresso/uscita. Tale condizione sar` a usata per la caratterizzazione in frequenza dei sistemi
dissipativi.
Corollario 5 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica.
Allora (Σ,w) ` e dissipativo se e solo se
  T
0
w(u(t),x(t))dt
0→
≥ 0.
Il seguente teorema invece mostra che in un sistema lineare raggiungibile dissipativo con funzione
di alimentazione quadratica la funzione energia richiesta ` e quadratica. La stessa propriet` a non sempre
vale per la funzione energia disponibile. La dimostrazione e’ diretta conseguenza del teorema 6.
Teorema 9 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica e
supponiamo che sia dissipativo. Allora Sr,0(x) ` e quadratica e quindi esiste Πr,0 ∈ Rn×n simmetrica
semideﬁnita positiva tale che
Sr,0(x) = xTΠr,0x, ∀x ∈ Rn.
Mentre ` e possibile dimostrare che la funzione energia disponibile in un sistema lineare dissipativo
rispetto a una funzione di alimentazione quadratica ` e sempre continua nell’origine, esistono esempi
di sistemi lineari dissipativi rispetto a funzioni di alimentazione quadratiche la cui funzione energia
disponibile Sd(x) non soddisfa la legge del paralleogramma e quindi non e’ quadratica. Si pu` o tuttavia
dimostrare che se nella funzione alimentazione quadratica la matrice Q ` e semideﬁnita negativa, allora
anche Sd(x) deve essere una funzione quadratica e ci` o pu` o essere dimostrato con tecniche analoghe
a quelle usate nel teorema precedente. Si noti che le funzioni di alimentazione del tipo deﬁnito in
(2.8) soddisfano questa ipotesi se e solo ¯ Q ≤ 0 e quindi tutte le funzioni di alimentazione del tipo
deﬁnito in (2.9) soddisfano sempre questa ipotesi. Quindi in questi casi si pu` o dimostrare che la
energia disponibile ` e sempre quadratica.
Il seguente teorema fornisce una utile condizione necessaria e suﬃciente sulle matrici A,B del
sistema Σ e sulle matrici Q,S,R che determinano la funzione di alimentazione w perch´ e il sistema
(Σ,w) sia dissipativo. La dimostrazione segue direttamente dal teorema 7.
Teorema 10 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica.
Allora (Σ,w) dissipativo se e solo se la disequazione lineare matriciale
 
Q − ATP − PA S − PB
ST − BTP R
 
≥ 0 (2.17)
ammette una soluzione P simmetrica e semideﬁnita positiva (P = PT ≥ 0).
Ad ogni soluzione P = PT ≥ 0 di (2.17) corrisponde una funzione energia quadratica S(x) = xTPx
per il sistema e viceversa ad ogni funzione energia quadratica S(x) = xTPx per il sistema corrisponde
una soluzione P = PT ≥ 0 di (2.17).
Si noti che una conseguenza immediata della dissipativit` a ` e che la matrice R nella funzione di
alimentazione deve essere semideﬁnita positiva R ≥ 0.34 CHAPTER 2. SISTEMI DISSIPATIVI LINEARI
2.5 Funzioni energia deﬁnite positive e osservabilita’
Nel caso in cui la funzione di alimentazione sia tale che Q ≤ 0, ` e possibile caratterizzzare l’insieme
degli stati a energia disponibile nulla come spazio non osservabile di un particolare sistema lineare.
Teorema 11 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica
avente matrice Q ≤ 0. Allora Sd(x0) = 0 se e solo se x0 ` e uno stato non osservabile per la coppia
(A,
 
Q
ST
 
).
Dim. Supponiamo che Sd(x0) = 0. Allora per ogni intervallo [0,T] e per ogni ingresso u(t) deﬁnito
in [0,T] risulta
  T
0
w(u(t),x(t))dt
x0→
≥ S(x(T)) ≥ 0,
dove x(t) ` e l’evoluzione dello stato del sistema. Tale evoluzione pu` o essere suddivisa nella parte libera
e nella parte forzata x(t) = xl(t) + xf(t). Se al posto dell’ingresso u, alimentiamo il sistema con
l’ingresso au, con a ∈ R, allora lo stato diventer` a xa(t) = xl(t) + axf(t) e quindi
  T
0
w(au(t),xa(t))dt
x0→
= a2
  T
0
[xf(t)T u(t)T ]
 
Q S
ST R
  
xf(t)
u(t)
 
dt +
+2a
  T
0
[xf(t)T u(t)T ]
 
Q S
ST R
  
xl(t)
0
 
dt +
  T
0
[xl(t)T 0]
 
Q S
ST R
  
xl(t)
0
 
dt =
= ¯ Aa2 + 2 ¯ Ba + ¯ C ≥ 0.
Il fatto che Q ≤ 0 implica che ¯ C ≤ 0. D’altra parte la disuguaglianza precedente valutata per a = 0
implica che ¯ C ≥ 0 e quindi si ha che ¯ C = 0 e perci` o Qxl(t) = 0. Da ci` o segue che anche ¯ B = 0 e
quindi che   T
0
xf(t)TQxl(t)dt +
  T
0
u(t)TSTxl(t)dt =
  T
0
u(t)TSTxl(t)dt = 0.
Se consideriamo l’ingresso u(t) = STxl(t) si ottiene che STxl(t) = 0 e quindi che
 
Q
ST
 
xl(t) = 0.
Da ci` o segue che x0 sta nello spazio non osservabile della coppia (A,
 
Q
ST
 
).
Se viceversa x0 appartiene allo spazio non osservabile della coppia (A,
 
Q
ST
 
), allora
 
Q
S
 
xl(t) = 0,
dove xl(t) ` e la risposta libera del sistema a partire dallo stato iniziale x0. Sia u(t) un qualsiasi ingresso
e xf(t) la risposta forzata corrispondente. Allora
  T
0
w(u(t),x(t))dt
x0→
=
  T
0
[xf(t)T u(t)T ]
 
Q S
ST R
  
xf(t)
u(t)
 
dt =
  T
0
w(u(t),x(t))dt
0→
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e quindi
Sd(x0) = sup
T≥0
u
{−
  T
0
w(u(t),y(t))dt
x0→
} = 0.
Come conseguenza immediata del teorema precedente abbiamo il corollario seguente che d` a una
utile condizione perch´ e tutte le soluzioni semideﬁnite positive della (2.17) siano deﬁnite positive.
Corollario 6 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica
avente matrice Q ≤ 0. Allora la coppia (A,
 
Q
ST
 
) ` e osservabile se e solo se tutte le soluzioni semidef-
inite positive della (2.17) sono deﬁnite positive.
Il seguente corollario mostra invece come la condizione di osservabilit` a del teorema precedente si
specializza nel caso particolare di funzione di alimentazione w(y,u).
Corollario 7 Sia (Σ,w) un sistema lineare raggiungibile con uscita e con funzione di alimentazione
deﬁnita in (2.8) e ¯ Q ≤ 0. Allora Sd(x0) = 0 se e solo se x0 ` e uno stato non osservabile per la coppia
(A,
  ¯ Q
¯ ST
 
C).
Dim. Per funzioni di alimentazione del tipo w(y,u) si ha che
 
Q
ST
 
=
 
CT ¯ QC
(DT ¯ Q + ¯ ST)C
 
Sia xl(t) ` e la risposta libera del sistema a partire dallo stato iniziale x0. Allora x0 ` e non osservabile
per (A,
  ¯ Q
¯ ST
 
) se e solo se
  ¯ Q
¯ ST
 
Cxl(t) = 0 e ci` o succede se e solo se
 
CT ¯ QC
(DT ¯ Q + ¯ ST)C
 
xl(t) = 0
e quindi se e solo se
 
Q
ST
 
xl(t) = 0 e quindi se e solo se x0 ` e non osservabile per (A,
 
Q
ST
 
).
Nel caso con funzione di alimentazione w(y,u) = uTU − yTy si ha che ¯ Q = −I e quindi in questo
caso si puo’ dire che Sd(x0) = 0 se e solo se x0 ` e uno stato non osservabile per (A,C). La stessa
condizione e’ dimostrabile anche per funzioni di alimentazione deﬁnite in (2.9).
Corollario 8 Sia (Σ,w) un sistema lineare raggiungibile con uscita e con funzione di alimentazione
w(y,u) deﬁnita in (2.9). Allora Sd(x0) = 0 se e solo se x0 ` e uno stato non osservabile per la coppia
(A,C).
Dim. Basta osservare che in questo caso
  ¯ Q
¯ ST
 
=



−K2
I + K1K2
2


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e quindi in questo caso
  ¯ Q
¯ ST
 
y = 0 implica y = 0.
Si osservi ora che da Q ≤ 0 e dalla osservabilit` a della coppia (A,
 
Q
ST
 
), si pu` o dedurre la stabilit` a
almeno semplice del sistema lineare dissipativo. Infatti sotto tali ipotesi la (2.17) ammette soluzione
P deﬁnita positiva e quindi si ha che
Q − ATP − PA ≥ 0
da cui, tenendo conto che Q ≤ 0, si ottiene
ATP + PA ≤ 0.
Deﬁnendo la funzione di Liapunov V (x) = xTPx, allora si ottiene che
˙ V (x) = ˙ xTPx + xTP ˙ x = xTATPx + xTPAx ≤ 0
e quindi dal teorema di Liapunov segue la semplice stabilit` a del sistema. Nota che se Q < 0 dal
teorema di Liapunov si pu` o dedurre la stabilit` a asintotica del sistema.
Il caso particolare w = uTy con (C,A) osservabile, soddisfa le ipotesi del teorema e quindi in
questo caso la stabilit` a semplice ` e assicurata. In questo caso non e’ possibile dimostrare la stabilita’
asintotica. Nel caso di w = utu − yTy invece e’ possibile dimostrare anche la stabilita’ asintotica.
Infatti, in questo caso si si sa che, se (C,A) osservabile, allora esiste una P > 0 tale che
−CTC − ATP − PA ≥ 0
e quindi deﬁnendo anche ora la funzione deﬁnita positiva V (x) = xTPx, si ottiene che
˙ V (x) = xT(ATP + PA)x ≤ −xTCTCx ≤ 0. (2.18)
Cerchiamo di applicare il teorema di Krasowskii e quindi consideriamo l’insieme N := {x ∈ Rn :
˙ V (x) = 0}. Se x0 ` e tale che l’evoluzione libera xl(t) = eAtx0 a partire dallo stato iniziale x0 ` e
interamente contenuta in N, allora per (2.18) si ha che xT
0 eATtCTCeAtx0 = 0 e quindi CeAtx0 = 0.
Ci` o implica che x0 deve essere non osservabile e quindi, per l’osservabilit` a del sistema, deve essere nullo.
Il teorema di Krasowskii ci assicura quindi l’asintotica stabilit` a del sistema. Con un ragionamento del
tutto analogo si dimostra che, se (C,A) osservabile, la dissipativita’ di un sistema lineare raggiungibile
rispetto a una funzione di alimentazione del tipo (2.9) con K2 > 0 implica la stabilita’ asintotica.
2.6 Sistemi lineari dissipativi senza perdite
In questo paragrafo daremo una caratterizzazione dei sistemi lineari dissipativi senza perdite attraverso
una equazione lineare matriciale di forma identica alla disequazione lineare matriciale (2.17).
Teorema 12 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica.
Allora (Σ,w) ` e dissipativo senza perdite se e solo se l’equazione lineare matriciale
 
Q − ATP − PA S − PB
ST − BTP R
 
= 0 (2.19)
ammette una soluzione P = PT ≥ 0.
Ad ogni soluzione P = PT ≥ 0 di (2.19) corrisponde una funzione energia esatta quadratica
S(x) = xTPx per il sistema e viceversa ad ogni funzione energia esatta quadratica S(x) = xTPx per
il sistema corrisponde una soluzione P = PT ≥ 0 di (2.19).2.6. SISTEMI LINEARI DISSIPATIVI SENZA PERDITE 37
Dim. La seconda parte del teorema si dimostra esattamente nello stesso modo col quale ` e stato
dimostrato il teorema 10 a patto di sostituire ≥ con =.
Per quanto riguarda la prima parte, se (Σ,w) dissipativo senza perdite, allora Sr,0(x) ` e quadratica ed
` e esatta, dato che per il teorema 4 tutte le funzioni energia immagazzinata sono in questo caso esatte.
Quindi la matrice Πr,0, che determina tale forma quadratica, risolve (2.19). D’altra parte se (2.19)
ammette una soluzione P simmetrica e semideﬁnita positiva, allora S(x) = xTPx ` e una funzione
energia esatta quadratica e quindi (Σ,w) ` e dissipativo senza perdite.38 CHAPTER 2. SISTEMI DISSIPATIVI LINEARIChapter 3
Analisi in frequenza dei sistemi
dissipativi
Nel capitolo precedente abbiamo dato delle condizioni di dissipativit` a per sistemi lineari con funzione
di alimentazione quadratica basate sulle matrici A,B che deﬁniscono il sistema e sulle matrici Q,S,R
che deﬁniscono la funzione energia. In questo capitolo daremo delle condizioni basate sulla matrice
razionale che ` e la matrice di trasferimento del sistema e sulla forma quadratica che deﬁnisce la funzione
di alimentazione. Nei due casi particolari w = uTy e w = uTu − yTy saremo invece in grado di
caratterizzare la dissipativit` a direttamente in funzione delle matrici di trasferimento dei sistemi e
quindi in funzione della risposta in frequenza.
Tale problema ammette una soluzione particolarmente semplice per la dissipativit` a generalizzata,
che verr` a quindi trattata per prima. E’ interessante notare che il problema di caratterizzare in fre-
quenza i sistemi dissipativi generalizzati ` e legato al problema della fattorizzazione spettrale, che ` e
classico e centrale nella teoria della realizzazione stocastica e del ﬁltraggio alla Kalman.
3.1 Caratterizzazione in frequenza dei sistemi dissipativi generaliz-
zati
Il problema di fattorizzare una matrice razionale avente certe propriet` a di simmetria ` e un problema
rilevante nella teoria del ﬁltraggio. Esso, come vedremo, ha delle strette relazioni con la teoria dei
sistemi dissipativi generalizzati.
Il problema della fattorizzazione spettrale pu` o essere espresso nel modo seguente:
Data una matrice razionale propria V (s), consideriamo la matrice razionale propria
Φ(s) := V T(−s)V (s). (3.1)
Tale matrice ha le seguenti due propriet` a:
1. Φ(s) = ΦT(−s).
2. Se jω, con ω ∈ R, non ` e un polo di Φ(s), allora Φ(jω) ` e Hermitiana semideﬁnita positiva.
Ci si pu` o domandare a questo punto se le due precedenti propriet` a caratterizzano in modo completo
le matrici razionali proprie che ammettono la fattorizzazione (3.1). La risposta ` e aﬀermativa e per
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dimostarlo faremo ricorso alle propriet` a dei sistemi dissipativi generalizzati. A tale scopo introduciamo
la matrice razionale a due parametri Ψ(p,s) deﬁnita nel modo seguente:
Ψ(p,s) := [BT(pI − AT)−1 I ]
 
Q S
ST R
  
(sI − A)−1B
I
 
. (3.2)
Si noti che per ogni matrice simmetrica P vale la seguente identit` a
[BT(pI − AT)−1 I ]
 
ATP + PA PB
BTP 0
  
(sI − A)−1B
I
 
=
= BT(pI − AT)−1(ATP + PA)(sI − A)−1B + BT(pI − AT)−1PB + BTP(sI − A)−1B =
= BT(pI − AT)−1(ATP + PA)(sI − A)−1B + BT(pI − AT)−1P(sI − A)(sI − A)−1B +
+BT(−sI − AT)−1(−sI − AT)P(sI − A)−1B = (p + s)BT(pI − AT)−1P(sI − A)−1B
e quindi per ogni matrice simmetrica P si ha che
Ψ(p,s) := [BT(pI − AT)−1 I ]
 
Q − ATP − PA S − PB
ST − BTP R
  
(sI − A)−1B
I
 
+
+ (p + s)BT(pI − AT)−1P(sI − A)−1B. (3.3)
Dalla matrice Ψ(p,s) ` e possibile deﬁnire la matrice razionale Φ(s) := Ψ(−s,s). Dalla (3.3) si ottiene
che per ogni matrice simmetrica P vale
Φ(s) := [BT(−sI − AT)−1 I ]
 
Q − ATP − PA S − PB
ST − BTP R
  
(sI − A)−1B
I
 
. (3.4)
Siamo ora in grado di dimostrare il teorema seguente che d` a la caratterizzazione in frequenza dei
sistemi lineari dissipativi generalizzati.
Teorema 13 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica.
Sia inoltre Φ(s) la funzione razionale sopra deﬁnita. Allora le seguenti aﬀermazioni sono equivalenti:
1. (Σ,w) ` e dissipativo generalizzato.
2. Φ(s) = V T(−s)V (s), dove V (s) = N + L(sI − A)−1B e N,L sono opportune matrici.
3. Φ(jω) ≥ 0 per tutti ω ∈ R tali che jω non ` e polo di Φ(s).
Dim. (1.⇒2.) Se (Σ,w) ` e dissipativo generalizzato, allora per il teorema 7 la equazione lineare
matriciale (2.11) ammette una soluzione simmetrica P e quindi esistono matrici N,L tali che
 
Q − ATP − PA S − PB
ST − BTP R
 
=
 
LT
NT
 
[L N ].
Dalla identit` a (3.4) si ottiene che
Φ(s) := [BT(−sI − AT)−1 I ]
 
LT
NT
 
[L N ]
 
(sI − A)−1B
I
 
= V T(−s)V (s).
(2.⇒3.) Poich´ e per ogni matrice M ∈ Cn×m si ha che M∗M (M∗ signiﬁca la matrice trasposta
coniugata di M) ` e Hermitiana e semideﬁnita positiva, allora per tutti ω ∈ R tali che jω non ` e polo di
Φ(s) si ha che
Φ(jω) = V T(−jω)V (jω) = V (−jω)∗V (jω) ≥ 0.3.1. CARATTERIZZAZIONE IN FREQUENZA DEI SISTEMI DISSIPATIVI GENERALIZZATI41
(3.⇒1.) Per il teorema 3 ` e suﬃciente dimostrare che
  T
0
w(u(t),y(t))dt
0→0
≥ 0
per un qualsiasi ingresso u deﬁnito in [0,T] che porti lo stato dallo stato nullo allo stato nullo.
Prolunghiamo u(t) e x(t) a tutta la retta reale ponendoli entrambi a zero per ogni t  ∈ [0,T]. E’ chiaro
che le traiettorie globali cos` ıottenute soddisfano l’equazione ˙ x(t) = Ax(t) + Bu(t) per ogni t ∈ R.
Inoltre u e x cos` ıottenuti sono funzioni quadrato sommabili. Esistono quindi le trasformate di Fourier
U(jω) e X(jω) di u e x e inoltre tali trasformate soddisfano la relazione
jωX(jω) = AX(jω) + BU(jω).
Applicando il teorema di Parseval si ottiene che
  T
0
w(u(t),y(t))dt
0→0
=
  +∞
−∞
[x(t)T u(t)T ]
 
Q S
ST R
  
x(t)
u(t)
 
dt =
=
  +∞
−∞
[X(jω)∗ U(jω)∗ ]
 
Q S
ST R
  
X(jω)
U(jω)
 
dt =
=
  +∞
−∞
U(jω)∗ [BT(−jωI − AT)−1 I ]
 
Q S
ST R
  
(jωI − A)−1B
I
 
U(jω)dt =
=
  +∞
−∞
U(jω)∗Φ(jω)U(jω)dt ≥ 0.
Ritorniamo al problema della fattorizzazione spettrale introdotto all’inizio del paragrafo. Sup-
poniamo che Φ(s) sia una matrice razionale tale che Φ(s) = ΦT(−s) e che Φ(jω) sia Hermitiana
semideﬁnita positiva per ogni ω ∈ R tale che jω non ` e un polo di Φ(s). Poniamo W(s) := 1/2Φ(s).
Allora
Φ(s) = W(s) + WT(−s). (3.5)
Sia (A,B,H,J) una realizzazione di W(s) in modo tale che W(s) = H(sI − A)−1B + J. Allora
Φ(s) = W(s) + WT(−s) = [BT(−sI − AT)−1 I ]
 
0 H
HT J + JT
  
(sI − A)−1B
I
 
e quindi siamo nelle ipotesi del teorema precedente che ci assicura che esiste una matrice razionale
V (s) tale che Φ(s) = V T(−s)V (s).
In realt` a con procedimenti pi` u soﬁsticati si pu` o ottenere delle fattorizzazioni con propriet` a partico-
lari. Ad esempio, se Φ(s) non ha poli sull’asse immaginario, si pu` o dimostrare che nella decomposizione
(3.5) W(s) pu` o essere preso con poli asintoticamente stabili e quindi, come suggerito dal teorema, anche
il fattore spettrale pu` o essere scelto asintoticamente stabile. Tali fattori spettrali rivestono particolare
importanza nella teoria della realizzazione stocastica e del ﬁltraggio.42 CHAPTER 3. ANALISI IN FREQUENZA DEI SISTEMI DISSIPATIVI
3.2 Caratterizzazione in frequenza dei sistemi dissipativi
In questo paragrafo daremo una caratterizzazione in frequenza dei sistemi lineari dissipativi. In altre
parole si cercher` a di trovare qual ` e la classe di matrici di trasferimento realizzabili attraverso sistemi
dissipativi. Cercheremo poi di vedere come questa caratterizzazione generale si specializza ai due casi
particolari nei quali la funzione di alimentazione ` e w = uTy e w = uTu − yTy.
A tal ﬁne ` e interessante introdurre le nozioni di matrici razionali limitate reali.
Deﬁnizione 8 Una matrice razionale propria S(s) ∈ R(s)p×m ` e detta limitata reale (Bounded Real)
se
i) ha elementi analitici in C+ := {s ∈ C : Re(s) > 0};
ii) I − S(s)∗S(s) ` e Hermitiana semideﬁnita positiva per ogni s ∈ C+.
Per la classe di matrici razionali limitate reali vale il seguente teorema.
Teorema 14 Sia S(s) ∈ R(s)m×p una matrice razionale propria. Allora le seguenti aﬀermazioni sono
equivalenti:
1. S(s) ` e limitata reale.
2. i) S(s) ha elementi analitici in C0+ := {s ∈ C : Re(s) ≥ 0};
ii) I − S(jω)∗S(jω) ` e Hermitiana semideﬁnita positiva per ogni ω ∈ R.
3. I − S(s)∗S(s) ` e Hermitiana semideﬁnita positiva per ogni s ∈ C0+ che non ` e polo di S(s).
Dim. (3.⇒1.) Basta dimostrare che S(s) ha elementi analitici in C+. Sia ei ∈ Cm il vettore avente 1
in posizione i e 0 nelle altre posizioni. Allora per ogni s ∈ C+ che non ` e polo di S(s) abbiamo che
eT
i (I − S(s)∗S(s))ei = 1 −
m  
j=1
|Sji(s)|2 ≥ 0.
Possiamo concludere che |Sji(s)| ≤ 1 per ogni s ∈ C+ che non ` e polo di S(s) e quindi i poli di S(s)
non possono essere in C+.
(2.⇒3.) Fissiamo arbitrariamente un v ∈ Cm e consideriamo la funzione a valori vettoriali F(s) :=
S(s)v che associa ad ogni s ∈ C0+ un vettore in Cp. Si deve dimostrare che per ogni s ∈ C0+ si ha che
||F(s)||2 ≤ ||v||2.
Questo per ipotesi vale se s ` e sull’asse immaginario. Supponiamo per assurdo che esista un s0 ∈ C+
tale che
||F(s)||2 > ||v||2
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dove il semicerchio ha centro l’origine e raggio R > 0. Per ipotesi ||F(s)||2 ` e analitica in C0+ e
quindi per il teorema del massimo modulo (vedi [1]) si ha che il suo massimo per s ∈ D si ottiene
per un qualche ¯ s sulla frontiera di D. Se R ` e suﬃcientemente grande per ipotesi si ha che ¯ s non pu` o
essere sull’asse e quindi esso deve stare sempre sul semicerchio per ogni R. Poich´ e S(s) ` e propria,
esiste ﬁnito il lims→∞ ||F(s)||2 e quindi, per quanto detto sopra,
lim
s→∞||F(s)||2 > ||v||2.
Ma ci` o contraddice il fatto che
lim
s→∞||F(s)||2 = lim
ω→∞||F(jω)||2 ≤ ||v||2.
(1.⇒2.) Per prima cosa dimostriamo che S(s) non ha poli sull’asse immaginario. Sia ei ∈ Cm il
vettore avente 1 in posizione i e 0 nelle altre posizioni. Allora per ogni s ∈ C+ abbiamo che
eT
i (I − S(s)∗S(s))ei = 1 −
m  
j=1
|Sji(s)|2 ≥ 0.
Possiamo concludere che |Sji(s)| ≤ 1 per ogni s ∈ C+ e quindi S(s) non pu` o avere poli sull’asse
immaginario. Ci` o implica che S(jω) = limρ→0+ S(ρ + jω) e quindi per ogni v ∈ Cm si ha che
0 ≤ lim
ρ→0+ v∗(I − S(ρ + jω)∗S(ρ + jω))v = v∗(I − S(jω)∗S(jω))v44 CHAPTER 3. ANALISI IN FREQUENZA DEI SISTEMI DISSIPATIVI
da cui si ricava
I − S(jω)∗S(jω) ≥ 0.
Osservazione Nella teoria del controllo H∞ si considera l’insieme (denotato proprio col simbolo H∞)
delle funzioni f(s) olomorfe in C+ tali che
f(jω) := lim
ρ→0+ f(ρ + jω)
abbia modulo limitato uniformemente in ω. Questo insieme
Si pu` o dimostrare che l’insieme delle matrici a elementi in H∞ forma uno spazio di Banach rispetto
alla norma
||S(s)||∞ := sup
ω∈R
||S(jω)|| = sup
s∈C+
||S(s)||.
Si pu` o veriﬁcare inoltre che le matrici razionali proprie limitate reali coincidono con la classe delle
matrici razionali proprie a elementi in H∞ con norma minore o uguale a 1. Infatti per ogni ω ∈ R
si ha che I − S(jω)∗S(jω) ≥ 0 se e solo se per ogni vettore v a componenti complesse si ha che
||S(jω)v||2 = v∗S(jω)∗S(jω)v ≤ v∗v = ||v||2 e ci` o accade se e solo se ||S(jω)v|| ≤ 1.
Come veriﬁcheremo in seguito, le matrici limitate reali caratterizzano la classe di matrici di
trasferimento realizzabili attraverso sistemi lineari dissipativi rispetto alla funzione di alimentazione
w = uTu − yTy.
La caratterizzazione in frequenza che vale in generale ` e basata sulla funzione razionale a due
parametri Ψ(p,s) deﬁnita in (3.2) ed ` e espressa dal seguente teorema.
Teorema 15 Sia (Σ,w) un sistema lineare raggiungibile con funzione di alimentazione quadratica con
Q ≤ 0. Sia inoltre Ψ(p,s) la funzione razionale deﬁnita in (3.2). Allora (Σ,w) ` e dissipativo se e solo
se Ψ(s∗,s) ` e semideﬁnita positiva per ogni s ∈ C0+ che non ` e autovalore di A.
Dim. Se (Σ,w) ` e dissipativo, allora la disequazione lineare matriciale
 
Q − ATP − PA S − PB
ST − BTP R
 
≥ 0
ammette soluzione P ≥ 0 e quindi per ogni s ∈ C0+ che non ` e autovalore di A si ha che
Ψ(s∗,s) = [BT(s∗I − AT)−1 I ]
 
Q − ATP − PA S − PB
ST − BTP R
 
      
≥0
 
(sI − A)−1B
I
 
+
+ 2Re(s)
      
≥0
BT(s∗I − AT)−1 P     
≥0
(sI − A)−1B ≥ 0
Viceversa si noti che se Ψ(s∗,s) ≥ 0 per ogni s ∈ C0+ che non ` e autovalore di A, allora
lim
s→∞Ψ(s∗,s) = R ≥ 0.
Dimostreremo il teorema preliminarmente supponendo che R > 0, per poi dimostrarlo nel caso gen-
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Poich´ e R ` e non singolare, allora si ottiene che
 
Q S
ST R
 
=
 
I SR−1
0 I
  
Q − SR−1ST 0
0 R
  
I 0
R−1ST I
 
,
dove il fatto che Q ≤ 0 implica che Q − SR−1ST ≤ 0. Ponendo
R = DT
2 D2
Q − SR−1ST = −CT
1 C1
C2 = D2R−1ST
dove D2 ` e quadrata non singolare, si ottiene che
 
Q S
ST R
 
=
 
CT
1 CT
2
0 DT
2
  
−I 0
0 I
  
C1 0
C2 D2
 
e quindi w(u,x) = yT
2 y2 − yT
1 y1, dove
y1 = C1x
y2 = C2x + D2u.
Si noti che y1 e y2 possono essere considerate due uscite ﬁttizie del sistema. Data la raggiungibilit` a
del sistema, per dimostrare la dissipativit` a di (Σ,w) ` e suﬃciente dimostrare che
  T
0
w(u(t),x(t))dt
0→x(T)
=
  T
0
(yT
2 (t)y2(t) − yT
1 (t)y1(t))dt
0→x(T)
≥ 0,
per ogni ingresso u e istante T ≥ 0. Si noti che per l’invertibilit` a della D2 esiste un ingresso u(t), t > T,
tale da mantenere a zero l’uscita y2(t) per tutti i t > T. Infatti, perch´ e sia 0 = y2(t) = C2x(t)+D2u(t)
basta utilizzare le retroazione u(t) = −D−1
2 C2x(t) e quindi lo stato dovr` a soddisfare l’equazione
˙ x(t) = (A − BD−1
2 C2)x(t).
Perci` o x(t) = e(A−BD
−1
2 C2)(t−T)x(T) e u(t) = −D−1
2 C2e(A−BD
−1
2 C2)(t−T)x(T) per t ≥ T. Poniamo
inﬁne u(t), y1(t) e y1(t) zero per tutti i t < 0. Si noti che in questo modo abbiamo ottenuto delle
evoluzioni y1(t),y2(t) che soddisfano alle equazioni del sistema. Inoltre tali evoluzioni sono quadrato
sommabili. Infatti, y2 ` e continua a tratti ed ha supporto ﬁnito. D’altra parte y1(t) ha supporto inﬁnito
a destra e pi` u precisamente y1(t) = C1e(A−BD
−1
2 C2)(t−T)x(T) per t > T. Per dimostrare che anche y1
sta in L2 basta dimostrare che la parte osservabile di (C1,A − BD−1
2 C2) ` e asintoticamente stabile.
A tal ﬁne si noti che, denotando con G1(s) e G2(s) le funzioni di trasferimento tra u e y1 e y2
rispettivamente, cio` e
G1(s) = C1(sI − A)−1B
G2(s) = C2(sI − A)−1B + D2,
allora ` e facile veriﬁcare che
G2(s)−1 = −D−1
2 C2(sI − A + BD−1
2 C2)−1BD−1
2 + D−1
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e che
G(s) := G1(s)G2(s)−1 = C1(sI − A + BD−1
2 C2)−1BD−1
2 .
Inoltre si noti che
Ψ(s∗,s) = G2(s)∗G2(s) − G1(s)∗G1(s) = G2(s)∗(I − G(s)∗G(s))G2(s) ≥ 0
per tutti gli s che non sono autovalori di A. Dato che G2(s) ` e una matrice razionale invertibile, allora
possiamo concludere che I − G(s)∗G(s) ≥ 0 per ogni s ∈ C0+ che non ` e autovalore di A o che non ` e
zero di G2(s). Per continuit` a possiamo concludere che I − G(s)∗G(s) ≥ 0 per ogni s ∈ C0+ che non ` e
polo di G(s) e che perci` o, per il teorema 14, ` e limitata reale e quindi ha elementi analitici in C0+. Si
noti a questo punto che, poich´ e (A,B) ` e raggiungibile, allora (A − BD−1
2 C2,BD−1
2 ) ` e raggiungibile e
quindi, siccome il sistema (A−BD−1
2 C2,BD−1
2 ,C1) ` e esternamente stabile, allora la parte osservabile
si (A − BD−1
2 C2,C1) ` e semplicemente stabile e quindi y1(t) = C1e(A−BD
−1
2 C2)(t−T)x(T) ` e quadrato
sommabile.
A questo punto, applicando il teorema di Parseval, possiamo concludere che
  T
0
yT
2 (t)y2(t) − yT
1 (t)y1(t)dt
0→x(T)
≥
  +∞
−∞
yT
2 (t)y2(t) − yT
1 (t)y1(t)dt =
=
1
2π
  +∞
−∞
Y ∗
2 (jω)Y2(jω) − Y ∗
1 (jω)Y1(jω)dω =
=
1
2π
  +∞
−∞
Y ∗
2 (jω)(I − G(jω)∗G(jω))Y2(jω)dω ≥ 0,
dove Y1(jω),Y2(jω) sono le trasformate di Fourier di y1,y2 e dove ` e stato utilizzato il fatto che
Y1(jω) = G1(jω)U(jω) = G1(jω)G2(jω)−1Y2(jω) = G(jω)Y2(jω).
Consideriamo ora il caso generale, nel quale Q non ` e necessariamente nonsingolare. Per ogni ǫ > 0
sia Qǫ := Q + ǫI. Allora Qǫ ` e sempre deﬁnita positiva, perch´ e Q ≥ 0 e ǫI > 0. Inoltre si ha che
Ψǫ(s∗,s) = [BT(s∗I − AT)−1 I ]
 
Qǫ S
ST R
  
(sI − A)−1B
I
 
≥ 0
e ci` o implica che il sistema (Σ,wǫ), dove
wǫ(u,x) := [xT uT ]
 
Qǫ S
ST R
  
x
u
 
,
` e dissipativo e quindi la equazione lineare matriciale associata a (Σ,wǫ)
 
Qǫ − ATP − PA S − PB
ST − BTP R
 
≥ 0 (3.6)
ammette soluzioni P = PT ≥ 0. Sia Πǫ la soluzione massima (cio` e quella associata alla funzione
energia richiesta). Sia S(ǫ) l’insieme delle soluzioni semideﬁnite positive di (3.6) al variare di ǫ. E’
facile veriﬁcare che se ǫ1 ≤ ǫ2, allora Sǫ1 ⊆ Sǫ2 e quindi Πǫ1 ≤ Πǫ2. Quindi Πǫ ` e una funzione non
crescente di ǫ. Possiamo concludere che esiste
Π := lim
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Poich´ e la propriet` a di essere semideﬁnita positiva ` e continua negli elementi della matrice, allora pos-
siamo concludere che  
Qǫ − ATΠ − ΠA S − ΠB
ST − BTΠ R
 
≥ 0
e quindi che Σ,w) ` e dissipativo
Osservazione Si osservi che gli enunciati del teorema 13 e del precedente teorema sono strettamente
legati. Ci` o diventa evidente non appena si nota che l’aﬀermazione 3. del teorema 13 pu` o essere
riscritta nel modo seguente:
Ψ(s∗,s) ` e semideﬁnita positiva per ogni s ∈ C0 := {s ∈ C : Re(s) = 0} che non ` e autovalore di A.
In questa forma risulta evidente che tale condizione ` e la naturale generalizzazione della condizione
equivalente utilizzata nel teorema precedente per caratterizzare in frequenza i sistemi lineari dissipativi.
Cerchiamo ora di interpretare la caratterizzazione in frequenza della dissipativit` a quando il sistema
` e dato dalle equazioni  
˙ x(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)
(3.7)
e le funzioni di alimentazione sono w = uTu − yTy o w = uTy. Nel primo caso dimostreremo che i
sistemi raggiungibili dissipativi rispetto alla funzione di alimentazione w = uTu−yTy sono tutti e solo
quelli aventi matrice di trasferimento limitata reale, mentre i sistemi raggiungibili dissipativi rispetto
alla funzione di alimentazione w = uTy sono tutti e solo quelli aventi matrice di trasferimento positiva
reale. Tali matrici razionali sono deﬁniti nel modo seguente.
Deﬁnizione 9 Una matrice razionale propria quadrata G(s) ∈ R(s)p×p ` e detta positiva reale (Positive
Real) se
i) ha elementi analitici in C+;
ii) G(s) + G(s)∗ ` e Hermitiana semideﬁnita positiva per ogni s ∈ C+.
Per la classe di matrici razionali positive reali vale il seguente teorema, che ` e l’analogo del teorema
14 per le matrici limitate reali.
Teorema 16 Sia G(s) una matrice razionale propria quadrata. Allora le seguenti aﬀermazioni sono
equivalenti:
1. G(s) ` e positiva reale.
2. i) G(s) ha elementi analitici in C+;
ii) I poli sull’asse immaginario e all’inﬁnito sono semplici e il residuo ` e una matrice Hermi-
tiana semideﬁnita positiva.
iii) G(jω) + G(jω)∗ ` e Hermitiana semideﬁnita positiva per ogni ω ∈ R tale che jω non ` e polo
di G(s).
3. G(s) + G(s)∗ ` e Hermitiana semideﬁnita positiva per ogni s ∈ C0+ che non ` e polo di G(s).48 CHAPTER 3. ANALISI IN FREQUENZA DEI SISTEMI DISSIPATIVI
Dim. (3.⇒1.) Si tratta di dimostrare che i poli di G(s) non possono essere in C+. Sia p0 ∈ C+
un polo di G(s). Allora in un intorno suﬃcientemente piccolo di p0, trascurando i termini di ordine
inferiore, G(s) pu` o essere approssimato nel modo seguente
G(s) ∼ =
M
(s − p0)k,
dove k ` e la molteplicit` a del polo e M ` e una matrice complessa opportuna. Sia s = p0 +rejθ. E’ chiaro
che esiste r > 0 tale che s = p0 + rejθ ∈ C+ per ogni θ. Sia v un qualsiasi vettore a componenti
complesse. Allora
v∗(G(s)∗ + G(s))v = 2Re(v∗G(s)v) ∼ = 2Re
 
v∗Mv
(s − p0)k
 
=
= 2Re(v∗Mvr−ke−jkθ) = Re(Ae−jkθ) ≥ 0,
dove A := v∗Mvr−m ∈ C. A questo punto si noti che il numero complesso Ae−jmθ al variare di θ
descrive una circonferenza di centro l’origine e raggio |A| e quindi, perch´ e v∗(G(s)∗ + G(s))v ≥ 0 per
ogni θ, ` e necessario che A = 0. Ci` o ` e possibile se e solo se M = 0 e quindi se e solo se p0 non era un
polo.
(1.⇒2.) Supponiamo che G(s) abbia un polo in jω0 di molteplicit` a m. Nell’intorno del polo G(s)
pu` o essere approssimata da
M
(s − jω0)k
dove M ` e una opportuna matrice non nulla. Allora esiste un v vettore a componenti complesse tale
che v∗Mv  = 0. Sia s = jω0 + rejθ con θ ∈ (−π/2,π/2) e r > 0 piccolo. Allora s ∈ C+ e
v∗(G(s)∗ + G(s))v = 2Re(v∗G(s)v) ∼ = 2Re
 
v∗Mv
(s − jω0)k
 
=
= 2Re(v∗Mvr−ke−jkθ) = 2Re(Ae−jkθ) ≥ 0,
dove A := v∗Mvr−k ∈ C. A questo punto si noti che se fosse k > 1, allora il numero complesso
Ae−jmθ al variare di θ descriverebbe una circonferenza di centro l’origine e raggio |A|. Quindi perch´ e
v∗(G(s)∗ + G(s))v ≥ 0 per ogni θ ` e necessario che k = 1. In tal caso il numero complesso Ae−jmθ
al variare di θ descrive solo una semicirconferenza. Perch´ e tale semicirconferenza sia interamente
contenuta in C+ ` e necessario che A sia reale e non negativo e quindi che M sia Hermitiana semideﬁnita
positiva. Quindi il polo jω0 deve essere semplice e il residuo ad esso relativo deve essere Hermitiano
semideﬁnito positivo.
Nell’intorno dell’inﬁnito, cio` e per s grande in valore assoluto, si pu` o approssimare G(s) con
Msk
dove M ` e una opportuna matrice non nulla. Allora esiste un v vettore a componenti complesse tale
che v∗Mv  = 0. Sia s = Rejθ con θ ∈ (−π/2,π/2) e R > 0 grande. Allora s ∈ C+ e
v∗(G(s)∗ + G(s))v ∼ = 2Re(Ae−jkθ) ≥ 0,
dove A := v∗MvRk ∈ C. Anche in questo caso si pu` o dedurre che k = 1 e che M ` e Hermitiana
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Sia inﬁne jω0 un punto dell’asse immaginario che non ` e polo di G(s) e sia v un vettore complesso
qualsiasi. Allora
v∗(G(jω0)∗ + G(jω0))v = lim
ρ→0+ v∗(G(ρ + jω0)∗ + G(ρ + jω0))v ≥ 0
e quindi possiamo concludere che G(jω0)∗ + G(jω0) ≥ 0.
(2.⇒3.) Dobbiamo dimostrare solo che per ogni s ∈ C+ si ha che G(s)∗ + G(s) ≥ 0 e quindi che
per ogni vettore complesso v si ha che Re(v∗G(s)v) ≥ 0. Si consideri il percorso in ﬁgura che descriva
l’asse immaginario per valori crescenti di ω, aggirando a destra gli eventuali poli di G(s) con semicerchi
di raggio arbitrariamente piccolo, mentre il semicerchio di ritorno ha raggio arbitrariamente grande.
Allora sul semicerchio relativo al polo jω0 di G(s) si avr` a
v∗G(s)v ∼ =
v∗Mv
s − jω0
.
Poich´ e s nell’intorno di jω0 coincide con jω0 + rejθ con θ ∈ (−π/2,π/2) e poich´ e M ≥ 0, allora si ha
che
Re(v∗G(s)v) ∼ = (v∗Mv)r−1 cosθ ≥ 0.
Sul semicerchio grande si avr` a
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dove M∞ ` e la matrice residuo a ∞, e quindi, poich´ e M∞ ≥ 0 ed s su tale cerchio coincide con Rejθ
con θ ∈ (−π/2,π/2) e R > 0 grande, allora
Re(v∗G(s)v) ∼ = (v∗M∞v)Rcosθ ≥ 0.
Si pu` o concludere che sul percorso ﬁssato, pur di scegliere r piccolo e R grande, risulta Re(v∗G(s)v) ≥
0. Per il teorema del massimo modulo, dal quale, come mostrato in [1], si dimostra che la parte
reale di funzioni olomorfe in un dominio deve assumere massimo e minimo sulla frontiera, segue
che Re(v∗G(s)v) ≥ 0 vale anche all’interno della regione, altrimenti Re(v∗G(s)v) avrebbe minimo
all’interno della regione.
Si noti che, date due matrici positive reali aventi stesse dimensioni G1(s) e G2(s), ` e facile veriﬁcare
che
aG1(s) + bG2(s)
` e positiva reale a patto che le costanti a e b siano non negative. Un’altra interessante propriet` a ` e data
dal fatto che se G(s) ` e positiva reale ed ` e invertibile (cio` e esiste un’altra matrice razionale W(s) tale
che W(s)G(s) = G(s)W(s) = I), allora la sua inversa G(s)−1 ` e anch’essa positiva reale. Infatti per
ogni s ∈ C0+ che non ` e polo di G(s)−1 si ha che
G(s)−1 + (G(s)−1)∗ = G(s)−1(G(s) + G(s)∗)G(s)−1 ≥ 0.
Corollario 9 Sia Σ un sistema lineare raggiungibile descritto dalle equazioni (3.7) e sia G(s) la sua
matrice di trasferimento. Allora
1. Se w = uTu − yTy, allora (Σ,w) ` e dissipativo se e solo se G(s) ` e limitata reale.
2. Se w = uTy, allora (Σ,w) ` e dissipativo se e solo se G(s) ` e positiva reale.
Dim. 1. Sia w = uTu − yTy. Allora
 
Q S
ST R
 
=
 
−CTC −CTD
−DTC I − DTD
 
e quindi
Ψ(s∗,s) = [BT(s∗I − AT)−1 I ]
 
−CTC −CTD
−DTC I − DTD
  
(sI − A)−1B
I
 
= I − G(s)∗G(s)
e quidi per il teorema precedente e per il teorema 14 si ottiene la tesi.
2. Sia w = uy. Allora  
Q S
ST R
 
=
 
0 CT/2
C/2 (D + DT)/2
 
e quindi
Ψ(s∗,s) = [BT(s∗I − AT)−1 I ]
 
0 CT/2
C/2 (D + DT)/2
  
(sI − A)−1B
I
 
= G(s)∗ + G(s)
e quindi, anche in questo caso, per il teorema precedente e per il teorema 16 si ottiene la tesi.Bibliography
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