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In this paper we consider the Haar wavelet on weighted Herz spaces. Our weight class,
whose name is Ap-dyadic local, is the one deﬁned by the ﬁrst author (2007). We shall
investigate the class of Ap-dyadic weights in connection with the maximal inequalities.
After obtaining the properties of weights in the ﬁrst half of the present paper, we consider
the Haar wavelet on weighted Herz spaces in the latter half. We shall show that the Haar
wavelet basis is an unconditional basis. We also show that the Haar wavelet is not greedy
except for the trivial case, that is, the Haar wavelet is greedy if and only if the Herz space
under consideration is a weighted Lp space.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We take up two topics in this paper. First, we deﬁne and investigate the class of dyadic Ap-class. Keeping the deﬁnition
and properties of the dyadic Ap-class in mind, we consider weighted Herz spaces. We intend to characterize weighted Herz
spaces in terms of the Haar basis and we establish that the Haar basis of weighted Herz spaces are unconditional but not
greedy except in some trivial cases.
Let us begin with describing the class dyadic Ap-class. We write Q j,k :=∏ni=1[2− jki,2− j(ki + 1)) for j ∈ Z and k ∈ Zn
for dyadic cubes. D denotes the set of all dyadic cubes in Rn . Also given an a.e. positive measurable function w and
a measurable set F , we write w(F ) := ∫F w(x)dx and mF (w) = w(F )|F | .
Deﬁnition 1. Let 1 < p < ∞. A positive measurable function w is an Adyp -weight if
Adyp (w) := sup
Q ∈D
mQ (w)mQ
(
w−
1
p−1
)p−1
< ∞.
The dyadic Hardy–Littlewood maximal operator is deﬁned by Mdy f (x) := supx∈Q ∈D 1|Q |
∫
Q | f (y)|dy. What Ap is to the
usual Hardy–Littlewood maximal operator, Adyp is to the dyadic Hardy–Littlewood maximal operator.
As for this class of weights, we obtain the following result.
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(1) The following are equivalent.
(a) w ∈ Adyp .
(b) There exists a constant c > 0 independent of λ > 0 and measurable functions f such that∫
{Mdy f>λ}
w(x)dx c
λp
∫
Rn
∣∣ f (x)∣∣pw(x)dx.
(c) There exists a constant c > 0 independent of λ > 0 and measurable functions f such that∫
Rn
Mdy f (x)pw(x)dx c
∫
Rn
∣∣ f (x)∣∣pw(x)dx.
(2) Let 1 < p < ∞ and 1< q∞. Then there exists a constant c > 0 depending only on p, q and w such that
∫
Rn
( ∞∑
j=1
Mdy f j(x)
q
) p
q
w(x)dx c
∫
Rn
( ∞∑
j=1
∣∣ f j(x)∣∣q
) p
q
w(x)dx
for every sequence of measurable functions { f j}∞j=1 .
(3) Adyp enjoys the openness property, that is, w ∈ Adyp implies w ∈ Adyq for some 1 < q < p < ∞.
The local dyadic maximal operator Mdy,loc and Ady,locp are deﬁned analogously by posing a restriction that the side-length
of cubes do not exceed 1.
In the latter half of this paper we consider the property of the Haar basis. The Haar basis in Rn is deﬁned as fol-
lows: Given ε ∈ E = {0,1}n \ {0,0, . . . ,0}, we deﬁne ψε(t1, t2, . . . , tn) := ∏nj=1(χ[0, 12 )(t j) + (−1)ε jχ[ 12 ,1)(t j)). We deﬁne
the Haar functions by ϕ0,k(x) := χ[0,1)n (x − k) and ψεj,k(x) := ψε(2 j x − k) for j ∈ Z, k ∈ Zn and ε ∈ E . Given a complex
Banach space X and a countable index set A, we say that a basis {xm}m∈A in X is unconditional, if there exists a col-
lection of functionals {x∗m}m∈A such that we have x =
∑
m∈A x∗σ(m)(x)xσ(m) for every bijection σ from N to A (see [25]).
Given x ∈ X and an unconditional basis {xm}m∈A , we deﬁne xN =∑m∈AN x∗m(x)xm so that AN = N and that the inequality
sup{|x∗m(x)|: m ∈ AN } sup{|x∗m(x)|: m ∈ A \ AN} holds. An unconditional basis {xm}m∈A is said to be greedy if ‖xm‖X = 1
for all m ∈ A and if there exists c > 0 such that the inequality ‖x − xN‖X  c inf{‖x −∑m∈BN αmxm‖X : αm ∈ C, BN  N}
holds.
We are concerned with the following theorem and its possible extensions. Here and below N0 denotes the set of all
non-negative integers.
Theorem 3. Let 1 < p,q < ∞. Suppose that w ∈ Ady,locp . We let Q 0 := [−1,1]n and C j := [−2 j,2 j]n \ [−2 j−1,2 j−1]n for
j ∈ N. Deﬁne the weighted Herz space Kp,q(w), the set of all measurable functions f for which the norm ‖ f : Kp,q(w)‖ :=
‖χQ 0 · f : Lp(w)‖q + (
∑∞
j=1 ‖χC j · f : Lp(w)‖q)
1
q is ﬁnite.
(1) {ϕ0,k, ψεj,k: j ∈ N0, k ∈ Zn, ε ∈ E} is an unconditional basis of Kp,q(w). More quantitatively, ‖ f : Kp,q(w)‖ is equivalent to the
following norm∥∥∥∥∣∣∣∣∑
k∈Zn
〈 f ,ϕ0,k〉ϕ0,k
∣∣∣∣+(∑
ε∈E
j∈N0
∣∣∣∣∑
k∈Zn
〈
f ,ψεj,k
〉
ψεj,k
∣∣∣∣2)
1
2
: Kp,q(w)
∥∥∥∥.
(2) The normalized sequence{
ϕ0,k
‖ϕ0,k : Kp,q(w)‖ ,
ψεj,k
‖ψεj,k : Kp,q(w)‖
: j ∈ N0, k ∈ Zn, ε ∈ E
}
is a greedy basis of Kp,q(w), if and only if p = q.
Finally to conclude this section we describe the organization of this paper. In Section 2.1 we investigate the property of
Adyp weights and A
dy,loc
p weights. We shall obtain the reverse Hölder inequality and the weighted sharp maximal inequality,
which are used for later considerations. Section 3.1 is a reprise of the result in [7] and we give an alternative proof of [7].
Section 3.2 is devoted to the proof of the ﬁrst part of Theorem 3, while we prove the latter part of Theorem 3 in Section 3.4.
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dy,loc
p
2.1. Deﬁnition of Adyp and A
dy,loc
p
Muckenhoupt obtained a complete characterization of the weighted maximal inequality in [15]. Muckenhoupt investi-
gated the condition for the inequality∫
Rn
M f (x)pw(x)dx C
∫
Rn
∣∣ f (x)∣∣pw(x)dx, 1 < p < ∞
to hold for all measurable functions f with C independent of f , where M denotes the Hardy–Littlewood maximal operator
given by
Mf (x) := sup
r>0
1
rn
∫
{y: |x−y|<r}
∣∣ f (y)∣∣dy.
However, as the Mori–Takahashi formula, the proof of characterizing the domain of holomorphy and many important
formulae giving the norms of reproducing kernel Hilbert spaces implies, the class of Ap is kind of narrow. We can ﬁnd
what type of weights are used actually for each setting in [10,21] respectively. Therefore, the recent papers [11,20] are real
breakthroughs in that they developed the theory of function spaces coming with a weight such as e|·|.
In [7] the ﬁrst author of this paper introduced the class of Ady,locp and obtained wavelet characterizations of the L
p
spaces coming with an Ady,locp in terms of the Haar wavelet. A
dy,loc
p is referred to as A
dy,0
p in the original paper [7] and is
an analogy of Adyp which is initially introduced in [6]. Although we did not deﬁne the class A
dy
1 and A
dy,loc
1 in Section 1, it
is still possible to deﬁne this class.
Given a positive function w and a cube Q , we denote mQ (w) := w(Q )|Q | . We also write m(θ)Q (w) :=mQ (wθ )
1
θ for θ > 0.
Recall that the dyadic maximal operator and the local maximal operator are deﬁned in Section 1 by
Mdy f (x) := sup
Q :x∈Q ∈D
mQ
(| f |),
Mdy,loc f (x) := sup
Q : x∈Q ∈D, (Q )1
mQ
(| f |)
for a measurable function f . Let 1  p < ∞. The class Adyp and the class Ady,locp are ones of the a.e. positive measurable
functions w for which the norm
Adyp (w) :=
⎧⎨⎩esssupx∈Rn
Mdyw(x)
w(x) if p = 1,
supQ ∈DmQ (w) ·m
( 1p−1 )
Q (w
−1) if 1 < p < ∞
and
Ady,locp (w) :=
⎧⎨⎩esssupx∈Rn
Mdy,locw(x)
w(x) if p = 1,
supQ ∈D, (Q )1mQ (w) ·m
( 1p−1 )
Q (w
−1) if 1 < p < ∞
is ﬁnite respectively.
The aim of this paper is to investigate various function spaces adapted to this class of weights.
2.2. Proof of Theorem 2(1) and (2)
We prove the following auxiliary results for later considerations.
Lemma 4. Let U ,u be a.e. positive measurable functions. We deﬁne
Mdyu f (x) := sup
x∈Q ∈D
1
u(Q )
∫
Q
∣∣ f (y)∣∣u(y)dy,
Mdy,locu f (x) := sup
x∈Q ∈D
1
u(Q )
∫
Q
∣∣ f (y)∣∣u(y)dy.
(Q )1
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U · u{Mdyu f > λ} 1
λ
∫
Rn
∣∣ f (x)∣∣Mdyu U (x) · u(x)dx, (1)
U · u{Mdy,locu f > λ} 1
λ
∫
Rn
∣∣ f (x)∣∣Mdy,locu U (x) · u(x)dx (2)
and ∫
Rn
Mdyu f (x)
pU (x)u(x)dx p2
p
p − 1
∫
Rn
∣∣ f (x)∣∣pMdyu U (x)u(x)dx, (3)
∫
Rn
Mdy,locu f (x)
pU (x)u(x)dx p2
p
p − 1
∫
Rn
∣∣ f (x)∣∣pMdy,locu U (x)u(x)dx (4)
for all 1 < p < ∞.
Proof. We have only to establish the inequality for Mdyu f , the one for M
dy,loc
u f is weaker. As before, we let Eλ = {Mdyu f > λ}
for the proof of the ﬁrst inequality. We can partition Eλ into a family of dyadic cubes {Q j} j∈ J such that
∫
Q j
| f (x)|u(x)dx >
λu(Q j) for all j ∈ J . Using {Q j} j∈ J , we obtain
U · u{Mdyu f > λ}=∑
j∈ J
U · u(Q j)

∑
j∈ J
u(Q j) inf
y∈Q j
Mdyu U (y)
 1
λ
∑
j∈ J
∫
Q j
∣∣ f (x)∣∣Mdyu U (x) · u(x)dx
 1
λ
∫
Rn
∣∣ f (x)∣∣Mdyu U (x) · u(x)dx.
The second inequality for Mdyu f is obtained by the distribution inequality.∫
Rn
Mdyu f (x)
pU (x)u(x)dx =
∞∫
0
p2pλp−1U · u{Mdyu f > 2λ}dλ

∞∫
0
p2pλp−1
( ∫
{Mdyu [χ{| f |λ}· f ]>2λ}
Mdyu U (x)u(x)dx
)
dλ

∞∫
0
p2pλp−2
(∫
χ{| f |λ}(x)
∣∣ f (x)∣∣Mdyu U (x) · u(x)dx)dλ
= p2
p
p − 1
∫
Rn
∣∣ f (x)∣∣pMdyu U (x) · u(x)dx. 
Next we shall prove that (b) implies (c) in Theorem 2(1).
Lemma 5. Let w be a weight, that is, an a.e. positive measurable function.
(1) If the inequality w{Mdy f > λ} C
λp
∫
Rn
| f (x)|pw(x)dx holds for all measurable functions f and λ > 0, then we have w ∈ Adyp .
(2) If the inequality w{Mdy,loc f > λ}  C
λp
∫
Rn
| f (x)|pw(x)dx holds for all measurable functions f and λ > 0, then we have
w ∈ Ady,locp .
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1
p−1 and λ = 12mQ (| f |) for a given dyadic cube Q . Indeed, if we set f and λ in
this way, we obtain Q ⊂ {Mdy,loc f > λ}. Hence it follows that w(Q )λp  C |Q |, yielding that w ∈ Adyp . The proof of (2) is
entirely analogous. 
Let us summarize what we have obtained in Lemmas 4 and 5.
Proposition 6. Let 1 p < ∞ and w an a.e. positive measurable function.
(1) The weak-type estimate w{Mdy f > λ} c
λp
∫
Rn
| f (x)|pw(x)dx holds if and only if w ∈ Adyp .
(2) The weak-type estimate w{Mdy,loc f > λ} c
λp
∫
Rn
| f (x)|pw(x)dx holds if and only if w ∈ Ady,locp .
Next we shall prove that (a) implies (c) in Theorem 2(1). For this purpose we use the following pointwise estimate. This
proposition is a counterpart of [12].
Proposition 7. Let f be a measurable function Then, for a.e x ∈ Rn, we have
Mdy f (x) Adyp (w)
1
p−1
(
Mdyw
[
Mdy
w
− 1p−1
[
f · w 1p−1 ]p−1w−1](x)) 1p−1
for each w ∈ Adyp and that
Mdy,loc f (x) Ady,locp (w)
1
p−1
(
Mdy,locw
[
Mdy,loc
w
− 1p−1
[
f · w 1p−1 ]p−1w−1](x)) 1p−1
for each w ∈ Ady,locp .
Proof. Note that 1u(Q )
∫
Q | f (x)|u(x)dx infx∈Q Mdyu f (x) for each dyadic cube Q and an a.e. positive function u. Using this
simple estimate, we obtain
Mdy f (x) = sup
x∈Q ∈D
1
|Q |
∫
Q
f (x)dx
= sup
x∈Q ∈D
w−
1
p−1 (Q )
|Q |
1
w−
1
p−1 (Q )
∫
Q
f (x)w(x)
1
p−1 w(x)−
1
p−1 dx
 sup
x∈Q ∈D
w−
1
p−1 (Q )
|Q | infy∈Q M
dy
w
− 1p−1
[
f · w 1p−1 ](y)
 Adyp (w)
1
p−1 sup
x∈Q ∈D
( |Q |
w(Q )
) 1
p−1
inf
y∈Q M
dy
w
− 1p−1
[
f · w 1p−1 ](y)
 Adyp (w)
1
p−1 sup
x∈Q ∈D
(
1
w(Q )
∫
Q
Mdy
w
− 1p−1
[
f · w 1p−1 ](x)p−1 dx) 1p−1
 Adyp (w)
1
p−1
(
Mdyw
[
Mdy
w
− 1p−1
[
f · w 1p−1 ]p−1w−1](x)) 1p−1 .
The counterpart of Mdy,loc is obtained analogously. The proof is therefore complete. 
Theorem 8. Assume that w is an a.e. positive function and 1< p < ∞.
(1) If w ∈ Adyp , then there exists a constant c > 0 such that∥∥Mdy f : Lp(w)∥∥ c∥∥ f : Lp(w)∥∥ (5)
for all measurable functions f .
(2) If w ∈ Ady,locp , then there exists a constant c > 0 such that∥∥Mdy,loc f : Lp(w)∥∥ c∥∥ f : Lp(w)∥∥ (6)
for all measurable functions f .
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w
− 1p−1
[
f · w 1p−1 ]p−1w−1]) 1p−1 : Lp(w)∥∥
 Adyp (w)
1
p−1
∥∥Mdyw [Mdy
w
− 1p−1
[
f · w 1p−1 ]p−1w−1] : Lp′(w)∥∥ 1p−1
 c
∥∥Mdy
w
− 1p−1
[
f · w 1p−1 ]p−1w−1 : Lp′(w)∥∥ 1p−1
= c∥∥Mdy
w
− 1p−1
[
f · w 1p−1 ] : Lp(w− 1p−1 )∥∥
 c
∥∥ f : Lp(w)∥∥.
This is the desired result. 
Finally to conclude this section, we prove Theorem 2(2). To do this, in view of Proposition 7, we have only to prove the
following.
Proposition 9. Let 1 < p < ∞ and 1 < q ∞. Then, there exists a constant c > 0 depending only on p and q (not on dimension)
such that∫
Rn
( ∞∑
j=1
Mdyu f j(x)
q
) p
q
u(x)dx c
∫
Rn
( ∞∑
j=1
∣∣ f j(x)∣∣q
) p
q
u(x)dx,
∫
Rn
( ∞∑
j=1
Mdy,locu f j(x)
q
) p
q
u(x)dx c
∫
Rn
( ∞∑
j=1
∣∣ f j(x)∣∣q
) p
q
u(x)dx
for all a.e. positive measurable function u.
Proof. We use the technique in [22]. If 1 < p = q < ∞, then the result is immediate from Lemma 4. If 1 < p < q = ∞, we
use the aforementioned lemma and sup j∈N M
dy
u f j(x)  Mdyu [sup j∈N | f j |](x). Next, we consider the case 1 < q < p < ∞. In
this case we have∫
Rn
( ∞∑
j=1
Mdyu f j(x)
q
) p
q
u(x)dx =
∫
Rn
∞∑
j=1
Mdyu f j(x)
qU (x)u(x)dx
for some positive measurable function U such that ‖U : L( pq )′ (u)‖ = 1. By using Lemma 5, we obtain∫
Rn
∞∑
j=1
Mdyu f j(x)
qU (x)u(x)dx c
∫
Rn
∞∑
j=1
∣∣ f j(x)∣∣qMdyu U (x) · u(x)dx.
By the Hölder inequality, we have the desired result for the case when 1 < q < p < ∞.
Finally let us assume that 1 < p < q < ∞. In this case we let P := √p and Q := q/√p. Then by the duality LP (lQ )-
LP
′
(lQ
′
) we have( ∫
Rn
( ∞∑
j=1
Mdyu f j(x)
q
) p
q
u(x)dx
) 1
P
=
∞∑
j=1
∫
Rn
Mdyu f j(x)
Q · g j(x)u(x)dx
for a sequence of functions {g j}∞j=1 with
∫
Rn
(
∑∞
j=1 |g j(x)|Q ′)
P ′
Q ′ u(x)dx = 1. By virtue of Lemma 4, we obtain
( ∫
Rn
( ∞∑
j=1
Mdyu f j(x)
q
) p
q
u(x)dx
) θ
p
 c
∞∑
j=1
∫
Rn
∣∣ f j(x)∣∣ qθ · Mdyu g j(x)u(x)dx.
Now that we have established this theorem for the case when 1 < q < p < ∞ and Q ′ < P ′ , the case when 1 < p < q < ∞
can be also prove by a repeated application of the Hölder inequality. 
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The class Adyp (resp. A
dy,loc
p ) enjoys the A
dy∞ (resp. Ady,loc∞ ) property. More precisely, we have
Lemma 10. Let w ∈ Adyp with 1 p < ∞. Or more quantitatively,
w
{
Mdy f > λ
}
 C0
λp
∫ ∣∣ f (x)∣∣pw(x)dx
holds for some C0 > 0. Let 0 < α < 1. Then w(E) (1− (1−α)pC0 )w(Q ) whenever |E| α|Q |. The same can be said if we replace dy
with dy, loc and pose the restriction (Q ) 1.
Proof. By considering the case when f = χQ \E and λ = mQ ( f · w), we obtain w(Q )  C0|Q |p|Q \E|p w(Q \ E) = C0|Q |
p
|Q \E|p (w(Q ) −
w(E)). This inequality amounts to w(E) (1− 1C0 (
|Q |−|E|
|Q | )
p)w(Q ) (1− (1−α)pC0 )w(Q ), the desired result. 
Let us make precise the above property with the following deﬁnition.
Deﬁnition 11. Let w be an a.e. positive measurable function.
(1) Ady∞ is a class of weights w satisfying the following condition: For all 0 < α < 1 there exists 0 < β < 1 such that
w(E) βw(Q ) for all cubes Q and measurable subset E with |E| α|Q |.
(2) Ady,loc∞ is a class of weights w satisfying the following condition: For all 0 < α < 1 there exists 0 < β < 1 such that
w(E) βw(Q ) for all cubes Q and measurable subset E with |E| α|Q | and (Q ) 1.
Theorem 12. Let Q ∈ D and w ∈ Ady∞ . Then there exist ε > 0 and C1 > 0 such that m(1+ε)Q (w) C1mQ (w). The same can be said
for w ∈ Ady,loc∞ and pose the restriction (Q ) 1.
Proof. We concentrate on the case when w ∈ Ady∞ . Let λ = mQ (w). Let us set λk = 2(n+1)kλ for k ∈ Z. Decompose Ωk :=
{Mdyw > λ} =∐ j∈ Jk R( j)k , where {R( j)k } j∈ Jk is a disjoint collection of dyadic cubes satisfying
λk <mR( j)k
(w) λk+1, R( j)k ⊂ Q , w(x) λ for all x ∈ Q \
∞⋃
k=0
⋃
j∈ Jk
R( j)k .
Note
∣∣Ωk+1 ∩ R( j0)k ∣∣= ∑
j∈ Jk+1
R( j)k+1⊂R
( j0)
k
∣∣R( j)k+1∣∣ w(R( j0)k )λk+1  2
nλk
λk+1
∣∣R( j0)k ∣∣= |R( j0)k |2 ,
where we have set Ωk := ⋃ j∈ Jk R( j)k . If we invoke Lemma 10 with α = 12 , then we have w(Ωk+1 ∩ R( j0)k ) 
(1 − 2−pC0−1)w(R( j0)k ) =: βw(R( j0)k ). Adding this inequality over j0 ∈ Jk , we are led to w(Ωk+1)  βw(Ωk), which im-
plies that |⋂∞k=0 Ωk| = 0.
Choose ε > 0 so that 2(n+1)εβ < 1. Then we have
w1+ε(Q ) =
∞∑
k=−1
w1+ε(Ωk \ Ωk+1) λ0ε
∞∑
k=−1
2(n+1)(k+1)εw(Ωk \ Ωk+1).
If we invoke Lemma 10, then we obtain
w(Q ) λ0ε
∞∑
k=−1
2(n+1)(k+1)εw(Ωk) λ0ε
( ∞∑
k=−1
2(n+1)(k+1)εβk
)
w(Q ).
Hence mQ (w1+ε) CmQ (w)1+ε. This is the desired result. 
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⋃
1<q<p A
dy
p and A
dy,loc
p =
⋃
1<q<p A
dy,loc
p for all 1 < p < ∞.
Proof. We establish the ﬁrst equality. Let w ∈ Adyp with 1 < p < ∞. Since w−
1
p−1 ∈ Adyp′ , it follows that m(1+ε)Q (w−
1
p−1 ) 
CmQ (w
− 1p−1 ) for some ε > 0. Therefore, it follows that w ∈ Adyq with q = p−11+ε + 1 < p. 
2.4. Sharp maximal inequality
Now we consider the following sharp maximal operators given by
M,dy f (x) := sup
Q :x∈Q ∈D
mQ
(∣∣ f −mQ ( f )∣∣),
M,dy,loc f (x) := sup
Q : x∈Q ∈D, (Q )1
mQ
(∣∣ f −mQ ( f )∣∣).
As for this maximal operator, we have the following.
Theorem 14. Let 1 < p < ∞.
(1) Let w ∈ Ady∞ . Then we have
‖ f ‖p  c
∥∥Mdy f ∥∥p  c∥∥M,dy f ∥∥p  c‖ f ‖p (7)
for all f ∈ Lp(w).
(2) Let w ∈ Ady,loc∞ . Then we have
‖ f ‖p  c
∥∥Mdy,loc f ∥∥p  c∥∥M,dy,loc f ∥∥p  c‖ f ‖p (8)
for all f ∈ Lp(w).
Proof. Here we prove (7), especially ‖Mdy,loc f ‖p  c‖M,dy,loc f ‖p . The remaining inequality can be obtained by using
| f (x)| Mdy,loc f (x) and mimicking the proof of (7).
We consider the set Eλ = {x ∈ Rn: Mdy,loc f (x) > 2λ, M,dy,loc f (x)  λ2N }, λ > 0, where N ∈ N is large enough. We
can assume that Eλ = ∅. Otherwise there is nothing to prove. For each x ∈ Eλ we let Sx be the maximal cube such that
mSx(| f |) > 32λ and that x ∈ Sx . Suppose Tx is its dyadic parent, the smallest dyadic cube strictly greater than Sx . Then we
have mTx(| f |) 32λ. Hence it follows that Sx ∩ Eλ ⊂ {x ∈ Rn: Mdy,loc[χSx ( f −mSx( f ))](x) > λ2 }.
Hence, we obtain |Sx ∩ Eλ| mSx (| f−mSx ( f )|)λ  |Sx|λ infy∈Eλ M f (x) |Sx|2N by virtue of Lemma 4 with u = 1. This, together
with Lemma 10, yields
w(Sx ∩ Eλ) c2−Nδw(Sx). (9)
We discard overlapping cubes in {Sx}x∈Eλ to obtain a disjoint countable collection {Sx}x∈ J . (9) is summable over x ∈ J and
we obtain
w
{
Mdy f > 2λ, Mdy,loc f  2−n−N−10λ
}
 c2−Nδw
{
Mdy f > λ
}
, (10)
where c, δ > 0 is independent of N . If we integrate (10) against pλp−1 dλ, then we obtain the desired result. 
3. Wavelet characterization of weighted Herz spaces
3.1. The Haar wavelets
Recall that we have deﬁned E := {0,1}n \ {(0,0, . . . ,0)}, and
ϕεi := χ[0,1/2) + (−1)εiχ[1/2,1),
ϕ(x) :=
n∏
i=1
ϕ0(xi) = χ[0,1)n(x),
ψε(x) :=
n∏
ϕεi (xi) =
n∏{
χ[0,1/2)(xi) + (−1)εiχ[1/2,1)(xi)
}
,i=1 i=1
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set {ψε}ε∈E is the Haar wavelet set.
Given a function f deﬁned on Rn , we denote
f j,k(x) := 2 jn/2 f
(
2 jx− k)= 2 jn/2 f (2 jx1 − k1,2 j x2 − k2, . . . ,2 j xn − kn)
for j ∈ Z and k = (k1,k2, . . . ,kn) ∈ Zn .
It is well known that
‖ f ‖2 =
∥∥∥∥(∑
j∈Z
∑
ε∈E
∣∣∣∣∑
k∈Zn
〈
f ,ψεj,k
〉
L2ψ
ε
j,k
∣∣∣∣2)
1
2
∥∥∥∥
2
=
√√√√√∥∥∥∥∑
k∈Zn
〈 f ,ϕ0,k〉L2ϕ0,k
∥∥∥∥2
2
+
∥∥∥∥(∑
j∈N0
∑
ε∈E
∣∣∣∣∑
k∈Zn
〈
f ,ψεj,k
〉
L2ψ
ε
j,k
∣∣∣∣2)
1
2
∥∥∥∥2
2
.
Indeed, starting from this paper, many authors still investigate the properties of the Haar wavelet (see [4,7,16–19]).
This paper is oriented to the characterization in terms of the Haar wavelets. In general we need to depend on the
singular integral theory presented by Calderón–Zygmund in [1,2]. For details we refer to textbooks [14,25] for example. If
we are to extend the wavelet characterization to the weighted setting and to use the Calderön–Zygmund theory, we need
to have that the weight belongs to the Ap class. However, if we consider the Haar wavelets, there is no need to use the
Calderön–Zygmund theory.
Let χ j,k := 2 jn/2χQ j,k be the normalized indicator function. We deﬁne
Φ0( f ) :=
∑
k∈Zn
〈 f ,ϕ0,k〉ϕ0,k,
Ψ εj ( f ) :=
∑
k∈Zn
〈
f ,ψεj,k
〉
ψεj,k, j ∈ Z, ε ∈ E.
Let X ⊂ L1loc be a subspace. Write C j =
⋃
m∈M Q− j,m for j ∈ Z. If X carries the structure of a quasi-Banach space embed-
ded into L1loc continuously, we set
VX,q( f ) :=
{∑
ε∈E
(∥∥∥∥(∑
j∈Z
∣∣Ψ εj ( f )∣∣2) 12 ∥∥∥∥
X
)q} 1q
,
V∗X,q( f ) :=
{∑
ε∈E
(∥∥∥∥(∑
j∈Z
∣∣Ψ εj (χC j · f )∣∣2) 12 ∥∥∥∥
X
)q} 1q
+
{∑
m∈M
(∥∥∥∥(∑
j∈Z
∣∣mQ− j,m ( f ) · χQ− j,m ∣∣2) 12 ∥∥∥∥
X
)q} 1q
,
WX,q( f ) :=
{(∥∥Ψ0( f )∥∥X)q +∑
ε∈E
(∥∥∥∥(∑
j∈N0
∣∣Ψ εj ( f )∣∣2) 12 ∥∥∥∥
X
)q} 1q
,
for 0 < q < ∞. It will be understood that V∗X,q is a modiﬁcation of VX,q .
Lemma 15. Let {α j} j∈Z ⊂ {−1,0,1} be such that ∑ j∈Z |α j| < ∞. Then there exists c > 0 such that ‖{x ∈ Rn: |Φ0( f )| +
|∑ j∈Z α jΨ εj ( f )| > λ}‖ cλ‖ f ‖1 for all f ∈ L1 , ε ∈ E and λ > 0.
Proof. The treatment of Φ0 is simple because Φ0 is L1-bounded. To deal with Ψ εj , we form the Calderón–Zygmund decom-
position of level λ.
Let f = g + b = g +∑m∈M bm , where g is the good part and each bm is the bad part supported on a dyadic cube Qm
and {Qm}m∈M forms a disjoint family. Note that we have the following:
(1)
∫ |g(x)|dx ∫ | f (x)|dx.
(2) |g(x)| λ for a.e. x ∈ Rn .
(3) Each bm is an L1(w)-function with supp(bm) ⊂ Qm ,
∫
Qm
bm(x)dx = 0.
(4) {Mdy f > λ} =⋃m∈M Qm and ∑m∈M |Qm| 1λ ∫ | f (x)|dx.
For the details we refer to [5], for example. The treatment of the good part is easy by using the fact that Haar system forms
a complete orthonormal system in L2. To complete the proof, we note that supp(Ψ εj (bm)) ⊂ Qm, which follows immediately
from the fact that bm is supported on Qm and the deﬁnition of Ψ εj . If we invoke (4), then we have the desired result. 
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j∈Z
α jΨ
ε
j ( f )
∥∥∥∥
p
 c‖ f ‖p, 1 < p < ∞
for some constant c independent of f .
Proof. The ﬁrst inequality is an immediate consequence of the Hölder inequality. Let us prove the second inequality. To do
this, we let Ψ εα ( f ) =
∑
j∈Z α jΨ εj ( f ). Let us suppose that 1 < p < 2. Then we have
∥∥Ψ εα ( f )∥∥pp =
∞∫
0
p2pλp−1
∣∣{∣∣Ψ εα ( f )∣∣> 2λ}∣∣dλ

∞∫
0
p2pλp−1
∣∣{∣∣Ψ εα (χ{| f |λ} f )∣∣> λ}∣∣dλ + ∞∫
0
p2pλp−1
∣∣{∣∣Ψ εα (χ{| f |λ} f )∣∣> λ}∣∣dλ
 c
∞∫
0
( ∫
{| f |λ}
∣∣ f (x)∣∣dx) dλ
λ2−p
+ c
∞∫
0
( ∫
{| f |>λ}
∣∣ f (x)∣∣2 dx) dλ
λ3−p
= c
∫
Rn
∣∣ f (x)∣∣p dx.
Now let us suppose that 2 < p < ∞. Then we have∥∥∥∥∑
j∈Z
α jΨ
ε
j ( f )
∥∥∥∥
p
=
∫
Rn
∑
j∈Z
α jΨ
ε
j ( f )(x)g(x)dx
for some g ∈ Lp′ with ‖g‖p′ = 1. By the duality and the Hölder inequality we have∥∥∥∥∑
j∈Z
α jΨ
ε
j ( f )
∥∥∥∥
p
=
∫
Rn
∑
j∈Z
α jΨ
ε
j (g)(x) f (x)dx ‖ f ‖p
∥∥∥∥∑
j∈Z
α jΨ
ε
j (g)
∥∥∥∥
p′
.
Now that we have established the theorem for 1< p < 2, we obtain∥∥∥∥∑
j∈Z
α jΨ
ε
j ( f )
∥∥∥∥
p
 c‖ f ‖p · ‖g‖p′  c‖ f ‖p.
As a result, the theorem was proved. 
With this result, we obtain the wavelet characterization of Lp with 1 < p < ∞.
Theorem 17. Let 1 < p < ∞. Then the equivalences ‖ f ‖p  WLp ,p f  VLp ,p f hold for all f ∈ Lp .
Proof. This is trivial for p = 2, as equalities ‖ f ‖2 = WL2,2 f = VL2,2 f for f ∈ L2 hold. Below we shall prove ‖ f ‖p  WLp ,p f ,
since we can prove ‖ f ‖p  VLp ,p f analogously. Let us establish WLp ,p f  c‖ f ‖p . Let {α∗j } j∈Z be the Rademacher sequence,
that is, α∗j (t) =
∑
m∈Z χ[0, 12 )(2
jt −m) − χ[ 12 ,1)(2
jt −m). Then we have
WLp ,p f = lim
L→∞
{∑
ε∈E
(∥∥∥∥( ∑
j∈Z, | j|L
∣∣Ψ εj ( f )∣∣2) 12 ∥∥∥∥
p
)p} 1p
 lim
L→∞
( 1∫
0
∥∥∥∥ ∑
j∈Z, | j|L
α j(t)Ψ
ε
j ( f )
∥∥∥∥p
p
dt
) 1
p
 c‖ f ‖p.
To prove the converse we use the duality.
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g∈Lp′ ,‖g‖p′=1
∣∣∣∣∫ f (x) · g(x)dx∣∣∣∣
= sup
g∈Lp′ ,‖g‖p′=1
∣∣∣∣∫ ∑
j∈Z
∑
ε∈E
Ψ εj ( f )(x)Ψ
ε
j (g)(x)dx
∣∣∣∣.
With the right inequality established, we obtain
‖ f ‖p  sup
g∈Lp′ ,‖g‖p′=1
VLp ,p( f )VLp ,p(g) cVLp ,p( f ).
Therefore, the theorem is proved completely. 
3.2. Weighted function spaces
The following is the key theorem established in [7]. Here we shall present a different proof.
Theorem 18. Let w ∈ Ady,locp . Then the following norm equivalence∥∥ f : Lp(w)∥∥ WLp(w),p f  VLp(w),p f (11)
holds.
Proof. Let us prove ‖∑ j∈Z α jΨ εj ( f ) : Lp(w)‖ c‖ f : Lp(w)‖ for all sequences {α j} j∈N0 ∈ {−1,1}N0 . Once this is achieved,
we obtain the desired result by using the duality and Kinchine’s inequality (see the proof of Theorem 17). In using the
duality we also invoke the fact that w ∈ Adyp implies w−
1
p−1 ∈ Adyp′ . We remark that the treatment of VLp ,p f is similar.
To do this, we have only to show that∥∥∥∥M,dy[ ∑
j∈N0
α jΨ
ε
j ( f )
]
: Lp(w)
∥∥∥∥ c∥∥ f : Lp(w)∥∥ (12)
for all bounded function f such that f is ﬁnitely spanned by {χQ }Q ∈D . Let us obtain a pointwise estimate for the integrand
of the left-hand side. To do this, pick Q ∈ D and estimate
I :=mQ
(∣∣∣∣∑
j∈N0
α jΨ
ε
j ( f ) −mQ
(∑
j∈N0
α jΨ
ε
j ( f )
)∣∣∣∣).
A direct calculation shows I =mQ (|∑ j>2− log2 (Q ) α jΨ εj ( f )|). Let θ = p−12 . Then we have
I m(1+θ)Q
(∣∣∣∣ ∑
j>2− log2 (Q )
α jΨ
ε
j ( f )
∣∣∣∣) Mdy,(1+θ) f (x).
Here for the last inequality, we have used Theorem 17. With the maximal inequality for Mdy, we obtain (12). 
In view of this result, we see that the basis is unconditional.
Theorem 19. Let 1 < p < ∞.
(1) If w ∈ Adyp , then the Haar wavelet basis {ψεj,k: j ∈ Z, k ∈ Zn, ε ∈ E} is an unconditional basis in Lp(w).
(2) If w ∈ Ady,locp , then the truncated Haar wavelet basis {ϕ0,k, ψεj,k: j ∈ N0, k ∈ Zn, ε ∈ E} is an unconditional basis in Lp(w).
Proof. Once we obtain the norm equivalence (11), we can work with VLp(w),p and WLp(w),p . Since these norms are deﬁned
via the Haar coeﬃcients and the summation, this result is immediate. 
3.3. Proof of Theorem 3(2)
Next we discuss the greediness of the basis. We use the following criterion. Let {xk}∞k=1 be an unconditional basis in X
normalized as ‖xk‖X = 1 for all k ∈ N. {xk}∞k=1 is called democratic for X if there exist a constant c > 0 and a function
μ : N → R such that μ(P ) ‖∑k∈P xk‖X  cμ(P ) for all ﬁnite subsets P ⊂ N.
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and only if it is unconditional and democratic.
Next, we shall show that the basis is greedy by using the following lemma.
Lemma 21. (Cf. [5, p. 141], [23, Corollary 1.1].) Let 1 < p < ∞ and w ∈ Adyp . Then w satisﬁes the dyadic reverse doubling condition,
i.e., there exists a constant d > 1 such that dw(Q ′) w(Q ) for all dyadic cubes Q , Q ′ satisfying Q ′  Q .
Now we shall prove “if” part of Theorem 3(2).
Theorem 22. Let 1 < p < ∞.
(1) If w ∈ Adyp , then the normalized Haar wavelet basis{
ψεj,k
‖ψεj,k : Lp(w)‖
: ε ∈ E, j ∈ N0, k ∈ Zn
}
(13)
is democratic in Lp(w).
(2) If w ∈ Ady,locp , then the normalized truncated Haar wavelet basis{
ϕ0,k
‖ϕ0,k : Lp(w)‖ ,
ψεj,k
‖ψεj,k : Lp(w)‖
: ε ∈ E, j ∈ N0, k ∈ Zn
}
(14)
is democratic in Lp(w).
Proof. We shall prove the ﬁrst assertion, the second one being proved similarly. We have established in Theorem 18 that
the basis is unconditional. Therefore, the matter is reduced to proving that it is democratic as well. The proof we give
here is essentially the same as in [3, Section 5.3]. We see that the sequence {ϕ0,k, ψεj,k: ε ∈ E, j ∈ N0, k ∈ Zn} forms an
unconditional basis for Lp(w) by Theorem 19. Thus for all f ∈ Lp(w) we can write
f =
∑
k∈Zn
ak( f )ϕ˜0,k +
∑
ε∈E
∞∑
j=0
∑
k∈Zn
bεj,k( f )ψ˜
ε
j,k,
where ak( f ) := 〈 f ,ϕ0,k〉‖ϕ0,k : Lp(w)‖ and bεj,k( f ) := 〈 f ,ψεj,k〉‖ψεj,k : Lp(w)‖. By virtue of Theorem 18, ‖ f : Lp(w)‖ is equiv-
alent to the following norm:
(∑
k∈Zn
∣∣ak( f )∣∣p) 1p +
∥∥∥∥∥
(∑
ε∈E
∞∑
j=0
∑
k∈Zn
∣∣w(Q j,k)− 1p bεj,k( f )χQ j,k ∣∣2
) 1
2
: Lp(w)
∥∥∥∥∥. (15)
Let us denote ϕ˜Q := ϕ˜ j,k and ψ˜εQ := ψ˜εj,k for a dyadic cube Q = Q j,k . Now we take ﬁnite subsets A ⊂ {Q 0,k}k∈Zn and
Λ ⊂ {(ε, Q j,k): ε ∈ E, j ∈ N0, k ∈ Zn}, and write g :=∑I∈A ϕ˜I +∑(ε, J )∈Λ ψ˜εJ . We also denote B := {Q j,k: (ε, Q j,k) ∈ Λ
for some ε ∈ E}. Note that B  Λ (2n − 1)B . Using (15), we obtain
c
∥∥g : Lp(w)∥∥ (A) 1p + ∥∥∥∥( ∑
(ε, J )∈Λ
∣∣w( J )− 1p χ J ∣∣2) 12 : Lp(w)∥∥∥∥
 (A)
1
p + (2n − 1) 12{ ∫⋃
J ′∈B J ′
(∑
J∈B
w( J )−
2
p χ J (x)
) p
2
w(x)dx
} 1
p
. (16)
For each x ∈⋃ J∈B J , J1(x) denotes the minimal dyadic cube in B with regard to the inclusion relation that contains x. Then
we get∑
J∈B
w( J )−
2
p χ J (x)
∞∑
r=0
w( Jr)
− 2p , (17)
where J0 := J1(x), Jr is a dyadic cube satisfying Jr−1 ⊂ Jr and 2n| Jr−1| = | Jr | for every r ∈ N. By Lemma 21, there exists a
constant d > 1 such that
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(
J1(x)
)
for all r ∈ N. Thus we have
∞∑
r=0
w( Jr)
− 2p 
∞∑
r=0
(
drw
(
J1(x)
))− 2p = c0w( J1(x))− 2p , (18)
where c0 := (1− d−
2
p )−1. Following (17) and (18), we obtain∫
⋃
J ′∈B J ′
(∑
J∈B
w( J )−
2
p χ J (x)
) p
2
w(x)dx
∫
⋃
J ′∈B J ′
(
c0w
(
J1(x)
)− 2p ) p2 w(x)dx
= (c0) p2
∫
⋃
J ′∈B J ′
w
(
J1(x)
)−1
w(x)dx. (19)
Now we set J˜ := {x ∈⋃ J ′∈B J ′: J1(x) = J } for each J ∈ B . Since J˜ ⊂ J and ⋃ J ′∈B J ′ =⋃ J∈B J˜ , it follows that∫
⋃
J ′∈B J ′
w
(
J1(x)
)−1
w(x)dx =
∫
⋃
J∈B J˜
w
(
J1(x)
)−1
w(x)dx

∑
J∈B
∫
J˜
w
(
J1(x)
)−1
w(x)dx
=
∑
J∈B
∫
J
w( J )−1w(x)dx
= B. (20)
Following (16)–(20), we have c‖g : Lp(w)‖ (A) 1p + c
1
2
0 (2
n − 1) 12 (B) 1p . Hence, there exists a constant c1 > 0 independent
of g , A and Λ such that∥∥g : Lp(w)∥∥ c1{A + Λ} 1p . (21)
On the other hand, applying (15) to f = g once again, we have
c′
∥∥g : Lp(w)∥∥ (A) 1p + ∥∥∥∥( ∑
(ε, J )∈Λ
∣∣w( J )− 1p χ J ∣∣2) 12 : Lp(w)∥∥∥∥
 (A)
1
p +
{ ∫
⋃
J ′∈B J ′
(∑
J∈B
w( J )−
2
p χ J (x)
) p
2
w(x)dx
} 1
p
. (22)
For each x ∈⋃ J∈B J , we have(∑
J∈B
w( J )−
2
p χ J (x)
) p
2
 w
(
J1(x)
)−1
. (23)
Now going through the same argument as (17)–(18), we obtain∑
J∈B
w( J )−1χ J (x) c′0w
(
J1(x)
)−1
, (24)
where c′0 > 0 is a constant depending only on p and d. Following (22)–(24), we obtain
c′‖g‖Lp(w)  (A)
1
p +
( ∫
⋃
′ J ′
c′0
−1∑
J∈B
w( J )−1χ J (x)w(x)dx
) 1
pJ ∈B
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(
c′0
−1∑
J∈B
w( J )−1
∫
J
w(x)dx
) 1
p
= (A) 1p + c′0−
1
p (B)
1
p .
Namely there exists a constant c2 > 0 independent of g , A and Λ such that
c2
∥∥g : Lp(w)∥∥ {A + Λ} 1p . (25)
Following (21) and (25), we get
c−12 {A + Λ}
1
p 
∥∥g : Lp(w)∥∥ c1{A + Λ} 1p . (26)
In view of (26) we conclude the normalized sequence (13) is democratic. 
3.4. Weighted Herz spaces
In this section we consider weighted Herz spaces. Recall that we have set Ql := [−2l,2l]n , Cl := Ql \ Ql−1 for l ∈ Z in
Theorem 3. Then deﬁne
∥∥ f : Kp,q(w)∥∥ := (∥∥χQ 0 · f : Lp(w)∥∥q +∑
l∈N
∥∥χCl · f : Lp(w)∥∥q) 1q ,
∥∥ f : K˙ p,q(w)∥∥ := (∑
l∈Z
∥∥χCl · f : Lp(w)∥∥q) 1q
for 1 p < ∞ and 0 < q∞ and a weight w .
Let 1 p < ∞ and 0 < q∞. The homogeneous weighted Herz space K˙ p,q(w) is deﬁned by
K˙ p,q(w) :=
{
f ∈ L1loc
(
w,Rn \ {0}): ∥∥ f : K˙ p,q(w)∥∥< ∞}
for w ∈ Adyp . The non-homogeneous weighted Herz space Kp,q(w) is deﬁned by
Kp,q(w) :=
{
f ∈ L1loc
(
w,Rn
)
:
∥∥ f : Kp,q(w)∥∥< ∞}
for w ∈ Ady,locp . The completeness of these function spaces are veriﬁed as follows: K˙ p,q(w) and Kp,q(w) are embedded into
Lploc(R
n,w(x)dx) continuously (see [8,13,24]). Here for the sake of convenience, we supply the proof for K˙ p,q(w). For all
f ∈ K˙ p,q(w) and all J ∈ Z, we have∫
Q J
∣∣ f (x)∣∣dx = J∑
l=−∞
∫
Cl
∣∣ f (x)∣∣w(x)1/p · w(x)−1/p dx

J∑
l=−∞
‖χCl · f ‖Lp(w)v(Cl)1/p
′

( J∑
l=−∞
‖χCl · f ‖qLp(w)
)1/q( J∑
l=−∞
v(Cl)
q′/p′
)1/q′
,
where v := w−p′/p . Because v ∈ Adyp′ , there exist constants C, δ > 0 such that for every l  J , v(Ql)v(Q J )  C(
|Ql ||Q J | )
δ . This is
because of the results in Section 2.3 and the argument in [6, p. 139, Corollary 7.6]. Hence we obtain v(Cl)  v(Ql) 
Cv(Q J )2nδ(l− J). Therefore we get∫
Q J
∣∣ f (x)∣∣dx ‖ f ‖K˙ p,q(w) · (C v(Q J ))1/p′
( J∑
l=−∞
2nδ(l− J )q′/p′
)1/q′
= C J‖ f ‖K˙ p,q(w).
Let us now present our theorem.
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(1) The following norm equivalence holds for measurable functions f :∥∥ f : K˙ p,q(w)∥∥ V ∗˙Kp,q(w),q( f ), (27)
whenever w ∈ Adyp .
(2) The following norm equivalence holds for measurable functions f :∥∥ f : Kp,q(w)∥∥ WKp,q(w),q( f ), (28)
whenever w ∈ Ady,locp .
Proof. We shall prove (28). We have
∥∥ f : Kp,q(w)∥∥= (∥∥χQ 0 · f : Lp(w)∥∥q +∑
l∈N
∥∥χCl · f : Lp(w)∥∥q) 1q
 WLp(w),p(χQ 0 · f ) +
(∑
l∈N
WLp(w),p(χCl · f )q
) 1
q
by Theorem 18. Our key observation is that WLp(w),p(χCl · f ) = WLp(χCl ·w),p( f ), because of the rigid dyadic structure of the
Haar wavelets and the deﬁnition of the Cl ’s. The same can be said for Q 0 instead of Cl . Inserting this relation, we obtain
‖ f : Kp,q(w)‖  (∑ j∈Z WLp(χCl ·w),q( f )q) 1q = WK˙ p,q(w),q( f ). This is the desired result.
We shall prove (27). Theorem 18 gives
∥∥ f : K˙ p,q(w)∥∥= (∑
l∈Z
∥∥χCl · f : Lp(w)∥∥q) 1q  (∑
l∈Z
VLp(w),p(χCl · f )q
) 1
q
.
Now that VLp(w),p(χCl · f )  VLp(χCl ·w),p( f ) + VLp(w),p(mCl ( f ) · χCl ), we obtain the desired result. 
Remark 24. It is indispensable that we give a modiﬁcation for (27), as the example f ≡ 1 with 1 < p < ∞, q = ∞ shows:
More precisely, we cannot replace V∗ with V in general.
Now it is easy from Theorem 23 that the expansion is unconditional. To formulate our result, we deﬁne
H := {( j,k, ε) ∈ Z × Zn × E, Q jk ⊂ Cl for some l ∈ Z}.
Theorem 25. Let 1 < p < ∞ and 0 < q < ∞.
(1) Let w ∈ Adyp . Then the modiﬁed Haar wavelet basis{
ψεj,k: ( j,k, ε) ∈ H
}∪ {χεCl : l ∈ Z, ε ∈ {0,1}n}
is an unconditional basis for K˙ p,q(w).
(2) Let w ∈ Ady,locp . Then the truncated Haar wavelet basis{
ϕ0,k, ψ
ε
j,k: j ∈ N0, k ∈ Zn, ε ∈ E
}
is an unconditional basis for Kp,q(w).
Finally we prove “only if” part of Theorem 3.
Theorem 26. Let 1 < p < ∞ and 0 < q∞.
(1) Let w ∈ Adyp . Then the normalized modiﬁed Haar wavelet basis{
ψεj,k
‖ψεj,k : K˙ p,q(w)‖
: ( j,k, ε) ∈ H
}
∪
{
χCl
‖χCl : K˙ p,q(w)‖
: l ∈ Z, ε ∈ {0,1}n
}
is a greedy basis for K˙ p,q(w) if and only if p = q.
M. Izuki, Y. Sawano / J. Math. Anal. Appl. 362 (2010) 140–155 155(2) Let w ∈ Ady,locp . Then the normalized truncated Haar wavelet basis{
ϕ0,k
‖ϕ0,k : Kp,q(w)‖ ,
ψεj,k
‖ψεj,k : Kp,q(w)‖
: j ∈ N0, k ∈ Zn, ε ∈ E
}
is a greedy basis for Kp,q(w) if and only if p = q.
Proof. We concentrate on (1), the proof of (2) being identical. Now that we proved “if part” in Theorem 17, we now assume
the system is greedy. Then we have∥∥∥∥∥
2nL−2n(L−1)∑
l=1
ψ
γ
(0, J ) : K˙ p,q(w)
∥∥∥∥∥=
(
2nL−2n(L−1)∑
l=1
∥∥ψγ
(0, J ) : K˙ p,q(w)
∥∥q) 1q  2 nLq ,
∥∥∥∥ ∑
m:Q 0,m⊂CL
ψ
γ
(L,m) : K˙ p,q(w)
∥∥∥∥= ( ∑
m:Q 0,m⊂CL
∥∥ψγ(L,m) : K˙ p,q(w)∥∥p) 1p  2 nLp ,
where γ := (1,1, . . . ,1) ∈ E ⊂ Nn and J := (2l,2l, . . . ,2l) ∈ Nn . Therefore, in order that the system is greedy, we need to
have p = q. 
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