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Introduction
Spectral theory and Anosov flows. Dimitri V. Anosov introduced the flows
that bear his name in [Ano67]. He wanted to study geodesic flows on the unit
tangent bundle of compact Riemannian manifolds with (a priori non-constant)
negative sectional curvature. Since then, Anosov flows (and more generally smooth
uniformly hyperbolic dynamics) have been widely studied by numerous authors using
a large variety of different tools (Markov partitions, specification, tower constructions,
coupling methods, . . . ). In the last two decades, the so-called functional analytic
approach to statistical properties of uniformly hyperbolic dynamics has been a very
active field of research, due to the introduction in dynamical systems of the notion
of Banach spaces of anisotropic distributions (see [Bal17, Dem18] for surveys on
this subject).
Let us recall the basic ideas behind this approach. Let (φt)t∈R denote a C∞
Anosov flow on a compact C∞ manifold M (the precise definition of an Anosov flow
is recalled in the introduction of Chapter 3). As a dynamical system, φt is very
chaotic, so much so that it is hopeless to try to describe the long-time behaviour of
all of its orbits. The complexity of the pointwise dynamics suggests that we should
consider instead the action of the flow φt on objects that are reminiscent of the
smooth structure of M . This is one of the motivations for the introduction of the
Koopman operator defined, for t ≥ 0, by
Lt : u 7−→ u ◦ φt,(1)
acting for instance on C∞ (M) or on the space D′ (M) of distributions on M . The
adjoint of the Koopman operator is the well-known transfer operator
f 7−→ f ◦ φ−t|det dφt| ◦ φ−t
.
Our aim is now to understand the asymptotic of the operator Lt when t tends to
+∞. The advantage of this approach is that if u ∈ C∞ (M), we have:
d
dt
(Ltu) = X (Ltu) ,
where X denotes the generator of the Anosov flow φt (we identify X with its Lie
derivative). That is, we have replaced the non-linear dynamics of φt on the finite-
dimensional manifold M by a linear ODE on an infinite-dimensional space (C∞ (M)
for instance), which is presumably easier to understand. Indeed, we expect that,
as in the case of finite-dimensional linear ODEs, the long-time behaviour of the
operator Lt should be ruled by the spectrum of the differential operator X.
Following this observation, much effort was invested in developing a spectral
theory for Anosov flows. The first decisive steps in this field were made by David
Ruelle [Rue86] and Mark Pollicott [Pol85], so that Ruelle–Pollicott resonances –
that will be defined below – now bear their names. The main difficulty is that the
spectrum of X acting on L2 (M) is in general very wild, in sharp contrast with the
case of elliptic differential operators such as the Laplacian on a compact Riemannian
manifold.
5
6 INTRODUCTION
It is only with the introduction of the Banach spaces of anisotropic distributions
that this conundrum was completely resolved. They are functional spaces tailored
to fit the dynamics of φt. Using the spectral properties of X acting on such spaces,
we may define a discrete spectrum for X called Ruelle–Pollicott spectrum (see
the introduction of Chapter 3 for more details). The article of Michael Blank,
Gerhard Keller, and Carlangelo Liverani [BKL02] is often considered the first
appearance of Banach spaces of anisotropic distributions in the dynamical literature.
However the notion was already implicitly present in the works of Hans Henrik Rugh
[Rug92, Rug96] and David Fried [Fri95] in the analytic category. A consequence
of the theory of Banach spaces of anisotropic distributions is that the resolvent of
X, defined for Re z  1 and u ∈ C∞ (M) by
(z −X)−1 u =
∫ +∞
0
e−ztLtudt,(2)
admits, as an operator from C∞ (M) to D′ (M), a meromorphic continuation to C
with residues of finite ranks. The poles of (z −X)−1 are called the Ruelle–Pollicott
resonances of X or φt (the rank of the residue being the multiplicity of the resonance).
These resonances are powerful tools in the study of the statistical properties of the
flow φt – for example see the article of Oliver Butterley [But16].
In some particular cases, mostly of algebraic nature, it is possible to obtain
quite detailed informations on the distribution of these resonances (geodesic flows in
constant negative curvature or constant-time suspensions of cat maps for instance).
However, in the general case, there is no reason that we should be able to obtain
very precise results, much less compute explicitly the values of the Ruelle–Pollicott
resonances of X. We have to settle for qualitative counting estimates.
It is well-known that much information about the global dynamics of φt may
be retrieved from its periodic orbits – description of invariant measures, relation
between the pressure and Poincare´ series, etc. It may not come as a surprise then
that the Ruelle–Pollicott spectrum can be completely determined from the periodic
orbits of φt, via a sort of zeta function, as we explain now.
For each periodic orbit γ, let Tγ denote (resp. T
#
γ ) its length (resp. primitive
length). We also denote by Pγ its linearized Poincare´ map, i.e. Pγ = dϕTγ (x)|Eu⊕Es
for some x in γ (the definition of the stable and unstable directions Es and Eu is
recalled in the introduction of Chapter 3). These data are gathered in the dynamical
determinant, defined for Re z  1 by
(3) ζX(z) := exp
(
−
∑
γ
T#γ
Tγ
e−zTγ∣∣det(I − Pγ)∣∣
)
.
Since the flow φt is C∞, it follows from the work of Paulo Giulietti, Liverani and
Pollicott [GLP13] (see also the article of Semyon Dyatlov and Maciej Zworski
[DZ16]) that ζX extends to a holomorphic function on C, whose zeros are the
Ruelle–Pollicott resonances of X. It is then of the utmost importance to understand
the complex analytic properties of ζX in order to apprehend the distribution of
Ruelle–Pollicott resonances. On a historical note, the Ruelle–Pollicott resonances
were originally introduced by Ruelle and Pollicott as the zeros of some zeta function
closely related to (3).
The regularity of the flow φt plays an important role in the approach described
above. Indeed, if the flow φt were only Ck for some k > 1, then the meromorphic
continuations of the resolvent (2) and of the dynamical determinant (3) would a
priori only be defined on a half plane of the form {z ∈ C : Re z > −A}, with A
that goes to +∞ when k tends to +∞ (see [Bal92]). On the contrary, if the
flow φt is real-analytic then Rugh [Rug92, Rug96] (in dimension 3) and Fried
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[Fri95] (in higher dimension) are able to prove a bound on the growth of ζX
that implies that its order is less than the dimension of M . What has to be
understood here is that the functional analytic tools available in the real-analytic
category are usually stronger than those available in the C∞ category. These tools
have also been used in hyperbolic dynamics to understand other systems than
Anosov flows: this is the case in the pioneering work of Ruelle [Rue76] for instance.
Functional analytic tools from the real-analytic category have been used a lot
recently, when studying for instance expanding maps or perturbations of cat maps
(see for example[FR06, Nau12, Ada17, SBJ17, BN19]).
This situation suggests to study Anosov flows in regularity classes that are
intermediate between C∞ and real-analytic. The hope here is that certain properties
that fail for C∞ Anosov flow but hold for real-analytic ones could in fact be true
in larger classes of regularity. Following this idea, the second author was able to
establish a trace formula for certain ultradifferentiable Anosov flows in [Je´z19]. In
this paper, we focus on the Gevrey classes of regularity. We will give later in this
introduction a precise definition, but let us just recall for now that these are classes
of regularity indexed by a parameter s ≥ 1 that have been introduced by Maurice
Gevrey [Gev18] in order to study the regularity of the solutions of certain PDEs.
There are several reasons for which we decided to work with this hypothesis of
regularity in particular. First, it is convenient that when s = 1 the Gevrey regularity
is in fact the real-analytic regularity: we will be able to confront our results with
those available in the literature. Moreover, the Gevrey classes of regularity are
notoriously very well-behaved, so that we could hope to develop practicable tools
in this setting. More importantly, we were interested in a very particular question:
the finiteness of the order of the dynamical determinant (3), and we thought, for
heuristic reasons explained below, that the Gevrey regularity was the good setting
to understand this question.
These expectations have been met, as our main result writes:
Theorem 1. Let s ∈ [1,+∞[. Let M be an n-dimensional compact s-Gevrey
manifold endowed with a s-Gevrey Anosov flow (φt)t∈R generated by a vector field
X. Then there is a constant C > 0 such that for every z ∈ C,
|ζX(z)| ≤ C exp (C|z|ns) .
In particular, ζX has finite order less than ns.
As already mentioned, when s = 1, the Gevrey regularity coincides with the
real-analytic regularity. In that case, Theorem 1 is a consequence of the results of
Rugh [Rug92, Rug96] and Fried [Fri95] mentioned above. However, when s > 1,
our results is new. As far as we know, no tools were available to study specifically
Anosov flows of Gevrey regularity before the present work.
According to Jensen’s Lemma, the theorem implies that the number of resonances
in disks centered at zero of radius R is O(Rns). This gives information on the
counting of resonances far from the L2 spectrum, or, so to speak, deep in the complex
region. It is to be contrasted with the much sharper local results obtained by Faure
and Sjo¨strand [FS11] and more recently by Faure and Masato Tsujii [FT17]. Their
result hold only for counting in boxes near the L2 spectrum, but are much better
upper bounds. The only available general lower bound to our knowledge is almost
linear, and due to Long Jin, Zworski (and Fre´de´ric Naud) [JZ17]. In the contact
flow case, there are much sharper results, see [FT13, DDZ14].
Regarding the optimality of Theorem 1, it is relevant to observe that according
to Ruelle’s result [Rue76], if the stable and unstable foliations of the flow are
themselves analytic, the bound on the order is much better than the dimension. In
particular, for the geodesic flow of a hyperbolic manifold of dimension n, acting on
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the unit cosphere of dimension 2n− 1, the order of the dynamical determinant is
exactly n+ 1 – instead of the dimension 2n− 1 – as follows from the Selberg trace
formula, linking Ruelle–Pollicott resonances to eigenvalues of the Laplacian. We
suspect that the use of additional microlocal refinement could improve in general
our bound, in the spirit of the Fractal Weyl law from [FT17].
The techniques employed here are quite different from those of Rugh and Fried.
They enable us to study directly the resolvent (z−X)−1 on relevant spaces. Several
results follow, that are gathered in the beginning of Chapter 3. We obtain:
• a weighted version of Theorem 1 (see Theorem 8 and discussion below it);
• a characterization of the resonant states by their Gevrey wavefront set
(see Proposition 3.2);
• a “global” version of the stability of Ruelle–Pollicott resonances under
stochastic perturbation proven by Dyatlov and Zworski in [DZ15] (see
Theorem 9);
• a Gevrey version of linear response, see §3.3.2.
The last three items are new even in the analytic case. In particular, in the
real-analytic case, we are able to establish an actual Kato theory for perturbations of
real-analytic Anosov flows, which implies in particular Theorem 2 below. This result
is hardly surprising, but we are not aware of any proof in the literature devoted to
this subject (see [KKPW89, Corollary 1] however for a related result).
Theorem 2. Let  7→ X be a real-analytic family of real-analytic vector fields
on a real-analytic manifold M , defined for  near 0. We assume that X0 generates
an Anosov flow that admits a unique SRB measure µ0. Let µ denote the unique
SRB measure of the Anosov flow generated by X, for  near zero. Then the map
 7→ µ ∈ U1 (M)
is real-analytic on a neighbourhood of zero.
The space U1 (M) of analytic ultradistributions that appears in Theorem 2 is
defined in §1.1.
The proof of Theorem 1 relies on quite advanced technical tools, whose con-
struction takes up most pages of this article. However, we can give a (relatively)
simple heuristic argument indicating that the Gevrey regularity is the good setting
when trying to establish that the dynamical determinant (3) has finite order. To
present this argument, we have to catch a very brief glimpse of the technical side of
the theory for C∞ Anosov flows (mentioned in the beginning of this introduction).
Let us describe here the strategy introduced by Fre´de´ric Faure, Nicolas Roy
and Johannes Sjo¨strand in [FRS08] to study C∞ Anosov diffeomorphisms, and
adapted to flows in [FS11]. The anisotropic spaces from [FS11] are of the form
Op(eG) · L2 (M), where G is a symbol of logarithmic size called an escape function
and Op is a Weyl quantization. The action of X on Op(eG) · L2 (M) is equivalent
to the action on L2 of
Op
(
eG
)−1
X Op
(
eG
)
= X +AG.(4)
Here, the operator AG is a pseudo-differential operator of logarithmic order, and
G has been chosen so that the real part of the symbol of AG is negative. This
can be used with the sharp G˚arding inequality to invert the operator X − λ, up
to a compact operator. The meromorphic continuation of (2) follows then from
Fredholm analytic theory. However, when trying to invert the conjugated operator
Op(eG)−1 (X − λ) Op(eG) = X +AG − λ, the negative sign of the real part of the
symbol of AG competes with the possible positivity of −Reλ. Fortunately, we may
change G, and consequently make ReAG even more negative. Hence the strategy
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above allows to continue (X − λ)−1 meromorphically to {λ ∈ C : Reλ > −NG}, for
arbitrarily large NG. Notice in particular that the construction from [FS11] requires
the use of a scale of spaces, since the resolvent is meromorphically continued “strip
by strip”. This is a consequence of the fact that the weight G is logarithmic, due to
the limitations of pseudo-differential calculus in the C∞ category. Indeed, we know
that the Fourier transform of a C∞ function decays faster than the inverse of any
polynomials, but this is the best general bound available, hence the restriction on
the growth of G.
In order to improve the situation that we just described, one could try to make
that operator AG (or rather its symbol) “larger”. However, this requires to take G
with a growth faster than logarithmic, and we just explained that it cannot be done
in the C∞ category. It seems then natural to wonder what happens if we work in a
smaller class of regularity. Indeed, Fourier transforms of functions that are more
regular than C∞ should decay faster, and, morally, it should allow to soften the
constraint on the growth of G. We recall here that the question that we want to
consider is the finiteness of the order of the dynamical determinant (3). It is classical
to derive such a bound from Schatten estimates. Here, we would like the resolvent
of the operator (4) to be Schatten. A natural way to try to achieve that is to make
the operator (4) hypo-elliptic. To do so, we want the pseudo-differential operator
AG to have positive order  > 0, but this requires that G itself has order  > 0.
Intuitively, in order to handle such a G, we need to work in a class of regularity in
which compactly supported functions have a Fourier transform that decays like a
stretched exponential exp(−〈ξ〉/C). This is exactly the decay which characterizes
the Fourier transform of 1/-Gevrey functions. This is why this paper is set in the
framework of Gevrey classes of regularity.
We used above the construction of anisotropic spaces from [FS11] in order to
explain the motivation behind Theorem 1. However, this heuristic proof could have
been formulated using any other construction of anisotropic spaces and the idea
would be the same: one wants to use the extra regularity to replace some weak
weight by a stronger one. Unfortunately, we have not been able to use the available
constructions of anisotropic Banach spaces to make the heuristic proof explained
above rigorous. The main difficulty is that the weight eG is not a symbol in the
usual sense when G is a symbol of order  > 0.
The first two directions we explored turned out to be unfruitful. The construc-
tions using local adapted Littlewood–Paley decompositions as in [Je´z19] give spaces
for which small time dynamics of the Koopman operator (1) is not sufficiently well
controlled. On the other hand, microlocal constructions, as the one from [FS11]
described above, could maybe be adapted, using results of Luisa Zanghirati [Zan85]
and Luigi Rodino [Rod93] on spaces of infinite order Gevrey pseudo-differential
operators. However, this would restrict our work to the case of large s, and it is
not clear in the first place that the spaces constructed in that way carry dynamical
information. It would also not yield a bound on the order as good as the one we
obtain.
FBI transform. Thankfully, we were able to construct satisfying spaces using
an FBI – for Joseph Fourier, Jacques Bros and David Iagolnitzer – transform. This
is a linear map taking functions of a space variable x ∈M to functions on the phase
space α ∈ T ∗M . It is an integral transform whose kernel has an oscillating Gaussian
behaviour.
FBI Transforms are a sort of “localized” Fourier transform. Such transforms
are common in the linear PDE literature, and we gathered some historical remarks
to give a bit of context. Maybe the first popular occurrence is the one introduced by
Dennis Gabor [Gab46] for use in signal processing. Later on, a continuous version
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of his construction was given, taking the form
Gx(τ, ω) =
∫
R
x(t)e−pi(t−τ)
2−iωtdt.
To this day, the Gabor transform is a staple in signal analysis. It is a particular
case of a Short Time Fourier Transform whose general expression is
STFT{x}(τ, ω) =
∫
Rn
x(t)w(t− τ)e−iωtdt,
where w is a window function.
Another occurrence of generalized Fourier transform, more closely related to
our main interest, is the so-called Bargmann–Segal transform. It was introduced by
Valentine Bargmann [Bar61] and Irving Ezra Segal [Seg63], as
Cn 3 z 7→ Bf(z) =
∫
Rn
e−
1
2 (〈z,z〉−2
√
2〈z,x〉+〈x,x〉)f(x)dx.
It realizes an isometry between L2(Rn) and the Bargmann–Segal space of holomor-
phic functions F on Cn such that∫
Cn
|F (z)|2e−|z|
2
dz <∞.
Bros and Iagolnitzer introduced their “generalized Fourier transform” in [BI75].
Its form was
(5) Fu(v, v0, X) =
∫
Rn
u(x)ei〈v,x〉−v0(x−X)
2
dx,
(for u in some reasonable space, for example, u can be a tempered distribution).
Their purpose was to define and study an analytic version of the wavefront set. This
was based upon previous works of Iagolnitzer and Henry Stapp [IS69]. At that
time, another notion of analytic wavefront set had been proposed by Mikio Sato,
Takahiro Kawai and Masaki Kashiwara [SKK73]. Jean Michel Bony [Bon77] then
proved that these definitions were equivalent.
Nowadays, it is more common to use a semiclassical version of the transform,
defined on Rn by
(6) TRnu(x, ξ;h) :=
1
(2pih)3n/2
∫
e
i
h (〈x−x
′
,ξ〉+ i2 |x−x
′|2)u(x′)dx′.
In the case of manifolds, to account for non-linear changes of variable, it is more
convenient to take a slightly different scaling for the phase.
In the second chapter of this article, given a compact real-analytic manifold
M , we will construct an FBI transform T , which is an operator from D′(M) to
C∞(T ∗M) given for α = (αx, αξ) ∈ T ∗M by
Tu(α) =
∫
M
KT (α, y)dy.
Here KT is an analytic kernel, negligible away from the “diagonal” {y = αx}, and
which near this diagonal has roughly the behaviour of
e
i
h 〈αx−y,αξ〉+ i2 〈αξ〉(αx−y)
2
a(α, y),
where a is an analytic symbol, elliptic in the relevant class. Contrary to (6), we use
here a phase that is a symbol of order 1 in α. The basic properties of this transform
are investigated in Chapter 2.
Let us explain now why FBI transforms are interesting objects. What motivated
the works of Bros and Iagolnitzer is the following simultaneous observations. Let f
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be a tempered distribution in Rn. Then, (x, ξ) is not in the C∞ wavefront set of f ,
if and only if, for all (x′, ξ′) sufficiently close to (x, ξ), as h→ 0,
TRnf(x
′, ξ′;h) = O(h∞).
On the other hand, if f is a real analytic function is some open set U ⊂ Rn, then
for x ∈ U , and ξ ∈ Rn, there exists a constant C > 0 such that:
TRnf(x, ξ;h) = O
(
exp
(
− 1
Ch
))
.
This suggests to define the analytic wavefront set of f as the set of (x, ξ) ∈ R2n
such that TRnf does not satisfy this last bound uniformly in any neighbourhood of
(x, ξ).
The PDE specialist may wonder what is the purpose of introducing one more
definition of the wavefront set, and the Dynamical Systems expert speculate why
we have to consider wavefront sets in the first place. The answer is twofold.
The first point is (very) closely related to the Segal–Bargmann transform. It
is the observation that the FBI transform enables to represent (pseudo)differential
operators as multiplication operators. This feature alone makes it useful for studying
elliptic regularity problems.
Usually, one can chose the transform T such that T ∗T is the identity, so that T
is an isometry between L2(M) and its image in L2(T ∗M). It turns out that, for a
suitable class of functions p ∈ C∞(T ∗M),
u 7→ T ∗pTu
is a pseudo-differential operator with principal symbol p. Denoting Π = TT ∗, it is
the orthogonal projector on the image of T . We then have
ΠpΠ(Tu) = T (T ∗pTu).
This formula relates a Toeplitz-like operator – ΠpΠ – with a pseudo-differential
operator – T ∗pT .
On top of being a very practical tool, the fact that the FBI transform relates
pseudo-differential operators with Toeplitz-like operators is thus a bridge between
the quantization of cotangent spaces via the algebra of pseudo-differential operators,
and the quantization of compact symplectic manifolds.
The second point is that for a function u, its transform Tu(x, ξ) is a function
of parameters belonging to the classical phase space. In particular, one expects
that (microlocal) propagation phenomenon can be observed directly on Tu. A
particularly striking consequence is the flexibility with which escape functions can
be used. This deserves a detailed explanation
Helffer–Sjo¨strand theory. Our use of the FBI transform is deeply inspired
by the work of Bernard Helffer and Sjo¨strand [HS86, Sjo¨96a]. We will rely in
particular on the notion of complex Lagrangian deformation of the cotangent bundle.
This concept is deeply related with the notion of escape function, which is maybe
more popular nowadays. The idea of escape function has a long history. It is linked
to the technique of positive commutators, that appears in E´ric Mourre’s estimates
[Mou81] for example. It was introduced by Helffer and Sjo¨strand [HS86] to study
quantum tunneling effects for some electric Schro¨dinger operators. The central idea
is the following: given a (pseudo-)differential operator P with principal symbol p, if
one can build a function G that decreases along the Hamiltonian flow (Φt)t∈R of p
in some region of phase space, then one can gain some sub-principal micro-ellipticity
in that region. Helffer and Sjo¨strand introduced a framework involving the FBI
transform to implement this idea. Escape functions have since been popularized
and have become very much an independent technique.
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We will give first a (very) condensed presentation of the Helffer-Sjo¨strand method
itself before coming back to historical considerations. If M is a real analytic manifold,
one can choose a complexification M˜ for M , and then T ∗M˜ is a complexification
for the cotangent space T ∗M of M . It is possible to construct an FBI transform
T whose kernel is real analytic. This implies that if u ∈ D′(M), then Tu has a
holomorphic extension to a complex neighbourhood of T ∗M in T ∗M˜ . In particular,
if Λ ⊆ T ∗M˜ is sufficiently close to T ∗M , we can consider the restriction Tu|Λ, but
we need to chose Λ wisely if we want this to be useful. In particular, there are some
geometric conditions that have to be fulfilled by Λ.
Notice indeed that the complex manifold T ∗M˜ is endowed with a rich real
symplectic structure, since both the real part ωR and imaginary part ωI of the
canonical complex symplectic form ω on T ∗M˜ are real symplectic forms on T ∗M˜ .
Notions from the symplectic geometry of ωI (resp. ωR) will be designed with an
I (resp. R) – I-Lagrangian, I-symplectic... Since ω is an exact symplectic form
(ω = dθ if one denotes by θ = ξdx the canonical Liouville one-form), the 2-forms ωI
and ωR also are.
If G is a real valued symbol of order 1 on T ∗M˜ –that will play the role of an
escape function in our context –, we consider for τ ≥ 0 small enough
Λτ := exp(τH
ωI
G )(T
∗M) ⊂ T ∗M˜.
Since T ∗M is I-Lagrangian, Λτ also is: this is the complex Lagrangian deformation
of T ∗M that we announced. The one form Im θ is thus closed on Λτ . The global
description as the image of T ∗M implies the existence of a global solution Hτ on
Λτ to the equation dHτ = − Im θ|Λτ . Since G is a symbol, Hτ also is. Since T ∗M
is R-symplectic, Λτ also is for τ small enough, so that ω
n
R/n! defines a volume form
dα on Λτ .
Let P be a semi-classical differential operator with analytic coefficients, with
(analytic) principal symbol p. Then for u analytic and τ small enough, we will see
in Chapter 2 that under relevant hypotheses, we have
(7)
∫
Λτ
TPu Tu e−2Hτ/hdα =
∫
Λτ
(p+O(h)) |Tu|2 e−2Hτ/hdα
Here, we have identified p with its holomorphic extension. The idea of the method
is to consider (instead of L2(M)) the space
(8) HΛτ :=
{
u
∣∣∣ Tu|Λτ ∈ L2(e−Hτ/hdα)} .
(here u is assumed to be in a space of hyperfunctions we will define precisely later
on). On HΛτ , the operator P has an effective principal symbol p|Λτ , which may be
(if G is suitably chosen) more elliptic than p|T∗M .
This method also applies to analytic pseudo-differential operators. It can be
extended to the case of Gevrey operators, after the necessary adjustments we present
at the end of the introduction. The rigorous statements and proofs of the results
that we just mentioned may be found in Chapter 2.
Let us now give a bit of context and more explanations. We start by presenting
what we call the “Martinez method”, and explain why it is not suited to our needs.
As we have seen before, if σ is a function satisfying suitable estimates and T some
FBI transform, T ∗σT is a pseudo-differential operator with principal symbol σ.
However, the operator T ∗σT is a well defined bounded operator on L2, even if σ
is only a L∞ function. This observation suggests to quantize a class of functions
much larger than the usual class of symbols. Instead of the usual construction of
microlocal spaces in the form (for some function G that will be called an escape
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function)
Op(eG)L2(M),
defined with Op, the Weyl quantization, one can define a space HG with
‖f‖2G :=
∫
T
∗
M
e−2G|Tu|2.
Formally, this is the space (T ∗eGT )L2(M). It is considerably easier to define than
the space HΛ introduced in (8). This approach was taken in Faure and Tsujii’s
work [FT17]. Similar spaces appear in the works of Andre´ Martinez [Mar94], Shu
Nakamura [Nak95] and Klaus Jung [Jun00]. These authors study tunneling effects
for the bottom of the spectrum of elliptic operators, and instead of exp(G) consider
stronger weights in the form exp(G/h), with h > 0 a semi-classical parameter.
The main technical point in Faure and Tsujii’s paper is that the essential
spectral radius of the Koopman operator (1) acting on the space HG is bounded by
sup
x
lim sup
ξ→∞
exp(G ◦ Φt −G)(x, ξ),
where (Φt)t∈R denotes the symplectic lift of (φt)t∈R. This is a sort of “integrated
version” of a G˚arding-type estimate on which rely Martinez et. al. Indeed, they
prove that
(9) 〈Pf, f〉HG/h =
∫
T
∗
M
pG(x, ξ)e
2G
h |Tu|2,
where pG is the principal symbol of P , shifted by G according to some precise
formula. When p is real, the imaginary part of pG is given in first approximation,
for G small enough, by
∇ξG · ∇xp−∇xG · ∇ξp.
The appearance of this Poisson bracket is revealing of some symplectic phenomenon
at play here. Actually, if one were to take G1 to be the real part of an almost
analytic extension of G, one would obtain (in the relevant symbol class)
(10) p(exp(τH
ωI
G1
(α))) = p(α) + iτ(∇ξG · ∇xp−∇xG · ∇ξp) +O(τ2).
In particular, if Λ is a I-Lagrangian corresponding to G1, the spaces HG and HΛ
have (at least approximately) the same microlocal behaviour. On the other hand,
in the Helffer–Sjostrand method, one does not have to assume that the symbol G is
constructed as the extension of a symbol defined on T ∗M . For our purpose, this
point will be crucial, and justifies the use of I-symplectic geometry instead of the
– a priori simpler – point of view of Martinez. Indeed, unlike the references cited
above, for the study of analytic flows, we need to assume that G is symbol of order
1. In that case, the estimate (10) can be rewritten (for p of order 1)
p(exp(τH
ωI
G1
(α))) = p(α) + iτ(∇ξG · ∇xp−∇xG · ∇ξp) +OL∞(〈α〉τ2).
The remainder is small as a symbol of order 1, but is not bounded. For this reason
the Koopman operator may lose the property of semi-group on the spaces HG. To
circumvent this, we have to build our escape function directly on T ∗M˜ .
Let us come back to the Helffer–Sjo¨strand method. Our presentation is more
general than what appeared in the original article [HS86], so let us present the
novelty in our approach. In its first version, the method dealt with operators on
the flat space Rn, and the weight G was assumed to be compactly supported in the
ξ variable. The theory was then adapted to manifolds, by Sjo¨strand [Sjo¨96a] and
then Sjo¨strand and Zworski [SZ99], to obtain asymptotics for the counting function
of resonances of an analytic convex obstacle, somehow closing the discussion opened
by the Bardos–Lebeau–Rauch paper [BLR87].
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However, in these articles, there remained the restriction that G be compactly
supported in ξ. Additionally, the transform introduced did not have a globally
analytic kernel, preventing the study of hyperfunctions. This was not a problem
since the main interest were solutions of the wave equation, which are highly regular
a priori. In our study of analytic and, more generally, Gevrey Anosov flows, the
eigenfunctions – or resonant states – are not regular, and this limitation had to be
lifted. We thus obtain a transform whose kernel is globally analytic.
Additionally, we are able to deal with symbols G of order 1 – this is the natural
limit on arbitrary real analytic manifolds. Indeed, when G is of order 1, the manifold
Λ is contained in a Grauert tube of size ∼ 1 of T ∗M . If one tries to take a symbol
of order larger than 1, it would require to work with Grauert tubes of infinite radius,
and only very particular real analytic manifolds possess such structure – for example,
it is not the case of the real hyperbolic space.
At the same time as we were elaborating this article, Jeffrey Galkowski and
Zworski [GZ19b, GZ19a] were studying a very similar extension in the analytic
category. They obtain a version of the Helffer–Sjo¨strand framework for symbols of
order 1, on tori. They have already found another application to the technique in
[GZ20].
With [LL97], Bernard and Richard Lascar extended the Helffer–Sjo¨strand
method to the case of Gevrey regularity on manifolds. Again, they only considered
symbols with compact support in ξ, while we are able to consider symbols of order
1/s for s-Gevrey problems. We will see that this is the natural limit. Moreover, the
ranges of s’s that are allowed in [LL97] is quite restrictive, a constraint that we will
also lift.
We close this short presentation of the Helffer-Sjo¨strand method with the
following heuristic consideration. The gist of the technique is that given a linear
(pseudo-)differential operator P , for the purpose of studying the regularity of the
solutions to some equation involving P , the regularity of P can be exhausted by
taking the right I-Lagrangian Λ. Replacing L2(M) by HΛ is akin to replacing T ∗M
by Λ for all practical purposes. Instead of using analytic microlocal analysis on M –
which may be complicated – one uses C∞ microlocal analysis on Λ – which may
be considerably simpler. We hope that our application of the method to analytic
Anosov flows in § 3 can be an illustration of this principle.
For the reader wanting yet another perspective on FBI transform on manifolds,
we recommend Jared Wunsch and Zworski’s paper [WZ01], which deals with the
C∞ case. Our results on analytic FBI transform on compact manifold are detailed
at the beginning of Chapter 2.
Gevrey microlocal analysis. Before we explain how the results in the analytic
case have to be adapted in the Gevrey case, let us recall some definitions. The class
of Gevrey functions was introduced by Maurice Gevrey in [Gev18] to study the
regularity of solutions to certain linear PDEs, in particular the heat equation – it
turns out that the heat kernel is 2-Gevrey with respect to the time variable.
Let s ≥ 1 be fixed. Let U be an open subset of Rn. A function f : U → C is
said to be s-Gevrey, or, for short, Gs, if f is C∞ and if, for every compact subset K
of U , there are constants C,R > 0, such that, for all α ∈ Nn and x ∈ K, we have
|∂αf(x)| ≤ CR|α|α!s.(11)
The constant R in (11) may be interpreted as the inverse of a (Gevrey) radius
of convergence. Notice that when s = 1, this describes the class of real-analytic
function on U . When s > 1, the class of s-Gevrey function is non-quasianalytic: it
contains compactly supported functions.
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In [Rou58], Charles Roumieu made the crucial observation that given a s-
Gevrey function f , compactly supported in Rn, for some constants c, C > 0, and
ξ ∈ Rn,
|fˆ(ξ)| ≤ Ce−c|ξ|
1/s
.
Conversely, a function whose Fourier transform satisfies such an estimate is s-
Gevrey. He also initiated the study of Gevrey ultradistributions, i.e. the continuous
linear functionals on spaces of Gevrey functions. Later on, Hikosaburo Komatsu
[Kom73, Kom77, Kom82] gave a systematic treatment of such objects.
Since Gevrey regularity can be characterized by the decay of Fourier transforms,
it is only natural to expect that a specific version of microlocal analysis can be
developed for this class of regularity. Such a study was inaugurated less than a
decade later by Louis Boutet de Monvel and Paul Kre´e in [BDMK67]. They
studied an algebra of pseudo-differential operators on Rn whose symbols σ satisfy
estimates of the form
|∂αx ∂βξ σ| ≤ CR|α|+|β|α!sβ!〈ξ〉m−|β| ,
for all multi-indices α, β ∈ Nn. In other words, the symbols are s-Gevrey in the x
variable, and real analytic in the ξ variable. We will denote this algebra by GsxG1ξΨ.
It contains the differential operators with s-Gevrey coefficients. They prove that
the usual statement of C∞ pseudo-differential calculus can be adapted, so that:
• modulo some compactness of support assumption, GsxG1ξΨ indeed forms an
algebra;
• the usual O(〈ξ〉−∞) remainders, and C∞-smoothing properties can be
replaced by O(exp(−〈ξ〉1/s /C)) remainders and Gs smoothing properties.
In particular,
• given P ∈ GsxG1ξΨ elliptic, there exists E another such operator, so that
PE − I is Gs smoothing (E is called a parametrix for P ).
With the development and popularization of microlocal analysis, their study
was furthered by many other authors. Notably, a group of Italian mathematicians,
and among them Zanghirati [Zan85] and Rodino [Rod93]. When compared with
[BDMK67], the main innovation is the following: they study pseudo-differential
operators whose order is not finite, such as exp t(−∆), with  > 0 small enough.
This would not make sense when working with C∞ regularity.
The striking result of Bardos, Lebeau and Rauch [BLR87] created new interest
for Gevrey microlocal analysis. The theory of propagation of singularities was
established by several authors, notably Yoshinori Morimoto with Kazuo Taniguchi
[MT85] and Lascar [Las86]. In the latter, a different class of operators is considered,
corresponding to symbols satisfying the estimates
|∂αx ∂βξ σ| ≤ CR|α|+|β|(α!β!)s〈ξ〉m−|β|.
Now, the symbol is Gevrey in x and ξ, and we will refer to such operators as
GsxGsξ or simply Gs pseudors. When working with propagation of singularities,
since Hamiltonian flows do not necessarily preserve the fibers in T ∗M , they cannot
preserve the mixed GsxG1ξ regularity from before. It is thus natural to consider such
operators.
Finally, we already mentioned [LL97], where appears a semi-classical – i.e.
with an h – version of the theory. In this situation, the remainders of size
O(exp(−〈ξ〉1/s/C)) from [BDMK67] become remainders of size exp(−1/Ch1/s).
The purpose of Lascar & Lascar was to study the FBI transform in Gevrey classes,
to improve upon the result of Sjo¨strand [Sjo¨96a], itself a refinement of [BLR87].
In some sense, the present article completes [LL97] in several directions.
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We already mentioned several technical extensions we will provide with respect
to the I-Lagrangian spaces method. In Chapter 1, the reader can also find a turnkey
theory of Gs pseudors, which we did not find in the literature. Indeed, while algebraic
stability of GsG1 pseudors was considered, it is not the case of the Gs class. To our
understanding, when Gs pseudors appeared in articles such as [LL97, Jun00], the
origin of such an operator was either not explicitly mentioned or it was actually
a G1xGsξ operator. Since there was only one Gs operator, the authors were not
concerned with GsΨ as a class of operators. We have thus taken the opportunity
to prove that the class of Gs pseudors is stable by composition, and several other
results that enable one to practice microlocal analysis in that class.
Let us come back to the I-Lagrangian spaces. When studying Gevrey PDE
problems instead of analytic ones, we have to rely on almost-analytic extensions
instead of holomorphic extensions. A central fact is that if f is s-Gevrey, it admits
s-Gevrey almost analytic extensions, that satisfy estimates in the form∣∣∂f(x+ iy)∣∣ ≤ C exp(− 1
C|y| 1s−1
)
.
For this to be a s-Gevrey remainder O(exp(−1/Ch1/s)), we have to impose that
|y| ≤ Ch1−1/s. In the analytic case, for the I-Lagrangian spaces, we work in a
neighbourhood on size 1 of the reals. In the s-Gevrey case, we have to consider
shrinking complex neighbourhoods of the reals as h → 0. For this reason, in the
s-Gevrey case, instead of working with I-Lagrangians Λ = eτHG(T ∗M) with G a
symbol of order 1, we will have to consider
Λ = exp(τh1−1/sG)(T ∗M),
with G a symbol of order 1/s. For a s-Gevrey Anosov flows, this means that we
can at most gain a 〈ξ〉1/s subprincipal term, leading to ns-Schatten estimates, and
Theorem 1.
Let us mention a direction in which our work can certainly be extended. Given
a logarithmically convex sequence A = (Ak)k≥0 of positive real numbers, the
associated Denjoy–Carleman class on Rn is the set of smooth functions f such that
for some constant C > 0, and for all α ∈ Nn,
|∂αf(x)| ≤ C1+|α|A|α|α! .
Denjoy–Carleman classes thus generalize Gevrey classes, since the s-Gevrey class
is the (k!s−1)k≥0–Denjoy–Carleman class. Since A is logarithmically convex, the
associated regularity can be characterized with the Fourier transform, as was
observed in [Rou58]. It follows that one can probably reformulate all our results
in some of these more general classes. In order to extend our results to more
general Denjoy–Carleman classes, one would need to understand the almost analytic
extension of functions in these classes. A discussion of this topic may be found in
[Dyn76].
In another work of the second author [Je´z19], it was observed that to obtain
global trace formulae for flows, it was sufficient to work in Denjoy–Carleman
classes much less regular than Gevrey. It is also probably the case that for Anosov
diffeomorphisms, the right scale of regularity necessary to obtain Schatten estimates
is much less than Gevrey, using I-Lagrangian spaces or another technique.
Structure of the paper. Chapter 1 is devoted to recalling some basic facts
about the Gevrey regularity and describing the algebra of pseudo-differential op-
erators with Gevrey symbols acting on manifolds. Chapter 2 of this monograph
will be devoted to describing an FBI transform suited to our needs. To this end,
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we will revisit and expand the §1 of [Sjo¨96a]. This is quite independent of Anosov
flows, and we hope that it can be usefully applied to other situations. Finally, we
will apply this tool to the study of Gevrey Anosov flows in Chapter 3 and prove in
particular Theorem 1.
Throughout the paper h > 0 will denote a small implicit parameter thought as
tending to 0.
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CHAPTER 1
Gevrey microlocal analysis on manifolds
This first chapter is divided in three sections. In §1.1, the reader will find
definitions, and some useful lemmas about spaces of Gevrey functions, symbols,
and almost-analytic extensions thereof. In §1.2, we present some techniques to deal
with Gevrey oscillating integrals. In §1.3, we review the basic elements of a Gevrey
theory of semi-classical microlocal analysis. It is in this section that we present the
detail of the algebraic properties of Gs pseudors announced in the introduction.
Some classical microlocal questions that we do not deal with are the following:
• the existence of a good parametrix in the Gs class when s > 1;
• the related question of the functional calculus in that class;
• propagation of singularities and radial estimates.
1.1. Gevrey spaces of functions and symbols
1.1.1. Gevrey functions and ultradistributions on manifolds.
1.1.1.1. First definitions. We start by recalling the definition of Gevrey classes
of regularity. Let s ≥ 1 be fixed. Let U be an open subset of Rn. A function
f : U → C is said to be s-Gevrey if f is C∞ and if, for every compact subset K of
U , there are constants C,R > 0 such that, for all α ∈ Nn and x ∈ K, we have
|∂αf(x)| ≤ CR|α|α!s.(1.1)
Notice that when s = 1, we retrieve the class of real-analytic functions on U . When
s > 1, the class of s-Gevrey functions is non-quasianalytic: it contains compactly
supported functions. We will often write Gs instead of s-Gevrey and denote by Gs (U)
the space of Gs functions on U and by Gsc (U) the space of compactly supported
elements of Gs (U). The non-quasianalyticity of Gs when s > 1 implies in particular
that there are Gs partitions of unity. As pointed out in the introduction, the inverse
of the constant R in (1.1) will sometimes be called a Gs radius of convergence.
The definition above extends immediately to the case of Banach valued functions.
A function f from U to some Banach space B is said to be Gs if (1.1) holds with the
modulus replaced by the norm of B. With this definition, the class of Gs functions
is stable by composition, as was proved by Gevrey in his original paper [Gev18]. In
fact, the class of Gs functions is very well-behaved and, when s > 1, quite flexible:
for instance, it is Cartesian closed, stable by differentiation, solving ODEs, Implicit
Function Theorem, etc, and there are versions of Borel’s and Whitney’s theorem for
Gs functions (see [KMR09] for details).
Since the class Gs is stable by composition, we have a natural definition of a
Gs structure on a manifold: a Gs manifold is a Hausdorff topological space with
countable basis endowed with a maximal Gs atlas. Here, a Gs atlas is defined to
be an atlas with Gs change of charts (notice that we retrieve the usual notion of
real-analytic manifold when s = 1). As usual, if M and N are two Gs manifolds,
then a map f : M → N is said to be Gs if it is Gs “in charts”. Since the Implicit
Function Theorem holds in the class Gs, most elementary results from differential
geometry are easily checked to be true in the Gs category. In particular, there is a
well-defined notion of Gs (vector-)bundle, and each usual bundle associated with
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a Gs manifold M (tangent, cotangent, etc) admits a natural Gs structure. As a
consequence, it makes sense to say that a vector field over M is Gs.
Remark 1.1. Of course, a real-analytic manifold has a natural structure of
Gs manifold, since real-analytic maps are Gs. As pointed out in [LL97], all Gs
manifolds may be described in this way. Indeed, there is a Gevrey version of the
famous Whitney’s Embedding Theorem [Whi36] : every Gs compact manifold is Gs-
diffeomorphic to a real-analytic submanifold of an Euclidean space. The adaptation
of the proof of Whitney’s Theorem to our setting is straightforward. Since the
Inverse Function Theorem holds in the Gs category, it suffices to follow the lines
of the proof of [Hir94, Theorem 7.1], replacing C∞ by Gs at every step. This
embedding produces an analytic structure on any compact Gs manifold, compatible
with its Gs structure.
We want now to define ultradistributions on a Gs manifold M . To do so, we
need to give a structure of topological vector space to the space Gsc (M) of compactly
supported Gs functions on M . If (U, κ) is a Gs chart for M and K a relatively
compact subset of U , then we define for every R > 0 and function f , infinitely
differentiable on a neighbourhood of K, the semi-norm
‖f‖s,R,K := sup
x∈κ(K)
α∈Nn
∣∣∣∂α (f ◦ κ−1) (x)∣∣∣
R|α|α!s
.(1.2)
We extend this definition to any relatively compact subset K of M by covering K
by a finite number K1, . . . ,KN of compact sets included in some domains of charts
and setting
‖f‖s,R,K :=
N∑
j=1
‖f‖s,R,Kj .
Then, if K is a relatively compact subset of M and R > 0, we define Es,R (K)
to be the Banach space of functions f ∈ C∞(M), supported in K, such that
‖f‖s,R,K < +∞, endowed with the norm ‖·‖s,R,K . For s = 1, consider this
definition as temporary, as we will give a more practical but equivalent scale of
spaces of real analytic functions in the next section §1.1.1.2.
Notice that these spaces heavily depend on the choices of charts that we made
above. It is, however, not the case of the inductive limit, when U is an open subset
of M ,
Gsc (U) := lim−→
KbU
lim−→
R>0
Es,R (K) .
Here, the first limit is taken over compact subsets K of U , and the inductive
limit is taken in the category of locally convex topological vector spaces. Notice
that the underlying set of this limit is indeed the set of compactly supported Gs
functions on U . In particular, when s = 1, if U is not compact itself then Gsc (U)
is zero-dimensional. In the case that M itself is compact, we will write Gs(M) for
Gsc (M).
We define the space Us (U) of ultradistributions on U to be the strong dual of
Gsc (U). Then, by [Gro50], we see that Us (U) identifies with the projective limit
Us (U) = lim←−
KbU
lim←−
R>0
(
Es,R (K)
)′
.
In particular, Us (U) is a Fre´chet space. It is a Roumieu-type space of ultradistribu-
tions. More details on Roumieu and Beurling spaces can be found in [BMT90].
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Remark 1.2. The fact that the limit (1.1.1.1) does not depend on the choice of
charts in the definition of the norms ‖·‖s,R,K follows from the stability by composition
of the class Gs. Indeed, if we denote by (‖·‖′s,R,K)R>0 the family of norms that is
obtained with another choice of charts, one sees (applying Faa di Bruno’s formula
or adapting the original proof of Gevrey [Gev18]) that there is a constant C > 0
such that for every R > 0 we have
‖·‖s,Cmax(1,R),K ≤ C ‖·‖′s,R,K and ‖·‖′s,Cmax(1,R),K ≤ C ‖·‖s,R,K .(1.3)
Consequently, when U is an open subset of Rn, we may and will assume that the
chart κ used to define the norms ‖·‖s,R,K is the inclusion of U in Rn.
Remark 1.3. Let us explain how we will use Landau notations. We assume
that M is a compact manifold. If w : R∗+ → R∗+ is a function and (uh)h>0 a family
of function on M depending on a small parameter h > 0, we will oftentimes write
that uh is an O (w(h)) in Gs (M) (or even in Gs), or that u = OGs(w(h)). It has to
be understood in the following way: there is an R > 0 such that uh is an O (w(h))
in Es,R (M).
If U is a subset of M , we will also write that uh is an O (w(h)) in Gs outside of
U . It means that there is an R > 0 such that
‖uh‖s,R,M\U = O (w(h)) .
Notice that we retrieve the previous case by taking U = ∅. We will not be concerned
with regularity with respect to the parameter h. However, when there are other
parameters, in a function f of (x, y;h) for example, more care is required. We
will thus use the notation fh(x, y) = OGsx (w(h, y)) to indicate that for every y the
function x 7→ f(x, y) is an OGs (w(h, y)), with constants uniform in y. It is not to
be confused with fh(x, y) = OGs(w(h)) which indicates Gevrey regularity in both x
and y.
Remark 1.4. Let s ≥ 1. In order to discuss perturbations of Gs Anosov flows,
we need to define a topology on the space of Gs sections of a Gs vector bundle. Let
p : F →M denote a real Gs vector bundle on M (the case of complex vector bundle
is similar). Let (U, κ) be a Gs chart for M and (κ,Ψ) : p−1 (U)→ κ (U)× Rd be a
trivialization for p : F →M . Then, if K is a compact subset of U and R > 0, we
define for every C∞ section f of F the semi-norm
‖f‖s,R,K = sup
x∈κ(K)
α∈Nn
∥∥∥∂αΨ(f ◦ κ−1) (x)∥∥∥
R|α|α!s
,
where ‖·‖ denotes any norm on Rd. Using this semi-norm to replace (1.2), the case
of sections of the vector bundle F is dealt with as the case of the trivial line bundle
over M . In particular, when M is a compact manifold, we have a definition the
spaces Es,R (M ;F ), for R > 0, and a topology on the space Gs (M ;F ) of Gs sections
of F .
1.1.1.2. The particular case of real-analytic functions. We want now to rewrite
the definitions of the previous paragraph in a way that may be more intuitive,
in the case s = 1. Indeed, it may seem more natural to describe real analytic
functions as restrictions of holomorphic functions. If K is a compact subset of Rn,
then we see that a smooth function f defined on a neighbourhood of K such that
‖f‖1,R,K < +∞ admits a holomorphic extension to a complex neighbourhood of
K of size (CR)
−1
(for some C > 0 that does not depend on R), the L∞ norm of
this extension being bounded by C ‖f‖1,R,K . Reciprocally, if f admits a bounded
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holomorphic extension to a complex neighbourhood of size CR−1, then ‖f‖1,R,K is
finite and controlled by the L∞ norm of this extension (independently on R). We
will now explain how this remark generalizes to the case of compact manifold.
Let then M be a compact real-analytic manifold of dimension n. By a result
of Franc¸ois Bruhat and Hassler Whitney [WB59], the manifold M admits a com-
plexification M˜ . That is, M˜ is a holomorphic manifold of complex dimension n
endowed with a real-analytic embedding M ⊆ M˜ , such that M is a totally real
submanifold of M˜ . This means that at each p ∈M , we have TpM ∩ iTpM = {0}. It
follows then that if N is a complex manifold and f : M → N is a real-analytic map,
then f extends to a holomorphic map from a neighbourhood of M in M˜ to N . In
particular, if M˜ ′ is another complexification for M then the identity of M extends
to a biholomorphism between a neighbourhood of M in M˜ and a neighbourhood of
M in M˜ ′.
Remark 1.5. If M˜ is a complexification for M , let B(M˜) denote the space of
bounded holomorphic functions on M˜ . Then, we may give a new definition of the
space of real-analytic functions on M by
G1 (M) = lim−→˜
M
B
(
M˜
)
.
Here, the inductive limit (in the category of locally convex topological vector spaces)
is over all the complexifications M˜ of M . This coincides with (1.1.1.1) when s = 1.
This definition may be quite appealing because it is very intrinsic. However, we
will rather use a more concrete description of G1(M), that boils down to choosing a
particular basis of complex neighbourhoods for M .
We will use particular complexifications of M called Grauert tubes. The notion
of Grauert tube first appeared in [Gra58], but we will rely on the exposition from
[GS91]. First, according to [Mor58], there is a real-analytic embedding of M into
an Euclidean space. Hence, we may choose a real-analytic Riemannian metric g on
M . According to [WB59], there exists a complexification M˜ of M endowed with
an anti-holomorphic involution z 7→ z¯ such that M is the set of fixed point of z 7→ z¯.
Then, since the square of the distance induced by g on M is real-analytic near the
diagonal, it extends to a holomorphic function on a neighbourhood of the diagonal
of M in M˜ × M˜ . Following [GS91], we define ρ on M˜ (up to taking M˜ smaller) by
ρ(z) = −1
4
d(z, z¯)2.
From [GS91], we know that ρ defines a strictly plurisubharmonic function on M˜
such that M = {z ∈ M˜ : ρ(z) = 0}. Then, if  > 0 is small, we define the Grauert
tube (M) as the sub-level of ρ:
(M) :=
{
z ∈ M˜ : ρ(z) < 2
}
.(1.4)
Notice that, since ρ is strictly plurisubharmonic, the Grauert tube (M) is strictly
pseudo-convex. Moreover, the real (1, 1)-form i∂∂¯ρ is Ka¨hler and the associated
hermitian form coincides with g on M . We will consequently still denote this
hermitian form by g.
Using the notion of Grauert tube, we can replace the spaces E1,R (M) that
appeared in §1.1.1.1 with a more convenient scale. If R ≥ 1 is large enough, denote
by E1,R (M) the space of bounded holomorphic functions on (M)1/R (endowed
with the sup norm). Here, we only work with R large enough so that (M)1/R is
well-defined and E1,R(M) is non-trivial. The spaces E1,R (M) defined in this way do
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not need to coincide with those of §1.1.1.1, but they give rise to the same inductive
limit (in the category of locally convex topological vector spaces):
G1 (M) = lim−→
R→+∞
E1,R (M) .
Hence, we will always assume that we use this definition of the spaces Es,R (M)
in the case s = 1. To see that we get the same topology on G1 (M) as in §1.1.1.1,
work as in Remark 1.2 (using Cauchy’s and Taylor’s formulae to prove an estimate
similar to (1.3)). However, the choice of topology on G1 (M) is not very important,
since we will have to work directly with the spaces E1,R (M) in order to get the
best order for the dynamical determinant in Theorem 1.
Let us point out that there is another way to describe Grauert tubes. Indeed,
since the Riemannian metric g is real-analytic, so is its exponential map. Conse-
quently, if x is a point in M , then expx : TxM →M extends to a holomorphic map,
still denoted by expx, from a neighbourhood of 0 in TxM ⊗C to M˜ . Then, the map
(x, v) 7→ expx(iv)(1.5)
defines a real analytic diffeomorphism between a neighbourhood of the zero section
in TM and a neighbourhood of M in M˜ . For  > 0 small enough, under the map in
(1.5), the Grauert tube (M) is the image of{
(x, v) ∈ TM : g(v, v) < 2
}
by the map (1.5). With this description of the Grauert tube (M), we see that the
projection TM →M induces a real-analytic projection from (M) to M , that we
will denote by Re. We define also the function |Im| : (M) → R+ as the square root
of ρ. We will sometimes, slightly abusively, write |Im z| instead of |Im| (z).
Since M is compact, we could have chosen any decreasing basis of neighbour-
hoods for M in M˜ to define the spaces E1,R (M). However, we will need to consider
real-analytic functions defined on T ∗M (for instance symbols) or more generally on
products of the type MN1 × (T ∗M)N2 . Since these manifolds are non-compact, the
choice of a complex neighbourhood for T ∗M becomes non-trivial. As we want to
consider symbols on T ∗M , it seems natural to introduce Grauert tubes using the
Kohn–Nirenberg metric gKN . Recall that gKN is defined in the following way. The
Levi–Civita connexion associated with g gives a splitting T (T ∗M) = V ⊕H into
vertical and horizontal bundles, where both subbundles are identified with TM , so
that we can define
gKN (x, ξ) := gH(x, ξ) +
1
1 + |ξ|2x
gV (x, ξ).
In charts, it is uniformly equivalent to its flat version
gflatKN = dx
2 +
1
1 + ξ2
dξ2.
The curvature of gKN is bounded, and so are all its covariant derivatives, and one
can check that it admits Grauert tubes, which look like conical neighbourhoods of
T ∗M at infinity.
More precisely, the cotangent space T ∗M˜ of M˜ is a complexification of T ∗M .
Notice that there is a natural inclusion of T ∗M ⊗ C into T ∗M˜ and that the anti-
holomorphic involution that fixes T ∗M is given on T ∗M ⊗ C by (x, ξ) 7→ (x, ξ¯). As
above, we find a strictly plurisubharmonic function ρKN defined on a neighbourhood
of T ∗M in T ∗M˜ . Then, mimicking (1.4), we set for  > 0 small enough(
T ∗M
)

:=
{
α ∈ T ∗M˜ : ρKN (α) < 2
}
.
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As in the compact case, |Imα| will denote the square root of ρKN (α). To describe
these tubes in more concrete terms, we may examine them in local coordinates.
Given a real-analytic chart for M , it extends holomorphically to a chart for M˜ . It
hence defines a holomorphic trivialization for T ∗M˜ , mapping T ∗M on T ∗Rn. If we
denote these coordinates by x˜ = x+ iy, ξ˜ = ξ + iη, then for a point α ∈ T ∗M˜ that
writes (x˜, ξ˜) in local coordinates, the quantity |Imα| is uniformly equivalent to
|Imα|  |y|+ |η|〈ξ〉 .
This gives a rough but tractable idea of the shape of Grauert tubes in local coordi-
nates.
Let us discuss some others notations. Since x 7→ gx is a Ka¨hler metric, the
map α 7→ gαx(αξ, αξ) is real analytic and non-negative. On the other hand, we can
consider the holomorphic extension g˜ of g, so that α 7→ g˜αx(αξ, αξ) is a holomorphic
map. With the determination of the square root positive on the reals, we define for
α in T ∗M˜ the Japanese brackets
〈α〉 =
√
1 + g˜αx(αξ, αξ) and 〈|α|〉 =
√
1 + gαx(αξ, αξ).(1.6)
Hence, 〈α〉 is holomorphic in α, while 〈|α|〉 is not. However, notice that on a Grauert
tube
(
T ∗M
)

, for  > 0 small enough, the positive quantities 〈|α|〉 , |〈α〉| and Re 〈α〉
are uniformly equivalent. Notice also that we may define a Kohn–Nirenberg metric
on T ∗M˜ (since T ∗M˜ identifies with the cotangent bundle of M˜ seen as a real-analytic
manifold).
Finally, let us mention that we will use simpler definitions of the notions above
when working on Rn. If U is an open subset of Rn and  > 0 small, we define the
complex neighbourhood(
T ∗U
)

= {(x, ξ) ∈ Cn : d(x, U) <  and |Im ξ| <  〈Re ξ〉}(1.7)
of T ∗U . We think of
(
T ∗U
)

as (an approximation of) the Grauert tube of T ∗U
for the Kohn–Nirenberg metric, even if this case is not covered by our discussion
above (since U is not a compact manifold). Similarly, for ξ ∈ Cn with Re 〈ξ, ξ〉 ≥ 0
we define the Japanese brackets (we take the determination of the square root that
is positive on R∗+)
〈ξ〉 =
√
1 + 〈ξ, ξ〉 and 〈|ξ|〉 =
√
1 + ‖ξ‖2.
Here, the norm in the definition of 〈|ξ|〉 is the one given by the identification
Cn ' R2n, while 〈ξ, ξ〉 = ∑nj=1 ξ2j if ξ = (ξ1, . . . , ξn). Hence 〈ξ〉 is holomorphic but
〈|ξ|〉 is not. As in the manifold case, for U an open subset of Rn and (x, ξ) ∈ (T ∗U),
the quantities 〈|ξ|〉 , 〈Re ξ〉 , |〈ξ〉| and Re 〈ξ〉 are equivalent.
1.1.1.3. Almost analytic extensions. Let (M, g) be a compact real-analytic Rie-
mannian manifold. To study deformations in the Grauert tube of M (or of T ∗M),
we will make extensive use of almost-analytic extensions of smooth functions on M .
The notion of almost analytic extension was introduced by Lars Ho¨rmander [Ho¨r69]
and then by Louis Nirenberg [Nir71]. It has become a very common notion in
microlocal analysis, and are essential in [MS75] for instance.
Recall that if f is a C∞ function on M then an almost-analytic extension for
f is a compactly supported C∞ functions f˜ on some (M) that coincides with f
on M and such that ∂¯f˜ vanishes to all orders on M . It is classical that such a f˜
exists [Zwo12, Theorem 3.6]. While this is hardly surprising, it will be crucial in
our analysis that if f is Gs then f˜ may be chosen Gs as well. This will allow us to
make the flatness of ∂¯f˜ near M quantitative using Lemma 1.3 below.
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Observe that in [FNRS19] (for example), weaker forms of almost analytic
extensions were obtained with the adequate decay. However, they are only C1,
which is not sufficient for our purposes. One can also find in [Jun00] another notion
of almost analytic extension: instead of working with a single function f˜ such that
∂¯f˜ vanishes to all orders on M , a family of function (f˜h)h>0, where fh is defined on
a tube whose size depends on h and such that ∂¯fh vanishes when h tends to 0, is
used.
We start by proving that Gevrey functions admit Gevrey almost analytic
extensions.
Lemma 1.1. Given a Grauert tube (M) ⊃ M , for each s > 1, there exists a
constant Cs and a compact subset K ⊆ (M) so that for all R ≥ 1, there exists a
bounded map f 7→ f˜ from Es,R(M) to Es,CsR(K), such that f˜ is an almost-analytic
extension for f .
Covering M by real-analytic charts and then using a Gs partition of unity, we
reduce to the Euclidean case, that is, we only need to prove:
Lemma 1.2. Let s > 1. Let K be a compact subset of Rn and K ′ be a compact
neighbourhood of K in Cn. Then, there is A > 0, and for each R > 0 there
is a continuous map f 7→ f˜ from Es,R (K) to Es,AR (K ′) such that for every
f ∈ Es,R (K), the function f˜ is an almost analytic extension for f .
It seems to be folklore that this may be deduced from results of Lennart Carleson
on universal moment problems [Car61], but we are not aware of any reference
containing a proof, and thus we provide one.
Proof. First of all, we need to extend to higher dimensions the one dimensional
results of Carleson. This is quite straightforward, since most difficulties are already
present in the one dimensional case. For x ∈ R we define
w(x) =
(
1 + x2
)−1
exp
(
−2s |x|
1
s
e
)
.
Let us denote by H the Hilbert space of measurable functions (up to modification
on zero measure sets) u from Rn to C that satisfy
‖u‖2H :=
∫
Rn
|u(x)|2 w¯(x)dx < +∞,
where w¯(x) =
∏n
j=1 w(xj). Let (Pm)m∈N be the sequence (depending on s) of
orthogonal polynomials, defined, up to a sign, by
∀m, p ∈ N :
∫
R
Pm(t)Pp(t)w(t)dt =
{
1 if m = p,
0 otherwise,
and degPm = m for every m ∈ N. Then define for α ∈ Nn the polynomial
Pα(x) =
n∏
j=1
Pαj (xj),
and notice that the Pα’s form an orthogonal family in H. According to [Car61,
(2.6)], there are constants C, r > 0 such that for every k ∈ N we have
+∞∑
`=0
∣∣∣P (k)` (0)∣∣∣2 ≤ Cr2kk!2(1−s).
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For some new constants C and r, and for every β ∈ Nn, it follows that∑
α∈Nn
∣∣∣∂βPα(0)∣∣∣2 ≤ Cr2|β|β!2(1−s).
Now, let S denotes the Hilbert space of sequences s = (sα)α∈Nn of complex numbers
such that
‖s‖2S :=
∑
α∈Nn
(
|sα| (2r)|α|
α!s
)2
< +∞.
If s ∈ S, define the sequence (bα)α∈Nn by
bα =
∑
β∈Nn
∂βPα(0)
β!
sβ ,
for α ∈ Nn (notice that this sum is finite). Then we have
∑
α∈Nn
|bα|2 =
∑
α∈Nn
∣∣∣∣∣∣
∑
β∈Nn
∂βPα(0)
β!
sβ
∣∣∣∣∣∣
2
,
≤ ‖s‖2S
∑
α∈Nn
∑
β∈Nn
∣∣∣∂βPα(0)∣∣∣2
β!2
β!2s
1
(2r)
2|β|
 ,
≤ ‖s‖2S
∑
β∈Nn
β!2(s−1)
1
(2r)
2|β|
∑
α∈Nn
∣∣∣∂βPα(0)∣∣∣2 ,
≤ C ‖s‖2S
∑
β∈Nn
2−2|β| = C
(
4
3
)n
‖s‖2S .
Thus, if we set
L(s) =
∑
α∈Nn
bαPα,
then L is a bounded operator from S to H. The main point about L is that for
every s ∈ S and α ∈ Nn an elementary computation ensures that
(1.8)
∫
Rn
L(s)(t)tαw¯(t)dt = sα.
Now, if f ∈ Es,R (K), we define for every x ∈ Rn the sequence s(x) =
(sα(x))α∈Nn by
sα(x) =
∂αf(x)
b|α|
,
where b = 3× 2sRr. Notice that s(x) ∈ S and define f˜ for x, y ∈ Rn by
(1.9) f˜(x+ iy) = χ(y)
∫
Rn
eib〈t,y〉L(s(x))(t)w¯(t)dt = χ(y)〈eib〈y,·〉, L(s(x))〉H ,
where χ is a compactly supported s′-Gevrey function for some 1 < s′ < s, identically
equal to 1 on a neighbourhood of 0. One easily checks that the map x 7→ s(x) ∈ S
is C∞ and supported in K. Moreover, if x ∈ K and β ∈ Nn then we have
(1.10) ∂βs(x) =
(
∂α+βf(x)
b|α|
)
α∈Nn
.
Thus, thanks to our choice of b we have for all β ∈ Nn and x ∈ K
(1.11)
∥∥∥∂βs(x)∥∥∥
S
≤ 3n ‖f‖s,R,K (2sR)|β|β!s.
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Thus x 7→ s(x) is Gs with inverse radius 2sR. By dominated convergence, we see
that the map G : y 7→ (t→ eib〈t,y〉) is C∞ from Rn to H. Moreover, if α ∈ Nn the
derivative ∂αG is y 7→
(
t 7→ (ibt)|α|eib〈t,y〉
)
and its norm at y ∈ Rn is
‖∂αG(y)‖2H = b2|α|
∫
Rn
|tα|2 w¯(t)dt = b2|α|
n∏
j=1
∫
R
|t|2αj w(t)dt ,
≤ b2|α|
( e
2s
)2s|α|(ses
ss
)n n∏
j=1
Γ
(
s(2αj + 1)
)
.
Then, applying Stirling’s formula, we see that there are constants C,M > 0 such
that for every α ∈ Nn and y ∈ Rn we have
(1.12) ‖∂αG(y)‖H ≤ C(MR)|α|α!s.
Consequently, the map F : x+iy 7→ 〈eib〈y,·〉, L(s(x))〉H is C∞ on Cn and if α, β ∈ Nn
and x, y ∈ Rn then we have
(1.13) ∂αx ∂
β
yF (x+ iy) = 〈∂βG(y), L(∂αs(x))〉H .
Thus, from (1.11) and (1.12), we see that the map f 7→ f˜ is continuous from
Es,R (K) to Es,MR
(
K ′
)
for K ′ a compact complex neighbourhood of K (we may
and do assume that M ≥ 2s).
It remains to see that f˜ is indeed an almost analytic extension for f . Since
f˜ and F coincide near Rn, we only need to study F to do so. Notice that for all
x ∈ Rn and α, β ∈ Nn, according to (1.13), (1.8) and (1.10), we have
∂αx ∂
β
yF (x) =
∫
Rn
(ibt)βL (∂αs(x)) (t)w¯(t)dt = i|β|∂α+βf(x).
In particular, F and f coincide on Rn. Now, if j ∈ {1, . . . , n}, we have ∂F∂z¯j =
1
2
(
∂F
∂xj
+ i ∂F∂yj
)
, and thus if x ∈ Rn and α, β ∈ Nn we have
∂
∂z¯j
(
∂αx ∂
β
yF
)
(x) =
1
2
(
∂
α+ej
x ∂
β
yF + i∂
α
x ∂
β+ej
y F
)
=
1
2
(
i|β|∂α+β+ejf(x) + i|β|+2∂α+β+ejf(x)
)
= 0.
Consequently, ∂¯F vanishes to all orders on Rn, and f˜ is indeed an almost analytic
extension of f . 
In order to apply Lemma 1.1, we need to investigate the way a Gevrey function
can be flat. To do so, we will apply the “sommation au plus petit terme”, a method
for regularizing certain divergent series that is particularly well suited for Taylor
series of Gevrey functions. The interested reader may refer to [Ram93] for details
and historical references.
Lemma 1.3. Let U be an open subset of Rn and K a compact and convex subset
of U . Then for every s > 1, there are constants C,C0 > 0 such that for every
R > 0 and f ∈ C∞ (U) such that the quantity ‖f‖s,R,K defined by (1.2) is finite, if
x, y ∈ K then we have
∣∣∣∣∣∣∣∣∣f(y)−
∑
|α|≤ (R|x−y|)
− 1
s−1
C0
∂αf(x)
α!
(y − x)α
∣∣∣∣∣∣∣∣∣ ≤ C ‖f‖s,R,K exp
(
− 1
C (R |x− y|) 1s−1
)
.
(1.14)
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We explain in Remark 1.7 below how Lemma 1.3 allows to control the size of
the Cauchy–Riemann operator applied to an almost analytic extension of a Gevrey
function.
Proof of Lemma 1.3. Taylor’s formula gives for every non-negative integer k
f(y) =
∑
|α|<k
∂αf(x)
α!
(y − x)α +
∑
|α|=k
k
α!
(y − x)α
∫ 1
0
(1− t)k−1∂αf(x+ t(y − x))dt.
Thus, recalling the definition (1.2) of the norm ‖·‖s,R,K , we find that∣∣∣∣∣∣f(y)−
∑
|α|<k
∂αf(x)
α!
(y − x)α
∣∣∣∣∣∣ ≤ ‖f‖s,R,K (nR |x− y|)k × k!s−1 ,
≤ ‖f‖s,R,K (nR |x− y|)k k(s−1)k.
By taking k =
⌊
1
4 (nR |x− y|)−
1
s−1
⌋
+ 1 we get consequently, for some C > 0,∣∣∣∣∣∣∣∣∣f(y)−
∑
|α|≤ 14
(
nR|x−y|−
1
s−1
)
∂αf(x)
α!
(y − x)α
∣∣∣∣∣∣∣∣∣
≤ C ‖f‖s,R,K exp
(
− (s− 1) ln 2
4 (nR |x− y|) 1s−1
)
,
and the lemma is proved. 
Remark 1.6. We will mostly use Lemma 1.3 with an f that vanishes to infinite
order on x. In that case, we get a control on the size of f(y) for y near x. However,
it will sometimes be useful to have the general result at our disposal. Concerning
the general result, notice that the constant C0 in (1.14) may be chosen arbitrarily
large (up to taking C larger). Indeed, the terms that we add by taking C0 larger
are controlled by the right hand side of (1.14).
Remark 1.7. Let us explain how Lemma 1.3 allows to control the size of an
almost analytic extension of a Gevrey function. Let s,K,K ′,M and R be as in
Lemma 1.2. We may assume that K ′ is convex. Then, if f ∈ Es,R (K) is a Gs
function, we know that it admits a Gs almost analytic extension f˜ ∈ Es,MR (K ′).
Then if R1 > MR, we see that the components of ∂¯f˜ belongs to E
s,R1
(
K ′
)
. By
assumption, these components vanish at infinite order on Rn. Hence, it follows from
Lemma 1.3 that there are constants C > 0 (that only depends on K and K ′) and
CR (that may also depend on R) such that for z ∈ Cn we have∣∣∣∂¯f˜(z)∣∣∣ ≤ CR ‖f‖s,R,K exp
(
− 1
C (R |Im z|) 1s−1
)
.(1.15)
Here, we used the fact that the norms of the coordinates of ∂¯f˜ in Es,R1
(
K ′
)
are
controlled by ‖f‖s,R,K .
It will be useful to control also the derivatives of ∂¯f˜ . In fact, we can improve
(1.15) into a Gevrey estimates. Indeed, if α, β ∈ Nn then the components of ∂αx ∂βy ∂¯f˜
are Gs (we write z = x+ iy for the coordinates in Cn). To see so, just notice that
for α′, β′ ∈ Nn, j ∈ {1, . . . , n} and z ∈ K ′ we have (C > 0 only depends on K and
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K ′ and may vary from one line to another, CR may also depend on R)∣∣∣∣∣∂α+α′x ∂β+β′y ∂f˜∂z¯j (z)
∣∣∣∣∣
≤
∥∥∥f˜∥∥∥
s,MR,K
′ (MR)
|α|+|α′|+|β|+|β′| (α+ α′ + ej)!s (β + β′ + ej)!s
≤ CR ‖f‖s,R,K (CR)|α|+|β| α!sβ!s (CR)|α
′|+|β′| (α′)!s (β′)!s.
This estimate can be rewritten as∥∥∥∥∥∂αx ∂βy ∂f˜∂z¯j
∥∥∥∥∥
s,CR,K
′
≤ CR ‖f‖s,R,K (CR)|α|+|β| α!sβ!s.
Since ∂αx ∂
β
y
∂f˜
∂z¯j
vanishes at all orders on Rn, it follows from Lemma 1.3 that there
are constants C > 0, that only depends on K and K ′, and CR > 0 that may also
depend on R, such that for every z ∈ Cn and α, β ∈ Nn we have∣∣∣∂αx ∂βy ∂¯f˜(z)∣∣∣ ≤ CR ‖f‖s,R,K (CR)|α|+|β| α!sβ!s exp
(
− 1
C (R |Im z|) 1s−1
)
.
To close this section, we present here a trick that will be useful to derive
Gevrey bounds from L∞ bounds on almost analytic extensions. This trick is a slight
refinement of the proof of [FNRS19, Proposition 3.8] in the Gevrey case (which is
in some sense the reciprocal of Lemma 1.2).
Lemma 1.4 (Bochner–Martinelli trick). Let s ≥ 1. Let D be a ball in Rn. There
is a constant C˜ > 0 such that, for every R ≥ 1, there is a constant CR such that the
following holds. For every λ ≥ 1, let fλ be a function from Rn to C. We assume
that for all λ ≥ 1 the map fλ admits a C1 extension Fλ to a neighbourhood of D in
Cn, and there exist R > 0 and C > 0 such that
(i) for every λ > 1 and x ∈ Cn if x is at distance less than R− 1sλ 1s−1 of D
then
|Fλ(x)| ≤ C exp
(
−
(
λ
R
) 1
s
)
;
(ii) for every λ > 1 and x ∈ Cn if x is at distance less than R−1/sλ 1s−1 of D
then ∣∣∂¯Fλ(x)∣∣
{
≤ C exp
(
−(R| Imx|)− 1s−1
)
if s > 1
= 0 if s = 1.
Then for R′ = C˜R and every λ ≥ 1 we have
‖fλ‖s,R′,D ≤ CRC exp
(
−
(
λ
C˜R
) 1
s
)
.
Proof. The case s = 1 is just an application of Cauchy’s formula. Consequently,
we focus on the case s > 1 which is more crucial.
As the name suggests, the proof in the case s > 1 is based on an application
of Bochner–Martinelli formula. For every λ ≥ 1 denote by Dλ the R−1/sλ
1
s−1/2
neighbourhood of D. Then choose x ∈ D and write the Bochner–Martinelli formula
for Fλ at x to find
fλ(x) =
∫
∂Dλ
Fλ(z)ω(z, x)−
∫
Dλ
∂¯Fλ(z) ∧ ω(z, x),(1.16)
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where ω(·, x) is the (n, n− 1) form (the hat means that the corresponding factor is
omitted)
ω(z, x) =
(n− 1)!
(2ipi)
n
1
|z − x|2n
n∑
j=1
(
z¯j − x¯j
)
dz¯1 ∧ dz1 ∧ · · · ∧ d̂z¯j ∧ · · · ∧ dz¯n ∧ dzn.
By Faa` di Bruno’s formula and the Leibniz rule, we get as in [FNRS19, Proposition
3.8] ∣∣∣∣∣∂αx
(
z¯j − x¯j
|z − x|2n
)∣∣∣∣∣ ≤ C(n)|α|α!|x− z|2n+|α|−1 ,
where the constant C(n) only depends on the dimension n. Hence, by differentiation
under the integral, we see that fλ is C∞ with the estimate (for λ ≥ 1, the constant
C > 0 is from the statement of the lemma and C1 does not depend on C)
|∂αfλ(x)| ≤ CC1+|α|1 C(n)|α|α!
(
R
1
sλ1−
1
s
)2n+|α|−1
exp
(
−
(
λ
R
) 1
s
)
+ CC1C(n)
|α|α! sup
t∈
[
0, 12R
− 1
s λ
1
s
−1
]
exp
(
− (Rt)− 1s−1
)
t2n+|α|−1
.
(1.17)
Then, notice that supr∈R∗+ e
−rr(s−1)(2n+|α|−1) ≤ C(s, n)1+|α|α!s−1, so that
exp
(
−1
2
(
λ
R
) 1
s
)(
R
1
s−1λ1−
1
s
)2n+|α|−1
≤ sup
t∈R∗+
exp
(
− t
1/s
2
)
t(1−1/s)(2n+|α|−1)
≤ 2(s−1)(2n+|α|−1) sup
r∈R∗+
e−rr(s−1)(2n+|α|−1)
≤ C1+|α|1 α!s−1,
where the constant C1 > 0 only depends on n and s. We also have for t ∈[
0, 12R
− 1sλ
1
s−1
]
that
exp
(
− (Rt)− 1s−1
)
t2n+|α|−1
≤ exp
(
−2 ss−1
(
λ
R
) 1
s
)
sup
τ∈R+
exp
(
− 12 (Rτ)−
1
s−1
)
τ2n+|α|−1
≤
(
2s−1R
)2n+|α|−1
exp
(
−2 ss−1
(
λ
R
) 1
s
)
sup
r∈R+
e−rr(s−1)(2n+|α|−1)
≤ C1+|α|1 α!s−1R2n+|α|−1 exp
(
−2 ss−1
(
λ
R
) 1
s
)
.
The announced result follows by plugging the last two estimates in (1.17). 
The Bochner–Martinelli trick will be quite useful when studying oscillatory
integrals, for the following reason:
1.1. GEVREY SPACES OF FUNCTIONS AND SYMBOLS 31
Lemma 1.5. Let U ⊂ Rn be a bounded open set, and Φ : U → C be a Gs
function. Let K ⊂ U be a compact set. Then there exists C,R0, h0 > 0 such that
for R ≥ R0, there exists a constant CR > 0, so that for h ∈]0, h0],∥∥∥x 7→ e ihΦ(x)∥∥∥
s,R,K
≤ CR exp
(
− 1
h
inf
K
Im Φ +
1
C(hR)1/s
)
.
In particular, taking R > 0 large enough, we can obtain an arbitrarily small
constant before the h−1/s term.
Proof. Up to replacing Φ by Φ− i infK Im Φ, we may assume that infK Im Φ =
0. Then, we pick Φ˜ an almost analytic extension for Φ, and we observe that for x
at distance at most R−1/sh1−1/s from K, we have
Im Φ˜ ≥ −Ch
1− 1s
R
1
s
.
On the other hand,∣∣∣∂x (e ih Φ˜(x))∣∣∣ ≤ C exp
(
C
h1−1/s
R
1
s
− 1
(R0| Imx|)
1
s−1
)
,
≤ C exp
(
C
h1−1/s
R
1
s
− 1
(R| Imx|) 1s−1
)
,
provided that R ≥ R0. We can then apply the Bochner–Martinelli trick to
exp(−2CR−1/sh1−1/s)eiΦ(x)h and the result follows. 
1.1.2. Gevrey and analytic symbols.
1.1.2.1. Definitions. In anticipation of the study of Gs pseudors in §1.3, we
define here Gevrey symbol classes. As explained in the introduction, we will work
with larger classes of symbols (and hence of pseudors) than in the classical references
dealing with Gevrey pseudo-differential calculus [BDMK67, Zan85, Rod93]. Let
us fix an open subset U of Rn for the remainder of this section.
Definition 1.1. Let m ∈ R, s ≥ 1. A C∞ function a : T ∗U ' U × Rn → C
belongs to the symbol class Ss,m
(
T ∗U
)
if, for every compact subset K of U , there
are constants C,R > 0 such that, for every α, β ∈ Nn and (x, ξ) ∈ K ×Rn, we have∣∣∣∂αx ∂βξ a(x, ξ)∣∣∣ ≤ CR|α|+|β| (α!β!)s 〈ξ〉m−|β| .(1.18)
In a more transparent way, we will also write that a is a Gs symbol (of order m).
Remark 1.8. Symbols are allowed to depend on the small implicit parameter
h > 0 but then the estimates in Definition 1.1 (and Definition 1.2 below) are assumed
to hold uniformly in h > 0.
Remark 1.9. For N1, N2 ∈ N, we define mutatis mutandis classes of symbols
Ss,m
((
T ∗U
)N1 × UN2) .
It is understood that the results and definitions below extend naturally to those
more general classes of symbols. Later on, we will mostly consider symbols a(α, x)
in Ss,m
(
T ∗M ×M) that are in fact only defined when x and αx are close to each
other.
As we did for functions in §1.1.1.2, one can characterize analytic symbols using
holomorphic extensions. To do so, we refer to the notion of approximate Grauert
tube of an open subset of Rn introduced in (1.7). Using Taylor’s and Cauchy’s
Formula we can prove (the proof is left as an exercise to the reader):
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Lemma 1.6. Let m ∈ R. Let a : T ∗U → C be a function. Then a belongs to the
symbol class S1,m
(
T ∗U
)
if and only if, for every relatively compact open subset Ω
of U , there is  > 0 such that a admits a holomorphic extension to
(
T ∗Ω
)

, which
satisfies for some C > 0 and every (x, ξ) ∈ (T ∗Ω)

|a(x, ξ)| ≤ C 〈Re ξ〉m .
Remark 1.10. In the absence of holomorphic extensions in the case s > 1,
we will work with almost analytic extensions. For this, we will use many times
that for a ∈ Ss,m (T ∗U) and every relatively compact open subset Ω of U , the
symbol a admits an almost analytic extension on
(
T ∗Ω
)

for some  > 0. This
extension satisfies Gs symbolic estimates as in Definition 1.1. In particular, by
rescaling Lemma 1.3, we find that there is a constant C > 0 such that for every
(x, ξ) ∈ (T ∗Ω)

we have
∣∣∂¯a(x, ξ)∣∣ ≤ C 〈Re ξ〉m exp(− 1
C
(
|Imx|+ |Im ξ|〈Re ξ〉
)− 1s−1)
.(1.19)
The proof of the existence of such an extension for a is based on Lemma 1.1 and
a standard rescaling argument, using for instance a partition of unity of Paley–
Littlewood type. Observe that the quantity in the exponential is comparable to
‖ Im(x, ξ)‖−1/(s−1)gKN . As in Remark 1.7, the estimate (1.19) can be upgraded to a
Gevrey estimates: there are constants C,R > 0 such that for every (x, ξ) ∈ (T ∗Ω)

and α, β ∈ N2n we have – under the identification R2n ' Cn,∣∣∣∂αx ∂βξ ∂¯a(x, ξ)∣∣∣
≤ CR|α|+|β|α!sβ!s 〈Re ξ〉m−|β| exp
(
− 1
C
(
|Imx|+ |Im ξ|〈Re ξ〉
)− 1s−1)
.
In the case s = 1, we will construct in §1.3.4 a parametrix for elliptic pseudors.
To do so, we need the notion of formal analytic symbols and of realization of those
symbols, that we define now.
Definition 1.2. Let m ∈ R. We define an element of the class of formal symbols
FS1,m
(
T ∗U
)
to be a formal series
∑
k≥0 h
kak where the ak’s are C∞ functions from
T ∗U to C such that, for every open relatively compact subset Ω of U , there are
 > 0 and, for each k ≥ 0, a holomorphic extension of ak to
(
T ∗Ω
)

, and constants
C,R > 0 such that for every k ∈ N and (x, ξ) ∈ (T ∗Ω)

we have
|ak(x, ξ)| ≤ CRkk! 〈Re ξ〉m−k .(1.20)
Remark 1.11. If V is an open subset of
(
T ∗U
)

and (ak)k≥0 is a family of
holomorphic functions on V that satisfies (1.20) then we will also say that
∑
k≥0 h
kak
is a formal symbol on V .
Definition 1.3. Let m ∈ R and a = ∑k≥0 hkak ∈ FS1,m (T ∗U). Let Ω be an
open subset of U . A realization of a on Ω is an element a of S1,m
(
T ∗Ω
)
such that,
for every open relatively compact subset Ω′ of Ω, there is  > 0 such that a and
the ak’s have holomorphic extensions to
(
T ∗Ω′
)

such that, for every C0 > 0 large
enough, there is a constant C > 0, such that, for every (x, ξ) ∈ (T ∗Ω′)

, we have∣∣∣∣∣∣∣a(x, ξ)−
∑
0≤k≤ 〈Re ξ〉C0h
hkak(x, ξ)
∣∣∣∣∣∣∣ ≤ C exp
(
−〈Re ξ〉
Ch
)
.(1.21)
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We will prove in §1.1.2.2 that any formal analytic symbol admits a realization,
namely:
Lemma 1.7. Let m ∈ R. Let a ∈ FS1,m (T ∗U) and let Ω be a relatively compact
open subset of U . Then a admits a realization a ∈ S1,m (T ∗Ω) on Ω.
Remark 1.12. Let us explain why we do not introduce formal Gs symbols. The
natural notion of such a symbol would be a formal sum∑
hkak,
with an estimate of the form∣∣∣∂αx ∂βξ ak∣∣∣ ≤ CR|α|+|β|(α+ β + 2k)!s〈ξ〉m−|β|.
To build an actual symbol from a formal symbol, the only procedure we have is the
so-called sommation au plus petit terme. The problem is that the result is a symbol
that is well-defined modulo an error in the class
OGsx,ξ
(
exp
(
−
( 〈ξ〉
Ch
) 1
2s−1
))
.
While it has the right regularity, it does not decay fast enough to produce Gs
smoothing remainder. In the class of GsxG1ξ symbols, we could consider formal
symbols, and this is what is done in [BDMK67, Zan85, Rod93].
We will also need Gevrey symbols defined on manifolds. There is a natural
definition that is valid for any s ≥ 1: we ask for Definition 1.1 to be satisfied in
any charts. This definition is not empty. Indeed, it follows from Faa` di Bruno’s
formula, that the class of symbols presented in Definition 1.1 is stable by Gs change
of coordinates.
Definition 1.4. Let M be a Gs manifold and m ∈ R. We say that a : T ∗M → C
belongs to the class of symbol Ss,m
(
T ∗M
)
if for every Gs chart (U, κ) for M the
symbol
aκ(x, ξ) := a
(
κ−1(x), Td
κ
−1
(x)
κ · ξ
)
belongs to Ss,m
(
T ∗ (κ(U))
)
. Similarly, we say that a =
∑
k≥0 h
kak is a formal
analytic symbol in FS1,m
(
T ∗M
)
if, for every analytic chart (U, κ) for M , the formal
symbol
∑
k≥0 h
kaκk belongs to FS
1,m (T ∗ (κ(U))).
Remark 1.13. As in the Euclidean case, we extend these definitions in the
natural way to symbols defined on products of the form
(
T ∗M
)N1×MN2 . Moreover,
if M is compact and s > 1, we see by taking a partition of unity that if a is in
Ss,m
(
T ∗M
)
then it admits an almost analytic extension to
(
T ∗M
)

(for some  > 0)
in the sense of Remark 1.10. If s = 1, we do not need to use a partition of unity (by
the principle of analytic continuation) to prove that a admits a holomorphic extension
to some
(
T ∗M
)

with growth at most polynomial. The following characterization
of analytic symbol follows.
Lemma 1.8. Let (M, g) be a compact real-analytic Riemannian manifold and
m ∈ R. Then a : T ∗M → C belongs to S1,m (T ∗M) if and only if there are C,  > 0
such that a admits a holomorphic extension to
(
T ∗M
)

that satisfies for every
α ∈ (T ∗M)

|a(α)| ≤ C 〈|α|〉m .
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Similarly, a =
∑
k≥0 h
kak belongs to FS
1,m (T ∗M) if and only if there are constants
C,R,  > 0 such that the ak’s admit holomorphic extensions to
(
T ∗M
)

that satisfy
for every k ∈ N and α ∈ (T ∗M)

:
|ak(α)| ≤ CRkk! 〈|α|〉m−k .
Remark 1.14. As in Definition 1.4, the notion of realization for symbols on
manifolds is deduced immediately from the notion on Euclidean spaces by taking
charts. In the case of analytic symbols on a compact manifold, we may use Lemma
1.8 to reformulate this notion: a ∈ S1,m (T ∗M) is a realization for ∑k≥0 hkak if
and only if for every C0 large enough, there are constants C,  > 0 such that for
every α ∈ (T ∗M)

we have∣∣∣∣∣∣∣a(α)−
∑
0≤k≤ 〈|α|〉C0h
hkak(α)
∣∣∣∣∣∣∣ ≤ C exp
(
−〈|α|〉
Ch
)
.
As stated below, realizations of formal analytic symbols on manifold do exist. We
will indeed use Ho¨rmander’s solution to the ∂¯-equation to prove the following lemma
(the proof is delayed to §1.1.2.2).
Lemma 1.9. Let M be a compact G1 manifold and m ∈ R. Let a = ∑k≥0 hkak
be a formal analytic symbol in FS1,m
(
T ∗M
)
. Then a admits a realization on M .
1.1.2.2. Ho¨rmander’s problem on Grauert tube and analytic approximations. In
order to define the kernel of the FBI transform T and to find realizations of formal
analytic symbols, we need a tool to construct globally defined real analytic functions.
This will be performed using the version of Ho¨rmander’s estimates [Ho¨r65, Ho¨r66]
exposed in [Dem12]. Notice that it is common to apply Ho¨rmander’s solution to
the ∂¯ equation to solve such problems, see for instance the appendix of [Sjo¨96b] or
[Sjo¨82, Proposition 1.2]. We will prove the following lemma.
Lemma 1.10. Let (M, g) be a compact real analytic Riemannian manifold. Let
 > 0 be small enough. Let f be a (0, 1)-form on
(
T ∗M
)

(that may depend on the
implicit parameter h) with C∞ coefficients and such that ∂¯f = 0. Assume that there
is a constant C > 0 such that for every α ∈ (T ∗M)

we have
|f(α)| ≤ C exp
(
−〈|α|〉
Ch
)
.(1.22)
Then, there are 1 ∈ ]0, [ and a constant C ′ > 0 such that, for h small enough, there
is a C∞ function r on (T ∗M)
1
such that ∂¯r = f and
r(α) = O
(
exp
(
−〈|α|〉
C ′h
))
on (T ∗M)1 . Moreover, the same result holds with the natural modifications if we
replace
(
T ∗M
)

by a manifold of the form
(
T ∗M
)N1

× (M)N2 .
Remark 1.15. Most of the time, we will apply Lemma 1.10 with f = −∂¯F
where F is a C∞ function on (T ∗M)

. Then, if we define F˜ = F + r on
(
T ∗M
)
1
,
we see that F˜ is holomorphic and satisfies
F˜ (α) = F (α) +O
(
exp
(
−〈|α|〉
C ′h
))
on
(
T ∗M
)
1
. This is the method that we will use to construct a FBI transform with
analytic kernel for instance (see Lemma 2.3).
1.1. GEVREY SPACES OF FUNCTIONS AND SYMBOLS 35
Remark 1.16. In order to make sense of the hypothesis (1.22) in Lemma 1.10,
we need to specify which metric we use to measure the (0, 1)-form f . To do so,
recall from §1.1.1.2 that, associated with the Kohn–Nirenberg metric gKN , there
is a non-negative plurisubharmonic function ρKN on the complexification of T
∗M .
The (1, 1)-form ωKN = i∂∂¯ρ defines a Ka¨hler metric on
(
T ∗M
)

that coincides
with gKN on T
∗M . Then ωKN induces a hermitian metric on T
(
T ∗M
)

, hence on
T ∗
(
T ∗M
)

and following on T ∗
(
T ∗M
)

⊗ C. This is the metric that appears in
(1.22).
We will also need the following version of Lemma 1.10 on Rn, whose proof
is slightly easier (one may rely directly on the original version of Ho¨rmander’s
argument [Ho¨r65]) and will consequently be omitted.
Lemma 1.11. Let U be an open subset of Rn. Let Ω be a relatively compact
open subset of U . Let  > 0 be small enough. Let f be a (0, 1)-form on
(
T ∗U
)

(that
may depend on the implicit parameter h) with C∞ coefficients and such that ∂¯f = 0.
Assume that there is a constant C > 0 such that for every α ∈ (T ∗U)

we have
|f(α)| ≤ C exp
(
−〈|α|〉
Ch
)
.
Then, there are 1 ∈ ]0, [ and a constant C ′ > 0 such that, for h small enough, there
is a C∞ function r on (T ∗Ω)
1
such that ∂¯r = f and
r(α) = O
(
exp
(
−〈|α|〉
C ′h
))
on (T ∗Ω)1 . Moreover, the same result holds with the natural modifications if we
replace
(
T ∗U
)

by a manifold of the form
(
T ∗U
)N1

× (U)N2 .
Let us mention that there are no particular difficulties to deal with a manifold of
the form
(
T ∗M
)N1

× (M)N2 rather than with
(
T ∗M
)

in Lemma 1.10 and thus we
will only write the proof in the latter case. The proof of Lemma 1.10 is based on an
application of the following result, Theorem 3, from [Dem12]. This is just [Dem12,
Theorem VIII.6.5] applied to the holomorphic line bundle (X × C)⊗ ΛnTX where
X ×C denotes the trivial line bundle on X (see the remark below Theorem VIII.6.5
in [Dem12]). Notice that we apply here a result which is true in a very general
context (namely weakly pseudo-convex Ka¨hler manifold) to a much more favorable
case (Grauert tubes are strictly pseudo-convex). In particular, one could probably
retrieve “by hand” Lemma 1.10 by adapting Ho¨rmander’s argument [Ho¨r65, Ho¨r66].
However, we thought that it was easier to rely on an available powerful technology,
since it avoids to rediscuss boundary and non-compactness issues. Moreover, it
seemed to us that a more elementary proof of Lemma 1.10 would have been mostly
a repetition of some technical estimates that are very well detailed in [Dem12].
Theorem 3 ([Dem12]). Let (X,ω) be a weakly pseudo-convex Ka¨hler manifold
of complex dimension d. Let ϕ be a C∞ function from X to R. For every x ∈ X
denotes by λ1(x) ≤ · · · ≤ λd(x) the eigenvalues of Ricci(ω) + i∂∂¯ϕ and assume
that λ1(x) > 0. Then, if f is a form of type (0, 1) on X, with C∞ (resp. L2loc)
coefficients, that satisfies ∂¯f = 0 and∫
X
1
λ1 + · · ·+ λd
|f |2 e−ϕdVol < +∞.(1.23)
Then, there is a C∞ (resp. L2loc) function r on X such that ∂¯r = f and∫
X
|r|2 e−ϕdVol ≤
∫
X
1
λ1 + · · ·+ λd
|f |2 e−ϕdVol.(1.24)
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Remark 1.17. We refer to [Dem12] for precise definitions and extensive
discussions of the complex analytic notions that appear in the statement of Theorem
3. Let us mention however that dVol denotes the Lebesgue measure associated with
the Hermitian form associated with ω (this measure is identified with the volume
form ωd/d!) and that Ricci(ω) denotes the Ricci curvature of ω.
We want to apply Theorem 3 with X =
(
T ∗M
)

and ω = ωKN (as defined in
Remark 1.16). To do so, we will start by checking that:
Lemma 1.12.
((
T ∗M
)

, ωKN
)
is a weakly pseudo-convex Ka¨hler manifold.
Proof. We already saw in §1.1.1.2 that ((T ∗M)

, ωKN
)
is Ka¨hler. Recall
that a complex manifold is said to be pseudoconvex if it admits a plurisubharmonic
exhaustion function ψ. In the case of
(
T ∗M
)

, we can take for instance
ψ : α 7→ − log
(
2 − ρ(α)
)
+ Re gαx(αξ, αξ).(1.25)
The first term in (1.25) is plurisubharmonic because it is a convex increasing function
of a plurisubharmonic function. The second term is plurisubharmonic because it
is pluriharmonic, as the real part of a holomorphic function (g denotes here the
holomorphic extension of the Riemannian metric on M). To see that ψ is indeed
an exhaustion function, notice that both terms in (1.25) are bounded from below.
Thus, the first term ensures that the sublevel sets {ψ < c} remain away from the
boundary of
(
T ∗M
)

while the second term ensures that they remain bounded in
the fibers (recall that in
(
T ∗M
)

the quantity Re gαx(αξ, αξ) is equivalent to the
size of αξ). 
We need then to construct the function ϕ that appears in Theorem 3. Before
doing so, recall that if u is a real (1, 1)-form on a complex finite-dimensional vector
space V there is a unique hermitian form hu on V that satisfies
∀ξ, η ∈ V : u(ξ, η) = −2 Im hu(ξ, η).
Moreover,if we choose coordinates (z1, . . . , zd) on V , the map u 7→ hu writes
i
∑
1≤j,k≤n
hjkdzj ∧ dz¯k 7→
∑
1≤j,k≤n
hjkdzj ⊗ dz¯k.
Now, if V is the tangent space of
(
T ∗M
)

at some point α, we define the eigenvalues
of u as the diagonal elements of the matrix of hu in an orthonormal basis for hωKN
that diagonalizes hu (these are the eigenvalues that appear in the statement of
Theorem 3). We can now construct the weight ϕ that we are going to use.
Lemma 1.13. Assume that  > 0 is small enough. Then there is a strictly
plurisubharmonic function ϕ on
(
T ∗M
)

with the following properties:
(i) there is C > 0 such that for all α ∈ (T ∗M)

we have
−C 〈|α|〉 ≤ ϕ(α) ≤ −〈|α|〉
C
;
(ii) there is C > 0 such that for all α ∈ (T ∗M)

we have
hi∂∂¯ϕ ≥
〈|α|〉
C
hωKN .
Proof. Choose A > 0. We will see that if A is large enough and  is small
enough then the function
ϕ = −〈|α|〉 (1−Aρ)
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satisfies the desired properties. To do so, we compute
i∂∂¯ϕ = −i∂∂¯ (〈|α|〉) +A (〈|α|〉ωKN + u)(1.26)
where
u = i∂ρ ∧ ∂¯ (〈|α|〉) + i∂ (〈|α|〉) ∧ ∂¯ρ.
In terms of Hermitian forms, (1.26) rewrites
hi∂∂¯ϕ = h−i∂∂¯(〈|α|〉) +A
(〈|α|〉 hωKN + hu) .
Working in local coordinates, we see that the regularity of gKN (it has bounded
derivatives with respect to itself, i.e. it satisfies symbolic estimates) implies that
hωKN is uniformly equivalent to the Kohn–Nirenberg metric on T
∗Cn. For the same
reason, ρ is a symbol of order 0. Using that the differential of ρ vanishes on the real
and that 〈|α|〉 is a symbol of order 1, we see that
hu = O ( 〈|α|〉) hωKN .
Hence, if  is small enough, we have
〈|α|〉 hωKN + hu ≥
〈|α|〉
2
hωKN .
From the symbolic behavior of 〈|α|〉, we deduce that
h−i∂∂¯(〈|α|〉) = O (〈|α|〉) hωKN ,
and thus (ii) holds if A is large enough (we may even take C arbitrarily small).
Finally, if we impose that  < 12A , it is immediate that (i) holds. 
We are now ready to prove Lemma 1.10.
Proof of Lemma 1.10. We want to apply Theorem 3 with ϕ replaced by νϕh ,
where ν is a small positive constant and ϕ is from Lemma 1.13. To do so, we need
to check that the eigenvalues λ1 ≤ · · · ≤ λ2n of
Ricci(ωKN ) +
iν∂∂¯ϕ
h
are positive. Using again the regularity of the Kohn–Nirenberg metric, we see that
hRicci(ωKN ) = O
(
hωKN
)
.
Hence, with (ii) in Lemma 1.13, we have for some constant C > 0
h
Ricci(ωKN )+
iν∂∂¯ϕ
h
≥
(
ν 〈|α|〉
Ch
− C
)
hωKN .
Hence, if h is small enough (depending on ν), we have
λ1 ≥
ν 〈|α|〉
2Ch
> 0,(1.27)
and we may apply Theorem 3 to the (0, 1)-form f .
Indeed, thanks to (1.22), (i) in Lemma 1.13 and (1.27), we see that for ν and h
small enough we have∫
(T∗M)

1
λ1 + · · ·+ λ2n
|f |2 e− νϕh dVol ≤ C < +∞,(1.28)
where C does not depend on h. Hence, according to Theorem 3, there is a C∞
function r on
(
T ∗M
)

such that ∂¯r = f and∫
(T∗M)

|r|2 e− νϕh dVol ≤ C.(1.29)
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It remains to show that r is an O(exp(−〈|α|〉 /C ′h)) in (T ∗M)1 for some 1 ∈ ]0, [.
However, this fact follows easily from (1.28) and (1.29) (recall that ∂¯r = f) by
averaging Bochner–Martinelli’s Formula. 
Remark 1.18. It will be useful to know the dependence of r on f in Lemma 1.10.
We will see that the solution to the ∂¯ equation in Theorem 3 may be obtained by the
application of a continuous linear operator. In particular, if f depends smoothly on
a parameter in the space of forms that satisfy (1.22) then r has the same dependence
on this parameter (in a space of very rapidly decaying functions). We will need this
fact to check that the measurability assumption in Fubini’s Theorem is satisfied in
the proof of Theorem 5 below.
To see that in Theorem 3, the function r may be deduced from f by the
application of a continuous linear operator, denote by H2 the Hilbert space of forms
f of type (0, 1) with L2loc coefficients that satisfy (1.23) and ∂¯f = 0 (in the sense of
distributions). Define also the space H1 of L2loc functions r on X such that ∂¯r ∈ H2
and ∫
X
|r|2 e−ϕdVol < +∞.
The space H1 is made a Hilbert space when endowed with the norm
‖r‖H2 :=
√∫
X
|r|2 e−ϕdVol + ∥∥∂¯r∥∥2H2 .
Then the operator ∂¯ is clearly a bounded operator between H1 and H2. Denote by
p the orthogonal projection in H2 on the closed subspace
(
ker ∂¯
)⊥
. Now, if f ∈ H2,
we know by Theorem 3 that there is an r ∈ H1 such that ∂¯r = f with the estimates
(1.24). Then p (r) is the unique element of
(
ker ∂¯
)⊥
such that ∂¯ (p (r)) = f , and
consequently we may define a linear operator L from H2 to H1 by Lf = p (r). For
every f ∈ H2, we have ∂¯Lf = r by definition. Moreover we have∫
X
|Lf |2 e−ϕdVol = ‖Lf‖2H1 − ‖f‖
2
H2
≤ ‖r‖2H1 − ‖f‖
2
H2 =
∫
X
|r|2 e−ϕdVol
≤ ‖f‖2H2 .
Hence, Lf also satisfies (1.24). Finally, when r has C∞ coefficients then so does Lf
by ellipticity of the ∂¯ operator.
We are now ready to prove Lemma 1.7. The proof of Lemma 1.9 is very similar,
applying Lemma 1.10 instead of Lemma 1.11, and we will omit it.
Proof of Lemma 1.7. Let us choose a relatively compact open subset Ω′ of
U such that Ω ⊆ Ω′. Let also χ : R→ [0, 1] be a C∞ function such that χ(t) = 0 if
t ≤ 12 and χ(t) = 1 if t ≥ 1. Then define for k ≥ 1
χk(ξ) = χ
( 〈|ξ|〉
C1kh
)
for ξ ∈ Cn. Here C1 is a large constant to be fixed later. We also define χ0 to be
identically equal to 1. Then for (x, ξ) ∈ (T ∗Ω′)

we define
b(x, ξ) =
∑
k≥0
χk(ξ)h
kak(x, ξ).
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Notice that if (x, ξ) ∈ (T ∗Ω′) we have for any C0 ≥ C1∣∣∣∣∣∣∣b(x, ξ)−
∑
0≤k≤ 〈|ξ|〉C0h
hkak(x, ξ)
∣∣∣∣∣∣∣ ≤
∑
k>
〈|ξ|〉
C0h
|χk(ξ)|hk |ak(x, ξ)| .(1.30)
By assumption there are constants C,R > 0 such that
hk |ak(x, ξ)| ≤ CRkkkhk 〈|ξ|〉m−k .
Notice then that if χk(ξ) 6= 0 then kh 〈|ξ|〉−1 < 2/C1 and consequently
hk |ak(x, ξ)| ≤ C 〈|ξ|〉m exp
(
k ln
(
2R
C1
))
.
By taking C1 large enough, we ensure that ln (2R/C1) < 0 and we find then from
(1.30) that∣∣∣∣∣∣∣b(x, ξ)−
∑
0≤k≤ 〈|ξ|〉C0h
hkak(x, ξ)
∣∣∣∣∣∣∣ ≤ C 〈|ξ|〉m
∑
k>
〈|ξ|〉
C0h
exp
(
k ln
(
2R
C1
))
≤ C 〈|ξ|〉m
exp
(
ln
(
2R
C1
)
〈|ξ|〉
C0h
)
1− exp
(
ln
(
2R
C1
)) .
Hence, b satisfies the bound (1.21), but b is not analytic in ξ. We will correct this
using Ho¨rmander’s solution to the ∂¯ equation. Notice indeed that
∂¯b(x, ξ) =
∑
k≥ 〈|ξ|〉C1h
hkak(x, ξ)∂¯χk(ξ).
The same computation than above shows then that, provided that C1 is large
enough, ∂¯b(x, ξ) is a O(exp(−〈|ξ|〉 /Ch). Thus, we end the proof by applying
Lemma 1.11. 
1.2. Gevrey oscillatory integrals
Behind most results of this exposition, lies a careful analysis of oscillatory
integrals with parameter, of the form
(1.31) (x, h) 7→
∫
Ω
e
i
hΦ(x,y)a(x, y)dy.
We will either want to prove that they are small, in some functional space, or give
a precise expansion as h→ 0 (and possibly as x tends to ∞ in some sense). Such
estimates will fall in the usual category of non-stationary and stationary phase
estimates. We expect the reader to be accustomed with these techniques, at least in
the case that Φ is a real valued function, and the integrands are C∞. However, since
we will be working in Gevrey regularity, there are some particularities, and tricks
that we gathered here. We hope that this can help in understanding the details of
the proofs.
To study oscillatory integrals, it is usual to use many integration by parts.
This can be a useful technique in the Gevrey setting. However, it imposes to
count derivatives precisely, and introduce some formal norms. It is the approach of
[BDMK67, Gra87, LL97], and many others. On the other hand, in the analytic
case, it is often more convenient to use Cauchy estimates. Instead of having to find
Ck estimates for real values of the parameter, only L∞ estimates are necessary, but
for values of the parameter in a complex neighbourhood of the reals.
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Using almost analytic extensions, one can mimic this tactic in the Gevrey case.
It is the point of view that we have adopted as much as possible throughout the
paper. Naturally, this can also be used in the C∞ case, and we leave this to the
reader’s imagination. Integrations by parts still appear, but they only serve one
purpose: showing that some non-absolutely converging oscillatory integrals are well
defined.
1.2.1. Non-stationary phase. The assumptions on the functions Φ, a, and
the set Ω in (1.31) will depend on the context. In the general case, Im Φ will be
allowed to be slightly negative. We will have to distinguish between the stationary
and non-stationary regions for Φ. We deal with the latter case in this section. Let
us start with the easy case: the phase is non-stationary of the whole of U × Ω.
Proposition 1.1. Let s ≥ 1, and U × V be an open subset of Rn × Rk. Let
Φ : U × V → C be a Gs function and Ω be a relatively compact open subset of V .
For λ ≥ 1 and a ∈ Gs (U × V ) let
Iλ(a) : x 7→
∫
Ω
eiλΦ(x,y)a(x, y)dy.(1.32)
We make the following assumptions:
(i) the imaginary part of Φ is non-negative on U × Ω;
(ii) there exists  > 0 such that Im Φ(x, y) >  for x ∈ U and y ∈ ∂Ω;
(iii) the differential dyΦ does not vanish on U × V .
Let K be a compact subset of U . Denote respectively by K1 and K2 a compact
neighbourhood of K in U and of Ω in V . Then, there exists C > 0 such that, for
every R ≥ 1, there is a constant CR > 0 such that for all λ ≥ 1 and a ∈ Gs (U) we
have
‖Iλ(a)‖s,CR,K ≤ CR‖a‖s,R,K1×K2 exp
(
−
(
λ
CR
) 1
s
)
.(1.33)
We will give a proof of Proposition 1.1 based on an application of the Bochner–
Martinelli Trick 1.4. Thus, we will give a bound on an almost analytic extension of
Iλ(a). However, when a and Φ are analytic in x then Iλ has a natural holomorphic
extension that satisfies the same bound as the almost analytic extension of Iλ(a). It
will be useful when studying FBI transforms to have this bound isolated, and this is
the point of the following proposition.
Proposition 1.2. Under the hypothesis of Proposition 1.1, assume in addition
that Φ is analytic and that a is of the form a(x, y) = b(x, y)u(y) with b ∈ G1 (U × V )
fixed and u ∈ Gs (V ) (we write then Iλ(a) = Iλ(u)).
Let K be a compact subset of U and K ′ be a compact neighbourhood of Ω in V .
Then, there exists a complex neighbourhood W of K such that for every u ∈ Gs (U),
the function Iλ(u) has a holomorphic extension to W . Moreover, there is C > 0
such that, for every R ≥ 1, there is CR > 0 such that, if λ ≥ 1 and z ∈W are such
that |Im z| ≤ (CR)−1/sλ1−1/s, then for every u ∈ Gs (U), we have
(1.34) |Iλ(u)(z)| ≤ CR ‖u‖s,R,K′ exp
(
−
(
λ
CR
) 1
s
)
.
Proof of Proposition 1.1 and 1.2. We start with the proof of Proposition
1.1 and then explain how the same argument also gives Proposition 1.2.
Let Φ˜ denote either the holomorphic extension of Φ (if s = 1) or a Gs almost
analytic extension of Φ (if s > 1). This almost analytic extension exists by Lemma
1.2, since when s > 1 we may assume that Φ is compactly supported (once K1 and
K2 are fixed).
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Then, we fix R ≥ 1. In the following, C > 0 will denote a generic constant
that may depend on Φ,K1,K2 but not on R, while CR > 0 will denote a generic
constant that may depend on Φ,K1,K2 and R. The value of C and CR may change
from one line to another.
Let a ∈ Gs (U × V ) be such that ‖a‖s,R,K1×K2 < +∞. We denote by a˜ either
the holomorphic extension of a if s = 1 (which is defined for x, y in Cn at distance
at most C−1R−1 from K1 × K2) or an almost analytic extension for a given by
Lemma 1.2 if s > 1 (without loss of generality, we may assume in that case that a
is supported in K1 ×K2). We can then extend the definition of Iλ(a) to a smooth
function on a complex neighbourhood of K in Cn just by replacing Φ and a in (1.32)
respectively by Φ˜ and a˜.
It will be useful to pick a cutoff χ ∈ C∞(R+), such that χ equals 1 in [0, 1/2],
and 0 in [1,+∞[. We want to perform a contour deformation in the definition of
Iλ(a) in order to make the imaginary part of the phase positive. Since near the
boundary of Ω, the imaginary part of the phase is positive, we will only have to
consider deformations in the complex domain for y ∈ Ω that are away from ∂Ω. For
some small 1 > 0 and all t ∈ R, we define the contour
Γt : (x, y) 7→ y + t
(
1− χ
(
d (y, ∂Ω)
1
))
∇y Im Φ˜(x, y).
Here, the gradient is defined using the identification Cn ' Rn.
Since the differential of Φ does not vanish on K1×K2 and Φ˜ satisfy the Cauchy–
Riemann equations on Rn, we see that ∇y Im Φ˜ does not vanish on K1 ×K2, and
hence on a complex neighbourhood W1 ×W2 of K1 ×K2. Thus, applying Taylor’s
formula, we see that there is t0 > 0 such that for all t ∈ [0, t0] , x ∈W1 and y ∈ K2
we have
Im Φ˜ (x,Γt(x, y)) ≥
t
C
(
1− χ
(
d (y, ∂Ω)
1
))
+ Im Φ˜(x, y).
For x ∈ K1, the imaginary part of the phase is strictly positive when y is near the
boundary of Ω , so that, for x ∈ W1, this remains true, and we may assume that
Im Φ˜(x, y) > /2 for d(y, ∂Ω) < 1/2 and x ∈ W1. Away from the boundary, we
have Im Φ˜(x, y) ≥ −C| Imx|, for some constant C > 0, when x ∈ W1 and y ∈ K2
(this is because we assumed that the imaginary part of the phase is non-negative for
reals x and y). Summing up, we have for t ∈ [0, t0], x ∈W1 and y ∈ Ω,
(1.35) Im Φ˜(x,Γt(x, y)) ≥
t
C
− C |Imx| .
∂Ω
Ω
Γt
Im Φ˜ >  Im Φ˜ > t/C

Figure 1. Sketch of the contour deformation.
Now, choose t1 ∈ [0, t0] and x ∈ W1 and let H be the map from Mt1 =
{x} × Ω × [0, t1] to Cn defined by H(x, y, t) = Γt(x, y). If s = 1, we assume
in addition that t1 ≤ (CR)−1 and d(x,K) ≤ (CR)−1 in order to ensure that
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a˜(x,Γt(x, y)) is well-defined for every y ∈ Ω and t ∈ [0, t1]. We apply Stokes’
formula to the n-form H∗(eiλΦ˜(z)a˜(z)dz) to get
Iλ(a)(x) =
∫
Ω
eiλΦ˜(x,Γt1 (x,y))a˜(x,Γt1(x, y))JΓt1(y)dy
+
∫
Mt1
dH∗
(
eiλΦ˜(x,z)a˜(x, z)dz
)
,
(1.36)
where JΓt1 denotes the Jacobian of Γt1 . We did not make any regularity assumption
on Ω, but this is not a problem when applying Stokes’ Formula, since we only deform
away from the boundary of Ω. Notice that there is a uniform bound on the Jacobian
JΓt1 for t1 ∈ [0, t0] and that the supremum of a˜ is controlled by CR ‖a‖s,R,K1×K2
(provided that d(x,K) ≤ (CR)−1 in the case s = 1). Consequently, using (1.35), we
see that∣∣∣∣∫
Ω
eiλΦ˜(x,Γt1 (x,y))a˜
(
x,Γt1(x, y)
)
JΓt1(x)dy
∣∣∣∣
≤ CR ‖a‖s,R,K1×K2 exp
(
λ
(
C| Imx| − t1
C
))
.
(1.37)
This only gets better when t1 increases. However, this will not be the case of the
second term if s > 1. To bound the second term in (1.36), notice that
d(eiλΦ˜(x,z)a˜(x, z)dz) = ∂¯z
(
eiλΦ˜(x,z)a˜(x, z)
)
∧ dz
= iλeiλΦ˜(x,z)a˜(x, z)∂¯zΦ˜(x, z) ∧ dz + eiλΦ˜(x,z)∂¯za˜(x, z) ∧ dz.
Hence, the second term in (1.36) is null if s = 1, since a˜ is holomorphic. Thus, in
the case s = 1, if x ∈ Cn is at distance at most (AR)−1 of K (for some large A > 0
that does not depend on R), we find taking t1 = min
(
t0, (CR)
−1
)
that,
|Iλ(a)(x)| ≤ CR ‖a‖1,R,K1×K2 exp
(
λ
(
C
AR
− 1
CR
))
≤ CR ‖a‖1,R,K1×K2 exp
(
− λ
CR
)
.
On the second line, we assumed that A was large enough and changed the value
of C. Proposition 1.1 in the case s = 1 follows, since Iλ(a) is holomorphic by
differentiation under the integral.
We turn now to the case s > 1. According to Remark 1.7, the integrand in the
second term in (1.36) is controlled by
(1.38) CR ‖a‖s,R,K1×K2 exp
(
C| Imx| − 1
C|R(t+ | Imx|)| 1s−1
)
.
Here, we recall that t ∈ [0, t1] for some t1 > 0 that still need to be chosen. Here, we
ignored the term −t/C in (1.35), this term was needed only to bound the first term
in (1.36). If we take t1 = A
−1
0 R
−1/sλ1/s−1 and assume that |Imx| ≤ A−11 R−1/sλ
1
s−1
(for some large A0, A1 > 0), then the bound (1.38) becomes
CR ‖a‖s,R,K1×K2 exp
 C
A0
− A
1
s−1
1
C
 λ 1s
R
1
s

≤ CR ‖a‖s,R,K1×K2 exp
(
−
(
λ
CR
) 1
s
)
.
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We assumed that A0 and A1 were large enough on the second line. Together
with (1.36) and (1.37), this proves that for | Imx| < A−11 λ1/s−1R−1/s (recall that
t1 = A
−1
0 R
−1/sλ1/s−1 and assume that A0  A1),
(1.39) |Iλ(a)(x)| ≤ CR ‖a‖s,R,K1×K2 exp
(
−
(
λ
CR
) 1
s
)
.
On the other hand, to estimate ∂xIλ(a), we have to give a bound for∣∣∣∣∫
Ω
eiλΦ˜(x,y)(∂xa˜(x, y) + iλa˜(x, y)∂xΦ˜(x, y))dy
∣∣∣∣ .
For this, we do not use a contour shift but a direct L1 bound. Recalling Remark
1.7 and that the imaginary part of Φ˜(x, y) is positive when x and y are real, we find
that this integral is bounded by
CR ‖a‖s,R,K1×K2 λ exp
(
Cλ| Imx| − 1
C (R |Imx|) 1s−1
)
.
But if |Imx| < A−11 λ1/s−1R−1/s then
λ ≤ A−
s
s−1
1 |Imx|−
s
s−1 R−
1
s−1
and thus the estimate above gives if A1 is large enough
∣∣∂Iλ (a) (x)∣∣ ≤ CR‖a‖s,R,K1×K2 exp
(
− 1
C (R| Imx|) 1s−1
)
.
Proposition 1.1 follows then from the Bochner–Martinelli Trick, recalling (1.39).
To prove Proposition 1.2, just notice that in that case, one may take Φ˜ = Φ
and a˜(x, y) = b(x, y)u˜(y) where u˜ is an almost analytic extension for u. Then, Iλ (u)
has an holomorphic extension by differentiation under the integral and the estimate
that we want to prove is just (1.39) (there is no difference in the proof). 
Remark 1.19. The same result holds if instead of U × Ω ⊂ Rn+k, we assume
that U ×Ω ⊂M ×N , with M,N two compact Riemannian manifolds. The proof is
essentially the same. The main difference is that we have to give a more “geometric”
expression for the contour shift. For example, using the integral lines of ∇y Im Φ˜, or
using the exponential map.
1.2.2. Gevrey Stationary Phase. It is a classical observation that the Sta-
tionary Phase method in Gevrey regularity suffers from a loss of regularity. This
comes essentially from the fact that in the usual expansion∫
R
e−λw
2
f(w)dw ∼
√
pi
λ
∑
k≥0
1
(4λ)kk!
f (2k)(0),
to gain a power of λ, we have to differentiate f twice. Let us be a bit more precise.
We consider f a Gs function, defined in a neighbourhood of 0 in Rn × Rk, and for
U a small enough neighbourhood of 0 in Rk,we define
gλ : x 7→
λk/2
pik/2
∫
U
e−λw
2
f(x,w)dw.
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By differentiation under the integral, we find that gλ is uniformly Gs as λ→ +∞.
Integrating by parts, we also find (for C,C0 > 0 large enough)
(1.40) gλ(x) =
∑
0≤`≤λ
1
2s−1
C0
1
`!
(
∆w
4λ
)`
f(x, 0) +OGs
(
exp
(
−λ
1
2s−1
C
))
.
Here, notice that while the remainder is measured in Gs, it has the size of an
error term in the G2s−1 category (compare for instance with the bound given in
Proposition 1.1). In some sense, the reason behind this is that Iλ is (if only formally)
G2s in the small parameter 1/λ; we already encountered a similar problem in Remark
1.12. The case of more general phases is considerably worse: if instead of w2 we
allow a general phase function Φ(x,w), we will only recover a G2s−1 estimate in x.
One can find a general bound in [Gra87, Theorem 3.1], for example.
Before we discuss this further, we recall the analytic version of Stationary Phase.
This is a well-known tool (see for instance [Sjo¨82, The´ore`me 2.8 and Remarque
2.10]. We will use the following version of it (which is stated on a real contour in
[Sjo¨82], the generalization that we state here is straightforward).
Proposition 1.3 (Holomorphic Stationary Phase). Let U×V be an open subset
of Cn ×Ck. Let Γ be a k-dimensional compact real submanifold with boundary of V .
Let a,Φ : U × V → C be holomorphic functions. Let x0 ∈ U and assume that
(i) the imaginary part of Φ(x0, y) is non-negative for every y ∈ Γ;
(ii) the imaginary part of Φ(x0, y) is strictly positive for every y ∈ ∂Γ;
(iii) the function y 7→ Φ(x0, y) has a unique critical point y0 in Γ, which is in
the interior of Γ and is non-degenerate;
(iv) Φ(x0, y0) = 0.
Then there is a neighbourhood W of x0 in U such that for every x ∈ W , the
function y 7→ Φ(x, y) has a unique critical point yc(x) near Γ. We denote by
Ψ(x) = Φ(x, yc(x)) the associated critical value. Then, there is a family (bm)m≥0
of holomorphic functions on W such that there are constants C,C0 such that, for
every m ∈ N,
sup
x∈W
|bm(x)| ≤ C1+mm!
and, for every λ ≥ 1,
sup
x∈W
∣∣∣∣∣∣e−iλΨ(x)λk/2
∫
Γ
eiλΦ(x,y)a(x, y)dy −
∑
0≤m≤λ/C0
λ−mbm(x)
∣∣∣∣∣∣ ≤ C exp
(
− λ
C
)
.
Let us come back to the non-analytic case s > 1. In some cases, the loss of
regularity can be mitigated, and we can obtain an estimate as sharp as (1.40). For
example, we obtain this statement, used in the proof of Lemma 1.21:
Lemma 1.14. Let s > 1. Let U × V be an open subset of Rn × Rk. Let
K = K1 ×K2 be a compact subset of U × V . Let Φ : U × V → R be a Gs function
on U × V . Assume that for every x ∈ U the function y 7→ Φ(x, y) has a unique
critical point yc(x) in V that satisfies Φ(x, yc(x)) = 0. Let a ∈ Es,R (K) for some
R > 0. Define then for λ ≥ 1 the function
Iλ(a) : x 7→ λ
k
2
∫
V
eiλΦ(x,y)a(x, y)dy(1.41)
on U . Then the function Iλ(a) is Gs uniformly in λ. More precisely, there is R1 > 0,
a family (bm)m≥0 of functions in E
s,R1 (K1) and constants C,C0 > 0 such that, for
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every m ∈ N,
‖bm‖s,R1,K1 ≤ C
1+mm!2s−1
and, for every λ ≥ 1,∥∥∥∥∥∥∥∥∥Iλ(a)−
∑
0≤m≤λ
1
2s−1
C0
λ−mbm
∥∥∥∥∥∥∥∥∥
s,R1,K1
≤ C exp
(
−λ
1
2s−1
C
)
.(1.42)
Proof. We can work locally in x. By the Morse Lemma, there is a change
of coordinates ρx near yc(x) that changes the phase in Φ(x, y) =
y
2
+−y2−
2 for some
decomposition y = (y+, y−) of R
k. Moreover, since the Implicit Function Theorem
is true in the Gevrey category so is the Morse Lemma and hence ρx is Gs (with a
Gs dependence on x). Since yc(x) is the only critical point of y 7→ Φ(x, y), we may
introduce a cut off function to split the integral Iλ(a)(x) into an integral over y’s
that are close to yc(x) and y’s that are away from yc(x). The latter is negligible
thanks to Proposition 1.1. Hence, we may assume that a(x, y) vanishes when y is
too far from yc(x), in particular if it does not belong to the domain of definition of
ρx. We can then use ρx as a change of variable in Iλ(a)(x). We just reduced to the
case where Φ(x, y) = Φ(y) =
y
2
+−y2−
2 .
From now, on the proof is just the Gevrey version of the argument from the
proof of [Zwo12, Theorem 3.13] in the C∞ version. We introduce the new parameter
h = λ−1 and take Fourier Transform in y in order to write (for some constant c 6= 0)
Iλ(a)(x) = f(a, h)(x) = c
∫
Rk
eih
ξ
2
+−ξ
2
−
2 Fya(x, ξ)dξ.
In this form, it is easy to prove that the function h→ f(a, h) is a smooth function
from ]0, 1] to Es,R (K1) (we may differentiate under the integral in x). To obtain a
more precise statement, we introduce the differential operator P = − i2 (∆y+ −∆y−)
and notice that
dm
dhm
f(a, h) = f (Pma, h) .
However, reasoning as in Remark 1.7, we see that for some R1 > 0, there is a
constant C > 0 such that for every m ∈ N, we have
‖Pma‖s,R1,K ≤ C
1+m (2m!)
s
.
It follows that h→ f(a, h) is in fact a G2s function from ]0, 1] to Es,R1 (K1). Since
the estimates on the derivatives are uniform, it extends to a G2s function on [0, 1],
we can then apply Lemma 1.3 (or rather its straightforward extension to Banach
valued functions) to get (1.42) with
bm(x) =
Pma(x, 0)
m!
.

Another situation in which we are able to get a Gs remainder in the stationary
phase method is when the phase Φ(x, y) in (1.41) is purely imaginary and satisfies
some sort of positivity condition. More generally, if Φ is a real analytic phase, with
Im Φ ≥ 0 for real parameters, and if x0 is itself a non-degenerate critical point of
the critical value Φc(x), then one gets a Gs remainder; we will not need this result.
In the key Lemma 2.10 in the next chapter, a somewhat different phenomenon
will take place. The amplitude will be analytic in x, and Gs in w, so that we can
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consider the holomorphic extension of Iλ(a) in the x variable. We will be able to
control the stationary integral in a region in the complex bigger than a “G2s−1”
region {| Imx|  λ1/(2s−1)−1}, but smaller than a “Gs” region {| Imx|  λ1/s−1}.
Remark 1.20. All of the avatars of the Stationary Phase Method that we use
are proved using the same global strategy: we reduce to the case of a quadratic
phase using some version of Morse Lemma. Consequently, the coefficients in the
expansion
e−iλΨ(x)λ
k
2
∫
eiλΦ(x,y)a(x, y)dy ∼
∑
m≥0
λ−mbm(x)
that appear in Proposition 1.3 or Lemma 1.14, are given by the same expression
bm(x) =
(2pi)
k
2
m!
Pma(x, yc(x)).
Here, yc(x) denotes the critical point of y 7→ Φ(x, y), and Pm is the differential
operator acting on the y variable defined using Morse coordinates ρx, such that
Φ(x, y) = Φ(x, yc(x)) + i
ρx(y)
2
2
,(1.43)
by the expression
Pmu =
[(
∆
2
)m (
u ◦ ρ−1x Jρ−1x
)]
◦ ρx.(1.44)
Here, Jρ−1x denotes the Jacobian of ρ
−1
x . Concerning (1.43), let us point out that if
z = (z1, . . . , zk) ∈ Ck, we write z2 = 〈z, z〉 =
∑n
j=1 z
2
j . The Laplacian in (1.44) is
defined on Ck using holomorphic derivatives: ∆ =
∑n
j=1
∂
2
∂z
2
j
(we retrieve the usual
Laplacian when restricting this operator to Rk).
One can check that these are the same operators that appear in the proof of
Lemma 1.14. Of particular importance is the first term in the expansion
b0(x) = (2pi)
k
2
a(x, yc(x))√
det
(
−id2yΦ(x, yc(x))
) .
The choice of the determination of the square root here depends on the choice
of orientation on the contour of integration. We will always arrange so that the
argument of the square root has non-negative real part and choose the corresponding
holomorphic determination of the square root (see [Sjo¨82] for details).
Let us now state the version of the Morse Lemma that will be needed in the
Stationary Phase Argument in the proof of Proposition 2.10. The phase there will
be analytic rather than Gevrey, so that we will rely on the following version of the
Holomorphic Morse Lemma. (This is also the version of Morse Lemma that is used
in the proof of Proposition 1.3).
Lemma 1.15 (Holomorphic Morse Lemma). Let U and V be open subsets
respectively of Cn and Ck. Let Φ : U × V → C be a holomorphic function. Assume
that there is (x0, y0) ∈ U × V such that y 7→ Φ(x0, y) has a non-degenerate critical
point at y0. Then there exist open neighbourhoods U0, V0 and W of x0, y0 and
0 respectively in Cn,Ck and Ck and holomorphic maps ρ : U0 × V0 7→ Cn and
yc : U0 → V0 such that
(i) for every x ∈ U0, the point yc(x) is the unique critical point of y 7→ Φ(x, y)
in V0;
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(ii) for every x ∈ U0, the map V0 3 y 7→ ρ(x, y) is a diffeomorphism onto its
image, which contains W ;
(iii) for every x ∈ U0 and y ∈ V0, we have
Φ(x, y) = Φ(x, yc(x)) +
i
2
ρ(x, y)2.
The proof of this classical result may be found for instance in [Sjo¨82] (see
Lemme 2.7 there and the remark just after it). In several proofs, in order to apply
a method of steepest descent, it will be important to control the imaginary part
of the critical value of the phase. The tool for this is the so-called “fundamental”
lemma, presented in an elaborated version in [Sjo¨82, Lemme 3.1]. We give here a
more elementary version.
Lemma 1.16. Let Φ be a phase as in Lemma 1.15. Assume in addition that x0
and y0 are real points, that Im Φ(x0, y0) = 0 and that Im Φ(x, y) ≥ 0 for real x, y.
Then for x real close to x0,
Im Φ(x, yc(x)) ≥ 0.
If additionally, we assume that Im d2Φ(x0, y0) is non-degenerate, then for some
constant C > 0, and x real close to x0,
Im Φ(x, yc(x)) ≥
1
C
(x− x0)2.
Proof. Let ρ be as in Lemma 1.15 and write ρx = ρ(x, ·) for x ∈ U0. We start
by decomposing the Jacobian matrix of ρx0 at y0 into real and imaginary part
Dρx0(y0) = A+ iB.
According to the definition of Morse coordinates, we obtain
it(A+ iB)(A+ iB) = D2y,yΦ(x0, y0).
Identifying the imaginary part, it follows that tAA− tBB = ImD2y,yΦ(x0, y0) ≥ 0.
Since A + iB has to be invertible, this implies that A is actually invertible. We
deduce that, up to taking V0 smaller, ρx0(V0 ∩ Rk) is a graph over the reals, and
this remains true by perturbation for x close to x0. We can thus write
ρx(V0 ∩ Rk) = {w + iFx(w) | w ∈ Re ρx(V0 ∩ Rk)}.
Here, Fx is a real analytic map in all its variables. In particular, if x is real, at the
point y = ρ−1x (iFx(0)), we have
Φ(x, y) = Φ(x, yc(x))−
i
2
|Fx(0)|2 ,
so that Im Φ(x, yc(x)) ≥ |Fx(0)|2 /2 ≥ 0 since Im Φ(x, y) ≥ 0 by assumption.
Now, we study the particular case that Im d2Φ(x0, y0) is non-degenerate. Since
Im Φ(x, y) ≥ 0 for real x, y, the quantity Im Φ(x, yc(x)) has to be critical at x = x0.
Hence it suffices for our purpose to show that the imaginary part of the Hessian of
the critical value is invertible at x = x0. For this, it is easier to directly work with
Φ. According to the Inverse function theorem,
Dyc = −(D2y,yΦ)−1D2y,xΦ.
Here, our convention regarding matrices of second differential is that the lines of
D2y,xΦ have the size of x and its columns the size of y. It comes that ∇xΦc =
∇xΨ(x, yc(x)), and
D2Φc = D
2
x,xΦ(x, yc(x))−D2x,yΦ(D2y,yΦ)−1D2y,xΦ.
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This is the Schur complement of D2y,yΦ in D
2Φ. We deduce that D2Φ is invertible
if and only if D2Φc is invertible. Since it is the case, with x = x0 and y = y0, the
inverse of the Hessian D2Φ is given by(
1 0
−
(
D2y,yΦ
)−1
D2y,xΦ 1
)
(
D2Φc
)−1
0
0
(
D2y,yΦ
)−1

×
(
1 −D2x,yΦ
(
D2y,yΦ
)−1
0 1
)
.
For a vector u ∈ Rn, we deduce〈(
D2Φc
)−1
u, u
〉
=
〈(
D2Φ
)−1(u
0
)
,
(
u
0
)〉
.
Since ImD2Φ > 0, we deduce that Im(
(
D2Φ
)−1
) < 0, so that Im
(
D2Φc
)−1
< 0
and finally ImD2Φc > 0. This ends the proof. 
1.2.3. Further tricks. So far, we have considered integrals of the form∫
Ω
eiλΦ(x,y)a(x, y)dy,
where Ω ⊂ Rk is relatively compact and x is assumed to be varying in a compact
set. However, sometimes, we will need to replace the parameter x by a parameter
(x, ξ) where x varies in a compact set but ξ ∈ Rn. In that case, the phase Φ and the
amplitude a will have symbolic behavior with respect to ξ and the large parameter λ
will be replaced by 〈ξ〉 /h where h > 0 is small as usual. In this context, Propositions
1.1 and 1.2 rewrite:
Proposition 1.4. Let s ≥ 1,m ∈ R and U × V be an open subset of Rn × Rk.
Let Φ be an element of Ss,1
(
T ∗U × V ) and Ω be a relatively compact open subset
of V . Let a ∈ Ss,m (T ∗U × V ) and, for 0 < h ≤ 1, define
Ih(a) : (x, ξ) 7→
∫
Ω
e
i
hΦ(x,ξ,y)a(x, ξ, y)dy.(1.45)
We make the following assumptions:
(i) Im Φ ≥ 0 on T ∗U × Ω;
(ii) there exists  > 0 such that Im Φ(x, ξ, y) >  〈ξ〉 for (x, ξ) ∈ T ∗U and
y ∈ ∂Ω;
(iii) there is a C > 0 such that for every (x, ξ, y) ∈ T ∗U × V such that |ξ| ≥ C
we have ∣∣dyΦ(x, ξ, y)∣∣ ≥ 〈ξ〉C .
Let K be a compact subset of U . Then, there are constants C,R > 0 such that, for
every (x, ξ) ∈ K × Rn with |ξ| ≥ C and every 0 < h ≤ 1, we have
(1.46) sup
α,β∈Nn
∣∣∣∣∣ 〈ξ〉
|β|
∂αx ∂
β
ξ Ih(a)(x, ξ)
R|α|+|β|α!sβ!s
∣∣∣∣∣ ≤ C exp
(
−
( 〈ξ〉
Ch
) 1
s
)
.
Proposition 1.5. Let s ≥ 1,m ∈ R and U × V be an open subset of Rn × Rk.
Let Φ be an element of S1,1
(
T ∗U × V ), a be an element of S1,m (T ∗U × V ) and
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Ω be a relatively compact open subset of V . Then, for u ∈ Gs (V ) and 0 < h ≤ 1,
define
Ih(u) : (x, ξ) 7→
∫
Ω
e
i
hΦ(x,ξ,y)a(x, ξ, y)u(y)dy.(1.47)
We make the following assumptions:
(i) Im Φ ≥ 0 on T ∗U × Ω;
(ii) there exists  > 0 such that Im Φ(x, ξ, y) >  〈ξ〉 for (x, ξ) ∈ T ∗U and
y ∈ ∂Ω;
(iii) there is a C > 0 such that for every (x, ξ, y) ∈ T ∗U × V such that |ξ| ≥ C
we have ∣∣dyΦ(x, ξ, y)∣∣ ≥ 〈ξ〉C .
Let K be a compact subset of U and K ′ be a compact neighbourhood of Ω in V .
Then, there is an  > 0 such that for every u ∈ Gs (U), the function Iλ(u) has a
holomorphic extension to
(
T ∗K
)

. Moreover, there is C > 0 such that, for every
R ≥ 1, there is CR > 0, such that if 0 < h ≤ 1 and (x, ξ) ∈
(
T ∗K
)

are such that
|ξ| ≥ C and |Imx|+ |Im ξ|〈Re ξ〉 ≤
1
(CR)
1
s
(
h
〈Re ξ〉
)1− 1s
and u ∈ Gs (V ) then
|Ih(u)(x, ξ)| ≤ CR ‖u‖s,R,K′ exp
(
−
( 〈Re ξ〉
CRh
) 1
s
)
.
Proofs of Proposition 1.4 and 1.5 may be deduced easily from the proofs of
Proposition 1.1 and 1.2, replacing the estimate from Remark 1.7 by the bound from
Remark 1.10 on the ∂¯ of almost analytic extension of Gevrey symbols.
However, there is also a standard rescaling argument that allows to deduce
Propositions 1.4 and 1.5 from Propositions 1.1 and 1.2. It also applies to stationary
phase estimates. Let us recall this argument, for instance in the case of Proposition
1.5 . To deal with |ξ| ∼M  1, we want to use the rescaling η = M−1ξ and thus
define the phase and amplitude
ΦM (x, η, y) =
Φ (x,Mη, y)
M
and aM (x, η, y) = M
−ma (x,Mη, y)
that satisfy uniform Gevrey estimates when (x, y) is in a compact subset of U×V and
C−1 ≤ |η| ≤ C for C > 0 arbitrarily large. Then, in the notations on Proposition
1.4, we have
Ih (a) (x, ξ) = M
m
∫
Ω
eiλΦM (x,η,y)aM (x, η, y) dy,(1.48)
where λ = h−1M and η = M−1ξ. Notice then that when |ξ| ∼ M we have
λ ∼ h−1 〈ξ〉 and the point η remains in the domain C−1 ≤ |η| ≤ C where we have
uniform Gevrey estimates on aM and ΦM . Hence, the integral in the right hand
side of (1.48) falls into the domain of application of Proposition 1.1, and (1.46)
is deduced from (1.33) (taking into account the scaling ξ = Mη and neglecting
the factor Mm in (1.48) whose growth is annihilated by the decay of the stretched
exponential).
The same rescaling argument also gives a symbolic version of Proposition 1.3.
Proposition 1.6. Let U × V ×W be an open subset of Rn × Rk × Rd. Let
r ∈ R. Let a ∈ S1,r(T ∗U × V ×W ) and Φ ∈ S1,0(T ∗U × V ×W ). Let Γ be a
d-dimensional compact real submanifold with boundary of Cd. Assume that Γ is
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contained in a small enough complex neighbourhood of W so that a and Φ are well-
defined (and satisfy symbolic estimates) on a complex neighbourhood of T ∗U ×V ×Γ.
Let (x0, z1) ∈ U × V , y0 be in the interior of Γ and F ⊆ Rn. Assume that
(i) the imaginary part of Φ(x0, ξ, z1, y) is non-negative for every y ∈ Γ and
ξ ∈ F ;
(ii) there is  > 0 such that the imaginary part of Φ(x0, ξ, z1, y) is greater than
 for every y ∈ ∂Γ and ξ ∈ F ;
(iii) for every ξ ∈ F , the function y 7→ Φ(x0, ξ, z1, y) has a unique critical point
in Γ, which is y0 and is non-degenerate, with symbolic estimates in ξ;
(iv) for every ξ ∈ F we have Φ(x0, ξ, z1, y0) = 0.
Then there is a neighbourhood U0 × V0 of (x0, z1) in Cn+k and η > 0 such that,
if we denote by G the set of ξ ∈ Cn at distance less than η of F for the Kohn–
Nirenberg metric, then, for every (x, z) ∈ (U0, V0) and ξ ∈ G, the function y 7→
Φ(x, ξ, z, y) has a unique critical point yc(x, ξ, z) near Γ. We denote by Ψ(x, ξ, z) =
Φ(x, ξ, z, yc(x, ξ, z)) the associated critical value. Then, there is a formal analytic
symbol
∑
m≥0 h
mbm of order r on U0 ×G× V0 such that for C0 > 0 large enough,
there is a constant C > 0 such that, for every 0 < h ≤ 1, (x, z) ∈ U0×V0 and ξ ∈ G,
we have
∣∣∣∣∣∣e−i 〈ξ〉h Ψ(x,ξ,z)
( 〈ξ〉
2pih
)k/2 ∫
Γ
ei
〈ξ〉
h Φ(x,ξ,z,y)a(x, ξ, z, y)dy −
∑
0≤m≤λ/C0
λ−mbm(x, ξ, z)
∣∣∣∣∣∣
≤ C exp
(
−〈|ξ|〉
Ch
)
.
(1.49)
Remark 1.21. In most of the applications, we will have G = Rn so that∑
m≥0 h
mbm is a proper formal analytic symbol on T
∗U0 × V0 in the sense of
Definition 1.2 (otherwise, see Remark 1.11). Then, we see that the integral
e−i
〈ξ〉
h Ψ(x,ξ,z)
( 〈ξ〉
2pih
)k/2 ∫
Γ
ei
〈ξ〉
h Φ(x,ξ,z,y)a(x, ξ, z, y)dy(1.50)
is a realization of
∑
m≥0 h
mbm in the sense of Definition 1.3.
Remark 1.22. It will sometimes happen when applying Proposition 1.6 that
the contour Γ depends on x or ξ so that the integral (1.50) will not necessarily be
a holomorphic functions of the corresponding variables. However, Γ will always
remain uniformly smooth and the hypothesis of Proposition 1.6 will hold uniformly.
Thus, the estimate (1.49) will still hold.
In particular, in the case when G = Rn, then the integral (1.50) is approximated
with a precision exp (−〈|ξ|〉 /h) by any realization of the formal symbol∑m≥0 hmbm.
We end this section by stating a rescaled version of Lemma 1.14.
Lemma 1.17. Let s > 1, r ∈ R. Let U × V be an open subset of Rn × Rk.
Let K2 be a compact subset of V . Let Φ : V → R be a Gs function on V and
a ∈ Ss,r (T ∗U × V ). Assume that
(i) if (x, ξ) ∈ T ∗U and y ∈ V \K2 then a(x, ξ, y) = 0;
(ii) the function Φ has a unique critical point y0 ∈ V , which is non-degenerate
and satisfies Φ(y0) = 0.
Then
b(x, ξ) =
( 〈ξ〉
(2pih)
) k
2
∫
V
ei
〈ξ〉
h Φ(y)a(x, ξ, y)dy
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defines a Gs symbol b ∈ Ss,r (T ∗U) given at first order by
b(x, ξ) =
ei
pi
4 q∣∣∣det(d2Φ(y0))∣∣∣ 12 a(x, ξ, y0) mod hS
s,r−1 (T ∗U) ,
where q denotes the signature of d2Φ(y0).
Remark 1.23. We do not give here the most general version possible of Lemma
1.17. In particular, we could make Φ depend on x and ξ (assuming that Φ is a Gs
symbol of order 0).
Notice also that we can give a full asymptotic expansion
b ∼
∑
m≥0
hmbm,
where bm ∈ Ss,r−m
(
T ∗U
)
. Here, the asymptotic expansion holds in quite a strong
sense (not as satisfactory as in the case s = 1 though). We will not need the full
strength of this expansion, and, consequently, let us just mention that, for every
N ≥ 0, we have
b−
N∑
m=0
hmbm ∈ hN+1Ss,r−N−1
(
T ∗U
)
.
For the expression of the bm’s we may use either the one that is given in the proof
of Lemma 1.14 or in Remark 1.20.
Remark 1.24. Taking into account the rescaling, we may deduce from Remark
1.20 an expression for the coefficients in the expansion
e−i
〈ξ〉
h Ψ(x,ξ,z)
( 〈ξ〉
2pih
) k
2
∫
ei
〈ξ〉
h Φ(x,ξ,z,y)a(x, ξ, z, y)dy ∼
∑
m≥0
hmbm
from Proposition 1.6 (or Remark 1.23). The coefficients bm’s are given by the
expression
bm(x, ξ, z) =
Pma(x, ξ, z, yc(x, ξ, z))
m!
.
Here, the differential operator Pm acts on the y variable and is defined by the
formula
Pmu = 〈ξ〉−
k
2
[(
∆
2
)m (
u ◦ ρ−1x,ξ,zJρ−1x,ξ,z
)]
◦ ρx,ξ,z,
where ρx,ξ,z denotes Morse coordinate such that
Φ(x, ξ, z, y) = Ψ(x, ξ, z, yc(x, ξ, z)) + i
ρx,ξ,z(y)
2
2
.
For later use, notice that the first term in the expansion is given by
b0(x, ξ, z) =
a(x, ξ, z, yc(x, ξ, z))√
det
(
−id2yΦ(x, ξ, z, yc(x, ξ))
) ,
the choice of the determination of the square root will be dealt with as we explained
in Remark 1.20.
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1.3. Gevrey pseudo-differential operators
1.3.1. Gevrey and analytic pseudo-differential operators on compact
manifolds. Now that we have introduced classes of Gs symbols, we are ready to
define and study the basic properties of Gs pseudo-differential operators (or from
now on, pseudors). Thus, let s ≥ 1 and let M be a compact Gs manifold. According
to Remark 1.1, we may endow M with a coherent structure of real-analytic manifold
and choose a real-analytic metric g on M . Then, we endow M with the Lebesgue
measure associated with g, so that we may consider Schwartz kernels of operators
from C∞ (M) to D′ (M).
We will work in the semi-classical setting. Hence, throughout the paper, h > 0
will be a small implicit parameter, thought as tending to 0. See [Zwo12] for
an introduction to semi-classical pseudo-differential operators (or from now on,
h-pseudors) in the C∞ category. These pseudors are defined by two properties:
pseudo-locality and a fixed local model for their kernels.
Definition 1.5 (Pseudo-locality). Let s ≥ 1, and P = (Ph)h>0 a family of
operators from C∞ (M) to D′ (M), with Schwartz kernel KP . We say that P is Gs
pseudo-local if its kernel is small in Gs outside of the diagonal. More precisely, P is
Gs pseudo-local, if, for every compact subset K of M ×M that does not intersect
the diagonal of M ×M , there are constants C,R > 0 such that
‖KP ‖s,R,K ≤ C exp
(
− 1
Ch
1
s
)
.(1.51)
Definition 1.6 (Gevrey pseudo-differential operators). Let m ∈ R, s ≥ 1, and
P = (Ph)h>0 a family of operators from C∞ (M) to D′ (M), with Schwartz kernel
KP . Let us assume that:
(i) P is Gs pseudo-local;
(ii) near the diagonal, the kernel of P is given (in any relatively compact open
subset V of a local Gs coordinate patch U) by the oscillatory integral
KP (x, y) =
1
(2pih)n
∫
Rn
ei
〈x−y,ξ〉
h p(x, ξ)dξ +OGs
(
exp
(
− 1
Ch
1
s
))
,(1.52)
where p ∈ Ss,m (T ∗V ) (in the sense of Definition 1.1).
Then we say that P is a Gs h-pseudor. The set of Gs pseudors (resp. of order m)
on M will be denoted by GsΨ (M) (resp. GsΨm (M)).
Remark 1.25. As we explained before, one could define a smaller class of
pseudo by requiring in (ii) that the symbol p is a GsxG1ξ symbol as defined in the
introduction. Of course, when s = 1, this is the same class of symbol. Most results
from the current section (Propositions 1.7, 1.8, 1.11 and 1.9) remains true in the
class of GsxG1ξ pseudors (and are in fact more standard).
Concerning the technical results from the following sections, let us list here the
main differences for GsxG1ξ pseudors (these results were present in an earlier version
of this paper). In Lemma 1.18, we have the better bound OGs (exp(−1/Ch)). In
Lemma 1.21, we have an efficient asymptotic expansion for the symbol b. The
Kuranishi trick Lemma 1.24 is also true also for s > 1 when considering GsxG1ξ
pseudors (since it only relies on a contour shift in the ξ variable), and there is
a weaker version of Proposition 1.12 valid when s > 1. We also expect that the
parametrix construction Theorem 4 can be adapted to the case s > 1 if we consider
GsxG1ξ pseudors. The reader interested with the pseudo-differential calculus associated
to GsxG1ξ symbols may refer to [BDMK67, Zan85, Rod93].
We state now the main properties of Gs pseudors. These results will be proved
in §1.3.3 after technical preparations in §1.3.2. Notice that Definition 1.6 implies
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that Gs pseudors are in particular pseudors in the usual (i.e. C∞) sense. To start
with, a Gs pseudor sends C∞ into C∞. Hence, it makes sense to compose Gs pseudor
and without surprise we obtain that:
Proposition 1.7 (Product of Gs pseudors). Let P and Q be Gs pseudors on
M . Then PQ is a Gs pseudor. Consequently, GsΨ is a subalgebra of C∞Ψ.
This algebra is stable by taking adjoints:
Proposition 1.8 (Adjoint of a Gs pseudor). Let A be a Gs pseudor on M .
Then the L2 adjoint A∗ of A is also a Gs pseudor.
As one could expect, Gs pseudors have better mapping properties than C∞
pseudors.
Proposition 1.9 (Mapping properties for Gs pseudors). Let P be a Gs pseudor
on M . Then P is continuous from Gs (M) to itself and extends continuously from
Us (M) to itself.
We will also need to discuss the principal symbol of a Gs pseudor. We will use
the following result. The proof in the case s > 1 is elementary once some technical
facts on Gs pseudors have been established. The proof in the analytic case will be a
bit more involved due to the lack of partition of unity.
Proposition 1.10 (Principal symbols for Gs pseudors). Let A be a Gs pseudor
of order m ∈ R on M . Then, there is a symbol a ∈ Ss,m (T ∗M) such that, for
every small enough coordinate patch U , if p denotes the symbol such that the
kernel of A has the form (1.52) on U , then, after change of coordinates, we have
p = a|T∗U mod hS
s,m−1.
We say that a is a Gs principal symbol for A.
Here, it is important to notice that being a Gs principal symbol for A is a
slightly stronger property than being a representative of the principal symbol of A
(defined in the C∞ sense) of regularity Gs.
Finally, one may wonder if there are any Gs pseudors on a given compact
manifold M . It is straightforward to check that differential operators with Gs
coefficients are indeed Gs pseudors, but we can do better than that. Indeed, we can
quantize any Gs symbol on M .
Proposition 1.11 (Quantization of Gs symbols). There is a linear map Op
from ∪m∈RSs,m to the space of continuous operators from C∞ (M) to D′ (M) such
that, for every p ∈ ∪m∈RSs,m, the operator Op (p) is a Gs pseudor on M such that
p is a principal symbol for P .
To close this section, we state some results in the analytic class that will be
proved in §1.3.4. In order to prove Theorem 6, we will need to construct a parametrix
for an elliptic G1 h-pseudor. We say that a G1 h-pseudor P of order m is (semi-
classically) elliptic if there are c,  > 0 and a G1 principal symbol p ∈ S1,m (T ∗M)
for P such that for every α ∈ (T ∗M)

we have
|p(α)| ≥ c 〈|α|〉m .(1.53)
We say that P is classically elliptic if (1.53) only holds when 〈|α|〉 is large enough.
With this definition, we have the following result, whose proof is given in §1.3.4.
Theorem 4 (Boutet–Kre´e). Assume that P is a a semi-classically elliptic G1
h-pseudor of order m ∈ R on M . Then, for h small enough, there is a G1 h-pseudor
Q of order −m such that PQ = QP = I.
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Remark 1.26. We cannot find precisely this statement in [BDMK67], since
this reference only deals with pseudors on open sets of Euclidean spaces and discuss
polyhomogeneous rather than semi-classical symbolic calculus. However, the proof
that we give of Theorem 4 relies in a fundamental way on Sjo¨strand’s version [Sjo¨82,
Theorem 1.5] of the argument of [BDMK67]. Notice however that the parametrix
construction from [BDMK67] is valid for any s ≥ 1, but in a GsxG1ξ class.
Finally, in §1.3.4, we deduce from Theorem 4 the following result about the
functional calculus for elliptic semi-classical G1 h-pseudors.
Theorem 5. Let P be a self-adjoint G1 h-pseudor, classically elliptic of order
m > 0. Assume that the spectrum of P is contained in [s,+∞[ for some s ∈ R and
h small enough. Let  > 0 and f be a holomorphic function on
Us, = {z ∈ C : Re z > s−  and |Im z| <  〈Re z〉} .
Assume in addition that there is N ∈ R and a constant C > 0 such that for every
z ∈ Us, we have
|f(z)| ≤ C 〈|z|〉N .
Then, for h small enough, the operator f(P ) is a G1 h-pseudor of order mN .
Moreover, if p is a G1 principal symbol for P , then f(p) is a G1 principal symbol
for f(P ).
1.3.2. Gevrey pseudo-differential tricks. Arguably, microlocal analysis is
an application of the study of oscillatory integrals, as exposed in §1.2. However,
to apply efficiently the results of that section, many technical tricks are required.
They form the core of microlocal tools, and we have gathered (some of) them in
this section in the Gevrey setting.
We consider the local model for Gs h-pseudors. Hence, let U be an open subset
of Rn, let m ∈ R and let a a Gs symbol of order m in T ∗U×U . We want to establish
the basic properties of the distributional kernel
Ka(x, y) =
1
(2pih)
n
∫
Rn
e
i〈x−y,ξ〉
h a(x, ξ, y)dξ.(1.54)
The integral in (1.54) must be interpreted as an oscillating integral as usual. For
technical purposes, we allowed here the symbol a to depend on an additional variable
y (that does not appear in (1.52)), but we will see in Lemma 1.21 that it does not
introduce more generality. This will be the main technical result of this section.
Since we required Gs h-pseudors to have a negligible kernel away from the
diagonal, we need to prove that the local model (1.52) for their kernels has this
property.
Lemma 1.18. Let m ∈ R, s ≥ 1. Let a be a Gs symbol of order m in T ∗U × U .
Let K be a compact subset of U × U that does not intersect the diagonal. Then the
kernel Ka defined by (1.54) is C∞ on a neighbourhood of K, and there are C,R > 0
such that
‖Ka‖Es,R(K) ≤ C exp
(
− 1
Ch
1
s
)
.
Proof. Notice that we want to prove a local statement in U × U . Hence, we
may cut K in small pieces and then assume that K is contained in the interior
of K1 × K2, where K1 and K2 are two disjoint balls, and that there is v ∈ Rn,
such that for every (x, y) ∈ K1 × K2 we have (x − y)v ≥ 1. A priori, Ka is not
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a converging integral. However, when x 6= y, we can perform a finite number of
integration by parts to reduce to that case, and find
Ka(x, y) =
(−1)Nh2N
(2pih)
n |x− y|2N
∫
Rn
e
i〈x−y,ξ〉
h ∆Nξ a(x, ξ, y)dξ,(1.55)
with N > m+n2 . The integral is now convergent, and we can drop the prefactor.
We denote by aN the new symbol. We observe that in the ξ variable, the phase is
non-stationary; however, we cannot apply Proposition 1.1 because the domain of
integration is non-compact. We will have to employ a slightly different method. We
consider δ > 0 and
Γt :=
{
ξ + iδth1−
1
s 〈ξ〉 1s v | ξ ∈ Rn
}
.
Then, we denote by a˜N an almost analytic extension for aN in the sense of Remark
1.10 (or the holomorphic extension of aN if s = 1) and obtain∫
Rn
e
i〈x−y,ξ〉
h aN (x, ξ, y)dξ =∫
Γ1
e
i〈x−y,ξ〉
h a˜N (x, ξ, y)dξ +
∫
[0,1]×Rn
H∗
(
e
i〈x−y,ξ〉
h ∂ξa˜N (x, ξ, y) ∧ dξ
)
,
(1.56)
whereH denotes the homotopy (t, ξ) 7→ ξ+iδth1−1/s〈ξ〉1/sv. Along Γt, the imaginary
part of the phase is
(1.57) Im〈x− y, ξ〉 = δth1− 1s 〈ξ〉 1s 〈x− y, v〉 ≥ δth1− 1s 〈ξ〉 1s .
Using the estimate on ∂ξa˜N given by Remark 1.7, we obtain, for some C > 0 that
may vary from one line to another,∣∣∣∣∫
Rn
e
i〈x−y,ξ〉
h aN (x, ξ, y)dξ
∣∣∣∣
≤ C
∫
Γ1
exp
(
− Im〈x− y, ξ〉
h
)
d |ξ|
+ C sup
t∈[0,1]
∫
Γt
exp
(
− Im〈x− y, ξ〉
h
− 1
C
∣∣∣∣ Im ξ〈ξ〉
∣∣∣∣− 1s−1
)
d |ξ|
≤ C exp
(
1
Ch
1
s
)
,
provided that δ is small enough . Here d |ξ| denotes the total variation of the
measure associated to the n-form dξ restricted to the contour of integration. Now,
we have to obtain a similar bound in Gs instead of L∞. Actually, this is not much
further effort.
It follows from Lemma 1.5 and (1.57) that, for some C,R > 0, the ‖·‖s,R,K1×K2
norm of (x, y) 7→ exp (i 〈x− y, ξ〉 /h) is an O(exp(−C−1(〈|ξ|〉 /h)1/s)) when ξ ∈ Γ1.
Thus, differentiating under the integral and applying Leibniz formula, we find that
the first term in (1.56) is an O(exp(−C−1h−1/s)) in Gs.
To deal with the second term in (1.56), we use Lemma 1.5 again: given  > 0, we
can find R > 0 such that the ‖·‖s,R,K1×K2 norm of (x, y) 7→ exp (i 〈x− y, ξ〉 /h) is
an O(exp((〈|ξ|〉 /h)1/s)) for ξ ∈ ∪t∈[0,1]Γt. Recalling the bound on the derivatives
of the coordinates of ∂¯ξa˜N given in Remark 1.10, we see that for some C,R > 0
the ‖·‖s,R,K1×K2 norm of (x, y) 7→ ∂¯ξa˜N (x, ξ, y) is an O(exp(−C
−1(〈|ξ|〉 /h)1/s))
for ξ ∈ ∪t∈[0,1]Γt. Since we may assume that  < C−1, we can differentiate under
the integral in the second term of (1.56) and apply the Leibniz formula to find
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that the second term in (1.56) is also an O(exp(−C−1h−1/s)) in Gs (for some other
C > 0). 
In order to control the action of Gs pseudors acting on Gs functions, we will use
the following lemma.
Lemma 1.19. Let m ∈ R, s ≥ 1 and a ∈ Ss,m (T ∗U). Let D,D′ and D′′ be balls
such that D ⊆ D′, D′ ⊆ D′′ and D′′ ⊆ U . Then, for every R > 1 and δ > 0, there
exists a constant CR > 0 and R
′ > 0 such that for all u ∈ Es,R (D′′) the function
x 7→
∫
D
′
Ka(x, y)u(y)dy(1.58)
is Gs on D, with ‖·‖s,R′,D′ norm less than
CR ‖u‖Es,R(D′′) exp
(
δ
h
1
s
)
.
Proof. Start by noticing that the integral in (1.58) is well-defined for x ∈ D
since the singular support of Ka is contained in the diagonal of U × U . We denote
this integral by Au(x). Let χ : Rn → [0, 1] be a C∞ function supported in D′ and
identically equals to 1 on a neighbourhood of D. Then, we may write
Au(x) =
∫
D
′
Ka(x, y)χ(y)u(y)dy︸ ︷︷ ︸
:=A1u(x)
+
∫
D
′
Ka(x, y)(1− χ(y))u(y)dy︸ ︷︷ ︸
:=A2u(x)
.
The term A2u(x) may be ignored because Ka is Gs-small outside the diagonal
(Lemma 1.18). For this we do not need u to be Gs. Then, notice that, for N large
enough, we have
A1u(x) =
1
(2pih)
n
∫
D
′×Rn
ei
〈x−y,ξ〉
h a(x, ξ, y)(
1 + ξ2
)N (−h2∆y + 1)N (χ(y)u(y)) dydξ.
Then, let u˜ be an almost analytic extension for u given by Lemma 1.1 if s > 1, or
the holomorphic extension of u if s = 1. We also define χ˜ on Cn by χ˜(z) = χ (Re z).
Then, we let Γξ be the contour
Γξ =
{
y − i
(
h
〈ξ〉
)1− 1s ξ
〈ξ〉 : y ∈ D
′
}
,
where  > 0 is small. Then by Stokes’ Formula we find that
A2u(x) =
1
(2pih)n
∫
Rn
∫
Γξ
ei
〈x−y,ξ〉
h a(x, ξ, y)(
1 + ξ2
)N Fu(y)dy
 dξ
︸ ︷︷ ︸
:=R0u(x)
+R1u(x) +R2u(x).
(1.59)
Here, Fu(y) comes from the development of
(
−h2∆y + 1
)N
(χ˜(y)u˜(y)) , and we
split the error term coming from Stokes’ Formula into the integral R1 that implies
application of the Cauchy–Riemann operator ∂y to χ˜ and its derivatives, and the
integral R2 that implies application of ∂y to u˜ and its derivatives.
We start by dealing with R1u(x). Our definition of χ˜ implies that if Re z is
near D (in particular near x) then χ˜ is locally constant near z. Consequently, in the
definition of R1u(x), we only integrate over point y such that y is uniformly away
from D (and hence x). Thus, the argument from the proof of Lemma 1.18 applies:
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we may shift the contour (in ξ) in the integral defining R1u(x) to prove that R1u
decays like exp(−C−1h−1/s) in Gs, and this does not require Gs regularity on u˜ nor
χ˜.
We deal now with R0u(x). Notice that if y ∈ Γξ then
Im
(−yξ
h
)
= 
( 〈ξ〉
h
)1/s
ξ2
〈ξ〉2 .
(1.60)
Then, we apply Lemma 1.5, and observe that for some R′ > 1, the ‖·‖s,R′,D norm
of x 7→ exp (i〈x, ξ〉/h) a(x, ξ, y) grows at most like O(exp(δ′(〈ξ〉 /h)1/s)) for δ′ > 0
arbitrarily small. Finally, with (1.60) and differentiation under the integral, we see
that R0 is Gs with the announced estimates.
It remains to deal with R2. This is very similar to the case of R0, but instead
of using the positivity of the imaginary part of the phase to prove the decay of the
integrand, we apply Lemma 1.3 to control the Cauchy–Riemann operator applied to
u˜ and its derivatives: see Remark 1.7. Since we consider points with imaginary parts
less than (h/〈ξ〉)1−1/s, we get from application of the Cauchy–Riemann operator
to u˜ and its derivatives a decay like
exp
(
− 1
C
( 〈ξ〉
h
) 1
s
)
in Gs. Then, we may work as in the case of R0 (or in the proof of Lemma 1.18),
differentiating under the integral to prove that R2u decays like O(exp(−C/h1/s))
in Gs, ending the proof of the lemma. Notice that the growth Au is only due to the
term R0u in (1.59), and more precisely to small frequencies in the integral defining
R0. 
Another preliminary that will come in handy is the following
Lemma 1.20. Let U ⊂ Rn be open, and Ω ⊂ U a relatively compact open set.
Let a be a G1 symbol on T ∗U × U . Then we can find C, δ > 0 and a distribution
K˜a(x, u), defined for x ∈ Ω, u ∈ Rn, such that K˜a has a holomorphic extension to
(1.61) {(x, u) ∈ C | d(x,Ω) < δ, u ∈ Cn \ {0}, | Imu| < δ|Reu| },
with
K˜a(x, u) = Ka(x, x+ u) +OG1
(
exp
(
− 1
Ch
))
for |u| < δ,
|K˜a(x, u)| ≤ C exp
(
− |u|
Ch
)
for |u| > δ/2.
(1.62)
Region of holomorphy of Ka
Region where χ is not constant
Conical neighbourhood V
u
Figure 2. The complex neighbourhoods involved in the extension
of the kernel for s = 1.
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Proof. For this, we will use the ∂ inversion trick Lemma 1.10. First of all, it
follows from the proof of Lemma 1.18 that, for  > 0 small enough, the distribution
(x, u) 7→ Ka(x, x+ u) has a holomorphic extension to{
(x, u) ∈ C2n : d(x,Ω) < , 0 < |u| <  and |Imu| <  |Reu|
}
.
Let us choose a C∞ function χ : Cn → [0, 1] such that χ(u) = 0 if |u| ≥ /2 and
χ(u) = 1 if |u| ≤ /4. Then, we use the bump function χ to define a form f of type
(1, 0) by
f(x, u) = −Ka(x, x+ u)∂¯χ(u).
The 1-form f is defined for (x, u) ∈ (T ∗Ω)
1
with 1   and it follows from Lemma
1.18 that f(x, u) is an O(exp(− |u| /(Ch))). Hence, it follows from Lemma 1.10 that
there is a smooth function r : (T ∗Ω)2 → C, for some small 2 > 0, such that ∂¯r = f
and r is an O(exp(− |u| /(Ch))). We can then define K˜a by
K˜a(x, u) = χ(u)Ka(x, x+ u) + r(x, u).
For δ > 0 small enough, this distribution has a smooth extension to (1.61) that
satisfies
∂¯
(
χ(u)K˜a(x, u)
)
+ ∂¯r(x, u) = 0,
and is consequently holomorphic. We may assume that δ < /4. For |u| < δ, we
have then ∂¯r(x, u) = 0 and hence r is an OG1(exp(−1/(Ch))) there. The first line of
(1.62) follows. The second line of (1.62) follows from Lemma 1.18, the assumption
on the support of χ and the estimate on r. 
After these preliminary steps, we turn to the most basic trick: elimination of
variables in symbols. We will see that we can eliminate the dependence on y of a in
(1.54). We will then state the usual consequences of Lemma 1.21 (namely Lemmas
1.22 and 1.23). As the knowledgeable reader will observe, the proof is more subtle
than in the C∞ case, or even the GsxG1ξ case. For the latter setting, one can find
proofs for the h = 1, s > 1 case in [Zan85, Theorem 2.25] (see also the proof of
[Rod93, Theorem 3.2.24]).
Lemma 1.21. Let m ∈ R, s ≥ 1. Let a be a Gs symbol of order m in T ∗U × U .
Let Ω be a relatively compact open subset of U . Then there exists a Gs symbol b of
order m in T ∗Ω such that for every compact subset K of Ω×Ω, there are constants
C,R > 0 such that
‖Ka −Kb‖s,R,K ≤ C exp
(
− 1
Ch
1
s
)
,(1.63)
where Ka and Kb are defined by (1.55).
Proof. The first observation is that if b ∈ Ss,m (T ∗Rn) and
Kb(x, y) =
1
(2pih)n
∫
Rn
e
i
h 〈x−y,ξ〉b(x, ξ)dξ,
then it follows from the Fourier Inversion Formula that b may be recovered from
the kernel Kb by
b(x, ξ) =
∫
Rn
e
i
h 〈u,ξ〉Kb(x, x+ u)du.
We would like to replace Kb by the kernel Ka in this formula and take this as
a definition for b, but there are several issues with this formula, and we need
consequently to make a few corrections in this expression.
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The first problem is that for x ∈ Ω, the distribution Ka(x, x+ u) is not defined
for all u ∈ Rn, and hence we cannot use this formula directly. When s > 1, we can
introduce a Gs cutoff χ, equal to 1 on [0, δ/2], and supported in [0, δ] for δ > 0 small
enough so that the 5δ-neighbourhood of Ω is included in U . Then, we replace a by
a1 = a(x, ξ, y)χ(|x− y|) and set
K˜a(x, u) := Ka(x, x+ u)χ(|u|) = Ka1(x, x+ u).
Without loss of generality, we can assume that a1 = a (the error is negligible
considering Lemma 1.18). When s = 1, we change the definition of K˜a(x, u), and
use instead the kernel given by Lemma 1.20. In both cases, we let
(1.64) b0(x, ξ) =
∫
Rn
e
i
h 〈u,ξ〉K˜a(x, u)du.
One can see that K˜a (x, y − x) is the kernel of a pseudor, and it follows consequently
from the usual theory of C∞ pseudor that b0 is a symbol in the usual Kohn–Nirenberg
classes. Hence, the kernel Kb0 is well-defined and from the Fourier Inversion Formula
we have K˜a(x, u) = Kb0 (x, x+ u). Would we know that b0 ∈ Ss,m, we could take
b = b0 and the bound (1.63) would be satisfied. However, it is not obvious that b0
is a Gs symbol.
In order to bypass this difficulty, we will provide a decomposition:
(1.65) b0(x, ξ) = b(x, ξ)︸ ︷︷ ︸
a Gs symbol
+OGsx
(
exp
(
−〈ξ〉
1/s
Ch1/s
))
.
Here, the important point is that we are not requiring any regularity beyond L∞ in
the ξ variable for the error. Indeed, it follows from Lemma 1.5 that for any r > 0
we have
ei
〈x−y,ξ〉
h = OGsx,y
(
exp
(
r
( 〈ξ〉
h
) 1
s
))
.
Consequently, by taking r > 0 small enough, we have by Leibniz Formula (the value
of C > 0 may change from one line to another)
ei
〈x−y,ξ〉
h ×OGsx
(
exp
(
−〈ξ〉
1/s
Ch1/s
))
= OGsx,y
(
exp
((
r − 1
C
)( 〈ξ〉
h
) 1
s
))
= OGsx,y
(
exp
(
− 1
C
( 〈ξ〉
h
) 1
s
))
.
Hence, multiplying (1.65) by exp(i〈x− y, ξ〉/h) and integrating over ξ, we find that
Kb0(x, y) = Kb (x, y) +OGsx,y
(
exp
(
− 1
C
( 〈ξ〉
h
) 1
s
))
,
and the estimate (1.63) is then satisfied. Indeed, near the diagonal Kb0 and Ka
agrees (up to an OG1(exp(−1/(Ch))) in the case s = 1) and away from the diagonal
both kernels are negligible due to Lemma 1.18.
Before going into the core of the proof, let us make another reduction. We
choose a large integer N , then we perform integration by parts in the oscillating
integral defining the kernel Ka to write
Ka =
∑`
j=1
h|αj|∂αjy Kaj ,
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where ` ∈ N and, for j ∈ {1, . . . , `}, we have aj ∈ Sm−2N,s
(
T ∗U × U) and αj ∈ Nn
satisfies
∣∣αj∣∣ ≤ 2N . Hence, we may assume in the following that the order m of a is
less than −n− 1, for if Kaj −Kbj satisfies the bound (1.63) for j = 1, . . . , N , then
(1.63) also holds for a if we set
b(x, ξ) =
∑`
j=1
(−iξ)αj bj(x, ξ).
Analytic case. We establish (1.65) first in the case s = 1. In the case s = 1,
it seems natural to work using holomorphic extension, thus we should rather prove
(1.66) b0(x, ξ) = b(x, ξ)︸ ︷︷ ︸
a G1 symbol
+OL∞
(
exp
(
−〈ξ〉
1
s
Ch
1
s
))
for ξ ∈ Rn and x ∈ Cn at distance less than C−1 of Ω (for some large C > 0). To do
so, we will proceed to a succession of contour deformations, in order to decompose
b0 into a small remainder, and an oscillatory integral, to which we will be able to
apply Proposition 1.6.
We want to get rid of the non-diagonal terms first. For this, we can introduce
the contour shift (χ is the same cutoff function as above)
(1.67) Γ1 :=
{
u+ i
(
1− χ
( |u|
4)
))
ξ
〈ξ〉
∣∣∣∣ u ∈ Rn} .
This deformation is not trivial only for |u| > 2δ, so that deforming from Rn to Γ1,
we find
(1.68) b0(x, ξ) =
∫
Γ1
e
i
h 〈u,ξ〉K˜a(x, u)du.
We only deform Rn away from the singularity u = 0 of K˜a and thus there is no
error in Stokes’ Formula.
Along Γ1, when |Reu| > 4δ, the imaginary part of the phase is  〈ξ〉−1 |ξ|2, and
the kernel K˜a is O(exp(−1/Ch)). As a consequence, we can remove the part of
the integral corresponding to |u| > 4δ, since this is an O(exp(−C−1 〈|ξ|〉 /h)) when
| Imx| ≤ C−1.
In the remaining region |u| < 4δ, we can use the explicit expression for K˜a. We
must consequently deal with the error term in (1.62). We want to see that that a
term of the form ∫
Γ1,|Reu|≤4δ
ei
〈u,ξ〉
h OG1x,u
(
exp
(
− 1
Ch
))
du(1.69)
is negligible. When |ξ| is smaller than some given constant, the decay of the factor
OG1x,u(exp(−1/(Ch))) is sufficient. When ξ is large, the phase in (1.69) is non-
stationary, has non-negative imaginary part and is positive on the boundary of the
contour of integration. Hence, by a non-stationary phase argument, we find that
the term (1.69) is in fact an O
(
exp
(
−C−1 〈ξ〉h
))
. Here, we cannot apply directly
Proposition 1.5 because we integrate on a contour rather than on a compact subset
of Rn. However, the same contour shift strategy may be applied, and the reader
should have no difficulty completing the argument (adapting for instance the proof
of Proposition 1.1).
1.3. GEVREY PSEUDO-DIFFERENTIAL OPERATORS 61
We may consequently neglect the error term in (1.62). Thus, we may assume
that when |u| ≤ 4δ is real the kernel K˜a(x, u) is given by the formula
K˜a(x, u) =
1
(2pih)
n
∫
Rn
e−i
〈u,η〉
h a(x, η, x+ u)dη.(1.70)
In general, the integral in the right hand side of (1.70) would be oscillating, but we
reduced to the case when the order of a is less than −n− 1 so that this integral is
in fact convergent. Let us give an explicit holomorphic extension for (1.70) when u
is away from 0 before plugging (1.70) into (1.68). To do so, we introduce for u ∈ Rn
such that |u| ≤ 4δ the contour (1 > 0 is some small constant)
Γ2 (u) :=
{
η − i1
(
1− χ
( |u|
2
))
〈η〉u : η ∈ Rn
}
.
Notice that when |u| ≤ 2δ then Γ2 (u) is in fact Rn. Then, we may shift contour in
(1.70) in order to replace Rn by Γ2 (u). We find consequently that for u ∈ Cn such
that |Reu| ≥ 2δ and |Imu| ≤ 1δ2, the holomorphic extension of K˜a is given by
K˜a(x, u) =
1
(2pih)
n
∫
Γ2(Reu)
e−i
〈u,η〉
h a(x, η, x+ u)dη.(1.71)
It may not be clear at first sight that the expression given by (1.71) is indeed
holomorphic (indeed, the dependence of the contour on u is not). However, due to
the invariance of the integral under contour shift, we may replace Γ2 (Reu) by a
locally constant contour when proving holomorphicity. Now, we assume that the
constant  > 0 in the definition (1.67) of Γ1 satisfies   1 so that the equality
(1.71) holds for u ∈ Γ1. Thus, if we form the contour
Γ3 := {(u, η) : u ∈ Γ1, η ∈ Γ2 (Reu)} ,
then b0 is given up to negligible terms by the integral
b0(x, ξ) '
1
(2pih)n
∫
(u,η)∈Γ3
|Reu|≤4δ
ei
〈u,ξ−η〉
h a(x, η, x+ u)dηdu.(1.72)
We need a further contour deformation, to get rid of the lack of compactness in the η
variable. To this end, we observe that the phase from (1.70) phase is non-stationary
in the u variable when η 6= ξ. This suggest to consider the contour
Γ4 :=
{(
u+ i2
ξ − η
〈ξ〉 , η
) ∣∣∣∣ (u, η) ∈ Γ3} .
Replacing Rn × Γ3 by Γ4 in (1.72), the only error comes from the boundary of the
contour of integration in (1.72). However, we see that for (u, η) ∈ Γ3 such that
|Reu| = 4δ the imaginary part of the phase at (u, η) is given by (provided that
 1  1)
Im (u, ξ − η) = 
(
〈ξ〉2
〈ξ〉 −
〈ξ,Re η〉
〈ξ〉
)
+ 116δ
2 〈Re η〉
≥ (〈ξ〉+ 〈|η|〉)
C
.
Since the imaginary part of the phase increases along the homotopy, we see that
the boundary term when deforming from Γ3 to Γ4 is negligible. Hence, we have
b0(x, ξ) '
1
(2pih)n
∫
(u,η)∈Γ4,|Reu|≤4δ
ei
〈u,ξ−η〉
h a(x, η, x+ u)dηdu.(1.73)
When deforming the contour of integration from Γ3 to Γ4, we increased the
imaginary part Im (u, η) of the phase by a term 2 〈ξ〉−1 |ξ − η|2. Since the imaginary
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part of the phase was already non-negative on Γ3 (thanks to the assumption  1),
we see that the part of the integral in (1.73) where |ξ − η| ≥ δ 〈ξ〉 is negligible and
thus
b0(x, ξ) '
1
(2pih)n
∫
(u,η)∈Γ4
|Reu|≤4δ,|ξ−η|≤δ〈ξ〉
ei
〈u,ξ−η〉
h a(x, η, x+ u)dηdu.
The right hand side is now an integral over a bounded set, it is convenient to rescale
this integral, writing
b0(x, ξ) '
〈ξ〉n
(2pih)n
∫
Γ5
e
i〈ξ〉
h 〈u,v〉a(x, ξ − 〈ξ〉v, x+ u)dudv,(1.74)
where the contour Γ5 is defined by
Γ5 := {(u, v) : (u, ξ − 〈ξ〉 v) ∈ Γ4, |Reu| ≤ 4δ and |v| ≤ δ} .
We want now to approximate the right hand side of (1.74) by a G1 symbol. It
follows from the Holomorphic Stationary Phase Method — Proposition 1.6 or [Sjo¨82,
The´ore`me 2.8] — that there is a formal analytic symbol
∑
k≥0 h
kck of order m such
that the difference between
∑
0≤k≤C−1〈ξ〉/h h
kck(x, ξ), for C > 0 large, and the right
hand side of (1.74) is negligible. Thus, we can take for b a realization of the formal
analytic symbol
∑
k≥0 h
kck (given by Lemma 1.7).
Gevrey case. We turn now to the case s > 1. In that case, we may directly
write
b0(x, ξ) =
1
(2pih)n
∫
Rn×Rn
ei
〈u,ξ−η〉
h a(x, η, x+ u)dηdu.
Indeed, a(x, η, x+ u) vanishes when |u| > δ and the order of a is less than −n− 1.
Then, changing variables, we find that
b0(x, ξ) =
〈ξ〉n
(2pih)n
∫
Rn×Rn
e−i
〈ξ〉
h 〈u,v〉a(x, ξ + 〈ξ〉 v, x+ u)dudv.
Using the cutoff functions χ again, we can write
b0(x, ξ) = b(x, ξ) +
〈ξ〉n
(2pih)n
∫
Rn×Rn
e−i
〈ξ〉
h 〈u,v〉 (1− χ(|v|)) a(x, ξ + 〈ξ〉 v, x+ u)dudv,
(1.75)
where
b(x, ξ) =
〈ξ〉n
(2pih)n
∫
Rn×Rn
e−i
〈ξ〉
h 〈u,v〉χ(|v|)a(x, ξ + 〈ξ〉 v, x+ u)dudv(1.76)
is a symbol in Ss,m
(
T ∗Ω
)
according to Lemma 1.17. Here, it is very important that
δ > 0 is small enough so that the integrand in (1.76) is uniformly Gs in v. Indeed,
without the cutoff functions the estimates on the derivatives would deteriorate for
v ' −ξ/ 〈ξ〉.
Now, we need to prove that the remainder term in (1.75) is as small as announced
in (1.65). To do so, we will apply the non-stationary phase method to the integral∫
Rn
e−i
〈ξ〉〈v〉
h 〈u, v〈v〉 〉a(x, ξ + 〈ξ〉 v, x+ u)du.(1.77)
Here, v and ξ are dealt with merely as parameters, so that the lack of regularity in
these variable will not matter. However, the integrand is uniformly Gs in x. When
|v| > δ/2, the phase in (1.77) is non-stationary, so that we can apply Proposition
1.1 (with a rescaling arguments as in §1.2.3) to find that (1.69) is an
OGsx
(
exp
(
−
( 〈ξ〉 〈v〉
Ch
) 1
s
))
.
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Thus, (1.65) follows from (1.75) after integration over v. 
Remark 1.27. Since the proof of Lemma 1.21 is based on an application of the
Stationary Phase Method (Proposition 1.6 or Lemma 1.17), we see that the symbol
b has the usual asymptotic expansion (recall Remark 1.23 and Remark 1.24)
b(x, ξ) ∼
∑
α∈Nn
h|α|
∂αξ ∂
α
y a(x, ξ, x)
i|α|α!
.
When s = 1, this expansion holds in the sense of realization of formal analytic
symbol (see Definition 1.3). When s > 1, the estimate is not as good, but we still
know that, for every N ∈ N, we have
b(x, ξ) =
∑
|α|<N
h|α|
∂αξ ∂
α
y a(x, ξ, x)
i|α|α!
mod hNSm−N,s.
Consequently, we will have the usual asymptotic expansion for the symbol of the
adjoint, the composition, etc, since the proofs that they are pseudors all rely on
applications of Lemma 1.21.
With essentially the same proof, we could also reduce the kernels to the form∫
Rn
ei
〈x−y,ξ〉
h b(tx+ (1− t)y, ξ)dξ +OGs
(
exp
(
1
Ch
1
s
))
,
for t ∈ [0, 1]. Here, we will only need:
Lemma 1.22. Let a ∈ Ss,m (T ∗U) and Ω be a relatively compact subset of U .
Then there is b ∈ Ss,m (T ∗Ω) such that for x, y ∈ Ω we have
Ka(x, y) =
1
(2pih)
n
∫
Rn
ei
〈x−y,ξ〉
h b(y, ξ)dξ +OGs
(
exp
(
− C
h
1
s
))
.
Proof. Apply Lemma 1.21 to the kernel
Ka(y, x) =
1
(2pih)n
∫
Rn
ei
〈x−y,ξ〉
h a¯(y, ξ)dξ
to find b ∈ Ss,m (T ∗Ω) such that
Ka(y, x) = Kb(x, y) +OGs
(
exp
(
− 1
Ch
1
s
))
.
The result follows then by switching x and y back and taking complex conjugate. 
Using the Kuranishi trick, we deduce from Lemma 1.21 the following result that
justifies Definition 1.6. This is a very classical procedure, see for instance [Zwo12,
Theorem 9.3]. In particular, the proof of Lemma 1.23 do not rely on the analytic
version of the Kuranishi trick Lemma 1.24 that we will discuss soon (there is no
complex phase or contour shift here).
Lemma 1.23. Let V be another open subset of Rn and let κ : U → V be a Gs
diffeomorphism. Let a ∈ Ss,m (T ∗U) and Ω be a relatively compact subset of U .
Then there is a symbol b ∈ Ss,m (T ∗κ (Ω)) such that
Ka
(
κ−1(x), κ−1(y)
)
Jκ−1(y) = Kb(x, y) +OGs
(
exp
(
− 1
Ch
1
s
))
on κ (Ω).
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For several reasons, we may encounter operators whose kernel is an oscillatory
integral, with a phase that is not exactly the phase 〈x− y, ξ〉, but close to it. It is
then crucial to be able to recognize the kernel of a pseudor, and this is what the
Kuranishi trick is for. Let us be more precise an define the class of phases that we
will use.
Definition 1.7. Let M be either a compact real-analytic manifold or an open
subset of Rn. A phase on M is a holomorphic symbol Φ of order 1 defined for
(α, y) ∈ (T ∗M) × (M) with d(αx, y) < δ (for some , δ > 0) such that
(i) if (α, y) ∈ T ∗M ×M then the imaginary part of Φ(α, y) is non-negative;
(ii) Φ(α, αx) = 0 for α = (αx, αξ) ∈ T ∗M ;
(iii) for α ∈ T ∗M , we have dyΦ(α, αx) = −αξ.
We say that Φ is an admissible phase if it satisfies in addition the coercivity condition:
(iv) there is a constant C > 0 such that if α, y are real and Φ(α, y) is defined,
then Im Φ(α, y) ≥ C−1 〈α〉 d (αx, y)2.
The point (ii) and (iii) in Definition 1.7 may be stated loosely as
Φ(x, ξ, y) = 〈x− y, ξ〉+O
(
〈|ξ|〉 |x− y|2
)
.
Notice that, with this definition, the standard phase Φ(x, ξ, y) = 〈x− y, ξ〉 is not
an admissible phase: it does not satisfy the condition (iv). In some sense, (iv) is
satisfied by the standard phase after a contour shift (this is basically the argument
in the proof of Lemma 1.18).
If Φ is a phase in the sense of Definition 1.7 on some open subset U of Rn and
a ∈ S1,m (T ∗U × U) is an analytic symbol, we may see using standard integration
by parts that the oscillating integral
KΦ,a(x, y) =
1
(2pih)
n
∫
Rn
ei
Φ(x,ξ,y)
h a(x, ξ, y)dξ(1.78)
defines a distribution near the diagonal of U × U . Adapting the proof of Lemma
1.18, one can see that if x, y ∈ U are close enough to the diagonal – so that KΦ,a is
defined near (x, y) – but not on the diagonal, then KΦ,a is an O(exp(−1/(Ch))) in
G1 near (x, y).
We will say that an operator whose kernel (modulo a small G1 error) takes the
form KΦ,a, is a pseudor with non-standard phase. There are two reasons for which
we want to study such operators. The first one is that an analytic pseudor with
non-standard phase appears in the proof of Theorem 6. The other one is that we
will use pseudors with non-standard phases to prove Proposition 1.11. The main
result about those operators is the following:
Lemma 1.24 (Kuranishi trick). Let U be a bounded open subset of Rn. Let
Φ1 and Φ2 be phases on U in the sense of Definition 1.7. Let m ∈ R and a1 ∈
S1,m
(
T ∗U × U). Let Ω be a relatively compact open subset of U . Then there is
a2 ∈ S1,m
(
T ∗Ω× Ω) such that
KΦ1,a1(x, y) = KΦ2,a2(x, y)
near the diagonal of Ω× Ω.
Proof of Lemma 1.24. Instead of considering the general case, it suffices to
consider the case when one of the phases Φ1 and Φ2 is the standard phase 〈x− y, ξ〉.
Thus, we pick some phase Φ as in Definition 1.7. According to Taylor’s formula
(with integral remainder) we have
Φ(x, ξ, y) =
〈
x− y, θx,y(ξ)
〉
,(1.79)
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where
θx,y(ξ) = ξ −
∫ 1
0
(1− t)D2y,yΦ(x, ξ, x+ t(y − x))(y − x)dt
= ξ +O (〈|ξ|〉 |x− y|) .
From this, one may show that there are 1, 2 > 0 such that θx,y is injective on (R
n)1
and has a right inverse Υx,y : (R
n)2 → (R
n)1 (here, we use the Kohn–Nirenberg
metric to define the Grauert tubes of Rn). We may then use Υx,y as a change of
variable to write
(1.80) KΦ,a(x, y) =
1
(2pih)
n
∫
θx,y(R
n)
ei
〈x−y,ξ〉
h a(x,Υx,y (ξ) , y)JΥx,y(ξ)dξ.
This is to be understood as an oscillatory integral, which can be put in convergent
form using integration by parts. Then, if x and y are close enough, θx,y(R
n) remains
uniformly transverse to iRn, and may thus be written as a graph over Rn. We may
thus shift the contour in (1.80) to replace it by Rn, using for instance the homotopy
[0, 1]× θx,y(Rn) 3 (t, ξ) 7→ Re ξ + it Im ξ. We obtain
K1Φ,a(x, y) =
1
(2pih)
n
∫
Rn
ei
〈x−y,ξ〉
h a(x,Υx,y (ξ) , y)JΥx,y(ξ)dξ
= K1Φ0,b(x, y),
(1.81)
where Φ0(x, ξ, y) = 〈x− y, ξ〉 denotes the standard phase and the symbol b is
defined by b(x, ξ, y) = a(x,Υx,y (ξ) , y)JΥx,y(ξ). We end the proof by noticing
that we can reverse the argument since a is retrieved from b using the formula
a(x, ξ, y) = b(x, θx,y (ξ) , y)Jθx,y (ξ). 
In order to prove the existence of an analytic principal symbol for a G1 pseudor
(Proposition 1.10), it will be useful to understand the action of a pseudor on an
analytic family of coherent states. This is closely related to the FBI transform that
will be the subject of the next chapter.
Definition 1.8 (Coherent states). A G1 family of coherent states of order ` ∈ R
on M is a holomorphic function (α, x) 7→ uα(x) on
(
T ∗M
)

× (M) (for some  > 0)
such that there exist η, C > 0 such that for α = (αx, αξ) ∈ (T ∗M) and x ∈ (M)
we have:
(i) if d(αx, x) ≥ η then
|uα(x)| ≤ C exp
(
−〈|α|〉
Ch
)
;
(ii) if d(αx, x) ≤ 2η then
uα(x) = e
i
Φ(α,x)
h a(α, x) +O
(
exp
(
−〈|α|〉
Ch
))
,
where a and Φ are analytic symbols respectively in S1,`
(
T ∗M ×M) and
in S1,1
(
T ∗M ×M) (maybe defined only for (αx, x) near the diagonal)
that satisfy:
(iii) Φ (α, αx) = 0;
(iv) the derivative dxΦ(α, αx) is elliptic of order 1 in the sense that
|dxΦ(α, αx)| ≥
〈|α|〉
C
when 〈|α|〉 ≥ C;
66 1. GEVREY MICROLOCAL ANALYSIS ON MANIFOLDS
(v) if α and x are real then we have,
Im Φ(α, x) ≥ d (αx, x)
2
C
.
We say that Φ and a are respectively the phase and the amplitude of (uα).
We can now describe the action of G1 pseudors on coherent states. Notice that
when P is a differential operator, Proposition 1.12 is just a consequence of the
Leibniz formula.
Proposition 1.12. Let P be a G1 h-pseudor of order m ∈ R and (uα) be a G1
coherent state of order ` ∈ R on M . Then
(Pu)α(x) := (P (uα))(x)
defines a G1 family of coherent states of order m + ` on M . We denote by b the
amplitude of Puα. If the kernel of P is described in a coordinate patch U by (1.52),
with p ∈ S1,m (T ∗U), then b is given at first order on U by
(1.82) b(α, x) = p (x, dxΦ (α, x)) a(α, x) mod hS
1,m+`−1.
Proof. We take  > 0 very small and want to understand Puα(x) for (α, x) ∈(
T ∗M
)

× (M). Choose η > 0 small (with   η). We start by investigating
Puα(x) when the distance between x and αx is larger than 10
−2η. We start by
assuming that x ∈M . In that case, we may choose balls D1 and D2 of radius 10−3η
that does not intersect, with x ∈ D1 and Reαx ∈ D2. We may also assume that x
and Reαx remain at distance at least 10
−4η from the boundaries of D1 and D2 (we
only need a finite number of such disks to cover all cases). Then write
Puα(x) =
(∫
D1
+
∫
D2
+
∫
M\(D1∪D2)
)
KP (x, y)uα(y)dy,(1.83)
where KP (x, y) denotes the kernel of P . Notice that all the terms in (1.83) make
sense since the singular support of KP is contained in the diagonal of M ×M . The
integral over M \(D1 ∪D2) is easily dealt with: by assumption, the kernel of P is an
O(exp(−C/h)) and uα is an O(exp(−C〈|α|〉/h)) in G1 there. To tackle the integral
over D1, just notice that uα is an O(exp(−C〈|α|〉/h)) in G1 there. Hence, we may
apply Lemma 1.19 and find that the integral over D1 is an O(exp(−C〈|α|〉/h)) in
G1. It remains to deal with the integral over D2. Notice that, up to smooth and
small terms that we may neglect, the integral over D2 writes∫
D2
ei
Φ(α,y)
h a(α, y)KP (x, y)dy.(1.84)
Here, since x and y are uniformly away from each other the kernel of KP is an
O(exp(−C/h)) in G1. For small α, if α is sufficiently close to the reals, Im Φ cannot
be too negative, so this is sufficient to find a O(exp(−C/h)) bound in G1 for the
integral. Thanks to the assumption of ellipticity on the derivative of Φ, when α
is large enough the phase is non-stationary in (1.84). Hence, the integral (1.84)
is an O(exp(−C〈|α|〉/h)) as an application of Proposition 1.5. Hence, we proved
that Puα(x) is negligible when x and αx are away from each other and x is real.
However, we proved an estimate in G1 so that this estimate remains true when
x ∈ (M) with  η.
We want now to understand the kernel Puα(x) when d(x,Reαx) < η – as above,
we may assume x real and then prove a bound in G1. To do so, we may assume that
x and Reαx are contained in a ball D of radius 10η and then denote by D
′ the ball
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of radius 100η with the same center than D (we only need a finite number of such
D to cover the whole manifold). Then, write
Puα(x) =
(∫
D
′
+
∫
M\D′
)
KP (x, y)uα(y)dy
We obtain a O(exp(−C〈|α|〉/h)) bound in G1 for the integral over M \ D′ as in
the previous case (both kernels are smooth and small there). By taking η small
enough, we may assume that D′ is contained in a coordinate patch and work in
these coordinates. When studying the integral over D′, we will ignore the error
terms in (1.52) and in the definition of uα. Hence, we want to study the kernel
given by the oscillating integral
Puα(x)
0 =
1
(2pih)n
∫
Rn×D′
ei
〈x−y,ξ〉+Φ(y,α)
h p(x, ξ)a (α, y) dξdy.
The oscillating integral here is well-defined because the singular support of a pseudo-
differential operator is contained in the diagonal of M ×M . In order to manipulate
this integral, we will approximate it by converging integrals. Indeed, we have
(1.85) Puα(x)
0 = lim
δ→0
1
(2pih)n
∫
Rn×D′
ei
〈x−y,ξ〉+Φ(y,α)
h e−δ|ξ|
2
p(x, ξ)a (α, y) dξdy︸ ︷︷ ︸
:=kδ(x,α)
.
We already know by Proposition 1.9 that Puα is analytic. Hence, we only need to
establish L∞ symbolic bounds on the amplitude
b(α, x) := e−
iΦ(α,x)
h Puα(x).
Since we are only searching for uniform symbolic estimates, we can work locally
in αξ (provided we indeed get uniform estimates): we assume that αξ remains at
distance less than η of a point ξ0 ∈ Rn for the Kohn–Nirenberg metric. Changing
variable in (1.85), we find
Puα(x)
0 =
( 〈ξ0〉
2pih
)n ∫
Rn×D′
ei
〈ξ0〉
h Ψx,α,ξ0
(ξ,y)e−δ〈ξ0〉
2|ξ|2p (x, 〈ξ0〉 ξ) a (α, y) dξdy,
(1.86)
where the phase Ψx,α,ξ0 is defined by
Ψx,α,ξ0(ξ, y) = 〈x− y, ξ〉+
Φ(y, α)
〈ξ0〉
.
In order to regularize the integral in (1.86) and get rid of the approximation, we
introduce for ν > 0 the contour
Γ =
{(
ξ + iν |ξ| (x− y), y + iχ(y)ν ∇yΨx,α,ξ0(ξ, y)〈∣∣∇yΨx,α,ξ0(ξ, y)∣∣〉
)
: ξ ∈ Rn, y ∈ D′
}
,
where the bump function χ : Rn → [0, 1] takes value 1 on a neighbourhood of D
and is supported in the interior of D′. Along Γ, the imaginary part of the phase
becomes positive, as we explain now. If ξ, y ∈ Rn and ξ is large enough then∣∣∇yΨx,α,ξ0 (Re ξ,Re y)∣∣ ≥ 〈|ξ|〉C .
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Hence, we find by an application of Taylor’s formula that for (y, ξ) ∈ Γ with ξ large
we have (the constant C > 0 may vary from one line to another)
Im(Ψx,α,ξ0(ξ, y))
= Im
(
Ψx,α,ξ0(Re ξ,Re y)
)
+ ν |Re ξ| |x− Re y|2
+ νχ (Re y)
∣∣∇yΨx,α,ξ0 (Re ξ,Re y)∣∣+O (ν2χ(Re y) |Re ξ|)
≥ ν
C
(
|x− Re y|2 + χ (Re y)
)
〈|ξ|〉 − Cν2 〈|ξ|〉 − C 〈|ξ|〉
≥
(
ν
(
1
C
− Cν
)
− C
)
〈|ξ|〉 ≥ ν 〈|ξ|〉
C
.
(1.87)
Here, we used that if χ(Re y) 6= 1 then |x− Re y| is uniformly bounded from below
(because x is in D) and we assumed that ν was small enough and that   ν.
Beware that (1.87) is only valid for large ξ. However, this bound is sufficient to see,
using Stokes’ Formula and the dominated convergence theorem, that
Puα(x)
0 =
( 〈ξ0〉
2pih
)n ∫
Γ
ei
〈ξ0〉
h Ψx,α,ξ0
(ξ,y)p (x, 〈ξ0〉 ξ) a (α, y) dξdy.
Here, there is no error term since we do not deform near the boundary of Rn ×D′
and the integrand is holomorphic. Notice that the deformation is possible here
because p (x, 〈ξ0〉 ξ) is holomorphic for |Im ξ| ≤ C−1 |Re ξ| for some C > 0 (rather
than for |Im ξ| ≤ C−1 〈Re ξ〉, due to the rescaling).
There is another consequence of (1.87): for some large A (independent of α,
ξ0), we have (recall that 〈ξ0〉 ' 〈|α|〉)
Puα(x)
0 =
( 〈ξ0〉
2pih
)n ∫{
ξ∈Γ
〈|ξ|〉≤A
} ei 〈ξ0〉h Ψx,α,ξ0 (ξ,y)p (x, 〈ξ0〉 ξ) a (α, y) dξdy
+O
(
exp
(
−〈|α|〉
Ch
))
.
We would like to apply the Stationary Phase Method now, but there is an issue: due
to the rescaling, the function ξ 7→ p(x, 〈ξ0〉 ξ) is not uniformly analytic. To make it
works, we need to get rid of small frequencies, and this is where the assumption of
ellipticity on dyΦ is useful.
We choose a point x0 ∈ D and a large constant B > 0. We denote by D˜ the
ball of radius Bη centered at 〈ξ0〉−1∇xΦ(x0, (x0, ξ0)). Then, if x ∈ D′, y ∈ D and
ξ ∈ Rn \D′ we have∣∣∇yΨx,α,ξ0(y)∣∣ = ∣∣∣∣∇xΦ(α, y)〈ξ0〉 − ξ
∣∣∣∣
≥
∣∣∣∣ξ − ∇xΦ(x0, (x0, ξ0))〈ξ0〉
∣∣∣∣− ∣∣∣∣∇xΦ(α, y)〈ξ0〉 − ∇xΦ(x0, (x0, ξ0))〈ξ0〉
∣∣∣∣
≥ Bη −O (η) ≥ Bη
2
,
provided that B is large enough. Hence, by a an application of Taylor’s formula as
above, we see that if (ξ, y) ∈ Γ is such that Re ξ /∈ D˜, 〈|ξ|〉 ≤ A and χ (Re y) = 1 then
the imaginary part of Ψx,α,ξ0 (ξ, y) is uniformly positive (provided that  ν and
 η). But if χ (Re y) 6= 1 then 〈ξ0〉−1 Im Φ (α, y) is uniformly positive (because y
is away from αx) and so is the imaginary part of Ψx,α,ξ0 (ξ, y). Thus, if we introduce
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the new contour
Γ′ =
{
(ξ, y) ∈ Γ : 〈|ξ|〉 ≤ A and Re ξ ∈ D˜
}
,
we see that
Puα(x)
0 =
( 〈ξ0〉
2pih
)n ∫
Γ
′
ei
〈ξ0〉
h Ψx,α,ξ0
(ξ,y)p (x, 〈ξ0〉 ξ) a (α, y) dξdy
+O
(
exp
(
−〈|α|〉
Ch
))
.
The advantage here is that Γ′ is contained in a neighbourhood of size proportional to
η of the critical point y = x and ξ = 〈ξ0〉−1 dxΦ (α, x) of the phase Ψx,α,ξ0 . Moreover,
due to the ellipticity assumption on dyΦ, when 〈ξ0〉 is large, the projection of Γ′ on
the ξ variable is uniformly away from zero, and thus the integral has a holomorphic
extension to a complex neighbourhood of Γ′ of fixed size. From this fact and
the positivity of the phase on the boundary of Γ′, we see that we can apply the
Stationary Phase Method, Proposition 1.6 (see also Proposition 1.3). For this, it
suffices to observe that when x = αx and x and α are real, Im Ψx,α,ξ0 ≥ 0 on Γ′,
Im Ψ > 0 on ∂Γ′ and Ψx,α,ξ0 has a unique critical point in a complex neighbourhood
of Γ′, which is non-degenerate. Indeed, this critical point is given by y = αx = x,
ξ = dxΦ(α, αx). At the critical point, Ψαx,x,ξ0 vanishes and the Hessian is(
D2x,xΦ(α, αx) −1
−1 0
)
,
which is invertible. Proposition 1.6 then applies. Consequently, we have that
Puα(x)
0 = ei
Φ(α,x)
h bx0,ξ0 (α, x) +O
(
exp
(
−〈|α|〉
Ch
))
.
Here bx0,ξ0 is a symbol of order m that satisfies uniform estimate in x0 and ξ0
(because the hypothesis of Proposition 1.6 are uniformly satisfied up to a factor
〈ξ0〉m). Consequently, we have
b(α, x) = bx0,ξ0 (α, x) + e
−iΦ(α,x)O
(
exp
(
−〈|α|〉
Ch
))
= bx0,ξ0 (α, x) + e
−iΦ(α,x)O
(
exp
(
−〈|α|〉
Ch
))
.
On the second line here, we assumed that η was small enough in order to ensure that
the imaginary part of Φ(α, x) was smaller than (2C)−1 〈|α|〉 (recall that Φ(α, αx) = 0
and that αx and x are at distance at most η). Consequently, b inherits the estimate
on bx0,ξ0 , so that b is indeed an analytic symbol of order m.
Since the determinant of the Hessian at the critical point is (−1)n, and the value
of the phase at the critical point is Φ (α, x), we get the first order approximation
b(α, x) = bx0ξ0(α, x) mod hS
1,m+`−1
= p(x,dxΦ(α, x))a(α, x) mod hS
1,m+`−1.

1.3.3. Basic properties of Gevrey pseudors. Now that we have obtained
the necessary basic results regarding the kernels of Gevrey pseudors, we can prove
their basic properties as operators that we stated in §1.3.1. The elimination of
variables Lemma 1.21 will be essential here. We start with the easy observation
that the space of Gevrey pseudors is stable by taking adjoints.
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Proof of Proposition 1.8. If KA(x, y) denotes the kernel of A, then the ker-
nel of A∗ isKA(y, x). Hence, it is clear that the kernel of A
∗ isOGs(exp(−1/(Ch)1/s))
away from the diagonal (because so is KA). Then, it follows from Lemma 1.21 that
the kernel of A∗ is of the form (1.52) in local coordinates (that we may choose
volume preserving) as in the proof of Lemma 1.22. 
It is then straightforward to deduce the mapping properties of Gs pseudors
(Proposition 1.9) from Lemma 1.19 and Proposition 1.8. We turn now to the stability
under composition (Proposition 1.7). The proof relies on Lemmas 1.18,1.19 and
1.21.
Proof of Proposition 1.7. We start by proving that the kernel KPQ of PQ
is small in Gs away from the diagonal. We only need to consider the Gs norm of
KPQ on K = D1 ×D2 when D1 and D2 are disjoint closed balls in M . Then, we
may choose disjoint closed balls D′1 and D
′
2 such that D1 and D2 are contained
respectively in the interior of D′1 and D
′
2. If x ∈ D1 and y ∈ D2, we may write
KPQ(x, y) =
∫
M
KP (x, z)KQ(z, y)dz
=
(∫
D
′
1
+
∫
D
′
2
+
∫
M\(D′1∪D′2)
)
KP (x, z)KQ(z, y)dz.
This splitting of the integral makes sense, considering the singular supports of KP
and KQ. The integral over M \
(
D′1 ∩D′2
)
is easily dealt with since the integrand is
an O(exp(−1/(Ch)1/s)) in Gs. The integral over D′1 is dealt with by Lemma 1.19.
The integral over D′2 is dealt with by Lemma 1.19 after using Lemma 1.21 to write
KQ as the right quantization of a Gs symbol.
We need now to understand the kernel KPQ(x, y) near the diagonal, and this
can be done in local coordinates. Here, the kernel KP may be written as a left
quantization modulo a small Gs error, as in (1.52). We may decompose KQ similarly
and then, applying Lemma 1.21, we can express KQ as a right quantization, i.e.
KQ(x, y) =
1
(2pih)n
∫
Rn
ei
〈x−y,ξ〉
h q(ξ, y)dξ +OGs
(
exp
(
− 1
Ch
1
s
))
,(1.88)
where q is a symbol as in Definition 1.1. In order to fix notations, let us say that
(1.52) and (1.88) hold in a ball D′ (in local coordinates) and that we want to compute
the kernel KPQ(x, y) of PQ in a strictly smaller ball D. The remainder terms in
(1.52) and (1.88) are dealt with as in the non-diagonal case, applying Lemma 1.19,
and we will ignore them.
Let then ψ be a C∞ function from M to [0, 1] that vanishes outside D′ and is
identically equal to 1 on a neighbourhood of D. We may write for x, y ∈ D
KPQ(x, y) =
∫
D
′
KP (x, z)KQ(z, y)ψ(z)dz +
∫
M
KP (x, z)KQ(z, y) (1− ψ(z)) dz.
(1.89)
The second term in the right hand side of (1.89) is a O(exp(−Ch1/s)) in Gs because
it only involves off diagonal parts off KP and KQ. In order to deal with the first
term in (1.89), we apply (1.52) and (1.88) (ignoring the remainder terms as we
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announced it) to write the oscillatory integral
∫
D
′
KP (x, z)KQ(z, y)ψ(z)dz
=
1
(2pih)2n
∫
Rn×Rn×Rn
ei
〈x−z,ξ〉+〈z−y,η〉
h p(x, ξ)ψ(z)q(η, y)dξdzdη
=
1
(2pih)n
∫
Rn
ei
〈x−y,ξ〉
h p(x, ξ)q(ξ, y)dξ
+
1
(2pih)
2n
∫
Rn×Rn×Rn
ei
〈x−z,ξ〉+〈z−y,η〉
h p(x, ξ) (ψ(z)− 1) q(η, y)dξdzdη.
(1.90)
Here, we recognized a Fourier inversion formula. The first term in the right hand
side of (1.90) is of the form prescribed by (ii) in Definition 1.6 thanks to Lemma
1.21. Hence, we only need to prove that the second term in the right hand side of
(1.90) is an O(exp(−1/(Ch)1/s)) in Gs. To do so, notice that the factor 1 − ψ(z)
in the integrand ensures that we only integrate over z’s that are uniformly away
from x and y. Hence, the phase is non-stationary in η and ξ, and we may shift the
contour in η and ξ to prove that the integrable is negligible (as we did in the proofs
of Lemmas 1.18 and 1.19, we do not repeat the details). Notice that we do not need
to shift contour in z, so that it does not matter that ψ is only C∞. 
Now, we use Proposition 1.12 to construct a principal symbol for a G1 pseudor
and prove Proposition 1.10.
Proof of Proposition 1.10. When s > 1, the existence of Gevrey partitions
of unity make the proof an easy consequence of Lemmas 1.18 and 1.23 (see also
Remark 1.27). This is a quite standard procedure and thus we do not detail it (see
for instance [Zwo12, Theorem 14.1] for the C∞ version). Consequently, we turn
now to the case s = 1 which relies on an application of Proposition 1.12.
We can find a phase function Φ, defined near the diagonal of (T ∗M) × (M)
so that on the reals Im Φ ≥ 0, and
Φ(α, x) = 〈x− αx, αξ〉+O(〈|α|〉|αx − x|2),
and for real α, x, we have Im Φ(α, x) ≥ 〈|α|〉|αx − x|2. Then, using the ∂ trick
(Lemma 1.10), we can find a G1 family of coherent states of order 1 with phase Φ
and amplitude 1, denoted uα.
Let P ∈ G1Ψm. According to the previous proposition, Puα is another G1
family of coherent states, and this implies that
p(α) := Puα(αx)
defines an element of S1,m(T ∗M). Since dxΦ(α, αx) = αξ, then (1.82) implies that
p is a G1 principal symbol for P . 
Finally, we use the notion of pseudor with non-standard phase that we introduced
in §1.3.2 to define a quantization procedure for analytic symbols.
Proof of Proposition 1.11. Thanks to Lemma 1.23, the case s > 1 is dealt
with as in the C∞ case: there are Gs partitions of unity. In order to give a
construction for the case s = 1, choose an admissible phase Φ∗ on M , and define
the phase Φ by
Φ(x, α) = −Φ∗(α¯, x¯).
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We can find a kernel k(x, α) holomorphic on
(
M × T ∗M)

such that when αx and
x are close
k(x, α) = ei
Φ(x,α)
h +OL∞
(
exp
(
−〈|α|〉
Ch
))
(1.91)
and k(x, α) is exponentially small if αx and x are away from each other. This follows
from an application of the ∂ trick (Lemma 1.10). Taking p a G1 symbol, one may
check that
KP (x, αx) :=
1
(2pih)n
∫
T
∗
αx
M
k(x, α)p(α)dαξ
is a well defined as an oscillatory integral. It is a distribution on M ×M . It is
O(exp(−1/Ch)) in G1 away from the diagonal. Moreover, near the diagonal we
may apply the Kuranishi trick (Lemma 1.24) in local coordinates to see that KP
is the kernel of a G1 pseudor P with principal symbol p (notice that our definition
of Φ ensures that we retrieve an admissible phase in local coordinates, because we
changed the sign but we also switched variables). We may then set Op(p) = P and
the proof is over. 
Remark 1.28. Notice that the principal symbol of the G1 pseudor with kernel
KΦ,a defined by (1.78) is a(x, ξ, x). However, the Op we have constructed does not
satisfy the usual relations Op(1) = 1. It was the price to pay to be able to build G1
pseudors. This could be worked around, but it is not necessary for our purposes.
1.3.4. Elliptic analytic pseudors. When restricting to G1 pseudors, we can
obtain stronger statements, in particular when they are elliptic. In this section we
prove Theorem 4 and 5.
A parametrix construction. We study now the construction of a parametrix for
an elliptic G1 pseudor A. We will start by focusing on the construction of the formal
symbol of the parametrix of A in the Euclidean case. We will then use this local
construction to prove Theorem 4.
Notice that given formal analytic symbols a =
∑
k≥0 h
kak and b =
∑
k≥0 h
kbk,
we can always define the formal symbol of the composition a#b by
a#b =
∑
k≥0
∑
|α|+`+m=k
hk
α!
∂αξ a`∂
α
x bm.
It is easy to show that it defines in fact a formal analytic symbol. Let a and b be
realizations respectively of a and b (in the sense of Definition 1.3). Let A and B
are G1 pseudors given in local coordinates by the the formula (1.52) with symbols
respectively a and b. We know by Proposition 1.7 that C = AB is a G1 pseudor, so
that it is given in local coordinates by the formula (1.52) with a certain symbol c.
Then, recall Remark 1.27, the symbol c is obtained in the proof of Proposition 1.7
by an application of Lemma 1.21, and, consequently, c is a realization of the formal
symbol a#b. The first step in a parametrix construction is hence the following:
Lemma 1.25. Let U be an open subset of Rn and let m ∈ R. Let the formal
symbol a =
∑
k≥0 h
kak ∈ FS1,m
(
T ∗U
)
be elliptic in the sense that a0 satisfies
(1.53) in any relatively compact subset of U (with a constant C that may depend on
the subset). If Ω is a relatively compact open subset of U , then there is a formal
analytic symbol b of order −m on Ω such that b#a = 1.
The usual C∞ parametrix construction gives a candidate for b, built by induction,
and implies that there can be at most one solution to this problem. However, it is
not clear then that the formal symbol b that we obtain is indeed a formal analytic
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symbol. To do so, we could probably work as in [BDMK67], but we rather adapt
the proof of [Sjo¨82, Theorem 1.5]. Since we only want to establish the regularity of
the solution, we may assume that Ω is a ball.
With a formal analytic symbol a =
∑
k≥0 h
kak ∈ FS1,m
(
T ∗U
)
, we associate
the formal sum of differential operators
F (a) =
∑
k≥0
hkAk,
where Ak is defined by the finite sum
Ak =
∑
`+|α|=k
1
i|α|α!
∂αξ a`(x, ξ)∂
α
x .(1.92)
If b =
∑
k≥0 h
kbk belongs to FS
1,m (T ∗U), we may define similarly a formal sum
F (b) =
∑
k≥0 h
kBk of differential operator. Then, it is natural to define the
composition F (a) ◦ F (b) by
F (a) ◦ F (b) =
∑
k≥0
hk
∑
k1+k2=k
Ak1 ◦Bk2 .(1.93)
Notice that with this convention we have that F (a) ◦ F (b) = F (a#b). Moreover,
we may retrieve the formal symbol a from the operator F (a) by noticing that
ak = Ak(1). Hence, the associativity of ◦ implies the associativity of #.
Now, choose 0 > 0 small and define for t ∈ [0, 0] and λ ∈ N the open subset
Vt,λ of
(
T ∗U
)
0
by
Vt,0 =
{
(x, ξ) ∈ (T ∗U)
0
: d(x,Ω) < t and |Re ξ| < 2
}
and for λ ≥ 1
Vt,λ =
{
(x, ξ) ∈ (T ∗U)
0
: d(x,Ω) < t and 2λ−1 < |Re ξ| < 2λ+1
}
.
Then, we denote by B
(
Vt,λ
)
the Banach space of bounded holomorphic functions
on Vt,λ. It follows then by Cauchy’s formula that there are constants C,R > 0 such
that for all s < t ∈ [0, 0] , λ ∈ N and α ∈ Nd the norm of ∂αx as an operator from
B
(
Vt,λ
)
to B
(
Vs,λ
)
satisfies
‖∂αx ‖t,s,λ ≤ CR|α|α! (t− s)−|α| .
Now, using Cauchy’s formula again and recalling that a is a formal analytic symbol,
we see that, provided that 0 is small enough, there are constants C,R > 0 such that
for all `, λ ∈ N and α ∈ Nd the function ∂αξ a` is bounded by CR|α|+`α!`!2λ(m−`−|α|).
Hence, up to taking C,R > 0 larger, the norm of Ak, defined by (1.92), as an
operator from B(Vt,λ) to B
(
Vs,λ
)
satisfies
‖Ak‖t,s,λ ≤ CRkk!2λ(m−k) (t− s)−k ,
for all k, λ ∈ N and 0 ≤ s < t ≤ 0. Define then for every k ∈ N the quantity (the
index m reminds us that a has order m)
fk,m(a) = sup
0≤s<t≤0
λ∈N
(t− s)k ‖Ak‖s,t,λ
kk2λ(m−k)
.(1.94)
We have then fk,m (a) ≤ CRk and hence for some ρ > 0 the pseudo-norm
‖a‖m,ρ :=
∑
k≥0
ρkfk,m (a)(1.95)
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is finite. Now, notice that if a =
∑
k≥0 h
kak is a formal sum such that ak ∈
Sm−k
(
T ∗Ω
)
is defined on
(
T ∗Ω
)
0
, then we may still define the operator Ak by
(1.92), thus the coefficient fk,m (a) by (1.94) and then the pseudo-norm ‖a‖m,ρ by
(1.95). Then, if there is ρ > 0 such that ‖a‖m,ρ is finite, there are C,R > 0 such
that fk,m (a) ≤ CRk and hence using that ak = Ak (1), we find that a is a formal
analytic symbol in FS1,m(T ∗Ω). From now on, we work with such formal sums of
symbols. The advantage is that we have the following lemma.
Lemma 1.26. Let a and b be formal sums of symbols as above. Assume that
there are m1,m2 ∈ R and ρ > 0 such that ‖a‖m1,ρ and ‖b‖m2,ρ are finite. Then‖a#b‖m1+m2,ρ is finite and
‖a#b‖m1+m2,ρ ≤ ‖a‖m1,ρ ‖b‖m2,ρ .
Proof. To do so, we only need to prove that for all k ∈ N we have
fk,m1+m2 (a#b) ≤
∑
k1+k2=k
fk1,m1 (a) fk2,m2 (b) .(1.96)
We recall that F (a#b) = F (a) ◦ F (b) is given by the formula (1.93). But then, if
0 ≤ s < t ≤ 0 and λ ∈ N, we have (with k1 + k2 = k and any s < u < t)∥∥Ak1 ◦Bk2∥∥t,s,λ ≤ ∥∥Ak1∥∥t,u,λ ∥∥Bk2∥∥u,s,λ
≤ kk11 2λ(m1−k1)(t− u)−k1fk1,m1 (a) k
k2
2 2
λ(m2−k2)(u− s)−k2fk2,m2 (b)
≤ kk11 kk22 (t− u)−k1(u− s)−k22λ(m1+m2−k)fk1,m1 (a) fk2,m2 (b) .
Then, we may choose u such that t− u = (t− s) k1k1+k2 and u− s = (t− s)
k2
k1+k2
to
find that ∥∥Ak1 ◦Bk2∥∥t,s,λ ≤ kk(t− s)−k2λ(m1+m2−k)fk1,m1 (a) fk2,m2 (b) .
From this, (1.96) follows, and the proof of the lemma is thus over. 
We can now prove Lemma 1.25.
Proof of Lemma 1.25. Recall that a is supposed to be an elliptic symbol of
order m. Hence, if we define b0 =
1
a0
then b0 is an analytic symbol of order −m.
Thus, for some ρ0 > 0 we have ‖a‖m,ρ0 < +∞ and ‖b0‖−m,ρ0 < +∞. Then, by
symbolic calculus we have
b0#a = 1− r,
where r is a formal analytic symbol of order 0, with no leading coefficient (that
is r is h times a formal analytic symbol of order −1). Hence, we deduce that for
0 < ρ ≤ ρ0,
‖r‖0,ρ ≤
ρ
ρ0
‖1− b0#a‖0,ρ0 ≤
ρ
ρ0
(
1 + ‖a‖m,ρ0‖b0‖−m,ρ0
)
,
so that ‖r‖0,ρ < 1 if ρ is small enough. Thus, we want to use Von Neumann’s
argument to say that b =
∑
k≥0 r
#k#b0 is the symbol of a parametrix for a.
Applying Lemma 1.26, we see that for every ` ∈ N∥∥∥∥∥∑`
p=0
r#p#b0
∥∥∥∥∥
−m,ρ
≤ ‖b0‖−m,ρ
1− ‖r‖0,ρ
.
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Since r has no leading coefficient, if ` is large enough (depending on k), then
fk,−m (b) = fk,−m
(∑`
p=0 r
#p#b0
)
. In particular, for all N ≥ 0, for `N large
enough,
N∑
k=0
ρkfk,−m(b) =
N∑
k=0
ρkfk,−m
(
`N∑
p=0
r#p#b0
)
≤ ‖b0‖−m,ρ
1− ‖r‖0,ρ
.
Letting N → +∞, we deduce
‖b‖−m,ρ ≤
‖b0‖−m,ρ
1− ‖r‖0,ρ
< +∞,
so that b is a formal analytic symbol for the reason described above. 
Remark 1.29. It will be useful to obtain a version with parameters of Lemma
1.25. We pick a symbol a ∈ S1,m(T ∗U), elliptic of order m > 0. We assume that
there is V ⊆ C, an open set, conical at infinity, so that V ∩ a(T ∗Rn) = ∅. For  > 0,
we see that if we define
W = {z ∈ C : d(z,C \ V ) >  |z|} ,
then, for some δ > 0 and every (x, ξ) ∈ (T ∗Rn) , we have |a(x, ξ)− s| > |a(x, ξ)|
for all s ∈W . Then for s ∈W , the family
s 7→ 1
a− s
is a bounded family of G1 symbols of order −m uniformly elliptic. In particular,
denoting by b(s) the formal symbol such that b(s)#(a− s) = 1, we see that b(s) is a
bounded family of formal symbols when s varies in W . Moreover, from Remark 1.18
and Lemma 1.7, we see that we may choose for s ∈W a realization b(s) of b(s), so
that b(s) defines a bounded family of analytic symbol with measurable dependence
on s.
We are now ready for the:
Proof of Theorem 4. We only construct a left parametrix for P . The con-
struction of a right parametrix is similar, and then a standard argument ensures
that the left and right parametrix coincide.
By compactness of M , we may cover M by a finite number of balls
(
Dj
)
j∈J
such that each Dj is a relatively compact subset a coordinate patch Uj . Since P is
an elliptic G1 pseudor, for each j ∈ J there is a symbol aj , elliptic of order m on Uj
such that in the coordinates on Uj the kernel of P is
Kj(x, y) =
1
(2pih)n
∫
Rn
ei
〈x−y,ξ〉
h aj(x, ξ)dξ +OG1
(
exp
(
− 1
Ch
))
.
We apply Lemma 1.25 to aj to find a formal symbol bj such that bj#aj = 1. Then,
choose a realization bj for bj , and define for x, y in a neighbourhood of Dj ,
Qj(x, y) :=
1
(2pih)n
∫
Rn
ei
〈x−y,ξ〉
h bj(x, ξ)dξ.
(this in the coordinate charts of Uj). Let us assume that Dj ∩D` 6= ∅, and consider
Dj ∩D` ⊂ D ⊂ D′ ⊂ Uj ∩U` open balls relatively compact one in another. Thanks
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to the definition of bj , and since away from the diagonal the kernel of G1 pseudors
are O(exp(−1/(Ch))) in G1, we have in D ×D
(Qj −Q`)(x, y)
=
∫
D
′×D′
(Qj −Q`)(x, z)P (z, z′)Qj(z′, y)dzdz′ +OG1
(
exp
(
− 1
Ch
))
,
= OG1
(
exp
(
− 1
Ch
))
.
Indeed, we can compute the kernel of this composition as in the proof of Proposition
1.7, recalling that the symbols that appear in this computation have the usual
asymptotic expansions (see Remark 1.27), so that our choice of symbols for Qj and
Q` ensure that they are local parametrices for P (up to a negligible kernel). Hence,
the distribution gj,`(x, y) := (Qj − Q`)(x, y), for j, ` ∈ J , is in fact an analytic
function. Moreover, gj,` has a holomorphic extension to a complex neighbourhood
of Dj ∩D` which is an O(exp(−1/(Ch))). It follows from the analytic continuation
principle that, wherever it makes sense, these holomorphic extensions satisfy
Qj(x, y) = Q`(x, y) + gj,`(x, y) and gj,k(x, y) = gj,`(x, y) + g`,k(x, y).(1.97)
For j ∈ J , we choose a complex neighbourhood Wj ⊆ M˜ of Dj small enough so that
gj,` is well-defined on
(
Wj ∩W`
)2
for ` ∈ J . Then, we pick U ⊆ M˜ × M˜ an open
set such that U does not encounter the diagonal. Up to taking the complexification
M˜ of M smaller, we may assume that U ∪ {Wj ×Wj | j ∈ J} is an open cover of
M˜ × M˜ . Then, we pick a corresponding C∞ partition of unity ((χj)j∈J , χU ). As a
first approximation for the kernel of the parametrix Q, we define the distribution
Q0(x, y) =
∑
j
χj(x, y)Qj(x, y)
on M ×M . Of course, due to the use of a C∞ partition of unity, it is very unlikely
for Q0(x, y) to be the kernel of G1 pseudor. We will use a ∂¯ trick to correct that.
For  > 0 small enough, we define a form f of type (0, 1) on (M ×M) by
f(x, y) =

−Qj(x, y)∂¯χU (x, y)−
∑`
∈J
g`,j(x, y)∂¯χ`(x, y) if (x, y) ∈Wj ×Wj
0 if (x, y) /∈ ⋃
j∈J
Wj ×Wj .
Here, the holomorphic extension of Qj(x, y) away from the diagonal is given by
Lemma 1.18 and if one of the g`,j does not makes sense then the ∂¯ in factor vanishes
so that the sum is well-defined. The fact that f is well-defined despite the possible
intersection between cases in its definition comes from (1.97) (use also the fact that
∂¯
(
χU +
∑
j∈J χj
)
= 0). From the estimate on the g`,j and Lemma 1.18, we see
that f is an O(exp(−1/Ch)) on (M ×M).
It follows then from Lemma 1.10 that there are 1 > 0 and a smooth function r
on (T ∗M)1 which is an O(exp(−1/Ch)) and such that ∂¯r = f . We use r to define
a new approximation of the kernel of our parametrix:
Q1(x, y) = Q0(x, y) + r(x, y).
Notice that for x, y in a neighbourhood of Dj , we have
Q1(x, y)−Qj(x, y) = Qj(x, y)χU (x, y) +
∑
`∈J
χ`(x, y)g`,j(x, y) + r(x, y).(1.98)
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The right hand side of (1.98) has a smooth extension to Wj×Wj which is holomorphic
(because ∂¯r = f) and an O(exp(−1/Ch)) (due to Lemma 1.18 and the estimates on
the g`,j ’s and on r). We just proved that
Q1(x, y) = Qj(x, y) +OG1
(
exp
(
− 1
Ch
))
(1.99)
on a neighbourhood of Dj × Dj . Working similarly, we see that Q1(x, y) is an
O(exp(−1/Ch)) in G1 away from the diagonal. Thus, Q1(x, y) is the kernel of a G1
pseudor that we also denote by Q1. From (1.99) and the definition of the Qj ’s, we
see that
Q1P = 1 +OG1
(
exp
(
− 1
Ch
))
.
The right hand side here takes the form 1 +R, with ‖R‖ < 1 as a bounded operator
from (E1,R0)′ to E1,R0 (for some large R0 and provided h is small enough). In that
space, we obtain the 1 +R is invertible, with inverse 1 +R′, so that
R′ = −R−R(1 +R′)R.
From this formula, we deduce that R′ has kernel OG1(exp(−1/Ch)), so that Q =
(1 +R′)Q1 is a G1 pseudor (due to Proposition 1.7), inverse of P . 
Functional calculus for analytic pseudors. This last section is dedicated to
the proof of Theorem 5. Consequently, we denote by A a self-adjoint G1 pseudor,
classically elliptic of order m > 0 whose spectrum is contained in [s,+∞[.
Let us start a few reductions. First of all, up to adding a constant to A, we
may assume that s = 0. Then, for any integer ` ∈ N, we may write
f(A) = (1 +A)
`
(1 +A)
−`
f(A),
hence, we may replace the function f by the function z 7→ f(z)
(1+z)
` , and assume
that N < −3 − nm . Let us state two lemmas before proving Theorem 5. Recall
that A admits a G1 principal symbol a in the sense of Proposition 1.10. Since A is
self-adjoint, we may assume that a is real-valued (up to replace it by (a+ a¯)/2).
Lemma 1.27. Let δ > 0. For h small enough, a is valued in [−δ,+∞[.
Proof. The proof is by contradiction. During this proof, we will write a = ah
and A = Ah to make the dependence on h clearer. Assume that there is a sequence
(hk)k∈N converging to 0 and a sequence of points αk ∈ T ∗M such that for every
k ∈ N we have ahk(αk) < −δ. Since we assumed that Ah is classically elliptic, there
is a constant C > 0 such that for every α ∈ T ∗M and h > 0 small enough, we have
|ah(α)| ≥
〈α〉m
C
− C.
Hence, there is a constant B > 0 such that |ah(α)| ≥ 1 if 〈α〉 ≥ B. Consequently,
the sign of ah is constant on the connected components of
{
α ∈ T ∗M : 〈α〉 ≥ B}.
This sign has to be positive, otherwise it would follow from the Weyl’s law that A
has negative eigenvalues.
It follows that the αk’s remain in a compact subset of T
∗M . Hence, up
to extracting a subsequence, we may assume that (αk)k∈N converges to some
α∞ =
(
α∞,x, α∞,ξ
) ∈ T ∗M . By uniform continuity of the ahk ’s we see that there is
a neighbourhood V of α∞ in T
∗M such that for k large enough and α ∈ V we have
ahk(α) < − δ2 . Now let ϕ be a C∞ function from M to R such that dϕ(α∞,x) = α∞.
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Then, we choose a C∞ function χ from M to R such that χ(α∞,x) = 1 and dϕ(x) ∈ V
for every x in the support of χ. By the (C∞) stationary phase method, we find that
Ahk
(
χe
i ϕhk
)
=
k→+∞
ahk (dϕ)χ+OC∞ (hk) .
However, for k large enough, the spectrum of Ahk is by assumption contained in R+
and thus
0 ≤
〈
Ahk
(
χe
i ϕhk
)
, χe
i ϕhk
〉
=
k→+∞
∫
M
ahk (dϕ(x)) |χ(x)|
2
dx+O (hk)
≤ −δ
4
∫
M
|χ(x)|2 dx,
where the last line holds for k large enough and is absurd. 
Lemma 1.28. Let 1 ∈ ]0, [. For h small enough, we have
f(A) =
1
2ipi
∫
∂U0,1
f(w) (w −A)−1 dw,(1.100)
where the integral converges in L2 operator norm for instance (recall that we reduced
to the case N < −3− nm).
Proof. Let (λk)k∈N denotes the sequence of eigenvalues of A (ordered increas-
ingly and counted with multiplicity) and (ψk)k∈N denotes an associated orthonormal
systems of eigenvectors. By a (C∞) parametrix construction, we see that the re-
solvent of A is bounded from L2 to the Sobolev space Hm, hence we have (it also
follows from Weyl’s law) ∑
k∈N
1
|λk|1+
n
m
< +∞.
The operator f(A) is defined to be
f(A) =
∑
k≥0
f (λk) 〈·, ψk〉ψk,
and, since N ≤ −1− nm , we see that this sum converges in the L2 operator norm.
Now, notice that∑
k≥0
Leb
([
λk − λ
−(1+ nm )
k , λk + λ
−(1+ nm )
k
])
< +∞,
hence, since Leb (R+) = +∞ but the Lebesgue measure of any compact subset of
R+ is finite, we may find a sequence (r`)`∈N of positive real numbers that tends to
+∞, such that for every natural integers k, ` we have
|r` − λk| ≥ λ
−(1+ nm )
k .
It follows that for ` large enough and all k ∈ N we have
|r` − λk| ≥ r
−(2+ nm )
` .
(1.101)
Now, set for ` ∈ N
V` = U0,1 ∩ {z ∈ C : Re z < r`} , I` = U0,1 ∩ {z ∈ C : Re z = r`} ,
and
J` = {z ∈ C : Re z ≤ rl} ∩ ∂U0,1 .
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Then, for ` large, we write Cauchy’s formula
∑
k≥0
λk≤r`
f (λk) 〈·, ψk〉ψk =
1
2ipi
∫
∂V`
f(w) (w −A)−1 dw
=
1
2ipi
∫
J`
f(w) (w −A)−1 dw
+
1
2ipi
∫
I`
f(w) (w −A)−1 dw.
(1.102)
Using the bound ‖(w−A)−1‖
L
2→L2 ≤ | Imw|−1, we see that (w−A)−1 is uniformly
bounded in the L2 operator norm on ∂U0,1 . Hence, since N < −1, the integral in
the right hand side of (1.100) converges. Moreover, we see that the integral over J`
in (1.102) tends to the right hand side of (1.100) when ` tends to +∞. Consequently,
we only need to prove that the integral over I` in (1.102) tends to 0 when ` tends
to +∞ to end the proof of the lemma.
To do so, notice that, for ` large enough, when w ∈ I` then, thanks to (1.101),
the distance between w and the spectrum of A is greater than r
−(2+n/m)
` , so that
we have ‖(w −A)−1‖
L
2→L2 ≤ r
2+n/m
` . Then, using the decay assumption on f and
the fact that the length of I` is a O (r`), we find that the integral over I` in (1.102)
is a O(rN+3+n/m` ). Hence, this integral tends to 0 since we reduced to the case
N < −3− n/m. 
We are now ready to prove Theorem 5.
Proof of Theorem 5. We want to apply Lemma 1.28 with 1 =
3
4. To do
so, we need to check that for w ∈ ∂U0,3/4, the operator (w −A)−1 is a semi-classical
G1 pseudor with principal symbol (w − a)−1. Recall Remark 1.29 and apply Lemma
1.27 with δ = 4 to see that w − a for w ∈ ∂U0,3/4 is uniformly elliptic. We may
then apply Theorem 4 to see that (w −A)−1 is a G1 pseudor.
We explain now why Definition 1.6 remains valid after averaging over ∂U0,3/4.
We prove that f(A) satisfies (ii) in Definition 1.6 (the point (i) is easier to check).
Since (w−A)−1 for w ∈ ∂U0,3/4 is a G1 pseudor, its kernel may be written in local
coordinates:
(w −A)−1(x, y) = 1
(2pih)n
∫
Rn
ei
〈x−y,ξ〉
h pw(x, ξ)dξ +Rw(x, y),(1.103)
where pw is an analytic symbol and Rw is an O(exp(−1/Ch)) in G1. Moreover, it
follows from Remark 1.29 (see also Remark 1.18) and the proof of Theorem 4 that
pw and Rw satisfies uniform bound in w and have a measurable dependence on w.
Consequently, we may average (1.103) over ∂U0,3/4 and find with Lemma 1.28 and
Fubini’s Theorem that (the decay assumption on f ensures the integrability)
f(A)(x, y) =
1
(2pih)n
∫
Rn
ei
〈x−y,ξ〉
h
(∫
∂U0,3/4
f(w)pw(x, ξ)dw
)
︸ ︷︷ ︸
:=q(x,ξ)
dξ
+
∫
∂U0,3/4
f(w)Rw(x, y)dw︸ ︷︷ ︸
:=R(x,y)
.
(1.104)
Due to the uniform bounds on pw and Rw, we see that q is an analytic symbol
and that R is an O(exp(−1/Ch)) in G1. Here, we applied Fubini’s Theorem in an
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oscillating integral, this is made rigorous by integrating against test functions and
doing a finite number of integration by parts. Finally, notice that q is given at first
order by f(a) since pw is given at first order by (w − a)−1. 
CHAPTER 2
FBI transform on compact manifolds
The purpose of this chapter is to present some features of FBI transforms in the
Gevrey classes. We consider fixed (M, g) a compact analytic Riemannian manifold
without boundary. In §2.1, we recall some symplectic geometry in the complex-
ification of T ∗M , introduce the so-called I-Lagrangians, and the corresponding
I-Lagrangian (functional) spaces. We also study the relation between the regularity
of distributions and the decay of their FBI transforms.
In the next section §2.2, we study the action of h-pseudors on I-Lagrangian
spaces. The most technical and crucial arguments of the paper are contained in
§2.2.1. Then, §2.3 is devoted to the precise description of the Bergman projector,
and its applications. In particular §2.3.2 contains the proof of the representation
formula (7). It is closely related to a Toeplitz representation of pseudors on M .
For the convenience of the reader, we start with a summary of the technical
results.
Results: I-Lagrangian deformations and Gevrey pseudors. We recall
here some definitions and notations that are exposed in greater detail in §1.1.1.2. We
will denote the Riemannian volume on M by d volg, or just dx as we will take charts
with Jacobian identically equal to 1. The cotangent space T ∗M will be endowed
with the corresponding (analytic) Kohn–Nirenberg metric gKN . In local charts, it
is equivalent to
gflatKN = dx
2 +
dξ2
〈ξ〉2 .
Given an analytic manifold X, we will denote by (X) its -Grauert tube (see §1.1.1.2
for its definition). It is a geometric version of a complex neighbourhood of X. In the
case of T ∗M , the tube (T ∗M) is an asymptotically conical complex neighbourhood.
It will be convenient to introduce for α ∈ (T ∗M) the Japanese brackets 〈α〉 and
〈|α|〉 defined by (1.6) in §1.1.1.2. Beware that the first is holomorphic, and not the
second one. However, |〈α〉|, Re〈α〉 and 〈|α|〉 are comparable on (T ∗M) for  > 0
small enough. In Definition 2.1 and below, we consider a small implicit parameter
h > 0. Unless specified, all the estimates are supposed to be uniform in h.
We recall that an admissible phase in the sense of Definition 1.7, is a holomorphic
symbol Φ(α, x) of order 1 on T ∗M ×M , defined for x close to αx, so that
Φ(α, x) = 〈αx − x, αξ〉+O(〈|α|〉|αx − x|2), Im Φ ≥
1
C
〈|α|〉|αx − x|2.
Here, we recall that we write α = (αx, αξ) for α ∈ T ∗M .
In general, an FBI transform T (on M) is a linear map between D′(M) and
C∞((T ∗M)). Away from the “diagonal” {x = αx}, its kernel is assumed to decay
at a sufficient rate (which depends on the context), and near the diagonal, (possibly
modulo a remainder) it takes the form
ei
ΦT (α,x)
h a(α, x),
where a is elliptic in some symbol class, and ΦT is an admissible phase.
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Definition 2.1. An analytic FBI transform is an FBI transform T such that
for some C, 0, 1, η > 0, the kernel KT of T is holomorphic in (M × T ∗M)0 and
for (x, α) therein satisfies
(i) for d(x, αx) > 1, we have |KT (α, x)| ≤ Ce−η
〈|α|〉
h ;
(ii) for d(x, αx) ≤ 1,
(2.1)
∣∣∣∣KT (α, x)− eiΦT (α,x)h a(α, x)∣∣∣∣ ≤ Ce−η 〈|α|〉h ;
ΦT being an admissible phase (as defined in Definition 1.7), and a being a semi-
classical analytic symbol, elliptic in the symbol class h−3n/4S1,n/4 (with the subtlety
that a(α, x) is maybe only defined for αx and x close to each other).
An adjoint analytic FBI transform is an operator S : C∞c (T
∗M) → C∞(M)
whose kernel KS(x, β) satisfies that (α, x) 7→ KS(x, α) is the kernel of an analytic
FBI transform.
Remark 2.1. While it does not appear in the notation, the symbol a is allowed
to depend on the small implicit parameter h > 0 (but it has to satisfy estimates
uniformly in h). We say that ΦT is the phase of T and that a is its symbol. The
class of analytic symbol S1,n/4 is defined in Definition 1.4.
If S is an adjoint analytic FBI transform, we say that ΦS(x, α) and b(x, α) are
respectively the phase and the symbol of S if (α, x) 7→ −ΦT (x, α) and (α, x) 7→
b(x, α) are the phase and the symbol of the analytic FBI transform with kernel
(α, x) 7→ KS(x, α).
Recall that the fact that KT is the kernel of T means that if u is a smooth
function on M then Tu is defined by the formula
Tu(α) =
∫
M
KT (α, x)u(x)dx.(2.2)
Notice that if T is an analytic FBI transform, its adjoint T ∗ with respect to the
L2 spaces on M and T ∗M is an adjoint analytic FBI transform, since the kernel of
T ∗ is given by (x, α) 7→ KT (x, α) (the cotangent bundle T ∗M is endowed with its
canonical volume form).
Remark 2.2. If S is an adjoint analytic FBI transform and P is a G1 order 0
elliptic h-pseudor, it follows from Proposition 1.12 in §1.3 that PS is still an adjoint
analytic FBI transform. In fact, if P is a general G1 h-pseudor (not necessarily
elliptic of order 0), then PS still satisfies all the points in the definition of an adjoint
analytic FBI transform but one: the symbol may not be elliptic in the good symbol
class.
Similarly, if T is an analytic FBI transform and P a G1 h-pseudor, then we may
write TP =
(
P ∗T ∗
)∗
. We know that T ∗ is an adjoint analytic FBI transform and
that P ∗ is a G1 h-pseudor (according to Proposition 1.8). Hence, the discussion
above implies that TP satisfies the conditions of Definition 2.1, except that the
symbol a may not be in the good symbol class, and is not necessarily elliptic.
Remark 2.3. Notice that if T is an analytic FBI transform, then it satisfies
Definition 2.2 with arbitrarily small 1, up to taking smaller η and 0 (with 0  1)
and larger C. This elementary fact will be useful later. It implies that, while T is a
global object, its most relevant properties are local.
Our first result, which is an extension of claims (1.10)-(1.12) in [Sjo¨96a], is
the following (its proof may be found in §2.1.3). It is not clear a priori that the
composition of an analytic FBI transform and an adjoint analytic FBI transform
makes sense, we will see in Proposition 2.3 how to define this composition.
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Theorem 6. There exists an analytic FBI transform T , and h0, R0 > 0 such
that for 0 < h < h0, the composition T
∗T makes sense and is the identity operator
on (E1,R0)′.
The space (E1,R0)′ that appears in Theorem 6 is defined precisely in §1.1.1.
This is a space of hyperfunctions that may be understood loosely as “the dual of
the space of real-analytic functions with radius of convergence larger than 1R0
”. The
difference with the transform in [Sjo¨96a] is that our transform is globally analytic
instead of only near the diagonal, so that it acts on (E1,R0)′ instead of just usual
distributions.
We will from now on take T to be an analytic FBI transform given by Theorem
6, and denote S = T ∗. Since its kernel has a holomorphic extension to a complex
neighbourhood of M × T ∗M , for some hyperfunction u, it makes sense to consider
holomorphic extensions of Tu to
(
T ∗M
)
0
. We will prove (Proposition 2.1) that if
u is Gs for some s ≥ 1, when α is at distance . C−1h1−1/s〈|α|〉1/s from T ∗M , with
C > 0 depending on u,
|Tu(α)| ≤ C exp
(
−
( 〈|α|〉
Ch
) 1
s
)
when 〈|α|〉 is large enough.
The relation between the FBI transform and the symplectic geometry on T ∗M
is quite deep. The canonical symplectic form ω = dξ ∧ dx extends to (T ∗M)0 as a
complex symplectic form. Its imaginary part ωI = Imω is a real symplectic form.
Following Sjo¨strand, we say that a submanifold Λ ⊂ (T ∗M)0 is I-Lagrangian if it
is Lagrangian for ωI . Given a real-valued function G, we will denote by H
ωI
G its
Hamiltonian vector field with respect to ωI , in the sense that dG(·) = ωI(·, HωIG ).
To be able to use almost analytic extensions of Gevrey symbols defined on
T ∗M , we will have to restrict our attention to families of Lagrangian submanifolds
(Λh)h>0 such that as h→ 0,
• the Λh’s are uniformly close to T ∗M in C∞ (for the Kohn–Nirenberg
metric),
• in C3 topology, Λh is at distance ≤ τ0h1−1/s〈|α|〉1/s from T ∗M (with τ0
small).
A particular case of such families are given by Λ := eH
ωI
G (T ∗M), where G is a symbol
of order ≤ 1/s, so that HωIG is O(τ0h1−1/s 〈|α|〉1/s) (for the Kohn–Nirenberg metric).
For such examples, we can find a global function H on Λ such that if θ = ξ · dx is
the holomorphic Liouville one form, dH = − Im θ|Λ. We will call such examples
(τ0, s)-Gevrey adapted Lagrangians (see Definition 2.2 for a precise statement).
In §1.3, we have gathered the main elements of a microlocal theory of Gs h-
pseudors, in loose terms those h-pseudors whose symbol satisfies estimates of the
form
|∂αx ∂βξ p| ≤ CR|α|+|β|(α!β!)s〈ξ〉m−|β|.
The main result of the present chapter is the following (see Proposition 2.11 for a
slightly more general statement):
Theorem 7. Let P be a Gs pseudor of order m. Denote by p its principal
symbol, and also one of its Gevrey almost analytic extensions. Then, there exists
R, τ0 > 0 such that, if Λ is a (τ0, s)-Gevrey adapted Lagrangians, then there is
h0 > 0 such that for 0 < h < h0 and for u ∈ E1,R(M)∫
Λ
T (Pu)(α)Tu(α)e−2H(α)/hdα =
∫
Λ
(p(α) +O(h〈|α|〉m−1))|Tu(α)|2e−2H(α)/hdα.
84 2. FBI TRANSFORM ON COMPACT MANIFOLDS
Additionally, E1,R(M) is dense for all h > 0 sufficiently small in
H0Λ :=
{
u ∈ (E1,R0)′
∣∣∣∣ ∫
Λ
|Tu|2e−2H/hdα <∞
}
.
The space E1,R(M) is a space of analytic functions with radius of convergence
∼ 1/R – see §1.1.1 for the definition and a reminder on the notion of almost analytic
extension. The reason for which we need to introduce the function H in Theorem 7
is the following. Certain projectors on the image of T have a structure of FIO with
complex phase. However, to apply the techniques of [MS75], we need the imaginary
part of some phase function to be positive. It is only after the conjugation by eH/h
that this property is satisfied – see Lemma 2.13 and more explanations in §2.2.2.
2.1. Basic properties of the FBI transform
2.1.1. I-Symplectic geometry and I-Lagrangian functional spaces. Let
us start by recalling a few facts on the symplectic geometry of (T ∗M)0 for 0 > 0.
For a reference, we suggest [CdS01]. The usual symplectic form ω = dξ ∧ dx of
T ∗M can be extended to a complex-linear symplectic form on (T ∗M)0 , still denoted
by ω. The Liouville 1-form θ = ξ · dx can also be extended, so that ω = dθ still is
an exact form.
We let ωR = Reω and ωI = Imω. Notice that ωR and ωI are real symplectic
forms on (T ∗M)0 . In local charts with x˜ = x+ iy, ξ˜ = ξ + iη, the expression for ω
is given by
ω = dξ ∧ dx− dη ∧ dy︸ ︷︷ ︸
=ωR
+ i(dη ∧ dx+ dξ ∧ dy)︸ ︷︷ ︸
=ωI
.
We can also express the Liouville 1-form:
θ = ξ · dx− η · dy + i(ξ · dy + η · dx).
Following Sjo¨strand, we will denote with an I objects of symplectic geometric defined
through the use of ωI . For example, the I-Hamiltonian (i.e. w.r.t. ωI) vector field
of a C1 function f is given in the coordinates above by
H
ωI
f = ∇ηf ·
∂
∂x
−∇xf ·
∂
∂η
+∇ξf ·
∂
∂y
−∇yf ·
∂
∂ξ
=
n∑
j=1
∂f
∂ηj
∂
∂xj
− ∂f
∂xj
∂
∂ηj
+
∂f
∂ξj
∂
∂yj
− ∂f
∂yj
∂
∂ξj
,
(2.3)
so that df = ωI(·, HωIf ).
One finds directly that T ∗M is a I-Lagrangian submanifold of (T ∗M)0 . The
idea of [HS86] is to replace it by another I-Lagrangian submanifold. However, we
will not work with any I-Lagrangian subspace of
(
T ∗M
)
0
, we will only consider
adapted I-Lagrangians as we define now (we explain in Remark 2.7 how one could
deal with slightly more general I-Lagrangians).
Definition 2.2. Let s ≥ 1 and τ0 ≥ 0. Let Λ be an I-Lagrangian in
(
T ∗M
)
0
.
We say that Λ is a (τ0, s)-adapted Lagrangian if it takes the form
Λ = eH
ωI
G
(
T ∗M
)
.(2.4)
Here, we assume that G is a real-valued function so that G0 := h
−1+1/sG is a
symbol (in the usual Kohn–Nirenberg class of symbol) on
(
T ∗M
)
0
of order 1/s,
supported in some (T ∗M)1 with 1 < 0. Additionally, we require that (we use
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the covariant derivatives associated to the Kohn–Nirenberg metric to measure the
derivatives of G0)
sup
α∈(T∗M)
0
k≤3
∥∥∥∇kG0(α)∥∥∥
KN
〈|α|〉 1s
≤ τ0.(2.5)
Remark 2.4. If G is as in Definition 2.2, then one easily sees that the vector
field H
ωI
G is complete, so that we can define a (τ0, s)-adapted Lagrangian Λ by
the formula (2.4) (the manifold Λ is then I-Lagrangian since exp(H
ωI
G ) is an I-
symplectomorphism). Notice also that the assumptions on the symbol G impose
that it depends on h, but in a uniform fashion as h→ 0 (in particular, Λ is uniformly
smooth with respect to the Kohn–Nirenberg metric when h tends to 0).
In the applications, the dependence of G on h and τ0 will be fairly explicit since
G will be of the form τ0h
1−1/sG0 with G0 of order 1/s satisfying the assumptions
of Definition 2.2 with τ0 = h = 1.
One may notice that if τ1 ≥ τ0 and s ≥ s˜ then any (τ0, s)-adapted Lagrangian
is also (τ1, s˜)-adapted.
Remark 2.5. Let m ∈ R and Ω be a manifold on which there is a notion
of Kohn–Nirenberg metric and of Japanese bracket (the main examples are the
manifolds T ∗M, (T ∗M˜)0 and an adapted Lagrangian Λ), then we define as usual the
Kohn–Nirenberg class of symbol SmKN (Ω) as the space of C∞ functions a : Ω→ C
such that for every k ∈ N we have (using the covariant derivative associated to the
Kohn–Nirenberg metric):
sup
α∈Ω
∥∥∥∇ka(α)∥∥∥
KN
〈|α|〉m < +∞.
For instance, in Definition 2.2 we ask for G0 ∈ S1/sKN
((
T ∗M
)
0
)
.
Since the adapted Lagrangians are uniformly smooth submanifolds with respect
to the Kohn–Nirenberg, and image of T ∗M under a uniformly smooth flow, the
symbol class SmKN (Λ) is well defined, and to check that a ∈ SmKN (Λ), we can
compute the derivatives either directly on Λ, or through the pullback by exp(H
ωI
G ),
with covariant derivatives or with partial derivatives in coordinates.
The notion of (τ0, s)-adapted Lagrangian is tailored so that it makes sense to
restrict the almost analytic extension of a Gs symbol (as defined in Remark 1.10)
to a (τ0, s)-adapted Lagrangians when τ0 is small. More precisely, if G is as in
Definition 2.2, it follows from the local expression 2.3 for H
ωI
G that the norm of H
ωI
G
for the Kohn–Nirenberg metric is O(τ0h1−1/s 〈|α|〉1/s−1). This essentially proves:
Lemma 2.1. Let s ≥ 1 and T ≥ 0. There is a constant C > 0 such that, for
every τ0 ∈ [0, T ], if Λ is a (τ0, s)-adapted Lagrangian and α ∈ Λ then
| Imα| ≤ Cτ0h1−
1
s 〈|α|〉 1s−1
(On a Grauert tube, we can define | Imα| in a coordinate-free way, see Section
1.1.1.2). In particular, for every  > 0, there is a τ1 > 0 such that, for every
τ0 ∈ [0, τ1], any (τ0, s)-adapted Lagrangian is contained in
(
T ∗M
)

.
In view of this lemma, it will be convenient to consider for  > 0 and δ ∈ [0, 1],
(2.6) (T ∗M),δ :=
{
α ∈ (T ∗M)0 | | Imα| ≤ h1−δ〈|α|〉δ−1
}
.
Observe that (T ∗M),1 = (T
∗M) for  small enough.
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In order to define weighted L2 spaces on adapted Lagrangians, we need to
define a volume form on such Lagrangians. Since we have the Kohn–Nirenberg
metric on Lagrangians, we could take the associated volume form; however it is not
intrinsically related to the geometry of the problem, so it is more relevant to use
another one. To do so, we use the following lemma.
Lemma 2.2. Let s ≥ 1. There exists T > 0 and a constant C > 0 such that, for
every τ0 ∈ [0, T ], if Λ is a (τ0, s)-adapted Lagrangian then the restriction of ωR to Λ
(that we will also denotes by ωR) is symplectic.
Moreover, if G is as in Definition 2.2, and JG denotes the Jacobian of exp(H
ωI
G )
from T ∗M to Λ (both Lagrangians are endowed with the volume form ωnR/n!), then
for every α ∈ T ∗M we have
|JG(α)− 1| ≤ Cτ0h1−
1
s 〈|α|〉 1s−1 .
Proof. Let us use the notations from Definition 2.2. The first idea here would
be to try and prove that exp(H
ωI
G )
∗ωR is close to ωR. For this, one would compute
in local coordinates
LHωIG ωR = d(ıHωIG ωR),
= d
[∇ξG · dη −∇ηG · dξ +∇xG · dy −∇yG · dx] ,
= id(∂ − ∂)G = i(−∂∂ + ∂∂)G,
= −2i∂∂G.
If G|T∗M is real-analytic, and G = Re G˜, where G˜ is a holomorphic extension of the
restriction of G to T ∗M , then this vanishes. However, in general, the coefficients of
∂∂G are symbols of order 1/s, and thus not bounded: it seems we cannot deduce
anything directly from this identity.
However, this problems stems from the fact that we are not measuring the size
of LHωIG ωR in a sensible way. Indeed, the Kohn–Nirenberg metric gives us a metric
on the bundle of forms, so that
dxj ,dyj ,
dξj
〈|α|〉 , and
dηj
〈|α|〉 , j = 1 . . . n,
form a basis in which the matrix (and its inverse) of gKN is bounded. We can thus
replace it by the metric that makes them an orthogonal basis. Computing norms
with this new metric, we find
‖∂∂G‖ = O
(
τ0h
1− 1s 〈|α|〉 1s
)
,
and
‖ωR‖ = O(〈|α|〉), ‖ω−1R ‖ = O(〈|α|〉−1).
According to Taylor’s formula, (ωR)|Λ is thus symplectic, and the Jacobian JG close
to 1. 
From now on, if Λ is an adapted Lagrangian, we will just denote by dα the
2n-form ωnR/n!, which induces a volume form on Λ. We will denote the corresponding
duality pairing
(2.7) 〈f, g〉Λ =
∫
Λ
fg dα.
The natural space in our setting will not be L2(Λ, dα) but rather L2(Λ, e−2H/hdα),
where H is an action associated with Λ, solving
(2.8) dH = − Im θ|Λ.
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Since Λ is I-Lagrangian, we deduce that there are local solutions to this equation.
However, since Λ is assumed to be of the form (2.4), we can find an explicit global
solution, given by
(2.9) H :=
∫ 1
0
(
e(τ−1)H
ωI
G
)∗
(G− Im θ(HωIG ))dτ.
For a proof, we follow the arguments after equation 1.17 in [Sjo¨96a]. Observe that
d(Im θ(H
ωI
G )) = Im d(ıHωIG
θ) = Im(LHωIG θ − ıHωIG dθ) = LHωIG Im θ + dG.
In particular, we get
dH =
∫ τ
0
(
e(τ−1)H
ωI
G
)∗
LHωIG (− Im θ)dτ = − Im θ +
(
e−H
ωI
G
)∗
Im θ.
The second term vanishes when restricting to Λ because Im θ vanishes on T ∗M .
Computing in local coordinates, we get
Im θ(H
ωI
G ) = Im[(ξ + iη)(∇ηG+ i∇ξG)] = η · ∇ηG+ ξ · ∇ξG.
Hence, Im θ(H
ωI
G ) is a symbol of order 1/s and, from (2.3), we get that the derivative
H
ωI
G (Im θ (H
ωI
G )) is a symbol of order −1 + 2/s. In particular, we find that
(2.10) H = G− Im θ(HωIG ) +OC1
((
τ0h
1− 1s
)2
〈|α|〉 2s−1
)
.
The explicit formula (2.9) for H has another consequence. For every s ≥ 1 and
T ≥ 0, there is a constant C > 0 such that if Λ is (τ0, s)-adapted Lagrangian with
τ0 ≤ T then, for every α ∈ Λ, we have
|H(α)| ≤ Cτ0h1−
1
s 〈|α|〉 1s .(2.11)
Let us give a word on the simplest way the symbol G in Definition 2.2 can be
chosen. Let us consider a real valued symbol G0 of order 1/s on T
∗M . Denoting by
G˜0 one of its almost analytic extensions, we put G = τ0h
1−1/s Re G˜0. In that case,
if p ∈ Sm is another real valued symbol with almost analytic extension p˜, we find
that for α ∈ T ∗M and τ near 0 we have
(2.12) p˜(eτH
ωI
G (α)) = p(α) + iτ0h
1−1/s{G0, p}(α) +O(τ20h2−
2
s 〈|α|〉m+ 2s−2),
where
{G0, p} = ∇ξG0 · ∇xp−∇xG0 · ∇ξp.
More generally, to obtain Formula (2.12), instead of taking G = Re G˜0, one can
take, as Sjo¨strand did in [Sjo¨96a], any symbol G that extends G0, and such that
∂y,ηG = 0 on T
∗M .
When m = 1, in the case that s ≥ 2, the remainder in (2.12) is the symbol of
a bounded operator. However, we will be interested in the case that s can be any
number in [1,+∞[. Then, the remainder is not bounded as α→∞. To circumvent
this, in Section 3.1.1, we will build G directly on (T ∗M)0 . This construction will
not yield a G such that ∇y,ηG = 0 on T ∗M . Since Sjo¨strand only considered
compactly supported deformations, he could ignore this subtlety. In [Sjo¨96a], the
fact that ∇y,ηG vanishes on T ∗M served two purposes. The first is Formula (2.12),
and the second is a quick proof that the Jacobian of exp(H
ωI
G ) is close to 1. For the
rest, that assumption is not necessary, and we can remove it.
Equipped with this viaticum of symplectic geometry, we can define the functional
spaces associated to adapted Lagrangians. Beforehand, we have to check that there
actually exists an analytic FBI transform in the sense of Definition 2.1. First, we
observe that
−〈αξ, exp−1αx (x)〉+ i
〈α〉
2
d(x, αx)
2
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defines an admissible phase in the sense of Definition 1.7. From now on, we fix an
admissible phase ΦT (not necessarily equal to the phase above).
Lemma 2.3. Let a be an elliptic symbol in h−
3n
4 S1,
n
4 . There exist an analytic
FBI transform with symbol a and phase ΦT .
Proof. We consider eiΦT (α,x)/ha(α, x). It is holomorphic and well-defined
when (α, x) ∈ (T ∗M)

× (M) satisfies d(x, αx) < δ, for some , δ > 0. Moreover,
for some C, 1 > 0, it is smaller than C exp(−C−1〈|α|〉/h) when d(Rex,Reαx) > 1.
Hence, if we choose a bump function χ : M ×M → [0, 1] such that χ(x, y) = 1 if
d(x, y) ≤ 1 and χ(x, y) = 0 if d(x, y) ≥ δ/2 (we may assume that 1 is arbitrarily
small), then the Cauchy–Riemann operator applied to
(α, x) 7→ χ (Reαx,Rex) ei
ΦT (α,x)
h a(α, x)(2.13)
gives an O(exp(−C−1 〈|α|〉 /h)) for (α, x) ∈ (T ∗M)

× (M). In particular, we
can apply Lemma 1.10 to (2.13), and we find a globally analytic kernel KT (α, x)
satisfying the desired properties. 
From now on, in this section, we will assume that T is some fixed analytic FBI
transform, and S a fixed adjoint analytic FBI transform (see Definition 2.1), with
symbols and phases respectively a and ΦT and b and ΦS . Since KT is analytic,
there is a R > 0 such that Tu(α) is well-defined by Formula (2.2) for u ∈ (E1,R)′,
and α ∈ (T ∗M)0 (where 0 is from Definition 2.1).
We will also, for τ0 > 0 small, fix Λ a (τ0, 1)-Gevrey adapted Lagrangian
(with associated symbol G ∈ S1KN
((
T ∗M
)
0
)
, and action H). Notice that, since
Λ ⊂ (T ∗M)
0
, for u ∈
(
E1,R
)′
the FBI transform Tu is well-defined on Λ (provided
that τ0 is small enough).
We define the FBI transform TΛ associated with Λ by the formula TΛu = (Tu)|Λ.
We also define SΛ on C
∞
c (Λ) by
SΛv(x) =
∫
Λ
KS(x, α)v(α)dα.
We can now define the scale of spaces that we are going to use in the following.
First of all, let us denote for k ∈ R the weighted L2 space on Λ
L2k (Λ) = L
2
(
Λ, 〈|α|〉2k e− 2Hh dα
)
,(2.14)
where we recall that dα denotes the volume form associated to the symplectic form
ωR on Λ and that H is the action defined by (2.9) and that satisfies (2.8). For
k ∈ R we define then the space (for R > 0 large enough)
(2.15) HkΛ =
{
u ∈ (E1,R)′ : TΛu ∈ L2k (Λ)
}
endowed with the norm (we will see later that this is indeed a norm)
(2.16) ‖u‖HkΛ = ‖TΛu‖L2k(Λ)
and its analogue on the FBI side
(2.17) HkΛ,FBI =
{
TΛu : u ∈ HkΛ
}
⊂ L2k(Λ).
We will also need the spaces
H∞Λ =
⋂
k∈R
HkΛ and H∞Λ,FBI =
⋂
k∈R
HkΛ,FBI.(2.18)
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We cannot say much about these spaces yet, but their basic properties will follow
from the study of the FBI transform TΛ in §2.1.2 and §2.1.3 below. Before that, let
us end this section with two remarks concerning the classes of manifolds Λ allowed
in Definition 2.2.
Remark 2.6. Definition 2.2 of adapted Lagrangians may seem restrictive. There
are two fundamental items that we will need in order to work with a manifold
Λ. First, we need to control the distance between Λ and T ∗M (this is done using
Lemma 2.1) and ensure that some transversality conditions satisfied by T ∗M remain
true for Λ. Hence, it is natural to ask for Λ to be close to T ∗M in some Ck sense.
The second required item is a global solution to the equation (2.8) on Λ (we
discuss in Remark 2.7 how one could relax this condition). This is ensured by the
fact that the Lagrangian Λ is of the form (2.4) for a real-valued function G. Let us
now explain briefly why it is reasonable to ask for Λ to be of the form (2.4) if we
want (2.8) to have a global solution H on Λ.
By the Weinstein Tubular Neighbourhood Theorem, T ∗M has a neighbourhood
in
(
T ∗M
)
0
which is symplectomorphic (when endowed with ωI) to a neighbourhood
of the zero section in T ∗
(
T ∗M
)
(endowed with its canonical symplectic form). Then,
if Λ is a I-Lagrangian C∞ close to T ∗M , it corresponds through this symplectomor-
phism to a Lagrangian submanifold Λ˜ of T ∗
(
T ∗M
)
close to the zero section. Hence
Λ˜ is the graph of a 1-form γ on T ∗M (we ignore non-compactness issues in this
informal discussion). The fact that Λ˜ is Lagrangian implies that γ is closed. In
these new coordinates, the existence of a global solution to (2.8) is equivalent to the
exactness of γ. Hence, there is a function f defined on T ∗M such that df = −γ.
Now, if we define G on T ∗
(
T ∗M
)
by G(x, ξ) = f(x), we see that Λ˜ is the image of
T ∗M by the time 1 map of the Hamiltonian flow defined by G.
Consequently, having Λ of the form (2.4) is the exact geometric condition that
we need if we want (2.8) to have a global solution H on Λ.
Remark 2.7. As we explained in Remark 2.6, we make the assumption that Λ
is of the form (2.4) in order to ensure that (2.8) as a global solution H on Λ. Let
us describe a possible way to work without the existence of such a H. Since − Im θ
is closed, it defines an element of the homology group H1 (Λ). Thus, we can use it
to define a line bundle over Λ in the following way: if Λ̂ denotes the universal cover
of Λ then we define an action of the fundamental group pi1 (Λ) of Λ on Λ̂× C by
c · (x, u) =
(
c · x, e
∫
c ρ
h u
)
,
where c · x denotes the action of pi1 (Λ) on Λ̂ and ρ is the lift of − Im θ to Λ̂. Then,
the quotient of Λ̂× C by this action defines a complex line bundle L over Λ (that
may depend on h). Then, let H : Λ̂→ R be such that dH = ρ and defines the map
A from Λ̂× C to itself by
A (x, u) =
(
x, e−
H(x)
h u
)
,
and notice that for (x, u) ∈ Λ̂× C we have
A (c · (x, u)) =
(
c · x, e
−H(c·x)+∫c ρ
h u
)
=
(
c · x, e−H(x)h u
)
= c ∗A ((x, u)) ,
where ∗ denotes the action of pi1 (M) on the first coordinates only (that is c∗(x, u) =
(c · x, u)). Consequently, A defines in the quotient a vector bundle morphism
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A : L→ Λ×C that can be used to replace the multiplication by e−Hh . For instance,
instead of working with the space L2(Λ, e−2H/hdα) (as we will do below), we would
have to work in this case with the space of sections u of L such that Au belongs to
L2 (Λ,dα).
Of course, to deal with such a Lagrangian, we should use a FBI transform that
sends functions on M to sections of L. It is likely that most of the analysis may be
adapted to this more general case. Notice however that some additional difficulties
arise (for instance, one has to say something about the dependence of L on h when
applying Ho¨rmander’s solution to the ∂¯ equation in order to construct the kernel of
the FBI transform). However, since we were not aware of any problem that would
require to work with Lagrangians that are not of the form (2.4), we did not pursue
this line of work.
2.1.2. The FBI transform acting on Gevrey functions and ultradis-
tributions.
2.1.2.1. Gevrey regularity on the FBI side. To simplify manipulations later on,
let us here study the continuity of analytic FBI transforms on some functional
spaces. We will develop the idea that the regularity of an ultradistribution u on M
translates into decay for its FBI transform Tu.
The notations are the same as in the previous paragraph §2.1.1: T is some fixed
analytic FBI transform, and S a fixed adjoint analytic FBI transform (see Definition
2.1), with symbols and phases respectively a and ΦT and b and ΦS . For some
small τ0 > 0, we denote by Λ a (τ0, 1)-Gevrey adapted Lagrangian (with associated
symbol G ∈ S1KN
((
T ∗M
)
0
)
, and action H).
In order to highlight the idea that the regularity of an ultradistribution on M
may be understood through the decay of its FBI transform, let us introduce the
following norms. Let s ≥ 1, r ∈ R. If f is a function from Ω ⊂ (T ∗M)0 to C, let
‖f‖Ω,s,r := sup
α∈Ω
|f(α)| exp
(
−r 〈|α|〉 1s
)
∈ R+ ∪ {+∞} .
Then we define F s,r (Ω) to be the Banach space of continuous function f : Ω→ C
such that ‖f‖Ω,s,r < +∞.
We define then the following spaces of functions on the Lagrangian Λ. For s ≥ 1
introduce the space of functions decaying at least exponentially
Gs (Λ) :=
⋃
r<0
F s,r (Λ) ,
and the space of functions diverging slower than any exponential
Us (Λ) :=
⋂
r>0
F s,r (Λ) .
These spaces are endowed respectively with the inductive and projective limit
structure (in the category of locally convex topological vector spaces). Notice that
Gs (Λ) is dense in Us (Λ) (just multiply by a bump function) and that the L2 pairing
(2.7) in Λ gives a natural duality bracket between Us (Λ) and Gs (Λ). The spaces
Gs (Λ) and Us (Λ) are natural analogues of Gs (M) and Us (M) on the FBI side.
Indeed, we have the following results.
Proposition 2.1. Let s˜ > s ≥ 1 and assume that Λ is a (τ0, s˜)-Gevrey adapted
Lagrangian with τ0 small enough. Then, the transform TΛ is continuous from Gs (M)
to Gs (Λ) and from Us (M) to Us (Λ).
Proposition 2.2. Let s˜ > s ≥ 1 and assume again that Λ is a (τ0, s˜)-Gevrey
adapted Lagrangian with τ0 small enough. Then, the transform SΛ is continuous
from Gs (Λ) from Gs (M) and admits a continuous extension from Us (Λ) to Us (M).
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If Propositions 2.1 and 2.2 give a good idea of the link between regularity on M
and decay on the FBI side, they are not precise enough for what we intend to do. In
particular, when dealing with Gs Anosov flows, we want to consider (τ0, s)-adapted
Lagrangians, in order to get the best results possible. Thus, we need more precise
estimates that explains how (τ0, s)-adapted Lagrangians relate with Gs functions
and associated ultradistributions. We will then deduce Propositions 2.1 and 2.2
from these estimates.
2.1.2.2. Explicit estimates. The main goal of this section set, we go into details.
We want to understand first the growth of TΛu when u is either a Gevrey function
or an ultradistribution. Since TΛu is the restriction of Tu to Λ, and in view of
Lemma 2.1, we will study the growth of Tu inside a sub-conical neighbourhood of
T ∗M , as defined in (2.6).
We start by studying Tu when u is smooth. To do so, we use the non-stationary
phase method – Proposition 1.5. Since the phase of T is non-stationary only for
large α, we need another bound for small α’s. We use the following elementary
bound: there is C > 0 such that, for every α ∈ (T ∗M)0 and every bounded function
u on M , we have
|Tu(α)| ≤ C ‖u‖L∞(M) h−
3n
4 〈|α|〉n4 exp
(
C
〈|α|〉 |Imα|
h
)
.(2.19)
The bound (2.19) follows from an immediate majoration of the kernel of T , using
the fact that the imaginary part of ΦT is positive on T
∗M ×M . Notice also that,
since Tu is holomorphic, the bound (2.19) is in fact a symbolic estimate.
To understand Tu(α) for large α when u is Gevrey, we will rely on the following
estimate.
Lemma 2.4. Let s ≥ 1. For every R > 0, there are constants C, τ1 > 0 such
that, for every α ∈ (T ∗M)
τ1,1/s
such that 〈|α|〉 ≥ C, and every u ∈ Es,R (M), we
have
|Tu(α)| ≤ C ‖u‖
E
s,R exp
(
− 1
C
( 〈|α|〉
h
) 1
s
)
.(2.20)
In particular, if r ≥ −1/Ch1/s and if Λ is a (τ0, s)-adapted Lagrangian with τ0 small
enough, then TΛ is bounded from E
s,R (M) to F s,r (Λ).
Then, we want to understand the growth of Tu(α) when u is an ultradistribution.
To do so, we only need to understand the size of the kernel of T in Gevrey norms.
We will prove the following estimate, using the Bochner–Martinelli Trick, Lemma
1.4.
Lemma 2.5. Let s ≥ 1. For every  > 0, there are constants C, τ1, R > 0 such
that for every α ∈ (T ∗M)τ1,1/s we have
‖y 7→ KT (α, y)‖Es,R ≤ C exp
(

( 〈|α|〉
h
) 1
s
)
.(2.21)
In particular, for u ∈
(
Es,R (M)
)′
and α ∈ (T ∗M)τ1,1/s, we have
|Tu(α)| ≤ C ‖u‖(Es,R)′ exp
(

( 〈|α|〉
h
) 1
s
)
.
Consequently, if r ≥ h−1/s and Λ is a (τ0, s)-adapted Lagrangian for τ0 small
enough, then TΛ is bounded from
(
Es,R (M)
)′
to F s,r (Λ).
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The same argument gives an estimate on the kernel of S.
Lemma 2.6. Let s ≥ 1. For every  > 0, there are constants C, τ1, R > 0 such
that for every α ∈ (T ∗M)τ1,1/s we have
‖y 7→ KS(α, y)‖Es,R ≤ C exp
(

( 〈|α|〉
h
) 1
s
)
.(2.22)
In particular, if r < −h−1/s and Λ is a (τ0, s)-adapted Lagrangian with τ0 small
enough then SΛ is bounded from F
s,r (Λ) to Gs (M).
It is understood that, since Tu is holomorphic, the estimates from Lemmas 2.4
and 2.5 are in fact C∞ estimates, due to Cauchy’s formula.
Proof of Lemma 2.4. Choose τ1  1 and, for α ∈
(
T ∗M
)
τ1,1/s
, write
Tu(α) =
∫
M
KT (α, y)u(y)dy.(2.23)
Then, we choose a small ball D in M and assume that Reαx remains in D, uniformly
away from the boundary of D (at a distance much larger than τ1). The results for
all α follows then immediately from a compactness argument. We split then the
integral (2.23) into the integral over D and the integral over M \D, that we denote
respectively by TDu(α) and TM\Du(α). The quantity TM\Du(α) is defined by
integration over y’s that remain uniformly away from Reαx and hence the definition
of KT implies that (recall Remark 2.3, we bound the L
∞ norm by the Es,R norm)∣∣∣TM\Du (α)∣∣∣ ≤ C ‖u‖Es,R exp(−〈|α|〉Ch
)
.(2.24)
Consequently, we may focus on TDu(α). Up to an error term which satisfies the
same kind of bound as TM\Du(α), and that we will consequently ignore, we have
TDu(α) =
∫
D
ei
ΦT (α,y)
h a(α, y)u(y)dy.(2.25)
By taking D small enough, we may work in local coordinates. We want now to apply
Proposition 1.5. To do so, we need to check the hypotheses (i)-(iii). Hypothesis (i)
is an immediate consequence of the point (i) in Definition 1.7 of an admissible phase
that is satisfied by ΦT . Hypothesis (ii) follows from the point (iv) in Definition
1.7 and the fact that αx remains uniformly away from the boundary of D. Finally,
hypothesis (iii) is satisfied because dyΦT (α, αx) = −αξ.
We can consequently apply Proposition 1.5, ending the proof of the lemma. 
Proof of Lemma 2.5. We will apply the Bochner–Martinelli trick Lemma
1.4 to the function
fα,h : y 7→ KT (α, y) exp
(
−
( 〈|α|〉
h
) 1
s
)
with “λ = 〈|α|〉 /h”. Since the imaginary part of ΦT (α, y) is non-negative when
α and y are real, we see that if α ∈ (T ∗M)τ1,1/s and y is at distance at most
τ1(〈|α|〉 /h)1/s−1 of M we have∣∣fα,h(y)∣∣ ≤ C exp
(
− 
2
( 〈|α|〉
h
) 1
s
)
,
for some C > 0. Point (ii) in Lemma 1.4 is trivially satisfied since fα,h is holomorphic.
We can consequently apply the Bochner–Martinelli Trick with “λ = 〈|α|〉 /h” to
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find that fα,h is uniformly bounded in E
s,R (M) for some R > 0. The bound (2.21)
follows. 
The proof of Lemma 2.6 is similar and we omit it. We are now in position to
prove Propositions 2.1 and 2.2.
Proof of Proposition 2.1. We assume that s˜ > s ≥ 1 and that Λ is a
(τ0, s˜)-adapted Lagrangian with τ0 > 0 small. Let R > 0 and apply Lemma 2.4.
Using the notations from Lemma 2.4, we see that if α ∈ Λ is large enough then
α ∈ (T ∗M)τ1,1/s (this is a consequence of Lemma 2.1 because s˜ > s). Consequently,
if u ∈ Es,R (M), we can use the estimate (2.20) to bound TΛu(α) for large α. For
small α, we can always use the bound (2.19). Hence, we see that TΛ is bounded
from Es,R (M) to F s,r (Λ) for any r > −C−1h−1/s. The operator norm of TΛ may
depend on h, but we do not care about it here. We just proved that TΛ is bounded
from Gs (M) to Gs (Λ).
We turn to the continuity from Us (M) to Us (Λ). To do so choose r > 0 and
apply Lemma 2.5 for  = rh1/s/2 (as above, we do not care about the dependence on
h of the bound, and can consequently work with h fixed). Using the notations from
Lemma 2.5, we see as above that if α ∈ Λ is large enough then α ∈ (T ∗M)τ1,1/s.
Consequently, if u ∈ Us (M) ⊆ (Es,R(M))′ (where R > 0 is given by Lemma 2.5),
we can use the estimate (2.20) to bound TΛu(α) for large α in term of the norm
of u in (Es,R(M))′. For small α, we just apply an elementary bound, using that
the kernel of T is analytic and a compactness argument. Hence, we see that TΛ is
bounded from Us (M) to F s,r (Λ). Since r > 0 is arbitrary, TΛ is bounded from
Us (M) to Us (Λ). 
Proof of Proposition 2.2. The continuity of SΛ from G
s (Λ) to Gs (M)
follows from Lemma 2.6, using Lemma 2.1 as in the proof of Proposition 2.1.
To extend SΛ from U
s (Λ) to Us (M), just notice that the formal adjoint of S is
(by definition) an analytic FBI transform. Consequently, the formal adjoint of SΛ is
bounded from Gs (M) to Gs (Λ) by Proposition 2.1. Since the duality pairing (2.7)
embeds Gs (Λ) into the strong dual of Us (Λ), it follows that SΛ has a continuous
extension from Us (Λ) to Us (M). 
The next section is dedicated to the study of the composition SΛTΛ. However,
due to the sometimes intricate boundedness properties of TΛ and SΛ, it is not
always clear that this composition makes sense. We end this section by a result that
explains why this composition is well-defined.
Proposition 2.3. Let R1 > 0 be large enough. Then for R0 > 0 large enough
and τ0 small enough, there is a r > 0 such that, if Λ is a (τ0, 1)-adapted Lagrangian
with τ0 small enough, then TΛ is continuous from (E
1,R0)′ to F 1,r(Λ), and SΛ has
a continuous extension from F 1,r(Λ) to (E1,R1)′, so that SΛTΛ has a continuous
extension from (E1,R0)′ to (E1,R1)′ (here r may depend on h but the quantification
on R0 and τ0 does not).
In the same fashion, for every R1 > 0 large enough, there is a r > 0, such that,
provided that τ0 is small enough, for every k ∈ R, the operator SΛ is bounded from
L2k (Λ) to (E
1,R1)′ and TΛ is bounded from (E
1,R1)′ to F 1,r (Λ), so that TΛSΛ is
bounded from L2k (Λ) to F
1,r (Λ).
Proof. Choose R1 > 0. Let Λ be a (τ0, 1)-adapted Lagrangian for τ0 > 0
small. From Lemma 2.4 and a duality argument as in the proof of Proposition
2.2, we see that there is C > 0 such that, provided that τ0 is small enough, SΛ is
bounded from (E1,R1(M))′ to F s,r(Λ) with r = (Ch)−1. Now, applying Lemma 2.5
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with  = 1/C, we see that, provided that τ0 is small enough, there is R0 > 0 such
that TΛ is bounded from (E
1,R0(M))′ to F 1,r (Λ). Consequently, the composition
SΛTΛ is well-defined and continuous from (E
1,R0)′ to (E1,R1)′. Of course, we can
always take R0 larger, since it only makes (E
1,R0)′ smaller.
The proof of the second statement is similar. One just need in addition to notice
that it follows from (2.11) that, for any c > 0, if Λ is a (τ0, 1)-adapted Lagrangian
with τ0 small enough then we may use (2.7) to pair elements of L
2
k (Λ) with elements
of F 1,r (Λ) where r = −ch. Thus SΛ has a continuous extension from L2k (Λ) to(
E1,R1
)′
if τ0 is small enough. 
Remark 2.8. Integrating by parts, one can show that T maps continuously
C∞(M) to the space of maps on T ∗M that decay faster than any power of 〈|α|〉−1
at infinity (h being fixed). Similarly, basic estimates on the kernel of S shows that
it maps the space of maps on T ∗M that decay faster than any power of 〈|α|〉−1 at
infinity continuously into C∞ (M).
2.1.3. Finding a good FBI transform.
2.1.3.1. Consequences of Theorem 6 and reduction of its proof. This section is
devoted to proving the existence of an FBI transform T such that T ∗T = 1 (Theorem
6), some of its consequences and its proof. The first consequence of Theorem 6 is
Corollary 2.1. There is an R0 > 0 such that E
1,R0(M) is dense in C∞(M),
and, for every R1 > 0 large enough, there is an R2 > 0 such that, E
1,R0 is dense in
(E1,R2)′ for the topology induced by (E1,R1)′.
Proof. If u belongs to C∞ (M) or (E1,R2)′, we want to approximate u by
un := T
∗
(
χ
( 1
n
〈|α|〉)Tu),
where χ ∈ C∞c (R) is equal to 1 around 0. It follows from Lemma 2.5 that the un’s
belongs to E1,R0 for R0 large enough (that does not depend on u). If u ∈ C∞ (M),
then it follows from Remark 2.8 that un tends, when n tends to +∞, to T ∗Tu = u
in C∞ (M). Now, if u ∈ (E1,R2)′, we see as in the proof of Proposition 2.3 that un
tends to T ∗Tu = u in (E1,R1)′ provided that R2  R1. 
Now that we have this density statement, we can consider the composition SΛTΛ
for Λ an adapted Lagrangian.
Lemma 2.7. Assume that T is given by Theorem 6, and that S = T ∗ is the
corresponding adjoint transform. Then, for every R > 0 large enough, if Λ is a
(τ0, 1)-Gevrey adapted Lagrangian with τ0 small enough, then, for h small enough,
SΛTΛ = I when acting on (E
1,R)′.
Proof. First of all, recall that, thanks to Proposition 2.3, the operator SΛTΛ
is well-defined on (E1,R)′ when R is large enough (taking value in a space which is
a priori larger).
From Proposition 2.3, we see that, provided that τ0 is small enough, there are
R1, R2 > 0 such that SΛTΛ is continuous from (E
1,R1)′ to (E1,R2)′. Moreover, we
may assume that R1 is arbitrarily large (since it makes (E
1,R1)′ smaller) and hence
apply Corollary 2.1 to see that, provided that R > 0 is large enough, E1,R0 is dense
in (E1,R)′ for the topology of (E1,R1)′. Consequently, we only need to prove that
SΛTΛu = u for u ∈ E1,R0 .
However, for u ∈ E1,R0 , it follows from Lemmas 2.1 and 2.4 that, provided that
τ0 is small enough (depending on R0), the integral in the following right-hand side
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is convergent
(2.26) SΛTΛu(x) =
∫
Λ
KS(x, α)Tu(α)dα.
Moreover, the integrand in (2.26) is holomorphic and rapidly decreasing (due to
Lemmas 2.4 and 2.6). Hence, we may apply Stokes’ Formula to shift contours
in (2.26) and replace the integral over Λ by an integral over T ∗M , proving that
SΛTΛu = T
∗Tu = u, and hence the lemma. 
Remark 2.9. Mind that SΛ is not a right inverse for TΛ. Indeed, TΛ is not
surjective, since its image only contains smooth function. In fact, we will form the
projector ΠΛ = TΛSΛ on the image of TΛ. The study of the operator ΠΛ, and more
generally of operators of the form TΛPSΛ, will be carried out in §2.2.1.
From Lemma 2.7, the basic properties of the functional spaces introduced in
§2.1.1 follow.
Corollary 2.2. Let s ≥ 1 and Λ be a (τ0, s)-adapted Lagrangian with τ0 small
enough. Under the assumptions of the previous lemma, for every k ∈ R, the space
HkΛ (defined by (2.15)) is a Hilbert space and the space HkΛ,FBI is a closed subspace
of L2k (Λ).
Moreover, for R0 large enough, τ0 small enough (depending on R0), and all
k ∈ R,
(2.27) Es,R0 ⊆ HkΛ ⊆
(
Es,R0 (M)
)′
.
If 1 ≤ s˜ < s then, provided that τ0 is small enough, for every k ∈ R, we have
G s˜ (M) ⊆ HkΛ ⊆ U s˜ (M) .
All these inclusions are continuous.
Proof. Since TΛ has a left inverse, the equation (2.16) indeed defines a norm
(provided that R is chosen large enough in (2.15) so that Lemma 2.7 applies). Notice
then that the spaces HkΛ and HkΛ,FBI are isometric, so that the completeness of HkΛ
is equivalent to the closedness of HkΛ,FBI.
In order to prove the closedness of HkΛ,FBI in L2k (Λ), we will explain how R is
chosen in (2.17). First of all, choose R large enough so that Lemma 2.7 applies.
We want also that R is large enough so that, by Proposition 2.3 and for τ0 small
enough, SΛ is bounded from L
2
k (Λ) to (E
1,R)′, and ΠΛ is bounded from L
2
k (Λ) to
some F 1,r.
With these conditions in mind, let (un)n∈N be a sequence in HkΛ,FBI that
converges to u in the space L2k (Λ). Then (ΠΛun)n∈N converges to ΠΛu in F
1,r,
hence pointwise. But, since ΠΛun = un for n ∈ N (because our choice of R ensures
that Lemma 2.7 applies), we see that u = ΠΛu = TΛSΛu ∈ H0Λ,FBI (here we use the
fact the SΛu ∈ (E1,R)′ thanks to our choice of R). It follows that HkΛ,FBI is closed
in L2k (Λ).
The last statement follows from Propositions 2.1, 2.2. To get the more precise
estimates (2.27), one just need to apply the more precise estimate Lemma 2.4,
recalling (2.11) to control the size of H. This gives immediately the first inclusion,
the second one is obtained by a duality argument. 
The proof of Theorem 6 relies on the following lemma:
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Lemma 2.8. Let T and S be respectively an analytic and an adjoint analytic
FBI transform, whose phases satisfy ΦS(x, α) = −ΦT (α, x). Then the operator ST
is a G1 pseudor of order 0 on M . Moreover, its principal symbol is
α 7→ 2n(hpi) 3n2 a(α, αx)b(αx, α)√
det d2x Im ΦT (α, αx)
,
where a and b are the symbols of T and S respectively. In particular, the analytic
pseudor ST is elliptic of order 0.
Proof of Theorem 6. We start by taking an analytic transform T 0 with
symbol a(α, x) = 2−
n
2 (hpi)
− 3n4 (det d2x Im ΦT (α, αx))
1/4, and applying Lemma 2.8,
we deduce that P = (T 0)∗T 0 is an elliptic G1 pseudor with principal symbol 1.
Additionally, it is self-adjoint on L2. Since the principal symbol of P is 1, it follows
from G˚arding’s inequality that there is C > 0 such that, for h small enough, the
spectrum of P is contained in [C−1, C]. In particular, the inverse square root of P
is well-defined (by the functional calculus for self-adjoint operators) and given by
the formula
P−
1
2 =
1
2ipi
∫
γ
(w − P )−1 dw√
w
,(2.28)
where γ is a curve in {z ∈ C : Re z > 0} that turns around the segment [C−1, C].
Since the principal symbol of P is 1, we see that all the w − P for w ∈ γ are
semi-classically elliptic and hence it follows from Theorem 4 that (w − P )−1 is a
semi-classical G1 pseudor. Moreover, this is true with uniform estimates when w ∈ γ,
and thus it follows from (2.28) that P−
1
2 is a semi-classical G1 pseudor (we apply
Definition 1.6 of a G1 pseudor and Fubini Theorem as in the proof of Theorem 5). It
follows from Proposition 1.12 (see also Remark 2.2) that T = T0P
− 12 is an analytic
FBI transform, and moreover it satisfies that
T ∗T = P−
1
2PP−
1
2 = I.

2.1.3.2. Product of a transform and an adjoint transform. This subsection is
devoted to the proof of Lemma 2.8.
In order to manipulate converging integrals, we start by introducing a regular-
ization procedure. From (2.26) with Λ = T ∗M , we notice that if u ∈ G1 (M) then
(by dominated convergence and Fubini’s Theorem)
STu(x) = lim
→0
∫
T
∗
M
e−〈α〉
2
KS(x, α)Tu(α)dα
= lim
→0
∫
M
K(x, y)u(y)dy,
where the kernel K is defined by
K(x, y) =
∫
T
∗
M
e−〈α〉
2
KS(x, α)KT (α, y)dα.(2.29)
We start by showing that, outside of a small neighbourhood of the diagonal,
the kernel of ST is a rapidly decaying (when h tends to 0) analytic function. To do
so, choose some small η > 0 (whose precise value will be fixed later). Then, there is
a constant C > 0 such that, if x, y ∈M are such that d(x, y) > η, then
|KS(x, α)KT (α, y)| ≤ C exp
(
−〈|α|〉
Ch
)
.(2.30)
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This follows from the definition of KT and KS since either x or y is at distance at
least η/2 from αx. Estimate (2.30) implies that for such x and y the kernel K(x, y)
converges when  tends to 0 to a kernel K(x, y) which is a O(exp(−1/Ch)). Since
Estimate (2.30) remains true when x and y are in a small tube (M)˜, this is in fact
an estimate in G1.
Hence, we only need to understand the kernel of ST in an arbitrarily small
neighbourhood of the diagonal in M ×M . By a standard compactness argument,
we only need to understand the kernel of ST for x and y in a fixed ball D of radius
10η. To do so, let D′ and D′′ be respectively a ball of radius 100η and 1000η with
the same center as D. When x and y are in D, we can split the integral (2.29)
into the integral over T ∗D′ and the integral over T ∗
(
M \D′). The integral over
T ∗
(
M \D′) is dealt with as in the case d(x, y) > η. By taking η small enough, we
may assume that when x, y and αx belongs to D
′, the kernels KT and KS both
satisfy an estimate as equation (2.1), denoting by a the symbol of T , and by b that
of S. The O(exp(−C−1〈α〉/h)) remainders are tackled as above, so that we focus
now on the kernel
K˜(x, y) =
∫
T
∗
D
′
e−〈α〉
2
ei
ΦS(x,α)+ΦT (α,y)
h a(α, y)b(x, α)dα,
for x, y ∈ D. We want to recognize, when  tends to 0, the kernel of an analytic
pseudor (with non-standard phase) and to compute its symbol. By taking η small
enough, we may assume that we work in local coordinates α = (z, ξ). We will
assume (as we may) that these coordinates satisfy det gz = 1. We can also replace
the regularization factor exp(− 〈α〉2) by the simpler exp(−〈ξ〉2): testing against
an analytic function, we see that the limiting distribution is independent on the
regularization. Hence, we have
(2pih)−nK˜(x, y)
=
∫
Rn
e−〈ξ〉
2
(( 〈ξ〉
2pih
)n
2
∫
D
′
ei
〈ξ〉
h Ψx,ξ,y(z)
(2pih)
3n
2 a(z, ξ, y)b(x, z, ξ)
〈ξ〉n2
dz
)
dξ,
(2.31)
where the phase Ψx,ξ,y is defined by
Ψx,ξ,y(z) = 〈ξ〉−1 (ΦS(x, (z, ξ)) + ΦT ((z, ξ), y))
= 〈ξ〉−1
(
ΦT ((z, ξ), y)− ΦT ((z¯, ξ¯), x¯)
)
.
To put the kernel into pseudo-differential form, it suffices formally to eliminate the
variable z, and this is done by Holomorphic Stationary Phase, Proposition 1.6 (see
also Remark 1.9). Let us check that the hypotheses of Proposition 1.6 are satisfied.
Hypothesis (i) follows from Condition (i) in Definition 1.7 of an admissible phase.
Hypothesis (ii) follows from Condition (iv) in the Definition 1.7 and the fact that x
and y remains at uniform distance from the boundary of D′. Finally, from (iii) in
Definition 1.7, we see that Ψx,ξ,x has a critical point at z = x, which is uniformly
non-degenerate thanks to (iv) in Definition 1.7 (the imaginary part of the Hessian
is uniformly definite positive).Moreover, the associated critical value is 0. Thus,
provided that η is small enough, we find that the inner integral in (2.31) is given
for (x, ξ, y) ∈ (T ∗D)
1
× (D)1 (for some 1 > 0) and arbitrarily large C0 by
ei
ΦST (x,ξ,y)
h
 ∑
0≤k≤〈|ξ|〉/(C0h)
hkck(x, ξ, y) +O
(
exp
(
−〈|ξ|〉
Ch
)) .(2.32)
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Here,
∑
k≥0 h
kck is a formal analytic symbol of order 1 and ΦST (x, ξ, y) denotes
the critical value of z 7→ 〈ξ〉Ψx,ξ,y(z).
Let us check that ΦST is a phase in the sense of Definition 1.7. The holomorphy of
ΦST follows from the Implicit Function Theorem, and the symbolic estimates from the
fact that Ψx,ξ,y is uniformly bounded. Point (ii) in Definition 1.7 is satisfied because
when x = y the critical point of Ψx,ξ,x is x so that ΦST (x, ξ, x) = 〈ξ〉Ψx,ξ,x(x) = 0.
From the Implicit Function Theorem, we also see that
dyΦST (x, ξ, x) = dyΦT (x, ξ, x) = −ξ,
since ΦT is itself a phase. This proves that ΦST satisfies point (iii) of Definition 1.7.
It remains to check (i), i.e. that for α, x real, Im ΦST ≥ 0. This follows from the
“Fundamental” Lemma 1.16
Now, let c be a realization of the formal symbol
∑
k≥0 h
kck. Since the imaginary
part of ΦST is non-negative for real (x, ξ, y), we see that for (x, ξ, y) ∈
(
T ∗D
)
1
×(
D1
)
, the factor eiΦST (x,ξ,y)/h in (2.32) is an O(exp(C1 〈|ξ|〉 /h)). Consequently, by
taking 1 small enough, we may move the error term in (2.32) out of the parenthesis.
Thus, the inner integral in (2.31) is given by
ei
ΦST (x,ξ,y)
h c(x, ξ, y)
up to an O
(
exp
(
−C−1 〈|ξ|〉 /h
))
error. Plugging this expression into (2.31) and
using Lemma 1.5, we see that K˜(x, y) converges when  tends to 0 to the kernel
KΦTS ,c defined by (1.78), up to an OG1(exp(−1/(Ch))). By Lemma 1.24, we know
that KΦTS ,c is in fact the kernel of a G1 pseudor. Thus, ST is itself a G1 pseudor.
According to Remark 1.24 and the proof of Lemma 1.24, the principal symbol of
ST is given in our coordinates by
c0(x, ξ, x) = 2
n(hpi)
3n
2
a(x, ξ, x)b(x, ξ, x)√
det d2x Im ΦT (x, ξ, x)
,
for x, ξ real. 
2.2. Lifting Pseudo-differential operators
In this section, the purpose of defining the HkΛ’s will be explained. We fix an
analytic FBI transform T given by Theorem 6 and denote by S = T ∗ its adjoint.
For an adapted Lagrangian Λ, we will study the operator ΠΛ = TΛSΛ defined before.
We will find that it acts naturally on the space L20(Λ). More generally, given P a
continuous operator on some suitable spaces of ultradistributions, it make sense to
consider the operator TΛPSΛ acting on L
2
0 (Λ), or equivalently the action of P on
H0Λ. In this section, we will consider the case that P is a Gs pseudor. In §2.2.1, we
will study asymptotics of the kernel of TΛPSΛ. In §2.2.2, we will deduce some basic
boundedness results, and in §2.2.3, we will obtain results on the relation between
Lagrangian spaces and Gevrey wave front sets.
2.2.1. The kernel of operators on the FBI side. To study the continuity
properties of pseudors on the spaces HkΛ associated to I-Lagrangians, we will need
to understand precisely the asymptotics of the kernel of TΛPSΛ. In this section we
obtain such technical estimates.
As a precaution, we start by observing that, according to the results of §2.1.2,
the operator TΛPSΛ maps C
∞
c (Λ) to elements of G
s(Λ) ⊂ D′(Λ), so it has a
well-defined Schwartz kernel KTPS with respect to dα, which we can study. The
analyticity of the FBI transform implies that KTPS , a priori defined only on Λ×Λ,
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is actually the restriction of a holomorphic function on (T ∗M)0 × (T ∗M)0 that
does not depend on Λ, as long as Λ ⊂ (T ∗M)0 . We still denote it by KTPS .
The kernel KTPS(α, β) behaves as an oscillatory integral, with large parameter
λ :=
〈|α|〉+ 〈|β|〉
h
.
For convenience, we recall that γ ∈ (T ∗M)τ0,1/s means that γ ∈ T ∗M˜ and
| Im γ| ≤ τ0(h/〈|γ|〉)1−1/s.
When estimating KTPS , we have to distinguish between two regimes: far and close
from the diagonal. For the first regime, we obtain
Lemma 2.9. Let s ≥ 1. Let P be a Gs semi-classical pseudo-differential operator
of order m on M . Let η > 0 be small enough. Then there are constants C0, τ1 > 0
such that for α, β in (T ∗M)τ1,1/s, and dKN (α, β) > η/2, the following holds:
KTPS(α, β) = OC∞
(
exp
(
−
( 〈|α|〉+ 〈|β|〉
C0h
) 1
s
))
The proof of this Lemma relies mostly on non-stationary phase estimates. For
the second regime, we have to use a stationary phase method. For this reason, the
proof is more subtle. It is the most technical part of this article.
Lemma 2.10. Let s ≥ 1. Let P be a Gs semi-classical pseudo-differential
operator of order m on M . Let η > 0 be small enough. Let Λ be a (τ0, s)-adapted
Lagrangian with τ0 small enough. Then there exists a constant C0 > 0 such that for
α, β in Λ with dKN (α, β) ≤ η, with λ = 〈|α|〉/h,
KTPS(α, β) = e
i
hΦTS(α,β)e(α, β) +OC∞
(
exp
(
−λ
1
2s−1
C0
− λ
1
s dKN (α, β)
C0
))
,
(2.33)
where ΦTS(α, β) is the critical value of y 7→ ΦT (α, y) + ΦS(β, y) and e is a symbol
of order m in the Kohn–Nirenberg class h−nSmKN (Λ× Λ), given at first order on
the diagonal by
(2.34) e(α, α) =
1
(2pih)n
p(α) mod h−n+1Sm−1KN (Λ) ,
where p is an almost analytic extension of a representative of the principal symbol
of P (see Remark 1.10).
For the proof of Lemma 2.10, it will not be useful that Λ is Lagrangian, only
that it is C1 close to the reals. Actually, in the proof of Lemma 2.10, the main
point will be that (α, β) is in the region described in Figure 1, which contains a
neighbourhood of the diagonal of Λ× Λ, if Λ is (τ0, s)-adapted.
Remark 2.10. There is a similar statement in [LL97]. However, we make three
improvements of this result. First, we get rid of the condition s = 3, which was
made in [LL97] in view of the application they had in mind. Then, we do not
assume that G is compactly supported and hence deal with both the limit h→ 0
and 〈|α|〉 → +∞. Finally, we deal here with a pseudo-differential operator P while
[LL97] only considered differential operators. On a technical level, there is another
notable difference: we implement the non-stationary phase method in Gevrey classes
using almost analytic extensions and shifting of contours rather than integrations by
parts and formal norms. We hope that this makes the proof easier to understand.
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〈α〉 Re(α− β)
| Im(α− β)|| Im(α+ β)|
δh1−1/s
δh˜1−1/s τ0h˜
1−1/(2s−1)
τ0h˜
1−1/sτ 0h˜
1−1
/s |Re
(α
− β
)|
∼ 1
Figure 1. Region near the diagonal in the complex where KTPS
can be controlled. Here, h˜ = h/〈|α|〉.
Remark 2.11. Since it is not necessary for our purposes, we did not investigate
ultradifferentiability of the kernel. However, the proof we give should imply a G2s−1
regularity without much effort if Λ were itself a G2s−1 manifold. We suspect that
there is a way to obtain a Gs estimate in the case that Λ is a Gs manifold, but for
want of application we did not investigate further.
The proof of Lemmas 2.9 and 2.10 are slightly different in the cases s > 1 and
s = 1. To apply a combination of stationary and non-stationary phase method,
we split the domain of integration in several regions. Several times, the imaginary
part of the phase possibly vanishes near the boundary of those domains. Since it is
non-stationary when this happens, one solution is to use contour deformations near
those boundaries. Another solution, only available when s > 1, is to introduce Gs
cutoff functions. Since this lightens the proof, we will cover in full detail the case
s > 1 (the most difficult case). Then we sketch the proof of both lemmas in the
case s = 1 at the end of this section.
Proof of Lemma 2.9 in the case s > 1. In the proof, η > 0 and τ0 > 0
will have to be small enough independently of h > 0, α and β; it will be the case
that τ0  η. The cutoffs are assumed to be Gs, throughout the proof. We will
denote KTPS just as K.
Throughout this proof, we assume that that α, β are in (T ∗M)τ0,1/s, and that
d(αx, βx) > η/2. Since τ0  η, we have that d(αx, βx) ∼ d(Reαx,Reβx) in this
region. We may find bump functions χα and χβ that take value 1 on a neighbourhood
respectively of Reαx and Reβx and whose support do not intersect (we only need a
finite number of such pairs of bump functions to deal with the whole manifold by
compactness). Then we split the integral
K(α, β) =
∫
M×M
KT (α, x)KP (x, y)KS (y, β) dxdy(2.35)
into
K(α, β) =
∫
M×M
KT (α, x)KP (x, y)
(
1− χβ(y)
)
KS (y, β) dxdy
+
∫
M×M
KT (α, x) (1− χα(x))KP (x, y)χβ(y)KS (y, β) dxdy
+
∫
M×M
KT (α, x)χα(x)KP (x, y)χβ(y)KS (y, β) dxdy.
(2.36)
We notice that the first two integrals in the right hand side have a symmetric
behaviour, so that it suffices to deal with the first one. For this, we also notice that
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it is nothing else than
T
(
P
(
y 7→ (1− χβ(y))KS (y, β))
)
(α) .
Since χβ is equal to 1 near Reβx, it follows from the assumptions on KS (see Defi-
nition 2.1) that the function y 7→ (1− χβ(y))KS (y, β) is an O(exp(−〈|β|〉 /Ch))
in some Es,R (M). Then it follows from Lemmas 1.18 and 1.19 that
P
(
y 7→ (1− χβ(y))KS (y, β)).
is an O(exp(−C−1(〈|β|〉 /h)1/s)) in some Es,R (M). Finally, it follows from Lemma
2.4 and the bound (2.19) that the first term (and hence also the second one) in
(2.36) is
OC∞
(
exp
(
−
( 〈|α|〉+ 〈|β|〉
Ch
) 1
s
))
,
provided that τ0 is small enough. To deal with the last integral in (2.36), we start by
noticing that, since P is Gs pseudo-local (according to Definition 1.6), the function
(x, y) 7→ χα(x)KP (x, y)χβ(y)
is an O(exp(−C−1h−1/s)) in some space Es,R (M ×M). Then we may apply the
same argument as in the proof of Lemma 2.4 to see that this last integral is also of
the expected size. More precisely, we perform a non-stationary phase (Proposition
1.5) separately in both variables x and y.
Now, we move to the study of the kernel KTPS(α, β) when the distance between
Reαx and Reβx is less than 10η. To do so, the compactness of M allows us to
assume that both Reαx and Reβx belongs to a same ball D of radius 100η, and
that they remain uniformly away from the boundary of D (recall that we assume
τ0  η). We introduce then a Gs bump function χ supported in D that takes value
1 on a neighbourhood of Reαx and Reβx. Reasoning as in the previous case, we
see that the kernel KTPS(α, β) is given, up to a negligible term, by the integral∫
D×D
KT (α, x)χ(x)KP (x, y)χ(y)KS(y, β)dxdy.
We may rewrite this, up to negligible terms, as the oscillating integral
1
(2pih)
n
∫
D×Rn×D
ei
ΦT (α,x)+〈x−y,ξ〉+ΦS(y,β)
h a(α, x)χ(x)p(x, ξ)χ(y)b(y, β)︸ ︷︷ ︸
:=fα,β(x,ξ,y)
dxdξdy,
(2.37)
where p is the symbol of P as in (1.52) from Definition 1.6, ΦT and ΦS are the
phases of T and S respectively and a and b their symbols. The phase
Ψα,β(x, ξ, y) = ΦT (α, x) + 〈x− y, ξ〉+ ΦS(y, β)
will play a crucial role in the following. From now on, we may and will assume that
we are working in coordinates (by choosing η very small).
Let A > 0 be large. In order to end the proof of the lemma, we want to
show that the integral (2.37) is negligible when
∣∣αξ − βξ∣∣ ≥ Aηmax (〈|α|〉 , 〈|β|〉) (of
course, we need that A does not depend on η, provided that η is small enough). To
do so, we compute the gradient of the phase Ψα,β , which is given by
∇Ψα,β(x, ξ, y) =
∇xΦT (α, x) + ξx− y
∇yΦS(y, β)− ξ
 .
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Notice that if x and y belong to the support of χ then we have
∇xΦT (α, x) + ξ = ξ − αξ +O (η 〈|α|〉)
∇yΦS(y, β)− ξ = βξ − ξ +O (η 〈|β|〉) .
(2.38)
Hence, when
∣∣αξ − βξ∣∣ ≥ Aηmax (〈|α|〉 , 〈|β|〉), we have, for some constant C > 0,
|∇xΦT (α, x) + ξ|+
∣∣∇yΦT (y, β)− ξ∣∣ ≥ ∣∣αξ − ξ∣∣+ ∣∣βξ − ξ∣∣− Cηmax (〈|α|〉 , 〈|β|〉)
≥ ∣∣αξ − βξ∣∣− Cηmax (〈|α|〉 , 〈|β|〉)
≥ (A− C) ηmax (〈|α|〉 , 〈|β|〉) .
Hence, if A ≥ 2C, then when ∣∣αξ − βξ∣∣ ≥ Aηmax (〈|α|〉 , 〈|β|〉), the phase Ψα,β is
non-stationary. We can then apply Proposition 1.1 to find that (2.37) is negligible
(using the large parameter λ = max (〈|α|〉 , 〈|β|〉) /h and a suitable rescaling as in
§1.2.3). There are several issues to fix before applying this lemma. First of all, the
integral in (2.37) is oscillating: this is fixed by a finite number of integration by
parts. Then, we do not integrate over a compact set, but the phase is non-stationary
in x and y, so that we can apply Proposition 1.1 at fixed ξ and then integrate over ξ.
Finally, the imaginary part of the phase is not necessarily positive on the boundary
of the domain of integration. However, the amplitude vanishes near the boundary,
so this is not a problem either.
This closes the proof of Lemma 2.9 
We now turn to the proof of Lemma 2.10. We will isolate the technical difficulties
in two lemmas – 2.11 and 2.12.
Proof of Lemma 2.10 in the case s > 1. For this proof, we may work lo-
cally in the cotangent space (provided that we get uniform estimates) and assume
that we are considering α = (αx, αξ), β = (βx, βξ) ∈ Λ which lie in a neighbour-
hood of size η > 0 of a point α0 = (α0,x, α0,ξ) ∈ T ∗M for the Kohn–Nirenberg
metric (as in the proof of Lemma 2.9, we assume that τ0  η). Then we have
〈|α|〉 ∼ 〈|β|〉 ∼ 〈α0〉, and we will be looking for estimates suitably uniform as
〈α0〉 → ∞. The large parameter in the oscillating integrals will be λ = 〈α0〉/h. As
in the proof of Lemma 2.9, we will denote K = KTPS .
Since αx and βx are close, we can work in local coordinates and rewrite the
kernel KTPS as in (2.37). In order to get rid of the oscillating integral, we introduce
a cutoff function θ(ξ) that takes value 1 when ξ is at distance less than 100η of α0,ξ
and supported in a ball of radius proportional to η (all these distances have to be
understood using the Kohn–Nirenberg metric). The cutoff θ depend on α0, but it
belongs uniformly to the symbol class Ss,0
(
T ∗Rn
)
(once η has been fixed), so that
this dependence will not matter. Then, instead of considering the integral (2.37),
we may study
K̂(α, β) :=
1
(2pih)
n
∫
D×Rn×D
ei
Ψα,β(x,ξ,y)
h θ(ξ)fα,β(x, ξ, y)dxdξdy.(2.39)
Indeed, it follows from (2.38) and the same non-stationary argument as in the proof
of Lemma 2.9 that the difference between (2.37) and (2.39) is negligible (controlled
by exp(−λ1/s)). It is then useful to change variable and write
K̂(α, β) =
(
λ
2pi
)3n/2 ∫
D×Rn×D
eiλΨ˜α,β(x,ξ,y)gα,β(x, ξ, y)dxdξdy(2.40)
where
Ψ˜α,β(x, ξ, y) =
ΦT (α, x) + ΦS(y, β)
〈α0〉
+ 〈x− y, ξ〉(2.41)
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and
(2.42) gα,β(x, ξ, y) =
(
λ
2pi
)−n/2
θ (〈α0〉 ξ) fα,β (x, 〈α0〉 ξ, y) = O
( 〈α0〉m
hn
)
.
This estimate on the amplitude follows from the fact that the symbol of T is a G1
symbol of order h−3n/4〈|α|〉n/4 – recall m is the order of P . Here, we assume that
η is small enough so that the size of any point in the support of θ is comparable
to 〈α0〉 when 〈α0〉 holds to +∞. The estimate (2.42) holds as a Gs estimate in all
variables. We will denote by D˜ a disc of radius proportional to η (for the Euclidean
metric) such that θ (〈α0〉 ·) is supported in D˜. Notice that we may assume that D
and D˜ only depend on α0.
In order to apply the steepest descent method to study K̂ (α, β), we need to
understand the critical points of the phase Ψ˜α,β . Notice first that when α = β, the
phase Ψ˜α,α has a critical point at x = y = αx and ξ = αξ. Moreover, this critical
point is non-degenerate since the Hessian of Ψ˜α,α is given there by
(2.43)
〈α0〉−1D2x,xΦT (α, αx) I 0I 0 −I
0 −I 〈α0〉−1D2x,xΦS (αx, α)

and the determinant of this matrix is
(−1)n det
(
〈α0〉−1
(
D2x,xΦT (α, αx) +D
2
x,xΦS (αx, α)
))
6= 0.
This determinant is in fact bounded away from zero uniformly in α and α0 since the
imaginary part of the matrix 〈α0〉−1
(
D2x,xΦT (α, αx) +D
2
x,xΦS (αx, α)
)
is uniformly
definite positive (this is part of Definition 1.7 of an admissible phase). Hence, the
Hessian (2.43) of the phase Ψ˜α,α is uniformly invertible.
We return now to our situation where dKN (α, α0), dKN (β, α0) ≤ η. It follows
from the Implicit Function Theorem that, provided η is small enough, Ψ˜α,β has a
unique critical point z(α, β) = (x(α, β), ξ(α, β), y(α, β)) near (α0,x, α0,ξ, α0,x), and
this critical point is non-degenerate. Notice that if yc(α, β) denotes the critical point
of the phase y 7→ ΦT (α, y) + ΦS(y, β) (which is defined by similar considerations)
then we have
x(α, β) = y(α, β) = yc(α, β)
and
ξ(α, β) = −∇xΦT (α, yc(α, β))〈α0〉
=
∇yΦS(yc(α, β), β)
〈α0〉
.
The critical value of Ψ˜α,β is given by
Ψ˜α,β (x(α, β), ξ(α, β), y(α, β)) = 〈α0〉−1ΦTS(α, β),
where the phase ΦTS is the critical value of y 7→ ΦT (α, y) + ΦS(y, β). We can apply
the Holomorphic Morse Lemma 1.15 to Ψ˜. Provided η is small enough, there exist
holomorphic Morse coordinates ρα,β defined on a fixed complex neighbourhood W
of D × D˜ ×D and whose image contains a ball of fixed radius in Cn such that for
every z = (x, ξ, y) ∈W we have
Ψ˜α,β(z) =
ΦTS(α, β)
〈α0〉
+
i
2
ρα,β(z)
2.(2.44)
Since the proof of Lemma 1.15 is constructive – see [Sjo¨82, Lemma 2.7] – we obtain
bounds on the derivatives of ρα,β and ρ
−1
α,β in function of the derivatives of Ψ˜α,β .
Via symbolic estimates, we deduce that these estimates are uniform as 〈α0〉 → ∞.
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Differentiating (2.44), we find that for z = z(α, β),
(2.45) it
(
Dρα,β(z(α, β))
)
Dρα,β(z(α, β)) = D
2
z,zΨ˜α,β(z (α, β)).
We denote Dρα,α = A + iB the decomposition into real and imaginary part at
z = z(α, α), and deduce
tAA− tBB = ImD2z,zΨ˜α,β(z (α, β)).
When α = β, we know that ImD2z,zΨ˜α,α(z (α, α)) ≥ 0. Hence tAA ≥ tBB. It
follows that the kernel of A is contained in that of B. However, since Dρα,α(z(α, α))
is invertible, these two kernels cannot intersect non-trivially. Hence A is invertible,
and this comes with uniform estimates, so it remains true when α 6= β, provided η
is small enough.
Then, it follows by the Implicit Function Theorem that Vα,β := ρα,β(D×D˜×D)
is a graph over the reals, i.e.
Vα,β =
{
w + iFα,β(w) : w ∈ ReVα,β
}
,
where the function Fα,β from a neighbourhood of 0 in R
3n to R3n is real-analytic
(with symbolic estimates in α and β). Then, we use the coordinates ρα,β to change
variables and write K̂(α, β) as the contour integral
K̂(α, β) = e
i
hΦTS(α,β)
(
λ
2pi
) 3n
2
∫
Vα,β
e−λ
w
2
2 gα,β ◦ ρ−1α,β(w)Jρ−1α,β(w)dz,(2.46)
where Jρ−1α,β = det
(
Dρ−1α,β
)
denotes the Jacobian of ρ−1α,β . Then, we use the
homotopy (t, w) 7→ w + itFα,β(w) to shift contour in (2.46) and replace the integral
over Vα,β by an integral over ReVα,β . We denote by σα,β(w) the amplitude in the
previous integral, to find, using Stokes’ Formula that
(2.47) K̂(α, β) = e
i
hΦTS(α,β)
(
λ
2pi
) 3n
2
∫
ReVα,β
e−λ
w
2
2 σ˜α,β(w)dw +D(α, β),
where σ˜α,β denotes a Gs almost analytic extension for σα,β (obtained by replacing
χ, θ and p by their almost analytic extensions given either by Lemma 1.1 or Remark
1.10) and D(α, β) is the main part in Stokes’ Formula. The main technical point in
the proof of Lemma 2.10 will be to get the following bound on D(α, β).
Lemma 2.11. Assume that η and τ0 are small enough. Then there exists C > 0
such that
D(α, β) = OC∞
(
exp
(
−λ
1
2s−1
C
− λ
1
s dKN (α, β)
C
))
.
Let us postpone the proof of Lemma 2.11 to the end of this section and explain
how it allows us to end the proof of Lemma 2.10. From Lemma 2.11, the term
D(α, β) may be considered as part of the error term in (2.33). Then, we know
that ReVα,β contains a fixed ball D0. From coercivity of the phase w 7→ w2, we
may split the integral in (2.47) between the integral over D0 and the integral over
ReVα,β \D0 and consider the latter as part of the error term in (2.47). Indeed, it
follows from an L1 estimate that the integral over ReVα,β \D0 is a
OC∞
(
exp
(
− λ
C
))
.
Notice indeed that the dependence on α and β of the domain of integration is
superficial since the integrand is supported away from the boundary of the domain
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of integration ReVα,β . The integral over D0
e(α, β) :=
(
λ
2pi
) 3n
2
∫
D0
e−λ
w
2
2 σ˜α,β(w)dw
is a Gaussian integral with a Gs amplitude, so that it is Gs symbol. It will be
sufficient to study it via the C∞ stationary phase method. In particular, it is given
at first order by
e(α, β) =
1
(2pih)n
e0(α, β) mod h
−n+1Sm−1KN ,
where the symbol e0(α, β) is given on the diagonal by
e0(α, α) = (2pih)
nσ˜α,α(0) = (2pih)
ng˜α,α ◦ ρ−1α,α(0)Jρ−1α,β(0))
= p˜ (α) (2pih)
3n
2 〈α0〉−
n
2 Jρ−1α,α (0) a (α, αx) b(αx, α).
Here, the bump function χ and θ do not play any role since they take the value 1
respectively at αx and αξ. Recalling (2.45) and the expression (2.43) for the Hessian
of Ψ˜α,α we find that
〈α0〉−
n
2 Jρ−1α,α (0) =
(
det
(
−i
(
D2x,xΦT (α, αx) +D
2
x,xΦS (α, αx)
)))− 12
,
for a certain determination of the square root. Then, we have
e0 (α, α) = p˜ (α) (2pih)
3n
2
a (α, αx) b(αx, α)(
det
(
−i
(
D2x,xΦT (α, αx) +D
2
x,xΦS (α, αx)
))) 1
2
.
(2.48)
In this expression, we may replace a and b by their principal part. It follows then
from the fact that ST = I and from the expression given in Lemma 2.8 for the
principal symbol of ST that
(2pih)
3n
2
a (α, αx) b(αx, α)(
det
(
−i
(
D2x,xΦT (α, αx) +D
2
x,xΦS (α, αx)
))) 1
2
= 1
(2.49)
when α is real. Then, by analytic continuation principle, this formula remains true
for complex α. We see that the good determination of the square root in (2.48)
gives a right hand side equals to 1 in (2.49) by a homotopy argument (we have the
good sign on the reals).
In fact, if we have the wrong determination of the square root in (2.48), it
means that we misoriented Vα,β in (2.46), and this two signs error cancel. Finally,
with (2.48) and (2.49), we find that e0(α, α) = p˜ (α), and Lemma 2.10 is proved in
the case s > 1 (up to the proof of the key estimate Lemma 2.11). 
In order to complete the proof of Lemma 2.10 in the case s > 1, we need now
to establish Lemma 2.11.
Proof of Lemma 2.11. We recall that we are studying points α = (αx, αξ)
and β = (βx, βξ) ∈ Λ that lie in a neighbourhood of α0 = (α0,x, α0,ξ) ∈ T ∗M . First
of all, notice that we have
D (α, β) = e
i
hΦTS(α,β)
(
λ
2pi
) 3n
2
∫
B∗
(
e−λ
w˜
2
2 (ρα,β)∗(∂¯g˜α,β ∧ dz)(w˜)
)
,
where B denotes the homotopy (t, w) 7→ w + itFα,β (w) and the integral is over
[0, 1]×ReVα,β . We need to understand how the imaginary part of the phase and the
decay of ∂¯g˜α,β collaborate to make the integrand small. The idea will be to reduce
106 2. FBI TRANSFORM ON COMPACT MANIFOLDS
this to some positivity estimate on the phase. To do so write ztα,β(w) = ρ
−1
α,β (B(t, w)).
In view of the estimate given in Remark 1.7, we observe that
(ρα,β)∗(∂¯g˜α,β ∧ dz)(B(t, w)) = OC∞
(
exp
(
− 1
C| Im ztα,β |
1
s−1
))
.
Next, we observe that
Im
(
ΦTS(α, β)
〈α0〉
+
i
2
B(t, w)2
)
= Im
(
Ψ˜α,β(z
1
α,β(w)
)
+
1− t2
2
|Fα,β(w)|2.
From this, we deduce that we have pointwise bounds
e
i
hΦTS(α,β)
(
λ
2pi
) 3n
2
B∗
(
e−λ
w
2
2 (ρα,β)∗(∂¯g˜α,β ∧ dz)(w)
)
= OL∞
(
λ
3n
2 exp
(
−λ Im
(
Ψ˜(z1(w)
)
− λ1− t
2
2
|F (w)|2 − 1
C| Im zt| 1s−1
))
.
(we omitted the α, β dependence in the second line). Each time we differentiate
with respect to α, β, we lose at most a power of λ in this estimate, so that it will
suffice for our purpose to prove that, for w ∈ ReVα,β and t ∈ [0, 1], the quantity
(2.50) λ Im
(
Ψ˜α,β(z
1
α,β(w)
)
+ λ
1− t2
2
|Fα,β(w)|2 +
1
C| Im ztα,β(w)|
1
s−1
is larger than
C−11 λ
1
2s−1 + C−11 λ
1
s dKN (α, β)
for some C1 > 0. To obtain such an estimate, we start by observing that z
1
α,β(w) is
always a real point. Since ρα,β is uniformly bi-Lipschitz, we deduce that, for some
C > 0,
| Im ztα,β(w)| ≤ | Im z1α,β(w)|+ C(|t− 1||Fα,β(w)|) ≤ C(1− t)|Fα,β(w)|.
This suggests to consider for u =
∣∣Fα,β(w)∣∣ the infimum (we perform the change of
variable “r = 1− t”)
(2.51) inf
r∈[0,1]
λru2 +
1
(ru)
1
s−1
.
The function of r above has a global minimum over R∗+, attained at
r∗ =
(
1
s− 1
1
λu
2s−1
s−1
)1− 1s
.
Thus, the infimum we look for is always greater than the global minimum which
happens to be
(2.52) s(s− 1) 1s−1(λu)1/s.
However, if the argument r∗ of the minimum is greater than 1, then the infimum
(2.51) is attained at r = 1 (we compute the infimum of a decreasing function of r
over [0, 1]). Hence, if r∗ ≥ 1, the infimum (2.51) is greater than
λu2 + u−
1
s−1 ≥ u− 1s−1 =
(
r
s
s−1∗ (s− 1)λ
) 1
2s−1
≥ (s− 1) 12s−1 λ 12s−1 .
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On the other hand, if r∗ ≤ 1, then we may bound from below the global infimum
(2.52) by noticing that
(λu)
1
s =
r
− 12s−1∗
(s− 1) s−1s(2s−1)
λ
1
2s−1 ≥ 1
(s− 1) s−1s(2s−1)
λ
1
2s−1 .
Finally, we find that there is a constant C that only depends on s such that the
infimum (2.51) is bounded from below by
(2.53)
1
C
(
(λu)
1
s + λ
1
2s−1
)
.
This gives a lower bound for the quantity in (2.50) in the form
(2.54) λ Im
(
Ψ˜α,β(z
1
α,β(w)
)
+
λ
1
2s−1
C
+
(
λ|Fα,β(w)|
) 1
s
C
,
for some C > 0. Consequently, the key estimate Lemma 2.11 will be a consequence
of the following positivity estimate on the phase Ψ˜α,β :
Lemma 2.12. Let C > 0. Then, if η and τ0 are small enough, there is a constant
C ′ > 0 such that for w ∈ ReVα,β we have
λ Im
(
Ψ˜α,β(z
1
α,β (w))
)
+
λ
1
2s−1
C
+
(
λ|Fα,β(w)|
) 1
s
C
≥ λ
1
2s−1
C ′
+
λ
1
s dKN (α, β)
C ′
.
(2.55)

In the regions where the imaginary part of the phase alone is not sufficient to
control the right hand side, we will see that |F | is of the same order as |∇zΦ|, so
that this estimates expresses the fact that Im Ψ and ∇zΨ cannot be simultaneously
too small.
Proof of Lemma 2.12. Recall that the phase Ψ˜α,β is defined by (2.41). We
set z1α,η(w) = (x
1
α,β(w), ξ
1
α,β(w), y
1
α,β(w)). When there is no ambiguity, we will write
respectively z, x, ξ and y instead of z1α,β (w), x
1
α,β (w), ξ
1
α,β (w) and y
1
α,β (w). Notice
that, since x, y and ξ are real
Im Ψ˜α,β(z) = Im
(
ΦT (α, x) + ΦS (y, β)
〈α0〉
)
.
Let us now obtain some useful preliminary estimates. First, notice that Λ is C1
close to T ∗M . The arguments that led to Lemma 2.1 shows that since α, β ∈ Λ we
have, for some C > 0 (recall that λ = 〈α0〉 /h),
dKN (Imα, Imβ) ≤ Cτ0λ
1
s−1dKN (α, β),(2.56)
in addition to Lemma 2.1 of course. In particular, provided τ0 is small enough, for
some C > 0, we have
1
C
dKN (Reα,Reβ) ≤ dKN (α, β) ≤ CdKN (Reα,Reβ).
The first estimate we prove on the phase is that (for some C > 0)
Im
(
ΦT (α, x) + ΦS (y, β)
〈α0〉
)
≥ 1
C
(
|x− αx|2 + |y − βx|2
)
− Cτ0λ
1
2s−1−1
− Cτ0λ
1
s−1 (|αx − x|+ |y − βx|+ dKN (α, β)) .
(2.57)
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For this, denote respectively by QT,α and QS,β the second derivatives of r 7→
2ΦT (α, r) at r = αx and r 7→ 2ΦS,β(r, β) at r = βx. Taylor’s formula at order 2
gives then
ΦT (α, x) + ΦS (y, β) =
〈
αξ, αx − x
〉
+
〈
βξ, y − βx
〉
+QT,α (y − αx, y − αx) +QS,β (y − βx, y − βx)
+ 〈α0〉O
(
|x− αx|3 + |y − βx|3
)
.
(2.58)
We start by estimating the imaginary part of the first line in the right hand side of
(2.58). To do so, we write
Im
(〈
αξ, αx − x
〉
+
〈
βξ, y − βx
〉)
=
〈
Imαξ,Reαx − x
〉
+
〈
Imβξ, y − Reβx
〉
+
〈
Reαξ − Reβξ, Imαx
〉
+
〈
Reβξ, Imαx − Imβx
〉
.
Since | Imα|, | Imβ| . τ0λ1/s−1, and according to (2.56), we estimate each term to
find
1
〈α0〉
∣∣Im (〈αξ, αx − x〉+ 〈βξ, y − βx〉)∣∣
≤ Cτ0λ
1
s−1 (|Reαx − x|+ |y − Reβx|+ dKN (α, β)) .
We also compute
Im(QT,α(x− αx, x− αx)) = ImQT,α (x− Reαx, x− Reαx)
− ImQT,α (Imαx, Imαx) + 2 ReQT,α (Imαx, x− Reαx) .
By definition of an admissible phase, the matrix ImQT,α/ 〈α0〉 is uniformly definite
positive (provided that τ0 is small enough). Using | Imα| . τ0λ1/s−1 again, we find
that
Im
(
QT,α (x− αx, x− αx)
)
〈α0〉
≥ 1
C
|x− Reαx|2 − Cτ0λ
1
s−1 |x− Reαx| − Cτ20λ
2
s−2
≥ 1
C
|x− αx|2 − Cτ0λ
1
s−1 |x− αx| − Cτ20λ
2
s−2.
We have a similar estimate for the term involving QS,β and (2.57) follows (the O
in (2.58) is negligible thanks to the positive quadratic term). The λ2/s−2 term is
controlled by λ1/(2s−1)−1 because for s ≥ 1, we have 2/s− 1 ≤ 1/(2s− 1).
Examining (2.57), we see that, in order to establish (2.55), we only need to
prove that, given C > 0, for τ0 small enough we have:
λ
(
|x− αx|2 + |y − βx|2
)
+ λ
1
2s−1 +
(
λ|Fα,β(w)|
) 1
s
≥ Cτ0λ
1
s (|αx − x|+ |y − βx|+ dKN (α, β))
(2.59)
We get rid first of the term Cτ0λ
1/s(|αx − x|+ |y − βx|) on the right hand side. To
do so, there are two possibilities, the first one is that
|αx − x|+ |βx − y| ≥ λ
1
s−1,(2.60)
in which case Cτ0λ
1
s (|αx − x|+ |y − βx|) is controlled by the term C−1λ(|αx − x|2 +
|y − βx|2) on the left hand side (provided that τ0 is small enough). If (2.60) does
not hold then
Cτ0λ
1
s (|αx − x|+ |βx − y|) ≤ Cτ0λ
2
s−1 ≤ Cτ0λ
1
2s−1
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and this term is controlled by C−1λ
1
2s−1 on the left hand side of (2.59).
Dealing with this first term, we have further reduced our problem, and it suffices
now to prove that, given C > 0, for τ0 > 0 small enough, we have
(2.61) λ
1
2s−1 +
(
λ|Fα,β(w)|
) 1
s + λ(|x− αx|2 + |y − βx|2) ≥ Cτ0λ
1
s dKN (α, β).
Without loss of generality, we may assume that
dKN (α, β) ≥ λ
1
s−1,(2.62)
since otherwise the right hand side of (2.61) is controlled by λ
1
2s−1 in the left hand
side. We may also assume that
|x− αx|+ |y − βx| ≤ dKN (α, β),(2.63)
where  > 0 is very small (to be chosen later). Indeed, otherwise, λ(|x− αx|2 + |y −
βx|2) would control λdKN (α, β)2, itself larger than λ1/sdKN (α, β), thanks to (2.62).
It follows from (2.63) that
|αx − βx| ≤ |x− αx|+ |y − βx|+ |x− y| ≤ |x− y|+ dKN (α, β),
and thus |αx − βx| ≤ C|x − y| + C|αξ − βξ|/〈α0〉. We obtain, using (2.56) and
assuming that τ0 is small enough, that
(2.64) dKN (α, β) ≤ C|x− y|+ C
|Reαξ − Reβξ|
〈α0〉
.
We want now to give a lower bound on
∣∣Fα,β (w)∣∣. To do so, recall the gradient
of the phase Ψ˜α,β :
∇zΨ˜α,β (z) =

∇xΦT (α,x)
〈α0〉 + ξ
x− y
∇yΦS(y,β)
〈α0〉 − ξ

Hence, it follows from Definition 1.7 of an admissible phase and Taylor’s formula
that (the value of C > 0 may change from one line to another)∣∣∣Re∇zΨ˜α,β (z)∣∣∣ ≥ 1C
∣∣∣∣Reαξ〈α0〉 − ξ
∣∣∣∣+ 1C
∣∣∣∣ξ − Reβξ〈α0〉
∣∣∣∣+ 1C |x− y|
− C (|x− αx|+ |y − βx|)
≥ 1
C
( |Reαξ − Reβξ|
〈α0〉
+ |x− y|
)
− CdKN (α, β)
≥
(
1
C
− C
)
dKN (α, β)
≥ 1
C
dKN (α, β)
(2.65)
where we applied (2.64) and (2.63) (assuming that  > 0 was small enough). From a
similar computation, we get, recalling | Imα|, | Imβ| . τ0λ1/s−1, (2.63) and (2.64),
that ∣∣∣Im∇zΨ˜α,β (z)∣∣∣ ≤ C (τ0 + ) dKN (α, β).(2.66)
Now we compute the gradient of the phase Ψ˜α,β in Morse coordinates and find
itDρα,β(z)
−1∇zΨ˜α,β (z) = w + iFα,β (w) .
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Hence, we have
Fα,β(w) = Re(
tDρα,β(z)
−1) Re∇zΨ˜α,β(z)
− Im(tDρα,β(z)−1) Im∇zΨ˜α,β(z).
Following the argument after (2.45), applied to Dρ−1α,β , we see that its real part
is uniformly invertible. Indeed, it suffices to notice that the imaginary part of
−(D2z,zΨ˜α,α)−1 is positive at the critical point.
Hence, it follows from (2.65) and (2.66) that (for some C > 0 that may change
from one line to another, and provided that τ0 and  are small enough)∣∣Fα,β (w)∣∣ ≥ 1C dKN (α, β)− C (τ0 + ) dKN (α, β)
≥ 1
C
dKN (α, β).
Notice also that, since the quantity |Fα,β (w) | remains bounded, we have the lower
bound |Fα,β (w) |1/s ≥ |Fα,β (w) |/C, and (2.61) holds for τ0 small enough, so that
the proof of Lemma 2.12 is complete. 
It remains to explain why Lemmas 2.9 and 2.10 remains true in the case s = 1.
The main difficulty (that makes us distinguish that case) is the lack of partition
of unity in the real-analytic category. This issue is solved by an application of
Proposition 1.12. In fact, most of the proof of Lemma 2.10 in the case s > 1
was devoted to the estimation of integrals involving the Cauchy–Riemann operator
applied to the symbol of P . In the case s = 1, these integrals are null, hence a much
less complicated proof.
Sketch of proof of Lemmas 2.9 and 2.10 in the case s = 1. We start
with an application of Proposition 1.12 to compute the kernel of the operator PS.
We see, as in Remark 2.2, that the kernel of PS has the same properties as the kernel
of an adjoint analytic FBI transform, except maybe the order and the ellipticity of
the symbol. Hence, we will assume for simplicity that P = I and compute only the
kernel of TS. The only difference in the proof in the general case is when computing
the principal part of the symbol, but this computation has already been tackled in
the case s > 1 and there is no difference when s = 1.
The kernel of TS is given by the formula
KTS (α, β) =
∫
M
KT (α, y)KS (y, β) dy.(2.67)
This is much simpler than the formula (2.35) that we used in the case s > 1 since
there is no distribution involved. To prove that KTS (α, β) is negligible when αx
and βx are away from each other, we apply the same non-stationary phase argument
as in the proof of Lemma 2.4 (or as in the case s > 1). When y is near αx, the phase
in KT (α, y) is non-stationary and KT (y, β) is small in G1. The converse happens
when y is near βx, and when y is away from αx and βx both KT (α, y) and KS (y, β)
are small. Here, notice that we do not need partitions of unity to split the integral
(2.67) due to the coercivity of the imaginary parts of the phases ΦT and ΦS .
When αx and βx are closed, we may just neglect the y’s in (2.67) that are away
from αx and βx, and work in local coordinates, studying the integral on some ball
D (the points αx and βx remain uniformly away from the boundary of D)
K̂ (α, β) :=
∫
D
ei
ΦT (α,y)+ΦS(y,β)
h a(α, y)b (β, y) dy.(2.68)
If αξ and βξ are away from each other (for the Kohn–Nirenberg metric), it follows
from Definition 1.7 of an admissible phase that the phase in (2.68) is non-stationary
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(provided that αx and βx are close enough), and we may apply the non-stationary
phase method Proposition 1.2 after a proper rescaling as in §1.2.3. This ends the
proof of Lemma 2.9 in the case s = 1.
We turn now to the proof of Lemma 2.10: we want consequently to understand
(2.68) when α and β are near the diagonal. As in the case s > 1, we will rely on an
application of the Stationary Phase Method. However, the situation is much simpler
here, since we can apply Proposition 1.6. In particular, we do not need to restrict
to α, β ∈ Λ: the estimate (2.33) hold for α, β ∈ (T ∗M)1 for some small 1 > 0
(depending on P ) in the case s = 1. Moreover, the error term in (2.33) takes the
simpler form O(exp(−λ/C)) in the case s = 1 (we recall that λ denotes the large
parameter 〈|α|〉 /h). Finally, notice that, applying Proposition 1.6, we only need to
study α = β real, since this implies an estimate for K̂(α, β) when α, β ∈ (T ∗M)1
are close to each other.
Choose a reference point z in the interior of D. We apply Proposition 1.6
with “Φ(x, ξ, y) = Φ(αx, βx, αξ, βξ, y) = (ΦT (α, y) + ΦS(y, β))/ 〈α〉”, “x0 = (z, z)”
and “F =
{
(αξ, αξ) : αξ ∈ Rn
}
”. This will allow us to understand K̂(α, β) for
α, β ∈ (T ∗M)1 close to the diagonal and such that αx and βx are close to z.
Lemma 2.10 follows then by compactness of M and a partition of unity argument
(we do not claim holomorphicity for the symbol e). Let us check the hypotheses of
Proposition 1.6.
When α = β is real the phase y 7→ (ΦT (α, y) + ΦS(y, β))/ 〈α〉 has non-negative
imaginary part for real y, because so do ΦT (α, y) and ΦS(y, α) by assumption.
When y is in ∂D, the imaginary part of the phase is uniformly positive since z /∈ ∂D
and ΦT is admissible. Finally, the phase has a critical point at y = z which is
non-degenerate (the Hessian of the phase has uniformly definite positive imaginary
part). Hence, this critical point is isolated by the Implicit Function Theorem, and
thus the only critical point of the phase in D if η is small enough.
From Proposition 1.6, we see that for α, β ∈ (T ∗M)1 near the diagonal we have
K̂(α, β) = ei
ΦTS(α,β)
h
 ∑
0≤k≤λ/C0
hkek(α, β) +O
(
exp
(
− λ
C
)) ,(2.69)
for some formal analytic symbol
∑
k≥0 h
kek and arbitrarily large C0. We may
replace the sum in (2.69) by any realization e of the formal symbol
∑
k≥0 h
kek.
It follows from Lemma 1.16 that Im ΦTS(α, β) is non-negative when α and β are
real. Consequently, if α, β ∈ (T ∗M)1 , the factor ei
ΦTS(α,β)
h is an O(exp(C1λ)).
Hence, taking 1 > 0 small enough, we may move the error term in (2.69) out
of the parenthesis, and we find that KTS has the announced local structure near
the diagonal. In fact, we get a much better estimate since we have an asymptotic
expansion for e that holds in the sense of realization of formal analytic symbols
(since ΦTS has non-negative imaginary part on the real). 
2.2.2. Action of pseudors on the FBI side. Now that we have established
a precise description of the kernel KTPS , we will be able to understand the action
of pseudors P on the spaces HkΛ, or equivalently the action of TΛPSΛ on L2k(Λ).
Recall that this is the exponentially weighted space L2(Λ, 〈|α|〉2ke−2H(α)/hdα). The
main result of this section is:
Proposition 2.4. Let P be a Gs pseudor of order m on M . If τ0 is small
enough and Λ is a (τ0, s)-Gevrey adapted Lagrangian, then, for h small enough and
every k ∈ R, the operator TΛPSΛ is bounded from the space L2k (Λ) to the space
L2k−m (Λ), with norm uniformly bounded when h tends to 0.
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In particular, P is bounded from HkΛ to Hk−mΛ and ΠΛ = TΛSΛ is bounded from
L2k (Λ) to itself.
In fact, we can say a bit more about the operator TΛPSΛ. We are indeed already
able to prove a weak version of the multiplication formula Proposition 2.11 (which
is itself a precise version of Theorem 7). We recall that the notion of Gs principal
symbol has been defined in Proposition 1.10, and that the associated almost analytic
extensions are discussed in Remark 1.10.
Proposition 2.5. Under the assumption of Proposition 2.4, if we denote by pΛ
the restriction of an almost analytic extension of a Gs principal symbol p to Λ, then
we have
TΛPSΛ = pΛΠΛ +OL2k(Λ)→L2k−m+ 1
2
(Λ)
(h
1
2 )
= ΠΛpΛ +OL2k(Λ)→L2k−m+ 1
2
(Λ)
(h
1
2 ).
We will also need the following corollary of Proposition 2.4, which implies that
the spaces HkΛ are legitimate functional spaces.
Corollary 2.3. Assume that τ0 is small enough and that Λ is a (τ0, 1)-adapted
Lagrangian. Then, for h small enough, there is R > 0 such that, for all k ∈ R,
the space E1,R(M) is dense in HkΛ. Moreover, if u ∈ L2 (M) ∩ HkΛ, then there is
a sequence (un)n∈N in E
1,R (M) such that (un)n∈N converges to u both in L
2 (M)
and in HkΛ.
Finally, we will prove that in the absence of deformation, the HkΛ’s are just the
usual Sobolev spaces.
Corollary 2.4. Let h > 0 be small enough. Then, for every k ∈ R, the space
HkT∗M is the usual semi-classical Sobolev space of order k on M , with uniformly
equivalent norms as h tends to 0.
For the proof of these results, it is convenient to introduce the “reduced” kernel
(2.70) KΛTPS(α, β) := e
H(β)−H(α)
h KTPS(α, β).
This is now only defined on Λ× Λ, contrary to KTPS . Now we have all the pieces
to explain the reason why we have to work with I-Lagrangians, and why the weight
H was introduced in §2.1.1.
According to Lemma 2.9, the kernel KTPS is exponentially small far from the
diagonal of Λ × Λ, sufficiently so that it suffices to study its behaviour near the
diagonal. There, we have an expansion in the form
(2.71) KTPS(α, β) = e
i
hΦTS(α,β)a(α, β) +O
(
exp
(
−λ
1
2s−1 + λ
1
s dKN (α, β)
C
))
.
This expansion suggests to deal with TPS as an FIO with complex phase on Λ, in
the spirit of [MS75]. For this machinery to work, we need to have a lower bound
on Im ΦTS . When α, β are real, Im ΦTS ≥ 0, and only vanishes when α = β. This
implies that TPS is microsupported near the diagonal. However, the restriction of
Im ΦTS to Λ× Λ is not necessarily non-negative (a necessary assumption to apply
the machinery from [MS75]). Thankfully, we can get around this using the action
H introduced in §2.1.1.
Lemma 2.13. There is η0 > 0 such that, if τ0 is small enough and Λ is a
(τ0, 1)-adapted Lagrangian, then there is C > 0 such that, for every α, β ∈ Λ with
dKN (α, β) ≤ η0, we have
1
C
〈|α|〉 dKN (α, β)2 ≤ Im ΦTS(α, β) +H(α)−H(β) ≤ C 〈|α|〉 dKN (α, β)2.(2.72)
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The idea behind this statement is that for α, β close enough,
ΦTS = 〈αx − βx, βξ〉+O(〈|α|〉dKN (α, β)2),
and
Im(ΦTS − 〈αx − βx, βξ〉) ≥
〈|α|〉
C
dKN (α, β)
2.
In particular, the methods of [MS75] would prove that ΠΛ is bounded on an
exponentially weighted space L2(Λ, e−2H(α)/hdα), if we had for  > 0 small enough
|H(β)−H(α)− Im(〈αx − βx, βξ〉)| ≤ 〈|α|〉dKN (α, β)2.
This implies exactly that dH = − Im θ|Λ, where θ is the canonical Liouville 1-form.
The existence of a solution implies that Λ is an exact I-Lagrangian, and the desired
bound holds if Λ is sufficiently C2 close to the reals. This is the reason why we have
to work with adapted Lagrangians, and introduce the weight H.
Proof of Lemma 2.13. Define the function A(α, β) = Im ΦTS(α, β)+H(α)−
H(β) near the diagonal on Λ× Λ. By definition, A satisfies symbolic estimates (of
order 1). First, since ΦTS(α, α) = 0, we have that A(α, α) = 0. Then using (2.8)
and the fact that
dαΦTS(α, α) = dαΦT (α, αx) = θ|Λ(α)(2.73)
and
dβΦTS(α, α) = dαΦS(α, αx) = −θ|Λ(α),(2.74)
we find that the differential of A vanishes on the diagonal. The expression (2.73) and
(2.74) follows from the definition of the phase ΦTS . Since A vanishes at order 2 on
the diagonal of Λ×Λ and is a symbol of order 1, the inequality of the right in (2.72)
holds. Hence the left inequality is equivalent to the existence of a constant C > 0
such that for every α ∈ Λ the Hessian ∇2β,βA|β=α is larger than C−1 〈|α|〉 gKN .
Hence, the general case follows from the case Λ = T ∗M by a perturbation argument.
Consequently, we only need to make the proof in the case Λ = T ∗M .
Notice that in the case Λ = T ∗M , we have H = 0, and hence A = Im ΦTS .
Recall that ΦTS(α, β) is the critical value of y 7→ Ψ(β, y) := ΦT (α, y) + ΦS(y, β).
We fix the variable α, and denote by y(β) the critical point of this function. From
the Implicit Function Theorem, we have
Dβy(β) = −(D2y,yΨ(β, y(β)))−1D2y,βΨ(β, y(β)).
Here, we work in coordinates and our convention regarding the notation D is that
Dβy is the matrix of the differential of β 7→ y(β) (in the canonical basis) and that
D2y,βΨ is such that its columns have the size of y and its lines the size of β.
Differentiating the expression ΦTS(α, β) = Ψ(β, y(β)), it appears that we have
DβΦTS(α, β) = DβΨ(β, y(β)), and then that
D2β,βΦTS(α, β) = D
2
β,βΨ(β, y(β)) +D
2
β,yΨ(β, y(β))Dβy(β)
= D2β,βΨ(β, y(β))−D2β,yΨ(β, y(β))(D2y,yΨ(β, y(β)))−1D2y,βΨ(β, y(β)).
Then, differentiating ΦS(βx, β) = 0 and dyΦS(βx, β) = βξ, we find that for β = α,
and y = y(α) = αx, we have (using the decomposition β = (βx, βξ))
D2β,βΨ(α, αx) =
(
D2y,yΦS(αx, α) −I
−I 0
)
, D2β,yΨ(α, αx) =
(−D2y,yΦS(αx, α)
I
)
,
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and D2y,yΨ(α, αx) = 2i ImD
2
y,yΦS(αx, α) (recall that ΦT = −ΦS). Let us write the
decomposition into real and imaginary part: D2y,yΦS(αx, α) = A+ iB. Recall that
B is definite positive by assumption. Summing up, we find that
ImD2β,βΦTS(α, α) =
1
2
(
AB−1A+B −AB−1
−B−1A B−1
)
We compute(
B−1/2u B1/2v
)(AB−1A+B −AB−1
−B−1A B−1
)(
B−1/2u
B1/2v
)
= v2 + u2 + |B−1/2AB−1/2u|2 − 2〈B−1/2AB−1/2u, v〉
= u2 + (B−1/2AB−1/2u− v)2.
This certainly is a positive definite quadratic form. Since A + iB is a symbol of
order 1, with B being elliptic, this is uniform. We deduce
ImD2β,βΦ(α, α) ≥
1
C
〈|α|〉gKN .

Remark 2.12. We proved Lemma 2.13 by computing directly the Hessian of
the phase ΦTS . However, there is also a geometric proof of this lemma, in the spirit
of the “fundamental” Lemma 1.16 and of the estimate Lemma 2.12 that was crucial
in the proof of Lemma 2.10.
Let us explain how the geometric proof of Lemma 2.13 goes. We only need to
consider the case Λ = T ∗M . When α, β ∈ T ∗M , then the phase y 7→ ΦT (α, y) +
ΦS(y, β) is real for real y’s. The imaginary part of this phase is pluriharmonic and
consequently the critical point of the phase is a saddle point for its imaginary part.
The critical value ΦTS(α, β) of the phase y 7→ ΦT (α, y) + ΦS(y, β) is attained on
the steepest descent contour. Since the imaginary part of the phase is non-negative
for real y’s, we see that the real is roughly aligned with the steepest phase descent.
It implies that Im ΦTS(α, β) is larger than the minimum of the imaginary part of
ΦT (α, y) + ΦS(y, β) for real y. This proves that Im ΦTS(α, β) is essentially larger
than 〈|α|〉 |αx − βx|2.
When
∣∣αξ − βξ∣∣ / 〈|α|〉 is much larger than |αx − βx|, then the real part of
∇y(ΦT (α, y) + ΦS(y, β)) must be large when y is real. It implies that the critical
point of the phase is away from the real (at a distance essentially larger than∣∣αξ − βξ∣∣ / 〈|α|〉) and consequently, we can improve the previous estimate by the
square of this distance multiplied by 〈|α|〉 (the size of the Hessian).
We now deduce Propositions 2.4 and 2.5 from Lemma 2.13.
Proof of Proposition 2.4. The proof is an application of the celebrated
Schur’s test [Mar02, Lemma 2.8.4]. We start by observing that near the diagonal,
using (2.10),
|H(β)−H(α)|
h
≤ Cτ0
( 〈|α|〉
h
)1/s
dKN (α, β).
Together with (2.11), this proves that the factor exp((H(β) − H(α)/h) in (2.70)
can be absorbed in the remainders from (2.71). It follows that, for τ0 small enough,
the reduced kernel of TΛPSΛ satisfies (here α and β are on Λ and e is a symbol
supported near the diagonal of Λ× Λ)
KΛTPS (α, β) = e
i
ΦTS(α,β)+iH(α)−iH(β)
h e(α, β) +O
((
h
〈|α|〉+ 〈|β|〉
)∞)
.
2.2. LIFTING PSEUDO-DIFFERENTIAL OPERATORS 115
In order to understand the action of TΛPSΛ from L
2
k (Λ) to L
2
k−m (Λ) we study the
kernel
K(α, β) := KΛTPS (α, β)
〈|α|〉k−m
〈|β|〉k
= e
iΦTS(α,β)+H(β)−H(α)
h e(α, β)
〈|α|〉k−m
〈|β|〉k
+O
((
h
〈|α|〉+ 〈|β|〉
)∞)
.
(2.75)
In order to apply Schur’s test, we need to find uniform bounds on∫
Λ
|K(α, β)|dβ and
∫
Λ
|K(α, β)|dα.
We will only deal with the first integral, hence we fix α ∈ Λ. We will also ignore the
contribution of the error term in (2.75), that is easily dealt with. Hence, we want a
bound, uniform in α and h, on∫
Λ
e−
Im ΦTS(α,β)−H(β)+H(α)
h |e(α, β)| 〈|α|〉
k−m
〈|β|〉k
dβ.(2.76)
Recalling that e belongs to the symbol class h−nSmKN (Λ× Λ), since e is supported
near the diagonal we have that, for some C > 0,
|e(α, β)| 〈|α|〉
k−m
〈|β|〉k
≤ Ch−n.
Hence, we must estimate (the integral is over β ∈ Λ)
h−n
∫
dKN (α,β)≤η
e−
Im ΦTS(α,β)−H(β)+H(α)
h dβ.
Here, provided η has been chosen small enough when applying Lemmas 2.9 and
2.10, so that Lemma 2.13 applies, it follows from the estimate on the Jacobian in
Lemma 2.2 that the integral (2.76) is controlled by
h−n
∫
R2n
exp
(
−〈|α|〉x
2 + 〈|α|〉−1 ξ2
h
)
dxdξ
and the result follows from the changes of variable x′ = h−
1
2 〈|α|〉 12 x and ξ′ =
h−
1
2 〈|α|〉− 12 ξ. 
Proof of Proposition 2.5. We will only prove the first estimate, the other
one is obtained similarly (replacing an α by a β in the computation below). We
use the same notations as in the previous proof, and denote by e˜ the symbol e that
appears in the particular case P = I. Hence, we see that the reduced kernel of
TΛPSΛ − pΛΠΛ : L2k (Λ)→ L2k−m+ 12 (Λ) writes
K˜(α, β) := e
H(β)−H(α)
h (KTPS (α, β)− pΛ(α)KTS (α, β))
〈|α|〉k−m+ 12
〈|β|〉k
= e
iΦTS(α,β)+H(β)−H(α)
h (e(α, β)− pΛ(α)e˜(α, β))
〈|α|〉k−m+ 12
〈|β|〉k
+OC∞
((
h
〈|α|〉+ 〈|β|〉
)∞)
.
As in the previous proof, we want to apply Schur’s test [Mar02, Lemma 2.8.4], and
we let as an exercise to the reader to deal with the error term. In order to apply
116 2. FBI TRANSFORM ON COMPACT MANIFOLDS
Schur’s test, we use the expansion (2.34) to find that
|e(α, β)− pΛ(α)e˜(α, β)| ≤ |e(α, α)− pΛ(α)e˜(α, β)|+ Ch−n 〈|α|〉m dKN (α, β)
≤ Ch−n+1 〈|α|〉m−1 + Ch−n 〈|α|〉m dKN (α, β),
and then
|e(α, β)− pΛ(α)e˜(α, β)|
〈|α|〉k−m+ 12
〈|β|〉k
≤ Ch−n+1 〈|α|〉− 12 + Ch−n 〈|α|〉 12 dKN (α, β).
We must consequently estimate
h−n+1
∫
dKN (α,β)≤η
〈|α|〉− 12 e−
Im ΦTS(α,β)−H(β)+H(α)
h dβ
and
h−n
∫
dKN (α,β)≤η
〈|α|〉 12 dKN (α, β)e−
Im ΦTS(α,β)−H(β)+H(α)
h dβ.
By the same argument as in the proof of Proposition 2.4, we see that these integrals
are controlled respectively by
h−n+1 〈|α|〉− 12
∫
R2n
exp
(
−〈|α|〉x
2 + 〈|α|〉−1 ξ2
h
)
dxdξ
and
h−n 〈|α|〉 12
∫
R2n
(
|x|+ |ξ|〈|α|〉
)
exp
(
−〈|α|〉x
2 + 〈|α|〉−1 ξ2
h
)
dxdξ,
and the result follows from the same change of variable as in the proof of Proposition
2.4. 
As promised, we deduce Corollaries 2.3 and 2.4 from Proposition 2.4.
Proof of Corollary 2.3. We have a regularizing procedure that is indepen-
dent of the choice of Λ. We start by considering u ∈ (E1,R)′ with R > 1 large
enough so that Lemmas 2.5 and 2.6 apply. Then, we obtain that for  > 0,
u = ST∗Me
−〈α〉2TT∗Mu,(2.77)
is an element of E1,R. Given Λ a (τ0, 1)-adapted Lagrangian with τ0 > 0 small
enough, we can shift contours and obtain that
u = SΛe
−〈α〉2TΛu.
Let us now assume that u ∈ HkΛ for some such Lagrangian Λ. Then, by dominated
convergence, as  tends to 0, we see that exp(− 〈α〉2)TΛu converges to TΛu in
L2k (Λ). Then, since ΠΛ is bounded on that space by Proposition 2.4, we see that
TΛu = ΠΛ exp(− 〈α〉2)TΛu converges to ΠΛTΛu = TΛu also in that space, and
thus in HkΛ,FBI as → 0.
Recall that TT∗M is an isometry between L
2 (M) and L2
(
T ∗M
)
(because ST∗M
is the adjoint of TT∗M and ST∗MTT∗M = I). In particular, L
2(M) = H0T∗M . 
Proof of Corollary 2.4. We denote by Hk (M) the usual Sobolev space of
order k on M . Since S = T ∗ is a left inverse for T , we see that T is an isometry and
consequently L2 (M) = H0T∗M . From the fact that S = T ∗, it follows that H−kT∗M is
the dual of HkT∗M (this is in fact a general fact that is valid for any Λ, as we will
see it in Lemma 2.24). We can consequently assume that k > 0.
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Let u ∈ HkΛ. It follows from Remark 2.8 that u is a distribution. According to
Proposition 1.11, there is a G1 pseudor A with principal symbol 〈α〉k. By Proposition
2.4, we see that Au ∈ H0T∗M = L2 (M) (since T ∗M is (0, 1)-adapted). Since k > 0,
we have also u ∈ L2 (M). By elliptic regularity (in the C∞ category), it follows that
u ∈ Hk (M) with norm controlled by
‖u‖
L
2
(M)
+ ‖Au‖
L
2
(M)
≤ C ‖u‖HkΛ .
Reciprocally, assume that u ∈ Hk (M). By Proposition 1.11, we find a G1
pseudor B whose principal symbol is 〈α〉−k. We can use Theorem 4 to construct a
parametrix C for B, this is a G1 pseudor of order k such that BC = CB = I for
h small enough. Since C has order k, the distribution Cu is an element of L2 (M)
and using Proposition 2.4, we see that u = BCu is an element of HkΛ, with norm
controlled by the Hk (M) norm of u. 
2.2.3. FBI transform and wave front set of ultradistributions. From
the results of §2.1.2 and §2.1.3, we see that the regularity of an ultradistribution
may be characterized by the decay of its FBI transform. Indeed,it follows from
Lemma 2.4 and 2.6 that
Proposition 2.6. Let s ≥ 1 and u ∈ Us (M). Then u belongs to Gs (M) if and
only if TT∗Mu belongs to G
s (M).
We leave as an exercise to the reader to give a local version of Proposition 2.6.
These considerations suggest to give the following definition of wave front set.
Definition 2.3. Let s ≥ 1 and u ∈ (E1,R0)′ for R0 large enough. We define
the Gs wave front set WFGs (u) ⊆ T ∗M \ {0} of u in the following way: a point
α ∈ T ∗M \ {0} does not belong to WFGs (u) if and only if there is a conical
neighbourhood Γ of α in T ∗M and C > 0 such that
TT∗Mu(β) =|β|→+∞
β∈Γ
O
(
exp
(
− 1
C
〈β〉 1s
))
.(2.78)
We define mutatis mutandis the semi-classical wave front set WFGs,h(u) of
u = u(h).
Remark 2.13. In Rn, the usual definition [Ho¨r71] of the wave front set WFGs(u)
may be rephrased using the flat transform TRn , defined in (6). The condition (2.78)
is then replaced by∣∣TRnu(αx, αξ;h)∣∣ ≤ C exp(− 1
Ch
1
s
)
, as h→ 0,
where α remains in a compact set. With this definition, one has to take h → 0
because the coercive term in the phase is just |x − αx|2, instead of 〈|ξ|〉|x − αx|2.
However the two notions are the same.
Lemmas 2.9 and 2.10 allow us to control the wave front set of the elements
of H0Λ (Lemma 2.14 below will be the main tool in the proof of Proposition 3.2).
Notice that Lemma 2.14 has to be understood with h fixed, so that G0 is assumed
to be elliptic as a classical symbol.
Lemma 2.14. Let s ≥ 1 and G0 be a symbol on (T ∗M)0 (for some 0 > 0) in
the class S
1/s
KN . For τ > 0 define the symbol G = h
1−1/sτG0 and then Λ by (2.4).
Let α ∈ T ∗M \ {0} be such that G0 is negative and classically elliptic of order 1/s
on a conical neighbourhood of α. Then, if τ and h are small enough, for any u ∈ H0Λ
we have that α /∈WFGs (u).
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Observe how this is coherent with the heuristics that the space H0Λ behaves
formally as the space “exp(Op(G)/h)L2(M)”.
Proof. Notice first that for some C > 0, the Lagrangian Λ is (Cτ, 1)-adapted,
so that the analysis above applies provided τ is small enough.
Let Γ be a conical neighbourhood of α on which G0 is negative and elliptic of
order δ. By assumption, there is a constant c > 0 such that for β ∈ Γ large enough
we have
G0(β) ≤ −
〈β〉 1s
C
.
Choose some small  > 0 and consider β ∈ Γ and γ ∈ Λ such that the distance
between β and γ for the Kohn–Nirenberg metric is less than . Then, we have
Im ΦTS(β, γ) = Im ΦTS
(
β, e−H
ωI
G (γ)
)
+ Im
(
ΦTS(β, γ)− ΦTS(β, e−H
ωI
G (γ))
)
.
By Lemma 2.13 (with Λ = T ∗M), the first term in the right-hand side is non-negative,
so this is
≥ dβ Im ΦTS(β, γ) · (HωIG (γ)) +O
(
τ2h2(1−
1
s ) 〈β〉1+2(1/s−1)
)
,
≥ dβ Im ΦTS(γ, γ) · (HωIG (γ)) +O
(
(+ τh1−
1
s )τh1−
1
s 〈β〉 1s
)
,
≥ − Im θ (HωIG (γ)) +O
(
(+ τh1−
1
s )τh1−
1
s 〈β〉 1s
)
,
Using (2.10), this is
≥ H(γ)− τh1− 1sG0(γ) +O
(
(+ τh1−
1
s )τh1−
1
s 〈β〉 1s
)
,
≥ H(γ)− τh1− 1sG0(β) +O
(
(+ τh1−
1
s )τh1−
1
s 〈β〉 1s
)
,
≥ H(γ) + τh
1− 1s
C
〈β〉 1s ,
provided τ, h and  were small enough. Notice here that the quantification on  does
not depend on τ nor h. Now, if u ∈ H0Λ we write
TT∗Mu = TT∗MSΛTΛu = TT∗MSΛe
H
h
(
e−
H
h TΛu
)
.
Then, from Lemma 2.9, we see that the kernel of TT∗MSΛe
H
h is exponentially
decaying when dKN (β, γ) ≥  (provided that τ is small enough, that is why it
was important that  does not depend on τ), and for β ∈ Γ and γ ∈ Λ such that
dKN (β, γ) ≤  we have
TT∗MSΛ(β, γ)e
H(γ)
h = e
iΦTS(β,γ)+H(γ)
h e(β, γ) +O
(
exp
(
−〈|β|〉+ 〈|γ|〉
Ch
))
,
for some symbol e. Then, the result follows from the fact that e−
H
h TΛu is in L
2 and
that, if β is large enough and with the assumption above,∣∣∣∣e iΦTS(β,γ)+H(γ)h ∣∣∣∣ ≤ exp(− τ
Ch
1
s
〈β〉 1s
)
.

The Gs wave front set interacts nicely with Gs pseudors. Indeed, we have
Proposition 2.7. Let A be a Gs pseudor, and u ∈ Us(M). Then WFGs(Au) ⊂
WFGs(u).
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Proof. We consider α /∈ WFGs(u), and seek to prove that α /∈ WFGs(Au).
Using Lemma 2.9 and 2.5, we find for η > 0 a constant C > 0 such that for β ∈ T ∗M ,
T (Au)(β) =
∫
dKN (γ,β)≤η
KTAS(β, γ)Tu(γ)dγ +O
(
exp
(
−
( 〈β〉
Ch
) 1
s
))
.
From the assumption that α /∈ WFGs(u), we deduce that for some η > 0, the
quantity |Tu(γ)| is controlled by exp(−(〈γ〉/Ch)1/s) in the conical neighbourhood
of size 2η of α. In particular for β in the conical neighbourhood of size η of α, we
find, using Lemma 2.13 to see that Im ΦTS(β, γ) is non-negative when β and γ are
real, that
T (Au)(β) = O
(
exp
(
−
( 〈β〉
Ch
) 1
s
))
.

We can also use I-Lagrangian spaces to prove elliptic regularity for Gs pseudors.
Proposition 2.8. Let m ∈ R. Let A be a Gs pseudor on M , semi-classically
elliptic of order m. Assume that h is small enough. Then, if u ∈ Us (M) is such
that Au ∈ Gs (M), we have that u ∈ Gs (M).
Proposition 2.8 is a result of elliptic regularity that extends previous results
[BDMK67, Zan85, Rod93]. The main improvement here is that we use our class
of GsGs pseudors rather than the more common class of G1Gs pseudors.
Remark 2.14. As will be clear from the proof, this tool is quite flexible.
For example, instead of “semi-classically elliptic”, one could assume “elliptic and
ReA ≥ 0”. This statement can also be microlocalized.
The usual way to prove such a result is to construct a parametrix for A, i.e. to
prove that the inverse for A is itself a Gs pseudor (we know that this inverse exists
when h is small enough by the usual C∞ pseudo-differential calculus). However, one
can see that Proposition 2.8 follows from the following result.
Lemma 2.15. Under the assumptions of Proposition 2.8, if h is small enough
then the inverse of A is continuous from Gs (M) to itself and extends as a continuous
operator from Us (M) to itself.
Proof. Since the formal adjoint of A is also a semi-classically elliptic Gs
pseudor of order m, according to Proposition 1.8, then we only need to prove that
A−1 is bounded from Gs (M) to itself. To do so, we consider the Lagrangian Λ
defined by (2.4) with G (α) = −cτ0h1−
1
s 〈|α|〉 1s , where c > 0 is small (in order to
ensure that Λ is a (τ0, s)-adapted Lagrangian). Provided that τ0 and h are small
enough, then we know by Proposition 2.4 that A is bounded on HkΛ to Hk−mΛ for
every k ∈ R. We will start by proving that for τ0 and h small enough, then A has a
bounded inverse on H0Λ. To do so, apply Proposition 2.5 to write
TΛASΛ = apiΛ +OL2
m− 1
2
(Λ)→L20(Λ)
(
h
1
2
)
,(2.79)
where a denotes an almost analytic extension for the symbol of a. It follows from
the ellipticity of A that there is C > 0 such that for every α ∈ Λ we have
|a(α)| ≥ 〈|α|〉
m
C
.
This is true by assumption for α ∈ T ∗M and remains true after a small perturbation
(we assume c 1). Hence, the multiplication by a−1 defines a bounded operator
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from L20 (Λ) to L
2
m (Λ). We define the operator
B = SΛa
−1TΛ,
which is consequently bounded from H0Λ to HmΛ . It follows from (2.79) that (the
size of the remainder is measured both as an endomorphism of H0Λ and of HmΛ )
BA = I +O
(
h
1
2
)
.
Hence, we find by Von Neumann’s argument that, for h small enough, A has an
inverse A−1 bounded from H0Λ to HmΛ . Moreover, we see that this result is uniform
in the parameter τ0 that appears in the definition of G, so that the inverse A
−1
exists for h ≤ h0 where h0 does not depend on τ0.
Now let R > 0. If τ0 is small enough, it follows by Corollary 2.2 that E
s,R (M) ⊆
H0Λ with a continuous inclusion. However, the ellipticity of G with Proposition
2.6 and Lemma 2.14 (or rather a short inspection of their proofs) gives that there
is R1 > 0 such that H0Λ ⊆ Es,R1 (M). Hence, if h < h0 the inverse A−1 of A
from H0Λ to HmΛ induces an inverse for A from Es,R (M) to Es,R1 (M). Since both
these spaces are included in C∞ (M), this is nothing else that the inverse of A on
C∞ (M) restricted to Es,R (M). Thus, the inverse of A is bounded from Es,R (M)
to Es,R1 (M). Since R > 0 is arbitrary, it follows that A is bounded from Gs (M)
to itself. 
2.3. Bergman projector and symbolic calculus
We use the same notations as in the previous section: T is an analytic FBI
transform given by Theorem 6, and S = T ∗ denotes its adjoint, Λ is a (τ0, 1)-adapted
Lagrangian manifold with τ0 small enough. The associated operators TΛ and SΛ
have been defined in §2.1.1, and we assume whenever we need that the implicit
parameter h > 0 is small enough.
In order to understand the action of a Gs pseudor P on the space H0Λ defined in
§2.1.1, we only need to study the operator TΛPSΛ acting on H0Λ,FBI. The kernel of
this operator was already described in Lemmas 2.9 and 2.10. With Toeplitz calculus
in mind, we would like to compare the operator TΛPSΛ with a multiplication
operator. We gave a first result in this direction, Lemma 2.5. However, the error
term in this result is quite big, and we intend to improve it, giving a multiplication
formula valid at any order.
It would be possible to find a symbol p on Λ such that TΛPSΛ ' ΠΛpΠΛ, with
a very small error. Here, we recall that ΠΛ = TΛSΛ is a bounded projector from
L20 (Λ) to H0Λ,FBI. This is not the most useful form for TΛPSΛ though. It is in fact
much more interesting to replace ΠΛ by the orthogonal projector BΛ on H0Λ,FBI – it
is a legitimate operator since H0Λ,FBI is closed. Indeed, if we can find a symbol σ on
Λ such that
BΛTΛPSΛBΛ ' BΛσBΛ(2.80)
up to a very small error, then we can use the symbol σ to compute scalar products
in H0Λ:
〈Pu, u〉H0Λ ' 〈σTΛu, TΛu〉L20(Λ) .
We can then use the Hilbert structure of H0Λ to try to invert P for instance. One
may think of the difference between representations in the form BΛσBΛ and ΠΛpΠΛ
as the difference between the Weyl quantization and the left quantization. Both of
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them are legitimate quantizations, however one of them is much more practical for
the handling of adjoint operators.
For this whole idea to work, we need to understand the structure of BΛ. Guided
by the fact that BT∗M = ΠT∗M , it is reasonable to conjecture that the kernel of BΛ
takes in general a form similar to that of ΠΛ. Recall that the latter, up to negligible
remainders, takes the form
ei
ΦTS(α,β)
h σΠΛ(α, β).
(2.81)
where σΠΛ is a symbol supported near the diagonal of Λ× Λ and the phase ΦTS
satisfies the estimate Lemma 2.13.
The method to prove it is indeed the case was first elaborated by Boutet de
Monvel and Guillemin [BG81], and improved upon by [HS86] and [Sjo¨96a]; we
will explain its details.
• The first step is to observe that there exists local pseudo-differential
operators Zj , j = 1 . . . n, such that ZjΠΛ = O(h∞) as operators from L2k
to L2−k for every k. The fact that the image of ΠΛ is (almost) in the kernel
of such operators stems from the decomposition ΠΛ = TΛSΛ. There is no
reason for this to be true for a general operator whose kernel is in the form
eiΦ(α,β)/ha(α, β).
• The second step is to consider operators A whose kernel essentially take
the form eiΦ(α,β)/ha(α, β), and such that ΠΛA = AΠ
∗
Λ = A – with some
technical conditions. One can then use the Zj ’s to prove that the phase Φ
is completely determined, and that the amplitude is completely determined
by its values on the diagonal.
• Finally, the observation that, given a symbol σ, the composition ΠΛσΠ∗Λ is
such an operator with oscillating kernel, leads to a parametrix construction
showing that there exists f a symbol of order 0 such that BΛ ' ΠΛfΠ∗Λ
modulo a very small error.
A Toeplitz representation (2.80) of Gs pseudor will follow, that can be rephrased
as a multiplication formula – Proposition 2.11 – that will be essential in the
applications. Finally, we will also state basic results about a Toeplitz calculus that
we will use in §2.3.3 to deduce estimates on singular values of inclusions between
the spaces HkΛ (it will also be very important in the applications).
Let us point out that, now that Lemmas 2.9 and 2.10 allowed us to replace T ∗M
by Λ, we are working in the C∞ category on Λ. We will use tools from [MS75] that
require to choose an almost analytic neighbourhood Λ˜, that is an embedding Λ ⊆ Λ˜
of Λ in a complex analytic manifold of dimension 2n that makes Λ totally real in Λ˜.
We can take for instance Λ˜ = T ∗M˜ , but any other choice is legitimate. We can also
take C∞ coordinates on Λ and use Cn as an almost analytic neighbourhood. Notice
also that when considering complex conjugates, we will always mean it in these
coordinates. For instance if f is an element of T ∗αΛ⊗C ' T ∗Λ˜ for some α ∈ Λ, then
f¯ is defined using the tensor product structure. This amounts to say that f¯ is the
C-linear form on TαΛ⊗ C ' TαΛ˜ whose restriction to TαΛ is obtained from f by
composition with the usual complex conjugacy.
Finally, let us mention that in this section we will identify an operator with its
kernel, writing for instance ΠΛ(α, β) for the kernel of ΠΛ.
2.3.1. Operators on the image of the transform.
2.3.1.1. Annihilating pseudors. In this section, we will build the Zj ’s evoked a
few lines above. The existence of such operators vanishing on the image of T should
be seen as a generalization of the following relations satisfied by the flat transform
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defined in (6): (
∂
∂xj
− i ∂
∂ξj
− i
h
ξj
)
︸ ︷︷ ︸
=Z
j,Rn
TRn = 0.
The collection of these equations forms a twisted ∂ equation. In our non-flat case,
the Zj ’s will have to be pseudo-differential, but the fundamental idea is similar. To
be prudent, we define beforehand what we mean by a pseudor on Λ:
Definition 2.4. Let Λ be a (τ0, 1)-adapted Lagrangian. Consider Q an operator
on Λ (maybe depending on h as usual) whose kernel is uniformly properly supported.
Assume additionally that in local coordinates near a point α ∈ Λ where the Kohn–
Nirenberg metric is uniformly close to the standard metric, the kernel of Q is
the kernel of a semi-classical pseudo-differential operator with Planck constant
~ = h/〈|α|〉, whose symbol is uniformly compactly supported in the impulsion
variable. Then we say that Q is an h-pseudor on Λ.
Using the map T ∗M → Λ given by expHωIG , and local coordinates (u, η) on
T ∗M , we have local coordinates α = expHωIG (u, η) on Λ. Taking into account the
relevant scaling, Q is a h-pseudor on Λ if its kernel takes in these coordinates the
form (near the diagonal)
1
(2pih)2n
∫
e
i
h (〈u−u
′
,u
∗〉+〈η−η′,η∗〉)q(u, u′, η, η′, u∗, η∗)du∗dη∗,
where the symbol q is supported for |u∗|+ |η − η′| ≤ C〈η〉, |η∗|+ |u− u′| ≤ C and
satisfies for k, ` ∈ N2n and k′, `′ ∈ Nn
(2.82)
∣∣∣(∂u,u′)k(∂η,η′)`(∂u∗)k′(∂η∗)`′q(u, u′, η, η′, u∗, η∗)∣∣∣ ≤ Ck,`,k′,`′〈η〉m−|k′|−|`|.
If a symbol q satisfies these conditions, we write q ∈ Smc (T ∗Λ), and say that Q is
an h-pseudor of order m.
We pick a cutoff χ supported near the diagonal of Λ× Λ. In a chart domain,
given a symbol p ∈ Smc (T ∗Λ) depending only on u, η, u∗, η∗, we let
Op(p)f(u, η) =
1
(2pih)2n
∫
e
i
h (〈u−u
′
,u
∗〉+〈η−η′,η∗〉)p(u, η, u∗, η∗)f(u′, η′)
× χ(u, u′, η, η′)du∗dη∗du′dη′.
This defines an h-pseudor of order m (at least in a smaller chart domain). It follows
from the results of [MS75] (in particular, Formula 2.28) that if a function f on Λ
has an expansion in the large chart domain in the form f = eiψ/ha+O(h/〈η〉)∞,
with ψ and a symbols of respective order 1 and m˜ in the Kohn–Nirenberg class on
Λ such that Imψ ≥ 0, and Imψ(α0) = 0, then near α0, in the small chart domain,
modulo O(h/〈η〉)∞ (all these error terms are in C∞),
(2.83) Op(p)f ∼ e ihψ
∑
k≥0
hk
k!
bk.
By the expansion (2.83), we mean that for every N ∈ N we have
Op(p)f = e
i
hψ
N∑
k=0
hk
k!
bk mod h
N+1Sm+m˜−N−1KN (Λ) .
The coefficients in this expansion are given by the expression
(2.84)
bk = (∇u′,η′ · ∇u∗,η∗)k
[
p(u, η; (u∗, η∗ + ρ(u, u′; η, η′))a(u′)
]
|u′=u,η′=η,u∗=η∗0 ,
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where ρ is such that ψ(u′, η′)− ψ(u, η) = 〈(u′, η′)− (u, η), ρ(u, u′; η, η′)〉. Here, we
use the coordinates on Λ described above and we have identified p with one of its
almost analytic extensions in the u∗, η∗ variable. In particular, the leading term in
the expansion (2.84) is given by
b0 = p(u, η,du,ηψ).
We will be chiefly interested in the composition of a pseudors Q = Op(p) and
ΠΛ. However, since we are interested in the action of ΠΛ on L
2(e−2H/hdα), it is
natural to consider the kernel of the composition Qe−H/hΠΛe
H/h rather than QΠΛ.
According to our discussion, its kernel will have a semi-classical expansion, with a
principal symbol in the form
p(u, η,du,ηΦ
◦
TS),
where Φ◦TS is the phase of the reduced kernel of ΠΛ:
Φ◦TS (α, β) = iH(α) + ΦTS (α, β)− iH(β).
This suggest considering the set (for some small  > 0)
(2.85) JΛ =
{
(α,dαΦT (α, y)− i Im θ(α)) : α ∈ Λ, y ∈ M˜, dM˜ (αx, y) < 
}
.
This is a priori a submanifold of T ∗Λ ⊗ C (the complexification of the cotangent
space). Indeed, Definition 1.7 of an admissible phase implies that if τ0 is small
enough then y 7→ dαΦT (α, y) is a holomorphic immersion near αx. Recall that for β
near α we have dαΦTS(α, β) = dαΦT (α, yc(α, β)) where yc(α, β) denotes the critical
point of y 7→ ΦT (α, y) + ΦS(y, β). It follows that for β near α in Λ, the“reduced”
phase of ΠΛ satisfies
dαΦ
◦
TS (α, β) ∈ JΛ.
We will show that
Proposition 2.9. Let Λ be a (τ0, 1)-adapted Lagrangian with τ0 small enough.
Around any fiber T ∗xM , there exist h-pseudors Zj, j = 1 . . . n, of order 0, such that
(i) Zj = Op(ζj), with ζj ∼
∑
hkζj,k a symbol of order 0;
(ii) the kernel of Zje
−H/hΠΛe
H/h is O(h/〈η〉)∞ in C∞;
(iii) each ζj,k is holomorphic in u
∗, η∗ near JΛ ∩ T ∗Λ and ζj,0 vanishes on JΛ;
(iv) in a uniform neighbourhood of JΛ ∩ T ∗Λ, the dζj,0 form a uniformly free
family.
The asymptotic expansion in (i) is thought in the following sense: for every
N ∈ N, we have
ζj =
N∑
k=0
hkζj,k mod h
N+1S−N−1c
(
T ∗Λ
)
.
When we write “around any fiber T ∗xM”, we mean that the points (i)-(iv) only hold
near points α ∈ Λ such that in the coordinates (u, η) described above, u is close to
x. We can then cover Λ by a finite number of domains on which the pseudors from
Proposition 2.9 are available.
The difficulty in the proof of Proposition 2.9 is that we have to use the decom-
position ΠΛ = TΛSΛ, but we are not able to obtain an expansion for Op(p)e
−H/hT ,
because the imaginary part of the phase ΦT +iH(α) is not positive. We propose here
a solution inspired by the proof of [HS86, Proposition 6.7]. We will approximate
the Zj ’s by differential operators of increasingly large order. It is morally very close
to the argument based on formal applications of the stationary phase method from
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[HS86], but we privileged this method because it does not rely on the results from
[Sjo¨82], with which the reader may not be familiar.
Proof of Proposition 2.9. We will first build the ζj,k’s as “formal” solu-
tions, and then check that they indeed solve the problem. As we said before, we
cannot prove an expansion for Op(p)e−H/hT . However, we can still compute the
terms that appear in the right hand side of (2.83). As a formal series in powers of h
whose coefficients are functions, it is a well defined object, so that for p ∈ Smc (T ∗Λ),
we define
(2.86)
[
e
−iΦT (·,y)+H
h Op(p)
]formal
(e−H/hT ) :=
∑
k≥0
hk
k!
bk,
with, as in (2.84), bk defined by the expression
(∇u′,η′ · ∇u∗,η∗)k
[
p(u, η; (u∗, η∗) + ρ(u, u′, η, η′))aT (u
′, η′, y)
]
|u′=u,η=η′,u∗=η∗=0 ,
and ρ defined by
ΦT (u
′, η′, y)−ΦT (u, η, y) + i(H(u′, η′)−H(u, η)) = 〈(u′, η′)− (u, η), ρ(u, u′, η, η′)〉.
Here as usual, we identified p with one of its almost analytic extension in the
coordinates (u, η). Taking p = ζj itself a formal sum of symbols ζj =
∑
hkζj,k, we
try to solve [
e
−iΦT (·,y)+H
h Op(ζj)
]formal
(e−H/hT )(α, y) = 0.
If this were an actual composition, since Λ and the symbol a of T themselves
may depend on h, there would be many ways to expand this sum in powers of h.
However, we are here using non-ambiguously the expansion given by (2.83), leading
to equations of the form
(2.87) ζj,0(u, η, du,η(ΦT + iH)) = 0,
and
(2.88) ζj,k(u, η,du,η(ΦT + iH)) = Qk(ζj,0, ζj,1, . . . , ζj,k−1)(u, η, y),
Qk being some differential operator whose coefficients depend on a, ΦT and Λ.
However this dependence is symbolic, so its comes with uniform estimates. Since
the map
(α, y) 7→ (α,dα(ΦT (α, y) + iH(α)))
is a local diffeomorphism onto JΛ, there is no obstruction to the equations above
having a solution. Quite on the contrary, there are many solutions, because the
symbols ζj,k are recursively prescribed only on JΛ.
We start with ζj,0. The proof of the fact that JΛ is an analytic manifold of
T ∗Λ⊗ C, of codimension n uses the local inversion theorem, and thus comes with
uniform estimates. In particular, we can choose the ζj,0 so that
• each ζj,0 is a symbol of order 0, holomorphic in the u∗, η∗ variable, near
JΛ ∩ T ∗Λ – the real points of JΛ;
• each ζj,0 vanishes on JΛ;
• near JΛ ∩ T ∗Λ, the dζj,0 form a uniformly free family;
• the ζj,0’s are supported for |u∗| ≤ C〈η〉, |η∗| ≤ C.
Using the symplectic structure of JΛ, we could additionally assume that {ζj,0, ζ`,0} =
0, but this will not be necessary for us.
Let us now explain how to construct the higher order symbols. Since the
differential of
y 7→ dαξΦT (α, y)
2.3. BERGMAN PROJECTOR AND SYMBOLIC CALCULUS 125
at y = αx is the identity (under natural identifications) by assumption, and since
expH
ωI
G is close to the identity, JΛ is uniformly transverse to the foliation tangent to
∂/∂u∗. It follows that if a function has its values determined on JΛ and that function
does not depend on u∗, that function is completely determined in a neighbourhood
of JΛ. In particular, we can solve the equations (2.87) and (2.88) near the real
points of JΛ, with symbols ζj,k, holomorphic in η∗ in a neighbourhood of JΛ ∩ T ∗Λ,
not depending on u∗.
Now, we can build ζj some C
∞ symbols of order 0 so that
ζj ∼
∑
hkζj,k.
We have to prove that for β ∈ Λ in the chosen chart, and α close to β,
(2.89) Op(ζj)e
−Hh ΠΛe
H
h (α, β) = OC∞((h/〈|β|〉)∞).
(the proposition also requires an estimate far from the diagonal, but that estimate is
trivial at this point). In order to prove (2.89), we introduce the following truncations
of ζj :
ζ≤Nj =
N∑
k=0
(
ζj,k
)(2N)
,
where, (ζj,k)
(2N) is obtained from ζj,k by taking its 2N Taylor expansion in u
∗ and
η∗ at Re θ(u, η). We also write ζ>Nj = ζj − ζ≥Nj , and split Op(ζj) into Op(ζ≤Nj )
and Op(ζ>Nj ).
We deal first with Op(ζ>Nj ), to do let us consider a symbol p on T
∗Λ (as defined
above) such that
p(u, η, u′, η′, u∗, η∗) = O
(
〈η〉−2N ∣∣(u∗, η∗)− Re θ(u, η)∣∣2N)+O (hN 〈η〉−N) .(2.90)
Here, the O’s must be understood in a space of functions satisfying (2.82). Applying
the method of [MS75] again, we find that
Op(p)e−
H
h ΠΛe
H
h (α, β) = e
i
hΦ
◦
TSq(α, β) +O(h/〈|β|〉)∞,
and we have an asymptotic expansion for the symbol q
q ∼
∑
k≥0
hkqk.
The qk’s write in the coordinates (u, η):
qk(u, η, u
′, η′) = (∇u′′,η′′ · ∇u∗,η∗)k
[
p
(
u, η; (u∗, η∗) + ρ(u, u′, u′′, η, η′, η′′)
)
× σΠΛ(u′′, η′′, u′, η′)
]
|u′′=u,η′′=η
u
∗
=η
∗
=0
,
(2.91)
where ρ satisfies
Φ◦TS(u
′′, η′′, u′, η′)− Φ◦TS(u, η, u′, η′) = 〈(u′′, η′′)− (u, η), ρ(u, u′, u′′, η, η′, η′′)〉,
and σΠΛ is from (2.81). Here, we recall that the phase ΦTS satisfies the estimate
Lemma 2.13, so that the application of the stationary phase method is legitimate.
Consequently, we must have
ρ(u, u′, u′′, η, η′, η′′) = du,ηΦ
◦
TS(u, η, u
′, η′) +O(∣∣u′′ − u∣∣+ 〈η〉−1 ∣∣η′′ − η∣∣)
= Re θ(u, η) +O(∣∣u′′ − u∣∣+ ∣∣u− u′∣∣+ 〈η〉−1 ∣∣η′′ − η∣∣+ 〈η〉−1 ∣∣η − η′∣∣).
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It follows then from our assumption (2.90) that in (2.91) we differentiate at most
2k times a term of the form
O
(
〈η〉−2N( ∣∣u′′ − u∣∣+ ∣∣u− u′∣∣+ 〈η〉−1 ∣∣η′′ − η∣∣
+ 〈η〉−1 ∣∣η − η′∣∣+ 〈η〉−1 ∣∣u∗∣∣+ ∣∣η∗∣∣ )2N)+O(〈η〉−NhN).
Hence, for k ≤ N , qk(u, n, u′, η′) is a
O
(
〈η〉−2N( ∣∣u− u′∣∣2(N−k) + 〈|η|〉2(k−N) ∣∣η − η′∣∣2(N−k) )+ 〈η〉−NhN).
Gathering these estimates, we deduce that
q(α, β) = O
((
〈|β|〉−2dKN (α, β)2 + 〈|β|〉−1h
)N)
.
and it follows from the fact that Im Φ◦TS ≥ 〈|β|〉d(α, β)2 that
Op(p)e−
H
h ΠΛe
H
h (α, β) = O(hN 〈|β|〉−N ).
Now, we would like to take p = ζ>Nj and apply this estimate. We cannot work
directly like that because ζ>Nj does not satisfy the support condition that we
assumed for p. However, introducing a cutoff function in impulsion, we can write
ζ>Nj = p + r where p satisfies (2.90) and satisfies the support condition that we
required for symbol on T ∗Λ. The symbol r is supported away from the graph of
Re θ, so that non-stationary phase method proves that
Op(r)e−
H
h ΠΛe
H
h (α, β) = O(h∞ 〈|β|〉−∞).
We have thus proved that
Op(ζ>Nj )e
−Hh ΠΛe
H
h (α, β) = O(hN 〈|β|〉−N ).
We consider now the other parts ζ≤Nj of ζj . To do so, we will use the fact
that ΠΛ = TΛSΛ. It is crucial here that Op(ζ
≤N
j ) is a differential operator with a
finite expansion in powers of h. Actually, we are slightly abusing notations because
ζ≤Nj is not compactly supported in u
∗, η∗, but this is not a problem because it is
polynomial. We can certainly compute the action of a differential operator on T
and we have
Op(ζNj )e
−H/hΠΛe
H/h = (Op(ζNj )e
−H/hTΛ)SΛe
H/h.
Since the series (defined by the procedure above) in[
e
−iΦT (·,y)+H
h Op(ζNj )
]formal
(e−H/hT )(α, y)
is finite, it coincides with
e
−iΦT+H
h Op(ζNj )e
−H/hTΛ
However, using an argument similar to the one above, it also coincides with[
e
−iΦT (·,y)+H
h Op(ζj)
]formal
(e−H/hT )(α, y) ≡ 0.
up to the order (〈|α|〉−2d(αx, y)2 + 〈|α|〉−1h)N (because ζj and ζ≤Nj coincides up to
the order N in h and 2N in
∣∣(u∗, η∗)− Re θ(u, η)∣∣). Notice that the holomorphy in y
is preserved by this procedure, so that we can use the Holomorphic Stationary Phase
Method Proposition 1.6 as in the proof of Lemma 2.10 to compute the kernel of
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Op(ζ≤Nj )e
−H/hΠΛe
H/h. Making explicit the terms in the Stationary Phase Method,
we find that
Op(ζ≤Nj )e
−H/hΠΛe
H/h(α, β) = ei
Φ
◦
TS(α,β)
h O
((
〈|α|〉−1 h+ 〈|α|〉−2 dKN (α, β)2
)N)
= O
(
hN 〈|α|〉−N
)
.
Here, we used the coercivity of Im Φ◦TS again. Summing back ζ
≤N
j and ζ
>N
j , we
find that
Op(ζj)e
−H/hΠΛ(α, β)e
H/h = O
((
h
〈|α|〉
)N)
.
Since here N can be taken arbitrarily large, the proof is complete (derivatives are
dealt with similarly). 
2.3.1.2. A class of FIOs. Let us consider an operatorA whose kernel is essentially
supported near the diagonal on Λ, and whose kernel has an expansion as in (2.81).
Borrowing the terminology of [MS75], this means that A is a Fourier Integral
Operator – FIO – with complex phase, associated with the Lagrangian manifold
LΦ :=
{
(α,dαΦ(α, β);β,dβΦ(α, β)) | α, β ∈ Λ
} ⊂ T ∗ (Λ˜× Λ˜) .
From the condition that the imaginary part of Φ is coercive away from the diagonal,
we deduce that the real points of LΦ are exactly
(LΦ)R =
{
(α,dαΦ(α, α);α,dβΦ(α, α)) | α ∈ Λ
}
.
In the case of Φ◦TS(α, β) := iH(α) + ΦTS(α, β)− iH(β), from Lemma 2.13 and its
proof, we deduce that
(LΦ◦TS )R = ∆Λ := {(α,Re θ(α);α,−Re θ(α)) | α ∈ Λ} .
The condition of coercivity also implies that LΦ is a strictly positive Lagrangian
manifold – see Definition 3.3 in [MS75]. It will turn out that every relevant operator
in our setting shares these properties with Φ◦TS .
We will study systematically such operators that are left invariant by ΠΛ and
Π∗Λ. Let us start with a definition. During all this section, we fix a (τ0, 1)-adapted
Lagrangian Λ with τ0 and h small enough. Since we will be working on Λ, the
results and estimates will depend on Λ. However, the constants appearing will only
depend on Ck estimates on Λ, and in this sense, we will say that is valid uniformly
in Λ. When a Gs pseudor P appears, implicitly, we assume that Λ is (τ0, s)-adapted.
Definition 2.5. Let m ∈ R. A complex FIO associated with ∆Λ – of order m –
A on Λ is an operator whose reduced kernel is of the form
A(α, β)e
H(β)−H(α)
h = e
iΦA(α,β)
h σA(α, β) +OC∞
((
h
〈|α|〉+ 〈|β|〉
)∞)
.(2.92)
Here, ΦA ∈ S1KN (Λ× Λ) and σA ∈ h−nSmKN (Λ× Λ) are symbols on Λ × Λ in
Kohn–Nirenberg classes. Moreover, we assume that for α ∈ Λ we have
(2.93) Φ(α, α) = 0 and dαΦ(α, α) = Re θ(α),
and that there are C, η > 0 such that σA is supported in
{(α, β) ∈ Λ× Λ : dKN (α, β) ≤ η} ,
and for every α, β ∈ Λ such that dKN (α, β) ≤ 2η we have
(2.94)
1
C
〈|α|〉 dKN (α, β)2 ≤ Im ΦA(α, β) ≤ C 〈|α|〉 dKN (α, β)2.
We say that ΦA is the (reduced) phase of A and that σA is its symbol.
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When studying FIO, we will often need to consider remainders that are negligible
in the following sense.
Definition 2.6. An operator A on Λ is said to be negligible, or to have negligible
kernel, if it is a FIO with symbol 0, that is if its reduced kernel satisfies
A(α, β)e
H(β)−H(α)
h = OC∞
((
h
〈|α|〉+ 〈|β|〉
)∞)
.
The main goal of this section is to build the necessary tools to prove that the
orthogonal projector BΛ is a complex FIOs associated with ∆Λ. Insofar as we will
not be making use of any other type of FIOs in this section, and will be working
with just one Lagrangian Λ, we will just write “FIO” for “complex FIO associated
with ∆Λ”.
Remark 2.15. Let us mention that the arguments in the proof of Proposition
2.4 imply that an FIO of order m is bounded from L2k (Λ) to L
2
k−m (Λ) for every
k ∈ R. In particular, it makes sense to compose these operators. Notice also that,
due to the coercivity condition (2.94), the constant η in Definition 2.5 can be taken
arbitrarily small (just multiply σA by a cutoff function supported near the diagonal
and put the remainder in the error term in (2.92)).
It follows from Lemmas 2.9, 2.10 and 2.13 that ΠΛ is an FIO of order 0. More
generally, if P is a Gs pseudor of order m, then the same lemmas imply that if τ0
and h are small enough then TΛPSΛ is an FIO of order m (this fact has been proven
in the proof of Proposition 2.4). The phase associated to both of these operators is
Φ◦TS , and it satisfies the coercivity condition (2.94) due to Lemma 2.13.
Notice also that a negligible operator is a O(hN ) as on operator from L2−N (Λ)
to L2N (Λ) for every N ∈ N.
Lemma 2.16. Let A and B be FIOs, whose phases are respectively ΦA and ΦB.
Let f be a symbol in Kohn–Nirenberg class on Λ. Then A∗, AB, fA and Af also
are FIOs. The phase of AfB is given by
ΦAB(α, β) = v.c.γ (ΦA (α, γ) + ΦB (γ, β)) .(2.95)
Here, v.c. stands for critical value, and this critical value is defined in the sense of
almost analytic extension (see [MS75] in particular Lemma 2.1). Moreover, from
an expansion for f and the symbols of A and B, we deduce an asymptotic expansion
for the symbol of AfB given by the stationary phase method.
It will be convenient to give a name to the reduced phase of Π∗Λ, which is
Φ∗TS(α, β) := −Φ◦TS (β, α) = −iH(α)−ΦTS (β, α) + iH(β). Recall that, in order to
study the orthogonal projector BΛ, we want to study operators of the form ΠΛfΠ
∗
Λ
where f is a symbol on Λ. From Lemma 2.16, we already know that ΠΛfΠ
∗
Λ is a
complex FIO adapted with ∆Λ.
Remark 2.16. If A is an FIO of order m, we say that its symbol satisfies an
asymptotic expansion
σA '
1
(2pih)n
∑
k≥0
hkak,
if, for every k ∈ N, we have ak ∈ Sm−kKN (Λ× Λ), and, for every N ∈ N, we have that
σA −
1
(2pih)n
N−1∑
k=0
hkakh
N−nSm−NKN (Λ× Λ) .
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Proof of Lemma 2.16. The statement for Af and fA elementary. For the
adjoint, it suffices to observe that if Φ satisfies (2.93) and (2.94), then so does
Φ∗(α, β) := −Φ(β, α).
Thus, we only need to consider the composition AB. Since the kernels of A and B
are rapidly decaying away from the diagonal and grow at most polynomially near
the diagonal, the kernel of AB is rapidly decaying (in C∞) at any fixed distance of
the diagonal in Λ× Λ. Let us turn to the reduced kernel of AB near the diagonal.
The error term in (2.92) is proved to be negligible as in the non-diagonal case.
Consequently, we may assume that the reduced kernel of AB is given by the integral∫
Λ
ei
〈|α|〉
h Ψα,β(γ)σA (α, γ)σB (γ, β) dγ,(2.96)
where the phase Ψα,β is defined by
Ψα,β (γ) =
ΦA (α, γ) + Φβ (γ, β)
〈|α|〉 .
Thanks to the condition (2.94) that we imposed on the phases ΦA and ΦB, we
see that this phase has non-negative imaginary part. From (2.93), we see that
when α = β the phase Ψα,α has a critical point at γ = α, which is non-degenerate
since (2.94) imposes that the Hessian of the phase has a definite positive imaginary
part. Melin–Sjo¨strand’s C∞ version of the stationary phase method with complex
phases [MS75, Theorem 2.3] thus applies. We apply these results after a proper
rescaling (in αξ, βξ, γξ) that replaces the estimates using the Kohn–Nirenberg metric
by uniform C∞ estimates. Notice that when doing so there is a Jacobian that
appears in (2.96) which is a symbol of order n. This is because the volume form dγ
in (2.96) is not the volume form associated to the Kohn–Nirenberg metric but to
the symplectic form ωR. In particular, one can check that the determinant of the
Hessian of γ 7→ ΦA(α, γ) + Φβ(γ, β) associated to the volume form dγ is a symbol of
order 0, and not 2n as we could expect from the coercivity condition (2.94). Thus,
we find that for α, β near the diagonal, the kernel of AB is given by
e
iΦAB(α,β)
h σAB(α, β),
where σAB is a symbol in the class h
−nSmKN (Λ× Λ), where m is the sum of the
orders of A and B (recall that the dimension of Λ is 2n). The phase ΦAB is given
by (2.95) in the sense of almost analytic extension. Since we already understand
the reduced kernel of AB off diagonal, it only remains to prove that the phase ΦAB
satisfies the conditions (2.93) and (2.94) near the diagonal. For (2.93), it is not too
hard, since we already identified the critical point when α = β.
For (2.94), we pick α ∈ Λ and consider Ψα,β(γ) as a function of β and γ near α.
We want to apply the Fundamental Lemma 1.16. We deduce from (2.94), satisfied
by ΦA and ΦB , that Im Ψα,α(α) = 0 and that, for β and γ near α, we have
Im Ψα,β (γ) ≥ dKN (α, β)2 + dKN (α, γ)2 .
Consequently, (β, γ) 7→ Im Ψα,β (γ) has a critical point at β = γ = α, and its
Hessian is (uniformly) definite positive. Recalling that
ΦAB(α, β) = 〈|α|〉 v.cγΨα,β (γ) ,
we find using Lemma 1.16 (with a proper rescaling) that β 7→ Im ΦAB(α, β) has a
critical point at β = α whose Hessian is greater than C−1 〈|α|〉 gKN . The condition
(2.94) follows then by Taylor’s formula using the symbolic estimates on ΦAB .
Notice that we applied here Lemma 1.16 to the phase Ψα,β which is not analytic.
However, there is no problem here since the proof of Lemma 1.16 is based on a
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direct computation on the Hessian of the imaginary part of the phase at β = α.
The result of this computation is still valid here since when β = α the critical point
of the phase is real and consequently all the almost analytic errors vanish. 
Remark 2.17. As in the more regular cases described in §1.2.2, the stationary
phase methods [MS75, Theorem 2.3] comes with an asymptotic expansion with
semi-explicit coefficients. Actually, the expression for these coefficients is the same
as in Remarks 1.20 and 1.24. However, when defining the differential operator Pm,
all the objects must be replaced by their almost analytic extensions, in particular
the Morse coordinates are now defined in the sense of [MS75, (2.13)]
Remark 2.18. From now on, the notion of jets and of equation holding at
infinite order will be essential. Let N be a C∞ manifold. Let x0 be a point of N
and f be a C∞ function defined on a neighbourhood of x0 in N . In general, we
cannot define the Taylor expansion of f at x0: the first term in the expansion, given
by the derivative df(x0) of f , is the only one that is always intrinsically defined.
However, when df(x0) = 0, then the second derivative d
2f(x0) is well-defined. More
generally, if the k first derivatives df(x0), . . . , d
kf(x0) vanish, then one may define
intrinsically the k+ 1th derivative dk+1f(x0) of f at x0 (this is a k+ 1th symmetric
linear form on Tx0M). Hence, while we cannot define the Taylor expansion of f at
x0, it makes sense to say that f vanishes to order k ∈ N∪ {∞} at x0. Notice that if
d is a distance on M induced by a smooth Riemannian metric then it is equivalent
to say that f vanishes to order k at x0 and that f(x) =
x→x0
O
(
d(x, x0)
k
)
.
Now, if P is a submanifold of N and f and g are two C∞ functions defined on
a neighbourhood of P , we say that the equation f = g holds at infinite order on P ,
or in the sense of jets on P , if the function f − g vanishes to infinite order at every
point x0 ∈ P . The space of jets may then be defined as the quotient C∞ (N) / ∼,
where the relation ∼ is defined by: f ∼ g if and only if f = g to infinite order on P .
In the analysis, below, we will often have N = Λ × Λ and P the diagonal of
Λ× Λ. Then, if f : N → C is a symbol of order m that vanishes to all orders on P ,
for every M > 0 and k ∈ N there is a constant Ck,M such that for every (α, β) ∈ N
such that dKN (α, β) ≤M we have
|f(α, β)| ≤ Ck,M 〈|α|〉m dKN (α, β)k ,
where dKN denotes the distance induced by the Kohn–Nirenberg metric. Here,
the constant Ck,M depends on the symbolic estimates on f . In particular, even if
the vanishing to infinite order of f on the diagonal looks like a merely algebraic
condition, it can be used to derive effective estimates on f since we already have a
control on the derivatives of f (in the Kohn–Nirenberg metric).
Finally, if N1, N2 are two C∞ manifolds, P1, P2 are submanifolds respectively
of N1 and N2 and f is a C∞ map from N1 to N2, we say that f is valued in P2 –
or loosely f ∈ P2 – at infinite order on P1 if, for every C∞ function g : N2 → C
identically equal to zero on P2, the function g ◦ f vanishes at infinite order on P1.
2.3.1.3. “Eikonal” condition on the phase. From this section, we will consider
A, an FIO in the sense of the previous section, and assume that ΠΛA = AΠ
∗
Λ = A.
We will start by finding some constraints on the phase of A. In this direction, the
first step is to observe that
Lemma 2.17. Let A and B be FIOs. Denote respectively by ΦA and ΦB the
phases of A and B. Assume that ΦA satisfies
dαΦA ∈ JΛ(2.97)
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at infinite order on the diagonal of Λ× Λ. Then, if ΦAB denotes the phase of AB
provided by Lemma 2.16, the phase ΦAB also satisfies (2.97) at infinite order on
the diagonal.
Proof. We will use the same stratagem that we used to deduce the differential
of ΦTS from the differential of ΦT , taking into account the use of almost analytic
extensions. Recall that ΦAB is defined by (2.95) using almost analytic extensions.
More precisely, if Φ˜A and Φ˜B denote almost analytic extensions respectively for ΦA
and ΦB, then, when α is near β, there is a unique point γc (α, β) near α and β in
an almost analytic neighbourhood of Λ such that
∂βΦ˜A(α, γc(α, β)) + ∂αΦ˜B(γc(α, β), β) = 0,
where ∂ denotes the holomorphic part of the exterior derivative. Then we have
ΦAB (α, β) = Φ˜A (α, γc(α, β)) + Φ˜B (γc(α, β), β) .
Differentiating this expression with respect to α, we find that, for α near β,
dαΦAB (α, β) = dαΦ˜A (α, γc(α, β))
+
(
∂¯βΦ˜A(α, γc(α, β)) + ∂¯αΦ˜B(γc(α, β), β)
)
◦ dαγc(α, β).
(2.98)
Since Φ˜A and Φ˜B are almost analytic and γc(α, α) = α is real, we see that the
second term in the right-hand side of (2.98) vanish at infinite order on the diagonal
of Λ × Λ. Thus, we see that the equation (2.97) satisfied at infinite order on the
diagonal by dαΦA is also satisfied by dαΦAB . 
Since ΠΛA = A, we can replace (if necessary) ΦA and σA by the phase and
symbol obtained by the application of the methods of [MS75] as in the proof of
Lemma 2.16, so as to assume that ΦA satisfies the assumptions of Lemma 2.17.
We can consider adjoints, and for this introduce the new submanifolds of T ∗Λ⊗C
JΛ :=
{(
α, α∗
)
:
(
α, α∗
) ∈ JΛ} and J ∗Λ := {(α,−α∗) : (α, α∗) ∈ JΛ} .(2.99)
Here, the complex conjugacy is the one induced by the structure of tensor product
on T ∗Λ× C. The proof that led to Lemma 2.17 also gives that:
Lemma 2.18. Let A and B be FIOs. Denote respectively by ΦA and ΦB the
phases of A and B. Assume that ΦB satisfies
dβΦB ∈ J ∗Λ(2.100)
at infinite order on the diagonal of Λ× Λ. Then, if ΦAB denotes the phase of AB
provided by Lemma 2.16, then ΦAB also satisfies (2.100) at infinite order on the
diagonal.
Here, it is important to notice that the manifold J ∗Λ has been defined so that
the phase Φ∗TS of Π
∗
Λ satisfies (2.100). Consequently, possibly changing again (and
for the last time) the phase ΦA as before, we can assume that ΦA also satisfies both
(2.97) and (2.100). We will see that this is actually sufficient to determine ΦA. To
understand this, we start by observing that JΛ is really not a real manifold, as
Lemma 2.19. Assume that Λ is a (τ0, 1)-adapted Lagrangian with τ0 small
enough. The intersection of JΛ ∩ JΛ = ΣΛ is transverse in each fiber TαΛ ⊗ C,
where ΣΛ denotes the graph of Re θ in T
∗Λ.
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Proof. If we prove that JT∗M and JT∗M are uniformly transverse, then the
result will follow by a perturbative argument. Additionally, it suffices to prove the
transversality in each fiber of T ∗
(
T ∗M
)⊗ C. Recall that for α ∈ T ∗M we have
JT∗M ∩ Tα(T ∗M) = {dαΦT (α, y) | y ∈ M˜, d(y, αx) < }.
Letting L denote the tangent space to JT∗M ∩ Tα(T ∗M) at Re θ(α), we want to
check that L and L are uniformly transverse. The space L is the image of TαxM˜ by
the differential at y = αx of the application
y 7→ dαΦT (α, y).
Since the phase ΦT is an admissible phase (recall Definition 1.7), we can write L in
the form (with local coordinates){(
Au+ iBu
u
) ∣∣∣∣ u ∈ Cn} ,
where A, B are real and B is invertible. An element of the intersection L ∩ L
corresponds to vectors u, v such that u = v and Au + iBu = Av − iBv, so that
u = v = 0. Since the invertibility of B comes with uniform estimates, this comes
with a uniform estimate on the transversality of L and L. 
Lemma 2.20. Assume that Λ is a (τ0, 1)-adapted Lagrangian with τ0 small
enough. There is a unique jet Φ on the diagonal of Λ × Λ that satisfies (2.97),
(2.100) and
Φ(α, α) = 0, dαΦ(α, α) = −dβΦ(α, α) = Re θ(α)(2.101)
for every α ∈ Λ.
Remark 2.19. Notice that it follows from Lemmas 2.17 and 2.18 that Φ from
Lemma 2.20 is the jet on the diagonal of the phase of ΠΛΠ
∗
Λ. We will denote by ΦΛ
the phase of ΠΛΠ
∗
Λ. Now, notice that if A is a FIO such that the jet of its phase
on the diagonal is Φ (which will happen by application of Lemma 2.20), we may
always assume that its phase is exactly ΦΛ. Indeed, it follows from the coercivity
condition (2.94) that the error that occurs when replacing the phase of A by ΦΛ
may be considered as part of the remainder term in (2.92).
Notice also that the phase (α, β) 7→ −ΦΛ(β, α) satisfies the conditions from
Lemma 2.20 too. Hence, we may replace ΦΛ by (α, β) 7→ (ΦΛ(α, β)− ΦΛ(β, α))/2
and assume that the phase ΦΛ satisfies ΦΛ(α, β) = −ΦΛ(β, α).
The proof of Lemma 2.20 is based on an almost analytic version of the following
elementary observation. Let Γ be a Lagrangian submanifold of T ∗Rm, and f :
T ∗Rm → R a smooth function. Assume that f vanishes on Γ. Denoting Hf the
corresponding Hamiltonian vector field, we pick u a vector tangent to Γ and observe
that
ω(u,Hf ) = df(u) = 0,
so that Hf has to be tangent to Γ. If we have many independent functions that
vanish on Γ, its tangent space is thus determined. We already have the functions
ζj,0 (from Proposition 2.9) that vanish on JΛ. It will be useful to introduce the
functions
ζ∗j,0(α, α
∗) = ζj,0(α,−α∗).
They vanish on J ∗Λ .
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Proof of Lemma 2.20. The existence is immediate since the phase of ΦΛ
from Remark 2.19 satisfies the conditions from the lemma. Let us then focus on the
uniqueness.
We start by picking an almost analytic extension of Φ and consider the graph
ΓΦ =
{
(α, ∂αΦ;β, ∂βΦ)
∣∣∣ α, β ∈ Λ˜} ⊂ T ∗Λ˜,
where ∂α denotes the C-linear part of the exterior derivative, that is dα = ∂α + ∂¯α.
This is an almost analytic Lagrangian manifold, in the sense that the complex
analytic symplectic form vanishes at infinite order near the real points of ΓΦ,
which are exactly the points of ∆Λ (for more details on almost analytic Lagrangian
manifolds, see §3 in [MS75]).
We can also pick almost analytic extensions of the ζ
(∗)
j,0 ’s. From the conditions
(2.97) and (2.100), we deduce that
ζj,0(α, ∂αΦ) and ζ
∗
j,0(β, ∂βΦ) are O(|α− β|+ |Imα|+ |Imβ|)∞.
We identify ζj,0 (resp. ζ
∗
j,0) with (α, α
∗, β, β∗) 7→ ζj,0(α, α∗) (resp. ζ∗j,0(β, β∗)).
Denoting by ω the complex symplectic form of T ∗Λ˜× Λ˜, we have for u a tangent
vector to ΓΦ, and f one of the functions ζj,0, ζ
∗
j,0, j = 1 . . . n
ω(u,Hf ) = ∂f(u) = df(u) +O(|α− β|)∞ = O(|α− β|+ |Imα|+ |Imβ|)∞.
In particular, Hf is tangent to ΓΦ at all orders on the diagonal. Since ΓΦ has
(almost analytic complex-)dimension 4n, contains ∆Λ, which has dimension 2n, and
we have 2n vector fields tangent to Φ, it suffices to check that these vector fields
form a free family, generating a space transverse to T∆Λ ⊗ C.
The fact that the dζj,0 form a free family on JΛ near its real points implies that
the Hζj,0 , j = 1 . . . n are free, and likewise for the Hζ∗j,0 , j = 1 . . . n. Since they act
either on α, α∗ or on β, β∗, the Hf ’s form a free family. We now have to consider
the transversality with ∆Λ. We consider a, b ∈ Cn such that
n∑
j=1
ajHζj,0 +
n∑
j=1
bjHζ∗j,0 ∈ T∆Λ ⊗ C.
From the structure of ∆Λ, this implies∑
ajdα∗ζj,0(α,Re θ(α))−
∑
bjdα∗ζ
∗
j,0(α,−Re θ(α)) = 0.
From the definition of ζ∗j,0, this means (here the complex conjugacy makes sense
due to the tensor product structure on T ∗Λ⊗ C)∑
ajdα∗ζj,0(α,Re θ(α))−
∑
bjdα∗ζj,0(α,Re θ)(α)) = 0
In the fiber T ∗αΛ, recall that the ζj,0, j = 1 . . . n, form a system of equations for JΛ, so
that the linear forms dα∗ζj,0 generate the orthogonal dual of TRe θ(α)JΛ∩T ∗αΛ. Their
complex conjugates thus generate the dual of TRe θ(α)JΛ ∩ T ∗αΛ. The transversality
lemma 2.19 thus implies that equation above only admits 0 as solution, so a = b = 0
and the proof is complete. 
2.3.1.4. Transport equations on the symbol. Let us now come back to our original
datum of A, an FIO such that ΠΛA = AΠ
∗
Λ = A. We assume, as we may, that ΦA
satisfies both (2.97) and (2.100), so that ΦA can be replaced by the phase ΦΛ from
Remark 2.19. Under these conditions, A is determined up to a negligible operator
by the value of its symbol on the diagonal of Λ× Λ, as we prove now.
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Lemma 2.21. Assume that Λ is a (τ0, 1)-adapted Lagrangian with τ0 small
enough. Let A be an FIO with phase ΦΛ. Assume that ΠΛA = A and AΠ
∗
Λ = A.
Assume in addition that the symbol σA of A is an O(h/〈α〉)∞ on the diagonal, then
A is a negligible operator in the sense of Definition 2.6.
The first idea may be to compute directly the following product and try to
identify the terms:
ΠΛA(α, β)e
H(β)−H(α)
h ∼ e
iΦΠΛA
(α,β)
h
∑
k≥0
hkPk
(
σΠΛ(α, γ)σA(γ, β)
)
|γ=γc(α,β)
 .
Here, the operators Pk are differential operators of order 2k in the variable γ. In
particular, for the term of order hk, the coefficient involves 2k derivatives of σA. At
least formally, the equation ΠΛA = A thus gives a collection of PDEs on the symbol
of A, that are a priori not easy to interpret. This is why we have to take a different
approach, relying crucially on the Zj ’s constructed in § 2.3.1.1.
Proof. The proof of this lemma occupies the rest of this section. Far from the
diagonal, the kernel of A is very small by definition, so we can concentrate on a
neighbourhood of fixed size of the diagonal. From the coercivity condition (2.94)
satisfied by ΦA, we see that we only need to prove that all the derivatives of σA on
the diagonal of Λ× Λ are O ((h/〈|α|〉)∞).
To do so, recall the operators Op(ζj) from Proposition 2.9 (we can work “around
a fiber” in the sense of Proposition 2.9) and notice that
Op(ζj)e
−Hh Ae
H
h (α, β) =
(
Op(ζj)e
−H/hΠΛe
H/h
)
e−H/hAeH/h(α, β)
= O
((
h
〈|α|〉+ 〈|β|〉
)∞)
.
We want to deduce some information about the symbol of A. Certainly, applying
[MS75] once again,
Op(ζj)e
−Hh A(α, β)e
H
h = e
i
hΦA(α,β)c(α, β) +O((h/〈|β|〉)∞),
where c is supported near the diagonal, and has a semi-classical expansion involving
derivatives of ζj and σA. Since e
iΦA/h is a Gaussian term centered at the diagonal,
we deduce that for d(α, β) ≤ Ch1/2,
c(α, β) = O((h/〈|α|〉)∞).
This is a priori a L∞ estimate. However, we know that c is a symbol, so that using
finite differences and Taylor’s Formula, we deduce that this estimate actually holds
in C∞. We want to deduce that σA = O(h/〈|α|〉)∞ at infinite order on the diagonal.
We consider now the semi-classical expansion for c, which starts as (we use the
same coordinates (u, η) as in §2.3.1.1)
ζj,0(u, η,du,ηΦA(u, η, u
′, η′) + idu,ηH(u, η))σA(u, η, u
′, η′) +O(h).
From the choice of ζj,0 and Lemma 2.17, the first term here vanishes at infinite
order on the diagonal. Next, we consider the term of order h in the expansion. For
this we recall the usual expansion (see for example (2.28) in [MS75]).∫
e
i
h 〈x−y,ξ〉p(x, ξ)e
i
hS(y)a(y)dydξ =
e
i
hS(x)
[
p(x, dxS)a(x) +
h
i
∇ξp · ∇xa+O(h2a)
]
+O(h∞).
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(here, O(h2a) is a bit of an abuse of notations since it involves derivatives of a). It
follows that
c(u, η, u′, η′) =
h
i
∇u∗,η∗ζj,0(u, η; du,ηΦ◦TS(u, η, u′, η′)) · ∇u,ησA(u, η, u′, η′)
+ hζj,1(u, η,du,ηΦ
◦
TS(u, η, u
′, η′))σA(u, η, u
′, η′)
+ h2 〈η〉−1 PjσA(u, η, u′, η′) +OC∞(h∞).
Here Pj comes from the application of the stationary phase method, and in particular
we know that if we ca prove that the derivatives of the symbol σA on the diagonal
are O(〈η〉−N hN ) then the derivatives of the symbol Pjσ(u, η, u, η) satisfy the same
estimates. Writing this in a more intrinsic fashion, we deduce that,
dα∗ζj,0
(
α,dαΦ
◦
TS(α, β)
) · dασA(α, β)+iζj,1 (α,dαΦ◦TS(α, β))σA(α, β)
+h 〈|α|〉−1 PjσA(α, β) = OC∞
((
h
〈|α|〉
)∞)(2.102)
Here, it makes sense to apply dα∗ζj,0 to dασA since there are elements respectively
of (T ∗αΛ)
∗ and T ∗αΛ.
Now we will find n others equations. Indeed, since AΠ∗Λ = A, we have ΠΛA
∗ =
A∗, so that (2.102) is also satisfied by σA∗(α, β) = σA(β, α). We can rewrite our
equations in the form (j = 1 . . . 2n)
XjσA + FjσA + h 〈|α|〉−1 PjσA = O
((
h
〈|α|〉
)∞)
.
The Xj ’s are complex vector fields on Λ×Λ (defined near the diagonal), i.e. sections
of T (Λ× Λ) ⊗ C. Using again Lemma 2.19, as in the proof of Lemma 2.20, we
deduce that they generate a space which is supplementary to the complexified
tangent space to the diagonal. The Qj ’s have the same general properties than the
Pj ’s. Denoting γ = α− β and δ = α+ β in local coordinates, we deduce that
(2.103)
∇γσA = L(γ, δ)∇δσA(α, β) + σA(γ, δ)N(γ, δ) + h 〈|α|〉−1QσA(γ, δ) +O(h∞).
Here, L and N are respectively a matrix and a vector that satisfies symbolic estimates
in γ, δ. The operator Q satisfies the same kind of estimates as the Pj ’s or the Qj ’s.
Our assumption on σA implies that all its derivatives (of any order) with respect
to δ are O((h/ 〈|α|〉)∞) on the diagonal of Λ×Λ. Hence, differentiating (2.103) any
number of times and then restricting to the diagonal, we find by induction that the
derivatives of all orders (with respect to both γ and δ) of σA are O(h/ 〈|α|〉) on the
diagonal.
However, from this newly acquired knowledge, we find that the derivatives of
QσA(α, β) are in fact O(h/ 〈|α|〉) on the diagonal. We can consequently play the
same game to find that the derivatives of all orders (with respect to both γ and
δ) of σA are in fact O((h/ 〈|α|〉)2) on the diagonal. Then, we keep iterating these
procedures and we find by induction that all the derivatives of σA are O((h/ 〈|α|〉)∞)
on the diagonal of Λ× Λ. This ends the proof of the lemma.

2.3.2. Orthogonal projector and Toeplitz calculus. We are now ready
to deduce useful consequences from the analysis of §2.3.1. First of all, we want to
study the orthogonal projector BΛ on H0Λ,FBI in L20 (Λ). We start by showing that:
Lemma 2.22. There is a real-valued symbol f ∈ S0KN (Λ) positive and elliptic
of order 0 such that ΠΛfΠ
∗
Λ and
(
ΠΛfΠ
∗
Λ
)2
differ by a negligible operators.
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Proof. From Lemmas 2.17, 2.18 and 2.20, we know that the phases of ΠΛfΠ
∗
Λ
and its square coincide with the phase ΦΛ from Remark 2.19 at infinite order on
the diagonal. Hence, we may assume that the phases of ΠΛfΠ
∗
Λ and its square
are exactly ΦΛ. We will be in position to apply Lemma 2.21 if we can find f such
that the symbols of ΠΛfΠ
∗
Λ and its square coincides on the diagonal up to an
O((h/ 〈|α|〉)∞). We want to construct f with an asymptotic expansion
f ∼
∑
k≥0
hkfk.
Then, the symbols c and c˜ of ΠΛfΠ
∗
Λ and
(
ΠΛfΠ
∗
Λ
)2
respectively have asymptotic
expansions (in the sense of Remark 2.16)
c ∼ 1
(2pih)n
∑
k≥0
hkck, c˜ ∼
1
(2pih)n
∑
k≥0
hk c˜k(2.104)
that are deduced from the expansion for f (recall Lemma 2.16). In order to apply
Lemma 2.21, we want to choose f such that the ck and c˜k coincide on the diagonal
of Λ× Λ for every k ≥ 0.
From the application of the method of stationary phase in the proof of Lemma
2.16, we find that c0(α, α) = f0(α)g(α, α), where g(α, β) a symbol of order 0, whose
restriction to the diagonal is positive and elliptic (we recall that the order of g is
discussed in the proof of Lemma 2.16). In general,
ck (α, α) = g(α, α)fk(α) +Ak(f0, . . . , fk−1)(α, α),(2.105)
where Ak(f0, . . . , fk−1) is a symbol of order −k that only depends on f0, . . . , fk−1.
On the other hand, we also get (g˜ is a symbol of order 0 with properties that are
similar to those of g)
c˜0(α, α) = g˜(α, α)c0(α, α)
2,
and for k ≥ 1
c˜k(α, α) = 2g˜(α, α)c0(α, α)ck(α, α) +Bk(c0, . . . , ck−1)(α, α),
where Bk(c0, . . . , ck−1)(α, α) is a symbol of order −k depending only on c0, . . . , ck−1.
Consequently by choosing f0(α) = (g˜(α, α)g(α, α))
−1, we ensure that c0 and c˜0
coincide on the diagonal (as well as the ellipticity and positivity of f , provided that
h is small enough). This imposes for k ≥ 0
ck(α, α) = −Bk(c0, . . . , ck−1)(α, α).
In turn, we get
(2.106) fk(α) = −g(α, α)−1 (Ak(f0, . . . , fk−1)(α, α) +Bk(c0, . . . , ck−1)(α, α)) .
Now, by induction, we prove that the fk’s may be chosen real valued. We gave
an explicit expression for f0 that ensures that it is real-valued (and positive).
Assume that f0, . . . , fk are all real-valued, then Π
∗
Λ(f0 + · · · + hkfk)ΠΛ is self-
adjoint. In particular, if K denotes the reduced kernel of this operator we have
K(α, β) = K(β, α). Recall that the phase of Π∗Λ(f0 + · · · + hkfk)ΠΛ is ΦΛ and
denote by σ its symbol. Then we have, up to negligible terms,
K(α, β) =
K(α, β) +K(β, α)
2
= eiΦΛ(α,β)
σ(α, β) + σ(β, α)
2
.
Here, we recall that ΦΛ(α, β) = −ΦΛ(β, α). We may consequently assume that
σ(α, β) = −σ(β, α). This implies in particular that Ak+1(f0, . . . , fk)(α, α) is real.
Now, (Π∗Λ(f0 + · · ·+ hkfk)ΠΛ)2 will also be self-adjoint, and we can use the same
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argument to ensure that Bk+1(c0, . . . , ck)(α, α) is also real. Using then (2.106) to
define fk+1, we find that it is real-valued. 
We can now make explicit the structure of the orthogonal projector BΛ.
Lemma 2.23. The orthogonal projector BΛ is a FIO. More precisely, if f is as
in Lemma 2.22, then BΛ and ΠΛfΠ
∗
Λ differ by a negligible operator.
Proof. Let f be as in Lemma 2.22 and set B◦Λ = ΠλfΠ
∗
Λ. Notice that, since
f is real valued, the operator B◦Λ is self-adjoint. Moreover, since f0 is positive and
elliptic, for h small enough we have f ≥ C−1 for some C > 0, and hence, if h is
small enough, we have for u ∈ H0Λ,FBI (the scalar product is in L20 (Λ))
〈B◦Λu, u〉 = 〈fΠ∗Λu,Π∗Λu〉 ≥
1
C
∥∥Π∗Λu∥∥2
≥ 1
C
(∥∥Π∗Λu∥∥ ‖u‖
‖u‖
)2
≥ 1
C
〈Π∗Λu, u〉2
‖u‖2
≥ 1
C
( 〈u,ΠΛu〉
‖u‖
)2
=
1
C
‖u‖2 .
(2.107)
Hence, the spectrum of B◦Λ consists of 0 and a bounded subset E of R
∗
+, bounded
from below by C−1. This is because the image of B◦Λ is contained in H0Λ,FBI and
B◦Λ vanishes on the orthogonal of H0Λ,FBI. Then, we may choose a loop γ around E
but not around 0, and define the spectral projector
B˜Λ =
1
2ipi
∫
γ
(
z −B◦Λ
)−1
dz.
We start by showing that B◦Λ approximates B˜Λ. To do so, notice that if z ∈ γ then
we have (
z −B◦Λ
)(1
z
+
1
z(z − 1)B
◦
Λ
)
= 1 +
1
z(z − 1)
(
B◦Λ − (B◦Λ)2
)
.
When h is small enough, applying Lemma 2.22, we may invert the operator 1 +
(z(z − 1))−1
(
B◦Λ − (B◦Λ)2
)
by mean of Von Neumann series (uniformly for z ∈ γ).
Thus, we have (
1 +
1
z(z − 1)
(
B◦Λ − (B◦Λ)2
))−1
= 1 +R(z),
where R(z) is a negligible operator (uniformly in z ∈ γ). Moreover, R(z) is valued
in H0Λ,FBI and commute with B◦Λ. Consequently, we may write
B˜Λ =
1
2ipi
∫
γ
(
1
z
+
1
z(z − 1)B
◦
Λ
)
(1 +R(z)) dz
= B◦Λ +
1
2ipi
∫
γ
R(z)
(
1
z
+
1
z(z − 1)B
◦
Λ
)
dz.
(2.108)
Since R(z) is negligible, if we prove that B˜Λ = BΛ, we will be done. However, B˜Λ
is an orthogonal projector by construction since B◦Λ is self-adjoint. Additionally,
since it is the projection on the non-zero part of the spectrum of B◦Λ, the spectral
theorem ensures that B◦Λu = 0 if and only if B˜Λu = 0. It follows that ker B˜Λ is the
orthogonal of H0Λ,FBI (by (2.107)), and thus that B˜Λ = BΛ. 
Remark 2.20. Recalling Remark 2.15, we see that for every k ∈ R the operator
BΛ is bounded from L
2
k (Λ) to HkΛ,FBI. Consequently, if σ is a symbol of order m
on Λ and k ∈ R, the operator BΛσBΛ is bounded from L2k (Λ) to Hk−mΛ,FBI.
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Before going further into the study of Toeplitz calculus, let us mention that
Lemma 2.23 allows to identify the dual of the spaces HkΛ.
Lemma 2.24. Assume that τ0 and h are small enough and let k ∈ R. Then, if
u ∈ H−kΛ and v ∈ HkΛ the pairing
〈u, v〉 := 〈TΛu, TΛv〉L20(Λ)(2.109)
is well-defined and induces an (anti-linear) identification between H−kΛ and the dual
of HkΛ (inducing equivalent, but a priori not equal norms).
Proof. It is clear from the definition of the spaces HkΛ and H−kΛ that the
pairing (2.109) is well-defined and induces a bounded anti-linear map from H−kΛ
to the dual of HkΛ. Let us denote this map by A. We start by proving that A is
surjective. Let ` be a continuous linear form on HkΛ and let ˜` be the linear form on
L2k(Λ) defined by
˜`(u) = ` (SΛu) .
Recall that ΠΛ = TΛSΛ is bounded on L
2
k(Λ) by Proposition 2.4, and hence that
SΛ is bounded from L
2
k(Λ) to HkΛ. Consequently, ˜` is a well-defined and continuous
linear form on L2k(Λ), and thus there exists v` ∈ L2−k(Λ) such that for every u in
the space L2k(Λ) we have
˜`(u) = 〈v`, u〉L20(Λ) .
Hence, if u ∈ HkΛ we have
`(u) = ˜`(TΛu) = 〈v`, TΛu〉L20(Λ)
= 〈TΛSΛBΛv`, TΛu〉L20(Λ) .
Thus, we have A(SΛBΛv`) = ` and A is surjective. Here, we used the fact that BΛ
is bounded on H−kΛ,FBI (see Remark 2.20).
The injectivity of A follows from its surjectivity by duality (the result is symmet-
ric in k and −k), and thus A is an isomorphism by the Open Mapping Theorem. 
We want now to prove the “multiplication formula” (Proposition 2.11), that will
be the main tool to study the spectral properties of an Anosov vector field acting
on a space of anisotropic ultradistributions. To do so we first prove a “Toeplitz
property” for Gs pseudo-differential operators.
Proposition 2.10 (Toeplitz property). Let s ≥ 1. Let P be a Gs pseudo-
differential operator of order m. Assume that Λ is a (τ0, s)-Gevrey adapted La-
grangian with τ0 small enough. Let f ∈ Sm˜KN (Λ) be a symbol of order m˜ on Λ with
uniform estimates when h → 0. Then there is a symbol σ ∈ Sm+m˜KN (Λ) of order
m+m′ on Λ such that, for h small enough, BΛfTΛPSΛBΛ and BΛσBΛ differ by a
negligible operator.
Moreover, σ is given at first order by
σ(α) = f(α)pΛ(α) mod hS
m+m˜−1
KN (Λ) ,
where pΛ denotes the restriction to Λ of an almost analytic extension of the principal
symbol of p (see Remark 1.10).
Proof of Proposition 2.10. It follows from Lemma 2.16 that the operators
BΛfTΛPSΛBΛ and BΛσBΛ both are FIOs. Moreover, according to Lemmas 2.17,
2.18 and 2.20, they share the same phase and it is ΦΛ (from Remark 2.19). Finally,
BΛfTΛPSΛBΛ and BΛσBΛ inherit from BΛ the left invariance by ΠΛ and the right
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invariance by Π∗Λ. Consequently, according from Lemma 2.21, we only need to choose
σ so that the symbols of BΛfTΛPSΛBΛ and BΛσBΛ agree up to O((h/ 〈|α|〉)∞) on
the diagonal of Λ× Λ.
As in the proof of Lemma 2.22, we will construct σ ∈ Sm+m˜KN (Λ) with an
asymptotic expansion
σ ∼
∑
k≥0
hkσk.
The σk ∈ Sm+m˜−kKN (Λ)’s will be constructed by induction. It follows from Lemma
2.16 that the symbol σ˜ ∈ h−nSm+m˜KN (Λ× Λ) of BΛσBΛ has an asymptotic expansion
(in the sense of Remark 2.16)
σ˜ ∼ 1
(2pih)n
∑
k≥0
hkσ˜k.
Here, we see that we are using the same stationary phase argument than when
computing B2Λ = BΛ, the only difference being the multiplication by σ in between.
Consequently, we find that σ˜0 is given on the diagonal by
σ˜0(α, α) = c0(α, α)σ0(α),
where c0 is the first term in the expansion (2.104) for the symbol c of BΛ. More
generally, we have
σ˜k(α, α) = c0(α, α)σk(α) + Ck(σ0, . . . , σk−1)(α, α)
with Ck(σ0, . . . , σk−1) a symbol of order m+ m˜− k. Hence, we only need to take
σ0(α) =
(2pih)ne(α, α)
c0(α, α)
,
where e denotes the symbol of BΛfTΛPSΛBΛ, and for k ≥ 1,
σk(α) = −
Ck(σ0, . . . , σk−1)(α, α)
c0(α, α)
.
This is possible due to the ellipticity of c0(α, α).
It remains to check the first order asymptotic for σ. To do so, we only need
to see that e is given at first order on the diagonal by c0(α, α)f(α)pΛ(α). Recall
that ΠΛ and TΛPSΛ share the same phase. Moreover,it follows from Lemma 2.10
that the symbol of TΛPSΛ differ from the symbol of ΠΛ by a factor pΛ(α), on the
diagonal and in first order approximation. Hence, the symbols of BΛ = BΛΠΛBΛ
and BΛfTΛPSΛBΛ differ in first order approximation on the diagonal by a factor
fpΛ. 
We state now what will be the key tool in the spectral analysis of P in the
next chapter. Notice that the multiplication formula, Proposition 2.11, is a stronger
statement than Theorem 7.
Proposition 2.11 (Multiplication formula). Let s ≥ 1 and P be a Gs pseudo-
differential operator of order m. Assume that Λ is a (τ0, s)-Gevrey adapted La-
grangian with τ0 small enough. Let pΛ denotes the restriction to Λ of an almost
analytic extension of the principal symbol of P . Assume that h is small enough. Let
f ∈ Sm˜KN (Λ) be a symbol of order m˜ on Λ, uniformly in h. Then, if m1,m2 ∈ R
are such that m1 +m2 = m+ m˜− 1, there is a constant C > 0 such that for any
u, v ∈ H∞Λ , we have (the scalar product is in L20 (Λ))
|〈fTΛPu, TΛv〉 − 〈fpΛTΛu, TΛv〉| ≤ Ch ‖u‖Hm1Λ ‖v‖Hm2Λ .(2.110)
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Proof. First, notice that from Proposition 2.4 we know that Pu belongs to
H∞Λ , so that it makes sense to write
〈fTΛPu, TΛv〉 = 〈BΛfTΛPSΛBΛTΛu, TΛv〉.
Then from Proposition 2.10, we can find σ a symbol on Λ such that
BΛfTΛPSΛBΛ = BΛσBΛ +OH−NΛ,FBI→HNΛ,FBI(h
N ),
Let σ0 = fpΛ denote the first order approximation of σ given by Proposition 2.10.
Since σ − σ0 = O(h 〈|α|〉m+m˜−1), it is clear that BΛ(σ − σ0)BΛ is a O(h) as a
bounded operator from Hm1Λ,FBI to H−m2Λ,FBI, recalling that m1 −m− m˜+ 1 = −m2.
Hence, we see that
BΛfTΛPSΛBΛ = BΛfpΛBΛ +OHm1Λ,FBI→H−m2Λ,FBI (h) ,
and the result readily follows. 
Remark 2.21. In the applications, we will not use the asymptotic h→ 0 that
we stated in Proposition 2.11, but only the asymptotic for α large, with h > 0
fixed small enough. However, we will still need h to be small enough to make the
machinery work.
Using the same kind of arguments as in the proof of Proposition 2.10, we may
prove the following statements about composition of Toeplitz operators. This is left
as an exercise to the reader.
Proposition 2.12 (Composition of Toeplitz operators). Let σ1 ∈ Sm1KN (Λ)
and σ2 ∈ Sm2KN (Λ). Then there is a symbol σ1#σ2 ∈ Sm1+m2KN (Λ) such that
(BΛσ1BΛ) ◦ (BΛσ2BΛ) and BΛσ1#σ2BΛ differ by a negligible operator. Moreover,
σ1#σ2 coincides with the product σ1σ2 up to hS
m1+m2−1
KN (Λ).
In prevision of the next section, we state and prove a last result about this
Toeplitz calculus.
Lemma 2.25. Let σ ∈ SmKN (Λ) be a symbol of order m < −n on Λ. Then the
operator BΛσBΛ from H0Λ,FBI to itself is trace class, with trace class norm controlled
by a semi-norm of σ (in the class of symbols of order m). Moreover, the trace of
BΛσBΛ is the integral of its kernel on the diagonal of Λ× Λ.
Proof. The first observation is that if an operator R has a kernel satisfying
(2.111) R(α, β)e
H(β)−H(α)
h = OCN (L(〈|α|〉+ 〈|β|〉)−N ),
for N large enough, then it is trace class, with trace norm O(L). This follows from
usual techniques. For example, see [DS99, Section 9].
Let σ0 be the symbol σ0 (α) = 〈|α|〉
m
2 on Λ. By a parametrix construction (σ0
is elliptic), we find a symbol σ1 of order m/2 such that
BΛσBΛ = (BΛσ0BΛ) ◦ (BΛσ1BΛ) +R,
where R is an operator with a smooth kernel that satisfies (2.111). We only proceed
at a finite number of steps in the parametrix construction in order to be able to
control the derivatives of the kernel of R by some semi-norm of σ. However, by
proceeding at a large enough number of steps in the parametrix construction, we
may obtain an estimate of the form (2.111) for an arbitrary large N . In particular,
we control the trace class norm of R by some semi-norm of σ.
In order to prove that BΛσBΛ is trace class, we want now to prove that BΛσ0BΛ
and BΛσ1BΛ are Hilbert–Schmidt. To do so, we only need to prove that their reduced
kernels are square integrable. When investigating the kernel of BΛσ1BΛ by mean of
2.3. BERGMAN PROJECTOR AND SYMBOLIC CALCULUS 141
the non-stationary phase method (as in the proof of Lemma 2.16), one only needs
estimates on a finite number of derivatives of σ1 to obtain an estimate of the form
BΛσ1BΛ(α, β)e
H(β)−H(α)
h = ei
ΦΛ(α,β)
h c(α, β) +OCN
(
(〈|α|〉+ 〈|β|〉)−N ),(2.112)
where N may be taken as large as we want. In particular, the remainder in (2.112)
is square integrable. Here, c(α, β) is a symbol of order m/2 supported near the
diagonal. It follows that the kernel of BΛσ1BΛ is square integrable (using that ΦΛ
satisfies the coercivity condition (2.94) and working as in the proof of Proposition
2.4). Hence, the kernel of BΛσ1BΛ is square integrable (with norm controlled by a
semi-norm of σ1 and hence of σ). The operator BΛσ0BΛ is Hilbert–Schmidt too for
the same reason.
We just proved that BΛσBΛ is trace class. To prove that its trace is the integral
of its kernel on the diagonal of Λ× Λ, just approximate σ by compactly supported
kernel. 
2.3.3. Estimate on singular values. The aim of this section is to prove the
following proposition. It will be used in the applications to deduce the Schatten
property of the resolvent from the ellipticity of the generator of the flow (see Lemma
3.3 and Theorem 10).
Proposition 2.13. Assume that Λ is a (τ0, 1)-adapted Lagrangian with τ0 small
enough. Assume that h is small enough. Let m > 0 and q ∈ R, then the inclusion
of Hm+qΛ into HqΛ is compact. In addition, if (µk)k∈N denotes the singular values of
this inclusion then we have
µk =
k→+∞
O
(
1
k
m
n
)
.
In particular, it belongs to the Schatten class Sp for any p > n/m.
Notice that we get an equivalent statement if we replace HqΛ and Hm+qΛ in
Proposition 2.13 respectively by HqΛ,FBI and Hm+qΛ,FBI. We will rather consider this
case in the following. That the inclusion is compact is an easy consequence of the
fact that it may be written as the restriction of the operator with smooth kernel ΠΛ
to Hm+qΛ,FBI, the proof is left as an exercise to the reader. The following result will be
useful in the proof of Proposition 2.13.
Lemma 2.26. Assume that Λ is a (τ0, 1)-adapted Lagrangian with τ0 small
enough. Assume that h is small enough. Let m > 0. Define the unbounded operator
A = BΛ 〈|α|〉mBΛ on H0Λ,FBI with domain HmΛ,FBI. The operator A is closed, self-
adjoint, positive, and has compact resolvent. Moreover, 0 does not belong to the
spectrum of A, and, if (λk)k∈N denotes the sequence of eigenvalues of A (ordered
increasingly), then there is a constant C such that for all k ∈ N we have µk ≤ Cλ−1k
– where the µk’s are from Proposition 2.13.
Proof. Let (u`)`∈N be a sequence in HmΛ,FBI such that (u`)`∈N converges to
some u in H0Λ,FBI and (Au`)`∈N converges to some v in H0Λ,FBI. Then, since A is
bounded from H0Λ,FBI to H−mΛ,FBI, the sequence (Au`)`∈N converges to Au in H−mΛ,FBI.
Since the convergence in H−mΛ,FBI or in H0Λ,FBI implies pointwise convergence (it is
a consequence of the structure of ΠΛ), then Au = v. Using Proposition 2.12 to
construct a parametrix for A, we see that since Au = v belongs to H0Λ,FBI, we have
that u ∈ HmΛ,FBI, and hence A is closed.
Let us prove that A is self-adjoint. For this, we observe that for u ∈ L2−m (Λ)
and v ∈ L2m (Λ), we have
(2.113) 〈BΛu, v〉 = 〈u,BΛv〉.
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This follows from the fact that BΛ is bounded on every space L
2
k (Λ), and the density
of these spaces in one another. Now, let u ∈ H0Λ,FBI and notice that Au ∈ H−mΛ,FBI.
In particular, if v ∈ HmΛ,FBI then 〈Au, v〉 makes sense, and
〈u,Av〉 = 〈u,BΛ〈|α|〉mBΛv〉
= 〈〈|α|〉mu, v〉
= 〈BΛ〈|α|〉mBΛu, v〉 = 〈Au, v〉.
From this, we see that Dom(A) ⊆ Dom(A∗), and in general, that if u ∈ Dom(A∗),
Au−A∗u is orthogonal to all v ∈ HmΛ,FBI. But since HmΛ,FBI is dense in H−mΛ,FBI, we
deduce that in that case, Au = A∗u, so that u ∈ Dom(A).
To see that A is positive, just notice that for u ∈ HmΛ,FBI (Λ) we have
(2.114) 〈Au, u〉 ≥ ‖u‖2H0Λ,FBI
since 〈|α|〉m ≥ 1. It also follows that 0 does not belong to the spectrum of A. Using
a parametrix construction, we see that the resolvent of A sends H0Λ,FBI continuously
into HmΛ,FBI, and is hence compact as an operator from H0Λ,FBI to itself.
Let (uk)k∈N be an orthonormal sequence of eigenvectors of A, that is Auk = λkuk.
Then if u ∈ HmΛ,FBI, we have using Plancherel’s formula∥∥∥∥∥u−
N−1∑
k=0
〈u, uk〉uk
∥∥∥∥∥
2
H0Λ,FBI
=
+∞∑
k=N
|〈u, uk〉|2
=
+∞∑
k=N
|〈u,Auk〉|2
λ2k
≤ λ−2N
+∞∑
k=N
|〈Au, uk〉|2
≤ λ−2N ‖Au‖2H0Λ,FBI
≤ C2λ−2N ‖u‖2HmΛ,FBI .
Then the lemma follows from [GGK00, Theorem IV.2.5]. 
Before starting the proof of Proposition 2.13, we need to do two reductions.
Reduction 1. Let m > 0 and assume that, for this value of m, Proposition
2.13 holds for q = 0. Then, for this particular value of m, Proposition 2.13 holds
for any q ∈ R.
Reduction 2. Assume that Proposition 2.13 holds for all m ∈ ]0, 1[ and for
q = 0, then Proposition 2.13 holds.
Proof of Reduction 1. Let q ∈ R. Let us deal first with the case q > 0.
Define the operator A = BΛ 〈|α|〉q BΛ on H0Λ,FBI with domain HqΛ,FBI. We know
from Lemma 2.26 that A is a closed self-adjoint operator and that 0 does not belong
to its spectrum. Using Proposition 2.12 to construct a parametrix for A, we see
that the operator A−1 is bounded from H0Λ,FBI to HqΛ,FBI. Hence, if j denotes the
inclusion of Hm+qΛ,FBI into HqΛ,FBI and j′ denotes the inclusion of HmΛ,FBI into H0Λ,FBI,
then we have j = A ◦ j′ ◦A−1, and the estimate on the singular values of j′ that we
assumed carries on to the singular values of j.
We deal now with the case q < 0. We set A = BΛ 〈|α|〉−q BΛ. As above, we
construct an inverse A−1 for A (the operator A−1 is a priori defined on H0Λ,FBI) and
a parametrix E for A (the parametrix E is defined in particular on Hm+qΛ,FBI). Then
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we have AE = I −R where R is a negligible operator and hence A−1 = E +A−1R
may be extended to an operator from Hm+qΛ,FBI to HmΛ,FBI, which is still an inverse for
A by a density argument. From this point, the proof in this case q < 0 is similar to
in the case q > 0, interchanging A and A−1. 
Proof of Reduction 2. Let m > 0. By Reduction 1, we only need to deal
with the case q = 0. Choose N large enough so that mN < 1, and for ` = 0, . . . , N − 1
denotes by j` the inclusion of H
(`+1)m
N
Λ,FBI into H
`m
N
Λ,FBI. Then if j denotes the inclusion
of HmΛ,FBI into H0Λ,FBI we have
j = jN−1 ◦ · · · ◦ j0.
But our assumption, Reduction 1 and [GGK00, Theorem IV.2.5] imply that for
any k ∈ N and ` ∈ {0, . . . , N − 1} there is an operator Lk,` from H
(`+1)m
N
Λ,FBI to H
`m
N
Λ,FBI
of rank at most k such that the operator norm j`−Lk,` is less than C (k + 1)−n/Nm
(for some C > 0). Hence, the operator norm of(
jN−1 − Lk,N−1
) ◦ · · · ◦ (j0 − Lk,0)(2.115)
is less than CN (k + 1)−n/m. However, expanding we see that the operator (2.115)
differs from j by an operator of rank at most
(
2N − 1
)
k. Hence, using [GGK00,
Theorem IV.2.5] again, we have
µ(2N−1)k ≤
CN
(k + 1)
n
m
.
And the result follows since the sequence (µk)k∈N is decreasing. 
We can now start the proof of Proposition 2.13. According to the reductions
above, we may assume m ∈ ]0, 1[ and q = 0. Introduce then the unbounded operator
A = BΛ 〈|α|〉mBΛ on H0Λ,FBI with domain HmΛ,FBI. By Lemma 2.26, the proof of
Proposition 2.13 reduces to the following lemma.
Lemma 2.27 (Upper Weyl’s law for A). Recall that m ∈ ]0, 1[ and let N(r)
denotes the number of eigenvalues less than r of A. Then N(r) =
r→+∞ O(r
n/m).
Proof. First, take an integer N > 0 such that n+1 > Nm > n (this is possible
thanks to our assumption on m). By Proposition 2.12, we may write
AN = BΛσBΛ +R,
where σ is a symbol of order Nm with leading term 〈|α|〉Nm and R is a negligible
operator. For r ≥ 0, define the symbol ar by ar(α) = (r + 〈|α|〉Nm)−1. Then, using
a finite number of terms only in Proposition 2.12, we find that
ANBΛarBΛ = BΛ 〈|α|〉Nm arBΛ +BΛσrBΛ +Rr.
We will detail later the properties of σr and Rr. Then we can write
(AN + r)
−1
= BΛarBΛ − (AN + r)−1BΛσrBΛ −
(
AN + r
)−1
Rr.
Notice that the ar’s form a family of symbols of order −Nm with uniform estimates
on any semi-norm for this symbol class. But if we consider now the ar’s like symbols
of order −Nm+ 1 then any semi-norm of ar in this symbol class is dominated by
r−1/Nm. It is clear that the symbol σ+r of AN +r grows like r. Hence, by taking an
expansion with a large enough number of terms, we may ensure that the trace class
norm of Rr acting on H0Λ,FBI is dominated by r1/Nm−1 (Rr is a continuous function
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of ar and σr). Now, since the quadratic form associated with A
N is positive, a
standard argument ensures that the norm of (AN + r)−1 acting on H0Λ,FBI is less
than 1/r. Hence, the trace class operator norm of (AN + r)−1Rr is dominated by
r1/Nm.
In order to control the term (AN+r)−1BΛσrBΛ, we notice that σr is a continuous
function of σ and ar. As above, if we see σ like a symbol of order Nm and ar like
a symbol of order −Nm+ 1 then σr, as a symbol of order 0, does not grow faster
than some r−1/Nm. Hence, as a bounded operator on H0Λ,FBI, the Toeplitz BΛσrBΛ
is dominated by r−1/Nm. By a parametrix construction and Lemma 2.25, one sees
that the trace class norm of (AN + r)−1 is uniformly bounded when r tends to +∞.
Hence, we have
Tr
((
AN + r
)−1)
=
r→+∞ Tr (BΛarBΛ) +O
(
r−
1
Nm
)
.
By Lemma 2.25, since the symbol ar is of order −Nm < −n, we retrieve that
BΛarBΛ is trace class and moreover, its trace is the integral of its kernel on the
diagonal. By the usual stationary phase argument, we find that the kernel of
BΛarBΛ is of the form
ei
ΦΛ(α,β)
h (cr(α, β) + dr(α, β)) +Rr(α, β).
Here, cr(α, β) is a symbol of order −Nm such that cr(α, α) = (r+ 〈|α|〉Nm)−1. The
symbol dr is of order −Nm − 1, but if we see ar as a symbol of order −Nm + 1,
then we see that, as a symbol of order −Nm, this dr is dominated by r−1/Nm. We
bound the remainder term Rr in the same way. Hence, we find that
Tr
((
AN + r
)−1)
=
r→+∞
∫
Λ
1
r + 〈|α|〉Nm
dα+O
(
r−
1
Nm
)
.(2.116)
And since Nm < n+ 1 we have − 1Nm < nNm − 1 and thus the remainder term in
(2.116) is a small o of r
n
Nm−1. In order to estimate the integral in the right hand
side of (2.116), we may split it in the integral over {〈|α|〉 ≤ r1/Nm} and the integral
over {〈|α|〉 > r1/Nm}. To bound the integral over {〈|α|〉 ≤ r1/Nm}, just bound the
integrand by r−1 and notice that the volume of this set is dominated by rn/Nm (this
can be done using the fact that the Jacobian of exp(−HωIG ) is very close to be 1, see
Lemma 2.2, and that exp(−HωIG ) does not change scale, see Lemma 2.1, where G is
as in Definition 2.2). Hence, this first integral is dominated by r
n
Nm−1. To bound
the integral over {〈|α|〉 > r1/Nm}, split it into integrals over annulus where 〈|α|〉 is
roughly equal to an integer and compare it to a Riemann series to find that it is
also dominated by rn/Nm−1. Finally, we find
Tr
((
AN + r
)−1)
=
r→+∞ O
(
r
n
Nm−1
)
.
Then using Lidskii’s Trace Theorem, we have for large λ and r, and some constant
C > 0:
N(λ)
λN + r
≤
∑
k≥0
1
λNk + r
= Tr
(
AN + r
)−1
≤ Cr nNm−1.
Hence
N(λ) ≤ C(λN + r)r nNm−1,
and the result follows by taking r = λN . 
CHAPTER 3
Ruelle–Pollicott resonances and Gevrey Anosov
flows
This chapter is devoted to the application of the tools that we developed in
Chapter 2 to the study of the spectral theory of Gevrey Anosov flows. After giving an
overview of our results, we will in § 3.1, given a Gs Anosov vector field X, construct
a I-Lagrangian space adapted to the study of its Ruelle–Pollicott spectrum. In § 3.2,
we will prove Theorem 8 which generalizes Theorem 1. In the last section § 3.3, we
will consider perturbation of resonances.
Results: Ruelle–Pollicott resonances and dynamical determinant for
Gevrey Anosov flows. We start by recalling some well-known facts in the C∞
case. Let M be a compact C∞ manifold and X be a C∞ vector field on M that does
not vanish. We denote by (φt)t∈R the flow generated by X and assume that φt is
Anosov. Recall that it means that there is a decomposition
TM = E0 ⊕ Eu ⊕ Es
of the tangent bundle with the following properties:
(i) the decomposition TM = E0⊕Eu⊕Es is invariant by dφt for every t ∈ R;
(ii) E0 is the span of the vector field X;
(iii) there are constants C, θ > 0 such that for all v ∈ Es and t > 0 we have
|dφtv| ≤ Ce−θt |v|;
(iv) there are constants C, θ > 0 such that for all v ∈ Eu and t > 0 we have
|dφ−tv| ≤ Ce−θt |v|.
Here |·| denotes any Riemannian metric on TM . We also choose a C∞ weight
V : M → C (which is real-valued in most of the applications) and define, for t ≥ 0,
the Koopman operator
Ltu = exp
(∫ t
0
V ◦ φτdτ
)
u ◦ φt.(3.1)
Notice that this definition makes sense when u is a smooth function, but also when
u is a distribution D′ (M). In fact, when M , φt and V are Gs for some s ≥ 1,
the operator Lt may be defined as an operator on Us (M). Let us introduce the
differential operator P := X + V , so that
d
dt′
(Lt′u)|
t
′
=t
= PLtu.
In the case of C∞ flows, the anisotropic Banach spaces of distributions – see
[BL07, BL13, FS11] – that we mentioned in the introduction always form a scale
(Hr)r>0 of Banach spaces with the following properties:
(i) C∞ (M) ⊆ Hr ⊆ D′ (M), both inclusions are continuous and the first one
has dense image;
(ii) (Lt)t≥0 is a strongly continuous semi-group on Hr and its generator is P ;
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(iii) the intersection of the spectrum of P acting on Hr with the half-plane
{z ∈ C : Re z > −r} contains only isolated eigenvalues of finite multiplici-
ties.
The property (i) is just a non-triviality assumption: it implies that the elements of
Hr are objects that live on the manifold M . This property can easily be softened
without any harm in the theory. For instance, working with a Gs flow, one could
replaced C∞ (M) by Gs (M) and D′ (M) by Us (M). The point (ii) is of utmost
importance: it is the property that ensures that the spectrum of P on Hr has a
dynamical interpretation and allows to describe the asymptotic of Lt when t tends
to +∞.
If the spaces Hr are highly non-canonical, the spectrum of P acting on Hr is
intrinsically defined by V and the vector field X. This may be shown using the
following argument from [FS11] (we will refer to this argument in the proof of
Theorem 10): when Re z  1, the resolvent (z − P )−1 of P , as an operator on
L2(M) for example, is the Laplace transform of Lt, that is
R(z) : u 7→
∫ +∞
0
e−ztLtudt.(3.2)
Now, the point (ii) above implies that, when Re z  1, the resolvent of P acting on
Hr is also given by (3.2). Since Hr is intermediate between C∞ (M) and D′ (M),
the point (iii) implies that the family of operator R(z) : C∞ (M)→ D′ (M) admits
a meromorphic continuation to {z ∈ C : Re z > −r} with residues of finite rank. By
the analytic continuation principle, this meromorphic continuation does not depend
on the choice of the space Hr. Moreover, letting r tends to +∞, we see that R(z)
has a meromorphic continuation to the whole complex plane.
As in the case without potential, the poles of the complex continuation of R(z)
are called the Ruelle–Pollicott resonances of P . Moreover, if λ ∈ C is a Ruelle–
Pollicott resonance, then the residue of R(z) is (up to some injections) a spectral
projector piλ of finite rank for P . The rank of piλ is the multiplicity of λ as a Ruelle
resonance and the elements of the image of piλ are called resonant states associated
with λ for P . Notice that the resonant states are not necessarily eigenvectors for P
(there may be Jordan blocks as shown in [CP19]).
We can introduce a generalization of ζX(z) associated to P : for Re z  1, we
let
ζX,V (z) = exp
(
−
∑
γ
T#γ
Tγ
e
∫
γ
V e−zTγ∣∣det(1− Pγ)∣∣
)
,(3.3)
where the sum γ runs over the periodic orbits of φt. If γ is a periodic orbit then Tγ
denotes its length, T#γ its primitive length (i.e. the length of the smallest periodic
orbits with the same image), the integral
∫
γ
V is defined by
∫
γ
V =
∫ Tγ
0
V (φt(x)) dt
for any x in the image of γ, and Pγ is the linearized Poincare´ map associated with
γ, i.e. Pγ = dφTγ (x)|Eu(x)⊕Es(x) . The map Pγ depends on the point x in the image
of γ, but its conjugacy class is well-defined. It follows from elementary estimates
on the number of periodic orbits for φt (see [DZ16, Lemma 2.2] for instance) that
ζX,V (z) is well-defined for Re z  1. It is proven in [GLP13] (see also [DZ16] for
an alternative proof) that ζX,V extends to a holomorphic function on C whose zeros
are the Ruelle resonances (counted with multiplicity).
Let us now state our main result. It extends Theorem 1 to the case with
potentials.
Theorem 8. Let s ∈ [1,+∞[. Let M be a n-dimensional Gs compact manifold.
Let X be a Gs vector field that generates an Anosov flow (φt)t∈R. Let V : M → C
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be a Gs potential. Then there is a constant C > 0 such that for every z ∈ C we have∣∣ζX,V (z)∣∣ ≤ C exp (C |z|ns) .
In particular, the order of ζX,V is less than ns.
As a by-product of the proof of Theorem 8, we deduce the following bound on
the number of Ruelle resonances.
Proposition 3.1. Under the assumptions of Theorem 8 and if N(r) denotes
the number of Ruelle resonances of P of modulus less than r, then we have
N(r) =
r→+∞ O(r
ns).
Remark 3.1. Proposition 3.1 is an immediate consequence of Theorem 8 and
Jensen’s formula [Boa54, Theorem 1.2.1]. However, we will need to prove Proposi-
tion 3.1 before Theorem 8. Notice also that Theorem 8 and Hadamard’s Factorization
Theorem (see [Boa54, §2.7]) imply that there is a canonical factorization for the
dynamical determinant.
Remark 3.2. It is well-known that the finiteness of the order of the dynam-
ical determinant implies that a trace formula associated to P holds (see [Je´z19,
Proposition 1.5] for a precise statement). In particular, we prove here that the trace
formula associated with P holds when the data are Gevrey. However, this is not
a new result since [Je´z19, Corollary 1.8] states that the trace formula holds for a
larger class of regularity than Gevrey.
We will also give a statement about the Gs wave front sets (in the sense of
§2.2.3) of the resonant states. To do so, we need to introduce the decomposition
T ∗M = E∗0 ⊕E∗s ⊕E∗u of the cotangent bundle of M . We define the space E∗0 as the
annihilator of Eu ⊕ Es, the space E∗s as the annihilator of E0 ⊕ Es and the space
E∗u as the annihilator of E0 ⊕ Eu. Then we have the following statement:
Proposition 3.2. Under the assumption of Theorem 8, if f is a resonant state
for P = X + V then the Gevrey wave front set WFGs(f) (see Definition 2.3) of f is
contained in the stable codirection E∗s .
Remark 3.3. Proposition 3.2 may seem surprising to readers familiar with
papers on Ruelle resonances from the microlocal community (for instance [FS11,
DZ16, DZ17]). Indeed, in these papers resonant states have their wave front sets
in E∗u. The difference is due to the fact that we study resonant states associated with
the Koopman operator (the operator (3.1) for t ≥ 0) while [FS11, DZ16, DZ17]
study resonant states associated with the transfer operator (the operator (3.1) for
t ≤ 0). One can go from one to another by reversing time, which exchanges stable
and unstable direction, so that our result is coherent with the literature. Notice
also that in [FRS08], while studying the Koopman operator, resonant states have
their wave front set contained in E∗u. This is just because [FRS08] uses a different
convention for the definition of E∗u and E
∗
s than [FS11, DZ16, DZ17]. Finally,
it is well-known in the dynamical community that resonant states are “smooth in
the stable direction” (if we study the Koopman operator). This is precisely what
happens here: in practical terms, having its wave front set in E∗s means “being
smooth in the stable direction”. This may seem strange and is due to the convention
for the definition of E∗u and E
∗
s that we borrowed from [FS11] (we have in particular
that dimE∗u = dimEs).
While it may seem obvious to specialists, let us notice that our results extend to
the case of vector bundles. Let F →M be a complex Gs vector bundle. Assume that
φt lifts to a Gs one parameter subgroup of vector bundle automorphisms (Lt)t∈R
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of F . In this context, we may define the Koopman operator Lt for t ∈ R and u a
smooth section of F by Ltu(x) = L−t(u ◦ φt(x)) (this is the natural analogue of
(3.1) in the scalar case). Then, we may replace in the results above the operator
P = X + V by the operator P define on smooth sections of F by
Pu =
d
dt
(Ltu)|t=0.
To highlight the similarity with the scalar case, we may choose a Gs connection ∇ on
F . Then the operator P writes P = ∇X +A where A is a Gs section of the bundle
of automorphisms of F . We see here that the principal symbol of P is scalar, hence
the eventual functional analytic complications that could arise when introducing
vector bundles are restricted to the sub-principal level and are consequently dealt
with easily.
Concerning the algebra, the traces and determinants computations in the bundle
case are carried out using the bundle version of Guillemin’s Trace Formula [Gui77].
Hence, in this context the dynamical determinant writes (for Re z  1)
ζF (z) = exp
(
−
∑
γ
T#γ
Tγ
Tr (Lγ) e−zTγ∣∣det (I − Pγ)∣∣
)
.
Here, if γ is a periodic orbit of φt and x a point of the image of γ, the endomorphism
Lγ is the restriction of LTγ to Fx (the conjugacy class of L
γ is well-defined).
Using a trick due to Ruelle to write zeta functions as alternate products of
dynamical determinants (as in [GLP13, DZ16]), the bundle version of Theorem 1
implies that the Ruelle zeta function, i.e.
ζR(z) := exp
(
−
∑
γ
T#γ
Tγ
e−zTγ
)
,
associated with a Gs Anosov flow, has order less than ns.
Returning back to the scalar case, we will also use the tools that we developed
in order to study stochastic and deterministic perturbations of Gevrey Anosov flows,
respectively in §3.3.1 and in §3.3.2. In §3.3.1, we consider a perturbation of the
operator P = X + V of the form
P = P + ∆,
where  ≥ 0 and ∆ is a self-adjoint, negative and elliptic of order m > 1 (in the
classical sense) Gs pseudor. The operator P acting on L2 (with its natural domain)
has its real part ReV + ∆ bounded from above, hence its resolvent set is non-empty
(and it generates a strongly continuous semi-group). When  > 0, the operator P
is elliptic, so that its resolvent is compact and P has discrete spectrum σL2 (P)
on L2 (M). We know from [DZ15, Theorem 1] that σ
L
2 (P) converges locally to
the Ruelle spectrum of P . We will prove a global version of this result. To do so,
we need to introduce a new distance to compare spectrum. If z ∈ C, we define the
distance dz on C ∪ {∞} \ z by
dz(x, y) =
∣∣∣∣ 1z − x − 1z − y
∣∣∣∣ .
We will prove in §3.3.1 the following “global” version of [DZ15, Theorem 1].
Theorem 9. Under the assumption of Theorem 8, if h is small enough, then
for every p > ns and z ∈ R+ large enough, there is a constant C > 0 such that for
every  > 0 small enough, we have
dz,H
(
σRuelle (P ) ∪ {∞} , σL2 (P) ∪ {∞}
) ≤ C |ln |− 1p .
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Here, dz,H denotes the Hausdorff distance associated to the distance dz and σRuelle (P )
the Ruelle spectrum of P .
Remark 3.4. Theorem 9 also applies if ∆ is a classical differential operator
with Gs coefficients (for instance, the Laplacian associated to a Gs metric). Indeed,
one only needs to replace ∆ by hm∆ and  by h−m in Theorem 9.
In the proof of Theorem 9, we will use ideas similar to those of [GZ19a], with
the necessary modifications in our different context (in particular, we need to deal
with the flow direction and the fact that we are dealing with operators of order 1).
The convergence in Theorem 9 seems to be very weak. However, we think that it
is not reasonable to expect too fast a convergence in such a global result. Indeed,
when we add the pseudo-differential operator ∆ to P in order to form P, since
∆ has higher order, we can expect that the spectrum of P looks globally like the
spectrum of ∆, rather than like the Ruelle spectrum of P . Indeed, the higher order
operator will be predominant at higher frequencies. Furthermore, the spectrum of
∆ is contained in R− while we expect some kind of vertical structure for the Ruelle
spectrum of P (see for instance [JZ17, FT13]). Hence, we may expect σ
L
2 (P)
to be some kind of “flattened” version of the Ruelle spectrum of P , and its global
structure is thus very different from the actual Ruelle spectrum of P .
Finally, §3.3.2 will be dedicated to the study of deterministic perturbations of an
Anosov flow. Such perturbations have already been studied by functional analytic
methods, see [BL07, BL13], and we will focus on the particularity of our highly
regular context. The main results of §3.3.2 are of technical natures and cannot be
stated now. Let us just notice that we will prove in §3.3.2 a deterministic analogue
of Theorem 9 (see Corollary 3.2) and Theorem 2 on the dependence of the SRB
measure of a real-analytic Anosov flow on the flow. The main point here is that in
the real-analytic case we are able to set up a Kato theory for real-analytic Anosov
flow (Theorem 11).
3.1. I-Lagrangian spaces adapted to a Gevrey Anosov flow
From now on, s ∈ [1,+∞[ is fixed, X is a Gs vector field on a n-dimensional Gs
manifold M that generates an Anosov flow (φt)t∈R, and V : M → C is a Gs function.
We define the differential operator P = X+V , and the associated Koopman operator
is given by (3.1). Without loss of generality, we may assume that M is endowed with
a structure of real-analytic Riemannian manifold (coherent with its Gs structure,
see Remark 1.1).
The machinery from §1.1.1.2 is then available, in particular we denote by M˜
a complex neighbourhood for M . According to Theorem 6, there is an analytic
FBI transform T on M such that T ∗T = I. As above we set S = T ∗. In order to
apply the results from the previous chapter to the operator P , we need first to find
a suitable (τ0, s)-adapted Lagrangian Λ. The Lagrangian Λ will be defined by (2.4)
where the symbol G is defined by G = τG0 where τ  h1−1/s and G0 is a so-called
escape function. Section §3.1.1 is devoted to the construction of G0 (see Lemma
3.1). In section 3.1.2, we will then describe the spectral theory of P on the related
I-Lagrangian space.
3.1.1. Constructing an escape function. Recall that the decomposition
TM = E0 ⊕ Eu ⊕ Es of the tangent bundle induces a dual decomposition T ∗M =
E∗0 ⊕ E∗u ⊕ E∗s of the cotangent bundle. Here, E∗0 = (Eu ⊕ Es)⊥, the space E∗u =
(E0⊕Eu)⊥ and E∗s = (E0⊕Es)⊥. We denote by p : T ∗M → C the principal symbol
of the semi-classical differential operator hP . We recall for α = (αx, αξ) ∈ T ∗M ,
p(α) = iαξ (X(αx)) .(3.4)
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To apply the machinery presented in the previous part, we will need an almost
analytic extension for p. We construct it in the following way: we take a Gs almost
analytic extension X˜ for X, given by Lemma 1.1 if s > 1 (we just take X˜ = X if
s = 1), and then we set for α ∈ (T ∗M)
0
(for some small 0 > 0)
p˜(α) = iαξ
(
X˜ (αx)
)
.(3.5)
It will be important when constructing the escape function G0 that this almost
analytic extension is linear in αξ. We are now ready to construct G0.
Lemma 3.1. Let C 0 and C s be conical neighbourhoods respectively of E∗0 and of
E∗s in T
∗M . Let δ ≥ 0. Then there are arbitrarily small 0 > 1 > 0 and a symbol
G0 of order δ on (T
∗M)0 , supported in (T
∗M)1 with the following properties:
(i) the restriction of G0 to T
∗M is negative and classically elliptic of order δ
outside of C s;
(ii) the restriction of {G0,Re p˜} to T ∗M is negative and classically elliptic of
order δ outside of C 0;
(iii) if s = 1, there are C, 2 > 0 such that {G0,Re p˜} ≤ C on (T ∗M)2 . If
s > 1, there is 2 such that for every N > 0 there is CN > 0 such that for
all α ∈ (T ∗M)2 we have {G0,Re p˜} (α) ≤ CN (1 + |Imαx|
N 〈|α|〉δ).
Here, the Poisson Bracket {G0,Re p˜} is the one associated with the real symplectic
form ωI on (T
∗M)0 .
Before proving Lemma 3.1, let us explain why we need our escape function to
satisfy these properties. We recall that a symbol is said to be “classically elliptic
of order δ” if it is greater than 〈|α|〉δ when α is large enough. The point (i) is
here to control the Gs wave front set of elements of the set H0Λ, in particular of
resonant states, using Lemma 2.14. The point (ii) will be used in the proof of
Lemma 3.3 to deduce the hypoellipticity of the operator P acting on H0Λ from the
multiplication formula, Proposition 2.11. Finally, the point (iii) will be used in
the proof of Proposition 3.3 to show that the Koopman operator (3.1) defines a
continuous semi-group on H0Λ. This property is what ensures that the spectrum
of P on our spaces has a dynamical meaning. Even though point (ii) seems to
be the most crucial one, since it is the one that allows us to enter the world of
Schatten operators and eventually prove Theorem 8, the importance of (iii) could
not be overestimated. Finally, notice that, in order to apply Lemma 2.10 in the
most favorable case for us, it will be natural in the following to choose δ = 1/s.
The proof of Lemma 3.1 will take the rest of this section.
Proof of Lemma 3.1. We want to understand {G0,Re p˜} in order to control
how the real part of p˜ evolves under the flow of H
ωI
G0
. However, since {G0,Re p˜} =
−{Re p˜, G0}, we may understand {G0,Re p˜} by controlling how G0 evolves under
the flow of −HωIRe p˜. Hence, we need to understand the dynamics of this flow. To do
so, we may multiply X˜ by a bump function identically equals to 1 near M (since
we only claim properties for G0 near T
∗M and we will not use the high regularity
of X˜ in this proof). Then, it follows from the formula (2.3) that the flow of −HωIRe p˜
is complete. We denote this flow by (Θt)t∈R and write
Θt(α) =
(
Θt,x(α),Θt,ξ(α)
)
.
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Using (2.3), we see that H
ωI
Re p˜ is given in coordinates (x+ iy, ξ + iη) with X˜ =
(X˜1, . . . , X˜n) by
−HωIRe p˜ =
n∑
j=1
Re X˜j
∂
∂xj
+ Im X˜j
∂
∂yj
−
(〈
ξ,
∂ Im X˜
∂yj
〉
+
〈
η,
∂ Re X˜
∂yj
〉)
∂
∂ξj
−
(〈
ξ,
∂ Im X˜
∂xj
〉
+
〈
η,
∂ Re X˜
∂xj
〉)
∂
∂ηj
.
(3.6)
Indeed, it follows from (3.4) that in such coordinates we have
Re p˜ = −
〈
ξ, Im X˜
〉
−
〈
η,Re X˜
〉
.
From (3.6), we see that the projection Θt,x of Θt is in fact given by the formula
Θt,x(α) = φ˜t(αx),
where (φ˜t)t∈R denotes the flow of X˜ (in particular, the restriction of φ˜t to M is φt).
Then, we notice that in (3.6), the component of −HωIRe p˜ along ∂/∂ξ and ∂/∂η is
linear in (ξ, η). It implies that
Θt,ξ(α) = Lt(αx)(αξ),
where Lt(αx) is a R-linear application from T
∗
αx
M˜ to T ∗φ˜t(αx)M˜ (that depends
smoothly on t and αx). Now, since X˜ satisfies the Cauchy–Riemann equations and
is tangent to M on M , we find that, for y = 0, in the same system of coordinates
than (3.6), we have
∂ Re X˜
∂y
= −∂ Im X˜
∂x
= 0 and
∂ Im X˜
∂y
=
∂ Re X˜
∂x
=
∂X
∂x
.(3.7)
By uniqueness in the Cauchy–Lipschitz Theorem, we find by plugging (3.7) in (3.6)
that, for x ∈M and t ∈ R we have
Lt(x) =
T
(
dφt(x)
−1
)
.(3.8)
Hence, the hyperbolicity of φt will have important consequences on the dynamics of
Θt. Let us “complexify” the bundles E
∗
0,u,s. For x ∈ M , we denote by EC,∗0 , EC,∗u
and EC,∗s the complexification of E
∗
0 , E
∗
u and E
∗
s , considering linear forms valued in
C instead of R. For instance, for x ∈M , we write EC,∗0,x for the subspace of T ∗xM ⊗C
consisting of R-linear maps from TxM to C that vanish on E
u ⊕ Es (or, under a
natural identification, of C-linear forms on T ∗xM˜ that vanish on E
u⊕Es). From the
fact that TxM = E0,x⊕Eu,x⊕Es,x is a totally real subspace of maximal dimension
of TxM˜ , we deduce that T
∗
xM˜ = E
C,∗
0,x ⊕ EC,∗u,x ⊕ EC,∗s,x . Since E0,x, Eu,x and Es,x
depends in a Ho¨lder-continuous fashion on x ∈ M , so does EC,∗0,x , EC,∗u,x and EC,∗s,x .
Consequently, we may extend continuously EC,∗0 , E
C,∗
u and E
C,∗
s to M˜ . Then, if M˜
is small enough, we have TxM˜ = E
C,∗
0,x ⊕ EC,∗u,x ⊕ EC,∗s,x for all x ∈ M˜ . A priori, this
decomposition is only invariant under Lt for t ∈ R and x ∈M . If σ ∈ T ∗xM˜ then we
write σ = σ0 +σu+σs for the decomposition of σ under TxM˜ = E
C,∗
0,x ⊕ EC,∗u,x ⊕ EC,∗s,x .
Then, we put a real Riemannian metric on M˜ and define for x ∈ M˜ and γ > 0 the
cones
Cγu(x) =
{
σ ∈ T ∗xM˜ : |σ0|+ |σs| ≤ γ |σu|
}
and
Cγs (x) =
{
σ ∈ T ∗xM˜ : |σ0|+ |σu| ≤ γ |σs|
}
.
152 3. RUELLE–POLLICOTT RESONANCES AND GEVREY ANOSOV FLOWS
Without loss of generality, we may assume that C 0 is closed and does not intersect
E∗u⊕E∗s \ {0}. We may also assume that there is a closed conic neighbourhood C C,0
of EC,∗0 in T
∗M˜ such that C C,0 ∩ T ∗M = C 0. Choose then a small closed conic
neighbourhood C0s of E∗s ⊕ E∗0 in T ∗M .
From (3.8) and standard arguments in hyperbolic dynamics, there are a large
T0 > 0, small 0 < γ1 < γ, some λ > 1 and a constant C1 > 0 such that if
α = (αx, αξ) ∈ T ∗M ⊗ C, and T1 ≥ T0 then:
a. either ΘT1,ξ(α) ∈ Cγ1u (φ˜T1(αx)) or Θ−T0,ξ(α) ∈ Cγ1s (φ˜−T0(αx)) or we have
α ∈ C C,0;
b. if Θ−T0,ξ(α) ∈ Cγu(φ˜−T0(αx)) then ΘT1,ξ(α) ∈ Cγ1u (φ˜T1(αx)) and we have∣∣ΘT1,ξ(α)∣∣ ≥ λ ∣∣Θ−T0,ξ(α)∣∣;
c. if ΘT1,ξ(α) ∈ Cγs (φ˜T1(αx)) then Θ−T0,ξ(α) ∈ Cγ1s (φ˜−T0(αx)) and we have∣∣ΘT1,ξ(α)∣∣ ≤ λ−1 ∣∣Θ−T0,ξ(α)∣∣;
d. if α ∈ T ∗M does not belong to C 0s, then, for t ≥ 0, we have that
Θt,ξ(α) /∈ Cγs (φ˜t(αx)), and, for t ≥ T0, we have Θt,ξ(α) ∈ Cγ1u (φ˜t(αx)) and∣∣Θt,ξ(α)∣∣ ≥ C−11 ∣∣αξ∣∣.
Since we ask here for α ∈ T ∗M ⊗ C, these are consequences of the hyperbolicity of
φt, that is it only relies on the dynamic on M . We want to apply a perturbation
argument to show that b and c remain true on a small complex neighbourhood of
M , but we need first to fix the value of T1. Hence, we fix the value of T1, large
enough such that we have
sup
α∈T∗M\{0}
1∣∣αξ∣∣δ
∫ 0
−T0
∣∣Θt,ξ(α)∣∣δ dt < T1 − T0
2Cδ1
.(3.9)
Now that T1 is fixed, it follows from a perturbation argument that, up to
taking a smaller λ, a smaller γ, a larger γ1 and a larger C1, the properties b and
c above remain true when (x, σ) ∈ T ∗ (M)0 , for some small 0 > 0 (and (3.9)
remains true since we asked for a strict inequality). Then, we choose a symbol
m ∈ S0KN (T ∗ (M)0) of order 0 on T
∗(M)0 , valued in [−1, 1], with the following
properties:
• if x ∈ (M)0 and σ ∈ T ∗xM˜ \(Cγu(x) ∪ Cγs (x)) or σ is near 0 then m(x, σ) =
0;
• there is C > 0 such that if x ∈ (M)0 and σ ∈ Cγ1s (x) satisfies |σ| ≥ C
then m(x, σ) = 1;
• there is C > 0 such that if x ∈ (M)0 and σ ∈ Cγ1u (x) satisfies |σ| ≥ C
then m(x, σ) = −1;
• m is non-positive on Cγu and non-negative on Cγs .
We also choose a C∞ function χ : R→ [0, 1] vanishing on ]−∞, 1] and taking value
1 on [2,+∞[. Then, we may define G0 near T ∗M ⊗ C by the formula
G0(α) =
∫ T1
T0
m(Θt(α))
∣∣Θt,ξ(α)∣∣δ dt−Aχ(∣∣αξ∣∣) ∣∣∣Re(αξ (X˜(αx)))∣∣∣δ ,(3.10)
where A is a large constant to be chosen later. Then we multiply G0 by a bump
function to satisfy the claim on the support. It does not change the value of G0
near T ∗M and hence it will not interfere with the properties (i),(ii) and (iii). We
may consequently use the formula (3.10) to prove (i),(ii) and (iii).
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We start by proving (i). Take α ∈ T ∗M \ C s and write
G0(α) =
∫ 0
T0
m(Θt(α))
∣∣Θt,ξ(α)∣∣δ dt+ ∫ T1
0
m(Θt(α))
∣∣Θt,ξ(α)∣∣δ dt
−Aχ(∣∣αξ∣∣) ∣∣∣αξ (X˜(αx))∣∣∣δ .(3.11)
The first two terms in (3.11) are symbols of order δ that do not depend on A. The
last term is elliptic of order δ on a conical neighbourhood of C 0 (since we assumed
that C 0 is closed and does not intersect E∗u⊕E∗s \ {0}). Hence, if A is large enough,
G0 is classically elliptic and negative on a conical neighbourhood of C
0 in T ∗M .
In fact, we see that this conical neighbourhood may be chosen arbitrarily large as
soon as it does not intersect E∗u ⊕ E∗s \ {0}. Then, if α does not belong to this
neighbourhood of C 0, since it does not belong to C s either, we see that α /∈ C 0s
(provided that C 0s has been chosen narrow enough), and hence property d. above
gives that, provided αξ is large enough,∫ T1
0
m(Θt(α))
∣∣Θt,ξ(α)∣∣δ dt ≤ ∫ T1
T0
m(Θt(α))
∣∣Θt,ξ(α)∣∣δ dt
≤ −
∫ T1
T0
∣∣Θt,ξ(α)∣∣δ dt
≤ −T1 − T0
Cδ1
∣∣αξ∣∣δ .
Hence our choice of T1 (see (3.9)) ensures that G0 is negative and elliptic of order δ
outside of C 0s (the last term in (3.11) is always non-positive). We just proved (i).
Now, we prove (ii). To do so we compute
{G0,Re p˜} = −{Re p˜, G0} = −HωIRe p˜G0
= m(ΘT1(α))
∣∣ΘT1,ξ(α)∣∣δ −m(Θ−T0(α)) ∣∣Θ−T0,ξ(α)∣∣δ
+AH
ωI
Re p˜
(
χ(
∣∣αξ∣∣) ∣∣∣Re(αξ (X˜(αx)))∣∣∣δ) .
(3.12)
We start by considering the term
m(ΘT1(α))
∣∣ΘT1,ξ(α)∣∣δ −m(Θ−T0(α)) ∣∣Θ−T0,ξ(α)∣∣δ .(3.13)
Assuming that α does not belong to C 0, we know that ΘT1,ξ(α) belongs to
Cγ1u (φ˜T1(αx)) or Θ−T0,ξ(α) belongs to Cγ1s (φ˜−T0(αx)). Let us assume for instance
that ΘT1,ξ(α) belongs to Cγ1u (φ˜T1(αx)) (the other case is symmetric). Then again
there are two possibilities: either Θ−T0,ξ(α) belongs to Cγu(φ˜−T0(αx)) or it does not.
If it does then (for
∣∣αξ∣∣ large enough)
m(ΘT1(α))
∣∣ΘT1,ξ(α)∣∣δ −m(Θ−T0(α)) ∣∣Θ−T0,ξ(α)∣∣δ
≤ − ∣∣ΘT1,ξ(α)∣∣δ + ∣∣Θ−T0,ξ(α)∣∣δ
≤ −
(
λδ − 1
) ∣∣Θ−T0,ξ(α)∣∣δ
≤ −C−1 ∣∣αξ∣∣δ ,
for some C > 0. If Θ−T0,ξ(α) does not belong to Cγu , then the situation is even
simpler since the term −m(Θ−T0,ξ(α))
∣∣Θ−T0,ξ(α)∣∣δ is non-positive. Hence, the term
(3.13) is negative and elliptic of order δ outside of C 0. We focus now on the other
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term in (3.12). To do so, we introduce the Hamiltonian vector field H
ωR
Im p˜ of Im p˜
with respect to the real symplectic form ωR and write:
H
ωI
Re p˜
(
χ(
∣∣αξ∣∣) ∣∣∣Re(αξ (X˜(αx)))∣∣∣δ)
= H
ωI
Re p˜
(
χ
(∣∣αξ∣∣)) ∣∣∣Re(αξ (X˜(αx)))∣∣∣δ − χ (∣∣αξ∣∣)HωRIm p˜(∣∣∣Re(αξ (X˜(αx)))∣∣∣δ)
+
(
H
ωR
Im p˜ +H
ωI
Re p˜
)(∣∣∣Re(αξ (X˜(αx)))∣∣∣δ) .
(3.14)
The first term in the right hand side of (3.14) is compactly supported and may
consequently be ignored. Since Re(αξ(X˜(αx))) = Im p˜(α), the second term is equal
to 0. To estimate the last term in (3.14), we work in local coordinates (x+ iy, ξ+ iη).
In these coordinates, we may compute H
ωR
Im p˜ as we did for H
ωI
Re p˜ in (3.6), and we
find that
H
ωR
Im p˜ +H
ωI
Re p˜ =
n∑
j=1
(〈
ξ,
∂ Im X˜
∂yj
− ∂ Re X˜
∂xj
〉
+
〈
η,
∂ Re X˜
∂yj
+
∂ Im X˜
∂xj
〉)
∂
∂ξj
+
(〈
ξ,
∂ Re X˜
∂yj
+
∂ Im X˜
∂xj
〉
+
〈
η,
∂ Re X˜
∂xj
− ∂ Im X˜
∂yj
〉)
∂
∂ηj
.
(3.15)
Since X˜ satisfies the Cauchy–Riemann equation on M , we find that the vector field
H
ωR
Im p˜ +H
ωI
Re p˜ vanishes on T
∗M (even on T ∗M ⊗ C in fact). It follows that outside
of a compact set, the only non-zero term in the right hand side of (3.12) is (3.13).
The property (ii) follows.
It remains to prove (iii). The analysis is based on (3.12) again. We start by
studying the term (3.13). Let α ∈ (T ∗M)
2
. If ΘT1,ξ(α) ∈ Cγ1u or Θ−T0,ξ(α) ∈ Cγ1s ,
then the analysis from the proof of (ii) applies, and we see that (3.13) is non-positive
for αξ large enough. Otherwise, Θ−T0,ξ(α) /∈ Cγu and ΘT1,ξ(α) /∈ Cγs and both terms
in (3.13) are non-positive. Thus, the term (3.13) is always non-positive when
∣∣αξ∣∣
is large enough. Hence, this term is bounded from above and we may focus on
the other term in (3.12), which is given by(3.14). The two first terms in the right
hand side of (3.14) are dealt with as in the proof of (ii): the first is compactly
supported and the second is identically equal to 0. To deal with the last one, we
notice that, since X˜ satisfies the Cauchy–Riemann equation at infinite order on
M , the expression (3.7) for H
ωR
Im p˜ +H
ωI
Re p˜ in coordinates imply that the last term
in (3.14) is a O(|Imαx|∞ 〈α〉δ). This settles the case s > 1. To deal with the
case s = 1, just notice that in that case X˜ is holomorphic on M˜ and consequently
H
ωR
Im p˜ +H
ωI
Re p˜ = 0. 
Now, that we are equipped with a good escape function, we are in position to
apply the tools from the previous chapter to study the spectral theory of P = X+V .
3.1.2. Spectral theory for the generator of the flow. With the notations
of the previous section, we set δ = 1/s and let G0 be an escape function given by
Lemma 3.1 (for arbitrary C 0 and C u, we only assume that C 0 is closed an does
not intersect E∗u ⊕ E∗s \ {0}). Then we define G = τG0 and Λ = eH
ωI
G T ∗M with
τ = cτ0h
1−1/s, where c and τ0 are small. Notice that if c is small enough, then Λ is
a (τ0, s)-adapted Lagrangian (in the sense of Definition 2.2), and hence the results
from the previous chapter apply to the Gs semi-classical pseudor hP . We will not
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consider the asymptotic h → 0, and hence we will assume that h is fixed, small
enough so that the results from the previous chapter apply. We will also assume
that τ0 is small enough for the same reason.
We want now to study the spectral theory of the operator P = X + V on the
space H0Λ defined by (2.15). Notice that, according to Proposition 2.4, if h and
τ0 are small enough, then the operator hP (and hence P ) is bounded from HkΛ to
Hk−1Λ for every k ∈ R.
We will start by proving:
Lemma 3.2. P defines a closed operator on H0Λ with domain
D(P ) =
{
u ∈ H0Λ : Pu ∈ H0Λ
}
.
In order to ensure that the spectral theory of P on H0Λ has a dynamical meaning,
we will then prove the following lemma.
Proposition 3.3. The operator P is the generator of a strongly continuous
semi-group (Lt)t∈R on H0Λ. Moreover, if t ≥ 0 and u ∈ H0Λ ∩ L2 (M) then Ltu is
given by the expression (3.1).
We will then prove the following key lemma that will be used with Proposition
2.13 to prove that the resolvent of P is in a Schatten class.
Lemma 3.3 (Hypo-ellipticity of P ). There is a constant C > 0 such that for
every u ∈ D(P ) we have u ∈ HδΛ and
‖u‖HδΛ ≤ C
(
‖u‖H0Λ + ‖Pu‖H0Λ
)
,
where we recall that we set δ = 1/s.
Notice that in the case s = 1, in which we have δ = 1, the operator P is in fact
elliptic on H0Λ. With Proposition 2.13, we deduce then from Lemma 3.3 that P has
a good spectral theory on H0Λ. More precisely, we have:
Theorem 10. If z is any element in the resolvent set of P , then the resolvent
(z−P )−1 : H0Λ → H0Λ is compact and if (σk)k≥0 denotes the sequence of its singular
values, we have
σk =
k→+∞
O
(
k−
1
ns
)
.
In particular, the operator (z − P )−1 is in the Schatten class Sp for any p > ns.
Consequently, P has discrete spectrum on H0Λ, and this spectrum is the Ruelle
spectrum of P . The eigenvectors of P acting on H0Λ are also the resonant states for
P . If N(R) denotes the number of Ruelle resonances of modulus less than R, we
have
N(R) =
R→+∞
O (Rns) .
Notice that Theorem 10 implies Proposition 3.1. We will see that it also implies
Proposition 3.2. Theorem 8 will be proved in the following section as a corollary of
Theorem 10. The key tool in the proof of these results will be the multiplication
formula Proposition 2.11. We start by proving Lemma 3.2.
Proof of Lemma 3.2. Let (um)m∈N be a sequence of elements of D(P ) such
that (um)m∈N converges to some u ∈ H0Λ and (Pum)m∈N converges to some v ∈ H0Λ.
According to Proposition 2.4, P is bounded from H0Λ to H−1Λ so that (Pum)m∈N
tends to Pu in H−1Λ . Since H0Λ is continuously included in H−1Λ , it follows that
Pu = v ∈ H0Λ, and hence that P is closed. 
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Then we prove an approximation lemma that will sometimes be useful (recall
that H∞Λ is defined by (2.18)).
Lemma 3.4 (Approximation Lemma). Let R0 be large enough. Then, the
domains D(P ) and D(P ∗) of P and its adjoint on H0Λ both contain E1,R0 . Moreover,
for every u ∈ D(P ) there is a sequence of (un)n∈N of elements of H∞Λ that tends
to u in H0Λ and such that (Pun)n∈N tends to Pu in H0Λ. The same is true if we
replace P by P ∗.
Proof. First of all, D(P ) contains H1Λ, and hence E1,R0 for R0 large enough
according to Corollary 2.2.
Let χ be a C∞ function from R to [0, 1] compactly supported and identically
equals to 1 near 0. Then define for  > 0 small the function χ on Λ by χ(α) =
χ( 〈|α|〉). Then the χ’s form a family of uniform symbols of order 0 on Λ. Hence,
the operators
I = SΛBΛχBΛTΛ
are uniformly bounded on H0Λ. One easily checks that I converges to the identity
in strong operator topology when  tends to 0. In particular, if u ∈ D(P ), we have
that Iu tends to u in H0Λ when  tends to 0. Moreover, we have
PIu = IPu+ [P, I]u(3.16)
and IPu tends to Pu in H0Λ when  tends to 0. Then, we may write
[P, I] = SΛ [BΛTΛPSΛBΛ, BΛχBΛ]TΛ.
Then using Propositions 2.10 and 2.12, we see that the [P, I]’s are uniformly
bounded on H0Λ. But if v ∈ E1,R0 , then TΛu is rapidly decaying and thus Iu tends
to u in H1Λ and since P is bounded from H1Λ to H0Λ, we see that [P, I] v tends to
0 in H0Λ. By a standard argument, this implies that [P, I] tends to 0 in strong
operator topology on H0Λ. Hence, from (3.16), we see that PIu tends to Pu in H0Λ.
Finally, thanks to Remark 2.20, the Iu’s belong to H∞Λ .
We turn now to the study of the adjoint P ∗ of P . To do so, we apply Proposition
2.10 to find a symbol σ of order 1 on Λ and a negligible operator R such that
BΛTΛPSΛBΛ = BΛ (σ +R)BΛ.
Then define the operator P˜ by
P˜ = SΛBΛ
(
σ¯ +R∗
)
BΛTΛ,
where R∗ is the formal adjoint of R. Since σ¯ is a symbol of order 1, we find that P˜
is bounded from HkΛ to Hk−1Λ for every k ∈ R. Now, if u, v ∈ H∞Λ then we have (the
scalar product is in H0Λ)
〈Pu, v〉 =
〈
u, P˜ v
〉
.(3.17)
Using the approximation property for P that we just proved, we find that (3.17)
remains true for u ∈ D(P ) and v ∈ H∞Λ . Hence, H∞Λ (and in particular E1,R0) is
contained in the domain of P ∗ and if v ∈ H∞Λ then P ∗v = P˜ v. Now, if v belongs to
the domain of P ∗, we find that, for u ∈ H∞Λ ,〈
u, P ∗v
〉
= 〈Pu, v〉 =
〈
u, P˜ v
〉
.(3.18)
Here, the last bracket makes sense because u ∈ H1Λ and P˜ v ∈ H−1Λ . Since E1,R0
(and hence H∞Λ ) is dense in H1Λ, Lemma 2.24 implies with (3.18) that P ∗v = P˜ v
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(in particular P˜ v belongs to H0Λ). Now, since P˜ has the same structure than P , we
may prove the approximation property for P ∗ as we did for P . 
Proof of Proposition 3.3. We will apply Hille–Yosida Theorem to prove
that P is the generator of a strongly continuous semi-group. We denote by pΛ the
restriction to Λ of the almost analytic extension p˜ of the principal symbol of hP
given by (3.5). It follows from (iii) in Lemma 3.1 that there is a constant C > 0
such that Re pΛ ≤ C. Indeed, since Re p˜ vanishes on T ∗M , the value of Re pΛ is
obtained by integrating {G0,Re p˜} on an orbit of time τ of the flow of HωIG0 . This
gives the upper bound on Re pΛ in the case s = 1. In the case s > 1, we need in
addition to notice that, as in Lemma 2.1, we remain at distance at most 〈|α|〉δ−1
of the real. Hence, Re pΛ is less than CN 〈|α|〉δ+N(δ−1) (for any N > 0 and some
constant CN > 0). Since δ < 1 in the case s > 1, the bound on Re pΛ follows by
taking N large enough.
We see by Proposition 2.11 that, up to making C larger (depending on h, that
we recall is fixed), we have for u ∈ H∞Λ
Re〈−Pu, u〉H0Λ ≥ −
1
h
〈Re pΛTΛPu, TΛu〉L20(Λ) − C ‖u‖
2
H0Λ
≥ −2C ‖u‖2H0Λ .
Hence, if z ∈ C, we have
Re〈(z − P )u, u〉H0Λ ≥ (Re z − 2C) ‖u‖
2
H0Λ .
By Cauchy–Schwarz, we find that
‖(z − P )u‖H0Λ =
‖(z − P )u‖H0Λ ‖u‖H0Λ
‖u‖H0Λ
≥
∣∣∣〈(z − P )u, u〉H0Λ ∣∣∣
‖u‖H0Λ
≥
Re〈(z − P )u, u〉H0Λ
‖u‖H0Λ
≥ (Re z − 2C) ‖u‖H0Λ ,
(3.19)
for u ∈ H∞Λ . By Lemma 3.4, this estimate remains true when u ∈ D(P ). This
proves that if Re z > 2C, then the operator z−P is injective and its image is closed.
To prove that the image of z − P is dense, notice that if u ∈ H∞Λ then
Re
〈
(z − P )∗u, u〉H0Λ = Re 〈(z − P )u, u〉H0Λ ,
and consequently (3.19) still holds when z−P is replaced by (z−P )∗ (for u ∈ H∞Λ ,
but it implies the same result for u ∈ D(P ∗) by Lemma 3.4). Hence, (z − P )∗ is
injective, and thus the image of z − P is closed. Consequently, z − P is invertible
and from (3.19), we see that∥∥∥(z − P )−1∥∥∥ ≤ 1
Re z − 2C ,
for the operator norm on H0Λ. Hence, the Hille–Yosida Theorem applies (the domain
of P is dense since it contains E1,R0), and we know that P is the generator of a
strongly continuous semi-group.
Denote by (L˜t)t≥0 the semi-group generated by P on H0Λ and (Lt)t≥0 the
semi-group on L2 (M) defined by (3.1). We want to prove that for t ≥ 0 and
u ∈ H0Λ ∩ L2 (M) we have Ltu = L˜tu. Thanks to the semi-group property, we
only need to prove it for t ∈ [0, t0] for some small t0 > 0. Then, since elements
of L2 (M) ∩ H0Λ may be simultaneously approximated in L2 (M) and in H0Λ by
elements of E1,R0 (according to Corollary 2.3), we only need to prove the equality
for u ∈ E1,R0 . Now, there is a t0 > 0 and a R1 > 0 such that for u ∈ E1,R0 , the
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curve γ : [0, t0] 3 t 7→ Ltu is C1 in Es,R1 with γ′(t) = Pγ(t). Provided that τ0 is
small enough, Es,R1 is continuously included in H0Λ (see Corollary 2.2) and hence
the curve γ has the same property in H0Λ. Consequently, we have γ(t) = L˜tu for
t ∈ [0, t0], according to [ABHN11, Proposition 3.1.11], ending the proof of the
proposition. 
We turn now to the proof of the hypo-ellipticity of the operator P .
Proof of Lemma 3.3. Assume first that u ∈ H∞Λ . Let χ+, χ− and χ0 be C∞
functions from R→ [0, 1] such that χ+ + χ0 + χ− = 1, and, for some small η > 0,
the function χ0 is supported in [−η, η], the function χ− is supported in ]−∞,−η/2]
and the function χ+ is supported in [η/2,+∞[. Then define for σ ∈ {+,−, 0} the
symbol fσ on Λ by
fσ(α) = χσ
−ip
(
e
−τHωIG0 (α)
)
〈|α|〉
 .
Then notice that if α is in the support of f+ then we have
Im pΛ(α) = Im p
(
e
−τHωIG0 (α)
)
+O (τ 〈|α|〉)
≥ η
4
〈|α|〉 ,
(3.20)
provided that τ is small enough (depending on η). And similarly, if α belongs to
the support of f− we have
Im pΛ(α) ≤ −
η
4
〈|α|〉 .(3.21)
If α belongs to the support of f0 then we have∣∣∣p(e−τHG0 (α))∣∣∣ ≤ η 〈|α|〉 ≤ Cη 〈∣∣∣e−τHG0 (α)∣∣∣〉 .
Hence, either e−τHG0 (α) is small, either it does not belong to C 0 (provided that η
is small enough, we use here the assumption that C 0 does not intersect E∗u ⊕ E∗s ).
In the second case, we may apply (ii) in Lemma 3.1 to find that
Re pΛ(α) = Re p
(
e
−τHωIG0 (α)
)
+ τ {G0,Re p˜}+O
(
τ2 〈|α|〉2δ−1
)
≤ − 1
C
〈|α|〉δ + C,
(3.22)
provided that τ is small enough. Here, we added the constant C so that (3.22)
remains true for any α in the support f0.
Now, Proposition 2.11 and (3.22) give that (the constant C may vary from one
line to another)
− Re〈〈|α|〉δ f0TΛPu, TΛu〉
≥ − 1
h
∫
Λ
〈|α|〉δ f0(α) Re pΛ(α) |TΛu(α)|2 dα− C ‖u‖H0Λ ‖u‖HδΛ
≥ 1
C
∫
Λ
f0(α) 〈|α|〉2δ |TΛu(α)|2 dα− C ‖u‖H0Λ ‖u‖HδΛ .
Applying Cauchy–Schwarz formula, we find then that∫
Λ
f0(α) 〈|α|〉2δ |TΛu(α)|2 dα ≤ C ‖u‖HδΛ
(
‖Pu‖H0Λ + ‖u‖H0Λ
)
.(3.23)
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Working similarly with (3.22) replaced by the better estimates (3.20) and (3.21), we
find that (3.23) still holds when f0 is replaced by f+ or f−. Summing these three
estimates, we get
‖u‖2HδΛ ≤ C ‖u‖HδΛ
(
‖Pu‖H0Λ + ‖u‖H0Λ
)
.(3.24)
Since the result is trivial when u = 0, we may divide by ‖u‖HδΛ in (3.24) to end the
proof of the lemma when u ∈ H∞Λ .
We deal now with the general case u ∈ D(P ). Let (un)n∈N be a sequence of
elements of H∞Λ as in Lemma 3.4. Since we already dealt with the case of elements
of H∞Λ we know that for some C > 0 and all n ∈ N we have
‖un‖HδΛ ≤ C
(
‖u‖H0Λ + ‖Pu‖H0Λ
)
.
In addition, TΛun converges pointwise to TΛu and hence the result follows by Fatou’s
Lemma. 
We can now prove Theorem 10.
Proof of Theorem 10. Let z be any element of the resolvent set of P (the
resolvent set of P is non-empty according to Proposition 3.3). If u ∈ H0Λ then we
have that
P (z − P )−1u = z(z − P )−1u− u.
Hence, (z − P )−1 and P (z − P )−1 are both bounded from H0Λ to itself and, con-
sequently, Lemma 3.3 implies that (z − P )−1 is bounded from H0Λ to HδΛ. Hence,
Proposition 2.13 implies that (z − P )−1, as an operator from H0Λ to itself, is compact,
with the announced estimates on its singular values.
We prove the estimates on the number of eigenvalues of P before proving that
these eigenvalues are indeed the Ruelle resonances. Let z ∈ C be any point in the
resolvent set of P and denote by N˜(R) the number of eigenvalues of (z − P )−1 of
modulus larger than R−1. Then let (µk)k∈N denote the sequence of eigenvalues
of (z − P )−1, ordered so that (µk)k∈N is decreasing, and (σk)k∈N the sequence of
its singular values, and choose p > 0 such that δp/n < 1. According to [GGK00,
Corollary IV.3.4], we have then for every R > 0 that
N˜(R)
Rp
≤
N˜(R)−1∑
k=0
|µk|p ≤
N˜(R)−1∑
k=0
σpk ≤ C
N˜(R)−1∑
k=0
(1 + k)
− δpn
≤ CN˜(R)1− δpn .
Here, we applied the estimates on singular values that we just proved, and C may
vary from one line to another. It follows that N˜(R) ≤ Cn/δpRn/δ. The estimates
on N(R) follows since, if (λk)k∈N denotes the sequence of eigenvalues of P , we have
the relation µk = (z − λk)−1 (up to reordering, and recall that δ = 1/s).
It remains to prove that the eigenvalues of P acting on H0Λ are indeed the Ruelle
resonances of P . To do so let R0 > 0 be large enough, and assume that τ0 is small
enough, so that (2.27) holds with s = 1 and that E1,R0 is dense in H0Λ (see Corollary
2.3). We also assume that R0 is large enough so that E
1,R0 is dense in C∞ (M) (see
Corollary 2.1). Denote by i0 the inclusion of E
1,R0 in H0Λ and by i1 the inclusion of
H0Λ in (E1,R0)′. Then, we define
R˜(z) = i1 ◦ (z − P )−1 ◦ i0 : E1,R0 →
(
E1,R0
)′
.
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Then, if we denote by i the inclusion of E1,R0 into C∞ (M) and by j the inclusion
of D′ (M) into (E1,R0)′, we see that
R˜(z) = j ◦R(z) ◦ i,(3.25)
where R(z) is defined by (3.2) and seen as an operator from C∞ (M) to D′ (M).
Indeed, when Re z is large (3.25) follows from Proposition 3.3 since R˜(z) and R(z)
are both obtained as the Laplace transform of the family of operators (3.1). The
equality (3.25) then follows for any z by analytic continuation. Integrating on small
circles, we see that (3.25) is also satisfied by the residues of R˜(z) and R(z). Since
these residues have finite rank and since E1,R0 is dense in C∞ (M), it follows that
the eigenvalues of P on H0Λ (the poles of R˜(z)) are the Ruelle resonances of P (the
poles of R(z)) counted with multiplicity (the rank of the associated residues). For
the same reason, the resonant spaces (the images of the residues) also coincide. 
As announced, we can now give the proof of Proposition 3.2.
Proof of Proposition 3.2. Since the eigenvectors of P acting on H0Λ are the
resonant states of P , they do not depend on G0 (as soon as G0 is as in Lemma 3.1)
nor on τ (provided that τ is small enough). Hence, if C s is a conic neighbourhood
of E∗s in T
∗M , we may choose G0 negative and elliptic of order δ = 1/s outside
of C s. Then, taking τ small enough, we may apply Lemma 2.14 to see that if
u is a resonant state for P then WFGs (u) ⊆ C s. Since C s is an arbitrary conic
neighbourhood of E∗s , it follows that WFGs(u) ⊆ E∗s . 
3.2. Traces and I-Lagrangian spaces
At the heart of many “microlocal” results lie a trace formula, that links (purely)
spectral information to geometric or dynamical data. Theorems 1 and 8 are no
exception. Their proof will be given in this section, and this will give a glimpse of
the relation between I-Lagrangian spaces and traces.
In order to show that ζX,V has finite order (under our Gevrey assumption), we
will relate it to a regularized determinant associated with the resolvent of P . This
will be based on the following version of Guillemin’s trace formula:
Lemma 3.5. If the real part of z is positive and large enough and m is an integer
such that m > sn, then the operator (z − P )−m acting on H0Λ is trace class and
Tr
(
(z − P )−m
)
=
1
(m− 1)!
∑
γ
T#γ e
∫
γ
V∣∣det (I − Pγ)∣∣Tm−1γ e−zTγ .(3.26)
Here, we use the notations defined in the introduction of the chapter (after (3.3)).
The fundamental reason for which this result holds is that whenever we can
give a reasonable meaning to Tr|H0Λ(z − P )
−m, it formally does not depend on Λ.
Indeed, this trace should coincide with the “flat trace” of (z−P )−m given by formal
integration of it Schwartz kernel on the diagonal of M ×M . See [DZ16] for an
extensive discussion of the notion of flat trace in the context of Anosov flows.
Proof. That (z−P )−m is trace class results from Theorem 10. For Re z large
enough, the convergence of the right hand side of (3.26) is provided by Margulis’
bound [Mar04] on the number of closed geodesics for an Anosov flow (see also
[DZ16, Lemma 2.2]).
First, recall the semi-group (Lt)t≥0 generated by P (see Proposition 3.3), given
by the formula (3.1) on H0Λ ∩ L2 (M). It follows from the semi-group property and
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from [GGK00, Theorem IV.5.5] that
TrH0Λ(z − P )
−m = lim
ρ→0
TrH0Λ Lρ(z − P )
−m.
Thus, (3.26) will follow if we can prove that for ρ > 0 small enough we have
TrH0Λ Lρ(z − P )
−m =
1
(m− 1)!
∑
γ
T#γ e
∫
γ
V∣∣det (I − Pγ)∣∣ (Tγ − ρ)m−1+ e−z(Tγ−ρ),
where x+ = max(x, 0) denotes the positive part of a real number x. Indeed, the
convergence of the right hand side when ρ tends to zero is obtained by dominated
convergence.
Let then ρ > 0 be small enough. Then, as in the proof of Corollary 2.1, introduce
the operators I = S exp(−〈α〉2)T for  > 0. These are regularizing operators that
map (E1,R0)′ to E1,R0 for R0 > 0 large enough. In particular, ILρ(z − P )−mI is
of trace class on L2 and H0Λ (actually on any reasonable space where Lρ(z − P )−m
is bounded). Here, it makes sense to discuss the operator ILρ(z − P )−mI acting
on L2 or H0Λ because I is valued in E1,R0 . Moreover, thanks to Proposition 3.3, we
may use the expression (3.1) for Lt and then Lρ(z − P )−m writes for Re z  1
Lρ(z − P )−m =
(−1)m−1
(m− 1)!
∫ +∞
0
e−z(t−ρ) (t− ρ)+ Ltdt.(3.27)
On the other hand, (I)>0 is a family of G1 pseudors, uniformly of order 0 as
 → 0 (this is an immediate consequence of the proof of Lemma 2.8 in which we
used the same regularization procedure to study the composition ST ), and they
converge strongly to the identity when  tends to 0, both as operators on L2 (M)
and H0Λ (or any Sobolev space, see Corollary 2.4 and the proof of Corollary 2.3).
We deduce then from [GGK00, Theorem IV.5.5] that
TrH0Λ Lρ(z − P )
−m = lim
→0
TrH0Λ(ILρ(z − P )
−mI).
We consider now u a generalized eigenvector of ILρ(z − P )−mI, associated
to an eigenvalue λ 6= 0. Since I maps H0Λ continuously in E1,R0 for some R0 > 0,
we deduce that if u ∈ H0Λ, then u ∈ E1,R0 . In particular, u ∈ L2. Reciprocally,
if u ∈ L2, then u ∈ H0Λ. Since ILδ(z − P )−mI has the same eigenvectors and
eigenvalues on L2 and H0Λ, according to Lidskii’s theorem, its trace is the same on
both spaces, so that we have
TrH0Λ Lρ(z − P )
−m = lim
→0
Tr
L
2(ILρ(z − P )−mI).
In order to compute the limit when  tends to 0 of the trace of ILδ(z−P )−mI,
we will use the notion of flat trace. We refer to [DZ16] and references therein
for basic properties of this object and insightful discussion of its properties in the
context of Anosov flows.
Let us show that the flat trace of Lρ(z − P )−m is well-defined. Recall that
the flat trace of an operator A : C∞ (M) → D′ (M) is defined if the intersection
between its wave front set WF ′(A) (defined in [DZ16, C.1]) and the conormal to
the diagonal
∆(T ∗M) = {(x, ξ;x, ξ) | (x, ξ) ∈ T ∗M} ⊆ T ∗M × T ∗M
is empty. Then, according to [DZ16, Proposition 3.3], the wave front set of (z−P )−1
is contained in
∆(T ∗M) ∪ Ω− ∪ E∗s × E∗u,(3.28)
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where
Ω− = {(x, ξ;φt(x), Tdφt(x)−1ξ)) | t ≥ 0, ξ (X(x)) = 0}.
(we have adjusted the signs because they study the transfer operator instead of
the Koopman operator). Then, by [DZ19, Proposition E.40], we see that the wave
front set of (z − P )−m is also contained in (3.28). Then, from [Ho¨r03a, Theorem
8.2.4], we know that the wave front set of Lδ (z − P )−m is contained in
Fρ ∪ Ωρ− ∪ E∗s × E∗u,
where Ωρ− is defined by replacing the condition t ≥ 0 by t ≥ ρ in the definition of
Ω− and
Fρ = {(x, ξ;φρ(x), Tdφρ(x)−1ξ)) | t ≥ 0, (x, ξ) ∈ T ∗M}
In particular, provided that ρ > 0 is shorter than the length of all periodic orbits
of the flow φt, we see that the wave front set of Lρ (z − P )−m does not intersect
∆
(
T ∗M
)
(the wave front set of an operator does not intersect the zero section), so
that the flat trace of Lρ (z − P )−m is well-defined.
In order to compute this flat trace, we just notice that the argument used
in [DZ16, Section 4] to compute the flat trace of Lρ(z − P )−1 also applies to
Lρ(z − P )−m. Let us just mention that this argument is based on Guillemin trace
formula [Gui77]: for t > 0 we have the distributional equality (see [DZ16, Appendix
B] for details)
Tr[ Lt =
∑
γ
T#γ exp
∫
γ
V
|det 1− Pγ |
δ(t− Tγ).
Consequently, recalling (3.27), we find without surprise that
Tr[
(
Lρ(z − P )−m
)
=
1
(m− 1)!
∑
γ
T#γ e
∫
γ
V∣∣det (I − Pγ)∣∣ (Tγ − ρ)m−1+ e−z(Tγ−ρ).
Hence, we only need to prove that
lim
→0
Tr|L2
(
ILρ(z − P )−mI
)
= Tr[
(
Lρ(z − P )−m
)
.
Since for  > 0 the operator ILρ(z − P )−mI has a C∞ kernel, its trace acting on
L2 (M) coincides with its flat trace. Consequently, we want to prove that
lim
→0
Tr[
(
ILρ(z − P )−mI
)
= Tr[
(
Lρ(z − P )−m
)
.(3.29)
According to [Ho¨r03b, Definition 8.2.2 and Theorem 8.2.4], in order to prove
(3.29), we only need to prove that the Schwartz kernel of ILρ(z−P )−mI converges
weakly to the kernel of Lρ(z − P )−m (when  tends to 0) and that the wave
front set condition needed to define the flat trace is uniformly satisfied by the
ILρ(z − P )−mI’s.
In order to check the wave front set condition, we just use the fact that the
I’s form a family of pseudors uniformly of order 0, so that the Schwartz kernel of
ILρ(z−P )−mI is the image of the kernel of Lρ(z−P )−m by a pseudor J = I⊗tI
uniformly of order 0 when  tends to 0. To get the weak convergence, we just need to
recall from the proof of Corollary 2.1 that I converges pointwise to the identity on
any Sobolev space on M (see also Corollary 2.4), so that J has the same property
on M ×M . 
With Lemma 3.5, we are ready to relate the dynamical determinant ζX,V with
a regularized determinant. See [GGK00, Chapter XI] for the general theory of
regularized determinants.
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Lemma 3.6. Let z be a complex number with large and positive real part and m
be the smallest integer strictly larger than ns. Let Qz be the polynomial of order at
most m− 1
Qz(λ) = −
m−1∑
`=0
(∑
γ
T#γ e
∫
γ
V e−zTγT `−1γ∣∣det (I − Pγ)∣∣
)
(z − λ)`
`!
.
Then for every λ ∈ C we have
ζX,V (λ) = detm
(
I + (λ− z) (z − P )−1
)
exp (Qz(λ)) ,
where detm denotes the regularized determinant of order m.
Proof. By analytic continuation principle, we only need to prove this result
for λ close to z. For such a λ the regularized determinant is defined by
detm
(
I + (λ− z) (z − P )−1
)
= exp
−∑
`≥m
(z − λ)`
`
Tr
(
(z − P )−`
)
= exp
−∑
`≥m
(z − λ)`
`!
∑
γ
T#γ e
∫
γ
V∣∣det (I − Pγ)∣∣T `−1γ e−zTγ

= exp
−∑
γ
T#γ
Tγ
e
∫
γ
V e−zTγ∣∣det (I − Pγ)∣∣
∑
`≥m
(
(z − λ)Tγ
)`
`!

= exp
(
−
∑
γ
T#γ
Tγ
e
∫
γ
V e−zTγ∣∣det (I − Pγ)∣∣
(
e(z−λ)Tγ −
m−1∑
`=0
(
(z − λ)Tγ
)`
`!
))
= ζX,V (λ)e
−Qz(λ).
The applications of Fubini’s Theorem are justified when Re z  1 and |z − λ| small
enough by Margulis’ bound. 
We are now ready to prove Theorem 8.
Proof of Theorem 8. Let m be as in Lemma 3.6. Recall the Weierstrass
primary factor (the second expression is valid when |λ| < 1)
E(λ,m− 1) = (1− λ) exp
(
m−1∑
`=1
1
`
λ`
)
= exp
(
−
+∞∑
`=m
1
`
λ`
)
.
It follows from Lidskii’s Trace Theorem that when Re z  1 and λ ∈ C we have
detm
(
I − (z − λ)(z − P )−1
)
=
+∞∏
k=0
E
(
λ− z
λk − z
,m− 1
)
,(3.30)
where (λk)k∈N denotes the sequence of Ruelle resonances of P . We want to use
this expression with Lemma 3.6 in order to prove Theorem 8, but let us make an
observation first. If λ is a complex number such that∣∣∣∣ λ|λ| − 1
∣∣∣∣ ≤ 12(3.31)
then we have Reλ ≥ |λ| /2. Hence, using the expression (3.3) and dominated
convergence, we see that when |λ| tends to +∞ while satisfying (3.31), the function
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ζX,V (λ) tends to 1. In particular, ζX,V (λ) remains bounded when λ satisfies (3.31).
Hence, we may assume in the following that∣∣∣∣ λ|λ| − 1
∣∣∣∣ ≥ 12 ,(3.32)
and that |λ| is large of course. When |λ| is large enough, we may apply Lemma 3.6
with z = |λ|. Then, notice that Q|λ|(λ) tends to 0 when |λ| tends to +∞ and thus
we may ignore the factor exp (Qz(λ)) from Lemma 3.6. The other factor is given by
(3.30) (with z = |λ|).
Notice that if |λk| ≥ 5 |λ| then |λ− |λ|| / |λk − |λ|| ≤ 1/2 and hence
log
∣∣∣∣E ( λ− |λ|λk − |λ| ,m− 1
)∣∣∣∣ ≤ 2 ∣∣∣∣ λ− |λ|λk − |λ|
∣∣∣∣m ≤ 2m+1( |λ||λk| − |λ|
)m
≤ 2
(
5
2
)m ∣∣∣∣ λλk
∣∣∣∣m .(3.33)
On the other hand if |λk| < 5 |λ|, we have, since we assume (3.32),∣∣∣∣ λ− |λ|λk − |λ|
∣∣∣∣ ≥ 12 1∣∣∣λk|λ| − 1∣∣∣ ≥
1
12
.
Hence, we have
log
∣∣∣∣E ( λ− |λ|λk − |λ| ,m− 1
)∣∣∣∣ ≤ log ∣∣∣∣1− λ− |λ|λk − |λ|
∣∣∣∣+ m−1∑
`=1
1
`
∣∣∣∣ λ− |λ|λk − |λ|
∣∣∣∣`
≤
∣∣∣∣ λ− |λ|λk − |λ|
∣∣∣∣+ m−1∑
`=1
∣∣∣∣ λ− |λ|λk − |λ|
∣∣∣∣`
≤
(
m−1∑
`=0
12m−1−`
)∣∣∣∣ λ− |λ|λk − |λ|
∣∣∣∣m−1
≤ 12m
∣∣∣∣ λ− |λ|λk − |λ|
∣∣∣∣m−1 .
(3.34)
Then, introduce a constant C such that Reλk ≤ C for all k ∈ N (such a constant
exists because P is the generator of a strongly continuous semi-group) and notice
that for |λ| large enough, we have∣∣∣∣ λ− |λ|λk − |λ|
∣∣∣∣ ≤ 2∣∣∣λk−C|λ| − 1 + C|λ| ∣∣∣ ≤
2
1− C|λ|
≤ 4.
And thus, (3.34) becomes:
log
∣∣∣∣E ( λ− |λ|λk − |λ| ,m− 1
)∣∣∣∣ ≤ 48m4 .(3.35)
Now, gathering (3.33) and (3.35), that are valid respectively when |λk| ≥ 5 |λ| and
|λk| < 5 |λ|, we find that
log
∣∣∣detm (I − (|λ| − λ)(|λ| − P )−1)∣∣∣
≤ 2×
(
5
2
)m
|λ|m
∑
|λk|≥5|λ|
|λk|−m +
48m
4
# {k ∈ N : |λk| < 5 |λ|} .
(3.36)
Then, from the counting bound in Theorem 10, we see that
# {k ∈ N : |λk| < 5 |λ|} = O (|λ|ns) ,(3.37)
3.3. PERTURBATIVE RESULTS 165
and that, ∑
|λk|≥5|λ|
|λk|−m = O
(
|λ|ns−m
)
.(3.38)
We end the proof of Theorem 8 by plugging (3.37) and (3.38) in (3.36). 
3.3. Perturbative results
3.3.1. Ruelle resonances and stochastic perturbations. This section is
dedicated to the proof of Theorem 9. Recall that we are considering perturbations
of P of the form
P := P + ∆,
where  ≥ 0 and ∆ is a Gs semi-classical pseudor, self-adjoint, negative and classically
elliptic of order m > 1. The proof of Theorem 9 will be split into two parts. We will
first prove that the spectrum of P on H0Λ is discrete and coincides with σL2 (P),
and then prove the convergence results working directly on H0Λ. In this section, we
will need to work with other adapted Lagrangians than Λ that we introduced in
§3.1.2. We will denote these adapted Lagrangians by Λ′, keeping the notation Λ for
the Lagrangian that we introduced to study P . We start with a technical lemma.
Lemma 3.7. Let τ0 be small enough and Λ
′ be a (τ0, s)-adapted Lagrangian.
Then, for h small enough, for every N > 0,  > 0, λ ∈ C and k ∈ N, there is a
constant C such that for every u ∈ HkmΛ′ , we have
‖u‖Hkm
Λ
′ ≤ C
(∥∥∥(P − λ)k u∥∥∥H0
Λ
′
+ ‖u‖H−N
Λ
′
)
.
Proof. We use the assumption that τ0 and h are small enough to be able to
apply Proposition 2.10 and write
BΛ′TΛ′PSΛ′BΛ′ = BΛ′σPBΛ′ +R1 and BΛ′TΛ′σ∆SΛ′BΛ′ = BΛ′σ∆BΛ′ +R2,
where σP and σ∆ are symbols on Λ
′ (of order 1 and m respectively), and R1 and R2
are negligible operators. Then, provided that τ0 is small enough, it follows from the
ellipticity of ∆ that there is a constant C > 0 such that for every α ∈ Λ′, we have
Reσ∆(α) ≤ −
1
C
〈|α|〉m + C.(3.39)
Then, applying Proposition 2.12, we see that
BΛ′ 〈|α|〉mk BΛ′T ′Λ (P − λ)k SΛ′BΛ′ = BΛ′σ,k,λBΛ′ +R3,(3.40)
where R3 is negligible and σ,k,λ is a symbol of order 2mk. Moreover, it follows
from (3.39) that for some C > 0 and every α ∈ Λ′ we have
Reσ,k,λ(α) ≤ −
1
C
〈|α|〉2mk + C 〈|α|〉−N+mk ,(3.41)
where the constant C > 0 is allowed to depend on ,Λ′, N, λ and k. By Cauchy–
Schwarz inequality, we find that (the scalar product is in L20
(
Λ′
)
)∣∣∣Re〈〈|α|〉mk TΛ′ (P − λ)k u, TΛ′u〉∣∣∣ ≤ ‖u‖Hmk
Λ
′
∥∥∥(P − λ)k u∥∥∥H0
Λ
′
.(3.42)
Then, using (3.40) and (3.41), we find that (for some new constant C > 0, we also
apply Cauchy–Schwarz inequality)
Re
〈
〈|α|〉mk TΛ′ (P − λ)k u, TΛ′u
〉
= Re
〈
σ,k,λTΛ′u, TΛ′u
〉
+ Re
〈
R3TΛ′u, TΛ′u
〉
≤ − 1
C
‖u‖2Hmk
Λ
′ + C ‖u‖H−N
Λ
′
‖u‖Hmk
Λ
′ .
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Hence, with (3.42), we find that
1
C
‖u‖2Hmk
Λ
′ ≤ ‖u‖Hmk
Λ
′
∥∥∥(P − λ)k u∥∥∥H0
Λ
′
+ C ‖u‖H−N
Λ
′
‖u‖Hmk
Λ
′ ,
and the result follows. 
We prove now that P has still discrete spectrum after the Lagrangian pertur-
bation of T ∗M .
Lemma 3.8. Assume that τ0 is small enough and let Λ
′ be a (τ0, s)-adapted
Lagrangian. Then, for h small enough and  > 0, the operator P acting on H0Λ′
with domain
D (P) =
{
u ∈ H0Λ′ : Pu ∈ H0Λ′
}
= HmΛ′
has a discrete spectrum σH0
Λ
′ (P) made of eigenvalues of finite multiplicity.
Proof. By a parametrix construction (using Proposition 2.12), we prove that
D (P) = HmΛ′ . As in the proof of Proposition 3.3, we use the negativity of the
real part of the symbol of ∆ to prove that the resolvent set of P acting on H0Λ′ is
non-empty. Finally, we apply Lemma 3.7 with λ = 0, k = 1 and N = 0 to see that
the resolvent of P sends H0Λ′ continuously into HmΛ′ , and is consequently compact
as an endomorphism on H0Λ′ (recall Proposition 2.13). 
We prove now that the spectrum of an elliptic operator is unchanged under
small Lagrangian deformations. The proof of Lemma 3.9 is an adaptation of the
proof of [GZ19a, Lemma 7.8].
Lemma 3.9. Assume that τ0 is small enough and let Λ
′ be a (τ0, s)-adapted
Lagrangian. Then, for h small enough and every  > 0, we have σH0
Λ
′ (P) = σL2 (P).
The (generalized) eigenvectors also coincide (in particular, they belong to both L2 (M)
and H0Λ′).
Proof. We only need to prove that, for  > 0, the generalized eigenvectors
of P on H0Λ′ and L2 (M) coincides. Let us prove for instance that the generalized
eigenvectors of P that belong to H0Λ′ also belong to L2 (M) (the other way is
similar). Let G′ be the symbol that defines Λ′, as in Definition 2.2. Choose a C∞
function χ : R→ [0, 1] such that χ(x) = 0 for x ≤ 1 and χ(x) = 1 for x ≥ 2. Then
define for r ∈ R the symbol
G′r(α) = χ (r 〈|α|〉)G′(α).
Notice that for r > 0 large enough G− r′ = G′ and that G′0 = 0. For r ∈ R, let Λ′r
denotes the Lagrangian defined by G′r, using (2.4). Notice that, since Λ
′ is (τ0, s)-
adapted, then for some c > 0 the Lagrangians Λ′r are uniformly (cτ0, s)-adapted.
Hence, if τ0 and h are small enough, we can apply Lemma 3.7 uniformly to the
Lagrangians Λ′r. Let u ∈ H0Λ′ be such that there are λ ∈ C, k ∈ N∗ and  > 0 such
that (P − λ)k u = 0. We notice that, for every r > 0, the Lagrangians Λ′r and Λ′
coincide outside of a compact set. Hence, so does TΛ′u and TΛ′ru. Since TΛ
′
r
u is
continuous, it is bounded on any compact set and consequently, for every r > 0, we
have u ∈ H0Λ′r . Hence, we may apply Lemma 3.7 to find a constant C > 0 such that
for every r > 0 we have
‖u‖H0
Λ
′
r
≤ C ‖u‖H−1
Λ
′
r
.
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Here, the constant C does not depend on r > 0, since the Lagrangians Λ′r satisfy
uniformly the hypotheses of Lemma 3.7. Then, for large M > 0, we have, for r > 0,
‖u‖H0
Λ
′
r
≤ C
(∥∥∥1{〈|α|〉≤M} 〈|α|〉−1 TΛ′ru∥∥∥L2 + ∥∥∥1{〈|α|〉>M} 〈|α|〉−1 TΛ′ru∥∥∥L2)
≤ C
(∥∥∥1{〈|α|〉≤M} 〈|α|〉−1 TΛ′ru∥∥∥L2 +M−1 ‖u‖H0Λ′r
)
.
Thus, if M ≥ 2C, we find that
‖u‖H0
Λ
′
r
≤ 2C
∥∥∥1{〈|α|〉≤M} 〈|α|〉−1 TΛ′ru∥∥∥L2 ≤ C ′,
where the constant C ′ > 0 may depend on u but not on r (we only use the fact
that Tu is continuous on a conical neighbourhood of T ∗M and hence bounded on
compact sets). Since
‖u‖H0
Λ
′
r
=
∥∥∥TΛ′ru∥∥∥L2 ,
we may apply Fatou’s Lemma (after a change of variable to write the norm as
the square root of an integral over T ∗M for instance) to find that (notice that
Λ′0 = T
∗M)
‖u‖
L
2
(M)
= ‖u‖H0
Λ
′
0
≤ C ′ < +∞.
Hence, u belongs to L2 (M), and the proof of the lemma is over. 
By choosing for Λ′ the adapted Lagrangian defined by the symbol G′(α) =
−τ1 〈|α|〉s with τ1  1, we deduce from Lemma 3.9 and Lemma 2.14 the following
result, that was already known for less general Gs pseudors (see for instance [BG72,
The´ore`me 4.3], we could adapt our proof to deal with any elliptic Gs pseudor in the
sense of Definition 1.6).
Corollary 3.1. There is R > 0 such that, for every  > 0, the L2 eigenvectors
of P belongs to E
s,R (M).
Now that we proved that the spectrum of P is invariant under Lagrangian
deformation (in the sense of Lemma 3.9), we may go back to the case Λ′ = Λ (the
Lagrangian deformation introduced in §3.1.2 to study P = P0). We assume in
addition that τ0 and h are small enough so that the machinery from the first chapter
applies to both P and ∆. First, we prove that the hypo-ellipticity still holds for
small  ≥ 0.
Lemma 3.10. Assume that h and τ0 are small enough. Then, for every k ∈ R,
if z is a large enough positive real number, then there is a constant C > 0 such that,
for every  ∈ [0, 1] the number z belongs to the resolvent set of P acting on HkΛ and∥∥∥(z − P)−1∥∥∥HkΛ→HkΛ ≤ C.(3.43)
Moreover, for every  ∈ ]0, 1], the resolvent (z − P)−1 is bounded from HkΛ to Hm+kΛ
and ∥∥∥(z − P)−1∥∥∥HkΛ→Hk+mΛ ≤ C .(3.44)
Proof. We may write (using Proposition 2.10)
BΛTΛPSΛBΛ = BΛpΛBΛ +R1 and BΛTΛ∆SΛBΛ = BΛσ∆BΛ +R2,
where pΛ and σ∆ are symbols of order respectively 1 and m. The operators R1 and
R2 are negligible. Moreover, Λ has been constructed so that for some C > 0 and all
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α ∈ Λ we have Re pΛ(α) ≤ C (see the proof of Proposition 3.3). Furthermore, by
ellipticity of ∆, up to making C larger, we also have, for every α ∈ Λ,
Reσ∆(α) ≤ −
1
C
〈|α|〉m + C.
Then, we apply Proposition 2.10 to write
BΛ 〈|α|〉2k TΛPSΛBΛ = BΛ 〈|α|〉2k #pΛBΛ +R′1
and
BΛ 〈|α|〉2k TΛ∆SΛBΛ = BΛ 〈|α|〉2k #σ∆BΛ +R′2,
where R′1 and R
′
2 are negligible. The symbols 〈|α|〉2k #pΛ and 〈|α|〉2k #σ∆ are given
at leading order by pΛ 〈|α|〉2k and σ∆ 〈|α|〉2k. Hence, for some large C > 0 and all
α ∈ Λ we have
Re
(
〈|α|〉2k #pΛ
)
(α) ≤ C 〈|α|〉2k and Re
(
〈|α|〉2k #σ∆
)
(α) ≤ C.
Consequently, for u ∈ Hm+kΛ we have that (up to making C larger and with  ∈ [0, 1])
Re 〈Pu, u〉HkΛ = Re
〈
〈|α|〉2k TΛPu, TΛu
〉
= Re
〈(
〈|α|〉2k #pΛ +  〈|α|〉2k #σ∆
)
TΛu, TΛu
〉
+ Re
〈(
R′1 + R
′
2
)
TΛu, TΛu
〉
≤ 2C
〈
〈|α|〉2k TΛu, TΛu
〉
+ C ‖u‖2HkΛ
≤ 3C ‖u‖2HkΛ .
As in the proof of Proposition 3.3, it follows that if z is a real number such that
z > 3C, then z belongs to the resolvent set of P and∥∥∥(z − P)−1∥∥∥HkΛ→HkΛ ≤ 1z − 3C .
In particular, (3.43) holds for such a z. We turn now to the proof of (3.44). To do
so, we proceed as above, replacing the factor 〈|α|〉2k by 〈|α|〉2k+m, then as above we
have
Re
(
〈|α|〉2k+m #pΛ
)
(α) ≤ C 〈|α|〉2k+m
and
Re
(
〈|α|〉2k+m #σ∆
)
(α) ≤ − 1
C
〈|α|〉2k+2m + C 〈|α|〉2k+m .
It follows that (for a larger C > 0, the scalar product is in L20 (Λ))
Re
〈
〈|α|〉2k+m TΛPu, TΛu
〉
≤ C ‖u‖HkΛ ‖u‖Hm+kΛ −
1
C
 ‖u‖2Hm+kΛ .
And, as in the proof of Lemma 3.3, we find that
 ‖u‖Hm+kΛ ≤ C
(
‖Pu‖HkΛ + ‖u‖HkΛ
)
,
and (3.44) follows using (3.43). 
We want now to use Lemma 3.10 to deduce other resolvent bounds that are
needed for the proof of Theorem 9. The idea behind the proof of Lemma 3.11 below
is that for k0, k1 ∈ R and θ ∈ [0, 1] then the complex interpolation space [Hk0Λ ,Hk1Λ ]θ
is HkθΛ (with equivalent norms), where kθ = (1− θ) k0 + θk1. The proof of this fact
is elementary and we will not provide it, since the interpolation bound that we need
for the proof of Lemma 3.11 follows directly from Ho¨lder’s inequality.
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Lemma 3.11. Assume that h and τ0 are small enough. Let z be a large enough
positive real number. Then there is a constant C > 0 such that for every  ∈ [0, 1]
we have (recall that δ = 1/s)∥∥∥(z − P )−1 − (z − P)−1∥∥∥H0Λ→H0Λ ≤ C δm ,(3.45)
and ∥∥∥(z − P)−1∥∥∥H0Λ→HδΛ ≤ C.(3.46)
Proof. Write
(z − P )−1 − (z − P)−1 = − (z − P)−1 ∆ (z − P )−1 .(3.47)
From Proposition 2.4 and Lemma 3.3, we know that ∆ is bounded from HδΛ to
Hδ−mΛ and that (z − P )−1 is bounded from H0Λ to HδΛ. Hence, we see with (3.44)
that, for some C > 0 and every  ∈ [0, 1],∥∥∥(z − P)−1 ∆ (z − P )−1∥∥∥H0Λ→HδΛ ≤ C ,
and (3.46) follows by (3.47).
Notice that, since ∆ (z − P )−1 is bounded from H0Λ to Hδ−mΛ , the estimate
(3.45) will follow from (3.47) if we are able to prove that, for some C > 0 and every
 ∈ [0, 1], ∥∥∥(z − P)−1∥∥∥Hδ−mΛ →H0Λ ≤ C δm−1.(3.48)
To see that (3.48) holds, just notice that if u ∈ Hδ−mΛ then by Ho¨lder’s inequality
we have ∥∥∥(z − P)−1 u∥∥∥H0Λ ≤
∥∥∥(z − P)−1 u∥∥∥1− δmHδΛ
∥∥∥(z − P)−1 u∥∥∥ δmHδ−mΛ
and apply Lemma 3.10. 
We are now ready to prove Theorem 9.
Proof of Theorem 9. The proof relies on the results from [Ban04]. First
recall that, λ ∈ σ (P) ∪ {∞} if and only if 1/(z − λ) belongs to the spectrum of
σ((z − P)−1). Hence, we have
dz,H (σ (P ) ∪ {∞} , σ (P) ∪ {∞}) = dH
(
σ
(
(z − P )−1
)
, σ
(
(z − P)−1
))
,
(3.49)
where dH denotes the usual Hausdorff distance on compact subsets of C. Then
choose p > n/δ = ns. It follows from Lemma 3.11 and Proposition 2.13 that
(z − P)−1 (seen as an endomorphism of H0Λ) is uniformly in the Schatten class Sp
for  ∈ [0, 1]. Consequently, it follows from [Ban04, Theorem 5.2] and (3.45) that,
for some C > 0 and every  ∈ [0, 1],
dH
(
σ
(
(z − P)−1
)
, σ
(
(z − P )−1
))
≤ Cfp
(
−
δ
m
C
)−1
.
Here, fp is the inverse of the function gp : R+ 3 x 7→ x exp
(
apx
p + bp
) ∈ R+ for
some ap, bp > 0. We see that fp(x) ∼
x→+∞ (lnx)
1
p . Hence, for some new constant
C > 0, we have that
dH
(
σ
(
(z − P)−1
)
, σ
(
(z − P )−1
))
≤ C |ln |− 1p ,
and the result follows from (3.49). 
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3.3.2. Linear response. We want now to apply our machinery to study how
the Ruelle spectrum vary under a deterministic perturbation of the dynamics. To
do so, we consider a perturbation
 7→ X
of our vector field X = X0. Here, the perturbation is defined for  in a neighbourhood
of 0 and is assumed to be (at least) C∞ from this neighbourhood of zero to a space
of Gs sections of the tangent bundle of M (see Remark 1.4). We can also consider
a perturbation  7→ V with the same features and then form for  near zero the
operator
P := X + V.(3.50)
This kind of perturbation of the operator P is very different from the one we
considered in the last section.
Notice that, when  is close enough to 0, then the vector field X generates an
Anosov flow, so that the Ruelle spectrum of P is well-defined. It is then natural to
wonder how this spectrum varies with . The situation is pretty well-understood in
finite differentiability and in the C∞ case (see [BL07, BL13, Bon18]).
Let us consider the most simple example: in the C∞ case, if P0 has a simple
resonances λ0, then it will extend to a C∞ family of simple resonances  7→ λ
(provided that the perturbation is C∞). However, even if the perturbation  7→ X
is real-analytic in the C∞ category, then we do not know that the family  7→ λ is
real-analytic (in fact, it is reasonable to expect that it is not). We will see below
that if the perturbation  7→ X is real-analytic in the real-analytic category, then
the family  7→ λ is real-analytic (this is an immediate consequence of Theorem
11). Our first result is the following (the operator P is the one defined by (3.50)),
and the Lagrangian Λ is the one that we introduced in §3.1.2.
Proposition 3.4. Assume that δ > 1/2 (i.e. s < 2). Let ` ∈ R+ \ N. Assume
that h and τ are small enough. Then for  small enough, the spectrum of P acting
on H0Λ is the Ruelle spectrum of P. Moreover, if k = (`+ 1)δ − ` and r is a large
enough positive real number, then the the map
 7→ (r − P)−1 ∈ L
(
H0Λ,HkΛ
)
is C` on a neighbourhood of 0.
As in the case of stochastic perturbations, we may prove a global bound on
the way the spectrum of P tends to the spectrum of P . Indeed, using the same
arguments as in §3.3.1, it follows from Proposition 3.4 that :
Corollary 3.2. Assume that δ > 1/2 (i.e. s < 2). Then, for every p > ns
and r ∈ R+ large enough, there is a constant C > 0 such that for every  close
enough to 0 we have
dr,H (σ (P ) ∪ {∞} , σ (P) ∪ {∞}) ≤ C |ln |||−
1
p .
Finally, in the real-analytic case we are able to improve Proposition 3.4 in the
following way.
Theorem 11. Assume that s = 1 and that the perturbations  7→ X and  7→ V
are real-analytic. Assume that h and τ are small enough. Then, for r ∈ R+ large
enough, the map
 7→ (r − P)−1 ∈ L
(
H0Λ,H1Λ
)
is real-analytic on a neighbourhood of zero.
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Theorem 11 allows to apply Kato theory on analytic perturbations of operators
[Kat66] and to deduce in particular Theorem 2.
In order to prove Proposition 3.4, we recall that Proposition 2.5 allows us to
write for  near 0:
TΛPSΛ = pΛ,piΛ +R,(3.51)
where pΛ, is the restriction to Λ of an almost analytic extension of the principal
symbol of P and R is a bounded operator from L
2
0 (Λ) to L
2
− 12 (Λ) (the bound is
uniform when  remains in a neighbourhood of 0).
When constructing Λ, we took care to ensure that the real part of pΛ,0 is
bounded from above. Unfortunately, it does not need to be true anymore when
 6= 0. This issue will beget some technical difficulties: it is not clear anymore that
P is the generator of a strongly continuous semi-group on H0Λ for instance. This is
why we need the additional assumption δ > 1/2.
For technical reasons, we need to introduce a negative elliptic self-adjoint Gs
semi-classical pseudor ∆. We denote by m the order of ∆ and assume for convenience
that 1 < m ≤ 2δ. Then for ν ≥ 0 and  near 0, we form the operator
P,ν = P + ν∆.
According to Lemma 3.9, when ν > 0, the operator P,ν has discrete spectrum on
H0Λ, and this spectrum converges to the Ruelle spectrum of P when ν tends to 0
(see the proof of Theorem 9). Notice that we can also apply Proposition 2.5 to ∆ in
order to write
TΛ∆SΛ = σ∆piΛ +R∆,(3.52)
where σ∆ is a symbol of order m and the operator R∆ is bounded between the
spaces L20 (Λ) and L
2
−m+ 12 (Λ). We need now to prove the following key lemma.
Lemma 3.12. Assume that τ is small enough. There are r0 > 0 and a constant
C > 0, such that for every real number r ≥ r0, every α ∈ Λ, every ν ≥ 0 and  near
0, we have ∣∣r − pΛ,(α)− νσ∆(α)∣∣ ≥ 1C (r + max(〈|α|〉δ , ν 〈|α|〉m)) .
Proof. The definition of the Lagrangian Λ ensures that there are constants
C,C1 > 0 such that for every α ∈ Λ we have
Reσ∆ ≤ −
1
C
〈|α|〉m + C, |Imσ∆(α)| ≤
1
C1
〈|α|〉m ,
and ∣∣Re pΛ,(α)∣∣ ≤ 1C1 〈|α|〉 .
Moreover, the constant C1 > 0 may be chosen arbitrarily large by imposing τ to be
small. In addition, the ellipticity conditions that are satisfied by pΛ,0 are preserved
under small perturbations, so that for  small enough and up to making C larger
we have
Re pΛ,(α) ≤ −
1
C
〈|α|〉δ + C or ∣∣Im pΛ,∣∣ ≥ 1C 〈|α|〉 − C.(3.53)
We start by writing that∣∣r − pΛ, − νσ∆∣∣ ≥ √22 (∣∣r − Re pΛ, − ν Reσ∆∣∣+ ∣∣Im pΛ, + ν Imσδ∣∣) .(3.54)
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Now, if the first alternative holds in (3.53), we just write that (for ν ≤ 1 and r ≥ 6C)
r − Re pΛ,(α)− ν Reσ∆(α) ≥ r +
1
C
〈|α|〉δ − C + ν
C
〈|α|〉m − C
≥ min
(
1
3
,
1
C
)(
r + max
(
〈|α|〉δ , ν 〈|α|〉m
))
.
Hence, we may focus on the second case in (3.53). In that case, we have∣∣Im pΛ, (α) + ν Imσ∆ (α)∣∣ ≥ ∣∣Im pΛ, (α)∣∣− ν |Imσ∆ (α)|
≥ 1
C
〈|α|〉 − C − ν
C1
〈|α|〉m .
On the other hand, we still have the general bound∣∣r − Re pΛ, (α)− ν Reσ∆ (α)∣∣ ≥ r − 1C1 〈|α|〉+ νC 〈|α|〉m − νC,
and consequently (3.54) gives that∣∣r − pΛ, (α)− νσ∆ (α)∣∣
≥
√
2
2
(
r +
(
1
C
− 1
C1
)
〈|α|〉+ ν
(
1
C
− 1
C1
)
〈|α|〉m − C (1 + ν)
)
.
Then, by taking τ small enough, we ensure that C1 > C, and the result follows (we
get rid of the term C (1 + ν) by taking r0 large enough). 
Now, we use Lemma 3.12 to get a new construction for the resolvent
(
r − P,ν
)−1
(the positivity argument a priori does not work when ν = 0 and  6= 0).
Lemma 3.13. Assume that h and τ are small enough. Then there is r0 such
that, for  and ν ≥ 0 small enough, if r ≥ r0 then r belongs to the resolvent set of
P,ν acting on H0Λ (with its natural domain). Moreover, for every k ∈ R, if r > 0
is large enough then the resolvent (r − P,ν)−1 is bounded from HkΛ to Hk+δΛ with
uniform bound in , ν.
Proof. Let r ∈ R+ be large enough. The formulae (3.51) and (3.52) suggest
to consider the following approximate inverse for r − P,ν :
Ar,,ν := SΛ
1
r − pΛ, − νσ∆
TΛ.
According to Lemma 3.12, if r is large enough and  and ν are close enough to 0,
the operator Tr,,ν is well-defined and is bounded from H0Λ to HδΛ and from H−δΛ to
H0Λ with uniform bounds. Then, we compute
Ar,,ν
(
r − P,ν
)
= SΛ
1
r − pΛ, − νσ∆
TΛ(r − P,ν)SΛTΛ
= I + SΛ
1
r − pΛ, − νσ∆
(R + νR∆)TΛ.
In order to control the remainder term, notice using Lemma 3.12 that the multipli-
cation by (r − pΛ, − νσ∆)−1 is bounded from L2− 12 (Λ) to L
2
0 (Λ) with norm
sup
α∈Λ
〈|α|〉 12
r − pΛ,(α)− νσ∆(α)
≤ C sup
t∈R+
t
r + t2δ
≤ C (2δ − 1)
1− 12δ
2δ
r
1
2δ−1.
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Similarly, if 0 < ν ≤ 1, then the multiplication by (r − pΛ, − νσ∆)−1 is bounded
from L2−m+ 12 (Λ) to L
2
0 (Λ) with norm
sup
α∈Λ
〈|α|〉m− 12
r − pΛ,(α)− νσ∆(α)
≤ C
ν
sup
t∈R+
t
r + t
m
m− 1
2
≤ C 2m
(2m− 1) 2m+12m
r−
1
2m
ν
.
Hence, we see that the operator
SΛ
1
r − pΛ, − νσ∆
(R + νR∆)TΛ
is bounded from H0Λ to itself with norm an O(r−
1
2m + r
1
2δ−1) when r → +∞
(uniformly in  and ν near 0). Consequently, if r is large enough, we may invert the
operator
I + SΛ
1
r − pΛ, − νσ∆
(R + νR∆)TΛ
by mean of Neumann series and(
I + SΛ
1
r − pΛ, − νσ∆
(R + νR∆)TΛ
)−1
Ar,,ν
is a left inverse for r − P,ν . We construct similarly a right inverse for r − P,ν .
Indeed, in (3.51) we may replace pΛ,piΛ by piΛpΛ, (with a different remainder of
course), and similarly in (3.52). Finally, if r is large enough, it belongs to the
resolvent set of P,ν for  and ν near 0, and the resolvent writes(
r − P,ν
)−1
= Ar,,ν
(
I + R˜,ν
)−1
,(3.55)
where the operator R˜,ν is bounded on H0Λ with norm less than 12 . Proceeding as
above, we see that, for k ∈ R and r > 0 large enough, the operator R˜,ν is also
bounded on HkΛ with norm less than 12 and it follows from (3.55) and Lemma 3.12
that
(
r − P,ν
)−1
is bounded from HkΛ to Hk+δΛ . 
Proof of Proposition 3.4. First of all, from Lemma 3.13, we know that
the resolvent
(
r − P,ν
)−1
is compact and hence P,ν has discrete spectrum on H0Λ.
This fact holds in particular for P = P,0. In order to see that the spectrum of P
acting on H0Λ coincides with its Ruelle spectrum, notice that(
r − P,ν
)−1
= (r − P)−1 + ν (r − P)−1 ∆
(
r − P,ν
)−1
.
Then, using Proposition 2.4 and Lemma 3.13 (recall that the order of ∆ is less
than 2δ), we see that
(
r − P,ν
)−1
converges to (r − P)−1 in operator norm when
ν tends to 0. It follows that the spectrum of P,ν converges to the spectrum of P,
but thanks to Lemma 3.9 and [DZ15, Theorem 1], the spectrum of P,ν converges
to the Ruelle spectrum of P. Hence, the spectrum of P acting on H0Λ is the Ruelle
spectrum of P.
We prove now the regularity of the map  7→ (r − P)−1. We start with the case
` ∈ ]0, 1[ by writing(
r − P′
)−1
= (r − P)−1 + (r − P)−1
(
P′ − P
) (
r − P′
)−1
.
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Then we notice that, for some constant C > 0, we have
∥∥∥(r − P′)−1 − (r − P)−1∥∥∥H0Λ→H2δ−1Λ
≤
∥∥∥(r − P′)−1∥∥∥Hδ−1Λ →H2δ−1Λ ∥∥P ′ − P∥∥HδΛ→Hδ−1Λ
∥∥∥(r − P′)−1∥∥∥H0Λ→HδΛ
≤ C ∣∣− ′∣∣ .
(3.56)
Here, we applied Proposition 2.4 and Lemma 3.13. It follows also from Lemma 3.13
that, up to making C larger, we have∥∥∥(r − P′)−1 − (r − P)−1∥∥∥H0Λ→HδΛ ≤ C.(3.57)
Applying Ho¨lder’s inequality as in the proof of Lemma 3.11, we deduce from (3.56)
and (3.57) that, for , ′ near 0, we have∥∥∥(r − P′)−1 − (r − P)−1∥∥∥H0Λ→H(1−`)δ+`(2δ−1)Λ ≤ C ∣∣− ′∣∣` .
The result is then proved when ` ∈ ]0, 1[.
We turn now to the case ` ∈ ]1, 2[ (the general result will follow by induction).
Letting P˙ denotes the derivative of  7→ P, we write, for , ′ near 0,
(
r − P′
)−1 − (r − P)−1 − (′ − ) (r − P)−1 P˙ (r − P)−1
= (r − P)−1
(
P′ − P − (′ − )P˙
)
(r − P)−1
+ (r − P)−1
(
P′ − P
) ((
r − P′
)−1 − (r − P)−1) .
(3.58)
From Proposition 2.4 and Taylor’s formula, we see that (provided τ is small enough)∥∥∥P′ − P − (′ − )P˙∥∥∥HδΛ→Hδ−1Λ ≤ C ∣∣− ′∣∣2 ,(3.59)
and ∥∥P′ − P∥∥Hk+1−δΛ →Hk−δΛ ≤ C ∣∣− ′∣∣ .(3.60)
Then, we find, applying the previous case (with `− 1 instead of `), that∥∥∥(r − P)−1 − (r − P′)−1∥∥∥H0Λ→Hk−δΛ ≤ C ∣∣′ − ∣∣`−1 .(3.61)
Putting (3.59), (3.60), (3.61) and Lemma 3.13 in (3.58), we find that, for a new
constant C > 0 and , ′ near 0, we have∥∥∥(r − P′)−1 − (r − P)−1 − (′ − ) (r − P)−1 P˙ (r − P)−1∥∥∥H0Λ→HkΛ
≤ C ∣∣′ − ∣∣` .
It follows that the map  7→ (r − P)−1 ∈ L
(
H0Λ,HkΛ
)
is differentiable with deriva-
tive
 7→ (r − P)−1 P˙ (r − P)−1 .(3.62)
Moreover, this derivative is (`− 1)-Ho¨lder, since, for , ′ near 0, we may write(
− ′) ((r − P)−1 P˙ (r − P)−1 − (r − P′)−1 P˙′ (r − P′)−1)
=
(
(r − P)−1 −
(
r − P′
)−1 − (− ′) (r − P′)−1 P˙′ (r − P′)−1)
+
((
r − P′
)−1 − (r − P)−1 − (′ − ) (r − P)−1 P˙ (r − P)−1) .
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To get the result in the case ` > 2, we proceed by induction. By applying the
case `− 1, we find as above that the map  7→ (r − P)−1 ∈ L
(
H0Λ,HkΛ
)
is b`c − 1
times differentiable. Moreover, its (blc − 1)th derivative is given by a formula of the
form ∑
`1+···+`r=b`c−1
a`1,...,`r (r − P)
−1 d
`1
d`1
(P) . . . (r − P)−1
d`r
d`r
(P) (r − P)−1 ,
where the a`1,...,`r ’s are integral coefficients. Now, reasoning as in the case ` ∈ ]1, 2[,
we see that each term in this sum is C`−b`c−1 with the expected derivative, ending
the proof of the proposition. 
Proof of Theorem 11. One could prove Theorem 11 by showing that  7→
(r − P)−1 is the sum of its Taylor series at 0 on a neighbourhood of 0. However,
we will rather rely on Cauchy’s formula.
From the analyticity assumption on  7→ P, we know that we may extend
this map to a holomorphic map on a neighbourhood of 0. It follows then from
Proposition 2.4 that  7→ P defines a holomorphic family of operators from H1Λ to
H0Λ on a neighbourhood of 0 (in particular, it satisfies Cauchy’s formula). Notice
however that when  is complex then X is a first order differential operator that may
not necessarily be interpreted as a vector field on M (this is a section of TM ⊗ C).
Working as in the proof of Proposition 3.4, we see that if r ∈ R+ is large enough
the, for  in a complex neighbourhood of 0, the operator (r − P)−1 is well-defined
and sends H0Λ into H1Λ with uniform bound. The fact that X is not necessarily a
vector field does not play any role here, since the proof of Proposition 3.4 in the
case s = 1 only relies on the fact that P is a small perturbation of P0 (this is true
since δ = 1 so that the ellipticity condition on the real part of pΛ, is stable by small
perturbations). Consequently, we may define for  near 0 the operator
Q =
1
2ipi
∫
γ
(r − Pw)−1
w −  dw,
where γ is a small circle around 0 in C. By interverting series and integral, we see
that Q is holomorphic in  near 0. Moreover, for  near 0, we have
Q (r − P) =
1
2ipi
∫
γ
(r − Pw)−1
w − 
(
1
2ipi
∫
γ
(r − Pz)
z −  dz
)
dw
=
1
2ipi
∫
γ
1
w − 
(
1
2ipi
∫
γ
1
z − dz
)
dw
+
1
2ipi
∫
γ
(r − Pw)−1
w − 
(
1
2ipi
∫
γ
(Pw − Pz)
z −  dz
)
dw
= I +
1
2ipi
∫
γ
(r − Pw)−1
w −  (Pw − P) dw = I.
Thus, Q = (r − P)−1 and the result follows. 
We deduce now Theorem 2 from Theorem 11.
Proof of Theorem 11. The uniqueness of the SRB measure for  near 0
follows from [BL07, Lemma 5.1] and the fact that Ruelle resonances are intrinsically
defined.
From [BL07, Lemma 5.1], we also know that for  near 0, the point 0 is a simple
eigenvalues for X acting on H0Λ, and that the associated normalized left eigenvector
µ is the SRB measure for the Anosov flow generated by X. Noticing that µ is
176 3. RUELLE–POLLICOTT RESONANCES AND GEVREY ANOSOV FLOWS
an eigenvector for (r −X)−1 associated with the eigenvalue r−1, it follows from
Theorem 11 and Kato theory that the dependence of µ on  is real-analytic, when
we see µ as an element of the dual of H0Λ. Now, for every R > 0, the space E1,R is
continuously contained in H0Λ when τ is small enough, and the result follows. 
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