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Abstract
This work deals with the numerical simulation, by means of a ﬁnite element method, of the time-harmonic propagation of acoustic
waves in a moving ﬂuid, using the Galbrun equation instead of the classical linearized Euler equations. This work extends a previous
study in the case of a uniform ﬂow to the case of a shear ﬂow. The additional difﬁculty comes from the interaction between the
propagation of acoustic waves and the convection of vortices by the ﬂuid. We have developed a numerical method based on the
regularization of the equation which takes these two phenomena into account. Since it leads to a partially full matrix, we use an
iterative algorithm to solve the linear system.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Understanding of the propagation of sound in a moving ﬂuid is of particular importance in several industries. A large
part of the efforts made in that domain is devoted to the computation of the noise generated and radiated by engines. In
this work, we are interested in the simulation of acoustic propagation in the presence of a shear ﬂow, using the so-called
Galbrun equation [5].
This peculiar model assumes small perturbations of an isentropic ﬂow of a perfect ﬂuid and is based on a
Lagrangian–Eulerian description of the perturbations, in the sense that Lagrangian perturbations of the quantities
are expressed in terms of Eulerian variables with respect to the mean ﬂow. It consists of a linear partial differential
equation of second order in time and space on the Lagrangian displacement perturbation, which is amenable to varia-
tional methods. However, the numerical solution of Galbrun equation by standard (i.e., nodal) ﬁnite element methods
is subject to difﬁculties quite similar to those observed for Maxwell’s equations in electromagnetism.
In [2], we proposed a regularized formulation of the time-harmonic Galbrun equation in presence of a uniform
mean ﬂow that allowed the use of nodal ﬁnite elements for the discretization of the problem. The application of this
method to the case of a shear mean ﬂow is investigated here. Following [2] we consider an artiﬁcial problem set in a
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bounded domain. To deal with more realistic situations, the regularization technique could be coupled with perfectly
matched layers (PML) as done in [1].
The outline is the following. The problem and the framework used to solve it are presented in Section 2. Section 3
is devoted to the mathematical study of a weak formulation of this problem. Finally, Section 4 is concerned with
numerical applications.
2. Presentation of the problem
2.1. Physical setting
We consider an inﬁnite two-dimensional rigid duct of height , set in the x1x2 plane and ﬁlled with a compressible
ﬂuid. We are interested in the linear propagation of waves in the presence of a subsonic shear mean ﬂow of velocity
v0(x) = v(x2)e1, e1 being the unit vector in the x1 direction, and assuming a time-harmonic dependence of the form
exp(−it), > 0 being the pulsation. In terms of the perturbation of the Lagrangian displacement u, this problem is
modelled by the following equation and boundary condition: ﬁnd a displacement u satisfying
D2u −∇(div u) = f in R × [0, ], (1)
u · n = 0 for x2 = 0 and x2 = , (2)
and an adequate radiation condition at inﬁnity, n being the unit outward normal to the duct walls. Eq. (1) is the Galbrun
equation, in which the letter D stands for the material derivative in the mean ﬂow with time-harmonic dependence, that
is Du =−iku +Mx1u, with k =/c0 the acoustic wave number and M = v/c0 the Mach number, c0 being the sound
velocity. The right-hand side term f represents an acoustic source placed in the duct. Note that we restrict ourselves to
a subsonic shear ﬂow whose Mach number proﬁle M(x2) is a nonvanishing C1([0, ]) function. The previous study
dealt with the uniform ﬂow case which corresponds to a constant proﬁle (i.e., M ′ ≡ 0). Considering a less regular or
vanishing proﬁle would bring up difﬁculties which are beyond the scope of this paper.
As solving the problem in an unbounded domain necessitates, as previously mentioned, the determination of a
radiation condition (see [1] in the uniform ﬂow case) and since this article focuses on the ﬁnite element method used
to compute a solution to Galbrun’s equation, we consider from now on an artiﬁcial problem set in a bounded portion
of the duct of length L. In what follows,  denotes the domain [0, L] × [0, ].
Boundary conditions have now to be prescribed on the vertical boundaries − = {0} × [0, ] and + = {L} × [0, ].
By analogy with the no ﬂow case, we impose the value of u · n. Notice that, by linearity of Eq. (1), we can choose this
boundary condition to be a homogeneous one, and we now have
D2u −∇(div u) = f in , (3)
u · n = 0 on , (4)
instead of previous Eqs. (1) and (2). However, this last problem is not well posed. We will indeed see in Section 2.2.2
that, due to the presence of ﬂow, a supplementary boundary condition is required on the vertical boundaries − and
+.
2.2. Variational framework
When considering the discretization of Galbrun’s equation (3) by a ﬁnite element method, one is confronted with
the choice of a variational formulation of the problem, which will, in turn, lead to the use of suitable ﬁnite element
spaces. As for the second-order form of Maxwell’s equations appearing in computational electromagnetism, two main
strategies can be considered, both of which are presented on a model problem of acoustic propagation in a ﬂuid at rest.
In the following, it is assumed that the reader is familiar with such spaces as L2(), H(curl;), H(div;) and H 1(),
and their respective subspaces H0(div;) and H 10 ().
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2.2.1. The no mean ﬂow case
When the ﬂuid is initially at rest, problem (3)–(4) becomes: ﬁnd u such that
−k2u −∇(div u) = f in , (5)
u · n = 0 on . (6)
This type of problem arises in several acoustic ﬂuid-structure interaction problems of interest (see [7] for instance.)
For the sake of simplicity, we furthermore assume that the vector ﬁeld f is such that curl f = 0 in , which amounts to
saying that the source only generates acoustic (i.e., irrotational) perturbations. Note that, as the wave number k is non
zero, the displacement ﬁeld u satisﬁes the following constraint:
curl u = 0 in , (7)
which is simply a consequence of Eq. (5).
Since Eq. (5) does not exhibit ellipticity properties, proper care has to be taken when writing a weak formulation of
problem (5)–(6) and two different approaches can be followed.
First, dropping constraint (7), which may be difﬁcult to impose on the numerical approximation, leads to a straight-
forward variational formulation in the Hilbert space U = H0(div;): ﬁnd u in U such that∫

(div u div v − k2u · v) dx = (f, v)L2()2 , ∀v ∈ U . (8)
However, attempts to solve this problem by Lagrange ﬁnite element methods (each ﬁeld component being represented
on nodal basis functions) have proved to be ill-suited, the computed solutions being affected by the occurrence of “non-
physical” modes, related to the fact that the space U is not compactly imbedded in L2()2. Nevertheless, the above
curl-free constraint can be enforced by means of a Lagrange multiplier. This leads to the following mixed formulation
of problem (5)–(6): ﬁnd (u, p) in U × H 10 () such that∫

(div u div v − k2u · v) dx +
∫

curlp · v dx = (f, v)L2()2 , ∀v ∈ U ,∫

u · curl q dx = 0, ∀q ∈ H 10 (), (9)
the unknown p being the aforementioned multiplier. Convergence of approximations of problem (9) requires the use of
so-called mixed ﬁnite elements (Raviart–Thomas elements for instance), which respect some necessary features such
as the inf-sup condition and discrete compactness property [8]. Additionally, one sees that a solution to (8) is a solution
to (9) with p = 0. As a consequence, if an adequate discretization is used, the approximated multiplier can be regarded
as a “hidden” variable and thus dropped.
Another possibility consists in modifying the weak problem (8) in order to make it account directly for the constraint
(7). In our case, this is done by adding a (curl·, curl·)L2() product to the formulation, which yields the more general
regularized or augmented, with respect to (8), variational problem: ﬁnd u ∈ V such that∫

(div u div v + s curl u curl v − k2u · v) dx = (f, v)L2()2 , ∀v ∈ V , (10)
where V is the Hilbert space V = H0(div;) ∩ H(curl;), equipped with the graph norm, and s is a given positive
real number. The space V being compactly imbedded into L2()2 and the new sesquilinear form having coercivity
properties on it, one can classically make use of the Riesz–Fredholm theory to prove existence and uniqueness of a
solution to problem (10).
What is more, when the domain  is convex or the boundary  is smooth, observe that we have V =W , where the
space
W = H0(div;) ∩ H 1()2
is equipped with the H 1()2 norm. From the point of view of the numerical approximation, the fact that V is a subspace
of H 1()2 in this case allows a suitable and convenient discretization of the problem by Lagrange ﬁnite elements.
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2.2.2. The shear ﬂow case
The presence of a ﬂow complicates considerably the above analysis, as the convective terms appearing in the equation
raise difﬁculties on several levels.
First, taking the curl of Eq. (3) leads to an ordinary linear differential equation on curl u instead of the explicit
constraint (7). The main consequence of this change is that, even if the source f is irrotational, the displacement ﬁeld
u is not curl-free, a notable exception being if the mean ﬂow is uniform [2]. Also related is the fact that mixed ﬁnite
elements adapted to this conﬁguration are to be found yet in the literature. We nevertheless show in the next section
that the regularization technique can be nontrivially extended to successfully solve the problem.
Second, the functional framework is not completely clear. For the convective terms to have a sense in L2()2, the
variational problem needs to be set a priori in a space smaller than V. We deliberately choose to work in the subspace
W of H 1()2, which will suitably ﬁt our needs for the regularization process.
Then, any solution to (3)–(4) satisﬁes the following weak formulation of the problem: ﬁnd u in W such that, for any
v in W,∫

(div u div v − M2x1u · x1v − 2ikMx1u · v − k2u · v) dx
+ 〈M2x1u(n · e1), v〉H−1/2(),H 1/2() = (f, v)L2()2 .
Note that a supplementary boundary condition is needed in order to properly deal with the surface term in the left-
hand side. Among several possible choices, we select the assumption that curl u is known on the boundary . We
consequently add the boundary conditions
curl u = ± on ±, (11)
where + (resp. −) belongs to L2(+) (resp. L2(−)), to the set of equations (3)–(4) and close the problem to solve.
We will see in Section 3.1 that this last condition will prove useful in obtaining an explicit constraint for the scalar ﬁeld
curl u.
Last, it is also obvious that the above sesquilinear form has no coerciveness properties on H 1()2, so that an
augmented (or regularized) form of the variational problem is clearly required. This is the purpose of the next section.
3. Study of a regularized problem
In the next subsection, we derive from Galbrun’s equation an explicit constraint for curl u analogous to identity (7)
and preliminary results are given. We then write a weak regularized problem, whose well-posedness and equivalence
with the original problem are proved in Sections 3.2 and 3.3, respectively.
3.1. Derivation of a constraint for curl u
Assume that the source f belongs to H(curl;) and formally apply the curl operator to Galbrun’s equation (3). The
Mach number M being a function of the x2 variable, we obtain
D2(curl u) = 2M ′D(x1u1) + curl f on . (12)
For any ﬁxed value of x2 in [0, ], the above equation is simply an ordinary, linear, constant coefﬁcient differential
equation with respect to the x1 variable. Denoting = curl u and considering the following problem:
−k2− 2ikMx1+ M22x1= g in ,
= 0 on ±, (13)
where g and 0 are given data, the solution to (12) can be computed easily if we conveniently choose the following
decomposition:
=Au + f, (14)
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where the ﬁeld f denotes the solution to problem (13) with g = curl f and 0 = ± on ±, andAu is the solution to
(13) with g = 2M ′D(x1u1) and vanishing on the boundaries ±. Note that identity (14) replaces the simple constraint(7) in the presence of a shear ﬂow. The explicit determination of the ﬁeld f is tackled in Appendix A and we now state
two results on the ﬁeldAu that will be needed for the subsequent study of the regularized problem.
Lemma 1. For all u in W and (x1, x2) in , we have
Au(x1, x2) = 2ikM
′(x2)
M2(x2)
L − x1
L
∫ x1
0
u1(z, x2)e
i(k(x1−z)/M(x2)) dz
− 2ikM
′(x2)
M2(x2)
x1
L
∫ L
x1
u1(z, x2)e
i(k(x1−z)/M(x2)) dz
+ 2M
′(x2)
M(x2)
u1(x1, x2). (15)
The proof of this lemma is given in Appendix A.
Lemma 2. The operatorA is continuous from W onto H 1().
Proof. We need to prove the existence of a positive constant C such that
‖Au‖H 1()C‖u‖H 1()2 , ∀u ∈ W .
Owing to the regularity of the Mach number proﬁle, one can easily see that the term [2M ′(x2)/M(x2)]u1(x1, x2) in
expression (15) is continuous from W onto H 1(). For the remaining terms, the use of the Cauchy–Schwarz inequality
allows to show the existence of a strictly positive constant C′ such that
‖‖H 1()C′‖u1‖H 1()C′‖u‖H 1()2 , ∀u ∈ W. 
3.2. Well posedness of the regularized problem
A regularized variational formulation of the problem is given by: ﬁnd u ∈ W such that
as(u, v) = l(v), ∀v ∈ W , (16)
where as(·, ·) denotes the sesquilinear form deﬁned on W × W by
as(u, v) =
∫

(div u div v + s curl u curl v − M2x1u · x1v) dx
−
∫

(k2u · v + 2ikMx1u · v + sAu curl v) dx, (17)
with s a given strictly positive constant, and l(·) is an antilinear form on W given by
l(v) =
∫

(f · v + sf curl v) dx −
∫
±
M2±v2(n · e1) d. (18)
We have:
Theorem 1. Variational problem (16) can be written as a Fredholm equation if ss0, where s0 =maxx2∈[0,] M2(x2).
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Proof. We prove that the sesquilinear form as(·, ·) deﬁnes, by means of the Riesz representation theorem, an operator
on W which is the sum of an automorphism and a compact operator. To this end, consider the operators B and C deﬁned
on W by
(Bu, v)W =
∫

(u · v + div u div v + s curl u curl v − M2x1u · x1v) dx,
and
(Cu, v)W =
∫

(−(k2 + 1)u · v − 2ikMx1u · v − sAu curl v) dx,
where (·, ·)W denotes the natural scalar product in W . Due to the remarkable identity (see [3])∫

(|div v|2 + |curl v|2) dx =
∫

|∇ v|2dx, ∀v ∈ W ,
there exists a strictly positive constant  such that
(Bu,u)W =
∫

(|u|2 + (1 − s0)|div u|2 + (s − s0)|curl u|2 + s0|∇u|2 − M2|x1u|2) dx
‖u‖2W ,
if s > s0, since M2(x2)s0 < 1 for all x2 ∈ [0, ].
Additionally, the operator C is compact on W . Indeed, introducing the operatorK from W to W , such that
(Ku, v)W = (Au, curl v)L2(), ∀u ∈ W, ∀v ∈ W ,
we just need to prove thatK is compact, the two other terms deﬁning C being obviously compact. Taking v=Ku and
using the Cauchy–Schwarz inequality, we get
‖Ku‖W ‖Au‖L2(), ∀u ∈ W .
We then conclude by virtue of the compact embedding of H 1() in L2() and the continuity of the operatorA from
W onto H 1(). 
Owing to the Fredholm alternative, showing uniqueness of a solution to problem (16) gives its existence for any
right-hand side F, and conversely.
3.3. Equivalence between the original and regularized problems
We end this study by proving that regularized variational problem (16) implies the original strong problem (3)–(4)
–(11). Since it is quite obvious that any solution u to (16) is also a solution to: ﬁnd u such that
{D2u −∇(div u) + s curl(curl u −Au − f) = f in ,
u · n = 0 on ,
curl u =Au + f on ,
(19)
we simply have to prove that curl u =Au +f in . Following [2], we take test functions in the form v = curl	, with
	 a function of H 2() ∩ H 10 (), and obtain that curl u −Au − f is orthogonal to the range of the operator Hk,M,s ,
deﬁned by
Hk,M,s = M22x1 − 2ikMx1 − k2I − s
,
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and with domain D(Hk,M,s) = H 2() ∩ H 10 (). Since Hk,M,s is a selfadjoint operator with domain dense in L2(),
curl u −Au − f belongs to the kernel of this operator. Using compactness arguments, we then prove that, for ﬁxed
wave number k and proﬁle M, there exists s∗ such that for all s > s∗ the kernel of Hk,M,s is {0} (for a uniform ﬂow,
the value of s∗ can be determined analytically [2].) Note that this result is valid only if  is convex or if  is smooth.
Indeed, due to singularities, the operator Hk,M,s is not selfadjoint and its kernel is never reduced to {0} (see [6] for
instance.) In particular, our approach cannot be extended to the case in which a thin plate is placed in the ﬂow.
4. Numerical applications
4.1. The technical difﬁculty
A direct consequence of Theorem 1 is that a Lagrange ﬁnite element approximation of problem (16) will converge.
However, the main challenge lies in the implementation of the quantity =Au + f.
On the one hand, the ﬁeld f is computed a priori and without difﬁculty from the data, using the explicit expression
(A.3). On the other hand, the ﬁeldAu has to be split in two local and nonlocal contributions,
Au =ALocu +ANLocu,
withALocu(x1, x2) = (2M ′(x2)/M(x2))u1(x1, x2), the difﬁculty being the computation of the nonlocal partANLocu
with a ﬁnite element code. Indeed, we need to evaluate integrals over streamlines of the ﬂow which are not necessarily
lines of the ﬁnite element mesh. Even when working with a structured mesh, the implementation of this term remains
difﬁcult and costly, as each integral couples degrees of freedom which do not belong to the same (or even adjacent)
ﬁnite element(s).
4.2. Implementation
Let Qh be a quadrangulation of domain  such that =⋃Q∈QhQ, h being the discretization step. We denote byVph
the ﬁnite-dimensional space of continuous functions which are polynomials of degree p over Qh, i.e.,
V
p
h = {vh ∈ C0()|vh|Q ∈ Pp, ∀Q ∈ Qh},
its dimension being Nph . This space is obviously H 1() conforming, and we introduce V
p
h = (Vph)2. We denote the
basis functions ofVph by (lj )j=1,...,Nph and by (w
j
)
j=1,...,Nph
=1,2 the ones of V
p
h , deﬁned by w
j
 = lj e. An approximate
solution uh to problem (16) in V ph is then written as
uh(x) =
∑
,j
uh(x
j )w
j
(x),
and the associated matricial problem is AU = L, where (A,)i,j = as(wj,wi), (L)i = l(wi), as and l being deﬁned
in (17) and (18), respectively, and
U =
[ [(uh1)i]i∈Iph
[(uh2)i]i∈Iph
]
with Iph = {1, 2, . . . , Nph }.
As previously stated, from a computational point of view, the difﬁculty lies in the numerical evaluation of coefﬁcients
(C,)
i,j = s
∫

ANLocw
j
(x)curl wi(x) dx.
By interpolatingANLocwj, we have (C,)i,j  s
∑
mANLocw
j
(x
m)
∫
 l
m(x)curl wi(x) dx.
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Fig. 1. Proﬁle of the Mach number M(x2) = −0.3x22 + 0.6x2 + 0.5, x2 ∈ [0, 1].
Moreover, setting
(I)
m,j =ANLocwj(xm),
= 2ikM
′(xm2 )
M2(xm2 )L
[
(L − xm1 )
∫ xm1
0
1l
j (z, xm2 )e
(ik(xm1 −z)/M(xm2 )) dz,
− xm1
∫ L
xm1
1l
j (z, xm2 )e
(ik(xm1 −z)/M(xm2 )) dz
]
,
we can compute exactly the matrix I: it simply consists of evaluating integrals of the form
∫
zqe−(ikz/M(x2)) dz, with
q = 0, . . . , p. This matrix is partially full since all degrees of freedom having the same x2-coordinate are linked, and,
as a consequence, the matrix C = P × I, with (P)i,j =
∫
 l
j (x)curl wi(x) dx, is also partially full.
4.3. Solution of the linear system
The matrix C being partially full, an iterative method is used for the solution of the linear system AU = L in order
to avoid the inversion of the matrix A = B + C. We use the following iterative scheme
BUn+1 = CUn + L.
For a uniform ﬂow (i.e., when M ′ ≡ 0), the nonlocal term vanishes and the solution is obtained after a single iteration. In
the shear ﬂow case, we conjecture that the scheme converges when maxx2∈[0,](|M ′|/M2) is small, if k does not belong
to the set of the frequencies where B cannot be inverted. Indeed, we have ‖B−1‖Ck,M,s < + ∞, with Ck,M,s a con-
stant, and we can prove that ‖C‖4ksLmaxx2∈[0,](|M ′|/M2), hence ‖B−1C‖‖B−1‖‖C‖4ksLCk,M,smaxx2∈[0,]
(|M ′|/M2). This allows to understand why, in practice, when M varies slowly enough, ‖B−1C‖1 and the iterative
method works.
4.4. Numerical results
We validate the method with simulations of the propagation of guided modes, which are solutions of the form
u(x1, x2) = w(x2)eix1 ,  being a complex number, to the homogeneous version of Eq. (1). Values of the axial wave
number  and of the vector function w are obtained semianalytically by computing solutions of the Pridmore–Brown
equation by a Chebishev method, as done in [4], for the parabolic proﬁle of a subsonic Mach number shown in Fig. 1,
with k = 6 and  = 1.
The obtained values of  are plotted in Fig. 2. Axial wave numbers such that Re() ∈ [k/Mmax, k/Mmin]= [7.5, 12]
and Im() = 0 are associated with the so-called hydrodynamic modes. The remaining values are associated with the
acoustic modes. Among these modes, we can again distinguish the propagative ones, which have a strictly real axial
wave number, and the evanescent ones.
In the simulations, we consider two different combinations of modes in a two unit long piece of duct. The ﬁrst
combination, labelled A, combines two upstream modes (IU and IIU in Fig. 2), while the second, labelled B, combines
two downstream modes (0D and IID in Fig. 2). These combinations are imposed via a non-homogeneous boundary
condition on the vertical boundaries for the normal displacement u · n and curl u. The iterative method is initialized
with a null displacement ﬁeld. All the simulations were done with the ﬁnite element library MÉLINA [9].
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Fig. 3. Isovalues of the real part of the components of the computed displacement ﬁeld and vorticity (combination A). (a) u1, (b) u2, (c) .
The computed displacement ﬁeld and associated curl ﬁeld are shown in Figs. 3 and 4. The convective effect of the
ﬂow is clearly seen: the wavelengths of the upstream waves are shorter than those of the downstream ones. We also
observe that the curl ﬁeld  is localized where the shear of the ﬂow is important (the function |M ′(x2)| being maximum
in x2 = 0.) This is in accordance with expression (15).
Fig. 5 plots the relative error in L2()2 (resp. L2()) norm between the computed and reference solutions (the
reference solution being obtained by the solution of Pridmore–Brown’s equation) for the displacement ﬁeld (resp. )
versus the number of iterations. We note that seven iterations have been necessary to reach the stop condition, that the
ﬁnal error on the displacement is under one percent and that the error on u is decreasing faster than the one on .
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Fig. 4. Isovalues of the real part of the components of the computed displacement ﬁeld and vorticity (combination B). (a) u1, (b) u2, (c) .
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Fig. 5. Behavior of the logarithm of the relative L2 error in u and .
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Appendix A. Solution of differential equation (12)
A.1. The Green function
In order to solve problem (13), we introduce its associated Green function Gx2 (x2 ∈ [0, ] being here a ﬁxed
parameter), which satisﬁes, for all z in [0, L],
(M(x2)
22x1 − 2ikM(x2)x1 − k2)Gx2(x1, z) = (x1 − z), ∀x1 ∈ [0, L], (A.1)
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where (x1 − z) is the Dirac delta function at point z, along with the homogeneous Dirichlet boundary conditions
Gx2(0, z) = Gx2(L, z) = 0, ∀z ∈ [0, L]. (A.2)
The solution to problem (A.1)–(A.2) is the following:
Gx2(x1, z) =
⎧⎪⎨
⎪⎩
−x1(L − z)
M2(x2)L
ei(k(x1−z)/M(x2)) if x1z,
−z(L − x1)
M2(x2)L
ei(k(x1−z)/M(x2)) if x1 >z.
A.2. The ﬁeld f
Theorem 2. The solution to problem (13) with g = curl f and 0 = ± on ±, denoted f, is given by
f(x1, x2) =
∫ L
0
Gx2(x1, z)curl f(z, x2) dz + (a(x2) + b(x2)x1)ei(kx1/M(x2)), (A.3)
where a(x2) = −(x2) and b(x2) = +(x2)e−i(kL/M(x2)) − −(x2)/L.
Moreover, it belongs to L2() and we have
‖f‖2L2()C(‖curl f‖2L2() + ‖−‖2L2([0,]) + ‖+‖2L2([0,])),
where C is a strictly positive constant.
Proof. Obtaining expression (A.3) is straightforward. Concerning the inequality, we use the upper bound L for the
quantities |x1|, |z|, |L−x1| and |L−z| and deduce easily that |Gx2(x1, z)|L/M2(x2), ∀(x1, x2) ∈  and ∀z ∈ [0, L].
Therefore, for all (x1, x2) in , we have
|f(x1, x2)|
L
M2(x2)
∫ L
0
|curl f(z, x2)|dz + |−(x2)| + |+(x2)|.
The estimation is then easily deduced from a Cauchy–Schwarz inequality. 
A.3. The ﬁeldAu
Recall that the ﬁeld Au is the solution to problem (13) with g = 2M ′D(x1u1) and vanishing on ±. Using the
Green function, we get
Au(x1, x2) = 2M ′(x2)
∫ L
0
Gx2(x1, z)D(zu1)(z, x2) dz, ∀(x1, x2) ∈ . (A.4)
Still, a more useful expression is given in Lemma 1, which is proved below.
Proof of Lemma 1. Integrating by parts in identity (A.4), we get
Au(x1, x2) = −2M ′(x2)
∫ L
0
DGx2(x1, z)zu1(z, x2) dz, ∀(x1, x2) ∈ ,
where D = [ik + M(x2)z], the boundary terms vanish due to (A.2). Since we have
DGx2(x1, z) =
⎧⎨
⎩
x1
M(x2)L
ei(k(x1−z)/M(x2)) if x1z,
− (L − x1)
M(x2)L
ei(k(x1−z)/M(x2)) if x1 >z,
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we ﬁnally obtain
Au(x1, x2) = 2M
′(x2)
M(x2)L
[
(L − x1)
∫ x1
0
zu1(z, x2)e
i(k(x1−z)/M(x2)) dz
−x1
∫ L
x1
zu1(z, x2)e
i(k(x1−z)/M(x2)) dz
]
.
Expression (15) then stems from a last integration by parts and the fact that u1(z, x2) = 0 for z = 0 and z = L, ∀x2 ∈
[0, ]. 
References
[1] E. Bécache, A.-S. Bonnet-Ben Dhia, G. Legendre, Perfectly matched layers for time-harmonic acoustics in the presence of a uniform ﬂow, SIAM
J. Numer. Anal., 44 (3) (2006) 1191–1217.
[2] A.-S. Bonnet-Ben Dhia, G. Legendre, E. Lunéville, Analyse mathématique de l’équation de Galbrun en écoulement uniforme, C. R. Acad. Sci.
Paris Sér. IIb Méc. 329 (8) (2001) 601–606.
[3] M. Costabel, A coercive bilinear form for Maxwell’s equations, J. Math. Anal. Appl. 157 (2) (1991) 527–541.
[4] S. Félix, Propagation acoustique dans les guides d’ondes courbes et problème avec source dans un écoulement cisaillé, Ph.D. Thesis, Université
du Maine, Le Mans, France (2002).
[5] H. Galbrun, Propagation d’une onde sonore dans l’atmosphère terrestre et théorie des zones de silence, Gauthier-Villars, Paris, France, 1931.
[6] P. Grisvard, Elliptic problems in nonsmooth domains, Monographs and Studies in Mathematics, vol. 24, Pitman, London, UK, 1985.
[7] M.A. Hamdi,Y. Ousset, G. Verchery, A displacement method for the analysis of vibrations of coupled ﬂuid-structure systems, Internat. J. Numer.
Methods Eng. 13 (1978) 139–150.
[8] F. Kikuchi, Mixed and penalty formulations for ﬁnite element analysis of an eigenvalue problem in electromagnetism, Comput. Methods Appl.
Mech. Eng. 64 (1–3) (1987) 509–521.
[9] D. Martin, On line documentation of MÉLINA, 〈http://perso.univ-rennes1.fr/daniel.martin/melina/www/homepage.html〉.
