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Inter-qubit coupling and qubit connectivity in a processor are crucial for achieving high fidelity
multi-qubit gates and efficient implementation of quantum algorithms. Typical superconducting
processors employ relatively weak transverse inter-qubit coupling which are activated via frequency
tuning or microwave drives. Here, we propose a class of multi-mode superconducting circuits which
realize multiple transmon qubits with all-to-all longitudinal coupling. These “artificial molecules”
directly implement a multi-dimensional Hilbert space that can be easily manipulated due to the
always-on longitudinal coupling. We describe the basic technique to analyze such circuits, compute
the relevant properties and discuss how to optimize them to create efficient small-scale quantum
processors with universal programmability.
I. INTRODUCTION
Superconducting circuits have revolutionized experi-
ments in quantum mechanics due to the flexibility of-
fered in constructing designer Hamiltonians by appropri-
ately combining linear inductors, capacitors and Joseph-
son junctions. Apart from being a leading candidate
for building quantum computers1, superconducting cir-
cuits have led to tremendous progress in the field of mi-
crowave quantum optics2, ultra-low noise amplification3,4
and hybrid quantum devices5 as well. For applications
in quantum computing, continuous enhancement in the
circuit design over the past two decades has led to the
improvement of coherence time from nanoseconds6 to
milliseconds7,8. The transmon qubit9,10, the most pop-
ular design used for multi-qubit experiments, evolved
from the modification of the Cooper pair box (CPB)
qubit6 by carefully tailoring the Josephson and charging
energy to provide significant resilience to charge noise
while retaining sufficient anharmonicity for fast gate op-
erations. An alternate approach used inductive shunt-
ing of the CPB and led to the fluxonium qubit11, which
suppressed the effects of charge noise while retaining the
strong non-linearity of the CPB qubit. More recently, sig-
nificant improvements in flux qubit coherence12,13 have
been achieved by intelligent modification of circuit design
and parameters.
A major challenge in building larger scale quantum
processors is high fidelity multi-qubit gates and inter-
qubit connectivity in a processor. A majority of the
multi-qubit architectures have used individual transmon
qubits which are transversely coupled to each other us-
ing nearest neighbor capacitances or bus cavities14–20.
This typically leads to weak inter-qubit coupling with re-
stricted inter-qubit connectivity. We recently introduced
the trimon21, a multi-mode superconducting circuit im-
plementing a strongly coupled three-qubit system with
all-to-all connectivity. Such circuits can be thought of as
“artificial molecules”22 where the individual qubits are
so strongly coupled that they lose their original iden-
tity and hybridized modes emerge. While previous work
on such multi-mode circuits has mostly focused on cre-
ating better effective qubits or enabling tuning of qubit
properties22–25, we propose the use of such multi-qubit
units as building blocks for quantum processors with the
possibility of higher fidelity gates and better inter-qubit
connectivity21.
In this article, we first outline a general scheme for ana-
lyzing multi-mode circuits comprising of strongly coupled
anharmonic oscillators and show how it leads to all-to-all
longitudinal coupling26–28 between the emergent trans-
mon like qubits. We then focus on the properties of
a three-qubit multi-mode device (trimon) and describe
how to deal with non-idealities, optimize parameters for
multi-qubit operations and perform joint readout of the
multi-qubit state. We conclude by discussing possible
design variations and some practical considerations for
robust operation of such circuits.
II. FORMALISM
We consider an N -node system with arbitrary con-
nections of non-dissipative lumped elements in between
pairs of nodes as shown in Fig. 1. The elements between
nodes i and j can consist of a linear inductor (with in-
ductance Lij), a linear capacitor (with capacitance Cij)
and a Josephson junction (with Josephson energy EJ ij).
We determine the normal modes and inter-mode cou-
pling of the circuit by adapting the formalism described
in Refs.29–31 and describe it as a multi-qubit system in
the circuit-QED architecture. Note that the treatment
described here is valid only when the emergent normal
modes can be considered as weakly nonlinear oscillators
with anharmonicities similar or lower than those of trans-
mon qubits10. This constraints the value of Josephson en-
ergies that can be used and also requires that each node
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2is shunted to at least one other node with a large enough
capacitor. Further, we mostly consider operation at zero
flux through any closed superconducting loops and freeze
the fluxon degree of freedom. The effect of magnetic flux
in specific circuits is discussed later in Section III.
We begin our analysis by defining the inductive energy
matrix and the capacitance matrix as,
EL =

∑
iEL1i −EL12 −EL13 · · · −EL1N−EL21
∑
iEL2i −EL23 · · · −EJ2N
...
...
...
. . .
...
−ELN1 −ELN2 −ELN3 · · ·
∑
iELNi
 ,
(1)
C =

∑
i C1i −C12 −C13 · · · −C1N−C21
∑
i C2i −C23 · · · −C2N
...
...
...
. . .
...
−CN1 −CN2 −CN3 · · ·
∑
i CNi
 , (2)
where ELij = ϕ
2
0/Lij +EJ ij is the inductive energy aris-
ing due to the linear inductance and Josephson junction
connected between nodes i and j with ϕ0 = ~/2e being
the reduced flux quantum. Assuming that there is no
external flux threading any closed superconducting loops
in the circuit (see section III), the Lagrangian of the lin-
earized system can be expressed as
L = 1
2
N∑
i,j=1
[
dΦi
dt
Cij
dΦj
dt
− ELij
(
Φi − Φj
ϕ0
)2]
, (3)
where Φi are the node fluxes of each node related to the
potentials as Vi = Φ˙i.
Finding the normal modes of this system requires si-
multaneous diagonalization of the capacitance and in-
ductive energy matrices. This is possible because the
capacitance matrix is always positive definite for a phys-
ical system (ground capacitances Cii are always non-zero
even if small). Simultaneous diagonalization is done by
first determining the eigenvalues λCµ and orthonormal
eigenvectors vCµ of the capacitance matrix C. Next
one rewrites the node fluxes in terms of new variables
Φj =
∑N−1
µ=0 XµvCµj/
√
λCµ where vCµj represents the j-
th element of the µ-th eigenvector vCµ . In terms of these
variables the Lagrangian becomes
L = 1
2
[
N−1∑
µ=0
(
dXµ
dt
)2
−
N−1∑
µ,ν=0
E˜LµνXµXν
]
, (4)
where the matrix E˜L = C˜
TELC˜. Here C˜ is a ma-
trix whose columns are the eigenvectors vCµ divided by√
λCµ. Eq. 4 is the Lagrangian of a system of N cou-
pled oscillators all having unit mass. This can now be
diagonalized by finding eigenvalues λLµ and orthonormal
eigenvectors Ξµ of the matrix E˜Lµν . Mode frequencies ωµ
are then related to λLµ as ωµ =
√
λLµ and the matrix Ξ
1
2
3
4
5
6
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FIG. 1. Schematic of an N -node system connected by an
arbitrary set of Josephson junctions, linear inductors and ca-
pacitors between pairs of nodes. Each node always has a small
capacitance Cii to the ground (not shown in the figure). We
do not consider any other type of circuit element between the
nodes and ground.
whose columns are composed of eigenvectors Ξµ, relate
the node-fluxes Φi=1,··· ,N with mode-flux variables Φ˜µ as
Φi =
N−1∑
µ=0
(C˜Ξ)iµΦ˜µ, i = 1, 2, · · · , N. (5)
In terms of the mode-flux variables (Φ˜µ) which represent
the normal modes of the system, the Lagrangian reads
L˜ = 1
2
N−1∑
µ=0
(dΦ˜µ
dt
)2
− ω2µΦ˜2µ
 . (6)
We use the convention Φ˜µ=0 to describe the zero fre-
quency mode which can be considered as a charging
mode. Since we are working in the weakly anharmonic
oscillator limit, there are no charging effects and an ex-
citation of this mode will not affect the other non-zero
frequency modes. As a result, Φ˜µ=0 does not couple to
the other modes and can thus be ignored in the analysis
that follows.
After solving the linear model, one can find the non-
linear properties of the original system by substituting
the mode-structures from Eq. (5) into the full poten-
tial U = f(Φ1,Φ2, · · · ,ΦN ), which in general can take
any functional form provided the non-linearity can be
treated as a perturbation. Restricting ourselves to linear
inductors and Josephson junctions, the potential energy
3becomes
U =
N∑
i>j=1
[
ELij
2
(
Φi − Φj
ϕ0
)2
− EJ ij cos
(
Φi − Φj
ϕ0
)]
.
(7)
After transforming to normal mode coordinates (Φ˜µ),
quantization of the system32 is achieved by substituting,
Φ˜µ →
√
~
2ωµ
(
aµ + a
†
µ
)
, (8)
where aµ(a
†
µ) is the bosonic annihilation (creation) op-
erator for the µ-th mode. Application of rotating wave
approximation (i.e., keeping the energy conserving terms
only) on the system leads to harmonic terms of the type
(a†µaµ) along with leading-order nonlinear terms of the
type (a†µaµ)
2 and (a†µaµ)(a
†
νaν) whose coefficients (neg-
ative for circuits with Josephson junctions) determine
the strength of self-Kerr (Jµ) and cross-Kerr (Jµν) type
nonlinearity respectively. Usually, it is sufficient to con-
sider the lowest few orders of Φ˜µ (say up to Φ˜
6
µ) in the
expansion of U as the contributions from higher order
terms become insignificant. At this stage, one should
verify that the obtained self-Kerr terms are small com-
pared with the mode frequencies (. 5%) to ensure the
validity of the weakly anharmonic approximation used
throughout this calculation. The self-Kerr term causes a
gradual shift in the transition frequencies as one climbs
up the ladder of energy eigenstates for a particular mode
while the cross-Kerr term establishes pairwise coupling
between two modes. We call this class of devices as the
“multimon” which behave as multiple transmon qubits
with pairwise longitudinal coupling.
III. RING MULTIMON DEVICES
In this section, we analyze a specific circuit geome-
try where Josephson junctions are placed only between
nearest-neighbor nodes while capacitors connect every
pair of nodes. The trimon device (see section IV) we
introduced in Ref.21 belongs to this category of “ring
multimon” devices. In this case the inductive energy
matrix takes the bi-diagonal form (except for the corner
elements) since EJ ij 6= 0 only if |i − j| = 1. A realiza-
tion in 3D geometry of a six-node ring device is shown
in Fig. 2(a), where all Josephson junctions and capacitor
pads are identical and placed symmetrically about the
center. In the case of an N -node ring with N -fold ro-
tational symmetry (henceforth called the symmetric ring
multimon), the N−1 non-trivial (finite frequency) eigen-
modes can be visualized as standing waves on a discrete
string with periodic boundary conditions (Fig. 2). The
mode-shapes of a symmetric ring multimon thus can be
expressed by the following vectors,
ϕ˜µ =

{sin
(
2pijdµ/2e
N
)
}, µ ∈ even, j ∈ (0, N − 1)
{cos
(
2pijdµ/2e
N
)
}, µ ∈ odd, j ∈ (0, N − 1)
(9)
where d e is the ceiling function and Φ˜µ ∝ ϕ˜µ. Fig. 2(b-
f) show the geometric mode structures for the case of a
symmetric six-node device depicted in Fig. 2(a). If N is
an even number, the N -fold rotationally symmetric ring
multimon provides pairwise degenerate modes except for
the highest frequency-mode (Fig. 2(b)). In order to use
an N -node ring as a system of N−1 spectroscopically dis-
tinct qubits, one needs to break the rotational symmetry
by introducing asymmetry in the junctions or capacitors
or both. In the presence of any asymmetry in the system,
the emergent modes will become linear superpositions of
the vectors given in Eq. (9) and in general require nu-
merical solution.
Using an appropriate choice of device parameters, the
modes can be made to act as transmon qubits with all-to-
all longitudinal coupling described by the Hamiltonian
1
~
Hsys =
N−1∑
µ=1
[
(ωµ − βµ)a†µaµ − Jµ(a†µaµ)2
]
−
∑
µ6=ν
2Jµν(a
†
µaµ)(a
†
νaν)
+
∑
µ6=ν 6=ζ
Jµνζ(a
†
µaµ)(a
†
νaν)(a
†
ζaζ),
(10)
where,
βµ = Jµ +
∑
ν 6=µ
Jµν . (11)
Usually, the three-body coupling terms Jµνζ are two or-
ders of magnitude smaller than the two-body coupling
terms Jµν and can be ignored for all practical purposes.
In the presence of a finite external flux Φext through
the loop, there will be additional phase drop across each
junction due to the static current flowing through the
ring. As a result the potential energy in Eq. (3) has to
be modified to
U =
N∑
i=1
EJ i,i+1 cos
(
Φi − Φi+1 + ΦDCi,i+1
ϕ0
)
, (12)
where the values of ΦDCi,i+1 have to be found by numeri-
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FIG. 2. (a) Ring multimon with 6 identical Josephson junc-
tions and capacitor pads in 3D geometry which provide the
inter-node capacitance for the multimon. (b)-(f) Mode struc-
tures for the 5 orthogonal modes which can be visualized as
standing waves on a discrete string with periodic boundary
condition - (b) octupolar mode, (c), (d) quadrupolar modes
and (e), (f) dipolar modes. The solid black circles represent
relative amplitudes of the node fluxes at each node.
cally solving the following equations
EJ12 sin
(
ΦDC12
ϕ0
)
= EJ23 sin
(
ΦDC23
ϕ0
)
(13a)
... (13b)
EJN−1,N sin
(
ΦDCN−1,N
ϕ0
)
= EJN1 sin
(
ΦDCN1
ϕ0
)
(13c)
N∑
i=1
ΦDCi,i+1 = Φext (13d)
External flux modifies the frequencies of the orthogo-
nal modes and introduces three-body transverse coupling
terms Φ˜µΦ˜νΦ˜ζ which remain ineffective unless a reso-
nant condition (three-wave mixing33) is met. However,
qubit anharmonicities (−2Jµ) and longitudinal coupling
strengths (Jµν) remain mostly unaffected. This implies
that one can tune the mode frequencies down as long as
the highest energy eigenstate remains stable (see section
IV B).
Placing a ring multimon inside a cavity resonator leads
to coupling of every mode to the cavity with varying
strength since each mode, in general, has a dipolar com-
ponent along the cavity’s electric field. However, only the
two dipolar modes of a symmetric ring multimon (equiv-
alent to Fig. 2(e-f)) can couple to the cavity depending
upon their relative orientation with respect to the cav-
ity’s electric field. The Hamiltonian of this multi-mode
system can be expressed as an extended version of the
Jaynes-Cummings model
1
~
HJC =
N−1∑
µ=1
[
(ωµ − βµ)a†µaµ − Jµ(a†µaµ)2
]
−
∑
µ6=ν
2Jµν(a
†
µaµ)(a
†
νaν) + ωr(a
†
rar + 1/2)
+
N−1∑
µ=1
gµ(a
†
µar + aµa
†
r),
(14)
where ar (a
†
r) is the bosonic annihilation (creation) op-
erator for the cavity mode with resonant frequency ωr.
Relative amplitudes of the dipolar coupling strengths gµ
for each mode µ can be computed numerically by taking
a projection of the mode-vector in the direction of the
cavity’s field. Assuming all the modes are far detuned
from the cavity, i.e., |ωµ − ωr|  gµ, we can apply the
dispersive approximation to Eq. (14) to obtain
1
~
Hdisp =
N−1∑
µ=1
[
(ωµ − βµ)nˆµ − Jµ(nˆµ)2
]
−
∑
µ6=ν
2Jµν nˆµnˆν + ωr(nˆr + 1/2)
+
N−1∑
µ=1
g2µ
(
nˆµ(nˆr + 1)
∆µ(nˆA, nˆB , · · · , nˆN−1) + 2Jµ
− (nˆµ + 1)nˆr
∆µ(nˆA, nˆB , · · · , nˆN−1)
)
,
(15)
where nˆµ = a
†
µaµ is the photon number operator for
mode µ and
∆µ(nˆA, nˆB , · · · , nˆM ) = ∆µ0−2Jµnˆµ−
∑
ν 6=µ
2Jµν nˆν , (16)
with ∆µ0 = ωµ− 2Jµ−
∑
ν 6=µ Jµν −ωr. The dependence
of the effective detuning ∆µ (between mode µ and the
cavity) on the occupation of all other modes is a conse-
quence of all-to-all longitudinal coupling.
Since Hdisp is diagonal in the photon number ba-
sis, the energy of the full system can be obtained by
simply substituting the photon number operators with
the corresponding occupation numbers in the Hamilto-
nian. Let us represent the energy of the total system
by Etot(nA, nB , · · · , nN−1, nˆr) and restrict ourselves to
single photon excitations in the individual ring-modes
since we are interested in qubit operations only. The
effective resonator frequency ω˜r will in general depend
upon the occupation of all qubits. However, the disper-
sive shift for single qubit excitation can be found by mea-
suring the change in cavity’s frequency when a particular
5qubit jumps from ground state (nµ = 0) to excited state
(nµ = 1), while keeping all other qubits in their ground
states. The total shift 2χµ for qubit µ can be extracted
by looking at the coefficient of nr in Etot(nA = 0, nB =
0, · · · , nµ = 1, · · · , nN−1 = 0, nr) − Etot(nA = 0, nB =
0, · · · , nµ = 0, · · · , nN−1 = 0, nr) leading to
χµ = g
2
µ
(
1
∆µ0
− 1
∆µ0 − 2Jµ
)
+
∑
ν 6=µ
g2ν
2
(
1
∆ν0
− 1
∆ν0 − 2Jµν
)
.
(17)
The dispersive shift in Eq. (17) has two components - the
first part is the standard dispersive shift10 coming from
direct qubit-cavity coupling, whereas the second term is
the indirect pull on the cavity via the inter-qubit longi-
tudinal coupling.
By appropriately choosing the symmetry of the ring
multimon, some of the direct coupling strengths (gµ) can
be made zero, making those modes protected from Pur-
cell decay34. Even these protected modes possess finite
dispersive shift coming from the second term in Eq. (17)
or in other words all N − 1 qubits are measurable via a
dispersive shift21.
IV. TRIMON
We now focus on the four-junction multimon device,
called the trimon21, which has three orthogonal modes33
(Fig. 3) acting as three longitudinally coupled transmon
qubits. Recently, such a device has been proposed as a
coupling element between two qubits for applications in
quantum annealing35. In the case of identical junctions
and capacitor pads the trimon has two degenerate dipo-
lar qubits (A and B) and one quadrupolar qubit (C) with
higher frequency. The degeneracy between qubits A and
B can be lifted by symmetrical modification of the diag-
onal capacitor pads (Fig. 3(a)) making the three qubits
addressable by their frequencies. The mode structures of
the trimon can be expressed by the following vectors
ϕ˜A = {1, 0,−1, 0},
ϕ˜B = {0, 1, 0,−1},
ϕ˜C = {1,−1, 1,−1},
(18)
where the elements represent relative node-fluxes at each
node of the ring. If the trimon is placed inside an electro-
magnetic cavity in a way that the fundamental (TE101)
mode of the cavity is aligned with the dipole of qubit A,
then qubit A becomes strongly coupled. Qubits B and
C being orthogonal to A, ideally remain uncoupled from
the cavity and hence protected from Purcell decay34. The
Hamiltonian of the system in the dispersive limit can be
B CA +
+
+
00 +
0
0
(a) (b)
(c)
FIG. 3. (a) Schematic of a trimon qubit (in 3D geometry) with
four identical Josephson junctions and diagonally symmetric
capacitor pads which provide the inter-node capacitances for
the trimon. (b) Three modes of the trimon - two dipolar
modes shown by blue and red arrows and a quadrupolar mode
shown by green arrows. (c) Placement of the trimon chip
inside a copper cavity with qubit A’s dipole aligned with the
cavity’s electric field for the TE101 mode.
expressed as,
1
~
Hsys =
∑
µ=A,B,C
[
(ωµ − βµ)nˆµ − Jµ(nˆµ)2
]
−
∑
µ6=ν
2Jµν nˆµnˆν + ωr(nˆr + 1/2)
+ g2A
(
nˆA(nˆr + 1)
∆A(nˆA, nˆB , nˆC) + 2JA
− (nˆA + 1)nˆr
∆A(nˆA, nˆB , nˆC)
)
,
(19)
with effective (single excitation) dispersive shifts,
χA = g
2
A
(
1
∆A0
− 1
∆A0 − 2JA
)
, (20a)
χB =
g2A
2
(
1
∆A0
− 1
∆A0 − 2JAB
)
, (20b)
χC =
g2A
2
(
1
∆A0
− 1
∆A0 − 2JCA
)
, (20c)
where ∆A0 = ωA − 2JA − 2JAB − 2JCA − ωr is the ef-
fective detuning between qubit A and cavity. Note that
qubit A modifies the cavity’s frequency through the di-
rect coupling10, whereas qubits B and C pull the cav-
ity’s frequency indirectly by modifying qubit A’s fre-
quency through the inter-qubit coupling34,36. We observe
that for typical parameters, the dispersive shifts for all
three qubits are similar. This property of measurabil-
ity along with Purcell protection makes B and C almost
ideal qubits. However, in practice, the uncoupled nature
of qubits B and C makes them very difficult to excite.
A small, controlled asymmetry in the junctions can help
alleviate this problem without sacrificing Purcell protec-
tion completely. At the same time, any real device also
comes with some spread in the Josephson energies due
to fabrication uncertainties. We now discuss the effect of
asymmetry in the device on its properties.
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FIG. 4. Variation of transition frequencies (top panel), an-
harmonicities (middle panel) and inter-qubit coupling (bot-
tom panel) as a function of asymmetry parameter ηBC for
EJm = 9 GHz, C12 = C23 = C34 = C41 = 36 fF, C13 = 12
fF, and C24 = 24 fF. The transition frequency and anhar-
monicity of qubit A remain unchanged since mixing occurs
between original B and C modes. The coupling strength be-
tween qubits B and C changes dramatically while it remains
mostly unaffected between the other pairs.
A. Junction and capacitor asymmetry
The asymmetry in the junctions can be parametrized
using three numbers, which determine which two modes
mix. Let ηµν be the relative coefficient of asymmetry
which mixes modes µ and ν. We can then write the
Josephson energies of the four junctions in terms of the
asymmetry parameters as:
EJ12 = EJm(1 + ηAB + ηBC + ηCA), (21a)
EJ23 = EJm(1− ηAB + ηBC − ηCA), (21b)
EJ34 = EJm(1 + ηAB − ηBC − ηCA), (21c)
EJ41 = EJm(1− ηAB − ηBC + ηCA), (21d)
where EJm is the mean of the Josephson energies of the
four junctions. Asymmetry ηBC maintains the node and
anti-node locations for the A mode leaving it unaffected,
while mixing modes B and C. This results in increased
anharmonicity of modes B and C and reduced inter-qubit
coupling. In the presence of any asymmetry, the mode-
structure and other parameters can only be determined
numerically. The variation of frequencies, anharmonic-
ities and couplings as a function of ηBC are shown in
Fig. 4. Other asymmetries behave in a similar fashion
keeping a particular mode largely unaffected. The intro-
duction of two or more types of asymmetries causes all
the three modes to become linear combinations of original
dipolar and quadrupolar modes represented by Eq. (18).
As a result, each mode develops a dipolar component
which directly couples to the cavity making them eas-
ier to excite at the cost of reduced Purcell protection.
The direct coupling strength of each mode g′µ can be es-
timated using the following expression
g′µ = gAΦ˜
′T
µ Φ˜A/|Φ˜A|2, (22)
where Φ˜′µ =
∑N
i=1 V
′
µiΦi are the new normal modes ob-
tained by following the normal-mode analysis described
in section II, and |Φ˜A| denotes the norm of vector Φ˜A.
Eq. (22) essentially computes the projection of the mod-
ified µ mode on the original A mode vector which was
directly coupled to the cavity with strength gA. The
variation in direct coupling of the three qubits as a func-
tion of junction asymmetries ηAB and ηCA (while keeping
ηBC = 0) are shown in the top panel of Fig. 5. As a re-
sult, in the presence of finite asymmetry, the dispersive
shift of each qubit gets contribution from both direct and
indirect coupling. The general expressions for computing
dispersive shifts for all eight energy eigenstates are given
in Appendix A. It is clear from Figs. 4, 5 and Eq. (A1)
that the junction asymmetries provide some flexibility in
targeting device parameters according to the experimen-
tal needs.
Asymmetry in the capacitances can also be modeled in
a similar fashion:
C12 = Cm(1 + η
′
AB + η
′
BC + η
′
CA), (23a)
C23 = Cm(1− η′AB + η′BC − η′CA), (23b)
C34 = Cm(1 + η
′
AB − η′BC − η′CA), (23c)
C41 = Cm(1− η′AB − η′BC + η′CA), (23d)
where Cm is the mean of all nearest-neighbor capaci-
tances and capacitance asymmetry coefficients η′µν play
similar roles as ηµν . It is interesting to note that junc-
tion asymmetries can be partially compensated by capac-
itor asymmetries and provides another knob for tuning
device parameters. The cancellation effect can be seen
in the bottom panel of Fig. 5 which depicts the rela-
tive coupling strength of each mode when capacitance
asymmetries η′AB and η
′
CA are made identical to junc-
tion asymmetries ηAB and ηCA. In this case, qubits B
and C hardly develop any direct coupling to the cavity
and the coupling of qubit A remains almost unmodified.
B. Level spacing and flux tuning
In order to utilize the trimon as a coupled three-qubit
system, the levels containing up to single excitation in ev-
ery mode are used as the computational subspace. Fig. 6
displays the energy level diagram for a trimon device
with eight energy eigenstates and twelve transitions (each
qubit having four conditional transition frequencies). It
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FIG. 5. Variation of direct coupling (g′µ) of the three qubits
as a function of different asymmetries for EJm = 9 GHz,
C12 = C23 = C34 = C41 = 36 fF, C13 = 12 fF, and C24 = 24
fF. The top panel displays results when only junction asym-
metries ηAB and ηCA are varied. As the junction asymmetries
are increased, extent of mixing increases resulting in increased
direct coupling for qubits B and C and reduced coupling for
qubit A. The bottom panel shows the compensation of junc-
tion asymmetries by choosing capacitance asymmetries equal
to the junction asymmetries, i.e., η′AB = ηAB and η
′
CA = ηCA.
This choice almost suppresses the mixing between B and C
modes and brings the mode structures back to their original
form as shown in Fig. 3(b). Note that further optimization to
compensate junction asymmetries is possible using numerical
techniques.
is important to choose the device parameters in such a
way that these transitions are well separated from each
other for fast gate operations. Further, we need to en-
sure that the |1〉 → |2〉 transition for each mode does
not come in close proximity to the transitions within
the computational subspace to minimize leakage errors.
By appropriately adjusting the device parameters and/or
introducing more Josephson junctions between diagonal
nodes one can move these unwanted transitions away.
Another important criterion is to ensure that the abso-
lute energy of the |111〉 level be considerably smaller than
the 4EJmin = 4 × min [EJ12, EJ23, EJ34, EJ41]. Other-
wise, the presence of saddle points in the potential land-
scape at a height of 4EJmin can significantly perturb the
state |111〉 and can make it unstable37. While designing
devices with more than three coupled qubits is straight-
forward (Fig. 2), we observe that the anharmonicities and
coupling strengths tend to reduce in magnitude with in-
creasing number of junctions in the ring. Such a device
will suffer from frequency crowding, slower gates and will
pose more stringent conditions on device parameters for
optimal level spacing.
Introduction of magnetic flux in the trimon loop causes
a gradual reduction in qubit frequencies (fµ) while leav-
ing anharmonicites (−2Jµ) and couplings (Jµν) almost
unchanged. However, the three-body transverse coupling
(ξABC) increases rapidly as shown in Fig. 7. The reason
CAB =
FIG. 6. Energy level diagram of the computational subspace
for a trimon showing eight energy eigenstates with twelve
transitions. The red, blue and green arrows represent transi-
tions belonging to qubits A,B and C respectively, e.g., ωAB0C1
is the transition of qubit A when qubit B is in |0〉 and qubit
C is in |1〉. For a practical device the parameters should be
chosen in such a way that these transitions are well separated
from each other in order to achieve fast gate operations.
behind this effect is that the magnetic flux only modifies
the Josephson energies of individual junctions and not
the charging energies which control the anharmonicity
and inter-qubit coupling. Since ξABC is ineffective un-
less a resonance condition is satisfied33, the trimon be-
haves as a flux-tunable three-qubit system. However, one
should be careful not to apply flux greater than a quarter
flux-quantum as the system might become susceptible to
phase slips37–39 and hence become unstable. Further, the
approximation of weak nonlinearity used in the current
treatment becomes less accurate with increasing flux.
C. Multi-qubit gate operations
We now discuss single and multi-qubit operations in
a trimon device. For an N -qubit system with all-to-
all longitudinal coupling, the transition frequency of any
qubit depends upon the state of the remaining N − 1
qubits. As a result, the elementary operations in such
a system are the N2N−1 controlled-rotations, activated
by the specific transition frequency. A pi-pulse (anticlock-
wise rotation) at such a frequency implements an (N−1)-
controlled NOT gate up to a −90◦ phase, which we call
the −iCN−1NOT gate. Then a true CN−1NOT gate can
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FIG. 7. Flux-tuning of the trimon. The top panel shows
change in transition frequencies δfµ=A,B,C from correspond-
ing zero-flux values (5.338, 4.778 and 6.156 GHz for qubits
A,B and C respectively) and the bottom panel displays three-
body transverse coupling for a trimon with EJm = 9 GHz,
C12 = C23 = C34 = C41 = 36 fF, C13 = 12 fF, and C24 = 24
fF. Here Φ0 = h/2e is the magnetic flux-quantum. The qubit
frequencies decrease gradually with magnetic-flux due to re-
duction in the effective Josephson energies. The anharmonic-
ities and inter-qubit longitudinal coupling strengths remain
almost unaffected (change by < 0.2%) and are not shown.
The three-body transverse coupling (ξABC) increases rapidly
with flux due to increasing asymmetry in the potential, but
has no adverse effect unless the three-wave mixing condition
is satisfied.
be realized by appropriately adjusting the phase of all the
subsequent pulses on particular transitions21. We now
focus on the case of a three-qubit system to understand
this effect.
A three-qubit state |ABC〉 residing in an 8-dimensional
Hilbert space can be expressed using the following basis
vectors
|000〉 =

1
0
0
0
0
0
0
0

, |001〉 =

0
1
0
0
0
0
0
0

, · · · , |111〉 =

0
0
0
0
0
0
0
1

. (24)
We label the transition frequency of qubit C when qubits
A = |0〉 and B = |1〉 as ωCA0B1 and similarly for others.
TABLE I. Phase shifts required on various pulses to imple-
ment a true CCNOT gate on qubit A.
pi-pulse at Modify B Shift Modify C Shift
ωAB0C0 ωBC0A0, ωBC0A1 +90
◦ ωCA0B0, ωCA1B0 +90◦
ωAB0C1 ωBC1A0, ωBC1A1 +90
◦ ωCA0B0, ωCA1B0 −90◦
ωAB1C0 ωBC0A0, ωBC0A1 −90◦ ωCA0B1, ωCA0B1 +90◦
ωAB1C1 ωBC1A0, ωBC1A1 −90◦ ωCA0B1, ωCA1B1 −90◦
Then the effect of a pulse at ωCA1B1 can be expressed as
CCRCA1B1(φ, θ) =
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 cos(θ/2) −e−iφ sin(θ/2)
0 0 0 0 0 0 eiφ sin(θ/2) cos(θ/2)

, (25)
where θ is the polar angle and φ is the azimuthal an-
gle with respect to the y-axis on the Bloch sphere for
qubit C (Fig. 8(a)). Clearly, CCRCA1B1(−pi/2, pi) flips
the state of qubit C only when qubits A and B are in
the excited state and implements an −iCCNOT gate on
qubit C. In order to cancel this extra phase one needs to
shift the phase of all subsequent pulses on qubit A with
B = |1〉 and those on qubit B with A = |1〉. The phase
shift needed is −90◦ (+90◦) whenever the target qubit is
flipped based on the control qubit being in the |1〉 (|0〉)
state. Table I shows shifts required for pulses at differ-
ent transitions of qubits B and C after the application
of various pi-pulses on different transitions of qubit A.
Similar rules apply for other qubits and can be extended
to larger number of qubits as well. Having the CCNOT
(or Toffoli) as the native gate (Fig. 8(b)) in this archi-
tecture, one can realize the Fredkin gate40 using three
CCNOT gates (Fig. 8(d)). Similarly other gates like the
two-qubit CNOT (Fig. 8(c)) and the two-qubit SWAP
gate (Fig. 8(e)) can be constructed from the elementary
CCNOT gates.
Although the all-to-all coupling makes the CN−1NOT
gate very simple, single qubit rotations become less triv-
ial, requiring application of pulses at all possible values
of transition frequency for that qubit. In general, an
N -qubit system will need pulses at 2N−1 different fre-
quencies for single-qubit gates, at 2N−2 frequencies for
two-qubit gates, and so on. In principle it is possible to
apply all these pulses simultaneously to implement a fast
gate, but the process of generating and calibrating such
pulses might become cumbersome beyond N = 3. This
technique of applying multi-frequency pulses is similar
to an NMR technique41, where a single broadband pulse
covering all the frequencies is applied.
Another unique feature of such longitudinally-coupled
multi-qubit system is the ability to implement error free
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Native gates: twelve controlled-controlled rotations
Generalized CCNOT gates with R( ) and 90o phase cancellation
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CNOTBC independent of A (d)   Fredkin gate with A as control (e)   SWAPBC independent of A(c)
FIG. 8. (a) Arbitrary rotations on each of the twelve transitions of the trimon. Applying them in sets of four as shown
implements single qubit rotations on a particular qubit. (b) The generalized CCNOT gates correspond to a pi-pulse on a
particular transition followed by a phase adjustment as discussed in section IV C. Examples of the decomposition of the (c)
two-qubit CNOT, (d) Fredkin and (e) SWAP gates into the elementary gates available in the trimon.
controlled-phase gates. Let us discuss the procedure for
realizing a controlled-controlled-Z (CCZ) gate for the
case of a trimon. The conventional CCZ gate can be
represented by
CCZ =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 −1

(26)
which flips the sign of the |111〉 state. This sign flipping
can be done by simply shifting the phases of all sub-
sequent pulses (at frequencies ωAB1C1, ωBC1A1, ωCA1B1)
that connects |111〉 to other states by 180◦. Similarly,
a generalized CCZ gate which flips the sign of an ar-
bitrary component |ABC〉 can be achieved by shifting
the phases of pulses at the three relevant transition fre-
quencies that are allowed from that particular level (see
Fig. 6). Since this implementation does not involve appli-
cation of a real pulse, and the microwave drive phases can
be changed with high accuracy in software, the CCZ gates
are calibration error free and take no time to execute42.
Two-qubit controlled-Z and single qubit Z gate then be-
come combination of two and four CCZ gates respec-
tively. This idea can be easily extended to impose ar-
TABLE II. Phase shifts required on various pulses to imple-
ment a CCθ gate on different basis components.
CCθ on Modify A Shift Modify B Shift Modify C Shift
|000〉 ωAB0C0 +θ ωBC0A0 +θ ωCA0B0 +θ
|001〉 ωAB0C1 +θ ωBC1A0 +θ ωCA0B0 −θ
|010〉 ωAB1C0 +θ ωBC0A0 −θ ωCA0B1 +θ
|011〉 ωAB1C1 +θ ωBC1A0 −θ ωCA0B1 −θ
|100〉 ωAB0C0 −θ ωBC0A1 +θ ωCA1B0 +θ
|101〉 ωAB0C1 −θ ωBC1A1 +θ ωCA1B0 −θ
|110〉 ωAB1C0 −θ ωBC0A1 −θ ωCA1B1 +θ
|111〉 ωAB1C1 −θ ωBC1A1 −θ ωCA1B1 −θ
bitrary conditional-phase by an amount θ, namely CCθ
gate on any of the three-qubit components and also to
larger number of longitudinally coupled qubits. Phase
shifts required for realizing a CCθ gate on different ba-
sis components are tabulated in Table II. Access to both
generalized CCZ and CCθ gates allow significantly sim-
pler realization of many quantum oracles.
D. State Tomography
Performing tomography of an arbitrary N -qubit state
requires measurement along 2N basis directions. Com-
monly used multi-qubit architectures utilizing transverse
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FIG. 9. An example of single shot measurement histograms
expected in a joint dispersive readout scheme for the eight
basis states of a typical trimon device. Histograms for states
|000〉 and |111〉 are quite distinguishable while those for the
rest have large overlaps. Consequently, one can draw two de-
marcation lines to measure states |000〉 and |111〉 with high
confidence and any outcome within the demarcation lines can
be discarded. Then, two pi pulses at frequencies ωCA0B0 and
ωCA1B1 (CCNOT gates) are applied to exchange population
between pairs |000〉 ↔ |001〉 and |110〉 ↔ |111〉 for measure-
ment along |001〉 and |110〉 as shown by the brown arrows.
Next, other appropriate CCNOT gates are applied for mea-
surement along all basis states.
coupling have readout resonators associated with every
qubit14–17 providing the ability to measure individual
qubits independently. Typical schemes used in those sys-
tems enable measurement along σz direction only and
pre-rotations about x and y-axes are performed to mea-
sure along the other two orthogonal directions. Then,
information from individual qubit measurements is used
to compute the density matrix of the full system. On
the contrary, in our system, all the qubits are (directly
or indirectly) coupled to the same cavity resonator and
are measured using joint dispersive readout43–45, which
projects the system to one of the 2N energy eigenstates.
Representative histograms for all the basis states of a
typical trimon measured using joint readout technique43
and Josephson parametric amplifiers (JPA)46, are shown
in Fig. 9. The overlaps between some basis states ap-
pear because dispersive shifts of the three qubits are quite
similar. These overlaps make some of the distributions
indistinguishable from each other (e.g., histograms for
|001〉 and |010〉 are highly overlapping in Fig. 9). How-
ever, this problem can be easily overcome by noting that
states |000〉 and |111〉 have extremely small overlap with
the rest and can be measured with high confidence. Then
one can draw two demarcation lines (gray lines in Fig. 9)
to separate states |000〉 and |111〉 from the rest, and
discard any outcomes which fall between the two lines.
Thus, in the first measurement, one finds projections
along |000〉 and |111〉. Then to find projections along
|001〉 and |110〉 two CCNOT gates are applied at frequen-
cies ωCA0B0 and ωCA1B1 to exchange population between
pairs |000〉 ↔ |001〉 and |110〉 ↔ |111〉. In the next it-
eration two more CCNOT gates are applied to perform
measurements along |010〉 and |101〉 and so on. In the
case of a trimon one needs four rounds of measurements
to find projections of all three-qubits along σz direction.
Then this whole process has to be repeated with all com-
binations of pre-rotations of individual qubits along x or
y-axes to find all necessary projections to reconstruct the
density matrix. This technique can be extended to sys-
tems with larger number of qubits and truncated to per-
form tomography of a smaller subspace of the full Hilbert
space21.
Measurement errors in this technique will have a con-
tribution from overlap of population distributions on ei-
ther side of the demarcation lines shown in Fig. 9. This in
turn depends on usual cQED readout parameters21 like
dispersive shifts, measurement power, integration times
and system noise temperature of the amplification chain.
Any error in the implementation of the CCNOT gates
(usually small; see section IV F) in the various steps of
state tomography will further add to the overall measure-
ment error.
E. Device Parameter Optimization
We now discuss how to optimize the device param-
eters for a trimon to enable efficient three qubit oper-
ation. This involves finding the Josephson energies of
the four junctions and all the inter-node capacitors and
translate that to a real device design. As mentioned in
Section IV B, the main optimization is to ensure that all
the twelve transitions in the computational subspace are
spectroscopically distinct so that each transition can be
separately addressed and with sufficient speed. In ad-
dition, these transitions should also be spectroscopically
distinct from |1〉 → |2〉 transition for each mode to pre-
vent leakage out of the computational subspace. This im-
plies that the self-Kerr (JA, JB , JC) and the cross-Kerr
(JAB , JBC , JCA) shifts should all be sufficiently distinct
from each other. Another constraint we impose is that all
transitions should lie roughly in the 4− 6 GHz range so
that they are sufficiently detuned from our measurement
cavity (∼ 7.3 GHz) to suppress Purcell decay.
We first developed a numerical code which outputs all
trimon parameters given the junction and capacitor val-
ues. To find a device with optimal parameters we start
with a target level spacing based on the constraints dis-
cussed above and run a minimization routine to arrive at
the appropriate junction energies and capacitances that
provides the level spacings closest to the target values.
One can choose whether to introduce asymmetry in the
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TABLE III. A set of design parameters (Josephson energies and capacitances) and corresponding device parameters (frequencies,
anharmonicites, inter-qubit coupling strengths, qubit-cavity coupling strengths and dispersive shifts) for optimal performance.
EJ (GHz) C (fF) C (fF) Freq. (GHz) α (GHz) Coupling (MHz) g
′ (MHz) χ (MHz)
EJ12 8.794 C12 34.0 C11 0.01 fA 5.244 αA −0.120 JAB 81 g′A 69 χA 0.131
EJ23 8.712 C23 34.0 C22 0.02 fB 4.773 αB −0.114 JBC 99 g′B 13 χB 0.089
EJ34 8.042 C34 34.0 C33 0.01 fC 6.059 αC −0.151 JCA 117 g′C 5 χC 0.123
EJ41 7.143 C41 34.0 C44 0.02
C13 11.2
C24 19.1
junctions, capacitors or both in the optimization pro-
cess. The qubit-cavity coupling and dispersive shifts are
calculated by using gA ∼ 70 MHz which is typical for
transmons in circuit QED geometry. The process is it-
erated with minor adjustments to the average Josephson
energy which scales all mode frequencies, till all transi-
tions are separated by about 30 MHz or higher and dis-
persive shifts for each mode are large enough to achieve
measurement histogram separation (Section IV D). The
introduction of asymmetry in the structure also provides
finite coupling of all three modes to the cavity which en-
ables exciting all modes with reasonable microwave power
and avoids complications due to ac Stark shifts of the
modes due to the global microwave drive.
Once the device parameters are obtained, a finite el-
ement simulation is performed to find the 3D capacitor
geometry that would give rise to the required capacitance
matrix. The Josephson energies are converted to junc-
tion areas from fabrication calibrations. In Table III we
provide one such design and predicted parameters where
asymmetry is allowed only in the Josephson junctions.
This design provides frequency separation larger than 35
MHz between any pairs (including |1〉 → |2〉 transitions).
The native gate operations in this device are the
controlled-controlled-rotations. Implementing and cali-
brating these rotations is identical to calibrating single
qubit gates in a standard qubit. The fidelity of these
gates is then predominantly determined by the decoher-
ence time and the gate speed. Just like in a standard
transmon qubit, the gate speed is then restricted by how
short a pulse one can generate without exciting neighbor-
ing transitions. As demonstrated earlier21, gate fidelity
of ∼ 0.99 is achievable and can be further improved by
optimizing pulse shapes and level spacing. Single and
two qubit gates are composed of several such elementary
gates and the overall fidelity will just depend on the total
number of elementary gates used in a particular opera-
tion. Further, the multiple transitions to be addressed
for two-qubit and single qubit gates can be achieved by a
multi-frequency pulse which can further improve fidelity
by reducing gate time. The only caveat is that none of
the transitions should involve a common level.
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FIG. 10. Fidelity of the Bell state (|000〉 + |110〉)/√2 as a
function of pi-pulse length used for state preparation. The
pi/2-pulses have lengths half of that of the pi-pulses. The
black curve represents simulations in the absence of any de-
coherence, relaxation error is introduced for the red curve and
the blue curve shows fidelities when relaxation is present in
both state preparation and tomography pulses.
F. Numerical estimation of state/gate fidelity
In order to estimate the performance of our device,
we performed numerical simulations using the QuTiP
open-source software47,48. We simulated the Hamilto-
nian given by Eq. (10) (neglecting the three-body term)
for a trimon system considering up to three levels of each
mode to include the effect of leakage out of the compu-
tational subspace. We used square-envelop pulses and
varied the length of the pi pulses (kept same for all the
twelve transitions for a particular numerical experiment)
by adjusting the drive amplitudes. The pi/2-pulse length
is then just half of that value. The fidelity of the Bell
state (|000〉 + |110〉)/√2 as a function of pulse length
is shown in Fig. 10 (black curve) where the tomogra-
phy is performed by following the protocol discussed in
section IV D without considering any decoherence and
measurement error. We used the standard definition of
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fidelity F = Tr [√√ρidρMLE√ρid], where ρid is the ideal
density matrix and ρMLE corresponds to the density ma-
trix obtained from maximum likelihood estimation49,50.
The reduced fidelity for shorter pulses is a result of in-
formation leakage, while use of longer pulses (having re-
duced bandwidth) does not improve the fidelity signifi-
cantly. In order to mimic the performance of a realistic
device, we introduced relaxations with T1 values of 50 µs,
40 µs and 30 µs respectively for qubits A, B and C. We
first included the effect of relaxation in the state prepara-
tion step only to determine the intrinsic fidelity and the
results are depicted in Fig. 10 (red curve). The fidelity
slowly decreases with longer pulses. The blue curve rep-
resents the same result when decoherence is also included
in the tomography and shows much faster fall of fidelity
with increasing pulse lengths as the tomography involves
application of a large number of pulses.
From Fig. 10, we conclude 200 ns to be the optimal
length for the pi-pulses and simulated single transition
randomized benchmarking51 (RB) to determine the av-
erage fidelities of the CCR gates (gates that apply pi
and pi/2 rotations). Note that each RB simulation es-
sentially involves performing Rabi rotations between the
two energy eigenstates connected by the particular tran-
sition being addressed and thus is expected to be of very
high fidelity. As examples, the average gate fidelities for
qubit A were found to be 0.998(2), 0.995(3), 0.996(3) and
0.993(2) for the transitions at ωAB0C0, ωAB0C1, ωAB1C0
and ωAB1C1 respectively. As a measure of the perfor-
mance of the trimon device, we prepared various three-
qubit states with high fidelities as shown in Table IV. The
fidelities can further be improved by using shorter pulses
with appropriate pulse shaping52. As mentioned earlier,
the fidelity for single and two-qubit gates which involve
multiple transitions can be calculated by appropriately
combining the individual transition fidelities. These can
be further improved by using multi-frequency pulses as
explained earlier. Clearly, the estimated performance of
the trimon makes it an excellent candidate for being used
as a high-fidelity three-qubit building block for a larger
multi-qubit system.
G. Coupling multiple trimons
In order to build a processor with larger number of
qubits, we can adapt the architecture for coupling differ-
ent transmons15,16,19 where multiple trimon blocks hav-
ing their own readout resonators are coupled to each
other via bus resonators. One can also use a common
bus resonator as shown in Fig. 11 and used to demon-
strate the resonator-induced phase (RIP) gate in a multi-
qubit 3D cQED system20. The intra-trimon gates would
be realized by applying microwave pulses through indi-
vidual readout cavities while gates between different tri-
mons could be implemented by adapting well-established
techniques like cross-resonance53. Note that only one
of the trimon modes is to be coupled to the bus res-
TABLE IV. Simulated fidelities F of various important three-
qubit states. pi-pulse lengths of 200 ns were used for all tran-
sitions. The second column shows intrinsic fidelities where
decoherence is considered only in the preparation pulses. The
third column displays the same with decoherence introduced
in the tomographic pulses as well.
State
F with decoherence in
Prep. only Prep. & tomography
|000〉+ |110〉√
2
0.9977 0.9798
|000〉+ |011〉√
2
0.9962 0.9777
|000〉+ |101〉√
2
0.9963 0.9754
|000〉+ |111〉√
2
0.9938 0.9695
|001〉+ |010〉+ |100〉√
3
0.9949 0.9737
|011〉+ |110〉+ |101〉√
3
0.9839 0.9653
(|0〉+ |1〉)⊗3
2
√
2
0.9876 0.9699
Bus cavity
Readout cavityReadout cavity
Readout cavityReadout cavity
FIG. 11. A possible design for scaling up to a 12-qubit pro-
cessor in 3D architecture using four trimons. Each trimon has
its own readout cavity while a common bus-cavity provides
coupling between them.
onator as any uncoupled mode (to the bus) can always be
swapped with the coupled one. One can also implement
a frequency-multiplexed readout scheme54 for perform-
ing simultaneous measurement of the individual cavities
where a broadband parametric amplifier55–58 will prove
to be useful in minimizing the resources.
V. OTHER MULTIMON GEOMETRIES
The technique described in section II is completely gen-
eral and can be applied to any device geometry, charac-
terized by different inductive energy and capacitance ma-
trices, provided one remains in the weakly anharmonic
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FIG. 12. Schematic of multimon devices in (a) open ring,
and (b) linear chain configuration in the 3D geometry (not
to scale). Open ring design is achieved by splitting one of
the capacitors of a ring multimon to eliminate the flux degree
of freedom. This splitting introduces an extra low frequency
mode with small anharmonicity and can be ignored by leaving
it in its ground state. A linear chain is topologically equiva-
lent to the open ring but with a different capacitance matrix
and usually leads to larger anharmonicities and inter-qubit
coupling.
oscillator limit. In this section we mention a few other
prospective designs. The first one is the open ring mul-
timon device, which can be built by simply splitting one
of the capacitor pads as shown in Fig. 12(a) (in 3D ge-
ometry). This leads to a new mode whose frequency and
anharmonicity can be made small by using a large ca-
pacitance between the split node. This almost linear low
frequency mode can be ignored during experiments by
leaving it in its ground state.
Another promising design is the linear chain
(Fig. 12(b)) which can be obtained by unwrapping the
split ring design. Now for N qubit modes, we need only
N Josephson junctions. The modes of a linear chain
are in general non-degenerate and only become degener-
ate in the case of zero capacitance between non-nearest
nodes with identical junctions and nearest-neighbor ca-
pacitances. In general, this geometry provides larger an-
harmonicity and coupling strengths as compared to ring
geometry. A general property of designs with no loop is
that multi-body transverse coupling terms (Φ˜µΦ˜ν · · · Φ˜ζ)
are never present in the system.
VI. CONCLUSIONS
In this article, we introduced the concept of using
multi-mode superconducting circuits to construct a sys-
tem of multiple, strongly coupled transmon-like qubits,
nicknamed “multimon”. We described a general method
to analyze such circuits and showed that it leads to lon-
gitudinal coupling between each pair of qubits. We pre-
sented a detailed analysis and discussed properties of the
“ring” type multimon devices where the Josephson junc-
tions are incorporated in a single loop structure. We then
focused on the three-qubit version called the trimon and
discussed how to extract and optimize all relevant param-
eters, perform gate operations, and implement quantum
state tomography to build a practical three-qubit quan-
tum processor. An essential feature of the trimon is the
single-pulse universal CCNOT gate which can be imple-
mented with high fidelity. Further, access to error-free
generalized CCZ gates can help in simpler realization of
many quantum algorithms. While multimon devices re-
alizing more than three qubits can offer excellent inter-
qubit connectivity, it might be impractical to generate
the control pulses and perform joint dispersive readout
to be of use as an efficient quantum processor. We en-
visage the construction of larger processors using sev-
eral trimon blocks coupled via a common bus resonator,
and adapting cross-resonance53 and resonance-induced-
phase20 gates to implement inter-trimon quantum oper-
ations. The all-to-all longitudinal coupling in multimons
might find applications in quantum annealing as well35.
Further, the protected modes of the trimon can also be
used as an effective single qubit which can be optimized
for strong measurability without sacrificing coherence28.
Finally, the dissimilar coupling of the three modes of the
trimon to its environment21 (cavity, qubit or bath) can
be exploited to implement switchable coupling schemes
with all-microwave control.
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Appendix A: Dispersive shifts
In the most general case, each of the three qubits of
a trimon will have both direct and indirect coupling.
The resulting dispersive shifts of the seven eigenstates
are given by,
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with
∆A0 = ωA − 2JA − 2JAB − 2JCA − ωr, (A2a)
∆B0 = ωB − 2JB − 2JBC − 2JAB − ωr, (A2b)
∆C0 = ωC − 2JC − 2JCA − 2JBC − ωr. (A2c)
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