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Abstract
Integrated analysis of spatial and temporal domains are considered to overcome some of the challenging computer vision problems
such as ‘Dynamic Scene Understanding’ and ‘Action Recognition’. In visual tracking, ‘Spatiotemporal Oriented Energy’ (SOE)
features are successfully applied to locate the object in cluttered scenes under varying illumination. In contrast to previous studies,
this paper introduces SOE features for occlusion modeling and novelty detection in tracking. To this end, we propose a Bayesian
state machine that exploits SOE information to analyze occlusion and identify the target status in the course of tracking. The
proposed approach can be seamlessly merged with a generic tracking system to prevent template corruption (for example when the
target is occluded). Comparative evaluations show that the proposed approach could significantly improve the performance of a
generic tracking system in challenging occlusion situations.
Keywords: Occlusion modeling, Novelty detection in tracking, Spatiotemporal oriented energy, Image motion analysis, Video
surveillance
1. Introduction
This paper introduces a framework to exploit motion dynamics of non-rigid human targets for the purpose of
novelty detection and occlusion modeling. Although an extensive amount of research has been dedicated to overcome
the well-known challenges of visual tracking such as illumination changes [1], comparatively little attention has been
paid to robust schemes for template updating. Template corruption is the Achilles’ heel in almost any tracking system
and our motivation in this paper is to address this under-researched area, especially for video surveillance technology.
Since their initial introduction by Fahle and Poggio [2], Adelson and Bergen [3] and Heeger [4], integrated analysis
of videos in spatial and temporal domains is the de facto standard in various computer vision applications. The
SOE feature set is an integrated and modern framework, proposed for analysis of dynamic patterns based on their
constituent space-time orientation structure in the video. This framework has been successfully applied in various
computer vision applications such as ‘Dynamic Texture Recognition and Scene Understanding’, ‘Action Recognition’
and ‘Visual Tracking’, to name a few [5–11].
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As for visual tracking (which is our primary concern in this paper), modeling moving objects by SOE features
was first explored by Cannons et al. [10–12]1. Though SOE trackers have been shown to yield good performance in
certain realistic situations [10–12], their intrinsic limitations may prove a hindrance in some others.
One example is the tailing effect in SOE features, which is an intrinsic consequence of temporal filtering. Basically
the presence of the moving target in various locations of n successive frames, appears as an energy tail in the SOE
features. This makes the blobs of spatiotemporal energies look larger than the actual target size. Therefore, the target
bounding box oscillates around the moving target over time, even for normal and non-occluded situations, which
could lead to incorrect or unstable target localization (cf. experimental results of the surveillance video in [10, 13]).
Obviously, larger intra-frame target movements produce longer energy tails and higher inaccuracies in localization.
Another problem appears in scenarios where multiple targets move together in the same direction. In such situa-
tions the targets’ energy blobs may be confused with each other and cause tracking errors. This is mainly according to
the similar motion dynamics of the moving targets and the tailing effect of the SOE features. Moreover, if the motion
direction of the targets rapidly changes in the video, their SOE based template will be invalid afterwards, due to the
slow nature of the updating scheme in [10] and the fast evolution of motion dynamics.
Unlike previous studies that utilize SOE features as fundamental tracking cues, in this paper we propose a frame-
work based on SOE information for occlusion modeling and detection of tracking novelties2. The proposed method
makes the template updating mechanism more reliable and prevents template corruption in novelty situations, which
leads to significant performance improvement in tracking under challenging occlusion situations. In addition, we
propose a Bayesian state machine that enables us to achieve two goals simultaneously. Firstly, it distinguishes non-
occluded parts of the target and hence tracking can be done using the non-occluded target pixels. Secondly, it discrim-
inates between the ‘Partial Occlusion’ and ‘Full Occlusion’ states of the target. We will see that in ‘Full Occlusion’ a
different strategy for tracking should be used. It is worth mentioning that our proposed framework can be seamlessly
fused with various tracking schemes, as a means to protect the target template or the bag of templates.
Contribution
The proposed occlusion detection system is designed for non-rigid human targets and works based on motion
dynamics of the targets distinguished through the ‘Spatio-temporal Oriented Energies’. Our contributions in this
paper are five-folds:
(i) We propose to utilize SOE features in a ‘Bayesian model’ to determine state of the target in the course of
tracking and discriminate between various types of occlusion, namely ‘Partial’ and ‘Full’ occlusion. This is extremely
helpful in tracking crowds, since short term occlusions frequently happen in such video surveillance scenarios.
(ii) The tracking strategy in ‘Full Occlusion’ situation is temporarily changed to a ‘tracking by prediction’ method,
due to invisibility of the target. Meanwhile the system explores for the SOE based energy blob of the disappeared
target in the probable areas.
(iii) A “Novelty Detection” method is suggested based on the established ‘Bayesian model’ which prevents tem-
plate corruption in occlusions and drift situations through an adaptive template update mechanism.
(iv)An occlusion model is also proposed to generate a mask and determine the non-occluded target pixels in occlu-
sion situation. This approach enhances the tracking performance in novelty situations, while avoiding the inaccuracies
caused by the confusion of similar SOE blobs in SOE trackers.
(v) The proposed framework is extensively evaluated on several publicly available surveillance datasets in short-
term/long-term occlusions. We also compared our proposal against other state of the art trackers, to demonstrate the
attained gain for video surveillance applications.
To the best of our knowledge this is the first work that utilises SOE features for the purpose of occlusion analysis.
An early version of this study appeared previously [14]. In the current paper, occlusion reasoning is performed within
a solid mathematical framework with fewer tuning parameters. Furthermore the system is evaluated against more
experimental scenarios from various publicly available datasets to demonstrate the efficacy of the framework.
1In this paper, we refer to this category of visual tracking systems as SOE trackers for simplicity.
2Novelty in this work is considered as partial occlusion events when the occluding objects have different motion dynamics (cf. §4.3.2).
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2. Related Work
Handling occlusion in modern visual tracking is not overlooked by any means but the theme adopted in many
studies is not a dedicated approach. Generally speaking, occlusion can be handled implicitly or explicitly in a tracker.
In implicit solutions, the tracker mostly relies on a discriminative template and usually is able to handle short term
partial occlusions [15–27]. On the contrary, in explicit solutions a dedicated mechanism is foreseen to handle and
guide tracker during severe occlusion [28–31]. In the following text, we briefly overview some examples from each
category.
Ross et al. suggested an incremental visual tracker (IVT) that incrementally updates a low-dimensional subspace
representation of the target [15]. This is achieved by utilizing an incremental principal component analysis (PCA)
algorithm to adapt the holistic appearance model to lighting and pose variations in the course of tracking. Partial
occlusions can be considered to some extent in IVT, by involving a forgetting factor which reduces the effect of new
data in constructing the low-dimensional subspace. The larger the forgetting factor, the lower is the sensitivity to short-
term occlusions. Hence the system preserves the non-occluded representation for a short period of time. Babenko
and Yang [17] proposed to generate a bag of templates from blocks around the current estimation of target and
multiple instance learning framework for object tracking (MIL-Track). MIL-Track shows robustness against various
appearance changes and partial occlusions to some extent. This is due to capturing multiple positive instances around
the target which slightly incorporates the target background in the appearance model. Consequently the surrounding
blocks can guide the tracker during the short-term occlusions. Such approaches could result in decent performance
for short-term occlusions, but obviously fails in more challenging long-term and heavy occlusions.
A few recent studies adopted sparse representation for visual tracking, where the target appearance is modeled
sparsely through a set of templates [20–27]. In these so-called !1 trackers such as proposed in [20], noise and corrup-
tion, occlusion and changes in background are directly addressed by means of the positive/negative trivial templates
and the !1 minimization formulation. After all, occlusion is modeled at pixel level in the !1 tracker and though it might
be handled to some extent (as a result of sparse formulation) a dedicated mechanism for detecting occlusions was not
foreseen. Hence, the tracker could still suffer from long-term occlusions, which could introduce occluded templates to
the tracker and cause drifting. A ‘Structural Local Sparse Appearance Model’ is introduced in [22] which exploits the
strength of both sparse representation (!1 tracker) and the incremental subspace learning (IVT tracker). The so-called
IVT-!1 tracker adapts its positive/negative templates to the changes in target’s appearance with an incremental updat-
ing strategy. To this end, a linear combination of the PCA basis vectors and the !1 templates are utilized for modeling
the estimated target. To avoid contaminating the target model with occluded frames, the template set is updated by
reconstructed target images using only the PCA basis vectors rather than the raw estimated target. Consequently the
IVT-!1 tracker can handle partial occlusion by reducing the template contamination.
To achieve robustness against partial occlusion, some approaches divide the target (and the background in some
cases) into multiple fragments and model each fragment separately in the joint feature-spatial space [18, 19]. One
could expect a level of robustness against occlusion by tracking the fragments separately instead of the whole target.
Nevertheless, similar to !1 tracker the aforementioned methods do not exploit a dedicated machinery for detecting
occlusion. In this text methods such as !1 tracker which show some level of robustness to occlusion without ben-
efiting from a dedicated and explicit mechanism are dubbed implicit approaches. The common problem among all
of the tracking schemes incorporating implicit approaches for handling occlusion, is that the appearance models are
vulnerable to be contaminated during long-term occlusions due to their blind update strategies. Hence the tracker is
susceptible to failures or drifts when a heavily occluded target is introduced into the template set.
Recently, a few general frameworks for explicit occlusion modeling have been introduced [28–31]. The ‘Bounded
Particle Resampling’ BPR-!1 tracker [28] detects occlusion by analyzing the sparse coefficients obtained from the
!1 minimization problem. The sparse coefficients inherently contain rich information about image corruptions and
occlusion and can be used to build a binary occlusion map. The small areas and holes in the binary map are removed
by morphological operations. The occlusion is then detected by measuring the largest connected component in the
occlusion map. In [31] an improved real-time version of the BPR-!1 tracker is proposed based on the accelerated
proximal gradient (APG) approach for solving the !1 minimization problem. The occlusion detection mechanism in
APG-!1 is similar to BPR-!1, while it’s tracking accuracy is improved to some extent.
In [29] an occlusion detection technique is proposed through applying a classifier based on observation likelihoods
of the target regular grid cells. In [30] a discriminative appearance model based on superpixels is utilized for tracking
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and a target-background confidence map is used for computing a maximum a posterior estimate of target location.
The target confidence of the MAP estimate is then used as a clue to detect heavy or full occlusions, which in turn
helps maintaining the target information in long-duration occlusions. The proposed framework in this paper, analyzes
the targets’ motion dynamics based on SOE features for the purpose of occlusion modeling and novelty detection. We
start by introducing the ‘Spatiotemporal Oriented Energies’.
3. Theoretical Background
In this section we briefly review the basics of SOE filters. This serves as foundation for future development in
the paper, since the motion model defined for each target is derived from a decomposition of the video stream to
spatiotemporal oriented energy planes.
3.1. Spatiotemporal Oriented Energies
Decomposition of a video sequence into space-time oriented energy planes is performed by filtering the video
sequence with a set of 3D band-pass filters in various space-time orientations and combining the resulting energy
channels within a specific model. In this work, we will make use of the second derivative of 3D Gaussian filters
G2(θ) and their Hilbert transforms H2(θ) for space-time filtering of videos where θ specifies the 3D direction of the
filter axis of symmetry. The quadrature pair filters (G2,H2) are broadly tuneable, separable and steerable filters, as
the functions G2(θ) and H2(θ) along any orientation θ can be synthesized by taking a linear combination of a small
set of basis functions [32, 33]. Let I(x, y, t) be the intensity of a point (x, y) at time t. Given θ, a measure of oriented
spatio-temporal energy is obtained using:
Eθ (x) =
[
G2(#θ) ∗ I(x, y, t)
]2
+
[
H2(#θ) ∗ I(x, y, t)
]2
, (1)
where ∗ denotes the convolution operator.
An efficient way of calculating Eqn. (1) for various space-time orientations is to first convolve the input sequence
by a set of basis functions ofG2 and H2. Then the filtered response along the orientation θ, i.e., Eθ can be obtained by
a linear combination of the filtered basis images, where the coefficients of this linear combination are functions of the
space-time orientation θ [33].
A 3D band-pass filter does not respond to space-time patterns oriented along its axis of symmetry. Instead it is
most responsive to all space-time patterns orthogonal to the 3D filter orientation [34]. In other words, the frequency
response of a single oriented space-time pattern, such as a rigid moving object, manifests itself in a plane perpendicular
to the motion direction. In order to span the frequency plane of the specific space-time orientations and spatiotemporal
patterns, a set of at least (N + 1) Gaussian derivative filters of order N are required [32]. Hence a marginalization
process is performed by summation over the set of SOE measurements Eθi , to estimate the dynamic energy along the
motion direction regardless of the local spatial structure [5]:
E˜n(x) =
N∑
i=0
Eθi (x) , (2)
where θi represents the (N +1) equally spaced orientations orthogonal to motion direction n and each Eθi is calculated
via the oriented energy filtering in Eqn. (1). For a plane with a unit normal vector #n, the set of (N + 1) unit-length and
equally spaced inplane vectors are given as:
#θi = cos
( pii
N + 1
)
θa(#n) + sin
( pii
N + 1
)
θb(#n) (3)
∀ i ∈ [0,N] , θa(#n) = #n× ex∥∥∥#n× ex∥∥∥ and θb(#n) = #n× θa(#n) ,
where ex is the unit vector along the x axis. If ux and uy denote the velocities along x and y axis, #n (the space-time
motion direction) is obtained as #n = (ux, uy, 1)/‖(ux, uy, 1)‖.
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In this work, we utilize (N + 1) = 3 equally spaced 3D oriented filters to measure space-time single orientation
pattern or motion direction. The response of 3D oriented filters are combined into five space-time orientations, namely,
leftward L = (−1, 0, 1)/√2, rightward R = (1, 0, 1)/√2, upward U = (0,−1, 1)/√2, downward D = (0, 1, 1)/√2, and
the static/no motion channel S = (0, 0, 1) along the time axis. The resulting energy measurements are dependent on
local intensity contrast, while in our application just the relative contributions of space-time orientations are important.
Therefore, a pixel-wise normalization of the energy measures is performed in the final step as follows:
Eni (x) =
E˜ni (x)
ε +
∑Γ
j=1 E˜nj (x)
, (4)
where Γ is the number of applied space-time orientations (Γ = 5) and ε is a noise floor constant to avoid instabilities
at points with small overall energy. Besides the aforementioned features, we need a notion of lack of structure (O) in
this work. Eqn. (5) represents such a notion in video regions with insufficient information for estimating the flow:
EO(x) =
ε
ε +
∑Γ
j=1 E˜nj (x)
. (5)
A significant amount of energy in EO channel shows that the pixel neighborhood is devoid of sufficient structure
to determine its motion dynamics. This implies that the value of dynamic energy channels Eni are not reliable for a
voxel when EO attains a high value. The features Eni along the five spatiotemporal orientations and the unstructured
channel provide a space-time description of the pixels’ dynamics. We note that from Eqn. (4) and Eqn. (5):∑
ni
Eni = 1 , ni ∈ {S ,R, L,U,D,O} . (6)
The extracted features are called ‘Marginalised SOE’ in the literature [5, 35] or ‘MSOE’ for short.
4. Proposed Approach
We start this section by providing a high-level description of the components of our proposed tracking system,
followed by a detailed explanation for each and every one of them. A conceptual diagram of our proposed tracking
system is shown in Fig. 1.
The tracker module exploits the pixel intensities to calculate an average inter-frame motion vector for the whole
target. Therefore, the motion of non-rigid target is modeled by one motion vector. The target of interest is described
by two separate models, indicated by “Appearance” and “Motion Dynamics”. The appearance model is employed by
the pixel tracker for calculating the target motion vector. The motion model is exploited to estimate the dynamic status
of the target as well as the novelty situation. The motion model is also utilized for calculating an “Occlusion Mask”
which determines parts of the target window that most probably belong to the target of interest in novelty situation.
The “Novelty Detection” module prevents template updating in occlusions and novelties and serves as a mean to
avoid template corruption and mitigate the drift problem. The “State-Machine” module estimates the state of the target
in the course of tracking, to change the tracking strategy in occlusion situations. When the target is fully occluded
and invisible, the system temporarily predicts the target location according to its most recent motion dynamics. The
target models are adaptively updated in the course of tracking, while protected against corruption and non-desirable
changes by means of the ‘Novelty Detector’.
4.1. Tracker
In this work, we employ a customized version of the generic intensity based pixel tracker [36]. More specifically,
let M ∈ {0, 1}w×h be a binary matrix of size w × h representing the occlusion mask (later will be defined) of the target
Tw×h. Moreover, let u(x, y; a) be the flow model of the target parametrized by the vector a. Then the tracking problem
is cast as a minimization problem to estimate an average motion for the whole target as follows:
argmin
a
E(a) =
∑
x,y∈T M(x, y) · ρ
((∇I(x, y))Tu(x, y; a) + ∂I(x, y, t)
∂t
,σ
)
, (7)
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Figure 1: Block Diagram of Tracking System ; Red lines are Control Signals and Blue lines represent Data
in which ∇I = (∂I(x, y, t)/∂x, ∂I(x, y, t)/∂y)T and ρ : R × R → R+ is an error function with the scaling parameter σ.
In this work we use the Geman-McClure robust estimator as error function (ρ) which not only diminishes the effect
of outliers but also smooths out the effect of articulated object motions inside the target window [36].
ρ(x,σ) =
x2
σ2 + x2
. (8)
The binary occlusion mask M is defined based on relevancy of pixels to the target of interest. Consequently only
highly probable target pixels with closely relevant “Motion Signatures” contribute to the optimization process.
In order to estimate the flow vectors within a closed form solution, the flow field can be modeled as a parametric
function of the image coordinates. Common models of image flow to restrict motion vectors include constant, affine
and quadratic. We will use a constant velocity model throughout this paper. However extension to more complex
parametric models is straightforward [36]. The constant model u(x, y; a) = (a0, a1)T considers a constant average
motion for all of the target pixels.
Optimization over the error function E(a) is performed through a gradient descent procedure, i.e. optimum model
parameters which compose the motion vectors are estimated through a recursive equation:
a(k+1) = a(k) − β∂E(a)
∂a
(9)
Optimization is accomplished in a hierarchical coarse-to-fine framework, to cope with the large target motions.
Further details about the optimization process and parameters can be found in [36].
In “Full Occlusion” which is defined as the temporary disappearance of the object, the tracking strategy is changed
to a short-term ‘tracking by prediction’. In this situation, target location is estimated according to its recent average
velocity. At the same time the tracker searches for the lost target energy blob with a similar ‘Motion Signature’ with
respect to the last valid ‘Motion Signature’ of the lost target. The target is reported as lost, if the energy blob is not
found within a predefined time period.
4.2. Target Motion Model
Normalized energies from Eqn. (4) and Eqn. (5) are used to determine the presence of particular spatiotemporal
oriented structures related to specific motion directions. The coherent motion of target throughout the video frames
corresponds to a single space-time orientation, which results in a dominant response in one component of the spa-
tiotemporal oriented channels [35].
Target motion is modeled based on the extracted MSOE features (ES , ER, EL, EU , ED, EO) of the pixels inside the
target window. According to Eqn. (6), scalar variables of the six-tuple MSOE features are dependent. Furthermore
the pairs of scalar variables (ER, EL) and (EU , ED) are pairwise dependent. In other words, an increase of energy in
6
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one channel corresponds to a decrease of energy in the opposite channel, due to the single motion of pixels at a time
instant. Hence two new variables are defined which correspond to horizontal and vertical motion dynamics of the
pixels:
EH = (ER − EL) ; EV = (EU − ED) (10)
The triple {ES , EH , EV } is called the “Motion Signature” in this paper. In object tracking, it is realistic to assume
that most of the pixels of moving target demonstrate a coherent motion. This is especially true for rigid objects,
though the outlier pixels such as the included background can cause some incoherencies. For non-rigid targets such
as humans, more incoherencies among pixels might be expected. Nevertheless, it is still a valid assumption that for a
joined moving object, the majority of target pixels behave coherently.
In light of the above discussion, the target MSOE feature variables are interpreted as random variables whose
distributions are estimated and utilized for statistical modeling of the target motion dynamics. Due to the major
concentration of the motion signature variables around a mean which is relevant to the target motion direction, a
Gaussian distribution is considered for modeling. More specifically, the random variables {ES , EH , EV } are separately
modeled by 1D Gaussian functions to construct the compound target motion model:
{ NS (µS ,σS ) ; NH(µH ,σH) ; NV (µV ,σV ) } (11)
where (µi,σi), i ∈ {S ,H,V} are the mean and variance of the motion variables Ei over the target window, respectively.
The variance of the Gaussian models are related to the nonrigidity level of the targets.
4.3. Target Status Determination
The various states of the target which can be segregated in the course of tracking include the non-occluded states
‘Moving’ and ‘Stationary’, as well as ‘Partial’ and ‘Full’ occlusions. In order to determine the target states, the
system needs to evaluate the target status probabilities in non-occluded situations, while detecting the occlusion events
simultaneously. This is performed as elaborated in the following sections.
4.3.1. Status Probabilities
In non-occluded situations where the target of interest is completely visible, the mean of the Gaussian motion
models represent the status of the target. Referring to Eqn. (4) and Eqn. (6), the Γ channel of normalised MSOE
features Eni are in the range (0, 1) and dependently fluctuate around (1/Γ). Hence the oriented energy channels
approach zero in non-structured regions, while EO grows according to Eqn. (5). Consequently the energies in ES ,
EH and EV are proportional to the status of the target, whether it is static or moving in a particular direction. For
instance a static pixel demonstrates higher energy in ES channel rather than horizontal (EH) or vertical (EV ) energy
channels. Using sigmoid functions, the energy values can be converted to pseudo-probability figures to represent the
target status:
PS =
1
1 + e−β(µS−α)
; Phv =
1
1 + e−β(|µH |−|µV |)
(12)
PH = (1 − PS ) · Phv ; PV = (1 − PS ) · (1 − Phv)
where α is an energy threshold for ‘Static’ energy channel (ES ) to discriminate between ‘Static’ and ‘non-Static’
situations and β represents the slope of the Sigmoid curve in the transition area. The sharper the transition of Sigmoid
curve, the closer is the system to binary decision making. The variable Phv is defined as a transitional compound
probability measure to simplify the declaration of PH and PV . We note that
PS + PH + PV = 1, (13)
which supports the intuition that the target ‘Static’ situation is mutually exclusive with its ‘Horizontal’ or ‘Vertical’
moving status.
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4.3.2. Novelty Detection
Novelty in our problem is defined as partial occlusion events, where the occluding objects demonstrate different
motion dynamics. In such situations where more than one coherent motion is available in the target bounding box, the
assumption for calculating Gaussian models of the target motion in 4.2 are violated. Consequently motion novelties
can be detected by checking the validity of the Gaussian modeling, as in this situation motion random variables can
not be modeled with single Gaussians.
To this end, we propose a straightforward approach to detect novelties. We note that two major motion dynamics
in the target bounding box indicate the occlusion situation and the sample variance of the motion variables are affected
in this case. Accordingly we propose the following metric to detect the novelty:
σNov = PS · σS + PH · σH + PV · σV (14)
We note that the motion novelty may appear in more than one motion variable based on the status of occluding
objects. For example when the target of interest and the occluding object are both moving horizontally, novelty appears
just in the horizontal channel. While in the case that the target is moving diagonally, it obviously exhibits energy in
both horizontal and vertical channels (PH and PV ). Consequently depending on the status of the occluding object,
novelty may appear in both channels. Since the coherent motion of the target is reflected in high energy channels, we
expect to observe novelties mostly in the channels with high energies and probabilities.
In normal (non-occluded) situations, the variance of the Gaussian motion models represent the nonrigidity level
of the target along with the effect of outliers, which varies for different targets and situations. Thus novelty can
be detected only if a good estimate of the expected variance of the target motion model is available. For this pur-
pose a simple model is trained online to adaptively estimate the expected variance of the motion random variables
{RS ,RH ,RV } (which will be described in § 4.5.2). The Ri values are computed during non-occluded states to evaluate
the normal nonrigidity level of the target in three motion channels. This way the difference between the drift of σi in
occlusion and non-occluded situation is coded. Based on the attributes Ri, an adaptive reference level (RTh) is defined
to represent normal nonrigidity of the target:
RTh = PS · RS + PH · RH + PV · RV . (15)
Having RTh as a reference for novelty detection at our disposal, the following figure is utilized to detect novelties:
Novelty = σNov/RTh. (16)
In all our experiments, we have applied a threshold of τNov = 1.5 on the Novelty figure, i.e., if σNov is 50% larger
than RTh, an occlusion is reported. It is worth mentioning that through the proposed approach, change of motion
direction is reflected in the motion models and hence differentiated from novelty situations.
4.3.3. State Machine
In the proposed system, a ‘State Machine’ is designed to estimate state of the target in the course of tracking,
as demonstrated in Figure 2. ‘Moving’ and ‘Stationary’ denote the status of a moving or static target, where it is
completely visible and normally tracked. In ‘FullOcclusion’ the object of interest is temporarily not visible in the
scene. If the object does not reappear within a certain period of time, state is set to ‘Disappear’ and the tracking
process is stopped. In detecting partial occlusions (our focus here), three scenarios are possible based on the motion
models. The three possible partial occlusions, differentiated by the state machine, are named as ‘MovOccMov’,
‘StatOccMov’ and ‘MovOccStat’. In the first and second case, the target of interest is moving while partially occluded
by another moving or stationary object in the scene. In the third case, the target of interest is stationary while partially
occluded by another moving object. The partial occlusion state will be triggered, if any of the three states is fired.
The state machine transitions are controlled by the target ‘Static’ probability PS and Novelty figure calculated through
the equations Eqn. (12) and Eqn. (16). The proposed Novelty figure in Eqn. (16) inherently detects partial occlusion
situations. While the status probability PS introduced in Eqn. (12), provides a measure of the static energy in the
target bounding box. Due to previous target state and the probability PS , the three partial occlusion states can be
discriminated, when Novelty is activated. ‘FullOcclusion’ may only follow a partial occlusion state. This transition
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Figure 2: Tracker State Machine with transition metrics
occurs when the target visible area represented by occlusion mask (cf., § 4.4) is less than a threshold (in all of our
experiments we set the threshold as 20%.).
In the proposed tracker three important mechanisms are controlled according to the target states. Firstly, change of
tracking strategy in ‘FullOcclusion’ state to a short-term tracking by prediction and searching for target energy blob
is achieved. This situation frequently happens in surveillance applications, in which a target of interest disappears
temporarily. Secondly, an adaptive update strategy for target appearance model is deployed according to the target
state. Thirdly, the state machine enables us to accurately capture the dynamics of the target, since only in the ‘Moving’
and ‘Stationary’ states (in which the target is fully visible) the Motion Signatures are attained.
4.4. Occlusion Mask
In the proposed approach to tracking, the target motion model is utilised to generate an ‘Occlusion Mask’ which
identifies the relevant pixels inside the target window for the Gradient-Descent optimizer during the tracking process.
The OcclusionMask improves the performance of tracking, since the effect of outliers is minimized in the optimization
process. This is accomplished by distinguishing and eliminating the irrelevant pixels related to interfering objects in
case of occlusion, as well as removing background stationary pixels in the target window. It also helps to reduce
the effect of general aperture problem by removing the pixels in non-textured areas of the target which are devoid of
sufficient structure3. Hence the proposed method is capabable of discriminating between objects with different motion
dynamics.
For generating the occlusion mask, the motion signature of each pixel inside the target window is evaluated using
the Gaussian functions of the target motion model. Since motion channels with higher average energies represent the
status of target motion, we deem to weight them more in generating the occlusion mask. Hence, a linear combination
of model functions weighted by target status probabilities (PS , PH , PV ) is suggested for computing the occlusion mask
as follows:
3 The aperture problem talks about the ambiguity in the motion of non-textured areas, as their motion can not be determined without considering
the surrounding structures.
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Figure 3: ‘Optimization Masks’ in two states of Pop-Machines video (York dataset [13]) .
Mω(x) = PS ·GS (x) + PH ·GH(x) + PV ·GV (x),
Gi(x) = Ni( Ei(x) | µi,σi ) , i ∈ {S ,H,V}. (17)
The problem is that the motion signature of the target pixels provide valid information only in textured areas of
the target window. According to equations Eqn. (4) and Eqn. (5), the oriented energies in non-structured regions
drop to zero, while EO grows. Thus the mask coefficients as calculated by Eqn. (17) are invalid in non-texture areas.
Hence mask pixels need to satisfy two conditions simultaneously. That is, they should have enough texture and also
be relevant to motion model as depicted below:
P(x ∈ M) = P(Ti ∩ O¯i) = P(O¯i) · P(Ti|O¯i) (18)
The probability P(O¯i) represents the probability that pixel ‘x’ has enough texture and P(Ti|O¯i) exhibits the probability
that pixel ‘x’ belongs to target of interest ( x ∈ Ti ), given it is in a textured area. This probability is Mω as calculated
in Eqn. (17). The probability P(O¯i) may be easily estimated by applying a Sigmoid function to EO to convert it to
probability values. To speed up the computations, we have set a threshold on EO, to produce a binary mask MO¯ for
representing pixels with enough texture:
MO¯(x) = (EO(x) < τo) ,
MR(x) = (Mω(x) > τω),
M(x) = MO¯(x) · MR(x). (19)
Hence by utilizing this mask, only the pixels with highly relevant “Motion Signature” (MR) contribute to the opti-
mization process, while non-textured areas of the target which are prone to the aperture problem will be removed from
the mask via MO¯. Experiments suggest the parameter values τω = 0.5 and τo = 0.05 yield satisfactory performances.
For illustrative purposes the estimated optimization masks in two different states have been demonstrated in Fig-
ure 3. As can be seen, the optimization mask removes the majority of irrelevant pixels from the target window through
satisfactory discrimination between the object of interest and the undesired interfering objects, as well as realizing the
non-textured areas.
4.5. Updating The Target Model
In the proposed tracking system, targets are described by an “Appearance Model” and a “Motion Model”, which
are adaptively updated in the course of tracking. In the following text we elaborate on how this is done for each model.
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4.5.1. Appearance Model
In real world scenarios the appearance of the targets changes over time. This is one of the challenges for tracking
algorithms that are dependent on a target appearance model (template) as a matching reference. Hence, a reliable
template adaptation mechanism is necessary to maintain an accurate representation of the target. The basic update
mechanism applied in this work is an exponential average, which calculates a weighted combination of the previous
template T (k) and the optimally aligned candidate C(x, y) in the current frame:
T (k+1)(x, y) = αT (k)(x, y) + (1 − α)C(x, y), 0 ≤ α ≤ 1, (20)
where the constant α controls the rate of template updating. We note that the appearance model will be updated faster
for α → 0 and vice versa for α → 1. Unlike conventional blind adaptation schemes, it is possible to employ smaller
α here, since template updating is suspended in undesired states. Furthermore, one can adopt different updating rates
by utilizing the states seamlessly.
In this work, to prevent corrupting the target template, updating is disabled in occluded states, i.e., α is set to one.
In the two states ‘Moving’ and ‘Stationary’, we suggest two different updating rates. The template is updated faster in
the ‘Stationary’ state. This is mainly motivated by the observation that changes in motion direction and pose are more
probable through the stationary situation. Based on empirical evaluations, the parameter α is set to 0.9 in ‘Stationary’
and 0.95 in ‘Moving’.
4.5.2. Motion Model
The dynamics of the targets are always changing in the course of tracking as a result of changes in target motion
direction and status. Hence the tracking system needs a reliable motion model for the target of interest. For this
purpose, similar to the appearance model, an exponential average scheme is utilized. Whenever no novelty is detected
in the aligned candidate region, a weighted combination of the previous motion model {µi(k),σi(k)} and the current
motion model {µi,σi} is assigned as the new motion model of the target in the current frame:
{µi(k+1),σi(k+1)} = β{µi(k),σi(k)} + (1 − β){µi,σi},
i ∈ {S ,H,V}, 0 ≤ β ≤ 1. (21)
Similarly, the non-rigidity thresholds of the target in three motion channels are updated with a much slower update
rate by:
Ri(k+1) = γRi(k) + (1 − γ)σi,
i ∈ {S ,H,V}, 0 ≤ γ ≤ 1, (22)
where {RS ,RH ,RV } are non-rigidity thresholds of the target. The non-rigidity thresholds are defined as the expected
variance of the motion random variables {ES , EH , EV } in the target motion model. Variables {µi(k),σi(k)} and Ri(k)
are initialized by the values of {µi(1),σi(1)} in the first video frames since it is presumed that the target starts from a
non-occluded state. The parameter values β = 0.7 and γ = 0.95 are used for experiments.
5. Experiments
In this section, we compare and contrast our tracker against six state-of-the-art trackers in several challenging
scenarios. As the focus of this paper is surveillance applications, the tracker is evaluated on several surveillance
datasets with stationary cameras including CAVIAR 4 , PETS2007 5 , i-LIDS 6 and York dataset 7. In the following
text, we refer to our proposed tracker as IMSOE, as it works based on ‘Intensity’ and ‘MSOE’ features.
4http://homepages.inf.ed.ac.uk/rbf/CAVIAR/
5http://www.cvg.rdg.ac.uk/PETS2007/data.html
6http://www.homeoffice.gov.uk/publications/science/cast/ilidsbrochure/
7http://www.cse.yorku.ca/vision/research/visual-tracking/
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The reference trackers for our experimental evaluations are the ‘SOE Pixel-wise Tracker’ [10], IVT [15], MIL-
Track [17], Online AdaBoost(OAB) [37], L1-APG [31] and L1-IVT [22]. The L1-APG and L1-IVT trackers incor-
porate an ‘Occlusion Detection’ mechanism, as elaborated in § 2. To demonstrate the difficulty of selected scenarios,
we also assess the performance of the basic mean-shift tracker [38] on grey-scale videos. The size of the targets in
our experiments varies in the range of (25 × 70 = 1750) to (40 × 170 = 6800) pixels. However based on our exper-
imental observations, the proposed system can perform a reliable tracking for the target sizes above 25 × 25 pixels.
The parameter values used for the experiments are shown in table 1.
Table 1: Tracking Parameter notations, values and description ;
Parameters Value Eq.No. Description
τNov 1.5 Eq. 16 Threshold for Novelty detection
τω 0.5 Eq. 19 Threshold for motion relevancy
τo 0.05 Eq. 19 Threshold for Non-textured area detection
αStat 0.9 Eq. 20 Template Update rate in ‘Stat’ state
αMov 0.95 Eq. 20 Template Update rate in ‘Mov’ state
β 0.7 Eq. 21 Update rate of motion model
γ 0.95 Eq. 22 Update rate of non-rigidity thresholds
Since novelty detection in our algorithm plays a significant role for maintaining an up-to-date and valid target
template, the precision and recall rates of novelty detection are also presented in the end. To the best of our knowl-
edge, the accuracy of occlusion detection in the recent visual trackers equipped with this mechanism, hasn’t been
independently evaluated hitherto8.
The IMSOE system was initialized using the ground truth box from the first video frame with the assumption
that the target of interest in the first frame is non-occluded. Henceforth, frame to frame target motion is captured
through parametric motion estimation with respect to intensity template Ti. The Spatiotemporal Oriented Energy
filters are implemented via separable convolution. Consequently efficient computation of ‘Motion Signatures’ is
achieved through basic mathematical operations (point-wise addition, squaring and division).
5.1. Qualitative Comparison
Five experiments are designed for evaluating the tracking system. In each experiment, our tracker has been
compared against six competitors and the mean-shift tracker as a baseline. In the first experiment, the tracker is
tested on ‘Pop-Machines’ video provided in [13]. Second and third experiments are designed to test the tracker in
two different scenarios from CAVIAR dataset. The fourth experiment is performed on PETS-2007 and the fifth one is
carried out with i-LIDS dataset.
Experiment 1 has been conducted on Pop-Machines video which includes two occluding subjects with similar
appearance. The man walking from the left is considered as the target of interest, since it is occluded twice during the
video sequence in two different states (partial and full occlusion). The subjective results of the SOE, IVT and IMSOE
trackers are illustrated in Fig. 4 for illustrative purposes.
L1-IVT, L1-APG, IVT, OAB and Mean-shift tracker lose the target after full occlusion. This could be attributed
to their tracking strategy as it is not changed in full occlusion (in full occlusion there is no visible target to track). In
general, one could expect the aforementioned trackers to find the target after occlusion if
• the duration of full occlusion is short enough
• or a large search area is utilized during tracking.
Needless to say, the former is a limitation and the latter decreases the accuracy of tracker and increases the computa-
tional cost drastically. Nevertheless, we will see in the follow-up experiments instances where the competitor trackers
are able to find the target after full-occlusion.
8In the literature [28–31], the improvement caused by occlusion detection is demonstrated in terms of the tracking accuracy.
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IMSOE
Figure 4: Tracking results for Exp.1 (Pop-Machines, York dataset [13]). Result of the studied tracker is shown in red and the Ground
Truth is shown in white.
Good performance of MIL may be due to capturing multiple instances around the target which models the back-
ground around the target to some extent. As shown in Fig. 4, SOE tracker demonstrates an unstable situation during
the tracking due to the tailing effect, however it doesn’t lose the target in the two occlusions. While the SOE tracker
is not equipped with an occlusion analyzer, keeping the track of target in full occlusions should be a by-product of the
tailing effect. The SOE features are calculated by analyzing a series of previous and future frames. Hence within a
couple of frames following the full occlusion event or prior to the reappearance of target in the next frames, it’s energy
blob is observable in the SOE feature space which makes it trackable.
The behavior and performance of IVT, L1-IVT and L1-APG are very similar in this experiment. While these
trackers lose the target in the full occlusion, they seem to be smoother and more stable than SOE tracker in partial
occlusion and non-occluded situation prior to the full occlusion event. Our proposed tracker shows a stable behavior
in this scenario, while following the target in both occlusion events.
Experiments 2 and 3 have been performed on a surveillance video from CAVIAR dataset. The scenario includes
two subjects with an occlusion event and severe pose change throughout the video. Some samples of the final tracking
results for the SOE, MIL, L1-APG and IMSOE trackers are demonstrated in Fig. 5.
In experiment 2 the target of interest is the woman walking toward the camera. The IVT, L1-IVT, L1-APG
and IMSOE equivalently perform well among the whole scenario of experiment 2, including the short-term partial
occlusion at the end of video. The robustness against the partial occlusion is due to the effect of forgetting factor in
updating the IVT appearance model (IVT and L1-IVT) and the occlusion analysis support in L1-IVT, L1-APG and
IMSOE trackers.
The SOE tracker in experiment 2 rapidly loses the target of interest at the final partial occlusion event (Frame#224-
Frame#235). Since the woman’s location changes very slowly throughout the video, the SOE features of the target
window resemble dynamics of a nearly static object. Consequently target dynamics represented by SOE template
could be similar to background static areas. This issue causes two main problems for the SOE tracker in this scenario.
The first problem is unstable tracking before target occlusion, as the tracker could not sufficiently discriminate between
the target and background in some areas. Secondly, in case of occlusion by another moving object, the background
areas which have similar SOE features to the template are incorrectly detected as the target of interest. Thus the target
will be lost as shown in Fig. 5(a).
Experiment 3 is conducted on the walking man in this CAVIAR video. There is no occlusion event in this ex-
periment. However, the target exhibits severe pose variations when the man turns around and moves in the opposite
direction. Except for the SOE tracker, Mean-Shift and to some extent the L1-APG, the other five trackers perform
roughly well in this scenario.
The L1-APG presents a poor performance in this experiment, probably due to the high similarity of the target-
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(a) Fr#(172) Fr#(224) Fr#(227) Fr#(235)
SOE
MIL
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(b) Fr#(154) Fr#(162) Fr#(217) Fr#(232)
SOE
L1-APG
IMSOE
Figure 5: Tracking results of (a) Exp.2, (b) Exp.3 for CAVIAR dataset. Result of the studied tracker is shown in red and the Ground
Truth is shown in white.
background. Although there is no occlusion or other special events in the scenario, the L1-APG tracker shows an
unstable behavior throughout the video and finally loses the target at the end of experiment. The L1-IVT demonstrates
a robust performance which is an indication of it’s superiority to L1-APG in modeling the target appearance structure.
Furthermore, the IVT and L1-IVT trackers perform slightly better than IMSOE in this scenario, especially during the
pose and direction variations. This might be attributed to more involved appearance modeling in IVT compared to
our simple appearance model. Nevertheless IVT, L1-IVT and IMSOE robustly follow the target of interest through
the whole video.
As shown in Fig. 5(b), the SOE tracker starts losing the target after the target turns around in the opposite direction.
This is mainly because of the rapid changes of dynamic in the SOE features which are used as target template. The
general template updating scheme used in the SOE tracker is too slow to follow the drastic template evolutions. This
updating scheme is deliberately designed for slow template updating in order to overcome short term occlusions, as
the SOE tracker is not capable of discriminating occlusions from normal changes of motion dynamics.
Experiment 4 evaluates performance of the trackers on a video from the PETS-2007 dataset. The scenario is
similar to experiment 2, where the target of interest is fully occluded twice. The tracking results for the SOE, MIL,
OAB and IMSOE trackers are demonstrated in Fig. 6.
Similar to the experiment 2 the IVT, L1-IVT, L1-APG and IMSOE trackers demonstrate a good performance
in this scenario. However, IMSOE performs slightly better than the other mentioned competitors. The satisfactory
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Figure 6: Tracking results of Exp.4 (PETS2007). Result of the studied tracker is shown in red and the Ground Truth is shown in
white.
performance for L1-IVT, L1-APG and IMSOE is not surprising, as each of them is armed with an occlusion analyzer.
The IVT tracker also performs well due to the short period of occlusion situation and also the effect of forgetting
factor in IVT updating mechanism.
On the contrary, the OAB tracker loses the target at the first occlusion event. The MIL tracker follows the target till
the second occlusion and gets distracted and consequently loses the target afterwards. As discussed before, learning
multiple instances around the target for appearance modeling, helps the MIL tracker to partially model the target
background and cope with occlusions. The SOE tracker is easily distracted when the static target of interest is occluded
by the first moving person. This is due to the similarity of the target’s dynamics with respect to dynamics of the
surrounding static areas.
The appearance of the occluding targets and the target of interest in experiment 4 are distinct. For the L1-IVT
and L1-APG trackers, which analyze the occlusion based on the appearance, we expect to see good performances
in this scenario. Nevertheless, L1-IVT and L1-APG don’t change the tracking strategy in full occlusion event and
will probably fail in full occlusions within a longer period. In the next experiment we consider a scenario in which
the occluding objects have similar appearance to the target of interest within a crowded scene and longer occlusions
happen.
Experiment 5 is performed on a video sequence from the i-LIDS dataset. The quality of the selected sequence
is lower than other videos used in previous experiments. Low illumination and poor quality cause higher similarities
in the appearance of the blurry targets. In this scenario several occlusions happen in a crowded scene throughout the
video. The tracking results for the SOE, IVT, MIL, OAB, L1-APG, L1-IVT and the proposed IMSOE are shown in
Fig. 7.
L1-APG and SOE tracker lose the target at early frames of the sequence. However OAB, MIL, IVT and L1-IVT
last longer up to the middle of the sequence prior to distraction. The SOE tracker is distracted at initial frames of
the video sequence due to the similarities between the dynamics of the persons walking together. These two targets
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Figure 7: Tracking results for Exp.5 (i-LIDS dataset). Result of the studied tracker is shown in red and the Ground Truth is shown
in white.
cannot be discriminated by the SOE tracker as shown in Fig. 7. We note that in the follow-up frames, occluded targets
with different motion directions are discriminated by the SOE tracker. The L1-APG also performs poorly and fails
to track the target due to the high resemblance of the moving objects’ appearance and probably low contrast of the
whole scene.
As demonstrated in Fig. 7, the IVT and L1-IVT trackers are confused by occlusions in the crowded area. Although
the L1-IVT is equipped with an occlusion analyzer, it fails to discriminate among the similar targets of the scene.
Furthermore, the forgetting factor of the IVT does not help in this situation, due to the frequent occurrence of lengthy
occlusion events. Consequently the IVT based trackers permanently lose track of the target at this point, due to
contamination of the template batch and subspace model caused by the occluded frames.
Our proposed tracking system outperforms all the competitors in this scenario, due to the strength of the occlusion
analyzer and novelty detector, which discriminate among similar occluding targets and help protecting the target
model throughout the video.
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5.2. Quantitative Comparison
The quantitative performance of the proposed tracking system is compared against seven competitors in this sec-
tion. Due to low performance of the Mean-Shift tracker in our experiments, we didn’t include it’s qualitative tracking
results in previous section. However, the quantitative results are presented in this section as a base-line for comparison.
For objective evaluations, we have utilized center location error, i.e., ‘Euclidean distance’ between the target and
the ground truth centers in the form of precision plots. Beside location error, we assess the performance of all trackers
in terms of the MOTP metric [39]. Practically speaking beyond a certain boundary around the target, tracking error
in terms of distance and position is not sensible, as the target is lost in such situation. Hence the system is actually
tracking something else. The MOTPmetric measures the tracking precision by calculating the overlap of the bounding
boxes, i.e., the intersection of the estimated box with the ground truth area (see [39] for details).
The average center location errors for all the studied methods are shown in table 2. We note that the proposed
method achieves the lowest error in 3 out of 5 sequences. IMSOE is the second best method for the Exp.2 and the
third best in Exp.3, while it’s performance is marginally close to the winners. The results of Exp.5 demonstrate a large
difference between the tracking performance of IMSOE and the competitors, as a result of the target loss in occluded
frames of this scenario.
Table 2: Average Tracking Error for the studied methods in terms of center location error; Table is color coded for the 1st (green), 2nd (magenta)
and 3rd (blue) best results.
Euc/MOTP Exp.1 Exp.2 Exp.3 Exp.4 Exp.5
MnShft [38] 33.7 8.0 83.0 13.4 201
OAB [37] 29.3 11.5 6.4 17.6 45.5
MIL [17] 6.8 6.4 6.5 17.4 43.2
SOE [10] 9.1 5.6 14.4 59.1 63.4
IVT [15] 17.4 1.8 3.2 3.3 148
L1APG [31] 23.6 3.4 5.9 2.8 145
L1-IVT [22] 21.6 3.8 3.0 2.8 134
IMSOE 5.7 2.6 3.8 2.3 2.5
Table 3 shows the average Overlap of bounding boxes in terms of MOTP metric. Based on the MOTP criterion,
our proposed method achieves the highest tracking precision in Exp.5, standing significantly above the competitors.
IMSOE demonstrates the second best precision in 3 other experiments and stands in the third place in Exp.3. Ranking-
wise, it is clear that the proposed IMSOE tracker is the first choice based on both center location and MOTP metric.
Table 3: Average MOTP (Overlap of Bounding Boxes) for the studied methods over all experiments. Table is color coded for the 1st (green), 2nd
(magenta) and 3rd (blue) best results
Exp.1 Exp.2 Exp.3 Exp.4 Exp.5
MnShft [38] 0.42 0.80 0.11 0.80 0.04
OAB [37] 0.47 0.81 0.84 0.68 0.36
MIL [17] 0.81 0.84 0.86 0.69 0.36
SOE [10] 0.65 0.82 0.64 0.32 0.08
IVT [15] 0.53 0.94 0.92 0.90 0.40
L1APG [31] 0.53 0.90 0.84 0.95 0.08
L1-IVT [22] 0.56 0.85 0.94 0.93 0.44
IMSOE 0.78 0.91 0.88 0.94 0.93
Further to the reported average errors, frame by frame tracking errors in terms of location are compared in Fig. 8
for all the eight trackers per experiment. As shown in Fig. 8, the Mean-Shift tracker failed in the early frames of
scenarios 3 and 5 as a result of the low contrast between target and background and also simple appearance modeling.
It also performs poorly in scenarios 1, 2 and 4 and fails during the occlusions.
The L1-APG and L1-IVT both incorporate an occlusion analysis scheme and demonstrate decent performances
in experiments 1, 2 and 4. However, in experiments 3 and 5, the L1-APG doesn’t perform as good as L1-IVT.
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Figure 8: Tracking Error diagrams per experiment ; Error is the center to center Euclidean distance of the groundtruth and the tracked box
This could be a result of appearance modeling by subspaces in L1-IVT as compared to the pure L1 sparse modeling of
appearances in L1-APG.We also note that in the experiments conducted here, L1-IVT performs marginally better than
IVT. The advantage of L1-IVT over IVT becomes more significant where long occlusion of targets with sufficiently
distinctive appearances occur [22]. In such scenarios even the forgetting factor in IVT updating mechanism, doesn’t
suffice to protect the subspace model. More specifically, when the occlusion lasts for a considerable amount of time,
the IVT algorithm will end up corrupting the batch of target templates as a result of the incremental updating scheme
and can never recover from this. The occlusion analysis of the L1-IVT based on sparse coefficients may improve this
problem to some extent. Hence incorporating sparse analysis into template updating mechanism of L1-IVT, provides
a higher level of protection for the template batch against corruption. However, both IVT and L1-IVT trackers fail in
Exp.5, perhaps due to low quality of the video and similar appearance of the occluding objects.
5.3. Performance of Novelty Detection.
Template contamination is a general problem for all tracking algorithms. In our proposed tracking system such
situations are recognized as novelties to prevent corrupting the template with wrong information. Due to the impor-
tance of this mechanism, the performance of the ‘Novelty Detection System’ is separately evaluated in this work. To
this end, four sequences used in experiments were hand-labeled to provide the ground truth data for target state in
every frame. The Precision = tp(tp+ fp) and Recall =
tp
(tp+ fn)
figures for novelty detection were evaluated per experiment,
where tp represents total number of true novelty detections, fp shows false novelty detections and fn implies false
disregarded novelties. All the target states except ‘Moving’ and ‘Stationary’ are considered as ‘Novelty’ situations,
in which updating the target model is stopped due to partial or full occlusion status. The measured Precision-Recall
rates for all experiments are reported in Fig. 9, except for ‘Exp.3’ whose scenario includes no novelty situations.
Fig. 9 reveals that the proposed method detects the novelties with a very high precision. Due to the high perfor-
mance of the system, only highly reliable information is utilized for updating the target models. Consequently the
models are protected against corruptive changes in occlusion situations. The proposed mechanism can offer a great
improvement to any tracking system by maintaining a valid target model throughout the process. The tracking results
in all of the test scenarios and experiments, illustrate the efficacy of the proposed tracking system.
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6. Further Discussions
In this section, we show the benefits of incorporating the proposed novelty detection module into a state-of-the-art
tracking system. Later, we address tracking rigid objects, computational complexity of the proposed framework and
parameter tuning.
6.1. Incorporating Novelty-Detection Module.
Previously, we have demonstrated that the proposed “Novelty Detection” system, enables the base pixel tracker to
successfully track non-rigid objects in challenging real world scenarios. To provide further evidence on the benefits
of the proposed method, we incorporated the novelty detection component into the L1-IVT tracker [22]. For this
purpose, the SOE features of the target of interest are calculated in parallel with the L1-IVT tracking process. The
extracted energies are utilized by the Novelty Detection modules to perform occlusion analysis and determine the
state of the target in the course of tracking.
Upon detecting a ‘Full Occlusion’, the normal tracking process is paused to avoid distractions. In this situation the
target is temporarily tracked by prediction based on the most recent movements of the target. Furthermore updating
the target model will be stopped in partial and full occlusion states. Hence, the incorporated modules protect the
template batch against corruption in occlusion events and assist the tracker when the target is invisible.
The ‘Novelty equipped L1-IVT’ tracker was evaluated on our most challenging experiment, i.e., Exp.5, as well
as the Exp.1 where the original L1-IVT tracker fails as a result of the full occlusion event. The gain obtained by the
novelty detection system for the experiments 2, 3 and 4 is not significant, due to performance of the L1-IVT tracker
in these scenarios. The tracking error diagrams of the figure 10, demonstrate that the original L1-IVT tracker loses
the target of interest in the middle sequences of the video in Exp.1 and Exp.5. However the novelty detection system
enables it to perform a robust tracking in the severe occlusions of the scenarios. The average center location errors in
Exp.1 and Exp.5 are also reported in table 4.
Table 4: Average Center Location Error in Exp.1 and Exp.5
(‘L1-IVT’ vs ‘L1-IVT + Novelty Det.’)
Exp.1 Exp.5
L1-IVT 21.6 134.4
L1-IVT+Nov 5.4 3.8
On a related note, our application (and hence experiments done in the paper) requires the tracking system to deal
with non-rigid objects. Since the proposed framework is able to learn the non-rigidity level of the targets, one could
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Figure 9: Precision/Recall rates of ‘Novelty Detection’ for experiments Exp1, Exp2, Exp4 and Exp5
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Figure 10: Tracking Error diagrams of ‘Novelty equipped L1-IVT’ vs original ‘L1-IVT’ for Exp.1 and Exp.5
expect to gain superior performances when the target is rigid. To investigate this point, we conducted an experiment
on the ‘Tiger2’ sequence9 which comprised a rigid object. The original L1-IVT tracker failed after 75 frames in this
experiment, due to corruption of the target model in consecutive occluded frames. However, a noticeable improvement
was observed when the tracker was equipped with the proposed novelty detection component and the system tracked
the target successfully.
6.2. Computational complexity.
For calculating the target SOE features based on Gaussian Derivatives (cf. § 3), we need to calculate the three
dimensional G2 and H2 basis functions across the target. We note that the SOE features are calculated over the target
box of size (m, n), not the whole video frame.
The basis functions of 3D Gaussian Derivatives are separable in x, y and t. So we need to apply three one
dimensional filters of size p for each basis function. Please note that only p consecutive video frames are processed
together along the time axis t (in this work p = 9). Consequently, with six G2 basis functions and ten H2 basis
functions, (6 + 10) × (3 × m × n × p) = 48mnp flops are required to perform the convolutions. A final low pass filter
(of length ‘p’ or less) is also applied to the calculated energy planes (5 channels), to smooth out the energy values
across the target. This incurs an additional complexity of 5 × m × n × p, which brings it up to a total of 53mnp flops
for computing SOE features. The complexity of Bayesian modeling is negligible compared to computational load
of SOE filters. The major calculation in this part is the computation of ‘Mean’ and ‘Standard Deviation’ (µi,σi) for
the Gaussian motion models of the target (NS ; NH ; NV ). A Matlab implementation of the proposed algorithm can
process 10 frames per second on a 3.00GHz Intel machine with a target of size 30 × 126.
6.3. Tuning the Parameters.
Seven parameters, depicted in Table. 1, control the behavior of the proposed framework. We kept the values of
these parameters fixed in all experiments performed in this paper. Nevertheless, we study the effect of each parameter
on the performance of the tracking system below and provide heuristic guidelines on how to tune them if it is required
for a specific application.
The template update rates, i.e., αMov and αS tat smooth out stochastic vibrations of the target box, through comput-
ing an exponential average of the recent best candidates. Following previous work (e.g., [10]), a value close to one is
deemed for the update rates in ‘Mov’ and ‘Stat’ states. This results in having a more robust template adaptation, while
ensuring that the target representation remains up-to-date, i.e. follows the changes in target appearance. With smaller
values of α, any undesired temporary changes will be rapidly introduced into the target template and may cause dis-
traction. For the update rate of Non-rigidity thresholds, i.e. γ, a value close to one is chosen, as the non-rigidity of a
target is not expected to evolve much during a scenario. On the contrary, as the target motion dynamics may change
9http://vision.ucsd.edu/~bbabenko/project_miltrack.shtml
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rapidly within a few frames, the corresponding parameter, i.e. β, should allow fast updates. In our experiments, we
have never observed that choosing a value rather than the suggested ones for (αMov, αS tat, β, γ) result in significant
improvement on the overall performance of the tracking system and one could safely keep the updating values fixed
according to Table. 1.
As for the threshold values, i.e., τNov, τω and τo, the proposed normalization process provides heuristics for success
range of each threshold. More specifically, automatic learning of the targets’ normal non-rigidity level (Eqs. 15 and
22), normalized novelty detection metric (Eq. 16) and normalization of the SOE features (Eq. 6) prior to applying
the thresholds, makes the tuning process straightforward. Table 5 demonstrates the range of threshold values which
were tested for tuning the system. The success range represents the range of parameters for which the tracking system
didn’t lose the target in our tests. The failure column shows the threshold values for which the tracking has failed. In
the success range, we have conducted several experiments for validating the threshold values τNov, τω and τo. Each
of the thresholds depicted in Table. 1 are set as the mid-value of the success range for final assessments. It is worth
mentioning that slight changes of the parameters, do not largely affect the performance.
Table 5: Parameter Tuning: Range of success and failures ;
Success Range Failure Range
τNov [1.4 1.6] (0, 1.2] Or [1.8,∞)
τω [0.4 0.6] (0, 0.2] Or [0.8, 1)
τo [0.03 0.06] (0, 0.02] Or [0.08, 1)
7. Conclusion and Future Work
In this work we introduced a novel approach to take advantage of ‘Spatiotemporal Oriented Energy’ features
for the purpose of occlusion modeling and robust tracking in video surveillance applications. Novelty detection in
our system largely improves the template update machanism and helps to protect the target model. The proposed
Occlusion analysis framework can be seamlessly merged with almost any tracking system to improve its performance
in occlusions (e.g., tracking in crowded scenes for surveillance applications).
The proposed mechanism is capable of detecting occlusions even for highly similar or identical targets, provided
that their motion directions are not the same. This is mainly because the proposed occlusion reasoning system works
solely based on the motion dynamics, which are extracted from the MSOE features of the target pixels.
The proposed method cannot reliably detect novelty situations when objects move roughly in the same direction.
To alleviate this, we foresaw using target appearance for tracking. Nevertheless, the appearance model is prone to
contamination. Another restriction in our proposal comes from the Bayesian state machine presumptions. More
specifically, the motion dynamics or moving direction of the targets do not change during occlusions. This problem
has a similar root to the previous one, which is the lack of appearance modeling for novelty detection. In order to
overcome the weak points of our algorithm, as discussed above, we are planning to solidify a unified framework
incorporating appearance and motion models for the purpose of occlusion analysis and modeling.
While this work addresses single target tracking, extension to multiple targets is doable, for example by consider-
ing a straightforward approach of running parallel trackers for each target independently. We note that the proposed
’Novelty Detection’ system could also be applied to handle multiple targets (simply by feeding the interface system
with every single target of interest). However, in a multiple target tracking system, we need to calculate the SOE
features over a larger area (or even the whole frame). Due to the computation load of obtaining SOE features, efficient
realization using parallel processors such as GPUs might be required.
We just considered videos captured by stationary cameras in our experiments. However, we believe that the
proposed system is potentially applicable to moving camera situations, as long as the camera motion does not cause
abrupt relocation of the tracked object in the video frames. We are keen to systematically study the pros and cons of
our proposal in sequences with non-stationary cameras.
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