In this paper we present a system for adapting the bandwidth of a ∆Σ DAC based on the spectral contents of the input signal. By dynamically adjusting the bandwidth of the converter based on the transitory requirements of the input signal, quantisation noise can be suppressed further in frequency bands that are idle. It is shown how a compression scheme can be exploited to efficiently obtain the spectral information needed.
INTRODUCTION
The potential for achieving high resolution data conversion by using low precision analogue components, in combination with high speed digital signal processing, is a salient feature of the ∆Σ modulator based approach to D/A conversion. As complexity is moved from the analogue to the digital domain, this approach lends itself well to implementation in modern CMOS processes and is frequently the architecture of choice for D/A converters in contemporary designs.
In a ∆Σ DAC, the input signal undergoes coarse quantisation to facilitate the actual D/A conversion; a process that gives rise to a significant amount of quantisation noise. Oversampling and noise Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. shaping reduces the amount of in-band quantisation noise to achieve the desired performance. However, some quantisation noise will inevitably remain, and design constraints, such as power dissipation, area, and stability, may impose limitations on the attainable performance.
In this paper we propose to dynamically alter the bandwidth of a ∆Σ DAC in order to enhance the overall performance. To achieve this, the input signal is analysed to obtain frequency domain information, and this information is in turn used to program the DAC's reconstruction filter with an appropriate transfer function. The reconstructed bandwidth will be dynamic with respect to properties of the input signal and only spectral bands that contain signal energy will be reconstructed. Fig. 1 shows a basic outline of the proposed quantisation noise reduction scheme. This approach poses two challenges which may incur overhead in the converter-the signal analysis (in the digital domain), and the adaptive signal reconstruction (in the analogue domain). Both of these challenges will be discussed further and the system will be evaluated according to its performance gain compared to the complexity incurred. Thus, the viability of the approach depends on how efficiently the added complexity can be surmounted.
The work presented here is based on [1] . The remainder of this paper is structured as follows: In Section 2 we discuss related work. Section 3 provides further details on dynamically altering the bandwidth of the converter at run-time. In section 4 we present the system simulation model along with simulation results. Finally, in section 5, a conclusion regarding the viability of the approach is given along with an outlook to further work.
RELATED WORK
In a ∆Σ modulator based data converter system there are several dimensions along which online adaptation can take place in order to instigate performance improvements. The works considered in this section adaptively alters one or more parameters in the data converter system at run-time to better suit non-stationary signals, in order to gain an improvement in the signal-to-noise ratio (SNR).
In [2] , a scheme for adaptively reducing the order of the noise shaping loop to avoid instability is outlined. The rationale is that an improvement in SNR can be made if a high order noise shaping loop is used when the input signal has a relatively low amplitude. If the amplitude of the input signal is large enough to cause a potential instability, the order is reduced.
Another scheme for improving SNR, in presence of a small amplitude input signal, is presented in [3] . By amplifying weak input signals, the SNR is improved provided that the feedback signal in the ∆Σ modulator is compensated accordingly. The signal strength can be sensed directly at the input of the converter or by estimating the input signal strength from the ∆Σ modulator output. An adaptation algorithm is used to select appropriate gain for the pre-amplifier and for the feedback signal. Similar approaches are reported in [4] and [5] .
A random dither signal is frequently applied to the noise shaping loop of a ∆Σ modulator in order to avoid tonal noise components in the output signal. By applying the dither, the quantisation noise is made more white, resulting in a decorrelation of tonality. An inevitable side effect is an increase in the noise floor, resulting in a reduced SNR performance of the converter. A dither capable of removing all tonal noise components may result in an unacceptable decrease in SNR. The author of [6] has made the observation that tonal behaviour is most prominent when the amplitude of the input signal is small, and suggests adapting the dither signal accordingly. The dither is modulated by the magnitude of the input signal so that full dither is applied when the instantaneous input signal is near DC, and no dither is applied when the input signal is at full dynamic range. Thereby a reduction in SNR performance is avoided when the dither is not needed.
These adaptation schemes all adapt the converter system based on time domain properties of the input signal, or to some extent based on statistical measures on the time series. The authors of [7] describe a digital synthesiser capable of frequency, phase, and quadrature modulation. The synthesiser uses a programmable bandpass ∆Σ modulator and adjusts the notch frequency of the noise shaping function to suit the synthesised signal. In [8] , active noise cancellation techniques are used to reduce quantisation noise. When applied to an A/D converter, an adaptive line enhancer (ALE) is used to provide adaptive filtering of the digital modulator output-providing the best estimate of the signal in the mean squared sense, provided that the noise is wideband compared to the signal and uncorrelated. The ALE only uses information obtained from the modulated signal.
After studying available literature, we conclude that dynamic run-time adaptation of parameters in a ∆Σ modulator based data converter system, based on frequency domain properties of the input signal, is, to our knowledge, not previously reported.
DYNAMIC BANDWIDTH ADAPTATION
In this section, strategies for implementing the building blocks of the system are discussed along with system level implementation issues. The implementation of the signal analysis and the tunable reconstruction filter needs to be as simple as possible in order to introduce the least amount of overhead compared to a static bandwidth converter.
The purpose of the signal analysis in this application is to reveal the spectral contents of the input signal as a function of time. This information will in turn be used to tune the reconstruction filter so that only the spectral bands that contain energy will be reconstructed. If, in a given application, some intrinsic properties of the input signal are known, an efficient and precise method for signal analysis can be put to use, for example, by using a model that relies on statistical properties of the input signal. In the context of this work, no such assumptions are made to allow for the broadest class of inputs. It is assumed that the task of the DAC is to convert the input signal as faithfully as possible without attenuating or amplifying frequency bands that contain signal energy.
A straightforward approach to obtaining the frequency domain information as a function of time is to implement a transform such as the short-time Fourier transform (STFT) customised to the application at hand. This will, however, add complexity to the design. In many scenarios, the DAC is part of a larger system. This opens up the possibility of leveraging an existing component to provide the frequency domain information. As an example, we show how to extract frequency domain information from an MPEG Audio Layer II (MP2) decoder. MP2 is part of the Digital Versatile Disc (DVD) standard and MP2 decoders are used in Digital Audio Broadcast (DAB) radio receivers. In the MP2 codec, the audio spectrum is divided into 32 uniform subbands. A typical MP2 encoder will try to encode each subband using as few bits as possible, and not allocate bits to a subband that is idle. In the decoder, it is therefore possible to analyse the spectral contents of the signal by exploiting syntax elements in the compressed bitstream, namely the bit allocation information, thereby effectively reusing the signal analysis performed by the encoder. A similar technique has been used to eliminate unnecessary computation in the decoder [9] . Other examples of compression schemes where frequency domain information is available, as a function of time, include wavelet based compression schemes, such as schemes used for compressing elecrocardiogram (ECG) signals [10] .
The architectural requirements for the reconstruction filter will depend on the application at hand. While for some applications, a tunable filter bank of bandpass filters may be required, other applications could be expected to reap a substantial improvement in performance from a simple lowpass filter with a tunable cutoff frequency. Only tunable lowpass filtering will be considered here for simplicity. In Fig. 2(a) , an approach is presented whereby a programmable decimation filter adapts the sample rate to match the input of the reconstruction filter. As the D/A converts samples at the oversampled rate, it could be convenient for some applications to decimate the output stream before filtering [11] . However, this approach would require a programmable decimation rate which could incur a level of complexity that outweighs the potential benefit. Note that if the decimation filter is implemented as a lowpass filter followed by a sample and hold circuit (S/H), the bandwidth of the lowpass filter can be fixed while the S/H is used to adapt the desired output sample rate. In Fig. 2(b) , another potential solution is outlined whereby the D/A output is optionally decimated at a fixed rate. Then, the result is processed by a switched-capacitor based filter with a tunable transfer function. By using a filter with a tunable transfer function, the input rate is constant and can be customised at design time to match any desired input rate. However, circuitry for tuning the transfer function gives rise to overhead.
Additionally, some circuitry is needed to coordinate the signal analysis effort with tuning of the reconstruction filter. There obviously needs to be temporal correlation between the time-window in which the signal is analysed, and when the filter is programmed. It is to be expected that a substantial SNR penalty is incurred if spectral bands that contain signal energy are attenuated. Thus, the filter will have to be allowed a sufficient amount of time to settle on the programmed transfer function.
SIMULATION
As the novelty of the approach discussed in this paper is at the system level and not in the implementation of its individual components, emphasis is not placed on their implementation. Rather, published circuit topologies are relied upon. However, a simulation model was developed in the context of this work in order to gain insight into the performance improvement attributable to the system, as well as system level implementation issues.
Simulation Model Implementation
The digital components of the simulation model were implemented using SystemC [12] at the behavioural level. The model simulates an MPEG audio decoder whose output is interpolated and then ∆Σ modulated. The ∆Σ bitstream is subsequently filtered to obtain a sampled analogue output waveform. I.e. an MPEG audio bitstream is D/A converted by a ∆Σ DAC. A decoder capable of decoding a subset of MPEG Audio Layer II bitstreams is used-frames with a monaural signal at 48 kHz sampling rate are supported. The decoder was instrumented with the proposed method for obtaining spectral information, thus sensing spectral properties in real-time. Optimisations described in [13] and [14] were applied to the subband filtering component to verify that our approach is independent of optimisations applied to the decoder. A multistage polyphase lowpass FIR filter was implemented to apply eight times interpolation to the output of the MPEG decoder. A first-order ∆Σ modulator is used to quantise and noise shape the interpolated signal. An output buffer was implemented to ensure a smooth play-out of the single bit signal from the ∆Σ modulator. These modules form the digital components of the ∆Σ DAC.
An ad-hoc approach was used for simulating the sampled data analogue reconstruction filter. The work in [15] was selected as a platform for the tunable filter due to its convenient programmability. As the output rate from the D/A in this case is 384 kHz, the charge programming circuitry needs to be clocked at close to 10 MHz. As the output rate from the D/A and the clocking frequency for the charge programming circuit are relatively low, a decimation filter was not deemed necessary. As close agreement between predicted and simulated performance was shown in [15] , a straightforward z-domain simulation of the lowpass IIR filter was deemed to be sufficient. As in [15] , the filter has eight zeros and two poles and the coefficients were obtained using the approach described in [16] , using software kindly provided by its author. The reconstruction filter has selectable cutoff at 750 Hz, 1500 Hz, 3000 Hz, 6000 Hz, 12000 Hz, and 20250 Hz. These cutoff frequencies correspond to subband indices 0, 1, 3, 7, 15, and 26 in the MPEG audio bitstream. All transfer functions were designed to have a passband ripple of 1 dB and a stopband attenuation of 50 dB. 
Simulation Results
The first experiment uses a synthetic input signal, while audio data is used in the last experiment. For each experiment, compliant MPEG Audio Layer II bitstreams were used as input. The output of the interpolation filter and the output of the ∆Σ modulator was stored and used as reference for the reconstructed signal. Two reconstructed outputs were stored for comparison; one output where the cutoff of the reconstruction filter was adjusted dynamically according to the proposed approach, and another output reconstructed by a filter with a fixed cutoff frequency. In addition to the output signals, the programming input of the reconstruction filter and the frequency domain information obtained from the MPEG decoder was stored to aid in subsequent interpretation of the results. After running the simulation, results from both experiments were analysed offline using a STFT, and the resulting data set was visualised as a spectrogram.
The input vector in the first experiment was a synthetic signal with a duration of five seconds encoded at 32 kbit/s. The signal contains a single tone, alternating between 1 kHz and 2 kHz in one-second intervals, with a time domain amplitude of 0.8 (-4.95 dB average signal power) to avoid overload and clipping in the decoder.
As the input signal in this experiment is stationary inside the five one-second time windows, it is possible to measure the SNR in each window. As in [17] , the measurements were obtained from the power spectrum. In this experiment, noise was considered to be everything except the input tone and DC; thus, distortion is included in the noise energy measurement. Power spectra for the first time window is plotted in Fig. 3 . Noise in the oversampled portion of the spectrum is attenuated by about 50 dB, and the input tone is amplified by about 0.5 dB in 3(b) and -0.5 dB in 3(a). This modulation of the input tone stems from the 1 dB passband ripple of the reconstruction filter.
SNR figures were obtained from both the dynamic and static output sequences. Finally, the time windows with equal cutoff fre- quency were averaged to obtain the results presented in table 1. As the filter with 1500 Hz cutoff is selected in the portions of the signal with a frequency of 1000 Hz, and the 3000 Hz cutoff filter is selected otherwise, an improvement of 34 dB and 25 dB was expected based on the theoretical 9 dB rule of thumb. The lower actual performance increase stems from violations of the ideal theoretical assumptions; the assumption of a white quantisation noise sequence and a brick wall reconstruction filter. Although the measured performance increase is lower than expected from theoretical estimates, there is still a worthwhile performance improvement.
In the second experiment, we used an input vector with five seconds of audio data encoded at 48 kbit/s. In order to accommodate the desired bitrate, the audio encoder has band-limited the signal to 6 kHz. Thus, the reconstruction filter is given an opportunity to suppress a substantial amount of quantisation noise that would otherwise have been present in the output signal. As evident by comparing Fig. 4(a) and 4(b) , there is a significant suppression of quantisation noise in the output signal reconstructed with the dynamically adapted reconstruction filter (if the figures are unclear in the printed copy, please refer to the electronic version). In this experiment, the SNR improvement was not easily quantifiable due to the non-stationary nature of the input signal, and hence, no such measurements were made.
CONCLUSION
In this paper, a scheme for dynamically adapting the bandwidth of a ∆Σ DAC was presented. The approach allows for a further suppression of quantisation noise if the input signal is non-stationary.
The resulting performance increase was illustrated experimentally by running a simulation model of the system.
Although the simulated performance improvement was lower than what could be expected based on theoretical predictions, a potential for improvement in SNR was demonstrated. However, it is not possible to guarantee a performance increase in the most general case, as it to a large extent depends on the input signal. However, for certain classes of signals, such as certain compressed signals, a statistical performance increase can be expected since the necessary assumptions are already made by the underlying compression scheme.
The presented approach is expected to be viable if the frequency band utilisation of the input signal is varying as a function of time to an extent where it is not economical in some sense to allow the ∆Σ DAC to unconditionally operate at its full bandwidth, and it is convenient to obtain frequency domain information, for example by integrating the converter with a decoder where frequency domain information is available a priori to the system.
As future work, it is imperative to determine to what extent the adaptation introduces distortion when the coefficients in the reconstruction filter change, and to investigate possible countermeasures. A full custom prototype implementation would be necessary to allow for more realistic measurements, and would open up for a more accurate assessment of the approach, including increase in power consumption and area.
In order to broaden the applicability of the approach, it is of interest to identify other classes of input signals and compression schemes that lends itself well to the extraction of frequency domain data, and whether other aspects of performance, such as power consumption, can be improved and traded against the improvement in SNR. We are also looking into whether tuning the loop filter's transfer function integrates well in the approach presented here, and its applicability to A/D conversion.
