Abstract Humans exhibit considerable diversity in timing and rate of reproduction. Life-history theory (LHT) suggests that ecological cues of resource richness and survival probabilities shape human phenotypes across populations. Populations experiencing high extrinsic mortality due to uncertainty in resources should exhibit faster life histories. Here we use a path analytic (PA) approach informed by LHT to model the multiple pathways between resources, mortality rates, and reproductive behavior in 191 countries. Resources that account for the most variance in population mortality rates are predicted to explain the most variance in total fertility rates. Results indicate that resources (e.g., calories, sanitation, education, and health-care expenditures) influence fertility rates in paths through communicable and noncommunicable diseases. Paths acting through communicable disease are more strongly associated with fertility than are paths through noncommunicable diseases. These results suggest that a PA approach may help disaggregate extrinsic and intrinsic mortality factors in cross-cultural analyses. Such knowledge may be useful in developing targeted policies to decrease teenage pregnancy, total fertility rates, and thus issues associated with overpopulation.
2010). LHT partitions risk into two types: extrinsic and intrinsic. Extrinsic mortality is the risk of death that is not conditional on an organism's reproductive behavior (Stearns 1992:182) . Statistically, we can define extrinsic mortality as variance in the probability of death that is not accounted for by mating effort or parenting effort (or by extension trade-offs between reproductive and somatic effort). In other words, an organism cannot escape extrinsic mortality by changing its behavior. It is the age-specific risk of death is equally shared by all members of a population. Intrinsic mortality, in contrast, is the probability of death associated with allocation of both somatic and reproductive effort. Predation, for example, could be either extrinsic or intrinsic mortality or both. Imagine a population of organisms in which a probability (P) of death exists from predation at age X. Then P is a combination of factors: some are beyond an individual's control but others are not. The frequency by which an individual encounters a predator depends on extrinsic factors such as the density of predators in the environment (beyond the individual's control) and intrinsic factors such as the level of vigilance, time spent exposed in the landscape as a result of mating effort, etc. (determined by allocation of effort). An individual of a prey species in an environment with many predators may reduce the probability of death by predation by adjusting its behavior, but always some extrinsic probability of death by predation exists. The predation example raises an important point about extrinsic mortality: Any age-specific probability of death has both intrinsic and extrinsic components that can be difficult to isolate analytically. Despite empirical challenges, extrinsic and intrinsic components of mortality can have profound influences on adaptive behavior.
Extrinsic mortality plays a key role in the evolution of life histories and reproductive strategies (Chisholm 1993 (Chisholm , 1999 Promislow and Harvey 1990; Roff 2002; Stearns 1992) . When extrinsic mortality is high, then organisms should reproduce early in life to reduce mortality exposure over time and to extend the length of the reproductive span, which should maximize fertility to "beat the odds" that some offspring will die. Conversely, when extrinsic mortality is low, then differential reproductive success is contingent on resources invested in growth, development, and parental effort rather than luck. Hence, in low extrinsic-risk environments individuals may enhance fitness by delaying reproduction to accrue additional resources (including knowledge and skills) and by reducing fertility and increasing investment per offspring. Conversely, in high-risk environments, early reproduction and minimal parental investment per offspring can be adaptive. These predicted relationships hold among mammals: Juvenile mortality is negatively correlated with age at maturity, age at weaning, maternal investment, and positively correlated with litter size and pace of reproduction (Promislow and Harvey 1990) .
Extrinsic risk for humans has attracted theoretical interest since the early 1990s (e.g., Borgerhoff Mulder 1992; Chisholm 1993 Chisholm , 1999 Harpending, Draper, and Pennington 1990) ; however, empirical work is relatively scarce. Several studies show predicted relations between extrinsic risk and human life-history patterns. Mortality was negatively associated with age at reproductive maturity among urban Americans (Wilson and Daly 1997) , sub-Saharan Africans (Gant, Heath, Ejikeme, Snell, and Briar-Lawson 2009) , and in four cross-cultural studies (Bulled and Sosis 2010; Low et al. 2008; Placek and Quinlan 2011; Walker et al. 2006) . Nettle (2010) documented similar relationships across British neighborhoods where economically marginalized (i.e., lower resource availability) neighborhoods displayed earlier ages at reproduction, lower birth weights, and shorter durations of breastfeeding (see also Nettle, Coall, and Dickins 2011) . In a longitudinal study of a rural Dominican community, Quinlan (2010) found that high infant-mortality rates predicted earlier ages of first reproduction, although very high infant-mortality rates produced a saturation point of parental investment resulting in reproductive delays. Support for a relationship between mortality rates and life-history strategies is also documented among hunterϪgatherer and small-scale horticulturalist groups (Walker et al. 2006) . And even the perception of mortality may influence humanreproductive behavior (Chisholm, Quinlivan, Petersen, and Coall 2005) . This small body of research makes clear that local extrinsic risk is an important environmental cue for shaping human-reproductive strategies, but how and when are local environmental conditions encoded into life-histories? How do we empirically distinguish between extrinsic and intrinsic components of mortality? Here we use a path analytic approach to identify specific factors mediating and moderating effects on fertility rates across 191 nations.
Although the distinction between extrinsic and intrinsic mortality is critical for LHT predictions, partitioning mortality into extrinsic or intrinsic components has proved very difficult (Ellis et al. 2009 ). In many studies, mortality rates are commonly quantified with "all-cause" mortality parameters, such as lifeexpectancy at birth (LEB) or parameters exhibiting strong correlations with LEB, such as infant mortality (see Anderson 2010; Bulled and Sosis 2010; Low et al. 2008; Wilson and Daly 1997) . Even studies using "all-cause" mortality measures across and within taxa have demonstrated a strong positive relationship between higher rates of mortality and faster life-history strategies. Better predictive models and theoretical development await improved analytical strategies that can identify components of mortality.
Resources and Life-History. Studies across and within human populations, in agreement with findings across numerous nonhuman species, indicate that relatively higher mortality rates are associated with both earlier onset and higher rate of reproduction (Anderson 2010; Bulled and Sosis 2010; Low et al. 2008; Promislow and Harvey 1990; Quinlan 2010; Stearns 1992) . Unlike any other species, however, humans are capable of producing resources that lead to increases and decreases in survival probabilities of mortality causes and thus may play a direct role in population mortality variation. For example, access to medicinal resources can increase the survival probability of certain diseases while weapons of modern warfare can decrease the survival probability of conflict. This capacity is important in a life-history framework as resources may transform an extrinsic cause of mortality to an intrinsic cause. For instance, malaria may be defined as a source of extrinsic risk when individuals lack access to necessary medication or preventative measures. When medicines/preventative measures become available, however, somatic investment (e.g., searching for employment in order to afford medicine) can increase the survival probability associated with malaria, thus making malaria an intrinsic cause of morality. Theoretically, we expect access to malaria medicines/preventative measures will lead to increases in a population's LEB and thus alter the influence of mortality from malaria on life-history strategies. Critically, a cause of mortality previously associated with "faster" life-history strategies now cues the development of "slower" strategies.
Previous studies examining the relationship between resources and lifehistory strategies in humans have primarily focused on indirect proxies of resource availability, such as participation in education/workforce, and their associations with mortality (Bulled and Sosis 2010; Low et al. 2008; Wilson and Daly 1997) . Theoretically, investment in education and employment, by representing an increase in somatic investment, should coincide with delays in reproduction and increases in LEB. Further, participation in education/workforce should increase as population-mortality rates fall, thereby increasing the probability that future benefits of an education and employment will be accrued (Hill and Kaplan 1999; Kaplan, Hill, Lancaster, and Hurtado 2000) . Empirical support for a relationship between investment in education/workforce and longer LEB has found some support across cultures. Low et al. (2008) documented a significant moderate-to-strong correlation between LEB and female secondary school enrollment of (r ϭ 0.405, P Ͻ 0.05). However, female participation in the workforce did not have a significant correlation with LEB. This nonsignificant effect may arise because a large majority of females in developing countries with comparatively low LEB are employed in the agricultural sector (Low et al. 2008 ). Bulled and Sosis (2010) documented a similar relationship with LEB displaying a strong positive relationship with adult literacy rate (r ϭ 0.699, P Ͻ 0.01), overall school enrollment (r ϭ 0.699, P Ͻ 0.01), secondary school enrollment (r ϭ 0.810, P Ͻ 0.01), and tertiary school enrollment (r ϭ 0.676, P Ͻ 0.01). However, a significant relationship did not exist between LEB and primary school enrollment (r ϭ 0.103, P Ͻ 0.05). The authors suggest this nonsignificant effect indicates that a threshold of educational attainment must be reached (i.e., secondary) before effects on LEB are noticeable.
Predictions. The current article examines the trade-off between current and future reproduction in 191 countries by testing two hypotheses about the onset and frequency of female reproduction. Female fertility in the 15Ϫ19 cohort is used as proxy for early reproduction. Frequency of reproduction in females is represented by total fertility rates. Differences in adolescent and total fertility rates across nations reflect variation in life-history strategies on the fast to slow spectrum, with earlier reproduction and higher rates indicating faster life-history strategies and later reproduction and lower rates indicating slower strategies. The first hypothesis tested is that causes of mortality with the greatest impact on population mortality rates will have the largest impact on adolescent and total fertility rates. Causes of mortality with the greatest impact on population mortality rates include those that impact survival associated with younger age cohorts, because mortality rates in younger cohorts have a greater relative impact on LEB than in older cohorts. Mortality causes that preferentially impact younger age cohorts, especially in children under five, are often communicable diseases (e.g., HIV, malaria, pneumonia) (Leowski 1986; Lopez, Mathers, Ezzati, Jamison, and Murray 2006; Sachs and Malaney 2002) . Hence, we predict that mortality attributable to communicable diseases accounts for more variance in adolescent and total fertility rates than noncommunicable diseases. Beyond differences in transmission, communicable diseases (e.g., malaria, tropical cluster diseases) exhibit a larger impact on younger age cohorts, especially infants, whereas many noncommunicable diseases (e.g., cancer, type 2 diabetes) have greater impacts on older cohorts. Building upon this, the second hypothesis tested is that resources with the greatest impact on the survival probabilities of communicable diseases will have the greatest impact on adolescent and total fertility rates. Resources affecting survival probabilities of communicable diseases are those affecting transmission environments and the availability of health care (e.g., medicine and preventative measures) (Watson, Gayer, and Connolly 2007) . Based on this reasoning, we predict resources affecting the transmission environment and the availability of treatment and preventative measures will have the largest impact on the survival probabilities associated with communicable diseases.
Materials and Methods
Data Analysis. A PA approach was used to model the relationships between resources, mortality parameters, and total fertility rates. PA is an extension of multiple regression where regression is conducted over a set of variables. Results of a PA, called "path coefficients," reflect the magnitude and statistical significance of the predicted relationships across the set of variables. PA has a number of analytical strengths compared to the ordinary least squares (OLS) regression techniques used in previous studies (e.g., Bulled and Sosis 2010; Low et al. 2008; Wilson and Daly 1997) . Most important among these is the ability to correctly specify the form and complexity of life-history relationships, more specifically the causal relationships predicted to operate between resources, morality, and life-history strategies. Enabling this specification is the use of mediator variables, which act as both dependent and independent variables. As both dependent and independent variables, mediator variables allow for the quantification of the indirect relationships, referred to as indirect effects, which are predicted to exist between a set of variables (e.g., resources, mortality, and fertility). Calculation of indirect effects allows for more nuanced tests of life-history predictions because the effect of resources on life-history strategies is likely mediated through a resource's prior impact on population mortality rates. For example, access to clean water, while it may not directly impact adolescent fertility rates, indirectly impacts these rates through prior direct effects on mediator variables that do have direct effects on adolescent fertility rates, such as population mortality rates. Indirect effects are calculated as the product of the direct effects. Both direct and indirect effects are interpreted as standardized regression coefficients.
Data Sources. Data used in the analysis was gathered from several online databases at the UN Data portal (http://data.un.org) on 191 United Nations countries. Resource variables represent data from years 1999Ϫ2003, causes of mortality variables are taken from 2004, LEB from 2005, and fertility data from 2007. It would have been preferable to use resource variables collected in the same year. However, since data for resources are not collected every year for every country, it was not possible to find a year in which all resource variables were collected. Data primarily are derived from civil registration records, and/or surveys and censuses. Variable descriptions, labels, years, and data sources are provided in Table 1 . Data Definitions. Fertility rate indicators included in the models were total fertility rate and age-specific fertility for females 15 to 19 years old. Total fertility rate (TFR) is the average number of births expected across a female's reproductive life-span if current age-specific fertility rates remained constant. Age-specific fertility (ASF) is defined as the number of births per 1,000 women in a given age range. Mortality rate indicators included in the model were life expectancy at birth (LEB) and years lost to communicable (comm) and noncommunicable diseases (noncomm). Years lost to communicable diseases reflect a percentage of the distribution of years of life lost to communicable disease. Years lost to noncommunicable disease are age-standardized mortality rates for noncommunicable diseases. A complete list of the diseases included in the , and contraception prevalence rate (CPR). Access to clean water and sanitation is a percentage reflecting the proportion of the population using improved drinking water and sanitation facilities. Percentages of access to clean water and sanitation were combined into a composite variable reflecting the proportion of the population with access to both clean water and sanitation facilities. Total expenditure on health care reflects the per capita expenditure from both government and nongovernmental agencies on health-care services. Per capita values are in US dollars and are based off the purchasing-power parity. Years lost to communicable diseases reflect a percentage of the distribution of years of life lost to communicable disease. The GINI coefficient is an indicator of income inequality where a score of 0 indicates complete equality and 1 indicating complete inequality in income. Data on adult female literacy rates reflect females age 15 and above. Contraceptive prevalence rate includes both modern and traditional methods. All analyses were done in Mplus (version 6.1; Muthén and Muthén 2010) and Stata (version 11; StataCorp 2009). As a previous study by Quinlan (2010) documented a quadratic relationship between mortality and age at first birth, quadratic effects between mortality parameters (i.e., LEB and mortality causes) and fertility parameters (i.e., adolescent and total fertility) were modeled but were not significant. Likewise, the potential for interaction effects among resource variables was tested but did not result in a better fitting model. Several variables were missing data from a few countries. A benefit of Mplus is that it uses a full-information maximum likelihood estimator which uses all available data, (i.e., N ϭ total sample size), including cases with missing data (Brown 2006) . Although the amount of missing data was small, a description of the missing data is provided in covariance coverage matrices in Appendix C. Due to significant levels of skewness and kurtosis in some variables (see Table 2 ), a maximum likelihood estimator with robust standard errors (MLR) was used. Correlations among the variables are provided in Table 3 .
Results
Model Fit. MLR estimation converged on an admissible solution for both path models. Global and localized fit indices indicate both models displayed good overall fit (see Table 4 ). Model chi-squares were nonsignificant, model 1:
, and so the exact-fit hypothesis, (i.e., no discrepancies between population and model predicted matrix) cannot be rejected (Kline 2010) . The Standardized Root Mean Square Residual (SRMR) value, which can be conceptualized as the average discrepancy between the correlations in the matrix of observed values and those in the model predicted matrix, was below the suggested 0.08 value for both models (Brown 2006) . For model 2, the Root Mean Square Error of Approximation (RMSEA) and the associated 90% C.I. were below the suggested .06 cut-off criteria (Hu and Bentler 1999) . For model 1, the upper level of the 90% C.I. for the RMSEA was above the suggested 0.06 cut-off criteria but still below 0.08, which is consistent with a mediocre model fit (MacCallum, Browne, and Sugawara 1996) . Hu and Bentler (1999) , however, note that the RMSEA test tends to over-reject models with small sample sizes, which characterizes the current sample (n ϭ 191). Evaluation of model fit through comparative fit indices, which compare the model to a more restricted or "parsimonious" model, provides further evidence of good fit for both path models. Both the Comparative Fit Index (CFI) and the Tucker Lewis Index (TLI) values were above the suggested 0.95 cut-off criteria (Hu and Bentler 1999) .
Localized fit indices indicated good overall fit for both path models. For model 2, inspection of modification indices (MI), which indicate the increase in model X 2 , revealed no areas of localized ill-fit. Inspection of the MI for model 1 revealed no areas of ill-fit with the exception of two parameters, a direct path between ASF and clean (MI ϭ 4.545) and a correlation between femlit and LEB (MI ϭ 4.635). Inclusion of a direct path from ASF to clean and a correlation between femlit and LEB were not significant (P Ͼ 0.05) and so were not included in the model. Further evidence of good localized fit was displayed in the standardized residuals, which reflect how well the variances and covariance matrix produced by the model parameters fit the observed variance and covariance matrix. Standardized residuals, which are interpreted as z-scores, can be conceived as the number of standard deviations by which the predicted residuals differ from zero-value residuals that would result from a perfectly fitting model (Brown 2006) . For model 2, no residuals above the 2.58 significance level were present. For model 1, the sole standardized residual above the 2.58 significance level was a negative residual (Ϫ2.78) between noncomm and ASF. As this residual is negative, it indicates that the model parameters overestimate the observed relationship between noncomm and ASF. Although significant, this residual is not an outlying value, which may have been indicative of serious model misspecification, as other residuals are close to the 2.58 cut-off point (Brown 2006) .
Model Interpretation. Path diagrams representing the predicted relationship between resources, mortality, and fertility are presented in Figures 1 and 2 . These figures can be conceptualized as the graphical equivalent of a set of regression equations that relate the dependent and predictor variables (Byrne 2012) . Each path tested is indicated by a straight line with a single-headed arrow, which points in the proposed direction of causality. Path coefficients (i.e., the number immediately above or below the single-headed arrow) are standardized and are interpreted as the expected change in SD units of the dependent variable given a 1.00 SD change in the predictor variable, controlling for the direct effects of other variables. The curved double-headed arrows on the left side of the model indicate correlations between pairs of predictor variables. The strength of the correlation between two variables is indicated by the number within the curved doubleheaded arrow connecting those two variables. The number inside the circles adjacent to each dependent variable indicates the residual variance associated with that dependent variable. Interpretation of the path coefficients will follow the predicted relationships between resources, mortality, and fertility rates. Predictors of mortality Numbers associated with curved double-headed arrows are correlations. Numbers within circles are the residuals associated with a dependent variable. All path coefficients are significant at the P Ͻ 0.05 level with the exception of the path between total fertility rate and adult-female literacy rate, which was approaching significance at P ϭ 0.077.
causes will be discussed first followed by predictors of LEB (for model 1), and finally predictors of adolescent and total fertility. Direct effects on a dependent variable are discussed before discussion of the indirect effects (see Data Analysis section for explanation of direct and indirect effects). Standardized path coefficients predicting years lost to communicable diseases, LEB, and adolescent and total fertility rates are translated into original metrics. Adolescent fertility rates are rounded up to the next birth.
Results: Model 1
Mortality Causes. Resource variables accounted for 84% of the variance in years lost to communicable disease and 59% of the variance in years lost to noncommunicable disease (see Table 5 ). Access to clean water and sanitation services had a strong effect on years lost to communicable diseases with an SD increase predicting a 13.7 decrease in years lost controlling for other resources. Remaining resource variables (i.e., calories, GINI, CPR, femlit) exhibited similar effects with SD increases resulting in an approximate 4-year decrease in years lost to communicable disease (see Table 4 ). The sole exception to this trend was total health-care expenditure, which did not account for a significant portion of variance in years lost to communicable diseases (P Ͼ 0.05). Total health-care expenditure, however, exhibited the strongest effect on years lost to noncommunicable diseases, with an SD increase, resulting in a Ϫ0.45 SD decrease in years lost. Calories per capita and contraception use had similar impacts on years lost to noncommunicable diseases with SD increases predicting an approximate 0.25 SD decrease. GINI exhibited the smallest effect with an SD increase (more inequality) resulting in a 0.16 SD decrease in years lost to noncommunicable diseases.
Life-Expectancy at Birth.
Summed across direct and indirect effects, resource variables and mortality causes accounted for 89% of the variance in LEB (see Table 5 ). Significant direct effects on LEB were produced through total health-care expenditure and years lost to communicable and noncommunicable diseases. SD increases in years lost to communicable and nonommunicable diseases predicted an 8.40-year and a 3.16-year decrease in LEB, respectively. Total health-care expenditure exhibited the smallest direct effect on LEB predicting a 0.75-year decrease. Remaining resource variables had indirect effects on LEB through prior direct effects on years lost to communicable and/or noncommunicable diseases. Access to clean water and sanitation services exhibited the largest indirect effect on LEB with an SD increase, predicting a 4.10-year increase in LEB. SD increases in other resource variables had similar but smaller impacts on LEB with calories per capita and contraception prevalence rate, predicting an approximate 2-year increase and total health-care expenditure an approximate 1-year increase in LEB.
Adolescent Fertility Rates.
The final model accounted for 60% of the variance in adolescent fertility rates (see Table 5 ). Variables with a direct effect on adolescent fertility rates were LEB, the GINI coefficient, and adult-female literacy rates. LEB had the strongest direct effect on adolescent fertility rates with every SD increase associated with a 19-birth decrease per 1,000 adolescent women. The GINI coefficient and adult-female literacy rate also had indirect effects on adolescent fertility rate through prior direct effects on years lost to communicable and/or noncommunicable diseases. Summed across both direct and indirect effects, SD increases in female literacy rates and GINI predicted 15-and 12-birth decreases, respectively. The impacts of mortality causes (i.e., communicable and noncommunicable diseases) on adolescent fertility were completely mediated through prior direct effects on LEB. An SD increase in years lost to communicable diseases predicted a 15-birth decrease while a smaller indirect effect was produced by years lost to noncommunicable disease with an SD increase predicting a 6-birth decrease. All resource variables had an indirect effect on adolescent fertility rates. The strongest indirect effect on adolescent fertility rate was produced through access to clean water and sanitation with an SD increase predicting a 7-birth decrease. Calories per capita and contraception prevalence rate predicted approximately a 4-birth decrease, respectively. Total health-care expenditure had the smallest effect on adolescent fertility rates, predicting a 3-birth decrease.
Results: Model 2
Mortality Causes. Resource variables accounted for 82% of the variance in years lost to communicable and 58% of the variance in years lost to noncommunicable disease (see Table 6 ). In general, both the pattern and magnitude of relationships found between resources and mortality causes were similar to model 1. Access to clean water and sanitation services had the strongest direct effect on years lost to communicable diseases with an SD increase predicting a 9.6-decrease in years lost, controlling for the direct effect of other resources. Calories per capita and adult-female literacy rates had a smaller but similar direct effect with SD increases, resulting in an approximate 6-year decrease in years lost to communicable disease. Income inequality and contraception prevalence rates exhibited the smallest direct effects with an SD increase in each, predicting a 5.1-year increase and a 4.3-year decrease in years lost to communicable diseases, respectively. Like model 1, the sole resource variable without a significant direct effect on years lost to communicable diseases was total health-care expenditure. Total health-care expenditure, however, exhibited the strongest effect on years lost to noncommunicable diseases with an SD increase, resulting in an Ϫ0.46 SD decrease in years lost. Contraception prevalence rate had the second-largest direct effect with an SD increase, predicting an Ϫ0.281 SD decrease in years lost to noncommunicable disease. Calories per capita exhibited the third-largest effect on years lost with an SD increase, predicting an Ϫ0.210 SD decrease. Income inequality exhibited the smallest direct effect on years lost to noncommunicable diseases with an SD increase, predicting an Ϫ0.156 SD decrease. Life-expectancy at birth was not included in model 2 as its effect on total fertility rate was completely mediated by years lost to communicable and noncommunicable disease. Additionally, its inclusion did not improve the global or local fit of model 2. Due to the absence of LEB, both years lost to communicable and noncommunicable diseases had direct effects on TFR.
Total Fertility Rates. The final model accounted for 76% of the variance in total fertility rates across 191 nations (see Table 6 ). Again, both the pattern and magnitude of relationships found between predictor variables and fertility were consistent with results from model 1. Variables with a direct effect on total fertility rates were the mortality variables of years lost to communicable and noncommunicable disease and the resource variables of total health-care expenditure, contraception-prevalence rate, and adult-female literacy rate. Across all variables, years lost to communicable disease had the largest impact with an SD increase, predicting a 0.82-year increase in fertility across the reproductive life-span. Contraception-prevalence rate exhibited the second-largest direct effect with an SD increase, predicting a 0.41-year decrease in TFR. The direct effect of adult-female literacy, which was approaching significance (P ϭ 0.077), predicted a 0.22-year decrease in TFR for every SD increase. The effect of total health-care expenditure was of similar magnitude but in the opposing direction with an SD increase, predicting a 0.21-year increase in TFR. Years lost to noncommunicable disease had the smallest direct effect on TFR, with an SD increase, predicting a 0.19-year increase in fertility. All resource variables, including those with direct effects, had indirect effects on TFR. Indirect effects were produced through a resources prior direct effect on years lost to communicable and/or noncommunicable diseases. Like model 1, the largest indirect effect on total fertility rate was exhibited by access to clean water and sanitation services with an SD increase, predicting a 0.28-year decrease in TFR. Calories per capita had the second-largest indirect effect with an SD increase, predicting a 0.24-year decrease in TFR. An SD increase in adult-female literacy rates predicted a 0.19-year decrease in TFR. The indirect effects of contraception prevalence rate and income inequality were similar in magnitude but in the opposing direction with an SD increase, predicting a 0.13-year decrease and a 0.12-year increase, respectively. Total health-care expenditure had the smallest indirect effect on total fertility rates with an SD increase predicting a 0.09-year decrease in fertility across the female reproductive life-span.
Discussion
By modeling the impact of resources on the risk environment, path analysis allows us to begin partitioning mortality into extrinsic and intrinsic components-a crucial next step in human life-history research. Results from both path models provide strong support for theoretical predictions and largely concur with results of previous studies. Higher population-mortality rates, as reflected by lower life-expectancy at birth (model 1) and greater years lost to communicable and noncommunicable diseases (model 2), are associated with "faster" life-history strategies, as indicated by higher adolescent and total fertility rates. For example, as indicated by model 1, every year decrease in LEB predicts two more births per 1,000 adolescent females Numerous studies have documented this relationship between mortality and fertility; however, the current study models how the availability of resources, through prior impacts on mortality, ultimately affect the timing and frequency of reproduction in humans. In particular, the use of a PA approach enables the test of whether decreases in resources, by mediating an individual's ability to cope with mortality causes, lead to faster reproductive strategies. Both models supported this relationship. In model 1, an SD decrease in all resources, including access to education, health care, clean water and sanitation, calories, contraception and income equality (i.e., GINI), predicted an SD increase in adolescent fertility (SD Ϸ 44 births/1000 females). Similarly, in model 2, an SD decrease in access to education, clean water and sanitation, calories, and income equality combined to predict 1.58 more births across the female reproductive life-span, slightly more than an SD. While both path models generate a more nuanced representation of the relationship between resources and fertility rates, they also allow for the quantification of the relative impacts associated with each resource. A resource's relative impact is calculated by division of the standardized total effects (see Tables 5 and 6 ). In model 1, for example, division of the total effects of female literacy (Ϫ0.388) and total health-care expenditure (Ϫ0.027) on adolescent fertility reveals that female literacy has a 14-times greater impact on adolescent fertility rates.
In support of the first hypothesis, model 1 clearly demonstrated that mortality causes accounting for the most variance in population mortality rates account for the most variance in adolescent fertility rates. Results of both models also support the predicted role of communicable diseases. Indeed, communicable diseases account for more of the variance in both LEB and both indicators fertility rates. Model 1 indicates that every SD increase in years lost to communicable disease exhibited an almost 3-times greater impact on LEB (8.40 years) compared to noncommunicable diseases (3.16 years). Model 2 also shows that communicable diseases account for more variance in total fertility rates.
Results of both models also supported the second hypothesis: Resources impacting the survival probabilities of communicable diseases-by impacting transmission, prevention, and treatment-have stronger effects on fertility than resources impacting survival probabilities of noncommunicable diseases. Access to clean water and sanitation showed the largest indirect effect of any resource variable on both adolescent. Contraception-prevalence rate had the third-largest indirect effect of all resource variables on adolescent fertility rates. Adult-female literacy rates, which exhibited the third-largest indirect effect on total fertility in model 2, indirectly impact the disease transmission environment as literate females may be more educated in disease prevention (e.g., sex education).
Our results, in general, concur with predictions from LHT and previous studies. However, a few predicted relationships were not found. In both models total health-care expenditure did not have a significant impact on years lost to communicable disease. This finding may indicate that total health-care expenditure is not a strong indicator of access to health services that specifically target communicable diseases, or a majority of health-care funds are allocated to the treatment of noncommunicable diseases. In the majority of developed nations, communicable diseases with the potentially greatest impact on life-expectancy (i.e., diseases that affect childhood mortality) have either been eradicated through large-scale immunization programs (e.g., typhoid, cholera, and tuberculosis) or by tactics and infrastructure improvements that decrease transmission rates (e.g., mosquito-prevention programs). As a result of these measures, the mortality rates in developed countries are less impacted by communicable diseases (World Health Organization 2009) . Because the extension of adult-life expectancy increases age-related noncommunicable diseases (e.g., cancer and heart disease) that are expensive to treat (Narayan, Ali, and Koplan 2010) , the strong relationship between total health-care expenditure and noncommunicable diseases in developed countries may disguise the effect of total health-care expenditure on communicable diseases in developing countries. Alternatively, health-care funding in developing countries may not produce a significant decrease in mortality from communicable diseases for many years. This reasoning may partly explain the unexpected result in model 2 where total health-care expenditure predicted an increase in total fertility rates. Future studies should incorporate indicators of health-care funding with direct relationships to communicable diseases (e.g., access to immunization programs and STI prevention education).
Some resources, including adult-female literacy rate, contraceptionprevalence rate and income inequality, affect fertility rates largely outside the context of mortality. Female literacy and income inequality produced the smallest indirect effects on LEB in model 1, but were the only resource variables with direct effects on adolescent fertility. As such the effects of education and income inequality on LEB may need to be more closely evaluated. Another possibility may be that a threshold level of education must be reached before effects on LEB are statistically noticeable (Bulled and Sosis 2010) . More difficult to explain is the weak effect of income inequality on LEB. The likely consequences of income inequality on access to health care and overall standard of living suggest that variation in population LEB should be intimately tied with the GINI coefficient. However, inequality may interact with other variables in complex ways not detectable in a global comparison.
In summary, on a global scale, resources influence life-history largely through their impact on communicable diseases. However, in populations where disease burdens have been substantially reduced, then other indicators of extrinsic and intrinsic risk come into play. A promising line of research indicates that in healthy populations psychosocial stress apparently tunes life-history development in ways similar to mortality in less developed populations (Chisholm and Coall 2008) .
Conclusion
Data from 191 countries were used to test two hypotheses operating as separate links in the causal chain from resources to fertility rates. Results of two path models confirm that resources with the greatest impact on the survival associated with communicable diseases have the greatest impact on the timing and frequency of reproduction. A PA approach generates a more nuanced representation of the direct and indirect relationships operating between resources and reproductive behavior. This approach suggests that some environmental factors, such as communicable versus noncommunicable disease, appear to have effects more like extrinsic risks versus intrinsic risks. While this study does not entirely resolve important issues in isolating mortality sources, it does improve our understanding of how local conditions' influence life-history strategies. Hence, this approach may prove useful in new theory development and in population planning. 
