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Introduction
Dalzell ([3] ) observed that 0 < to get better rational approximations of π, e.g. 0 < I 32,32 16384 = π − 19809071774292917047896724979 6305423381881718760060595200 ≈ 4 · 10 −25 , see also Lucas ([5] ). Moreover, Backhouse showed that the integral I m,n always leads to a rational approximation of π, if 2m−n ≡ 0 (mod 4). Under this condition, we observed by computing several integrals I m,n by hand, that by fixing an even n, we not only get approximations of π, but also good error estimates for the partial sums of the Gregory-Leibniz series
Using I m,n > 0, elementary computations immediately lead to an upper and a lower bound for that error. To illustrate this, we start with the simplest case n = 2 and m odd.
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Estimates for the Gregory-Leibniz series
If we denote by GLS k the kth partial sum of the Gregory-Leibniz series, i.e.
then we obtain a first estimate for the error
Proof. To prove the upper bound, let n = 2 and m ≡ 3 (mod 4). Then
Since obviously I m,n > 0, we get
and with m = 2k
In the other case n = 2 and m ≡ 1 (mod 4), we get in the same way
and
The computation for the upper bound also immediately leads to a lower bound by separating the last summand 
The sum in brackets has k = m−1 2 summands, therefore we replace m by 2k + 1 and get
In the second case m ≡ 1 (mod 4), we similarly get
and the claim follows.
Proposition 1 can be improved increasing n to 4.
Proof. Let n = 4 and let m be even (such that 2m − n ≡ 0 (mod 4)).
If m ≡ 2 (mod 4), the computation continues like
In the other case m ≡ 0 (mod 4), we similarly get
The substitution m = 2k completes the proof for the upper bound.
To get the lower bound, we write in the case m ≡ 2 (mod 4)
The substitution m = 2k + 2 gives for r > 1. If all the sequences (∆ r a k ) for r = 1, 2, 3, . . . , j decrease monotonically to zero, then Johnsonbaugh showed for the error R k , that
see [6, Theorem 3] . For the Gregory-Leibniz series, this gives for example
So, we obtain for j = 1
It is easy to check, that these bounds are worse than the bounds of Proposition 1.
Similarly, we get for j = 2 2k 2 + 9k + 11 8k 3 + 36k 2 + 46k + 15
These bounds are worse than the bounds of Proposition 2. For example comparing the two upper bounds we have
is always positive.
The following two tables show some numerical comparisons for the different error estimates (our propositions and Johnsonbaughs error estimates up to j = 5), taking k = 10 and k = 20. Table 2 . Lower bounds for k = 10 and k = 20
Related series
As observed by Backhouse ([1]) , the integral I m,n leads to a rational approximation of ln(2), if 2m − n ≡ 2 (mod 4). In these cases, we now directly get error estimates for the series ln(
Indeed, all the computations done in Section 2 work analogously here, replacing . In the simplest case n = 2, m even, we obtain ln(
cf. proof of Proposition 1. Using now the substitutions m = 2k and m = 2k + 2, respectively, we get 2k + 3 8k 2 + 18k + 10 < ln(
where S k denotes the kth partial sum
As in Section 2, increasing n improves the estimates, e.g. n = 4, m odd, gives 
