Abstract. Let P be any operad. A P-bimodule R that is a P-cooperad induces a natural "fattening" of the category of P-(co)algebras, expanding the morphism sets while leaving the objects fixed. The morphisms in the resulting R-governed category of P-(co)algebras can be viewed as morphisms "up to R-homotopy" of P-(co)algebras.
Introduction
Over the past 30 years, operads have proven to be an excellent tool for encoding the multi-layered structure of certain classes of algebraic objects, e.g., the coherent systems of higher homotopies describing A ∞ or E ∞ structure for the multiplication map of an algebra. In this article we study bimodules over operads, which serve to encode the deep algebraic structure of morphisms.
The structure of the categories DASH and DCSH, first defined by Gugenheim and Munkholm in the early 1970's [5] , motivates our work. The objects of these categories have a relatively simple algebraic description, while that of the morphisms is rich and complex. The objects of DASH are coaugmented, associative chain algebras, and a morphism from A to A ′ is a map of chain coalgebras B(A) → B(A ′ ), where B denotes the bar construction. Dually, the objects of DCSH are augmented, coassociative chain coalgebras, and a morphism from C to C ′ is a map of chain algebras ΩC → ΩC ′ , where Ω denotes the cobar construction. The categories DASH and DCSH play an important role in topology. Let C * denote the normalized chains functor from simplicial sets to chain complexes. Let K be any reduced simplicial set, and let GK be the Kan loop group on K. The usual coproduct on C * K is a morphism in DCSH. Moreover, as shown in [7] , there is a natural coproduct on ΩC * K with respect to which the natural equivalence of chain algebras ΩC * K → C * GK defined by Szczarba [19] is also a morphism in DCSH. Among the applications to rational homotopy theory, Bousfield and Gugenheim showed that the Stokes map A P L (X) the passage to the commutative algebra category, is a DASH morphism [3] . In addition, Stasheff and Halperin have exploited DASH morphisms to study the collapse of the Eilenberg-Moore spectral sequence [18] .
As an application of the general theory we develop here, we obtain a purely operadic characterization of the categories DASH and DCSH, in terms of an explicit bimodule F over the associative operad A in the category of chain complexes. Furthermore, the bimodule F is a minimal, free A -bimodule resolution of A itself and therefore an important tool for studying the homological algebra of A -modules.
Our approach to characterizing morphisms in terms of bimodules over operads can be summarized as follows. Let (M, ⊗, I) be a closed, bicomplete, symmetric monoidal category. Let Σ n denote the symmetric group on n letters. Let Σ denote the symmetric groupoid, i.e., the objects of Σ are the non-negative integers and Σ(n, m) is Σ n if n = m ≥ 1, is the trivial group if n = m = 0 and is the empty set otherwise. Consider the category M Σ of symmetric sequences in M, which can be seen as functors from Σ op to M or as sequences X = {X (n) | n ≥ 1} of objects in M such that X (n) admits a right action of Σ n for all n.
The category M Σ admits three distinct monoidal structures: the level structure (M Σ , ⊗, C ), the graded structure (M Σ , ⊙, U ), and the composition structure (M Σ , •, J ); see Section 2. The level and graded monoidal structures are both symmetric and closed. The composition structure, however, is not symmetric and is only right closed. The name of the composition structure is justified by the fact that there is a monoidal functor from M Σ to the category of endofunctors on M under composition; see [17] .
Given the composition monoidal structure, it is easy to define operads, their (bi)modules and their (co)algebras. An operad is a composition monoid (P, γ, η), i.e., a symmetric sequence P endowed with an associative multiplication γ : P • P → P admitting a unit η : J → P. A left P-module consists of a symmetric sequence M endowed with a left action λ : P • M → M satisfying the usual associativity and unit axioms. Right P-modules (M , ρ) are defined analogously, and (P, Q)-bimodules (R, λ, ρ) are symmetric sequences endowed with commuting left and right actions of P and Q. We denote the categories of right and left Pmodules by Mod P and P Mod.
The definition of algebras and coalgebras over a given operad P is somewhat less concise. A P-algebra is an object A of M, together with a set of equivariant morphisms in M {θ n : P(n) ⊗ A ⊗n → A | n ≥ 0}, where Σ n acts on A ⊗n by permuting factors, and commuting appropriately with the composition product γ on P. Dually, a P-coalgebra consists of an object C of M, together with a set of equivariant morphisms in M {θ n : C ⊗ P(n) → C ⊗n | n ≥ 0} commuting appropriately with the composition product γ. The categories of Palgebras and P-coalgebras are denoted P-Alg and P-Coalg.
Crucial to our characterization of morphisms is the observation that the categories of P-algebras and of P-coalgebras embed in the categories of left P-modules and of right P-modules. Questions concerning duality of algebras and coalgebras can therefore be viewed as questions of chirality of right and left modules, thanks to the asymmetry of the composition product.
The embeddings are defined as follows. Let O ∈ M be the initial object. We define two embeddings of P-algebras as left P-modules. Given a P-algebra A, the constant symmetric sequence c(A) has c(A)(n) = A for all n > 0 and c(A)(0) = O. The trivial symmetric sequence z(A) has z(A)(0) = A and z(n) = O for n ≥ 1. Both c(A) and z(A) are naturally left P-modules. On the other hand, if C is a P-coalgebra, then the free symmetric monoid T (C), with T (C)(n) = C ⊗n for all n > 0 and T (C)(0) = I, admits a natural right P-module structure. The algebra embedding c is well-known (cf. Kapranov-Manin, [8] ), and, while we suspect that the algebra embedding z and the coalgebra embedding are a part of operad folklore, we were not able to find them in print.
There are numerous other sources of (bi)modules over operads. For example, a morphism of operads P → Q endows Q with the structure of a P-bimodule. Moreover, if X is any symmetric sequence, then P • X • Q is naturally a (P, Q)-bimodule. Finally, as Ching [4] and McCarthy and Minasian [13] recently showed, the functor calculus is a rich source of (bi)modules over operads. Ching proved that the derivatives of the identity functor on based spaces form an operad ∂ * I and that any based space naturally gives rise to a right ∂ * I-module. On the other hand, McCarthy and Minasian explained how to construct an operad a F from any triple (monad)(F, µ, η) on the category of S-modules and showed that if the Goodwillie tower of F (X) splits for every spectrum X, then F (X) is an a F -algebra, i.e., c F (X) is a left a F -module.
The influence of bimodules over operads on morphisms manifests itself in many ways. We can, for example, consider categories of morphisms governed by a given bimodule. Given a right P-module M and a left P-module N , the composition product of M and N over P, denoted M • P N , is the symmetric sequence defined in the obvious manner. To a (P, Q)-bimodule (R, λ, ρ) are associated two comma categories (− • P R) ↓ Mod Q and (R • Q −) ↓ P Mod, the objects of which are R-relative morphisms of right Q-modules
respectively. By restricting to the full subcategories of Q-coalgebras and of Palgebras, we obtain the categories
of R-morphisms of Q-coalgebras and
of R-morphisms of P-algebras. Given a P-bimodule R that is a comonoid with respect to • P , we can use the notion of R-morphism to "fatten up" the categories of left and right P-modules, as well as those of P-algebras and P-coalgebras, leaving the objects fixed but expanding the morphism sets. As we explain below, the categories DASH and DCSH are "fattened" versions of A -Alg and A -Coalg, where M is the category of chain complexes.
Let ψ : R → R • P R denote the coproduct on R, which is coassociative and counital with respect to a P-bimodule morphism ε : R → J . We then define the fattened categories (P,ψ) Mod, Mod (P,ψ) , (P, ψ)-Alg, and (P, ψ)-Coalg to have the same objects as their thinner counterparts, but to have morphisms given by
similarly for right P-modules and P-coalgebras. Note that P Mod(M , N ) embeds naturally in (P,ψ) Mod(M , N ), by sending ϕ to
Similar embeddings exist of the "strict" right module, algebra and coalgebra categories into their "fattened" versions.
The composition of morphisms in these categories is defined in terms of ψ.
is given by composing the following sequence of (strict) morphisms of left P-modules.
is defined similarly, while composition in (P, ψ)-Alg and in (P, ψ)-Coalg is obtained by restriction from (P,ψ) Mod and Mod (P,ψ) . We call (P,ψ) Mod, Mod (P,ψ) , (P, ψ)-Alg, and (P, ψ)-Coalg the (R, ψ)-governed versions of their strict counterparts.
The reader familiar with category theory will have recognized that the R-governed categories of left and right P-modules are precisely the Kleisli categories associated to the comonads R • P − and − • P R, respectively.
A plentiful source of composition comonoids is thus essential to producing "fattened" categories of modules over an operad. In this article we develop a tool for constructing composition comonoids over the associative operad A , when M is the category of chain complexes over a commutative ring R. Let Csg ⊗ denote the category of level cosemigroups in M Σ , i.e., of symmetric sequences X endowed with a coassociative level comultiplication ∆ : X → X ⊗ X that is not necessarily counital. We define a functor, called the diffracting functor, Chain complex variations on the suspension operad of Arone, Bauer, Johnson and Morava [1] are vital ingredients in the definition of the functor Φ. Let S denote the sequence of chain complexes such that for all n, S (n) = R{s n−1 }, the free R-module on a generator of degree n − 1. Let S χ denote S endowed with the sign action of Σ n in level n. Let S Σ = S ⊗ A , i.e., S Σ (n) = S (n) ⊗ R[Σ n ], with the free right Σ n -action. As a symmetric sequence of graded modules, Φ(X ) is
The level-wise differential on Φ(X ) is expressed in terms of natural simplicial and precosimplicial structure, which we explain in more detail in Section 4.
The interplay between the level monoidal structure and the diffracting functor is worth examining as well. There is a natural transformation, which we call the generalized Milgram map,
The transformation q is a sort of generalized Alexander-Whitney map, along the same lines as the original Milgram map Ω(C ⊗ C ′ ) → ΩC ⊗ ΩC ′ for chain coalgebras C and C ′ [14] . Consequently, if the level comultiplication ∆ on X is itself a morphism of level cosemigroups, then Φ(X ) naturally has the structure of a level cosemigroup, with comultiplication qΦ(∆).
The diffracting functor satisfies a beautiful duality relation, with respect to both the cobar construction and the bar construction. Let X be a level cosemigroup. If Y and Z are level (co)semigroups, then a morphism Y • X → Z is called (co)multiplicative if it is compatible with the (co)multiplications in Y and Z and with the comultiplication in X ; see Section 5 for the precise definitions.
Bar Duality Theorem. Let (X , ∆) be any level cosemigroup. Let F, G : D → A -Alg be functors, where D is any category. Let B X (F, G) be the set of comultiplicative natural transformations τ :
Let A and A ′ be any two associative chain algebras. According to the Bar Duality Theorem, an X -relative morphism BA − − → X BA ′ can be obtained by suspending and then comultiplicatively lifting a family
of appropriately equivariant morphisms of chain complexes. On the other hand, by restriction and desuspension, an X -relative morphism BA − − → X BA ′ gives rise to a Φ(X )-relative morphism of chain algebras
As an application of Bar Duality, we can prove the existence of natural Xgoverned morphisms between bar constructions by acyclic models methods, since Φ(X ) has a natural differential filtration. Theorem 1.1 (Existence of X -governed morphisms I). Let F and G be as in the Bar Duality Theorem. Let U : A -Alg → M be the forgetful functor. If there is a set of models in D with respect to which F is free and G is acyclic, then for all level cosemigroups (X , ∆) under J and all natural transformations of functors τ : U F → U G, there exists a comultiplicative natural transformation
lifting the suspension of τ .
The cobar version of the duality theorem requires a certain permutation condition on the natural transformations considered. We refer the reader to Section 5 for the precise definition of this condition.
Cobar Duality Theorem. Let (X , ∆) be any level cosemigroup. Let F, G : D → A -Coalg be functors, where D is a small category. Let Ω X (F, G) be the set of multiplicative natural transformations τ : T (ΩF ) • X → T (ΩG) of functors from D to A Mod. Let 0 X (F, G) be the set of transposed tensor natural transformations τ :
Let C and C ′ be any two coassociative chain coalgebras. The Cobar Duality Theorem implies that an X -relative morphism ΩC − − → X ΩC can be obtained by desuspending and then multiplicatively extending a family
of appropriately equivariant morphisms of chain complexes. On the other hand, by restriction and suspension, an X -relative morphism ΩC − − → X ΩC ′ gives rise to a Φ(X )-relative morphism of chain coalgebras
Acyclic models methods again permit us to establish the existence of natural X -governed morphisms, now between cobar constructions. Theorem 1.2 (Existence of X -governed morphisms II). Let F and G be as above. Let U ′ : A -Coalg → M be the forgetful functor. If there is a set of models in D with respect to which F is free and G is acyclic, then for all level cosemigroups (X , ∆) and for all natural transformations τ :
extending the desuspension of τ .
We now examine in detail the result of applying Φ to the composition unit J . Let F = Φ(J ) = A • S Σ • A , which we call the Alexander-Whitney A -bimodule.
Note that F admits the structure of a level cosemigroup, since the level comultiplication ∆ J on J is necessarily a morphism of level cosemigroups. We can therefore apply the generalized Milgram transformation to obtain a level comultiplication ∆ F = qΦ(∆ J ) on F .
The following theorem summarizes the most important properties of F .
(2) The natural morphism F → A of A -bimodules is a quasi-isomorphism in positive levels, i.e., F is a free A -bimodule resolution of A . The first property asserts that we have attained our goal of providing a purely operadic description of the categories DASH and DCSH and follows immediately from the Bar and Cobar Duality Theorems, applied to X = J . The second property indicates that F is a handy tool for studying the homological algebra of A -modules.
In Example 6.7, we use F to provide an example of a chain coalgebra whose cohomology algebra is realizable as an algebra over the Steenrod algebra, but which is not of the homotopy type of the chain complex of any space.
The final application of the diffracting functor that we treat in this article is the unification of the usual bar and cobar constructions, both of which turn out to be "shadows" cast by the diffracting functor.
(1) Let A be any associative chain algebra. Then
(2) Let C be any coassociative chain algebra. Let i(C) be the symmetric sequence with i(C)(1) = C, while i(C)(n) = 0 if n = 1. Then
In view of the above theorem, we propose the following generalization of the bar and cobar constructions. If M and N are left and right A -modules, respectively, we define
In future articles we will treat the numerous possible generalizations of the diffracting functor. In particular, we will define diffraction in an arbitrary triangulated category and over operads other than the associative operad.
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Bimodules over operads
In this section we recall the category of symmetric sequences and review its various monoidal structures. We recall the definition of operads and their modules, and introduce the notion of morphisms governed by a bimodule. Let Σ be the symmetric groupoid, of sets [n] = {1, . . . , n} and bijections, i.e.,
We include the empty set as an object of Σ, with Σ(∅, ∅) = {1}. The category of symmetric sequences, denoted by slight abuse of notation by M Σ (rather than M (Σ op ) ), is the category of contravariant functors X : Σ → M and natural transformations. More concretely, a symmetric sequence consists of a sequence {X (n) | n ≥ 0} of objects in M, where each X (n) comes equipped with a right action of Σ n , that is, an anti-homomorphism Σ n → Aut M (X (n)). Definition 2.2. The level tensor product of two symmetric sequences X and Y is defined level-wise, that is,
with the diagonal action of Σ n . Proposition 2.3. Let C = {C (n)} be the symmetric sequence with C (n) = I with trivial Σ n -action, for all n ≥ 0. Then (M Σ , ⊗, C ) is a symmetric monoidal category, called the level monoidal structure on M Σ .
Proof. For all n ≥ 0, (M Σn , ⊗, I) is a symmetric monoidal category.
Remark 2.4. We use the symbol C for the unit since it happens to be the commutative operad.
A level semigroup is a semigroup object with respect to the level tensor product. Thus X is a level semigroup if and only if each X (n) comes equipped with a Σ n -equivariant associative multiplication. A level monoid is a level semigroup with unit. Dually, we have level cosemigroups and level comonoids.
Let G be a finite group. The forgetful functor M G → M from the category of G-objects has a left adjoint, denoted (
where X g is a copy of X labelled by g ∈ G. We call X[G], equipped with the obvious right G-action of permutation of summands, the free right G-object on X.
Example 2.5. Let A be the associative operad. Recall that
that is counital with respect to the augmentation
Definition 2.6. Let X and Y be symmetric sequences. We define their graded tensor product, denoted X ⊙ Y , by
Proposition 2.7. Let U = {U (n)}, where U (0) = I, and
We call a symmetric sequence X with an associative multiplication µ : X ⊗X → X a graded semigroup. If (X , µ) comes equipped with a unit ν : U → X , then we call (X , µ, ν) a graded monoid. Dually, we have graded cosemigroups and graded comonoids. Notation 2.8. Let X be a symmetric sequence, and let m ≤ n be natural numbers. We set X [m, n] = X ⊙m (n). The symmetric group Σ m acts on the left by permutation of factors, while Σ n acts on the right via the action on X ⊙m as a symmetric sequence.
The category of symmetric sequences comes equipped with a third, non-symmetric, monoidal product, •, called the composition product. Definition 2.9. Let X and Y be symmetric sequences. For n ≥ 1, we define
The following result is proved in [11, Section II.1.8].
Proposition 2.10. Let J = {J (n)}, where J (1) = I and
Composition monoids, or operads, are discussed in the next section.
From the definitions, we obtain a useful formula for iterated composition products in terms of the graded tensor product.
Proposition 2.11. Let X , Y and Z be symmetric sequences. Then for n ≥ 1,
The following relation will allow us to form tensor products of the relative morphisms of Section 2.5.
Proposition 2.12. Let W , X , Y , and Z be symmetric sequences. There is a natural inclusion
Notation 2.13. The symmetric group Σ m acts on I m,n via permutation of entries, namely, σ · n := (n σ −1 (1) , . . . , n σ −1 (m) ) for n = (n 1 , . . . , n m ) ∈ I m,n . A permutation σ ∈ Σ m and an m-tuple n ∈ I m,n determine the block permutation σ n ∈ Σ n .
Given a symmetric sequence X , we set
The following proposition seems to be implicit in the literature.
Proposition 2.14. Let X , Y , and Z be symmetric sequences. Let
be a family of morphisms, for all n ∈ I m,n and for all m, n ≥ 0. Suppose the diagrams
commute for all n ∈ I n,m , σ ∈ Σ m , and σ j ∈ Σ nj . Then the ϕ n extend to a unique morphism of symmetric sequences,
Proof. The Σ n1 × · · · × Σ nm -equivariance means that for a fixed n, we may extend
We may then pass to orbits because of Σ m -equivariance.
Corollary 2.15. Let k, m 1 , . . . , m k be natural numbers, and for i = 1, . . . , k, let
is equivariant with respect to the actions of Σ k , Σ m1 × · · · × Σ m k , and Σ n11 × · · · × Σ n km k , then they determine a unique morphism of symmetric sequences,
(P, Q)-bimodules.
In this section we define our key player, the (P, Q)-bimodule. In Example 2.21, we present the "template" for bimodules, the cohomomorphism bimodule, the relative version of the coendomorphism operad.
An operad is a monoid in the category of symmetric sequences, with respect to the composition product. The structure morphism in the operad P,
is called the composition product, while η : J → P is the unit.
A left P-module is a symmetric sequence M along with a morphism of symmetric sequences
such that the diagrams
commutes. We denote by P Mod the category of left P-modules and P-linear morphisms.
Example 2.16. A P-algebra is an object A ∈ M equipped with a sequence of structure morphisms ϕ m : P(m) ⊗ A ⊗m → A that are associative, equivariant, and unital. Let c(A) be the constant symmetric sequence defined by c(A)(0) = O, c(A)(n) = A for n ≥ 1, with trivial Σ n -action for all n ≥ 0. Then c(A) is a left P-module. Indeed, for n ∈ I m,n , we have c(A)[ n] = A ⊗m . Define ϕ n as the composite
One verifies readily that ϕ n is equivariant with respect to the actions of Σ m and Σ n , and so by Proposition 2.14, constitute a morphism of symmetric sequences
Thus c is a functor, c : P-Alg → P Mod. It is evidently faithful, but not full.
To a symmetric sequence X we associate an endofunctor
If P is an operad, then P(−) defines a triple.
Example 2.17. Let A ∈ P-Alg. Define z(A) to be the symmetric sequence with z(A)(0) = A and z(A)(n) = O for n > 0. Denote by P(−) the free P-algebra functor. The structure morphisms on A can be expressed as one morphism ϕ :
− −− → z(A). The functor z : P-Alg → P Mod is full and faithful.
Left modules over the associative operad A have a particularly simple description, as indicated in the following proposition. Proposition 2.18. Let A be the associative operad. Then the left A -modules are precisely the graded monoids.
Proof. The proof follows from the definitions.
Let P be an operad. A right P-module is a symmetric sequence N along with a structure morphism of symmetric sequences
Let M and N be right P-modules. A morphism of symmetric sequences θ :
We denote by Mod P the category of right P-modules and P-linear morphisms.
Recall that a P-coalgebra is an object A of M along with a sequence of structure morphisms θ n : A ⊗ P(n) → A ⊗n that are associative, equivariant, and unital. Let A be an object of M. Define the free symmetric monoid on A to be the symmetric sequence T (A) with T (A)(n) = A ⊗n and T (A)(0) = I, where Σ n acts by permuting factors.
Proposition 2.19. An object A of M is a P-coalgebra if and only if the free symmetric monoid T (A) is a right P-module.
Proof. Suppose that T (A) is a right P-module with structure morphism
Let θ n be the component of ρ n with m = 1:
Then θ n inherits associativity, equivariance and unity from ρ. Conversely, suppose that A is a P-coalgebra. The structure morphisms θ n define morphisms in M, for m ≥ 1, and n = (n 1 , . . . , n m ),
where n = n 1 + · · · + n m . These morphisms are equivariant with respect to the actions of Σ m and Σ n1 × · · · × Σ nm , and hence piece together to form a morphism of symmetric sequences
that is associative and unital because of the corresponding properties of the θ n . Proof. The coface operator d j : N (q) → N (q + 1) is defined to be the composite
where m = (2, 1, . . . , 1), σ is the cyclic permutation (1, 2, . . . , q), and 0 ≤ j ≤ q − 1. The codegeneracy operation s j is defined similarly, using k = (0, 1, . . . , 1) ∈ I q,q−1 .
Let Q be another operad. A (P, Q)-bimodule is a symmetric sequence R that is simultaneously a left P-module and a right Q-module, in such a way that the diagram
commutes. We denote by P Mod Q the category of (P, Q)-bimodules and (P, Q)-bilinear morphisms.
Example 2.21. The template for bimodules is the cohomomorphism bimodule. Since our symmetric monoidal category M is closed, it has an internal hom functor F (A, −) that is right adjoint to − ⊗ A for all objects A of M. Let A and B be objects in M. Recall that the coendomorphism operad is defined by CoEnd A (n) = F (A, A ⊗n ). The composition product
and similarly for λ.
Proposition 2.22. Let R be an A -bimodule, and set R q = R(q + 1). Then R • is a cosimplicial monoid.
Proof. Since R is a left A -bimodule, by Proposition 2.18, R is a graded monoid. By Proposition 2.20, R • is a cosimplicial object in M. Use the codegeneracies σ j to define an Alexander-Whitney map R ⊗ R → R ⊙ R. Explicitly,
is the morphism of symmetric sequences defined by
where the s i are the codegeneracy maps. Thus each R q is a monoid via the mor-
. The coface and codegeneracy maps are morphisms of monoids because of the compatibility between the left and right actions of A . Proposition 2.23. Let X and Y be symmetric sequences. If X is a level comonoid and Y is a graded comonoid, then X • Y is naturally a graded comonoid.
Proof. First, we remark that for any symmetric sequences M and N , the shuffle map (M ⊙ N ) ⊙m → M ⊙m ⊙ N ⊙m is Σ m -equivariant with respect to permutation of factors. Let ψ : Y → Y ⊙ Y be the diagonal in Y , and let ∆ : X → X ⊗ X be the diagonal in X . The diagonal in X • Y is then defined to be the following composite.
The counit comes from multiplying the respective counits in X and Y level-wise, namely,
The comultiplication is coassociative because the comultiplications in X and Y are coassociative.
Here are two more useful results concerning bimodules.
Proposition 2.24. If P and Q are level cosemigroups, then ( P Mod Q , ⊗) is a category with multiplication. If P and Q are in fact level comonoids, then
Proof. Let M and N be (P, Q)-bimodules. The diagonals on P and Q allow us to give M ⊗ N a natural (P, Q)-bimodule structure. Let L be another (P, Q)-bimodule. Since the diagonals are coassociative, the resulting structures on (L ⊗ M ) ⊗ N and L ⊗ (M ⊗ N ) are equal. Finally, if P and Q are level comonoids, and M is a (P, Q)-bimodule, then a diagram chase using the counit condition shows that the natural isomorphism
Proposition 2.25. Let θ : Q → Q ′ and ϕ : P → P ′ be morphisms of operads. Then θ and ϕ induce a functor
The structure morphism pulls back through θ and ϕ to define a (Q, P)-bimodule structure:
and this is obviously natural with respect to (Q ′ , P ′ )-bilinear morphisms.
2.3. Free (P, Q)-bimodules. In this section we present the left adjoint to the forgetful functor U : Q Mod P → M Σ , and discuss the notion of derivation.
Definition 2.26. The free (P, Q)-bimodule generated by the symmetric sequence X is the product X := P • X • Q. The left and right actions are given by the composition products in P and Q, respectively.
We now specialize. Suppose that M is the category of chain complexes. Let R be a (P, Q)-bimodule. A (P, Q)-linear derivation of degree k on R is a family of equivariant linear maps of degree k,
that are Q-linear with respect to the right action ρ, and for the left action λ, the following diagram commutes:
where the left vertical arrow is
Proposition 2.27. Let θ : X → X be a map of symmetric sequences of degree k. Then θ extends uniquely to a (P, Q)-linear derivation on X , also denoted θ.
Proof. Extend θ to
in the obvious way, verify that θ is appropriately equivariant, and appeal to Proposition 2.15.
Proposition 2.28. Denote the differentials in P, Q, and X by ∂ P , ∂ Q , and ∂ X , respectively. Then these three differentials combine to define a differential ∂ on X .
Proof. A variation on the proof of Proposition 2.27. 2.5. Morphisms governed by a (P, Q)-bimodule. Let P and Q be operads, and let R be a (P, Q)-bimodule. Then R determines two comma categories,
where M is a right P-module and N is a right Q-module. The morphisms are commutative squares. We recall that a P-coalgebra can be thought of as the symmetric monoid T (A) on an object A of M, along with an associative, unital right action of P,
Note that T : P-Coalg → Mod P is faithful, where P-Coalg denotes the category of P-coalgebras and their morphisms.
By restriction, we obtain the comma category of R-relative morphisms of P-
An R-relative morphism, or simply R-morphism, is then a morphism of right Qmodules,
Equivalently, an R-morphism is a sequence
of Σ m -equivariant morphisms in M. In this context, we denote the sequence of morphisms by θ :
Proposition 2.31. Let A be a P-coalgebra and B a Q-coalgebra. An R-morphism ζ : A − → R B is equivalent to a morphism of (Q, P)-bimodules,
Proof. Let ϕ : P → CoEnd A and θ : Q → CoEnd B be the morphisms of operads that define the P-and Q-coalgebra structures of A and B, respectively. Then ϕ and θ define a (Q, P)-bimodule structure on CoHom A,B , by Proposition 2.25. The equivalence given by the adjunction between − ⊗ A and F (A, −). Considering now left Q-modules, the objects of (R • Q −) ↓ P Mod are morphisms
where M is a left Q-module and N is a left P-module. Morphisms are commutative squares.
Recall that c : M → M Σ is the constant symmetric sequence functor, which satisfies c(A)(n) = A, with the trivial right Σ n -action, for all A ∈ M and n ≥ 1. We remark that restricted to Q-Alg, c is faithful, c : Q-Alg → Q Mod. We obtain by restriction the comma category of R-relative morphisms of algebras,
An R-morphism of algebras is then a morphism of left P-modules,
We may also restrict to Q-algebras via the functor z of Example 2.17. In this case, we may describe R-relative morphisms as morphisms in M. Let X ∈ M Σ and V ∈ M. Then we have the relation X • z(V ) ∼ = z(X (V )). We may therefore interpret an R-relative morphism of Q-algebras, R • Q z(A) → z(B) as a morphism ϕ : R(A) → B such that the diagram
commutes, where µ : Q(A) → A is the multiplication and ρ : R • Q → R is the right action.
Fattened categories
In this section we describe an operad-theoretic way to de-couple the objects and morphisms in categories of (co)algebras over an operad. Our method is to use R-relative morphisms, for a comonoidal P-bimodule R. This simplifies and generalizes the established technique of using bicoloured operads [10] and PROPs [2] .
3.1. More morphisms for operads. We define the fat operad category OP as follows. The objects of OP are all operads in M. If P and Q are operads, then
where composition is defined as
The composition operation is associative because • is. Note furthermore that OP is a 2-category since OP(P, Q) = Q Mod P is a category for all pairs (P, Q), and the composition in OP(P, Q) is compatible with the composition of bimodules, as explained below.
Let
The construction of the composition of bimodules is functorial, i.e., ϕ and ψ induce
where juxtaposition denotes the "internal" composition of morphisms of bimodules. This equality is an almost immediate consequence of the naturality of the tensor product in M.
3.2.
Comonoidal P-bimodules and their applications. Observe that ( P Mod P ,
is a monoidal category. We will call a comonoid in this category a comonoidal Pbimodule. Note that a comonoidal P-bimodule is a P-cooperad. We will construct a large family of comonoidal bimodules in Section 4, below.
The following discussion will allow us in a sequel to the present article to consider Morita equivalence of operads.
Let P ∈ Obj OP, and let (R, ψ, ε) be a comonoidal P-bimodule. We define a category, Mod (P,ψ) , as follows. The objects are all right P-modules. We let
An elementary diagram chase using the fact that ψ : R → R • P R is coassociative, shows that the composition so defined is associative, and so Mod (P,ψ) is indeed a category. We denote by (P, ψ)-Coalg the full subcategory obtained by restricting to right P-modules of the form T (A) for A ∈ P-Coalg. Thus a morphism in (P, ψ)-Coalg is a morphism of right P-modules,
We call (P, ψ)-Coalg the category of P-coalgebras and R-relative morphisms.
Similarly, we define the category (P,ψ) Mod of left P-modules and R-relative morphisms, and its full subcategory (P, ψ)-Alg of P-algebras and R-relative morphisms. A morphism in (P, ψ)-Alg is then a morphism of left A -modules,
We define the composition of R-relative algebra morphisms similarly, as the composition
Note that a comonoidal P-bimodule R controls relative morphisms of both algebras and coalgebras, without dualization. This is one of the advantages of replacing duality by chirality. Recall the Kleisli category associated to a cotriple T : C → C, [9] . It is the full sub-category of C consisting of objects T x, with x ∈ C. We draw the following conclusions from the above discussion. Finally, we address the issue of level monoidal structures on categories of modules. Proposition 3.3. If P is a level comonoid and R is both a comonoidal Pbimodule and a level comonoid, then ( (P,ψ) Mod, ⊗, C ) and (Mod (P,ψ) , ⊗, C ) are symmetric monoidal categories.
Operadic spectroscopy
For the remainder of this article, we let M be the category of chain complexes over an arbitrary commutative ring R. Denote by Csg ⊗ the category of level cosemigroups, that is, symmetric sequences X where each X (n) comes equipped with a Σ n -equivariant, coassociative diagonal that is respected by the morphisms. Let A be the associative operad. The purpose of this section is to construct the diffracting functor
from level cosemigroups to comonoidal A -bimodules. In the following sections we apply the diffracting functor to problems concerning bar and cobar constructions with given extra structure.
4.1. The diffracting functor. Let A denote the associative operad of chain complexes. We define a free A -bimodule generated by an appropriate suspension of a given level cosemigroup, that is, a symmetric sequence of not-necessarily counital chain coalgebras. First we need to define the symmetric sequence that suspends by tensoring.
Notation 4.1. Let X be a symmetric sequence. We set
Definition 4.2. For n ≥ 0, let S (n) = R{s n−1 }, the free graded R-module generated by the element s n−1 in degree n − 1. Let S χ (n) be the graded module S (n), n ≥ 0, equipped with the sign representation of Σ n . We set S Σ (n) = S (n) ⊗ A (n), with Σ n acting on A (n). We will write s n−1 σ for the element s n−1 ⊗ σ ∈ S Σ (n).
The proof of the following is essentially in Bauer, Johnson and Morava, following an idea of Arone, [1] . Proof. Define
and extend to a Σ n -equivariant map ψ : S Σ (n) → (S Σ ⊙ S Σ )(n). Evidently, ψ is coassociative.
Define the counit by the isomorphism S Σ (0)
Remark 4.5. The comonoid S Σ has the perhaps unusual property that its diagonal ψ : S Σ → S Σ ⊙ S Σ is of degree −1 in each level, while the counit S Σ → U is of degree +1.
Notation 4.6. Given m ≥ 1, let n = (n 1 , . . . , n m ) ∈ I m,n . We write s n−1 for the product s n1−1 ⊗ · · · ⊗ s nm−1 .
We will use the following lemma to apply Proposition 4.9.
Lemma 4.7. Let (R, ∆) be a level cosemigroup. Then (S χ ⊗ R) • S Σ is naturally a graded cosemigroup.
Proof. For x ∈ R(m), let ∆(x) = x ℓ ⊗ x ℓ . If x ∈ R then we write s m−1 x rather than s m−1 ⊗ x for the corresponding element of S ⊗ R. The required diagonal is the Σ n -equivariant morphism defined by the formula
Note that the diagonal commutes with differentials since the diagonal in R does so.
Let R be a level cosemigroup. Let V R = (S χ ⊗ R) • S Σ . For n ≥ 1, we define natural, commuting precosimplicial and presimplicial structures on the free A -bimodule V R (n). These define commuting square-zero derivations on V R , that, along with the internal differential, determine a differential ∂ on V R . The resulting differential graded A -bimodule is the diffraction of R, denoted ΦR. Notation 4.8. Let A be the associative operad of chain complexes. A generator δ = δ (2) ∈ A (2) determines generators δ (n) ∈ A (n) for all n ≥ 2. We set δ (1) = 1, and δ (0) = η, the unit operation. Let n ∈ I m,n . We set
Let (M , ψ) be a graded cosemigroup. We define coface maps on (A • M )(n), and extend to right A -linear maps on (A • M • A )(n). By definition,
For 0 ≤ j ≤ m + 1, define
if 1 ≤ j ≤ m, and by d j = 0 if j = 0 or j = m + 1. The coface relations are satisfied because ψ is coassociative.
The morphism d j is Σ n -equivariant because ψ : M → M ⊙ M is a morphism of symmetric sequences. Therefore d j defines an endomorphism on A •M that extends to a right A -linear endomorphism on M , so that M (n) is a precosimplicial chain complex for n ≥ 1. Proposition 4.9. Let M be a graded cosemigroup. Then M (n) is a precosimplicial chain complex, with
and coface maps defined above.
Remark 4.10. If M is counital (hence a graded comonoid), then the counit defines the codegeneracies necessary to define a full cosimplicial structure on M .
Now we define a simplicial structure on S Σ • A (n). By definition,
Let m ≥ 1, and let n ∈ I m,n . Suppose
, where n(i) ∈ I m−1,n is given by 
The resulting morphisms are Σ n -equivariant.
for m ≥ 0, with face and degeneracy maps defined above.
Proposition 4.12. The internal, cosimplicial, and simplicial differentials define a differential
Proof. The cosimplicial and simplicial differentials commute with the internal differential by construction, and with one another since the left and right actions of A commute.
Remark 4.13. The formula for the full differential ∂, is
where ∆(x) = x ℓ ⊗ x ℓ , and e j is the unit vector that indicates which subinterval of the partition m contains j. More precisely, let r satisfy m 1 + · · · + m r−1 + 1 ≤ j ≤ m 1 + · · · + m r . Then e j is the k-tuple with zeros everywhere except for a 1 in the rth position.
Denote by Csg ⊗ the category of level cosemigroups. The construction of ( (S χ ⊗ R) • S Σ , ∂) is obviously natural, enabling us to formulate the following definition.
Definition 4.14. The diffracting functor 
The image falls in the direct sum since the symmetric sequences vanish in level
we also denote by ψ, likewise for the extension of ψ to the A -bilinear morphism X → X • A X . The diagonal ψ so defined commutes with the internal differential by inspection, with the simplicial differential by direct calculation, and with the cosimplicial differential because ∆ is coassociative.
The counit ε : ΦM → A is defined by the counit e : M → C , the counit S → J , and the monoidal products in S and A . Specifically, we define ε : X → J by [14] . Let Q and R be level cosemigroups. Then Q ⊗ R is again a level cosemigroup. Let ℓ ≥ 1, m ≥ 0, and suppose that m ∈ I ℓ,m . If x ∈ Q(ℓ) and y ∈ R(ℓ), then
where the sum is over all n ≥ 1, n ∈ I ℓ,n , and r ∈ I n,m , and signs are given implicitely via the usual Koszul convention. We use the notation δ ( r) = δ (r1) ⊗ · · · ⊗ δ (rn) . Note that q is constructed via simplicial and cosimplicial operators. A straightforward, yet quite lengthy, calculation shows that q commutes with the underlying face and coface maps of Φ(Q ⊗ R) and ΦQ ⊗ ΦR. It follows that q is a morphism in A Mod A . Let (R, ∆) be a level cosemigroup. If ∆ is a morphism of level cosemigroups, then we define a diagonal on ΦR to be the composite
To determine whether or not this diagonal is coassociative requires a greater understanding of the kernel of q than exists at the time of writing.
Twisting cochains.
In this section, all bimodules are over A . Recall that a linear map t : C → A from a chain coalgebra (C, ∆) to a chain algebra (A, µ) is called a twisting cochain if µ(t ⊗ t)∆ = −dt. A twisting cochain determines a chain algebra morphism ΩC → A.
By Proposition 2.22, an A -bimodule Q is a cosimplicial monoid. We define the notion of twisting cochains from level comonoids to such a cosimplicial monoid, and discuss twisting cochains as universal arrows to Φ(−).
Notation 4.17. Let X be a symmetric sequence. For n ≥ 0, we denote by
Definition 4.18. Let R be a level comonoid, and let Q be an A -bimodule. Let µ : Q ⊙ Q → Q and d : Q(n) → Q(n + 1) be the multiplication and differential, respectively, in Q determined by its structure as a cosimplicial monoid. A twisting cochain from R to Q consists of a collection of natural transformations
The universal example is the twisting cochain t Φ from R to ΦR, where
Observe that ∂ ΦR is defined precisely so that t Φ is a twisting cochain.
Proposition 4.20. Let R and Q be as in Definition 4.18. There is a bijective correspondance
Proof. Let t : R → Q be a twisting cochain. Define a morphism of symmetric sequences
for n ∈ I m,n and x ∈ R(m). Extend to a morphism of free A -bimodules,
Conversely, let θ : ΦR → Q be a morphism of A -bimodules. Define a twisting cochain t θ : R → Q by t θ = θt Φ .
Clearly, θ t θ = θ and t θt = t.
Definition 4.21. Let t : R → Q and t ′ : R ′ → Q ′ be twisting cochains. The convolution of t and t ′ is the twisting cochain
22. Given a twisting cochain t : R → Q, can we construct a reasonable twisted tensor product Q ⊗ t R? If so, we should have an acyclic "construction", ΦR ⊗ tΦ R, that is the Tot of an appropriate simplicial cosimplicial chain complex. Such a twisted tensor product could be useful for homology calculations.
Duality theorems
In this section, we present the Cobar and Bar Duality Theorems. These theorems exploit the diffraction functor defined in the previous section to recognize additional comultiplicative structure in a morphism ΩC → ΩC ′ of cobar constructions, and multiplicative structure in a morphism BA → BA ′ of bar constructions. The Cobar and Bar Duality Theorems can be seen as a generalization of the work of Gugenheim and Munkholm [5] . Let J be the initial non-unital operad, whose coalgebras are chain complexes. Then a chain algebra is a monoid in the category of J -coalgebras. Let C and C ′ be connected chain coalgebras and let Ω(−) be the cobar functor. Gugenheim and Munkholm showed that a chain algebra morphism ΩC → ΩC ′ , is equivalent to a strongly homotopy-comultiplicative map C → C ′ . The Cobar Duality Theorem states that ΩC → ΩC ′ is a morphism of monoids in the category of J -coalgebras if and only if C → C ′ is a Φ(J )-relative morphism. As we shall see in Section 6, a Φ(J )-relative morphism is precisely a strongly homotopy-comultiplicative map. 5.1. Free symmetric monoids. Recall that for an object M of M, the free symmetric monoid on M is the symmetric sequence T (M ) with T (M )(n) = M ⊗n for n ≥ 1, and T (M )(0) = I. The symmetric group Σ n acts on T (M ) by permutation of factors.
Lemma 5.1. The free symmetric monoid of a monoid in M is naturally a level monoid in M Σ .
Proof. If A is a monoid in M, then so too is A ⊗n = T (A)(n) for any n ≥ 1.
The following lemma relates any free symmetric monoid to a standard left Amodule.
Lemma 5.2. Let A be the associative operad. The right action of Σ n on an n-fold tensor power defines a natural transformation t :
Proof. The left A -module structure of T (A) is given by its monoidal structure of concatenation. For any object X of M, and for all n ≥ 1, we define (t X ) n as the canonical morphism
where the last arrow is the structure morphism for the right action of Σ n on X ⊗n . The morphism t X is left A -linear, since the actions in source and target are both concatenation of tensor powers of X.
Proof. As a symmetric monoid, T (C) is a graded monoid, and hence a left Amodule by Proposition 2.18. By Proposition 2.19, T (C) is a right A -module. It remains to show that these two structures are compatible. We achieve this by looking more closely at how we obtain the right structure morphism T (C) • A → T (M ). The sequence of coalgebra structure maps
can be rolled into a morphism of symmetric sequences
that extends to a morphism of left A -modules,
Furthermore, for n ∈ I m,n , the summand ρ n : C ⊗m ⊗ A [ n] → C ⊗n is Σ m -equivariant, and hence we may pass to orbits. This means precisely that ρ factors through t C • A :
It is straightforward to verify that ρ is the same action defined in Proposition 2.19.
be a family of maps in M, with m ≥ 1 and n = (n 1 , . . . , n m ). We define morphisms in M,
where m = max(m 1 , . . . , m k ), n ji = 0 if i > m j , and B ⊗0 = I.
Proposition 5.4. The morphisms θ n1,··· , n k are equivariant with respect to the actions of Σ k , Σ m1 × · · · × Σ m k , and Σ n11 × · · · × Σ n km k , and so determine a unique morphism of symmetric sequences,
Definition 5.5. We will call the morphism θ of Proposition 5.4 the transposed tensor morphism induced by Θ.
5.2.
Interaction between level semigroups and cosemigroups. In order to state the duality theorems, we need to introduce some terminology. The terminology involves morphisms of the form
where B is a level cosemigroup while M and N are both either level semigroups or level cosemigroups. The classical case that serves as our template is the following.
Definition 5.6. Let (A, µ A ) and (B, µ B ) be monoids in M, and let (C, ∆ C ) be a comonoid. We call a morphism ϕ :
The following lemma provides a way of constructing multiplicative morphisms.
Lemma 5.7. Let X be an object in M, and let B and C be a monoid and a comonoid, respectively. Let A (X) be the free A -algebra on X. Then a morphism ϕ : X ⊗ C → B extends to a unique multiplicative morphism ϕ :
The next lemma shows that twisting cochains also correspond to multiplicative morphisms. The proof is elementary and is left for the earnest reader.
Lemma 5.8. Let M be the category of chain complexes. Let A and C be differential graded coalgebras, with A connected, and let B be a differential graded algebra. There exists a one-to-one correspondence twisting cochains
Let (B, ∆ B ) be a level cosemigroup. Let θ : M ⊗ B → N be a morphism of symmetric sequences.
Suppose that M and N are level semigroups with multiplications µ M and µ N , respectively. We say that θ is multiplicative if the diagram
The two notions of "multiplicative" above are connected by the following lemma that we shall need for the Cobar Duality Theorem. Proof. The sequence {θ m } defines a morphism of symmetric sequences by Proposition 2.14. The morphism is multiplicative since each θ m is. 
Cobar Duality Theorem. With the definitions and notation above, there exist natural, mutually inverse bijections
called induction, and
Lin :
Proof. Fix m ≥ 1 and let n = (n 1 , . . . , n m ) be an m-tuple of natural numbers. As usual, n = n 1 + · · · n m . For brevity, we use the notation
⊗m as the composite
We note that θ
We construct a family of morphisms θ
Each morphism θ ⊥ m is Σ n -equivariant and Σ m1 × · · · × Σ mn -equivariant, hence the family determines a morphism of symmetric sequences
The morphism Ind(θ) is multiplicative, since each θ ⊥ m is. It remains to show that each Ind(θ)(n) commutes with the differentials. It suffices to check this on s −1 F ⊗ M (m), since T (A (F )) is a free left A -module and A (F ) is a free A -algebra.
We show that t :
⊗m is a twisting cochain; the result then follows from Lemma 5.8. In fact we may suppose that the differentials in F , M (m), and G vanish, since we already have the morphism Ind(θ) that takes into account all the internal differentials. Since the differential vanishes in G, it follows that θ∂ c + θ∂ s = 0. The simplicial part of the differential, ∂ s , is given by the right A -module structure in Φ(M ), as is the differential in ΩG. Since θ is a morphism of right A -modules and a transposed tensor morphism, we have ∂ Ω θ = θ∂ s = θ∂ c . Now the cosimplicial structure in ΦM comes from the left A -module structure and the diagonal on (S χ ⊗ M ) • S Σ ; the action of A passes across to the right action on F , namely, the diagonal. Putting these facts together, we find that t is a twisting cochain, and hence Ind(θ) commutes with the differentials.
Next, we define Lin. Let θ ∈ Ω M (F, G). Fix m ≥ 1 and an m-tuple of natural numbers, n = (n 1 , · · · n m ). As usual, let n = n 1 + · · · + n m . Let ε n :
⊗n to be the Σ n1 × · · · × Σ nmequivariant morphism determined by the composite
where we use the notation 
Finally, extend θ ⊥ to a morphism of right A -modules,
It remains to show that each Lin(θ)(n) commutes with the differentials. As with Ind, we may suppose that the internal differentials in F , G, and M all vanish. Using the facts that (1) the cosimplicial differential in ΦM comes from the comonoidal structure in (S χ ⊗ M ) • S Σ , (2) the simplicial differential comes from the right A -module structure, (3) θ is multiplicative, and (4) Lin(θ) is a transposed tensor morphism and is right A -linear, establishes that both the simplicial and the cosimplicial differential are sent to the image of the cobar differential in ΩG, and hence cancel one another out. Thus Lin(θ) kills the differential in ΦM .
5.4. Bar duality. In this section we dualize the Cobar Duality Theorem by simply considering right modules rather than left modules. Definition 5.10. Suppose that M and N are level cosemigroups, with diagonals ∆ M and ∆ N , respectively. We say that θ is comultiplicative if the diagram Bar Duality Theorem. With the definitions and notation above, there exist mutually inverse, natural bijections
and
Proof. The proof follows the lines of the Cobar Duality Theorem. First we define Ind. Consider θ ∈ M (F, G), and fix m ≥ 1 and n ∈ I m,n . Define θ
⊗m → sG to be the composite
where π[ n] is the projection and η n is the evident inclusion. The morphism θ ⊥ n is easily seen to be homogeneous of degree zero, and appropriately equivariant, since θ n is. Let θ To show that Ind(θ) commutes with the differentials, we may assume without loss of generality that all internal differentials vanish. The result then follows by direct calculation, using the left A -linearity of θ. Now we define Lin. Consider θ ∈ B M (F, G). Fix m ≥ 1 and n ∈ I m,n . Define θ
where ε n is the evident projection. It is clear that θ ⊥ n is homogeneous of degree zero. Let θ ⊥ n = n∈I * ,n θ ⊥ n . After verifying equivariance, we may extend the sequence {θ ⊥ n } to a morphism of left A -modules,
The usual arguments now show that Ind(θ) commutes with the differentials. 5.5. Acyclic models and R-relative morphisms. We now prove Theorems 1.1 and 1.2 from the introduction. For the convenience of the reader, we restate the theorems here.
Theorem 5.11. Let F and G be as in the Bar Duality Theorem. Let U : A -Alg → M be the forgetful functor. If there is a set of models in D with respect to which F is free and G is acyclic, then for all level cosemigroups (X , ∆) under J , and all natural transformations τ : U F → U G, there exists a comultiplicative natural transformation
Proof. Let η : J → X be a morphism of level cosemigroups. Note that any ΦY admits a natural differential filtration, by level in the left-hand copy of A . Using this filtration in ΦJ , we can extend τ :
by an acyclic models argument. Continuing in the same vein, we construct an extension
The Bar Duality Theorem implies that the diagram
commutes, that is, that τ X lifts the suspension of τ .
Dually, or more precisely, chirally, we have the following theorem.
Theorem 5.12. Let F, G : D → A -Coalg be functors from an arbitrary category D. Let U ′ : A -Coalg → M be the forgetful functor. If there is a set of models in D with respect to which F is free and G is acyclic, then for all level cosemigroups (X , ∆) and for all natural transformations τ :
The proof is practically identical to the proof of Theorem 1.1.
The Alexander-Whitney bimodule
In the early 1970's, Gugenheim and Munkholm defined the category DCSH, in which the objects are augmented, coassociative chain coalgebras, (C, d, ∆), and the morphisms are chain maps φ :
together with a family of higher homotopies {F m : C → C ′⊗m | m ≥ 1}, where F 1 = φ, F m is of degree m − 1, and
They also show that the Alexander-Whitney equivalence
of normalized chains on 1-reduced simplicial sets is a DCSH-morphism. We deduce that ∆ C(K) is naturally a morphism in DCSH.
Recall that J is the unit symmetric sequence. In fact, J is a non-unital operad, whose algebras are simply chain complexes. Note that J (1) is a chain coalgebra (R{u 0 }, ∆, ε) with ∆u 0 = u 0 ⊗ u 0 and ε(u 0 ) = 1. Let F = Φ(J ). Then
Checking definitions, we obtain the following proposition.
Proposition 6.1. A strongly homotopy-(co)multiplicative map is precisely an Frelative morphism of A -(co)algebras.
The Bar Duality Theorem, applied to the cosemigroup J , states that a morphism of coalgebras BA → BA ′ is equivalent to a morphism of left A -modules
The Cobar Duality Theorem states that a morphism of algebras ΩC → ΩC ′ is equivalent to a transposed tensor morphism, T (C) • A F → T (C ′ ). In particular, the Cobar Duality Theorem generalizes [?, Theorem 1.1] and similar results in [6] .
Since the homology of a strongly homotopy-(co)multiplicative map is a (co)algebra morphism, it stands to reason that we should expect H(F ) ∼ = A , and this is indeed the case.
Theorem 6.2. The counit ε : F → A is a quasi-isomorphism in positive levels.
Proof. We consider the first-quadrant spectral sequence (of symmetric sequences!) associated to the decreasing filtration
We show that E 1, * 1 ∼ = R{s 0 }, then use associativity of the composition product, along with the Künneth theorem, to show that E * , * 
A calculation verifies that cd 0 + d 0 c is the identity on W (1) ≥2 and on
It follows from the Künneth theorem that
Therefore the spectral sequence collapses at the E 1 term, and so H(F )(0) = R{s −1 }, H(F )(n) = A (n), n ≥ 1.
Remark 6.3. In fact, ⊕ m≥2 S (m) ⊗ A ⊙m is isomorphic to the simplicial resolution of the additive monoid of non-negative integers. 
With the counit ε : F → A defined by f 1 → 1 ∈ A (1), f k = 0 for k > 1, the A -bimodule F is thus a level comonoid. By Proposition 4.15, F is a comonoidal A -bimodule. Indeed, the formula for the diagonal is particularly simple. For n ≥ 1, we have
where n i ≥ 1 for all i.
We obtain immediately from Propositions 3.2 and 3.1 the following characterization of the categories DASH and DCSH. We now show how to recover the cobar and bar constructions by composing on the left and right, respectively, with F . This points to an obvious generalization of the cobar and bar constructions to arbitrary right and left A -modules, respectively.
First some remarks on the interaction between J and A , the unit and associative operads. There is no morphism of operads A → J . If there were, then any object would have the structure of a monoid with necessarily trivial multiplication; this would contradict the unit condition. It follows that there is no associative action of A on J . On the other hand, the canonical morphism A → J from the non-unital associative operad is an operad morphism. This means that J is an A -bimodule. We denote byF the A -bimodule A • S Σ • A , with the same differential as in F . In fact, the normalized chain complex on F coincides witĥ F /A (0).
Recall that for V ∈ M, the symmetric sequence i(V ) is defined by i(V )(1) = C and i(V )(n) = 0 if n = 1. Given an A -coalgebra C, we consider the free left A -module A • i(C). The differential given by the cosimplicial structure inF is precisely the quadratic part of the differential in ΩC.
The bar construction is slightly trickier to obtain, and it is easier to present the acyclic bar construction. Let A be an A -algebra. Recall that F (n) = F (n) if n > 0, and F (0) = 0. In particular, we may read off the isomorphisms Tor A (J , J ) ∼ = S Σ and Tor A (J , A ) ∼ = A .
Example 6.7. We are now in a position to construct over R = Z 2 an example of a chain coalgebra M such that on one hand its cohomology algebra is realizable, and on the other M is not quasi-isomorphic to the chains on any space X. This example, along with [15, Example 3.8] , show that the concepts of "shc algebras" and "algebras with cup-i products" are independent of one another. Let M = Z 2 {1 0 , u 2 , x 3 , y 3 , z 3 , v 4 , w 6 }, where subscript indicates degree. The only non-zero differential in M is ∂(v) = x + y. All elements other than v and w are primitive, whileψ(v) = u ⊗ u andψ(w) = x ⊗ z + z ⊗ y. It is readily verified that (M, ∂, ψ) is a coassociative chain coalgebra.
Let W be the usual Z 2 [Σ 2 ]-free resolution of Z 2 . Specifically, W i is generated by an element e i with ∂e i = (1 + τ )e i−1 , where τ ∈ Σ 2 is the transposition. Proof. We construct the morphism θ; verification that it is a chain map is routine and left to the reader.
It suffices to define θ on generators. The only non-zero values that θ takes on generators are θ(e 1 ⊗w) = v⊗z+z⊗v, θ(e 3 ⊗v) = v⊗x+y⊗v, and θ(e |a| ⊗a) = a⊗a for a ∈ {u, v, w, x, y, z}.
By [12] , θ defines cup-i products in the dual M ∨ , and so H * (M, Z 2 ) comes equipped with an action of the mod 2 Steenrod algebra. In fact, we have the following proposition.
Proposition 6.9. The algebra H * (M ; Z 2 ) admits the structure of an unstable algebra over the mod 2 Steenrod algebra, where the only non-trivial operations are the Sq 0 . Moreover, this algebra is isomorphic to
as unstable algebras over the mod 2 Steenrod algebra.
Proof. An easy exercise in Z 2 -linear algebra.
Proposition 6.10. The chain coalgebra M is not realizable, i.e., M is not of the same homotopy type as C * (X; Z 2 ) for any space X.
Proof. For the duration of the proof, we suppress the coefficients from the notation. By [5] , if X is a space, then the diagonal on C * (X) is strongly homotopycomultiplicative, that is, there is a morphism of symmetric sequences, ∆ : T (C * (X))• F → T (C * (X) ⊗ C * (X)), such that ∆ 1 is the diagonal. If C * (X) and M are connected by a sequence of chain coalgebra quasi-isomorphisms, then we may construct a morphism Ψ : T (M ) • F → T (M ⊗ M ) such that Ψ 1 = ψ. The homotopy class of such a Ψ, compatible with ∆, is unique. We show that no such Ψ exists. We attempt to define Ψ on generators a ⊗ f k , for a ∈ M and k ≥ 1. Necessarily, Ψ(a ⊗ f 1 ) = ψ(a). We may define
and Ψ(a ⊗ f 2 ) = 0 for a = w. Any other choice of morphism
⊗2 is necessarily homotopic to Ψ. Now we try to define Ψ on M ⊗ F (3). In order to find a value for Ψ(w ⊗ f 3 ), we must find an element that bounds (1 ⊗ z) ⊗ (u ⊗ 1) ⊗ (u ⊗ 1) + (1 ⊗ u) ⊗ (1 ⊗ u) ⊗ (z ⊗ 1), but no such element exists. Therefore the diagonal on M does not extend to an F -relative morphism.
