Abstract. We introduce Jack (unitary) characters and prove two kinds of formulas that are suitable for their asymptotics, as the lengths of the signatures that parametrize them go to infinity. The first kind includes several integral representations for Jack characters of one variable. The second identity we prove is the Pieri integral formula for Jack characters which, in a sense, is dual to the well known Pieri rule for Jack polynomials. The Pieri integral formula can also be seen as a functional equation for irreducible spherical functions of virtual Gelfand pairs.
Introduction
A signature of length N is a nonincreasing integer sequence λ = (λ 1 ≥ λ 2 ≥ · · · ≥ λ N ), and GT N denotes the set of all such signatures. One can define the Jack (Laurent) polynomial J λ (x 1 , . . . , x N ; θ) associated to λ ∈ GT N and with parameter θ > 0, [M99, St] . In the literature, the deformation parameter of Jack polynomials is sometimes α instead of θ; both parameters are related by θ = 1/α. For θ = 1, the Jack polynomials are the well known Schur polynomials.
The main object of our study are the Jack unitary characters. We define the Jack unitary character of rank N , with m variables and parametrized by λ to be that are suitable to study their asymptotics, and we also work out in detail one asymptotic theorem about Jack characters, by using our toolbox.
The paper [Cu] is this article's companion; there we introduced Macdonald characters, which depend on the well known Macdonald polynomials just like Jack characters depend on Jack polynomials. We proved several formulas for them and studied their asymptotics as the signatures grow to infinity, while the number of variables remains finite. As a consequence of our asymptotic results, we characterized the boundary of the (q, t)-Gelfand-Tsetlin graph, a generalization of one of the main results of Gorin's article [G12] . It was natural to consider the degeneration of the parameters q, t used for Macdonald characters in the "Jack regime" t = q θ , q → 1, and ask whether the formulas from [Cu] degenerate into formulas for Jack characters. It will be shown that certain formulas do admit a degeneration, but not all: the multiplicative formula for Macdonald characters, [Cu, Thm. 4 .1], cannot be degenerated. One of the main results of this paper is the Pieri integral formula, which effectively replaces the multiplicative formula in our setting and is suitable to study the asymptotics of Jack characters.
We make a final remark on terminology. The name Jack character has been used before to denote certain natural one-parameter deformations of the characters of the symmetric groups S(N ). The Jack symmetric group characters were introduced in Lassalle's work, [L] , though he did not use that terminology. In recent years, Maciej Do l ega, Valentin Féray and PiotrŚniady further studied Jack symmetric group characters, their structural theory and asymptotics, see e.g. [DF13, DF16, DFS, Sn] . Their work and ours appear to be in different directions.
The contents of this paper are divided into two parts. In the first part, we find integral representations for Jack characters of one variable and arbitrary rank, and we also prove the Pieri integral formula. In the second part, we make use of the formulas obtained in the first part to study the limits of Jack characters of a fixed number of variables as the signatures {λ(N )} N ≥1 grow to infinity in the sense of Vershik-Kerov. We proceed with more details on each of the two parts of this paper. For the reader's convenience, all definitions in the introduction are repeated later in the text. 0.1. Formulas for Jack characters. The formulas we obtain in this paper fall into two categories:
(A) Integral representations for Jack characters of one variable and arbitrary rank N . The integral representations in this article are degenerations of formulas for Macdonald characters, [Cu] . An example is the following.
Theorem 0.1 (Theorem 2.7 below). Let θ > 0, N ∈ N, λ ∈ GT N and |x| < 1. Then the integral below converges absolutely and the identity holds (B) Formulae expressing the product J λ (x 1 , . . . , x m−1 ; N, θ) · J λ (x; N, θ) as a (continual) convex combination of Jack characters {J λ (x 1 w 1 , . . . , x m−1 w m−1 , x(w 1 · · · w m−1 ) −1 ; N, θ) : (w 1 , . . . , w m ) ∈ U x } of m variables, where U x ⊂ R m is the compact subset defined in (3.3). An example is given by the following theorem. At first sight, the identity above is mysterious because the left side is symmetric in x, y, whereas the right side does not seem to be. But in fact, the left side is not symmetric in x, y either: the condition 1 > y > x > 0 cannot be dropped in the statement of the theorem (otherwise the integrand would not be well-defined for any θ > 0).
We call the formula in Theorem 0.2, as well as its general version in Theorem 3.1, the Pieri integral formula for Jack characters. The reason is that these formulas are, in a sense, "dual" to the well known Pieri rule for Jack polynomials. When θ = 1, the Pieri integral formula computes certain structure coefficients of the hypergroup of conjugacy classes of the group of unitary matrices U (N ). There is a similar group interpretation for the special values θ = 1 2 , 2. From this viewpoint, for a general θ > 0, the Pieri integral formula amounts to the computation of certain structure coefficients for a "virtual hypergroup" of conjugacy classes, see Section 3.2 for more comments in this direction.
Let us say a few more words about the duality between the Pieri integral formula and the Pieri rule. The following is the well known argument-index symmetry for Macdonald polynomials P λ (x 1 , . . . , x N ; q, t): P λ (q µ 1 t N −1 , q µ 2 t N −2 , . . . , q µ N ; q, t) P λ (t N −1 , t N −2 , . . . , 1; q, t) = P µ (q λ 1 t N −1 , q λ 2 t N −2 , . . . , q λ N ; q, t) P µ (t N −1 , t N −2 , . . . , 1; q, t) ,
for any partitions λ, µ of lengths ≤ N . Thus identities for Macdonald polynomials come in pairs; this observation was heavily used by Andrei Okounkov in [Ok] .
Instead of considering such symmetry for partitions of lengths ≤ N , fix some m < N and consider only partitions of lengths ≤ m (there are also some technical details having to do with analytic continuation), we are able to pair identities of Macdonald polynomials and of Macdonald characters of m variables. This observation allowed us to obtain integral representations for Macdonald characters of one variable and multiplicative formulas as duals to the closed form for the generating function of one-row Macdonald polynomials and to the Jacobi-Trudi formula for Macdonald polynomials respectively, see [Cu] for the details.
Generating function for one-row Macd. polys. A natural question is to ask for a dual formula to the Pieri rule for Macdonald polynomials. The answer is given by an (m − 1)-dimensional q-integral, but nonetheless it is unsatisfactory. Even though it does express the product P λ (x 1 , . . . , x m−1 ; N, q, t) · P λ (x; N, q, t) as a convex combination of Macdonald characters {P λ (x 1 w 1 , . . . , x m−1 w m−1 , x(w 1 · · · w m−1 ) −1 ; N, q, t) : (w 1 , . . . , w m−1 ) ∈ V x }, it is difficult to obtain asymptotic results from such a formula because the probability measure over V x that determines the convex combination does not concentrate at a single point as N tends to infinity. It is only after we degenerate the q-integral to the Jack setting that we are able to see an actual integral formula, as that of Theorem 0.2. Moreover, in the Jack setting, the probability measures expressing the mixtures do concentrate at a single point, as we will discuss shortly.
Pieri rule for Macdonald polys. To prove the usefulness of our formulas, which look complicated at first, we study the asymptotics of Jack characters when the sequence of signatures {λ(N )} N ≥1 that parametrize them have a limit in the sense of VK] . Next we describe our asymptotic result in more detail. 0.2. Asymptotics of Jack characters. Given a growing sequence of signatures {λ(N )} N ≥1 and an arbitrary m ∈ N, the formulas from Theorems 0.1, 0.2, and their general versions in the text, allow us to study uniform limits of Jack characters {J λ(N ) (z 1 , . . . , z m ; N, θ)} N ≥1 . The general strategy is the following. For m = 1, the limits can be studied by using the integral representations of Jack characters with one variable, cf. Theorem 0.1. For general m, we apply induction and the Pieri integral formula for Jack characters, cf. Theorem 0.2. For instance, when m = 2, the idea is to prove the following approximation of probability measures, as N goes to infinity:
where 1 {w∈[y,1]} is an indicator function, the approximation symbol ≈ should be interpreted appropriately, and δ {w=1} is the delta mass at w = 1. Then the Pieri integral formula would show J λ(N ) (x; N, θ)·J λ(N ) (y; N, θ) ≈ J λ(N ) (x, y; N, θ) and we are able to find asymptotics of Jack characters of two variables in terms of the asymptotics of Jack characters of one variable.
In the specific limit regime that we consider, we have λ(N ) ∈ GT N for each N ≥ 1, i.e.,
) ∈ Z N , and they grow to infinity in the sense of Vershik-Kerov. This is explained next.
For λ(N ) ∈ GT N , let p be any index such that
, we see that λ + (N ) and λ − (N ) are partitions of length ≤ N . Let d(λ ± (N )) be the lengths of the main diagonals of the Young diagrams of λ ± (N ), and let (a
. .) be their modified Frobenius coordinates:
We denoted λ ± (N ) i the i-th part of the partition that is conjugate to λ ± (N ), or λ ± (N ) i = |{j ≥ 1 :
is a Vershik-Kerov sequence if the following limits exist and are finite
is the boundary point of {λ(N )} N ≥1 , and write ω = (α ± , β ± , γ ± ).
The main theorem of the second part of the paper is the following.
Theorem 0.3 (Theorem 4.2 below). Assume that {λ(N )} N ≥1 is a Vershik-Kerov sequence with boundary point ω = (α ± , β ± , γ ± ). Then
holds uniformly on z 1 , . . . , z m ∈ {z ∈ C : 1 − δ < |z| < 1 + δ}, for some small δ > 0, and Ψ(z; ω, θ) is a holomorphic function on a neighborhood of the unit circle, given by the expression
0.3. Comments about the limits of Jack characters. For the values θ = 1 2 , 1, 2, there is a representation-theoretic implication of the asymptotic statement above. This comes from the fact that Jack characters P λ(N ) (z 1 , . . . , z N ; N, θ), for θ = 
The reader is referred to [OkOl98] , and references therein, for more details. The limit (0.1) above was proved by Andrei Okounkov and Grigori Olshanski in [OkOl98] , except that they proved the convergence on the unit circle z 1 , . . . , z m ∈ T = {z ∈ C : |z| = 1}, and not on an open neighborhood of T. Moreover, they proved certain converse statement. In theory, such converse may be proved with our formulas, but we do not do it here. In comparison to their proof, ours is more direct and the explicit formulas for Jack characters can be readily used to study the asymptotics of Jack characters in other limit regimes.
Finally, we remark that several other proofs of Theorem 0.3 exist in the literature in the special case θ = 1, see [BO12, GP, Pe, VK] . All of the methods of proof make heavy use of the determinantal structure of Schur polynomials when θ = 1, and thus they cannot generalize for an arbitrary θ > 0. 0.4. Further research. The formulas obtained in [Cu] and the present paper allow us to study various limit regimes for Macdonald characters and Jack characters, with a finite number of variables, as the rank tends to infinity. In these papers, we have proved the strength of these formulas in asymptotic representation theory, but we believe that there are applications in other areas. In fact, it would not be surprising that some of the various applications of the formulas of this paper for θ = 1, e.g. [G14, GP, BuG15, BuG16, Pa] , admit a one-parameter θ > 0 degeneration.
As a different application of our toolbox, we studied a Jack-Gibbs model of lozenge tilings that is defined in the spirit of [BGG, GS] . The author was able to prove the weak convergence of statistics of the Jack-Gibbs lozenge tilings model near the edge of the boundary (the so-called turning point asymptotics) to the Gaussian beta ensemble, see e.g. Forrester [Ox, Ch. 20] and references therein. This result, and its rational limit concerning corner processes of Gaussian matrix ensembles, will appear in a forthcoming publication. 0.5. Organization of the paper. The first part of the paper proves several formulas for Jack characters that are suitable for asymptotics. In Section 1, we briefly recall some algebraic properties of Macdonald and Jack polynomials. In Section 2, we degenerate the integral representations for Macdonald characters of one variable and obtain analogous representations for Jack characters of one variable. Next in Section 3, we state and prove the Pieri integral formula.
In the second part of the paper, we work out the asymptotics of Jack characters of a given fixed number of variables m ∈ N, in a specific limit regime. The main theorem of the second part of the paper, as well as an overview of its proof, is given in Section 4. Later in Section 5, we make use of the integral representations of Jack characters to deal with the case m = 1. The case of general m ∈ N is proved in Section 6. s Figure 1 . Young diagram for the partition λ = (5, 4, 4, 2). Diagonal length of λ is 3. Square s = (3, 3) in the main diagonal has arm length, arm colength, leg length and leg colength given by a(s) = 1, a (s) = 2, l(s) = 0, l (s) = 2
Macdonald and Jack polynomials
All the notions and results that we need about Macdonald and Jack polynomials are in [M99] . We briefly review some material in order to set our terminology and also to introduce lesser known concepts, such as Jack Laurent polynomials.
1.1. Partitions, signatures and symmetric (Laurent) polynomials. A partition is a finite sequence of weakly decreasing nonnegative integers λ = (
We identify partitions that differ by trailing zeroes, and we often assume a partition has as many zeroes as we want at the end, for instance, (4, 2, 2, 0, 0) and (4, 2, 2) are the same partition. The size of λ is the sum |λ| def = λ 1 + . . . + λ k , and the length (λ) is the number of strictly positive elements of λ. Partitions can be graphically represented by their Young diagrams, see Figure 1 . The (main) diagonal of a Young diagram is its set of squares with coordinates of the form (k, k). The diagonal length of a partition λ, denoted d(λ), is the cardinality of the main diagonal of its Young diagram.
A signature is a sequence of weakly decreasing integers
A positive signature is a signature whose elements are all nonnegative. The length of a signature, or positive signature, is the number k of elements of it. Positive signatures which differ by trailing zeroes are not identified, in contrast to partitions; for example, (4, 2, 2, 0, 0) and (4, 2, 2) are different positive signatures of lengths 5 and 3, respectively. We shall denote GT N (resp. GT The monomial symmetric polynomial m λ is homogeneous of degree |λ|. Moreover they satisfy the following index-stability property
We can then define monomial symmetric Laurent polynomials m λ (x 1 , . . . , x N ) for any signature λ ∈ GT N . Indeed for any λ ∈ GT N , find M ∈ N large enough so that (
Because of the index-stability (1.1), the definition above does not depend on the choice of M . The
1.2. Macdonald polynomials. Let N ∈ N, also consider variables q, t and let F = C(q, t). For any partition λ of length (λ) ≤ N , the Macdonald polynomial P λ (x 1 , . . . , x N ; q, t) is defined as the unique homogeneous, symmetric polynomial of degree |λ|, such that
N where µ ≤ λ in the lexicographic order, and satisfying also certain orthogonality property that we do not need here, see [M99, Ch. VI] for the details. When t = q, the Macdonald polynomials become the well known Schur polynomials. If N < (λ), we set P λ (x 1 , . . . , x N ; q, t) def = 0 for convenience. When we are talking about Macdonald polynomials and some of their properties which hold regardless of the number N of variables (as long as N is large enough), we simply write P λ (q, t) instead of P λ (x 1 , . . . , x N ; q, t).
Like the monomial symmetric polynomials, we have the following index-stability property:
As pointed out before, the set of partitions of length ≤ N is in bijection with GT + N and thus we can index the Macdonald polynomials by positive signatures rather than by partitions. We can now introduce Macdonald (Laurent) polynomials P λ (x 1 , . . . , x N ; q, t) for any λ ∈ GT N as follows.
By virtue of the index-stability property (1.2), the Macdonald Laurent polynomial P λ (x 1 , . . . , x N ; q, t) is well-defined and does not depend on the choice of M .
Recall that the arm-length, arm-colength, leg-length, leg-colength a(s), a (s), l(s), l (s) of the square s = (i, j) of the Young diagram of λ, are given by a(s) = λ i − j, a (s) = j − 1, l(s) = λ j − i, l (s) = i − 1. We have denoted λ j = |{i ≥ 1 : λ i ≥ j}| the length of the j-th part of the conjugate partition λ , see Figure 1 .
For n ≥ 0, define the complete homogeneous symmetric (Macdonald) polynomials as the one-row dual Macdonald polynomials:
Above we used the well known q-analysis notation, [AAR, Ch. 10] , (a; q) n = (1 − a)(1 − aq) · · · (1 − aq n−1 ) if n ≥ 1, and (a; q) 0 = 1. Next we state several important theorems on Macdonald polynomials, which will be our main tools. 
where we used usual q-analysis notation (x; q)
For the next two statement, we need a couple of notions. Given positive signatures µ ∈ GT
and we denote it by µ ≺ λ. Also, for two interlacing signatures µ ∈ GT
Let us also agree that ψ λ/µ (q, t)
where the sum runs over λ ∈ GT + N +1 such that µ ≺ λ and |λ| − |µ| = p. Lastly recall the definition of Macdonald characters, [Cu] . For any m, N ∈ N with 1 ≤ m ≤ N , and λ ∈ GT N , define
and call P λ (x 1 , . . . , x m ; N, q, t) the Macdonald character of rank N , number of variables m and parametrized by λ. Observe that, by Theorem 1.2, the denominator in (1.7) is nonzero.
1.3. Jack polynomials and Jack characters. Our reference for Jack polynomials is [M99, Ch. VI.10 ], see also [St, F] . Consider the field F = C(θ) and let Λ F [x ± 1 , . . . , x ± N ] be the corresponding ring of symmetric Laurent polynomials. For any λ ∈ GT N , we can define the Jack (Laurent) polynomial J λ (x 1 , . . . , x N ; θ) as the limit
The set of Jack polynomials
In the limit t = q θ , q → 1, we see that most formulas for Macdonald polynomials can be degenerated into analogues for Jack polynomials, for example the following index-stability for Jack polynomials is evident
Moreover we can obtain analogues of the evaluation identity and the branching rule for Jack polynomials. For both of the results below, recall the notation
where the branching coefficients are
It is better for our purposes to specialize the formal parameter θ to a positive real number, and effectively assume hereinafter θ > 0. Since Theorem 1.6 shows that all coefficients of the polynomial are well-defined for any θ > 0, this specialization poses no problem; all prior statements continue to hold. The set of Jack polynomials
Let us introduce the main object of our study. Definition 1.7. For any integers 1 ≤ m ≤ N , and λ ∈ GT N , define
and call J λ (x 1 , . . . , x m ; N, θ) the Jack unitary character of rank N , number of variables m and parametrized by λ. For simplicity of terminology, we call J λ (x 1 , . . . , x m ; N, θ) a Jack character rather than a Jack unitary character. As a result of the evaluation identity for Jack polynomials, Theorem 1.5, the denominator in (1.10) is nonzero.
Remark 1.8. A different notion of Jack character was introduced previously in the literature by Lassalle, [L] . It has been studied heavily in recent years by Maciej Do l ega, Valentin Féray and Piotŕ Sniady, see e.g. [DF13, DF16, DFS, Sn] . These Jack characters are related to symmetric groups S(N ) like the Jack characters in Definition 1.7 are related to unitary groups U (N ).
Integral representations for Jack characters of one variable
In this section, and the rest of the paper, we often use i for the index of a product or sum, so we denote the imaginary unit by the bold letter i = √ −1. The following three theorems were proved in [Cu] . The latter two are analytic continuations of the first one which holds when the variable θ is a positive integer. For all the formulas below assume that q ∈ (0, 1) and t = q θ for some θ > 0.
where C 0 is a closed, positively oriented contour enclosing the poles {λ i + θ(N − i) + j : i = 1, 2, . . . , N, j = 0, 1, . . . , θ − 1} and no other poles of the integrand. For instance, the rectangular contour with vertices −M − ri, −M + ri, M + ri and M − ri, for any − 2π ln q > r > 0 and any
The integral below converges absolutely and the equality holds (2.2) Theorem 2.3 ( [Cu] , Thm. 3.3). Let θ > 0, t = q θ , N ∈ N, λ ∈ GT N and x ∈ C \ {0}, |x| > 1. The integral below converges absolutely and the equality holds
Contour C − is the positively oriented contour consisting of the segment
2 ln q > r > 0 and any M > λ 1 , see Figure 3 . Observe that C − encloses all real poles (which accumulate at −∞) of the integrand, and no other poles.
Remark 2.4. In the formulas above, x z = exp(z ln x). If x / ∈ (−∞, 0), we can use the principal branch of the logarithm to define ln x, and if x ∈ (−∞, 0), then we can define the logarithm in the complex plane cut along (−i∞, 0] such that ln a = 0 for all a ∈ (0, ∞).
2.2.
Integral formulas for Jack characters. We degenerate the integral formulas for Macdonald characters in the regime t = q θ , q → 1, and obtain analogous formulas for Jack characters.
where the contour C 0 is a closed positively oriented contour enclosing all poles
Proof. Take any x ∈ C \ [0, 1]. The identity above is essentially Theorem 2.1 after the limit transition t = q θ , q → 1. This is clear thanks to the following limits.
(2.5)
, the first limit is the convergence of Macdonald polynomials to Jack polynomials, see (1.8), the second limit is obvious, the third and fourth limit follow from basic q-analysis, see e.g. [AAR, Ch. 10] . We still need to justify the exchange of limit and integral signs. Let us look further at the fourth line in (2.5) above. First observe that each factor (z
is analytic in the variables (q, z) for q in a neighborhood of 1 and z in a neighborhood of the contour C 0 . Moreover none of the fractions above vanishes if these neighborhoods are thin enough. It follows that the fourth limit in (2.5) is uniform for q in a neighrborhood of 1 and z in a neighborhood of C 0 . We can now justify the exchange of the limit and integral by the dominated convergence theorem and the uniform convergence of the integrand, that we just proved. Then the identity (2.4) is proved for any x ∈ C \ [0, 1]. To extend the identity for x ∈ C \ {0, 1}, notice that both sides are rational functions on x (the right hand side may be expressed as a sum of θN residues at simple poles). The left side may have a pole at x = 0 while the right hand side has a pole at x = 1 and also it is not well defined at x = 0 because of x z = exp(z ln x) in the integrand. Thus the identity holds for all x ∈ C \ {0, 1}.
Remark 2.6. Jack polynomials with parameter θ = 1 become Schur polynomials s λ (x 1 , . . . , x N ). In this special case, Theorem 2.5 recovers [GP, Thm. 3.8] .
Theorem 2.7. Let θ > 0, N ∈ N, λ ∈ GT N . Also let x ∈ C \ {0}, |x| < 1. Then the integral below converges absolutely and the identity holds Proof. Just like Theorem 2.5 follows from Theorem 2.1, Theorem 2.7 will follow from Theorem 2.2 after the limit transition t = q θ , q → 1 − . The additional limits that we need are
see [AAR, Ch. 10] . Let C + be a contour as the one in the statement of Theorem 2.7, for some λ N > M and some r > 0. Observe that for q ∈ [δ, 1) and δ ∈ (0, 1) very close to 1, we have 0 < r < −π/(2 ln q) and therefore the contour C + is also appropriate for the integral representation of Theorem 2.2. Because of the limits as q → 1 − stated above, we simply need to justify the exchange between the limit and integral signs, and also to show the absolute convergence of the integral in (2.6). We claim that
for some 0 < δ < 1 very close to 1. Let us show that the theorem follows from the claim above, and we prove the claim later. Since |x| < 1, the integral C + x z dz is absolutely convergent. As a consequence of the claim (2.7), the absolute value of the integrand in (2.6) is upper bounded by a constant times |x z |, so the absolute convergence of the integral in the theorem holds. The claim above, and the dominated convergence theorem, also shows that the limit q → 1 − and integral signs can be interchanged and thus the theorem is proved. We only need to prove the claim (2.7). Let us first prove such a bound for z ∈ C + with z large enough. It suffices to bound one of the N ratios of q-Gamma functions, because they are all similar. Since (λ i + θ(N − i)) = 0 and | z| = r ∈ (0, −π/(2 ln q)) is constant for z ∈ C + with z large, it suffices to show (2.8) sup
for some K large enough, and 0 < δ < 1 close enough to 1. Let a = a(q), b = b(q) ∈ (0, 1), a 2 + b 2 = 1, be such that q ±ri = a ± bi, that is, a = cos(r ln q) and b = sin(r ln q). Thus for any z ∈ C with | z| = r, z ≥ K, we find
and similarly
From above, the inequality |1 − q θ−z | ≤ |1 − q −z | is equivalent to q − z (1 + q θ ) ≥ 2a = 2 cos(r ln q). And in fact, q −K (1 + q θ ) ≥ 2 cos(r ln q) holds for any K > θ because the function f (q) = q −K (1 + q θ ) − 2 cos(r ln q) can be shown to be nonincreasing in an interval of the form [δ, 1], for δ < 1 very close to 1, and f (1) = 0. The inequality we just showed is equivalent to
implies that for any K > θ:
By applying the inequality above repeatedly, we deduce (2.9) sup
.
Next recall that lim q→1 − Γ q (x) = Γ(x) holds uniformly on compact subsets of C \ {. . . , −2, −1, 0}. Also the set {z ∈ C : | z| = r, K + 1 ≥ z ≥ K} is a compact subset of C \ {. . . , −2, −1, 0}. Thus, by making the value of δ closer to 1 if necessary, we deduce (2.10) sup
From (2.9) and (2.10), the bound (2.8) is proved.
We are left to look at values z ∈ C + with z ≤ L, L is a fixed real number, and q ∈ [δ, 1], for some δ ∈ (0, 1) close enough to 1. We again use the fact that lim q→1 − Γ(x) = Γ(x) holds uniformly on compact subsets of C \ {0, −1, . . . }. Also note that, by definition of the contour C + , the integrand of (2.6) is holomorphic in a neighborhood of the compact subset {z ∈ C + : z ≤ L}. From the same reasoning as above, there exists δ ∈ (0, 1) close enough to 1 such that (2.11)
From the estimates (2.8) and (2.11), the claim (2.7) follows. Thus the theorem is proved.
The next theorem follows from Theorem 2.3 in the same way as Theorem 2.7 above followed from Theorem 2.2, so we omit a proof.
Theorem 2.8. Let θ > 0, N ∈ N, λ ∈ GT N and x ∈ C, |x| > 1. Then the integral below converges absolutely and the identity holds (2.12) Remark 2.9. The assumptions |x| < 1 and |x| > 1, for Theorems 2.7 and 2.8 respectively, guarantee the absolute convergence of the integrals. It might be possible to obtain a similar integral representation in the case |x| = 1, but this is not so clear; since we do not need such a formula for the application we have in mind, we ignore this issue.
Remark 2.10. After the change of variables z → z − θN + 1, we can rewrite (2.12) as
where C − is an appropriate contour, that looks as in Figure 3 . It is in this form that the formula is applied in Section 5.1 below.
3. Pieri integral formula for Jack characters 3.1. The Pieri integral formula. In this section, we state and prove formula (3.1) which we call the Pieri integral formula, and in the section below we describe an interpretation of this formula as the computation of structure constants of a virtual hypergroup of conjugacy classes.
Theorem 3.1. Let ν ∈ GT N be any signature, let m, N ∈ N be such that 1 ≤ m ≤ N − 1. Consider also any real numbers
where the functions G and F are defined as follows (we denote w m+1 := x/(w 1 · · · w m ) and x m+1 := 1 to simplify notation):
and the domain of integration U x in the integral of (3.1) depends only on x and is the compact subset of R m defined by the inequalities
Begin with the Pieri rule for Macdonald polynomials, Theorem 1.4, which we write as
the sum being over λ ∈ GT + m+1 , µ ≺ λ, |λ| − |µ| = k, and the coefficients are given by
At this moment, let us make an important observation. If we assume µ i − µ i+1 > k for all i = 1, 2, . . . , m − 1 and µ m > k, then given any k 1 , . . . , k m ∈ Z + with k 1 + . . . + k m ≤ k, we can obtain λ ∈ GT + m+1 such that µ ≺ λ, |λ| − |µ| = k, by setting
N be any positive signature of length N . In equation (3.4), let x i = q ν i t N −i ∀i = 1, 2, . . . , N . Using the definition of the dual Macdonald polynomials Q µ = b µ P µ and the index-argument symmetry of Theorem 1.1, we deduce that if µ i − µ i+1 > k, µ m > k, then equation (3.4) leads to (3.5)
where in the sum above, we have denoted λ ∈ GT + N +1 the positive signature given by (3.6)
From Theorem 1.2 and the explicit product formula for ψ λ/µ (q, t), we obtain (3.7)
Next we want to make a limit transition to the formula (3.5). For that, consider positive real numbers y 1 , . . . , y m , y such that (3.8)
The limit transition we consider is (3.9)
We observe that conditions (3.8) clearly imply µ i − µ i+1 ≥ k, µ m ≥ k, and in fact the inequalities are strict if > 0 is small enough. This implies that formula (3.5) holds for the parametrization above and small enough > 0. The goal is to obtain the limit of the formula as → 0 + . In particular, for any z 1 , z 2 , . . . , z m ≥ 0 such that z 1 + z 2 + · · · + z m ≤ y, we show that the general term inside the sum of (3.5), with variables as in (3.9), is approximately equal to m times the integrand in (3.1), and moreover this estimate is uniform.
Clearly, by the limit (1.8) from Macdonald to Jack polynomials, the left side of (3.5) is
under the limit transition (3.9), where A( ) ≈ B( ) means that both A( ), B( ) are nonzero for small > 0 and lim →0 A( )/B( ) = 1. Similarly, for the Macdonald term inside the sum of the right side, we have y 1 +z 1 ) , . . . , e −(ym+zm) , e −(y−z 1 −...−zm) ; N, θ).
Estimating C(λ, µ; k; q, t) in the regime (3.9) above is more tedious. We need to apply the following estimates, which are proved in [AAR, Ch. 10] :
Both estimates above are uniform on compact subsets of some domain for x: the left limit is uniform on compact subsets of the unit disk and the right limit is uniform on compact subsets of C \ {0, −1, −2, . . .}. Then we can estimate (3.7), line-by-line, as follows:
where we set above
Notice the factor m in front of the estimate for C(λ, µ; k; q, t). This factor allows us to replace the m-dimensional sum into an m-dimensional integral as soon as we have uniform estimates, that is, as soon as we show that all estimates ≈ above are uniform on the compact subset {(z 1 , . . . , z m ) ∈ R m ≥0 : z 1 + z 2 + · · · + z m ≤ y}. This is fairly obvious. As a result of the limit transition we obtain (3.10) 
where the domain of integration V y is given by the inequalities (3.11) z 1 , . . . , z m ≥ 0, z 1 + · · · + z m ≤ y, the functions F, G are defined as in (3.2), but with x m+1 := 1 and w m+1 := e −y+z 1 +···+zm replaced in their definition (as it would be natural). Finally we make the change of variables
Then the conditions (3.8) on the variables y, y 1 , . . . , y m turn into the conditions on x, x 1 , . . . , x m in the theorem statement. The domain of integration V y given by (3.11), for the variables z 1 , . . . , z m , turns into the domain of integration U x for the variables w 1 , . . . , w m . The theorem, for ν ∈ GT + N , is then a consequence of (3.10).
Finally, the Pieri integral formula for ν ∈ GT N follows from the Pieri integral formula for
N with large enough M ∈ N and the index-stability property, (1.9), of Jack polynomials.
3.2. Virtual hypergroup of conjugacy classes. This section is largely based on Grigori Olshanski's comments.
Our aim is to describe the relation between the Pieri integral formula for θ = 1 and certain structure constants of the hypergroup of two-sided cosets of U (N )\GL(N, C)/U (N ). We also say a few words about the cases θ = 1 2 , 2 and argue that the Pieri integral formula, for general θ > 0, amounts to the computation of certain structure constants of a virtual hypergroup of two-sided cosets.
Recall that, in a hypergroup X, the product of two elements x, y ∈ X is not a single element of X, but rather a probability measure m x,y on X. One can define the hypergroup algebra of X; then m x,y plays the role of its structure constants. The situation is especially clear when X is a finite hypergroup.
The set of two-sided cosets of U (N )\GL(N, C)/U (N ) can be given the structure of a hypergroup. In fact, if x, y are two-sided cosets, then the measure m x,y on U (N )\GL(N, C)/U (N ) is constructed as follows. Take any representatives g ∈ x, h ∈ y; then m x,y is the pushforward of the normalized Haar measure under the map
The result does not depend on the choice of g, h.
Recall now the functional equation for the Gelfand pair (GL(N, C), U (N )). If χ is a zonal spherical function of (GL(N, C), U (N )), then (3.12)
where du denotes the normalized Haar measure on U (N ). From the point of view of hypergroups, the functional equation above shows that the zonal spherical functions of (GL(N, C), U (N )) are precisely the characters of the hypergroup of two-sided cosets.
Let us go further. The set of two-sided cosets U (N )\GL(N, C)/U (N ) can be identified with R N + /S N . the quotient is by the action of the symmetric group on the N -dimensional product. From the previous discussion, the set R N + /S N acquired a hypergroup structure; we denote the hypergroup by H(N ). Given x, y ∈ H(N ), denote the corresponding measure by m (N ) x,y . It is known that, as N tends to infinity, the hypergroup H(N ) turns into a semigroup in the following sense. For 1 ≤ k ≤ N , let H k (N ) be the subset of classes represented by some element (x 1 , . . . , x N ) ∈ R N + for which at most k values x i 's are different from 1. We may identify H k (N ) with H(k), for any N ≥ k. It is readily seen that if x ∈ H k (N ), y ∈ H l (N ), and k + l ≤ N , then m x,y as a measure on H(k + l). It turns out that, as N tends to infinity and x, y remain fixed, the measure m (N )
x,y converges to the delta measure at certain element z(x, y) of H(k + l). The element z(x, y) is represented by a tuple (z 1 , . . . , z N ) ∈ R N + , whose set of entries that are not 1 is the union of the corresponding sets for x and y. This fact is a manifestation of the well-known concentration of measure phenomenon.
A consequence of the discussion in the previous paragraph is that the irreducible spherical functions of the infinite-dimensional Gelfand pair (GL(∞, C), U (∞)) are multiplicative. The compact Lie group analogue is perhaps more well-known: the characters of the infinite-dimensional unitary group U (∞) are multiplicative. Such (asymptotic) multiplicativity can be proved in various ways; for more details, see [Ol90, Sec. 23] and [Ol91] . Section 6 in the special case θ = 1 is, essentially, a new proof of the multiplicativity.
The Pieri integral formula in Theorem 3.1, for θ = 1, is equivalent to the explicit computation of the probability measures m (N )
x,y , when l = 1 and so y is the conjugacy class consisting of matrices with a single real eigenvalue distinct from 1. There are some technical conditions on x, y in the statement of our theorem, but those are in place so that the measure m (N )
x,y has the simplest possible form; a similar analysis as that given above should suffice to compute the probability measure m (N )
x,y , for an arbitrary x ∈ H k (N ) and y ∈ H 1 (N ).
For the special values θ = 1 2 , 2, the Pieri integral formula also admits a group-theoretic interpretation. In fact, for θ = x,y , as N tends to infinity, continues to hold in both cases. From this viewpoint, the Pieri integral formula is equivalent to the computation of certain structure constants for a virtual hypergroup with a general Jack parameter θ > 0. Such virtual hypergroup is an actual hypergroup of two-sided cosets as explained above, for the values θ = 1 2 , 1, 2, but for a general θ > 0, there is no group-theoretic interpretation. It is noteworthy that a whole direction of research in this direction has emerged in the past decades, e.g. [He, HO, Op88a, Op88b, Op93, Ne] . Much like these works, our approach can likely be extended for more general (complex) values of θ, as well as for root systems of general type (other than type A).
Asymptotics of Jack charaters: statement of the theorem
As an application of the formulas obtained in previous sections, we shall prove a refinement of the asymptotics of Jack characters, proved initially by Okounkov-Olshanksi, [OkOl98] . In this section, we simply state the theorem and outline the approach we follow for its proof. Our plan is realized in the final two sections of this article. 4.1. Statement of the Theorem. Let {λ(N )} N ≥1 be sequences of signatures such that λ(N ) ∈ GT N for all N ≥ 1. Let λ + (N ) = (λ
Let d(λ ± (N )) be the lengths of the main diagonals of the partitions corresponding to λ ± (N ), and let (a
. .) be their modified Frobenius coordinates, defined as
We denoted by λ ± (N ) i the i-th part of the conjugate partition of λ ± (N ); equivalently this means
is roughly the arm-length (resp. leg-length) of the i-th square in the main diagonal of the Young diagram of λ ± (N ). Moreover, 
Evidently we have α
Theorem 4.2. Let m ∈ N and let {λ(N )} N ≥1 be a VK sequence of signatures with boundary point ω = (α ± , β ± , γ ± ). There exists δ > 0 such that the limit
, where T δ def = {z ∈ C : 1 − δ < |z| < 1 + δ} and (4.2) Ψ(z; ω, θ)
In the denominators, the terms x θ = exp(θ ln x) have their principal values. The function Ψ(z; ω, θ) is holomorphic on a neighborhood of the m-dimensional torus T m , and we are assuming that δ > 0 is small enough so that Ψ(z; ω, θ) is holomorphic on T m δ .
Remark 4.3. Via the contour integral representations in Section 2, we could actually prove that the limit (4.1) for m = 1 holds uniformly on {z ∈ C : 1 − δ 1 < |z| < 1 + δ 2 }, for any
This is best possible because Ψ(z; ω, θ) has singularities at z = 1 − θ/(α − 1 + θ) and z = 1 + θ/α + 1 . We believe that the limit (4.1) holds uniformly on {z ∈ C : 1 − δ 1 < |z| < 1 + δ 2 } m , for any δ 1 , δ 2 as above. However, our analysis in Section 6 does not allow us to prove this statement. We can at least obtain explicit values of δ m for which we can prove the limit (4.1) for a given m, by looking at the inequalities at the beginning of Subsection 6.2.
Remark 4.4. The product above is absolutely convergent, for z in a neighborhood of the unit circle T, because i (α
Remark 4.5. Theorem 4.2 above is slightly stronger than the "if" statement of the main theorem in [OkOl98] . In fact, the uniform convergence on T m δ , for any δ > 0, implies uniform convergence on the torus T m , which is the statement proved in [OkOl98] .
4.2.
Outline of the proof of Theorem 4.2. The proof of Theorem 4.2 is by induction on the number of variables m. For the base case m = 1, we make use of the integral representations for Jack characters of one variable. In fact, Theorem 4.2 is established in Section 6 for m = 1 (and any θ > 0) by means of Theorems 2.7, 2.8, and the saddle-point method, [Co] . For the inductive step, we shall need the Pieri integral formula for Jack polynomials, Theorem 3.1, as well as some easy estimates; this is worked out in Section 6.
In the remaining of this section, we only outline the steps of the proof of Theorem 4.2 for m = 1, and carry out the rest of the proof in Section 5. holds uniformly on compact subsets of {z ∈ C : 1 < |z| < 1 + } \ (−∞, 0] and {z ∈ C : 1 − < |z| < 1} \ [0, ∞). Then (4.3) holds uniformly on T /2 := {z ∈ C : 1 − 2 < |z| < 1 + 2 }.
Proof. From the branching rule for Jack polynomials, Theorem 1.6, it is clear that all branching coefficients ψ µ/ν (θ) are nonnegative for θ > 0; therefore for z ∈ T 2 /3 := {z ∈ C : 1 −
Note that 1 2 > > 0 implies 1 < (1 − 2 /3) −1 < 1 + , whereas 1 < 1 + 2 /3 < 1 + is obvious. Then, by assumption, we have
In particular, the sequences J λ(N ) 1 + Next, for any x ∈ T /2 , an application of Cauchy's integral formula yields the equality } (an implication of the assumption in the theorem), combined with the uniform boundedness of {J λ(N ) (z; N, θ)} N ≥1 on the closure of T 2 /3 , we obtain the limit (4.5) lim
uniformly on x ∈ T /2 . The claim follows from (4.4) and (4.5).
By virtue of Lemma 4.6, we need only to prove the desired limit of Theorem 4.2 on compact subsets of {z ∈ C : 1 < |z| < 1 + } \ (−∞, 0] and {z ∈ C : 1 − < |z| < 1} \ [0, ∞), for some small 1/2 > > 0 (since then, Theorem 4.2 follows if we set δ = /2). We use Theorems 2.6 and 2.12, respectively. In Section 5 we only work out the uniform convergence on compact subsets of {z ∈ C : 1 < |z| < 1 + } \ (−∞, 0], for some small > 0, since the uniform convergence on compact subsets of {z ∈ C : 1 − < |z| < 1} \ [0, ∞) can be proved similarly.
One variable case: proof of Theorem 4.2 for m = 1
In this section, we prove the assumption of Lemma 4.6. As we mentioned above we concentrate in proving the convergence (4.3) on the domain {z ∈ C : 1 < |z| < 1 + } \ (−∞, 0], for some small > 0, by means of the integral representation in Theorem 2.8. The convergence in the domain {z ∈ C : 1 − < |z| < 1} \ [0, ∞) can be proved similarly, by making use of the integral representation in Theorem 2.7 instead.
After the change of variables x = e y , the statement we wish to show becomes Proposition 5.1. Assume that {λ(N )} is a VK sequence with boundary point ω = (α ± , β ± , γ ± ). Then lim
where Ψ is defined in (4.2), and the limit holds uniformly for y on compact subsets of the region
for some small δ > 0.
In the rest of this section, we prove Proposition 5.1. We can use the integral representation of Theorem 2.8, in the form of Remark 2.10: }. Note that the contour C − is in the domain of definition for the functions ln z, ln (z − θ), and moreover C − encloses all singularities of the integrand. Since {λ(N )} N ≥1 is a VK sequence, then lim N →∞ λ 1 (N )/N exists and so {λ 1 (N )/N } N ≥1 is a bounded sequence. Therefore we can choose one single contour C − for which the integral representation (5.2) holds for all N ≥ 1.
Once we have the integral formula in the form (5.1), there are several techniques to obtain asymptotic expansions as N → ∞, such as the saddle-point method; see the classical text [Co] .
The plan is the following. First we show that, for the study of asymptotics as N → ∞, we can replace contour C − in formula (5.1) by a finite contour going through the critical point of w(z). 
Observe that z 0 depends on y and θ, but for simplicity we write z 0 instead of z 0 (y, θ). We claim that there exists δ > 0 such that for any compact subset K δ ⊂ V δ := {v ∈ C : 0 < v < δ, −π < v < π} and any y ∈ K δ , we can find a contour γ(s), s ∈ R, with the following features:
(1) The contour γ(s), s ∈ R, is a piecewise smooth contour in C, with γ(0) = z 0 .
(2) There exists 0 > 0 so that γ(s) = z 0 + se iφ ∀s ∈ [− 0 , 0 ] and φ is such that w (z 0 )e 2iφ < 0.
In the terminology of [Co] , this means that γ is locally in the critical direction. (3) The contour γ is positively oriented and contains (−∞, L] in its interior, where we denote
(4) w(γ(0)) = sup t∈R w(γ(t)) and w(γ(0)) = w(z 0 ) > w(t) for all t = 0.
(5) | z| is constant, for z ∈ γ with | z| is large enough. For convenience, let us require that | z| = r for z ∈ γ with | z| large enough, and r > 0 is the positive real number used in the definition of C − . Condition (5) ensures that γ exp(N w(z))ψ(z; λ(N ), θ)dz converges absolutely and also that one needs only to modify a compact subset of C − in order to obtain γ. Condition (4) will allow us to estimate the value of the whole integral by the contribution of a small neighborhood of the critical point z 0 . In fact, away from z 0 , the real part of w(z) decreases implying that the integrand decreases exponentially. Condition (3) tells us that we can replace C − by γ into the integral representation (5.1) because no new poles are picked up in a deformation from C − into γ. The conditions (1), (2) are useful in applying the saddle-point method in the next section.
The proof of existence of a contour γ satisfying the conditions above was given in [GP, Section 4.2] , except that condition (3) was not mentioned and condition (2) was expressed differently. Let us briefly review the proof in [GP] by considering these additional points. Our first task is to look at the level line {z ∈ C : w(z) = w(z 0 )}. From the Taylor expansion of w(z) near z 0 , there are four directions to the level line w(z) = w(z 0 ). Moreover, for large values of R > 0, the level line w(z) = (yz − H(z; θ)) = w(z 0 ) intersects the circle T R := {z ∈ C : |z| = R} at exactly two points (which are near the two points of intersection of the line yz = w(z 0 ) with T R ). This means that the level line w(z) = w(z 0 ) has a loop. Due to the maximum principle, the loop must contain some points in the interval [0, θ] , which are the only points on which w(z) is not a harmonic function. When −π < y < 0, y = 0 and 0 < y < π, we have that z 0 = θ/(1 − e −y ) has positive, zero and negative imaginary part, respectively; moreover the straight lines yz = w(z 0 ) have negative, infinite and positive slope, respectively. Therefore the level lines w(z) = w(z 0 ) look qualitatively different in these cases, for example, see Figures 4a and 4b for the cases y < 0 and y > 0.
The complex plane is divided into three regions by the level line {z ∈ C : w(z) = w(z 0 )}, one is a bounded region and two are unbounded regions, one of which contains +∞ and the other one contains −∞. The bounded region and the unbounded region that contains +∞ are disjoint and their union is {z ∈ C : w(z) > w(z 0 )}. On the other hand, the unbounded region that contains −∞ is {z ∈ C : w(z) < w(z 0 )}. Thus it is possible to deform and reparametrize a compact portion of the contour C − so that the new contour is fully contained in the region {z ∈ C : w(z) ≤ w(z 0 )} and passes through z 0 at time 0. Thus it is not difficult to find a contour that satisfies conditions (1), (4) and (5) above. We need, however, to prove that it can be deformed to satisfy (2) and (3).
The contour can be modified near z 0 to be in the critical direction, thus satisfying condition (2), the only issue being that there may not exist 0 > 0 such that
Figure 4. Level lines of (yz − H(z; 2)) = (yz 0 − H(z 0 ; 2)) for two values of y
We argue this is always the case, however. First, a simple calculation shows that for sufficiently small 1 , δ > 0, and any y ∈ C with 0 < y < δ, | y| ≤ 1 , the intersection of x-axis with the line {z = z 0 + te iφ : t ∈ R} is a positive real point larger than L, and thus for any 0 > 0 we will
Second, for y ∈ C with 0 < y < δ, | y| ∈ ( 1 , π − 1 ), we easily find | z 0 | > (θe −δ sin 1 )/5; thus if we set 0 def = (θe −δ sin 1 )/10, we again guarantee
and | y| ∈ ( 1 , π − 1 ). Thus let δ > 0 be chosen as above. For any compact subset K δ ⊂ V δ , we can find 1 > 0 small enough so that K δ ⊂ V δ ∩ {z ∈ C : | z| < π − 1 } and then by setting 0 = (θe −δ sin 1 )/10, we are assured that we can deform the contour so as to satisfy condition (2), without violating (3).
As for condition (3), we need to prove it is always possible to deform the contour to make it contain (−∞, L] in its interior, but we need to guarantee that condition (4) remains in place. The only way that would prevent a contour to go around (−∞, L] without violating (4) is if the rightmost point of intersection between the curve w(z) = w(z 0 ) and the x-axis is to the left of L. We can easily show that w(x) is an increasing function on [(1 − e − y ) −1 , ∞), its value at x = (1 − e − y ) −1 is at most equal to w(z 0 ) = θ( y + 1 − ln θ + ln |1 − e −y |) and w(x) goes to infinity with x. Therefore the rightmost point of intersection between the curve w(z) = w(z 0 ) and the x-axis is to the right of (1 − e − y ) −1 . Thus if y is such that (1 − e − y ) −1 > L, it is impossible that the rightmost point of intersection between the curve w(z) = w(z 0 ) and the x-axis is to the left of L. By decreasing the value of δ > 0 to a smaller positive value, we can guarantee (1 − e − y ) −1 > L, for all y ∈ V δ , and therefore we can make the contour γ so that it satisfies (3), as we wished.
We can actually modify the contour γ to strengthen condition (4). Since w(z) is smooth near z 0 , we can reduce δ > 0, and also 0 > 0 if necessary, so that both of the rightmost points of intersection between the level lines w(z) = w(z 0 ± 0 ) and the x-axis are to the right of L. The implication is that we can deform γ in such a way that w(γ(t)) attains a maximum at t = 0, then it decreases as t goes from 0 to ± 0 and then it takes values strictly less than min{ γ( 0 ), γ(− 0 )}, for |t| > 0 . We thus can postulate a new condition for contour γ:
(6) sup |t|> 0 w(γ(t)) ≤ min{ w(γ(t − 0 e iφ )), w(γ(t + 0 e iφ ))} = inf |t|≤ 0 w(γ(t)).
We have argued thus far that the contour C − in the integral representation (5.1) of P λ(N ) (e y ; N, θ) can be replaced by a contour γ, satisfying conditions (1)-(6) above. Next we make some estimates on this expression and reduce it to a form on which we can apply the saddle-point method.
The first claim is that, for large enough M > 0, the contribution of the portion γ <−M := γ ∩ {z ∈ C : z < −M } is negligible, as N → ∞. We only need very crude estimates. Let a + > 0 > a − be reals such that a − N ≤ λ N (N ) ≤ · · · ≤ λ 1 (N ) ≤ a + N , for all N ≥ 1. Observe they must exist because {λ(N )} N ≥1 is a VK sequence of signatures. We have |N z − s| < |N z − s − θ|, for all z ∈ C − , as long as (N z − s) < 0. It follows that the absolute value of Γ(N z − s − θ)/Γ(N z − s) is less than the absolute value of Γ(N z + 1 − s − θ)/Γ(N z + 1 − s), as long as (N z − s) < 0. Now consider any z ∈ C − such that z − a − < 0 and let K = K(z) ∈ Z ≥0 be the nonnegative integer such that −1 ≤ z + K − a − < 0. Then we have that the absolute value of Γ(N z − λ i (N ) − θ)/Γ(N z − λ i (N )) is at most equal to the absolute value of Γ(N (z + K + a − ) − θ)/Γ(N (z + K + a − )). Note that, if z ∈ C − and z is small enough, say z < a − is enough, then by definition of C − the imaginary part | z| is constant and equal to some r > 0. Therefore z +K +a − belongs to the disconnected, but compact, set {z ∈ C : −1 ≤ z ≤ 0, | z| = r}. By well known asymptotics of the Gamma function, it follows that there exists a constant c > 0 such that the absolute value of Γ(N (z + K + a − ) − θ)/Γ(N (z + K + a − )) is at most (N c) −θ . The conclusion from the estimate above is that
that the prefactor
, in (5.1), times exp(N w(z 0 )) = (e y − 1) N θ e N θ θ −N θ has absolute value of order O(N 1/2 ), because of Stirling's formula. From the estimates above, we have
− θ ln c decreases as z ∈ C − ranges from z = −M ± ri to −∞ ± ri, and it is always negative if M > 0 is large enough so that w(z) − w(z 0 ) + H(z; θ) − θ ln c < 0 for all z = −M ± ri. It follows that the absolute value of γ <−M exp(N (w(z) − w(z 0 )))ψ(z; λ(N ), θ)dz is exponentially small, as N → ∞, and in particular it is of order o(N −1/2 ). Thus we conclude that to calculate the limit of (5.1) as N tends to infinity, we can replace C − with the compact contour γ ≥−M = γ ∩ {z ∈ C : z ≥ −M }, and pick up an additive error of order o(1).
The next claim is that we can replace ψ(z; λ(N ), θ) in the integral formula (5.1), but with contour
(the function Ψ is defined in the Lemma 5.2 below) and the additive error as a result is of order o(1), as N tends to infinity. This is a consequence of the following lemma, whose proof we postpone till the end of this section, and which implies the uniform convergence lim N →∞ ψ(z; λ(N ), θ) = z−θ z · Ψ(z; ω, θ) on the compact subset γ ≥−M . Lemma 5.2. The following limit
holds pointwise for all z in the complex plane cut along (−∞, θ]. The square root in the limiting expression, as well as the powers x θ = exp(θ ln x) in the denominator of Ψ, take their principal values.
The final claim is that contour γ ≥−M can be replaced by the neighborhood γ( 0 ) def = γ ∩ {z ∈ C : |z −z 0 | ≤ 0 } = [z 0 − 0 e iφ , z 0 + 0 e iφ ] with no change in the asymptotics of (5.1), as N → ∞. This is a consequence of condition (6) of contour γ, which implies that sup |t|≥ 0 w(γ(t)) ≤ inf |t|≤ 0 w(γ(t)) and therefore the contribution of
Since exp(N w(z 0 )) = (e y − 1) N θ e N θ θ −N θ , then the factor before the integral is of order O (N 1/2 ). On the other hand, the contribution of the integral above can be bounded by a constant factor times exp(N (
which is exponentially decreasing on N by condition (2), and in particular of order o(N −1/2 ). Therefore the contribution of γ ≥M \ γ( 0 ) is of order o(1), and our claim is proved. In summary, we have just given reasoning for the following successive estimations
The asymptotic expansion of the factor before the integral can be calculated by Stirling's formula. Thus we only need to find the limit, as N → ∞, of the following expression and it will be carried out in the next subsection:
Proof of Lemma 5.2. Let us define
and observe that ψ(z; λ(N ), θ) = φ 1 (z; N, θ)φ 2 (z; λ(N ), θ). We find the limits of both φ 1 and φ 2 as N → ∞ . From Stirling's formula, Γ(w) = √ 2π(w − 1) w−1/2 e 1−w (1 + O(1/w)), for |w| → ∞, uniform on | arg w| ≤ π − < π. It follows that
After obvious simplifications, we have φ 1 = (z − θ)/z × (1 + O(1/N )), as N → ∞, and therefore
. Now we look at φ 2 , which can be rewritten as (5.6)
2 (z; λ(N ), θ) to the first and second products of (5.6), respectively. We claim
Observe that the right side above is part of the expression in the definition of Ψ(z; ω, θ). Similarly, φ (2) 2 (z; λ(N ), θ) will converge to the remaining product in the definition of Ψ(z; ω, θ), and the proof is analogous. Therefore we shall only prove (5.7), leaving the second part as an exercise to the reader.
From Γ(t + 1) = tΓ(t), we can write the expression φ
2 (z; λ(N ), θ) as
Each term in the last product is indexed by a square in the Young diagram of λ. Recall that the k-th hook in a Young diagram λ + (N ) is the set of its squares with coordinates (i, j) such that min{i, j} = k. Let d(λ + (N )) be the diagonal length of the partition λ + (N ), or equivalently the number of distinct hooks in the Young diagram of λ + (N ). If we group the terms in the product above by the hook to which they belong, we can express the product as
For any fixed i = 1, 2, . . ., by definition of a VK sequence and its boundary point, we have N ) ) does not grow too fast. In this general case, we need an additional argument to prove (5.7), which shows how the factor exp(θγ + /(z − θ)) appears.
We take the logarithm of φ
2 (z; λ(N ), θ) and show that it converges to the logarithm of the right-hand side of (5.7). For that, we express ln φ (1) 2 (z; λ(N ), θ) as a power series on (z − θ) −1 and show that the coefficients converge to the corresponding coefficients of the power series of (5.10)
Note that we assumed that all absolute values of θβ + i /(z − θ) and α + i /(z − θ), i ≥ 1, are less than 1, in order to use the expansion ln (1 + x) = x − x 2 /2 + . . .. However, there is no loss in generality, because
for large enough i > N 0 , and similarly |θβ + i /(z − θ)| < 1 for large enough i > N 0 . Thus we can take the logarithms of the products starting from such large N 0 and prove convergence of the product (5.8) with
to the product (5.7) with
, and then deal with the few remaining terms by using the limits (5.9). So we shall assume without loss of generality that |α + i /(z−θ)|, |θβ + i /(z−θ)| < 1 for all i = 1, 2, . . .. When we take logarithms of the terms in φ (1) 2 (z; λ(N ), θ), we shall also make use of similar Taylor expansions and accordingly we need to assume |θ(λ i (N )) + /(z − θ)| < 1 for all i = 1, 2, . . ., as well as other similar relations; we always assume they hold, since there is no loss of generality, as we just argued. Now we find the Taylor series coefficients of φ (1) 2 (z; λ(N ), θ), in the product form (5.8), and show they converge to the Taylor series coefficients in (5.10) above. For conciseness, we prove the limits of the coefficients of (z − θ) −1 and (z − θ) −2 , and only sketch how to extend the analysis for higher powers (z − θ) −k . For the first product of (5.8), we have (5.11)
For the second product of (5.8), we use the asymptotic expansion of the log-Gamma function
to obtain a Taylor series (on (z − θ) −1 ) for it. The first two terms of the Taylor expansion give
Thus by combining (5.11) and (5.12), we have that the expansion of ln φ
2 (z; λ(N ), θ) in powers of (z − θ) −1 , up to the second term, is (5.13)
where 'other terms' in (5.13) stands for a linear combination of sums
(and similar ones with b
). The coefficient of (z − θ) −1 in (5.13) converges, as N → ∞, to the coefficient of (z − θ) −1 in (5.10) because of the initial assumption that {λ(N )} N ≥1 is a VK sequence with boundary point ω = (α ± , β ± , γ ± ). Heuristically, the coefficient of (z − θ) −2 in (5.13) converges to the coefficient of (z − θ) −2 in (5.10) because of (5.14) below, but one also needs to prove that the sums bundled inside 'other terms' converge to 0, as N tends to infinity. Such convergence follows from the bound
In fact, we prove such convergence for the larger of those sums, namely
. We can easily bound
and we know that lim N →∞
|λ + (N )| converges to 0, as N → ∞, as we wished.
For higher powers of (z − θ) −k , k > 2, the analysis is the similar by using d(λ + (N )) = O( √ N ) and (5.14). The convergence of Taylor series coefficients is enough for the (pointwise) convergence that we desire because of the dominated convergence theorem and estimates above. The proof of Lemma 5.2 will be finished once we prove (5.14) below.
(5.14)
Let us prove only lim N →∞
) k , since the other three limit relations are very similar.
We know lim N →∞
On the other hand, let 1 > > 0 be an arbitrary real number. We know
< for all N ≥ N 0 , and therefore
for almost all i, and N large enough.
Fatou's lemma then yields (5.16)
By combining (5.15) and (5.16), we obtain
Since ∈ (0, 1) is arbitrary, lim inf i
The three other statements in (5.14) are proved similarly. Lemma 5.2 is now proved.
Saddle-point method.
In the previous subsection, we worked towards proving Proposition 5.1, and we were left with studying the asymptotics of the integral in the second line of (5.4), as N → ∞. Recall that the finite contour γ( 0 ) is given by [− 0 , 0 ] → C, s → z 0 + se iφ and φ is such that w (z 0 )e 2iφ < 0, i.e., γ is in the critical direction near z 0 . We divide the task by studying separately the contributions of a N − -neighborhood of z 0 (for some > 0) and the contribution of
Fix any positive real number 1 2 > > 1 3 . We first consider the small N − -neighborhood of z 0 : the integral we estimate first is
We work this out by closely following the saddle-point method, as outlined in [Co] .
When N large enough, then N − is very small, and w(z) = yz − z ln z + (z − θ) ln (z − θ) + θ is an analytic function on B(z 0 , 2N − ), so we have a Taylor series expansion
It follows that
By a similar reasoning, we obtain
The latter equality holds by the condition that 1/3 < < 1/2.
We can easily calculate w (z) = 
for all |z − z 0 | ≤ N − , and in particular for all z ∈ γ(N − ). With estimate (5.20), the integral formula (5.17) is asymptotically equal to (5.21)
where for the latter we made the change of variables u = r √ AN . The estimate 
As a result, the contribution of the neighborhood γ(N − ), is Ψ(e y ; ω, θ) × (1 + O(N 1−3 )) = Ψ(e y ; ω, θ) × (1 + o(1)). Finally, we show that the contribution of γ( 0 ) \ γ(N − ) = [z 0 − 0 e iφ , z 0 + 0 e iφ ] \ B(z 0 , N − ) to the asymptotics of the second line of (5.4) is of order o(1), thus concluding the proof of the theorem. Indeed the contribution of
Since exp(N w(z 0 )) = (e y − 1) N θ e N θ θ −N θ , then the factor
exp(N w(z 0 )) is of order O(N 1/2 ). On the other hand, the factor z−θ z Ψ(z; ω, θ) is holomorphic on the 0 -neighborhood of z 0 and also w(z) decreases as z ranges from z 0 to z 0 ± 0 e iφ , by the definition of φ. It follows that the absolute value of the integral in (5.22) is upper bounded by a constant times exp(N ( w(z 0 ± N − e iφ ) − w(z 0 ))) ≤ const × exp(−const · N 1−2 ) = o(N −1/2 ). Therefore the expression (5.22) is of order o(1), as N tends to infinity, proving the contribution outside an N − -neighborhood of z 0 is zero. Hence Proposition 5.1 is finally proved.
The conclusion of the present section is summarized in the following corollary. It is a consequence of Proposition 5.1, the analogous statement for V δ := {v ∈ C : −δ < v < 0, 0 < v < 2π} which was left to the reader, and also Lemma 4.6. Proposition 6.3. Let x 1 , x 2 , . . . , x m be real numbers which satisfy
Then the following pointwise limit holds
Ψ(x i ; ω, θ).
Remark 6.4. The inequalities in Proposition 6.3 imply, for any j = 3, 4, . . . , m, that
Also for any j = 1, 2, . . . , m, our choice of the constants δ 1 , . . . , δ m implies Let us move on to the right side of (6.6). For the first line, we use Γ(x + a)/Γ(x + b) = x a−b (1 + O(x −1 )), a, b ∈ C, x → ∞. It easily follows that (6.7) first line of right side of (6.6) 
Now let us study the integral by dividing it into a union of two domains of integration. Let 1 > > 1 2 be arbitrary and consider N large enough so that (1 − N − ) m > x. Then consider the small subdomain U(N, ) ⊂ U x around (w 1 , . . . , w m ) = (1 m ):
Let H N (x 1 , . . . , x m , x; w 1 , . . . , w m ; θ) be the integrand shown in the second and third lines of (6.6).
(We include (w 1 · · · w m ) −1 , which appears in the third line of (6.6) in the form
wm , as a factor of H N .) We make the following two claims.
where the domain of integration is U x \ U(N, ).
where the domain of integration is U(N, ).
Let us complete the inductive step from claims 1 and 2, and after that we give the proofs to the claims. Indeed, from both claims above and (6.7), the right side of (6.6) equals
From Lemma 6.1, we have the bound
as N tends to infinity. Then, by (6.8), the right side of (6.6) equals J λ(N ) (x 1 , . . . , x m , x; N, θ) + o(1), as N → ∞.
Since the left side of (6.6) converges to Ψ(x; ω, θ) m i=1 Ψ(x i ; ω, θ) as N goes to infinity, then the same must be true for the right side of (6.6). Therefore lim N →∞ J λ(N ) (x 1 , . . . , x m , x; N, θ) exists and equals Ψ(x; ω, θ) m i=1 Ψ(x i ; ω, θ). We finish with the proofs of the claims above. For simplicity, denote the vectors x = (x 1 , . . . , x m , x), w = (w 1 , . . . , w m ), and writeF (w) def = F (x, w),G(w) def = G(x, w; θ), thus focusing on the variable w and treating x as a sequence of constant values.
Proof of Claim 1. We can simplify the claim quite a bit. In fact, observe that the functionG(w) = G(x, w; θ) defined in (3.2) does not depend on N and attains a maximum positive and finite value as w ranges over points of the compact set U x .
Also note that for any w ∈ U x , we have 1 > x i ≥ x i w i ≥ x i x > x 2 1 > 1 − δ m+1 and 1 ≥ x(w 1 · · · w m ) −1 ≥ x > (1 − δ m+1 ) 1/2 > 1 − δ m+1 . Thus, together with Lemma 6.1, we obtain where the domain of integration is U x \ U(N, ). It is not hard to see that F (x; w) is increasing in each of the variables w i . In fact, one can easily see that F (x; w) ≥ 0, ∀w ∈ U x , and (∂ w i F (x; w)) (F (x; w)) −1 ≥ 0, ∀w ∈ U x , ∀i = 1, . . . , m. Note that w ∈ U x \ U(N, ) implies w i < 1 − N − for some i = 1, 2, . . . , m. In the case that w i < 1 − N − , we have |F (x; w)| = F (x; w) ≤ F x; (1, . . . , 1, 1 − N − , 1 . . . , 1)
Thus the estimate above implies that (6.9) is implied if we prove The second estimate in (6.10) is quite clear and it is implied by the fact that 1 0 x θ−1 dx is a convergent integral, for any θ ∈ C with θ > 0.
It remains to prove the first estimate of (6.10). Begin with the Taylor series expansion
where we denoted c = From the formula (3.2) of F , it is clear that
Note also that sup w∈U (N, ) N |(w i − 1)(w j − 1)| = O(N 1−2 ). If we parametrize points in U(N, ) by (6.13)
, for all i = 1, 2, . . . , m,
we can use (6.12) to deduce (6.14) (1 − w i ) θ−1 = (θN )
Lastly we need to estimate the Jack polynomial term of the integrand. Let us use (N 1−2 ) ). Thus we have proved the second claim. We make one final observation. The factor (−1) m in (6.16) was removed in (6.19) because y i goes from N 1− θ(x−x i ) (1−x i )(1−x) to 0 (instead of going from 0 to N 1− θ(x−x i ) (1−x i )(1−x) , as we wrote in the latter integral) in the parametrization (6.13).
6.3. Proof of Theorem 4.2. The work is already done, we simply put the pieces together. Let m ∈ N be arbitrary. Let δ > 0 be small enough so that 1 − δ 0 < max{(1 − δ) m , (1 + δ) −m } < 1 < min{(1 + δ) m , (1 − δ) −m } < 1 + δ 0 .
We want to prove the limit holds uniformly on T m δ . By Corollary 6.2, any sequence {N j } j≥1 of positive integers has a subsequence {N k(n) } n≥1 such that lim n→∞ J λ(N k(n) ) z 1 , . . . , z m ; N k(n) , θ has a uniform limit on T m δ , which is a holomorphic function that we call Φ(z 1 , . . . , z m ). By Proposition 6.3, see also Remark 6.5, the function Φ(z 1 , . . . , z m ) must equal Clearly D(m) ⊂ T m δ is nonempty and has limit points. Since Ψ(z; ω, θ) is holomorphic on T δ 0 and (1 + δ) m < 1 + δ 0 < (1 + δ 0 ) m ⇒ δ < δ 0 , then it is also holomorphic on T δ . Thus m i=1 Ψ(z i ; ω, θ) is holomorphic on T m δ , just like Φ(z 1 , . . . , z m ). Therefore, by analytic continuation, the equality Φ(z 1 , . . . , z m ) = m i=1 Ψ(z i ; ω, θ) must hold on all T m δ . The analysis above shows that subsequential (uniform on T m δ ) limits of {J λ(N ) (z 1 , . . . , z m ; N, θ)} N ≥1 exist and must always equal m i=1 Ψ(z i ; ω, θ). Hence the desired uniform limit (6.20) follows.
