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Chapter 1 
Introduction
How many pages are in this book?
Someone who wants to know the answer to this question might turn over the leaves 
of this thesis in order to find the page number on the last page. By doing so, this person 
is experimentally investigating a property of interest (the number of pages) of the system 
under study (the book). When writing a report about this experiment, our researcher 
could choose the following title: “Investigation into the number of pages of Iris’ thesis”.
The title “Torque magnetometry on low-dimensional electron systems” can be inter­
preted in the same way. ‘Torque magnetometry’ is the experimental technique that we 
apply to investigate the ‘magnetisation’, which is the property of interest. The ‘low­
dimensional electron systems’ are the systems under study. Since it is easier to explain 
the ‘number of pages’ when one is already familiar with the term ‘book’, we will first pro­
vide some background on low-dimensional electron systems. Further on, we will discuss 
the magnetisation.
A low-dimensional electron system is a ‘package’ for electrons, like a book is a package 
for pages. The most common package for electrons is a metal. Electrons can move freely 
in a metal, in all directions. Hence, a metal is a three-dimensional (3D) electron system 
(3DES). An electron package that limits the movement of the electrons to less than three 
dimensions is a low-dimensional electron system (LDES). Several examples of LDESs 
exist. In a two-dimensional electron system (2DES), for example, the electrons can move 
freely in a plane, but not in the dimension perpendicular to the plane. A 2DES is thus 
an electron package in the shape of a sheet. In a one-dimensional electron system (1DES) 
electrons can move along only one dimension. When the 1D electron package is like a 
wire, it is denoted a quantum wire. It is also possible to shape the electron package as a 
ring: a quantum ring. Even zero-dimensional electron systems can be fabricated. In such 
systems, the electrons are confined to a single spot. A 0DES is known as a quantum dot.
In this thesis we will discuss three of these low-dimensional electron systems. The 
first is a two-dimensional electron system like described above. Because the electrons can 
move in only one sheet (one layer of material), this system is denoted a single-layer 2DES. 
The second LDES is a special kind of two-dimensional electron system, consisting of two
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single-layer 2DESs in close proximity. Because the electron package then consists of two 
sheets, it is termed a bilayer 2DES. Such a bilayer 2DES is not a pure two-dimensional 
electron system, since the electrons in one layer have the possibility to tunnel to the other 
layer. Hence, the bilayer system can be denoted as ‘a 2DES with an additional degree- 
of-freedom in the third dimension’. The third and last LDES that we will investigate, is 
a quantum ring containing only one or two electrons.
The magnetisation of these electron systems is the property in which we are interested. 
We study the magnetisation of the LDESs in order to gain insight in the behaviour of 
these systems. We will now illustrate why it is interesting to understand the behaviour 
of electron systems and, next, why magnetisation measurements are an excellent tool for 
investigating this behaviour.
Electron systems (metals) are commonly used to transport electricity. One of the most 
interesting properties of electron systems is, therefore, their electrical conductivity, as the 
transport of electrical current is more efficient when materials with larger conductivity 
are used. The electrical conductivity of an electron system is, like all its other proper­
ties, defined by the energy-level structure of the system [1]. We can thus state that the 
energy-level structure is the real property of interest of the electron system. The energy- 
level structure is, however, not a directly measurable quantity. Hence, we need to probe 
another property of the electron system in order to study its energy-level structure: the 
magnetisation, for example. The oscillatory behaviour of the magnetisation as a function 
of magnetic field provides direct insight into the energy-level structure of the electron 
system.
The energy-level structure of an electron system in a magnetic field consists of discrete 
energy levels. The energy splitting between these discrete levels depends on the way the 
electrons are confined. Hence, the energy-level structure of a single-layer 2DES is different 
than that of a bilayer 2DES. Furthermore, a bilayer system with two closely separated 
layers has a different energy-level structure than a bilayer system with two widely spaced 
layers. Magnetisation measurements allow us to investigate how these confinement effects 
influence the energy-level structure of a 2DES.
The magnetisation of an electron in a quantum ring has an additional interpretation, 
besides providing insight into the energy-level structure of the system. The magnetisation 
of the quantum ring directly represents the magnetic moment that is associated with the 
electron current in the ring. The observation of magnetisation oscillations as a function 
of magnetic field thus indicates the existence of a single-electron current in the ring that 
varies its direction with magnetic field. This behaviour is a manifestation of the Aharonov- 
Bohm effect, a quantum-interference phenomenon that is related to electrons in ring- 
structures under the influence of a magnetic field [2].
Magnetometry is a reasonably young experimental technique: magnetisation oscilla­
tions in a 3DES (the metal bismuth) were observed for the first time by De Haas and 
Van Alphen in 1930 [3]. The oscillatory behaviour of the magnetisation is therefore also
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known as the de Haas-van Alphen effect. Since then, many scientists have performed 
magnetisation experiments to study the energy-level structure of metals [4]. Neverthe­
less, only few researchers apply this technique to investigate low-dimensional electron 
systems, since magnetisation measurements on LDESs are challenging. In fact, when 
Peierls presented calculations on two-dimensional electron systems in 1933, he dismissed 
the possibility that these oscillations could ever be experimentally determined [5]. The 
magnetisation oscillations for LDESs are much smaller than for 3DESs, because LDESs 
contain less electrons. Furthermore, these electrons are more strongly influenced by im­
perfections in the material structure than electrons in 3DESs. Nowadays, semiconductor 
structures allow the realisation of low-dimensional electron systems of such high quality 
that the presence of imperfections does not pose a large problem any more. Besides, sev­
eral magnetometers exist that can achieve the high sensitivity necessary for measuring the 
small magnetisation signals that are associated with LDESs. Hence, Peierls’ expectation 
that the magnetisation oscillations of LDESs could never be measured, has been proven 
to be false.
The first low-dimensional electron systems to be fabricated were 2DESs. These were 
then made in transistors: in silicon metal-oxide-semiconductor field-effect-transistors, be­
ing developed in the 1960s [6]. Because Peierls was right that de Haas-van Alphen mea­
surements on two-dimensional electron systems would be difficult, first other experimental 
techniques were applied to study these structures: electrical and optical techniques [7]. 
Measurements of the electrical resistance of two-dimensional electrons systems in a mag­
netic field led in 1980 to the discovery of the integer quantum Hall effect by Von Klit- 
zing [8]. In 1982, Tsui and Stormer discovered the fractional quantum Hall effect in 
addition [9], for which Laughlin developed a theoretical base [10,11]. The importance of 
these discoveries is illustrated by the Nobel prizes awarded to Von Klitzing in 1985 and 
to Tsui, Stormer and Laughlin in 1998.
Although electrical and optical measurements are easier than a magnetometry experi­
ment, the interpretation of the results is more difficult. Electrical resistance, for example, 
is a so-called transport property, implying that it is determined by a combination of the 
energy-level structure and electron scattering. Separation of these two influences is im­
possible, since the effect of scattering can only be determined approximately. Because 
magnetisation is an equilibrium property, it is not affected by scattering and it thus of­
fers direct information about the energy-level structure of the system. Other examples 
of equilibrium properties — also known as thermodynamic properties — are the heat 
capacity and the magnetic susceptibility.
The first observation of magnetisation oscillations in a two-dimensional electron system 
was reported by Stormer et al. in 1983 [12]. Because the magnetisation signals are 
so small, many two-dimensional electron systems were needed in parallel to result in a 
measurable signal. Furthermore, a sensitive magnetometer had to be developed to be 
able to detect the small signals. In 1985, Eisenstein presented the first magnetisation 
measurements on a single two-dimensional electron system [13]. Because the oscillations 
were smoothed out, no quantitative information about the energy-level structure of the 
two-dimensional electron system could be extracted. Since then, the quality of two-
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dimensional electron systems and detection methods has further improved, culminating 
in the observation of ideal de Haas-van Alphen oscillations by Wilde et al. in 2006 [14].
This thesis consists of 6 chapters. Chapter 2 further introduces the low-dimensional 
electron systems that play a role in this thesis. We will shortly discuss the realisation 
of single-layer and bilayer 2DESs in GaAs/AlGaAs structures and the fabrication of In- 
GaAs/GaAs quantum rings. In addition, we will present the theoretical models on which 
our investigations are based: we will describe the ideal, theoretical energy-level structure 
of these LDESs in a magnetic field and we will relate this to theoretically expected mag­
netisation signals. For the two-dimensional electron systems, we will also discuss how 
the magnetisation is influenced by some non-idealities, like energy-level broadening and 
a background density of states.
We measure the magnetisation of these LDESs using torque magnetometry with optical 
detection. The principle of operation of this technique is explained in Chapter 3. For 
magnetisation measurements on low-dimensional electron systems, low temperatures are 
required. Besides, high magnetic fields are desired. Hence, the magnetometry set-up is 
operated in a cryostat that is situated in a magnet. We used two torque magnetometers 
during our investigations. The first is a device that is suited for a 4He cryostat and an 18- 
Tesla superconducting magnet or a 15-Tesla Bitter magnet. The second magnetometer 
is a newly developed apparatus that provides access to lower temperatures and higher 
magnetic fields. It can be operated in a 3He immersion cryostat in one of the 33-Tesla 
Bitter magnets that is available at the High Field Magnet Laboratory. As an additional 
feature, the new device allows in situ reorientation of the LDES with respect to the 
magnetic field. Because the effective distance between the two layers in a bilayer 2DES 
can be influenced by the magnetic-field orientation, this device feature thus offers the 
opportunity to influence the energy-level structure of the bilayer system in situ. Both 
torque magnetometry set-ups will be discussed in Chapter 3.
The next chapters contain experimental results. Chapter 4 presents the experimentally 
determined magnetisation of a single-layer two-dimensional electron system. We will show 
that the theoretical model of Chapter 2 allows us to interpret the experimentally observed 
magnetisation oscillations, except for an unexpected feature that is observed at the lowest 
temperatures. We will provide a tentative explanation for this new feature and we will 
discuss why this feature has not been observed in other experiments.
Bilayer 2DESs are the topic of Chapter 5. The distance between the two layers in a 
bilayer structure determines how easily the electrons in one layer can tunnel to the other 
layer. We will present experimental results for two bilayer structures: one with strongly 
coupled layers and one with weakly coupled layers. In Chapter 2 it is shown that the 
coupling strength influences the expected magnetisation oscillations. For both bilayer 
structures we will present experimental results that are in qualitative agreement with the 
ideal theoretical model. Quantitative agreement is achieved when we assume that the 
energy-level broadening and the background density of states — two model parameters 
that describe more realistic 2DESs — are influenced by the coupling. Further experimental 
results prove that we manage to reduce the coupling of the layers by reorienting the bilayer
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system such that a larger in-plane magnetic field is applied. Finally, we will discuss an 
unexpected feature that is observed on top of the expected magnetisation signal for the 
strongly coupled bilayer system. We suggest that it is related to a sudden disappearance of 
the layer coupling. Since this effect can only be observed in the thermodynamic properties 
of the system, i.e. not in its electrical or optical properties, it proves the strength of 
magnetometry as an experimental tool.
Finally, we will discuss the experimental magnetisation of an ensemble of ring-like 
nano-structures. This is the subject of Chapter 6 . Our observation of an oscillation in 
the magnetisation offers proof for the existence of a few-electron persistent current in the 
quantum rings, even though the shape of the rings is far from ideal. The experimental 
signal is qualitatively explained by a theoretical model for the energy-level structure of 
realistic rings, which is an extension of the simple model that was presented in Chapter 2.
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Chapter 2 
Theoretical background
A bstract
We introduce the relation between the thermodynamic magnetisation of a 
low-dimensional electron system and the energy-level structure of this sys­
tem. The low-dimensional electron systems that play a role in this thesis are 
two-dimensional electron systems (2DESs) and quantum rings. We discuss 
the realisation of these systems and we present their theoretical energy-level 
schemes in a magnetic field. The energy-level scheme of a two-dimensional 
electron system gives rise to magnetisation oscillations that have ideally a 
sawtooth-like shape. We show that these oscillations are rounded off and 
widened when the energy levels are broadened and a background density of 
states is present. Also the energy-level scheme of the quantum ring gives 
rises to a magnetisation oscillation that is ideally sawtooth-shaped. As the 
magnetisation of the ring can be interpreted as a magnetic moment related 
to an electronic current in the ring, also this current is expected to oscillate 
periodically.
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2.1 Introduction
As discussed in the previous chapter, we study the magnetisation of low-dimensional 
electron systems (LDESs) because the magnetisation offers insight into the energy-level 
structure of these systems. The relation between the magnetisation and the energy-level 
structure is the subject of the current chapter. First, we will present general information, 
suitable for all electron systems. Next, we will step to the LDESs that are investigated 
in this thesis: two-dimensional electron systems and quantum rings.
The basis of the relation between the energy-level structure and the magnetisation lies 
in thermodynamics. The thermodynamic magnetisation of a low-dimensional electron 
system, MLDES, appears in the differential expression for the Helmholtz free energy F  of 
the system [4]:
dF  =  XdN  — M LDES • dBBtotal — SdT . (2 .1)
Here, N  is the number of electrons in the LDES and 5 total is the externally applied 
magnetic field. T  is the temperature of the system, x  the thermodynamic chemical 
potential and S  its entropy. For a system with a constant number of electrons N  at 
temperature T , Equation (2.1) shows that the magnetisation can be expressed as
M
dF
LDES
total
(2 .2)
N,T
This expression states that the thermodynamic magnetisation Mldes is given by minus 
the derivative of the free energy F  to the magnetic field B totai. By measuring the mag­
netisation as a function of magnetic field, we can thus gain insight into the magnetic-field 
dependence of the free energy, which provides information about the energy-level structure 
as will be discussed later in this chapter.
Because the unit of energy is Joule, J, and that of magnetic field is Tesla, T, the 
magnetisation is expressed in J /T . The unit J /T  is identical to the unit A m 2, which 
is the typical unit for a magnetic moment, usually associated with a current enclosing 
an area. We note that the thermodynamic magnetisation MLDES is thus in principle a 
magnetic moment. The thermodynamic magnetisation differs in this respect from the 
more commonly known quantity ‘magnetisation’ that is defined as the magnetic moment 
per unit volume and that is expressed in units A/m.
In this thesis we will usually normalise the thermodynamic magnetisation MLDES to 
the number of electrons in the system:
B  =  ^ D E S , (2 .3)
N  y J
The resulting magnetic moment per electron M  is commonly referred to as the ‘magneti­
sation per electron’ or just ‘magnetisation’. Like mentioned above, it is expressed in units 
A m 2 or J /T .
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In the following sections we will introduce the low-dimensional electron systems that 
are the subject of this thesis. Section 2.2 describes the single-layer and bilayer two­
dimensional electron systems that are examined in Chapters 4 and 5, respectively. Sec­
tion 2.4 focusses on the quantum rings that are the subject of Chapter 6 . In each section, 
we will first provide some information about the realisation of such systems. Then, we 
will discuss simple theoretical models for their energy-level structure in the presence of 
a magnetic field. In sections 2.3 and 2.5 we will apply Eqs. (2.2) and (2.3) to derive the 
magnetisation of the systems. Hence, this chapter offers insight into the magnetisation 
signals that are theoretically expected for 2DESs and quantum rings. After describing 
the experimental magnetometry set-up in Chapter 3, we will compare these theoretical 
expectations to experimental results in Chapters 4, 5 and 6 .
2.2 T w o-dim ensional electron  system s
We presented the two-dimensional electron system in the previous chapter as an electron 
package in the shape of a sheet. The thickness of such a sheet is typically of the order of 
10 nanometer, i.e. 10 x 10_9m. In order to achieve a high-quality 2DES, the fabrication 
process requires atomic-layer precision (just slicing off a thin sheet of metal is thus not a 
suitable method). We will now discuss the realisation of single-layer and bilayer 2DESs.
2.2.1 R ealisation
A two-dimensional electron system is commonly realised by trapping electrons at a semi­
conductor heterojunction [15]. For a good quality 2DES the interface of the two semicon­
ductor materials must be nearly perfect, which can be achieved by matching the lattice 
constants of the two materials and growing the materials with the atomic-layer preci­
sion offered by the Molecular-Beam-Epitaxy growth technique. Since the combination of 
GaAs and Al^Gai_^As offers interfaces of such high quality, GaAs/AlGaAs structures are 
widely used for creating 2DESs [16]. The subscript x  represents the aluminium content in 
Al^Ga1_^As and, therefore, satisfies 0 < x < 1. Note that for simplicity often ‘AlGaAs’ 
is written instead of ‘Al^Ga1_^As’.
Figure 2.1 (left column) schematically illustrates a GaAs/AlGaAs heterojunction. The 
AlGaAs, which is remotely i-doped with silicon as electron donor, is grown onto undoped 
GaAs. Because the bandgap of Al^Ga1_^As (~  2eV for x  =  0.35 [17]) is wider than that 
of GaAs (~  1.5eV at low temperatures [17]), the electrons in the neighbourhood of the 
junction transfer from the doped Al^Ga1_^As across the interface to the low-lying states 
of GaAs. This charge transfer leads to an electric field that forces the conduction band 
locally downwards. An approximately triangularly-shaped potential well is formed in the 
GaAs that confines the electrons in the growth direction. The electrons are still free to 
move in the (X,y)-plane: the plane of the 2DES. Hence, the electrons are confined to a 
package that has the shape of a sheet: a two-dimensional electron system.
As shown in the left column of Fig. 2.1, a doped heterojunction leads to a potential 
well that is not symmetric. The shape of the well is hard to predict precisely, being
9
2 Theoretical background
y  x
eg—o
eo
heterojunction: square well: double well:
Ec
E00 z EOz
AlGaAs
E
E0z,S
E c
0z,A
no
growth direction ■ growth direction ■
V 0
growth direction
Figure 2 .1: The realisation of a two-dimensional electron system in GaAs in a 
GaAs/AlGaAs heterojunction (left), in an AlGaAs/GaAs/AlGaAs quantum well (mid­
dle) and in an AlGaAs/GaAs/AlGaAs/GaAs/AlGaAs double quantum well (right). In 
the top graph the layer structure is drawn schematically with the growth axis (z-axis) 
from left to right. The + symbols indicate 5-doping with silicon. These dopant atoms 
are on purpose separated from the junction by an undoped AlGaAs spacer of typically a 
few tens of nanometers thick. The presence of the spacer reduces the scattering of 2DES 
electrons from ionised dopant atoms and hence enhances the electron mobility [15]. The 
dashed lines indicate that the structure extends (undoped) along the growth direction 
further than drawn here. Due to the difference in bandgap of the two materials a self- 
consistent redistribution of charge carriers takes place at the heterojunction, resulting in 
a potential well in the GaAs, which is visualised in the conduction band Ec in the middle 
row of graphs. The lowest energy level E0z is indicated in the potential well. The bottom 
graphs illustrate the wave function that corresponds with the energy level E0z. For 
the double quantum well (right) the wave functions of the two wells mix, giving rise to 
two energy states: the symmetric state (S) and, at a slightly higher energy, the antisym­
metric state (A), each with their own wave function. The lower two rows of graphs are 
on a smaller horizontal scale than the layer structures on top: for the conduction bands 
and wave functions the doping atoms are not present in the visualised range of growth 
direction.
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triangular only in approximation. A much more symmetric potential well is realised by 
combining two heterojunctions: when a layer of undoped GaAs is grown in-between two 
symmetrically i-doped AlGaAs regions, an approximately square potential well is formed 
by the GaAs. This is shown in the middle column of Fig. 2.1. The electrons are confined 
in the growth direction by the GaAs thickness. Nevertheless, they are free to move in the 
(X,y)-plane: the plane of the GaAs layer.
The right column of Fig. 2.1 illustrates how a bilayer two-dimensional electron system 
can be realised by creating two square potential wells in close proximity. When the 
AlGaAs barrier is thin enough to allow tunnelling of the electrons, the two potential wells 
are coupled. Typically, this barrier thickness is of the order of a few nanometers.
The single-layer 2DES that is the subject of Chapter 4 is a heterojunction, like shown in 
the left column of Fig. 2.1. The two bilayer structures that will be discussed in Chapter 5 
are realised as indicated in the right column of the figure. One of these bilayer 2DESs 
has a barrier of 2.5 nm thick, allowing strong coupling of the two square wells. The other 
bilayer has a barrier of 4.0 nm thick, so that its wells are only weakly coupled.
2.2.2 Zero-field energy-level structure o f a 2DES
The energy-level structure of a low-dimensional electron system depends on the shape 
of the electron package. In a 2DES, the electrons are spatially confined in the growth 
direction (z). Because of this confinement, the electrons cannot move freely along this 
direction. Instead, their motion is restricted to discrete energy bands: the electrons are 
‘electronically quantised’ [15].
Using Schrodinger’s equation we can deduce the energies at which these discrete bands, 
the ‘subbands’, are located. The subband energies depend on the confining potential, 
which, in turn, follows from the shape of the potential well and the spatial distribution 
of the electrons in the well. Since the latter, i.e. the charge density in the well, in itself 
depends on the energy bands via Poisson’s equation, we must calculate this charge density 
and the energy bands self-consistently. Such self-consistent calculations can be performed 
using a numerical method, for example the Schroodinger-Poisson solver that is developed 
by Snider [18,19].
We denote the energy of the lowest subband as E0z. The second electronic subband 
is positioned at an energy typically tens of meV higher than E0z, where 1 meV (milli- 
electronvolt) =  1.602 x  10_22 J. The number of subbands that are occupied by electrons 
depend on the electron density of the 2DES, i.e. the number of electrons per unit sample 
area. The electron densities of the 2DESs described in this thesis are such that only the 
lowest subband is occupied.
The energy E0z of the lowest subband and the wave function ^ 0 that is associated with 
this energy are shown in Fig. 2.1 for the heterojunction, the square potential well and the 
double potential well. For the double well we show two states: a symmetric state E0z,S 
with wave function ^ S and an antisymmetric state E0z A with wave function ipA. We will 
explain this in the following.
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A double-well structure is realised by growing two quantum wells in such close prox-
electrons thus experience an additional degree-of-freedom in the out-of-plane direction, 
the growth direction z. The wave functions of the two wells mix, giving rise to two en­
ergy states. The lower state corresponds with the even combination of the individual-well 
wave functions, leading to a symmetrically shaped wave function ^ S, as shown in Fig. 2.1. 
Therefore, the lower state is named the symmetric state, E0z,S or E S, for short. The 
higher state corresponds with the odd combination of the individual-well wave functions 
and leads to an antisymmetrically shaped wave function ^ A. Hence, this state is denoted 
the antisymmetric state, E0z A or EA. The energy splitting between the states is called 
the symmetric-antisymmetric energy splitting Asa . This splitting amounts to [15]
where VR and VL describe the shapes of the right and left potential wells, respectively,
The integral in Eq. (2.4) is known as the transfer, tunnelling or overlap integral and it 
represents the mathematical term in which an electron is transferred from one well to the
of the wave functions and 0R. This overlap is determined by the barrier in-between 
the two wells: a thinner barrier allows larger overlap and, thus, stronger coupling of the 
wells.
Self-consistent calculations using Snider’s Schrodinger-Poisson solver [18,19] allow us 
to translate our knowledge about the bilayer structure into a value for A sa . For the two 
bilayer systems described in this thesis, the barrier thicknesses are 2.5 nm and 4.0 nm, 
corresponding with symmetric-antisymmetric energy splittings A Sa of 3.6 meV and 1.0 
meV, respectively.
In summary, the electrons in a 2DES experience electronic quantisation because of 
their confinement in the growth direction. Since the electron densities in our 2DESs 
are so small that only the lowest subband is occupied, we will not observe effects of 
the electronic quantisation into subbands. Nevertheless, we will see effects of electronic 
quantisation within the lowest subband: for bilayer 2DESs, this subband is split into 
symmetric and antisymmetric states.
The energy-level structure of a two-dimensional electron system can be expressed as a 
density of states D (E ): the number of electron states per unit of energy E  and per unit 
of 2DES area. For a single-layer 2DES with only one subband occupied, the density of 
states in the absence of a magnetic field amounts to [15]
Here, h is the reduced Planck constant, h =  1.055 x 10 34 J s, and m* is the effective 
electron mass. By using the effective mass m* instead of the free-electron mass me =
imity that the electrons in each well have the freedom to tunnel to the other well. The
(2.4)
and and denote the wave functions that are associated with these single wells.
other. Equation (2.4) indicates that the energy splitting A sa is a measure for the overlap
Do =  ^  =  1.747 x 1036 J “ 1 m“ 2 . 
nh
(2.5)
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9.110 x 10_31 kg, we incorporate the influence of the semiconductor crystal on the electron 
motion according to the effective-mass approximation [20]. For GaAs m* =  0.067me [17]. 
Equation (2.5) states that the electronic density of states of a 2DES with only one occupied 
subband is constant, i.e. independent of energy E . As will be shown in Fig. 2.2(a), 
electrons fill this density of states (DOS) continuously up from the subband-edge energy 
E0z up to an energy that is denoted the Fermi energy E F.
In the case of a bilayer two-dimensional electron system both states E S and E A con­
tribute an amount D0 to the system’s density of states. Therefore, the density of states 
of the bilayer 2DES resembles that of a single-layer 2DES with two occupied subbands 
of which each contributes D0 to the DOS. Taking E S as the zero of the energy scale, the 
zero-field density of states of a bilayer 2DES is represented by
D0,bilayer(E) =  D0 for 0 < E  < ASA
=  2D0 for E  > Asa , (2 .6)
with D0 according to Eq. (2.5). The zero-field DOS for the bilayer 2DES will be depicted 
in Fig. 2.2(b).
2.2.3 Energy-level structure o f a 2DES in a m agnetic field
We discussed in the previous section that a 2DES exhibits electronic quantisation due to 
the spatial confinement in the growth direction. When the 2DES is placed in a magnetic 
field, the electrons are also subject to magnetic quantisation: Landau quantisation. In 
addition, spin splitting plays a role. We will describe the energy-level structure of a 2DES 
in a magnetic field in this subsection, both for a single-layer 2DES and for a bilayer 
system. Later on, in section 2.3, we will translate this knowledge about the energy-level 
structure into theoretical expectations for the system’s magnetisation as a function of 
magnetic field.
Landau quantisation
We suppose that a magnetic field Btotal =  (0, 0, B±) is applied to the 2DES. The compo­
nent perpendicular to the plane of the 2DES, B±, leads to a magnetic quantisation of the 
energy levels: Landau quantisation [21]. The energies of the Landau levels are
Ej =  ^  , (2.7) 
with j  =  0,1, 2 ,. . .  the Landau-level index and
eBi
=  — r  (2 .8)m *
the cyclotron frequency. The electron charge e has magnitude e =  1.602 x 10_19 C. The 
derivation of Eq. (2.7) is given in appendix A.
The expression for Ej implies that the presence of the magnetic field reshapes the 
density of states from the constant zero-field DOS from Eq. (2.5) into a DOS consisting
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of evenly spaced, ^-shaped Landau levels. This is visualised in Fig. 2.2(c) for the single­
layer 2DES. The figure illustrates that the states in each range huc of zero-field DOS 
in Fig. 2.2(a) are squeezed into a ^-shaped Landau level Ej in Fig. 2.2(c). Hence, the 
number of states in each Landau level Ej can be expressed as
Nl  =  D 0 h^c (2.9)
2eB±
h
(2 .10)
N l is known as the Landau-level degeneracy. The symbol h =  2nh =  6.626 x 10_34 J s 
is the Planck constant. A more traditional derivation of the level degeneracy is given in 
appendix A. The level degeneracy is expressed in m_2 as it is defined per unit 2DES area.
The density of states D (E ) in a magnetic field, as shown in Fig. 2.2(c), can be mathe­
matically described by a series of ^-functions, located at the energies of the Landau levels
E j :
D (E ) =  N l J ]  S(E -  E j). (2 .11)
j=0
This expression holds for the density of states of a single-layer 2DES in a magnetic field. 
The magnetic field enters the equation via the expression for the Landau-level energy E j , 
see Eqs. (2.7) and (2.8).
Figure 2.2(d) visualises the energy-level structure of a bilayer 2DES in the presence 
of a magnetic field. Also for the bilayer system we see that the states in a range huc in 
Fig. 2.2(b) are squeezed into a ^-shaped energy level in Fig. 2.2(d). Note, nevertheless, 
that this occurs separately for the symmetric state and for the antisymmetric state: for 
the symmetric state the ranges hu c start counting at E  =  0, while for the antisymmetric 
state the counting starts from E  =  A sa . Hence, the resulting energy-level structure of 
the bilayer 2DES consists of levels Ej,x, where j  is the Landau-level index, like before, 
and where A =  0 indicates a symmetric state and A = 1  represents an antisymmetric 
state. The distance between Ej,0 and E j,1 is the symmetric-antisymmetric splitting A sa . 
The distance between two Landau levels, i.e. between E j and E(j+1) A, is still huc. The 
energies of the levels Ej,x can therefore be expressed as
Ej,X =  huc +  AASA . (2.12)
Hence, for a bilayer 2DES, a full Landau level Ej consists of two states: a symmetric 
state Ej 0 and an antisymmetric state Ej, 1. Each of these states has a degeneracy Nl . 
The mathematical expression for the density of states of a bilayer 2DES in a magnetic 
field is, therefore,
D (E  ) =  N l Y , T ,  S{E -  j  ■ <2-13>
j=0 A=0 ,1
This expression describes the DOS that is shown in Fig. 2.2(d).
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single-layer 2DES bilayer 2DES
E  0z energy [meV] E  0z,s energy [meV]
Figure 2.2: Illustration of the density of states (DOS), D(E), for a single-layer two­
dimensional electron system (left panels) and for a bilayer 2DES (right panels). Because 
E0z represents the energy at which the electrons in the single-layer 2DES have no kinetic 
energy in the (x, y)-plane, E0z is chosen to coincide with the zero of the energy scale: 
E0z = 0. For the bilayer system, we chose E0z,S = 0. All states from E0z up to the 
Fermi energy EF are filled. In the absence of a magnetic field, ¿total = 0, the DOS of 
the single-layer 2DES is constant and amounts to D0 (Eq. (2.5)), as visualised in (a). 
For the bilayer 2DES the zero-held DOS is described by Eq. (2.6) and is shown in (b). 
When a perpendicular magnetic field Btotal = (0, 0, B±) is applied to an ideal 2DES, the 
states in each range Twc of zero-field DOS are squeezed into a 5-shaped Landau level Ej 
at (j + 1/2) Twc, where j  = 0,1, 2 ,... is the Landau-level index (note that we neglect 
spin splitting in this figure). For the single-layer 2DES the resulting series of 5-peaks 
is illustrated in (c). Graph (d) shows the situation for the bilayer system, with energy 
levels Ej,x with X = 0,1 according to Eq. (2.12). In a realistic two-dimensional electron 
system disorder is present, leading to broadening of the energy levels. Graphs (e) and (f) 
visualise broadening to a Gaussian shape, which can be expressed using Eqs. (2.22) and 
(2.23). A density of states with more states between the energy levels can be described 
as depicted in graphs (g) and (h): this density of states consists of Gaussian-broadened 
levels on top of a constant background density of states Dg. Such a DOS can be expressed 
according to Eqs. (2.25) and (2.26).
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Spin splitting
The spin degree-of-freedom of the electron leads to an additional energy splitting in a 
magnetic field: spin splitting, also known as Zeeman splitting. The Zeeman spin splitting 
A Es is proportional to the magnitude of the total magnetic field, Btotal, according to [22]
A Es =  M^BBtotal ■ (2.14)
Here, g is the bandstructure g-factor, also known as Lande factor, which is g =  -0 .44 for 
GaAs-based structures [23,24]. The Bohr magneton ^ B equals [22]
MB =  —  =  9.272 x 10-24 A m 2 (2.15)
2me
and represents the orbital moment of a free electron. Filling out Eq. (2.14), the bare 
Zeeman splitting A Es amounts to 0.025 [meV/T] Btotal for GaAs-based structures. For 
a purely perpendicular magnetic field, Btotal =  (0, 0,B±), the Zeeman spin splitting is 
thus small compared to the Landau-level splitting of 1.7 [meV/T] B±. Experiments have, 
nevertheless, revealed that the spin gap can be enhanced at low temperatures [25-34]. 
This enhancement is commonly described by implementing an effective Lande factor g* 
in Eq. (2.14), resulting in
AEs ,enhanced \g*\ ^ B total . (2.16)
We will present experimental results indicating such an enhancement of the spin splitting 
for a single-layer 2DES in Chapter 4. Until then, we will describe spin splitting by just 
the bare Zeeman splitting AEs according to Eq. (2.14).
When we include the effect of spin splitting in the energy-level scheme of the two­
dimensional electron system, each energy level splits up in two separate Zeeman levels, 
each with a degeneracy
Nv
N l
2
eB±
(2.17)
h
For the single-layer 2DES the Landau levels Ej (Eq. (2.7)) are modified to
Ej,a =  Ej +  CgH-BBtotal j (2.18)
with a =  ± 1/2  the spin quantum number, which is positive for spin-up and negative for 
spin-down electrons. Hence, each Landau level j  consists of two levels: a spin-up level 
Ej+ 1/2 and a spin-down level E j—1/2. Because the Lande factor g is negative in the case 
of GaAs-based structures, the spin-up level is lower in energy than the spin-down level. 
The expression for the density of states D (E ), Eq. (2.11), becomes
D (E ) =  N „ ^  Y ,  S(-E  -  j ) (2.19)
j=0 o=±1/2
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for the single-layer 2DES in a magnetic field.
For the bilayer two-dimensional electron system the energy levels Ej,\ (Eq. (2.12)) 
change to
Ej,\ ,a =  Ej +  AAsA +  agM-BBtotal . (2.20)
Each Landau level j  now consists of four levels: a spin-split symmetric level (Ej,0 ,±1/2) 
and a spin-split antisymmetric level (Ej, 1, ±1/2). The density of states of the bilayer system 
in a magnetic field, Eq. (2.13), becomes
D (E) = K Y Y .  E  Si-E  -  ) • (2*21)
j=0 A=0 ,1 a=±1/2
For the magnetic-field range of interest the spin splitting A Es is very small compared 
to the Landau-level splitting huc. As it would not be possible to resolve A Es on the scale 
of Fig. 2.2, we did not include the spin splitting in the graphs.
Energy-level broadening
Only in an ideal case the energy levels will be ^-shaped. In reality, the energy levels are 
broadened due to disorder. Disorder is the result of scattering of the 2DES electrons on, 
for example, other electrons or impurities. The time span between two scattering events is 
indicated as the quantum lifetime Tq [15]. According to Heisenberg’s uncertainty principle, 
the energy of such a scattered electron can be defined only within a precision r  =  h /rq [35]. 
Therefore, the energy levels acquire a width r ,  which is commonly interpreted as the half­
width of a Gaussian-broadened level. The density of states of a disordered two-dimensional 
electron system can thus be expressed as
D (E ) =  N^  £  - =  exp
j =0 a=±l/2V 2ni
(E -  E j,a)
2r 2
(2 .22)
This equation describes the case of a single-layer 2DES in a magnetic field, with Ej*  
according to Eq. (2.18).
The broadened energy levels overlap if the energy-level broadening exceeds the energy- 
level splitting. For example, when the situation is such that
huc > 2 r  > A Es ,
the Landau levels are distinct: the Landau level Ej can be distinguished from the level 
E j+1, because the Landau splitting huc exceeds the level broadening 2T. On the other 
hand, spin splitting is not resolved: E j,+1/2 cannot be distinguished from Ej—1/2, since 
the spin splitting A Es does not exceed the level broadening. Such a situation is depicted 
in Fig. 2.2(e).
2
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Similarly, the density of states of a disordered bilayer 2DES in a magnetic field is 
expressed as
D (E) =  E exp
j=0 A=0,1 a=±l/2 V 2ni
(E Ej , A , a )
2r 2
(2.23)
with Ej,x,a according to Eq. (2.20). Such a density of states is shown in Fig. 2.2(f) for the 
situation that
%uc > AsA > 2 r  > A Es .
Hence, the Landau splitting and the symmetric-antisymmetric splitting are resolved, while 
the spin splitting is not.
Background density of states
Whether the level broadening of a GaAs/AlGaAs system in a magnetic field is appropri­
ately described by a simple Gaussian shape, as implemented in Eqs. (2.22) and (2.23), 
is under debate. Experimental studies [12,34,36-43] suggest that there are usually more 
states between energy levels than the amount that follows from the overlap of Gaussian- 
broadened levels. Also the experimental results that will be presented in Chapter 5 point 
towards the presence of additional states in-between energy levels.
As an ad hoc solution to the observed discrepancy, an energy-independent background 
density of states Dg is invoked in many of the above mentioned studies. This background 
DOS is modelled as a fraction x  of the zero-field density of states D0, i.e.
Dg =  x D 0 , (2.24)
where D0 is given by Eq. (2.5). Including this background DOS in Eq. (2.22), the density 
of states of the single-layer 2DES in a magnetic field becomes
D (E) =  x D 0 +  (1 -  x)N v /?Tp 2 exP
j=0 a=±l/2 2nl
(E -  Ej,a)
2r 2
(2.25)
Figure 2.2(g) visualises such a density of states of a realistic single-layer 2DES.
The density of states of a disordered bilayer two-dimensional electron system including 
a background DOS is described by
i
D (E  ) =  XD0 , bilayer (E ) +  (1 — x)N v EE E /  2 exp
j=0 A=0,l a=±l/2 2nl
(E — Ej,X,a )2
2r 2
(2.26)
with D0,bilayer(E ) according to Eq. (2.6). Figure 2.2(h) illustrates this bilayer-2DES den­
sity of states.
A further discussion of level-broadening shapes and possible explanations for the exis­
tence of a background density of states has been presented by Wilde et al. [43]. He shows 
experimental data that can only be modelled with Gaussian broadened levels, and not 
with Lorentzian or semi-elliptical shapes. Furthermore, he lists three explanations for the
2
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background density of states. The first is the reservoir hypothesis, which has been pub­
lished by Zhu et al. [42]. The finite slope of the magnetisation step — which is a signature 
of a background DOS — is attributed to equilibrium transfer of electrons to a reservoir 
with a magnetic-field independent energy-level scheme. The second explanation identifies 
the background density of states with the edge states of samples of a finite size. We will 
provide support for this interpretation in Chapter 5. The third and last explanation is 
based on a statistical model for inhomogeneities [44,45], predicting a density of states 
that results from disorder [46].
2.2.4 Energy-level structure as a function o f m agnetic field
We described the 2DES energy-level structure at a specific finite magnetic field, Btotal =  
(0, 0,B±), in the previous subsection. The density of states D (E ) at such a specific 
magnetic field was visualised in Figs. 2.2(g) and (h) for realistic single-layer and bilayer 
two-dimensional electron systems, respectively. We will now discuss how the energy- 
level structure of a 2DES varies as a function of magnetic field. For simplicity, we limit 
ourselves to ideal 2DESs and, thus, neglect energy-level broadening and the presence of 
a background density of states in this discussion. In the next section, section 2.3, we will 
then translate the magnetic-field dependence of the energy-level scheme to the magnetic- 
field dependence of the magnetisation, since that is the quantity on which we focus our 
experimental study (Chapters 4 and 5).
Landau-level fan
As discussed previously, the energy levels of a single-layer 2DES in a magnetic field are 
described by Eq. (2.18) to be
/ 1 \  fc p b
Ej,a =  i j  +  2  J  ~m*----+ a9^BBtotal , (2.27)
The first term on the right-hand-side of Eq. (2.27) demonstrates that the energy splitting 
between consecutive Landau levels j  increases with magnetic field:
Ej+1 -  Ej =  . (2.28)
Moreover, this Landau-level splitting is independent of the energy level j : all Landau 
levels are evenly spaced. Figure 2.3(a) plots the energy levels of an ideal single-layer 
2DES as a function of the perpendicular magnetic field B±. Because the energy splitting 
huc increases with magnetic field, the Landau levels Ej ‘fan out’ from B± =  0. Therefore, 
this energy-level scheme is commonly denoted a ‘Landau-level fan’.
Due to spin splitting each Landau level Ej consists of a spin-up level Ej,+1/ 2 and 
a spin-down level Ej,-1/2. The splitting between these two spin states increases with 
total magnetic field as indicated by the second term on the right-hand-side of Eq. (2.27). 
Figure 2.3(a) visualises a situation in which the spin splitting is much smaller than the 
Landau splitting. This is typically true for a purely perpendicular magnetic field Btotal =
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(0, 0, B±) (and ignoring the possibility of enhanced spin splitting), since then the Landau- 
level splitting equals 1.7[meV/T] B± while the spin splitting for GaAs-based structures 
(g =  -0.44) amounts to only 0.025 [meV/T] B±.
The energy levels of a bilayer 2DES in a magnetic field were expressed by Eq. (2.20):
/  1 \  heB
Ej,X,a =  ( j  +  ^ I ---- -----+ AASA +  ^g^BBtotal • (2.29)\  2 )  m*
This expression is similar to that for the single-layer 2DES, Eq. (2.27), except for the 
appearance of the term A AsA, which is related to the symmetric-antisymmetric splitting. 
The energy-level scheme of the bilayer 2DES thus only differs from that of the single-layer 
2DES in that it consists of not one, but two Landau-level fans. The Landau-level fan for 
the symmetric state (A =  0) is identical to that of the single-layer 2DES (Eq. (2.27)). 
The second Landau-level fan is associated with the antisymmetric state (A =  1). It is 
equivalent to the first one, except that it is shifted AsA upwards in energy. Figure 2.3(b) 
illustrates the magnetic-field dependence of the energy levels of an ideal bilayer 2DES.
Filling factor and chem ical potential
As discussed in subsection 2.2.3, each energy level can accommodate a limited number 
of electrons, given by the level degeneracy Nv. The level degeneracy was expressed by 
Eq. (2.17) and is defined per unit area. In order to determine the number of filled energy 
levels, we thus need to know the number of electrons that is present per unit area, the 
electron density ns. Denoting the total 2DES area by the symbol A  and the total number 
of electrons that is present in the 2DES by N , we can write the electron density as
N
ns =  a . (2.30)
Obviously, the 2DES electron density is expressed in units m-2. Because we discuss two­
dimensional electron systems for which both N  and A  are fixed, also the electron density 
is constant. Distributing this electron density over the energy levels with degeneracy N v, 
we can determine the number of filled energy levels to be
"  =  N  <2-31>
hns (2.32)
eB ±
The number of filled energy levels, v , is also known as the ‘filling factor’. Note that the 
definition of v implies that each spin level counts separately, whether the spin splitting is 
resolved or not.
For a bilayer 2DES, the filling factor v is called the total filling factor, indicating 
that the electron density ns in Eq. (2.32) is the total electron density, summing the 
contributions of both single layers of which the bilayer consists.
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(a) single-layer 2DES (b) bilayer 2DES
Figure 2.3: Sketch of the energy-level structure of an ideal two-dimensional electron 
system as a function of perpendicular magnetic field. (a) Single-layer 2DES. The first six 
Landau levels Ej are shown, each consisting of a spin-up state Ej>+1/2 (solid line) and a 
spin-down state Ej—1/2 (dashed line) according to Eq. (2.27). Because of their magnetic- 
field dependence, the Landau levels form a so-called Landau-level fan. The Landau-level 
splitting equals hwc and the spin splitting amounts to |^|^B^totai. (b) Bilayer 2DES. 
The first four Landau levels Ej are shown, each consisting of a spin-split symmetric state 
Ej,o, ± 1 /2  (solid and dashed black lines) and a spin-split antisymmetric state Ej,1,±1/2 
(solid and dashed grey lines), according to Eq. (2.29). Because the antisymmetric states 
lie Asa higher than the associated symmetric states, the energy-level structure of the 
bilayer 2DES consists of two Landau-level fans. One of these is formed by the symmetric 
states of all Landau levels (black lines). This fan is similar to the Landau-level fan of 
a single-layer 2DES. The second fan consists of the antisymmetric states of all Landau 
levels (grey lines).
The filling factor v indicates how many energy levels are filled. Since the energy levels 
are filled bottom up, v also indicates which energy level Ej*  (or E j,\* , for a bilayer 
system) is the highest occupied energy level. For example, when v =  5.5 for a single-layer 
2DES, the five lowest levels (E0,+1/2, E 0 ,_1/2, E 1 ,+1/2, E 1—1/ 2 and E 2,+1/2) are completely 
filled and the sixth level, E 2 ,_1/2, is the highest level that contains electrons. This level 
is then half filled. This knowledge about the highest occupied level, nevertheless, does 
not provide us the value of the highest occupied energy. In order to extract this highest 
occupied energy, the realistic density of states, including temperature broadening of the 
levels, must be taken into account. Hence, we need a more general approach to extract 
the highest occupied energy.
The chemical potential x  is an appropriate measure for the highest occupied energy 
in a 2DES. We will show in section 2.3 that the chemical potential x  is strongly related 
to the magnetisation of the 2DES. Because x  holds the key to understanding how the 
magnetisation offers insight into the 2DES energy-level structure, we will now further 
discuss how it is defined and how it behaves as a function of magnetic field.
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The chemical potential x  appears in the Fermi-Dirac distribution, which expresses the 
energy-level occupation for a system that is in thermal equilibrium at temperature T :
At zero temperature all energy levels up to the chemical potential x  are occupied,1
The Fermi-Dirac distribution, Eq. (2.33), describes how this sharp transition from f  =  1 
to f  =  0 is smoothed by a finite temperature T . The symbol kB is Boltzmann’s constant: 
kB =  1.381 x 10_23 J/K .
The chemical potential x  is defined by the Fermi-Dirac distribution f  ( E ,x ,T ) in 
combination with the following expression for the electron density ns in the 2DES,
D (E ) in Eq. (2.34) indicates that the definition of x  allows taking into account a realistic 
density of states with energy-level broadening and a background density of states.
Having introduced the filling factor v and the chemical potential x, we will now discuss 
the magnetic-field dependence of these parameters.
Equation (2.32) demonstrates that the number of filled energy levels, v , decreases 
with increasing perpendicular magnetic field. This implies that an increasing field B± 
depopulates the highest occupied energy level. When this highest level is completely 
empty, which happens at an integer value of the filling factor v , the next lower lying level 
becomes the highest occupied energy level of the system.
The highest occupied energy level is represented by the chemical potential x  in the 
way that we discussed above. At integer v the chemical potential thus crosses an energy 
gap, as it steps to the next lower lying level. Equation (2.32) expresses that integer 
values of v occur with a periodicity in 1 /B ± . Therefore, the chemical potential x  exhibits 
oscillatory behaviour with such a periodicity. This behaviour is visualised in Fig. 2.4 for 
a single-layer 2DES and a bilayer system. For simplicity, we assume that these 2DESs are 
ideal systems at zero temperature. We will discuss the situation for realistic 2DESs at a 
finite temperature in section 2.3.
We will now focus on the character of the energy gap that is crossed by the chemical 
potential x . We will show that its character depends on the integer value of the filling 
factor v and on the energy-level structure of the 2DES.
1The Fermi energy EF, which we indicated in Fig. 2.2, equals the chemical potential x  at zero tem­
perature.
(2.33)
f  (E < X ,X ,T  =  0) =  1,
while all energy levels above x  are empty,
f  (E > X ,X ,T  =  0) =  0 .
(2.34)
which must equal the fixed value that follows from Eq. (2.30). The presence of the term
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Figure 2.4: Illustration of the chemical potential x  of an ideal two-dimensional electron 
system as a function of perpendicular magnetic field. The chemical potential is drawn 
as a thick black line, embedded in the energy-level structure of Fig. 2.3. The filling 
factor v is indicated on the top axis. At integer values of v the chemical potential 
steps to the next lower lying energy level. Odd integer filling factors are associated 
with steps across the spin gap (S), Eq. (2.35). Top graph: single-layer 2DES with ns = 
4.55 x 1015 m-2. Even filling factors correspond with transitions A x  across the Landau 
gap (LL), Eq. (2.36). Bottom graph: bilayer 2DES with ns = 7.40 x 1015 m-2 and 
ASa = 3.6 meV. At high magnetic fields the Landau-level splitting exceeds the symmetric- 
antisymmetric splitting. Hence, subsequent Landau levels j  and j  + 1 are distinct. Steps 
A x  at total filling factors v = 4 ,8,12 are associated with transitions across the Landau gap 
(LL), Eq. (2.40), and steps at total filling factors v = 2, 6,10,14 with transitions across the 
symmetric-antisymmetric gap (SA), Eq. (2.42). At a magnetic field B± = B±,co = 2.1 T 
(Eq. (2.37), dotted line) the Landau-level splitting equals the symmetric-antisymmetric 
splitting. At lower fields the symmetric-antisymmetric splitting is the largest splitting 
in the system. Therefore, subsequent Landau levels j  and j  + 1 are overlapping. Steps 
at v = 4(j + 1) = 16,20,24 (SA2) are then associated with transitions across the gap 
described by Eq. (2.46), and steps at v = 4j  + 2 = 18, 22 (LL2) correspond with the gap 
of Eq. (2.44).
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A single-layer 2DES exhibits two kinds of energy gaps: Landau-level gaps and spin 
gaps. The transitions of the chemical potential across these gaps are indicated in the top 
graph of Fig. 2.4 as ‘LL’ and ‘S’, respectively.
The graph shows that the steps across the spin gap occur at odd filling factors, v =  
2j +  1 =  1, 3, 5 ,.. ..  At these filling factors the chemical potential x  steps from the spin- 
down level Ej,—1/2 of the j th Landau level to the lower lying spin-up level Ej,+1/2 in the 
same Landau level. Hence, x  exhibits a step that amounts to
A x =  Ej, —1/2 _  Ej,+1/2 =  \9\M-BBtotal for v =  2j  +  1 . (2.35)
At even filling factors v =  2(j +  1) =  2 , 4, 6 , . . .  the chemical potential crosses the Landau 
gap. Because x  then steps from the lowest spin level (spin up) of the (j +  1)th Landau 
level to the highest spin level (spin down) of the j th level, the step in x  equals
Ax =  E (j+1),+1/2 _  Ej, — 1/2 =  -----\g \MBBtotal for v =  2(j +  1) , (2.36)
i.e. Ax equals the Landau splitting minus the spin splitting.
Next, we discuss a bilayer 2DES, assuming that its spin splitting A Es is always smaller 
than its symmetric-antisymmetric splitting A sa . This situation is visualised in the bottom 
graph of Fig. 2.4. For such a bilayer 2DES, all odd total filling factors v =  2j +  1 =  
1, 3 ,5 ,. . .  are associated with spin splitting, just as for the above described single-layer 
2DES. Hence, the corresponding steps Ax are expressed by Eq. (2.35). These steps are 
indicated in the graph as ‘S’.
When discussing the even total filling factors v =  2(j +  1) we must distinguish two 
magnetic-field regimes. Because the Landau-level splitting increases with B± according 
to Eq. (2.28), while the symmetric-antisymmetric splitting is constant, the Landau-level 
splitting exceeds the symmetric-antisymmetric splitting A sa at high magnetic fields. At 
low magnetic fields the situation is reversed. The cross-over between the high- and low- 
field regimes occurs at the magnetic field for which the Landau-level splitting and the 
symmetric-antisymmetric splitting are equal:
heB±
-----— =  a sa .m*
Hence, the cross-over field B±,co is
m *
B ±,co =  - T  Asa . (2.37)eh
According to Eq. (2.32) this magnetic field corresponds with a total filling factor
h2ns
vco 2nm*ASA .
(2.38)
Note that the high-field regime is associated with small total filling factors, v < vco, and 
the low-field regime with large total filling factors, v > vco.
In the high-field regime (heB^/m * > A Sa) the total filling factors v =  4(j +  1) =  
4, 8 ,1 2 ,...  correspond with transitions of x  between two Landau levels, E j+1 and E j .
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Because the chemical potential then steps from the lowest state in E j +1 (symmetric, spin 
up) to the highest state in Ej (antisymmetric, spin down), this step amounts to
Ax =  Ej+1,0,+1/2 — Ej,1,_1/2 for v =  4(j +  ^  v < vco (2.39)
=  ---- ------A SA — \g\MBBtotal , (2.40)m *
i.e. the step amounts to the Landau splitting minus the symmetric-antisymmetric split­
ting and the spin splitting. These transitions are indicated as ‘LL’ in the bottom graph 
of Fig. 2.4. The total filling factors v =  4j  +  2 =  2, 6 ,1 0 ,...  are associated with steps 
across the symmetric-antisymmetric gap in the j th Landau level. The corresponding Ax 
equals
Ax =  Ej,1 ,+1 / 2  — Ej,o,_1 / 2  for v =  4j  +  2, v < vco (2.41)
=  A SA — \g\ MBBtotal , (2.42)
as it is related to the step from the lowest spin state (spin up) of the antisymmetric level 
to the highest spin state (spin down) of the symmetric level. These steps are denoted in 
the graph as ‘SA’.
In the low-field regime (heB±/m* < A sa) subsequent Landau levels are overlapping: 
the antisymmetric state of the j th level is higher in energy than the symmetric state of 
the (j +  1)th level. At total filling factors v =  4(j +  1) (v > vco) the chemical potential 
steps from the antisymmetric state of the j th level, Ej, 1, to the the symmetric state of the 
(j +  1)th Landau level, E(j+1) 0. The corresponding energy gap amounts to
Ax =  Ej,1 ,+1 / 2  — E(j+1 ),o,_1 / 2  for v =  4(j +  1), v > vC() (2.43)
=  A SA------- - \g \ MBBtotal . (2.44)m *
These transitions are indicated as ‘SA2’ in the bottom graph of Fig. 2.4. The total filling 
factors v =  4j  +  2 (v > vco) are associated with the transition from the symmetric state 
of the (j +  1)th Landau level, E(j+1) 0, to the antisymmetric state of the (j — 1)th level, 
E(j_1),1. The chemical potential then steps across a gap
Ax =  E(j+1),o,+1/2 — E(j_ 1 ),1 ,_1 / 2  for v =  4j  +  2 , v > vco
heB
=  2 7 A SA — \ g \ mB Btotal .m *
These steps are denoted as ‘LL2’ in the graph.
We will present measurements on a strongly coupled bilayer in Chapter 5, 
that all these five kinds of energy gaps are crossed by the chemical potential.
Influence of m agnetic-field orientation
As will be explained in Chapter 3, our experimental technique does not allow us to use a 
purely perpendicular magnetic field Btotal =  (0, 0,B^). Because the magnetic field Btotal 
is applied at an angle 9 to the 2DES normal z, like visualised in Fig. 2.5, a parallel
(2.45)
(2.46)
showing
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Figure 2.5: Cross-section of a two-dimensional electron system, illustrating its position 
in an externally applied magnetic held ¿total = (By, 0,B±). The coordinate system is 
the same as in Fig. 2.1: z is the growth direction and the (x,y)-plane is the plane of the 
2DES. The magnetic held Btotal is applied to the 2DES at an angle d with the normal to 
the 2DES-plane (z). This angle d is known as the tilt angle. The perpendicular magnetic 
field B± is the magnetic-field component along the 2DES normal (z) and the parallel 
magnetic field B y is the magnetic-field component in the plane of the two-dimensional 
electron system.
component By is always present. The angle 9 is known as the ‘tilt angle’. It can take on 
values in the range from 0° to 90°. We will present experimental results for different tilt 
angles 9 in Chapter 5, showing that we can modify the energy-level scheme of a bilayer 
2DES by varying 9. We will discuss the theoretical background for this modification in 
the following.
The magnitude of the perpendicular component B± of a total magnetic field Btotal at 
a tilt angle 9 is:
B± =  Btotal cos 9. (2.47)
For a constant total magnetic field Btotal, an increase in tilt angle 9 thus reduces the 
perpendicular component B±. Because the Landau-level splitting depends linearly on the 
perpendicular magnetic field B± (see Eq. (2.28)), an increase in tilt angle 9 reduces this 
splitting.
The parallel component By is
By =  Btotal sin 9. (2.48)
Hence, an increase in tilt angle 9 results in an increase of the parallel magnetic-field 
component By. This parallel component affects the electronic confinement in the in­
direction, which implies an influence on the subband energy E0z. Because we only consider 
the energy-level structure relative to E0z (see Fig. 2.2) we neglect the influence of By in 
this respect.
In addition, By has an effect on the symmetric-antisymmetric splitting ASa that is 
present for bilayer two-dimensional electron systems. As discussed in subsection 2.2.2 ,
y
x
B total
z
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the energy splitting A sa is determined by the overlap of the wave functions of the two 
quantum wells (Eq. (2.4)). Because a parallel magnetic field By increases the effective 
distance between the wave functions in the two wells, it reduces the overlap. Consequently, 
due to an increase of By, the symmetric-antisymmetric energy splitting A sa decreases. 
Hu and MacDonald have derived an expression for the dependence of the symmetric- 
antisymmetric splitting on the tilt angle 9 [47]. In the high magnetic-field regime (B± > 
B±>co) this dependence is expressed as
A sa(^) =  A°sa exp (2.49)
for the symmetric-antisymmetric splitting in the lowest Landau level (j =  0). Here, A^a 
is the symmetric-antisymmetric splitting in the absence of a parallel magnetic field, so 
for 9 =  0 or Btotal =  0. The symbol d represents the centre-to-centre distance of the wells 
and
h (2.50)
is the magnetic length, a typical length-scale for electron effects in a magnetic field. 
According to Hu and MacDonald, the symmetric-antisymmetric splitting in higher lying 
Landau levels (j > 0) depends stronger on 9 than Eq. (2.49) expresses [47].
For completeness, we note that the spin splitting is independent of the tilt angle 9, 
because A Es scales with the magnitude of the total magnetic field Btotal.
Figure 2.6 visualises the effects of the tilt angle 9 on the energy-level scheme of a 
bilayer 2DES for a constant total magnetic field. As mentioned above, an increase in 9 
reduces the Landau splitting, while it does not affect the spin splitting. We modelled the 
tilt-angle dependence of the symmetric-antisymmetric splitting A sa using the expressions 
that were provided in Ref. [47]. At 9 ~  40° the symmetric-antisymmetric splitting is zero 
in all Landau levels j  > 0. Only in the lowest (j =  0) Landau level the splitting survives 
up to higher tilt angles (9 ~  80°).
We will present an experiment showing the quenching of the symmetric-antisymmetric 
splitting by an increase in tilt angle in Chapter 5.
2.3 M agnetisation  o f a 2DES
The oscillatory behaviour of the chemical potential x  as a function of perpendicular 
magnetic field B±, as visualised in Fig. 2.4, has as a consequence that practically all 
physical phenomena that occur in the 2DESs have an oscillatory character as a function 
of magnetic field: oscillations can be experimentally observed in the magnetoresistance, 
the specific heat and the magnetisation of 2DESs [4], for example. Because this thesis 
focusses on the oscillations in the magnetisation, we will now relate the energy-level 
scheme of the 2DES and its chemical potential to the thermodynamic magnetisation of 
the system.
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Figure 2.6: Illustration of the influence of the tilt angle 9 on the energy-level scheme 
of a bilayer two-dimensional electron system with A^a = 1.0 meV, assuming a constant 
total magnetic held: Btotal = 3.6 T. An increase in 9 reduces the perpendicular magnetic 
held B± (see top axis). Hence, the Landau-level splitting Twc decreases according to 
Eq. (2.28). Because an increase of 9 is also accompanied by an increase of the parallel 
magnetic held By (see top axis), the symmetric-antisymmetric splitting is reduced. The 
symmetric-antisymmetric splitting ASa in the lowest (j = 0) Landau level decreases 
according to Eq. (2.49). The symmetric-antisymmetric splitting in this Landau level is 
reduced to zero at 9 = 80°. In higher Landau levels, ASa is already quenched at lower 
9 (in order to visualise this, we used expressions that have been presented by Ref. [47]). 
The spin splitting, on the other hand, is not affected by a change in tilt angle, since it 
equals |g|M-BBtotal. Hence, for 9 = 68° the spin splitting exceeds ASa for j  = 0 and for 
9 > 89.2° the spin splitting is even larger than the Landau splitting (see inset).
2.3.1 M odel equations
As was mentioned in the beginning of this chapter (see section 2 .1, Eq. (2.2)), the ther­
modynamic magnetisation of a two-dimensional electron system with a constant number 
of electrons N  at temperature T  can be expressed in terms of the derivative of the free 
energy F  to the magnetic field 13total:
^  1 dF  M  = -----
total
. (2.51)
N,T
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We normalised the system’s magnetisation to the number of electrons N  according to 
Eq. (2.3). For a magnetic field Btotal =  (By, 0 ,B ±) the above expression implies that 
the magnetisation of the 2DES has a parallel as well as a perpendicular component: 
M  =  (My, 0,M±) with
Mi,
1 dF
M
N  dBy 
1 dF
and
± N  dB ±
N,T
N,T
(2.52)
(2.53)
In order to calculate the values of these components, we need an expression for the free 
energy F  as a function of magnetic field.
Such an expression for F  as a function of Btotal =  (By, 0,B^) is offered by statistical 
mechanics [4]:
F (B total) =  XN  -  kBTA D (E ) ln 1 +  exp
(X X -E  X
V k-BT )
dE (2.54)
Like in the previous section, A  is the 2DES area and kB is Boltzmann’s constant. The 
dependence of the free energy F  on the magnetic field Btotal is hidden in the magnetic-field 
dependence of the energy levels constituting the density of states D (E ). Note that also 
the thermodynamic chemical potential X depends on the magnetic field, as X results from 
distributing the 2DES electron density ns over the (magnetic-field dependent) density of 
states D (E ) (see Eq. (2.34)).
The above equations constitute a simple model for the magnetisation of a two-di­
mensional electron system. According to this model the magnetic-field dependence of 
the magnetisation is exclusively determined by the density of states D (E ), the electron 
density ns and the experimental temperature T .
2.3.2 M agnetisation  o f an ideal 2DES
First, we will apply the model to calculate the magnetisation of ideal single-layer and 
bilayer two-dimensional electron systems at zero temperature. The density of states of 
such ideal 2DESs was shown in Fig. 2.2(c) and (d): the DOS consists of ^-shaped ener­
gy levels (not broadened, so r  =  0) and it does not exhibit a background density of 
states (Dg =  0). We will discuss the magnetisation of a more realistic single-layer 2DES, 
corresponding with the density of states of Fig. 2.2(g), in the next subsection.
Figure 2.7 shows the magnetisation that is modelled for ideal single-layer and bilayer 
2DESs at zero temperature. The perpendicular magnetisation M± as well as the parallel 
magnetisation My are plotted as a function of B±. For comparison, also the chemical 
potential x  is visualised, which was previously shown in Fig. 2.4.
The perpendicular magnetisation M± clearly reflects the oscillatory, sawtooth-like be­
haviour of the chemical potential x: at integer filling factors both x  and M± show a
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Figure 2.7: Modelling results for ideal single-layer and bilayer 2DESs at zero tempera­
ture, plotted as a function of perpendicular magnetic held B± (bottom axis): (a) chemical 
potential x  in the energy-level scheme, (b) perpendicular magnetisation M±, (c) parallel 
magnetisation My. The top axis indicates the (total) filling factor v that corresponds with 
B± according to Eq. (2.32). We assumed an electron density ns = 4.55 x 1015 m-2 for the 
single-layer 2DES and ns = 7.40 x 1015 m-2 for the bilayer 2DES, which are values that 
we will also encounter in the experimental Chapters 4 and 5. The zero-field symmetric- 
antisymmetric splitting for the bilayer system amounts to A^a = 3.6 meV. The model 
calculations are performed for a tilt angle d = 15°. The magnetisation is normalised to 
the number of electrons and it is expressed in effective Bohr magnetons |0-B (see defini­
tion in Eq. (2.58)). At integer filling factors v both the chemical potential x  and the 
perpendicular magnetisation M± show a discontinuity, A x  and AM±, respectively. The 
sizes of these discontinuities are related by Eq. (2.57). Like in Fig. 2.4, we indicated the 
character of the energy gap that is associated with each discontinuity with ‘LL’, ‘SA ’ or 
‘S ’. For simplicity, we focussed on the high-field regime, and, therefore, we do not show 
energy gaps ‘SA2’ and ‘LL2’. Tables 2.1 and 2.2 list the expressions for A x  and AM± 
for the different kinds of energy gaps. The parallel magnetisation My does not exhibit 
discontinuities and is two orders of magnitude smaller than M± for the single-layer 2DES. 
When we use the expressions from Ref. [47] (Eq. (2.49) among others) to incorporate the 
tilt-angle dependence of ASa, the bilayer 2DES exhibits a parallel magnetisation My that 
is of the same order as M± (note the different scales of the graphs (c)).
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discontinuity. The parallel magnetisation My, on the other hand, does not exhibit any 
discontinuities. This can be explained as follows. Because the level degeneracy depends 
on only the perpendicular field B± (see Eq. (2.17)), a change in only the parallel magnetic 
field By does not influence the population of energy levels (even though this change does 
influence the energy-level splittings like discussed in the previous subsection). Since By 
does not affect the level population, a change in By cannot induce a chemical-potential 
step to another energy level. Therefore, the derivative of the free energy to By, i.e. the 
parallel magnetisation My, does not exhibit any discontinuities.
Nevertheless, My is not a smooth function of magnetic field, as we see in Fig. 2.7(c). 
When the highest occupied level of the single-layer 2DES is a spin-down state, the parallel 
magnetisation increases linearly with B±, whereas it decreases linearly with B± when the 
highest occupied level is a spin-up state. Therefore, My has kinks at integer filling factors. 
Figure 2.7(c) shows furthermore that the modelled parallel magnetisation is much larger 
for the bilayer 2DES than for the single-layer 2DES. The large values of My for the 
bilayer system are a result of the tilt-angle dependence of the symmetric-antisymmetric 
splitting A sa , which we modelled according to the expressions that have been reported 
by Ref. [47], such as Eq. (2.49). When we present our experimental results for bilayer 
2DESs in Chapter 5, we will discuss whether a model that exhibits such a large parallel 
magnetisation can be in agreement with the experimental data.
Having discussed the modelled parallel magnetisation My, we will now focus on the 
perpendicular magnetisation M±. The magnetic-field dependence of this component is 
much more interesting than that of M y , since it offers direct insight into the energy-level 
scheme of the 2DESs. The strong relation between M± and x  has already been illustrated 
by the similarities in their behaviour, shown in Fig. 2.7. We will now provide quantitative 
information about this relation.
From the thermodynamic equation describing the Helmholtz free energy F , Eq. (2.1), 
we can derive a Maxwell relation between the quantities x  and M2DES;±:
dM:2DES,_L
dX
This expression can also be written as
dN
b ±
dB ±
(2.55)
AM2DES,± _  N
Ax b ±
(2.56)
as we will now explain. If the chemical potential x  is constant, as is required on the 
right-hand side of Eq. (2.55), then the number of electrons N  varies proportionally to the 
magnetic field B± via the level degeneracy Nv =  eB ^/h . Hence, dN /dB ±  simplifies to 
a proportionality, N /B ± . Furthermore, if the steps in M2DES,± and x  are sharp — are 
real discontinuities AM 2DES,± and Ax, occurring at a specific magnetic field B± — then 
the left-hand side of the equation, dM 2DES)± /dx , can be written as AM2DES,±/Ax. This 
requirement of sharp steps is certainly satisfied for an ideal 2DES at zero temperature.
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The discontinuity in the perpendicular magnetisation per electron AM ±  then amounts to
AM ±  =  AM2DES-X =  ^  . (2.57)
X N  B± y J
This equation expresses the direct relation between the discontinuities AM ±, appearing 
in the 2DES magnetisation, and the associated discontinuities Ax, i.e. the energy gaps 
that are crossed by the chemical potential.
We provided expressions for the chemical-potential steps Ax that are associated with 
the different energy splittings (Landau, symmetric-antisymmetric, spin) in the previous 
subsection. Tables 2.1 and 2.2 list these expressions for the single-layer and the bilayer 
2DESs, together with the magnetisation step-sizes A M i that are related to the given Ax 
via Eq. (2.57). We will now shortly discuss the magnetisation-step sizes AM ±, first for 
the single-layer 2DES and then for the bilayer system.
Figure 2.7(b) shows that the magnetisation steps AM ±  that occur for the single-layer 
2DES at Landau-level transitions (LL) are all of equal size, independent of the magnetic 
field at which the steps occur. This result is derived as follows. When the spin splitting is 
much smaller than the Landau-level splitting, as is true for Fig. 2.7, the chemical-potential 
step Ax amounts to almost huc at even integer filling factors. Applying Eq. (2.57) to 
extract the corresponding magnetisation step, we find that AM ±  then amounts to
. , ,  Ay huc he
a m  =  —  =  — - =  — ,B± B± m*
which is independent of the magnetic field at which the step occurs. When we introduce 
the effective Bohr magneton
» b = 2 m  ■ <2-58>
we can express the magnetisation-step size AM ±  that is associated with a Landau-level 
transition as 2 »B. The effective Bohr magneton represents the orbital moment of an
Table 2.1: Discontinuities A x  and AM± for an ideal single-layer 2DES. The expressions 
for AM± are derived from those for A x  using Eq. (2.57). The symbol S indicates that 
the mentioned filling factors v are associated with a chemical-potential step across a spin 
gap. The symbol LL corresponds with a transition across a Landau gap. The effective 
Bohr magneton »B is defined in Eq. (2.58).
V gap Ax (see Eq.) A M i
2j +  1 S \g\lBB ±cos(0) (2.35)
M mb
cos(0)
2 (j +  1) LL
heB± \q\i b b L 
m* cos(0) (2.36)
2ll* M mb
cos(0)
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electron having an effective mass m* due to its motion in a crystal structure. For GaAs 
m* =  0.067 me [17], so the effective Bohr magneton amounts to »B =  1.384 x 10_22 J /T .
At odd integer filling factors almost invisibly small steps appear that are related to 
the transition of x  across the spin gap.
The magnetisation steps A M i that appear for the bilayer 2DES in Fig. 2.7(b) are 
smaller than those for the single-layer 2DES because of the presence of the symmetric- 
antisymetric splitting. Table 2.2 lists the dependence of the step sizes Ax and AM ±  for 
the bilayer system as a function of perpendicular magnetic field. We will now discuss these 
step sizes for the transitions across Landau gaps (LL) and for those across symmetric- 
antisymmetric gaps (SA) assuming that spin splitting is negligible. We will focus on the 
high-field regime, B± > B±,co. Only this regime is visualised in Fig. 2.7.
When the chemical potential crosses the Landau gap in a bilayer system, Ax does not 
step over huc as in the single-layer 2DES, but over huc — A sa (Eq. (2.40)). Hence, also 
the magnetisation steps at Landau transitions are smaller than 2»B:
for the transitions (LL) in the high-field regime. These step sizes increase with magnetic 
field, as shown in Fig. 2.7(b): the step AM ±  at v =  4 is larger than that at v =  8 , which
Table 2.2: Discontinuities A x  and AM± for an ideal bilayer 2DES. The expressions for 
AM± are derived from those for A y  using Eq. (2.57). The symbol S indicates that the 
mentioned filling factors v are associated with a chemical-potential step across a spin gap. 
The symbols LL and LL2 correspond with a transition across a Landau gap, while SA 
and SA2 are related to symmetric-antisymmetric transitions. The cross-over filling factor 
vco is given by Eq. (2.38). The effective Bohr magneton iB is defined in Eq. (2.58).
A M ± A y  =  h^c -  Asa _ 2ll* Asa
v gap A x (see Eq.) AMX
2j +  1 S \q\i b b lcos(0) (2.35)
\g\lB
cos(0)
4(j +  1), v < Vco LL
4j +  2 , v < Vco SA A Sà ( ^ _  \g\lBB j_ cos(0)
4(j +  1), v > vco SA2 Asa(^)
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is in turn larger than the step at v =  12.
Also the magnetisation steps at symmetric-antisymmetric transitions exhibit a mag- 
netic-field dependence:
A M ± =  A y  =  —  ,
^ B ± B±
for the transitions (SA) in the high-field regime. This is visible in Fig. 2.7(b), where the 
magnetisation step AM ±  at total filling factor v =  2 is smaller than that at v =  6 , which 
is again smaller than that at v =  10.
For total filling factors that are larger than vco =  14.7 the energy gaps have differ­
ent characters and, therefore, follow different field dependencies (see LL2 and SA2 in 
Table 2.2).
We illustrated in this subsection that any transition of x  across an energy gap is asso­
ciated with a step in the perpendicular magnetisation. This fact is a logical consequence 
of the definition of the magnetisation as minus the derivative of the free energy to the 
magnetic field, which was expressed in Eq. (2.51). From the point-of-view that a mag­
netisation step must be associated with a change in a magnetic property of the electron, 
it might be nevertheless counter-intuitive that a purely electronic transition, such as the 
symmetric-antisymmetric transition, appears as a step in the magnetisation. By show­
ing experimental magnetisation data that exhibit these symmetric-antisymmetric steps in 
Chapter 5, we will proof that such a point-of-view is oversimplified. As mentioned, the 
correct viewpoint is the definition of the magnetisation according to Eq. (2.51), associating 
the magnetisation with the magnetic-field dependence of the free energy.
Above, we used Eq. (2.57) to predict the magnetisation step AM ±  that is associated 
with a given chemical-potential step Ax. By reversing the expression, we can also translate 
a measured magnetisation step AM ±  into the corresponding chemical-potential step Ax. 
This procedure allows us to build up the actual energy-level scheme of a two-dimensional 
electron system based upon an experimentally determined magnetisation signal. We iden­
tify the chemical-potential step Ax with a thermodynamic energy gap A E , and we write
A E  =  B ± A M ± . (2.59)
Note that this expression is only valid if the magnetisation steps are sharp enough, i.e. if 
Eq. (2.55) may be simplified to Eq. (2.56).
2.3.3 M agnetisation  o f a realistic 2DES
We will now apply the model to illustrate how the 2DES magnetisation is influenced by 
a finite temperature, by energy-level broadening and by the presence of a background 
density of states. We will only show modelling results for a single-layer 2DES, since these 
results are also representative for bilayer 2DESs.
Figure 2.8(a) visualises how a finite temperature T  affects the chemical potential and 
the magnetisation of an ideal single-layer 2DES. Due to the temperature broadening of
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Figure 2.8: Modelled chemical potential and perpendicular magnetisation for the same 
single-layer 2DES as in Fig. 2.7. Graphs (a) illustrate the influence of finite temperature T . 
The sharp sawtooth-oscillations that appear for the ideal 2DES at T  = 0 K are smoothed 
due to temperature-broadening of the energy levels. Graphs (b) visualise the effect of 
energy-level broadening due to disorder, assuming T  = 0.3 K. Even at zero temperature, 
the energy levels then have a width 2 r , like shown in the density of states in Fig. 2.2(e). 
This energy-level broadening results in rounding off of the sawtooth oscillation, similar 
to the effect of temperature broadening. Finally, graphs (c) illustrate how a background 
density of states Dg — see Fig. 2.2(g) — modifies x  and M±. The chemical potential 
and magnetisation are modelled here for Gaussian level-broadening with r  = 0.5 meV at 
a temperature of T  = 0.3 K. Due to Dg, the ideal discontinuities are replaced by steps 
with a finite slope.
the energy levels, the steps in x  and M± are rounded off. If the temperature is so high that 
the broadened energy levels overlap the neighbouring levels, then the steps are completely 
smoothed out and can, thus, not be detected. Hence, low temperatures (kBT  << Ax) are 
needed for magnetisation experiments on LDESs. In Chapters 4, 5 and 6 we will present 
measurements for temperatures between T  =  0.3 K and T  =  4.2 K, corresponding with 
kBT -values between 0.03 meV and 0.36 meV, respectively.
The effect of energy-level broadening due to disorder is illustrated in Fig. 2.8(b). Like 
temperature broadening, also disorder broadening leads to rounded-off chemical-potential 
and magnetisation steps. In order to be able to detect magnetisation oscillations in an 
experiment, one thus needs samples with low disorder, so that 2 T < <  Ax. Otherwise, 
the energy levels are not distinct and the steps are smoothed out.
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Finally, Fig. 2.8(c) concentrates on the influence of the background density of states 
Dg. A background DOS has a quite different effect than energy-level broadening. It does 
not round off the steps, but it widens the magnetic-field range over which the step occurs. 
Instead of a discontinuity with infinite slope at the magnetic field that corresponds with 
the integer filling factor, we now see a step with a finite slope.
We mentioned in the previous subsection that we can use magnetisation measurements 
to extract information about the energy-level scheme by using Eq. (2.59),
A E  =  B ± AM ± ,
relating the magnetisation steps of size AM ±  to thermodynamic energy gaps A E . In prin­
ciple, this expression is only valid if A M i and Ax occur as discontinuities. Nevertheless, 
as long as the level broadening due to disorder (2 T) and due to temperature (kBT ) are 
small compared to the energy splitting between the levels (Ax), this requirement is well 
enough satisfied. Equation (2.59) then offers a good approximation to extract energy gaps 
from the experimentally observed AM ±. We will explain in Chapter 4 how we extract 
this magnitude AM ±  from a magnetisation measurement when the steps are widened due 
to a background density of states .2
2.3.4 B eyond th e sim ple m odel
Before looking beyond our simple model, we will summarise what we have seen in this 
subsection up to now. We discussed the relation between the perpendicular magnetisation 
M± of a 2DES and its energy-level scheme, or, more specifically, its chemical potential x. 
We illustrated this relation by assuming a simple energy-level scheme that exhibited only 
Landau-level splitting, spin splitting and, for the bilayer 2DES, symmetric-antisymmetric 
splitting. The chemical potential x  oscillates as a function of B± in this energy-level 
scheme. Because the magnetisation is directly related to the chemical potential, we can 
predict the behaviour of the magnetisation as a function of magnetic field, using our 
simple model for the energy-level scheme and the chemical potential.
The main strength of magnetisation experiments is that we can apply the relation 
between x  and M± in reverse: via Eq. (2.59) we can use magnetisation measurements 
to extract information about the sizes of the energy gaps in the system. Because any 
chemical-potential step across an energy gap A E is accompanied by a step AM ±, offering 
direct information about the size of the associated A E , the magnetisation also gives access 
to energy gaps that are not incorporated in our simple model for the 2DES energy-level 
scheme.
We will encounter an example of such an energy gap in Chapter 5. The experimentally 
determined magnetisation is then seen to exhibit a step AM i  indicating that a certain 
energy gap is larger than predicted by our simple model for the energy-level scheme. Only
2M. Ya. Azbel has presented a method to directly determine the density of states of a 2DES from a 
magnetisation measurement [48]. As it was beyond the scope of our investigation to apply his method, 
we kept to Eq. (2.59) to associate the measured magnetisation steps with energy gaps.
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magnetisation measurements — or measurements of other thermodynamic quantities, such 
as specific heat — allow such an observation, because only thermodynamic quantities offer 
direct access to the size of the energy gaps. W ith resistance measurements, for example, 
such an observation could not have been made. Hence, magnetisation measurements are 
an excellent tool to study energy-level schemes, providing knowledge that goes beyond 
the simple model.
2.4 Q uantum  rings
The other kind of low-dimensional electron system that we investigate in this thesis is 
a quantum ring, containing only one or two electrons. We will now shortly discuss how 
such rings are realised. Furthermore, we will introduce the energy-level scheme of an 
ideal quantum ring and the behaviour of its chemical potential as a function of magnetic 
field. We will derive the magnetisation that is associated with this chemical potential in 
the next section. The theoretical prediction will be compared to our experimental results 
in Chapter 6 . As the magnetisation of a quantum ring directly represents the magnetic 
moment that is associated with the electronic current in the ring, we will also discuss the 
magnetic-field dependence of this few-electron current.
2.4.1 R ealisation  o f a quantum  ring
We described a quantum ring in Chapter 1 as an electron package in the shape of a ring. 
An electron in such a ring can only experience the confinement of this package if the 
phase coherence of its wave function is preserved in the ring. In order to achieve such a 
situation, the quantum ring must be a defect-free ring of small size. A ring size in the 
nanoscopic range has the advantage over mesoscopic rings that the influence of scattering 
on the electron motion is negligible [49]. Such small, high-quality structures can nowadays 
be fabricated in semiconductor materials using molecular beam epitaxy.
We discuss quantum rings that are realised by embedding ring-shaped InGaAs material 
in GaAs. The conduction band of InGaAs is lower than that of GaAs, thus forming a 
ring-shaped quantum well that can trap electrons. Figure 2.9(a) sketches the ring as a 
torus-shaped structure of InGaAs and Fig. 2.9(b) illustrates the quantum well, assuming a 
parabolic shape. The rings have a radius R  in the range of 10 to 15 nanometers. Electrons 
are provided to the ring by modulation doping the GaAs with silicon, at a distance of a 
few tens of nanometers from the ring. In our case, the doping is aimed at achieving one or 
two electrons per ring. Further information about the fabrication of such self-assembled 
quantum rings will be provided in Chapter 6 .
2.4.2 Energy-level structure o f an ideal quantum  ring
We will now derive the energy-level scheme of an infinitely narrow quantum ring in a 
magnetic field. Such a ring is illustrated in Fig. 2.9(c). Furthermore, we will discuss the 
chemical potential of such a ring containing only one or two electrons. For simplicity,
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(a)
(b) V(r) = a  (1 -  r/R) (d) V(r=R) = a  (1 -  R/R) 2 = 0
radial coordinate r radial coordinate r
Figure 2.9: (a) Sketch of the ring-shaped InGaAs material that forms a quantum ring 
when it is embedded in GaAs. One or two electrons (e) are confined to the ring, (b) 
Illustration of the potential that confines the electrons to the ring according to Eq. (2.62), 
shown in a cross-section. R indicates the radius of the ring. (c) An ideal ring has zero 
width and is thus infinitely narrow. We apply a magnetic field Btotal along the z-direction, 
so that only the perpendicular component B± is present. According to Eq. (2.67) the 
ring is thus penetrated by a magnetic flux $ = B± nR2. (d) The confining potential of 
an ideal ring is infinitely narrow, so that the electron can only be at r = R.
2
we focus on ideal rings and we neglect spin splitting, so that each energy level can thus 
contain two electrons. We will use the energy-level scheme to calculate the magnetisation 
that is theoretically expected for such a quantum ring in the next section.
We derive the energy levels by solving the Schrodinger equation for the quantum ring. 
This equation is
=  E (2.60)
with ^  the electron wave function and E  the energy value that corresponds with this wave 
function. H  is the Hamiltonian. For an electron in a ring that is subjected to a magnetic 
field the Hamiltonian is
^  =  m  (p “  eA)2 +  y  ) . (2-61)
Here, m* is the effective electron mass, accounting for the electron motion in the InGaAs
38
2.4 Quantum rings
crystal structure, and p is the momentum operator p =  —ih V r. Like before, the symbols 
e and h represent the magnitude of the electron charge and the reduced Planck constant, 
respectively. The vector potential A  incorporates the effect of the magnetic field on the 
electron motion and the potential V(r,9,z)  describes the confinement of the electron to 
the ring. We use polar coordinates because of the circular symmetry of the ring.
We will first discuss the latter, V( r , 9 , z ). Several suggestions for this confinement 
potential have been done in literature, varying from a parabolic potential,
V(r,9,z)  =  V (r) =  a  ^1 — —  ^ (2.62)
with a  a constant [50], to the shape of a cut torus [51,52]. We visualised the parabolic 
potential of Eq. (2.62) in Fig. 2.9(b). For simplicity, we choose to limit ourselves here 
to an ideal, infinitely narrow ring of radius —, as illustrated in Fig. 2.9(c). Hence, the 
electron can only be present at r =  — (see Fig. 2.9(d)). The confining potential V(r, 9, z) 
is therefore taken into account by evaluating all terms in Eq. (2.61) for r =  —.
The vector potential A  that appears in Eq. (2.61) represents the applied magnetic field
via
Btotal =  V X A . (2.63)
When we suppose that the electron is subjected to a perpendicular magnetic field B  =  
(0, 0, B±),  we can write A  =  (0, rB±/2,  0) in polar coordinates.
For an infinitely narrow ring the electron wave function 0  is completely confined in r ­
and z-direction. Hence, the wave function is a function of the angular coordinate 9 only:
0  =  0 (9 ).
The Schrodinger equation, Eq. (2.60), can now be written as
h2 d20  iheB± d0  ( e2B 2 —2 \  , , ^
0 +  ^  — E ) 4 ’ =  0 . (2-64)2m* —2 d92 2m* d9 \  8m*
We use the normalised ansatz
0(9) =  ^ 2 =  e-as (2.65)
with l an integer representing the angular-momentum quantum number, l =  0 , ± 1, ± 2 , . . . .  
Solving the Schrodinger equation for this ansatz results in the energy levels
h2 /  B ±n R 2 ) 2  . _
1 =  2m*—2 (  +  h/e )  ' ( . )
In order to simplify this expression we introduce the magnetic flux $  that is enclosed by 
a ring with area n —2,
$  =  B ±n —2 , (2.67)
and the universal flux quantum
h
$ 0 =  -  =  4.136 x  10-15 T m 2 . (2.68)
e
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Figure 2.10: Energy levels for electrons confined to an ideal, infinitely narrow quantum 
ring of radius R. Spin splitting is neglected, so all levels can contain two electrons. The 
dependence of the energy levels El on the magnetic flux $ is expressed by Eq. (2.69) 
with l = 0, ±1, ± 2 ,... the angular-momentum quantum number. For a ring containing at 
most two non-interacting electrons, the chemical potential x  is pinned to the lowest (spin 
degenerate) energy level; the chemical potential for T  = 0 K is shown as a thick line. The 
top axis indicates the perpendicular magnetic field B± that is associated with the flux 
$ for a ring with radius R = 11.5 nm. The energy scale (left axis) is appropriate for an 
electron with m* = 0.053 me in a ring of such radius.
The energy levels El can then be expressed as
Because l is an integer, the energy-level scheme repeats itself every $  =  $ 0. Figure 2.10 
visualises the energy levels E l for the ideal, infinitely narrow ring, illustrating this peri­
odicity in $.
The chemical potential x  of the system represents the highest occupied energy level. 
The chemical potential for our ring, containing only one or two electrons, is thus pinned 
to the lowest energy level, since each energy level El can accommodate two electrons 
because of spin degeneracy. As we consider only ideal rings here, we neglect energy-level 
broadening and we assume zero temperature. The chemical potential x  that corresponds 
with this situation is drawn in Fig. 2.10 as a thick line.
The figure shows that at zero magnetic field the lowest energy level is the one with 
angular-momentum quantum number l =  0. For an increasing magnetic field x  stays 
pinned to E l=0 until the flux through the ring equals $ 0/2. Then, the chemical potential 
steps to the energy level with l =  —1, to which it stays pinned until the flux equals 
3$0/2. This oscillatory behaviour of x  continues for further increasing magnetic field 
with a periodicity in the flux $  of period $ 0.
(2.69)
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2.5 M agnetisation  o f an ideal quantum  ring
As expressed by Eq. (2 .2) in the beginning of this chapter, the thermodynamic mag­
netisation of a low-dimensional electron system with a constant number of electrons N  
at temperature T  can be written in terms of the derivative of the free energy F  to the 
magnetic field Btotai:
dF
M íLDES
dB,total N,T
We commonly normalise the magnetisation of the quantum ring MLDES to the total num­
ber of electrons N  in the system:
M  =  . (2.70)
For a purely perpendicular magnetic field Btotal =  (0,0,B±),  the magnetisation has only 
a perpendicular component, Ad =  (0, 0, M ). The resulting perpendicular magnetisation 
per electron can thus be expressed as
1 dFM  =  —
N  dB _L
. (2.71)
N,T
For simplicity, we consider a ring containing only one electron, so N  = 1 .  At zero 
temperature, the chemical potential x  then equals the free energy F  (see Eq. (2.54)). The 
magnetic-field dependence of the free energy can thus be expressed as
F  =  X =  Ex , (2.72)
where x  is the angular-momentum quantum number representing the lowest energy level 
for the magnetic field B±.  This x  is a function of the enclosed flux $  that corresponds 
with B±.  It can be expressed as
x  =  — Round , (2.73)
where the function ‘Round’ implies that we round the fraction $ / $ 0 to the nearest integer.
Using this definition for x  we can express the magnetisation of the ideal one-electron 
quantum ring as
m  =  —B  (2-74)
n h  (  $
_  ( x  +  - $ )  . (2.75)
m *$0 V $0 )
Figure 2.11(b) visualises the magnetisation M  of the one-electron quantum ring as ex­
pressed by Eq. (2.75). It shows a sawtooth oscillation with discontinuities AM  amounting
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Figure 2.11: Theoretically predicted magnetisation M  per electron of an ideal, infinitely 
narrow quantum ring of radius R containing at most two electrons. The magnetisation is 
plotted in graph (b) according to Eq. (2.75). For comparison, the energy-level scheme of 
Fig. 2.10 is shown in graph (a), with at the top axis the magnetic field B± that is associated 
with the flux $ for a ring with radius R = 11.5 nm. Graph (c) plots the one-electron 
current I  that is associated with the magnetisation M  according to Eq. (2.80). The right 
axis of graph (c) indicates current values assuming an electron with m* = 0.053 me in a 
ring with R = 11.5 nm.
to
AM
nh
m* $ 0 
*
(2.76)
(2.77)
using the definition of the effective Bohr magneton f^ B, Eq. (2.58). The oscillation is 
periodic in the magnetic flux: from M  =  0 at B± =  0 the magnetisation decreases linear­
ly with magnetic field (flux) until $  =  $ 0/2, where it flips sign from — ^ B/2 to +^B/2. For 
further increasing B± the magnetisation again decreases linearly, crosses zero at $  =  $ 0 
and decreases further until $  =  3 $ 0/2, at which value it flips sign again. Like for the 
chemical potential, this oscillatory behaviour continues with a periodicity in the flux $  of
0
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period $ 0.
The magnetisation M  of a quantum ring containing an electron can be interpreted as 
a magnetic moment associated with a one-electron current I  in the ring:
M  =  I n R 2 . (2.78)
The current that is associated with the magnetisation from Eq. (2.75) is, therefore, given 
by
1 =  M  (279) 
h2 /  $
( x  +  ^ J  > (2.80)m*R2&0 V ^ o /
with x  defined according to Eq. (2.73). This one-electron persistent current I  is plotted 
in Fig. 2.11(c) as a function of the enclosed magnetic flux $. The behaviour of the 
current directly reflects the flux-periodic sawtooth oscillation that is exhibited by the 
thermodynamic magnetisation M . This oscillatory behaviour of the persistent current in 
a quantum ring is commonly associated with the quantum-interference phenomenon that 
is known as the Aharonov-Bohm effect [2].
We will present magnetisation measurements on quantum rings in Chapter 6 . We 
will then compare the amplitude and the periodicity of the experimentally observed mag­
netisation to the theoretical prediction that was expressed by Eq. (2.75). Furthermore, 
we will then translate the observed magnetisation oscillation size A M  to a value for the 
few-electron current change A I in the ring using Eq. (2.79).
2.6 Sum m ary
The relation between the thermodynamic magnetisation of a low-dimensional electron 
system and the energy-level structure of this system is given by thermodynamics. We ap­
plied this relation to two kinds of LDESs: two-dimensional electron systems and quantum 
rings.
A two-dimensional electron system is a semiconductor structure that traps electrons 
in a quantum well. A single-layer 2DES consists of a single quantum well and a bilayer 
2DES consists of two quantum wells in such close proximity that the electrons can tunnel 
between the wells. We discussed the fabrication of 2DESs in GaAs/AlGaAs.
We presented a simple theoretical model for the energy-level scheme of 2DESs in a 
magnetic field. This energy-level scheme consists of discrete levels. A single-layer 2DES 
exhibits Landau-level splitting and spin splitting. An additional energy-level splitting is 
present in bilayer 2DESs: symmetric-antisymmetric splitting. The size of the zero-field 
symmetric-antisymmetric splitting depends on the barrier between the two wells of the 
bilayer system. The thinner the barrier, the stronger the coupling of the two wells and
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the larger the symmetric-antisymmetric splitting A Sa. The effective barrier between the 
wells can be reduced by applying a parallel magnetic field, thus decreasing the splitting 
A sa . Because the spin splitting is governed by the total magnetic field and the Landau- 
level splitting by the perpendicular magnetic field, we can tune the relative sizes of the 
energy-level splittings by varying the in-plane and out-of-plane components of the applied 
magnetic field.
The energy levels of the 2DES have a magnetic-field dependent degeneracy. Hence, the 
chemical potential of a 2DES with a constant number of electrons oscillates as a function 
of field. This oscillatory behaviour is directly reflected in an oscillation of the system’s 
magnetisation. Because the amplitude of the magnetisation oscillation is a measure for 
the energy gap, magnetisation measurements provide direct insight into the energy-level 
scheme of a 2DES.
The energy-level scheme of a realistic 2DES is influenced by some non-idealities. 
Energy-level broadening rounds off the chemical-potential and magnetisation steps. The 
presence of a background density of states broadens the width of the steps. We incorpo­
rated these parameters in our model equations. We will use this model in Chapters 4 and
5 to interpret the magnetisation signals that were observed for a single-layer 2DES and 
two bilayer 2DESs.
A quantum ring is a semiconductor structure that confines an electron to a ring-shaped 
quantum well. We consider quantum-ring structures that are fabricated in InGaAs/GaAs 
material and that contain one or two electrons.
We discussed the theoretical model for an ideal ring containing one or two non­
interacting electrons. The energy-level scheme consists of discrete energy levels, each 
associated with a specific angular-momentum quantum number. The energy-level scheme 
exhibits a periodic magnetic-field dependency: it repeats itself with a period of the uni­
versal magnetic-flux quantum $ 0. Each period an energy-level with a different angular- 
momentum quantum number becomes the ground state of the system. This magnetic-field 
dependent oscillation of the ground state is reflected in a sawtooth-like oscillation of the 
magnetisation of the ring. The current that is carried by the electron in the ring exhibits 
a similar oscillation. We will use the presented theoretical model in Chapter 6 to discuss 
the experimentally determined magnetisation of realistic quantum rings.
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Chapter 3
Torque magnetom eter with optical 
detection
A bstract
In order to measure the magnetisation of low-dimensional electron systems, 
we apply torque magnetometry. This chapter provides the basics of this ex­
perimental technique and presents the two torque magnetometers that were 
used in this work. Both magnetometers, the already existing 2001 magne­
tometer and the newly developed 2006 magnetometer, are based on torque 
magnetometry with optical detection. These devices allow direct, quantita­
tive determination of the magnetisation with a resolution of a few 10_13 J /T  
at a magnetic field of 10 T. The 2006 magnetometer is especially developed 
for access to higher magnetic fields and lower temperatures: it can be oper­
ated in fields up to 33 T and at temperatures down to 0.3 K. Moreover, the 
2006 magnetometer allows in situ adjustment of the sample orientation with 
respect to the magnetic field. The performance of our torque magnetometers 
is comparable to that of other magnetometers reported in literature.
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3.1 Introduction
This thesis reports our investigations into the magnetisation of low-dimensional electron 
systems. We are interested in the magnetisation of these systems, because it gives direct 
insight into their energy-level structure, as was illustrated in the previous chapter. In 
the current chapter we will discuss the experimental technique that we applied for our 
investigations: torque magnetometry.
First, we will introduce the principle of torque magnetometry. Next, we will explain 
how this principle is applied in our experimental set-up. We use optical torque magne­
tometers that are suitable for high magnetic fields and low temperatures. Two of these 
magnetometers are in our possession, of which one is suitable for higher magnetic fields 
and lower temperatures than the other. After providing general information about these 
devices, we will present exemplary magnetisation measurements on two-dimensional elec­
tron systems in order to explain the first steps of data processing. Next, we will describe 
the designs and specifications of the two magnetometers in more detail. Finally, we will 
compare their performance to that of other magnetometers reported in literature.
3.2 P rincip le o f operation
The principle of torque magnetometry can be explained as follows. When a sample 
with a magnetisation Msampie is placed in an externally applied magnetic field Btotal, 
it experiences a torque T :
T — Msample X Btotal +  d X V  (Msample ' Btotal) • (3.1)
The first term, Msample X Btotal, represents the torque of an anisotropic magnetic moment 
with a component perpendicular to the applied magnetic field. This situation is visualised 
in Fig. 3.1(a). The resulting torque makes the sample rotate around the torque axis in 
the way that is illustrated in the figure.
The second term in Eq. (3.1) arises from a magnetic force V(M sample • Btotal) on the 
sample. This force is only present when the sample is positioned in a field gradient. 
Furthermore, it then only results in a torque if the sample’s centre of mass is situated at 
a distance d from the torque axis. In this case, the magnetisation does not have to be 
anisotropic to result in a torque T : also an isotropic magnetisation leads to a non-zero 
torque. We sketch such a situation in Fig. 3.1(b).
A torque magnetometer is the device with which the torque T is measured as a func­
tion of magnetic field Btotal. The sample’s magnetisation Msample can be extracted from 
the measured torque via Eq. (3.1). Torque magnetometry thus allows the detection of 
anisotropic as well as isotropic magnetisation signals. When the magnetisation is purely 
anisotropic, one can mount the sample with its centre of mass at the torque axis and 
place it in a homogeneous magnetic field. In all other cases, one should mount the sample 
off-axis and in a field gradient.
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Figure 3.1: Illustration of the torque T  that results according to Eq. (3.1) when a sample 
with a magnetisation Msample is placed in a magnetic held Btotal. The coordinate system 
is defined such that Z is directed along the sample normal. (a) The sample’s magnetisation 
is anisotropic and the magnetic field is homogeneous. The sample is mounted such that 
its centre of mass is located at the torque axis and that the sample’s magnetisation is 
oriented at an angle y with the direction of the magnetic field. In this situation, a torque 
T  results from the first term in Eq. (3.1). This torque is directed along y and rotates 
the sample around the torque axis as indicated by the arrows at the sample edges. (b) 
The sample is mounted such that its centre of mass is positioned at a distance d from the 
torque axis. When a magnetic-field gradient is applied (for example dBtotal/dz > 0), the 
sample’s magnetisation, whether it is isotropic or anisotropic, leads to a force F acting on 
the sample at a distance d from the torque axis. For a situation with Btotal = (0, 0, Bz) 
and Msample = (0, 0,Mz), the resulting torque T  is directed along —y and rotates the 
sample around the torque axis as indicated.
The focus of this thesis is on magnetisation measurements on two-dimensional elec­
tron systems (2DESs) and quantum rings. We will therefore discuss the operation of 
the magnetometers supposing that the sample that is mounted in the device is such a 
low-dimensional electron system (LDES). We mentioned in the previous chapter that the 
magnetisation of single-layer 2DESs and quantum rings is directed along the sample nor­
mal, Msample =  (0, 0,M i ). Only bilayer 2DESs might also have a parallel magnetisation 
component, so that their magnetisation can be expressed as Msample =  (My, 0, M i). In all 
these cases, Msample is anisotropic. As discussed in the previous chapter, the magnetisa­
tion of our samples is equivalent to a magnetic moment and it is expressed in units J /T  
=  A m 2.
Because we are interested in an anisotropic magnetisation signal, we mount our sam­
ples like illustrated in Fig. 3.1(a). Only the first term of Eq. (3.1) thus plays a role:
T  =  Msample X Btotal (3.2)
MsampleBtotal sin T V • (3.3)
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Figure 3.2: Illustration of the vector components of the magnetic Geld and the mag­
netisation. The magnetic held ¿total and the anisotropic magnetisation Msample can be 
written in their perpendicular and parallel components as indicated in (a) and (b), res­
pectively. As sketched in (a), we mount the LDES symmetrically on the torque axis with 
its sample normal at an angle d with the magnetic-field direction. Especially the bilayer 
2DESs that will be discussed in Chapter 5 can have a magnetisation that has a perpen­
dicular as well as a parallel component, as illustrated in (b). The total magnetisation 
M 2des is then at an angle 7 to the magnetic-field direction and at an angle £ = d — 7 to 
the sample normal z. For LDESs with a magnetisation that is mainly perpendicular to 
the sample, we can write M 2DES = (0,0, M±). The angle £ is then zero, as shown in (c). 
The angle 7 between M 2DES and 13total thus equals the angle d between the applied mag­
netic field .Btotai and the sample normal Z . Situation (c) is appropriate for the single-layer 
2DES and the quantum rings that will be discussed in Chapters 4 and 6, respectively.
When the LDES magnetisation has a perpendicular as well as a parallel component, we 
can write the magnitude of the torque in components as
T  =  M±By +  MyB± (3-4)
=  M ±Btotai sin e +  MyBtotai cos 0 . (3.5)
Here, 0 is the angle between the applied magnetic field Btotal and the sample normal z, 
as indicated in Fig. 3.2(a). Graph (b) illustrates the angles 7  and £ =  0 — 7 . When the 
magnetisation of the sample has only a perpendicular component, Msample =  (0, 0,M ±), 
then £ =  0 and 7  =  0, as visualised in Fig. 3.2(c).
The angle 0 at which the low-dimensional electron system is mounted, is typically 
chosen in the range from 10° to 20°. This is a trade-off between two counteracting 
effects. When investigating two-dimensional electron systems and quantum rings, we 
are typically interested in the magnetisation as a function of perpendicular magnetic 
field B±  =  Btotalcos0 (see Chapter 2). Hence, 0 is preferably zero. On the other hand, 
according to Eq. (3.5) the magnetisation M± can only exert a torque if 0 =  0. Therefore, 
usually 0 is chosen to have a small non-zero value.
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In special cases, for example for bilayer 2DESs, it is interesting to investigate the 
magnetisation as a function of tilt angle. Then, also tilt angles 0 > 20° are used.
For our experiments on LDESs, we are interested in mainly perpendicular magnetisa­
tion signals M± & 10“12 J /T  in magnetic fields Btotal of the order of a few Tesla. According 
to Eq. (3.5) this implies that we want to detect torques of the order of 10“12 Nm.
3.3 O ptical torque m agnetom eter
We measure the torque on the sample via a contactless optical detection technique. Al­
though this optical technique requires illumination of the sample, which might influence 
its properties, optical detection has the advantage over the more commonly applied ca­
pacitive detection technique [34,37,53-56] that the magnetisation measurements are not 
hindered by unwanted electronic effects, such as capacitive coupling.
We applied the optical detection scheme in two torque magnetometers, which we will 
both describe in this chapter. The first is the magnetometer that has been developed 
by Schaapman et al. [57, 58], and the second is the follow-up magnetometer that was 
developed during this PhD work. The former is denoted the ‘2001 magnetometer’, as it 
was taken into operation in the year 2001. Being built in the year 2006, the latter is named 
the ‘2006 magnetometer’. We discuss the general operation of these torque magnetometers 
in this section. Detailed information will be provided in subsequent sections.
The detection principle of our optical torque magnetometers is illustrated in Fig. 3.3, 
which shows a drawing of the sample space of the 2001 magnetometer. The plate-like 
sample is mounted onto a torsion wire with a finite angle 0 between the sample normal 
and the direction of the magnetic field. The sample’s magnetisation Msample is anisotropic 
and is shown in the figure as having a main component perpendicular to the plane of the 
sample: Msample (0, 0, M±). When a magnetic field Btotal is present, the magnetisation 
Msample leads to a torque T  according to Eq. (3.2). The torque then makes the sample 
rotate around the torque axis, i.e. the torsion wire. The angle 0  over which the sample 
rotates, depends on the magnitude of the torque and on the torsional spring constant 
of the torsion wire. The rotation is detected optically by reflecting a laser beam via 
the backside of the sample onto an optical detector. The position p  of the spot on the 
detector is then defined by the sample rotation 0  and the geometry of the optics in the 
magnetometer. The detector translates the spot position p  into an output voltage X . 
Combining all, the output voltage X  is as follows related to the magnetisation Msample:
^  d X  dp d0 d T  _
X  =  ~A~~^kWr ------ Msample • (3.6)dp d0  d T  dMsample
Hence, by measuring the voltage X  while sweeping the applied magnetic field Btotal, we 
can determine the magnetisation Msample as a function of Btotal.
Four partial derivatives appear in Eq. (3.6). The term dT /dM sample follows from 
Eq. (3.3). We will discuss the other partial derivatives in detail in the following subsec­
tions.
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Figure 3.3: Schematic set-up of the torque magnetometer with optical detection. This 
drawing represents the sample space of the 2001 magnetometer. Laser light enters the 
sample space via the fiber that is denoted the in-fiber. The light reflects via the in­
mirror onto the backside of the sample, and then via the out-mirror onto the quadrant 
detector. This detector consists of four fibers, denoted out-fibers, via which the light 
leaves the sample space. See text for a further description of the principle of operation of 
our optical torque magnetometers.
3.3.1 Torsional spring
The torque T , exerted by the sample magnetisation, makes the sample rotate over an 
angle 0 , such that the resulting position of the sample normal is described by the angle 
(0 — 0). Typically, 0 << 0. The size of 0  is determined by the characteristics of the 
torsion wire via [59]:
0 =  K R U G 7 ' (3'7)
where 0  is expressed in radians. Rw;re is the wire radius and G is the shear modulus 
of elasticity of the wire material. L  is the total free wire length which can wind up. 
Equation (3.7) assumes that the sample is mounted on the centre of the torsion wire, so 
that there is a free wire length L /2  on both sides of the sample.
Equation (3.7) offers the partial derivative d 0 /d T  that appears in Eq. (3.6). Our 
torsion wire typically winds up over an angle 0  of the order of 10“6 rad per 10“12 N m of 
applied torque. We will provide specific values for the 2001 and 2006 magnetometers in 
later sections.
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3.3.2 G eom etry o f optical path
When the sample rotates over an angle 0 , the laser spot moves a distance p  over the 
detector. The translation from 0  to p  is completely determined by the geometry of the 
optical path in the magnetometer, i.e. the relative positions and angular orientations of 
sample, mirrors and detector. In our systems a linear relation exists between 0  and p , so 
the partial derivative d p /d 0  is constant. It is given by a complicated formula that mainly 
depends on the length of the optical path from sample to detector: the longer the path, 
the larger dp /d0 . Details are given in appendix B.1.
Our magnetometer geometries lead to spot displacements p  of the order of 60 nm per 
10“6 rad sample rotation. The exact values for our magnetometers will be provided later 
on.
3.3.3 O ptical detector
The operation of the optical detector is illustrated in Fig. 3.4. The detector consists of 
four optical fibers positioned at the four corners of a rectangle, thus forming a quadrant 
detector. Figs. 3.4(b) and (c) indicate how the four fibers A, B, C and D are distributed 
over the four quadrants of the detector; the fiber centre-to-centre separation is Lp along 
the p-direction and L q along the ^-direction. Because these four fibers are used to guide 
the light out of the magnetometer, we denote them as ‘out-fibers’.
When the sample rotates, the laser spot moves over the detector, and the amount of 
light that falls on each out-fiber changes. This is visualised in Figs. 3.4(a) and (c) for 
three different sample rotations 0  and the corresponding spot positions p . When 0  =  0, 
also p  =  0 and the laser spot is located at the detector centre. Equal amounts of light 
fall on all four fibers in this situation. When 0 > 0, the laser spot moves to a positive 
value p > 0, i.e. towards the fibers denoted A and B as shown in Fig. 3.4(b). In this 
situation, fibers A and B catch more light than fibers C and D. When 0 < 0, the spot 
position p < 0, so fibers C and D catch most of the light. Hence, the position p  of the 
spot on the detector is represented by the way the total light intensity is distributed over 
the four fibers.
The light entering each of the four fibers A, B, C and D is detected at the other end 
of the fiber with a photodiode, which is positioned at a safe distance from the magnet. 
The measured intensities IA, IB, IC and ID are translated electronically into an output 
voltage X  representing the position of the spot on the detector:
X =  (IA +  IB) — (IC +  ID) 8)
X  =  Ia +  IB +  IC +  Id • (3.8)
The dependence of the output voltage X  on the spot position p  is illustrated in Fig. 3.4(d) 
for an exemplary detector geometry. When the laser spot falls on the detector centre 
(p =  0), the output voltage X  is zero because (IA +  IB) =  (IC +  ID). When the laser spot 
is displaced such that it falls purely on a single fiber pair, for example on fibers A and 
B for p & 0.6 mm, then the output voltage X  is maximal, because (IA +  IB) is maximal, 
while (IC +  ID) =  0. Since Eq. (3.8) is normalised to the total intensity (IA +  IB +  IC +  ID),
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Figure 3.4: Optical detection of the sample rotation. (a) Sample space of 2001 magne­
tometer. When the system is in its equilibrium position (middle figure), <fi = 0 and the 
laser spot falls on the centre of the detector: light protrudes from all four out-fibers with 
equal intensities IA = IB = Ic = ID. For = 0, the sample is rotated from a tilt angle 0 
to a different angle (0 — $>). The spot is not on the detector centre and most laser light 
protrudes from fiber pair (A,B) (right figure) or fiber pair (C,D) (left figure). (b) Detec­
tor geometry, defining the positions of the fibers A, B, C and D in the quadrants of the 
coordinate system. (c) Top view of the quadrant detector for the situations shown in (a), 
also illustrating the centre-to-centre fiber-separations Lp and Lq. The spot position p is 
detected by measuring the intensities I  a , Ib , Ic and Id . Equation (3.8) describes how the 
intensities are translated to a normalised detector output X . (d) Dependence of the de­
tector output X  on the spot position p for a situation with Lp = 1.3 mm and Lq = 0.8 mm 
separation between fiber centres. The out-fibers have a core diameter D = 600 pm; the 
size of the Gaussian laser spot is estimated to be a = 0.24 mm. The squares represent a 
measurement, and the line results from a simulation based on Eq. (3.8) and expressions 
presented in appendix B.2. For p & 0 the quadrant detector is operated in its linear range. 
The slope dX/dp  represents the detector sensitivity, which amounts to dX/dp  & 8 V/mm 
in the shown example. Note that this exemplary detector geometry differs slightly from 
the real detector geometries in the 2001 and 2006 magnetometers, which we will describe 
in later sections.
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the output voltage X  is limited to ± 1 V. An advantage of this normalisation is that X  is 
independent of the laser intensity and should, therefore, not be affected by fluctuations 
in the laser intensity.
The sensitivity d X / d p  of the detector is constant when X  a  p, i.e. when the detector 
is operated in its linear range. Figure 3.4(d) illustrates that the linear range of the detector 
is limited to spot displacements p  smaller than approximately 0.02 mm (2 x 10“5 m). As we 
are interested in spot displacements of the order of 60 nm (6 x 10“8 m), as was mentioned 
in the previous subsection, we can conclude that we can always operate the detector in 
its linear range.
The value of the sensitivity d X / d p  depends on the size of the laser spot and on the 
geometry of the detector. Approximating the laser spot by a Gaussian profile with width 
a and defining the quadrant-detector geometry by the out-fiber diameter D  and the fiber 
centre-to-centre distances Lp and L q, we can express the dependence of the out-fiber 
intensities IA, IB, I C and I D on the laser-spot position p. We present such expressions in 
appendix B.2. The sensitivity d X / d p  can be improved by decreasing the spot size and by 
increasing the fiber-to-fiber distance Lp. Because both of these methods reduce the light 
intensity on the fibers, the optimal sensitivity is limited by the detection threshold of the 
photodiodes.
Because the sample rotation moves the laser spot only along the p-direction, the 
detector does not necessarily have to be a quadrant detector. Both fiber pairs, (A,B) and 
(C,D), can be replaced by single fibers. Denoting these fibers E and F, catching intensities 
IE and IF, respectively, the normalised position coordinate X  is then given by
X  =  ' - T - T  • (3 '9>IE +  I F
Of course, when a two-fiber detector is used, the alignment of the optics in the ^-direction 
is more critical than for a quadrant detector. Assuming that proper alignment can be 
achieved, a two-fiber detector has the advantage that the light intensity on the fibers 
is larger than that for a quadrant detector with the same fiber-to-fiber separation Lp. 
Therefore, the two-fiber detector can be designed with a larger fiber-to-fiber distance 
Lp, resulting in a higher optimal sensitivity. As will be discussed later, we used such a 
two-fiber detector in the 2006 magnetometer.
3.3 .4  R esponsiv ity
We define the responsivity of a torque magnetometer as the change in detector output X  
due to a change of perpendicular magnetisation M±,
d X
responsivity =  ^ m  • (3.10)
We focus on the perpendicular component of the magnetisation, as that is the most 
interesting quantity in our experiments (see sections 2.3.2 and 2.5). The responsivity is a 
measure of the sensitivity of the magnetometer.
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The dependence of the output voltage X  on the sample magnetisation Msampie was 
expressed by Eq. (3.6):
X  =  d X d p d -  d T  M
dp d - d T d Msample ’
When the magnetisation has only a perpendicular component, Msample =  (0, 0,M : ), we 
can thus express the responsivity as
. d X  dp d -  d T  ,9 i i ^
responsivity =  —  (3'U)
All partial derivatives that appear in this equation have been discussed in the previous 
subsections. Substituting Eqs. (3.3) and (3.7) for 7  =  9, the responsivity can be written
as
d X  =  d X  dp LBtotai sin 9 12)
dM± dp d -  2nRWireG 
This expression implies that the responsivity is determined by the following parameters:
•  by the torsion wire, via its radius Rw;re, shear modulus G and its free length L;
•  by the geometry of the optics (especially by the optical distance from the sample to 
the detector), because this dictates d p / d - ,  the change of spot position p  per unit 
sample rotation -; and
•  by the geometry of the detector and the size of the laser spot, as this defines dX/ dp ,  
the change of detector output X  per unit spot displacement p , assuming that the 
light intensity on the photodiodes is above their detection threshold.
Furthermore, we notice that the responsivity depends linearly on the magnetic field Btotal, 
so access to higher magnetic fields improves the responsivity.
The last parameter, the tilt angle 9 , cannot be chosen completely freely, because it 
also influences the signal of interest. As discussed before, it is typically chosen to be 
10° < 9 < 20°.
The values of all terms in Eq. (3.12) will be discussed in sections 3.4 and 3.5, when 
we provide detailed information about our magnetometers. We will then show that the 
2006 magnetometer is designed such that it achieves a similar responsivity as the 2001 
magnetometer.
3.3.5 Calibration
A calibration measurement must be performed to determine the calibration factor K  that 
relates a measured change in output voltage X  to the associated change in M : . The 
calibration factor K  is defined by
M :  =  K X . (3.13)
Hence, K  equals the inverse of the responsivity, Eq. (3.10). The value of K  can be 
determined by applying a known magnetisation M :  in the magnetometer and detecting 
the associated output voltage X .
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Figure 3.5: Illustration of the use of the calibration coil. (a) The circular coil is mounted 
together with the LDES on the torsion wire, which acts as the torque axis. By driving a 
current I  through the coil, a magnetic moment m is generated. The size of this magnetic 
moment is expressed by Eq. (3.14). Due to the mounting, the magnetic moment m is 
directed along the sample normal, z (pointing out of the paper). (b) When a magnetic 
held Btotal is applied at an angle d with the sample normal z, a torque T  is exerted 
according to Eq. (3.16). This torque makes the sample and coil rotate as indicated by 
the arrows at the edges of the sample.
z
We apply a known magnetisation signal via a current coil that is mounted together 
with the low-dimensional electron system, as illustrated in Fig. 3.5. By sending a current 
I  through the coil, we can generate a magnetic moment m, directed perpendicular to the 
plane of the coil. Because the coil is mounted together with the LDES, their orientations 
are similar. Hence, this magnetic moment m  can be interpreted as a known magnetisation 
M : . For a circular coil with radius Rcoil, consisting of nturns windings, the magnetic 
moment is given by
m  =  t^urns n RCoil I  Z • (3.14)
Whether m  points along +Z or — Z, i.e. whether M :  is positive or negative, depends 
on the direction of the current I . We define that a positive current corresponds with a 
positive M : , so
M± =  nturns nRCoil I  • (3.15)
According to Eq. (3.2),
T  =  m  x  Btotal •
When we apply a magnetic field 13total to the magnetic moment m  =  M : Z, we thus exert 
a torque T . As usually, we apply the magnetic field at an angle 9 with Z (see Figs. 3.2(a) 
and 3.5(b)). Combining this expression with Eq. (3.14), we can write the torque as
T  =  nturns n RCoil I  Btotal sin 9 y • (3.16)
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Due to this torque the wire winds up over an angle - ,  leading to a laser-spot displacement 
p  that causes a change of detector output X . Hence, we can measure X  for a known mag­
netisation M±. In this way, we can experimentally determine the responsivity d X / d M ±  
and, thus, extract the calibration factor K  of the torque magnetometer in situ.
Because the torque depends linearly on the magnetic field according to Eq. (3.16), also 
the responsivity and the calibration constant depend on Btotal. A calibration measurement 
is typically performed at a constant magnetic field, which we denote Btotal)Cal. We can 
incorporate different magnetic fields Btotal in Eq. (3.13) as follows
M ± =  K  B t°tal,cal X  • (3.17)
Btotal
This expression relates a detector output X  that is measured at a magnetic field Btotal to 
the associated magnetisation M±, using the calibration factor K  that was determined in 
a specific calibration measurement at Btotal cal. We will use Eq. (3.17) in subsection 3.3.9, 
where we interpret a measurement of X  as a function of B total in terms of the magnetisation 
M±.
A typical example of a calibration is shown in Fig. 3.6. While a constant magnetic field 
Btotal,cal =  5 T is applied, we vary the current I  through the coil in a step-like manner, 
as shown in Fig. 3.6(a). The corresponding detector output X  is measured, as plotted 
in Fig. 3.6(b). From such measurements we can extract the detector response X  for 
an applied current I . Because the current is related to the perpendicular magnetisation 
M± via Eq. (3.15), the detector output X  can be plotted as a function of M±, like in 
Fig. 3.6(c). The slope of this curve represents the responsivity d X / d M ±  and, thus, the 
inverse of the calibration factor K .
Figure 3.6(c) shows that the responsivity is largest when the laser spot is near the 
detector centre, X  & 0. This is a consequence of the sensitivity of the optical detector, 
dX/ dp ,  which is largest for small spot displacements p  (see Fig. 3.4(d)).
3.3.6 Feedback
Figure 3.4(d) illustrated that the optical detector is most sensitive for small laser-spot 
displacements p . It is, therefore, advantageous to operate the set-up in feedback mode, 
because this allows us to keep the displacement p  fixed at zero. The presence of the 
(calibration) current coil facilitates such operation, as we explain in the following.
In feedback mode, an electronic circuit translates the output X  of the quadrant de­
tector into a feedback current that is sent through the current coil. This feedback current 
Ifb is such that its magnetic moment rhfb exactly counteracts the sample magnetisation. 
The torque rTfb that is generated by the feedback magnetic moment then exactly cancels 
the torque originating from the sample’s magnetisation. Therefore, the sample position is 
kept fixed at its original angle 9, and it does not rotate: -  =  0. Hence, the spot displace­
ment p  =  0 and the detector output X  is kept at zero. Figure 3.7 will offer a schematic 
illustration of operation in feedback mode.
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Figure 3.6: Exemplary calibration measurement. A current coil with 10 turns is mounted 
together with the sample. The coil has a radius Rcon = 2.5 mm. While the applied 
magnetic held is kept at a value of Btotalcal = 5 T, the current I  through the current coil 
is varied in a step-like pattern as a function of time, as shown in graph (a), with a step 
size A I  = 10 |iA. The output X  of the quadrant detector then varies in response to the 
applied current I  as visualised in graph (b): each voltage step A X  corresponds with a 
current step A I . Graph (c) combines the results of (a) and (b) by plotting the output 
voltage X  as a function of the current I. The top axis represents the magnetic moment 
M± that is generated by the current I  in the coil according to Eq. (3.15). A current I  of 
10 |xA corresponds with M± æ 2 x 10_9 Am2. The responsivity dX/dM± is given by the 
slope of the curve for small M± (dashed line). The calibration factor K  is the inverse of 
the responsivity (see Eq. (3.13)) and, thus, amounts to K  = 10_s Am2/V in the shown 
example.
Operation in feedback mode has three advantages. The first advantage has already 
been mentioned: the sample is kept fixed in such a position that p  ~  0 mm and, thus, 
X  & 0 V. As was shown in Figs. 3.4(d) and 3.6(c), this situation offers the most sensitive 
alignment.
The second advantage is that the feedback current I fb offers direct quantitative know­
ledge about the magnetisation of the sample Msample. The relation between these two 
quantities follows from the torque equilibrium,
s^ample +  f  =  0 , (3.18)
which can be written out to
Msample^total sin YV  +  TOfb#total sin =  0 , (3.19)
according to the geometry shown in Fig. 3.7. The value of m fb must be negative in 
this expression, because rmfb =  (0, 0,m fb) is directed along — z. Like in Fig. 3.2(b) we
57
3 Torque magnetometer with optical detection
Figure 3.7: Schematic illustration of operation in feedback mode. On the left, the 
system is in equilibrium: no torque is present, the sample rotation 0 = 0, and the laser 
spot falls on the centre of the quadrant detector. The spot displacement p = 0 and the 
detector output voltage X  = 0. In the middle figure, a torque T  = Ms x BBtotal is present 
due to the presence of the sample magnetisation Ms in a magnetic field Btotal. The torque 
rotates the sample over an angle 0 and thus moves the laser spot over a distance p on the 
detector, so that X  > 0. This detector output voltage X  is the input for an electronic 
feedback system, which in response sends a feedback current f  through the current coil. 
The feedback current generates a feedback magnetic moment m fb that exactly counteracts 
the sample magnetisation Ms. This situation is depicted on the right. Due to the presence 
of the feedback magnetic moment the sample is rotated back to its equilibrium position, 
0 = 0, and the laser spot is again in the detector centre: p = 0 and X  = 0.
denote the angle between the direction of the sample magnetisation and the magnetic- 
field direction j . The angle between the coil axis, z, and the magnetic-field direction is 
6. Equation (3.19) then implies that
sin 6 , .
^ s^ample mfb ~ • (3.20)sin j
Expressing the feedback magnetic moment mfb in terms of the feedback current I fb via 
Eq. (3.14), we can write
Msample =  ^turns nR coil f^b “i • (3.21)sin j
Note that, when the magnetisation of the sample consists of only a perpendicular compo­
nent, the angle j  equals the angle 6, as was shown in Fig. 3.2(c). Equation (3.21) states 
that the feedback current I fb is a direct measure for the magnetisation Msample.
The third advantage of operation in feedback mode is that the feedback system allows 
active damping of mechanical noise. The sample, current coil and torsion wire form a
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mass-spring system with the rotational mode as fundamental eigenmode. In response to 
abrupt mechanical vibrations, this mass-spring system will oscillate, mainly at the reso­
nance frequency associated with this rotational eigenmode, which is of the order of 10 Hz. 
This oscillation takes up to a few minutes to dampen and results in a noise band in the 
magnetisation measurement that is the limiting factor in the sensitivity. Active feedback 
allows fast suppression of these unwanted oscillations, offering an improved signal-to-noise 
ratio.
When we operate the magnetometry set-up in feedback mode, we measure the current 
Ifb while we sweep the magnetic field Btotal. The feedback current Ifb that we detect then 
consists of two parts: one part that is related to the magnetisation of the sample and 
another part that is related to active noise damping. In order to extract Msample, we must 
distinguish those two contributions. This can be achieved as follows. As mentioned, the 
feedback current is measured as a function of magnetic field. For typical magnetic-field 
sweep rates the sample’s magnetisation varies slowly with time, so the associated feedback 
current is a quasi-DC current. In contrast, the feedback current associated with active 
noise damping is an AC current (ƒ ~  10Hz).
The set of electronics that is used to convert the detector output X  into a feedback 
current I fb is commonly denoted the ‘feedback system’. Our feedback system has been de­
veloped by Schaapman et al. and was originally optimised for the 2001 magnetometer [58]. 
Detailed information about this feedback system is provided in appendix B.3.
3.3 .7  R esolution
Mechanical vibrations are the main cause of noise in our set-up, leading to a noise band 
around the detector output X . Due to this noise band, there is a limit to the smallest 
change in X  that can be detected. We denote this smallest change S X . When we know 
S X  at a magnetic field Btotal, we can translate this to the smallest detectable change in 
magnetisation 5M± via the calibration factor K :
SM ± _  K  Bt°tal’cal S X  (3.22)
Btotal 
_ Btotal,cal SX
Btotai responsivity ’
according to Eq. (3.17). This smallest detectable magnetisation change 5M± is the res­
olution of the set-up. Equation (3.22) states that this resolution 5M± is defined by the 
responsivity of the set-up, d X / d M ±  (see subsection 3.3.4), and by the contribution of the 
main noise source, S X .
Improving the resolution implies reducing 8M±.  Equation (3.22) shows that smaller 
changes 5M± become detectable when the set-up’s responsivity d X / d M ±  is increased or 
when the noise contribution S X  is reduced.
The responsivity d X / d M ±  is defined by the properties of the torsion wire and by the 
geometry of the torque magnetometer, as was discussed in subsection 3.3.4. We note
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that the feedback system influences the responsivity of the torque magnetometer only 
indirectly: it keeps the sample at such an angle that X  & 0, so that d X / d p  and, thus, 
0 X / d M ±  are optimal.
The noise contribution 5 X  can be reduced by improving the mechanical-vibration 
isolation of the set-up. For this purpose, the set-up is mounted on two active-vibration- 
isolation units (Halcyonics MOD-2) that decouple the torque magnetometer from the 
mechanical vibrations of the environment. Further mechanical vibrations are damped 
by the feedback system, which thus further reduces 5 X  and, therefore, improves the 
resolution of the magnetometry set-up.
Figure 3.8: Schematic cross-section of our magnetometry set-up for low-temperature 
measurements (as introduced on the next page, in subsection 3.3.8). The optical torque 
magnetometer (grey), with the sample space at its bottom (dark grey), is covered by a 
tube with a controlled amount of helium gas inside. The geometry of the sample space 
was shown in Fig. 3.3. The tube containing the torque magnetometer is inserted in a 
cryostat of which the tail protrudes into the bore of the magnet coil. The set-up is 
aligned such that the sample space is located at the magnet centre, where the magnetic 
field is homogeneous. When a field gradient is desired, the tube can be lifted such that 
the sample space is located above the magnet centre, where dBtotal/dz  = 0. Because the 
detection optics and electronics must be positioned at a safe distance from the magnet, 
we used several meters of optical fibers and shielded electrical wires to transfer the optical 
and electrical signals to and from the sample space. In order to reduce the influence of 
environmental mechanical vibrations on the experiment, the cryostat is supported by two 
active-vibration-isolation units (not shown in figure).
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3.3.8 E xperim ental set-up
The torque magnetometer is inserted into a magnet, for example a superconducting mag­
net or a Bitter magnet. Figure 3.8 shows a schematic drawing of the general magnetometry 
set-up. Besides the magnet also a cryostat is included in the set-up, because the oscillatory 
magnetisation of low-dimensional electron systems is only resolved at low temperatures, 
as was explained in subsection 2.3.3.
3.3.9 Exem plary m easurem ents
Having discussed the main parts of the set-up, we will conclude this general introduction 
to the optical torque magnetometer by showing two exemplary measurements. The first 
is a direct-mode measurement, resulting in the detector output voltage X  as a function 
of magnetic field Btotal. The second measurement was performed in feedback mode and 
provides the feedback current f  as a function of Btotal.
Using these examples we will show how the raw measurement data are processed to 
achieve the magnetisation signals of interest. These magnetisation signals are further 
interpreted in the following chapters: for a single-layer two-dimensional electron system 
in Chapter 4, for two bilayer 2DESs in Chapter 5 and for samples with quantum rings in 
Chapter 6 .
The two exemplary measurements that are discussed here are performed on a strongly 
coupled bilayer two-dimensional electron system. For now, it is only important to know 
that the sample’s magnetisation M± oscillates with magnetic field with a periodicity 
in Btotal, the inverse of the magnetic field. Furthermore, the peak-to-peak size of the 
magnetisation oscillation is of the order of a few 10-11 J /T .
The exemplary direct-mode measurement is shown in Fig. 3.9(a). The detector output 
X  consists of a smooth background around which the signal of interest oscillates. The 
background is a result of dia- and paramagnetic materials close to the two-dimensional 
electron system, such as the substrate material and the glue with which the sample and 
calibration coil are mounted. Hence, the shape and the magnitude of the background 
strongly depend on how the sample is mounted and which materials are used. When 
the background is subtracted from the raw data, the B—^ -periodic oscillatory behaviour 
becomes visible, as shown in Fig. 3.9(b).
A calibration measurement was performed for this specific experiment at a magnetic 
field of Btotal>cal =  5T, resulting in a calibration factor K  =  5-6 x 10-9 A m c/V  for \X\ < 
0-4 V (see for example Fig. 3.6). Substituting these values for K  and Btotal>cal in Eq. (3.17) 
we translated the measured detector output X  into the associated magnetisation signal 
M±. The resulting magnetisation as a function of magnetic field is shown in Fig. 3.9(c).
We usually perform measurements in feedback mode, because of the advantages that 
were listed in subsection 3.3.6. A typical feedback-mode measurement is shown in Fig. 3.10 
(a). The feedback system sends a current Ifb through the feedback coil in order to coun­
teract the sample’s magnetisation. This feedback current is measured and shown here as
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Figure 3.9: Exemplary direct-mode measurement. The magnetisation sample is a 
strongly coupled bilayer two-dimensional electron system which is mounted such that 
d = 14°. Graph (a) shows the detector output X  as a function of magnetic field Btotal 
(black circles). The grey dashed line represents a smooth magnetisation background. 
When the background is subtracted, the oscillatory signal of interest results, as shown 
in graph (b). When the calibration constant K  is known, the detector output voltage X  
can be translated into a magnetisation signal via Eq. (3.17). The resulting magnetisation 
is shown in (c). The peak-to-peak size of the magnetisation oscillations is in agreement 
with our expectations for this sample (of the order of a few 10_11 J /T ).
a function of magnetic field Btotal. Like the detector output X  in Fig. 3.9(a), the feedback 
current I fb consists of a smooth background around which the signal of interest oscillates.
When fitting the background, we neglect data for magnetic fields Btotal < 1 T, because 
at low fields feedback is not optimally possible. For Btotal ^  0 T the feedback current 
usually diverges to infinity, since the feedback torque depends on the product of feedback 
current and magnetic field (see Eq. (3.16)). At small fields Btotal high currents Ifb are 
needed to generate the feedback torque, and the signal of interest is drowned in a large 
background.
When the background fit is subtracted from the raw data, the expected Bt"otal-periodic
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Figure 3.10: Exemplary feedback-mode measurement with similar magnetisation sample 
and sample mounting as for the direct-mode measurement of Fig. 3.9. The used current 
coil has a radius of 3 mm and consists of 5 turns. Graph (a) shows the feedback current 
Ifb as a function of the magnetic held Btotal. The grey dashed line is a polynomial fit to 
the data for Btotai > 1 T, representing the smooth background. When this background is 
subtracted from the raw signal, the curve results that is shown in (b). This curve shows 
the oscillatory behaviour expected for a bilayer two-dimensional electron system. The 
feedback current Ifb is directly related to the magnetisation M± via Eq. (3.21).
oscillation is clearly visible, as shown in Fig. 3.10(b). By applying Eq. (3.21) we can 
directly relate the feedback current to a magnetisation M±, as is illustrated by the right 
axis of the figure.
When we discuss experimental data in the next chapters, we implicitly assume the 
background subtraction and directly show the resulting magnetisation as a function of 
magnetic field, like illustrated in Figs. 3.9(c) and 3.10(b).
3.4 2001 m agnetom eter
In 2001, Schaapman et al. realised a torque magnetometer with optical detection. The 
device had an outer diameter of 25 mm, making the magnetometer suitable for operation 
at 4He-temperatures in an 18-Tesla superconducting magnet and in a 15-Tesla Bitter mag­
net [57,58]. However, this 2001 magnetometer could not be operated at 3He-temperatures 
in a 33-Tesla Bitter magnet. For that purpose, we developed a new torque magnetome­
ter with optical detection, the 2006 magnetometer, which will be described in the next 
section. In the current section we will discuss the details of the 2001 magnetometer.
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Figure 3.11: Schematic drawing of the sample space of the 2001 magnetometer, used 
before in Fig. 3.3 to illustrate the operation principle of our torque magnetometers. The 
diameter of the 2001 magnetometer is 25 mm at room temperature. The geometry of the 
design is such that dp /d -  is optimal for a tilt angle d = 10° between sample normal and 
magnetic-field direction. See text for a detailed description of all relevant magnetometer 
parts.
3.4.1 D esign  o f 2001 m agnetom eter
The sample space of the 2001 magnetometer is drawn schematically in Fig. 3.11. This is 
the bottom part of a one-and-a-half meter long probe that is used to reach the centre of 
the magnet, as was shown in the general set-up sketched in Fig. 3.8.
In the centre, the plate-like sample is drawn. Samples with an area up to 8 mm x 8 mm 
can be accommodated in this magnetometer. The sample is glued onto a 12.5 ^m-radius 
phosphor-bronze torsion wire using drops of varnish (General Electric GE varnish) at the 
sample edges. The free wire length on each side of the sample amounts to 6 mm, so that 
the total free wire length L  =  12 mm. With a shear modulus G =  40 GPa [60], this torsion 
wire winds up over 2.0 x 10_6 rad per 10_12 Nm of applied torque (see Eq. (3.7)). The 
torsion wire is stretched between two epoxy posts (Hysol epoxy, not shown in the figure) 
with such a pre-tension that the wire is still stretched after cool-down to low temperatures. 
These epoxy posts are mounted on a removable piece of the magnetometer, allowing easy 
access for sample mounting.
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As discussed before, the sample rotation is detected optically. A diode laser with a 
wavelength of 790 nm is used; its laser power is variable from 1 f^W to 10 mW [58]. The 
laser power is controlled via a diode-laser driver (Melles Griot 06DLD201), which allows 
operation with constant power. The laser is positioned at a distance of several meters 
from the magnet. The light is guided to the sample space by an optical fiber (3M graded- 
index 62.5 f^m-core multimode fiber), denoted the in-fiber. In order to reduce the losses 
in the fiber, the laser light is made circularly polarised by a quarter-lambda plate before 
entering the in-fiber.
The light protruding from the in-fiber is focussed onto the quadrant detector by a 
5mm-diameter ball lens of the high-refractive-index material LaSF9. The optical path 
from lens to detector is approximately 7 cm long, of which 4.1cm are from the sample 
to the detector. The geometry defines that the laser spot moves over the detector with 
d p / d -  =  83.4nm per 10_6rad sample rotation (see appendix B.1). At the quadrant 
detector, the maximally focussed laser spot has a Gaussian profile with a size of a ~  
0.24 mm [58].
Along its path from lens to quadrant detector, the laser beam is reflected by two 
aluminium mirrors and by the polished backside of the sample. The in-mirror and the 
out-mirror are used to align the optical system in the absence of a magnetic field, such 
that the laser beam falls on the centre of the sample and also on the centre of the quadrant 
detector, so X  =  0 V. If the sample backside cannot be polished, an aluminium mirror 
can be mounted together with the sample to reflect the laser beam.
The quadrant detector consists of four optical fibers (Thorlabs 0.22-NA TECStm - 
coated silica/silica multimode fibers), each having a core diameter D  =  550 The fibers 
are positioned at the corners of a square with 1.0 mm distance between fiber centres (Lp =  
L q =  1.0mm). The light that enters these out-fibers is led to four photodiodes outside 
the magnet (Centronix silicon photodetectors 0SD5-0). Using Eq. (3.8) the measured 
intensities are then processed electronically to a voltage X  indicating the position of the 
laser spot on the detector. For a Gaussian laser spot with size a ~  0.24 mm the detector 
responsivity amounts to d X / d p  =  6 .6 V/mm (see appendix B.2). Combining this value 
with the previously mentioned d p / d -  =  83.4 nm per 10_6 rad, we extract that the optical 
detection system can resolve sample rotations as small as 10_7 rad [58], where we estimated 
that the electronic resolution of the detector output X , i.e. in the absence of noise due to 
mechanical vibrations, amounts to 6 X  =  5 x 10_5 V. The angular resolution of 10_7 rad 
is good enough to ensure that the optical detection system is not the limiting factor in 
the sensitivity of the total design.
To check whether the laser light has an effect on the sample, Schaapman has performed 
Shubnikov-de Haas measurements on a two-dimensional electron system at the experimen­
tal conditions characteristic for the 2001 magnetometer [58]. She has concluded (i) that 
stray light from the laser fully illuminates the two-dimensional electron system (the top 
side of the sample), and that (ii) the laser power should be kept below 2mW, because 
otherwise the sample is heated. The first observation implies that the set-up is not suit­
able for performing measurements as a function of illumination conditions. In response 
to the second observation we made sure that we kept the laser power as low as possible
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during our measurements, i.e. just above the detection threshold of the photodiodes.
For calibration and feedback purposes a current coil is mounted together with the 
sample. The coil is hand-made, has a diameter of 6 mm, and consists of 5 or 10 windings 
of 18 ^m-diameter copper wire. Such a thin wire is chosen to minimise the force of the 
connection wires on the sample position. The turns are held together by epoxy (Emerson 
& Cuming transparent Stycast 1266 A/B) and are glued with the same epoxy to a piece 
of cigarette paper to give the coil more rigidity. The coil weight is mainly determined 
by the epoxy and it is negligible in comparison to the typical sample weight of 50 mg. 
The coil is glued with varnish (General Electric GE varnish) to the polished backside 
of the sample or to the mirror placed at that position. The thin connection wires are 
then connected to 100 ^m-diameter copper wires with conducting glue (silver paint). At 
the top of the probe these copper wires are connected to the feedback system or to the 
calibration system, which are both positioned at a safe distance from the magnet.
For optimal laser-spot focus (a ~  0.24mm) and optical alignment we can calculate 
the maximally possible responsivity of the set-up using Eq. (3.12). For a magnetic field 
Btotal =  5T  at a tilt angle 9 =  10° to the sample normal, the optimal responsivity of 
the 2001 magnetometer is d X / d M ±  =  0.9 mV per 10-12 J /T . In reality, we achieved a 
responsivity of 0.7 mV per 10-12 J /T .
Having discussed the responsivity d X / d M ±  of the 2001 magnetometer, we will now 
focus on the resolution 8M±,  expressed by Eq. (3.22).
Even when active feedback is used, the resolution is still limited by mechanical noise. 
Therefore, we estimated the smallest measurable change in magnetisation 5M± from the 
width of the noise band observed in a set of measurements on two-dimensional electron 
systems. The resolution 5M± was determined to be 1.8 x 10-12 J /T  at a magnetic field 
of 5 T.
For the superconducting magnet in which the 2001 magnetometer was operated, the 
level of mechanical noise is independent of the magnetic field: the noise contribution 5 X  
is constant. According to Eq. (3.22), the resolution thus improves with magnetic field: at 
a higher magnetic field, smaller changes 5M± can be measured, since 5M± a  Bt“tal.
3.4.2 Further details about the 2001 m agnetom eter
Several experiments will be described in this thesis that were performed on low-dimensio­
nal electron systems using the 2001 magnetometer. The experimental temperatures be­
tween 4.2 K and 1.3 K were reached in an Oxford Instruments 4He bath-cryostat. The tem­
perature was monitored with an Allen-Bradley resistance thermometer that was mounted 
in the vicinity of the sample. The cryostat containing the magnetometer was positioned 
in an Oxford Instruments superconducting magnet, with which we applied magnetic fields 
up to 15 T. The sweep rate of this magnet was limited to maximally 1T/m in. As men­
tioned before, the cryostat was supported by two active-vibration-isolation units in order 
to reduce the influence of external mechanical vibrations.
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When two-dimensional electron systems are studied, the sample is usually illuminated 
with infrared light before the start of the actual measurement. Because this illumination, 
which typically takes several minutes, must be performed in situ at low temperatures, 
a light-emitting diode with 940 nm wavelength was mounted in the sample space of the 
2001 magnetometer.
3.5 2006 m agnetom eter
Magnetisation experiments at temperatures below 1.3 K and at magnetic fields beyond 
15 T are desirable for the further exploration of low-dimensional electron systems. As the 
sample space of the 2001 magnetometer had a too large outer diameter (25 mm at room 
temperature) to fit in a 3He immersion cryostat in a 33-T Bitter magnet, we developed 
the 2006 magnetometer, which has an outer diameter of 15 mm at room temperature. An 
additional feature of the new magnetometer is that the design is not only suitable for a 
fixed tilt angle 9 =  10°, but for all tilt angles in the range 0° < 9 < 30°. The tilt angle 
can be varied in situ in the range 10° < 9 < 30°, as we will explain in subsection 3.5.2. In 
order to achieve tilt angles below 10° the user has to re-mount the sample at the desired 
9.
The advantage of performing measurements at different tilt angles is that one can 
distinguish effects related to the total magnetic field Btotal from those related to the 
perpendicular magnetic field B±  =  Btotal cos 9 or to the parallel field By =  Btotal sin 9. In 
the previous chapter, in section 2.2.4, we discussed that a two-dimensional electron system 
exhibits all such effects: spin splitting is governed by the total magnetic field, Landau-level 
splitting by the perpendicular magnetic field, and the symmetric-antisymmetric splitting 
can be reduced by applying a parallel magnetic field. Experimental observations of the 
last effect will be presented in Chapter 5.
3.5.1 D esign  o f 2006 m agnetom eter
The sample space of the 2006 magnetometer is drawn schematically in Fig. 3.12. Its 
outer diameter is 15 mm. The plate-like sample is now positioned below the aluminium 
mirrors in order to be able to accommodate samples of similar size as the 2001 magne­
tometer allowed. Samples of 5 mm x 10 mm can be mounted in the 2006 magnetometer, 
in comparison to samples of 8 mm x  8 mm in the 2001 magnetometer. When the 2006 
magnetometer is operated with the sample at a tilt angle 9 < 15°, it even allows samples 
with a size of 10 mm x 10 mm.
A special feature of the 2006 magnetometer is that it allows tilt angles 9 up to 30°. 
Because the in-mirror, i.e. the aluminium mirror below the lens, can rotate around its 
axis as well as move vertically, the optical alignment can be adjusted to be optimal for the 
tilt angle 9 at which the sample is positioned. This is illustrated in Fig. 3.13 by showing 
sample and mirror orientations for 9 =  10°, 20° and 30°. Both angular and vertical 
movement of the in-mirror can be controlled via knobs at the top of the probe. A third
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Figure 3.12: Schematic drawing of the sample space of the 2006 magnetometer. See 
text for a detailed description of the magnetometer parts.
knob is present for controlling the angular orientation of the out-mirror. Rotation of the 
out-mirror is useful for alignment purposes and detector checks. The vertical position of 
the out-mirror is fixed.
The mechanical parts in the sample space of the 2006 magnetometer are made of 
brass, because it is easier to manufacture small mechanical parts from brass than from 
the epoxy that was used in the 2001 magnetometer. A disadvantage of brass is that eddy 
currents are induced in the material by a sweeping magnetic field; these eddy currents 
cause heating. At an experimental temperature of T  =  0.3 K we checked that for typical 
sweep rates of 1T/m in the heating was negligible. For a fast sweep rate of 4T /m in a 
small effect was visible.
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Figure 3.13: Illustration of the sample and mirror orientations in the 2006 magnetometer 
for tilt angles d = 10°, 20° and 30°. The dashed lines and arrows are added as guides to 
the eye, indicating the changing angles and vertical position, respectively.
In the following, we will discuss the 2006 magnetometer in more detail. Unless stated 
otherwise, similar materials and components are used as in the 2001 magnetometer.
The new magnetometer is designed such that its responsivity matches that of the 2001 
magnetometer. Like before, the responsivity is expressed by Eq. (3.12):
d X  d X  dp L B total sin 9 
dM ± dp d -  2nRWreG '
Because of the different geometry of the 2006 magnetometer, the relation between the 
displacement p  of the laser spot on the detector and the sample rotation -  is different 
than for the 2001 magnetometer (details about this relation are given in appendix B.1). 
Because the path length from sample to detector is now only 3.1 cm, the response to sample
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rotation is smaller: d p / d -  =  62.6 nm per 10 6 rad compared to 83.4 nm per 10 6 rad for 
the 2001 magnetometer, which had a path length of 4.1 cm from sample to detector.
Also the path length from lens to detector is smaller in the new geometry: 5 cm, 
compared to 7cm previously. Therefore, a smaller laser spot, i.e. a better focus, can be 
achieved with the same combination of laser, in-fiber and ball lens: a Gaussian-shaped 
laser spot with size a =  0.15 mm. We describe the experiment that we performed to 
determine this a in appendix B.4.
Because the new geometry led to a reduced d p / d - ,  we designed the detector such 
that an improved detector response d X / d p  could compensate the dp/d--related decrease 
in responsivity. The change in detector output voltage X  per unit spot displacement 
p  is enhanced by increasing the centre-to-centre separation Lp of the out-fibers. We 
increased this separation distance from Lp =  1.0 mm in the previous design to L p =  1.2 mm 
currently. Like before, the fibers have a core with a diameter of 550 (Thorlabs 0.22- 
NA TEQSTM-coated silica/silica multimode fibers). In order to achieve that the light 
intensity on the fibers stays above the detection threshold of the photodiodes, the new 
detector is not a quadrant detector any more: only two out-fibers are used instead of 
four. For proper ^-alignment more light enters each of these two fibers than would be the 
case for a quadrant detector with equal Lp. For a Gaussian laser spot with a =  0.15 mm 
the detector sensitivity is calculated to be d X / d p  =  14.2 V/mm. For comparison, the 
detector of the 2001 magnetometer achieved d X / d p  =  6.6 V/mm. These calculations are 
presented in appendix B.2.
As expressed by the last term in Eq. (3.12), the responsivity of the torque magne­
tometer is also influenced by the torsion wire. The 2006-magnetometer torsion wire is of 
the same material as that in the 2001 magnetometer: it is a phosphor bronze wire with 
a radius Rwire =  12.5 The wire is stretched between two epoxy posts and has a total 
length of 12 mm. We mount the sample by glueing it only at the sample centre to the 
torsion wire, in contrast to the situation in the 2001 magnetometer, where we glued the 
sample at its edges. As proper glueing takes up about 2 mm of wire length, the resulting 
free torsion-wire length amounts to L  =  10 mm, with 5 mm at each side of the sample. We 
ensured that this wire was not hindered by the presence of the sample and current coil, so 
that the wire could freely wind up. Using Eq. (3.12) we calculated the angle over which 
the torsion wire winds up: d - / d T  = 1 .6  x 10_6 rad per 10_12 Nm of applied torque, com­
pared to 2.0 x 10_6rad per 10_12Nm  for the 2001 magnetometer. The discussed change 
in sample mounting did not lead to an increase of mechanical vibrations or to any other 
unwanted effects.
For sample mounting it is desirable that the epoxy posts can be moved into and re­
moved from the magnetometer while keeping the torsion wire stretched. For this purpose, 
a special clamp was developed.
The current coil, which is used for calibration and feedback purposes, is mounted 
underneath the sample. The coil has a radius Rcoil =  2.5 mm and consists of 10 turns of
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18 ^m-diameter copper wire. The windings are held together with transparent adhesive 
(Uhu), instead of with epoxy. Another difference with earlier coils is that now only 
adhesive is used to ensure the rigidity of the coil; no cigarette paper is added. To these 
changes we tentatively attribute the considerable reduction of background magnetisation 
that we observed in measurements with the 2006 magnetometer.
The optimal responsivity can be estimated via Eq. (3.12). We assume that the laser­
spot focus has a size a ~  0.15 mm and that also the optical alignment is optimal. For a 
magnetic field Btotal =  5T  at a tilt angle 9 =  10°, we estimate that d X / d M ±  =  1.2mV 
per 10-12 J/T .
In reality, calibration measurements for such a situation resulted typically in a d X / d M ±  
of 0.1 mV per 10-12 J/T , which is an order of magnitude smaller than the estimated 
optimal responsivity. We attribute this difference mainly to changes in geometry and 
laser-spot focus occurring due to cool-down from room temperature to the experimen­
tal temperature. Such changes influence d X / d -  and can, hence, reduce the responsivity 
d X / d M ± .
Having discussed the responsivity d X / d M ±  of the 2006 magnetometer, we will now 
focus on the resolution 6M±,  expressed by Eq. (3.22).
Again we estimate the smallest measurable change in magnetisation 6M± from the 
width of the noise band observed in a set of measurements on two-dimensional electron 
systems. The resolution 6M± was then found to be of the order of a few 10-12 J /T  at 
a magnetic field of 5T. In general, we found that the noise level 6 X  was independent 
of the magnetic field. Hence, the resolution improves with magnetic field according to 
6M± a  Bt"otal, as given by Eqs. (3.12) and (3.22). At a higher magnetic field, smaller 
changes 6M± can thus be measured.
3.5.2 Varying the tilt  angle 9 in situ
The design of the 2006 magnetometer allows in situ adjustment of the set-up to sample 
orientations in the range 0° < 9 < 30°, as was illustrated in Fig. 3.13. There, we discussed 
how the mirrors in the set-up can be moved and rotated to suitable orientations for a 
specific tilt angle 9 of the sample. Now, we will discuss the rotation of the sample itself: 
the in situ variation of the tilt angle in the range of 10° to 30°.
In the following, we use 9 to denote the angle at which the sample is mounted on the 
torsion wire. By adjusting the sample orientation in situ, the sample is rotated over an 
additional angle ^ , where ^  is typically of the order of several degrees. The resulting tilt 
angle is defined as (9 — vp). This angle is the new equilibrium orientation of the sample. 
Hence, during a magnetisation measurement, the feedback system keeps the sample fixed 
at this orientation.
In order to rotate the sample from its original tilt angle 9 to the new tilt angle (9 — vp) 
we exert a torque Ttilt on the sample, as illustrated in Fig. 3.14. The relation between the 
torque Ttilt and the angle ^  is defined by the characteristics of the torsion wire according
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Figure 3.14: Schematic drawing illustrating the in situ tilting of a sample. (a) The 
sample at its original orientation, with the sample normal at a tilt angle d with the 
magnetic-field direction. (b) By driving a current Ttiit through a coil that is mounted 
together with the sample, a magnetic moment mtilt is generated that is directed along 
the sample normal. In the presence of a magnetic field this magnetic moment exerts a 
torque that winds up the torsion wire over an angle ^ . The sample is thus rotated to a 
final tilt angle (d — ^).
to Eq. (3.7):
For a given torsion wire, the angle 0  thus linearly depends on the torque Ttilt.
We induce the torque by generating a magnetic moment ?ntilt with a current Itilt in a 
coil, like discussed before for calibration measurements and experiments in feedback mode. 
In the presence of a magnetic field Btotal the torque Ttilt is then given by Eq. (3.16), so 
that
Ttilt ^turns nR coil Itilt Btotal sin(9 0) y • (3.24)
Especially for the purpose of tilting we fabricated a current coil with nturns =  20 turns. 
This coil was integrated with the calibration and feedback coil, all having a radius Rcoil =  
2^ 5 mm. More detailed information about the experimental procedure that is followed to 
rotate the sample to a new tilt angle is provided in appendix B.5.
In order to keep 0  constant during a magnetisation measurement, we must keep the 
torque Ttilt constant (see Eq. (3.23)). Because a measurement typically involves a sweep 
of the magnetic field Btotal, Equation (3.24) implies that we must adjust the current Itilt 
during this sweep, according to Itilt a  Bt“tal.
We typically use currents Itilt of the order of 1mA (see appendix B.5). In order to 
prevent that the tilt current adds considerable noise to the magnetisation measurement, 
we need to send these tilt currents with an accuracy of 10 x 10-9 A, and preferably even 
1 x 10-9 A. A current step of 10 x 10-9 A corresponds with a magnetic-moment step of
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3-9 x 10 lc A mc, which is of the same order of magnitude as the magnetometer’s resolution 
6M± .
The tilt current is supplied by a data acquisition card (National Instruments DAQ PCI- 
6036E), which we control via a computer using a LabVIEW program that was developed 
for this purpose. We chose the mentioned data acquisition card because it has two 16-bits 
analog voltage outputs (±10 V) that can drive currents up to ±5m A. These outputs are 
controlled by the LabVIEW software in such a way that one offers a ‘coarse’ tilt current 
up to ±5m A  with an accuracy (least significant bit) of 0.15 f^A. The other offers a ‘fine’ 
tilt current up to ±5 f^A with an accuracy of 0.15 nA. These two signals are then summed 
by a home-made analog device that allows us to generate tilt currents up to 5 mA with 
the desired accuracy.
The LabVIEW software allows the user to set the tilt current at a fixed magnetic field. 
When the sample is thus rotated to its new tilt angle (9 — 0)  and the optical alignment has 
been adjusted such that the laser spot is at its equilibrium position X  & 0 V, the feedback 
coil can be connected to the feedback system and the magnetic-field sweep can be started. 
During the sweep the software adjusts the tilt current to keep the product (Itilt Btotal) 
constant, so that the sample is held fixed at the set tilt angle (9 — 0). Simultaneously, the 
feedback system adjusts the current in the feedback coil to counteract the magnetisation 
oscillations of the sample. In this way a magnetisation measurement is performed at the 
new tilt angle.
Figure 3.15 provides experimental proof of in situ sample tilting by showing magneti­
sation measurements that were acquired at tilt angles 9 =  15°, 18° and 21°. The sample 
was originally mounted at 9 =  15° and tilted to the other angles by applying a tilt current 
of —1-0 mA and —1-6 mA, respectively, at a magnetic field of 2.5 T. The final tilt angle 
of the sample after tilting can be estimated from the experimental data, as we will show 
here. Furthermore, it can also be extracted from the orientations of the mirrors in the 
magnetometer (see appendix B.6).
The sample exhibits magnetisation oscillations that occur at specific perpendicular 
magnetic fields B±. When the tilt angle is increased, the oscillations are observed to 
shift to higher total magnetic fields Btotal, because Btotal =  B± /  cos 9. For example, the 
oscillation that is denoted v =  4 is known to occur at B±  =  7-44 T. This perpendicular 
field corresponds with a total magnetic field Btotal =  7-6 T for 9 =  15°. For 9 =  18° 
the oscillation must occur at Btotal =  7-8 T and for 9 =  21° at Btotal =  7-9 T. As our 
observations are in accordance with these expectations, this experiment proves that the 
2006 magnetometer indeed allows magnetisation measurements at an in situ adjusted tilt 
angle.
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v = 8 v = 6 v = 4
B total [T ]
Figure 3.15: Experimentally determined magnetisation M± as a function of total mag­
netic held Btotal for three tilt angles Q. The experiments were performed at T  = 0.3 K on a 
strongly coupled bilayer two-dimensional electron system, which will be described further 
in Chapter 5. The sample was originally mounted at Q = 15° and is in situ tilted to the 
other two angles. The sample exhibits magnetisation oscillations that are indicated with 
v = 8, v = 6 and v = 4. The increase in tilt angle shifts these magnetisation oscillations 
to higher total magnetic fields Btotal. Dashed lines are added to the figure as a guide to 
the eye to visualise this shift.
3.5.3 Further details about the 2006 m agnetom eter
Further on in this thesis we will describe several experiments that were performed on 
two-dimensional electron systems using the 2006 magnetometer. The general set-up is 
the same as for the 2001 magnetometer (see Fig. 3.8). The experimental temperatures 
between 4.2 K and 0.3 K were reached in a home-made 3He immersion cryostat. The 
temperature was monitored with a ruthenium-oxide resistance thermometer that was 
mounted in the vicinity of the sample. The cryostat containing the magnetometer was 
positioned in a Bitter magnet, with which we could apply magnetic fields up to 33 T. 
In general, we used sweep rates between 0.5T/m in and 2T/m in. In order to reduce the 
influence of external mechanical vibrations, the cryostat was supported by two active- 
vibration-isolation units (Halcyonics MOD-2). Our electronic feedback system is based 
on the system that has been developed by Schaapman et al. [58]. Details about this 
feedback system are provided in appendix B.3. The pre-measurement illumination of the 
two-dimensional electron systems is performed using stray light from the optical detection 
scheme (diode laser with wavelength A =  790 nm), because the 2006 magnetometer could 
not accommodate an infrared light-emitting diode.
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During the operation of the 2006 magnetometer we encountered some specific issues. 
We discuss these issues and the associated recommendations in the following paragraphs.
R eflecting the laser beam  on the sample
The back surface of the sample (the top side in Fig. 3.12) must be optically reflective in 
order to reflect the laser beam. In the 2001 magnetometer, one could choose whether to 
polish the sample for that purpose or to mount an aluminium mirror instead. However, 
at high magnetic fields (B  > 20 T) the aluminium exhibits magnetisation oscillations that 
disturb the measurement, like shown in Fig. 3.16. Therefore, it is recommended not to 
mount an aluminium mirror together with the sample in the 2006 magnetometer.
Improving the resolution
For several experiments we noticed that the resolution of the measurement was hardly 
improved by actively feedbacking mechanical vibrations using the electronic feedback sys­
tem. This observation suggests that the responsivity of the detection system d X / d M ±  is 
the limiting factor in the sensitivity of the magnetometry set-up, and not the noise due 
to mechanical vibrations. In order to improve the resolution of the 2006 magnetometer, 
we should thus first improve the responsivity at the actual experimental conditions. A re-
<C 40
204
f=QsO
9  -20
<L> -40
10 15 20 25 30
magnetic field B totai [T]
p
T
2
1
0
Figure 3.16: Magnetisation measurement on a sample with an aluminium mirror to 
reflect the laser beam. A t high magnetic fields oscillations are detected with a period in 
BtOtai of 0.003 T-1. We attribute these oscillations to the aluminium mirror. The left 
axis plots the measured feedback current. Taking into account that the used feedback coil 
consisted of 2 turns and had a radius Rco-ll = 2.5 mm, we calculated the corresponding 
magnetisation. This is shown at the right axis in units 10-9 J/T .
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sponsivity of the order of the estimated optimal value, d X / d M ±  =  0.9 mV per 10_12 A m 2, 
should be achievable.
Towards the end of subsection 3.5.1 we suggested that the low actual responsivity is 
related to geometry changes induced by cooling down from room temperature to experi­
mental temperatures. One of the most apparent geometry changes on cool-down is related 
to epoxy having a smaller thermal expansion coefficient than brass. Therefore, the epoxy 
posts, holding the torsion wire, shrink less on cool-down than the rest of the sample space. 
In other words, on cooling the system, the epoxy posts are relatively lengthening, moving 
the torsion wire and sample downwards with respect to the in- and out-mirrors. Due to 
this relative displacement the orientations of the in- and out-mirror are not optimal any 
more. Using the knobs on top of the magnetometer, the mirrors must thus be realigned 
when the experimental temperature is reached. Furthermore, the optical-path length from 
lens to detector changes due to the shrinking of the materials on cool-down, and possibly 
also the distance between in-fiber and lens changes. The focus of the laser beam at the 
position of the detector is thus not optimal at the experimental temperature. We describe 
a procedure with which the quality of the focus can be checked in situ in appendix B.7.
We propose that the sensitivity of the focus to cool-down should be reduced. One 
option is to adjust the magnetometer such that the room-temperature optical alignment 
is preserved on cool-down. Another approach requires that the laser-spot focus can be op­
timised in situ at the experimental temperature. Implementing one of these solutions will 
improve the system’s responsivity at the actual experimental conditions and, therefore, 
also its resolution.
Optical detection at low tem peratures
As mentioned before, the 2006 magnetometer is used in a 3He immersion cryostat to 
achieve experimental temperatures in the range from 4.2 K down to 0.3 K. Commonly, the 
temperature of 1.3 K is achieved in liquid 3He. When we operated the 2006 magnetometer 
in liquid 3He at 1.3 K, we observed sample rotations even in the absence of a magnetic 
field. We propose that these vibrations are due to small bubbles being created in the 
liquid by the laser light reflecting from the sample. Such a bubble slowly grows on the 
sample, rotating it slowly. When the bubble is released, the sample abruptly rotates back 
to its equilibrium position. Figure 3.17 illustrates this behaviour. When we used gaseous 
3He instead of liquid 3He, these disturbances were not observed.
For achieving an experimental temperature of 0.3 K we cannot avoid operation in 
liquid 3He. Fortunately, we did not observe effects from bubbles at this low temperature, 
probably because the heat could be dissipated by the cold liquid before bubbles were 
created.
We propose to reduce the heat input of the laser into the sample space by implementing 
a chopper in the optical system. A chopper can be designed to block the light for, for 
example, 80% of the time. The output of the photodiodes can be monitored with lock-in 
amplifiers and further processed electronically to result in the normalised spot-position 
coordinate X , which can then be used as input for the feedback system. The response
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Figure 3.17: Visualisation of the effect of bubbles in liquid 3He at T  = 1.3 K. The plot 
shows a direct-mode measurement of the detector output X , representing the laser-spot 
position on the detector, as a function of time t in minutes. A t t = 7.5 min the laser 
power is increased. This clearly leads to bubbles being created and released at a higher 
frequency. A change in X  of 0.1V corresponds with a sample rotation of the order of 
10-4 rad and is more than an order of magnitude larger than our usual signals of interest 
(typically 5 mV, see Fig. 3.9(b)). The ‘drift’ to higher values of X  represents the sample’s 
background magnetisation in a magnetic field, as the field is swept from 18 T to 0 T during 
the shown time span.
of the current optical detection system, and the photodiodes in particular, is fast enough 
for this purpose.
M echanical vibrations
At high magnetic fields we often observed disturbances in the magnetisation signal. An 
exemplary measurement exhibiting such sudden steps is shown in Fig. 3.18. We attribute 
the disturbances to mechanical vibrations. Although these vibrations may seem to be 
small — the sample rotates over just 10-5 rad — this effect is of the order of the mag­
netisation signal we are interested in. Hence, we need to suppress these disturbances.
Since we mechanically decoupled the cryostat from the magnet using active-vibration- 
isolation units and several sandbags, we suspect that the 2006 magnetometer itself houses 
the origin of the vibrations. If a part of the magnetometer is magnetic, it will be af­
fected mechanically by the presence of a magnetic field, explaining that we observe the 
disturbances only in a field. During our investigations, we noticed that stainless steel
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Figure 3.18: Illustration of disturbances occurring at high magnetic fields. This plot 
shows raw measurement data: feedback current / fb as a function of magnetic field Btotal. 
The observed signal comprises a smooth background magnetisation on which oscillations 
of the sample’s magnetisation are superposed (indicated as ‘signal’). Besides, ‘distur­
bances’ of the same order of magnitude as the sample’s magnetisation oscillations are 
visible. The disturbances can be distinguished from the oscillations of the sample mag­
netisation by the abruptness of the disturbances. In several measurements we observed 
that the frequency with which the disturbances occur, is higher at a higher magnetic 
field. This is also visible in this exemplary measurement: the higher the magnetic field, 
the more disturbances are seen. In order to illustrate how small the mechanical distur­
bances are, we focus on the step at Btotal = 13.5 T. This undesired step amounts to 
A f  ~ 0.25 n-A, which corresponds with a sample rotation of less than 3 x 10_5 rad.
had become magnetic. Several parts of the magnetometer are made of stainless steel and 
might thus pick up mechanical vibrations. Replacing the main stainless-steel part by a 
‘fresh’ one was seen to reduce the disturbances. Nevertheless, this positive effect lasted 
only a few magnetic-field sweeps. In addition, we observed that an aluminium mirror 
could cause oscillations in the magnetisation (see Fig. 3.16). Therefore, also the in- and 
out-mirror that are mounted in the magnetometer can be suspected.
3.6 C om paring th e  2001 and th e  2006 m agnetom eter
For the 2001 magnetometer we reported a resolution of 2 x 10_12 J /T  at a magnetic 
field Btotai =  5T. For the same device, in similar operational conditions, Schaapman 
et al. reported a resolution of 2 x 10_13 J /T  at a magnetic field Btotal =  15 T, which 
is equivalent to 6 x 10_13 J /T  at Btotal =  5T, more than a factor 4 better than our 
achievement. We suggest that the difference in resolution can be explained by different
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Table 3.1: Comparison of 2001 and 2006 magnetometer.
2001 magnetometer 2006 magnetometer
Bmax 18 T 33 T
T  ■min 1.3 K 0.3 K
A max 8 mm x 8 mm 10 mm x 5 (or 10) mm
tilt angle 9 11 1 o o 0° < 9 < 30°
d - / d T 2.0 x 10_6 rad/(pN m ) 1.6 x 10_6 rad/(pN m )
d p / d - 83.4mm/rad 62.3 m m /rad
d X / d p 6.6 V/mm 14.2 V/mm
optimal d X / d M ± 0.9 mV per 10_12 J /T 1.2 mV per 10_12 J /T
actual d X / d M ± 0.7mV per 10_12 J /T 0.1 mV per 10_12 J /T
resolution 5M± 5 X 1 o 1 J T 8 X 1 o 1 3 J T
at Btotal =  5 T =  5 x 1010 ^ B =  8 x 1010 ^ B
post-processing techniques: by averaging the magnetisation data, the resolution can be 
significantly improved. In contrast to Schaapman we did not take such post-processing 
into account for the values reported in this thesis, neither for the resolution of the 2001 
magnetometer, nor for that of the 2006 magnetometer. We estimate that averaging can 
improve our resolution at least a factor 4. In the following comparisons, we will implement 
this factor into the resolution for both our magnetometers.
We compare the specifications of the 2006 magnetometer to those of the 2001 mag­
netometer in Table 3.1. We present the maximum magnetic field Bmax at which the 
magnetometer can be operated, given the available equipment in the laboratory, and the 
lowest experimental temperature Tmin. The maximum sample size that can be accommo­
dated in the magnetometer is indicated by A max and we also list the accessible range of 
tilt angles 9. Furthermore, the terms are quantified that influence the responsivity via 
Eq. (3.12). The optimal responsivity is compared with the experimentally determined, 
actual responsivity. Finally, the resolution 5M± is presented, as it is derived from the 
experimental data for Btotal =  5 T, including the effect of data averaging. It is expressed 
in units J /T  as well as in Bohr magnetons f^ B =  9.274 x 10_24 J /T . The Bohr magneton 
represents the orbital moment of a free electron. The value of the resolution in f^ B is, 
therefore, an indication of the smallest number of electrons that can be detected.
Comparing the 2001 and the 2006 magnetometer, we conclude that the devices offer 
similar performance (resolution). Especially the performance of the 2006 magnetometer 
allows room for improvement, since its actual responsivity d X / d M ±  is considerably sub­
optimal. The advantages of this newly developed magnetometer are that it offers access 
to higher magnetic fields and to lower temperatures, where we should note that the access 
to higher magnetic fields is only valuable if the disturbances due to mechanical vibrations 
(see, for example, Fig. 3.18) are suppressed. Furthermore, the 2006 magnetometer allows 
in situ adjustment of the sample’s tilt angle.
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3.7 C om parison to  other m agnetom eters
We will now discuss other magnetometers that have been reported in literature. We 
will focus on some typical devices that are used for magnetisation measurements on two­
dimensional electron systems (2DESs). First, we will give some background information 
about the different devices. After that, we will compare their specifications to those of 
our magnetometers.1
Meinel et al. have presented a highly sensitive SQUID-susceptometer for magneti­
sation studies [33,62]. The word ‘SQUID’ is an acronym of ‘superconducting quantum 
interference device’. The disadvantage of the technique on which the SQUID is based, is 
that it cannot be applied at high magnetic fields. The field is limited to Bmax =  10 T. 
Furthermore, the technique does not allow sweeping of the magnetic field: the measure­
ments have to be performed at a constant magnetic field. The energy-level spectrum 
of the 2DES is then probed by varying the electron density in the system via a gate. 
The device described by Meinel et al. allows simultaneous SQUID, magnetoresistance 
and magnetocapacitance measurements, offering simultaneous access to these different 
physical properties for comparison.
Jones and Potts et al. have developed a capacitive torque magnetometer [54,63], based 
on designs presented in [37,64]. This magnetometer is further developed by Matthews et 
al. [65]. The two-dimensional electron system is fixed onto a rotor that is suspended by 
a torsion wire. Due to the torque exerted by the sample’s magnetisation, the rotor will 
rotate. This rotation is detected capacitively: the rotor is provided with an electrode that 
forms two capacitors with a split static electrode underneath. The differential capacitance 
is a measure for the rotation and, hence, for the sample’s magnetisation.
Also Wiegers et al. have developed a capacitive torque magnetometer [34,66], based 
on the designs presented in [37,53,64]. In this case, the sample is mounted in an epoxy 
‘wheel’ that is attached to a torsion wire. The wheel acts as the rotor. Its rotation is 
detected by an array of capacitors between the (rotating) rotor and a surrounding (static) 
stator.
Faulhaber et al. have applied a similar wheel magnetometer with capacitive detec­
tion [55]. In contrast to Wiegers et al., they did not sweep the magnetic field. Instead, 
they studied the two-dimensional electron system by varying the electron density, like 
Meinel et al.. Since the sample is contacted, magnetisation and magnetoresistance mea­
surements can be performed simultaneously. The choice of Faulhaber et al. to fix the 
magnetic field and to vary the electron density instead, is based on the desire to study 
the 2DES in the absence of effects arising from a time-varying magnetic field.
Harris et al. have presented an integrated micromechanical magnetometer with optical 
detection. First, they have applied the device for measurements on magnetic samples [67] 
and, next, they have also reported measurements on 2DESs [68]. The sample is inte­
grated in a micromechanical cantilever that is fabricated by molecular beam epitaxy. The 
resonance frequency of the cantilever is used to reveal the magnetisation of the 2DES,
1 After writing this section we noticed a recent topical review by A. Usher in which a similar comparison 
of magnetometers is presented [61].
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Table 3.2: Specifications of several magnetometers for measurements on 2DESs. The 
resolution is given for a magnetic field Btotal = 10 T.
References resolution [J/T] sample area [mm2] resolution per mm2 [J/T]
Springborn [70,71] 3 X 10-16 1 0.3 X 10-15
Harris [67,68] 3 X 10-19 7 X 10-4 0.4 X 10-15
Jones [54,63,65] io-13 144 1 X 10-15
Wiegers [34,66] io-14 16 1 X 10-15
Schwarz [41,56,69] 3 X 10-15 1.5 2 X 10-15
Faulhaber [55] < 10-13 16 3 X 10-15
2006 magnetometer 4 X 10-13 100 4 X 10-15
2001 magnetometer 3 X 10-13 64 5 X 10-15
Meinel [33,62] 7 X 10-14 7 10 X 10-15
since the shift of the resonance frequency is a measure of the sample’s magnetisation. The 
cantilever resonance is excited with a piezoelectric crystal and its displacement is detected 
by a fiber optic interferometer.
Also Schwarz and Wilde et al. have realised a micromechanical cantilever magne­
tometer [41,56,69]. The magnetisation of the sample exerts a torque that deflects the 
cantilever. This deflection is detected capacitively. The presented magnetometer allows 
in situ rotation of the sample, offering access to tilt angles 10° < 9 < 85°.
Springborn and Ruhe et al. have applied a similar micromechanical cantilever magne­
tometer [70,71]. Instead of using capacitive detection like Schwarz and Wilde et al., they 
detect the deflection of the cantilever with a fiber optic interferometer. Only a fixed tilt 
angle is allowed, for example 9 =  15°.
We compare the specifications of these devices as extracted from literature in Table 3.2. 
If necessary, we translated the reported resolution to a value representative for a magnetic 
field Btotal =  10 T. Furthermore, we also present the resolution normalised to a sample 
area of 1 mm2, in order to allow a fairer comparison of the different magnetometers. The 
specifications of the 2001 and the 2006 magnetometer are also included in the table. For 
the 2001 magnetometer the specifications are presented as reported by Schaapman [57] 
and as reported in this thesis. For the 2006 magnetometer we use as sample size the 
maximum allowed 10 mm x 10 mm.
The comparison shows that especially Springborn and Ruhe et al. [70,71] distinguish 
themselves from the rest, having developed a device with an order of magnitude better 
resolution, while also offering a relatively simply interpretable measurement. Moreover, 
their set-up allows simultaneous magnetisation and magnetoresistance measurements. A 
very good resolution is also reported by Harris et al. [67,68], but their measurement offers 
less direct access to the sample’s magnetisation, as it involves measuring the resonance 
frequency of the cantilever.
All torque magnetometers with capacitive detection offer a resolution of the order of
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10_15 J /T  for 1mm2 sample area. In general, a cantilever magnetometer offers a better 
absolute resolution than a torsion-wire based device. Because the latter type of torque 
magnetometer usually allows mounting of much larger samples, the resulting resolution 
per sample area is similar. Our torsion-wire based torque magnetometers with optical 
detection offer almost comparable resolution as the capacitive devices, while ensuring 
that the measurement is not influenced by unwanted electronic effects such as capacitive 
coupling. Note that also the magnetometer of Springborn and Ruhe et al. uses optical 
detection and, hence, evades electronic influences. Because torque magnetometry with 
optical detection is not hindered by electronic effects, while torque magnetometry with 
capacitive detection is not affected by the influence of laser light, we consider these two 
measurement techniques as complementary.
One aspect of all magnetometers that is difficult to compare is the ease of use. In gen­
eral, measuring such tiny magnetisation signals is a very demanding task. All discussed 
magnetometers are home-made devices. The environment of the experimental set-up as 
well as the level of experience of the user play an important role in achieving magnetisa­
tion results of high quality. Based on our current knowledge, we expect that cantilever 
magnetometry with optical detection, i.e. using a fiber optic interferometer, is the most 
promising technique for future magnetisation measurements on 2DESs.
3.8 Sum m ary
Torque magnetometry is based on the effect that a magnetic moment that is situated 
in a magnetic field experiences a torque, which can be detected. The technique allows 
determination of anisotropic as well as isotropic magnetic moments. We focussed on 
anisotropic signals, because the magnetisation of our LDESs represents an anisotropic 
magnetic moment. Therefore, the LDES is positioned in a homogeneous magnetic field 
such that its sample normal is directed at a tilt angle 9 with the magnetic-field direction. 
The sample is mounted onto a torsion wire. When a torque is present, the wire winds up 
over an angle - ,  which typically amounts to only a fraction of a degree.
We detect this rotation optically. A laser beam is reflected from the sample onto an 
optical detector. The output voltage X  of the detector represents the position of the laser 
spot on the detector surface. We defined the responsivity of the torque magnetometer 
as d X / d M ±  with M±  the perpendicular magnetisation component. The responsivity 
depends on the properties of the torsion wire, the geometry of the optical path in the 
magnetometer, the detector geometry and the size of the laser-spot focus. Furthermore, 
the responsivity is influenced by the magnetic field and the tilt angle 9 . The performance 
of the magnetometer is characterised by its resolution 8M±,  which represents the smallest 
magnetisation change that can be detected. The resolution depends on the responsivity 
of the set-up and on the main noise source, which is usually the noise due to mechanical 
vibrations. An improved resolution can be achieved by reducing the noise or by increasing 
the responsivity, whichever is the limiting factor.
For calibration and feedback purposes we mounted a current coil together with the
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LDES. We usually operate the set-up in feedback mode, because this offers three advan­
tages. First, the sample is kept fixed at its equilibrium orientation 9 , which allows the 
highest sensitivity of the detector. Secondly, the feedback current is a direct measure of 
the magnetisation of the LDES, making calibration measurements superfluous. Thirdly, 
the feedback system allows active damping of mechanical vibrations, thus improving the 
resolution of the magnetometer.
We discussed the two torque magnetometers that are in our possession. The already 
existing 2001 magnetometer is suitable for operation at 4He-temperatures in an 18-Tesla 
superconducting magnet and in a 15-Tesla Bitter magnet. It requires a tilt angle 9 =  10°. 
The newly developed 2006 magnetometer is designed for operation in a 3He immersion 
cryostat in a 33-T Bitter magnet. Its design allows all tilt angles in the range 0° < 9 < 30°. 
The tilt angle can be varied in situ in the range 10° < 9 < 30° by exerting a torque Ttilt 
by sending a current through a current coil that is mounted together with the LDES.
We compared the performance of our devices to that of other magnetometers reported 
in literature, showing that we achieve similar performance (8M± of the order of 10_13 J /T  
for Btotal =  10 T) as devices based on capacitive detection. Micromechanical-cantilever 
magnetometry with optical detection is considered the most promising technique for future 
highly-sensitive magnetisation measurements.
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Chapter 4 
M agnetisation of a single-layer 2DES
A bstract
We present the magnetisation of a high-mobility single-layer two-dimensional 
electron system. As the magnetisation of such systems is well known, this 
experimental study offers an excellent test to validate the newly developed 
2006 magnetometer. The observed magnetisation exhibits the expected mag­
netisation steps at even integer filling factors that are related to Landau-level 
transitions. This signal is successfully explained by a density-of-states model 
consisting of Gaussian-broadened Landau levels on top of a filling-factor de­
pendent background. Furthermore, at high magnetic fields and low tempera­
tures magnetisation steps at odd integer filling factors are observed, indicating 
enhanced spin gaps. The effective ^-factors associated with these enhanced 
spin gaps agree with literature values. Surprisingly, we have also found ad­
ditional structure in the magnetisation that cannot be explained within the 
known energy-level scheme of the two-dimensional electron system. This ad­
ditional structure consists of strongly temperature-dependent magnetisation 
signals at the high-field side of magnetisation steps related to Landau tran­
sitions as well as spin transitions. We tentatively attribute these additional 
magnetisation signals to diamagnetic currents that are carried by edge states.
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4.1 Introduction
We measured the magnetisation of a well-known system: a single-layer two-dimensional 
electron system (2DES). As discussed in Chapter 2, its magnetisation M±  is expected 
to exhibit a B -^periodic sawtooth-like oscillation that is strongly associated with the 
oscillation of the chemical potential x  in the energy-level scheme of the 2DES (Fig. 2.7). 
The magnitudes of the magnetisation steps are directly related to the sizes of the energy 
gaps that are crossed by the chemical potential via Eq. (2.59). Magnetisation steps 
are predicted to occur for two kinds of energy gaps: Landau gaps and spin gaps. As 
explained in Chapter 2, the bare spin splitting is negligible in comparison to the Landau- 
level splitting and is, therefore, expected to be hardly detectable. When it is enhanced due 
to electron-electron interactions, the spin splitting can nevertheless lead to a measurable 
magnetisation step.
Before we present and discuss our experimental results for the single-layer 2DES, we 
will first introduce the sample system and the particulars of the experiment.
Our single-layer 2DES is realised in a silicon delta-doped GaAs/Al0.33Ga0.67As het­
erojunction that is grown by Molecular Beam Epitaxy by Dieter Schuh at the Tech­
nische Universitat Munchen. There, the following wafer specifications were determined 
at T  =  1.5 K and after illumination with infrared light: the Hall mobility is ^ Hall =  
2.7 x  106 cm2 V-1 s-1 and the electron Hall density ns =  4.5 x 1015 m-2 , such that only 
the lowest two-dimensional subband is occupied by electrons [72]. Our sample has an 
area of A  =  3.56 x 10-5 m2 and, thus, contains a constant number of electrons of 
N  =  nsA =  1.6 x 1011 (Eq. (2.30)). These and further sample details are listed in 
appendix C.
Magnetisation measurements were performed with the 2006 magnetometer in 3He 
contactgas at temperatures of 4.2 K and 1.3 K, and in 3He liquid at 0.3 K. The sample 
normal is tilted an angle 9 = 1 9 °  with respect to the magnetic-field direction. The 
magnetometer is operated in feedback mode. Before the measurement the sample was 
indirectly illuminated with infrared light of wavelength A =  790 nm in order to increase 
the carrier density from its as-grown value to the value given by the specifications.
Figure 4.1 presents typical magnetisation traces for the single-layer 2DES after sub­
traction of a monotonous background. The magnetisation is plotted as a function of the 
perpendicular magnetic field B±.  This magnetic field influences the number of filled en­
ergy levels, known as the filling factor v , which is shown at top axis of the figure. For 
simplicity, we indicate the measured magnetisation by M  instead of M±,  noting that 
M  =  (0, 0, M±)  for the single-layer system. The magnetisation is normalised to the num­
ber of electrons N  and it is expressed in effective Bohr magnetons fJ_B (see definition in 
Eq. (2.58)). As mentioned in Chapter 2, ^B =  1.384 x 10 -22 A m 2 for GaAs.
The currently presented 4.2 K and 1.3 K magnetisation data are in agreement with the 
results of Schaapman, who has performed these experiments for exactly the same sample 
in the 2001 magnetometer up to magnetic fields of 17 T [72]. Originally, the sample
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Figure 4.1: Magnetisation of the single-layer 2DES as a function of perpendicular mag­
netic held B±, measured at temperatures T  = 4.2 K, 1.3 K and 0.3 K. The top axis 
indicates the filling factor v = hns/(eB±) (Eq. (2.32)). Traces are offset for clarity. Note 
that the horizontal scale is different for magnetic fields above 13.5 T. Parts of traces that 
have a different colour were measured or processed separately. Even integer filling factors 
correspond to Landau-level transitions (LL) and odd integer filling factors to transitions 
across the spin gap (S). The 4.2 K result shows the rounded-off sawtooth oscillation, pe­
riodic in the filling factor v , that is predicted for the 2DES magnetisation of a realistic 
sample (see Fig. 2.8). A t lower temperatures a surprising, additional magnetisation ‘dip’ 
appears at integer filling factors, which conceals the presence of the usual sawtooth-like 
oscillation. We added dashed lines as a guide to the eye to distinguish the usual 2DES 
magnetisation steps from the additional, unusual signal.
was 7.5 x 7.5 mm2 large and fitted well in the 2001 magnetometer. In order to make it 
suitable for the 2006 magnetometer with tilting option, one dimension was cut back to 
below 5mm, leading to the above stated 2DES area A  =  3.56 x 10_5 m2. As the current 
experimental results agree with those of Schaapman, we conclude that the development of 
the 2006 magnetometer has been successful: besides being able to reproduce the results of 
the 2001 magnetometer, we have even extended the ultra-sensitive torque-magnetometry 
possibilities at the High Field Magnet Laboratory to include a temperature of 0.3 K and 
magnetic fields above 17 T.
filling factor
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We will now focus on the interpretation of the oscillatory magnetisation in Fig. 4.1.
At an experimental temperature of 4.2 K the 2DES magnetisation is observed to exhibit 
rounded-off, sawtooth-like magnetisation steps at the even filling factors v =  2, 4,6 and 
8. These steps are related to transitions of the chemical potential across the Landau gap. 
Furthermore, a step at the odd filling factor v  =  1 is seen, indicating an enhanced spin 
transition.
For decreasing temperature the most eye-catching observation is the appearance of 
additional, strongly temperature-dependent magnetisation ‘dips’ around integer filling 
factors. As these dips are superposed on the Landau and spin magnetisation steps, we 
added dashed lines to Fig. 4.1 to guide the eye in distinguishing the unusual dips from 
the usual Landau and spin steps. The presence of the dips cannot be explained within 
the framework of the simple energy-level scheme that we discussed in Chapter 2. Further­
more, we rule out that the additional magnetisation dips are related to non-equilibrium 
currents [13,54,73-78], because the magnetisation signal is observed to be independent of 
the direction of the magnetic-field sweep.
We will further investigate these additional signals in section 4.4; until then we will 
ignore the presence of the dips. Section 4.2 will be devoted to a discussion of the usual, 
sawtooth-like magnetisation steps at Landau-level transitions and Section 4.3 to the steps 
related to enhanced spin transitions. In order to facilitate these discussions, we will first 
explain how we characterise the different magnetisation signals.
4.1.1 ‘S ize’ and ‘w id th ’ o f the m agnetisation  signals
The magnetisation oscillations related to Landau and spin transitions are observed as 
rounded-off sawtooth-like steps with a finite slope at integer filling factor. The rounding off 
is related to energy-level broadening and the finite slope can be attributed to a background 
density of states (see Fig. 2.8). We define the ‘size’ A M  and the ‘width’ A B ±  of such 
rounded-off steps as illustrated in Fig. 4.2(a). In order to determine the step size A M , 
we extrapolate the steps to integer filling factor, as shown in the figure. By following this 
procedure we aim at determining the step size that is corrected for the step width, thus 
correcting for the effect of the background density of states.
At low temperatures an additional dip is present, superposed on the usual Landau 
and spin magnetisation step. We define the size AMdip of the additional magnetisation 
dip as indicated in Fig. 4.2(b). Due to the presence of this dip, the usual Landau and 
spin steps are partly concealed. When we extract the width A B ±  of these steps, we 
take into account that the steps are centred around integer filling factor. Hence, we can 
approximate the underlying step as shown by the dashed line in the figure.
4.1.2 T herm odynam ic energy gap
As we have seen in Chapter 2, the oscillatory behaviour that is exhibited by the 2DES 
magnetisation originates in the oscillation of the chemical potential %. The sizes AM  
of the magnetisation steps are associated with the sizes of the energy gaps A E  that are
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Figure 4.2: Zoom of Fig. 4.1 for the magnetisation traces experimentally determined at 
4.2 K and 0.3 K. (a) Graphical illustration of the ‘size’ A M  and the ‘width’ AB ± of a 
normal magnetisation step. (b) A t temperatures below 4.2 K an additional magnetisation 
dip is superposed on the usual Landau and spin steps. Due to the additional dip the 
underlying step is partly concealed, so that we cannot use the definition of the step width 
AB± that was illustrated in graph (a). We visualise an appropriate definition for AB±  
in graph (b), taking into account that the step is centred around integer filling factor.
We use a dashed line to indicate the shape of the normal Landau step. Furthermore, we 
illustrate how the size of the additional magnetisation dip AMdip is defined.
crossed by the chemical potential via Eq. (2.59):
A E  =  B ± A M .  (4.1)
We will use this expression to translate the measured magnetisation steps into the asso­
ciated thermodynamic energy gaps. For B±  we use the value that is associated with the 
centre of the observed step.
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4.2 M agnetisation  steps at even  filling factors
We will now focus on the magnetisation steps at even filling factors: the steps related to 
transitions of the chemical potential across the Landau energy gap.
We extracted the magnetisation step sizes A M  from magnetisation measurements 
that were performed at T  =  0.3 K (like the trace shown in Fig. 4.1) according to the 
procedure described in subsection 4.1.1. We focus on the Landau-level steps, occurring 
at even integer filling factors v =  2, 4, 6, . . . ,  and we ignore the presence of the additional 
magnetisation dip. Using Eq. (4.1) we translated the measured magnetisation-step sizes 
A M  into the corresponding thermodynamic energy gaps A E .
The extracted gap sizes A E are plotted in Fig. 4.3 as a function of perpendicular 
magnetic field B±. The error bars indicate the spread in the measurements. For an ideal 
2DES with negligible spin splitting at a temperature close to 0 K, the Landau energy gaps 
are expected to equal the cyclotron energy huc (see Eq. (2.28)). This energy is indicated in 
the figure by a dashed line. We observe that the measured energy gap is generally smaller 
than the cyclotron energy. We attribute this energy-gap reduction solely to energy-level 
broadening, because we already corrected the experimentally determined magnetisation 
step sizes A M  for a background density of states (see subsection 4.1.1).
filling factor v 
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Figure 4.3: Energy gaps at Landau-level transitions as extracted from 0.3 K magnetisa­
tion measurements on the single-layer 2DES. An example of such a magnetisation mea­
surement was shown in Fig. 4.1. The resulting energy gaps A £Ll  are plotted as a func­
tion of perpendicular magnetic held B± (bottom axis) and filling factor v (top axis). The 
dashed line indicates the cyclotron energy Twc and the solid line is a fit to the data points 
for v > 6. The fit is described by A E  = Twc — (0.79 ±  0.08) meV. The difference between 
the cyclotron energy Tuc and the fit offers a measure for the energy-level broadening: 
2 r  = (0.79 ±  0.08) meV.
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4.2.1 Energy-level broadening
We extract an estimate of the energy-level broadening by extrapolating the energy gaps 
A E  that are plotted in Fig. 4.3 to low magnetic fields. For this extrapolation we only take 
into account the data points for filling factors v > 6 , i.e. for magnetic fields B± < 4T, 
because we suspect that we overestimated the step sizes at v  =  2 and 4 due to the presence 
of the large additional dips that conceal the exact shape of these steps. The data points 
for v > 6 are fitted to a straight line having the same slope as the cyclotron energy, so 
that the resulting fit is described by A E =  %uc — (0.79 ±  0.08) meV. We conclude that 
the level broadening must be of the order of 0.79 meV. We interpret this value as 2T, i.e. 
twice the half-width of a Gaussian level profile. The level-broadening parameter that we 
can extract from this result has thus the value r  ~  0.4 meV.
The level-broadening parameter r  is associated with the quantum lifetime Tq, which 
is a measure of the time between scattering events. The relation between r  and Tq is 
dictated by Heisenberg’s uncertainty principle:
Tq =  r  . (42)
The extracted level broadening r  ~  0.4 meV thus corresponds with a quantum lifetime 
Tq ~  1.6 x 10_12 s. Such a value of Tq is common for a high-mobility 2DES [15].
4.2.2 Background density  of sta tes
As noted before, the observed magnetisation signal exhibits steps with a certain width 
A B ±  instead of the infinitely narrow discontinuities that are predicted for an ideal 2DES. 
The non-zero step width is attributed to the presence of electron states in the energy gap: 
the background density of states. We will now translate the step widths A B ±  that were 
observed for even integer filling factors v =  2, 4, 6 , . . . into an estimate of the number of 
states in the associated Landau gaps. We follow the approach that was introduced by 
Wiegers et al. [34].
A magnetisation step occurs at the magnetic field at which the chemical potential 
crosses an energy gap (see Chapter 2). At this magnetic field the chemical potential is 
thus located in an energy gap, which implies that an integer number of energy levels 
is completely filled. Hence, the filling factor v is an integer. Besides, v  is constant as 
long as the chemical potential resides in the gap. The filling factor v  is related to the 
perpendicular magnetic field B±  via Eq. (2.32):
v =  T B t-  (4'3>
Using this relation, we associate the width A B ±  of the step at integer filling factor v  with 
the number of states ng that is crossed by the chemical potential in the gap during the 
magnetic-field interval AB±:
e v
ng =  A ns =  h  A B ±  . (4.4)
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Defining B v as the perpendicular magnetic field that corresponds with the integer value 
of v according to Eq. 4.3, we can rewrite Eq. (4.4) to
AB
n g Us ±
B v
(4.5)
The relative number of gap states ng/ n s is thus equal to A B ± / B V. The density of states 
in the gap can then be estimated to be [41]
Dg ng
A E
(4.6)
where A E  is the energy splitting between the highest occupied and the lowest unoccupied 
energy level. D g is interpreted as the background density of states in that gap.
Following this method, we determined ng from the observed magnetisation-step widths 
A B ±  that were extracted according to the procedure described in subsection 4.1.1. From 
this ng we then derived the background DOS via Eq. (4.6), substituting the measured 
thermodynamic energy gaps that were plotted in Fig. 4.3 for A E . The resulting back­
ground density of states Dg is shown in Fig. 4.4 as a function of filling factor v . We 
express Dg as a percentage of the zero-field density of states D0, which was introduced in 
Eq. (2.5).
We observe that the relative density of states in the gap increases with filling factor. 
The data can be described by a linear fit,
Dg—^ =  a +  b v , 
D0
(4.7)
with a =  (5.0±  1.1) % and b =  (2.4± 0.3) %. Equation (4.7) indicates that the background 
density of states consists of a magnetic-field independent part and one that does depend on
filling factor v
Figure 4.4: Relative background density of states Dg/ D 0 for the single-layer 2DES as 
a function of filling factor v . We extracted the background DOS from the Landau steps 
observed in the 0.3 K magnetisation measurements by following the method of Wiegers 
et al. [34] that is described in the text. The dashed line indicates a linear fit to the data: 
Dg/Do = (0.050 ±  0.011) + (0.024 ±  0.003) v .
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the perpendicular magnetic field (via the filling factor v ). Our observation of a background 
DOS depending linearly on the filling factor is in agreement with observations found in 
literature [41,43]. Furthermore, also the extracted amounts Dg/D 0 agree with reported 
values [36,39,41-43].
4.2.3 M odelling th e 2DES m agnetisation
In order to calculate the magnetisation of a realistic two-dimensional electron system using 
the theory that was presented in subsection 2.3.1, we first need to model the density 
of states of this 2DES. The model parameters describing the DOS of our system were 
extracted from the experimental data in the previous subsections: the level-broadening 
parameter r  and the background density of states Dg. Using the found r  =  0.4 meV and 
x  =  Dg/D 0 =  0.050 +  0.024 v , we modelled the 2DES magnetisation for temperatures 
of 0.3 K, 1.3 K and 4.2 K. The modelling results are shown in Fig. 4.5 together with the 
corresponding experimentally determined magnetisation.
filling factor 
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Figure 4.5: Comparison of the theoretical model to experimentally determined mag­
netisation traces for the single-layer 2DES at T  = 4.2 K, 1.3 K and 0.3 K. The traces for 
different temperatures are offset for clarity. The magnetisation M  is normalised to the 
number of electrons N , and it is shown as a function of perpendicular magnetic field B±. 
The model, which was discussed in section 2.3, is aimed at reproducing the magnetisation 
steps at Landau transitions (even integer filling factors). Because the spin splitting of the 
energy levels is not taken into account, no steps at odd integer filling factors are modelled. 
Furthermore, also the additional magnetisation dips that appear at temperatures below 
4.2 K are not incorporated in the model. The theoretical model assumes Gaussian level 
broadening with half-width r  = 0.4 meV and a background density of states characterised 
by x = Dg/Do = 0.050 + 0.024 v .
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Figure 4.5 shows that the modelled magnetisation agrees well with the measured traces. 
We thus conclude that we can model the Landau magnetisation steps of a realistic single­
layer two-dimensional electron system with a simple model, based on an energy-level 
scheme that incorporates only Landau-level splitting.
4.3 M agnetisation  steps at odd filling factors
We will now focus on the magnetisation steps at odd filling factors. These steps are 
related to transitions of the chemical potential across the spin gap, which was introduced 
in subsection 2.2.3. As mentioned there, the bare spin gap amounts to only
A ES =  \g | ^ B^totai =  0.025 [meV/T] Btotal (4.8)
(see Eq. (2.14)). For the magnetic-field range of our interest, this gap A E S is generally 
too small to be observed as a magnetisation step. At low temperatures the spin gap can, 
nevertheless, be enhanced by Coulomb exchange interaction, leading to magnetisation 
steps that are detectable at odd integer filling factors, as reported in Refs. [25-34].
The effect of Coulomb exchange interaction on the spin gap is explained as follows. 
The Pauli exclusion principle states that electrons with the same spin cannot occupy the 
same state. Hence, the spatial separation of electrons with opposite spin is smaller than 
that of electrons with the same spin. The smaller the distance r between two electrons, 
the higher the electrostatic interaction energy (Coulomb energy) E C:
e2
e c =  4-------- , (4.9)4^ere0 r
with e the electron charge and ere0 the permittivity. Because the inter-electron distance 
r is smaller for electrons with opposite spin, the Coulomb energy of a system of such 
electrons is higher than that of a system of electrons with only one polarity. The energy 
gap between spin-up and spin-down states is therefore enhanced whenever there is an 
imbalance in population of the states. Such an imbalance occurs especially at odd integer 
filling factors, when the spin-up state of the highest occupied Landau level is completely 
filled, while the spin-down state of this level is completely empty.
Our observations of a magnetisation step at v  =  1 for all temperatures and of steps 
at v =  3, 5 and 7 for T  =  0.3 K (see Fig. 4.1) indicate such a spin-gap enhancement. In 
order to compare the strength of the observed enhancement to reports from literature, we 
first need to determine the sizes of the enhanced gaps.
We extracted the magnetisation step sizes A M  from the 0.3 K measurement and con­
verted these to thermodynamic energy gaps A E  via Eq. (4.1). Figure 4.6(a) shows the re­
sulting spin gaps, together with a dashed line that represents the bare spin gap (Eq. (4.8)). 
The spin gaps at v =  1, 3, 5 and 7 are clearly enhanced with respect to the bare spin gap.
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The enhanced spin gap can be described by implementing an effective Lande factor g* 
in Eq. (4.8):
AEs,enh =  \g* | M-B^ total (4-10)
(presented before as Eq. (2.16)). Using this expression we extracted the effective Lande 
factors \g*\ that correspond to the observed enhanced spin gaps A Espin. The resulting 
values for \g*\ are plotted in Fig. 4.6(b).
The values for \g* \ that we present here are comparable to values that have been 
reported in literature for low-temperature magnetisation measurements on single-layer 
2DESs. For filling factor v  =  1 we extracted \g*\ =  10 ±  8 , which is in agreement with 
\g*| ~  8 [34], \g*\ 14 [79] and \g*\ ~  7 [43]. The large error margin on our value is due 
to the presence of the large additional magnetisation dip, which made a more accurate 
determination of the step size impossible. The observed enhanced spin gap at filling factor 
v  =  3 was characterised by \g* | = 6  ±  3. Reported values are \g* | = 5  [41] and \g* | ~  4.8 
or, with different data processing, 6.4 [42].
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Figure 4.6: (a) Energy gaps A £spjn at spin transitions as extracted from the magneti­
sation traces measured for the single-layer 2DES at 0.3 K, such as the trace shown in 
Fig. 4.1. The resulting energy gaps are plotted as a function of total magnetic field, to­
gether with the bare spin splitting (dashed line). The large error bar for v = 1 is due to 
the presence of the large additional magnetisation dip at this filling factor, which severely 
complicated the accurate determination of the magnetisation-step size A M . (b) Effec­
tive g-factor corresponding to the spin gaps plotted in (a), together with a theory-based 
fit to the data points: \g*\ = 0.44 + (2.09 ±  0.11) [T_1 2^] VB total. See text for further 
details. (c) Ratio of exchange energy EX to Coulomb interaction energy E C for the ex­
perimentally determined spin gaps of the single-layer 2DES, together with a linear fit: 
Ex/Ec = (0.028 ±  0.002) [T“ 1] Btotai.
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Figures 4.6(a) and (b) show that the spin-gap enhancement increases with magnetic 
field Btotal. We will discuss this magnetic-field dependence in the following.
When we interpret the size of the enhanced spin gap (Eq. (4.10)) as the sum of the 
bare spin gap (Eq. (4.8)) and the exchange energy E X,
A Es,enh =  \g* \ MB Btotal =  \g\V-BB total +  EX , (4.11)
we can express the effective Lande factor \g*\ as
E x
\g*\ =  \g\ +  — Bt -  ■ (4.12)M-B Btotal
This expression implies a magnetic-field dependence of \g*\, which we want to compare 
with the experimentally observed dependence seen in Fig. 4.6(b). We thus need an expres­
sion for the theoretical Btotal-dependence of the exchange energy EX. Following Ref. [28] 
we write the exchange energy EX in the form
N + - N\
e x =  aEC  n ^ t N  • (413)
with a  a dimensionless proportionality factor. N  (N J  is the number of electrons with 
spin up (down), and E C is the Coulomb energy (Eq. (4.9))
„  e2 1 e2 I eB±
E c =  737— — =  7Z—  Y (4.14)4nere0 lB 4nere0 V h 
where the magnetic length (Eq. (2.50))
i r  h
{ e B ± \
characterises the distance between two electrons. The symbol 7o represents the permit­
tivity of vacuum, e0 =  8.854 • 10“12 F /m , and er =  12.4 is the static dielectric constant of 
GaAs [80].
Equation (4.13) expresses the exchange energy as the product of three terms. The 
first, a , is a dimensionless proportionality factor, which is supposed to be constant. The 
second, the Coulomb energy E C, indicates that the exchange energy E X scales with the 
electrostatic interaction energy because of the Pauli exclusion principle. Finally, the third 
term represents the difference between the relative populations of the two spin states. At 
spin filling factors, i.e. at odd integer v , the magnetic-field dependence of this third term 
is given by
N  -  N i  =  1  =  B .  = e cos 9 B (415)
N  +  N  v hns hns total ’ 
using that for a tilt angle 9 the perpendicular magnetic field is B±  =  Btotal cos 9.
All together, based on Eq. (4.12) we predict that the magnetic-field dependence of the 
effective Lande factor \g* \ at spin filling factors can be expressed as
, *, I , ,  1 e2 le cos(9) Btotal e cos(9) Btotal ,A
, g \ =  ,g\ +  a  4 n 7 7 o \ — h--------------- (4-16)
=  0.44 +  3.82 [T -1/2] a v B t a . (4.17)
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In the last step all appropriate values have been entered, such as the tilt angle 9 =  19° 
and the electron density ns =  4.5 x 1015 m-2.
When we fit the experimentally determined \g*\, shown in Fig. 4.6(b), to the form
\g* \ =  0.44 +  , (4.18)
we find a prefactor a =  (2.09±0.11) T -1/2, from which we can derive that the dimensionless 
proportionality factor a  has the value a  =  a/3.82 =  0.55 ±  0.03. This value is of the 
same order of magnitude as the a  that can be extracted from the paper by Nicholas et. 
al. [28], which is a  =  0.41. Hence, the observed magnetic-field dependence of the spin 
enhancement is reasonably similar to that reported in Ref. [28].1
Next, we will look at the same data and model from a slightly different perspective. 
As was proposed in Ref. [28], we assume that the exchange energy EX is proportional to 
the Coulomb energy E C. Combining Eqs. (4.13) and (4.15), we can write
e x =  a e  cos 9 p  ( . 19)
EC =  ~ h n r Btotal • ( 9 )
=  0.028 [T-1] Btotal • (4.20)
where we substituted the previously derived a  =  0.55. Thus, we expect that the ratio 
EX/E C depends linearly on the magnetic field.
Figure 4.6(c) plots the ratio of the experimentally determined exchange energies EX to 
the Coulomb energy of Eq. (4.14). The data behave according to expectation: a linear fit 
through the origin can be made that is described by EX/E C =  (0.028 ±  0.002) [T-1] Btotal. 
This result is of the same order of magnitude as the proportionality factor EX/E C ^  
0.016 [T-1] Btotal that has been presented in Ref. [41] for low-temperature magnetisation 
measurements on a single-layer 2DES.
As a final exercise in investigating the magnetisation signal related to spin transitions, 
we tested whether we could reproduce the magnetisation oscillation at v  =  1 by a simple 
model calculation. Figure 4.6(b) indicates that filling factor v =  1 is characterised by an 
effective Lande factor \g*\ ^  10. We modelled the magnetisation around this filling factor 
according to the model from section 2.3. We assumed a constant \g*\ =  10 for the whole 
magnetic-field range from 13 to 28 T and the same level broadening r  =  0.4 meV and 
background density of states x  =  0.050 +  0.024 v  as derived for the Landau magnetisation 
signal in the previous section. We plot the modelling results for 4.2 K, 1.3 K and 0.3 K 
together with the measured magnetisation traces in Fig. 4.7. The simple model is seen 
to reproduce the experimentally observed magnetisation step related to the transition of 
the chemical potential across the spin gap at v =  1, except for, of course, the additional 
dip.
1Reference [28] reports E X v  =  20.8 [K T -1/2] vB T- This expression corresponds with a  =  0.41. 
Similarly, we can translate our proportionality factor a  =  0.55 to  the expression used by Ref. [28]. Our 
a  =  0.55 then corresponds with EX v  =  a  E C =  28.9 [K T -1/2] VBT-
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Figure 4.7: Comparison of the theoretically modelled magnetisation with the experi­
mentally determined magnetisation signal at spin step v = 1 of the single-layer 2DES 
for T  = 4.2 K, 1.3 K and 0.3 K. The traces for different temperatures are offset for clar­
ity. The magnetisation is shown as a function of perpendicular magnetic held. The 
model assumes a constant effective Lande factor \g* \ = 10, Gaussian level broaden­
ing with half-width r  = 0.4 meV and a background density of states characterised by 
x  = Dg/D 0 = 0.050 + 0.024 v . The model was not aimed at reproducing the additional 
magnetisation dip superposed upon the spin step.
Summarising, the magnetisation steps that are observed in the low-temperature data 
at odd integer filling factors are associated with enhanced spin gaps. We extracted the 
sizes A E  of these gaps from the observed magnetisation step sizes A M  using the ther­
modynamic relation between these quantities, Eq. (4.1). The found enhancement is in 
agreement with reported values. We showed that our simple magnetisation model can 
reproduce the observed step at v  =  1 by using an enhanced ^-factor of |g*| =  10.
4.4 A dditional m agnetisation  signal at integer filling 
factors
We discussed in the previous sections the sawtooth-like magnetisation signal that was 
observed for the single-layer two-dimensional electron system. Using model calculations 
we illustrated that the measured steps are associated with steps of the chemical potential 
across the Landau gaps and the enhanced spin gaps in the simple energy-level structure 
of the 2DES, which is known as the Landau-level fan.
We will now discuss the additional dips that are observed superposed on the sawtooth­
like oscillation at low temperatures. In contrast to the sawtooth-like steps related to
filling factor 
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Landau and spin gaps, we cannot explain these additional signals within the commonly 
known Landau-level fan. We will discuss this in the following.
Figure 4.8(b) shows the chemical potential x  that results when we interpret the mag­
netisation dips in the same way as we commonly interpret the Landau steps and spin 
steps: we converted the dip sizes to energy gaps via Eq. (4.1). The figure clearly shows 
that the resulting behaviour of x  implies energy gaps that are non-existent in the Landau- 
level fan. The known energy-level scheme can thus definitely not provide an explanation 
for the observed additional dips.
This explanation must be sought for in the basis of the theory: the definition of the 
magnetisation. Equation (2.2) defines the magnetisation as minus the derivative of the 
free energy F  to the magnetic field:
total
(4.21)
N,T
assuming a constant number of electrons N  and a constant temperature T . The observa­
tion of the additional magnetisation dip thus implies a magnetic-field dependent change in
filling factor v 
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Figure 4.8: This figure illustrates that the additional magnetisation dips can not be 
related to energy gaps in the commonly known 2DES energy-level scheme. (a) Experi­
mentally determined magnetisation M± for the single-layer 2DES at T  = 0.3 K, as shown 
before in Fig. 4.1, exhibiting the unexpected magnetisation dips at integer filling factors 
v . (b) Sketch of the chemical potential x  that results if  we interpret the measured M± 
as due to transitions of x  across energy gaps. The sizes of the dips in x  are estimated 
using Eq. (4.1). The graph shows that such dips in x  do not at all fit in the energy-level 
scheme of the 2DES.
99
4 Magnetisation of a single-layer 2DES
the free energy F . Hence, there must be a reservoir of electrons that can absorb and emit 
energy in such a way that it causes these magnetisation dips. As we already excluded that 
the common Landau-level fan could explain the dips, we will present an other interpreta­
tion: we suggest that the magnetisation dips originate from diamagnetic currents that are 
carried by the edge states. Equilibrium edge currents have been predicted theoretically 
by Geller and Vignale [81,82]. Bremme et al. have suggested that these currents can be 
detected with magnetisation experiments [83].
Before we further discuss our tentative interpretation, we will sum up all our obser­
vations with respect to the surprising magnetisation dips. These observations allow us 
to exclude several other effects that can be suspected to cause additional magnetisation 
signals.
4.4.1 Q ualitative discussion o f the observations
Strong tem perature dependence
Magnetisation measurements were performed on our high-mobility single-layer two-di­
mensional electron system at temperatures of 4.2 K, 1.3 K and 0.3 K. We showed such 
measurements in Fig. 4.1 at page 87.
At T  =  4.2 K we observe that the magnetisation exhibits the expected rounded-off 
sawtooth-like oscillations of almost 2 f^ B top-top size that are related to transitions of the 
chemical potential across the Landau gap. In addition, a small magnetisation step is seen 
at v  = 1, which is explained by a transition of the chemical potential across an enhanced 
spin gap.
At a lower temperature, T  =  1.3 K, we observe again the expected Landau and spin 
steps at integer filling factors. However, an additional feature is now seen to be present 
in the magnetisation at the integer filling factors v  =  2 and v  =  1. This feature looks like 
an overshoot of the usual magnetisation step. The Landau step, for example, is ideally 
a step in the magnetisation from 1 f^ B above the zero-field magnetisation value to 1 f^ B 
below this value. Nevertheless, at v =  2 we now observe a step from 1 f^ B above the 
zero-field value to as much as 2 f^ B below this value. When the magnetic field is further 
increased, the magnetisation increases again until it reaches its usual track. This overshoot 
to negative magnetisation values can also be viewed as a magnetisation ‘dip’ that is 
superposed on the familiar Landau and spin steps. We prefer the latter interpretation 
and terminology, because the term ‘overshoot’ raises the expectation that the additional 
excursion to negative magnetisation values occurs as a continuation of the magnetisation 
step, having the same slope as the usual Landau or spin step. That is, however, not in 
agreement with our observations, where we see a magnetisation decrease that is clearly 
steeper than for the Landau or spin step.
The 0.3 K magnetisation measurement shows that the additional features have become 
much stronger. Dips are now superposed on many Landau and spin steps, and the dips 
are several f^ B deeper than at 1.3 K. Moreover, the magnetisation decrease is steeper, and 
it takes higher magnetic fields to bring the magnetisation back to its usual track.
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We conclude that the additional magnetisation dips exhibit strongly temperature- 
dependent behaviour. Further on, when we present a quantitative discussion of the ob­
servations, we will visualise this temperature dependence in Fig. 4.10.
Appearance at integer filling factors
As mentioned before, we observe the additional magnetisation dips only at magnetic 
fields B±  related to integer filling factors v . At integer filling factors, an integer number of 
energy levels is completely filled in the two-dimensional electron system. In this situation, 
the 2DES is in a zero-resistance state, and at all other magnetic fields the 2DES is 
in an insulating state. The observation of the dips at integer filling factors suggests 
therefore that the magnetisation dips only appear when the conductivity of the 2DES is 
high. The observed strong temperature dependence of the magnetisation dips supports 
this suggestion, because the 2DES conductivity is known to be strongly temperature 
dependent.
N ot due to non-equilibrium  currents
Figure 4.9 presents experimental proof that the dips are independent of the magnetic-field 
sweep direction. Hence, the additional magnetisation dips can definitely not be attributed 
to non-equilibrium currents. Such non-equilibrium currents cause magnetisation signals 
that change sign when the sweep direction is changed: the currents appear as magneti­
sation dips for a positive magnetic-field sweep and as peaks for a negative magnetic-field 
sweep. Non-equilibrium currents are strongly temperature-dependent and only appear at 
integer filling factors, as only then the 2DES is conductive. We will present magnetisa­
tion measurements on a bilayer two-dimensional electron system showing fingerprints of 
non-equilibrium currents in Chapter 5 (Figs. 5.9 and 5.12). Then, we will provide more 
details about the origin of non-equilibrium currents (in subsection 5.4.1).
As a further investigation we halted a magnetic-field sweep for several minutes while 
the magnetisation signal was in a magnetisation dip (at v  =  2). The signal was observed to 
be constant in time to an accuracy of 1.4 x 1010 fJ-B, which equals the resolution of the set­
up (a few 10“12 J /T  before data averaging, see section 3.6). This result provides further 
support that the magnetisation dips are equilibrium signals and can not be associated 
with non-equilibrium currents. Since non-equilibrium currents are induced by a change 
in magnetic field, these currents decay when the magnetic-field sweep is halted; typical 
decay times are reported to be of the order of seconds [54].
Summarising, the main differences between the observed magnetisation dips and non­
equilibrium currents are: (i) the magnetisation signal does not depend on the direction 
of the magnetic-field sweep, and (ii) the dips do not decay when the magnetic field is 
halted. Even though the additional magnetisation dips occur with similar temperature 
dependence and at similar magnetic-field values as non-equilibrium currents, the differ­
ences force us to conclude that we cannot attribute the additional magnetisation dips to 
non-equilibrium currents.
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Figure 4.9: Experimentally determined magnetisation M± for the single-layer 2DES 
at T  = 0.3 K, like plotted before in Fig. 4.1, shown for different magnetic-field sweep 
rates and directions. (a) Two measurements for a sweep rate of 0.5 T/min with different 
sweep directions, as indicated by the arrows. (b,c) Two measurements for a sweep rate 
of 2.0 T/min. Sweep directions are indicated by arrows. The high-field measurement is 
shown in (c) on a different horizontal scale than the low-field measurement in (b) in order 
to enhance the visibility of the data. More noise is present at high fields due to mechanical 
vibrations (see subsection 3.5.3).
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N o m easurem ent artefacts
In our opinion, the unexpected magnetisation dips are no measurement artefacts. We will 
now provide arguments supporting this statement.
Besides the measurements presented in this chapter, we also performed measurements 
on the same sample in a different magnet, implying different preparation, different cool­
down, etcetera. For those measurements the 2DES was at a tilt angle 9 =  15°. Although 
experimental difficulties prevented the acquisition of measurement data of high quality, the 
magnetisation dip was observed in this experiment as well, and seen to be of comparable 
size to the values presented here. This observation proofs that the magnetisation dips are 
not artefacts present in only a single cool-down.
The additional dips have not been reported for magnetisation measurements on ex­
actly the same sample, performed at 1.3 K in the 2001 magnetometer [72]. We explain 
this discrepancy by the small dip size we observed at 1.3 K and the strong temperature-
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dependence of this size. If the experimental temperature in the 2001 magnetometer has 
been slightly higher than that in the 2006 magnetometer, it is possible that the dips were 
not noticeably present.
The illumination of the 2DES with infrared light might cause some unwanted effects. 
Nevertheless, we expect that this illumination can not explain such magnetisation dips as 
were observed. The 2DES is illuminated in order to increase the density of mobile electrons 
in the GaAs quantum well via persistent photoconductivity. As an unwanted side-effect, 
the density of free electrons in the AlGaAs could be increased as well, creating a parallel 
conducting channel. The magnetisation contribution of the parallel channel is expected to 
be smooth and without oscillatory behaviour [58]. The existence of such a parallel channel 
can thus not offer an explanation for the observed magnetisation dips. Furthermore, even 
if the parallel conducting channel would exhibit an oscillatory magnetisation signal, its 
oscillation frequency is not expected to coincide with the oscillation frequency of the 
2DES magnetisation. The oscillation frequency is purely defined by the electron density, 
and the electron density in the AlGaAs parallel channel will differ from that in the GaAs 
quantum well.
In conclusion, we are confident that the observed magnetisation dips are not due to 
artefacts of the measurement set-up.
Explanation why the dips have not been observed before
Now we have discussed — and rejected — several explanations for the occurrence of the 
additional magnetisation dips, we will focus on the absence of such dips in literature.
We did not find any reports about comparable observations, even though the ex­
perimental magnetisation of single-layer two-dimensional electron systems is generally 
thought to be well-understood nowadays [43]. Hence, the striking difference between our 
magnetisation results and the ones reported in literature is that we observe the additional 
magnetisation dips, whereas others have not noticed them. Nevertheless, there is also a 
second difference. Many others observe magnetisation features related to non-equilibrium 
currents [43,54,74-78], while such features are absent in our data. We will now discuss 
whether these two differences can be related.
In general, non-equilibrium currents are observed in a high-mobility single-layer 2DES 
at 1.3 K. At lower temperatures the currents can be so strong that the oscillatory thermo­
dynamic magnetisation of the 2DES can not be detected any more [43]. Phenomenologi­
cally, it has been found that when a 2DES is illuminated with infrared or red light before 
the start of the measurements, the non-equilibrium currents are less apparent or even fully 
absent from the magnetisation signal [34]. The illumination probably reduces the poten­
tial fluctuations in the two-dimensional electron system, allowing sufficient dissipation to 
quench the non-equilibrium currents [84].
The two-dimensional electron system in our measurement set-up is continuously illu­
minated with infrared light: besides the pre-measurement illumination, the sample is also 
illuminated during the measurement due to infrared stray light from the optical detec­
tion system (further information about the detection system was provided in Chapter 3).
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Hence, we can explain the absence of non-equilibrium currents in our magnetisation ob­
servations by the illumination with infrared light.
We now suggest that it is precisely this absence of the non-equilibrium currents that 
facilitates the observation of the additional magnetisation dips: we can explain why such 
dips have not been reported before when we suppose that the dips have then been masked 
by the presence of non-equilibrium currents.
4.4.2 Q uantitative discussion o f the observations
We will now present a quantitative discussion about the detected additional magnetisation 
dips. When we discuss our tentative interpretation in the next subsection, we will associate 
these quantitative magnetisation results with diamagnetic currents that are carried by the 
edge states in the 2DES.
We extracted the magnitudes of the observed additional magnetisation dips AMdip 
according to the procedure that was illustrated in Fig. 4.2 on page 89. The results 
are plotted in Fig. 4.10 as a function of perpendicular magnetic field B±. As usually, 
we normalised the magnetisation AMdip to the number of electrons N  in the 2DES. 
Furthermore, we normalised the dip sizes to fJ-B, so that a dimensionless number results.
The data indicate that the dip magnitude increases approximately linearly with mag­
netic field, according to
AMdip =  a B L . (4.22)
^B
Figure 4.10 illustrates that this dependence is twice as strong for the magnetisation dips 
at even integer filling factors (Landau transitions) as for those at odd v (spin transitions), 
so that
a even — 2 a odd • (4.23)
Furthermore, we note that the value of a  is strongly temperature dependent: 
a even — 0.11T-1 and a odd — 0.05T-1 at T  — 1.3K ,
and
a even — 0.50 T _1 and a odd — 0.25 T_1 at T  — 0.3 K .
In addition, the data suggest the existence of a critical magnetic field B c. Magneti­
sation dips only appear at magnetic fields B± > Bc. The value of this critical magnetic 
field Bc is associated with a magnetisation-dip size AMdip/^B =  1. Equation (4.22) then 
implies that the critical magnetic field Bc can be expressed as
Bc =  -  . (4.24)
a
Because the magnetisation dips at even integer filling factors are associated with a different 
proportionality constant a  than the dips at odd integer v , also two critical fields exist: one
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Figure 4.10: Magnitude of the observed additional magnetisation dip AMdip plotted 
as a function of perpendicular magnetic held B± for (a) T  = 1.3 K and (b) T  = 0.3 K. 
The dip sizes are extracted from magnetisation measurements, like the ones shown in 
Fig. 4.1, according to the procedure that was illustrated in Fig. 4.2. The lines aevenB± 
and aoddB± are added to the graphs to visualise that the magnetisation dip sizes increase 
approximately linearly with magnetic held. The observations suggest that this increase 
is twice as steep for dips at even filling factors (closed squares) as for dips at odd filling 
factors (open squares): at 1.3 K the behaviour is described by a even = 0.11 T-1 and 
a odd = 0.05 T-1 and at 0.3 K by a even = 0.50 T-1 and a odd = 0.25 T-1. The data 
furthermore suggest the existence of two critical magnetic fields, Bc,even and Bc,odd, which 
are associated with AMdip/^B = aBc = 1 (grey horizontal line). The magnetisation dips 
are only observed at magnetic fields above this critical field. The temperature dependence 
of a implies that also the critical magnetic fields Bc are temperature dependent.
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for the effect at even filling factors and one for that at odd v . Because the experimental 
observations suggest that a even =  2 a odd, we can extract that
Bc,even 2) Bc,odd • (4-25)
Furthermore, the temperature dependence of a  implies that the critical magnetic fields 
decrease with temperature. Figure 4.10(a) illustrates that the critical magnetic fields at 
T  =  1-3 K are such that these practically coincide with filling factors v  =  2 and v  =  1: 
we extracted Bc,even =  9-4 T and Bc,odd =  18-8 T. As we only expect magnetisation dips 
at integer filling factors for B± > Bc, we can conclude that at temperatures just above 
1.3 K the critical magnetic fields are so large that no magnetisation dips can be observed.
Summarising:
•  The dips only appear at integer filling factors, i.e. when the 2DES is conducting.
•  The magnitude of the magnetisation dips increases linearly with magnetic field.
•  The increase is twice as strong at Landau filling factors as at spin filling factors.
•  The increase is stronger at lower temperatures.
•  The dips only appear at magnetic fields at which their magnitude is AMdip > 1 ^
•  The dips are, therefore, only present at temperatures T  < 1-3 K.
4.4.3 Interpretation as a d iam agnetic effect
As mentioned in the beginning of this section, the additional magnetisation signals sug­
gest that a reservoir of electrons exists that can absorb and emit energy. Within this 
framework, we will now present a tentative interpretation of the measured magnetisation 
dips.
As we will explain in the following, we interpret the magnetisation dips as magnetic mo­
ments due to diamagnetic currents, which are carried by edge states in the two-dimensional 
electron system. When we discuss the implications of this interpretation, we will show 
that all features of the observations can be accounted for.
M agnetic m om ent due to an electronic edge current
The magnetisation dips only appear when the conductivity of the 2DES is high, which 
suggests that the magnetisation dips should be interpreted as magnetic moments due to 
an electronic current.
We propose that this electronic current is carried by the so-called ‘edge states’ in the 
2DES. At integer filling factor, i.e. when the magnetisation dips appear, the chemical
106
4.4 Additional magnetisation signal at integer filling factors
potential x  resides in the gap between the highest occupied and the lowest unoccupied 
energy level. The edge states, which are located along the edge of (homogeneous parts of) 
the sample, are the only electronic states that can transport a current in this situation [85, 
86].
D iam agnetic effect
Our observation of a magnetisation dip implies that it is related to a magnetic moment 
that is directed oppositely to the direction of the magnetic field. Such a magnetic moment 
is associated with a diamagnetic current. Further support for the interpretation of the dips 
as a diamagnetic effect is provided by the observation that the magnitude of the observed 
magnetic moment AMdip depends linearly on the magnetic field. We will explain this in 
the following.
We will discuss diamagnetism as it is commonly known. We follow the semiclassical 
description that has been presented in Ref. [87].
Diamagnetism is commonly associated with an electron in atomic orbital. We assume 
that the electron has mass m e and traces a circular orbit with radius r. When a magnetic 
field B±  is applied perpendicular to the plane of the orbit, the electron speeds up in its 
orbit, acquiring an additional angular momentum A l according to [87]
A l  =  - 1  eB ±r 2 • (4.26)
This Al due to the presence of B±  can be associated with a change in orbit radius r, a 
change in orbital velocity v or a change in both r and v, since the angular momentum l 
of the electron equals
l =  \r x  p \ =  m erv , (4.27)
with p  =  m ev the momentum of the electron. Nevertheless, because we can describe 
diamagnetism in terms of the angular momentum l we do not need to know the detailed 
dependence of r and v on B±.
The additionally acquired angular moment A l is associated with a magnetic moment
e
A m  =  -----Al (4.28)
2me v ;
e2r2
=  - 4mL B ± • (4.29)
4m e
Hence, the electron acquires an additional magnetic moment Am that depends linearly on 
B±  and that is directed oppositely to the magnetic field, as indicated by the minus sign. 
This effect is diamagnetism. We note that diamagnetism is an equilibrium phenomenon: 
it does not require a time-varying magnetic field.
Our observations are thus similar to diamagnetism in the sense that we observe mag­
netic moments that are directed oppositely to the magnetic-field direction and that lin­
early increase in magnitude with magnetic field. We therefore interpret the observed 
magnetisation dips as diamagnetic effects.
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Im plications of the interpretation
Common diamagnetism requires that the electron traces an orbit even in the absence of 
the magnetic field B ±. The above example therefore discussed an electron in an atomic 
orbital. Because the electrons in a two-dimensional electron system are motionless in the 
absence of a field, we suggest that we should start our discussion at a certain magnetic 
field, which we identify with the observed critical magnetic field Bc. At this magnetic 
field the speed and orbit of the electron are such that the current in the edge state is 
coherent. The application of a magnetic field A B ±  > B c then induces the additional 
angular momentum Al that results in the observed additional magnetic moment AMdip 
according to Eq. (4.28).
As expressed in Eq. (4.22), the experimental results indicate that the electron acquires 
an additional magnetic moment that satisfies
AMdip
^B
a B ± , (4.30)
with a  a proportionality factor that is twice as large for dips at even filling factors than 
for dips at odd v  (see Fig. 4.10). Substituting Eq. (2.58) for the effective Bohr magneton 
we can rewrite the above expression to
eh
A M "p = w  a B l  ■ (4-31)
For comparison, we now repeat Eq. (4.29),
e2r2
\Am\ = -----B ± , (4.32)
4m e
which expresses the magnitude of the additionally acquired magnetic moment Am  accord­
ing to the theory of diamagnetism. In order to interpret the comparison in an insightful 
way, we associate the additionally acquired magnetic moment Am  with an increased an­
gular frequency of the electron in an orbit of fixed area. We can then extract the area 
n r 2 of this orbit by equating the observed and theoretical magnetic moments, Eqs. (4.31) 
and (4.32), respectively. The area that results is
n r2 =  — • (4.33)
e
The observation that a even ~  2aodd then implies that the orbit area n r2 is twice as large 
when a full Landau level is filled (at even integer v ) than when only a half Landau level is 
filled (at odd integer v ). This result can be interpreted by assuming that two spin states 
participate in the effect at even v , while only one spin state participates at odd v .
When we express a  in terms of the critical magnetic field Bc using Eq. (4.24), we find 
that the orbit area (Eq. (4.33)) equals
h
n r 2 =  , (4.34)
eBc
= 2 , (4-35) 
=  2 < c , (4.36)
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where we use lBc to denote the magnetic length lB (Eq. (2.50)) for B±  =  Bc. We will now 
show that this experimentally extracted orbit area equals the theoretical orbit area that 
is associated with the edge state for B±  =  Bc.
In order to extract the orbit that is associated with the edge state at a certain magnetic 
field, we will first express the edge current I edge and the magnetic moment Medge that is 
generated by this current.
The number of edge states is equal to the number of energy levels that is completely 
filled, which is expressed by the integer filling factor v . We can thus interpret the edge 
current Iedge as a charge e v  (consisting of one electron per edge state) that revolves its 
orbit with the cyclotron frequency u c/(2n):
Iedge =  e v ^  , (4.37)2n
hns eB \
=  e —----------- , (4.38)
eB± 2nm*
=  . (4.39)
2nm*
where we expressed v  according to Eq. (2.32) and u c according to Eq. (2.8). The symbol 
ns represents the electron density, which is given by Eq. (2.30) as ns =  N /A  with N  the 
total number of electrons in a sample of area A.
We associate a magnetic moment M edge with the edge current:
Medge =  IedgeA , (4.40)
where A  is the area of the 2DES sample. Substituting Eq. (4.39) and expressing A  as 
N /n s, we can write the magnetic moment Medge as
eh
M-ge =  N  2 m  ■ (4-41)
=  2 N  ^B • (4.42)
The magnetic moment M edge is the magnetic moment of the complete sample. As we 
discuss the magnitudes of the additional magnetisation dips in terms of the magnetisation 
per electron, we will now also normalise the magnetic moment M edge to the total number 
of electrons N  in the sample. According to Eq. (4.42), the total magnetic moment Medge 
can be generated by N  electrons with each a magnetic moment of 2^B. We suppose that 
these electrons revolve in circular orbits with the cyclotron frequency. Interpreting the 
single-electron current thus as a charge e times the frequency u c /(2n), we can extract 
the corresponding single-electron orbit area Aorbit from the magnetic moment that is 
associated with the single electron:
2 ^B =  e ^  Aorbit, (4.43)2n
eh eB
=  e ----- - Aorbit, (4.44)2nm* 2nm*
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so that
h
Aorbit =  2 n , (4.45)eB±
=  2 nlB , (4.46)
with lB the magnetic length according to Eq. (2.50). Because lB is the radius of the 
cyclotron orbit for the lowest (j =  0) Landau level, we see that Aorbit equals twice the 
area of this cyclotron orbit.
We note that the theoretical orbit area that is associated with the edge state for 
B±  =  Bc equals the experimentally extracted orbit area (see Eq. (4.36)). This striking 
result strongly supports our proposal that the diamagnetic effect operates on electrons 
that are carried by the edge states.
Summarising, we interpret the electronic current that is carried by the electrons in 
the edge states as a current that is carried by all 2DES electrons, each revolving an 
orbit with area 2nlBc. We relate our experimental results, which were described as the 
magnetisation AMdip per electron, to the speeding up of such a single electron in the 
presence of a magnetic field.
Note that the assumption that all N  electrons carry the current by revolving in orbits 
with area 2nlB has been done for simplicity. The experimental data can be equally well 
described by assuming that only a fraction x  of the electrons plays a role. These x N  
electrons then revolve in orbits with area (2nlBc)/x.
Tem perature dependence
We will now shortly discuss the temperature dependence of the observed diamagnetic 
effect.
For T  =  0^3K, the experimental results suggested a even =  0^50T _1 (see Fig. 4.10). 
Relating this value to the orbit area n r 2 via Eq. (4.33), we extract an orbit radius r =  
26 nm. The critical field that is associated with the mentioned a even is Bc>even =  2 T.
For T  =  1.3K we extracted a even =  0.11 T _1 from the experimental data. Associating 
this value with an orbit area via Eq. (4.33), we find an orbit radius r =  12 nm. Comparing 
this result to the radius of 26 nm that we found for T  =  0^ 3 K, we conclude that the 
orbits are smaller at higher temperatures. Within the context of our interpretation, we 
can relate this observation to a decreasing conductivity of the 2DES, which results in a 
shorter coherence length at higher temperatures.
Finally, we want to make a remark about the temperature dependence of the ‘width’ of 
the additional magnetisation dips. We define this width as the magnetic-field range around 
integer v for which we observe the additional signal superposed on the usual Landau or 
spin step. For example, the dip that was shown in Fig. 4.2(b) on page 89 is associated 
with a width of approximately (10.5 T — 9.0 T) =  1.5 T. According to our experimental 
observations (see Fig. 4.1), this dip width increases for decreasing temperature. This 
result offers a striking resemblance with the widths of the plateaus that are observed
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in the quantum Hall effect [15]. Because the origin of these plateau widths is not yet 
understood, we suggest that our experimental results might support the investigations in 
that direction.
4.5 Sum m ary
The magnetisation of a high-mobility single-layer two-dimensional electron system is mea­
sured with the 2006 magnetometer. The results are in agreement with previous measure­
ments performed with the 2001 magnetometer, so we conclude that the 2006 magnetome­
ter can be considered to be a reliable instrument.
We observed magnetisation steps related to Landau transitions. This experimental 
signal was compared to a magnetisation model in the framework of the simple energy- 
level scheme. A good match was achieved when Gaussian-shaped levels with r  =  0^4 meV 
and a background density of states with x  =  0^050 +  0^024 v were assumed.
At odd filling factors enhanced spin steps were observed, from which an effective 
Lande factor |g*| and an exchange energy E X were derived. Both |g*| and E X behave 
as expected from a theoretical viewpoint, and their values are in agreement with ones 
reported in literature.
At low temperatures we observed unexpected magnetisation signals superposed on the 
magnetisation steps. We tentatively interpreted these additional magnetisation dips as 
diamagnetic currents, carried by the edge states of the 2DES. This interpretation allowed 
us to explain practically all features of our experimental data.
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Chapter 5 
M agnetisation of bilayer 2DESs
A bstract
We present magnetisation measurements on a weakly coupled bilayer two­
dimensional electron system and on a strongly coupled bilayer 2DES, showing 
proof that the purely electronic transition across the symmetric-antisymmetric 
gap is accompanied by a step in the magnetisation of the bilayer. As expected, 
this step is larger for the system with strong coupling. The magnitudes of all 
magnetisation steps, Landau as well as symmetric-antisymmetric, are strongly 
reduced in comparison to the ideally expected step sizes. We successfully a t­
tribute this reduction to a density of states consisting of broadened energy 
levels on top of a background density of states. The density of states is found 
to depend on the character of the energy gap in which the chemical potential 
resides in such a way that the bilayer with stronger coupling has a larger num­
ber of states in the gap. Magnetisation measurements in an additional in-plane 
magnetic field show that the coupling of the wells is reduced. The coupling of 
the weakly coupled system is observed to be reduced such that its wells are 
even effectively decoupled. The experimentally determined magnetisation of 
the strongly coupled bilayer 2DES exhibits a strongly temperature-dependent 
additional peak-feature superposed on the magnetisation step at total filling 
factor v =  4. The observations suggest that this feature is associated with a 
sudden quenching of the symmetric-antisymmetric splitting due to correlation 
effects.
Part of this work is published in
I. M. A. Bominaar-Silkens et al.: Magnetization of bilayer two-dimensional electron systems, 
New Journal of Physics 8, 315 (2006);
I. M. A. Bominaar-Silkens et al.: Interaction effects observed in the magnetization of a bilayer 
two-dimensional electron system, Physica E 34 (1-2), 191 (2006);
I. M. A. Bominaar-Silkens et al.: Magnetization of a bilayer 2D electron gas, International 
Journal of Modern Physics B 18 (27-29), 3665 (2004).
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5.1 Introduction
We investigate the magnetisation of two bilayer two-dimensional electron systems in this 
chapter. As discussed in subsection 2.2.1 (Fig. 2.1 on page 10), a bilayer 2DES consists of 
two quantum wells that are separated by a thin barrier, such that the wave functions of the 
two wells overlap and the wells are electronically coupled. This electronic coupling causes 
an energy splitting: symmetric-antisymmetric splitting. The symmetric-antisymmetric 
energy gap is denoted A Sa; the stronger the coupling of the wells, the larger A Sa.
The energy-level scheme of a bilayer 2DES in a magnetic field thus consists of two 
Landau-level fans, in contrast to the single-layer scheme, which consists of only one 
Landau-level fan. The bilayer has one fan for each symmetry; the antisymmetric states 
are shifted A Sa upwards in energy with respect to the symmetric states (see Fig. 2.3 on 
page 21).
Due to the magnetic-field dependent level degeneracy that is typical for two-dimen­
sional electron systems, the chemical potential x  oscillates as a function of perpendicular 
magnetic field in a B j 1-periodic manner (see Fig. 2.4 on page 23). At total filling factors 
v  =  4(j +  1) the chemical potential crosses a Landau gap, so that Ax =  huc — ASa. At 
v  =  4j  +  2 it crosses the symmetric-antisymmetric gap (Ax =  Asa), and at odd total 
filling factors it crosses the spin gap. As the behaviour of x  is directly reflected in the 
magnetic-field dependence of the magnetisation M  of the bilayer 2DES, we expect steps in 
the magnetisation that are related to all these energy gaps (see Fig. 2.7 on page 30). We 
will focus in this chapter on the steps related to Landau transitions and those associated 
with symmetric-antisymmetric transitions. We will translate the observed magnetisation 
step sizes A M  to the sizes of the associated energy gaps via Eq. (2.59): A E =  B± A M .
The symmetric-antisymmetric energy splitting A sa can be tuned via the coupling of 
the two bilayer wells. One of our bilayer structures has a thin barrier, such that its 
wells are strongly coupled: it has a symmetric-antisymmetric splitting that is of the order 
of the Landau splitting. The other bilayer structure has a thicker barrier and, thus, a 
smaller ASA, where the superscript ‘0’ indicates that this is the splitting at zero magnetic 
field. The magnetisation steps that are associated with transitions across the symmetric- 
antisymmetric gap are therefore expected to be smaller for the weakly coupled bilayer 
than for the strongly coupled system. We will discuss our observations in section 5.2.
The coupling of the wells of a given bilayer structure can be reduced by the applica­
tion of an in-plane magnetic field, i.e. by positioning the sample at a larger tilt angle 
9 (see Fig. 2.6 on page 28). The zero-field symmetric-antisymmetric splitting ASa is 
then reduced to an effective value ASa, which is expected to lead to smaller symmetric- 
antisymmetric steps and larger Landau steps in the bilayer magnetisation. We will inves­
tigate this effect in section 5.4.
Before we present and discuss our experimental results for the bilayer 2DESs, we will 
first introduce the sample systems and the particulars of the experiment.
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Both bilayer structures are grown by Molecular Beam Epitaxy by Dirk Reuter and 
Andreas D. Wieck at the Ruhr-Universität Bochum, and both consist of two 10 nm wide 
GaAs quantum wells embedded in Alo.35Gao.65As. Electrons are provided to the wells by 
modulation doping: the AlGaAs material on the left and right is symmetrically doped with 
silicon, at a distance of the order of 50 nm from the wells. Magnetotransport experiments 
on reference bilayer samples with similar layer sequence and doping, and equipped with 
a top gate, have shown that the wells of our ungated samples are well balanced.
The weakly coupled bilayer structure is characterised by a 4.0 nm thick barrier, so 
that the centre-to-centre distance between the two 10nm-wide wells is d =  14.0 nm. The 
total electron concentration is ns =  6.6 x 1015 m-2 and the Hall mobility amounts to 
^Haii =  4.2 x 105 cm2 V" 1 s-1 . The specified ns and ^ Hall were determined in Bochum at 
conditions similar to the actual experimental conditions in zero magnetic field, i.e. at 
low temperature after illumination with infrared light. The magnetisation sample of the 
weakly coupled bilayer structure has an area of 3.7 x 10" 5 m2 and it fits in the sample 
space of both the 2001 and 2006 magnetometer.
The strongly coupled bilayer structure is characterised by a 2.5 nm thick barrier, so 
that the distance between the well centres is d =  12.5 nm. The structure has a total 
electron concentration ns =  7.1 x 1015 m -2 and Hall mobility ^ Hall =  1.9 x 105 cm2 V" 1 s-1 . 
From this strongly coupled bilayer structure we have three samples with each an area of 
approximately 5 x 10" 5 m2.
We estimated the size of the symmetric-antisymmetric gap using the numerical method 
of Snider [18], which self-consistently solves the Schrädinger and Poisson equations. For 
the weakly coupled 2DES we found ASa ~  1.0 meV and for the strongly coupled bilayer 
A°a ^  3.6 meV. An overview of all sample specifications is given in appendix C.
The magnetisation measurements were performed with the 2001 magnetometer in a 
superconducting magnet. Temperatures between 4.2 K and 1.4 K were reached in 4He 
contactgas in a 4He bath cryostat. Before the measurement the sample under study was 
indirectly illuminated with an infrared light-emitting diode of wavelength A =  940 nm, 
in order to increase the carrier density from its as-grown value. The magnetisation 
measurements indicated carrier densities that are slightly larger than the specifications: 
ns =  8.6 x 1015 m -2 for the weakly coupled bilayer and ns =  7.4 x 1015 m -2 for the strongly 
coupled bilayer. For the strongly coupled bilayer sample the sample normal was tilted 
by an angle 9 ~  13° with respect to the magnetic-field direction. The weakly coupled 
structure was mounted at 9 ~  12°.
We also performed magnetisation measurements with the 2006 magnetometer in a 
Bitter magnet. Temperatures of 4.2 K and 1.3 K were achieved in 3He contactgas and a 
temperature of 0.3 K was reached in 3He liquid. In this set-up, the pre-measurement illumi­
nation was done using the infrared detection laser, A =  790 nm, leading to approximately 
the same electron densities ns as experimentally observed with the 2001 magnetometer. 
More details about the measurements on the bilayer 2DESs using the 2006 magnetometer 
will be given in section 5.4 and in the subsequent section.
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5.2 E xperim ental results
We present typical magnetisation traces for both bilayer structures in Figs. 5.1(b) and 
(c). The measurements were performed at an experimental temperature of 1.4K. A 
monotonous background was subtracted from the raw magnetisation data according to 
the common data-processing procedure that was illustrated in subsection 3.3.9. The mag­
netisation is normalised to the total number of electrons N  in the 2DES and it is expressed 
in effective Bohr magnetons f^ B (see definition in Eq. (2.58)). We plot the magnetisation 
as a function of total filling factor v in order to align corresponding features in the mag­
netisation of the two different bilayers. The total filling factor v  indicates the number 
of filled energy levels; it is inversely proportional to the perpendicular magnetic field B±  
according to Eq. (2.32). As a reference we compare the measured bilayer magnetisation 
to that of the high-mobility single-layer 2DES from Chapter 4, here shown in Fig. 5.1(a).
Figure 5.1 shows that the single-layer as well as the bilayers exhibit magnetisation steps 
related to transitions of the chemical potential between two Landau levels (LL). For the 
bilayer structures these steps appear at total filling factors v  =  4 (j+1), with j  =  0,1, 2, • • •, 
and for the single-layer 2DES these steps appear at filling factors v =  2(j +  1). Figure 5.1 
shows, furthermore, that the bilayers exhibit additional magnetisation steps (SA) at total 
filling factors v  =  4j  +  2; these steps are related to transitions between the symmetric and 
antisymmetric state within the same (jth) Landau level. For the weakly coupled bilayer 
the symmetric-antisymmetric energy gap A Sa is just large enough to let these transitions 
appear as shoulders in the magnetisation signal. For the strongly coupled system, on 
the other hand, clear steps are visible, of comparable size as the steps measured for the 
Landau transitions. These observations prove that it is possible to observe a transition 
of the chemical potential across a purely electronic gap — the symmetric-antisymmetric 
gap — as a measurable magnetisation step.
In the magnetisation of the strongly coupled bilayer we observe an additional peak­
feature superposed on the magnetisation step at v =  4. We will discuss this additional 
peak in detail in Section 5.5. W ithout the peak, the measured magnetisation step size 
related to the Landau-level transition at v =  4 amounts to A M  0^85 p£.
According to theory (subsection 2.3.3), the magnetisation step sizes are directly asso­
ciated with the energy gaps that are crossed by the chemical potential. We extracted the 
sizes A M  using the procedure described in subsection 4.1.1 and we converted these sizes 
to energy gaps AE  via Eq. (2.59):
A E =  B ± A M  •
The resulting energy gaps are plotted in Fig. 5.2 for both the weakly coupled bilayer (left 
graphs) and the strongly coupled system (right graphs).
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Figure 5.1: Experimental magnetisation M  of the weakly and strongly coupled bi­
layer samples (graphs (b) and (c), respectively), compared to the magnetisation of the 
single-layer 2DES (a), which was previously shown in Fig. 4.1. The magnetisation is 
normalised to the number of electrons N  and it is expressed in effective Bohr magnetons 
M-B (Eq. (2.58)). The horizontal axis represents the perpendicular magnetic held B±, 
with tick marks at integer values of the (total) filling factor v = hns/(eB±) (Eq. (2.32)) 
with ns the sample-specific electron concentration. In-between the magnetisation steps 
related to transitions of the chemical potential across the Landau gap (LL), the bilayer 
magnetisation exhibits steps due to transitions across the symmetric-antisymmetric gap 
(SA). An arrow in graph (c) indicates an additional peak-feature that is observed in the 
magnetisation of the strongly coupled bilayer. This feature is superposed on the Landau 
step at v = 4 and it amounts to about half the size of this underlying step.
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Figure 5.2: Experimentally determined energy-gap sizes for the weakly coupled bilayer 
2DES (left graphs) and the strongly coupled system (right graphs) as a function of per­
pendicular magnetic field B±. The gap sizes A E  were calculated from magnetisation 
step sizes A M  that were extracted from several 1.4 K magnetisation traces like the ones 
shown in Fig. 5.1(b) and (c); the error bars indicate the spread in the resulting values. (a) 
Energy gaps AELL related to total filling factors v = 4(j + 1). For the strongly coupled 
bilayer the Landau gap disappears at B± & 2.1 T, where the cross-over hwc = ASa occurs. 
The data points at the high-field side of this cross-over are indicated as solid circles; the 
data points at the low-field side are shown as open circles. The solid lines represent the 
theoretical expectations according to Eqs. (2.39) and (2.43), assuming ASa = 1.0 meV 
for the weakly coupled bilayer and ASa = 3.6 meV for the strongly coupled system. (b) 
Energy gaps AESa related to total filling factors v = 4j + 2. The solid lines represent 
the theoretical expectations expressed by Eqs. (2.41) and (2.45).
Figure 5.2(a) focusses on the steps that are observed at total filling factors v  =  4(j +  1) 
and that are, thus, associated with Landau gaps. As discussed in subsection 2.2.4, we can 
distinguish two regimes: the high-field regime, where the Landau-level splitting exceeds 
the symmetric-antisymmetric splitting (huc > A Sa), and the low-field regime, where the 
situation is reversed (ASa > huc). The cross-over is associated with a minimum in the
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Landau-gap size, as this gap amounts to huc — A Sa. We observe such a minimum for 
the strongly coupled bilayer system at total filling factor v  =  16. This observation of the 
cross-over is in agreement with theoretical predictions taking into account a symmetric- 
antisymmetric splitting of ASa =  3^ 6 meV (Eqs. (2.39) and (2.43), see the solid lines in the 
figure). At the low-field side of the cross-over the energy gaps have a different character: 
instead of the usual Landau gap, amounting to k u c — A Sa, the gaps at v =  4(j +  1) are 
described by A Sa — huc. We usually denote these steps as ‘SA2’. For the weakly coupled 
bilayer with ASa =  L0 meV, we note that the cross-over is beyond the measured range.
Figure 5.2(a) furthermore shows that for both bilayer 2DESs the determined energy 
gaps A El l , indicated by the circles, are much smaller than the theoretical expectation 
for an ideal 2DES, which is represented by the solid lines in the figure. We exclude that 
thermal broadening is responsible for the observed reduction: we verified that the bilayer 
magnetisation step sizes for the Landau steps at low v  did not depend on temperature 
for T  < 2 K.
A similar reduction of the energy gaps is observed at symmetric-antisymmetric transi­
tions, as is illustrated by Fig. 5.2(b), plotting the results for total filling factors v  =  4j +  2. 
This figure shows that the experimentally determined size of the symmetric-antisymme­
tric energy gap saturates for low total filling factors v  at A Sa & L3meV for the strongly 
coupled bilayer and at A Sa & 0^4 meV for the weakly coupled system. Since self-consistent 
calculations predicted values of 3.6 meV and 1.0 meV, respectively, we conclude that also 
the symmetric-antisymmetric energy gaps are strongly reduced compared to theoretical 
expectations for ideal systems.
Summarising, we observe that all experimentally determined energy gaps are typically 
several meV smaller than predicted. This observation holds for the weakly coupled bilayer 
as well as for the strongly coupled system.
In comparison, we showed in section 4.2 that the experimentally determined energy 
gaps for the single-layer 2DES were only 0.8 meV smaller than the sizes that were theoreti­
cally predicted for an ideal 2DES. There, we attributed this size reduction to energy-level 
broadening. Model calculations using an energy-level width of 2T =  0^ 8 meV then led to 
good agreement with the experimental data. An energy-level broadening of several meV 
can, nevertheless, not explain the magnetisation traces that were observed for the bilayer 
2DESs: for such large energy-level widths, the magnetisation steps would be much more 
smeared out than actually observed. We conclude that one or more other effects must 
play a role. Previously, it has been suggested that the measured magnetisation can be 
reduced by the presence of a parallel magnetisation component [88-90]. Furthermore, a 
background density of states can lead to reduced magnetisation steps. Such a background 
DOS was discussed in subsection 2.2.3, and we illustrated its effect on the magnetisation 
of a 2DES in Fig. 2.8 on page 35. We will investigate these effects by modelling the 
resulting magnetisation.
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5.3 M odel calculations
We presented a magnetisation model for two-dimensional electron systems in subsec­
tion 2.3.1. This model calculates the magnetisation from the derivative of the free energy 
to the magnetic field (Eq. (2.2)) and is strongly linked with the oscillation of the chem­
ical potential in the energy-level scheme of the 2DES. We assume a simple energy-level 
scheme, including Landau-level splitting and symmetric-antisymmetric splitting. We will 
usually neglect spin splitting, as this is much smaller than the other splittings. As was 
illustrated in Fig. 2.6 on page 28, these energy splittings depend on the orientation of 
the 2DES in the magnetic field, which is defined by the tilt angle 9 between the 2DES 
normal and the magnetic-field direction. The model furthermore allows us to incorporate 
the effects of finite temperature, of energy-level broadening due to disorder and of a back­
ground density of states. The presented expressions offer access to both the perpendicular 
and parallel magnetisation components of the 2DES.
5.3.1 Influence of parallel m agnetisation
The magnetisation measurements are performed using torque magnetometry, which was 
introduced in Chapter 3. In principle, we thus measure the torque that is exerted by the 
magnetisation of the sample in a magnetic field. Both the perpendicular and the parallel 
components of the magnetisation therefore play a role (see Eq. (3.5)). The calibration 
procedure, nevertheless, takes into account only a perpendicular magnetisation compo­
nent. Hence, when the sample exhibits a parallel magnetisation, the measurement result 
can be affected (see subsection 3.3.6). We will now investigate whether this can lead to 
the observation of reduced magnetisation step sizes.
When a parallel magnetisation is present, the magnetisation of the sample is oriented 
at an angle with the sample normal, as was illustrated in Fig. 3.2(b) on page 48. We 
denote this angle £. As the sample is mounted such that its sample normal is at an angle 
9 (the tilt angle) with the magnetic-field direction, we note that the angle between the 
magnetisation of the sample and the magnetic-field direction is (9 — £) =  y . Taking into 
account the torque associated with the calibration (or feedback) operation and the torque 
resulting from the sample’s magnetisation, we expressed the relation between the detected 
magnetisation m fb and the magnetisation of the sample in Eq. (3.20):
sin 9
Msample — mfb “  • (5.1)sin y
When the magnetisation of the sample is purely perpendicular to the sample, the angle 
£ =  0 and thus y  =  9. A measurement of mfb as a function of magnetic field then offers 
direct access to the magnetisation of the sample. However, when the magnetisation has 
a parallel component, the situation is more complicated, because the angle y  is unknown 
and probably even varies with magnetic field. When y  < 9, which is the expectation 
for a bilayer 2DES, Equation 5.1 states that the detected magnetisation (—mfb) under­
estimates the magnetisation of the sample. We will now show that this underestimation
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does nevertheless not affect the magnetisation step sizes A M  that are extracted from the 
measurements.
Figure 5.3(a) shows the perpendicular magnetisation M± and the parallel magnetisa­
tion My as calculated for the strongly coupled bilayer system with ASa =  3.6 meV. We as­
sumed an ideal system at zero temperature, at a tilt angle 9 = 13° with the magnetic-field 
direction. The shown parallel magnetisation is found as a result when the magnetic-field 
and tilt-angle dependence of the symmetric-antisymmetric splitting ASa are modelled 
according to the expression presented by Hu et al. [47]:
Asa =  ASa exp“"2 L j (2a2), (5.2)
where
a  =  — tan(9) =  d*/-^ , y , (5.3)
lB V h \JB ^
with d the centre-to-centre distance of the two wells in the bilayer structure and lB the 
magnetic length according to Eq. (2.50). The function Lj that appears in Eq. (5.2) is a 
Laguerre polynomial with j  =  0,1, 2 , . . .  the Landau-level index. Hence, Equation (5.2) 
states that the symmetric-antisymmetric splitting depends on the Landau-level index j
total filling factor v
Figure 5.3: (a) Perpendicular magnetisation M± and parallel magnetisation My as 
calculated for a strongly coupled, ideal bilayer system with ns = 7.2 x 1015 m“2, ASa = 
3.6 meV and d = 12.5 nm, at T  = 0K and d = 13°. A similar graph was shown in Fig. 2.7. 
(b) Magnetisation that is predicted to be detected (—mfb) according to Eq. (5.1), using 
that y is given by Eq. (5.4). We note that the detected magnetisation step sizes equal 
the step sizes in the perpendicular magnetisation: Amfb = A M i (see arrows).
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(as was illustrated in Fig. 2.6 on page 28). The magnetic-field dependence of ASa that is 
implied by Eq. (5.2) causes kinks in the parallel magnetisation at even integer total filling 
factors, as visible in Fig. 5.3(a). The dependence on the Landau-level index j  makes that 
the parallel magnetisation increases for decreasing magnetic field.
We now compare the modelled ‘true’ magnetisation of the sample to the magnetisation 
that is predicted to be detected. Figure 5.3(b) plots the detected magnetisation according 
to Eq. (5.1), taking into account that the direction of Msampie is given by
Y =  9  -  £ =  9  -  arct an ^ . (5.4)
The figure shows that for a decreasing magnetic field, i.e. for an increasing parallel 
magnetisation M y , the detected magnetisation exhibits a decreasing trend. This relatively 
smooth decrease will not be distinguishable in real experimental magnetisation results, 
since then always a smooth background is present that is subtracted from the data during 
the first steps of data processing (see subsection 3.3.9).
The most important result of Fig. 5.3 is that the detected magnetisation steps are of 
equal size as the steps in the perpendicular magnetisation: A m fb =  A M ±. Hence, we 
conclude that the presence of a parallel magnetisation component does not influence the 
magnetisation step size and can, thus, not explain the reduction that we experimentally 
observed and that was visualised in Fig. 5.2.
In all following model calculations we replace Eq. (5.2) by a simplified expression for 
A Sa, taking into account only the tilt-angle dependence. We removed the dependence 
on the perpendicular magnetic field B±  and on the Landau-level index j  by taking the 
symmetric-antisymmetric splitting for the lowest Landau level, j  =  0, at the magnetic field 
that is associated with total filling factor v  =  6. This leads to the following expression:
Asa(9) =  ASa e~"2 , (5.5)
with
d 1
a c(9) =  —---- ta n 9 =  - n d n s tan 9, (5.6)
lB\v=6 3
where we used that the magnetic length lB is defined according to Eq. (2.50) and the total 
filling factor v  is related to B±  via Eq. (2.32); ns is the electron density in the 2DES.
The choice for this simplified model is based on its behaviour at the cross-over between 
the high- and low-field regimes. The extensive model that is based on a magnetic-field 
dependent A Sa according to Eq. (5.2) predicts that this cross-over is associated with a step 
in the parallel magnetisation, which causes also a step in the measured magnetisation, 
as illustrated in the left graphs of Fig. 5.4. As we did not observe such a step in the 
experimentally determined magnetisation, the simplified model, in which A Sa depends on 
9 according to Eq. (5.5), offers a better match with the data. We illustrate the behaviour 
of this magnetic-field independent model in the right graphs of Fig. 5.4.
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Figure 5.4: Comparison of the extensive magnetisation model including a magnetic- 
field dependent Asa according to Eq. (5.2) and the simplified model that incorporates a 
magnetic-field independent ASa according to Eq. (5.5). The comparison focusses on the 
behaviour around the cross-over Twc = ASa, which is indicated with the dashed vertical 
line. The models assume an ideal, zero-temperature bilayer system with ASa = 3.6 meV, 
d = 12.5 nm, d = 13° and ns = 7.2 x 1015 m_2. (a) Energy-level scheme and chemical 
potential \ .  The extensive model predicts the cross-over around total filling factor v = 17 
and the simple model predicts this around v = 15. (b) Energy splittings Twc and ASa 
that appear in the energy-level scheme of (a). The simple model assumes a constant ASa 
according to Eq. (5.5), while the extensive model assumes a symmetric-antisymmetric 
splitting that depends on the Landau-level index j. The cross-over Twc = ASa occurs 
with the symmetric-antisymmetric splitting for j  = 3. (c) Modelled perpendicular and 
parallel magnetisation. The extensive model predicts a step in the parallel magnetisation 
at the cross-over. (d) Magnetisation that is expected to be measured based on the mo­
delling results shown in (c). The extensive model predicts a clearly detectable step in the 
measured magnetisation at the cross-over, while the simple model does not predict such 
a clear step (see arrows).
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5.3.2 M odel calculations for the w eakly-coupled bilayer
We concluded in the previous subsection that the observation of reduced magnetisation 
steps can not be attributed to the presence of a parallel magnetisation component. We 
will now show that we can explain the reduced step sizes from a density of states that 
consists of broadened energy levels on top of a background DOS, as was visualised in 
Fig. 2.2(h) on page 15 for a bilayer 2DES. By comparing our experimental data to model 
calculations that include such a realistic density of states, we will draw conclusions about 
the density of states of our bilayer structures.
We compare the experimentally determined magnetisation of the weakly coupled bi­
layer system to model calculations in Fig. 5.5. A typical 1.4 K measurement, which was 
previously presented in Fig. 5.1(b), is shown in the centre, in graph (a). The ideal, zero- 
temperature model is visualised in graph (b). The model calculations assume that the bi­
layer is characterised by a zero-field symmetric-antisymmetric splitting of ASa =  1.0 meV. 
Due to the presence of a parallel magnetic field (tilt angle 9 =  12°), this zero-field value 
is reduced to effectively A Sa =  0.9meV according to Eq. (5.5). As we already noticed in 
Fig. 5.2, the ideal model predicts much larger magnetisation steps than experimentally 
observed, as well for the transitions across the Landau gap (LL) as for the symmetric- 
antisymmetric transitions (SA).
When we include the effects of finite temperature, energy-level broadening due to dis­
order and a background density of states, we can achieve a magnetisation model that 
reasonably reproduces the experimentally observed signal. Figure 5.5(c) shows model cal­
culations for T  =  1.4 K with a level-broadening parameter r  =  0.2 meV and a background 
DOS Dg =  0.2 D0. The zero-field density of states D0 was defined in Eq. (2.5). The mod­
elled magnetisation steps follow the trends that are visible in the experimental data: all 
steps are reduced in size in comparison to the ideal steps that were shown in graph (a); 
the steps at Landau-level transitions (LL) decrease for decreasing magnetic field; and the 
steps at symmetric-antisymmetric transitions (SA) increase for decreasing magnetic field.
The used values for r  and Dg are not uncommon for two-dimensional electron systems. 
The level-broadening parameter r  is usually supposed to be constant [36,73] or propor­
tional to the square-root of the magnetic field [37,39,63,91]. The background density of 
states Dg has often been described by a linear dependency on the filling factor v  (see for 
example Ref. [43]). A constant background DOS is nevertheless also common [42].
Figures 5.5(d) and (e) show that we can achieve a better match between the model 
and the experimental data by using different model parameters for the Landau steps than 
for the symmetric-antisymmetric steps. The model that is dedicated to the Landau steps 
(v =  4(j +  1)) incorporates broader energy levels ( r  =  0.6 [meV/VT] \ B ± )  than the full 
model that was shown in Fig. 5.5(c). Furthermore, it uses a smaller background density of 
states, Dg =  0.1 D0. This dedicated model reproduces the sizes of the Landau steps better 
than the full model does. However, it clearly underestimates the steps at symmetric- 
antisymmetric transitions. The model that is dedicated to those steps (v =  4j +  2) is 
shown in Fig. 5.5(e). This model incorporates r  =  0.2meV and Dg =  0.1 D0. The better
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Figure 5.5: (a) Experimentally determined magnetisation of the weakly coupled bilayer 
system at T  = 1.4 K, d = 12°, compared to (b) model calculations for an ideal bilayer 
system with ASa = 1.0 meV. The other graphs visualise model calculations for more 
realistic situations, also taking into account the finite temperature. (c) A model that 
reasonably reproduces the complete observed magnetisation trace. (d) A model that is 
specifically aimed at reproducing the Landau steps, v = 4(j + 1), (LL). (e) A model that 
is specific for the symmetric-antisymmetric steps, v = 4j + 2, (SA). The arrows in (d) 
and (e) indicate for which steps the model is most successful.
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match between this model and the experimental data is especially visible at low magnetic 
fields (v =  30 and 34).
In principle it is possible to extend our simple model to incorporate the two dedicated 
models in one complete model. The level-broadening parameter r  (and possibly also 
the background density of states Dg) then depend much more intricately on the magnetic 
field, in a way — probably oscillatory — that is prescribed by the characters of the energy 
gaps in which the chemical potential resides as a function of magnetic field. It was beyond 
the scope of this thesis to pursue such an elaborate model.
In conclusion, the model calculations for the weakly coupled bilayer system show 
that we can explain the strongly reduced magnetisation steps by a simple model using 
a combination of energy-level broadening and a background density of states. We can 
improve the agreement between model and experimental data by using dedicated model 
parameters for each kind of energy gap: magnetisation steps at Landau transitions require 
a larger energy-level broadening r  than steps at symmetric-antisymmetric transitions.
5.3.3 M odel calculations for the strongly-coupled bilayer
The experimentally determined magnetisation of the strongly coupled bilayer system is 
compared to model calculations in Fig. 5.6. We show a typical 1.4 K measurement in the 
centre of the figure, in graph (a). These data were previously presented in Fig. 5.1(c). 
The ideal, zero-temperature model is visualised in graph (b). The model calculations 
assume that the bilayer is characterised by a zero-field symmetric-antisymmetric splitting 
of ASa =  3.6 meV. Due to the presence of a parallel magnetic field (tilt angle 9 =  13°), 
this zero-field value is reduced to effectively ASa =  3.4meV according to Eq. (5.5). As 
we already noticed in Fig. 5.2, the ideal model predicts much larger magnetisation steps 
than experimentally observed. On the other hand, the model does reproduce the observed 
cross-over between the low- and high-magnetic field regimes: when huc ~  ASa the mag­
netisation steps sizes at Landau-level transitions (v =  16) are minimal, while those at 
symmetric-antisymmetric transitions (v =  14) are maximal.
When we include the effects of finite temperature, energy-level broadening due to 
disorder and a background density of states, we can again achieve a magnetisation model 
that reasonably reproduces the complete experimentally observed trace. Figure 5.6(c) 
shows model calculations for T  =  1.4 K with a level-broadening parameter r  =  0.4 meV 
and a background DOS Dg =  0.3 D0. The modelled magnetisation steps follow the trends 
that are visible in the experimental data: all steps are reduced in size in comparison to the 
ideal steps that were shown in graph (b); the step sizes at total filling factors v  =  4(j +  1) 
are minimal at v  =  16; and the steps at total filling factors v  =  4j  +  2 are maximal at 
v =  14.1
1We have published a similar model in Ref. [92], using r  =  0 .2meV and Dg/ D 0 =  0.20 +  0.016 v. 
Then, we used a tilt-angle independent symmetric-antisymmetric splitting A Sa  =  3.6 meV, in contrast 
to the A Sa  =  3.4 meV tha t is used currently. Hence, in comparison with Ref. [92] we now need a larger 
energy-level broadening r  to reproduce the reduction of the Landau steps, since these are related to an 
energy gap (Twc -  A s a ).
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Figure 5.6: (a) Experimentally determined magnetisation of the strongly coupled bilayer 
system at T  = 1.4 K, d = 13°, compared to (b) model calculations for an ideal bilayer 
system with ASa = 3.6 meV. The cross-over between the low- and high-field regimes 
appears as a kink in the ideal magnetisation, indicated in (b). The other graphs visualise 
model calculations for more realistic situations, taking into account the finite temperature. 
(c) A model that reasonably reproduces the complete observed magnetisation trace. (d) 
A model that is specifically aimed at reproducing the steps at v = 4(j + 1). In addition, 
a model that is more suitable for v = 4 is shown in grey. (e) A model that is specific 
for v = 4j  + 2. The arrows in (d) and (e) indicate for which steps the model is most 
successful.
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Figures 5.6(d) and (e) show models with dedicated model parameters for the steps at 
v  =  4(j +  1) and for those at v  =  4j +  2. The energy gaps that are associated with these 
total filling factors change character at the cross-over, as was summarised in Table 2.2 
on page 33. The total filling factors v =  4(j +  1) are therefore related to energy gaps 
indicated (LL) and (SA2), and the total filling factors v =  4j  +  2 to energy gaps (SA) 
and (LL2).
The model that is dedicated to the steps at v  =  4(j +  1) incorporates the same 
background density of states (Dg =  0.3 D0) as the full model that was shown in Fig. 5.6(c). 
Because narrower energy levels ( r  =  0.1 meV) are used, especially the steps at v  = 1 2  
and 24 are now much better reproduced than in the full model. Nevertheless, this model 
does not match the experimental data for v  =  4. The step at v  =  4 corresponds with the 
transition of the chemical potential to the lowest Landau level. This transition appears 
to be a special one, since only at this v we observe an additional peak superposed on 
the step. Hence, it is not surprising that different model parameters might be needed to 
reproduce the Landau step at v  =  4. A model with r  =  0.8 meV and Dg =  0.1 D0 leads 
to better agreement with the experimental data, as shown by the grey line in Fig. 5.6(d). 
This model is also found to be suitable to describe magnetisation measurements of v =  4 
at 4.2K, as will be shown later in Fig. 5.16(a). We will discuss the additional peak in 
section 5.5 and then show that its behaviour supports the use of the suggested model.
The model that is dedicated to the steps at v  =  4j  +  2 is shown in Fig. 5.6(e). This 
model applies broad energy levels ( r  =  0.7 meV) and does not require a background 
density of states (Dg =  0.0D0). In comparison to the full model that was shown in 
Fig. 5.6(c), we note that the dedicated model better reproduces the steepness of the step 
at v  =  14.
Summarising, we presented model calculations for the strongly coupled bilayer system, 
showing that our simple model can explain the observed strongly reduced magnetisation 
steps for this bilayer system as well as it did for the weakly coupled structure that was 
discussed in the previous subsection. Again, we achieve a better match between model 
and experimental data by using dedicated model parameters for steps at v  =  4(j +  1) and 
for steps at v  =  4j  +  2.
As the character of the energy gap that is associated with v  seems to dictate the 
appropriate model parameters, it might be expected that different model parameters are 
needed for the low-field regime (with energy gaps ‘LL2’ and ‘SA2’) than for the high-field 
regime (with energy gaps ‘LL’ and ‘SA’). Our experimental data did, nevertheless, not 
require different model parameters for low magnetic fields.
5.3.4 Influence of coupling strength  on density  of sta tes in gap
We discussed that we can reproduce the observed magnetisation traces with a simple 
model with two free parameters: the energy-level broadening r  and the background den­
sity of states Dg. We presented appropriate values for these parameters in the previous 
subsections. When we compare the model parameters r  and Dg that are suitable for the
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strongly coupled bilayer to those found for the weakly coupled system, we note that there 
is a considerable difference. We visualise this difference in Fig. 5.7.
Graphs (a) and (b) show that the strongly coupled bilayer has a larger background 
density of states in the Landau gap, v  =  4(j +  1), and a smaller Dg in the symmetric- 
antisymmetric gap, v =  4j +  2, than the weakly coupled bilayer. Graphs (c) and (d) 
illustrate that the energy-level broadening parameter r  exhibits the opposite behaviour: 
for the strongly coupled system r  is smaller at v  =  4(j +  1) and larger at v =  4j  +  2 
than it is for the weakly coupled bilayer 2DES. We conclude that the coupling strength 
of the bilayer system has an influence on r  and Dg. We will now further investigate this 
influence.
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Figure 5.7: Graphical representation of the model parameters r  and Dg that we used to 
reproduce the experimentally determined magnetisation of the weakly and strongly cou­
pled bilayer two-dimensional electron systems. The weakly coupled system is represented 
by open circles and the strongly coupled bilayer by closed circles. The model calculations 
were compared with the experimental data in Figs. 5.5 and 5.6. (a) Background density 
of states Dg at Landau steps, v = 4(j + 1). (b) Background density of states Dg at 
symmetric-antisymmetric steps, v = 4j + 2. (c) Energy-level broadening parameter r  
at Landau steps. (d) Energy-level broadening parameter r  at symmetric-antisymmetric 
steps.
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The energy-level broadening r  and the background density of states Dg describe the 
shape of the total density of states D (E ) of the bilayer structure. We plot the density 
of states that correspond with the found model parameters in Fig. 5.8. We focus on 
the density-of-states model at two specific magnetic fields: one that corresponds with a 
transition of the chemical potential across a Landau gap (v =  8) and one for a transition 
across a symmetric-antisymmetric gap (v =  6). The most important feature of the density 
of states is then the number of states that is present in this gap. Figure 5.8 shows that 
the number of states in the gap is much larger for the strongly coupled bilayer system 
(0.6 D0) than for the weakly coupled system (at most 0.3 D0).
v = 8 v = 6
Figure 5.8: Density of states that correspond with the magnetisation models that re­
produce the experimental data (see graphs (d) en (e) in Figs. 5.5 and 5.6). Black circles 
indicate the density of states in the energy gaps of interest. (a) Density of states for the 
strongly coupled bilayer at total filling factor v = 8, so that the chemical potential x  
is located in the gap between the antisymmetric state of the second Landau level, E 1,1, 
and the symmetric state of the third Landau level, E 2,0. The DOS in this gap amounts 
to 0.6 D0. (b) Density of states of this strongly coupled system at total filling factor 
v = 6, so that x  resides in the symmetric-antisymmetric gap of the first Landau level. 
For the dedicated model (black line) the DOS in this gap amounts to 0.6 D0. The grey 
line represents the density of states corresponding to the full model that was shown in 
Fig. 5.6(c). Also this model results in a DOS of 0.6 D0 in the gap. (c) Density of states 
for the weakly coupled bilayer at total filling factor v = 8. The DOS in this Landau gap 
amounts to 0.3 D0. (b) Density of states of this weakly coupled system at total filling 
factor v = 6. The DOS in this symmetric-antisymmetric gap amounts to 0.2 D0.
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The observation that the number of states in the gap is approximately twice as large 
for the strongly coupled system as for the weakly coupled system might be explained 
as follows. When we identify the number of states in the energy gap with edge states, 
as has been proposed by Schwarz and Wilde et al. [41], our observation implies that the 
strongly coupled bilayer has twice as many edge states as the weakly coupled system. The 
number of edge states in a 2DES is commonly associated with the number of filled energy 
levels [85,86]. When the symmetric-antisymmetric splitting in the weakly coupled bilayer 
is so small that the symmetric and the antisymmetric state overlap, which is especially 
the case at Landau steps, as illustrated in Fig. 5.8(c), then these two states count as a 
single energy level, with with a single edge state is associated. Because the symmetric- 
antisymmetric splitting for the strongly coupled bilayer is so large that the symmetric 
and the antisymmetric state do not overlap, the strongly coupled system has thus twice 
as many edge states as the weakly coupled system, leading to a twice as large number 
of states in the energy gaps. We conclude that our observations can be explained by the 
edge-state based, qualitative background-density-of-states model that has been proposed 
by Schwarz and Wilde et al. [41].
Summarising, when we compare the models that reproduce the experimental results of 
the two bilayers, we conclude that the coupling of the bilayer wells influences the number 
of states in the gap. The stronger the coupling, the more states are present in the gap. 
This result is in agreement with an explanation for the background density of states that 
is based on edge states.
5.4 R educe coupling via  tiltin g
As mentioned before, the coupling of the wells in the bilayer is determined by the overlap 
of the wave functions of the two wells. This is especially clear from Eq. (2.4), which 
states that the symmetric-antisymmetric splitting is proportional to the overlap integral 
of the wave functions. The overlap and, thus, the coupling is in the absence of a magnetic 
field determined by the barrier in-between the wells. The bilayer structure with the
2.5 nm barrier is therefore strongly coupled, and has a zero-field symmetric-antisymmetric 
splitting ASa ~  3.6 meV. The structure with the 4.0 nm barrier is weakly coupled and has 
ASa ~  1.0 meV.
The overlap of the wave functions can be reduced by the application of an in-plane 
magnetic field, as was discussed in subsection 2.2.4 and illustrated in Fig. 2.6 on page 28. 
Experimental proof of this effect has been provided by magnetotransport experiments [93]. 
We will now present experimental results proving that such a reduction of A Sa due to an 
in-plane field can also be detected in magnetisation measurements.
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5.4.1 T ilting  th e strongly coupled bilayer
We applied an additional in-plane magnetic field to the strongly coupled bilayer system by 
tilting the sample to a larger tilt angle 9 (see Fig. 3.2(a) on page 48). We performed this 
experiment in the 2006 magnetometer at a temperature T  =  0.3 K. The tilting procedure 
was discussed in subsection 3.5.2.
Figure 5.9 shows magnetisation measurements for 9 =  13°, 21° and 25°. For each tilt 
angle we show two measurements: one for a positive sweep rate and one for a negative 
sweep rate. The dips that appear at integer v  for the positive sweep-rate measurement and 
the peaks that show up in the negative sweep-rate traces are related to non-equilibrium 
currents [13, 73, 75]. The underlying magnetisation steps are still well distinguishable 
and allow us to observe the effect of tilting on these step sizes. We will first discuss the 
observation of the non-equilibrium currents. Next, we will concentrate on the effect of 
tilting on the underlying magnetisation steps.
Non-equilibrium  currents
Additional magnetisation dips and peaks, appearing exclusively at low temperature at 
integer filling factors, are a result of non-equilibrium currents, induced in the system by 
a change in magnetic field. Non-equilibrium currents have been observed in the mag­
netisation of two-dimensional electron systems already since the first publications of such 
measurements [13,73] and their behaviour is still being investigated [54,74-78]. The cur­
rents appear as magnetisation signals that are superposed on the normal sawtooth-like 
magnetisation oscillations at integer filling factors. Typically, there are no non-equilibrium 
currents observed at 4.2 K, whereas at 0.3 K the currents can generate a magnetic moment 
of the order of 10 to 20 per electron in the 2DES [75].
The origin of the non-equilibrium currents in the 2DES is explained as follows. When 
the magnetic field S total is varied with time t, like in a magnetic-field sweep, it induces 
an electric field E  according to Faraday’s law [94]
V x E  =  - ^ ^ otal. (5.7)
dt K '
This electric field results in electron motion in the 2DES, leading to an electronic current, 
the non-equilibrium current, when the conductivity of the 2DES is good enough.
Because the ground-state energy of the two-dimensional electron system oscillates 
with magnetic field, also its conductivity oscillates with field. As a result of this, the 
two-dimensional electron system is a good conductor for specific magnetic-field values: at 
integer filling factors, when all occupied energy levels are completely full, the 2DES is 
in a ‘zero-resistance state’. Non-equilibrium currents are therefore specifically induced at 
integer filling factors. Furthermore, these currents exhibit a strong temperature depen­
dence, since the conductivity of the 2DES in the zero-resistance state reduces strongly for 
increasing temperature.
The direction of the electronic current is governed by Lenz’s law: the current flows in 
such a direction that the magnetic field that it produces, tends to counteract the original
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Figure 5.9: Experimentally determined magnetisation of the strongly coupled bilayer 
system at a temperature of 0.3 K for three different tilt angles. (a) d = 13°. (b) d = 
21°. (c) d = 25°. We indicate the symmetric-antisymmetric splitting Asa as calculated 
according to Eq. (5.5) in the figure. For each tilt angle we show two measurements: the 
bottom one is for a positive magnetic-field sweep rate and the top one for a negative 
sweep rate, as indicated by the arrows at v = 6. The dips and peaks that are superposed 
on the usual magnetisation steps at high magnetic fields are related to non-equilibrium 
currents. For comparison we also plotted the dedicated magnetisation models that were 
found to describe the 1.4 K data in Fig. 5.6, using the appropriate temperature and tilt 
angle for the current situations. The model that is most appropriate for each step is 
shown as a thick grey line. For increasing tilt angle we note that the Landau steps (LL) 
increase while the symmetric-antisymmetric steps (SA) decrease.
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change in magnetic field [94]. Hence, the non-equilibrium current changes sign when the 
direction of the magnetic-field sweep is reversed. More specifically, an increasing magnetic 
field induces a current that has a negative magnetic moment, and a decreasing magnetic 
field induces a current with a positive magnetic moment. Hence, a positive magnetic-field 
sweep results in a non-equilibrium current that is visible as a magnetisation dip at integer 
filling factors, while a negative dBtotal/d t  results in a magnetisation peak.
We conclude that the additional features that we observe on top of the sawtooth-like 
magnetisation in Fig. 5.9 exhibit exactly the behaviour that is typical for non-equilibrium 
currents.
Influence of tilting on m agnetisation steps
Ignoring the presence of the non-equilibrium currents we will now focus on the effect of 
tilting on the underlying sawtooth-like magnetisation steps.
The steps at Landau-level transitions (LL) increase in size when the sample is tilted 
to larger 9. This effect is most clearly visible at v = 1 2 : for 9 = 1 3 °  only a shoulder 
is visible in the magnetisation, which has developed into a clear step at 9 =  25°. This 
observation is in agreement with expectation, as an increase in 9 leads to a reduction 
of A sa and, thus, an increase of the Landau gap huc — Asa . Simultaneously, the steps 
at symmetric-antisymmetric transitions (SA) reduce in size, reflecting the reduction of 
A sa . According to our simplified expression, Eq. (5.5), we estimate that the symmetric- 
antisymmetric splitting A sa is reduced from 3.4 meV at 9 =  13° to 3.0 meV at 9 =  21° 
and further to 2.8 meV at 9 =  25°. We used in these calculations that the strongly coupled 
bilayer system that was investigated in this experiment has a centre-to-centre distance of 
the wells d =  12.5 nm and an electron density ns =  7.2 x  1015 m_2.
We compare the experimental data in Fig. 5.9 to model calculations based on the 
dedicated model parameters r  and Dg that were determined in subsection 5.3.3. The 
model calculations were performed for the appropriate tilt angles and temperature, T  =  
0.3 K. The calculated results exhibit a similar increase in Landau-step size and reduction 
in symmetric-antisymmetric step size for increasing 9 as the experimental data. The 
reasonable agreement of the model and the experimental data furthermore shows that the 
energy-level broadening r  and the background density of states Dg are not substantially 
affected by the reduced temperature and the increased tilt angle.
Summarising, we presented magnetisation measurements showing that the symmetric- 
antisymmetric splitting was reduced due to an increase in tilt angle. The measurements 
are in reasonable agreement with our magnetisation model with simple dependence of 
A sa on 9 (Eq. (5.5)), using the dedicated r  and Dg that were extracted previously.
5.4.2 D ecoupling the w eakly coupled bilayer
We will now present magnetisation measurements for the weakly coupled bilayer system, 
showing that an increase in tilt angle effectively decouples the bilayer wells.
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Using the 2006 magnetometer, we measured the magnetisation of this system at tilt 
angles 9 =  16° and 21°. The experimental results are shown in Fig. 5.10, where they are 
compared to the previously presented measurement for 9 =  12°. According to Eq. (5.5) 
with d =  14.0 nm and ns =  8.6 x 1015 m_2 for the weakly coupled system, we calculate 
that the symmetric-antisymmetric splitting is reduced from A Sa =  0.92 meV at 9 =  12° 
to 0.86 meV at 9 =  16° and further to 0.77meV at 9 =  21°.
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Figure 5.10: Experimentally determined magnetisation of the weakly coupled bilayer 
system at several tilt angles. (a) Measurement for 0 = 12°, T  = 1.4 K, that was presented 
previously in Figs. 5.1(b) and 5.5(a). (b) Measurement for 0 = 16°, performed at T  = 
0.3 K. (c) Measurements for 0 = 21°, performed at temperatures T  = 0.3 K, 1.3 K and 
0.3 K. The Landau steps (LL) for 0 > 16° are observed to be much larger than those for
0 = 12°.
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The difference between the results is strikingly large. The Landau steps at the larger 
tilt angles are more than twice as large as the steps at 9 =  12°. Furthermore, also the 
symmetric-antisymmetric steps (v =  4j +  2) are more pronounced at the larger tilt angles. 
Especially this latter observation contrasts with the expectation that ASa is reduced by 
tilting to larger 9. We note that the differences are not due to a temperature effect: 
Fig. 5.10(c) shows magnetisation measurements for the weakly coupled bilayer at 9 =  21°, 
illustrating that even at T  =  4. 2 K the Landau steps are much larger than observed in 
the measurement with 9 =  12°.
The large Landau steps for large 9 can be attributed to decoupling of the bilayer 
wells. The bilayer system with total electron density ns =  8.6 x 1015 m_2 then behaves as 
a single-layer system with ns =  4.3 x 1015 m_2. We illustrate this in Fig. 5.11 by comparing 
the experimental data for 9 =  21° to model calculations.
The figure shows that the magnetisation steps at Landau transitions are equally well 
decribed by a bilayer model with ASa =  0.77 meV (graph (b)) as by a single-layer model 
without symmetric-antisymmetric splitting (graph (d)). This result is a logical conse­
quence of the energy-level broadening that is found by the model calculations: the en­
ergy levels are modelled to be 2 r  =  0.8 meV wide, which implies that the symmetric- 
antisymmetric energy splitting A Sa =  0.77meV does not survive. Hence, the system 
behaves effectively as a single-layer system at Landau transitions, v =  4(j +  1). As 
Fig. 5.10(b) shows that a similar situation also holds for 9 =  16°, we conclude that the 
weakly coupled bilayer system is effectively decoupled by tilting the sample from 9 =  12° 
to 9 =  16°.
In view of the decoupling of the wells for 9 > 16°, we can attribute the magnetisation 
steps that appear at total filling factors v  =  (4j +  2) to transitions of the chemical 
potential across an enhanced spin gap (see section 4.3). This interpretation is supported 
by the observation that these steps are more pronounced at higher magnetic fields. Such 
behaviour is typical for spin-gap enhancement, while it is uncommon for magnetisation 
steps related to symmetric-antisymmetric transitions. Symmetric-antisymmetric steps 
are typically expected to exhibit the reversed behaviour, as is illustrated by the model 
calculation in Fig. 5.11(a). Moreover, this model calculation shows that it is simply not 
possible to reproduce the observed step at v  =  6 in a bilayer model: even an ideal bilayer 
system without disorder broadening ( r  =  0meV) and without a background density of 
states (Dg =  0 D0) does not exhibit a distinguishable step at v =  6 for T  =  1.3 K. Hence, 
this step must be related to an enhanced spin gap.
Summarising, by tilting the weakly coupled bilayer to 9 > 16°, we effectively decoupled 
the system, leading to larger Landau steps at total filling factors v  =  4(j +  1). In 
addition, the decoupling caused a change of character of the energy gaps related to v  =  
4j  +  2. For the coupled bilayer, these total filling factors were associated with symmetric- 
antisymmetric gaps, while these v are for the decoupled system related to enhanced spin 
gaps.
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Figure 5.11: Comparison of experimentally determined magnetisation of the weakly cou­
pled bilayer system at 0 = 21°, T  = 1.3 K to model calculations, assuming ASa = 1.0 meV. 
The measurement is shown in graph (c) and was plotted previously in Fig. 5.10(c). The 
models are discussed in the text. (a) Bilayer model for the symmetric-antisymmetric 
steps (SA). (b) Bilayer model for the Landau steps (LL). (d) Single-layer model for the 
Landau steps (LL). In-between the Landau steps, spin steps (S) can occur in case of spin 
gap enhancement (not taken into account by the model).
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5.5 A dditional peak: correlation effects at v  = 4
We will now focus on the additional peak-feature that was observed superposed on the 
Landau step at total filling factor v  =  4 in the magnetisation of the strongly coupled 
bilayer.
Figure 5.12 shows several magnetisation traces that were experimentally determined 
for the strongly coupled bilayer structure. The 4.2 K and 1.4 K measurements were per­
formed with the 2001 magnetometer, in which the sample was mounted at a tilt angle 
9 13°. The measurements at lower temperatures were acquired with the 2006 magne­
tometer on a different sample from the same strongly-coupled-bilayer wafer. Then, the 
tilt angle was 9 14°.
The figure shows that the additional peak-feature is not present at a temperature of
4.2 K, while it is very prominent at 1.4 K. At lower temperatures, other additional features 
appear that are related to non-equilibrium currents (such features were also visible in 
Fig. 5.9). We can easily distinguish these non-equilibrium effects from the equilibrium 
magnetisation signal, because the non-equilibrium currents depend on the direction of 
the magnetic-field sweep: for a positive dBtotal/d t  the non-equilibrium currents show up 
as dips in the magnetisation at integer filling factors, while for negative dBtotal/d t  the 
currents appear as peaks. Non-equilibrium currents have already been discussed in more 
detail in subsection 5.4.1. Figure 5.12 shows that the 1.4 K magnetisation trace does not 
exhibit features related to non-equilibrium currents, while at 1.3 K small non-equilibrium 
currents are clearly present at total filling factors v =  4 and v =  2. At 0.3 K, features 
of these currents appear at many of the normal magnetisation steps. The presence of 
these non-equilibrium currents for temperatures T  < 1.3 K hinders the observation of the 
additional peak-feature that we do observe at T  =  1.4 K.
We cannot attribute the additional peak-feature at v =  4 to a non-equilibrium current, 
since the feature always appears as a peak, irrespective of the direction of the magnetic- 
field sweep. On the other hand, we can also not interpret the feature as a diamagnetic 
equilibrium current, like the ones we discussed in section 4.4, because such an effect results 
in a magnetisation dip, whereas we observe a peak. Furthermore, since our bilayer 2DES 
is well balanced, i.e. grown with equal electron densities in both quantum wells, we also 
exclude recharging effects [95] as a probable explanation of the additional peak-feature.
For temperatures between 4.2 K and 1.4 K we extensively studied the temperature 
dependence of the additional peak at v  =  4. Figure 5.13 shows the magnetisation signal 
around this filling factor for several temperatures in the mentioned range. At 4.0 K the 
first sign of an additional feature is seen as a shoulder at exactly v  =  4. For decreasing 
temperature this shoulder develops fast into an asymmetric peak.
138
5.5 Additional peak: correlation effects at v =  4
12 8 6
, 0.5-
* m 
^  0.0-
M i 5 i 
.
1.0-
*  0.5-
M
0. 0 
■ 
I
-0.5-
1.0-
* cq 0.5"
^  0-0 -
-0.5-
1.5-
1.0-
^  0.5-
M 0. 0
 
■ 
I
-0.5-
-1.0-
ii  111 I I I I__ I___L_
total filling factor 
4 3
4.2 K
1.4 K
1.3 K
0.3 K
8 10 
B± [T]
12 14 16 18
2
2 4 6
Figure 5.12: Magnetisation of the strongly coupled bilayer system for four different 
temperatures. Measurements for T  = 1.4 K were shown previously in Figs. 5.1 and 
5.6. For each temperature we present two measurements, one for each magnetic-field 
sweep direction; the sweep direction of each measurement is indicated by an arrow. A t 
temperatures below 1.4 K we observe features related to non-equilibrium currents: dips 
in the magnetisation at integer filling factors when the magnetic field is swept upwards 
(positive dBtotal/dt), and peaks at integer v when dBtota\/dt is negative. We present a 
more elaborate experimental study of the additional magnetisation peak and the non­
equilibrium currents, including measurements at different sweep rates, in appendix D.1. 
The enhanced spin gaps that are observed at odd total filling factors for T  = 0.3 K are 
discussed in appendix D.2.
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to tal filling factor 
6 4
B± [T]
Figure 5.13: Temperature dependence of the experimentally determined magnetisation 
for the strongly coupled bilayer system around total filling factor v = 4. The mea­
surements were performed with the 2001 magnetometer at magnetic-field sweep rates 
dBtotai/dt = —0.2T/min; for a positive sweep rate dBtotal/d t = +0.2T/min similar 
results were found. The observed strong temperature dependence of the additional peak­
feature at v = 4 is also visualised in Fig. 5.14.
The observed temperature dependence suggests that the peak is related to a sudden 
change in the energy-level scheme of the bilayer system. We illustrate this in Fig. 5.14, 
where we plot the total size AMpp of the magnetisation step including the feature at 
v  =  4 as a function of temperature. The energy gaps A E pp that are associated with 
the measured AMpp via A E  =  B± A M  (Eq. (2.59)) are indicated on the right axis of 
Fig. 5.14, using B±  =  7.65 T for v  =  4.
The figure shows that the size AMpp exhibits a strong, linear temperature dependence. 
Extrapolating this behaviour to zero temperature suggests that the step will reach a 
size of 2 i^ B, which is typical for a single-layer 2DES, i.e. a system without symmetric- 
antisymmetric splitting. The energy gap A Epp that is associated with this signal thus 
becomes equal to the cyclotron energy huc. As this gap is expected to amount to huc — 
A sa , our observation implies that the symmetric-antisymmetric energy splitting of A sa =  
3.4 meV is suddenly quenched to zero. We visualise the associated behaviour of the 
chemical potential x  in the energy-level scheme of the bilayer 2DES in Fig. 5.15. The 
observation of the additional peak-feature in the magnetisation at v  =  4 suggests that 
the symmetric-antisymmetric splitting in the Landau level j  =  1 is quenched, while the 
symmetric-antisymmetric splitting in the lowest Landau level (j =  0) survives.
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Figure 5.14: Temperature dependence of the total magnetisation-step size at v = 4 
including the additional feature. The sizes AMpp are extracted from magnetisation mea­
surements such as the ones shown in Fig. 5.13 following the method that is illustrated 
in the inset. The error bars indicate the spread in the results extracted from several 
magnetisation measurements. The solid line is a guide to the eye, visualising the linear 
temperature dependence of the feature below T  = 4 K and the extrapolation of this de­
pendence to zero temperature. On the right axis the energy gaps are indicated that are 
associated with the measured magnetisation steps via Eq. (2.59), using that B± = 7.65 T 
for v = 4. For comparison, the cyclotron energy Twc and the Landau gap Twc — ASa 
for this magnetic held are drawn in the figure as dashed lines, taking into account that 
ASA = 3.4 meV for 9 = 13°.
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Figure 5.15: Illustration of the chemical potential x  in the ideal energy-level scheme 
of the strongly coupled bilayer (introduced in Fig. 2.4), showing the effect of a sudden 
collapse of the symmetric-antisymmetric splitting at v = 4. The additional peak-feature 
that is observed in the magnetisation suggests that the symmetric-antisymmetric splitting 
in the Landau level j  = 1 is quenched such that the symmetric level E ito lines up with 
the antisymmetric level E \y\, while the symmetric-antisymmetric splitting in the lowest 
Landau level (j = 0) survives.
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A collapse of ASa in high magnetic fields is known from magnetotransport and has 
been attributed to electron correlation effects [96,97]. The reported magnetotransport 
experiments showed that the quantum Hall effect disappeared at integer filling factors 
related to symmetric-antisymmetric transitions, proving that Asa was quenched. The 
experiments did nevertheless not provide information about the associated increase of the 
Landau gap, huc — A sa . In contrast, our experiments can easily provide such information, 
since magnetisation measurements offer direct access to the size of the energy gaps. As 
the observed strong temperature dependence hints towards a correlation-induced cause 
for the appearance of the peak, we suggest to interpret this peak as a fingerprint of a 
collapsing A sa due to electron-correlation effects.
Comparison of the experimental data to model calculations suggests that these corre­
lation effects reduce the symmetric-antisymmetric splitting from ASa =  3.4 meV at 4.2 K 
to Asa 0.5 meV at 1.4 K. Figure 5.16 shows that a model with this Asa can reproduce 
the size and steepness of the observed magnetisation step at v  =  4 including the peak 
for T  =  1.4 K . The model incorporates an energy-level broadening r  =  0.8 meV and a 
background density of states D g =  0.06 D0.
We note that the above mentioned model parameters r  and Dg are similar to the ones 
that were found to reproduce the step at v =  4 without the peak by using A sa =  3.4 meV 
(see Fig. 5.6). These model parameters correspond with a number of states in the energy
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Figure 5.16: Magnetisation step at v = 4 for the strongly coupled bilayer system at
(a) 4.2 K and (b) 1.4 K. Model calculations show that the step at T  = 4.2 K can be 
reproduced using Asa = 3.4 meV, r  = 0.8 meV and Dg = 0.10 D0. A t T  = 1.4 K the 
magnetisation step exhibits the additional peak-feature. The step underneath the peak 
can be modelled using the same parameters as the step at T  = 4.2 K. The model for 
the step including the peak assumes a symmetric-antisymmetric splitting that is reduced 
to ASa = 0.5 meV. The energy-level broadening is unchanged, r  = 0.8 meV, and the 
background density of states is slightly smaller than in the other model, Dg = 0.06 D0.
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gap at v =  4 amounting to 0.2 D0. As discussed in subsection 5.3.4, we associate such a 
relatively small number of states in the gap with a weakly coupled bilayer system. This 
result supports the interpretation of the additional peak-feature as a sudden reduction of 
A Sa at v  =  4.
A reduction of A Sa due to correlation effects at v  =  4 raises the question what will 
happen at higher magnetic fields, at total filling factors v  =  3, 2 and 1. When the 
symmetric-antisymmetric splitting is smaller than the (enhanced) spin splitting, v  =  2 
is expected to be related to a spin gap, while the odd filling factors are then associated 
with the symmetric-antisymmetric splitting. Figure 5.12 shows that v  =  3 and v  =  2 are 
both present at low temperatures, showing that the symmetric-antisymmetric splitting 
still survives. A detailed investigation of the character of these steps was beyond the 
scope of this thesis.
The presence of the mentioned non-equilibrium currents hinders the observation of 
the additional magnetisation peak at v  =  4 at temperatures below 1.4 K. Hence, we have 
no information whether the peak really grows further to reach 2 fJ_B at 0 K or that it 
might saturate for example at AMpp =  1.5 f^ B. As indicated in Fig. 5.14, this latter size 
is approximately equal to the Landau step size that is ideally expected for the strongly 
coupled bilayer system, which is associated with the Landau gap A E pp =  hu c — A Sa. 
Nevertheless, the shape of the observed step at v  =  4 does not support this interpretation. 
An ideal step is expected to show up as a discontinuity, an infinitely steep step. The 
measurement, on the other hand, exhibits a step with a width that hints towards the 
presence of a background density of states; this is thus not an ideal step.
Summarising, we observed an additional peak-feature in the magnetisation of the 
strongly coupled bilayer system at total filling factor v  =  4. The temperature dependence 
of this peak suggests that it is related to a reduction of the symmetric-antisymmetric 
splitting due to electron correlation effects. Model calculations support this interpretation.
5.6 Sum m ary
We presented magnetisation measurements on a weakly coupled bilayer two-dimensional 
electron system and on a strongly coupled bilayer 2DES. For both bilayers we observed 
magnetisation oscillations that are associated with the transition of the chemical poten­
tial across the symmetric-antisymmetric gap. These observations prove that a purely 
electronic transition does show up as a change in the thermodynamic magnetisation. The 
weakly coupled bilayer exhibited smaller magnetisation steps at symmetric-antisymmetric 
transitions than the strongly coupled bilayer, reflecting the difference in coupling strength.
The experimentally determined magnetisation signals exhibit magnetisation steps that 
are strongly reduced in size in comparison to the ideally expected step sizes. We showed 
that the presence of a parallel magnetisation component can not cause such a reduction. 
Model calculations illustrated that the reduced step sizes can be described by using a
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density of states that consists of broadened energy levels on top of a background density 
of states. The appropriate energy-level broadening parameter and background density of 
states are found to depend on the coupling of the bilayer system and on the character of 
the energy gap in which the chemical potential resides. The bilayer with stronger coupling 
has a larger number of states in the gap.
By tilting the bilayer systems to a larger tilt angle, we applied a larger in-plane field and 
thus reduced the symmetric-antisymmetric splitting of the systems. The magnetisation of 
the strongly coupled bilayer showed proof of a moderate reduction by exhibiting slightly 
decreasing symmetric-antisymmetric steps and increasing Landau steps. On the other 
hand, the symmetric-antisymmetric splitting in the weakly coupled system was observed 
to be reduced such that its wells were effectively decoupled.
The experimentally determined magnetisation of the strongly coupled bilayer 2DES 
exhibited a strongly temperature-dependent additional peak-feature superposed on the 
magnetisation step at total filling factor v  =  4. Extrapolating its temperature dependence 
to 0 K hinted towards a sudden quenching of the symmetric-antisymmetric splitting due 
to correlation effects. We supported this interpretation with model calculations, showing 
that a reduction of ASa from 3.4 meV to 0.5 meV could explain the peak that was observed 
at a temperature of 1.4 K.
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Chapter 6 
M agnetisation of quantum rings
A bstract
We present magnetisation measurements on an ensemble of nanoscopic self­
assembled InGaAs quantum rings with only one or two electrons per ring. 
The observed magnetisation signal exhibits an Aharonov-Bohm oscillation at 
a magnetic field of 13 T, even though our nano-structures differ considerably 
from ideal rings. The occurrence of the oscillation at 13 T instead of at the 
ideally expected 5 T is explained by an independent-electron model that takes 
into account the non-ideal topology of the rings and the presence of strain in 
the rings. Since the magnetisation oscillation is associated with a persistent 
current, our observation provides the first evidence of the presence of persistent 
currents in nanoscopic self-assembled few-electron quantum rings.
This work has been published as
N. A. J. M. Kleemans, I. M. A. Bominaar-Silkens, V. M. Fomin, V. N. Gladilin, D. Granados,
A. G. Taboada, J. M. García, P. Offermans, U. Zeitler, P. C. M. Christianen, J. C. Maan, 
J. T. Devreese and P. M. Koenraad: Oscillatory persistent currents in self-assembled quantum 
rings, Physical Review Letters 99, 146808 (2007).
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vreese from TVFS (Universiteit Antwerpen), and D. Granados, A. G. Taboada and J. M. García 
from CSIC (Instituto de Microelectrónica de Madrid).
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6 . 1  I n t r o d u c t i o n
This chapter presents magnetisation experiments on quantum rings containing only one 
or two electrons. As discussed in subsection 2.5 (Fig. 2.11 on page 42), the magnetisation 
M  of such a quantum ring with radius R  is expected to oscillate periodically as a function 
of the enclosed magnetic flux $  =  B± n R 2 with a period $ 0, the universal flux quantum. 
The oscillation is a result of the periodicity that is exhibited by the energy-level scheme: 
every period a level E l with a different angular momentum quantum number l becomes the 
ground state of the electron in the ring. As the non-zero magnetisation of the ring implies 
a persistent electron current I , also this current oscillates as a function of the enclosed 
flux. This behaviour is typical for electrons in ring structures and it is associated with 
the quantum-interference phenomenon that is known as the Aharonov-Bohm effect [2].
Experimental evidence for Aharonov-Bohm oscillations has been detected in meso­
scopic metallic [98,99] and semiconducting [100,101] rings containing many electrons. 
The occurrence of the Aharonov-Bohm effect in nanoscopic ring-structures containing 
only one or two electrons per ring has been addressed by optical experiments [49,102]. 
We are the first to present magnetisation experiments on such structures, offering the first 
direct measurement of the few-electron persistent current in a nanoscopic quantum ring.
6 . 2  S e l f - a s s e m b l e d  I n x G a 1_ x A s / G a A s  q u a n t u m  r i n g s
The samples on which we perform magnetisation experiments are semiconductor struc­
tures containing an ensemble of self-assembled InGaAs/GaAs quantum rings. These 
structures are kindly provided by Jorge García and co-workers from the Instituto de 
Microelectrónica de Madrid.
The fabrication procedure of the ring-structure starts with growing a thin layer of 
InAs on a GaAs substrate. Because of the difference in lattice constant (0.606 nm for 
InAs and 0.565nm for GaAs [17]) the InAs naturally tends to cluster into dots. These 
self-assembled quantum dots are then capped with a thin GaAs layer and are subsequently 
annealed. This procedure leads to a redistribution of the InAs material, resulting in ring­
shaped InæGai_æAs nano-structures with a diameter in the range of 20 to 30 nanometers. 
Electrons are provided to the rings by modulation doping the GaAs with silicon, at 
a distance of a few tens of nanometers from the InAs layer. The amount of doping 
determines the number of electrons per ring. In our case, the doping is aimed at achieving 
one or two electrons per ring. The details of the growth procedure can be found in papers 
by Granados and García et al. [103-105].
In order to enhance the detectability of the magnetisation signal, 29 layers of InGaAs 
rings are grown on top of each other with GaAs spacers of 50 nm in between. Electrons 
are provided to the rings by modulation doping with silicon halfway the GaAs spacer: a 
2 nm thin GaAs layer is doped with 7 x 1022 m_3 Si. The amount of doping is aimed at an 
electron number in the few-electron quantum limit: one or two electrons per ring, such 
that only the lowest (spin-split) energy level is occupied.
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Figure 6.1: Visualisation of the realistic shape of our quantum rings as based on X-STM  
measurements on a reference sample [106]. (a) Three-dimensional height profile of the 
InGaAs nano-structure. (b) Cross-sections through the nano-structure’s height profile 
along the [1-10] and [110] directions, clearly indicating three important differences with 
respect to an ideal ring: (i) the absence of a hole at the centre of the nano-structure, (ii) 
the anisotropic shape of the structure, and (iii) the finite width of the rim. The main 
ring radius is 11.5 nm. These graphs are reproduced from expressions given by Offermans 
et al. [106] for the height of the InGaAs layer as a function of the radial coordinate and 
the azimuthal angle. The even more detailed expressions presented in Ref. [107] lead to 
a reasonably similar shape as shown here.
Using Atomic Force Microscopy (AFM), cross-sectional Scanning Tunnelling Microsco­
py (X-STM) and photoluminescence experiments the self-assembled quantum rings have 
been studied [103-106].
AFM measurements can only be performed at a surface layer of the structure and are 
especially valuable for the determination of the ring density. A ring density of the order of 
1010 rings per cm2 is achieved. Because the rings have a radius of the order of 10 nm, each 
nano-structure is estimated to be well enough separated from the neighbouring rings.
X-STM measurements are done at cross-sectional surfaces of a cleaved layer stack. 
The results offer insight into the shape, size and composition of the nano-structures. 
Offermans et al. have performed X-STM measurements on the InGaAs quantum rings 
we are discussing [106]. The ring shape they have derived is shown in Fig. 6.1. The 
structure’s main radius is determined to be 11.5 nm. Photoluminescence experiments 
showed a single peak, indicating a unimodal size distribution. The peak was observed at 
an energy of 1.3 eV, which is typical for such ring-like structures [104]. The full width at 
half maximum (FWHM) of the photoluminescence peak is 40meV, indicating a slightly 
inhomogeneous distribution of ring sizes.
Although the shape of the fabricated ring is circular, Figure 6.1 shows that the nano­
structure is certainly not an ideal ring. The main difference is the presence of approxi­
mately 1.5 nm of InGaAs material at the ring centre, indicating the absence of a real hole. 
A ring-shaped structure without a real hole is more a zero-dimensional structure (quan-
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tum dot) than a ring. As a quantum dot with only one or two non-interacting electrons 
does not exhibit any magnetisation oscillations as a function of magnetic field [15], it is 
surprising that our dot-like ring-structures can still exhibit the Aharonov-Bohm effect.
As a further difference with an ideal ring we note that the rim height is not uniform. 
The rim is lower along the [1 -1 0] direction than it is along the [1 1 0] direction, so the 
ring-like structure is not cylindrically symmetric as is the case for an ideal ring. Moreover, 
the rim of the ring is not infinitely thin, but has a finite width in radial direction.
The X-STM measurements revealed that the indium content in the nano-structure is 
55 ±  5% [106], so it is composed of Ino.55Gao.45As. An effective mass m* =  0.053 me is 
associated with this material [107].
We will present magnetisation measurements on several samples from the same wafer. 
All samples consisted of 29 layers with each 1010 rings per cm2 as determined by AFM 
measurements. Having an area of 5.6 x 10_5 m2 per layer, the samples contain about 
2 x 1011 nano-structures. The doping is such that each ring is filled with on average 1.5 
electrons. Therefore, each sample contains about 3 x  1011 electrons. These and further 
sample details are listed in appendix C.
6.3 E xperim ental resu lts and discussion
The magnetisation of the quantum-ring samples is measured with the 2001 magnetometer, 
which was described in section 3.4. The samples were mounted in the magnetometer with 
the sample normal at a tilt angle 9 = 11° with the magnetic-field direction. This tilt angle 
is small enough to assume that the magnetic field is fully perpendicular to the plane of 
the quantum rings: Btotal ~  (0, 0, B±); the error involved is less than 2%.
6.3.1 E xperim entally  determ ined m agnetisation
Figure 6.2 presents the raw magnetisation data for two samples at T  =  4.2 K and for one 
of the samples also at T  =  1.4 K. Furthermore, the figure shows the magnetisation signal 
that was measured on a sample from which the InGaAs layers had been polished away, 
leaving only a substrate.
The experimental data clearly exhibit an oscillation in the magnetisation of the quan­
tum rings at a magnetic field of approximately 13 T. This oscillation appears on top of 
a large, smooth background that diverges to minus infinity at low magnetic fields. Such 
a background is typical for magnetisation measurements (see subsection 3.3.9). Because 
the shape of the smooth background is strongly dependent on sample mounting and even 
on the settings of the detection system, it is not surprising that the magnetisation trace 
determined for one sample has an entirely different shape than that for another sample.
In order to enhance the visibility of the oscillation without removing relevant signal, 
we subtract a linear background from the quantum-ring signal. The chosen linear back­
grounds are indicated in Fig. 6.2 (left graphs). From the substrate signal we subtracted a
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raw data: after subtraction:
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Figure 6.2: Experimentally determined magnetisation of our quantum-ring samples as a 
function of total magnetic Geld Btotal. The magnetisation is expressed in Bohr magnetons 
|xB (see Eq. (2.15); not to be confused with the effective Bohr magneton n*B, which differs 
a factor me/m* from |Jb). The results are normalised to the number of electrons in the 
sample, N  & 3x10n , and thus represent the magnetisation per electron: M  = Msample/N . 
For each sample and temperature two magnetisation traces are plotted. For clarity some 
of the traces are offset with respect to each other. On the left, the raw magnetisation data 
are plotted together with thin lines indicating the background fits used for processing the 
data. On the right, the magnetisation signal is shown that results after subtraction of 
the background fit (notice the different vertical scale). The oscillation that appears at 
13 T has a magnitude of the order of 20 |xB (see arrows) and is described in detail in the 
text. The bottom graphs show the magnetisation of a sample from which the InGaAs 
layers have been removed, leaving behind only the substrate. The large noise band that 
is observed for one of these measurements is due to sub-optimal settings of the detection 
system (feedback electronics). From the noise band observed in the other measurements 
we derived that the resolution of the experiment was 2.8 x 10_12 J /T  = 3 x 1011 |J.B at 
13 T. Normalised to the number of electrons N , this resolution corresponds with 1 ^b per 
electron, which is approximately 5% of the magnitude of the oscillation that is observed 
at 13T.
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polynomial background. The magnetisation traces that result after the background sub­
traction are shown on the right in Fig. 6.2. The results are normalised to the number of 
electrons in the samples and, hence, represent the one-electron magnetisation signal. Both 
quantum-ring samples exhibit an oscillation around 13 T, with a clear minimum around 
12 T and a maximum around 14 T. The magnitude of the oscillation is of the order of 
20 |j.B, with p.B the Bohr magneton according to Eq. (2.15). We note that the oscillation 
is absent in the magnetisation of the substrate sample, indicating that its occurrence must 
be related to the presence of the InGaAs layers.
To prove that the observed oscillation is not an artefact that is induced by the 
background subtraction, we study the first derivative of the raw magnetisation signal, 
d M /d B total. An oscillation in the magnetisation will appear as a peak in d M /d B total, 
while the smooth, monotonous background just determines the offset of the curve. Fig­
ure 6.3 shows the derivative of a typical measurement as a function of magnetic field, 
proving that a clear peak is visible only at 13 T. We conclude that the background sub­
traction was performed in a proper way.
B total [T ]
Figure 6.3: First derivative of the experimentally determined raw magnetisation signal 
M  with respect to the magnetic field Btotal for a typical measurement, like the ones shown 
in Fig. 6.2 (left graphs). Raw data is shown as a thin grey line, and the associated thick 
black line is acquired by adjacent averaging. We clearly observe a peak in dM /dBtotal 
at 13 T, indicating that the magnetisation oscillations in Fig. 6.2 (right graphs) are not 
artefacts induced by the background subtraction.
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We note that the oscillation that appears at 13 T is the only oscillation that is detected 
in the magnetisation of the quantum rings. This observation contrasts with our expecta­
tion of an oscillation at 5T, as calculated for an ideal ring of similar radius R  =  11.5 nm 
(see Fig. 2.11 on page 42). As we will discuss later, it has been theoretically shown that 
the non-ideal topology of our rings can explain the shift of the oscillation from 5 T to 
13T [107].
By observing that the substrate sample does not exhibit any oscillatory magnetisation, 
we proved that the observed oscillation for the quantum-ring samples must be due to the 
presence of the InGaAs epilayers. In order to ensure that the oscillatory signal originates 
from the nano-structures in these layers, we also performed another test. We measured 
the magnetoresistance of a quantum-ring sample up to magnetic fields of 21 T. If free 
carriers were present, we would observe oscillations in the magnetoresistance related to the 
Shubnikov-de Haas effect (see [15] for a short introduction). As the measured resistivity 
had a large value and showed no oscillatory behaviour, we conclude that there were no 
free carriers present in the epilayers.
Furthermore, we verified that the oscillatory signal is not related to de Haas-van Alphen 
oscillations, like the magnetisation oscillations discussed in the previous chapters about 
two-dimensional electron systems. De Haas-van Alphen oscillations are periodic in the 
inverse of the magnetic field, with a period that we denote A 1/b  and that depends on the 
electron density in the system. We will show that the electron densities that are associated 
with a period of (1/13) T _1 can not be present in our system. The de Haas-van Alphen 
period is expressed as [4]
. 2e . .
A1/b =  &kp ’ (6A) 
where kp is the Fermi wave vector. The Fermi wave vector depends on the electron density 
n . For a two-dimensional structure,
kp =  2nn2D ,
with the electron density n2D in units m_2, while for a three-dimensional structure
kp =  3n n3D ,
with n3D in units m_3. Using the above expressions, we can extract the electron density 
that corresponds to a de Haas-van Alphen oscillation with a period of A 1/ b =  (1/13) T _1. 
Equation (6.1) associates such a period with a Fermi wave vector kp =  2 x 108 m_1. In 
order to exhibit such behaviour, a two-dimensional system with an electron density n2D =  
6 x 1015 m_2 should be present, or a three-dimensional system with n3D =  3 x 1023 m_3. 
These electron densities are an order of magnitude larger than those that can be expected 
from the doping levels, so we cannot attribute the measured magnetisation oscillation to 
the de Haas-van Alphen effect.
We conclude that the observed oscillation at a magnetic field of 13 T must be attributed 
to an Aharonov-Bohm oscillation in the thermodynamic magnetisation of the few-electron 
quantum rings.
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6.3.2 Interpretation  and discussion
Our realistic quantum rings thus exhibit an Aharonov-Bohm oscillation in the thermody­
namic magnetisation at a magnetic field of 13 T. The oscillation magnitude is of the order 
of 20 [J.B per electron. We will now address the question how these observations relate to 
theoretical expectations.
The characterisation of the nano-structures had revealed non-ideal rings with max­
imum height for a radius of 11.5 nm [106], as was illustrated in Fig. 6.1. For ideal 
one-electron rings having such a radius and being at zero temperature we expect an 
oscillatory magnetisation signal according to Eq. (2.75), like plotted in Fig. 6.4(b). For 
such an ideal system, the first discontinuity in the magnetisation occurs at B total =  5 T, 
where $  =  $ 0/2. In contrast, we observe the first oscillation at 13 T. In order to explain 
that the first discontinuity occurs at 13 T, we would need ideal rings with a radius of only 
R  =  2.3 nm. The magnetisation of such an ideal ring is visualised in Fig. 6.4(c).
Because our realistic, non-ideal rings have no hole at the center, it is possible that the 
effective radius of the ring, as experienced by the electron, is smaller than the previously 
mentioned 11.5 nm and, thus, allows a shift of the first discontinuity to higher magnetic 
fields. We will now further support this proposition. Especially at low magnetic fields, 
when the chemical potential x  is dominated by the energy level with angular momentum 
zero (l =  0), the chemical potential is sensitive to the confining potential. Because our 
rings have no hole at the center, the confining potential V (r) has a finite height at r =  0, 
instead of being infinite like for an ideal ring. Hence, the electron has a non-zero wave 
function at r =  0. In comparison to ideal rings, the electron density in our realistic rings is 
therefore shifted towards the center, leading to a smaller effective ring radius and, hence, 
a larger magnetic field for the first Aharonov-Bohm oscillation.
Moreover, the effective radius can be further reduced — and the oscillation shifted 
to even higher fields — by the presence of strain in the ring structures. The presence of 
strain in InGaAs rings reduces the depth of the potential well V (r), leading to an even 
smaller effective radius [107].
Fomin et al. have presented an independent-electron model that includes the actual 
shape of our realistic quantum rings (Fig. 6.1) as well as the strain in these rings [107]. 
The strain is calculated by applying a three-dimensional finite-element method of the 
elasticity theory. This model is able to reproduce our experimental observation that the 
first Aharonov-Bohm oscillation appears at 13 T.
For the sake of just a simple comparison, we show the magnetisation as expected 
for an ideal ring with R  =  2.3nm in Fig. 6.4(c). The magnitude of the discontinuity 
in the magnetisation is ideally expected to be AM  = 1  f^ B per electron, which equals
19 f^ B for m* =  0.053 m e. Our experimental results exhibit an oscillation magnitude 
of approximately 20 to 30 f^ B, which is surprisingly large compared to the previously 
mentioned ideal oscillation magnitude. Nevertheless, if the indium content in the ring 
is higher than represented by m * =  0. 053 m e, we underestimate the ideal magnitude of 
A M . For a ring consisting of only InAs, m* =  0.026 me [17] and 1 f^ B =  38 f^ B. This value
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can be identified as an upper limit to the magnitude of the magnetisation oscillation: if 
we would measure larger signals, we would not be able to attribute them to the InGaAs 
quantum rings. We note that the observed oscillation magnitude is reasonably below this 
upper limit.
B t otal [T ]
Figure 6.4: Comparison between the experimentally determined magnetisation of the 
quantum rings and theoretical expectations for ideal rings at zero temperature. (a) 
Measured magnetisation M  of our quantum-ring samples as a function of Btotal after 
subtraction of the smooth background that was indicated in Fig. 6.2. The plotted mag­
netisation traces are the same as those shown in the right graphs of Fig. 6.2. For clarity 
the traces are offset with respect to each other. The magnetisation is normalised to the 
number of electrons and is expressed in Bohr magnetons |mB. (b) Theoretical expecta­
tion according to Eq. (2.75) for the magnetisation of an ideal quantum ring with radius 
R  = 11.5 nm. The grey line assumes m* = 0.053 m e, such that the ideal step size amounts 
to 1 mB = 19 |mB. The black line represents m* = m*nAs = 0.026 m e, such that the ideal 
step size is 1 mB = 38 |mB. (c) Like graph (b) for an ideal ring with R  = 2.3 nm. The arrows 
that indicate the oscillation magnitude in graph (a) are 20 |mB long. For comparison, we 
show a similar arrow in graph (c).
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The observation that the oscillation magnitude that is measured for sample 2 is not 
noticeably influenced by the temperature decrease from 4.2 K to 1.4 K supports the pho­
toluminescence result that there is a slightly inhomogeneous distribution of ring sizes. 
Such an inhomogeneous distribution is expected to smoothen the oscillation, reducing its 
magnitude. Hence, it is even more surprising that the detected oscillation magnitude is 
so large. We have no explanation for this observation.
The observed Aharonov-Bohm oscillation in the magnetisation M  is associated with 
an oscillation in the persistent current I  in the ring via Eq. (2.79):
i  = M .
n R 2
For a ring with R  =  11.5 nm a change in the one-electron magnetisation of 20 mB =  
1.85 x 10_22 A m 2 corresponds thus to a change of 0.5 mA in the one-electron current. If we 
take into account an effective radius of R  =  2.3 nm, a magnetisation change A M  =  20 mB 
corresponds with an oscillation in the one-electron persistent current with a magnitude 
as large as 11 |mA. Our magnetisation experiments offer the first direct measurement of 
this persistent current in few-electron nanoscopic quantum rings.
It is highly desirable to extend the magnetisation measurements on quantum rings to 
higher magnetic fields. For our realistic rings, containing non-interacting electrons, Fomin 
et al. have predicted a second strong oscillation around a magnetic field of 25 T [107]. 
Although the 2006 magnetometer offers access to this magnetic-field range, we have not 
yet managed to observe oscillatory behaviour related to quantum rings with this set-up.
6.4 Sum m ary
We measured the magnetisation of an ensemble of nanoscopic self-assembled InGaAs 
quantum rings with on average 1.5 electrons per ring. In contrast to ideal rings, our 
realistic nano-structures were anisotropic of shape and did not have a real hole at the 
centre. Hence, the structures were not true rings and resembled a quantum-dot topology 
instead. Surprisingly, these structures still exhibited an oscillation in the magnetisation 
that is representative of the Aharonov-Bohm effect, an effect that is in general considered 
to be restricted to ideal ring-structures.
The occurrence of the oscillation at a magnetic field of 13 T is explained by a model 
that takes into account the actual topology of the ring-structures and the presence of 
strain in the rings. These two effects result in an effective ring radius that is considerably 
smaller than the ring radius of 11.5 nm that was extracted from X-STM characterisation 
measurements.
Our magnetisation experiments provide the first direct measurement of the persistent 
current in nanoscopic few-electron InGaAs quantum rings. The measured magnetisation- 
oscillation magnitude is associated with a one-electron persistent current in each quantum 
ring of the order of a |mA. This value is surprisingly large for non-ideal quantum rings.
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Appendix A  
Landau levels
This appendix discusses the energy-level structure of a single-layer two-dimensional elec­
tron system and its level degeneracy in a non-zero magnetic field. The derivation of the 
Landau levels can typically be found in textbooks on condensed m atter science, such 
as [20].
The electron motion in a semiconductor structure can be described in the effective- 
mass approximation: the electrons are treated as free electrons with an effective mass m* 
that accounts for the influence of the semiconductor crystal. At low temperatures the 
GaAs effective electron mass at the band-edge energy E0z is m* =  0.067me [17], with 
me =  9.110 x 10_31 kg the rest mass of a free electron. The electron charge is —e with 
e =  1.602 x 10“ 19 C.
A .1 Energy levels in a perpendicular m agnetic field
When a uniform magnetic field Btotal is applied to a two-dimensional system of non­
interacting electrons, the Hamiltonian H  is:
H = m  (p — e.4)2 +  V  (0  , (A.l)
where p is the momentum operator p =  —ih V r. The vector A  is the vector potential, 
which represents the external magnetic field via Btotal =  V x A . The potential V(r)  
describes the external confinement and r is the position vector in the plane of the two­
dimensional sample area, r =  (x,y,  0). Since we will only discuss large-area 2DESs, we 
neglect edge effects: V (r ) =  0.
A magnetic field along the H-axis of the 2DES, Btotal =  (0, 0,B±) ,  corresponds in 
the Landau gauge to a vector potential A  =  (0 ,xB ^, 0), where we assume cartesian 
coordinates. Then, the two-dimensional Schrodinger equation is
h2
2m*
d2 (  d i eß±  Y
dx2 A  d y  + - h T X)
0 (x , y ) = E 0 (x , y ) . (A.2)
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Because the Landau gauge requires that H , p y =  0, the eigenfunction 0 ( x , y )  must 
satisfy
0 ( x , y )  = - X(x)elky y (A.3)
for the motion in the (x, y)-plane. The Schrodinger equation can then be rewritten to the 
equation for a linear harmonic oscillator:
h d2 m'"uc . , 2 ^ 
+-----^ ( x  -  x0)2 -  E’*W2
2m* d x 2 2 -x(x)  =  0
with
Wc
eB±
m *
the cyclotron frequency. The coordinate
hky
x0
hky
eB± - k y lB
(A.4)
(A.5)
(A.6)
is the guiding centre coordinate of a cyclotron orbit. The length lB is the magnetic length
(A.7)
For B±  =  1T, the magnetic length equals lB =  25.6 nm. The eigenenergies of Eq. (A.4) 
are the energies of the Landau levels, E j :
( j + 2 )
Ej (B±)  =  j  +  -  hwc, j  =  0,1, 2, (A.8)
This expression describes the energy-level structure of a two-dimensional electron system 
in a non-zero magnetic field.
The energy levels that are expressed by Eq. (A.8) are associated with electron motion 
in a circular cyclotron orbit with the cyclotron frequency u c. The radius of the cyclotron 
orbit is the cyclotron radius rc. Its size is closely related to the magnetic length lB 
according to
rc(j ) =  1b V  +  1 • (A.9)
The dependence on the Landau-level index j  indicates that higher states spread farther.
m*wc
A .2 Level degeneracy
The number of states in each energy level is traditionally derived as follows. We suppose 
that the 2DES occupies a square area of real space of dimensions L  x L. Because the 
electrons are confined to this area in real space, we must apply periodic boundary con­
ditions to the electron wave function in reciprocal space. The accessible fc-values (kx , ky) 
are therefore quantised to values
o, ±  ±  ±  ......... ( ^
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Hence, the periodic boundary conditions along y  lead to ky =  ± j  (2n/L)  with j  =  
0,1, 2, . . . .  The condition for the X-direction is that the coordinate x 0 (Eq. (A.6)), on 
which the wave functions are centered, must be located within the sample. This implies 
that
< x0 < L , (A.11)
< TlkyeB± < L , (A.12)
< j2nTiLeB± < L , (A.13)
eB ± L 2
(A.14)< j < h '
The number of states that fits in each level is thus eB ± L2/h.  Normalising to the area L2, 
we find the number of states per level per unit area: the level degeneracy
Nv =  B  ■ (A.15)h
Incorporating spin splitting, each Landau level can accommodate twice as much electrons, 
and the Landau-level degeneracy is
N l = 2B  ■ (A.16)h
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Appendix B 
Experimental set-up
We provide further details about the experimental set-up in this appendix.
B .1 From sam ple rotation  to  spot d isp lacem ent
The dependence of the laser-spot position p  on the sample rotation -  is presented for the 
2001 and 2006 magnetometer. For both magnetometers we illustrate that the sensitivity 
d p / d -  depends linearly on the optical-path length from sample to detector. Furthermore, 
we show the effect of sample tilting on the optical-path length from lens to detector in the 
2006 magnetometer. A change in this path length influences the quality of the laser-spot 
focus at the detector.
B .1.1 2001 m agnetom eter
Figure B.1 shows the geometry of the 2001 magnetometer, defining all relevant dimensions 
and orientations. When the sample rotates over an angle - ,  the laser spot moves a distance 
p (-) over the detector. The dependence of p  on -  can be expressed as
p(-) =  b tan(2^ ) (i +  tan(2-) tan (2 - -  3 ))
+  (h +  b sin(3) tan (3 )) tan(2-)
+  ‘b S S ‘“ ' 2 - - « -  'B .1,
We visualise this dependence in Fig. B.2(a), showing that it is linear for the angles -  of 
our interest. The slope represents the term d p / d - ,  which influences the responsivity of 
the magnetometer (see Eq. (3.6)). Figure B.2(a) illustrates that d p / d -  depends strongly 
on the optical-path length from sample to detector. The geometry of the optics in the 
2001 magnetometer is such that the optical-path length amounts to approximately 4.1 cm. 
The associated d p / d -  is 83.4 mm/rad.
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h
Figure B.1: Geometry of the 2001 magnetometer, visualised in a cross-section. The 
actual design has r = 9.2 mm and h = b = 19.6 mm. In order to make the geometry 
suitable for 0 & 10°, the other design parameters are a  = 22.5°, 3 = 12.6° and a = r =
9.2 mm. These values follow from geometric relations stating that tan(23) = r/b and 
0 = a — 3, and, furthermore, that a = r /  tan(2a). When the sample rotates over an angle 
the laser spot moves a distance p(-) over the detector according to Eq. (B.1).
 ^ [rad] optical path length
from sample to detector [mm]
Figure B.2: (a) Dependence of the spot position p on the sample rotation -  for the 
2001 magnetometer that was illustrated in Fig. B.1. The slope of the curve represents 
dp /d -, which amounts to 83.4mm/rad for this magnetometer. (b) Dependence of dp/d­
on the optical path length from sample to detector (h + Vr2 + b2), showing a linear 
relation. The dashed lines indicate the values that correspond with the geometry of the 
2001 magnetometer.
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B .1.2  2006 m agnetom eter
Figure B.3(a) shows the geometry of the 2006 magnetometer for a certain tilt angle 9, 
defining all relevant dimensions and orientations. The 2006 magnetometer allows tilt 
angles in the range 0° < 9 < 30°, as visualised in Figs. B.3(b) and (c). The position m  
and orientation a  of the in-mirror depend on the tilt angle 9 according to
m(9) =  r tan(23 — 29 — 90°), (B.2)
and
a(9) =  3  — 9. (B.3)
When the sample rotates over an angle - ,  the laser spot moves a distance p (-) over 
the detector. The dependence of p  on -  can be expressed for the 2006 magnetometer as
p (-) =  —r +  l tan(2-) 
r cos2(8/2)
+  sin(8)
r sin(8/2) sin(8 — 2-)
+  sin(8) sin(8/2 — 2-)
r tan (2 -> (B4)
2 tan(8/2 — 2-) ’ v ' ;
where we defined
8 =180° — 23. (B.5)
We note that this relation is not affected by a change in tilt angle 9. We visualise Eq. (B.4) 
in Fig. B.4(a), showing that the spot position p  depends linearly on -  for the angles -  of 
our interest. The slope represents the term d p /d - ,  which influences the responsivity of 
the magnetometer (see Eq. (3.6)). Figure B.4(b) illustrates that d p /d -  strongly depends 
on the optical-path length from sample to detector. The geometry of the optics in the 
2006 magnetometer is such that the optical-path length is 3.1 cm, compared to 4.1 cm 
for the 2001 magnetometer. The associated d p /d -  amounts to 62.2 m m /rad for the 2006 
magnetometer, compared to 83.4 m m /rad for the 2001 magnetometer. We note that the 
reduction of d p /d -  in the new magnetometer can be fully attributed to the reduction 
of the optical-path length. This illustrates that the the optical-path length is the main 
parameter that influences d p /d - .
Although a change in tilt angle 9 does not influence the magnetometer responsivity via 
d p /d - ,  it does have an effect on the responsivity via the sensitivity of the optical detector, 
d X /d p . This sensitivity depends on the laser-spot focus, which, in turn, depends on the 
optical-path length from lens to detector. As a change in 9 is accompanied by a change 
in in-mirror position, also the path length from lens to detector changes (see Fig. B.3). 
Figure B.4(c) visualises the dependence of the in-mirror position m  on the tilt angle 9 , as 
expressed by Eq. (B.2). Figure B.4(d) plots the additional path length that is associated 
with a tilt angle 9 larger than zero. For the range 0° < 9 < 30° the change in path length 
is maximally 3.3 mm.
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Figure B.3: Geometry of the 2006 magnetometer for variable tilt angle 0, visualised 
in a cross-section. The actual design has r = 4.5 mm, h = 7.8 mm, l = 22 mm and 
v = 10 mm. In order to make the geometry suitable for 0max = 30°, the angle 3 must 
equal 3 = 90° — 0max/2 = 75°. The vertical position m and the orientation a of the 
in-mirror depend on the tilt angle 0 according to Eqs. (B.2) and (B.3). (a) Magnetometer 
geometry for a certain tilt angle 0. When the sample rotates over an angle - , the laser 
spot moves a distance p(-) over the detector according to Eq. (B.4). (b) Geometry for 
0 = 0°, showing that the associated m equals h. In addition, a equals 3. (c) Geometry 
for 0 = 30°, showing that then m  = 0 mm and a  = 45°.
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 ^ [rad] optical path length 
from sample to detector [mm]
6
no
soproro
0 [degree] 0 [degree]
8
2
0
Figure B.4: (a) Dependence of the spot position p on the sample rotation -  for the 2006 
magnetometer that was illustrated in Fig. B.3. The slope of the curve represents dp /d-, 
which amounts to 62.2 mm/rad for this magnetometer. (b) Dependence of d p /d - on the 
optical path length from sample to detector (l + Vr2 + h2), showing a linear relation. 
The dashed lines indicate the values that correspond with the geometry of the 2006 
magnetometer. (c) Dependence of the in-mirror position m on the tilt angle 0 according 
to Eq. (B.2). (d) The optical path length from lens to detector increases with tilt angle 
0 as illustrated in this plot.
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B.2 Translation of spot position  to  detector output
We will express the relation between the detector output X  and the spot position p  in 
this appendix. This expression is used to extract the detector sensitivity d X /d p . The 
detector sensitivity is limited by the requirement that the amount of light that falls on 
the detector must exceed the detection threshold of the photodiodes. Therefore, we will 
also calculate the light intensity that reaches these photodiodes.
We approximate the laser spot by a Gaussian intensity profile with a size a. We 
suppose that this spot is centred at a certain position (p,q) =  (pc,qc) on the detector, 
where (p, q) is defined according to the coordinate system shown in Fig. 3.4(b). For ideal 
alignment of the set-up, the spot position moves only along p  and the offset qc is zero. 
The spatial intensity profile of the spot can be written as
A
2na2
— (p — pc)2 — (q — qc)2' (B 6 )
2a2
Here, In is the intensity at the spot centre. The amount of light that enters each out-fiber 
depends on the position of these fibers. These positions are indicated in Figs. 3.4(b) and 
(c). Fiber A, for example, is located at (p,q) =  (Lp/2 ,L q/2). Denoting the diameter of 
the fiber by D, we can calculate the amount of light that enters fiber A by integrating 
the spatial intensity profile of the laser spot, Eq. (B.6), over the area of the fiber:
■>(Lp/2+D/2) ,  (Lq/2+v/(D/2)2-(p-LP/2)2) In — (p — pc)2 — (q — qc)2
2a2 dq d p .IA = t 2  expJ (Lp/2 -D/2) J (Lq/2 -\J (D/2)2-(p-Lp/2)2 ) na
(B.7)
As a consequence, the amount of light on fiber A only depends on the laser-spot size 
a and the quadrant-detector geometry, i.e. the fiber diameter D  and the fiber centre- 
to-centre separations Lp in p-direction and L q in q-direction. Similar expressions can be 
written down for the light on the other fibers, IB, Ic and ID. These out-fiber intensities 
are detected with photodiodes and are then electronically processed to a detector output 
voltage X  according to Eq. (3.8):
X =  (i a +  i b) — (Ic +  i d) (B 8)
Ia +  Ib +  Ic +  Id ' ( . )
Combining this expression with Eqs. (B.6) and (B.7) for all four out-fibers, we can cal­
culate the dependence of the output voltage X  on the spot position (pc,qc) for a given 
laser-spot size and detector geometry. An example of a measurement of X  as a function 
of spot position pc was shown in Fig. 3.4, where it was compared to calculations based on 
the above equations. Figure B.5 presents such calculation results for the detector geome­
tries that are actually used in the 2001 magnetometer and the 2006 magnetometer. We 
note that the 2006 magnetometer has a two-fiber detector instead of a quadrant detector, 
implying that this detector is defined by only the distance Lp and the fiber diameter D. 
Hence, Eq. (B.8) must be replaced by Eq. (3.9) for the 2006 magnetometer:
X  =  'r —T  ■ (B 9)Ie +  IF
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Figure B.5: Calculations of the detector output as a function of laser-spot position pc. 
(a) Detector output X  as a function of pc for the quadrant detector of the 2001 magne­
tometer; its geometric parameters and the laser-spot size are indicated in the graph. The 
detector sensitivity dX /dp  is given by the slope of the curve for small pc (b) Normalised 
light intensities on the four fibers A, B , C and D, and the total intensity. The intensity 
that falls on each fiber for pc = 0 amounts to 0.0210 and is indicated with a dashed line. 
As required, this value exceeds the detection threshold of the photodiodes. (c) Detector 
output X  as a function of pc for the two-fiber detector of the 2006 magnetometer with 
geometric parameters and laser-spot size as indicated in the graph. (d) Normalised light 
intensities on the two fibers E  and F , and the total intensity. The inset shows a zoom of 
this graph. The intensity that falls on each fiber for pc = 0 amounts to 0.0110. This is 
just above the detection threshold of the photodiodes.
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B.3 Feedback system
We provide details about the feedback system in this appendix.
The aim of the feedback system is to send such a current I fb through the current coil 
that the output voltage of the detector X  is kept at zero. Any deviation of X  from zero, 
whether it is due to a change of sample magnetisation or to mechanical oscillations, must 
be feedbacked fast, without causing additional oscillations. An electronic device that is 
suitable for such a task is a proportional-integral-differential controller (PID). When the 
time-varying detector signal X ( t)  is applied as input to the PID, the response of the PID 
is a time-varying output voltage Uout(t) [108]:
Uout(t) =  Gall ( G  X (t) +  T  ƒ  X (t)dt +  Td • (B.10)
Gan is an overall gain factor and GP is the proportional gain factor. T  and TD are the 
integral and differential time constants, respectively. We use the PID output voltage 
Uout(t) to drive a feedback current I fb through the coil, so that the PID output directly 
influences the torque on the sample and, thus, the detector signal X (t). By choosing 
appropriate settings for the PID gain factors and time constants, we can achieve a feedback 
current that exactly nulls the detector output X (t). Which settings are appropriate, 
depends on the properties of the signal X (t). We will now discuss these properties.
The actual detector output during a measurement, X (t), consists of a quasi-DC com­
ponent representing the magnetisation, X M, and of an AC component that is mainly 
associated with the unwanted rotational vibration. We characterise this rotational vibra­
tion by its eigenfrequency u 1 and amplitude Xi. Typically, u 1 is of the order of 10Hz. 
Also other vibration modes can play a role, in particular the mode where the torsion wire 
acts as a vibrating string. We associate this mode with an eigenfrequency u 2, which is of 
the order of 100 Hz, and with an amplitude X 2. Summarising, the detector output X  can 
be written as
X (u ,t)  =  Xm +  Xi eiMlt +  X 2 eiM2t • (B.11)
As a first step to discuss the response Uout of the PID controller to this voltage X  (u, t), we 
will now discuss how the PID controller responds to a harmonic input voltage X ( u , t )  =  
X0(u) eiMt. The associated output voltage then has the form Uout(u ,t) =  U0(u) eiMt. By 
substituting these expressions for X  and Uout in Eq. (B.10) we find the transfer function
X i t  =  G*u ( GP + u k  + iuTD) -  <B-12)
The transfer function describes how the output amplitude U0(u) depends on the input 
amplitude X 0 (u).
When we apply this transfer function to feedback such a signal X  as expressed by 
Eq. (B.11), we encounter several problems. First, the gain Gall that is needed to optimally 
feedback the quasi-DC magnetisation signal X M differs from that required for feedbacking 
the AC signal that is related to mechanical vibrations. Besides, when the feedback settings
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T  and Td are optimised for u 1, Eq. (B.12) implies that the amplitude X 2 of the oscillation 
with eigenfrequency u 2 might be not damped, but can be even enhanced instead.
The first problem is tackled as follows. In order to achieve the optimal gain settings 
for both DC and AC signals simultaneously, the input signal X ( u , t )  is split into a DC 
part and an AC part, using a low-pass and a DC filter, respectively. Both parts can then 
be amplified by their appropriate gain factors Gall, after which the results can be summed 
again and used as input for the PID controller. The second problem — the problem that 
the higher mode u 2 can be undesirably enhanced by the settings optimal for u 1 — is 
successfully circumvented by filtering this u 2 out of the AC signal using a notch filter.
Figure B.6 shows a schematic representation of the electronic feedback system, com­
prising the above-mentioned system parts. Besides these parts, a divider is included that 
divides the AC signal by a voltage representing the magnetic-field strength Btotal. W ith­
out this division, the effect of a feedback current I fb on the detector output X  increases 
linearly with magnetic field, because the torque that rotates the sample increases linearly 
with Btotal according to Eq. (3.2). Dividing the AC signal by Btotal is therefore necessary 
to keep the AC gain at an appropriate value. Because the precise value of the DC gain is 
less critical for stable operation of the feedback electronics, the DC gain does not have to 
be corrected for the variation of the magnetic field [58]. Typical settings for the feedback 
system are given in Table B.1.
Table B.1: Exemplary settings for the feedback-system equipment.
Function Device Settings
low-pass filter SR560 t  =  0-3 s, 12dB/octave
and amplifier gain x50
in DC path low noise
DC filter SR560 DC filter
and amplifier gain x  10
in AC path high dynamic reserve
voltage potentiometer for fine-tuning of gain
divider (home-made) (max. 20 kQ)
notch filter PAR 124 f  =  150 Hz (2001 magnetometer)
in AC path lock-in Q =  10
divider divider input: —10 V < Vac < +10 V
(home-made) input: 0-01 V < Vmagn.field < 10 V
output: 10 Vac/Vmagn.field
supply Vmagn.field DACOUT of pc 0 V < Vmagn.field < 10 V
(Bitter magnet) for 0 T < Btotal < 40 T
PID PID Gall =  1
(home-made) Gp =  0 (‘off’) 
T  =  1 s 
Td =  0-03 s
Rbias =  10 kQ
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Figure B.6: Schematic representation of the electronic feedback system as introduced in 
the text. The light intensities in the fibers A, B, C and D are detected by four photodiodes 
and are electronically translated into a voltage X  according to Eq. (B.8), representing the 
normalised laser-spot position. Along the DC path, a low-noise preamplifier (Stanford 
Research Systems, SR560) is placed, combining low-pass filter and amplifier in one device. 
Along the AC path, a similar low-noise preamplifier is used to filter the DC component 
and to amplify the AC part. For fine-tuning the AC gain a tunable voltage divider is 
added to the system. The notch filter in the AC path is used from a lock-in amplifier 
(Princeton Applied Research, PAR model 124). The divider, which divides the AC signal 
Vac by a voltage representing the magnetic field Btotal, is a home-made device. Also 
the summation amplifier, which allows additional fine-tuning of the DC and AC gains, 
and the PID controller are home-made. The voltage output of the PID controller is 
monitored with a nanovoltmeter (Keithley K2182). This output voltage is applied across 
a resistance Rbias so that it results in a current Ifb through the feedback coil according 
to Eq. (B.13). This current aims at nulling the detector output X , i.e. at keeping the 
sample at its equilibrium position -  = 0°. Typical settings for the feedback system are 
given in Table B.1.
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We use the output voltage Uout of the PID controller to drive the feedback current I fb 
through the feedback coil. A large resistance Rbias is connected in series to the current 
coil, so that
Ifb =  • (B.13)
Rbias
The output voltage Uout is limited to the range [-10 V, +10 V] in our feedback system. 
Typically, the resistance Rbias =  10 kQ, allowing feedback currents up to ±1m A. The 
optimal value of Rbias depends on the size of the magnetisation signal that must be 
feedbacked. For small magnetisation signals, only small feedback currents are needed. 
Hence, a larger Rbias can be used, for example Rbias =  100 kQ, offering a higher sensitivity 
for the feedback-current measurement.
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B .4 Laser-spot size
We describe the experiment with which we determined the optimal laser-spot size a as a 
function of the path length from lens to detector.
Figure B.7 shows the experimental set-up that is used to determine the laser-spot size. 
The laser light is guided through the in-fiber to the ball lens, just as in the magnetometer 
itself. By varying the distance between the fiber end and the lens, the position of the 
focus can be set at a specifically chosen distance d from the lens. At this position, we 
move a razor blade through the focus. This process is controlled by a delay line. The light 
that passes the razor blade is collimated by a lens onto a photodiode. The measurement 
results in a plot of integrated intensity as a function of razor-blade position, as shown in 
the top graph of Fig. B.8. By differentiating this curve, we find the spot profile. The spot 
size a is then extracted by fitting a Gaussian shape to the profile.
Using this procedure we extracted the spot sizes a as a function of path length d for a 
set-up with a diode laser and for one with a helium-neon laser, as shown in Fig. B.9. We 
chose these two lasers, because the diode laser is used for actual magnetisation measure­
ments, and the helium-neon laser is used for room-temperature alignment and setting the 
optimal focus.
From Fig. B.9 we estimated the laser-spot size a for the 2006 magnetometer, which 
has a path length of approximately 5 cm. For our combination of diode laser, in-fiber and 
ball lens we can achieve a focus with a size a =  0-15 mm at that distance from the lens.
laser chopper À/4-plate
ball lens razor blade collimating photodiode 
on delay line lens
Figure B.7: Experimental set-up for the determination of the laser-spot size a. The 
operation of the set-up is described in the text.
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position of razor blade [mm]
Figure B.8: Exemplary measurement result: integrated-intensity profile (top graph) 
from which the spot profile can be derived by differentiating (bottom graph). A Gaussian 
shape can be fitted to the spot profile (grey line), resulting in an estimate for the spot 
size a.
0.45 
IT 0.40
a
0>
n 0.05
4 5 6
distance d  [mm]
3 7
Figure B.9: Spot size a of the focus as a function of the distance d at which the laser is 
focussed by the combination of in-fiber and ball lens. We show results for a diode laser 
as well as for a helium-neon laser. The dashed lines approximate the observed behaviour 
and are described by the expressions given in the graph, with both a and d in mm. For 
a path length d = 5 cm, like in the 2006 magnetometer, we see that the diode laser offers 
a spot size a = 0.15 mm.
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B.5 T ilting the sample
We will now present details about the tilting of the sample in the 2006 magnetometer.
First, we provide the expression that relates the angle 0 , i.e. the angle over which the 
sample is tilted, to the tilt current Itilt and the applied magnetic field Btotal• We start 
with the expression for 0  as given by Eq. (3.23)
0  = 2 ^ '  (R14)
Substituting Eq. (3.24) for the torque Ttilt,
Ttilt nturns nR coil Itilt Btotal sin(9 0) y , (B.15)
the expression for 0  becomes
! _ L  nturnsnRcoilItiltBtotal sin(9 0) (B -|6)
0  _  2 R ~ g  • (B.16)wire
This equation is not yet our final result, because the angle 0  also appears in the right- 
hand-side of this expression. We can simplify the equation by expanding sin(9 — 0) in a 
Taylor series around 0  _  0:
sin(9 — 0) «  sin(9) — 0  cos(9). (B.17)
As long as \0\ < 10°, this is a good approximation. Assuming that we do not tilt over 
angles 0  larger than 10°, we can thus rewrite Eq. (B.16) to
l iT D  ^ ƒ (Itilt, Btotal) sin(9) mi O\
0 ( I tilt, Btotal) _  f(T---- 5---- ,-----, (B.18)
1 +  ƒ (Itilt, Btotal) cos(6>) 
with c
t(T r> \ — L  nturns^^coil^tilt^total m
f  (Itilt, Btotal) = -------- 2nRW- G-------- ' (B.19)
Equations (B.18) and (B.19) show that the rotation 0  of the sample can be controlled 
in situ by the tilt current Itilt and the magnetic field Btotal. The other parameters that 
appear in these equations, i.e. the angle 9 at which the sample is mounted and the 
characteristics of the torsion wire and the current coil, cannot be adjusted in situ.
B .5.1 T ilting  th e sam ple at a constant m agnetic field
Equations (B.18) and (B.19) allow us to estimate the tilt currents that are needed. We 
show these estimated values in a graph and we describe the actual tilting procedure.
Figure B.10 visualises how the final tilt angle (9 — 0) depends on the tilt current Itilt, 
when the sample tilting is performed at a magnetic field Btotal _  2.5 T. We note that 
this dependence is influenced by the initial tilt angle 9, as this appears as a parameter in
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tilt current / ti lt [mA]
Figure B.10: Dependence of the final tilt angle (Q — 0) on the tilt current Ttilt according 
to Eqs. (B.18) and (B.19) for Btotal = 2.5 T. The different lines corresponds with different 
initial tilt angles Q. We assumed a torsion wire with L = 10 mm, Rwire = 12.5 and 
G = 40GPa, and a current coil with nturns = 20 and Rcoil = 2.5 mm. The black dots 
indicate how much tilt current Itilt we expect to need for tilting a sample from Q = 15° 
to (Q — 0) = 18° and (Q — 0) = 21°: according to the figure this is Itilt = —0.11 mA and 
Itilt = —0.18 mA, respectively. In reality, the tilting procedure can result in quite different 
currents Itilt, because also other effects influence the sample orientation, especially in a 
magnetic field. One of these effects is the background magnetisation of the sample and 
magnetometer.
Eq. (B.18). The figure therefore illustrates the dependence for several initial tilt angles 
6.
As mentioned, the tilting of the sample is performed in practice by applying a tilt 
current Itilt at a fixed magnetic field Btotal. Because the optical alignment of the mirrors in 
the magnetometer must be adjusted to the new tilt angle, we apply an iterative procedure 
that ensures that the optical alignment is never completely lost. We will illustrate this 
procedure in the following.
The current Itilt is increased in small steps until the sample is rotated over such an 
angle that X  & +0.7V. In order to stay in the dynamic range of the detector, the tilt 
current is then not further increased but kept constant. As a next step, the orientation 
and vertical position of the in-mirror are adjusted. As a result of this change in the optical 
geometry, the laser spot moves over the detector. We adjust the in-mirror such that the 
detector output changes from X  & +0.7V to X  & —0.7 V, so that the optical alignment 
is still in the dynamic range of the detector. Then, by increasing the tilt current again, 
the laser spot is moved back to give X  & +0.7V. These actions are repeated until the 
desired tilt angle is reached. The advantages of the iteration procedure are that the optical 
alignment is never completely lost and, hence, the user can monitor the tilting process.
We offered proof of successful sample tilting in Fig. 3.15 by showing magnetisation 
measurements that were acquired at tilt angles 6 =  15°, 18° and 21°. The sample was
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originally mounted at 6 =  15° and tilted to the other angles by applying a tilt current of 
— 1.0mA and —1.6mA, respectively, at a magnetic field of 2.5T.
These actual tilt currents differ from the values that were expected according to 
Eqs. (B.18) and (B.19) (see dots in Fig. B.10). This difference is mainly caused by 
the background magnetisation of sample and magnetometer. Due to this background 
magnetisation, the sample experiences a torque in the presence of a magnetic field and, 
hence, rotates to a value X  =  0. Before the tilting procedure can start at the magnetic 
field of, for example, 2.5 T, the sample must thus first be rotated back to its equilibrium 
position X  =  0. The current that is needed to achieve this, is also part of the mentioned 
actual tilt current.
The fact that we need different tilt currents than estimated implies that we cannot 
use the applied tilt current to estimate the sample orientation via Fig. B.10. We will 
show in appendix B.6 that we can still extract an estimate for the sample orientation 
by investigating the mirror positions. Furthermore, it is often also possible to extract 
information about the sample orientation from the measurement results (see Fig. 3.15): 
for example, when a specific feature occurs at a specific perpendicular magnetic field.
B .5.2  K eeping the sam ple at (6 — 0 ) during a m agnetic-field  
sweep
The tilt current must be adjusted during a magnetic-field sweep in order to keep the 
sample at the set tilt angle 6 — 0 . More precisely, Equations (B.18) and (B.19) state 
that the product (Itilt Btotal) must be kept constant. Hence, the tilt current must decrease 
with increasing magnetic field according to Itilt a  Bt- tal. This dependence is visualised in 
Fig. B.11.
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Figure B.11: Tilt current Itilt needed to achieve a final tilt angle (Q — 0) = 10° as a 
function of magnetic field Btotal. The tilt current Itilt shows the B-otal-behaviour that is 
typical for generating a constant torque. The different lines represent different initial tilt 
angles Q.
184
B.6 Estimate sample orientation from mirror positions
B.6 E stim ate sam ple orientation from mirror posi­
tions
We mentioned in subsection B.5.1 that we cannot use the applied tilt current to estimate 
the size of the angle 0 . We will now discuss how the final tilt angle (6 — 0 ) of the sample 
can be estimated in an other way: via the orientation of the mirrors.
This method is based on calibrated mirror positions. Such a calibration implies that 
the user knows which mirror orientation corresponds with a certain value on the knob 
that controls this orientation at the top of the magnetometer. We show a picture of the 
three knobs that are present at the top of the magnetometer in Fig. B.12. By rotating 
these knobs the user can adjust the detector geometry: the vertical position m  and the 
orientation a  of the in-mirror, and the orientation 3  of the out-mirror (see Fig. B.3).
For a certain tilt angle, there is in principle only one magnetometer geometry, i.e., one 
combination of m, a  and 3 , that allows the laser spot to hit the detector centre. Hence, 
when the tilting procedure is successfully executed, the resulting mirror orientations must 
describe exactly that geometry that is typical for the newly set tilt angle. By reading the 
values on the control knobs, the user can extract these mirror orientations. The knowledge
Figure B.12: Picture of the top of the 2006-magnetometer insert, showing the three 
knobs with which the mirror orientations are controlled. One of the knobs controls the 
vertical position m of the in-mirror. An other knob controls the orientation a of this 
mirror and the third knob controls the orientation 3 of the out-mirror. See Fig. B.3 for 
the definitions of m, a and 3.
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about the magnetometer geometry (see Fig. B.3) then offers an estimation of the tilt angle 
(0 — 0) that is associated with these mirror orientations.
We illustrate such a procedure in Figs. B.13 and B.14. These figures combine the 
calibration of the mirror orientations with the knowledge how these mirror orientations 
are associated with a specific tilt angle (Eqs. (B.2) and (B.3)). Hence, there is a direct 
relation between the value on the control knob and the tilt angle that is most appropriate 
for this knob value.
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Figure B.13: Typical in-mirror-height calibration graph. The graph relates the final 
tilt angle (9 — 0) to the value on the in-mirror-height knob that is associated with this 
final tilt angle. The data points show the measured relation between the knob value 
(left axis) and the vertical position m (right axis), where m  = 0 mm corresponds with 
the in-mirror being at equal height as the sample (see Fig. B.3). The line indicates 
which vertical position m (right axis) is suited for a specific final tilt angle (9 — 0) 
(bottom axis). When also the mirror-orientation calibration graphs, shown in Fig. B.14, 
are known, we can translate knob settings to sample orientations. For example, a setting 
like heightin/rotation-m/rotationout = 7.50/13.81/13.35 can correspond with a final tilt 
angle (9 — 0) & 15°, when taking into account the hysteresis of the in-mirror-orientation 
knob. Furthermore, the setting 7.10/14.32/13.32 can correspond with (9 — 0) & 18° and 
6.50/0.37/13.32 with (9 — 0) & 21°. The mentioned knob settings are the actual settings 
corresponding with the data in Fig. 3.15.
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value on in-mirror-rotation knob
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value on out-mirror knob
Figure B.14: Typical mirror-orientation calibration graphs. See Fig. B.3 for the defi­
nitions of the mirror orientations. The squares are the results from the calibration mea­
surement and the lines are a guide to the eye. (a) Calibration of the in-mirror orientation. 
The arrows indicate that the knob exhibits some hysteresis. The tilt angle (9 — 0) that 
is associated with the in-mirror orientation a according to Eq. (B.3) is indicated on the 
right axis. The dashed lines indicate the lower and upper end of the range of interest 
0° < (9—0) < 30°. (b) Calibration of the out-mirror orientation. The optimal orientation 
of the out-mirror is independent of the tilt angle of the sample, and equals 3 = 75°.
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B .7 D etector-sensitiv ity  check using the out-mirror
We discuss a procedure that allows in situ determination of the detector sensitivity d X /d p  
in the absence of a magnetic field. This procedure is based on the possibility to rotate 
the out-mirror, via which we can move the laser spot over the detector.
Because the out-mirror orientation is known from the calibration of the knob setting 
(Fig. B.14(b)), we can calculate the associated spot position p  from the geometry. By 
monitoring X  while rotating the mirror, the user can, thus, determine X  as a function 
of p  and, furthermore, derive d X /d p . By simultaneously monitoring the intensity on the 
out-fibers, the user can check whether the optical alignment is such that the laser spot 
moves over the centre of the detector. Such a measurement is shown in Fig. B.15 for the 
2006 magnetometer. In case of proper alignment, a very high intensity is detected when 
the spot is at X  =  ±1 (this situation corresponds with the figure). On the other hand, 
when the laser spot has an offset in the ^-direction, the spot movement does not well 
coincide with the detection fibers, leading to a not so high intensity when the spot is at 
X =  1.
value on out-mirror knob 
13.1 13.2 13.3 13.4 13.5
spot position p  on detector [mm]
Figure B.15: Check of detector sensitivity dX /dp  that can be performed without ap­
plying a magnetic held. The shown data were acquired at room temperature. By rotating 
the mirror (see knob values at top axis) the laser spot can be moved over the detector, 
i.e. the spot position p can be varied in a controlled manner. Hence, the photodiode 
outputs for the fibers E and F (IE and IF, respectively) and the detector output X  can 
be determined as a function of p. The bottom graph shows that the detector sensitivity 
around X  & 0 is dX /dp  = 10.3 mm/V. The top graph shows that the maximum intensity 
on fiber F is lower than that on fiber E. Furthermore, the two maxima are not symmetric 
around p = 0 mm (we note that the detector centre, p = 0 mm, is defined by the spot 
position for which IE = I f ). The top graph thus suggests that the two out-fibers have 
different transmission coefficients. As long as the difference is not too large, this will not 
hinder the magnetisation measurement.
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Appendix C 
Sample specifications
C.1 Single-layer 2DES
Table C.1: Sample specifications of the single-layer 2DES.
Sample:
Name:
Grown by: 
Structure: 
Specifications:
Sample size:b 
Sample area:
single-layer 2DES 
3-20-01.1
Dieter Schuh, Technische Universität München 
GaAs/Al0.33Gao.67As heterojunction 
electron Hall density n.
Hall mobility ^ Hall 
4.9 x 7.5 mm2 
A
4.5 x 1015 m -2
2.7 x 106 cm2 V-1 s-1
3.56 x 10-5 m2
Number of electrons: N  =  1.6 x 1011
a
a Determined in München at 1.5 K after illumination with infrared light. 
b Including a missing corner of approximately 0.75 x 1.5 mm2 large.
Table C.2: List of magnetisation measurements performed on the single-layer 2DES. 
The column ns comprises the electron density that was extracted from the observed mag­
netisation. The estimated resolution of the measurement at Btotal = 5 T, i f  determined, is 
indicated in column 6M±. All measurements are performed using the 2006 magnetometer.
date temperature e nturns magnet ns [m-2] 5M± [J/T]
June 20, 2007 0.3 K 14° 10 & 20 Bitter (5) 4.55 x 1015
July 3-6, 2007 0.3 K - 4.2 K 19° 10 & 20 Bitter (1) 4.55 x 1015 1.0 x 10-12
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C.2 W eakly coupled bilayer 2DES
Table C.3: Sample specifications of the weakly coupled bilayer 2DES.
Sample: weakly coupled bilayer 2DES
Name: 11069
Grown by: Dirk Reuter and Andreas D. Wieck, Ruhr-Universitat Bochum
Structure: GaAs/Al0.34Ga0.66As double quantum well
Well width: 10 nm each
Barrier width: 4.0 nm
Coupling strength: A sa ~  1.0 meV
Specifications^ electron Hall density ns =  6.58 x 1015 m_2
Hall mobility ^ Hall =  4.23 x 105 cm2 V_1 s_1
Sample size: 5.0 x 7.4 mm2
Sample area: A  =  3.70 x 10“5 m2
Number of electrons:d N  =  3.2 x 1011
c Determined in Bochum at 4.2 K after illumination with infrared light 
(bandgap radiation of a GaAs infrared light-emitting diode). 
d Based on the electron density extracted from the observed magnetisation.
Table C.4: List of magnetisation measurements performed on the weakly coupled bi­
layer 2DES. The column ns comprises the electron density that was extracted from the 
observed magnetisation. The estimated resolution of the measurement at Btotal = 5 T, if  
determined, is indicated in column SM±. The measurements that date from 2005 were 
performed using the 2001 magnetometer. The other experiments were done with the 2006 
magnetometer.
date temperature 9 nturns magnet ns [m-2] 5M ± [J/T]
M ar/Apr 2005 1.4 K - 4.2 K 12° 5 s.c. magnet 8.75 x 1015 1.8 x 10-12
Jul. 7-11, 2007 1.3 K - 4.2 K 21° 10 & 20 Bitter (1) 8.60 x 1015
July 22, 2007 0.3 K - 4.2 K 21° 10 & 20 Bitter (1) 8.60 x 1015 4.4 x 10-12
July 22, 2007 0.3 K 16° 10 & 20 Bitter (1) 8.60 x 1015
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C.3 Strongly coupled bilayer 2DES
Table C.5: Sample specifications of the strongly coupled bilayer 2DES.
Sample: strongly coupled bilayer 2DES
Name: 11275 (3 samples: 11275o, 11275n, 11275s)
Grown by: Dirk Reuter and Andreas D. Wieck, Ruhr-Universitat Bochum
Structure: GaAs/Al0.35Ga0.65As double quantum well
Well width: 10 nm each
Barrier width: 2.5 nm
Coupling strength: A sa ~  3.6 meV
Specifications:e electron Hall density ns =  7.1 x 1015 m_2
Hall mobility ^ Hall =  1.85 x 105 cm2 V_1 s_1
11275o
Sample size: 7. 8 x  6. 4 mm2
Sample area: A  =  5.0 x 10“5 m2
Number of electrons: f N  =  3.7 x 1011
11275n
Sample size: 5. 0 x  9. 8 mm2
Sample area: A  =  4.9 x 10“5 m2
Number of electrons: f N  =  3.6 x 1011
11275s
Sample size: 4. 9 x  10 mm2
Sample area: A  =  4.9 x 10“5 m2
Number of electrons: f N  =  3.5 x 1011
e Determined in Bochum at 4.2 K after illumination with infrared light 
(bandgap radiation of a GaAs infrared light-emitting diode). 
f Based on the electron density extracted from the observed magnetisation.
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Table C.6: List of magnetisation measurements performed on the strongly coupled 
bilayer 2DES. The column ns comprises the electron density that was extracted from the 
observed magnetisation. The estimated resolution of the measurement at £>totai = 5 T, if  
determined, is indicated in column 5M±. The sample 11275o is investigated using the 2001 
magnetometer, while the other two samples were mounted in the 2006 magnetometer.
sample date temperature e -^turns magnet i3
1 to 5M ± [J/T]
11275o Feb/Mar 2004 1.4 K - 4.2 K 13° 10 superconducting magnet 7.3 x 1015
11275o Feb 2005 1.4 K - 4.2 K 13° 5 superconducting magnet 7.4 x 1015 1.5 x 10“ 12
11275n Aug/Sep 2006 4.2 K 16° 10 & 20 Bitter magnet cell (3) 7.4 x 1015
11275n Mar 2007 1.3 K - 4.2 K 15° 10 & 20 Bitter magnet cell (1) 7.4 x 1015 2.0 x 10“ 12
11275s Mar 2007 4.2 K 15° 10 & 20 Bitter magnet cell (1) 7.2 x 1015
11275s May 2007 0.3 K - 4.2 K 14° 10 & 20 Bitter magnet cell (3) 7.2 x 1015 2.0 x 10“ 12
11275s June 2007 0.3 K - 4.2 K 13° 10 & 20 Bitter magnet cell (5) 7.2 x 1015
11275s June 2007 0.3 K 13°, 21°, 27° 10 & 20 Bitter magnet cell (5) 7.2 x 1015
11275s July 2007 0.3 K - 4.2 K 15° 10 & 20 Bitter magnet cell (1) 7.2 x 1015
11275s July 2007 0.3 K 15°, 18°, 21° 10 & 20 Bitter magnet cell (1) 7.2 x 1015
C.4 Quantum rings
C.4 Quantum rings
Table C.7: Sample specifications of the GaAs/InGaAs quantum rings.
Sample: GaAs/InGaAs quantum rings
Name: three samples: sample 1, sample 2, sample F
Grown by: J. M. García et a l, CSIC, IMM (Madrid)
Structure: 29 layers of InGaAs separated by 50 nm GaAs spacers
Doping: 7 x 1022 m_3 Si in 2nm GaAs layer
half-way the spacer
sample 1
Sample size: 29 layers of 7 x 8 mm2
Sample area: A  =  5.6 x 10“5 m2
Ring density: 1.3(±0.3) x 1014 rings/m 2 per layer
Electron density: 1.5 electrons/ring
Number of electrons: N  =  3.2(±0.7) x 1011
sample 2
Sample size: 29 layers of 7 x  8 mm2
Sample area: A  =  5.6 x 10“5 m2
Ring density: 0.9(±0.3) x 1014 rings/m 2 per layer
Electron density: 1.5 electrons/ring
Number of electrons: N  =  2.8(±0.9) x 1011
sample F
Sample size: 29 layers of 10.1 x 4.5 mm2
Sample area: A  =  4.5 x 10“5 m2
Ring density: 0.7 x 1014 rings/m 2 per layer
Electron density: 2 electrons/ring
Number of electrons: N  = 1 .8  x 1011
Table C.8: List of magnetisation measurements performed on the GaAs/InGaAs quan­
tum rings and substrate sample. The estimated resolution of the measurement at 
Btotai = 5T, i f  determined, is indicated in column SM±. The measurements that date 
from 2005 were performed using the 2001 magnetometer. Sample F was investigated with 
the 2006 magnetometer.
sample date temperature Û t^urns magnet SM± [J/T]
sample 1 June 2005 4.2 K 11° 2 s.c. magnet 2.8 x 10-12
sample 2 June 2005 1.3 K - 4.2 K 10° 2 s.c. magnet
substrate June 2005 4.2 K 11° 2 s.c. magnet
sample F June 2007 0.3 K - 4.2 K 20° 10 & 20 Bitter (5)
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Appendix D 
Strongly coupled bilayer 2DES
We present some additional experimental results for the strongly coupled bilayer 2DES 
in this appendix.
D.1 A dditional feature
Figure D.1(a) shows the experimentally determined magnetisation of the strongly coupled 
bilayer 2DES at T  =  1.4 K for several sweep rates dBtotal/d t.
For the smallest sweep rate, 0.2T/m in, the direction of the sweep does not influence 
the signal: for both +0.2T /m in and —0.2T/m in a similar additional peak is observed 
to be superposed on the Landau step at total filling factor v  =  4. The size AMpp of 
the peak is not influenced by faster negative sweep rates: also for -0.9T/m in a similar 
peak-feature is detected. Nevertheless, faster positive sweep rates do have an effect: the 
additional peak-feature decreases while shifting from the low-field side of v  =  4 to exactly 
v  =  4. At +0.9 T/m in a small peak-feature is still present, as can be seen when comparing 
the trace to the normal Landau step, i.e. without any peak, that was observed at 4.2K. 
Figure D.1(b) visualises the difference between the 1.4 K data (with peak) and the 4.2 K 
data (without peak). Then, it is immediately clear that also for +0.9 T /m in still an 
additional feature is present.
We suggest that these observations indicate that also at 1.4 K non-equilibrium currents 
are present. As mentioned in subsection 5.4.1, non-equilibrium currents are induced 
by a change in magnetic field, dBtotal/dt. In principle, the higher the sweep rate, the 
larger the non-equilibrium current.1 For a sweep rate of 0.2 T/m in, the non-equilibrium 
current is apparently still negligible and we observe the same trace for both up- and down- 
sweep, both exhibiting the additional peak-feature that is not related to non-equilibrium 
currents. At higher sweep rates non-equilibrium currents do affect the magnetisation 
signal. As such a current appears as a dip at integer v  in a sweep-up measurement, 
our additional peak-feature at v  =  4 is counteracted by the non-equilibrium currents 
when dBtotal/d t is positive. In contrast, in a sweep-down measurement a non-equilibrium
1In reality, this is limited by breakdown of the quantum  Hall effect due to high currents [74,76,109].
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current causes a peak at integer v , which might even enhance our additional peak feature 
at v  =  4. Since the up- and down-sweeps for dBtotai/dt =  0.2T/m in are similar, we 
assume that the magnetisation measurements for such low sweep rates are representative 
for the magnetisation without non-equilibrium currents. Therefore, these traces are used 
in section 5.5 in the discussion about the additional peak-feature.
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Figure D.1: (a) Experimentally determined magnetisation M  of the strongly coupled 
bilayer system for a temperature of 1.4 K for different sweep rates dBtotal/dt. Traces are 
offset vertically for clarity. The magnetisation traces for -0.2 T/min and -0.9 T/min are 
representative for all traces measured at sweep rates in between. The magnetisation signal 
is only shown for a small magnetic-field range around total filling factor v = 4, since only in 
that range the signal was observed to depend on the sweep rate. (b) Different visualisation 
of the additional peak-feature that is present in the experimental magnetisation traces 
shown in (a). This representation is realised by subtracting a smoothed typical 4.2 K 
magnetisation trace from the 1.4 K magnetisation traces. We have chosen to use the
4.2 K magnetisation for this purpose since the magnetisation signal does not exhibit the 
peak-feature at this temperature and is, hence, not influenced by the sweep rate.
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D.1 Additional feature
Additional information is provided in the following figures.
Figure D.2 shows the sweep-rate dependence of the magnetisation of the strongly 
coupled bilayer 2DES at T  =  0.3 K. Also at this low temperature we observe that a 
change in negative sweep rate does not affect the magnetisation, while there is an effect 
visible for positive sweep rates. At +0.25T/m in no clear peak or dip is present; we will 
further discuss this low positive sweep rate in Fig. D.5. At higher positive sweep rates, 
a dip is observed that increases in size for increasing sweep rate. Note that we did not 
systematically perform low sweep-rate measurements at other total filling factors since 
our study was focussed on the magnetisation step at v  =  4.
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Figure D.2: Experimentally determined magnetisation M  of the strongly coupled bilayer 
system for a temperature of 0.3 K for different sweep rates dBtota\/dt. Traces are offset 
vertically for clarity. The low sweep-rate measurements were mainly focussed on total 
filling factor v = 4. Hence, no results for other total filling factors were acquired.
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Figure D.3 shows magnetisation traces that result when up- and down-sweeps are 
averaged. Because the non-equilibrium currents are slightly asymmetric, we are, unfor­
tunately, not able to eliminate them from the magnetisation signal by simple averaging.
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Figure D.3: Magnetisation traces resulting from averaging up- and down-sweep mea­
surements. Data are shown for 1.4 K and 0.3 K, and for several sweep rates. A t 0.3 K 
only a small magnetic-field range around total filling factor v = 4 was studied with low 
sweep rates.
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Figures D.4 and D.5 show magnetisation traces that are focussed on the temperature- 
and sweep-rate dependence of the additional peak-feature and the non-equilibrium cur­
rents. By subtracting a smoothed typical 4.2 K magnetisation trace from all experimental 
data, these dependencies are visualised in a clearer way. Figure D.5(b) shows that at 
a low positive sweep rate of +0.25 T/m in the additional peak-feature is observed to be 
strong enough to survive the presence of a (small) dip related to a non-equilibrium cur­
rent at 0.3 K. Figure D.4 comprises experimental data that is acquired with the 2001 
magnetometer and Fig. D.5 shows magnetisation results from the 2006 magnetometer.
We have the impression that our additional peak-feature does not depend on the 
sweep rate. We attribute the observed sweep-rate dependence completely to the presence 
of non-equilibrium currents. As the peak-feature and the non-equilibrium currents differ 
probably also in their temperature dependence, we suggest that a systematic investigation 
into the temperature- and sweep-rate-dependence of the bilayer’s magnetisation might 
provide enough information to separate the additional peak-feature from the peaks and 
dips that are related to non-equilibrium currents. When such a study would be performed, 
we might also be able to answer the question whether the additional peak-feature appears 
only at v  =  4, i.e. at the transition of the chemical potential to the lowest Landau level, 
or also at other transitions.
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Figure D.4: Experimental magnetisation traces for a strongly coupled bilayer 2DES, re­
sulting when a smoothed 4.2 K magnetisation measurement is subtracted from the data. 
This figure shows experimental data that were acquired with the 2001 magnetometer. 
Because the 4.2 K magnetisation does exhibit neither an additional peak-feature nor fea­
tures related to non-equilibrium currents, the magnetisation traces that result after the 
subtraction mainly represent exactly these two kinds of features. (a) Low sweep-rate 
magnetisation at temperatures between 1.4 K and 4.2 K. Besides the growth of the ad­
ditional peak-feature with decreasing temperature, we also observe a reduction of the 
temperature broadening of the steps. This is especially clear in the 1.4 K trace, where we 
observe ‘steps’ at higher integer total filling factors. These ‘steps’ indicate that the nor­
mal Landau and symmetric-antisymmetric steps become sharper at lower temperatures 
because of reduced temperature broadening of the energy levels (see Fig. 2.8). (b) Mag­
netisation at 1.4K for several sweep rates. Figure D.1(b) is a zoom of this graph. The 
sudden steps that are visible in the +0.2 T/min and +0.8 T/min traces are measurement 
artefacts (see Fig. 3.18). Like in graph (a), the ‘steps’ at higher total filling factors are 
related to reduced temperature broadening at 1.4K compared to at 4.2 K.
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Figure D.5: Like Fig. D.4 for experimental data that were acquired with the 2006 
magnetometer. Experimental magnetisation traces for a strongly coupled bilayer 2DES, 
resulting when a smoothed 4.2 K magnetisation measurement is subtracted from the data. 
Because the 4.2 K magnetisation does exhibit neither an additional peak-feature nor fea­
tures related to non-equilibrium currents, the magnetisation traces that result after the 
subtraction mainly represent exactly these two kinds of features. (a) Magnetisation at 
temperatures of 0.3 K, 1.3 K and 4.2 K for positive and negative sweep rates. Besides 
the growth of the non-equilibrium currents with decreasing temperature, we also observe 
a reduction of the temperature broadening of the steps. This is especially clear in the
0.3 K trace, where we observe that the non-equilibrium currents are superposed on ‘steps’ 
at higher integer total filling factors. These ‘steps’ indicate that the normal Landau and 
symmetric-antisymmetric steps become sharper at lower temperatures because of reduced 
temperature broadening of the energy levels (see Fig. 2.8). (b) Magnetisation at 0.3 K 
for several sweep rates. A t a low positive sweep rate of +0.25 T/min the additional peak­
feature is observed to be strong enough to survive the presence of a (small) dip related 
to a non-equilibrium current.
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D.2 Enhanced spin
The low-temperature magnetisation of the strongly coupled bilayer two-dimensional elec­
tron system exhibits magnetisation steps at odd integer total filling factors v (see Fig. 5.13). 
These steps are associated with enhanced energy gaps at spin transitions. We extracted 
the magnetisation-step sizes AMspin at these odd integer v , ignoring the presence of the 
features related to non-equilibrium currents. Using Eq. (2.59), A E  =  B± A M , we con­
verted these magnetisation step sizes to energy gaps A Espin. Figure D.6(a) compares the 
extracted energy gaps to the bare spin splitting \g\fJ-BBtotal. As the magnetisation step 
at v  =  2 might also be associated with a spin transition (see section 5.5), we added it to 
this figure in grey. By following the same procedure as described in section 4.3 for the 
single-layer 2DES, we extracted the effective Lande factors g* that are associated with the 
observed energy gaps (see Fig. D.6(b)) and, furthermore, the ratio of the exchange energy 
to the Coulomb interaction energy (see Fig. D.6(c)). The dimensionless proportionality 
factor a  that can be extracted from these measurements is a  =  0.22±0.03 (see Eq. (4.13)). 
For this bilayer 2DES the enhancement of the spin gap is apparently somewhat smaller 
than that observed for the single-layer 2DES in section 4.3.
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Figure D.6: (a) Energy gaps at spin transitions as extracted from the magnetisation 
traces measured for the strongly coupled bilayer 2DES at 0.3 K, such as the trace shown in 
Fig. 5.13. The resulting energy gaps are plotted as a function of total magnetic field and 
are compared with the bare spin splitting (dashed line). The energy gap at total filling 
factor v = 2 is added in grey, as it is unclear whether this v is associated with a symmetric- 
antisymmetric transition or a spin transition. (b) Effective g-factor corresponding to the 
spin gaps plotted in (a), together with a theory-based fit to the data points: \g*\ = 0.44 + 
(0.54 ±  0.08) [T-1/2] yjBtotal. (c) Ratio of exchange energy EX to Coulomb interaction 
energy EC for the experimentally determined spin gaps of the strongly coupled bilayer 
2DES, together with a linear fit: EX/E C = (0.007 ± 0.001) [T-1] Btotal.
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Summary
The thesis “Torque magnetometry on low-dimensional electron systems” describes our 
experimental investigation into the properties of low-dimensional electron systems. The 
work was aimed at verifying the existing theory and extending the knowledge about these 
systems. Magnetisation measurements are an excellent tool to achieve these goals, as 
the magnetisation offers direct insight into the energy-level structure and, thus, into the 
properties of these systems.
We investigated the energy-level structure of several low-dimensional electron systems 
by measuring the oscillatory magnetisation of these systems as a function of magnetic field. 
The measurements were performed using torque magnetometry with optical detection. In 
order to facilitate the study of phenomena that only occur at extremely low temperatures 
and high magnetic fields, we developed a new magnetometer that offered access to lower 
temperatures and higher magnetic fields than the magnetometer that was already available 
in our laboratory. In addition, the new device allowed in situ re-orientation of the low­
dimensional electron system with respect to the applied magnetic field.
We performed magnetisation measurements on three types of low-dimensional electron 
systems. The first system that was discussed in this thesis is a high-mobility single-layer 
two-dimensional electron system. In accordance with theoretical expectations, we ob­
served magnetisation steps associated with Landau quantisation of the energy levels in 
a magnetic field. A comparison of the experimental signal to a simple theoretical model 
showed that the energy-level scheme could be described as Gaussian-shaped levels on top 
of a small background density of states. In addition, we observed magnetisation steps that 
indicated spin-gap enhancement. The effective Lande factors that were extracted from 
these results were found to be in agreement with values reported in literature. Surpris­
ingly, the magnetisation of the single-layer two-dimensional electron system also exhibited 
several strongly temperature-dependent ‘dips’, superposed on the common Landau and 
spin magnetisation steps. We tentatively interpreted these additional magnetisation dips 
as diamagnetic currents, carried by the edge states of the two-dimensional electron system.
The second type of low-dimensional electron system that was investigated in this 
thesis is a bilayer two-dimensional electron system. Such a system exhibits symmetric- 
antisymmetric energy-level splitting, in addition to the Landau and spin quantisation that 
are common for single-layer two-dimensional electron systems. We presented magnetisa­
tion measurements on two bilayer systems: a weakly coupled bilayer and a strongly cou­
pled system. The difference in coupling strength is reflected in a difference in symmetric- 
antisymmetric splitting. For both bilayers we observed magnetisation oscillations asso­
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ciated with this symmetric-antisymmetric splitting. As expected, the oscillation magni­
tudes were smaller for the weakly coupled bilayer than for the strongly coupled system. A 
comparison of the experimental data to model calculations revealed that the energy-level 
broadening and the background density of states depend on the energy splitting and, 
besides, that the bilayer with stronger coupling has a larger background density of states. 
The experimentally determined magnetisation of the strongly coupled bilayer further­
more exhibited an unexpected, strongly temperature-dependent additional peak-feature 
at the transition of the chemical potential to the lowest Landau level. The appearance of 
this peak suggests a sudden reduction of the symmetric-antisymmetric splitting, probably 
due to correlation effects. We further investigated the bilayer two-dimensional electron 
systems by applying an additional in-plane magnetic field to these systems. Such an 
in-plane field has been predicted to reduce the symmetric-antisymmetric splitting. In ac­
cordance with this prediction, we observed that the magnetisation of the strongly coupled 
bilayer exhibited slightly decreasing symmetric-antisymmetric steps and increasing Lan­
dau steps. The magnetisation of the weakly coupled bilayer indicated that its symmetric- 
antisymmetric splitting was even reduced so much that the system’s layers were effectively 
decoupled.
The third and last low-dimensional electron system that was discussed in this thesis is 
an ensemble of ring-like InGaAs nano-structures with one or two electrons per ring. We 
presented unique measurements, proving that these considerably non-ideal ring-structures 
exhibit a magnetisation oscillation that is associated with the Aharonov-Bohm effect — 
an effect that was considered to be restricted to ideal rings.
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Het proefschrift “Torsie-magnetometrie aan laagdimensionale elektronensystemen” be­
schrijft ons experimentele onderzoek naar de eigenschappen van laagdimensionale elek­
tronensystemen. Het doel van dit onderzoek is het verifieren van de bestaande theorie en 
het uitbreiden van de kennis over deze systemen. Magnetisatiemetingen zijn een nuttig 
middel om dit doel te bereiken omdat de magnetisatie rechtstreeks inzicht biedt in de 
energieniveaustructuur van het bestudeerde systeem; deze energieniveaustructuur ligt op 
zijn beurt aan de basis van alle eigenschappen van het systeem.
De energieniveaustructuur van de laagdimensionale elektronensystemen is onderzocht 
door het oscillerende gedrag van de magnetisatie als functie van magneetveld te meten. De 
metingen zijn uitgevoerd met behulp van een torsie-magnetometer met optische uitlezing. 
Omdat bepaalde effecten slechts optreden bij extreem lage temperaturen en hoge mag­
neetvelden, hebben we een nieuwe magnetometer ontwikkeld die geschikt is voor lagere 
temperaturen en hogere magneetvelden dan de magnetometer die reeds aanwezig was in 
het laboratorium. Dit nieuwe apparaat is zo gemaakt dat het tevens de mogelijkheid 
biedt om de orientatie van het te onderzoeken materiaal (het laagdimensionale elektro- 
nensysteem) te varieren ten opzichte van de orientatie van het magneetveld, zonder dat 
het materiaal uit het magneetveld gehaald hoeft te worden.
We hebben magnetisatiemetingen uitgevoerd aan drie typen laagdimensionale elektro­
nensystemen. Het eerste systeem dat in dit proefschrift besproken is, is een enkellaags 
tweedimensionaal elektronensysteem dat elektronen met een grote mobiliteit bevat. Zoals 
verwacht op basis van bestaande theorie hebben we magnetisatiestappen waargenomen die 
samenhangen met de Landau-opsplitsing van de energieniveaustructuur in aanwezigheid 
van een magneetveld. Uit de vergelijking van het gemeten magnetisatiesignaal met een 
eenvoudig theoretisch model is afgeleid dat de energieniveaustructuur beschreven kan wor­
den als Gaussisch verbrede energieniveaus in combinatie met een geringe achtergronds- 
toestandsdichtheid. Behalve de Landau-magnetisatiestappen zijn er tevens magnetisatie- 
stappen waargenomen die duiden op een vergroting van de spin-opsplitsing. De effectieve 
Lande-factoren die op basis van deze signalen berekend zijn, zijn in overeenstemming met 
literatuurwaarden. Tegen de verwachting in, zijn er ook nog een aantal sterk temperatuur- 
afhankelijke ‘dalen’ waargenomen in de magnetisatie van het enkellaags tweedimensionaal 
elektronensysteem, en wel op die posities in het signaal waar zich ook de bekende Landau- 
en spin-magnetisatiestappen bevinden. We interpreteren deze extra magnetisatiesignalen 
als diamagnetische elektronenstromen in de randtoestanden van het tweedimensionaal 
elektronensysteem.
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Het tweede type systeem dat in dit proefschrift beschreven is, is een dubbellaags 
tweedimensionaal elektronensysteem. De energieniveaustructuur van zo’n dubbellaags 
systeem vertoont niet alleen de Landau- en spin-opsplitsing die gewoonlijk optreden voor 
een enkellaags systeem, maar ook een symmetrisch-antisymmetrische energie-opsplitsing. 
We hebben magnetisatiemetingen voor twee dubbellaagse tweedimensionale elektronen­
systemen gepresenteerd: voor een zwak gekoppelde dubbellaag en voor een sterk gekop­
pelde dubbellaag. Het verschil in koppelingssterkte hangt samen met een verschil in de 
grootte van de symmetrisch-antisymmetrische energie-opsplitsing. Voor beide dubbella­
gen hebben we magnetisatie-oscillaties waargenomen die gerelateerd zijn aan deze sym­
metrisch-antisymmetrische opsplitsing. Zoals verwacht was de oscillatie-amplitude kleiner 
voor de zwak gekoppelde dubbellaag dan voor het sterk gekoppelde systeem. Door de 
meetresultaten te vergelijken met modelberekeningen hebben we afgeleid dat de verbre­
ding van de energieniveaus en de hoogte van de achtergrondstoestandsdichtheid afhangen 
van de energie-opsplitsing. Verder hebben we ontdekt dat een dubbellaag met sterkere 
koppeling een hogere achtergrondstoestandsdichtheid heeft. In de magnetisatie van het 
sterk gekoppelde dubbellaags tweedimensionaal elektronensysteem is tevens een onver­
wachte, sterk temperatuurafhankelijke piek waargenomen bij de overgang van de chemi­
sche potentiaal naar het laagste Landau-niveau. Het verschijnen van deze piek wijst op 
een plotselinge afname van de symmetrische-antisymmetrische energie-opsplitsing, mo­
gelijk ten gevolge van elektron-elektron-wisselwerking. We hebben de dubbellaagse sys­
temen verder onderzocht door een extra magneetveld aan te leggen, parallel aan het 
tweedimensionaal elektronensysteem. Dit parallelle magneetveld heeft de symmetrisch­
antisymmetrische opsplitsing verkleind, zodat de magnetisatie van de sterk gekoppelde 
dubbellaag enigszins afgenomen symmetrisch-antisymmetrische magnetisatiestappen en 
toegenomen Landau-stappen vertoonde. Voor de zwak gekoppelde dubbellaag was de af­
name van de symmetrisch-antisymmetrische opsplitsing zelfs zodanig dat de dubbellaag 
effectief ontkoppeld was.
Het derde en laatste laagdimensionale elektronensysteem dat we bestudeerd hebben, 
is een systeem van ringvormige InGaAs nano-structuren met een of twee elektronen per 
ring. Onze unieke metingen hebben bewezen dat deze beduidend niet-volmaakte ringstruc- 
turen een oscillatie in de magnetisatie vertonen die in verband kan worden gebracht met 
het Aharonov-Bohm effect — een effect waarvan gedacht werd dat het alleen in ideale 
ringstructuren op zou treden.
208
Nawoord
De term ‘nawoord’ geeft aan dat er iets vooraf is gegaan: een lang verhaal. Een vierjarig 
contract met experimenteel onderzoek op het High Field Magnet Laboratory (HFML) 
en vervolgens drie jaar werk bij NXP Semiconductors B.V. met het interpreteren van de 
HFML-data en het schrijven van een proefschrift in de weekenden en vakanties. Nu is dit 
dubbelleven eindelijk afgelopen. Hoera!
Begin 2003 ging ik op zoek naar een geschikte afdeling voor een promotieonderzoek. 
Een gesprek met Jan Kees, en vervolgens met Maaike en Uli, heeft ertoe geleid dat 
in augustus 2003 mijn opleiding in de kunst van torsie-magnetometrie begon. Maaike, 
bedankt voor alles wat jij al op poten had gezet. Ik heb ook bijzonder veel plezier gehad 
van de ‘territoriumdrift’ die jij me aangeleerd hebt, zodat ik de experimentele opstelling 
goed heb kunnen verdedigen tegen plunderingen door andere onderzoekers (ze vroegen nu 
meestal vriendelijk of ze iets mochten lenen).
Na een aantal metingen met de oude magnetometer moest er een nieuwe ontworpen 
worden. Toen ik mijn plannen aan Jos Rook voorlegde, leken deze onmaakbaar. Toch is 
Jos ermee aan de slag gegaan, en met succes. Je hebt een prachtig staaltje werk afgeleverd, 
Jos! Zoveel kleine onderdelen, die slechts in een volgorde in elkaar konden worden gezet; 
de toch nog gevonden ruimte om de draden bij het sample te krijgen; het buisje voor 
de fibers dat opnieuw gemaakt moest worden toen deze fibers na herhaaldelijk gebruik 
(en slecht polijsten door mijzelf?) te slecht waren geworden; en — niet te vergeten — 
het in korte tijd vervangen van de magnetisch geworden roestvrijstalen staaf. Verder heb 
ik ook nog altijd goede herinneringen aan de ‘dames-versie’ turbopomp die jij aan mij 
toevertrouwde.
Ook Lijnis heeft een onmisbare bijdrage geleverd aan de nieuwe magnetometer. Hij 
heeft de klem gemaakt waarmee ik de pootjes vast kon houden: een hoogstnoodzakelijk 
attribuut om buiten de magnetometer de torsiedraad te kunnen spannen en een sample 
te kunnen lijmen. Verder heb ik aan Lijnis ook het teflon kapje te danken dat het sample 
beschermde wanneer de magnetometer in een 3He-buis moest worden gestoken. Zowel 
de klem als het kapje zijn te zien op foto’s op de achterzijde van dit proefschrift. Ten 
slotte speelde Lijnis een grote rol in de levering van helium, toen dat niet meer centraal 
ingekocht werd en onze bezoekjes aan de altijd behulpzame Frits en Ronald dus ophielden.
Een derde onmisbare technicus was Ramon. In het bijzonder bedankt voor je werk 
aan de magnetometers voor Fatima en de Hamburgers, en voor het plaatsen en uitlijnen 
van de cryostaten. Zeker in de laatste maanden mocht je me vaak helpen verhuizen van
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magneet naar magneet.
Voor elektronica kon ik bij Henk terecht. Het feedbacksysteem bevatte een behoorlijk 
aantal ‘Henk-dozen’, en ook voor het kunnen draaien van het sample waren dergelijke 
elektronische hoogstandjes noodzakelijk. Bedankt, Henk.
Voor de optica-ondersteuning van de magnetometer wil ik Peter Christianen graag 
bedanken. Toch mooi dat we de temperatuurschommelingen in het optisch lab hebben 
kunnen detecteren met onze diodelaser...
Hung is een behulpzame expert op bijzonder veel gebieden, en speciaal op computer­
gebied. Bedankt voor je hulp! Vooral rondom de magnetometer voor Fátima hebben we 
samengewerkt, en verder natuurlijk met de magneetvelduitlezing van de Bitterspoelen. 
Worden er nog wel eens ‘Hung-punten’ waargenomen of is dit verschijnsel nu slechts een 
herinnering uit een ver verleden?
Dan komen we bij het moment waarop de magneet aangezet kon worden. Vaak ging 
het goed, maar er waren ook vele verrassingen. Dan waren Stef (en Tristan) en Jos 
Perenboom de eerste aanspreekpunten, overdag zowel als ’s avonds, en doordeweeks zowel 
als in het weekend. Bedankt! Ik heb veel plezier beleefd aan het steeds meer expert 
worden op deze pracht-installatie.
Ook Harry verdient mijn hartelijke dank voor zijn behulpzame, technische ondersteu­
ning op velerlei gebieden, en — zeker niet te vergeten — Ine en Martha voor al het 
secretariele werk.
No measurements without samples. Hence, my sincere thanks to Dirk Reuter and 
Andreas Wieck for the excellent bilayer structures and to Dieter Schuh and Max Bichler for 
the high-mobility single-layer 2DES. Verder wil ik graag Paul Koenraad en Niek Kleemans 
bedanken voor de samenwerking aan de quantumringen, met ook Uli en Peter. Het 
was vast niet gemakkelijk om samen met mij metingen te doen, zoals Niek zal hebben 
ondervonden: ik kon slecht tegen publiek wanneer ik een sample aan het lijmen was 
of wanneer ik aan de knoppen van het feedbacksysteem meende te moeten draaien. The 
nano-volcanoes that facilitated these successful measurements were grown by Jorge García 
and co-workers; many thanks.
Already from the beginning of my Ph.D. work I have been impressed by the magne­
tometry research in Hamburg (and later in München). I have learned a lot from working 
together with Marc Wilde and Olaf Rosler during their visits to Nijmegen and my visit 
to Hamburg. It is therefore a great pleasure that you, Marc, have participated in my 
Doctoral Thesis Committee. Thank you!
Het spreekt voor zich: geen promotie zonder promotor. Jan Kees, hoe veel er ook bij is 
komen kijken, ik denk met plezier terug aan het meten met de ‘supermagneten’: het was 
een onvergetelijk mooie ervaring om een magnetisatiecurve met vreemde dipjes te zien 
ontstaan (hoofdstuk 4), een onverwachte piek (hoofdstuk 5) of de gehoopte quantumring- 
oscillatie (hoofdstuk 6). Bedankt.
Voor de dagelijkse begeleiding kon ik bij Uli terecht. Als ik ergens onzeker over was, 
kon jij me weer op weg helpen, of het nu over een inhoudelijk probleem ging of over een 
cryostaat of 3He-systeem. Het was fijn te weten dat ik gerust binnen mocht komen vallen,
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en dat ik je in meetperiodes ook thuis kon bereiken — daarvoor dus ook hartelijk dank 
aan Magteld. Nu ligt er dan een boekje, en ik ben zelfs tevreden met het resultaat. Jouw 
correcties hebben een belangrijke rol gespeeld in de vorm die dit verhaal uiteindelijk heeft 
gekregen. Bedankt, Uli.
Een bijzondere vermelding verdienen nog Janneke, Frans en Victor, die vaak als steun 
en toeverlaat op mochten treden. Verder heeft Erik Kampert een grote bijdrage geleverd 
aan het draaien van samples (paragraaf 5.4) en mocht ik Evgenia uit bed bellen toen de 
voordeur van het HFML dienst weigerde op een zaterdagochtend. Er zijn nog een boel 
andere collega’s die ik graag wil noemen: Hans de Jonge, Cecile, Igor, Vadym, Giorgia, Jos 
Giesbers, Jeroen, Hans Engelkamp, Erik van Elferen, Arend en Peter Albers. Allemaal 
hebben ze deel uitgemaakt van deze geschiedenis, als kamergenoot, als meet-oppas, als 
conferentiegenoot of gewoon als collega.
In het voorjaar van 2007 kreeg ik de nieuwe magnetometer eindelijk voldoende aan de 
praat om te kunnen meten. Enthousiast heb ik toen nog zoveel mogelijk meettijd inge­
pland, waarin ik een record-aantal samples doorgemeten heb. Vervolgens was het contract 
met de universiteit afgelopen, maar het proefschrift nog niet af. Dankzij Els en Ben en het 
koor Basta is het me gelukt om anderhalf jaar lang vrijwel elke zaterdag op de universiteit 
aan mijn proefschrift te werken. Jullie hebben hiermee een grote bijdrage aan dit boekje 
geleverd! Els en Ben, bedankt voor jullie gastvrijheid, met de plezierige vrijdagavonden 
en de lekkere zaterdagochtend-ontbijtjes, waarvoor de wekker zo ongewoon vroeg moest 
aflopen. Basta, bedankt voor al die fijne repetities en mooie missen — daar valt waarlijk 
geen vervanging voor te vinden.
Begin 2010 dacht ik dat het einde nabij was, maar de laatste loodjes bleken toch weer 
het zwaarste. Dank aan de knokploeg die me geholpen heeft me daar doorheen te slaan, 
bestaande uit Vera & Fabian, Aukje en alle andere vrienden die zich geroepen voelden.
Een maand onbetaald verlof van NXP was in die periode zeer welkom. Twan, André 
en Bert, bedankt voor jullie praktische ondersteuning daarbij. Behalve jullie, wil ik in het 
bijzonder ook Gert-Jan, Hilco, Jeroen, Steve en Susannah, Cas, Bart, Dick, Andries en 
Geert bedanken, en al die collega’s die in de loop der jaren met me meegeleefd hebben. 
Of het nu ging om een kleine blijk van interesse of om pauzes lang doorpraten over alles 
rondom promoveren, het was fijn om te weten dat jullie vertrouwen in een goede afloop 
hielden. Nu is het tijd voor het langverwachte feest!
Ik heb met deze promotie veel geeist van mijn directe omgeving, met name van Jeroen. 
Weekenden, vakanties, vrolijkheid — bijna alles verdween in dit proefschrift. Daarbij 
duurde het zoveel langer dan gedacht, wat steeds weer een zwaardere teleurstelling was.
We hebben het achter de rug!
Iris Valkenswaard, herfst 2010
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