We show that every avoidable pattern can be avoided by an infinite sequence of palindromes over a fixed finite alphabet.
Preliminaries and auxiliary facts
In general, we follow Lothaire's [8] terminology and notation. Let us briefly recall some notions which are most important for this paper.
Consider a finite alphabet Σ whose elements are called letters. As usual, Σ + is the free semigroup generated by Σ. Elements of Σ + are called words. For a word w = a 1 · · · a ∈ Σ + with a 1 , . . . , a ∈ Σ, we denote by alph(w) the set of all letters occurring in w. The number called the length of w is denoted by |w|. The mirror image of w is the word ← − w = a · · · a 1 . A word w is said to be a palindrome if w = ← − w . Consider yet another finite alphabet ∆ whose elements are called variables while elements in ∆ + are called patterns. ( We follow [8, Chapter 3] in distinguishing between words and patterns as this improves readability, but of course we freely apply definitions given for words to patterns and vice versa.) A word w ∈ Σ + encounters a pattern p ∈ ∆ The following is the main result of the present paper:
Theorem 1. Every avoidable pattern can be avoided by an infinite sequence of palindromes over a suitable finite alphabet.
The theorem is proved in Section 2 while here we recall some necessary facts and constructions from the theory of avoidable patterns and present a few auxiliary lemmas. In Section 3 we discuss some related open problems. First we recall the Bean-Ehrenfeucht-McNulty-Zimin characterization (see [4, 13] 
is a sequence of free deletions that reduces the pattern p to the empty pattern.
Theorem 2 ([8, Theorem 3.2.1]). A pattern is unavoidable if and only if it is reducible.
In what follows, it will be important to understand the behavior of free sets under certain morphisms. Let f : ∆
be a morphism and D a subset of ∆ 2 . We denote by D the set of variables such that their images under f are in D + . That is,
Thus, the image of a variable x ∈ ∆ 1 under f D is obtained by deleting from f (x) all members of D. In particular, x ∈ D implies that f D (x) is empty.
The following fact can be found in [8, Subsection 3.2.3] and also in [11, Section 2.12] . Its proof readily comes from the definition of f D .
Lemma 2. For every pattern p
∈ ∆ + 1 , we have f D (p D ) = (f (p)) D ,
and if D is a free set in f (p), then D is a free set in p.
It is known (see, e.g., [8, Corollary 3.2.9] ) that for every positive integer n, there exists an infinite sequence of words over a fixed finite alphabet whose members simultaneously avoid all avoidable patterns involving at most n variables. Our proof of Theorem 1 relies on a construction for such a sequence suggested by Sapir, see his lecture notes [11] . It is fair to say that it is the huge strength margin of Sapir's construction that makes our proof work.
Thus, we fix n and let r = 2 k where k = log(6n + 2) . Consider the r 2 × r matrix M shown below on the left. 
Next, we convert the matrix M to the matrix M Σ (shown above on the right) by replacing numbers by letters. Whenever the number i occurs in the column j, we substitute it by the letter a ij . We also observe that the morphism
. . . This can be shown by a fairly straightforward induction. We are ready to present our principal construction. We fix a letter d / ∈ Σ and consider the sequence {w m } m=1,2,... with
It is obvious that the sequence consists of palindromes. Now let p be an arbitrary avoidable pattern involving at most n variables. Suppose that there is a number m such that w m encounters p and let h be a morphism such that h(p) is a factor of w m . Since p is avoidable, by Theorem 3 we conclude that h(p) is a factor of neither γ m (a 11 ) nor ←−−−− γ m (a 11 ). This means that h(p) contains the letter d. Take a variable y ∈ alph(p) and fix its occurrence in p. There are three possible cases of the location of the corresponding factor h(y) in the word w m relative to the unique occurrence of the letter d. 
while p involves at most n different variables, a contradiction.
By the same argument, one obtains the dual of Lemma 5: 
We refer to 2-letter factors whose existence is established in Lemmas 5 and 6 as to markers of corresponding blocks and inverted blocks.
Proof of Theorem 1
We aim to show that an arbitrary avoidable pattern involving at most n variables is avoided by each member in the sequence {w m } m=1,2,... of palindromes w m = γ m (a 11 )d ←−−−− γ m (a 11 ) over the alphabet Σ ∪ {d} where Σ = {a ij | 1 ≤ i, j ≤ r} for r = 2 k and k = log(6n + 2) . Arguing by contradiction, assume that there exists a number m such that the palindrome w m encounters some avoidable pattern p with |alph(p)| ≤ n and choose m to be minimal with this property. We shall prove that a sequence of free deletions reduces p to a pattern q such that the palindrome w m−1 encounters q. Then q must be unavoidable by our choice of m whence invoking Theorem 2 we readily conclude that p is also unavoidable, a contradiction.
Thus, fix a morphism h such that h(p) is a factor of w m . We denote by U the least factor of w m containing all blocks and all inverted blocks that overlap with h(p). By Lemmas 5 and 6 we can choose a marker X K for each block K in U and a marker
, respectively, and substitute all markers in U by the corresponding letters. We obtain a word U over the alphabet Σ = Σ ∪ {d} ∪ Ξ ∪ Θ (where Ξ stands for the set of all letters x K and Θ for the set of all letters t← − K ), which can be written as follows:
Here λ and ρ are some positive integers, P i is a prefix of a block, Q i is a suffix of a block, ← − P j is a prefix of an inverted block, ← − Q j is a suffix of an inverted block, x 1 , . . . , x λ ∈ Ξ , t ρ , . . . , t 1 ∈ Θ and 
y) = h(y).)
We are going to define a sequence δ 1 , . . . , δ k+1 of free deletions that reduces the word U to the word
On the first step, we shall delete half of all letters in Σ, namely the letters in Σ 1 , Σ 3 , . . . , Σ 2 k −1 will be removed. Then each deletion δ with = 2, . . . , k will remove half of the letters in Σ remaining after the previous step. Namely, the letters in Σ remaining after the action of δ −1 are precisely the letters from Σ s2 −1 , where s runs over the sequence 1, . . . , 2 k− +1 , and δ removes all the letters from Σ s2 −1 with odd values of s. Thus, the sequence δ 1 , . . . , δ k will lead to a word over the alphabet Σ r ∪ {d} ∪ Ξ ∪ Θ, and the last deletion δ k+1 will remove all the letters in Σ r .
We construct the desired sequence δ 1 , . . . , δ k by induction. Let U 0 = U and suppose that there is a sequence δ 0 (the ''empty'' deletion), . . . , δ −1 of free deletions that transforms U into a word U −1 over the alphabet
For brevity, we call letters from Σ s2 −1 even if the number s is even and odd if s is odd. (Of course, this ''parity'' relates to a fixed step under consideration-a letter which is even on the step may well become odd on the step + 1.) Thus, our aim is to construct a free deletion δ that would remove all odd letters. For this, we need to construct a fusion (B, C ) such that the set of odd letters is contained in B \ C . Recall that for the pair (B, C ) to be a fusion in U −1 the equivalence b ∈ B ⇐⇒ c ∈ C should hold for every 2-letter factor bc in U −1 .
Clearly, if we want the set of odd letters to be contained in B \ C , all odd letters should be in the set B. It easily follows from the induction assumption that odd and even letters alternate in each factor of U −1 which contains only letters from Σ.
Thus, according to the definition of a fusion, all even letters should be in the set C . It remains to explain where an arbitrary letter z ∈ {d} ∪ Ξ ∪ Θ should be placed.
By the induction assumption letters from Σ r are not removed by the deletions δ 0 , . . . , δ −1 . This implies that, with only two possible exceptions, each occurrence of z in U −1 is flanked by some letters from Σ. The two mentioned exceptions are the first occurrence of x 1 (which may be not preceded by any letter) and the last occurrence of t 1 (which may be not followed by any letter). It is convenient to imagine ''empty'' neighbors even in these cases and let these fictitious neighbors be even. With this convention, we claim that the parity of the left neighbor of z is the same for all occurrences of z in U −1 (even though the neighbors themselves may vary with occurrences), and this is also true for the parity of the right neighbor of z. Of course, the claim holds true for z = d since d occurs in U −1 only once. The case z ∈ Ξ and z ∈ Θ are symmetric, so we assume that z = x i for some i = 1, . . . , λ. If the whole factor P i of U has been removed by the deletions δ 0 , . . . , δ −1 , then in view of (1) this has happened also with all factors P j such that x i = x j . Hence, the left neighbor of any occurrence of x i in U −1 is a letter from Σ r (the last letter of the previous block) or maybe the empty letter if i = 1. In any case, this is an even letter. If some letters from P i survive the deletions δ 0 , . . . , δ −1 , then, again by (1), x i has the same left neighbor wherever x i occurs in U −1 . The latter observation holds true also for the right neighbors of x i because none of the factors Q i can be totally removed (they all contain a letter from Σ r ). Now we place z according to the following rules:
• z is added to C if and only if all its left neighbors are odd;
• z is added to B if and only if all its right neighbors are even.
Observe that the rules imply that sometimes z should be added to both B and C and sometimes to none of B and C . This does not cause any problem because the components of a fusion should neither be disjoint nor cover the whole alphabet. It is clear that extending the components according to the above rules complies with the definition of a fusion.
By the construction of the fusion (B, C ), the set of odd letters is contained in B\C . Thus, it is a free set and its deletion can be taken as the deletion δ . This completes the inductive construction of the sequence δ 1 , . . . , δ k .
Applying this sequence of free deletions to the word U results in the word
It is easy to check that the sets B = Σ r ∩ alph( U k ) and C = {d} ∪ Ξ ∪ Θ form a fusion in U k . Therefore, the set Σ r ∩ alph( U k ) is a free set, and its deletion δ k+1 finally reduces U k to the word
Of course, the sequence δ 1 , . . . , δ k+1 is also a sequence of free deletions with respect to any factor of the word U, in particular, the factor f (p). The sequence reduces f (p) to a certain factor (f (p)) Σ of the word U Σ . According to Lemma 2, the sequence δ 1 , . . . , δ k+1 of free deletions can be lifted to a sequence of free deletions with respect to the pattern p. Let q = p Σ be the pattern to which p is reduced this way. By Lemma 2, we have f Σ (q) = f Σ (p Σ ) = (f (p)) Σ . Observe that f Σ can be considered as a morphism from alph(q) + to {d} ∪ Ξ ∪ Θ + and thus we have proved that U Σ encounters q.
Recall that every letter from Ξ ∪ Θ is a marker of a block or an inverted block. Consider the morphism g : {d} ∪ Ξ ∪ Θ + → {d} ∪ Σ)
+ that fixes d and sends each letter assigned to a marker to the block or the inverted block represented by the marker. Then g( U Σ ) = U. We decompose U as U = U 1 dU 2 where U 1 is a product of blocks and U 2 is a product of inverted blocks. Now we apply to U 1 the mapping γ −1 that sends each block γ (a ij ) to its generating letter a ij and, similarly, apply to U 2 the mapping
of the word
By Lemma 3 each block is uniquely determined by any of its markers, and so is every inverted block by Lemma 4. This
, and we can summarize the observations made in the two previous paragraphs by concluding that the word w m−1 encounters the pattern q = p Σ (via the composition of the morphisms f Σ and ϕ). As discussed at the beginning of the section, this leads to a contradiction with the choice of m and the assumption that p is an avoidable pattern. Theorem 1 is thus proved.
Open problems
Recall that the avoidability index µ(p) of a pattern p is the minimum size of an alphabet on which p is avoidable, see [8, Section 3.3 ]. Since we know by Theorem 1 that every avoidable pattern is also avoidable by palindromes, we may define the palindromic avoidability index µ pal (p) as the minimum size of an alphabet Σ such that p can be avoided by an infinite sequence of palindromes over Σ. Clearly, µ(p) ≤ µ pal (p) for every pattern p but the question of whether or not there is a pattern p for which the inequality is strict remains open. Thus, we ask whether or not it is possible to avoid an arbitrary pattern p by an infinite sequence of palindromes over each alphabet on which p is avoidable. We saw in the introduction that this is true for the classic patterns xyxyx and xx.
Currie [6] has discussed an interesting example that is relevant to the above question. Consider the pattern xyzxzy. It seems likely that µ(xyzxzy) = 2, i.e., xyzxzy is avoidable on a binary alphabet. (Currie refers to calculations which show that there are binary words of length 1000 avoiding xyzxzy.) However, definitely µ pal (xyzxzy) > 2. Indeed, if an infinite sequence of palindromes avoids xyzxzy, then it also avoids ← −− − xyzxzy = yzxzyx, and it is known that xyzxzy and yzxzyx are not simultaneously avoidable over a binary alphabet.
Comparing the avoidability index with its palindromic analogue makes sense also for simultaneous avoidability of some interesting pattern sets. In our proof of Theorem 1 we have enlarged the alphabet of Sapir's sequence γ m (a 11 ) by just one letter. This should not be misinterpreted as a proof of the upper bound µ pal (A n ) ≤ µ(A n )+1 for the palindromic avoidability index of the set A n of all avoidable patterns with at most n variables because Sapir's sequence involves much more than µ(A n ) letters. However, in some known cases for which simultaneous avoidability has been studied (scrambled words, words in which each letter occurs at least twice, etc), it is relatively easy to achieve palindromic avoidability by adding just one letter to any alphabet on which ''plain'' avoidability has been established.
Altogether, we think that the interaction between the phenomena of avoidability and symmetry is worth further and deeper studies and may lead to interesting developments.
