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Combined Cooling Heating and Power (CCHP) systems have been recognized as
a viable alternative to conventional electrical and thermal energy generation in buildings
because of their high efficiency, low environmental impact, and power grid
independence. Many researchers have presented models for comparing CCHP systems to
conventional systems and for optimizing CCHP systems. However, many of the errors
and uncertainties that affect these modeling efforts have not been adequately addressed in
the literature. This dissertation will focus on the following key issues related to errors
and uncertainty in CCHP system modeling: (a) detailed uncertainty analysis of a CCHP
system model with novel characterization of weather patterns, fuel prices and component
efficiencies; (b) sensitivity analysis of a method for estimating the hourly energy
demands of a building using Department of Energy (DOE) reference building models in
combination with monthly utility bills; (c) development of a practical technique for
selecting the optimal Power Generation Unit (PGU) for a given building that is robust
with respect to fuel cost and weather uncertainty; (d) development of a systematic

method for integrated calibration and parameter estimation of thermal system models.
The results from the detailed uncertainty analysis show that CCHP operational strategies
can effectively be assessed using steady state models with typical year weather data. The
results of the sensitivity analysis reveal that the DOE reference buildings can be adjusted
using monthly utility bills to represent the hourly energy demands of actual buildings.
The optimal PGU sizing study illustrates that the PGU can be selected for a given
building in consideration of weather and fuel cost uncertainty. The results of the
integrated parameter estimation study reveal that using the integrated approach can
reduce the effect of measurement error on the accuracy of predictive thermal system
models.

Key Words: CHP, CCHP, Uncertainty Analysis, Parameter Estimation, Optimal Sizing,
Optimal Operation
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CHAPTER I
INTRODUCTION

Improving energy efficiency and reducing environmental impact of building
energy systems are critical issues in the United States (U.S.). Figure 1.1 illustrates the
energy consumption in the U.S. by end use sector for the year of 2010. This figure
reveals that building energy systems account for 42% of the total energy consumption in
the U.S. A large portion of the energy consumed in the building sector in 2010 was in the
form of electricity. Electricity consumption constituted 52% of the energy consumption
for commercial buildings and 42% for residential buildings [Energy Information
Administration (EIA), 2012]. Another important note about building energy usage is that
a large portion of the energy consumed is used to meet the building thermal demand (i.e.
air heating and cooling, water heating). In 2010 energy used for meeting the building
thermal load made up 36% and 69% of the total energy consumed in commercial and
residential buildings, respectively [EIA, 2012]. These statistics show a large potential for
impact in the design and operation of the energy systems used to meet the building
thermal and electrical load.

1

Figure 1.1

End-Use Sector Shares of Total Consumption [EIA, 2011]

Electricity consumed by the building sector is typically provided by traditional
power plants located a long distance from the end use. In traditional power plants there
are large losses in the generation and transmission processes. In 2010, approximately
63% of the energy consumed in generating electricity was converted into waste heat
[EIA, 2011]. Additionally, 7% of the electricity generated was lost in the process of
transmission to the end user.
1.1

Overview of CCHP Systems
The low efficiencies of traditional power plants have naturally led to the

investigation of Combined Cooling Heating and Power (CCHP) systems. The term CCHP
describes all electrical power generation systems that utilize recoverable waste heat for
space heating, cooling, and domestic hot water purposes. A schematic of the energy flows
for a topping-cycle CCHP system is given in Figure 1.2. In a topping-cycle CCHP
system, the electric load of the building (Elbuilding) is met by a combination of electricity
2

generated on-site (ElPGU) and electricity purchased by the grid (Elgrid). In some cases,
excess electricity (Elexcess) produced by the on-site power generation unit (PGU) can be
sold back to the grid. Additionally, the combustion process in the PGU produces
recoverable heat (Qrcv) in the form of heated engine coolant and high temperature
exhaust. This heat energy can be supplemented by thermal energy from a boiler (Qboiler)
to meet the cooling load (Qcool) or heating load (Qheat) of the building. The use of the
recoverable thermal energy for space heating, space cooling, and domestic hot water
purposes is the driving factor behind the increased overall energy usage from
conventional power generation systems. With this added benefit, CCHP systems can have
combined efficiencies of 75 to 90% [International Energy Agency (IEA), 2008].

Figure 1.2

1.2

Schematic of CCHP system [Cho, 2009a]

Obstacles for CCHP Systems
There are many obstacles to overcome in the area of design, analysis and

optimization of CCHP systems. The first problem arises when using CCHP system
models to determine performance metrics such as the energy consumption, the cost of
3

operation, the system efficiencies (electrical, thermal, and total), and in some cases the
emissions generated. In such modeling efforts, the uncertainty in the results of the model
must be considered before the results can be used to make any conclusions. A
quantitative uncertainty analysis uses currently available information to provide insight
into the appropriate level of confidence in model simulation predictions. For problems
where data are limited and where simplifying assumptions have been used, uncertainty
analysis can be employed to help identify the strength of the conclusions that can be
made about the model predictions [Frey, 1992]. Additionally, an uncertainty analysis can
lead to the identification of the key sources of uncertainty, which merit further research,
as well as the sources of uncertainty that are not important with respect to a given result.
This identification of the key sources of uncertainty can help target data gathering efforts
for improving the model.
An integral part of uncertainty analysis is the definition of the input uncertainties.
However, many of the inputs for CCHP models are difficult to characterize. For example,
the factors contributing to variation in weather conditions are complex and numerous.
Additionally, weather patterns can vary significantly from year to year. Other key input
parameters whose uncertainties are difficult to characterize are the PGU performance, the
cost of electricity purchased from the grid, and the cost of natural gas.
A second obstacle in designing CCHP systems is the difficulty in obtaining the
hourly building energy consumption. For proper design and operation of CCHP systems,
a good estimate of the hourly thermal and electric load of the building is required.
However, building utility bills give only the total monthly energy consumption for the

4

facility. Even with building modeling software such as EnergyPlus, simulating the hourly
building energy requires extensive knowledge of the building configuration and loads.
In addition to uncertainty analysis and building load estimation, there is a need for
real-time, accurate, predictive modeling of CCHP system operation. When thermal and
electrical storage are available, predictive modeling is essential for determining the
optimal balance of energy consumption between the conventional system and a toppingcycle CCHP system. However, predicting the states of thermal systems several time steps
ahead can be difficult to model accurately. This inaccuracy results from the combination
of errors in each component model with each future time step prediction.
One final obstacle to effective implementation of CCHP systems is the need for a
practical method for optimal sizing of the components in CCHP systems. Over sizing
components can lead to wasted capital cost and can cause the components to operate in
low efficiency ranges. Under sizing components reduces the benefit from CCHP systems.
For the sizing method to be effective sizing, it must address the extensive variation in
weather conditions and fuel prices. Additionally, the sizing method must have a practical
way to include commercially available components.
1.3

Objective of Dissertation
The objective of this dissertation is to provide solutions to the modeling

challenges addressed in Section 1.2 in the areas of uncertainty analysis, building load
estimation, optimal component sizing and predictive modeling of CCHP systems. The
following research efforts are contributions in these areas:


Chapter II presents a literature review to establish the current level of
technical development in these areas.
5



Chapter III presents an uncertainty analysis of a CCHP system model with
practical consideration of uncertainty in weather, fuel and component
efficiencies.



Chapter IV illustrates a sensitivity analysis of a simple method for
estimating hourly energy consumption using DOE reference building
models and monthly utility bills.



Chapter V describes a method for optimally sizing of CCHP system
components that is robust to weather and fuel cost uncertainty.



Chapter VI demonstrates an integrated parameter estimation method for
accurate, predictive modeling of thermal systems.
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CHAPTER II
LITERATURE REVIEW

A review of the literature in the area of CCHP system modeling will be presented
in this chapter. Modeling of CCHP systems is an active area of research. Many
researchers have presented modeling efforts to evaluate the performance of CCHP
systems. Sections 2.1-2.4 summarize the state of four different areas of research related to
CCHP modeling: Uncertainty Analysis, building load estimation, optimal sizing and
predictive modeling.
2.1

Uncertainty Analysis
Many studies have used CCHP models to compare their performance under

different operation strategies [Moran et al., 2008; Longo et al., 2005; Sun and Guo et al.,
2006; Malico et al., 2009]. However, comparisons based on the results of computer
simulations need to take into account the uncertainty in the results. A quantitative
uncertainty analysis uses currently available information to provide insight into the
appropriate level of confidence in model simulation predictions. For problems where data
are limited and where simplifying assumptions have been used, uncertainty analysis can
be employed to help identify the strength of the conclusions that can be made about the
model predictions [Frey, 1992]. There are two general methods used to propagate input
uncertainty through the model to determine output uncertainty. The first method is the
7

Monte Carlo Method (MCM). In this method, the probability distribution of the input
variables are randomly sampled and used to run a large number of simulations. From
these simulations, the probability distributions of the output variables are generated
[Coleman and Steele, 2009]. The MCM has been used by many to determine uncertainty
in the results of building simulations. For example, Wang et al. [2012] used the MCM to
study the effect of variation in weather and building operations on the annual energy
consumption. They found that a large degree of uncertainty was introduced by variations
in building operations practice. Dominguez-Munoz et al. [2010] used the MCM to find
the uncertainty in the peak load estimation of a simple resistance-capacitance (RC)
building model. They studied the effect of twenty uncertain operation gains and building
envelope parameters. A second method for uncertainty propagation is the Taylor Series
Method (TSM). In this approach a Taylor series approximation of the relationship
between inputs and outputs is used to propagate the uncertainty values [Coleman and
Steele, 2009]. For accuracy the TSM requires that the model must behave linearly around
the nominal operation point and the probability distributions must be Gaussian. However,
when applicable, the TSM can greatly reduce the computational difficulty of the
uncertainty propagation procedure. The TSM method is standard in many areas of
uncertainty analysis, but has seen limited attention in the simulation of building energy
systems.
An integral part of uncertainty analysis is the definition of the input uncertainties.
The uncertainty of the thermal load in a building, for example, is expected to be an
important factor contributing to the overall uncertainty, and previous studies have not
given a full and adequate characterization of the factors that contribute to the thermal
8

load uncertainty. The variation in the weather conditions is the main source of uncertainty
in the thermal load. MacDonald and Strachan [2001] accounted for uncertainties in the
weather conditions by using a fixed uncertainty range for basic weather parameters (e.g.
temperature, radiation, wind speed, etc.). Corrado and Mechri [2009] used a similar
approach except only monthly averages of a few weather parameters (e.g. Temperature,
solar radiation, and wind speed) were used. However, since the amount of variation in
weather conditions that can be expected is not constant throughout the year, this method
does not adequately characterize the uncertainty in the thermal load. Additionally, these
studies greatly over simplify the problem, since many relevant weather parameters are
ignored and the interactions between the various weather parameters are not considered.
Other key input parameters whose uncertainty is difficult to characterize are the
PGU performance, the cost of electricity purchased from the grid, and the cost of natural
gas. For example, the uncertainty in the performance of PGU’s can be difficult to
characterize because of their nonlinear efficiency curves. Additionally, the uncertainty in
the prices for natural gas and electricity can be difficult to model. Houwing et. al [2008]
have presented uncertainties in energy prices that result from implementation of CHP
systems. They consider uncertainty in factors such as energy provider policy and
government policy (e.g. taxes and tariffs). However, these factors are hard to characterize
a priori and require extensive knowledge of the policies that apply to specific areas. This
approach is difficult to implement in the modeling process and the assumptions required
are extensive.

9

2.2

Building Load Simulation
Hourly values of the building thermal and electrical loads are essential for many

studies on CCHP and other building energy systems. Knowledge of the building energy
consumption profile facilitates the implementation of several types of efforts to reduce
building operational costs [Neto and Fiorelli, 2007; Gamou, 2002]. For instance, hourly
energy consumption data can be used to compare the costs of using conventional heating
and cooling equipment with the cost of using technologies such as CCHP systems,
ground-coupled heat exchangers, solar thermal, and solar photovoltaic technologies.
Additionally, the hourly building consumption data is useful for optimal sizing and
operation of CCHP system equipment.
Unfortunately, building energy profiles on an hourly basis are not usually
available for existing buildings. The dynamic interactions between the weather conditions
and building configuration require the use of highly sophisticated computer models to
accurately simulate the hourly building loads. Drawbacks in using computer simulations
include the considerable amount of detailed input data and time required from even
experienced users [Zhu, 2006; Catalina et al., 2008]. Therefore, several methodologies
have been developed that can be used to estimate energy consumption without the need
for detailed simulation. Some of these methodologies are based on a combination of
statistics and simulations [Yik et al., 2001; Pedrini et al., 2002; Gugliermetti et al., 2004].
On-line building energy predictions based on neural networks and genetic algorithms
[Yokoyama et al., 2009; Yang et al., 2005; Canyurta et al. 2005] can also be used in some
applications. Even the most detailed building simulations will not reproduce the energy
consumption profile exactly because of uncertainty in the weather, usage pattern and
10

because of the extensive number of building parameters. Because of these limitations
tools for estimating energy consumption have an accepted degree of uncertainty [Catalina
et al., 2008; Gamou et. al, 2002; Deru et al., 2006].
Fumo et al. [2010] have presented a methodology that estimates the hourly
building energy consumption based on the building utility bills and existing simulation
results of Department of Energy (DOE) reference1 EnergyPlus models [Torcellini et al.,
2008]. A main assumption used in the development of Fumo’s work was that buildings of
roughly similar sizes and usage patterns, i.e., offices, hospitals, schools, supermarkets,
etc., have similar distributions of electrical and fuel energies that are well characterized
by the reference models. The building utility bill is used to shift the reference building
profiles to account for differences in building parameters and weather conditions.
2.3

Optimal Sizing of CHP Systems
Many researchers have published studies concerning the problem of determining

the optimal PGU size for a given building using mixed integer linear programming or
nonlinear programming approaches [Ren et al., 2008; Beihong and Weiding, 2006; Azit
and Nor, 2009; Li et al., 2008]. Others have developed heuristic approaches for selecting
the PGU size based on the load duration curve. For example, Bruno et al. [2007] uses the
“biggest rectangle method” in which the PGU with a thermal output that fills the largest
area of the thermal load duration curve is selected. It has been shown by many, that such
rule of thumb graphical techniques often do not yield optimal PGUs [Voorspools and
D’haeseleer, 2006; Piacentino and Cardona, 2008].

1

DOE reference building models were previously called benchmark building models.
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Because optimal operation modes are based on the heating demand, an optimal
sizing technique must include an approximation of the range of future weather conditions
that are expected during the term of operation of the PGU. Many of the studies in the
literature have used a single year of historical weather data or less to simulate the hourly
heating and electric loads for a given building [Beihong and Weiding, 2006; Azit and
Nor, 2009; Li et al., 2008]. For example, Li et al. [2008] bases optimal decisions on three
representative days. They separate a single year of historical, hourly heating demands
into three seasons, and use this data to define a probability distribution for each hour of
the representative days. However, weather conditions can vary significantly from one
year to the next, so a single year of weather data may not accurately approximate the
hourly heating demand probability distribution for the several years in which the PGU is
expected to operate. An optimal sizing method that accounts for several years of
historical weather data would give more robust results, since several years of historical
data can more accurately predict the range of variation that can be expected in the term of
operation of the PGU. This approach has probably been avoided in recent works because
of the extensive calculations that are required in mixed integer approaches.
Variation in the cost of electricity and fuel can also have a significant effect on
the optimal sizing problem. For example, Yun et al. [2012] reveals that the ratio of the
electricity cost to the fuel cost determines the operation modes that yield savings for a
given PGU. Some studies on optimal sizing have presented the sensitivity of their
solution with respect to fuel and electricity price [Ren et al., 2008; Azit and Nor, 2009].
However, these sensitivities are not incorporated into the decision making process. There
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is a need, therefore, for a reasonable approach to making a decision in the midst of
uncertainty in the future cost of electricity and fuel.
Another limitation of many of the works in the literature is that they are only
loosely based on commercially available PGUs, and, therefore, the simulation results are
not as useful for design. For example, many studies define the equipment performance
characteristics as either constants [Li, 2008] or as analytic functions of capacity [Ren et
al., 2008; Beihong and Weiding, 2006]. These functions oversimplify the relationship
between capacity and performance characteristics, and this simplification can lead to
false conclusions. When the optimal sizing problem is cast in terms of fictitious
performance characteristics the solution can be a PGU that is not commercially available,
which is not practical for design decisions. The work by Azit et al. [2009] uses
performance curves derived directly from real engines and implements a discrete optimal
sizing scheme. This approach is essential to ensuring realistic solutions to the optimal
sizing problem.
2.4

Predictive Modeling of Thermal Systems
Predictive or feed-forward operational control schemes have been shown to

greatly improve the efficiency of building energy systems. For example, some
researchers have developed algorithms that use thermal storage systems to shift the
thermal building load to off-peak hours and, therefore, reduce the demand energy charges
for the building. This load shifting is accomplished by producing extra energy during offpeak hours and storing that thermal energy for use during on-peak hours [Yao et al. 2004;
Zhou et al. 2008]. Braun et al. [2001] demonstrated the advantages in operation cost of
using pre-cooling to shift the cooling load to off-peak time. Another way that feed13

forward control schemes can improve building energy efficiency is demonstrated in
topping-cycle combined heating and power (CHP) systems. In these systems the optimal
balance between load met by the electric and gas distribution grids and the CHP system
must be found for a variety of electric and thermal loading conditions. Based on the
variable efficiencies of the system components at different load conditions the operation
mode must be selected for each loading condition and for a given fuel to electricity cost
ratio. Cho et al. [2010] and Yun et al. [2011] presented optimal CHP system operation
algorithms that were based on prediction of building load and CHP performance using
non-experimentally based TRNSYS models. They found that significant savings could be
achieved using this predictive control approach versus using a control scheme based on
estimates of current load values only.
Predictive modeling of building energy systems is essential for implementing
optimal feed-forward HVAC and CHP control strategies. While purely theoretical models
have their place for general studies, experimentally based models are needed to make
detailed conclusions for design and control purposes. Once a model is validated using
experimental data, the effects of all assumptions and inaccuracies can be clearly
determined and the challenges for optimal operation and control can be plainly
understood.
A variety of approaches have been used to develop thermal system models for
building energy systems. These approaches can be categorized as three basic types:
physical models, black-box models, and grey-box models. Physical models of building
energy systems use modeling equations derived directly from known physical laws such
as energy conservation. EnergyPlus is an example of a standard building energy system
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model that allows the user to put in very detailed information about the building and
energy systems. This type of model is effective for general studies, but when trying to
model a specific building, this technique can be very time consuming because of the need
to find all of the information and physical parameters for the system. Black-box models,
on the other hand, rely heavily on experimental data in order to develop models. In other
words, a model is developed through parameter estimation techniques to generate models
that match experimental data with less focus on matching known physical laws.
Researchers have developed a variety of black-box models for predicting building loads
and internal conditions such as artificial neural networks [Kawashima et al., 1996],
recursive least squares [Chen, 2002; Chen and Athienitis, 2003], Box Jenkins [Mustafaraj
et al., 2010], and auto-regressive techniques [Mustafaraj et al., 2010]. The drawback of
black-box models is that the model training data may not be rich enough to develop an
accurate model for all expected operating conditions [Zhou et al., 2008]. In other words,
the model may not work well in some conditions that are not included in the training data
set. Grey-box models present an effective compromise between physical and black-box
models. Grey-box models are based on energy conservation, but the physical parameters
are determined using parameter estimation techniques. This approach reduces the effort
required to determine the parameters of the system, and does not require as rich of a
training data set for accurate models. For example, Balan et al. [2011] presented a greybox model for temperature inside a house that only perturbed a set of guess values for the
physical parameters using a search method to minimize the error between the model and
the experimental data. Wang and Xu [2006] presented a grey-box model of a
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multilayered wall and used a genetic algorithm to find the thermal capacitance and
resistances for a lumped capacitance model.
One common link among the many different techniques for parameter estimation
used for black-box and grey-box models is that they all include similar information in the
cost function (i.e. the error minimization function). The parameters for a given
component in the system are typically selected to minimize a cost function that is some
form of the error between the measured output and the predicted output (e.g. square of
the residual error) for that component. For example, Anderson et al. [2007] presented a
grey-box model for an HVAC system that can be used in predictive control. In this model
a least-squares polynomial fit was used to estimate the parameters for each component in
the model separately. In other words, the parameters were selected to minimize the error
between the prediction of one component and the measured output of that component
without considering the other measurements and predictions in the thermal system. Nassif
et al. [2008] presented a grey-box dynamic model of an HVAC system and zone
temperature. A genetic algorithm was used to estimate the parameters for the model. For
each component, parameter estimation was performed and the parameters were selected
to minimize the square of the error between the predicted values of each component and
the measured values for each component.
When a model is used to predict the states of a multi-component thermal system
several time steps ahead, parameter estimation using the standard cost function approach
can produce models that yield excessive drift due to the propagation of measurement and
modeling errors. Small errors in a given measurement or component model propagate
through the entire system and their effects are compounded as the prediction time
16

increases. The effects of these errors can be significantly reduced by taking advantage of
the functional relationship between the variables in the system. When variables of interest
in a system are functionally related, experimental measurements of these variables must
be correlated. Accounting for this correlation during parameter estimation helps minimize
the effect of the measurement and modeling errors in the predictions of the model. This
can be accomplished by estimating the parameters for each component in the thermal
system model simultaneously.
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CHAPTER III
UNCERTAINTY ANALYSIS OF BUILDING SIMULATIONS

As mentioned in Chapter II, CCHP system models have been used by many
researchers to compare the performance of CCHP systems against conventional systems.
However, decisions based on the results of computer simulations need to take into
account the uncertainty of these results to get insight into the level of confidence in the
predictions. This chapter presents an analysis of a CCHP system model under different
operating strategies with input and model data uncertainty. Unfortunately, the
uncertainties that underlie the variation in input parameters such as the thermal load,
natural gas prices and electricity prices are not readily available. Additionally, engine
performance uncertainty can be difficult to characterize because of the nonlinearity of
engine efficiency curves. Therefore, a significant contribution of the work presented in
this chapter is the definition of practical and novel approaches to estimating the
uncertainty in these and other input parameters. A case study using a small office
building located in Atlanta, GA is described to illustrate the importance of the use of
uncertainty and sensitivity analysis in CCHP system performance predictions. The results
of the case study show how the primary energy consumption, operational cost, and
carbon dioxide emissions are affected by the uncertainty associated with the model input
parameters.
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3.1

Analysis
As in Mago et al. [2009] the performance of the CCHP system studied in this

chapter was evaluated according to three factors: primary energy consumption, cost, and
carbon dioxide emissions. Following the example of previous studies [Mago et al., 2009;
Cho et al., 2009b], two different operational strategies are employed and analyzed:
following the electric load (FEL) and following the thermal load (FTL). To study and
evaluate the performance of CCHP systems operating under these strategies,
thermodynamic models of the different components have been developed. A schematic
of the CCHP system analyzed in this chapter is shown in Figure 3.1. The building model,
energy loads, and basic modeling equations that were used to model the system are
defined in Section 3.1.1. The fuel and electricity requirements for the electric and
thermal load following strategies are presented in Sections 3.1.2 and 3.1.3, respectively.
The ultimate goal in these sections is to define the fuel and grid electricity requirements
so that the three performance factors listed above can be used to evaluate the two
operation strategies.
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Figure 3.1

3.1.1

Schematic of a CCHP system

Building Model, Energy Loads, and Basic CCHP System Model Equations
The U.S. Department of Energy has developed several commercial building

reference models. These building models provide standard values of parameters such as
floor area, occupancy schedule, equipment and lighting schedules and thermostat
schedule for different building types and locations. The main benefit of the standardized
reference models is that they form a common point of comparison between research
projects [Torcellini et al., 2008]. The current study focuses on a new small office
reference building with a 511 m2 floor area that is located in Atlanta, GA. The reference
building was simulated using the software, EnergyPlus, to obtain hourly site energy load
data.
Typical Meteorological Year (TMY3) data from the National Renewable Energy
Laboratory (NREL) is widely used to simulate building electric and thermal loads.
Therefore, TMY3 data for the city of Atlanta was used in an EnergyPlus simulation to
20

find the hourly energy loads for the reference building described above. The electric load
generated by EnergyPlus represents all of the non-thermal electricity needs of the
building (lights, appliances, etc.) and will be denoted as Eload. The cooling and heating
loads generated from the EnergyPlus simulation are denoted as Qc and Qh, respectively.
When the efficiencies of the chiller and heating coil are considered, the thermal load of
the building translates into the following heat energy requirement
Q

(3.1)

where COPch and ηhc represent the chiller coefficient of performance and the heating coil
efficiency, respectively. The first term of Equation (3.1) represents the heat required by
the chiller to meet the cooling load and the second term of Equation (3.1) represents the
heat required by the heating coil to meet the heating load.
The engine selected for the power generation unit (PGU) for this model has a
nominal power output of 15 kW, which will be represented as EPGU_nom. Cho et al.
[2009b] have shown that the relationship between power output of an internal combustion
engine PGU and the rate of input fuel energy can be modeled using a straight line.
Likewise, for the PGU selected for this case study, the data supplied by the manufacturer
revealed a straight line relationship between the power output of and the rate of fuel input
as illustrated in Figure 3.2. Based on this straight line relationship the power output of the
PGU is defined in the model as
E

m∙F

b

(3.2)

where m and b are the slope and intercept of the line describing the relationship between
power output and the rate of fuel energy input.
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Figure 3.2

Engine Power Output Vs. Fuel Input (using data from engine manufacturer)

The recovered waste heat from the prime mover can be estimated as
(3.3)
where QREC is the recovered thermal energy and ηrec is the heat recovery system
efficiency.
When the boiler is required for meeting the building thermal demand, the boiler
fuel energy consumption is computed as
(3.4)
where ηb is the boiler thermal efficiency and Qb is the useful heat generated by the boiler.
3.1.2

CCHP system model following the electric load (FEL).
For the FEL operation strategy the electric load of the building drives the PGU

operation. The PGU is limited to operate between a power output range of 3.75 kW (i.e.
quarter load) to 15 kW (i.e. nominal or rated load), and these limits will be denoted as
EPGU_min and EPGU_nom. When the electric load of the building is less than EPGU_min, the
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electric load is met entirely by the grid. When the electric load of the building is greater
than or equal to EPGU_min and less than or equal to EPGU_nom, the PGU provides for the
electric load of the building. Thirdly, when the electric load is greater than EPGU_nom, the
PGU provides EPGU_nom and the rest of the electric load is met by the grid. These three
cases are defined as
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The total electricity registered at the meter for the FEL operation strategy is
defined as
E

E

∙ 1

ϕ

E

E

_

∙ϕ

(3.5)

where 1e and  2e represent unit step functions which act as triggers for the case logic
transition points and are defined as follows
ϕ

ϕ E

E

_

(3.6)

ϕ

ϕ E

E

_

(3.7)

where   is the Heaviside step function, which takes a value of one if the argument is
greater than zero and takes a value of zero otherwise.
The fuel input to the system depends on the PGU and boiler operation. The fuel
to the PGU is defined according to the three cases described above. If the recovered
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thermal energy is not large enough to handle the thermal load (cooling or heating)
additional heat has to be provided by the auxiliary boiler. It follows that the fuel
requirement of the system can be described using the following five cases
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and F
These five cases can be combined to obtain the total fuel energy consumption
registered at the meter for the FEL operation strategy as follows

F

∙ 1

ϕ

∙ϕ
_

∙ϕ

∙ ϕ
∙ϕ

ϕ

(3.8)

where Φ3e and Φ4e represent step functions which act as additional triggers for the case
logic transition points. Φ3e takes a value of one when case three occurs and a value of
zero when case two occurs. Φ4e takes a value of one when case 5 occurs and a value of
zero when case four occurs. These step functions are defined as follows
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ϕ
ϕ

3.1.3

ϕ Q
ϕ Q

Q
Q

ϕ Q

E
_

ϕ Q

E

∙η
_

(3.9)
∙η

(3.10)

CCHP system model following the thermal load (FTL)
For the FTL operation strategy the thermal load of the building drives the PGU

operation. Again, the PGU is limited to operate between a power output range of 3.75
kW (EPGU_min) to 15 kW (EPGU_nom). When the thermal energy required to meet the
building load, QREQ, corresponds to a power output less than EPGU_min, then the engine is
not operated and the boiler is used to meet the thermal load. When QREQ corresponds to a
power output greater than or equal to EPGU_min and less than or equal to EPGU_nom, then the
PGU is used to satisfy the thermal load. Thirdly, when QREQ corresponds to a power
output greater than EPGU_nom, then the PGU provides the thermal energy available for
recovery at EPGU_nom and the rest of the thermal load is met by the boiler. By combining
Equations (3.2) and (3.3) we can find the recovered heat from the PGU in terms of power
output as
Q

η

∙

E

The transition points for the three cases presented above can be found by
substituting the values of EPGU_min and EPGU_nom into Equation (3.11). The resulting
transition points are 16.73 kW (QREC_min) and 32.38 kW (QREC_nom). Therefore, the
thermal load is met by the system as defined by the following cases
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(3.11)
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These three cases can be combined to obtain the total fuel registered at the meter
for the FTL operation strategy as

ϕ

F

ϕ

ϕ
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ϕ

(3.12)

ϕ

where Φ1t, Φ2t, and Φ3t represent step functions which act as triggers for the case logic
transition points and are defined as follows
ϕ

ϕ Q

0
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Electricity will only be imported from the grid if the electric load is greater than
that provided by the engine. Therefore, the total electricity registered at the meter for the
FTL operation strategy is defined as
E

E

E
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∙ϕ

(3.16)

where Φ4t represents a step function which acts as a trigger for the case logic transition
points and is defined as follows
ϕ

ϕ E

E

(3.17)

Equation (3.16) can be expanded by writing EPGU in terms of EPGU_nom and QREQ as

E

b ϕ

E

b

E

_

ϕ
ϕ

ϕ

ϕ

(3.18)

The export of the excess electricity generated onsite to the power grid can
represent a primary energy saving and cost reduction that could be taken into
consideration when comparing this system with the conventional system. However, this
option is not available in many locations, so any excess electricity that is produced is
assumed to be burned away through a bank of resistors.
3.1.4

Primary Energy Consumption, Carbon Dioxide Emissions and Cost for all
the operation modes
The first standard metric for assessing the thermal energy efficiency from the use

of CCHP systems is primary energy consumption (PEC). PEC is defined by the energy
information administration (EIA) as the amount of site energy consumption, plus losses
that occur in the generation, transmission, and distribution of energy. Therefore, the
building PEC is determined as
PEC

E ∙ ECF

F ∙ FCF

(3.19)

where ECFPEC and FCFPEC are the site-to-primary energy conversion factors for
electricity and natural gas, respectively. The site-to-primary energy conversion factors
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used in the model are 3.336 for electricity and 1.047 for natural gas [Environmental
Protection Agency, 2008].
The amount of Carbon Dioxide Emissions (CDE) per year can be determined
using the emission conversion factors for electricity and natural gas as follows
CDE

E ∙ ECF

F ∙ FCF

(3.20)

where ECFCDE and FCFCDE are the emission conversion factors for electricity and natural
gas, respectively. The emission conversion factors used in the model are 0.000601 ton
year-1kWh-1 for electricity and 0.0002 ton year-1kWh-1 for natural gas [Environmental
Protection Agency, 2008].
The Cost of operation for each mode can be determined using the cost of
electricity and natural gas as follows
Cost

E ∙C

F ∙C

(3.21)

The average yearly prices of electricity in Georgia from 1991 to 2007 were obtained from
the Energy Information Administration (EIA) [2007], and these prices were used to
calculate the expected cost of electricity in 2010 used in the model. The price of
electricity used in the model is 0.082 $/kWh and is found by adding three times the
average yearly price shift to the price of electricity in 2007. Similarly, the monthly prices
of natural gas for a representative company in Georgia from 2001 to 2009 were obtained
from the Georgia Public Service Commission [2009]. The expected cost of natural gas in
2010 used in the model is found by adding the average yearly price shift for each month
to the monthly natural gas prices of 2009; the results for 2010 are as follows: 4.9¢/kWh
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in January, 4.7¢/kWh in February, with a steady monthly increase to 8.7¢/kWh in July,
followed by a steady decrease to 4.6¢/kWh in December.
3.2

Model Uncertainty
To evaluate the performance of the CCHP model presented in Section 3.1, a

complete uncertainty analysis was completed. To conduct an appropriate uncertainty
analysis, all the model parameters and their associated uncertainties must first be
identified. For each input variable, the uncertainties were calculated using a combination
of manufacturer’s specifications, engineering judgment and experience, analytical
models, and previous data.
The uncertainty in the performance factors was determined by propagating the
input uncertainties through the model equations using the Taylor Series Method (TSM).
Since the model presented in Section 3.1 is linear, the TSM should provide the same
results as the Monte Carlo uncertainty propagation method (assuming all input
distributions are Gaussian) but with much lower CPU time. Uncertainty propagation
using the TSM is defined as [Coleman and Steele, 2009]
∑
∑

2∑
2∑

∑
∑

(3.22)

where us represents the combined standard uncertainty for the variable predicted by the
model (i.e. S). The θi terms represent the partial derivatives of the model equation with
respect to input variable, i. The variables, bi and si represent the estimates of the
systematic and random error standard deviations. Finally, the terms bik and sik represent
estimates of the covariance between errors in input variables for systematic and random
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error sources, respectively. For the model discussed in this chapter, correlation in the
systematic error sources is not considered. Also, the systematic and random error terms
can be combined to simplify Equation (3.22) as follows
∑

2∑

∑

(3.23)

where ui represents the combination of the systematic and random error standard
deviations. The uncertainty at a 95% confidence can then be obtained by multiplying the
combined standard uncertainty by a coverage factor, K, as
U

K

(3.24)

In the case of a small sample of the input parameters, the t distribution is used to
represents the 95% confidence interval (assuming a normal distribution) and the coverage
factor is determined based on the number of degrees of freedom in the sample.
Otherwise, a value of two is used for the coverage factor in most engineering applications
[Coleman and Steele, 2009].
In addition to the simulation uncertainty calculated using Equation (3.23), the
Uncertainty Percentage Contribution (UPC) for each variable can be obtained by using
the definition that follows

UPC

(3.25)

UPCi reprecents the percentage of the uncertainty in the result that was contributed by the
uncertainty in input i. For this model the uncertainty in the input parameters is propagated
through the use of Equation (3.23) to find the uncertainty in the performance parameters
discussed in Section 3.1.4 (PEC, CDE, and Cost,). For reasons specified below the
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uncertainty will be calculated on a monthly basis and then combined to find the yearly
total.
3.3

Input Parameter Uncertainty
This section presents the input parameter uncertainties for the thermal load, PGU

power output, component efficiencies, fuel and electricity cost, primary energy
conversion factors, and emissions conversion factors.
3.3.1

Thermal Load Uncertainty
The fuel and grid electricity requirement equations (i.e. Equations (3.5), (3.8),

(3.12) and (3.16)) contain several factors that are dependent on the thermal load of the
building including Qc, Qh, Φ3e, Φ4e, Φ1t, Φ2t, Φ3t, Φ4t and combinations (i.e. products) of
these terms. These terms and their combinations will be referred to as thermal load
factors. Many of the thermal factors are correlated since one factor may be a function of
another factor (e.g. Φ1t is a function of Qc and Qh). To find how the uncertainty in these
factors affects the uncertainty in the performance metrics, the covariance matrix for the
factors must be calculated. Different combinations of the thermal load occur in the two
operation strategies (FEL and FTL). Therefore, separate covariance matrices must be
calculated for the two strategies. In the remainder of this section, a method for creating
the covariance matrix will be illustrated for the FEL strategy, i.e. Equations (3.5) and
(3.8). Equations (3.5) and (3.8) can be expanded in terms of the thermal and electrical
loads as





 



Emi  Eloadi 1  1ei  Eloadi  E PGU_nom  2ei
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(3.26)
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where the i subscript indicates an hourly value.
The only variable terms in Equations (3.26) and (3.27) are the thermal load
factors (i.e. the thermal loads and the thermal mode step functions) and the electric load
factors (i.e. the electrical load and the electrical mode step functions). The covariance
between these variables could be calculated for every hour in the year. However, no
accuracy is lost if the covariance matrices are calculated monthly. To understand this
fact, consider the equations for the performance metrics (i.e. Equations (3.19), (3.20), and
(3.21)). Each of these equations contains factors multiplied by the fuel and electricity
consumption. The conversion factors used in Equations (3.19) and (3.20) to obtain PEC
and CDE are constants. In Equation (3.21) the cost of natural gas varies monthly and the
cost of electricity for this analysis varies yearly. Therefore, calculating the uncertainty of
the performance metrics on an hourly basis will give the same result as calculating the
uncertainty on a monthly basis. If the uncertainty in the fuel was calculated on an hourly
basis, then when propagating the uncertainty, the hourly uncertainty would be multiplied
by the same constant for the entire month. Therefore, to minimize computation effort, the
covariance matrices for the thermal load and electrical load factors were calculated on a
monthly basis. Summing Equations (3.26) and (3.27) for each month and rearranging
gives the following equations in terms of distinct thermal load electrical load factors as
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where, the T variables are products of the thermal load, the E variables are products of
the electric load.
As described above in Section 3.1.1, TMY3 data for the city of Atlanta was used
in an EnergyPlus simulation to find the hourly energy loads for the reference building.
The TMY3 weather data was created from an analysis of forty-five years (1961 to 2005)
of weather data. A team of analysts at the National Renewable Energy Laboratory
(NREL) surveyed the forty-five sets of weather conditions for each month and selected
the data set that was most typical for that month. In this study, the weather variability
expected from year to year was assessed using the most recent fifteen consecutive years
of weather data (1991-2005) from the forty-five year set. Each of the fifteen years of
weather data were used in a simulation for the same building using Energy Plus to find
hourly heating and cooling loads.
The covariance matrix for each month is obtained by considering the year-to-year
variation of the monthly values. Each year will produce twelve sets of 15 thermal load
factors as defined above. The covariance matrix between the 15 thermal load factors is
then calculated for each month. The covariance matrix for the thermal load factors for
the j-th month was calculated as
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Cov j 



1 15
T
Tk , j Tk , j
N  1 k 1



(3.30)

where N is the total number of years (15 for this case study), the subscript, k, represents
the year of weather data used, and T is a vector defined as



Tk , j  T 1k , j   T 1

T 2 k, j  T 2

 T 14 k , j   T 14

T 15 k , j   T 15



T

where each term in the vector T represents a random variable defined as one thermal load
factor minus its mean value, µ. Each random term will have a distribution of 15 terms,
one for each of the 15 years of weather data.
This covariance matrix can then be used in Equation (3.23) to find the uncertainty
in the fuel and electricity requirements for the FEL operation strategy. The diagonal
terms of this matrix represent the square of the standard deviations denoted as si in
Equation (3.22). The off-diagonal terms give the covariance between thermal load
factors, which are denoted as sik in Equation (3.22).
These uncertainties in the fuel and electricity requirements are then used to find
the uncertainty in the each of the performance metrics for the FEL strategy. Additionally,
the process for finding the uncertainty in the thermal load factors for the FTL operational
strategy is similar to that described above.
As with the heating and cooling loads, the electric load for the building was found
by simulating a small reference office building in EnergyPlus. The uncertainty
associated with the electric load generated by EnergyPlus was set as zero since the load is
expected to be fairly constant from year to year, and no adequate way to model the
variation has been determined.
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3.3.2

Engine Power Output Uncertainty
The uncertainty used for the power output of the PGU was designed to vary with

the operating point. In the authors’ experience, the PGU performance will be more
predictable when operating at rated conditions (EPGU_nom) and will become more
uncertain as the operation mode departs from rated conditions. For simplicity, the
uncertainty range for the power output was introduced using a single variable, i.e., the
slope, as shown in Figure 3.3 (exaggerated for visualization). As Figure 3.3 illustrates,
the uncertainty bands intersect the Power output/Fuel input line at 26.25 kW and branch
out from this point. The choice of 26.25 kW was merely a consequence of the
specification of the uncertainty range as described below. These lines represent the
uncertainty in the slope and intercept of the straight line relationship between the power
output and power input.

Figure 3.3

Engine power output uncertainty range (exaggerated for visualization)
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The uncertainty range shown in Figure 3.3 was implemented by using a single
parameter to modify both the slope and the intercept with a fixed intersection point at
26.25 kW. The random uncertainty factor was chosen such that the uncertainty range
was +/- 0.6 kW at a power output of 3.75 kW i.e., quarter load and +/- 0.3 kW at EPGU_nom
(15 kW). No systematic uncertainty was considered for the engine curve. The new
equation relating the power output and fuel input with the added uncertainty factor is
given as
EPGU  (m  cm s) FPGU  (b  cb s)

(3.31)

where cm and cb are constants and s is the uncertainty factor. The constants cm and cb are
chosen such that the slope and intercept of the line vary according to the selected range
when s is equal to 0.6. For nominal operation the s factor is zero and Equation (3.31)
becomes equivalent to Equation (3.2). However, the s factor is given an uncertainty of
+/- 0.6. Figure 3.4 illustrates zoomed in views of the power output uncertainty graph. As
illustrated in Figure 3.4 the uncertainty ranges from 14.7 kW to 15.3 kW at rated
conditions and from 3.15 kW to 4.35 kW at an operating point of 3.75 kW.
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Figure 3.4

3.3.3

Zoomed in views of the power output uncertainty graphs

Conversion factor uncertainty
The primary energy conversion factors for electricity and natural gas are based on

a national average stipulated by the Environmental Protection Agency (EPA). The EPA
uses the same conversion factors for all areas of the United States so that fair
comparisons can be made for building energy standards [EPA, 2008]. Because the EPA
stipulates these conversion factors, no uncertainty was specified for these factors.
Similarly, the EPA stipulates the carbon dioxide emissions conversion factors for
electricity and natural gas. These factors are based on the fuel mix used by the energy
providers and can be expected to be relatively constant. Therefore, no uncertainty was
specified for these factors.
The natural gas cost was estimated based on a representative Atlanta provider.
Monthly price data from several Georgia power companies was collected from the
Georgia Public Service Commission [2009]. The prices for each company followed a
similar trend. Therefore, a single representative company was selected to define the
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monthly cost and variation. The monthly natural gas prices were analyzed for the years
from 2001 to 2009. As expected, the general trend was an increase in prices from one
year to the next. Therefore, a factor was defined to quantify the expected shift upward in
the prices each year. For each month, the average shift over the nine-year period was
taken as the shift to be expected for the tenth year. Therefore, for each month the cost
was defined as the cost in 2009 plus the average shift for that month. Additionally, the
uncertainty of the shift factor was defined using the small sample t-distribution as a
model. The random uncertainty in the shift factor was defined as the sample standard
deviation of the distribution for each month multiplied by the t-distribution factor. No
systematic uncertainty was defined for the shift factor.
A similar process was used for the calculation of electricity cost and electricity
cost uncertainty. Monthly price data for the electricity was not available. However,
average yearly prices for the state of Georgia were obtained from the EIA website [2007].
The yearly prices were analyzed from 1990 to 2007. By a similar process as that used for
natural gas, the average shift was used to estimate the cost of subsequent years, and the tdistribution factor was multiplied by the sample standard deviation to find the 95%
confidence random uncertainty. Additionally, there is a systematic uncertainty in the cost
of electricity since the monthly prices analyzed were averages for the state of Georgia.
Therefore, the systematic uncertainty was estimated as 5% of the hourly electric load.
3.3.4

Efficiency uncertainty
The random and systematic uncertainty values for the chiller COP, the heating

coil efficiency, and the heat recovery efficiency were selected to be +/- 0.5% and +/- 5%
on the basis of engineering judgment, manufacturer data, and experience with the
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equipment. Table 3.1 illustrates the random and systematic uncertainty values that were
used for the inputs for this simulation.

Table 3.2

Random and Systematic Uncertainty in Input Parameters

Parameter
Thermal Load Factors
Electric Load Factors
COPch
nhc
nrec
nB
b
m
s
ECFPEC
FCFPEC
Ce ($ kWh-1)
Cf ($ kWh-1)
ECFCDE (ton year-1kWh-1)
FCFCDE (ton year-1kWh-1)

3.4

Random Uncertainty
Covariance matrix, C
0
0.00325
0.00375
0.00375
0.00425
0
0
0.02
0
0
0.00535
Variable
0
0

Systematic Uncertainty
0
0.05
0.05
0.05
0.05
0
0
0.6
0
0
5%
5%
0
0

Results
The uncertainties in the inputs were propagated using the standard uncertainty

method as described in Section 3 for each month of the year-long simulation. The
uncertainty was summed for the whole year for the performance factors of interest:
Primary Energy Consumption, Operational Cost, and Carbon Dioxide Emissions. The
total uncertainties and parameter values for the yearly simulation of the CCHP system
FEL are given in Table 3.2. Additionally, the UPCs for each output of interest are
composed in pie charts as illustrated in Figure 3.5.
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Table 3.3

Output uncertainty for FEL model

Parameter
Cost ($/year)
PEC (kWh)
CDE (ton/year)

Figure 3.5

Total
16,137
293,429
55.53

Uncertainty
+/- 2,136
+/- 8,471
+/- 1.62

Percentage
+/- 13.24%
+/- 2.89%
+/- 2.91%

UPC Chart for the (a) Cost, (b) PEC, and (c) CDE for CHP system FEL

Figure 3.5(a) illustrates that the uncertainty in the cost of natural gas dominates
the uncertainty in the operational cost. The partial derivative with respect to the fuel cost
and the uncertainty in fuel cost are comparatively high, so this combination results in a
much higher output uncertainty for the total yearly cost. Additionally, this conclusion is
supported by the extensive use of the PGU in this strategy. For example, the PGU
operates for approximately half of the hours of the simulation for this strategy. Figure
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3.5(b) illustrates that the uncertainty in the yearly PEC is dominated the by the thermal
load factors. This is expected since the uncertainty in the weather conditions is quite
high. The s factor in the PGU power output versus fuel input relationship (see Equation
(3.31)) also has a significant effect on the PEC uncertainty. It is important to mention
here that there is no input uncertainty from the conversion factors for PEC. If there was
uncertainty in the conversion factor, then a similar trend as in Figure 3.5(a) would occur
where the primary energy conversion factor would have a significant effect on the total
uncertainty. Figure 3.5(c) illustrates that the behavior of the CDE uncertainty is
equivalent to that for the PEC.
The total uncertainties and parameter values for the yearly simulation of the
CCHP system in the FTL operation mode are given in Table 3.3. Additionally, the UPCs
for each performance metric are given in pie charts as illustrated in Figure 3.6. In the FTL
operation strategy the PGU operates for only 20 % of the simulation time. Therefore, the
results show that the “s” variable in the PGU model does not have as much of an effect
on the output uncertainties in this operation strategy. Additionally, the uncertainty
factors related to the thermal load and electricity cost have a much more significant effect
on the output uncertainties.
Table 3.4

Output uncertainty for FTL model

Parameter
Cost ($/year)
PEC (kWh)
CDE (ton/year)

Total
11,128
277,083
50.9

Uncertainty
+/- 1,245
+/- 4,916
+/- 0.96
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Percentage
+/- 11.19%
+/- 1.77%
+/- 1.89%

Figure 3.6

UPC Chart for the Cost, PEC, and CDE for CHP system FTL

Figure 3.6(a) illustrates that the uncertainty in the yearly operational cost is
dominated by the uncertainty in the thermal load, cost of fuel, and cost of electricity. The
uncertainty in the cost of fuel dominates for the same reason as in the FEL strategy. The
uncertainty in the cost of electricity is much lower than that for the cost of fuel, but it is
significant in this case because the electric grid is used nearly the entire simulation while
the PGE operates for only 20% of simulation. The uncertainty in the thermal load has
more of an effect in this case because the overall uncertainty is much lower. Figures 6(b)
and 6(c) illustrate that the uncertainty in the thermal load dominates the uncertainty in the
PEC and CDE. Again these figures differ from the trend in Figure 3.6(a) because no
uncertainty was specified for the CDE and PEC conversion factors. An interesting fact
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illustrated by Figure 3.6 is that the uncertainty in the thermal load plays a significant role
in all three of the performance factors.
Figure 3.7 illustrates a comparison of each performance parameter for the
different operational strategies. It can be observed that operating the CCHP system FTL
shows better performance than operating the system FEL. The operational cost, PEC, and
CDE for the FTL strategy are approximately 68%, 94%, and 92% of that for the FEL
strategy. Additionally, Figure 3.7 indicates that there is no cross over between the
uncertainty ranges for the two strategies. In other words, the maximum cost, PEC, and
CDE for the FTL strategy are less than the minimum values for the FEL strategy.

Figure 3.7

Comparison of Cost, PEC, and CDE for FTL and FEL
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3.5

Discussion of Results
Tables 3.2 and 3.3 indicate that the total uncertainties in the PEC and CDE are

minimal for both operational strategies (FEL and FTL) in comparison to the uncertainty
in the operational cost. This sharp difference occurs because the uncertainties in natural
gas and electricity prices are high while there is no uncertainty specified for the PEC and
CDE conversion factors. Additionally, Figure 3.7 shows that the magnitudes of the
performance uncertainties are small enough that this model can make legitimate
comparisons between the FEL and FTL operation strategies.
The UPC’s presented in Figures 3.6 and 3.7 provide insight into how the model
can be improved. The UPCs for each performance factor in the FTL strategy, shown
Figure 3.6, reveals that the uncertainty is primarily driven by external factors (weather,
energy prices, etc.) as opposed to model parameters. Therefore, for any significant
improvement in the uncertainty, the model must be adjusted to address the variation in
weather and energy prices. Similarly, the uncertainty in the cost of natural gas dominates
the uncertainty in the cost of operation for the FEL strategy. This is because the PGU is
operated much more extensively in this case. However, since no uncertainty is specified
for the PEC and CDE input conversion factors, this trend does not follow in the
uncertainty in the PEC and CDE for the FEL strategy. The uncertainty in the thermal
loads dominates these cases. Additionally, the uncertainty in the s factor used to
characterize the PGU performance plays a larger role in these cases. However, since the
total uncertainties in these two cases are minimal, not much will be gained by improving
the PGU model.
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CHAPTER IV
ROBUST BUILDING LOAD PREDICTION

The evaluation of building energy consumption under typical meteorological
conditions requires building energy profiles on an hourly basis. Computer simulations
can be used to obtain this information, but generating simulations requires a significant
amount of experience, time, and effort to enter detailed building parameters. This chapter
considers a simple methodology for using existing EnergyPlus reference building energy
profiles to estimate the energy profiles of buildings with similar characteristics to a given
reference model as presented in Fumo et al. [2010]. The method utilizes the building
monthly energy bills to scale a given reference building energy profile to approximate the
real building energy profile. Further, this study examines the robustness of the
methodology considered with respect to the parameter discrepancies between a given
building and the corresponding EnergyPlus reference model used to estimate its profile.
Test buildings are defined by perturbing several combinations of the parameters defined
in the reference building model. The test buildings examined are similar to the
EnergyPlus, medium sized office, reference building in Baltimore, MD, and a total of 72
distinct test building configurations are examined. The analysis reveals that the
methodology can significantly reduce the errors introduced by discrepancies from the
EnergyPlus reference model.
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4.1

EnergyPlus and DOE Reference Models
The methodology proposed by Fumo et al. [2010] is based on existing simulations

of DOE reference buildings. In cooperation with Pacific Northwest National Laboratory,
Lawrence Berkeley National Laboratory, and National Renewable Energy Laboratory,
DOE’s Building Technologies Program has developed commercial building reference
models for new constructions [Torcellini et al., 2008]. The reference models were
developed to provide a consistent baseline for comparing energy technologies. The
reference models were constructed to best represent the results of sector-wide survey of
building characteristics, locations, and weighting factors. A total of 16 commercial
building types exist for each of 16 different locations representing all U.S. climate zones.
Since reference models are designed to describe the energy performance of buildings
with similar characteristics in a given U.S. climate zone, these reference models are used
in this study as a source of data to generate normalized energy profiles. These
normalized energy profiles are then used to estimate hourly energy consumption for
similar buildings using the building utility bill as a scaling factor.
The software EnergyPlus is used to obtain the hourly energy profile for the
reference models. This software combines the best capabilities and features from
BLAST and DOE-2 along with new capabilities. Additionally, EnergyPlus is widely used
in the building energy analysis community around the world. Stadler et al. [2006] used
EnergyPlus as source of site end-energy loads for the analysis of distributed generation
(DG) technology. Similarly, Mago et al. [2009] used it for the analysis of combined
cooling, heating, and power (CCHP) systems. Although references give a general
representation of the range of U.S. climate zones with 16 locations, EnergyPlus weather
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data is available for more than 1042 locations in the USA, 71 locations in Canada, and
more than 1000 locations in other countries throughout the world. When data is not
available in the format required by EnergyPlus, weather data conversion tools can be
used. The weather data used in this study is the Typical Meteorological Year (TMY3)
data from the National Renewable Energy Laboratory (NREL). TMY3 is widely used to
simulate building electric and thermal loads.
4.2

Methodology Summary
Fumo et al. [2010] introduced the definition of “EnergyPlus normalized energy

consumption coefficients” (E+NECC) which is a set of normalized energy consumption
profiles obtained from DOE reference models. The E+NECC for a given reference
building can be used to estimate the energy consumption of buildings with similar
characteristics as the reference model. Generally, analysis of energy consumption
requires information of the base load and the total consumption. Therefore, in this study
five sets of “normalized energy consumption coefficients” are obtained. Each set
represents the normalized hourly energy consumption profile. Using the meters output
variables from EnergyPlus simulations, the energy consumption sets are obtained as


Baseline electricity (Be): Building: Electricity + ExteriorLights: Electricity



Variable electricity (Ve): Electricity: Facility – (Building: Electricity +
ExteriorLights: Electricity)



Baseline fuel (Bf): Gas: Facility – Heating: Gas



Variable fuel (Vf): Heating: Gas



Cooling electricity (Ce): Cooling: Electricity
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Once the hourly energy consumption is obtained for a given reference model,
each value is divided by the corresponding monthly energy consumption to obtain the
normalized energy consumption coefficient for that hour of that particular day of the
month. Mathematically the coefficients can be expressed as

,

∑

,

∑

,

∑

,

∑

,

∑

(4.1)
(4.2)
(4.3)

(4.4)
(4.5)

where i indicates the hour, and m indicates the month.
The methodology also defines “baseline fraction contribution factors” for the
baseline, electricity and fuel, for the monthly energy consumption. These factors give the
percentage of the total monthly consumption that is baseline energy. Mathematically,
these baseline fraction contribution factors are defined as


Baseline Electricity

:

(4.6)


Baseline Fuel

:

(4.7)
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In order to apply the cooling electricity coefficients, an additional set of fraction
factors is required to define the contribution of the cooling electricity to the monthly
variable electricity. Mathematically, the cooling fraction factors are defined as

(4.8)
The five sets of hourly energy consumption coefficients (
,

,C

) and the three sets of fraction factors (

,

,

,

,

,V

,

,

,

,

) constitute the

E+NECC.
To obtain the estimated energy consumption from energy utility bills using the
E+NECC, the following equations must be used.


∙
where

∙

(4.9)

,

is the monthly electricity consumption from the utility bills.


Energy consumption for variable electricity
∙ 1



∙

:

(4.10)

,

Energy consumption for baseline fuel
∙

where

:

Energy consumption for baseline electricity

:

∙

(4.11)

,

is the monthly fuel consumption from the utility bills.


Energy consumption for variable fuel

∙ 1

:

∙
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,

(4.12)



Energy consumption for cooling
∙ 1

:
∙

∙

,

(4.13)

In this analysis, the utility bill for a given month is based on the exact number of
days of that month. However, the monthly bills usually do not follow this strict pattern.
Therefore, when the coefficient methodology is implemented in software, it should be
adjusted to account for the number of days billed in each monthly utility bill.
4.3

Analysis of Error in Methodology
This section gives an analysis of the error introduced in using the coefficient

methodology to determine the energy profiles of buildings similar to the reference
building described in Section 4.1. Several test buildings are defined by making a range of
small changes to several of the design parameters in the reference building model. The
parameters perturbed include: floor area, building orientation, and usage-density. Usagedensity is composed of the following parameters that are expected to vary as a group:
occupancy density, equipment usage-density, and lighting usage-density. A
representative group of combinations of changes to floor area, orientation, and usagedensity were tested to illustrate the limits of applicability of the coefficient methodology.
These design parameters were selected as representative of the most significant
perturbations from the reference building.
4.3.1

Building Simulated
This study focuses on a medium sized office reference building with a 4980 m2

floor area that is located in Baltimore, MD. The building is approximately 50m by 33m
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and has three stories with five zones on each floor. Typical Meteorological Year (TMY3)
data for the city of Baltimore was used in an EnergyPlus simulation to find the hourly
energy loads for all the building configurations tested in this study. The most significant
building schedules are for the thermostat, lighting, occupancy, equipment and elevator.
Table 4.1 illustrates the reference building thermostat set points for cooling and heating
in the summer and winter seasons. Figure 4.1 shows the schedule distribution for the
lighting, occupancy, equipment and elevator.
Table 4.1

Thermostat Set Points
Cooling Set Point
Summer

Winter

10 pm - 6 am

30 C (86 F)

30 C (86 F)

6 am - 10 pm

24 C (75 F)

30 C (86 F)

Heating Set Point
Summer

Winter

7 pm - 5 am

15.6 C (60 F)

15.6 C (60 F)

5 am - 7 pm

15.6 C (60 F)

21 C (70 F)

Figure 4.1

Building activity schedules
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4.3.2

Normalized error metric
This section defines the normalized error metric that is used in this study to

characterize the error in using the coefficient methodology. To study the error in using
the methodology for a given test building the energy profiles are simulated using
EnergyPlus. The monthly energy sums of electricity and fuel obtained in these
simulations are then used to calculate the energy consumption profiles using the
coefficient methodology described in section 4.2. The error in the coefficient method for
a given hour is defined as the difference between the load simulated by EnergyPlus and
that calculated using the coefficient methodology. This error is then normalized by the
root mean square of the simulated energy loads of the corresponding month. The
normalized hourly error is defined as

Ei 

Simi  Calci

1  N
*  Sim j 2 

N  j 1



(4.14)

where Simi represents the hourly energy load simulated by EnergyPlus, Calci represents
the hourly energy load calculated by the coefficient methodology, and N represents the
number of hours in the corresponding month.
Figure 4.2 shows some representative histograms of the normalized errors for the
case when the building is perturbed from the reference by: -5% usage-density, +10%
floor area and 60 degrees rotation. These plots for variable electricity, variable gas, and
cooling electricity (i.e. Figures 4.2a, 4.2b, and 4.2c) reveal a symmetric distribution. The
vertical lines on each chart illustrate the limits which contain 95 % of the normalized
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errors that occur in the year. These 95 % error limits will be used as a basis for
summarizing the error in using the method for each real building configuration tested.

Figure 4.2

Histograms of energy loads at 60 degree orientation, -5% usage-density,
and +10% floor area: (a) Variable Electricity, (b) Variable Gas, (c) Cooling

The normalized errors in the baseline electricity were minimal in comparison to
the errors for the thermally driven energy loads. However, in some cases the error limits
for baseline gas were very large. Further analysis of the baseline gas profile revealed that
the error was mainly due to a phase difference between the simulated profile and the
profile calculated using the coefficient method. When the monthly baseline fuel fraction
is known, the energy load levels, however, where the same. An example of this type of
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error is shown in Figure 4.3. To verify that the error was mainly due to a phase shift the
average error for each hour in the day was studied. For a representative configuration,
Figure 4.4a reveals the baseline gas average error for each hour of the day. The Figure
illustrates a reversal of the error polarity at almost every time step. This behavior is
characteristic of phase shift error. A moderate, three-point moving average filter can be
used to reduce this effect. Figure 4.4b reveals how this error becomes negligible when the
errors are averaged based on 3 hour intervals. The authors determined this phase error to
be irrelevant to the task of assessing energy technologies for an entire year simulation.
The same filter did not reduce the error in some cases when the monthly fuel fraction was
not known. However, it seems that the monthly fuel fractions could easily be corrected
since the baseline gas is based mainly on hot water usage. For example, the minimum
loads in Figure 4.3 indicate parasitic loads when no hot water is being produced. This
value should be easily obtained for the real building and could be used to correct the load
fractions. Therefore, error in both baseline energy types are determined to be negligible
and only the error in the thermally driven loads will be presented in the remainder of the
discussion.
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Example 48 hours of Baseline Gas energy loads
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Figure 4.3
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Graphs of average normalized error for each hour (Baseline Gas)

Results
As discussed above, the following reference model parameters were perturbed:

floor area, building orientation, and usage density. The error limits were analyzed with
the building orientation perturbed by 0 degrees, 30 degrees, 60 degrees, and 90 degrees.
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At each of these orientations the building floor area was perturbed by +/-2%, +/-5% and
+/- 10%. Also, at each orientation and floor area and the usage density were perturbed by
0% and +/- 5%. A total of 72 configurations were tested in this investigation. These
configurations were categorized into four groups according to orientation for ease of
analysis and display of results. For example, Figure 4.5 reveals the error limits for
cooling and variable electricity for buildings oriented at 60 degrees rotation and for all of
the floor area and usage density perturbations described above. Figure 4.6 reveals the
error limits for variable gas for buildings oriented at 60 degrees rotation and for all of the
floor area and usage density perturbations described above. The error limit results at 60
degrees rotation yielded the largest error limits for all of the configurations tested. The
error limits for the configurations tested at 90 degree rotation were almost identical to
those found for the 60 degree rotation group. Also, the error limits for the 30 degree
rotation group yielded very similar trends to that found in the 60 degree and 90 degree
rotation groups, but the magnitudes were reduced. The error limits for the 0 degree
rotation group showed a different trend, but the magnitudes were smaller than that found
in the other groups.
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Figure 4.5

Cooling and Variable Electricity Error Limits for 60 Degree Rotation
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Figure 4.6

Variable Gas Error Limits for 60 Degree Rotation

The error limits found using the coefficient methodology can be compared to the
error limits that result from using the reference profile to represent each test building
directly. The normalized error for using the reference model directly is defined as
Eb 
i

Sim  Bench
i
i

1  N
*  Sim 2 
j 
N  j 1



where Simi represents the hourly energy load for the test building model simulated by
EnergyPlus, Benchi represents the hourly energy load for the reference model simulated
using EnergyPlus, and N represents the number of hours in the corresponding month.
Once the normalized error is calculated for each hour the limits which contain 95% of the
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(4.15)

errors can be determined in the same way as described for using the coefficient
methodology.
In most cases the coefficient methodology merited a reduction in the 95% error
limits as compared to using the reference profile as a direct representation of the test
building. Table 4.2 gives a comparison of the two methods. In Table 4.2 each rotation
group is further divided according to usage-density. Each usage-density group includes 6
tests buildings (one for each floor area) each having an upper and a lower error limit. For
example, the first column Table 4.2 summarizes the results for all of the configurations at
0 degrees rotation and increased usage-density. The first and second rows give the
number of test points that were decreased and increased, respectively, when using the
coefficient model as compared to using the reference model directly. The term “test
point” denotes an upper or lower error limit for a given test building configuration. The
third and fourth rows give largest decrease and increase in error limits, respectively,
when using the coefficient model as compared to using the reference model directly. The
same comparison is given for the 30, 60 and 90 degree rotation groups. These results
reveal that the coefficient methodology decreases the error limits in almost all of the test
points for the 0 degree rotation group, and that the methodology never increases the error
limits by more than 0.02. While some test points yielded substantial reduction in error
limits, the average change for the 0 degree group shows only a modest reduction in the
95% error limits. In general, as the rotation of the building is increased, there are more
test points where the coefficient method either increased the error limits or provided no
benefit. On the average, however, the coefficient method always provided a reduction in
the error limits.
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Table 4.2

Comparison between error limits found using coefficient methodology
versus that found using the reference directly

0 Degree Group
Test Points Decreased
Test Points Increased
Largest Decrease
Largest Increase
Average Change

Increased
Usage
30
6
-0.114
0.019
-0.026

Reference
Usage
36
0
-0.096
N/A
-0.033

Decreased
Usage
34
2
-0.13
0.005
-0.046

30 Degree Group
Test Points Decreased
Test Points Increased
Largest Decrease
Largest Increase
Average Change

Increased
Usage
28
8
-0.176
0.059
-0.053

Reference
Usage
22
14
-0.119
0.05
-0.031

Decreased
Usage
16
20
-0.206
0.038
-0.017

60 Degree Group
Test Points Decreased
Test Points Increased
Largest Decrease
Largest Increase
Average Change

Increased
Usage
31
5
-0.173
0.033
-0.067

Reference
Usage
26
10
-0.131
0.06
-0.038

Decreased
Usage
19
17
-0.177
0.077
-0.017

90 Degree Group
Test Points Decreased
Test Points Increased
Largest Decrease
Largest Increase
Average Change

Increased
Usage
32
4
-0.197
0.056
-0.079

Reference
Usage
26
10
-0.171
0.062
-0.047

Decreased
Usage
19
17
-0.176
0.082
-0.01

A significant source of the error in the coefficient methodology results from lack
of knowledge of the monthly loading fractions. Therefore, the coefficient methodology
was also tested assuming that the monthly fractions were known. This was accomplished
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by using the monthly sums from the test buildings directly. An example how the energy
was calculated using this method is given in the following equation
∙
where

,

(4.16)

represents the monthly sums of variable electricity.
When the monthly fractions are know the coefficient methodology shows much

more consistent improvement over using the reference directly with regard to the 95%
error limits. Only 31 of the 432 test points showed an increase from the error limits
found when using the bench, and the largest increase was only 0.02. Additionally, the
average improvement was slightly better for each test point when the monthly fractions
were known. In addition to the reduction in error limits, the error distribution provides a
good point of comparison. In many cases, the error distribution for the coefficient
methodology was more densely packed around zero error than that for the reference
model even though the error limits were equivalent. Figures 4.7 and 4.8 reveal some
typical comparisons between the error distributions from using the coefficient
methodology versus from using the reference profile. For example, 4.7a shows a
comparison between the error distributions for variable electricity found by using the
coefficient methodology (top), the reference profile (middle), and the coefficient
methodology with known monthly fractions (bottom) for a test building oriented at 0
degrees rotation with +5% usage-density and +10% floor. Figure 4.7a reveals that the
coefficient methodology yielded a much narrower distribution than the reference profile,
but the distributions were asymmetric. At the 0 degree rotation group approximately 2/3
of the cooling and variable electricity error distributions showed a similar improvement
when using the coefficient methodology. The other 2/3 of the cases showed little or no
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benefit in the shape of the distributions. Notice that knowing the monthly fractions (e.g.
see bottom Figure in 4.7a) shifted the distribution to be symmetric about zero. These
results illustrates that using the coefficient methodology with known monthly load
fractions reduces the absolute value of the error by shifting the reference energy profile to
be centered on the test building energy profile. When the fractions are known the error
distributions are symmetric about zero without exception, and show improvement over
the reference profile for all of the configurations tested at 0 degrees rotation. Figure 4.7b
shows a similar comparison for the variable gas error distribution for the 0 degree
rotation group. However, frequently the reference profile gave a symmetric distribution
for NG. Therefore, the shape of the distribution was improved very little by using the
coefficient methodology with or without the fractions known.
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Figure 4.7

Histograms of errors for 0 degrees rotation for: (a) variable electricity
at+5% usage-density, +10% floor area (b) variable gas at -5% usagedensity, +5% floor area.

The rows correspond respectively to coefficient methodology, reference profile, and
coefficient methodology with known monthly fractions.
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Figure 4.8

Histograms of errors for 30 degrees rotation for: (a) cooling at reference
usage-density, +5% floor area (b) variable gas at -5% usage-density, +2%
floor area.

The rows correspond respectively to coefficient methodology, reference profile, and
coefficient methodology with known monthly fractions.

In general, the coefficient method with unknown fractions provided much less
benefit in the error distribution shape when the building was rotated. For example, for the
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60 degree and 90 degree rotation group, the error distribution shape showed negligible
improvement in 75% of the configurations tested for variable electricity, cooling and, and
variable gas. However, when the monthly fractions were known, the coefficient
methodology often provided drastic improvement in the shape of the error distribution.
The coefficient methodology with known monthly fractions provided significantly
narrower and more symmetric error distributions as compared to using the reference
profile directly in 83% of the configurations tested for variable electricity, cooling and,
and variable gas. The results for the 30 degree rotation group were approximately in
between those at the 0 degree rotation group and the 60/90 degree rotation groups.
4.5

Discussion of Results
The error limits for the 72 building configurations tested provide an adequate

estimate of the errors that can be expected when using the coefficient method to estimate
the energy profile for small perturbations from the reference building. Notice that for
each of the energy types in Figures 4.5 and 4.6 the error limits roughly follow a linear
pattern for the range of floor area test cases. This indicates that test buildings with floor
areas in between the test points can be expected to follow the linear relationship
approximately. This logic can be extended to the 30 and 90 degree test orientations since
their error limits showed similar trends but with slightly reduced magnitudes. In the 0
degree orientation test buildings the trend is slightly different but similar conclusions can
be drawn, and the errors are lower in magnitude compared to those found at 60 degrees.
Additionally, any rotation beyond 90 degrees would yield similar results because of the
symmetry of the problem. Lastly, the usage-density perturbation range of +5% is
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expected to be a more than adequate representation of the expected perturbations from
the reference building.
An estimate of the error that results when using the coefficient model for a given
building is easily deduced from the results presented in this study. As discussed above,
the results at 60 degrees rotation yielded the worst error limits of all of the configurations
tested. The errors at all other orientations showed similar trends but with reduced
magnitudes. Therefore, an appropriate way to use these results would be to assume that
the error limits will be less than or equal to the worst case error limits presented in
Figures 4.5 and 4.6 regardless of the building orientation and usage-density. For example,
when using the coefficient method for a building at any orientation and with a floor area
between 0 and -10% of the reference building, 95% of the normalized error should be less
than +/- 0.36, +/- 0.30, +/- 0.28 for Cooling, Variable Electricity, and Variable Gas,
respectively. Also, when using the coefficient method for a building of any orientation
and with a floor area between 0 and +10 % of the reference, 95% of the normalized error
should always be less than +/- 0.20, +/- 0.18, +/- 0.21 for Cooling, Variable Electricity,
and Variable Gas, respectively.
Additionally, when using this methodology the shape of the error distributions
should give confidence in using the method in general. Figures 4.4 and 4.7-4.9 illustrate
that the error distributions that result from using the coefficient methodology are quite
narrow with 40% or more of the errors approximately equal to zero. This means that the
error limits are reduced substantially with reduction in the number of hours included. For
example, when only 80 % of the 8760 errors (i.e. 80% of the errors that occur in a year)
the worst case error limits for the 0 to -10% floor area case are only +/- 0.12, +/-0.10, and
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+/-0.10 for Cooling, Variable Electricity, and Variable Gas, respectively. Also, note that
the effect of rotation on the error should be greatly reduced for buildings that are more
symmetric. For buildings less symmetric than the reference building should be expected
to have more error as the building is rotated. Therefore, the results presented act only as a
rough estimate.
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CHAPTER V
OPTIMAL SIZING OF CHP SYSTEMS

An optimal sizing method is developed in this chapter based on an analytical
scheme developed by Yun et al. [2012] for determining optimal operation decisions.
Using the analytic optimal operation scheme allows for a more thorough optimal sizing
method because of the minimal computational effort required as compared to mixed
integer programming approaches. For example, an optimal sizing method based on this
approach can more feasibly consider several years of weather data and the range of likely
fuel/electricity costs for the term of operation of the PGU. The optimal sizing method
presented takes advantage of this efficient optimal operation scheme and provides a
robust optimal solution with respect to weather and fuel/electricity cost uncertainty. A
case study of a medium sized office building is carried out by testing the algorithm for a
range of 20 commercially available, engine based, power generation units (PGUs).
5.1

Analysis
In this section the optimal sizing method will be developed. In section 5.1.1 the

CHP system model will be developed, and in section 5.1.2 the optimal operation scheme
will be derived and summarized. Finally, in section 5.1.3 the optimal sizing method will
be developed based on the CHP system model and optimal operation scheme.
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5.1.1

CHP Model
The PGU model used in this work is based on a study of several industrial PGUs

of varying sizes by Cho et al. [2010] that revealed a linear relationship between the power
output and the rate of fuel energy input. Based on these results, the relationship between
power output and fuel input is given as
FPGU  m * E PGU  b

(5.1)

where m and b are the slope and intercept of the line describing the linear relationship
between power output and the rate of fuel energy input. The maximum heat energy that
can be recovered from the engine is the fuel energy not converted into electric energy.
The actual heat recovered, however, is limited by the efficiency of the heat recovery
system, ηhrs, and many other factors such as incomplete combustion and heat loss to the
atmosphere, which have previously been quantified in a single factor, ζ [Hueffed and
Mago, 2010]. Therefore, the heat recovered from the engine by a heat recovery system is
given as
QREC  FPGU  EPGU  *QNET

(5.2)

where ηQNET represents the net heat recovery efficiency which can be defined as the
product of ηhrs and ζ.
A simple heat storage model for the heat stored in a given time step is defined as
Q stork 1  Q stork  Q REC k  Q REQk

where QREQ is the heat energy required to satisfy the heating demand of the building.
Heat storage occurs if excess heat is generated when the CHP system operates by
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(5.3)

following the electric load (FEL), i.e., when the PGU generates the exact amount of
electricity required by the building. The (FEL) mode of operation can sometimes yield
economical savings even when excess heat is generated. The purpose of the heat storage
tank is to save the excess heat for future use instead of rejecting it. Notice that if the Qrec
is greater than QREQ, then the storage is increased, and if QREC is less than QREQ, the
storage is decreased. The required heat energy from the CHP system is defined as

QREQ 

Qh

 hc

(5.4)

where Qh is the heating demand of the building, and ηhc is the efficiency of the CHP
system heating coil.
A gas-fired boiler is used to supply additional heat energy when necessary. The
fuel energy consumed by the boiler can be modeled as

Fboiler 

Q REQ  Qstor  Q REC

b

(5.5)

where ηb is the efficiency of the boiler. Additionally, the fuel required to meet the heating
demand when a CHP system is not used (i.e. when a conventional system is used) is
given as

Fref 

Qh

 ref

(5.6)

where Qh is the heating demand of the building, and ηref is the efficiency of the reference
or conventional heating system.
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5.1.2

Operation Modes that Yield Savings
A simple analytical method for determining the operation modes that generate

savings is developed in this section based on the work of Yun et al. [2012]. The approach
of this method is to define the operation modes that give savings for the current time step
given the heating demand, electric demand, and storage energy at that time step. Savings
generated by the CHP system with respect to the conventional system can be defined as
Savings  Cost ref  Cost CHP

(5.7)

where Costref is the cost of the reference system and is defined as
Cost ref  E load *C e  Fref * C f

(5.8)

Eload is the electric demand of the building, Ce is the cost of electricity, and Cf is the cost
of fuel. CostCHP is the cost of meeting the building demands using a combination of a
CHP system and the electric grid.
5.1.2.1

Case 1: Boiler Required

When the boiler is required to supply supplementary heat energy, CostCHP is defined as
Cost CHP  E load  E PGU  * C e  FPGU  Fb  * C f

(5.9)

We will define this set of operation modes as case 1. There are three constraints on the
operation modes that yield savings in case 1. First, it is assumed in Equation (5.9) that
EPGU ≤ Eload. It has been shown in Yun et al. [2012] that operating the PGU to provide
more electrical power than required by the building always diminishes savings when
assuming no sale or storage of electricity. Next, Equation (5.9) is only applicable when
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the boiler is needed. Therefore, an additional constraint on the operation modes that yield
savings in case 1 is given by
(5.10)

Q REC  Q stor  Q REQ

Using Equations (5.1), (5.2), and (5.4), Equation (5.10) can be expanded and solved for
EPGU as
Q

1
E PGU   h  Qstor  b * QNET  *
 hc
 m  1 * QNET

(5.11)

The boundary of Equation (5.11) corresponds to the engine operation mode for
which the heat recovered from the engine is equal to the heat energy required in addition
to the energy available in storage. For convenience, the electricity provided by the engine
at this boundary is defined as
Q

1
E ftl   h  Qstor  b * QNET  *
 hc
 m  1 * QNET

(5.12)

At this point, additional insight can be gained by expanding Equation (5.7) in terms of
Equations (5.8) and (5.9) as





Savings1  E load *Ce  Fref * C f 

E

load  E PGU

 * Ce  FPGU  Fb  * C f 

(5.13)

Next, Equation (5.13) can be expanded using Equations (5.1), (5.2), and (5.4)-(5.6) as
Savings1
 E PGU * Rcos t  RCHP  
Cf
 1
1
Qh * 

  ref  hc * b


 Qstor   QNET * b

b

b
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(5.14)

where Rcost is the ratio of the cost of electricity to the cost of fuel and RCHP is defined for
convenience as
  QNET
RCHP  m * 1 
b


  QNET


b


(5.15)

Note the non-dimensional factor RCHP is defined to simplify the notation in
Equation (5.14). This factor accounts for the efficiencies of the components of the CHP
system, and, as will be demonstrated below, it provides a threshold value for the
economical operation of the CHP system.
Notice in Equation (5.14) the savings for case 1 could be negative depending on
the value of the parameters. Therefore, another constraint must be added to ensure that
the Savings is always greater than zero. Because Equation (5.14) is linear with respect to
the independent variables, it is straight forward to define an additional boundary on the
operation modes that yield savings in case 1. This additional boundary can be defined by
settings Savings1 equal to zero in Equation (5.14) and solving for EPGU as

E2  E PGU 

 1
Qh
1

*

Rcos t  RCHP    hc * b  ref

 Qstor   QNET * b



Rcos t  RCHP * b Rcos t

b
 RCHP 






(5.16)

where this electric load is defined as E2 for convenience. Clearly, Equation (5.14) reveals
that savings increases with EPGU when Rcost>RCHP and decreases with increasing EPGU
when Rcost<RCHP. Also, since Equation (5.14) is linear in the independent variables, E2 is
a lower bound on the operation modes that yield savings when Rcost>RCHP and an upper
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bound when Rcost<RCHP. A summary of the operation modes that yield savings for the
case when the boiler is needed (case 1) is provided in Figure 5.1.

Figure 5.1

5.1.2.2

Savings regions for case 1

Case 2: Boiler not required
A similar process can be followed to determine the savings regions for the case

when the sum of the stored and recovered heat energy is greater than that required to
meet the heating demand so that the boiler is not required. This will be defined as case 2.
In case 2, CostCHP is defined as





Cost CHP  E ref  E PGU * C e  FPGU  * C f

(5.17)

As in case 1, Equation (5.17) assumes that EPGU ≤ Eload. Since Equation (5.17) is
only applicable when the boiler is not needed, an additional constraint on the operation
modes for case 2 is given as
E PGU  E ftl
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(5.18)

where, as stated above, Eftl is defined as the electric power production that corresponds to
the exact heat recovery needed to meet the heating demand after all of the stored heat
energy is used.
Again, expanding the savings equation, (5.7), in terms of Equations (5.8) and
(5.17) yields additional insight and is given as



Savings2  E load *Ce  Fref * C f





 E load  E PGU  * Ce  FPGU  * C f



(5.19)

In this case Equation (5.19) can be expanded using Equations (5.1), (5.2), and (5.6) as
Q
Savings 2
 E PGU * Rcos t  m   h  b
Cf
 ref

(5.20)

As in case 1 a third constraint must be defined because the savings in case 2 could
be negative according to Equation (5.20). The third and final constraint for the operation
modes that yield savings for case 2 can be defined by setting Savings2 equal to zero and
solving for Epgu as

E 3  E PGU 

 Qh

1
 b

Rcos t  m   ref 

(5.21)

where this electric load is defined as E3 for convenience. Equation (5.20) reveals that
savings increases with EPGU when Rcost > m and decreases with increasing EPGU when
Rcost < m. Also, since Equation (5.20) is linear in the independent variables, E3 is a lower
bound on the operation modes that yield savings when Rcost > m and an upper bound
when Rcost < m. A summary of the operation modes that yield savings for the case when
the boiler is not needed (case 2) is provided in Figure 5.2.
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Figure 5.2

5.1.3

Savings regions for case 2

Sizing Method
In this section a methodology is developed for selecting the PGU that, when

implemented in a CHP system, will meet the building energy demands with the least cost
over the total period of operation. Because the optimal sizing task seeks to minimize the
total cost for several years, the success of the methodology is highly dependent on an
adequate approximation of the future heating and electric demands and of the future cost
of electricity and fuel. In addition, an optimal sizing methodology is of no use unless the
solution represents a PGU that can actually be purchased. Therefore, a practical optimal
sizing method must be based on models of commercially available PGUs. The optimal
PGU sizing methodology developed in this section is based on applying the optimal
operation method discussed in section 5.1.2 in such a way that adequately addresses each
of these issues.
To ensure that the most cost effective PGU is selected, the optimal sizing method
must consider many or all of the PGUs available on the market that are within a power
output range that is appropriate for the given building. For example, in the case study that
will be presented in section 5.2, manufacturer data was collected and studied for 20 PGUs
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ranging in rated power output from 10 kW to 315 kW [Cummings, 2011]. The
manufacturer data specified the fuel input at 25%, 50%, 75% and 100% load conditions.
From this data a linear least squares fit was used to find the slope, m, and intercept, b, as
defined in Equation (5.1) for each PGU. Figure 5.3 shows the normalized linear
relationship for several of the 20 PGUs used in this case study.

Figure 5.3

Normalized power output to fuel relationship for several PGU sizes

Previous works have used the Typical Meteorological Weather (TMY) data in
simulations to calculate the hourly heating demand for a building. While most of the
researchers have used typical days [Beihong and Weiding, 2006; Li et al., 2008] or weeks
[Azit and Nor, 2009], an optimal sizing method based on an entire year of hourly heating
and electric loads could easily be defined. Following this approach the optimal PGU size
should be selected by comparing the total savings generated by operating the CHP system
for an entire year with each PGU. If the methodology in section 5.1.2 is used, the total
yearly operational savings for a given PGU can be defined as

YS 

H

 Savings
j 1
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j



CC
N OY

(5.22)

where H is the total number of hours in a year, CC is the capital cost, NOY is the number
of operation years expected for the PGU, and Savingsj is the operational savings
generated by using the operation scheme presented in Section 5.1.2. However,
consideration of historical weather conditions reveals that weather patterns often vary
significantly from year to year in a given area, and, therefore, TMY data for a single year
may not be the best approximation of the weather conditions that will occur during the
term of operation of the CHP system. A better approximation would be to determine the
heating demand for many years of historical weather data and to incorporate each year
into the optimal sizing algorithm. For example, recent TMY data is based on 15 to 30
years of historical weather data. Therefore, a better approach to the optimal sizing
problem is to apply the optimal operation algorithm in Section 5.1.2 for each hour and for
each year of the historical weather data, and to compare the overall savings for each
PGU. Then, the average yearly operational savings for each PGU can be defined as
N

YS MY _ AVG 

H

 Savings

j ,i

 CC

i 1 j 1

N OY

(5.23)

where N is the number of years of historical weather data that are used in the algorithm.
The PGU that yields the highest YSMY_AVG is more likely to be the PGU that will actually
provide maximum yearly operational savings. This is because the solution will be more
robust to variation in the weather conditions.
In addition, an optimal sizing method that does not consider the potential for large
variation in the cost of electricity and fuel is likely to choose a PGU that is far from the
optimal choice. This is clearly shown by the fact that the optimal operation mode is
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dependent on the relationship between the parameters Rcost, RCHP, and m. Therefore, if
the cost ratio changes, then the operation modes that yield savings may change for some
PGUs and highly affect the cost savings. Forecasting the cost of electricity and fuel for
several years in advance can be quite difficult. A reasonable approach to this problem is
to study the effect of the expected upper and lower limits on the cost of electricity and
fuel on the optimal PGU choice. Therefore an upper limit for RCost is defined as

Rcos tU 

Ce * (1.1)
C f * ( 0 .9 )

(5.24)

C e * ( 0.9)
C f * (1.1)

(5.25)

and a lower limit for Rcost is defined as

Rcos tL 

Figure 5.4 reveals a plot of each cost ratio, with the parameters m and RCHP for
each PGU. When either the current cost ratio or the upper limit cost ratio is used, RCHP <
m < RCost for all PGUs considered. However, when RcostL is used, RCHP < RcostL < m for
some PGUs, and this means a change in the PGU operation modes that yield savings. As
shown in Figure 5.4, the operation modes that yield savings for each engine do not
change much for this case. It is likely, however, that Rcost would be lower for other cities.
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Figure 5.4

Parameters Rcost, m and RCHP versus PGU size

To address this consideration, the operational saving should be considered for
each cost ratio and for each year of weather. Therefore, the average yearly operational
savings for each PGU can be defined as

YS T _ AVG 

3

N

H

k

i 1 j 1

 Savings

j ,i , k

 3  CC

N OY

(5.26)

where the variable savings is summed for each of the three cost ratios defined above. The
capital cost is multiplied by three because forty-five years are included in this average,
and this is three times the expected lifetime of the PGU. The PGU that yields the
maximum YST_AVG should be selected as the PGU that is most likely to maximize the
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operational savings over the full term of use of the system. An optimal sizing decision
based on the PGU that gives the maximum YST_AVG is expected to be robust with respect
to weather and fuel/electricity cost uncertainty.
5.2

Case Study
The optimal sizing method presented in section 5.1.3 was tested for a medium

size office DOE reference building [Torcellini, 2008]. EnergyPlus software was used to
determine the building heating and electric demands. Simulations were completed for 15
years (1991 to 2004) of historical weather data for the city of Philadelphia, PA. Once the
heating and electric demands were determined from EnergyPlus, the algorithm in section
5.1.3 was implemented for 20 PGUs with power outputs ranging from 10 kW to 315 kW
as discussed above. To illustrate the effect of the approximation of the future cost of
electricity and fuel, Figure 5.5 give plots of the YSMY_AVG variable versus PGU size for
different cost ratios. For display purposes, the YSMY_AVG variable is normalized by the
mean value of each curve. When using the YSMY_AVG metric, the PGU that yields the
largest YSMY_AVG is the optimal choice. In Figure 5.5, all three cost ratios give a 210 kW
PGU as the optimal choice. However, the difference in the shapes of the graphs reveals
that the different cost ratios may significantly change the optimal choice for other cases.
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Figure 5.5

Comparison of YSMY_AVG when using different Rcost values

The YST_AVG variable is plotted in Figure 5.6 along with the YS variable using the
typical meteorological year (TMY) weather data for comparison. In this case study, the
210 kW PGU is selected as the optimal choice using either the YSMY_AVG or YS with the
TMY data with the current cost ratio. Therefore, in this case the effects of weather and
cost variation are not significant enough to change the optimal size. However, this may
not be true for other cases.
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Figure 5.6

YST_AVG and YS using TMY data with the current cost ratio

Figure 5.8 gives a plot of the hourly storage over a year for the optimal PGU
selected in this case study. The storage was limited to 200 kWh and the tank was
assumed to lose 5% of the stored energy for each hour of storage. For this PGU and for
other cases when the cost ratio is greater than both m and RCHP, thermal storage was used
quite frequently. In these cases the ability to store thermal energy significantly increased
the operational savings. On the other hand, thermal energy was never stored in the cases
when RCHP < Rcost < m. This is because it is never cost efficient to produce extra thermal
energy in this condition.
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Figure 5.7

Hourly Qstor for the 210 kW PGU with RcostU for weather data from 1997
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CHAPTER VI
INTEGRATED PARAMETER ESTIMATION OF THERMAL SYSTEM MODELS

In support of predictive CHP control algorithms such as that presented by Cho et
al. [2010] and Yun et al. [2011], this chapter presents a model for prediction of the
temperatures at the inlet and outlet of each component of a topping-cycle, CHP system
that provides heat and electricity to an experimental facility. In experimental models of
multi-component thermal systems, small errors in each sub-model can propagate
detrimentally through the overall model resulting in large prediction errors as the
prediction time increases. These errors can be problematic when using open loop or
feed-forward control schemes. This chapter demonstrates the advantages of a wholesystem or integrated parameter estimation approach as opposed to the component-bycomponent parameter estimation approach that is widespread in the literature. This
method achieves greater accuracy by requiring that the parameters for each component
model are consistent with all of the measurements in the entire system. The approach is
demonstrated on an experimentally based CHP system model and the resulting model is
used to predict the system temperatures up to 20 minutes in advance. A comparison
between the model predictions and the experimental data reveals that the parameter
estimation approach employed in this work can significantly improve the prediction
accuracy versus a model based on the classic, single component, input-output parameter
estimation approach.
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6.1

Test Facility CHP equipment
The CHP test facility used in this investigation provides heating and electricity to

a small office space and shop area. A schematic of the CHP equipment set-up at the
facility is shown in Figure 6.1. The system consists of five major components: a power
generation unit (PGU)/exhaust heat exchanger combination, coolant-to-water heat
exchanger, water tank, building heating coil, and boiler. The PGU supplies the electrical
energy required by the building. During power generation, heat energy is transferred to
the exhaust gas and the engine coolant. The energy in the exhaust flow is transferred to
the coolant in the exhaust heat exchanger. Then, heat energy in the coolant is transferred
to the water in the heat recovery loop through the recovery heat exchanger. In the heat
recovery loop, water enters the recovery heat exchanger from the thermal storage tank.
Once the water has been heated in the recovery heat exchanger, the stream is mixed with
water from the tank, and the mixture feeds into the main water loop. The next component
in the system is the building heating coil. When the room temperature is above the set
point temperature, all of the flow in the main water loop bypasses the heating coil.
However, when the room temperature is below the set point temperature, a portion of the
flow passes through the heating coil and transfers heat to the room air that is flowing
through the heating coil. Next, the boiler adds thermal energy to the main water loop
when necessary. Finally, the main water loop terminates at the thermal storage tank.
Details for each component will be given in the next section of this chapter. The
numbered points in Figure 6.1 indicate the locations of the seven temperatures that are
predicted by the model. Temperatures are measured using RTD sensors, natural gas flow
rates are measured using differential pressure sensors, and all other flow rates are
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measured using turbine flow meters. Standard uncertainty values for each sensor are
given in Table 6.1. Only the system temperatures are predicted in this work. In future
investigations, the flow rates should be modeled at each point as well, but measured flow
rates are used in the model presented in this chapter.
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Figure 6.1

CHP System Schematic
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Table 6.1

Sensor Uncertainty

Sensor
Water and Coolant RTDs (°C)
Water/Coolant Flow Meters (gal/min)

Systematic
± 1.5
± 0.032

Random
± 0.056
± 0.003

± 1

± 0.5

± 2.5
± 0.4
± 0.03

± 1.25
± 0.04
± 0.03

Engine Natural Gas Flow (ft3/min)
3

Boiler Natural Gas Flow (ft /min)
Ambient Temperature (°C)
Heating Coil Air Temperature (°C)

6.2

CHP Model
This section presents the CHP system model developed for the test facility. The

model could be used with the components connected (i.e. the input temperature to one
component is the predicted output of another) or with the components separated (i.e.
input temperature for each component model is a measured value). However, the models
must be connected for predicting the future states of the system where measured values
are not available.
6.2.1

Engine and Exhaust Heat Exchanger model
The first model incorporates both the PGU and the first stage of heat recovery.

The experimental facility uses a four-cylinder, natural gas, combustion engine-generator
set with a rated electrical power output of 15 kW. The hot exhaust gas leaving the engine
is used to give additional heat to the coolant leaving the engine by means of a shell and
tube heat exchanger. Temperature measurement of the exhaust gas is difficult to obtain
with reasonable accuracy because of high temperatures that occur in the exhaust gas at
the engine exit (650°C or greater), and an adequate sensor for this condition has not been
installed at the facility. Therefore, to avoid the necessity of measuring the exhaust gas
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temperature, the PGU and exhaust heat exchanger have been combined into a single
model. The PGU/exhaust heat exchanger model is used to predict the outlet coolant
temperature from the exhaust heat exchanger. A detailed model of the heat transfer in the
engine requires extensive analysis and is not necessary for the purposes of this model.
Instead, a simple model can be developed based on energy conservation. In general, the
thermal energy delivered to the coolant should be equal to the thermal energy generated
by the fuel combustion minus the thermal energy lost to the ambient at the engine
exterior wall as
Vcool  cool c p _ c (T2  T1 )  VE _ F c0  c1 (Tamb  T1 )

(6.1)

where c0 is a coefficient related to the lower heating value (LHV) of the fuel, c1 is a
coefficient related to the heat transfer coefficient between the engine wall and the
ambient; T1 and Tamb are the temperature of the coolant at the inlet to the PGU and the
ambient temperature, respectively. VE _ F and Vcool are the natural gas flow rate and the
coolant flow rate, respectively.

_

is the specific heat of the coolant. Both coefficients

c1 and c0 are determined through a parameter estimation technique. Solving Equation
(6.1) for T2 yields the following model for the outlet coolant temperature.

T2 

VE _ F c0  c1 (Tamb  T1 )
 T1
V  c
cool

6.2.2

cool p _ c

(6.2)

Coolant/Water Heat Exchanger model
After the coolant leaves the exhaust heat exchanger it enters a flat plate heat

exchanger that uses water from the heat recovery loop as the cold inlet fluid. The model
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for this component must predict the outlet water and coolant temperatures based on the
inlet temperatures (T2 and T3) and the fluid flow rates. Based on the commonly used
effectiveness-NTU method the models for these outlet temperatures are defined as

T1  T 2  

CW
T 2  T3 
CC

(6.3)

T 4  T3   T 2  T3 

(6.4)

where Cc and Cw are the heat capacity rates of the coolant and water flows, respectively.
The effectiveness, ε, is defined as an empirical function of the inlet temperatures based on
a second order Taylor series model as

  c2T2  c3T3  c4T2T3  c5 T3 2

(6.5)

where all of the temperature locations are defined in Figure 6.1 and again the coefficients,
, are parameters that must be estimated.
6.2.3

Water Tank Model
The heat recovery loop is combined with water stored in a 100 gallon tank to

generate the main water loop. Because the tank is assumed to be well mixed, a single
zone model is developed for the tank based on energy conservation as

_

(6.6)

_

where c6 represents the thermal capacitance of the tank, V

_

, ρ , and c

_

are the

volumetric flow rate, density and specific heat of the water flowing through the main
water loop (i.e. through the tank). Approximating the time derivative with a forward
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difference and solving for T3 at the future time step gives the model for the outlet
temperature of the tank as

T3 i 

6.2.4

VM _ W W cP _ W t
c6

T7 i1  T3 i1   T3 i1

(6.7)

Heating Coil Model
The building heating coil is a four pipe, cross-flow, heat exchanger that is

designed to transfer heat to the return air using a portion of the flow in the main water
loop. The rest of the hot water in the main water loop bypasses the coil. This bypassed
flow can be used for heating an adjacent shop facility, but only the office facility was
used in this study. A fan draws air into the coil from the room at a constant rate. When
the room temperature falls below a set point, the hot water is directed through the coil for
heating. However, when the room temperature is above the set point the hot water
bypasses the coil and no heat is transferred to the air. It is observed from the experimental
data that the coil has significant thermal capacitance, taking 3 to 5 minutes to cool down
after mode transitions. Therefore, energy conservation for the heating coil can be written
using a single thermal capacitance for the heating coil as

c7







dTHC
 VHC _ W  W c P _ W THC _ WI  T5  HC  VHC _ A  A c P _ A THC _ AI  THC _ AO
dt



(6.8)

where c7 is a parameter representing the thermal capacitance of the coil which must be
estimated. VHC _ W and VHC _ A are the volumetric flow rates of the water and air through
the heating coil. ΦHC is a step function that equals one if water is flowing through the coil
and zero otherwise. THC_AI and THC_WI represent the inlet temperatures of the air and
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water, respectively. THC_AO represents the outlet temperature of the air. The heat transfer
to the water can be modeled as a function of the difference between the heating coil
temperature and the inlet water temperature as







VHC _ W  W c P _ W THC _ WI  T5  c8 THC _ WI  THC



(6.9)

where c8 is a parameter that must be estimated. Using a forward difference to
approximate the derivative in Equation (6.8) and combining with Equation (6.9) gives an
equation for the outlet water flow as

T5 i 



c8
VHC _ W W c P _ W



 1 VHC _ W  W c P _ W THC _ WI  T5  HC
i 1
i 1
 
 c 7   VHC _ A  A c P _ A THC _ AI i 1  THC _ AOi 1
 
 THCi 1  THC _ WI i





  THC _ WI
i





(6.10)

THC_WI is found by assuming an adiabatic mixture of the outlet from the recovery heat
exchanger and the outlet from the water tank as

THC _ WI 







T3 VM _ W  VHR _ W  T4 VHR _ W
V
M _W


(6.11)

where T3 and T4 were defined in Equations (6.7) and (6.4), and VM _ W and VHR _ W are the
flow rates for the main water loop and the heat recovery loop.
6.2.5

Boiler Model
A natural gas boiler is the next component in the main water loop. Water flows

through the boiler at rate of 20 gal/min. The boiler is set to provide heat to the main water
loop when the inlet water temperature falls below a certain set point (75°C). This set
point has been decided to maintain the design inlet temperature to the heating coil. Water
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leaving the boiler is then mixed back with the main water loop and this mixture returns to
the storage tank. It is observed from the data that significant capacitance is stored in the
boiler structure. Therefore, energy conservation can be defined using a single thermal
capacitance for the boiler structure as

c9 *

dT B
 VB _ W *  W * c P _ W * TB _ WI  T6   c10 * VB _ F
dt

(6.12)

where c9 is a parameter representing the thermal capacitance of the boiler structure which
must be estimated; TB is the average temperature of the boiler structure; VB _ W and VB _ F
are the volumetric flow rates of the water and fuel through the boiler, respectively; and
TB_WI and T6 represent the inlet and outlet temperatures of the water, respectively. The
heat transfer to the water can be modeled as a function of the difference between the
boiler structure temperature and the inlet water temperature as
VB _ W *  W * c P _ W * TB _ WI  T6   c11 * TB  TB _ WI 

(6.13)

where c11 is a parameter that must be estimated. Using a forward difference to
approximate the derivative in Equation (6.12) and combining with Equation (6.13) gives
an equation for the outlet water flow as

T6 i 



c11

VHC _ W W c P _ W





1 

 c V B _ W  W c P _ W TB _ WI i 1  T6i 1  c10V B _ Fi 1
 9
  THCi 1  THC _ WI i



  THC _ WI i


(6.14)

TB _ WI is the temperature of inlet water to the boiler and is defined as

T

B _ WI

 T

HC _ WI







* VM _ W  VHC _ W  T5 * VHC _ W
V
M _W
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(6.15)

where VM _ W is the flow rate of the main water loop, VHC_W is the water flow rate through
the heating coil and THC_WI and T5 were defined in Equations (6.11) and (6.10). Finally,
the water flowing out of the boiler is mixed with the main system flow to give the
conditions at the inlet of the tank as

T7  







TB _ WI * VM _ W  V B _ W  T6 * V B _ W
V
M _W


(6.16)

where TB_WI was defined in Equation (6.15), VB_W is the boiler flow rate, and T6 was
defined in Equation (6.14).
6.2.6

Model Propagation
The model developed in Sections 6.2.1-6.2.5 could be used with the components

connected (i.e. the input temperature to one component is the predicted output of another)
or with the components separated (i.e. input temperature for each component model is a
measured value). However, the models must be connected for predicting the future states
of the system where measured values are not available. As an example, Equation (6.3)
can be rewritten for the separate case as





(6.17)





(6.18)

T4 _ S  T3 _ m   * T2 _ m  T3 _ m

or for the connected case as
T4 _ C  T3 _ p   * T2 _ p  T3 _ p

where variables with subscript _m indicate a measured value and variables with subscript
_p, indicate a model predicted or calculated value. Time propagation is achieved using
the dynamic elements (i.e. the elements that have thermal capacitance) such as the water
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tank, heating coil, and boiler. Each of these elements are modeled with a time derivative
term based on the energy stored in the thermal capacitance. These derivatives are
modeled with a forward difference, which makes the model predictions dependent on
previous time steps. These dynamic equations are used to propagate from one time step to
the next.
6.3

Parameter Estimation
The most common errors that occur in modeling based on experimental

measurements are from errors in measurements, incorrect choice of parameters, and
incorrect choice of basis functions [Crassidis and Junkins, 2004]. The errors from
incorrect choice of basis functions are the main drawback in using black-box models as
mentioned in the introduction. The basis functions developed in section 6.2, however,
should be adequate since they are defined based on physical laws. There can also be
significant errors in the measurements, and, therefore, a detailed uncertainty analysis
should be performed to analyze the accuracy of the system measurements and to correct
sensor bias errors. Uncertainty analysis methods for interconnected systems have been
and time varying systems have been presented by in the literature [Weathers et al., 2010;
Weathers and Luck, 2012]. The study presented in this chapter did not include a detailed
uncertainty analysis; instead, sensor bias errors were minimized by calibrating the system
of sensors to ensure consistency according to energy conservation during steady state
operation. Finally, the errors in the model coefficients can be minimized using the wellknown least squares method. This method selects the coefficients that minimize the sum
of the squares of the residual error for each component. As an example, the sum of the
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squares of the residual errors for the temperature at location 3 (see Figure 6.1) is defined
as
∑

_

_

(6.19)

where N is the total number of measured/predicted data points used in the estimation and
_

and

_

are the predicted and measured temperatures at location 3 in Figure 6.1.

For the model developed in Section 6.2, the predicted values of interest are T1 through T7
(see locations in Figure 6.1) as defined Equations (6.2-6.4), (6.7), (6.10), (6.14), and
(6.16). A sum for residual errors was calculated for each of these predictions for the case
when the individual component models were separated and for the case when they were
connected. All of these residual errors were summed into a cost function that was
minimized in the least-squares procedure to estimate the best parameters. The cost
function for the separate case is defined as
∑
where

_

_

(6.20)

is the residual error for a given location, L, in Figure 6.1 and for the case

when the model predicted values are calculated using the separated models (i.e. the inputs
to the component models are measured values). Similarly, the cost function for the
connected case is defined as
∑
where

_

_

(6.21)

is the residual error for a given location, L, in Figure 6.1 and for the case

when the model predicted values are calculated using the connected model (i.e. the inputs
to the component models are model predicted values).
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As discussed above, the typical approach is to estimate the parameters for each
component model separately, requiring each component model to be consistent with the
input and output measurements of that component. This method works quite well for
steady conditions and predictions of the current output based on a measured input.
However, component models developed using this method produce results that diverge
severely when using them to predict values several time steps ahead. For several time
steps-ahead prediction, the individual components must be connected, with the output
from one component used as input to other components. In the connected model, small
errors in any one component model propagate through each model and can cause large
errors. One way to reduce the magnitude of these errors is to estimate the parameters of
the model with the components already connected. This method requires each component
to be consistent with all of the system sensors. There is correlation between sensors due
to their interconnected nature. Accounting for this correlation helps minimize the effect
of the errors in the model.
Selecting the parameters to minimize Jconn as defined in Equation (6.21) requires a
nonlinear least squares minimization. This task is computationally difficult when
estimating a large number of parameters simultaneously. However, given a good set of
initial guess values for the coefficients the minimization algorithm converges faster.
Therefore, the coefficients were first selected by performing an input output least squares
estimation using the cost function Jsep, and, then, these coefficients were used as the
initial guess in a nonlinear conjugate-gradient minimization algorithm to perform a
parameter estimation using Jconn as the cost function. The coefficients are modified only
slightly, but the difference is enough to greatly improve the prediction accuracy in the
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connected model. In the case tested with the 12 parameters to be estimated and 3500 of
data points in the training set (500 for each measurement location) the parameter
estimation procedure was quite feasible computationally, taking only two or three
minutes to run on a standard laptop computer. As long as a good initial guess is provided
for the parameters as mentioned above, the method should work efficiently for modeling
efforts of similar or even larger scale.
6.4

Results
Model parameters were estimated using data taken on two separate days at the

CHP test facility. A variety of electrical and thermal demands were imposed on the
system to ensure the robustness of the model. Based on this data, the model parameters
were estimated using the two approaches (i.e. separate and connected) defined in Section
6.3. Plotting all of the temperatures for each case would be impractical, so only the outlet
temperature from recovery heat exchanger (i.e. T4) will be used to display the trends in
the data. The other temperatures follow similar trends. First, the parameters were
estimated for each component separately (i.e. minimization of Jsep) using measured
temperatures at the inlet and outlet of each component. Figure 6.2 reveals a comparison
of the measured recovery heat exchanger water outlet temperature versus that found when
the separated component model was used. At each time step the predicted temperature is
always based on a measured input temperature. As expected, the predicted temperatures
match the measured temperatures quite well for this case. Note that data from two
different days were used in this plot. The first 20 minutes of data are from one day and
the second 30 minutes of data are from another day. The sharp jump in the data is due to
a change in test conditions from the first day to the second.
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Figure 6.2

Single time step predition where the parameters were estimated separately
(Recovery heat exchanger water outlet temperature, T4)

Next, the components were connected so that the predicted output temperature
from one component was the input to another. Figure 6.3 shows that, when the separately
identified models are connected, the predictions tend to drift away from the measured
values as the prediction time increases yielding much less accurate results. Also, Figure
6.3 reveals that using the parameters selected to minimize Jconn removes the drift in the
prediction and provides much more accurate results.
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Figure 6.3

Connected model using coefficients from each of the parameter estimation
methods (Recovery heat exchanger water outlet temperature, T4)

After the model coefficients were selected according to the two methods (i.e.
minimizing Jsep and minimizing Jconn), the models were used to predict the temperature
for a new set of data. Even with a new set of data outside the training data, the
coefficients estimated using Jsep still provide accurate results for current or single time
step predictions as shown in Figure 6.4. Again, however predictions using the
coefficients from the separate parameter estimation are much less accurate when the
components are connected for prediction of several time steps ahead. Two cases were
tested for comparison. In the first case the models were used to predict the system
temperatures for 10 minutes in advance (100 time steps), and in the second for 20
minutes. Figures 6.5 and 6.6 show a comparison between the measured data and model
predictions using the coefficients from the two parameter estimation methods. In both
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cases, the model is much more accurate when using the coefficients from the combined
parameter estimation method.
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Figure 6.4

Single time step predition where the parameters were estimated separately
(Recovery heat exchanger water outlet temperature, T4)
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Figure 6.5

Example comparison of the methods for 10 minute prediction (Recovery
heat exchanger water outlet temperature, T4)

Figure 6.6

Example comparison of the methods for 20 minute prediction (Recovery
heat exchanger water outlet temperature, T4)
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As in the recovery heat exchanger outlet water temperature prediction, the model
obtained using the connected method provided a large improvement for all of the system
predictions. The total sum of the squared residual error was reduced extensively for the
10 and 20 minute predictions using data outside of the training data as shown in Table
6.2. Table 6.2 also illustrates the improvement for the case where the connected model is
used for the training data set. Additionally, the combined case was more accurate in
predicting the temperature at the output for each of the component models as shown in
Figures 6.7 and 6.8. These figures give the total squared error for each component. This
total error is normalized by the number of time steps in the simulation. As can be seen in
Figures 6.7 and 6.8 the estimation procedure gave more improvement for some
component models than others. However, for each component model the error was
reduced. This builds confidence in the overall effectiveness of the parameter estimation
method.

Table 6.2

Total Squared Error for Prediction Using Both Parameter Estimation
Methods

Cost function
used in estimating
model parameters

Jconn for10
minute
prediction

Jconn for 20
minute
prediction

Jconn for
training data
set

Jsep

5354

27949

55809

Jconn

2592

6441

2048
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Figure 6.7

Normalized squared error for each prediction point for 10 minute
prediction

Figure 6.8

Normalized squared error for each prediction point for 20 minute
prediction
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CHAPTER VII
Summary, Conclusions and Future Work

7.1

Summary and Conclusions

This dissertation began, in Chapter I, by showing how improvement in the energy
efficiency of building energy systems can have a significant impact on overall US energy
usage. The main area of improvement addressed in Chapter 1, was the large amount of
wasted energy in traditional power generation. CCHP systems were shown to have much
higher efficiencies because of their ability to use waste heat for heating and cooling the
building where the electricity is used. Chapter I then introduced several obstacles to the
effective implementation of CCHP systems in the areas of uncertainty analysis, building
load prediction, optimal component sizing, and predictive modeling of CCHP systems.
The objectives of this dissertation were then defined to partially address each of these
obstacles. To give context to the work presented in this dissertation, Chapter II presented
a literature review on the current research trends in the areas of uncertainty analysis,
building load prediction, optimal CCHP component sizing, and predictive modeling of
thermal systems.
Chapter III presented an uncertainty analysis of a representative steady-state
model of a CCHP system operating under FEL and FTL strategies. The analysis was
performed on a medium sized office building in Atlanta, GA. The main goal of chapter
III was to find the uncertainty in the model predictions of primary energy consumption,
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cost of operation, and carbon dioxide emissions. As an integral part of this uncertainty
analysis, this study presented practical approaches to obtain the uncertainty in input
parameters such as the thermal load, natural gas and electricity prices, and engine
performance.
The total uncertainties and the uncertainty percentage contributions (UPC’s) were
presented for each performance metric. The total uncertainties showed that the model can
be used to make legitimate comparisons between FEL and FTL operation strategies and
that the uncertainty in PEC and CDE are minimal in comparison to the uncertainty in
operational cost. The UPC charts showed that the uncertainty in the weather, energy
prices, and engine operation were the most significant contributors to the overall
uncertainty. This fact revealed that the model can be significantly improved by taking
into account the variation in weather and energy prices.
Chapter IV gave an analysis of a methodology for using existing EnergyPlus
reference building energy profiles to estimate the energy profiles of buildings with
similar characteristics to a given reference model. By extending the reference models to
estimate the profiles of similar buildings, the methodology can eliminate the need for
creating highly sophisticated building models in some cases. The error in using the
methodology was examined for 72 distinct test buildings. A sensitivity analysis was
performed for moderate changes in building size, orientation, and usage. While using the
coefficient methodology to estimate the building load does not always provide large
improvement over using the reference profile, it does consistently provide improve the
estimate by using the energy bill. In most cases, the level of similarity between the real
building and the reference building may not be known. Therefore, the coefficient
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methodology provides the advantage of using information that is known to be true about
the building with minimal effort. The 72 test buildings provide an adequate assessment of
the error expected in using the method. Based on this error assessment, users can easily
decide whether the method is suitable for their applications.
Chapter V presented an optimal sizing method that is robust to variation in
fuel/electricity cost and weather. The sizing method used an analytical optimal operation
algorithm, thus making the method computationally efficient. This efficiency was
exploited, incorporating simulations from multiple years of weather data and energy
prices. Also, performance curves from commercially available PGU’s were incorporated.
For the case study presented, the method of characterizing fuel/electricity cost variation
gave the same optimal solution as using found using only the current cost ratio and
typical meteorological year (TMY) weather data. Therefore, this work establishes that
using the TMY weather data and the current fuel/electricity cost can give accurate results
for some cases. This may not be true for all cases, however.
Finally, Chapter VI demonstrated the advantages of a whole-system or integrated
parameter estimation approach for a predictive CHP system model. The model was tested
for temperature predictions up to 20 minutes in advance from a set of initial conditions.
The model obtained by estimating the parameters for each component separately
exhibited large drifts from the measured data when attempting to make predictions
several time steps in advance (Figures 6.5 and 6.6). The integrated parameter estimation
approach reduced drift by requiring each component model to be consistent with all of
the system temperature measurements (Figures 6.5 and 6.6). The results also showed that
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this integrated parameter estimation approach can significantly improve the accuracy for
the overall system as illustrated in Table 6.2 and Figures 6.7 and 6.8.
7.2

Future Work

The topics covered in this dissertation are broad, and, therefore, there are many
possible applications and improvements. For example, the method developed in Chapter
III can easily be applied to other building energy system simulations. The uncertainty in
the thermal load and fuel prices would have a large impact on many building energy
system types. Also, in the future, the model should be modified to address different time
scales as needed for other building simulation objectives.
The building load estimation methodology discussed in chapter IV is accurate
enough for some objectives, but more accurate estimation methods should be developed
in other cases. Future work should be directed at finding a reasonable means to estimate
the monthly energy load fractions of the building. The fractions could likely be corrected
with minimal energy usage measurement required, and the results reveal that the
consumption profiles can be greatly improved with better estimates of the monthly
fractions.
For the case studied, the optimal sizing method presented in Chapter V gave the
same solution as a method that does not consider yearly weather and energy cost
variation. In future work, more case studies should be carried out to determine if these
factors ever affect the optimal solution. Additionally, future work should include a more
accurate estimate of future cost of electricity and fuel. Perhaps the method should be
modified to incorporate a probabilistic definition of the future cost of electricity and fuel.
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Chapter VI demonstrated an integrated parameter estimation approach on a CCHP
system. In future work the model should be extended to include the building so that the
building energy loads can be predicted. Additionally, the integrated parameter estimation
method demonstrated is applicable for a variety of applications that contain a system of
connected components. In similar system models, this method can be applied to
significantly improve the prediction accuracy.
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APPENDIX A
THERMAL LOAD FACTORS FOR UNCERTAINTY ANALYSIS
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The thermal load factors are defined explicitly as
T1 j 
T4j 
T7 j 

hours j

Q

i 0
hours j

Q 

3ei 1ei

T5 j 

Q 

4 ei  2 ei

T8 j 

i 0
hours j

T10 j 
T13 j 

T2j 

ci

i 0
hours j

hi

ci

Q 

i 0
hours j

Q

T3j 

E

T6j 

i 0
hours j
i 0
hours j

hi

loadi  3ei 1ei

Q 

3ei  2ei

T11 j 

loadi  3ei  2 ei

T14 j 

ci

E
i 0

hours j

i 0
hours j

hi

4 ei  2ei

Q 

i 0
hours j

T9 j 

ci

Q 

i 0
hours j

T12 j 

1ei

T15 j 

ci

3ei 1ei



3ei 1ei



4 ei  2 ei

i 0
hours j

3ei  2 ei

hi

Q 
i 0

hours j

i 0
hours j



i 0
hours j

3ei  2 ei

Q 
i 0

hi

1ei

and hoursj represent the number of hours in the j-th month. E1, E2, E3, E4, and E5
represent variables that are only dependent on the electric load and are defined as follows
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C1, C2 and C3 are constants defined as
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A physical description of some of the thermal load factors would be helpful at this
point. For example, T1 and T2 indicate the monthly sum of the cooling and heating
loads, respectively. T3 and T4 indicate the monthly sum of the cooling and heating loads
for the hours when the boiler is used to supplement the heat recovered by the engine. T5
indicates the monthly sum of the electrical load for the hours when the boiler is used to
supplement the heat recovered by the engine and the engine is providing for the entire
electric load of the building. T6 indicates the total number of hours per month that the
system is operating in this mode. T11 indicates the monthly sum of the heating load for
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the case when the boiler has to supplement the heat recovered by the engine and the
electric load is greater than the nominal rating of the engine.
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