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ABSTRACT
Tsallis has proposed a generalisation of the standard entropy,
which has since been applied to a variety of physical systems.
In the canonical ensemble approach that is mostly used, average
energy is given by an unnromalised, or normalised, q-expectation
value. A Lagrange multiplier β enforces the energy constraint
whose physical interpretation, however, is lacking. Here, we use
a microcanonical ensemble approach and find that consistency
requires that only normalised q-expectation values are to be used.
We then present a physical interpretation of β, relating it to a
physical temperature. We derive this interpretation by a different
method also.
PACS numbers: 05.30.-d, 05.70.Ce
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1. Tsallis has proposed [1] a one parameter generalisation of the standard
Boltzmann-Gibbs entropy. It is given by
Sq =
∑
pqi − 1
1− q
(1)
where pi is the probability that the system is in a state labelled by i, the
sum, here and in the following, runs over all the allowed states, and the
parameter q is a real number. We have set the Boltzmann constant k equal
to unity. In the limit q → 1, Sq = −
∑
pilnpi, thus reducing to the standard
Boltzmann-Gibbs entropy. The statistical mechanics that follows from the
entropy Sq, referred to here as Tsallis statistics, is rich in applications and has
been studied extensively. It retains the standard thermodynamical structure,
leads to power-law distributions as opposed to the exponential ones that
follow from the standard statistical mechanics, and has been applied to a
variety of physical systems. See [2, 3] for a thorough discussion, and [4] for
an exhaustive list of references.
Mostly, in these applications, a canonical ensemble approach is used [1, 5].
The entropy Sq is extremised subject to the constraint
∑
pi = 1, and an av-
erage energy constraint (equation (2) below), obtaining thus the probability
distribution pi. Various thermodynamical quantities are then calculated by
standard methods1.
The averages can be taken to be given by unnormalised, or normalised, q-
expectation values. Calculations are simpler with the former choice, whereas
the later choice has all desireable properties. Also, various quantities cal-
culated using these two choices, although not equal to each other, can be
related by a set of formulae. Therefore, both choices have often been used.
See [5] and references therein for a detailed discussion. The average energy
constraint is then enforced through a Lagrange multiplier, β. In the stan-
dard statistical mechanics, β is the inverse of the temperature which can be
physically measured. To the best of our knowledge, a similar physical inter-
pretation of β in Tsallis statistics is still lacking. (However, see the Note at
the end of the paper.)
In the present letter, we use the microcanonical ensemble approach [1]
and calculate the temperature and specific heat using the entropy Sq. For
1 Since the standard thermodynamical structure is preserved, such quantities can be
calculated using the standard formulae [2]. However, they are mathematical constructs
only, which may or may not have a physical meaning.
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classical ideal gas, various thermodynamical quantities have been calculated
in [6, 7] using the canonical ensemble approach. Upon comparing the specific
heats obtained in the microcanonical and the canonical ensemble approaches,
we find that these two approaches can be equivalent, and various quantities
calculated in these two approaches can be equal to each other, only if the
average is given by normalised q-expectation value, and not by unnormalised
one.
We then present a physical interpretation of the temperature calculated in
the microcanonical ensemble. Comparing then with the canonical ensemble
results of [7], we obtain a physical interpretation of the Lagrange multiplier β.
Interestingly, the same interpretation can be derived by a simple refinement
of the Gibbsian argument of Plastino and Plastino [8]. We present this
derivation also.
The plan of the paper is as follows. We first give the relevant details [5]
and results [6, 7] of the canonical ensemble approach. We then present our
results, and close with a few comments.
2. In the canonical ensemble approach, the entropy Sq is extremised sub-
ject to the constraint
∑
pi = 1, and an average energy constraint. One thus
obtains the probability distribution pi, and calculates the physical quanti-
ties by standard methods. We briefly present here the relevant aspects. We
follow [5], where more details can be found.
The average energy U of the system can be taken to be given by unnor-
malised, or normalised, q-expectation value as follows:
U2 =
∑
pqi ǫi , or U3 =
∑
pqi ǫi∑
pqi
, (2)
where ǫi is the i
th state energy. Here and in the following, the subscript 2
(3) indicates that the averages are given by unnormalised (normalised) q-
expectation values. Extremising Sq, with the average energy given by U2
(U3) in (2), gives
pi2 =
ai2
Z2
, ai2 = (1− β2(1− q)ǫi)
1
1−q (3)
pi3 =
ai3
Z3
, ai3 =
(
1−
β3(1− q)(ǫi − U3)
Y3
) 1
1−q
, (4)
where Z2(3) =
∑
ai2(3), and β2 (β3) is the Lagrange multiplier for U2 (U3). It
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also follows that
Y2 ≡
∑
pqi2 = Z
1−q
2 + β2(1− q)U2 , Y3 ≡
∑
pqi3 = Y3 = Z
1−q
3 .
3. Consider systems whose standard Boltzmann-Gibbs, namely q = 1,
partition function is of the form
ZBG ∝ l
aβ−a (5)
where a is a dimensionless parameter, l is a characteristic length, and β is
the inverse temperature. For example, for a d-dimensional classical ideal gas
with N particles and volume V , a = dN
2
and l ∝ V
1
d . For classical ideal gas,
the above formalism has been applied, and various quantities such as energy,
specific heat, etc. have been calculated in [6, 7]. The average energies U2, U3
and the specific heats C2, C3 are given by
2
β2U2 =
aY2
1 + (1− q)a
, C2 = aY2 (6)
β3U3 = aY3 , C3 =
aY3
1− (1− q)a
. (7)
Note that the specific heats C2 and C3 are not equal to each other, and even
have qualitatively different behaviour: C2 is always positive since Y2 ≡
∑
pqi2
is always positive, whereas C3 becomes negative when (1− q)a > 1. Explicit
expressions for Y2 and Y3 can be found in [6, 7], but are not needed here.
4. However, one can also use the microcanonical ensemble approach [1].
For a given energy Emc of the system, the entropy is extremised subject only
to the constraint
∑
pi(mc) = 1. The subscript mc, here and in the following,
indicates that the microcanonical ensemble approach is used. Note that no
averaging of the energy is involved in this approach and, hence, no choice is
made.
The entropy Sq is extremised in the case of equiprobability, i.e. when all
the probabilities are equal, with the extremum being a maximum (minimum)
if q > 0 (q < 0) [1]. Thus, if W is the number of allowed states then
pi(mc) =
1
W
and, hence, Sq =
W 1−q − 1
1− q
. (8)
2 As mentioned in section 1, (β2, U2, C2, · · ·) and (β3, U3, C3, · · ·) can be related to each
other by a set of formulae [9].
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Since the standard thermodynamical structure is preserved [2], the inverse
temperature βmc and the specific heat Cmc can be calculated using the stan-
dard formulae:
βmc ≡
∂Sq
∂Emc
= β∗Ymc (9)
Cmc ≡ −β
2
mc
(
∂2Sq
∂E2mc
)
−1
=
c∗Ymc
1− (1− q)c∗
, (10)
where we have defined Ymc =
∑
pqi(mc) = W
1−q,
β∗ =
∂lnW
∂Emc
, and c∗ = −β
2
∗
(
∂2lnW
∂E2mc
)
−1
. (11)
For systems whose q = 1 partition function is given by (5), we have
W ∝ laEamc and, hence, β∗ =
a
Emc
, and c∗ = a . (12)
Equations (9) and (10) then give
βmcEmc = aYmc , Cmc =
aYmc
1− (1− q)a
. (13)
5. For systems whose q = 1 partition function is given by (5), we now
have expressions (6), (7), and (13) for energy and specific heat, obtained
using the canonical [6, 7] and the microcanonical ensemble approach. The
canonical ensemble approach involves an averaging of the energy, and the
expressions (6) ((7)) are for the case where the average is given by unnor-
malised (normalised) q-expectation value. However, in the microcanonical
ensemble approach, no averaging of energy is involved and, hence, no choice
is made.
Let us now compare the specific heats. The specific heats given by (7)
and (13) are identical, upto factors involving Y3 and Ymc, and differ dis-
tinctly from that given by (6). For example, the specific heat given by (6)
is always positive, whereas the specific heats given by (7) and (13) become
negative when (1−q)a > 1. Therefore, it follows that the microcanonical and
the canonical ensemble approaches can be equivalent, and various quantities
calculated in these two approaches can be equal to each other, only if the
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average is given by normalised q-expectation value, and not by unnormalised
one.
6. From now on, we assume that the averages are given by normalised q-
expectation values only. Therefore, energy and specific heat in the canonical
ensemble approach are given by (7). We now present a physical interpretation
of β∗ in (11) and, thus, also of βmc and β3.
Consider a system obeying Tsallis statistics, with q positive but otherwise
arbitrary, with energy E and number of allowed states W (E), and enclosed
within a container with which it can exchange energy only. Together, let
them be isolated. Thus, if Ec is the energy of the container then the total
energy Etot = E + Ec is fixed. Let the container be choosen to obey the
standard Boltzmann-Gibbs statistics, namely Tsallis statistics with q = 1.
Therefore, if Wc(Ec) is the number of allowed states of the container, then
βphys =
∂lnWc
∂Ec
(14)
is the inverse of its temperature, which can be physically measured.
We would like to find the values E of the system, and Ec = Etot −
E of the container, at which the (system + container) is in equilibrium.
But the analysis of such a composite system, where the constituent systems
have different values of q, is highly nontrivial and is still an open problem3.
Nevertheless, it is reasonable to expect that (i) the entropy of the composite
system is extremised in the case of equiprobability; (ii) the extremum is a
maximum, at least in the case where the q’s of the constituent systems are
all positive; and (iii) the maximum is a monotonically increasing function of
the total number of allowed states of the composite system.
Although we are unable to justify these properties rigorously, they appear
to be physically reasonable, and are satisfied by any single system obeying
Tsallis statistics with q > 0 [1], see equation (8). Hence, we assume that
any composite system, the q’s of whose constituent systems are all positive,
also satisfies the properties (i)-(iii) given above. Since the entropy is extrem-
ised in equilibrium, our assumption then implies that (i’) when a composite
system is in equilibrium, the energies of its constituents will be such as to
maximise the total number of states of the composite system4. Note that
3We thank the referee for emphasising this point.
4 Alternatively, we may instead assume that the composite system satisfies the property
(i’) only, which will suffice for our purposes here.
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no assumption is made, or implied, about the explicit form of the entropy
of the composite system by assuming the properties (i)-(iii) or (i’) for the
composite system.
In the case of the (system + container) considered above, this assumption
then implies that in equilibrium, the energy E of the system, and the energy
Ec = Etot−E of the container, will be such as to maximise the total number
of states of the (system + container), given by
Wtot(Etot) = W (E)Wc(Etot −E) .
Hence, with Etot = E + Ec fixed, we have that in equilibrium,
∂lnW (E)
∂E
=
∂lnWc(Ec)
∂Ec
. (15)
It then follows from equations (9), (11), and (14) that
βphys = β∗ =
βmc
Ymc
, (16)
which relates βmc of the microcanonical ensemble approach to βphys, the
physical inverse temperature of the container. As clear from its derivation,
the above relation is valid for any arbitrary system, whose q = 1 partition
function is completely general.
Now, assuming the equivalence of the microcanonical and the canonical
ensemble approach, we can set Emc(βmc) = U3(β3). For systems considered
here, whose q = 1 partition function is given by (5), it then follows from
equations (7), (13), and (16) that
β3
Y3
=
βmc
Ymc
= βphys , (17)
which relates β3 to βphys, the inverse temperature of the container, which can
be physically measured. Equation (17) thus provides a physical interpreta-
tion of the Lagrange multiplier β3 of the canonical ensemble approach.
7. The relation (17) between βphys and β3 can also be derived by another
method. Plastino and Plastino have derived the probability distribution
of the form given in (3), for q < 1, by a Gibbsian argument [8]. A simple
refinement of their argument leads to the probability distribution of the form
given in (4). Requiring it to be exactly identical with (4) then leads to (17).
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The argument of [8] is, briefly, the following. Consider a large, but finite,
heat bath obeying the standard Boltzmann-Gibbs thermodynamics. Let Eb
be its energy and βphys its inverse temperature, which can be physically
measured. Also, let the total number of states in the energy range (Eb ±
∆
2
)
be η(Eb)∆. Consider now a system weakly interacting with such a heat bath.
Then, the probability pi(ǫi) that the system is in a state i, with energy ǫi, is
given by
pi(ǫi) ∝ η(Eb − ǫi)∆ .
Assuming that η(E) ∝ Eα−1, where α≫ 1, one obtains
pi(ǫi) ∝
(
1−
ǫi
Eb
)α−1
. (18)
Also, βphys =
α−1
Eb
. Let q = α−2
α−1
. Then, q < 1, α− 1 = 1
1−q
, and
pi(ǫi) ∝ (1− βphys(1− q)ǫi)
1
1−q ,
which is of the form given in (3).
By a simple refinement of the above argument, one can obtain the prob-
ability distribution of the form given in (4). The above expression for βphys
assumes that the heat bath always has energy Eb, irrespective of the energy
of the system. However, the actual energy of the heat bath is Eb − ǫi when
the system is in state i. Therefore, if the average energy of the system is U
then the average energy of the heat bath is Eb − U . Hence, a more precise
expression for βphys is given by
βphys =
α− 1
Eb − U
.
Using this expression in (18), and with q defined as above, one obtains
pi(ǫi) ∝ (1− βphys(1− q)(ǫi − U))
1
1−q , (19)
which is of the form given in (4). Requiring this distribution to be identical
with (4) then gives
βphys =
β3
Y3
,
which is the same relation as in (17) and relates β3 of the canonical ensemble
approach to βphys, the physical inverse temperature of the bath. Assuming
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the validity of the argument of [8] and our refinement of it, the above relation
is valid for any arbitrary system, but with q < 1.
8. We close with a few comments. The normalised q-expectation val-
ues have, indeed, been found earlier to possess desireable properties and,
hence, considered to be the appropriate ones. Here, we find that this result
follows simply by requiring the equivalence between the microcanonical and
the canonical ensemble approaches.
However, we have considered here only systems whose q = 1 partition
function is given by (5). Hence, it is desireable to establish this result for
any arbitrary system whose q = 1 partition function is completely general.
The relation (16) between βmc and βphys is valid for any arbitrary system
whose q = 1 partition function is completely general. The relation (17) be-
tween β3 and βphys is derived, in the first method, only for systems whose
q = 1 partition function is given by (5). Assuming the validity of the argu-
ment of [8] and our refinement of it, the second method of derivation is valid
for any arbitrary system, but with q < 1. Hence, a general relation between
β3 and βphys, valid for any arbitrary system and for any value of q, is still
lacking.
Also, Tsallis statistics is applied to a variety of diverse physical systems
such as Levy flights, turbulence, etc. to name but a few [2, 3]. It is not
clear if each one of them can be modelled as a system within a container, or
as a system weakly interacting with a large, but finite, heat bath - models
which played a crucial role in the physical interpretation of β3 presented
here. On the other hand, however, one may instead assume that β3
Y3
, or a
suitable generalisation of it, is indeed a physical quantity as given in (17).
Its study may then, perhaps, provide new insights into physical systems, to
which Tsallis statistics is applied.
Note: While this work was being written, a paper by Abe et al [10] has
appeared. In the prescription termed optimal Lagrange multipliers formalism
[11] which they use, the combination β3
Y3
appears naturally. As shown in [10],
certain key properties of the ideal gas then become identical in both the
standard statistical mechanics and Tsallis statistics.
The referee has brought to our attention a paper by Abe [12] where also
the combination β3
Y3
, termed a renormalised (inverse) temperature, appears
naturally while establishing the zeroth law of thermodynamics using the clas-
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sical ideal gas model.
Acknowledgement: We are grateful to G. Baskaran for introducing us
to Tsallis statistics. We thank G. Baskaran, G. I. Menon, P. Ray, and B.
Sathiapalan for many discussions. Also, we thank the referees for their com-
ments, suggestions for improvement, and for bringing [12] to our attention.
References
[1] C. Tsallis, J. Stat. Phys. 52 (1988) 479.
[2] C. Tsallis, Braz. Jl. Phys. 29 1 (1999).
[3] Braz. Jl. Phys. 29 (1999). This is a special issue on Nonexten-
sive Statistical Mechanics and Thermodynamics, and can also be
found at the URL http://www.sbf.if.usp.br/WWW pages/Journals/
BJP/Vol29/Num1/index.htm
[4] An exhaustive, and regularly updated, list of references can be found
at the URL http://tsallis.cat.cbpf.br/biblio.htm
[5] C. Tsallis, R. S. Mendes, and A. R. Plastino, Physica A 261 (1998)
534.
[6] A. R. Plastino, A. Plastino, and C. Tsallis, J. Phys. A: Math. Gen. 27
(1994) 5707; D. Prato, Phys. Lett. A 203 (1995) 165.
[7] S. Abe, Phys. Lett. A 263 (1999) 424; Erratum A 267 (2000) 456.
[8] A. R. Plastino, and A. Plastino, Phys. Lett. A 193 (1994) 140; Braz.
Jl. Phys. 29 50 (1999). See also J. D. Ramshaw, Phys. Lett. A 198
(1995) 122.
[9] The probability distributions in (3) and (4) are related by β2 =
β3 (Y3 + β3(1− q)U3)
−1. Then pi2 = pi3 and, therefore, Y3 = Y2,
U3 =
U2
Y2
, and β3 =
β2Y
2
2
Z
1−q
2
. Other quantities such as free energy, spe-
cific heat, etc. can also be correspondingly related [5].
[10] S. Abe, S. Martinez, F. Pennini, and A. Plastino, cond-mat/0006109.
10
[11] S. Martinez, F. Nicolas, F. Pennini, and A. Plastino,
cond-mat/0006109.
[12] S. Abe, Physica A 269 (1999) 403.
11
