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I. INTRODUCTION
A VIRTUAL private network (VPN) is provisioned over public or third party network infrastructure, for example a frame relay carrier network or the Internet, to provide dedicated connectivity to a closed group of users. For most users, VPNs are more economic than deploying and maintaining physical cables and equipment themselves. However, in current systems, there is a trade-off between quality of service (QoS) and flexibility. Resource-guaranteed VPNs can be obtained from a carrier but are static and require complex service level agreements (SLAs) and other overheads. Tunnelled VPNs, such as those in use over the Internet, are more lightweight but without over-provisioning by the network provider give no assured quality of service at all.
The lack of guaranteed resource is a major factor in the inability of current networks to support the exacting service demands that are increasingly placed upon them. Much activity is ongoing to address the shortfalls, both to open up the network and hence facilitate the introduction of new services, and to enable resources guarantees to be made in support of both new and legacy network services. While it might be argued that Publisher Item Identifier S 0733-8716(01)01881-9.
the unpredictable nature of new application demands will be a problem, even inside a resource-guaranteed VPN, it is clearly less of a problem than being exposed to the unpredictable demands of all users. A system for resource-assured VPNs restricts the effects of misbehavior to a single VPN, which can therefore be dealt with on a per-VPN basis using mechanisms such as resource revocation. This paper describes VServ, an architecture for a VPN service that is substantially different to existing offerings and addresses many of these concerns. Four characteristics in particular epitomize the distinction: 1) guaranteed QoS for each VPN, deriving from low-level partitioning of network resources; 2) use of devolved control mechanisms, and the facility to employ customized network control (for example, signalling and routing) on a per-VPN basis; 3) fast timescales for the design and deployment of VPNs, leading to the capability for short-lived and lightweight VPNs; 4) support for dynamic modification of existing VPNs and on-the-fly resource reallocation between VPNs, including simple and useable revocation mechanisms. VServ simultaneously supports traditional, static VPNs, such as those employed by corporate users, ISPs (Internet service providers), or telephone companies, together with VPNs that are created for one particular network application or that have rapidly changing resource and topology requirements. A service-specific VPN might include a VPN created in order to distribute streaming video and a highly dynamic VPN may be used to support a multiuser game in which the number and location of the participants is constantly changing.
In the next subsection, the concept of the control plane distinct from the data plane is reviewed. VServ allows each VPN to be managed by its own, individual control plane. In order to motivate the provision of resource-assured VPNs with customized control in VServ, a demonstration of inter-VPN resource management versus intra-VPN is presented. This approach could be labeled "many control planes many data flows" or MCMD, in contrast to other efforts to introduce programmability into the network which advocate "one control plane many data flows"-1CMD.
Section II covers the automated design and development of VPNs by first giving an overview of the entire process, and then considering individual stages within the process in more detail. The translation of user-level VPN requirements to network quality of service parameters is examined, after which VANDAL, a simple VPN description language, is introduced. The ultimate goal of the design process is to find a topology 0733-8716/01$10.00 © 2001 IEEE and resource allocation that meets customer requirements whilst taking into account VPN service provider (VSP) policies and current resource availability. This problem can be expressed as a least cost search over a weighted, directed graph with certain constraints. Issues concerning the determination of the edge weights for this graph according to current resource availability are discussed. The algorithm used for the search itself is then considered, with the entire process summarized in the final subsection.
Section III describes various aspects of operational support for the VPN service within VServ. The Tempest is a network control framework that partitions network resources into VPNs using switchlets, and thus provides the mechanism for resourceassured VPNs. We briefly review the Tempest, before describing more fully the enhancements we have made. These include an implementation of the Tempest using IP (in addition to the existing asynchoronous transfer mode (ATM) implementation), and a protocol to enable control architectures to adapt to resource revocation events.
Related work is described in Section IV, and the paper is summarized in Section V.
A. VPN Resource Management
The idea of the control plane logically separate from the data plane allows resource management (control) functions to be treated differently to those concerned with resource usage (the forwarding of data). Examples of control plane operations are connection establishment, routing and call admission control-we term the entity responsible for this form of management a control architecture. As will be explained further in Section III-A, control architectures in VServ are devolved from the network hardware and can therefore be optimized to support a specific service or can provide a generic interface to applications, without impacting on the forwarding operations of the data plane. A well known general purpose control architecture is an ATM signalling protocol, an example of service-specific control architecture is the SS7 signalling of the telephone network.
A VPN service in VServ is offered by a VSP. The VSP is not necessarily the owner of the network-interdomain agreements can be negotiated that enable a VPN to span multiple autonomous systems, or the VSP may themselves be offering a service over a VPN obtained from another VSP.
In a VPN service, there are two aspects to the network management and control problem. First, the VSP must manage its (physical or virtual) network as a whole. In particular, it is responsible for resource allocation throughout the network, sharing resources between VPNs. The VSP is also concerned with the usability of the VPN service, VPN design, and operational issues such as scalability, interoperability, efficiency, and robustness. It may even be in charge of the maintenance and repair of physical network elements. Second, each VPN control architecture also has its own network management and control problem, in general dealing with shorter timescales and possibly with less complexity. Each control architecture deals with resource allocations within its VPN on a connection-by-connection basis. The graph of Fig. 2 , taken from [1] , contains the results. It shows the user datagram protocol (UDP) throughput against time of the six flows sampled over 500 ms. Two resource reallocation events take place in the course of the experiment. The first, at 20 seconds, involves an internal VPN resource reallocation. Within VPN-A, the bandwidth to the guaranteed connection is increased by ten Mb/s. As expected, the best effort flows of VPN-A correspondingly reduce by five Mb/s each, while the flows of VPN-B are unaffected.
The second reconfiguration, which occurs at 40 s, demonstrates an increase in the overall resource allocation of VPN-B from ten Mb/s to 30 Mb/s. Now the best effort connections of VPN-B each receive around ten Mb/s more. The allocation to VPN-A is not changed, nor is the service received by VPN-B's guaranteed flow. This is an instance of an inter-VPN resource management event, of the type that would be carried out by the VSP, perhaps in response to a request by VPN-B's control architecture.
This paper is primarily concerned with resource management issues that pertain to the VSP itself. The next section considers the initial allocation of resources to a VPN, a procedure referred to as VPN design.
II. VPN DESIGN
A highly dynamic VPN service can be realized only if much of the administrative and processing burden of establishing, modifying, and maintaining VPNs is automated. This section examines the issues involved in the provision of VPNs and proposes a framework for the automated design procedure.
A. Design Process
The process of VPN design takes a description of the desired VPN and produces a resource allocation specification, with the primary goal of finding the cheapest VPN that satisfies the requirements of both customer and VSP. The "cost" of a given VPN is determined by a combination of the VPN's attributes, VSP policies, and the current resource availability in the physical network. Other goals for the process include:
• Enhance useability by presenting a user-friendly, yet sufficiently expressive means of describing the desired VPN.
• Support VSP policies and resource usage goals.
• Increase responsiveness by reducing the complexity of the topology search as much as possible. An overview of the automated VPN design process is shown in Fig. 3 . The presearch steps fall naturally into two distinct phases of the procedure, with the third being the search itself. The first phase is VPN description, which comprises the translation of high-level customer requirements to a formally expressed network level description. This stage aims to fulfill the goal of enhanced useability. The second, known as search space construction, involves steps that tailor the search space according to attributes of the desired VPN, current resource availability, and VSP policies. This addresses the last two goals for the design process identified above. The final phase-topology search-is the search for a close-to-optimal topology, returning the resource allocation specification of the new VPN.
The two presearch phases of the design process are discussed in more detail in the next two sections. Section II-C describes the topology search phase, which deals with an optimization problem that is theoretically intractable. Although a search over a graph of the entire physical network could be necessary in the worst case, the design process reduces the likelihood of such a search being required. Information about the desired VPN, provided by the earlier phases of the process, is used to prune the network graph and, where appropriate, to select a suitable polynomial time search algorithm. We demonstrate that such customization mitigates the complexity of the search, and makes the procedure feasible in practice.
B. VPN Description
For some types of customer, particularly the casual or naive VPN user, the mapping from a user-level articulation of their requirements to the corresponding network-level resource specification is not well understood. In the VPN description phase, a high-level request such as "sufficient bandwidth to make a phone call" might be translated to "64 kb/s constant data rate". The output from this first phase is a VPN specification that is suitable for automated parsing in order to extract three pieces of information as follows.
Single link constraints prune the graph representing the underlying network topology. Such constraints include availability over the desired VPN duration (which may involve some scheduling if advance reservations are permitted), and QoS constraints such as bandwidth, delay, loss, and jitter. Any link that cannot meet these requirements is discarded from the graph.
Subgraph properties (together with the desired VPN topology) determine whether a particular subgraph is a candidate topology. Some subgraph properties are cumulative with the size of the subgraph, for example end-to-end hop count or delay. If any such properties have been specified, then a subgraph obtained as a partial solution can be examined. If the specified limits are already exceeded, then the line of search can be immediately abandoned, thus reducing the size of the search space.
VPN topology not only defines the constituent nodes but also the shape of the VPN (i.e., whether it forms a tree). This information is used to select an appropriate search algorithm-in certain situations, a more tractable searching procedure may apply.
The VPN description phase itself consists of two stages. First, user-level requirements are translated to a specific network-level description, as discussed in Section II-B1. Secondly, these requirements are expressed in a domain-specific notation known as VANDAL, presented in Section II-B2. In the search space construction phase, the VANDAL description is parsed to derive the desired topology, single link constraints, and subgraph properties.
1) From User Requirements to Network QoS Parameters:
The attributes that distinguish one VPN from another are topology, resource allocation, duration, and the deployed control software. A VPN that is short-lived and that runs application or service-specific control software is loosely referred to as lightweight. Distributed multiuser games and broadcast lectures are typical services for which lightweight VPNs may be used. In contrast, heavyweight VPNs exist for long periods of time and run general purpose control software. Examples of heavyweight VPNs are those owned by corporate users, ISPs, or telephone companies. These terms are defined for descriptive purposes only, as many VPNs will fall somewhere between these two extremes.
A consequence of the variation in type of VPN is that the degree of detail specified by customers who wish to acquire a VPN will also differ widely. However, a key factor that helps determine the resource requirements for a VPN is the control software that will be deployed. Control architectures written by third parties can be distributed with configuration "wizards" containing the information needed to obtain a VPN with suitable QoS characteristics. The presence of a configure wizard with a control architecture does not compel a customer to use it. The output from configure is a resource specification in a notation called VANDAL, defined in the next section, so customers with the expertise, or those using a control architecture that does not provide a configure wizard, are able to write the specification directly.
A significant advantage of automating the VPN design process is that customers do not have to be networking experts, or even interact with those who are experts, to acquire a VPN that is suitable for their needs. For this reason, a mechanism for the specification of network QoS parameters that is usable by even the most naive customer is provided.
2) VANDAL: A VPN Description Language: Currently, the provision of VPNs is often governed by SLAs, which specify the level of service agreed between the supplier and customer in terms of measurable parameters. The content of an SLA usually covers network QoS, e.g., data rate and latency, as well as contractual matters such as charging and compensation in the event of noncompliance with the agreement. There are significant challenges involved in the use of SLAs: it is very difficult to map a customer's perception of what they want from their VPN to a set of specific QoS parameters, and monitoring for compliance can be complex and burdensome.
SLAs of this sort, which often require negotiation by networking and legal experts over some length of time, are inappropriate for a highly dynamic VPN service. The overheads and costs of producing the SLA will be disproportionate, and to a certain extent, the resource guarantees inherent in network partitioning obviate much of the need for monitoring. As will be described in Section III-A, VServ makes use of low-level resource partitioning to exclusively allocate resources to a VPN. Although some customers will require stringent service monitoring in which case a traditional SLA may be suitable, for most lightweight VPNs, an alternative means of specifying the VPN and service expectations is required. We speculate that consistency may be more important than accuracy in meeting SLAs. The dynamic nature of VPNs described here allows a feedback mechanism where user value determines an appropriate SLA-provided the relationship between service and cost is predictable, the customer is able to modify the resource allocation of their VPN dynamically. VANDAL acts as an explicit statement of requirements, while allowing the VSP to limit the extent of its service commitments by restricting the expressive- ness of the notation. The successful design of a VPN using a customer-provided description can act as a contractual guarantee for a network that meets the specified requirements.
A description of a VPN in VANDAL comprises two top level elements: a topology description and a resource description. Fig. 4 contains the BNF-style grammar for VANDAL, with terminal symbols in uppercase. The topology description is written as a set of nodes and a set of links. The node list essentially defines the topology that the customer is expecting to obtain, and the links indicate the incoming and outgoing ports that should be present at each node.
The resource description is made up of a set of resource requirements, each applied to a subset of the topology. Each resource type in VANDAL has a name, together with associated operators and value types. Every individual VPN service will have a mapping of the resource terminals to individual resource types, operators, value ranges and node identifier types. Kinds of resource that could be incorporated include QoS parameters such as delay, loss tolerance, hop count, bandwidth, and label space, as well as start time and duration, redundancy and cost.
The language definition does not specify the resource types because the applicable resources depend on the capabilities of the underlying network, and on the degree of specification that the VSP wishes to allow its customers. Greater freedom inevitably leads to more complexity in the system. For simplicity, the resources available in our VANDAL implementation are limited to bandwidth, label space, and hop count.
A resource requirement is applied to a topology specification that is either a list of one or more nodes, one or more links, or an aggregation of those links. This allows requirements to be expressed that apply to the network as a whole, as well as those that apply to particular elements inside the VPN. For example, to specify a VPN described as "a ten-Mb/s network between A, B, and C", it is neither necessary for the customer to overprovision their VPN, nor to decide exactly how much any given link must carry.
A notional VANDAL specification for an IP telephony service illustrates its expressiveness. Assume a requirement for constant bandwidth 30 kb/s per call, with sufficient resource for one call at a time at the network edges, and in the core of at most ten and at least five calls (where concurrent calls are multiplexed). An additional requirement is 100% resilience to single link failures in the core of the network, i.e., on the virtual link between nodes D and E. Fig. 5 shows the VANDAL specification, with the VPN topology comprising the nodes A E, as illustrated. 
C. Construction of the Search Space
The steps of the VPN design process that make up the search space construction phase fulfil two functions. First, they incorporate the current state of the network together with the longer term requirements of the VSP into the search for a VPN that meets the customer's description. Second, they refine the search space and procedure as far as possible to be favorable for the specific search requested. The search problem is theoretically intractable, except in very small networks, therefore this is important to help make the finding of a solution practical.
Thus, this phase of the VPN design process produces a graph representing the network over which the topology search takes place, which is specific to the search requirements. It also generates code that is dynamically loaded into the searching procedure which prunes the search space when paths are encountered that do not meet cumulative subgraph requirements, and which provides a tailored cost function.
A snapshot of the current resource availability gives the physical topology and available resources at each link. VSP policies, e.g., for balanced link utilization, dictate how these attributes are combined to produce weights for the edges in the graph. Edges with attributes that don't meet the single link constraints are eliminated, and the resulting graph is then used as the search space in the third phase.
A cost function for comparing one candidate subgraph with another is generated by incorporating VSP policies. An appropriate search algorithm is selected, and then the code augmented with checks for the derived subgraph properties and with the cost function.
The output from the second phase is the tailored searching procedure together with the network graph over which it is run.
1) Parse the Formal Description:
In the first stage of search space construction, the formal network specification obtained in the previous phase is parsed. This gives the desired VPN topology, constraints on single links in the VPN, and properties of its topology as a whole.
As is indicated by the VANDAL grammar in Fig. 4 which is context-free, the language is amenable to straightforward and well-known parsing techniques. A partial implementation of the parsing procedure has been carried out using lex (a tool for generating lexical analyzers) and yacc (a tool for generating parsers). This generates source code in a form suitable for dynamically loading into the search algorithm and graph determination modules. In the case of the prototype implementation, the output is Python code [2] in modules that are imported at run time by the relevant programs.
The output includes code for the following functions: • prunesinglelinks : removes edges from the physical topology graph that have insufficient availability for the required single link attributes, along with any nodes that are subsequently redundant.
• iscandidate : given a subgraph , check whether contains the desired VPN topology, and that end-to-end subgraph properties are satisfied.
• checksubgraphproperties : check whether end-to-end subgraph properties are satisfied in , may be called from iscandidate() or independently.
• getlink usage : for all resource types supported in this VPN service, return the desired usage for the virtual link . Optimizations are applied as appropriate. For example, multiple constraints referring to the same resource type on the same virtual link are merged into a single rule.
The VANDAL description specifies link requirements in terms of virtual links. In the physical topology, there may be multiple paths between two nodes comprising a single virtual links. Furthermore, different virtual links may have different requirements for the same resource type. There are two ways in which this can be handled by the prunesinglelinks() function.
The most conservative and simplest approach is to consider every possible path, and to eliminate all constituent links that cannot meet all of the requirements. Depending on the state of usage in the network this may be overly restrictive. A more relaxed solution is to incorporate end-to-end resource availability as a subgraph property, although it may increase the likelihood of search failure later in the process.
Consider the example of Fig. 6 . The resource requirement for virtual link [A:B] is one unit, and for virtual link [A:C] is three. A conservative elimination of single links would remove all edges in the graph that are unable to support all possible demands at the same time. This would leave only one edge in the example: [B:C]. A more pragmatic approach in this case is to eliminate only those links that are unable to support any virtual link resource requirement, and only check that all requirements (for a single type of resource) are met for the candidate solution as a whole.
The iscandidate() function is invoked by the searching procedure to determine whether a potential VPN topology has the desired topology and also satisfies end-to-end subgraph requirements. The separate function checksubgraphproperties() is used as an optimization in the search procedure to eliminate partial solutions that have already exceeded the limit set for some cumulative resource attribute such as hop count. As will be explained in the following section, VSP policies, combined with potential resource usage by the VPN, are used to derive edge weights for the physical topology graph. The functions getlink usage(), where resource is a supported resource type, for example bandwidth or labelspace, is employed for this purpose.
2) VSP Policies and Edge Weights:
The weights of the edges in the network topology graph are determined by a combination of factors:
• Current resource availability: insufficient resource on any individual link will result in the elimination of that link from the graph.
• Resources requested for this VPN:: a customer is charged for the resources actually reserved for a VPN. It may not be apparent how much resource is going to be allocated to the VPN until its topology is determined, therefore a conservative estimate may be needed in order to assign an edge weight.
• VSP policies with respect to both resource availability and resources requested. The manner in which the costs of resources are combined to give a single number for an edge weight is determined by VSP policy. As discussed below, resources may be given different weightings to help the VSP attain its overall usage goals.
VSP policies may also be incorporated in a cost function calculatecost() that is used in the search algorithm (along with the other dynamically generated functions, such as iscandidate(), that were described earlier). Policies that contribute to the cost function will tend to cover charging schemes, or time-of-day restrictions, for example discounts for a partner organization or for weekend usage of the service. In contrast those that determine the way in which edge weights are calculated will be more concerned with the relative costs of various network resources.
The policies that a VSP defines for the purposes of edge weight determination can be used to express, for example, that bandwidth "costs" more than label space, perhaps because the VSP has very few customers. These policies are not fixed and will vary from one VSP to another, and may even alter over time at the one VSP. By recomputing the edge weights from current availability and current policy, these changes can be catered for.
As an example,consider the network shown in Fig. 7 . The requested VPN consists of the nodes A, B,and C, and the availability of bandwidth, bw, and label space, ls, is shown for each edge as a pair (bw, ls). Assume the desired VPN requires one unit each of bandwidth and label space. If the VSP favors the use of bandwidth where most is available, the topology produced will be the subgraph highlighted in the lefthand network, whereas the subgraph of the middle network is found if minimizing the number of links is given greater priority. If full redundancy together with maximum residual bandwidth is required, the subgraph highlighted in the righthand network will be the result.
The VPN design process is also concerned with maximizing subsequent resource availability for the VSP, while creating a VPN that conforms to the specification provided by the customer. In order to increase the likelihood of being able to satisfy future customer requirements, the VSP should endeavour to spread the load of bandwidth, label space, and switchlet allocation. Fig. 8 shows a network topology where although a customer might prefer that their VPN from host 1 to host 2 passes through the shorter path A, B, C, the VSP will route the VPN through A, E, D, and C in order to maximize the local resource availability for VPNs originating within the network cloud. The VSP policy expressing this preference will result in increased edge weights on the links into and out from B.
Note that even given a specific goal, there may be tradeoffs in making policy. In the context of QoS routing, [3] points out that to achieve high network throughput there is commonly a trade-off between conserving resources, i.e., selecting paths with the fewest hops, and balancing the network load by choosing links with the most residual bandwidth.
Policies reflect the relative priorities in the local domain, and by incorporating policies in the edge weight computation, requirements for a particular VPN are balanced against the overall needs of the VSP.
D. Search Algorithm
In a highly dynamic VPN service, the performance of the process of automated VPN creation is crucial. The time taken to determine the topology and resource allocation of a new VPN should not be disproportionate in relation to its expected lifetime. The algorithm employed should not compromise the VSP's ability to provide the desired service. A search algorithm that consistently gives poor results will only hinder the VSP in making efficient use of network resources, and a slow response time will deter customers who wish to deploy a lightweight VPN for a brief period of time.
The general problem of finding an optimal VPN topology is intractable even for a fairly small network. Intuitively, an implementation that always finds the best subgraph (i.e., VPN topology) will be computationally expensive because of the large number of candidate subgraphs. If the suitability of a subgraph is defined only by topology, i.e., no subgraph properties are specified, and there are no cycles in the subgraph, then the problem becomes that of finding the Steiner minimum tree (SMT). The SMT problem is well-known: the goal is to connect a subset of vertices in the graph by finding a minimum-weight tree that can also use any of the remaining vertices. SMT is NP-complete [4] , and thus so is the optimal VPN topology problem described here. For this reason, it is desirable to identify cases where good quality heuristic algorithms are applicable.
Four factors influence the selection of the searching algorithm: the length of the VPN's lifetime, whether the VPN topology is a tree, if so, whether it is a source-based tree, and whether any subgraph properties have been specified. A tree is a graph that does not contain any cycles. Source-based trees are point-to-multipoint directed trees; in other words, a tree constructed of paths from a single source to multiple destinations.
The lifetime of the VPN is an important factor in search algorithm selection-below a certain duration an expensive search for a good topology cannot be justified, neither as being of benefit to the VPN owner nor as affecting the quality of resource allocations across the network as a whole for any significant length of time. Therefore, when a short-lived VPN is designed, the search algorithm used should be fast, without the quality of the result of secondary importance.
Four categories of VPN can be identified.
Category A: Lightweight or highly dynamic VPNs. Category B: A tree with no subgraph properties defined. Category C: A source-based tree with subgraph properties defined.
Category D:
Remaining tree topologies and all cyclic topologies. Unless explicitly stated otherwise by the customer, a VPN is assumed to be fully connected, which accords with the usual function of networks as a means of providing connectivity between a number of remote sites. However, the ability to construct a service-specific VPN, together with the facility to tailor the topology of the VPN to suit the service, will lead to the adoption of other types of topologies, including both group shared trees and source-based trees.
An example of a network service that would make use of a source-based tree topology is a distribution service-one source connected to multiple sinks, such as a multicast concert. A group-shared tree would be constructed for a multipoint to multipoint service, for example video conferencing, where gather-distribution trees are constructed for reasons of scalability and efficient use of network resources. A core-based tree (CBT) multicast architecture [5] is an example of this kind of service.
A time-consuming search is not warranted for the highly dynamic or short-lived VPNs of category A. Such VPNs are therefore initialized with a preconfigured topology-the simplest example being a resource allocation on every node in the network. The dynamic resource reallocation facilities available to VServ are then used to gradually converge to a better solution. The resource revocation protocol described in Section III-C allows the control architecture to maintain service to applications while the underlying topology is reconfigured.
In a category B, VPN, i.e., when the topology is a tree and the customer has not specified any subgraph properties, the searching problem is the same as SMT. This is exactly the problem of determining an optimal multicasting tree in networks, and several heuristic algorithms have been proposed and analyzed [6] - [8] . The algorithm most appropriate to the VPN design process is a polynomial-time algorithm for finding a directed SMT called selective closest terminal first (SCTF) [9] .
For a category C, VPN, where the topology is a source-based tree and the customer has specified one or more subgraph properties, determining the optimal topology parallels the computation of a QoS-constrained multicast tree. In such a tree, the routing is constrained by factors such as maximum delay variance along the paths to the receivers. Although it is possible that the requirements for a VPN topology are less stringent, it may still be advantageous to make use of one of the proposed heuristic algorithms, for example that presented in [10] or [11] .
A brute-force approach to the search is warranted for all remaining VPNs; however, the application of heuristics makes even this tractable for reasonably dense networks. Although we have not proposed a polynomial-time solution, in [12] we have analyzed the improvements that can be gained using some simple heuristics. Provided the network under consideration is not too large or dense, a searching algorithm can easily be implemented that runs in an acceptable amount of time and performs reasonably well.
The actual selection of the searching procedure is straightforward. The presence or absence of subgraph property specifications is already evident from the VANDAL parse procedure. Whether the topology is cyclic can be determined using a topological sort, which has the useful side effect of identifying a source vertex as required for some tree searching algorithms. 1) Examples: Wherever possible, the design process makes use of the characteristics of the desired VPN to reduce the complexity of the search procedure by pruning the network graph and by customising the search algorithm. In this section, the potential benefits for two different categories of VPN are shown in a realistic scenario. Fig. 10 . VANDAL specification of a VPN for a content distribution service, together with a schematic of the desired distribution tree topology and bandwidth. Fig. 11 . Example network topology with links and nodes pruned for the content distribution VPN grayed out. The dashed arrows indicate the discovered VPN topology. Fig. 9 shows a physical network topology, similar to that of a real ISP. In this example, the edge weights are simply the inverse of capacity, each link size has a fixed delay, and for clarity the graph is undirected.
The first example is a VPN required for a content distribution service. The VANDAL specification, shown in Fig. 10 , indicates that the service provider has explicitly requested the distribution tree topology illustrated. Parsing of the VANDAL specification causes edges in the graph with insufficient capacity to be pruned-shown grayed out in Fig. 11 . The node M and its single remaining link to I are also pruned, as this portion of the topology is now redundant. Note that now the graph is significantly sparser, from 26 edges to just 12 edges. Since the VPN topology is a tree with no path constraints, an SMT algorithm is selected to carry out the search. The dashed arrows in Fig. 11 indicate the result, which in this case is the least cost topology.
A second example is a VPN for an event monitoring notification service. Once again a tree topology is required, with the same root node (A), and leaf nodes (C, G, J), as for the content distribution VPN. In this case, bandwidth is not the critical requirement but rather bounded delay. Assume for simplicity that the VANDAL specification bounds end-to-end delay on the virtual links between the root and each leaf node:
. Also assume that delay is additive on multiple links. Now the graph is pruned to eliminate the high latency edges, along with the subsequently redundant node K. Furthermore, when VANDAL is parsed, code is generated for the search algorithm that prunes the search tree whenever a path is constructed during the search that exceeds the delay bound. This VPN topology falls into category C, and the graph is therefore searched using a QoS-constrained multicast tree algorithm. Fig. 12 shows the pruned edges in gray, and the discovered topology with dashed arrows.
III. OPERATIONAL SUPPORT
Automation of the VPN design process provides a mechanism by which customers of the VPN service can obtain the networks they require, and by which the VSP can achieve its own goals. This section describes the underlying architecture, and discusses some of the implementation support for VServ.
VServ is built on and extends a network control framework known as the Tempest [13] , [14] . We review the Tempest, and then discuss some operational features, which include implementations on different network technologies, recursive repartitioning and resource revocation.
A. Tempest
Within the Tempest, the control and management functions of switches and other internal network devices are devolved to general purpose processors. This type of network control is often referred to as open signalling-the functionality of the switch or router is encapsulated in an open control interface which can be accessed by third parties, who may not necessarily be either the user of the application or network service, or the manufacturer of the hardware. Typical operations available through such an interface include connection management, routing, alarm notification and the gathering of statistics. General Switch Management Protocol (GSMP) [15] and Virtual Switch Interface (VSI) [16] are examples of open switch control interfaces. The Tempest employs an interface developed at the University of Cambridge called Ariel [13] , [14] .
Switchlets are logical resource partitions that are accessed through the same control interface as the switch itself. Combined with devolved control, this allows multiple control architectures to operate simultaneously on a single physical network. In the Tempest, a process called the switch divider is responsible for switchlet management and the policing of switchlet invocations to ensure that coexisting control architectures do not interfere with each other. In-band policing and traffic shaping are used to enforce resource partitioning in the data path.
The provision for multiple control architectures to operate simultaneously means that no single system need be prescribed for all users (which is not to say that multiple instances of the same control architecture cannot coexist). Although for many users standard, general-purpose control architectures will suffice, for example IP, others may, if they wish, run service-specific control architectures tailored to their individual needs. Fig. 13 shows multiple control architectures sharing the resources of the physical network. Each control architecture makes invocations on the Ariel interface exported by the divider for the corresponding resource allocation on that switch.
A set of switchlets can be combined to form a virtual network which has exclusive access to its subset of the network resources. This is illustrated in Fig. 14, which shows two VPNs coexisting on a physical network comprising three switches. Each VPN has a different topology, and control software for each VPN sees only the resource allocation and control interface exported by its switchlets. Note that VPN 2 has a different virtual topology to the underlying physical topology-a resource allocation for that VPN is still made at the intervening switch B but the VPN control software is unaware of this as no control interface is exported at that node.
B. Tempest Implementation on IP
Deployment of the Tempest is theoretically possible over any network technology that provides per-flow QoS assurances. In this section, we describe an implementation over IP, making use of multiprotocol label switching (MPLS). Our implementation is based on a freely available version of MPLS for Linux that was written in-house [17] . MPLS establishes end-to-end "virtual" connections (known as label switched paths, or LSP's) along which packets with the appropriate label are forwarded. As with our ATM implementation [13] , [14] , a resource guaranteed VPN on MPLS comprises a set of switchlets across which LSP's can be set up by the control architecture using the standard Ariel interface.
A key difference between MPLS and ATM is that additional functionality is required in the data path at the ingress router in order to classify the VPN to which a packet belongs, and to then assign it a label. Standard MPLS classifies unlabeled traffic into a forwarding equivalence class (FEC) according to some policy, for example network layer route information such as IP destination address. The semantics of this classification are defined by the label distribution protocol; since a label only has significance between two hops, the downstream node determines the binding of FEC to label.
In a Tempest VPN service, each control architecture has available a range of labels that it may assign to incoming, unlabeled traffic at as it sees fit. A straightforward lookup of destination address will be insufficient, as the control architecture may wish to apply arbitrary classification policies. Dynamically loadable modules allow the control architecture to exert some influence over the decision process.
Classification policies can be expressed in a packet filter language, such as MPF [18] , and installed for each VPN at the appropriate (ingress) routers. To avoid the possibility of one control architecture "stealing" packets belonging to another, and also to ensure that all traffic is accounted to a VPN, a first pass filter must be installed which performs the initial mapping of a packet to that VPN. This identifies the appropriate second filter, consisting of the classification code downloaded by the control architecture, which then allocates a label to the packet. Fig. 15 illustrates this process.
This scheme allows VPN interoperability, both with other VPNs within the same domain and with traffic from outside the VSP's network. Routing updates from external nodes must be handled at the edge router, with reachability of a destination address depending on the connections established within the relevant VPN.
In the current implementation, the first filter classifies packets according to destination address and subnet mask. Other schemes with finer granularity could be envisaged. We do not as yet use a second filter; note that its existence is not strictly necessary when there is only one outgoing connection to any destination within the VPN. Further details of the MPLS implementation of the Tempest can be found in [1] .
C. Resource Revocation
Resource revocation is a mechanism that is used in VServ to reconcile the demands of highly dynamic VPNs with the requirement to enforce strict resource partitioning. If resources can be repossessed from one VPN in order to assure the SLA of another, or else to support after-the-fact reconfiguration for newly created lightweight VPNs, then the requirement for absolute certainty about the network-wide resource guarantees at the time of VPN creation is relaxed. Thus, revocation permits a more flexible design process. Additionally, existing SLAs may be transgressed for a number of reasons, for example failure in physical equipment or in the data path policing functionality at a node. Resource revocation gives the VSP a way of responding to SLA violations, according to local policy.
For the control architecture from whose VPN resources are repossessed, the revocation is like a sudden loss of service in a traditional network: a problem that is often addressed with adaptive applications or robust network protocols. Similarly, in this context, there is a spectrum of adaptive behaviors ranging from compensation in the control plane, hence hiding the effects from higher level applications, to adaptation by the applications themselves. However, unlike in the traditional network, there is also scope for control architectures and applications to be given prior knowledge of an impending event and to suggest a specific set of resources for the revocation. Thus, control architectures can proactively deal with the revocation, rather than reacting after the event to an observed loss of service.
VServ therefore incorporates a revocation protocol, inspired by that proposed for the Exokernel operating system [19] . Similar to the repossession vector of the Exokernel, a data structure called a revocation vector is maintained by the VSP for each (participating) control architecture. Each vector holds a list of resources which are preferred in the event of revocation. The contents are initialized and can be updated at any time by the control architecture, thus allowing the system fine-grained control over the resources that can be revoked, and allowing it to modify the list in reaction to application-level events. When a control architecture is lacking the functionality to perform this operation, its vector can be maintained by an agent operating on its behalf using a customised monitoring technique, or even by the VSP using a generic approach based on observed resource usage. In the event of a revocation being required, the VSP uses the information held in these vectors, together with any other pertinent knowledge it may possess, (for example, advance reservations for VPNs), to select both the victim(s) and which resources are to be repossessed. Fig. 16 shows the messages exchanged in the deployment of the revocation protocol. The ack and update revocation specification messages are not essential for the operation of the protocol, and are therefore shown with a dashed arrow in the diagram. The use of the acknowledgment message subtly changes the semantics of the protocol, by allowing the control architecture to delay the revocation event until the VSP has received the acknowledgment. The duration of delay must be lim- ited by a timeout period to prevent rogue control architectures from delaying the revocation indefinitely. Nevertheless, the use of the acknowledgment provides a breathing space for the control architecture in which it can prepare for the revocation as necessary to avoid loss of service to its applications. Similarly, the control architecture may be able to modify its revocation specification after receiving notification but before replying to that notification. Here, the breathing space given to the control architecture is used to fine-tune the choice of resources selected for revocation.
In Fig. 17 , the effects of using the revocation protocol to favor bandwidth associated with a particular connection are illustrated. The graph shows three streams, two video and one constant rate traffic. Video1 is produced by footage from a talk show interview, whereas Video2 contains the recording of a motor race, hence is substantially more bursty. The experiment was run over the ATM implementation of the Tempest, using ATM codecs for the video streams and a traffic generator for the constant rate traffic flow.
Two bandwidth revocation events take place. In the first, which occurs after 30 seconds, the revocation protocol is not used and bandwidth is revoked by the VSP from each connection proportional to its allocated bandwidth. In this scenario, the control architecture for this VPN has application-specific knowledge that the video streams are more important than the third stream. It therefore uses the revocation protocol to encourage the removal of bandwidth from that particular connection in preference to the video streams. Resources are restored at 60 seconds, during which time the control architecture populates its revocation vector. The second revocation event at 90 seconds shows the result-the same amount of bandwidth is revoked from the VPN but the two video streams are degraded significantly less.
By using the revocation protocol, an adaptive control architecture may be able to gradually degrade service on the relevant resources with minimal disruption to its applications. Ways in which adaptive control architectures behave will vary. General purpose systems, for example an ATM signalling system, may try to compensate in the control plane by rerouting calls or rejecting some call requests. Service-specific control architectures, on the other hand, which are designed for a particular network service can operate in an optimal fashion for that service, even to the extent of explicitly invoking application-level adaptation techniques such as compression or stream thinning.
In this section, we have explored some of the issues inherent in resource revocation and described a protocol that allows control architectures to participate in the revocation process by customising the resource set revoked, and by proactive adaptation. Revocation is a powerful mechanism, and its use throws up many challenges. Nonetheless, in a highly dynamic VPN service, resource revocation is a necessary feature for the support of the automated creation of lightweight VPNs alongside those with stringent resource requirements.
IV. RELATED WORK
The issues present in automated VPN design are also found in the differentiated services architecture (DiffServ) [20] , where a mechanism is required to provision for behavior aggregates within a DiffServ domain. Traffic belonging to a behavior aggregate is forwarded according to a per-hop behavior (PHB), thus the PHB determines the resource "partition" that is allocated to a particular behavior aggregate (and hence the service it receives). Current DiffServ efforts statically allocate resources between PHBs; dynamic and fine-grained resource distribution between service classes remains an open issue.
In contrast, the integrated services (IntServ) [21] model reserves resources per-flow, and is therefore highly dynamic and fine-grained. The main drawback is lack of scalability-not only must state be maintained for each flow at routers but there is little scope for applying coarser resource allocation policies. In response to this, a number of proposals have been made for aggregating flow state and for hierarchical resource management models [22] , [23] . An example is the operation of IntServ over DiffServ [24] , where resource reservation protocol (RSVP) signalling might be used to dynamically provision PHBs within a DiffServ "cloud."
The key difference between these efforts and the architecture we have described in this paper is that VServ supports dynamic provisioning of an aggregate, (i.e., a VPN), while simultaneously allowing (but not mandating) per-flow resource management to be carried out within the VPN. The interface exported by a switchlet defines a set of allowable operations over its resource partition but does not dictate how the interface is implemented. Thus, with VServ, we could have RSVP providing the signalling interface to the applications within a VPN, or we could have DiffServ mechanisms enforcing the underlying VPN partitioning (provided there is a way of dynamically allocating resources to PHBs throughout the network). In the extreme case at one end of the spectrum, a VPN could comprise a single flow, and RSVP could be used to implement the VPN creation process. At the opposite extreme, the VPN might be the entire network and all traffic within it, with DiffServ behavior aggregates promoted to the "connection" we refer to in the Tempest and PHBs implementing the QoS associated with each such connection.
In summary, VServ offers a single framework that distinguishes explicitly between inter-and intra-VPN management issues, and thus provides per-flow QoS while also making hard guarantees for VPN resource provisioning.
Darwin [25] is a network resource management system in which virtual networks implement customised resource management policies. The system comprises four components: Xena-a resource broker responsible for the global allocation of resources; Beagle-a signalling protocol that allocates the physical network resources; Java code segments running on routers for runtime resource management, known as control delegates; and hierarchical scheduling mechanisms for flexible sharing and isolation of resources among virtual networks.
Both Xena and VServ perform a similar role in the mapping of application or service-specific requirements to a virtual network topology and resource allocation. In contrast to the language-based specification of VANDAL, the resource request provided to Xena is in the form of a graph where the nodes represent services and edges the communications flows between services. Incorporation of flows in the virtual network specification limits the flexibility for managing the internal resources of the virtual network. VServ maintains full flexibility by simply specifying the resource allocation of a VPN as a partition of physical resources, without any constraints on how those resources are to be used.
The graph input to Xena allows requirements to be expressed at a higher level than supported by VANDAL. In particular, Xena attempts to map a description of the flow's semantic content, for example, "motion JPEG", to the required QoS parameters. In VServ, this task is carried out by control architecture configure utilities, thus relieving VServ of such applicationspecific knowledge. Furthermore, Xena may also insert semantics preserving transformations into the network, for example transcoders to convert a JPEG flow to MPEG and back again. This gives a mechanism for optimization of resource usage in the network, but requires Xena to understand service semantics, thus adding complexity to the system. The explicit incorporation of application semantics into the network service infrastructure itself leads to the very problems that originally motivated devolved control: either the service provisioning software must be constantly evolving to keep up to date with new services, with the inherent risk of poorly understood interactions and dependencies, as well as additional complexity, or else facilities to exploit service-specific knowledge become redundant.
Automated creation and deployment of programmable virtual networks is addressed in an architecture based on the Genesis Kernel [26] , which spawns virtual networks. Prior to creation, a virtual network is described in a profiling script, which includes details of topology and resource requirements, among other attributes. A resource requirement for a link is expressed as an amount of bandwidth and one of three capacity classes: constant, controlled or best effort. As part of the process of verifying a profiling script, a database is queried in order to determine if sufficient resources are available, and policy servers are consulted for rules relating to QoS provisioning and admissibility of the specified virtual network. This work does not currently address many of the concrete issues of VPN design that are covered in this paper, for example the search problem.
The provisioning of virtual networks known as supranets is described in [27] . A toolkit for virtual network management is presented in which creation consists of a sequence of steps, comparable to the VPN design process described in this paper. The key difference between the supranet scheme and VServ is that supranets are essentially overlay networks for the internet, with concerns concentrated on security, private addressing and restrictions on membership. The X-Bone [28] is a system for automatic deployment and management of overlay networks on an IP infrastructure, and adopts a similar approach.
In the virtual active network (VAN) framework [29] , VPNs are provisioned on-demand within an active network infrastructure. Customers deploy and manage their own active services using active packets to install or upgrade service-specific functionality. Each VAN has a dedicated set of resources, including link bandwidth and node processing and memory resources, which is obtained through a provisioning interface. This work is conceptually very similar to the VPN service described in this paper but in an active network environment. It explicitly separates the provider's management interface from the VAN management interface through which customers can exert fine-grained control and deploy customised network services. However, as with most other active network architectures, it is not clear how resource partitioning is enforced, and there is a high performance penalty associated with using the data path (i.e., active packets) for control operations. Issues of resource management and distribution are not addressed.
To our knowledge, no other work addresses the deliberate use of revocation as a technique for network resource management. Some operating systems have used revocation, including the Exokernel [19] , as mentioned in the previous section. In the Exokernel, a minimal kernel multiplexes available hardware resources, while application-level programs known as library operating systems provide the usual higher level abstractions to applications. Because physical resources are directly exported to the library operating systems, they need to be aware of revocation in order to remap bindings to the revoked resources (for example, to update page table entries). The proposed revocation protocol gives library operating systems the opportunity to respond to revocation requests, and defines a procedure to be followed when a library operating system does not cooperate. In our revocation protocol, the purpose of the vectors differs-rather than providing notification of which resources have already been revoked, they are used by control architectures to inform the VSP of which resources are preferred in the event of a future revocation.
V. SUMMARY
The facility to obtain a VPN on-demand and deploy the control architecture of choice over it is an attractive prospect. This paper has addressed some of the issues that arise in providing support for such a VPN service. One such issue is the need to completely automate the VPN design process, from user-level specification through to determining a favorable resource allocation and topology. We have described a control architecture configuration tool and a simple VPN description language called VANDAL, which together allow many types of VPN to be specified and which cater for a range of customers from the naive to the networking expert. Service provider policies and current resource availability, as well as the user's VPN specification, are taken to produce a weighted topology graph and a tailored search algorithm which operates over it.
Considerations of the practicality of the architecture have led us to implement the Tempest on MPLS networks. Future work will extend this and address interoperability and federation concerns between Tempest domains, and at boundaries with other domains. We have proposed the use of resource revocation as a mechanism which softens the requirement for an optimal search at the time of VPN design. A revocation protocol permits control architectures to participate in the revocation process by allowing them to receive advance warning and to nominate target resources.
This paper has given an overview of VServ, an architecture for a VPN service. VPNs provide cheap and flexible network connectivity, and programmable VPNs, with customized control and management functionality, extend that flexibility by supporting any network service, standard, or bespoke. The guaranteed resource allocations made possible by switchlet partitioning ensure that the freedom afforded by opening up the control plane is contained in a safe, managed environment.
