Abstract. Stable and efficient updates to the basis matrix factors are vital to the simplex method. The "best" updating method depends on the machine in use and how the update is implemented. For example, the classical product-form update can take advantage of the vector hardware on current supercomputers, and this helps compensate for its well-known drawbacks. Conversely, the method of Bartels and Golub performs well on conventional machines, but is difficult to vectorize.
The simplex method is an active-set method for optimization. At each iteration a rank-one modification (in the form of a column update) is made to a basis matrix B associated with constraints active at the current point. After k updates, the columns of A may be permuted to the form (Bk Nk). The next update replaces the pth column ar of Bk by a column aq from Nk. It can be written (1) Bk+l Bk / (aq a.)ep T, where ep is the pth column of the identity matrix. The basis is used to solve for the search direction y and the dual variables r in the following linear systems: (2) Bky aq, (3) B' Ck, where ck contains the objective coefficients corresponding to the columns of Bk.
Stable and efficient basis updates are vital to the computational success of the simplex method. The "best" updating method depends on the machine in use and how the update is implemented. For example, the classical product-form (PF) Comparing the right-hand sides of (10) and (20) The test problem specifications are given in Table 1 . The smallest netlib test problems were omitted from the results, as some timing categories for these problems were less than 1/100th of a second on the machine used. For purposes of evaluating the block-LU update, the following items were deemed to be of interest for each method:
1. Total and average time spent updating the basis. 2. Total time spent solving for dual variables and the search direction y using the basis factors.
3. Average solve times with the basis factors. (Bartels-Golub) updating technique when vectorization is available.
