Mertens' prime product formula, dissected by Lichtman, Jared Duker
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MERTENS’ PRIME PRODUCT FORMULA, DISSECTED
JARED DUKER LICHTMAN
Abstract. In 1874, Mertens famously proved an asymptotic formula for the product p/(p−
1) over all primes p up to x. On the other hand, one may expand Mertens’ prime product
into series over numbers n with only small prime factors. It is natural to restrict such series
to numbers n with a fixed number k of prime factors. In this article, we obtain formulae for
these series for each k, which together dissect Mertens’ original estimate. The proof is by
elementary methods of a combinatorial flavor.
1. Introduction
We begin with the Euler-Mascheroni constant γ = 0.57721 · · · , defined as the limit of the
difference between the harmonic series up to x and log x. The ubiquitous constant γ crops
up in many contexts, notably, in the 3rd of three results from a celebrated paper of Mertens
[2] on the distribution of prime numbers.
Theorem 1 (Mertens, 1874). There exists a constant β > 0 for which
∑
p≤x
log p
p
= log x + O(1),
∑
p≤x
1
p
= log2 x+ β + O
( 1
log x
)
(1.1)
∏
p≤x
(
1−
1
p
)−1
∼ eγ log x(1.2)
As notation, we write f(x) = O(g(x)) and f(x) ≪ g(x) to mean |f(x)/g(x)| is bounded,
while f(x) ∼ g(x) means limx→∞ f(x)/g(x) = 1. Finally, let log2 x = log log x, and let p
denote a prime number.
Here β = 0.26149 · · · is Mertens’ constant, which is known to satisfy
β − γ =
∑
p
(
log(1− 1
p
) + 1
p
)
= −
∑
p
∑
j≥2
p−j
j
= −
∑
j≥2
P (j)
j
,(1.3)
where P (s) =
∑
p p
−s denotes the prime zeta function.
Now by expanding Mertens’ prime product in (1.2), we have
∏
p≤x
(
1−
1
p
)−1
=
∏
p≤x
(
1 +
1
p
+
1
p2
+ · · ·
)
=
∑
P+(n)≤x
1
n
(1.4)
where P+(n) denotes the largest prime factor of n. Consider “dissecting” the sum in (1.4)
according to the number of prime factors of n with multiplicity, denoted Ω(n). Our main
result is an asymptotic formula for this dissected sum.
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Theorem 2. For each fixed k ≥ 1, we have
∑
Ω(n)=k
P+(n)≤x
1
n
=
k∑
j=0
ck−j
j!
(
log2 x+ β
)j
+ Ok
((log2 x)k−1
log x
)
(1.5)
where the sequence (ck)
∞
k=0 is recursively defined by c0 = 1 and
ck =
1
k
k∑
j=2
ck−j P (j).(1.6)
Theorem 2 may be viewed as a simultaneous generalization of Mertens’ 2nd and 3rd theo-
rems. Indeed, specializing k = 1 gives (1.1), and as we shall see, summing the main term of
(1.5) over all k ≥ 1 gives eγ log x.
Using the recursion (1.6), we may rapidly compute the first few ck.
k ck k ck
0, 1 1, 0 6 0.0108213 · · ·
2 0.226123 · · · 7 0.0054110 · · ·
3 0.058254 · · · 8 0.0027375 · · ·
4 0.044814 · · · 9 0.0013752 · · ·
5 0.020323 · · · 10 0.0006903 · · ·
At first glance, one might not expect the coefficients ck arising from (1.6) to exhibit any
particular structure. However, it turns out the ck satisfy surprisingly precise asymptotics.
Theorem 3. The coefficients satisfy ck = η 2
−k + O(3−k). Here the constant η is given by
η = e−1
∏
p>2(1−
2
p
)−1e−2/p = 0.71206 · · · .
Before moving on, we mention that the notion of dissection is not entirely new. A recent
example, Pollack [4] proved an estimate for the mean value of a multiplicative function,
restricted to inputs with a fixed number of distinct prime factors. His result dissects a
classical mean value theorem of Hall and Tenenbaum.
1.1. Uniform estimates via complex analysis. Mathematicians face tension between
proving the strongest results, and using the simplest arguments. For example, the Prime
Number Theorem (i.e. #{p ≤ x} ∼ x/ log x) was originally proved in 1896 by Hadamard and
de la Valle´e Poussin using complex analysis. For decades many believed the Prime Number
Theorem too difficult to prove by elementary methods. As such, it came as a great shock
when Selberg and Erdo˝s did so in 1948, but their proof gave weaker error bounds.
Remark 4. Though Mertens’ 1874 results predate it, the Prime Number Theorem does imply
Theorem 1 with sharper error terms O(log−A x) for any A > 0.
So far our results have only required elementary combinatorial ideas, which hold for fixed
k ≥ 1. Our final section uses complex analytic tools (i.e. Cauchy’s residue formula) to obtain
asymptotics which holds uniformly for k less than 2 log2 x.
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Theorem 5. Define F (z) =
∏
p(1 −
z
p
)−1(1 − 1
p
)z, and let r = k/ log2 x. For any ε > 0, if
r ≤ 2− ε then
∑
Ω(n)=k
P+(n)≤x
1
n
= erγF (r)
(log2 x)
k
k!
(
1 +Oε
(
k
(log2 x)
2
))
(1.7)
A natural point of comparison of our formula is a classical result of Sathe–Selberg on the
corresponding sum over n ≤ x, c.f. [3, pp. 232].
Theorem 6 (Sathe–Selberg, 1954). Let r = k/ log2 x. For any ε > 0, if r ≤ 2− ε then∑
Ω(n)=k
n≤x
1
n
=
F (r)
Γ(r + 1)
(log2 x)
k
k!
(
1 +Oε
(
k
(log2 x)
2
))
(1.8)
As an immediate consequence, we obtain the following elegant relation between sums over
P+(n) ≤ x with those over n ≤ x.
Corollary 7. Let r = k/ log2 x. For any ε > 0, if r ≤ 2− ε then∑
Ω(n)=k
P+(n)≤x
1
n
∼ erγ Γ(r + 1)
∑
Ω(n)=k
n≤x
1
n
(x→∞)(1.9)
2. Proof of Theorem 2 by combinatorial means
Define the zeta functions
Pk(s, x) =
∑
Ω(n)=k
P+(n)≤x
n−s, P (s, x) = P1(s, x) =
∑
p≤x
p−s.
We first express Pk(s, x) in terms of P (s, x).
Proposition 8. We have
Pk(s, x) =
∑
n1+2n2+···=k
∏
j≥1
1
nj !
(
P (js, x)/j
)nj(2.1)
where the sum ranges over all partitions of k.
Proof. We have a formal power series identity in z,∑
k≥0
Pk(s, x)z
k =
∑
P+(n)≤x
n−szΩ(n) =
∏
p≤x
(
1− zp−s
)−1
= exp
(
−
∑
p≤x
log(1− zp−s)
)
= exp
(∑
p≤x
∑
j≥1
(zp−s)j
j
)
= exp
(∑
j≥1
P (js, x)
j
zj
)
=
∏
j≥1
exp
(P (js, x)
j
zj
)
=
∏
j≥1
∑
nj≥0
1
nj !
(P (js, x)
j
zj
)nj
=
∑
k≥0
zk
∑
n1+2n2+···=k
∏
j≥1
1
nj!
(
P (js, x)/j
)nj .(2.2)
Now (2.1) follows by comparing the coefficients of zk. 
Remark 9. This proposition generalizes [1, Proposition 3.1].
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Next, the recursion (1.6) for ck leads to the explicit formula,
ck =
∑
2n2+3n3···=k
∏
j≥2
1
nj!
(
P (j)/j
)nj(2.3)
by the following lemma, for the choices P1 = 0 and Pj = P (j) when j ≥ 2.
Lemma 10. Given any sequence (Pk)
∞
k=1, define (ck)
∞
k=0 by c0 = 1 and ck =
1
k
∑k
j=1 ck−jPj.
Then explicitly
ck =
∑
n1+2n2+···=k
∏
j≥1
(Pj/j)
nj
nj !
.
Proof. We proceed by induction on k. For k = 1, we have c1 = c0P1 = P1.
Then assuming the claim for each r < k,
kck =
k∑
r=1
ck−rPr =
k∑
r=1
Pr
∑
n1+···=k−r
∏
j≥1
(Pj/j)
nj
nj !
=
k∑
r=1
∑
n1+···=k−r
P nr+1r
rnrnr!
∏
j 6=r
(Pj/j)
nj
nj !
=
k∑
r=1
∑
n1+···=k
nr≥1
rnr
∏
j≥1
(Pj/j)
nj
nj !
=
∑
n1+···=k
∏
j≥1
(Pj/j)
nj
nj !
∑
1≤r≤k
nr≥1
rnr = k
∑
n1+···=k
∏
j≥1
(Pj/j)
nj
nj!
In the last step, we dropped the condition nr ≥ 1 (since rnr = 0 for nr = 0) which gives∑k
r=1 rnr = k. Dividing by k completes the induction. 
Now equipped with Proposition 8 and formula (2.3) for ck, we now prove Theorem 2.
Proof of Theorem 2. For P (j, x) with j ≥ 2, we use the simple estimate
P (j, x) :=
∑
p≤x
p−j = P (j)−
∑
p>x
p−j = P (j) +O(x1−j) for j ≥ 2.
Thus plugging into the identity for Pk(1, x), by Proposition 8 with s = 1,
Pk(1, x) =
∑
n1+2n2+···=k
P (1, x)n1
n1!
∏
j≥2
1
nj!
(P (j) +O(x1−j)
j
)nj
=
∑
n1+2n2+···=k
P (1, x)n1
n1!
∏
j≥2
1
nj!
(
P (j)/j
)nj + Ok(P (1,x)kx ).(2.4)
Then for P (1, x), we recall Mertens’ 2nd theorem
P (1, x) :=
∑
p≤x
1
p
= log2 x+ β + E(x), with |E(x)| ≪
1
log x
(2.5)
so plugging in above gives
Pk(1, x) =
∑
n1+2n2+···=k
1
n1!
(
log2 x+ β + E(x)
)n1∏
j≥2
1
nj !
(
P (j)/j
)nj + Ok( (log2 x)kx )
=
k∑
n1=0
1
n1!
(
log2 x+ β
)n1 ∑
2n2+···=k−n1
∏
j≥2
1
nj !
(
P (j)/j
)nj + Ok(E(x) (log2 x)k−1)(2.6)
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Now recalling (2.3) and E(x)≪ 1/ log x completes the proof of Theorem 2. 
From here, we may “dissect” Mertens’ 3rd theorem. Indeed by (1.4),
∏
p≤x
(
1− 1
p
)−1
=
∑
P+(n)≤x
1
n
=
∑
k≥0
Pk(1, x)
and using the asymptotic formula for Pk(1, x) from Theorem 2,
∑
k≥0
k∑
j=0
ck−j
j!
(
log2 x+ β
)j
=
∑
j≥0
1
j!
(
log2 x+ β
)j∑
k≥j
ck−j = e
β log x
∑
m≥0
cm = e
γ log x,
as desired, provided
∑
m≥0 cm = e
γ−β . This follows in turn by (2.3),
∑
m≥0
cm =
∑
m≥0
∑
2n2+3n3···=m
∏
j≥2
1
nj !
(
P (j)/j
)nj =∏
j≥2
∑
nj≥0
1
nj !
(
P (j)/j
)nj
=
∏
j≥2
exp
(
P (j)/j
)
= exp
(∑
j≥2
P (j)
j
)
= eγ−β
recalling (1.3). This shows the claim.
3. Precise asymptotics for coefficients ck
In this section we prove a strengthening of Theorem 3. To this, we first rephrase the
recursion (1.6) for ck.
Let P1 = 0 and Pk =
∑
p p
−k for k ≥ 2. Then ck is recursively defined by c0 = 1 and
kck =
k∑
j=1
ck−jPj.(3.1)
Consider the following induced sequences Pk,q, ck,q for each prime q: let Pk,2 = Pk, ck,2 = ck;
and if p is the prime preceding q > 2, let
Pk,q = Pk,p − p
−k for k ≥ 1,(3.2)
ck,q = ck,p − p
−1ck−1,p for k ≥ 1, and c0,q = c0.(3.3)
Explicitly we have Pk,q =
∑
r≥q r
−k for k ≥ 2, and P1,q = −
∑
p<q p
−1.
Lemma 11. For each prime q and k ≥ 0, we have the recursion
kck,q =
k∑
j=1
ck−j,qPj,q.(3.4)
Proof. We proceed by induction on the prime q. The base case q = 2 holds by (3.1).
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Now assume (3.4) for p < q. The difference of recursions (3.4) for ck,p and p
−1 · cp,k−1 is
kck,p − (k − 1)p
−1ck−1,p =
k−1∑
j=1
(ck−j,p − p
−1ck−j−1,p)Pj,p + c0,pPk,p
=
k−1∑
j=1
(ck−j,p − p
−1ck−j−1,p)(p
−j + Pj,q) + c0,p(p
−k + Pk,q)
=
k−1∑
j=1
(p−jck−j,p − p
−j−1ck−j−1,p) + c0,pp
−k +
k−1∑
j=1
ck−j,qPj,q + c0,qPk,q
= p−1ck−1,p +
k∑
j=1
ck−j,qPj,q
using (3.2), (3.3) and telescoping series. Subtracting p−1ck−1,p gives
kck,q = k(ck,p − p
−1ck−1,p) =
k∑
j=1
ck−j,qPj,q.

Note Lemmas 10 and 11 together imply
ck,q =
∑
n1+2n2···=k
∏
j≥1
(Pj,q/j)
nj
nj!
(3.5)
for each prime q, k ≥ 1.
Now with the recursion in hand, we bound the induced sequence ck,q.
Lemma 12. For each prime q, we have ck,q ≪q q
−k as k →∞.
Proof. Fix q and let mk = maxj≤k q
j|cj,q|. First, m0 = c0 = 1 and m1 = max(1, qc1,q).
By summing the geometric series,∑
1≤j≤n
qj Pj,q = qP1,q + (n− 1) +
∑
2≤j≤n
∑
r>q
(q/r)j = n+Oq(1)
and so the recursion (3.4) gives
kqk ck,q =
k∑
j=1
qk−j ck−j,q · q
j Pj,q ≤ mk/2
∑
k/2<j≤k
qj Pj,q + mk
∑
1≤j≤k/2
qj Pj,q
= mk/2
(
k/2 +O(1)
)
+ mk
(
k/2 +O(1)
)
.
Thus qk ck,q ≤ mk implies
mk ≤ mk/2
(
1 +O(1/k)
)
.(3.6)
Hence by induction on k, we obtain
mk ≪ m1
∏
2i≤k
(1 +O(2−i))≪ exp
∑
2i≤k
O(2−i)≪ 1
so ck,q ≤ mk q
−k ≪ q−k as desired. 
6
By construction of the induced sequences, Lemma 12 is self-improving. That is, for each
pair of consecutive primes p < q,
ck,p − p
−1ck−1,p = ck,q = O(q
−k)
which implies ηp := limk→∞ ck,pp
k exists with
ck,p = ηp p
−k +Op(q
−k) for each prime p.(3.7)
Further unravelling the definition of ck,p leads to the following expansion.
Proposition 13. For any h ≥ 1, we have
ck,pn =
h−1∑
l=0
η(n)pn+l p
−k
n+l + On,h(p
−k
n+h), where η
(n)
pn+l
= ηpn+l/
l−1∏
i=0
(
1− pn+l
pn+i
)
(3.8)
for all n as k →∞. Here pn denotes the nth prime.
Proof. We proceed by induction on h. The base h = 1 holds for all n by (3.7), since η
(n)
pn = ηpn.
Now assume (3.8) with h− 1, and write ck,pn =
∑h
l=0 η
(n)
pn+l p
−k
n+l + Ek,n,h; by assumption
Ek,n,h ≪ p
−k
n+h at least. Then by (3.3) and the induction hypothesis (3.8) for ck,pn+1,
ck,pn+1 = ck,pn − p
−1
n ck−1,pn
h−1∑
l=0
η(n+1)pn+1+l p
−k
n+1+l + O(p
−k
n+1+h) =
h∑
l=0
η(n)pn+l(1−
pn+l
pn
)p−kn+l + (Ek,n,h − p
−1
n Ek−1,n,h)
Note by definition η
(n+1)
pn+l = η
(n)
pn+l(1−
pn+l
pn
), and so the above simplifies as
O(p−kn+1+h) = Ek,n,h − p
−1
n Ek−1,n,h.
This implies Ek,n,h = c p
−k
n + O(p
−k
n+1+h) for some constant c, but then Ek,n,h ≪ p
−k
n+h forces
c = 0. Hence Ek,n,h = O(p
−k
n+1+h), completing the induction. 
Further, we determine the constants ηp.
Proposition 14. For any prime p, we have
ηp = e
−
∑
q≤p p/q
∏
q>p
(1− p
q
)−1e−p/q(3.9)
Proof. Consider the generating function Cp(z) =
∑
k≥0 ck,pz
k. On one hand, the explicit
formula (3.5) for ck,p implies
Cp(z) =
∑
k≥0
ck,pz
k =
∑
k≥0
zk
∑
n1+2n2···=k
∏
j≥1
(
Pj,p/j
)nj
nj !
=
∏
j≥1
∑
nj≥0
1
nj!
(
Pj,pz
j/j
)nj
=
∏
j≥1
exp
(
Pj,pz
j/j
)
= exp
(∑
j≥1
Pj,pz
j/j
)
.
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Then recalling Pj,p =
∑
q≥p q
−j for j ≥ 2,
Cp(z) = exp
(
zP1,p +
∑
q≥p
∑
j≥2
(z/q)j/j
)
= ezP1,p exp
(
−
∑
q≥p
[log(1− z/q) + z/q]
)
= ezP1,p
∏
q≥p
(1− z/q)−1e−z/q.(3.10)
On the other hand, by the asymptotic (3.7) for ck we have
Cp(z) =
∑
k≥0
ckz
k = ηp
∑
k≥0
(z/p)k + Op
(∑
k≥0
(z/q)k
)
=
ηp
1− z/p
+ Op
(
(1− z/q)−1
)
.
(3.11)
since P1,p = −
∑
q<p q
−1. So comparing Cp(z) from (3.10) and (3.11) at the pole z = p,
ηp = lim
z→p
Cp(z)(1− z/p) = e
pP1,p−1
∏
q>p
(1− p/q)−1e−p/q.
Hence the result follows since P1,p = −
∑
q<p q
−1. 
Finally, we obtain an asymptotic for the original sequence ck,p1 = ck, which gives a con-
siderable refinement of Theorem 3.
Theorem 15. For each prime q,
ck =
∑
p<q
αp p
−k + Oq(q
−k)
where αp := e
−1
∏
q 6=p(1−
p
q
)−1e−p/q. In particular ck = α2 2
−k +O(3−k).
Proof. Setting n = 1 in Proposition 13, the sequence ck,p1 = ck satisfies
ck =
∑
p<q
η(1)p p
−k + Oq(q
−k)
where, by definition of η
(1)
p in (3.8) and Proposition 14,
η(1)p := ηp/
∏
q<p
(1− p
q
) = e−1
∏
q 6=p
(1− p
q
)−1e−p/q = αp.

4. Proof of Theorem 5 via complex analysis
By Cauchy’s residue formula, we have for any r < 2,
Pk(1, x) =
1
2pii
∫
|z|=r
fx(z)
dz
zk+1
,(4.1)
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where fx is given by the power series
fx(z) =
∑
k≥0
Pk(1, x)z
k =
∑
P+(n)≤x
z
n
Ω(n)
=
∏
p≤x
(
1−
z
p
)−1
= exp
(∑
j≥1
P (j, x)
zj
j
)
= exp
(
(log2 x+ β)z +
∑
j≥2
P (j)
zj
j
+O
(
E(x)
))
= eβz exp
(∑
j≥2
P (j)
zj
j
)
(log x)z
(
1 +O(E(x))
)
And since
∑
j≥2 P (j)z
j/j = −
∑
p[
z
p
+ log(1− z
p
)], by (1.3)
eβz exp
(∑
j≥2
P (j)
zj
j
)
= eγz exp
(∑
p
[z log(1− 1
p
)− log(1− z
p
)]
)
= eγz
∏
p
(1− 1
p
)z(1− z
p
)−1 =: eγzF (z).
Thus fx(z) = e
γzF (z)(log x)z(1 +O(E(x))), and hence (4.1) becomes
Pk(1, x) =
1 +O(E(x))
2pii
∫
|z|=r
eγzF (z)(log x)z
dz
zk+1
.(4.2)
The main term in Theorem 5 is given by the value of eγzF (z) at z = r, namely
eγrF (r)
2pii
∫
|z|=r
(log x)z
dz
zk+1
= eγrF (r)
(log2 x)
k
k!
.(4.3)
For the error we follow the argument in [3, pp. 233], which we provide for completeness.
Recall E(x)≪ 1/ log x and let H(z) = eγzF (z).
For |z| = r = k/ log2 x, integration by parts gives
1
2pii
∫
|z|=r
(z − r)(log x)z
dz
zk+1
=
(log2 x)
k−1
(k − 1)!
−
r(log2 x)
k
k!
= 0,(4.4)
and H(z)−H(r)−H ′(r)(z − r) =
∫ z
r
(z − w)H ′′(w) dw≪ |z − r|2.(4.5)
Thus subtracting (4.3) from (4.2), the error is
≪
∫
|z|=r
[H(r)−H(z)](log x)z
dz
zk+1
(4.4)
=
∫
|z|=r
[H(r)−H(z)−H ′(r)(z − r)](log x)z
dz
zk+1
(4.5)
≪
∫
|z|=r
|z − r|2(log x)z
dz
zk+1
≪ r2−k
∫ 1/2
−1/2
(sin piθ)2ek cos(2piθ) dθ
≪ r2−kek
∫ ∞
0
θ2e−8kθ
2
dθ≪ r2−kekk−3/2
= (log2 x)
k−2(e/k)kk1/2 ≪ k(log2 x)
k−2/k!
Here we used | sinx| ≤ x, cos(2piθ) ≤ 1− 8θ2 for |θ| ≤ 1/2, and Stirling’s formula.
This completes the proof.
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