ABSTRACT. We consider a procedure to reduce simply generated trees by iteratively removing all leaves. In the context of this reduction, we study the number of vertices that are deleted after applying this procedure a fixed number of times by using an additive tree parameter model combined with a recursive characterization.
INTRODUCTION
Trees are one of the most fundamental combinatorial structures with a plethora of applications not only in mathematics, but also in, e.g., computer science or biology. A matter of recent interest in the study of trees is the question of how a given tree family behaves when applying a fixed number of iterations of some given deterministic reduction procedure to it. See [7, 9] for the study of different reduction procedures on (classes of) plane trees, and [8] for a reduction procedure acting on binary trees related to the register function.
In the scope of this extended abstract we focus on the, in a sense, most natural reduction procedure: we reduce a given rooted tree by cutting off all leaves so that only internal nodes remain. This process is illustrated in Figure 1 . While in this extended abstract we are mainly interested in the family of simply generated trees, further families of rooted trees will be investigated in the full version. ⇒ ⇒ ⇒ FIGURE 1. Multiple applications of the "cutting leaves" process to a given rooted tree
It is easy to see that the number of steps it takes to reduce the tree so that only the root remains is precisely the height of the tree, i.e., the greatest distance from the root to a leaf. A more delicate question-the one in the center of this article-is to ask for a precise analysis of the number of vertices deleted when applying the "cutting leaves" reduction a fixed number of times.
The key concepts behind our analysis are a recursive characterization and bivariate generating functions. Details on our model are given in Section 2. The asymptotic analysis is then carried out in Section 3, with our main result given in Theorem 1. It includes precise asymptotic formulas for the mean and variance of the number of removed vertices when applying the reduction a fixed number of times. Furthermore, we also prove a central limit theorem.
Finally, in Section 4 we give an outlook on the analysis of the "cutting leaves" reduction in the context of other classes of rooted trees. Qualitative results for these classes are given in Theorem 2. The corresponding details will be published in the full version of this extended abstract.
The computational aspects in this extended abstract were carried out using the module for manipulating asymptotic expansions [6] in the free open-source mathematics software system SageMath [15] . A notebook containing our calculations can be found at https://benjamin-hackl.at/publications/iterative-leaf-cutting/.
PRELIMINARIES
So-called additive tree parameters play an integral part in our analysis of the number of removed nodes.
Definition.
A fringe subtree of a rooted tree is a subtree that consists of a vertex and all its descendants. An additive tree parameter is a functional F satisfying a recursion of the form
where T is some rooted tree, T 1 , T 2 , . . . , T k are the branches of the root of T , i.e., the fringe subtrees rooted at the children of the root of T , and f is a so-called toll function.
There are several recent articles on properties of additive tree parameters, see for example [16] , [13] , and [14] .
It is easy to see that such an additive tree parameter can be computed by summing the toll function over all fringe subtrees, i.e., if T (v) denotes the fringe subtree rooted at the vertex v of T , then we have
In particular, the parameter is fully determined by specifying the toll function f . Tree parameters play an important role in our analysis because our quantity of interest-the number of removed vertices when applying the "cutting leaves" reduction r times-can be seen as such a parameter. Let a r (T ) denote this parameter for a given rooted tree T .
Proposition 2.1. The toll function belonging to a r (T ) is given by f r (T ) =
1 if the height of T is less than r, 0 else.
In other words, if T r denotes the family of rooted trees of height less than r, the toll function can be written in Iverson notation
Proof. It is easy to see that the number of removed vertices satisfies this additive property-the number of deleted nodes in some tree T is precisely the sum of all deleted nodes in the branches of T in case the root is not deleted. Otherwise, the sum has to be increased by one to account for the root node. Thus, the toll function determines whether or not the root node of T is deleted. The fact that the root node is deleted if and only if the number of reductions r is greater than the height of the tree is already illustrated in Figure 1 .
Basically, our strategy to analyze the quantity a r (T ) for simply generated families of trees uses the recursive structure of (1) together with the structure of the family itself to derive a functional equation for a suitable bivariate generating function A r (x, u). In this context, the trees T in the family T are enumerated with respect to their size (corresponding to the variable x) and the value of the parameter a r (T ) (corresponding to the variable u).
Throughout the remainder of this extended abstract, T denotes the family of trees under investigation, and for all r ∈ ≥1 , T r ⊂ T denotes the class of trees of height less than r. The corresponding generating functions are denoted by F (x) and F r (x).
Furthermore, from now on, T n denotes a random 2 tree of size n (i.e., a tree that consists of n vertices) from T . This means that formally, the quantity we are interested in analyzing is the random variable a r (T n ) for large n.
3. REDUCING SIMPLY GENERATED TREES 3.1. Recursive Characterization. Let us begin by recalling the definition of simply generated trees. A simply generated family of trees T can be defined by imposing a weight function on plane trees. For a sequence of nonnegative weights (w k ) k≥0 (we will make the customary assumption that w 0 = 1 without loss of generality; cf. [12, Section 4]), one defines the weight of a rooted ordered tree T as the product
where N j (T ) is the number of vertices in T with precisely j children. The weight generating function
where |T | denotes the size of T and where the sum is over all plane trees, is easily seen to satisfy a functional equation. By setting Φ(t) = j≥0 w j t j and applying the symbolic method (see [4, Chapter I]) to decompose a simply generated tree as the root node with some simply generated trees attached, we have
We define a probability measure on the set of all rooted ordered trees with n vertices by assigning a probability proportional to w(T ) to every tree T . In the context of simply generated trees, it is natural to define the bivariate generating function A r (x, u) to be a weight generating function, i.e.,
As explicitly stated in Proposition 2.1, the combinatorial class T r of trees of height less than r is integral for deriving a functional equation for A r (x, u). Write F r (x) for the weight generating function associated with T r , defined in the same way as F (x) in (3).
Clearly, F 1 (x) = x, since there is only one rooted tree of height 0, which only consists of the root. Moreover, via the decomposition mentioned in the interpretation of (4), we have
for every r > 1. Now we are prepared to derive the aforementioned functional equation.
Proposition 3.1. The bivariate weight generating function A r (x, u) satisfies the functional equation
Proof. We can express the sum over all trees T in the definition of A r (x, u) as a sum over all possible root degrees k and k-tuples of branches. In view of (2), this gives us
Remark. Setting u = 1 reduces this functional equation to (4), with
The functional equation (6) provides enough leverage to carry out a full asymptotic analysis of the behavior of a r (T n ) for simply generated trees.
3.2.
Parameter Analysis. Now we use the functional equation to determine mean and variance of a r , which are obtained from the partial derivatives with respect to u, evaluated at u = 1. To be more precise, if T n denotes a random (with respect to the probability distribution determined by the given weight sequence) simply generated tree of size n, then after normalization, the factorial moments
can be extracted as the coefficient of x n in the partial derivative
And from there, expectation and variance can be obtained in a straightforward way.
From this point on, we make some reasonable assumptions on the weight sequence (w k ) k≥0 . In addition to w 0 = 1, we assume that there is a k > 1 with w k > 0 to avoid trivial cases. Furthermore, we require that if R > 0 is the radius of convergence of the weight generating function
there is a unique positive τ (the fundamental constant) with 0 < τ < R such that Φ(τ) − τΦ (τ) = 0. This is to ensure that the singular behavior of F (x) can be fully characterized (see, e.g., [4, Section VI.7]).
Proposition 3.2.
Let r ∈ ≥1 be fixed, let T be a simply generated family of trees and let T r ⊂ T be the set of trees with height less than r. If T n denotes a random tree from T of size n (with respect to the probability measure defined on T ), then for n → ∞ the expected number of removed nodes when applying the "cutting leaves" procedure r times to T n and the corresponding variance satisfy
The constants µ r and σ 
where F r (x) is the weight generating function corresponding to T r , ρ is the radius of convergence of F (x) and given by ρ = τ/Φ(τ), and the constants α and β are given by
Remark. For the sake of technical convenience, we are going to assume that Φ(t) is an aperiodic power series, meaning that the period p, i.e., the greatest common divisor of all indices j for which w j = 0, is 1. This implies (see [4, Theorem VI.6]) that F (x) has a unique square root singularity located at ρ = τ/Φ(τ), which makes some of our computations less tedious. However, all of our results also apply (mutatis mutandis) if this aperiodicity condition is not satisfied-with the restriction that then, n − 1 has to be a multiple of the period p.
Proof. First, we have
.
Analogously, we can use implicit differentiation on (4) to obtain
The second derivative is found in the same way: we obtain
by differentiating implicitly a second time. Again, this can be expressed in terms of the derivatives of F :
By the assumptions made in this section, there is a positive real number τ that is smaller than the radius of convergence of Φ and satisfies the equation τΦ (τ) = Φ(τ). It is well known (see [4, Section VI.7] ) that in this case, F (x) has a square root singularity at ρ = τ/Φ(τ) = 1/Φ (τ), with singular expansion
Here, the coefficients α and β are given by
and
3ρΦ (τ) 2 respectively. Note that in case more precise asymptotics are desired, further terms of the singular expansion can be computed easily.
Due to our aperiodicity assumption, ρ is the only singularity on F 's circle of convergence, and the conditions of singularity analysis (see [3] or [4, Chapter VI], for example) are satisfied.
Next we note that F r has greater radius of convergence than F . This follows from (5) by induction on r: it is clear for r = 1, and if F r−1 is analytic at ρ, then so is F r , since |F r−1 (ρ)| < F (ρ) = τ is smaller than the radius of convergence of Φ. So F r has greater radius of convergence than F . This implies that F r has a Taylor expansion around ρ:
We find that
for certain constants C 1 and C 2 .
The nth coefficient of the derivative [z n ] ∂ ∂ u A r (x, u) u=1 can now be extracted by means of singularity analysis. Normalizing the result by dividing by [z n ]A r (x, 1) = [z n ]F (x) (again extracted by means of singularity analysis; the corresponding expansion is given in (9)) yields an asymptotic expansion for a r (T n ). We find
Similarly, from
we can use singularity analysis to find an asymptotic expansion for the second factorial moment a r (T n ) 2 . Plugging the result and the expansion for the mean from (11) into the well-known identity
While this analysis provided us with a precise characterization for the mean and the variance of the number of deleted vertices, it would be interesting to have more information on how these quantities behave for a very large number of iterated reductions. The following proposition gives more details on the main contribution. 
respectively.
Proof. In order to obtain the behavior of µ r and σ We note that c r is increasing in r (since the coefficients of F r (x) are all nondecreasing in r in view of the combinatorial interpretation), and c r → τ as r → ∞. By Taylor expansion around τ, we obtain
and since ρΦ (τ) = 1, it follows that
Further terms can be derived by means of bootstrapping. Similarly, differentiating the identity F r (x) = xΦ(F r−1 (x)) gives us the recursion
The sequence d r is increasing for the same reason c r is. Moreover, since ρΦ (c r−1 ) < ρΦ (τ) = 1, it follows from the recursion that d r = O(r). Now, we use Taylor expansion again to obtain
This can be rewritten as r Plugging the formulas for c r and d r into (8), we find that
As a side effect of Proposition 3.3, we can also observe that for sufficiently large r, the constant σ 2 r is strictly positive. As a consequence, the parameter a r (T n ) is asymptotically normally distributed in these cases. However, we can do even better: we can prove that a r (T n ) always admits a Gaussian limit law, except for an-in some sense-pathological case. Proposition 3.4. Let T be a simply generated family of trees and fix r ∈ ≥1 . Then the random variable a r (T n ) is asymptotically normally distributed, except in the case of d-ary trees when r = 1. In all other cases we find that for x ∈ we have
Proof. Observe that as soon as we are able to prove that the variance of a r (T n ) is actually linear with respect to n, i.e., σ 2 r = 0, all conditions of [2, Theorem 2.23] hold and are checked easily, thus proving a Gaussian limit law.
Our strategy for proving a linear lower bound for the variance relies on choosing two trees T 1 ,
, and a r (T 1 ), a r (T 2 ) < |T 1 | (i.e., neither of the two is completely reduced after r steps, and the number of vertices removed after r steps differs between T 1 and T 2 ). While this is not possible in the case where r = 1 and T is a family of d-ary trees (where the number of leaves, and thus the number of removed nodes when cutting the tree once only depends on the tree size), such trees can always be found in all other cases. To be more precise, if r = 1 and T is not a d-ary family of trees, there have to be at least three different possibilities for the number of children, namely 0, d, and e. Then, in a sufficiently large tree T 1 , the number of inner nodes with d children can be reduced by e, and the number of inner nodes with e children can be increased by d in order to obtain a tree T 2 of the same size with a different number of leaves, thus satisfying our conditions.
For the case r ≥ 2, observe that the problem above cannot arise as cutting the leaves off some tree in T does not necessarily yield another tree in T . Let d be a positive integer for which the weight w d is positive (i.e., a node in a tree in T can have d children). We choose T 1 to be the complete d-ary tree of height r. A second d-ary tree T 2 is then constructed by arranging the same number of internal vertices as a path and by attaching suitably many leaves. The handshaking lemma then guarantees that both trees have the same size; but a r (T 1 ) is obviously larger than a r (T 2 ). It is well-known (see e.g. [1] or [13] for stronger results) that large trees (except for a negligible proportion) contain a linear (with respect to the size of the tree) number of copies of T 1 and T 2 as fringe subtrees. To be more precise, this means that there is a positive constant c > 0 such that the probability that a tree of size n contains at least cn copies of the patterns T 1 and T 2 is greater than 1/2. Now, consider a large random tree T in T and replace all occurrences of T 1 and T 2 by marked vertices. If m denotes the number of marked vertices in the corresponding tree, then m is of linear size with respect to the tree size n, except for a negligible proportion of trees. Given that, after replacing the patterns, the remaining tree contains m marked nodes, the number of occurrences of T 1 in the original (random) tree follows a binomial distribution with size parameter m and probability
) ∈ (0, 1) that only depends on the weights of the patterns. If we let c 1 and c 2 be the number of occurrences of T 1 and T 2 respectively, then we have
where A only depends on the shape of the reduced tree with T 1 and T 2 replaced by marked vertices. Let M denote the random variable modeling the number of marked nodes in the reduced tree obtained from a tree T of size n. Then, via the law of total variance we find
The last inequality can be justified via the law of total expectation combined with the fact that the number of marked nodes in a tree with replaced patterns is at least cn with probability greater than 1/2. This proves that the variance of a r (T n ) has to be of linear order. Finally, in order to prove that the speed of convergence is O(n −1/2 ), we replace the formulation of Hwang's Quasi-Power Theorem without quantification of the speed of convergence (cf. [2, Theorem 2.22]) in the proof of [2, Theorem 2.23] with a quantified version (see [11] or [10] for a generalization to higher dimensions).
The following theorem summarizes the results of the asymptotic analysis in this section. Theorem 1. Let r ∈ ≥1 be fixed and T be a simply generated family of trees with weight generating function Φ and fundamental constant τ, and set ρ = τ/Φ(τ). If T n denotes a random tree from T of size n (with respect to the probability measure defined on T ), then for n → ∞ the expected number of removed nodes when applying the "cutting leaves" procedure r times to T n and the corresponding variance satisfy
2τ 4 ,
Furthermore, for r → ∞ the constants µ r and σ 2 r behave like
Finally, if r ≥ 2 or T is not a family of d-ary trees, then a r (T n ) is asymptotically normally distributed, meaning that for x ∈ we have
OUTLOOK
Our approach for analyzing the "cutting leaves" reduction procedure on simply generated families of trees can be adapted to work for other families of trees as well. In this section, we describe two additional classes of rooted trees to which our approach is applicable and give qualitative results. Details on the analysis for these classes as well as quantitative results will be given in the full version of this extended abstract.
The two additional classes of trees are Pólya trees and noncrossing trees. Pólya trees are unlabeled rooted trees where the ordering of the children is not relevant. Uncrossing trees, on the other hand, are special labeled trees that satisfy two conditions:
-the root node has label 1, -when arranging the vertices in a circle such that the labels are sequentially ordered, none of the edges of the tree are crossing.
Obviously, noncrossing trees have their name from the second property. Both classes of trees, Pólya trees as well as noncrossing trees, are illustrated in Figure 2 . The basic principle in the analysis of both of these tree classes is the same: we leverage the recursive nature of the respective family of trees to derive a functional equation for A r (x, u). From there, similar techniques as in Section 3.2 (i.e., implicit differentiation and propagation of the singular expansion of the basic generating function F (x)) can be used to obtain (arbitrarily precise) asymptotic expansions for the mean and the variance of the number of deleted nodes when cutting the tree r times.
Qualitatively, in both of these cases we can prove a theorem of the following nature. Note that more precise asymptotic expansions for the mean and the variance (with explicitly known constants) can also be computed.
