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This paper extends the quickest path problem to a stochastic flow network in which
the capacity of each arc is variable. We mainly evaluate the system reliability that d
units of data can be sent from the source to the sink under both time threshold T and
budget B. In particular, the data are transmitted through multiple disjoint minimal paths
simultaneously in order to reduce the transmission time. A simple algorithm is proposed
to generate all lower boundary points for (d, T , B), and the system reliability can then be
computed in terms of such points by utilizing a union of subsets. Computational complexity
in both worst case and average cases show that the proposed algorithm can be executed
efficiently.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
For a network in which each arc has the length attribute, the shortest path problem is one of the well-known and
practical problems in computer science, operations research, networking and other areas. When goods or commodities are
transmitted from the source node to the sink node through a flownetwork, it is desirable to adopt the shortest path, least cost
path, largest capacity path, shortest delay path, or some combination of multiple criteria [1–4], which are all variants of the
shortest path problem. From the viewpoint of quality management, it is an essential issue to reduce the transmission time
through the time-based network, especially through computer and telecommunication networks. Hence, a version of the
shortest path problem called the quickest path problem [5] arises to find a path (named the quickest path) with minimum
transmission time for sending a given amount of data from the source to the sink, where each arc has two attributes; the
capacity and the lead time [5–8]. More specifically, the capacity and the lead time are both assumed to be deterministic.
Since then, several variants of quickest path problems are proposed; constrained quickest path problem [9,10], the first k
quickest paths problem [11–14], and all-pairs quickest path problem [15].
For many modern flow networks such as computer networks, telecommunication networks, urban traffic networks,
logistics networks, etc., the arc’s capacity should be variable due to failure, partial failure, maintenance, etc. Such a network
is the so-called a stochastic flow network [16–24] inwhich each arc has several possible capacities or states. It is noteworthy
that no time attribute is considered in the previous literatures. The purpose of this paper is mainly to extend the quickest
path problem to a general case that the data are transmitted through multiple disjoint minimal paths (MPs) simultaneously
to reduce the transmission time, where an MP is an ordered sequence of arcs from the source to the sink without loops. We
model a stochastic flow network with a time attribute to focus on the transmission time. For convenience, this paper first
concentrates on the transmission time through two MPs. The case to transmit the data through more than two MPs can be
extended easily. Besides, cost is another crucial factor in enterprise competing. The budget constraint is thus included in
our problem. We evaluate the probability that the stochastic flow network can send d units of data from the source to the
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sink under both time threshold T and budget B. Such a probability is named the system reliability throughout this paper.
Algorithm I is first proposed in Section 3 to generate all lower boundary points for (d, T , B), the minimal system states
fulfilling the requirements. The system reliability may be calculated in terms of such points by utilizing a union of subsets.
An illustrative example in different cases is presented in Section 4. Computational complexity analysis of the algorithm is
shown in Section 5. The extension to a more than 2 MPs case is demonstrated in Section 6.
2. Problemmodeling
Let G = (N, A, L,M, C) denote a stochastic flow network with a source and a sink where N denotes the set of nodes,
A = {ai|1 ≤ i ≤ n} denotes the set of arcs, L = {li|1 ≤ i ≤ n}with li denoting the lead time of ai,M = {mi|1 ≤ i ≤ n}with
mi denoting the maximal capacity of ai, and C = {ci|1 ≤ i ≤ n}with ci denoting the transmission cost on ai. The capacity is
the maximal number of data sent through the medium (an arc or an MP) per unit of time. The transmission cost is counted
by each unit of flow. The (current) capacity of arc ai, denoted by xi, takes possible value 0 = bi1 < bi2 < · · · < biri = mi,
where bij is an integer for j = 1, 2, . . . , ri. The vector X = (x1, x2, . . . , xn) is called the system state of G. Such a G is assumed
to further satisfy the following assumptions:
1. All data are sent through two MPs simultaneously.
2. Each node is perfectly reliable.
3. The capacity of each arc is a random variable with a given probability distribution.
4. The capacities of different arcs are statistically independent.
Suppose there are mMPs; P1, P2, . . . , Pm. For each MP Pj = {aj1, aj2, . . . , ajnj}, j = 1, 2, . . . ,m, the capacity of Pj under
the system state X is min1≤k≤nj(xjk). If d units of data are transmitted only through Pj, then the total cost F(d, Pj) is
F(d, Pj) =
nj−
i=1
(d · cji), (1)
where (d.cji) is the total cost through aji for 1 ≤ i ≤ nj. On the other hand, the transmission time to send d units of data
through Pj under the system state X , denoted by λ(d, X, Pj), is
lead time of Pj +

d
the capacity of Pj

=
nj−
k=1
ljk +
 dmin1≤k≤nj xjk
 , (2)
where ⌈x⌉ is the smallest integer such that ⌈x⌉ ≥ x. It contradicts the time threshold if λ(d, X, Pj) > T . We have the result
of Lemma 1.
Lemma 1. λ(d, X, Pj) ≥ λ(d, Y , Pj) if X < Y .
Proof. If X < Y , then xjk ≤ yjk for each ajk ∈ Pj and min1≤k≤nj xjk ≤ min1≤k≤nj yjk. Thus,

d
min1≤k≤nj xjk

≥

d
min1≤k≤nj yjk

and
λ(d, X, Pj) ≥ λ(d, Y , Pj). 
Let d1 and d2 be the assigned demands through the first and second MP, respectively. Without loss of generality, say P1
and P2. The following equation states that the total cost under both P1 and P2 cannot exceed the budget,
F(d1, P1)+ F(d2, P2) ≤ B. (3)
For convenience, let Γ = {(d1, d2)|(d1, d2)satisfies constraint (3)}. The notation ϕ(d1, d2, X, B) denotes the minimum
transmission time to send d1 and d2 units of data through P1 and P2, respectively, under both the system state X and budget
B. For the demand pair (d1, d2) ∈ Γ ,
ϕ(d1, d2, X, B) = max{λ(d1, X, P1), λ(d2, X, P2)}. (4)
Moreover, let θ(d, X, B) denote the minimum transmission time to send d units of data from the source to the sink under
both the system state X and budget B, then
θ(d, X, B) = min
(d1,d2)∈Γ
{ϕ(d1, d2, X, B)}. (5)
The system reliability Rd,T ,B to meet both the time threshold and budget constraint is thus Pr{X |θ(d, X, B) ≤ T }. Any system
state X with θ(d, X, B) ≤ T means that X can send d units of data from the source to the sink under both time threshold T
and budget B. LetΦ be the set of such X , andΦmin = {X |X is minimal inΦ}, where Y ≥ X if yi ≥ xi for i = 1, 2, . . . , n, and
Y > X if Y ≥ X and yi > xi for at least one i. Then X ∈ Φmin is called a lower boundary point for (d, T , B) throughout this
paper. Equivalently, X is a lower boundary point for (d, T , B) if and only if (i) θ(d, X, B) ≤ T and (ii) θ(d, Y , B) > T for any
system state Y with Y < X . Hence, we have the following lemma to revise the system reliability equation.
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Lemma 2. If X is a lower boundary point for (d, T , B), then Y ∈ Φ for any Y > X.
Proof. Since X is a lower boundary point for (d, T , B), there exists a (d1, d2) ∈ Γ such that θ(d, X, B) ≤ T and F(d1,
P1) + F(d2, P2) ≤ B. Lemma 1 states that λ(d, Y , Pj) ≤ λ(d, X, Pj) for any Y > X . Hence, max{λ(d1, Y , P1), λ(d2, Y , P2)}
≤ max{λ(d1, X, P1), λ(d2, X, P2)}, equivalently, ϕ(d1, d2, Y , B) ≤ ϕ(d1, d2, X, B). Then min(d1,d2)∈Γ {ϕ(d1, d2, Y , B)} ≤
min(d1,d2)∈Γ {ϕ(d1, d2, X, B)}. We conclude that Y ∈ Φ by obtaining θ(d, Y , B) ≤ θ(d, X, B) ≤ T . 
Lemma 2 implies that Pr{X |θ(d, X, B) ≤ T } = Pr{X |X ≥ Xj for a lower boundary point Xj for (d, T , B)}. Suppose there are
s lower boundary points for (d, T , B). Let δj = {X |X ≥ Xj}, then the system reliability can be represented as union of subsets
as follows:
Rd,T ,B = Pr

s
j=1
δj

. (6)
Several methods such as inclusion–exclusion [25,18–23], disjoint-event method [25,26] and state–space decomposition
[27,28,16,17] can be applied to calculate Pr
s
j=1 δj

.
3. The algorithm
Suppose P1 = {a1, a2, . . . , aq} and P2 = {aq+1, aq+2, . . . , aq+r}. Then all lower boundary points for (d, T , B) can be
generated as follows.
Algorithm I.
Step 0. [Initialization]Φmin = ∅, j = 0.
Step 1. Find the largest assigned demands d1 and d2 such that
∑q
k=1 lk+

d1
min1≤k≤q mk

≤ T and∑q+rk=q+1 lk+ d2minq+1≤k≤q+r mk ≤ T , respectively.
Step 2. Generate all non-negative integer solutions of d1 + d2 = dwhere d1 ≤ d1 and d2 ≤ d2.
Step 3. For each solution (d1, d2), do the following steps.
3.1 Find the transmission cost F(d1, P1) =∑qi=1(d1 · ci).
3.2 Find the transmission cost F(d2, P2) =∑q+ri=q+1(d2 · ci).
3.3 If F(d1, P1)+ F(d2, P2) > B, then goto step (3.9).
3.4 Find the minimal capacity v1 of P1 such that d1 units of data can be sent through P1 under time threshold. That
is, find the smallest integer v1 such that
q−
k=1
lk +

d1
v1

≤ T . (7)
3.5 For P2, find the smallest integer v2 such that
q+r−
k=q+1
lk +

d2
v2

≤ T . (8)
3.6 j = j+ 1. Xj = (x1, x2, . . . , xn) is obtained according to
xi =
minimal capacity u of ai such that u ≥ v1 if ai ∈ P1
minimal capacity u of ai such that u ≥ v2 if ai ∈ P2
0 if others.
(9)
3.7 For k = 1 to j− 1, if Xj < Xk, then delete Xk fromΦmin; if Xj ≥ Xk, then go to step (3.9).
3.8 Φmin = Φmin ∪ {Xj}.
3.9 Next (d1, d2).
Steps 3.1–3.6 guarantee that θ(d, Xj, B) ≤ T . The Xj is a candidate of lower boundary point for (d, T , B). Step 3.7 further
checks the qualification of the candidates. To make it clear that all lower boundary points for (d, T , B) can be generated by
the proposed algorithm, the following lemma is necessary.
Lemma 3. All lower boundary points for (d, T , B) are generated from the proposed algorithm.
Proof. We first claim that every obtained Xj ∈ Φmin from the proposed algorithm is a lower boundary point for (d, T , B).
Suppose Xj is not a lower boundary point for (d, T , B), then there exists a lower boundary point Y = (y1, y2, . . . , yn)
for (d, T , B) such that Y < Xj. Without loss of generality, we assume an arc ah ∈ P1 such that yh < xh. It is known that xh
is the minimal capacity of ah such that xh ≥ v1. The situation yh < xh results in that yh < v1 and∑qk=1 lk +  d1yh  > T . It
contradicts that Y is a lower boundary point for (d, T , B). Hence, Xj is a lower boundary point for (d, T , B).
Conversely, we claim that every lower boundary point for (d, T , B) belongs to {X1, X2, . . . , Xw} which is generated from
the proposed algorithm. Let X be a lower boundary point for (d, T , B). Suppose to the contrary that X ∉ {X1, X2, . . . , Xw}.
Without loss of generality, there exists an arc ai ∉ P1 ∪ P2 such that xi > 0. Set Y = (x1, x2, . . . , xi − z, . . . , xn), where
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Table 1
The arc data of Fig. 1.
Arc Capacity Probability Lead time Cost
a1 3* 0.80 2 3
2 0.10
1 0.05
0 0.05
a2 3 0.80 1 4
2 0.10
1 0.05
0 0.05
a3 3 0.80 3 1
2 0.10
1 0.05
0 0.05
a4 1 0.90 3 3
0 0.10
a5 2 0.80 1 3
1 0.10
0 0.10
a6 4 0.60 2 4
3 0.20
2 0.10
1 0.05
0 0.05
a7 5 0.55 2 2
4 0.10
3 0.10
2 0.10
1 0.10
0 0.05
a8 4 0.70 1 2
3 0.10
2 0.10
1 0.05
0 0.05
* Pr{the capacity of a1 is 3} = 0.80.
Fig. 1. A benchmark network.
(xi − z) is the maximal capacity of ai such that (xi − z) < xi. Then λ(d, Y , P1) ≤ T and λ(d, Y , P2) ≤ T . That contradicts
that X is a lower boundary point for (d, T , B). Hence, any lower boundary point for (d, T , B) belongs to {X1, X2, . . . , Xw}. We
conclude that all lower boundary points for (d, T , B) is the set of X generated from the algorithm. 
4. A numerical example
We use a benchmark network shown in Fig. 1 [29,9,5] to illustrate Algorithm I and how the system reliability may be
calculated. The capacity and the lead time of each arc are both shown in Table 1.
4.1. Case I
If 8 units of data are required to be sent through P1 = {a1, a4} and P2 = {a3, a7, a8} under both time threshold 9 and
budget 50, then all lower boundary points for (8, 9, 50) and the system reliability R8,9,50 to meet such a requirement can be
derived as follows.
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Table 2
Results of case I.
(d1, d2) F(d1, P1) F(d2, P2) Total cost (v1, v2) X X ∈ Φmin? Remark
(4, 4) 24 20 44 (1, 2) X1 = (1, 0, 2, 1, 0, 0, 2, 2) Yes
(3, 5) 18 25 43 (1, 2) X2 = (1, 0, 2, 1, 0, 0, 2, 2) No X2 ≥ X1
(2, 6) 12 30 42 (1, 2) X3 = (1, 0, 2, 1, 0, 0, 2, 2) No X3 ≥ X1
(1, 7) 6 35 41 (1, 3) X4 = (1, 0, 3, 1, 0, 0, 3, 3) No X4 ≥ X1
(0, 8) 0 40 40 (0, 3) X5 = (0, 0, 3, 0, 0, 0, 3, 3) Yes
Table 3
Results of case II.
(d1, d2) F(d1, P1) F(d2, P2) Total cost (v1, v2) X X ∈ Φmin? Remark
(6, 2) 36 10 46 (1, 1) X1 = (1, 0, 1, 1, 0, 0, 1, 1) Yes
(5, 3) 30 15 45 (1, 1) X2 = (1, 0, 1, 1, 0, 0, 1, 1) No X2 ≥ X1
(4, 4) 24 20 44 (1, 1) X3 = (1, 0, 1, 1, 0, 0, 1, 1) No X3 ≥ X1
(3, 5) 18 25 43 (1, 1) X4 = (1, 0, 1, 1, 0, 0, 1, 1) No X4 ≥ X1
(2, 6) 12 30 42 (1, 2) X5 = (1, 0, 2, 1, 0, 0, 2, 2) No X5 ≥ X1
(1, 7) 6 35 41 (1, 2) X6 = (1, 0, 2, 1, 0, 0, 2, 2) No X6 ≥ X1
(0, 8) 0 40 40 (0, 2) X7 = (0, 0, 2, 0, 0, 0, 2, 2) Yes
Step 0. Φmin = ∅, j = 0.
Step 1. The largest demand d1 such that (l1 + l4)+

d1
min{m1,m4}

≤ 9 is 4. The largest demand d2 such that (l3 + l7 + l8)+
d2
min{m3,m7,m8}

≤ 9 is 9.
Step 2. Generate all non-negative integer solutions of d1 + d2 = 8 where d1 ≤ 4 and d2 ≤ 9. The solutions are (4, 4), (3, 5),
(2, 6), (1, 7), and (0, 8).
Step 3. For (d1, d2) = (4, 4),
3.1 F(4, P1) = 4× c1 + 4× c4 = 24.
3.2 F(4, P2) = 4× c3 + 4× c7 + 4× c8 = 20.
3.3 F(4, P1)+ F(4, P2) < 50.
3.4 The lead time of P1 is l1 + l4 = 5. Then v1 = 1 is the smallest integer such that

5+

4
v1

≤ 9.
3.5 The lead time of P2 is l3 + l7 + l8 = 6. Then v2 = 2 is the smallest integer such that

6+

4
v2

≤ 9.
3.6 X1 = (x1, x2, x3, x4, x5, x6, x7, x8) = (1, 0, 2, 1, 0, 0, 2, 2).
....
The results are concluded in Table 2.
Two lower boundary points for (8,9,50) are generated. Let δ1 = {X |X ≥ X1} and δ5 = {X |X ≥ X5}. Then the system
reliability R8,9,50 = Pr{δ1 ∪ δ5} = 0.5886675 + 0.48 − 0.4104 = 0.6582675 by applying inclusion–exclusion. In the
calculating process,
Pr{δ1} = Pr{X ≥ (1, 0, 2, 1, 0, 0, 2, 2)} = Pr{x1 ≥ 1} × Pr{x2 ≥ 0} × Pr{x3 ≥ 2} × Pr{x4 ≥ 1}
× Pr{x5 ≥ 0} × Pr{x6 ≥ 0} × Pr{x7 ≥ 2} × Pr{x8 ≥ 2}
= 0.95× 1× 0.9× 0.9× 1× 1× 0.85× 0.9 = 0.5886675,
Pr{δ5} = Pr{X ≥ (0, 0, 3, 0, 0, 0, 3, 3)} = Pr{x1 ≥ 0} × Pr{x2 ≥ 0} × Pr{x3 ≥ 3} × Pr{x4 ≥ 0}
× Pr{x5 ≥ 0} × Pr{x6 ≥ 0} × Pr{x7 ≥ 3} × Pr{x8 ≥ 3}
= 1× 1× 0.8× 1× 1× 1× 0.75× 0.8 = 0.48,
Pr{δ1 ∩ δ5} = Pr{(X ≥ (1, 0, 2, 1, 0, 0, 2, 2)) ∩ (X ≥ 0, 0, 3, 0, 0, 0, 3, 3)}
= Pr{X ≥ (1, 0, 3, 1, 0, 0, 3, 3)} = 0.4104.
4.2. Case II
For another case that time threshold is loosened to be 11, the results are concluded in Table 3. Two lower boundary
points for (8, 11, 50) are generated: X1 = (1, 0, 1, 1, 0, 0, 1, 1) and X7 = (0, 0, 2, 0, 0, 0, 2, 2). The system reliability R8,11,50
increases to 0.8328881225.
4.3. Case III
New data for each arc are shown in Table 4 where the possible capacity of each arc does not appear in consecutive
integers. If 20 units of data are required to be sent through P1 = {a1, a4} and P2 = {a3, a7, a8} under both time threshold 12
and budget 120, then the system reliability R20,12,120 = 0.78545625. The calculation process is concluded in Table 5.
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Table 4
New data for arcs.
Arc Capacity Probability Lead time Cost
a1 5 0.85 2 3
3 0.05
1 0.05
0 0.05
a2 5 0.80 1 4
3 0.10
1 0.05
0 0.05
a3 6 0.80 3 1
3 0.10
1 0.05
0 0.05
a4 2 0.95 3 3
0 0.05
a5 3 0.90 1 3
0 0.10
a6 7 0.60 2 5
5 0.20
3 0.10
1 0.05
0 0.05
a7 9 0.70 2 2
7 0.10
5 0.05
3 0.05
1 0.05
0 0.05
a8 7 0.75 1 2
5 0.10
3 0.05
1 0.05
0 0.05
Table 5
Results of case III.
(d1, d2) F(d1, P1) F(d2, P2) Total cost (v1, v2) X X ∈ Φmin? Remark
(14, 6) 84 30 114 (2, 1) X1 = (2, 0, 1, 2, 0, 0, 1, 1) Yes
(13, 7) 78 35 113 (2, 2) X2 = (2, 0, 2, 2, 0, 0, 2, 2) No X2 ≥ X1
(12, 8) 72 40 112 (2, 2) X3 = (2, 0, 2, 2, 0, 0, 2, 2) No X3 ≥ X1
(11, 9) 66 45 111 (2, 2) X4 = (2, 0, 2, 2, 0, 0, 2, 2) No X4 ≥ X1
(10, 10) 60 50 110 (2, 2) X5 = (2, 0, 2, 2, 0, 0, 2, 2) No X5 ≥ X1
(9, 11) 54 55 109 (2, 2) X6 = (2, 0, 2, 2, 0, 0, 2, 2) No X6 ≥ X1
(8, 12) 48 60 108 (2, 2) X7 = (2, 0, 2, 2, 0, 0, 2, 2) No X7 ≥ X1
(7, 13) 42 65 107 (1, 3) X8 = (1, 0, 3, 1, 0, 0, 3, 3) Yes
(6, 14) 36 70 106 (1, 3) X9 = (1, 0, 3, 1, 0, 0, 3, 3) No X9 ≥ X8
(5, 15) 30 75 105 (1, 3) X10 = (1, 0, 3, 1, 0, 0, 3, 3) No X10 ≥ X8
(4, 16) 24 80 104 (1, 3) X11 = (1, 0, 3, 1, 0, 0, 3, 3) No X11 ≥ X8
(3, 17) 18 85 103 (1, 3) X12 = (1, 0, 3, 1, 0, 0, 3, 3) No X12 ≥ X8
(2, 18) 12 90 102 (1, 3) X13 = (1, 0, 3, 1, 0, 0, 3, 3) No X13 ≥ X8
(1, 19) 6 95 101 (1, 4) X14 = (1, 0, 4, 1, 0, 0, 4, 4) No X14 ≥ X8
(0, 20) 0 100 100 (0, 4) X15 = (0, 0, 4, 0, 0, 0, 4, 4) Yes
5. Computational complexity
Computational complexity of Algorithm I is analyzed as follows. In Step 1, it takes at most O(n) time to find the largest
assigned demands d1 and d2. In step 2, there are at most (d + 1) solutions of d1 + d2 = d. For each (d1, d2), it spends O(n)
time to test the budget constraint (steps 3.1–3.3) in the worst case. It subsequently takes at most O(n) time to test the time
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Table 6
CPU-time (in second) for five cases.
Number of
nodes
Number of
arcs
Step Random
network 1
Random
network 2
Random
network 3
Random
network 4
Random
network 5
Random
network 6
Random
network 7
10 15 Step 1 0a 0 0 0 0 0 0
Step 2 0 0 0 0 0 0 0
Step 3 0.02 0.03 0.01 0.04 0.02 0.03 0.01
Total 0.02 0.03 0.01 0.04 0.02 0.03 0.01
15 25 Step 1 0 0 0 0 0 0 0
Step 2 0 0 0 0 0 0 0
Step 3 0.05 0.08 0.10 0.07 0.09 0.08 0.11
Total 0.05 0.08 0.10 0.07 0.09 0.08 0.11
20 30 Step 1 0 0 0 0 0.001 0 0
Step 2 0 0 0 0 0 0 0
Step 3 0.14 0.15 0.20 0.18 0.21 0.16 0.24
Total 0.14 0.15 0.20 0.18 0.21 0.16 0.24
40 60 Step 1 0 0 0 0 0 0 0
Step 2 0 0 0 0 0 0 0
Step 3 0.33 0.27 0.38 0.29 0.43 0.35 0.38
Total 0.33 0.27 0.38 0.29 0.43 0.35 0.38
60 100 Step 1 0 0 0 0 0 0 0
Step 2 0 0 0 0 0 0 0
Step 3 0.96 1.18 0.82 0.99 1.46 0.90 1.33
Total 0.96 1.18 0.82 0.99 1.46 0.90 1.33
a 0 means that the computational time is fewer than 0.001 s.
Fig. 2. A stochastic-flow network.
threshold (steps 3.4 and 3.5) and transform to X (step 3.6). The set Φmin contains at most (d + 1) elements. Step 3.7 needs
O(dn) time to compare with other X for each Xj and O(d2n) time for all Xj in the worst case. Hence, step 3 needs O(d2n) time
to generate all lower boundary points for (d, T , B). In sum, it takes at most O(d2n) time to execute the proposed algorithm.
Hence, the computational time is linear with the number of arcs and linear with the square of number of demand. It seems
that O(10 000n) is needed if d = 100. In practice, we may divide 100 to be (d1, d2) = (100, 0), (90, 10), (80, 20), (70, 30),
(60, 40), (50, 50), (40, 60), (30, 70), (20, 80), (10, 90), and (0, 100) if d1 and d2 vary in units of 10. The number of feasible
(d1, d2) is 11 but not 101. Thus only O(100n) time is needed. The complexity of the proposed algorithm is O(ρ2n) in practice,
where ρ is the number of feasible (d1, d2).
Besides, we proceed with the computational complexity on several numerical experiments. Algorithm I is run for five
cases: 10 nodes with 15 arcs, 15 nodes with 25 arcs, 20 nodes with 30 arcs, 40 nodes with 60 arcs, and 60 nodes with 100
arcs. For each case, we generate seven random networks. Each arc has capacities 0, 10, 30, 50, 70 with the corresponding
probabilities 0.05, 0.05, 0.10, 0.10, 0.70. The lead time and cost of each arc are set to be 3 and 4, respectively. The (time
threshold, budget) pairs in five cases are set to be (20, 200), (30, 300), (40, 400), (55, 600) and (75, 1000). Table 6 shows
the CPU-time of the proposed algorithm programmed in C language if the demand is 100. All programs were executed on a
personal computer with a Pentium 4-3.2 GHz CPU, 1MB RAM, andWindows XP operating system. For themore complicated
case with 60 nodes and 100 arcs, no more than 1.5 s were needed to execute the proposed algorithm. Hence, Algorithm I
can be executed in a reasonable time.
6. Extension to the more than two MPs case
The proposed algorithm can be extended to the w (more than two) MPs case easily. The algorithm is thus revised as
follows.
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Table 7
The arc data of Fig. 2.
Arc Capacity Probability Lead time Cost
a1 5 0.85 2 3
3 0.05
1 0.05
0 0.05
a2 5 0.80 2 4
3 0.10
1 0.05
0 0.05
a3 4 0.85 3 1
2 0.05
1 0.05
0 0.05
a4 3 0.90 3 3
1 0.05
0 0.05
a5 5 0.85 2 3
3 0.05
1 0.05
0 0.05
a6 6 0.80 3 2
4 0.05
2 0.05
1 0.05
0 0.05
a7 4 0.85 3 1
2 0.05
1 0.05
0 0.05
a8 2 0.95 1 1
0 0.05
a9 5 0.80 2 5
3 0.05
2 0.05
1 0.05
0 0.05
a10 7 0.65 2 2
5 0.10
4 0.10
2 0.05
1 0.05
0 0.05
a11 6 0.70 4 3
4 0.10
2 0.10
1 0.05
0 0.05
a12 2 0.95 4 2
0 0.05
Algorithm II. Step 0. [Initialization]Φmin = ∅, f = 0.
Step 1. For Pj = {aj1, aj2, . . . , ajnj}, j = 1, 2, . . . , w, find the largest assigned demand dj such that
∑nj
k=1 ljk+

dj
min1≤k≤nj Mjk

≤ T .
Step 2. Generate all non-negative integer solutions of
∑w
j=1 dj = d and dj ≤ dj, j = 1, 2, . . . , w.
Step 3. Do steps (3.1)–(3.6) for each (d1, d2, . . . , dw).
3.1 Find the transmission cost F(dj, Pj) =∑njk=1(dj · cjk).
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Table 8
Results of example 6.1.
(d1, d2, d3) Total cost (v1, v2, v3) X X ∈ Φmin? Remark
(5, 4, 5) 114 (3, 4, 5) X1 = (3, 3, 4, 0, 5, 4, 4, 0, 5, 5, 6, 0) No X1 ≥ X2
(6, 3, 5) 116 Exceed budget
(7, 2, 5) 118 Exceed budget
(8, 1, 5) 120 Exceed budget
(6, 4, 4) 112 (3, 4, 4) X2 = (3, 3, 4, 0, 5, 4, 4, 0, 5, 4, 4, 0) Yes
(7, 3, 4) 114 (4, 3, 4) X3 = (5, 5, 4, 0, 3, 4, 4, 0, 5, 4, 4, 0) No X3 ≥ X5
(8, 2, 4) 116 Exceed budget
(7, 4, 3) 110 (4, 4, 3) X4 = (5, 5, 4, 0, 5, 4, 4, 0, 3, 4, 4, 0) No X4 ≥ X5
(8, 3, 3) 112 (4, 3, 3) X5 = (5, 5, 4, 0, 3, 4, 4, 0, 3, 4, 4, 0) Yes
(8, 4, 2) 108 (4, 4, 2) X6 = (5, 5, 4, 0, 5, 4, 4, 0, 2, 2, 2, 0) Yes
3.2 If
∑w
j=1 F(dj, Pj) > B, then goto step (3.7).
3.3 For j = 1, 2, . . . , w, find the minimal capacity vj of Pj such that dj units of data can be transmitted through Pj
under T . That is, find the smallest integer vj such that
nj−
k=1
ljk +

dj
vj

≤ T . (10)
3.4 f = f + 1. Xf = (x1, x2, . . . , xn) is obtained via
xi =

minimal capacity u of ai such that u ≥ vj if ai ∈ Pj, j = 1, 2, . . . , k,
0 if others. (11)
3.5 For g = 1 to f − 1, if Xf < Xg , thenΦmin = Φmin \ {Xg}; if Xf ≥ Xg , then goto step (3.7).
3.6 Xf is a lower boundary point for (d, T , B) andΦmin = Φmin ∪ {Xf }.
3.7 Next (d1, d2, . . . , dw).
3.8 End.
6.1. A numerical example
We use a random network shown in Fig. 2 to illustrate the solution process. The capacity and the lead time of each arc
are both shown in Table 7. If 14 units of data are required to be transmitted through P1 = {a1, a2, a3}, P2 = {a5, a6, a7}, and
P3 = {a9, a10, a11} under both time threshold 9 and budget 115, then the results are summarized in Table 8. Three lower
boundary points for (14, 9, 115) are generated. Let δ1 = {X |X ≥ X2}, δ2 = {X |X ≥ X5}, and δ3 = {X |X ≥ X6}, then the
system reliability R14,9,115 = Pr{δ1 ∪ δ2 ∪ δ3} = 0.307754004.
7. Summary and discussion
For a stochastic flow network with time attribute, the quickest path problem is modified to an evaluation problem. It
evaluates system reliability that d units of data can be sent through twoMPs under both time threshold T and budget B. We
utilize the system state X and MPs to describe the stochastic flow network in order to model a computer network. The idea
of lower boundary points for (d, T , B), the minimal system states satisfying the requirement, is first proposed. Subsequently
the system reliability can be computed in terms of all lower boundary points for (d, T , B). If d is treated as a variable, then∑
d Rd,T ,B×d is the expected amount of data sent from the source to the sink under both time threshold T and budget B. From
the quality management point of view, we can treat the system reliability as a performance index, and conduct the sensitive
analysis to improve the most important component (e.g., switch or server in computer network) which will increase the
system reliability most significantly.
As the algorithms in [17–21,23], Algorithm I needs the information about MPs. All MPs can be efficiently derived from
the algorithms discussed in [30–33]. Brecht and Colbourn [31] had proposed an algorithm to generate disjoint MPs. The
algorithm of Al-Ghanim [30] showed an approximate linear time response versus the number of network nodes. And for a
network of 101 nodes, including 10 branch nodes, the computational time per path is 0.518 s (run on a PC 486 machine).
Kobayashi and Yamamoto [32] showed that generating all MPs for a random network with 30 nodes and 100 arcs takes no
more than 1300 s.
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