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ABSTRACT
Wu, Tao PhD, Purdue University, May 2018. Higher-order Random Walk Methods
for Data Analysis . Major Professor: David F. Gleich.
Markov random walk models are powerful analytical tools for multiple areas in
machine learning, numerical optimizations and data mining tasks. The key assumption of a frst-order Markov chain is memorylessness, which restricts the dependence
of the transition distribution to the current state only. However in many applications,
this assumption is not appropriate. We propose a set of higher-order random walk
techniques and discuss their applications to tensor co-clustering, user trails modeling,
and solving linear systems. First, we develop a new random walk model that we call
the super-spacey random surfer, which simultaneously clusters the rows, columns,
and slices of a nonnegative three-mode tensor. This algorithm generalizes to tensors
with any number of modes. We partition the tensor by minimizing the exit probability between clusters when the super-spacey random walk is at stationary. The
second application is user trails modeling, where user trails record sequences of activities when individuals interact with the Internet and the world. We propose the
retrospective higher-order Markov process as a two-step process by frst choosing a
state from the history and then transitioning as a frst-order chain conditional on that
state. This way the total number of parameters is restricted and thus the model is
protected from overftting. Lastly we propose to use a time-inhomogeneous Markov
chain to approximate the solution of a linear system. Multiple simulations of the random walk are conducted to approximate the solution. By allowing the random walk
to transition based on multiple matrices, we decrease the variance of the simulations,
and thus increase the speed of the solver.

1

1. INTRODUCTION
A random walk defned on a fnite set of states is a stochastic process that describes
a succession of random variables that move from state to state following a certain
probabilistic rule. The Markov chain, named after the Russian mathematician Andrey
Markov, is one of the most well-known and studied random walk processes. The
probabilistic transition rule of a Markov chain (i.e., frst-order Markov chain) requires
the transition be conditioned on the present state only and thus be independent of
any history information. This unique characteristic of Markov chains is also called
memorylessness. Applications of Markov chains span across multiple areas in machine
learning, optimizations and data mining. Here are a few examples:
• Data ranking. Google’s PageRank [1] ranks webpages based on the graph where
each webpage is a graph node and each hyperlink represents an edge between
the nodes. Another example is to rank the nodes given pairwise comparisons, or
more generally k−way comparisons [2, 3], where Markov models can be applied
to generate a stationary distribution that represents the nodes’ scores.
• Optimization through sampling. Markov chain Monte Carlo (MCMC) [4] is a
class of algorithms that generates samples while exploring a large space using
a Markov chain mechanism. It is widely used in optimization tasks [5, 6] for
machine learning.
• Sequence modeling. Markov chains assume certain correlations between neighbor nodes in a sequence, which is widely observed in various datasets, for instance, user trails [7–9] when people surfer the web, or sentences of words where
the previous words provides information for predicting the next word [10].
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• Graph clustering. It is well known that spectral clustering is closely related
to Markov random walk [11]. The normalized cut from a graph perspective is
equivalent as an escape probability between groups of a certain Markov random
walk.
One of the interesting observations about the above applications is the close
connections between the deterministic nature of data used in applications and the
stochastic interpretation of the underlining mechanism. For instance PageRank computes the ranking of websites based on the hyperlinks. One the one hand, the ranking
result is deterministic based on the layout of the hyperlinks. On the other hand, the
underlining Markov process assumes a web surfer randomly visits websites by the
Markovian rule. The total amount of website visits then represents the ranking score
of a website. Another example is when optimizing the parameters of certain machine
learning models such as restricted boltzmann machine (RBM) [5], the parameters
updating procedure is based on the simulations of the corresponding Markov chains,
even though the optimization problem itself should be deterministic given the training data. The reason is because although the Markov process introduces randomness
into the system, there is the invariant of its limiting behavior which is deterministic given the model parameters. Based on this observation, we can summarize that
Markov chains can be applied to various applications of data analysis as long as the
underlying mechanism can be modeled as a Markov process.
The main assumption of the frst-order Markov chain is memorylessness, which
means the transition behavior only depends on the current state. However multiple
recent studies found that frst-order Markov chains do not fully capture user behaviors
in web browsing, transportation and communication networks [12, 13]. Furthermore,
ignoring the e˙ects of second-order Markov dynamics has signifcant negative consequences for downstream applications including community detection, ranking, and
information spreading [12, 14]. An alternative approach to address these problems is
to use higher-order Markov chains in order to incorporate more histories states into
the system. One of the downsides is that the total number of parameters grows ex-
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ponentially with the order of Markov chains, which makes it challenging to eÿciently
compute them and even store them. Moreover the vanilla version of higher-order
Markov chains has its own limitations such as overftting and determining the right
order of the model to use.
Based on Markov principles, we study and propose various techniques that can
be applied in higher-order data analysis. We call them higher-order methods. We
demonstrate that these higher-order methods work in many di˙erent applications as
well. In this thesis we will discuss in detail three applications where higher-order
methods are e˙ectively powerful. They are super-spacey random walk for tensor coclustering, retrospective higher-order Markov process for user trails prediction, and
multi-way Monte Carlo method for linear systems.
Our frst application of higher-order random walk is to co-cluster tensor data.
Data clustering is an application that aims to fnd groups of data points based on
their pairwise similarities. Such pairwise similarity information is usually encoded
in an adjacency matrix of a graph. However many graph-like datasets are more
naturally described by higher-order connections among several entities, and we use
tensors (i.e., hypermatrices) to represent such data. It is well-known that spectral
clustering on the adjacency matrix can be viewed as minimizing the escape probability
of the corresponding Markov chain defned on this adjacency matrix. We generalize
this procedure into the tensor data by introducing a new super-spacey random walk
model, which is an random walk on tensor data. In order to cluster tensor data,
we also seek to minimize a probability measure which we call biased conductance.
This is the General Tensor Spectral Co-clustering (GTSC) framework for clustering
general sparse tensor data. The algorithm takes as input a nonnegative tensor, which
may be sparse, non-square, and asymmetric, and outputs subsets of indices from each
dimension (co-clusters). Furthermore, we show how to use our method on rectangular
tensor data through a tensor symmetrization procedure [15]. In three-mode tensors,
this allows us to simultaneously cluster the rows, columns, and slices of the original
data.
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Our second application uses higher-order random walk models to predict what a
user might do next based the user trails. User trails record sequences of activities
when individuals interact with the Internet and the world. Such data come from
various applications when users write a product review [9], checkin at a physical location [7, 8], visit a webpage, or listen to a song [16]. Understanding the properties and
predictability of these data helps improve many downstream applications including
overall user experiences, recommendations, and advertising [17, 18]. Markov chain
models are widely applied to such data. However one of the main challenges is to
determine the right order of history information to use in the system. Ignoring the
history might underft the data, while modeling more histories could potentially overft the data. Moreover for many of the applications, the evidence of order is not
evenly distributed across the states, which means overftting and underftting might
happen at the same time for di˙erent states. We propose the retrospective higherorder Markov process as a simplifed, special case of a higher-order Markov chain. In
this type of Markov model, the process retrospectively choses a state from the past m
steps of history, and then transitions as a frst-order chain conditional on that state
from history. This assumption helps to restrict the total number of parameters and
protect the model from overftting the correlations between history states.
Lastly we discuss how to solve a linear system of equations by simulating Markov
chains. We use a Markov random walk derived from the linear system to defne a
random variable with its expectation equal to the solution. In order to stochastically
approximate the solution, the average over multiple Monte Carlo simulations of such
random walk are used. We study a generalization of such framework by enabling
the transition matrix to vary based on the random walk steps. At each step of the
random walk, the transition matrix is constructed in a way akin to the Monte Carlo
Almost Optimal (MAO) framework [19, 20]. We call this generalization multi-way
Monte Carlo methods. Moreover, we show that the standard algorithm is a nonoptimal special case in our multi-way random walk settings, whereas our multi-way
random walks choose the optimal transition hypermatrices, which tend to minimize
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the variance. Therefore we are able to decrease the variance of the Monte Carlo
simulations, and as a result the stochastic approximation converges faster. Also the
multi-way random walk method relaxes the condition required for convergence, so
that it can work on a broader set of problems.
All work presented in this thesis has been jointly pursued with my advisor David
F. Gleich. The work in Chapter 3 is joint with Austin Benson and David F. Gleich.
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2. BACKGROUND
We begin with reviews of a few technical preliminaries regarding Markov chains and
tensors. These techniques are presented for completeness.

2.1

Markov Chains
A Markov chain is a stochastic process of a time series of random variables that

transitions from one state to another based on a Markovian rule. Throughout the
thesis we only discuss Markov chains defned on a fnite state space. Formally a frstorder Markov chain is a stochastic process {Xt , t = 0, 1, 2, · · · } defned on the state
space: hni = {1, 2, · · · , n} with the property:
Pr(Xt+1 = i | Xt = j, Xt−1 = it−1 , · · · , X0 = i0 ) = Pr(Xt+1 = i | Xt = j)
for all i, j ∈ hni, where we use the symbol Pr to denote probability.
We call a matrix P column stochastic, if its elements are nonnegative and each
column sums up to 1. Formally:
X

Pi,j = 1 for all j

i=0

Pi,j ≥ 0 for all i, j
It is easy to see that the transition behavior of a frst-order Markov chain can
be represented by a column stochastic matrix P ∈ Rn×n with its element Pi,j =
Pr(Xt+1 = i | Xt = j).
Reducibility. We call a Markov chain irreducible if it is possible to go from every
state to every state (not necessarily in one move). Formally it means for any state i
and state j, there exists an integer Nij > 0 such that:
Pr(XNi j = j | X0 = i) > 0.
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The above notion is also called: state i is accessible from state j. A communicating
class is defned as a maximal set of states C such that every pair of states in C is
accessible from each other. So a Markov chain is said to be irreducible if and only if
there is a single communicating class.
Stationary distribution. The probability distribution vector π is said to be the
stationary distribution of a Markov chain with transition matrix P , if it satisfes:
π = P π.
Intuitively it means if at current time step the Markov chain follows the distribution
π as the probability to start from each state, then at the next time step, the Markov
chain retains the same distribution of its states. When a Markov chain is irreducible,
there exists an unique stationary distribution π with πi > 0 for each state i.
We note that the term stationary distribution describes a distribution that stays
the same during one or more time steps. However it does not describe the long term
behavior of one realization of the Markov chain. For instance, consider the following
Markov chain with transition matrix:
⎡

⎤
0 1
⎦,
P =⎣
1 0
where its stationary distribution is π = [1/2, 1/2]T . However this Markov chain
alternates its two states at each time step, so we have:
⎧
⎪
⎨0 if m is even
.
Pr(Xm = 1 | X0 = 0) =
⎪
⎩1 if m is odd
As we can see the above probability does not converge as the time step m → ∞
because of the existence of periodicity between the two states.
Periodicity. A state i has period k if every return to state i must occur in
multiples of k time steps. Formally k is defned as:
k = gcd{m > 0 : Pr(Xm = i | X0 = i)},
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where gcd denotes the greatest common divisor. A Markov chain is called aperiodic
if k = 1 for every state.
Limiting distribution. For an irreducible and aperiodic Markov chain, the
probability of the state being i for any i ∈ hni after long period of time, converges to
its stationary distribution π. Formally we have:
lim Pr(Xm = j | X0 = i) = πj for all i, j.

m→∞

Mathematically it is also equivalent to say that P m converges to πeT as m → ∞,
where e is the vector of all ones.

2.2

Tensor
A tensor is a multidimensional array. A matrix is a special case of a tensor as it

is a two-dimensional array. Formally we denote a Nth-order (or mode-N) tensor as
P ∈ RI1 ×I2 ×···×IN , with its elements denoted by Pi1 ,i2 ,··· ,iN . In real world application,
it is usually used to encode higher-order information between di˙erent indices. For
instance, we can use a mode-3 tensor to represent connections of people in social
network with value 1 denoting the corresponding three people are connected with
each other. Another example is that we can use a mode-3 tensor to encode users
online rating data with the three indices denoting users, items, and ratings. Other
than higher-order data themselves, tensors can also be used to represent the higherorder random walk transitions as we will introduce in this section. To simplify the
notations, we use mode-3 tensors to demonstrate tensor properties, but the following
discussion can naturally be extended to the cases of higher orders as well.
Cubical and rectangular. A tensor is called cubical if every mode is the same
size, i.e., P ∈ RI×I×I , and is called rectangular otherwise. Usually when the indices
of the tensor represent the same set of entries, such as the social network example
discussed above, the tensor is cubical. On the other hand, indices can represent
di˙erent properties, such as users, items and ratings in the rating data, so in this case
the tensor is rectangular.
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Symmetric tensors. A cubical tensor P ∈ RI×I×I is called symmetric, if and
only if the following holds:
Pi,j,k = Pi,k,j = Pj,i,k = Pj,k,i = Pk,i,j = Pk,j,i for all i, j, k = 1, · · · , I.
Tensor decomposition (i.e., factorization) aims to use a set of vectors or matrices
to reconstruct the tensor by certain mathematical form. The two main decomposition
models are the canonical polyadic decomposition (CP) and the Tucker decomposition
(TD). They are widely used in data analysis tasks such as recommendation systems.
The intuition is similar to that with matrix factorization, as the data inside the tensor
can be structured with certain noises, so the decomposition models aim to extract
the patterns or structures by restricting the freedom of data during reconstruction.
Canonical polyadic decomposition (CP). The CP decomposition factorizes
a tensor into a sum of rank-one tensors:
Pi,j,k =

R
X

Ai,r Bj,r Ck,r for all i, j, k

r=1

and the smallest R is called the rank of the tensor. Finding the rank of a tensor is
a NP-hard problem [21]. In data analysis practice, numerical algorithms are used to
approximate the CP decomposition given a rank R. Such algorithms include gradient
descent and alternating least square, where in each step, two of the three matrices
are fxed in order to optimize of the third one.
Tucker decomposition (TD). The TD decomposes a tensor into a set of matrices and one core tensor:
Pi,j,k =

Q
P X
R
X
X

Tp,q,r Ap,i Bq,j Cr,k .

p=1 q=1 r=1

TD is a generalized form for CP as the core tensor in CP is restricted to be diagonal. Numerically solving the TD is more expensive with the introduction of the core
tensor T into the model. Similar optimization procedures such as higher-order SVD
and alternating least squares and their modifcations can be applied to numerically
optimize the objective. In modern big data analysis, methods like stochastic gradient
descent can be used to gradually improve the decomposition accuracy.
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A tensor can also be used to represent a higher-order Markov chain. A mode(m + 1) tensor P can describe the transition probability of a m − th order Markov
chain. Formally,
Pi,i1 ,i2 ,··· ,im = Pr(Xt+1 = i | Xt = i1 , Xt−1 = i2 , · · · , X1 = it , X0 = it+1 )
= Pr(Xt+1 = i | Xt = i1 , Xt−1 = i2 , · · · , Xt−m+1 = im ),
where i, i1 , i2 , · · · , im , · · · , it+1 ∈ hni. The transition tensor P satisfes:
Pi,i1 ,i2 ,··· ,im ≥ 0;

X

Pi,i1 ,i2 ,··· ,im = 1,

i

and we call such tensors stochastic.
It can be easily shown that any higher-order Markov chain Xt is equivalent to a
standard frst-order Markov chain Zt by taking a Cartesian product of its state space.
For example,
Pi,j,k = Pr(Xt+1 = i | Xt = j, Xt−1 = k) = Pr(Zt+1 = (i, j) | Zt = (j, k)).
Therefore many of the properties and analytical techniques from the frst-order Markov
chains can still be applied into these higher-order Markov chains.
So far we have been focusing on the time-homogeneous Markov chains by default.
A time-homogeneous Markov chain has the same transition matrix P for each time
step, while time-inhomogeneous Markov chains can have di˙erent transition matrices
for each step. Such systems can be useful when dealing with models that evolve with
time, for instance, data from stock market can have di˙erent properties at di˙erent
times. A mode-3 rectangular tensor with one index to denote time step and the other
two indices to denote states, can be used to describe the transition probability for
such Markov chains. We can slight change the notation of the tensor to refect this
(m)

particularity, by denoting its element Pi,j for the transition probability at time step
m from state j to state i. In Chapter 5 we will discuss one such time-inhomogeneous
Markov chain and its application to solve linear systems.
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3. SPACEY RANDOM WALK FOR TENSOR
CO-CLUSTERING
3.1

Introduction
Our frst application of higher-order random walks is to co-cluster tensor data.

Clustering is a fundamental task in data mining that aims to assign closely related
entities to the same group. Traditional methods optimize some aggregate measure
of the strength of pairwise relationships between items, such as the sum of similarity
between all pairs of entities in the same group. Spectral clustering is a particularly
powerful technique for computing the clusters when the pairwise similarities are encoded into the adjacency matrix of a graph. However, many graph-like datasets are
more naturally described by higher-order connections among several entities. For
instance, multilayer or multiplex networks describe the interactions between several
graphs simultaneously with layer-node-node relationships [22].
Tensors are a common representation for many of these higher-order datasets.
A tensor, or hypermatrix, is a multidimensional array with an arbitrary number
of indices or modes. A tensor with two-modes is equivalent to a matrix, and a
tensor with three-modes looks like a three-dimensional brick. The recently proposed
Tensor Spectral Clustering (TSC) framework is a generalization of spectral methods
for higher-order graph data [23]. This method was designed for the case when the
higher-order tensor recorded the occurrences of small subgraph patterns within the
network. For instance, the i, j, kth element of the tensor denoted the presence of a
triangle or a directed 3-cycle. The method was particularly successful at identifying
clusters that corresponded to di˙erent layers of a directed network.
The TSC framework had a number of limitations, however. First, it was primarily
designed for the case when the tensor arose based on some underlying graph. The
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partitioning metric used was designed explicitly for this case. Thus, the applications
are limited in scope and cannot model, for example, multiplex networks. Second,
the TSC framework involved viewing the tensor as the transitions on a higher-order
Markov chain—similar to how spectral clustering views pairwise data as the transitions of a frst-order Markov chain—and then using a spacey random walk on this
higher-order Markov chain to identify the clusters [24]. When the data are sparse,
the spacey random walk required a correction whose magnitude is proportional to the
sparsity in the tensor. In many instances, this correction was substantial because the
tensor was extremely sparse. This made it diÿcult to accurately identify clusters.
Here we develop the General Tensor Spectral Co-clustering (GTSC) framework for
clustering general sparse tensor data. The algorithm takes as input a nonnegative tensor, which may be sparse, non-square, and asymmetric, and outputs subsets of indices
from each dimension (co-clusters). Our method is based on a new super-spacey random walk model that more accurately models higher-order Markov chains and avoids
the correction necessary for the previous spacey random walk model. Furthermore,
we show how to use our method on rectangular tensor data through a tensor symmetrization procedure [15]. In three-mode tensors, this allows us to simultaneously
cluster the rows, columns, and slices of the original data. We also introduce a variant on the well-known conductance measure for partitioning graphs [25] that we call
biased conductance and describe how this provides a tensor partition quality metric;
this is akin to Chung’s use of circulations to spectrally-partition directed graphs [26].
Essentially, biased conductance is the exit probability from a set following our new
super-spacey random walk model.
The algorithm underlying our GTSC framework recursively partitions the tensor
data. We stop the process when the partitioning metric is bad, which lets us cluster
the data without specifying the number of clusters ahead of time. This provides
an advantage over existing tensor decomposition methods such as PARAFAC that
require the number of clusters as an input to the algorithms. Finally, we show that
our method asymptotically scales linearly (up to logarithmic factors) in the size of
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data. We perform numerical scaling experiments to demonstrate the scalability of
our method.
We use extensive experiments on both synthetic and real-world problems to validate the e˙ectiveness of our method. For the synthetic experiments, we devise a
“planted cluster” model for tensors and show that GTSC has superior performance
compared to other state-of-the-art clustering methods in recovering the planted clusters. In Section 3.7, we analyze tensor data from a variety of real-world domains,
including text mining, air travel, and communication. We fnd that our GTSC
framework identifes stop-words and semantically independent sets in n-gram tensors, worldwide and regional airlines and airports in a fight multiplex network, and
topical sets in an e-mail network.
Our contributions are summarized as follows:
• We create a new super-spacey random walk model for tensor data and use it to
create a partitioning quality measure based on a notion of biased conductance
(Section 3.4).
• We develop GTSC, a new framework for clustering rectangular tensor data
(Section 3.5, Algorithm 1). The framework simultaneously clusters the rows,
columns, and slices of the tensor.
• We show that GTSC outperforms other state-of-the-art clustering methods at
identifying the planted cluster structure in synthetic tensor data, in terms of
normalized mutual information, F1 score, and adjusted rand index (Section 3.6).
• We empirically demonstrate that GTSC identifes coherent clusters in real-world
datasets (Section 3.7).1
1

Code and data are available at: https://github.com/wutao27/GtensorSC
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3.2

Related Work
There are a variety of methods for tensor decomposition that could be used to

cluster a tensor [27–29]. For instance, Huang et al. use a higher-order SVD as a basis
for clustering [28] and Anandkumar et al. [30] use a latent-variable model. We studied
standard algorithms for the PARAFAC decomposition in this light and found that
our tensor clustering method outperformed this general strategy.
Our work provides a technique for “co-clustering", i.e, fnding clusters of di˙erent
entities through their interactions. Prior work in this area has focused on fnding
groups of indices in the rows and columns of a matrix of interaction data [31, 32].
Our work provides the frst generalization of these techniques for the higher-order
interactions encountered in tensor data. We note that recent work has looked at
co-clustering several entity types simultaneously [33,34]. However, these methods are
still based on frst-order information (graph structure).
Our GTSC framework is immediately applicable as a clustering method for multiplex networks [35]. Indeed, we found interesting structure in the airline-airport
dataset, which is an example of a multiplex network. Related work in this area
includes multi-view clustering [36], ensemble methods [37], and multi-network clustering [38]. However, these methods are specialized for multiplex networks, whereas
our method provides a general tensor clustering framework.

3.3

First-order Spectral Methods
We frst review graph clustering methods from the view of graph cuts and random

walks, and then review the standard spectral clustering method using sweep cuts. In
Section 3.4, we generalize these notions to higher-order data in order to develop our
GTSC framework.
Let A ∈ Rn+×n be the adjacency matrix of an undirected graph G = (V, E) and
let n = |V | be the number of nodes in the graph. Defne D = diag(Ae) to be the
diagonal matrix of degrees of vertices in V . The graph Laplacian is L = D − A and
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the transition matrix is P = AT D −1 . The transition matrix represents the transition
probabilities of a random walk on the graph. If a walker is at node j, it transitions
to node i with probability Pij = Aij /Djj .

3.3.1

Conductance and Markov Chains

One of the most widely-used quality metrics for partitioning a graph’s vertices
into two sets S and S¯ = V \S is conductance [25]. Intuitively, conductance measures
the ratio of the number of edges in the graph that go between S and S̄ to the number
¯ Formally, we defne conductance as:
of edges in S or S.
�

φ(S) = cut(S)/min vol(S), vol(S̄) ,

(3.1)

where
cut(S) =

X

Aij

i∈S,j∈S̄

and

vol(S) =

X

Aij .

(3.2)

i∈S,j∈V

A set S with small conductance is a good partition (S, S̄). The numerator minimizes
the edges going between the sets, and the denominator encourages either S and S¯ to
be large and that both are balanced.
The following well-known proposition relates conductance to random walks on the
graph.
Observation 3.3.1 ( [39]) Let G be undirected, connected, and not bipartite. Start
a random walk (Xt )t∈N where the initial state X0 is randomly chosen following the
stationary distribution of the random walk. Then for any set S ∈ V ,

¯ .
φ(S) = max Pr(X1 ∈ S¯ | X0 ∈ S), Pr(X1 ∈ S | X0 ∈ S)
This provides an alternative view of conductance—it measures the probability that
¯ Again, small conductance
one step of a random walk will traverse between S and S.
is indicative of a good partition: a small probability means that the sets have more
internal connections than external connections. This random walk view, in concert
with the super-spacey random walk, will serve as the basis for our biased conductance
idea to partition tensors.
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3.3.2

Spectral Partitioning with Sweep Cuts

Finding the set of minimum conductance is an NP-hard combinatorial optimization problem [40]. However, there are real-valued relaxations of the problem that are
tractable to solve and provide a guaranteed approximation [41, 42]. The most well
known computes an eigenvector called the Fiedler vector and then uses a sweep cut
to identify a partition based on this eigenvector.
The Fiedler eigenvector z solves Lz = λDz where λ is the second smallest generalized eigenvalue. This can be equivalently formulated in terms of the random walk
transition matrix P . Specifcally,
Lz = λDz ⇔ (I − D −1 A)z = λz ⇔ zT P = (1 − λ)zT .
In other words, the Fiedler vector is simultaneously the generalized eigenvector with
the second smallest generalized eigenvalue of the Laplacian and degree, as well as the
left eigenvector of P with the second largest eigenvalue. This equivalence is important
for our generalizations to higher-order data in Section 3.4.
The sweep cut procedure to identify a low-conductance set S from z is as follows:
1. Sort the vertices by z as zσ1 ≤ zσ2 ≤ · · · ≤ zσn .
2. Consider the n − 1 candidate sets Sk = {σ1 , σ2 , · · · , σk } for 1 ≤ k ≤ n − 1
3. Choose S = argminSk φ(Sk ) as the solution set.
The solution set S from this algorithm satisfes the celebrated Cheeger inequality [41,
p
43]: φ(S) ≤ 4 φopt , where φopt = minS⊂V φ(S) is the minimum conductance over any
set of nodes. This procedure is extremely eÿcient since Sk+1 and Sk di˙er only in the
vertex σk+1 . The conductance value of the set can be updated in time proportional
to the degree of vertex σk1 and thus the sweep cut procedure only takes linear time
in the number of edges in the graph.
To summarize, the spectral method requires two components: the second left
eigenvector of P and the conductance criterion.
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3.4

Higher-order Spectral Method
We now generalize the ideas from spectral graph partitioning to nonnegative tensor

data. We frst review our notation for tensors and then review how tensor data can
be interpreted as a higher-order Markov chain. We briefy review the recent work on
Tensor Spectral Clustering before introducing the new super-spacey random walk that
we use here. This super-spacey random walk will allow us to compute a vector akin to
the Fiedler vector for a tensor and to generalize conductance to tensors. Furthermore,
we generalize the ideas from co-clustering in bipartite graph data [31] to rectangular
tensors.
We use T to denote a tensor. As a generalization of a matrix, it may have up
to m indices—called an m-mode tensor—and so an individual element is Ti1 ,i2 ,··· ,im .
We will work with non-negative tensors where Ti1 ,i2 ,··· ,im ≥ 0. We call a subset of the
tensor entries with all but the frst element fxed a column of the tensor. For instance,
the j, k column is T:,j,k . A tensor is square if the dimension of all the modes is equal
and rectangular if not; a square tensor is symmetric if it is equal for any permutation
of the indices. For simplicity in the remainder of our exposition, we will focus on the
three-mode case but everything we talk about generalizes to an arbitrary number of
modes. (See [24,44] for representative examples of how the generalizations look.) We
use two operations between a tensor and a vector. First, a tensor-vector product with
a three-mode tensor can output a vector, which we denote by:
y = T x2

⇔

yi =

P

j,k

Ti,j,k xj xk .

Second, a tensor-vector product can also produce a matrix, which we denote by:
A = T [x]

3.4.1

⇔

Ai,j =

P

k

Ti,j,k xk .

Forming Higher-order Markov Chains from Nonnegative Tensors

Recall from Section 3.3 that we could form the transition matrix for a Markov
chain from a square non-negative matrix A by normalizing the columns of the matrix
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AT . We can generalize this idea to defne a higher-order Markov chain by normalizing
a square tensor. This leads to a probability transition tensor P :
Pi,j,k = Ti,j,k /
where we assume

P

i

P

i

Ti,j,k

(3.3)

Ti,j,k > 0. In Section 3.4.2, we will discuss the sparse case where

the column T:,j,k may not have any non-zero entries.
Entries of P can be interpreted as the transition probabilities of a higher-order
Markov chain (Zt )t∈N :
Pi,j,k = Pr(Zt+1 = i | Zt = j, Zt−1 = k).
In terms of random walks, if the last two states were j and k, then the next state is
i with probability Pi,j,k .
It is possible to turn any higher-order Markov chain into a frst-order Markov chain
on the product state space of all ordered pairs (i, j). The new Markov chain moves to
the state-pair (i, j) from (j, k) with probability Pi,j,k . Computing the Fiedler vector
associated with this chain would be one possible strategy. However, this approach has
two immediate problems. First, the eigenvector is of size n2 , which quickly becomes
too large. Second, the eigenvector gives information about the product space—not
the original data. In other words, it is unclear how to use this eigenvector even if we
could a˙ord to compute and store it.
Recent work uses the spacey random walk and spacey random surfer stochastic
processes to circumvent these issues [23,24]. This stochastic process is non-Markovian
and generates a sequence of states Xt as follows. After arriving at state Xt , the walker
promptly “spaces out” and forgets the state Xt−1 , yet it still wants to transition
according to the higher-order transitions P . So it invents a state Yt by drawing
a random state from its history and then transition to state Xt+1 with probability
PXt+1 ,Xt ,Yt . If Ht denotes the history of the process up to time t,2 then
�

Pt
1
Pr(Yt = j | Ht ) = t+n
1 + r=1
Ind{Xr = j} ,
Pr(Xt+1 = i | Xt = j, Yt = k) = Pijk ,
2

Formally, this is the σ-algebra generated by the states X1 , . . . , Xt .

(3.4)
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In this case, we assume that the process has a non-zero probability of picking any
state by infating its history count by 1 visit.
The spacey random surfer is a generalization where the walk follows the above
process with probability α and teleports at random following a stochastic vector v
with probability 1 − α. This is akin to how the PageRank random walk includes
teleportation. These spacey random walk processes are instances of vertex reinforced
random walks [45,46]. Limiting stationary distributions are solutions to the multilinear PageRank problem [44]:
αP x2 + (1 − α)v = x.

(3.5)

As shown in [24], the limiting distribution x represents the stationary distribution of
the transition matrix P [x]. The transition matrix P [x] asymptotically approximates
the spacey walk or spacey random surfer. Thus, it is feasible to compute an eigenvector of this matrix and use it with the sweep cut procedure on a generalized notion of
conductance. However, we had to assume that all the columns of T were non-zero,
which does not occur in real-world datasets. In other words, all of the n2 possible
transitions from pairs of states were well defned. In the work of TSC, the tensor T is
adjusted by replacing any columns of all zeros with the uniform distribution vector.
(This is easy to do in a way that does not require n2 storage.) Because the number of zero-columns could be extremely large, this was not ideal—although it gave
promising results when the tensors arose from graphs for a notion of conductance that
was specifc to these graphs. We deal with this issue more generally in the following
section, and note that our new solution outperforms the old one as described in the
experiments.

3.4.2

Super-spacey Random Surfer for Sparse Tensors

Here we consider another model of the random surfer that avoids the issue of
undefned transitions—which correspond to columns of T that are all zero—entirely.
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If the surfer attempts to use an undefned transition, then the surfer moves to a
random state drawn from history. Formally, defne the set of feasible states by
X

F = {(j, k) |

Ti,j,k > 0}.

(3.6)

i

Here, the set F denotes all the columns in T that are non-zero. The transition
probabilities of our proposed stochastic process are given by
(3.7)
Pr(Xt+1 = i | Xt = j, Ht )
P
= (1 − α)vi + α k Pr(Xt+1 = i | Xt = j, Yt = k, Ht )Pr(Yt = k | Ht )
Pr(Xt+1 = i | Xt = j, Yt = k, Ht )
⎧
P
⎪
⎨Ti,j,k /
(j, k) ∈ F
i Ti,j,k
=
P
⎪ 1
⎩
(1 + tr=1 Ind{Xr = i}) (j, k) 6∈ F,
n+t

(3.8)

where vi is the teleportation probability. Again Yt is chosen according to Equation (3.4). We call this process the super-spacey random surfer because when the
transitions are not defned it picks a random state.
This process is also a (generalized) vertex-reinforced random walk. Let P be the
P
normalized tensor Pi,j,k = Ti,j,k / i Ti,j,k only for the columns in F and where all
other entries are zero. Stationary distributions of the stochastic process must satisfy
the equation:
αP x2 + α(1 − kP x2 k1 )x + (1 − α)v = x,

(3.9)

where x is a probability distribution vector. To prove the conclusion in (3.9), suppose the process has run for a very long time and that xt is the current empirical
distribution. From equation (3.7), we have
Pr(Xt+1 = i|Xt = j) = (1 − α)vi + α

�X

Pi,j,k xt (k) +

(j,k)∈F

X


xt (k)xt (i) .

(3.10)

(j,k)6∈F

The above transition process can be treated as a Markov chain with transition matrix
depending on the current empirical distribution xt . Let M t denote this Markov chain
transition matrix, and we have:
M t = (1 − α)veT + αP [xt ] + αxt (eT − eT P [xt ]).
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To understand the above expression, the frst term of M t comes from the frst term
of equation (3.10) and so does the second term. For the third term, the j-th entry
P
of eT − eT P [xt ] is exactly (j,k)6∈F xt (k), so that M t is a column stochastic matrix.
At stationarity of the super-spacey random surfer, the stationary distribution of this
Markov chain must satisfy x = M t x. When the random walk is at its stationary
distribution x, M t will not change but be fxed as:
M t = M = (1 − α)veT + αP [x] + αx(eT − eT P [x]).
And we have:
M x = (1 − α)veT x + αP [x]x + αx(eT − eT P [x])x
= (1 − α)v + αP x2 + αx(1 − eT P x2 )
= (1 − α)v + αP x2 + α(1 − kP x2 k1 )x.
Thus equation 3.9 gives us the necessary condition for x being the stationary distribution. A more formal proof is to use the results from [45] to show that (3.9) is the
necessary condition of the stationary distribution in a vertex reinforced random walk.
Essentially the super-spacey random surfer is a generalized vertex reinforced random
walk, and its long term behavior follows the dynamic system:
dx
= π(M t ) − x
dt
where π maps a Markov chain into its stationary distribution. So when the dynamic
system converges, we have x = π(M t ), thus x = M x.
It is easy to see that at least one solution from (3.9) must exist, which follows
directly from the Brouwer fxed-point theorem. Here we give a suÿcient condition
for it to be unique.
Theorem 3.4.1 If α < 1/(2m − 1) then there is a unique solution x to (3.9) for the
general m-mode tensor. Furthermore, the iterative fxed point algorithm
xk+1 = αP x2k + α(1 − kP x2k k1 )xk + (1 − α)vk
will converge to this solution.

(3.11)
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Proof Let R (i.e., a n by n2 matrix) denotes the mode-1 unfolding of P :
R = [P (:, :, 1) | P (:, :, 2) | · · · | P (:, :, n)].
Note that R(x ⊗ x) = P x2 where ⊗ is the Kronecker product. Assume x and y are
two solutions of (3.9). Let rx = kR(x ⊗ x)k1 and ry = kR(y ⊗ y)k1 . Then
kx − yk1 ≤ αkR(x ⊗ x − y ⊗ y)k1 + αk(1 − rx )x − (1 − ry )yk1 .
By Lemma 4.5 of [44], the frst term
αkR(x ⊗ x − y ⊗ y)k1 ≤ αkRk1 kx ⊗ x − y ⊗ yk1 ≤ 2αkx − yk1 .
The second term satisfes
αk(1 − rx )x − (1 − ry )yk1
= αk(1 − rx )(x − y) − (rx − ry )yk1
≤ αk(1 − rx )(x − y)k1 + α|ry − rx |
≤ αkx − yk1 + αkR(x ⊗ x − y ⊗ y)k1 ≤ 3αkx − yk1 .
Combining the above two facts, we know when α < 1/5 the solution is unique. For
an m-mode tensor, this idea generalizes to α < 1/(2m − 1).
For the convergence of the fxed point algorithm (3.11), the same analysis shows
that kxk+1 − x∗ k1 ≤ 5αkxk − x∗ k1 , and so the iteration converges at least linearly
when the solution is unique.
This is a nonlinear setting and tighter convergence results are currently unknown,
but these are unlikely to be tight on real-world data. For our experiments, we found
that high values (e.g., 0.95) of α do not impede convergence. We use α = 0.8 for all
our experiments.
In the following section, we show how to form a Markov chain from x and then
develop our spectral clustering technique by operating on the corresponding transition
matrix.
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From Observation 3.3.1 in Section 3.3.1, we know that conductance may be interpreted as the exit probability between two sets that form a partition of the nodes in
the graph. In this section, we derive an equivalent frst-order Markov chain from the
stationary distribution of the super-spacey random surfer. If this Markov chain was
guaranteed to be reversible, then we could apply the standard defnitions of conductance and the Fiedler vector. This will not generally be the case, and so we introduce
a biased conductance measure to partition this non-reversible Markov chain with respect to starting in the stationary distribution of the super-spacey random walk. We
use the second largest, real-valued eigenvector of the Markov chain as an approximate
Fiedler vector. Thus, we can use the sweep cut procedure described in Section 3.3.2
to identify the partition.

Forming a frst-order Markov chain approximation
In the following derivation, we use the property of the two tensor-vector products:
P [x]x = P x2 . The stationary distribution x for this super-spacey random surfer
(described in Section 3.4.2) is equivalently the stationary distribution of the Markov
chain with transition matrix
�

α P [x] + x(eT − eT P [x]) + (1 − α)veT .
(Here we have used the fact that x ≥ 0 and eT x = 1.) The above transition matrix
denotes transitioning based on a frst-order Markov chain with probability α, and
based on a fxed vector v with probability 1 − α. We introduce this following frstorder Markov chain
P̃ = P [x] + x(eT − eT P [x]).
This matrix represents a useful (but crude) approximation of the higher-order structure in the data. First, we determine how often we visit states using the super-spacey
random surfer to get a vector x. Then the Markov chain P̃ will tend to have a large
probability of spending time in states where the higher-order information concen-
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trates. This matrix represents a frst-order Markov chain on which we can compute
an eigenvector and run a sweep cut.

Biased conductance
Consider a random walk (Zt )t∈N . We defne the biased conductance φp (S) of a set
S ⊂ {1, . . . , n} to be

¯ ,
φp (S) = max Pr(Z1 ∈ S¯ | Z0 ∈ S), Pr(Z1 ∈ S | Z0 ∈ S)
where Z0 is chosen according to a fxed distribution p. Just as with the standard definition of conductance, we can interpret biased conductance as an escape probability.
However, the initial state Z0 is not chosen following the stationary distribution (as in
the standard defnition with a reversible chain) but following p instead. This is why
we call it biased conductance. We apply this measure to P̃ using p = x (the stationary distribution of the super-spacey walk). This choice emphasizes the higher-order
information. Our idea of biased conductance is equivalent to how Chung defnes a
conductance score for a directed graph [26].
We use the eigenvector of P̃ with the second-largest real eigenvalue as an analogue
of the Fiedler vector. If the chain were reversible, this would be exactly the Fiedler
vector. When it is not, then the vector coordinates still encode indications of state
clustering [47]; hence, this vector serves as a principled heuristic. It is important to
note that although P̃ is a dense matrix, we can implement the two operations we
need with P̃ in time and space that depends only on the number of non-zeros of the
sparse tensor P using standard iterative methods for eigenvalues of matrices.
So far, we have only considered square, symmetric tensor data. However, tensor
data are often rectangular. This is usually the case when the di˙erent modes represent
di˙erent types of data. For example, in Section 3.7, we examine a tensor T ∈ Rp×n×n
of airline fight data, where Ti,j,k represents that there is a fight from airport j
to airport k on airline i. Our approach is to embed the rectangular tensor into a
larger square tensor and then symmetrize this tensor, using approaches developed
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Fig. 3.1. Symmetrization of a rectangular tensor. The tensor is frst
embedded into a larger square tensor (left) and then this square tensor is
symmetrized (right).

by Ragnarsson and Van Loan [15]. After the embedding, we can run our algorithm
to simultaneously cluster rows, columns, and slices of the tensor. This approach is
similar in style to the symmetrization of bipartite graphs for co-clustering proposed
by Dhillon [31].
Let U be an n-by-m-by-` rectangular tensor. Then we embed U into a square
three-mode tensor T with n + m + ` dimensions and where Ui,j,k = Ti,j+n,k+n+m .
This is illustrated in Figure 3.1 (left). Then we symmetrize the tensor by using
all permutations of the indices Figure 3.1 (right). The result is, when viewed as a
3-by-3-by-3 block tensor,

0
0
T = 0 0

0 U (3,2,1)

0
U (2,3,1)
0

0
0
U (3,1,2)

0 U (1,3,2)
0
0
0
0

0
U (2,1,3)
0

U (1,2,3) 0
0
0
0
0


.

The tensor U (1,3,2) is just a generalized transpose of U with the dimensions permuted.
Finally, we note that “rectangular” tensors are not determined by sizes of modes
only. We may consider a tensor T to be rectangular if each mode represents a di˙erent
type of object. The important idea is that if a tensor is declared to be rectangular,
then the result of clustering is a subset of each mode.
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Algorithm 1 General Tensor Spectral Co-clustering
Require:
Symmetric square tensor T ∈ Rn+×n×n , α ∈ (0, 1)
Stopping criterion max-size, min-size, φ∗
Ensure:
Partitioning C of indices {1, . . . , n}.
1:

C = {{1, . . . , n}}

2:

IF n ≤ min-size:

3:

Generate transition tensor P by
⎧
P
⎪
⎨Tijk / n Tijk
i=1
Pijk =
⎪
⎩0

RETURN

if

Pn

i=1

Tijk > 0

otherwise

4:

Compute super-spacey stationary vector x (Equation (3.9)) and form P [x].

5:

Compute second largest left, real-valued eigenvector z of
P̃ = P [x] + x(eT − eT P [x]) (that is, zT P̃ = λzT ).

6:

σ ← Sort eigenvector z

7:

(S, φ) ← Biased Conductance Sweep Cut(σ, P [x]) with bias p = x.

8:

if n ≥ max-size or φ ≤ φ∗ then

9:

CS = Algorithm 1 on sub-tensor T S,S,S .

10:

CS̄ = Algorithm 1 on sub-tensor T S,
¯ S,
¯ S̄ .

11:

C = CS ∪ CS̄ .

12:

end if

13:

RETURN C

3.5

The Algorithm
In this section, we put together the pieces from Section 3.4 to build the GTSC

framework and analyze its computational complexity. We also derive a “popularity”
metric for clusters that will be useful for discussing clustering results on real-world
data in Section 3.7.

27
Recursive Two-way Cuts. Our GTSC algorithm works by recursively applying
the sweep cut procedure, similar to the recursive bisection procedures for clustering
matrix-based data [48]. We continue partitioning as long as the clusters are large
enough or we can get good enough splits. Specifcally, if a cluster has dimension
less than a specifed size min-size, we do not consider it for splitting. Otherwise,
the algorithm recursively splits the cluster if either (1) its dimension is above some
threshold max-size or (2) the biased conductance of a new split is less than a target
value φ∗ . The overall algorithm is summarized in Algorithm 1.
We also have a couple of pre-processing steps. First, we have to symmetrize the
data if the tensor is rectangular. Second, we look for “empty" indices that do not
participate in the tensor structure. Formally, index i is empty if T ijk = 0 for all j
and k.
Linear Time Sweep Cut. We prove that the operations we need for computing
the eigenvector and conducting the sweep cut for P̃ (possibly a dense matrix) depend
only on the number of non-zeros of the sparse tensor P .
For computing the eigenvector of P̃ , it only involves the mat-vec operation (i.e.,
P̃ b):
�

P̃ b = P [x]b + x eT b − eT (P [x]b)
Since P [x] is a sparse matrix with number of non-zeros up to the number of non-zeros
in P , so the mat-vec operation P̃ b also only depends on the number of non-zeros in
P.
For the sweep cut procedure, let z be the eigenvector we computed from P̃ and
without a loss of generality, we assume z1 ≤ z2 ≤ · · · ≤ zn . We want to see what
is the computational complexity for calculating Pr(X1 ∈ S¯k+1 |X0 ∈ Sk+1 ) when the
value of Pr(X1 ∈ S¯k |X0 ∈ Sk ) is given.
Denote the row vector h = eT − eT P[x], Hk =

Pk

i=1

xi hi and Qk =

given the value of:
Pr(X1 ∈ S̄k |X0 ∈ Sk ) =

Pr(X1 ∈ S̄k , X0 ∈ Sk )
pk
=
1 − Qk+1
Pr(X0 ∈ Sk )

Pn

i=k

xk Then
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To compute Pr(X1 ∈ S¯k+1 |X0 ∈ Sk+1 )
Pr(X1 ∈S̄k+1 , X0 ∈Sk )+Pr(X1 ∈S̄k+1 , X0 =k+1)
Pr(X0 ∈Sk )+Pr(X0 =k+1)
Pr(X1 ∈S̄k , X0 ∈Sk )−Pr(X1 =k+1, X0 ∈Sk )+Pr(X1 ∈S̄k+1 , X0 =k+1)
=
1−Qk+1 +xk+1
Pk
˜ [x]k+1,i +xk+1 Pn
˜
pk − i=1 xi P
i=k+2 P [x]i,k+1
=
1−Qk+2
Pk
P
P
P
pk − i=1 xi P [x]k+1,i − ki=1 xi xk+1 hi +xk+1 ni=k+2 P [x]i,k+1 +xk+1 ni=k+2 xi hk+1
=
1−Qk+2
Pn
Pk
− i=1 xi P [x]k+1,i +xk+1 i=k+2 P [x]i,k+1 pk −xk+1 Hk +xk+1 hk+1 Qk+2
=
+
1−Qk+2
1−Qk+2

=

The frst term only involves the (k + 1)-th row and column of P [x], and the second
term cost constant computation as long as the arrays H and Q are precomputed.
Since computing H and Q is O(n), the total complexity of computing the above
probability for all 1 ≤ k ≤ n is linear to the number of non-zeros in P [x], and the
same conclusion holds for Pr(X1 ∈ Sk |X0 ∈ S¯k ). So in summary the Sweep Cut
procedure costs order of total number of non-zeros in P [x].
Computational Complexity. We now provide an analysis of the running time
of our algorithm. Let N be the number of non-zeros in the tensor T . First, note that
the pre-processing (tensor symmetrization and fnding empty nodes) takes O(N ) time.
Now, we examine the computational complexity of a single partition:
1. Generating the transition tensor P costs O(N ).
2. Each step of (3.11) to fnd the stationary distribution is O(N ).
3. Constructing P [x] costs O(N ). (The matrix P̃ is not formed explicitly).
4. Each iteration of the eigenvector computation takes time linear in the number
of non-zeros in P [x], which is O(N ).
5. Sorting the eigenvector takes O(n log n) computations, which is negligible considering N is big compared to n.
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6. The sweep cut takes time O(n + N ), which is O(N ).
In practice, we fnd that only a few iterations are needed to compute the stationary
distribution, which is consistent with past results [23,44]. For these systems, we do not
know how many iterations are needed for the eigenvector computations. However, for
the datasets we analyze, the eigenvector computation is not prohibitive. Thus, we can
think of the time for each cut as roughly linear in the number of non-zeros. Provided
that the cuts are roughly balanced, the depth of the recursion tree is O(log N ), and
the total time is O(N log N ). Again, in our experiments, this is the case.

log CPU seconds

6
4
2
0
-2
-4
-6
-8
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5
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15

20

log # non-zeros in the tensor
Fig. 3.2. Runtime result to compute a partition on the English 3-grams
as a function of the number of non-zeros in the tensors. We see that the
algorithm scales roughly linearly to the number of non-zeros (the red line).

To backup our analysis, we tested the scalability of our algorithm on a data tensor
of English 3-grams (see Section 3.7 for a full description of the dataset). We varied
the number of non-zeros in the data tensor from fve million down to a few hundred
by removing non-zeros uniformly at random. We used a laptop with 8GB of memory
and 1.3GHz of CPU to run Algorithm 1 on these tensors with max-size = 100,
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min-size = 5, and φ∗ = 0.4. Figure 3.2 shows the results, and we see that the
scaling is roughly linear.
Ranking Clusters with Popularity Scores. For our analysis of real-world
datasets in Section 3.7, it will be useful to order clusters based on the volume of
their interactions with other clusters. To this end, we compute a “popularity score”
for each cluster. Let k be the number of clusters and defne a k × k interaction
matrix M by the total tensor weight between the clusters. Formally, for a threeP
mode tensor, Mij = i∈Si ,j∈Sj ,k Tijk . Finally, defne the popularity score of cluster i
as the PageRank score of node i in the graph induced by M . (To handle corner cases,
isolated nodes in this graph are given a popularity score of 0). For our experiments,
we compute the PageRank score with α = 0.99 and uniform teleportation vector.

3.6

Synthetic Experiments
We generate tensors with planted cluster structures and try to recover the planted

clusters. We compare our GTSC framework with a variety of other methods and fnd
that it recovers the planted structure most often.

3.6.1

Synthetic Dataset Generation

Square Tensor Data. We frst generate 20 groups of nodes that will serve as
our planted clusters. The number of nodes in each group ng is drawn from a normal
distribution with mean 20 and variance 5, with truncated minimum value so that
each group has at least 4 nodes. Our square synthetic data tensor will have mode
P
3 and dimension 20
g=1 ng . For each group g we also assign a weight wg where the
√
weight depends on the group number. For group i, the weight is (σ 2π)−1 exp(−(i −
10.5)2 /(2σ 2 )), where σ varies by experiment. With these weights, groups 10 and 11
have the largest weight and groups 1 and 20 have the smallest weight. As described
next, these weights will be used to provide a skew in the distribution of the number
of interactions for a given dimension.
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Non-zeros correspond to interactions between three indices, and we call these
assignments triples. We generate tw triples whose indices are within a group and ta
triples whose indices span across more than one group. The tw triples are chosen by
frst uniformly selecting a group g and then uniformly selecting three indices i, j, and
k from group g and fnally assigning a weight of wg . Formally, the value of the tensor
data tensor T is
Ti,j,k = wg .
If the same three indices are chosen more than once in the sampling procedure, we
simply increment the value in the tensor. For the ta triples that span multiple groups,
the sampling procedure frst selects an index i from group gi proportional to the
weights of the group. In other words, indices in group g are chosen proportional to
wg . Two indices j and k are then selected uniformly at random from groups gj and
gk other than gi . Finally, the weight in the tensor is assigned to be the average of the
three group weights:
Ti,j,k = (wgi + wgj + wgk )/3.
For our experiments, tw = 10, 000 and ta = 1, 000, and the variance σ that controls
the group weights is 2 or 4. For each value of σ, we create 5 sample datasets.
Rectangular Tensor Data. For rectangular data, we distinguish between the
indices for each mode of our mode-3 tensor. We label the modes as x, y, and z.
The groups are generated by mode subgroups of size nxg , ngy , and nzg , 1 ≤ g ≤ 20.
Each subgroup size is sampled from the same normal distribution as before with the
P
x
same truncated minimum value. The dimension of the data tensor is then 20
g=1 ng ×
P20 y P20 z
g=1 ng ×
g=1 ng . Each group g is assigned a weight in the same way as the synthetic
square data.
Index triples (i, j, k) now correspond to three subgroups gix , gjy , and gkz , and we
generate within-group and across-group triples similarly to the square case. The tw
within-group triples are chosen by frst uniformly selecting a group and then uniformly
selecting one index from each subgroup. The ta across-group triples are chosen by
(1) selecting a mode (x, y, or z) uniformly at random, (2) selecting the mode index
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proportional to the weights wg , and (3) selecting the other two indices uniformly at
random from the other groups. The value of triple tw and ta is assigned in a similar
manner to the square tensor case.
We again set tw = 10, 000 and ta = 3, 000 and generate 5 synthetic datasets for
each value of σ ∈ {2, 4}.

3.6.2

Clustering Methods and Evaluation

We compared the results of our GTSC framework to several other state-of-the-art
methods for clustering tensor data.
GTSC. This is the method presented in this chapter (Algorithm 1). We use the
parameters max-size = 100, min-size = 5, and φ∗ = 0.35.3
TSC. This is the original tensor spectral clustering algorithm [23]. We use the
algorithm with recursive bisection to fnd 20 clusters.
PARAFAC. The PARAFAC method is a widely used tensor decomposition procedure [49] that fnds an approximation to the tensor by the sum of outer-products
of vectors. We compute a rank-20 decomposition using the Tensor Toolbox [50, 51],
and then assign nodes to clusters by taking the index of the vector with highest value
in the nodes index. We use the default tolerance of 10−4 and a maximum of 1000
iterations.
Spectral Clustering (SC). Our clustering framework (Algorithm 1) works on
mode-2 tensors, i.e., matrices. In this case, with α = 1, our algorithm reduces to a
standard spectral clustering method. We create a matrix M from the tensor data T
P
by summing along the third mode: Mij = nk=1 Ti,j,k . We then run Algorithm 1 with
the same parameters as GTSC.
Multilinear Decomposition (MulDec). This is the higher-way co-clustering
method for tensor decomposition [29]. The parameter λ is set to be 0. We compute
the rank-20 decomposition and recover the clusters.
3

We tested several values φ∗ ∈ [0.3, 0.4] and obtained roughly the same results.
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Table 3.1.
Results of various clustering methods on the synthetically generated data.
Bold indicates the best mean performance, and ± entries are the standard
deviations over 5 trials.

ARI

NMI

F1

Square tensor with σ = 4

ARI

NMI

F1

Rectangular tensor with σ = 4

GTSC

0.99 ± 0.01

0.99 ± 0.00

0.99 ± 0.01

0.97 ± 0.06

0.98 ± 0.03

0.97 ± 0.05

TSC

0.42 ± 0.05

0.60 ± 0.04

0.45 ± 0.04

0.38 ± 0.17

0.53 ± 0.15

0.41 ± 0.16

PARAFAC

0.82 ± 0.05

0.94 ± 0.02

0.83 ± 0.04

0.81 ± 0.04

0.90 ± 0.02

0.82 ± 0.04

SC

0.99 ± 0.01

0.99 ± 0.01

0.99 ± 0.01

0.91 ± 0.06

0.94 ± 0.04

0.91 ± 0.06

MulDec

0.48 ± 0.05

0.66 ± 0.03

0.51 ± 0.05

0.27 ± 0.06

0.39 ± 0.05

0.32 ± 0.05

Square tensor with σ = 2

Rectangular tensor with σ = 2

GTSC

0.78 ± 0.13

0.89 ± 0.06

0.79 ± 0.12

0.96 ± 0.06

0.97 ± 0.04

0.96 ± 0.06

TSC

0.41 ± 0.11

0.60 ± 0.09

0.44 ± 0.10

0.28 ± 0.08

0.44 ± 0.10

0.32 ± 0.08

PARAFAC

0.48 ± 0.08

0.67 ± 0.04

0.50 ± 0.07

0.10 ± 0.04

0.24 ± 0.05

0.15 ± 0.04

SC

0.43 ± 0.07

0.66 ± 0.04

0.47 ± 0.06

0.38 ± 0.07

0.52 ± 0.05

0.41 ± 0.07

MulDec

0.19 ± 0.01

0.37 ± 0.01

0.24 ± 0.01

0.08 ± 0.01

0.19 ± 0.02

0.14 ± 0.01

Evaluation metrics. We evaluate the clustering results using the Adjusted Rand
Index (ARI) [52], Normalized Mutual Information (NMI) [53], and F1 score. The
ground truth labels correspond to the generated groups.
Table 3.1 depicts the performances of the four algorithms. In all cases, GTSC has
the best performance. In the square tensor case when σ = 4, the standard spectral
method performs as well as GTSC. However, when σ = 2, the score drops for all four
methods with the least impact on GTSC and TSC. Both PARAFAC and standard
spectral clustering lose nearly half of their performances. Similar conclusions hold for
the rectangular case. We note that the running time is a few seconds for GTSC, TSC
and SC and nearly 30 minutes for PARAFAC and MulDec per trial. Note that the
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tensors have roughly 50,000 non-zeros. The poor scalability prohibits the later two
methods from being applied to the real-world tensors in the following section.
The value of σ a˙ects the concentration of the weights and how certain groups
of nodes interact with others. When σ is small, weights in the middle groups (e.g.,
10 and 11) are very high, and many across-group triangles have an index in these
groups. This skew refects properties of the real-world networks we examine in the
next section. For example, with n-grams in text data, stop words such as ‘a’, ‘the’,
and ‘we’ are responsible for the majority of connections in the tensor. As evidenced
by the results in Table 3.1, our GTSC framework handles this skew much better than
other methods.

3.7

Real-world Datasets
We describe the datasets below, and Table 3.2 describes their relevant statistics.

All of our datasets are publicly available so our results can be reproduced.
Airline-airport. This dataset consists of global air fight routes from 539 airlines
and 2, 939 airports from OpenFlights4 . The 539 × 2, 939 × 2, 939 data tensor T
summarizes fights connecting airports on several airlines. Formally, Tijk is 1 if airline
i fies between airports j and k and 0 otherwise.
English 3,4-grams. An n-gram is a contiguous sequence of n words from a
sequence of text. We generated a tensor dataset from the one million most frequent
3-grams and 4-grams from the Corpus of Contemporary American English.56 The 3gram tensor entry Tijk is given by the number of times that words i, j, and k co-occur
in an n-gram in the corpus. The 4-gram tensor dataset is defned analogously. We
symmetrize these tensors for our method.
4

http://openflights.org/data.html\#route
http://www.ngrams.info/intro.asp
6
The datasets contain ties in frequency, so the actual number of n-grams is only roughly 1 million—
see Table 3.2.
5
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Table 3.2.
Statistics of the tensor datasets.

Dataset

Size

# non-zeros

Airline-airport

539 × 2, 939 × 2, 939

51, 982

English 3-grams

square 30,966

1,020,009

Chinese 3-grams

square 18,387

966,138

English 4-grams

square 23,734

1,034,307

Chinese 4-grams

square 14,728

1,002,660

Enron email

185 × 184 × 184 × 34

61, 891

Chinese 3,4-grams. We also constructed n-gram tensor datasets from the Chinese language using the Google Books n-grams dataset.7 We constructed 3- and
4-gram tensors in the same way as the English dataset.
Enron email. This dataset is constructed from emails between Enron employees
with labeled topics [54]. The tensor data represents the volume of communication
between two employees discussing a given topic during a particular week. In total,
there are 185 weeks of data, 184 employees, and 34 topics, leading to a 185 × 184 ×
184 × 34 tensor where Tijkl is the number of emails between employee j and k on
topic l during week i.
In all of our experiments, we use the stopping criterion φ∗ = 0.4 for Algorithm 1.
For the n-gram data and airline-airport data, we use the parameters max-size = 100
and min-size = 5; for the Enron email data, we use max-size = 50 and min-size =
10.
Analysis on the Airline-airport tensor. Our GTSC framework groups the
airports and airlines into 129 co-clusters. Figure 3.3 illustrates the connectivity of
7

https://books.google.com/ngrams
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Fig. 3.3. Visualization of the Airline-airport data tensor. The x and y
axes index airports and the z axis indexes airlines. A dot represents that
an airline fies between those two airports. On the left, indices are sorted
randomly. On the right, indices are sorted by the co-clusters found by our
GTSC framework, which reveals structure in the tensor.

the tensor with a random ordering of the indices (left) and the ordering given by the
popularity of co-clusters (right). We can see that after the co-clustering, there is clear
structure in the data tensor. Table 3.3 summarizes some of the larger clusters found
by our method, and we discuss these clusters in more detail below.
The co-cluster with the highest popularity score is the one marked as Worldwide
Metropolises. This group is composed of large international airports in cities such as
Beijing and New York City. The 250 airports in this group are responsible for 59%
of the total routes, even though they only account for 8.5% of the total number of
airports. Figure 3.3 illustrates this result—the airports with the highest indices are
connected to almost every other airport. This cluster is analogous to the “stop word”
group we will see in the n-gram experiments.
Groups with medium levels of popularity are organized geographically. Our GTSC
framework found one large cluster for Europe, the United States, China/Taiwan,
Oceania/SouthEast Asia, and Mexico/Americas. Interestingly, Cancún International
Airport is included with the United States cluster, probably due to the large amounts
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Table 3.3.
High-level descriptions of the larger co-clusters found by our GTSC framework on the Airline-airport dataset. The algorithm fnds one co-cluster
of international hubs and large commercial airlines and several geographically coherent groups.

Name

# Airports

# Airlines

250

77

and JFK in New York

United, Air Canada, Air China

Europe

184

32

177 in Europe, rest in Morocco

29 European airlines

United States

137

9

136 in U.S., Cancún Interna-

29 all U.S. airlines

China/Taiwan

170

33

136 in China or Taiwan,

21 in China/Taiwan 14 in S. Ko-

Oceania/S.E.

302

52

231 in Oceania or S.E. Asia,

41 in East Asia or Canada 66 in

399

68

396 in Mexico or Central and

43 in Mexico or Central and

South America

South America

Worldwide
metropolises

Airports description

Airlines description

Large hubs, e.g., Beijing Capital

Large commercial airlines, e.g.,

tional

rea and Thailand

Asia
Mexico/Americas

China, Japan, or Canada

of tourism. In addition to the large groups, we fnd many mini groups which consist of
5–30 airports. These airports compose the long, concentrated diagonal in Figure 3.3.
The airports and airlines in these co-clusters are also closely connected geographically
but they are more isolated than the large, continental co-clusters.
Analysis on the English n-grams tensor. Our GTSC framework clusters the
3-gram and 4-gram tensors into 486 and 383 groups, respectively. We rank the groups
by decreasing order of the popularity score described in Section 3.5. We fnd several
conclusions that hold for both tensor datasets. Highly ranked groups are mostly
composed of stop words (i.e., common words) such as the, a, we, is, by (we defne
stop words as those most connected with other words). In fact, the top two groups
consist nearly entirely of stop words (see Table 3.4). In addition, 48% (3-gram) and
64% (4-gram) of words in the frst group are prepositions (e.g., in, of, as, to) and link
verbs (e.g., is, get, does). In the second group, 64% (3-gram) and 57% (4-gram) of
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Table 3.4.
Fraction of words in the top two groups in terms of popularity that are
among the top 100 (200) most frequently used words in the English and
Chinese written language corpora.

English

Chinese

Groups

3-gram

4-gram

3-gram

4-gram

1st Group

24/29

11/11

42/84

31/31

2nd Group

23/25

42/47

33/74

23/36

the words are pronouns (e.g., we, you, them) and link verbs. This result matches
the structure of English language where link verbs can connect both prepositions and
pronouns whereas prepositions and pronouns are unlikely to appear in close vicinity.
Since prepositions are more common than pronouns, they rank frst.
Groups ranked in the middle mostly consist of semantically related English words.
For instance, a few of these groups are:
{cheese, cream, sour, low-fat, frosting, nonfat, fat-free},
{bag, plastic, garbage, grocery, trash, freezer } and
{infection, chronic, sexually, transmitted, diseases, hbv }.
The lowest ranked groups are comprised mostly of non-English words that appear in
English text. For example, one such group is
{je, ne, sais, quoi},
which is a French phrase. We may consider these groups as outliers.
The clustering the 4-gram tensor contains some groups that the 3-gram tensor
fails to fnd. For example, one cluster is
{german, chancellor, angela, merkel, gerhard, schroeder, helmut, kohl }.
Angela Merkel, Gerhard Schroeder, and Helmut Kohl have all been German chancellors, but it requires a 4-gram to make this connection strong. Likewise, some clusters
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only appear from clustering the 3-gram tensor. One such cluster is
{church, bishop, catholic, priest, greek, orthodox, methodist, roman, priests,
episcopal, churches, bishops}.
In 3-grams, we may see phrases such as “catholic church bishop", but 4-grams containing these words likely also contain stop words, e.g., “bishop of the church". However,
since stop words are in a highly ranked cluster, the connection is destroyed once the
top clusters are formed.
Analysis on the Chinese n-grams tensor. We fnd that many of the conclusions from the English n-gram datasets also hold for the Chinese n-gram datasets.
For example, many of the words in the top two groups are stop words (see Table 3.4).
Groups scoring in the middle consist of semantically similar words, and low-scoring
groups are foreign language phrases that appear in Chinese literature.
However, there are also several di˙erences from the English n-gram data. First, we
fnd that groups in Chinese are usually larger than those in English. The average sizes
of small-to-medium groups (3–100 words) is 6.8 for English and 10 for Chinese. We
suspect this pattern is due to the fact that Chinese words are more semantically dense
than English words. For example, it is common that Chinese words have multiple
meanings and can co-occur with a large number of words.
We note that there are several words form the top two groups that are not typically
considered as stop words. For example,
社会 society, 经济 economy, 发展 develop, 主义 -ism, 国家 nation, 政府 government

These words are also among the top 200 most common words according to the corpus.
This is a consequence of the dataset coming from scanned Chinese-language books
and is a known issue with the Google Books corpus [55]. In this case, it is a feature as
we are illustrating the eÿcacy of our tensor clustering framework rather than making
any linguistic claims.
Analysis on the Enron email tensor. In total, the algorithm fnds 23 coclusters of topics, people, and time. The most popular group corresponds to three
topics, 19 people, and 0 time intervals. Similar to the results from the n-grams

Number of emails
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Fig. 3.4. Enron email volume on three labeled topics. Our GTSC framework fnds a co-cluster consisting of these three topics at the time points
labeled in red, which seems to correlate with various events involving the
CEO.

and airport-airline data, this cluster corresponds to high-volume entities, in this case
common topics and people who send a lot of e-mails. The three topics are “Daily
business", “too few words", and “no matching topic", which account for roughly 90%
of the total e-mail volume. (The latter two topics are capturing outliers and emails that do not fall under an obvious category). The 19 employees include 11
managers: the CEO, (vice) preseidents, and directors. These employees are involved
in 42% of the total e-mails. There is no time interval in this co-cluster because these
high-volume topics and employees are balanced throughout time.
We also fnd several interesting co-clusters. One consists of the topics “California
bankruptcy", “California legislature", and “India (general)", during three weeks in
December 2000 and January 2001, and it involves 13 employees. These time points
correspond to various events involving CEO Skilling (Figure 3.4). Each of the 13
employees in the co-cluster sent at least one e-mail from at least one of the topics.
Another co-cluster consists of the topics “General newsfeed", “Downfall newsfeed",
and “Federal Energy Regulatory Commission/Department of Energy" and several
weeks from March 2001 and December 2001. These time intervals coincide with
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investor James Chanos fnding problems with Enron in early 2001 and the serious
fnancial troubles encountered by the company in late 2001.
To summarize, our GTSC framework can fnd clusters which consist of nodes that
are closely related. In the n-gram examples, they are semantically related words; in
the airline-airport datasets, they are regional groups; and in the Enron e-mail study,
they represent events happended during certain time frames.
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4. RETROSPECTIVE HIGHER-ORDER MARKOV
PROCESS FOR USER TRAILS
4.1

Introduction
In this chapter, we discuss the application of using higher-order random walk

models to predict what a user might do next based the user trails. User trails record
sequences of activities when individuals interact with the Internet and the world. Such
data come from various applications when users write a product review [9], checkin at
a physical location [7, 8], visit a webpage, or listen to a song [16]. Understanding the
properties and predictability of these data helps improve many downstream applications including overall user experiences, recommendations, and advertising [17, 18].
We study the prediction problem and our goal is to estimate a model to describe and
predict a set of user trails.
Markov chains are one of the most commonly studied models for this type of
data. For these models, each checkin place, website, or song is a state. Users transition among these states following Markov rules. In a frst-order Markov model, the
transition behavior to the next state of the sequence only depends on the current
state. Higher-order Markov models include a more-realistic dependence on a larger
number of previous states, and multiple recent studies found that frst-order Markov
chains do not fully capture the user behaviors in web browsing, transportation and
communication networks [12, 13]. Furthermore, ignoring the e˙ects of second-order
Markov dynamics has signifcant negative consequences for downstream applications
including community detection, ranking, and information spreading [12, 14].
The downside to higher-order Markov models is that the number of parameters
grows exponentially with the order. (If there are N states and we model m steps
of history, there are N m+1 parameters.) So, even if we could accurately learn the
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parameters, it is already challenging to even store them. (Some practical techniques
include low-rank and sparse approximations, but these pose their own problems.)
Second, since the number of model parameters grows rapidly, the amount of training
data required also grows exponentially with the order m [13]. Acquiring such a large
volume of training data is usually impossible. Lastly, determining the amount of
history to use itself is hard [56], and selecting a large value of m could severely overft
the data, thus making the learned model less reliable.
One strategy to address these limitations of higher-order Markov chains is a variable order Markov chain [57] where the relevant history length changes among states.
There is a ftting algorithm that can automatically determine an appropriate order
for each state, however it requires substantial computation time [58] which restricts
it to applications with only a small number of states [13, 59, 60].
Smoothing and regularization methods [61] like Kneser-Ney smoothing and WittenBell smoothing are additional approaches to make the higher-order Markov chain more
robust. These methods are widely applied in language models for predicting unseen
transitions. We will compare against the behavior of the Kneser-Ney smoothing in
our experiments and show that our method has a number of advantages.
We propose the retrospective higher-order Markov process (RHOMP) as a simplifed, special case of a higher-order Markov chain (Section 4.4). In this type of Markov
model, the process retrospectively choses a state from the past m steps of history,
and then transitions as a frst-order chain conditional on that state from history. This
assumption helps to restrict the total number of parameters and protect the model
from overftting the correlations between history states. Specifcally, this model corresponds to choosing m di˙erent frst order Markov chain transition matrices, one for
each step of history, as well as an associated probability distribution. Consequently,
the number of parameters grows linearly with the size of history while preserving
the higher-order nature. We also show there are important connections between our
model and the class of pairwise-interaction tensor factorization models proposed by
Rendle et al. [62, 63] (Section 4.4.1).
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We design an algorithm to select an optimal model from training data via maximum likelihood estimation (MLE). For the second-order case with two steps of history,
this yields a constrained convex optimization problem with a single hyperparameter
α. We derive a projected gradient descent [64] algorithm to solve it. It requires only a
few iterations to converge and each iteration is linear in the training data. We select
the hyperparameter by ftting a polynomial to the likelihood function as a function of
the parameter and select the global minimum. Thus, our RHOMP process does not
require any parameter tuning and is scalable to applications with tens of thousands of
states. In addition, both the process of updating the gradients and model parameters
parallelize over the training data.
We evaluate the e˙ectiveness of RHOMP models in experiments1 with real datasets
including product reviews, online music streaming, photo locations, and checkin business types (Section 4.5). We primarily compare algorithms in terms of their ability
to predict information from testing data and use accuracy and mean reciprocal rank
as the two main evaluation metrics. These experiments and results show that the
RHOMP model achieves superior prediction results in all datasets (Section 4.5.1)
compared with frst and second order chains. For even higher-order chains, RHOMP
shows stable performance with one exception (Section 4.5.3) where the data only has
short sequences.
Remark. Recently Kumar et al. [65] proposed the Linear Additive Markov Process (LAMP) that is closely related to our framework. Specifcally, our RHOMP
model is the same as the generalized LAMP (GLAMP) model from that reference. We
learned about this paper after our submission to KDD. The papers share a number of
related technical results about the models, and we discovered the related work [66–69]
based on their manuscript. The main di˙erence is that in this chapter we focus on
the general form that allows to learn di˙erent Markov chains for each step of history.
In addition we connect the RHOMP model with a particular tensor factorization to
a higher-order Markov chain.
1

Code and data for this chapter are available at: https://github.com/wutao27/RHOMP.
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4.2

Related Work
Modeling User Trails. Early work in [70] characterized the user path patterns

on the web with the tools of Markov chains. Other advanced methods include hidden Markov models (HMM) [71], variable length Markov chains [57] and association
rules [18]. However the computations associated with the above methods limit them
from being used in datasets with more than a few thousand states. More recent work
considers the sequence prediction task with personalization, such as collaborative fltering methods [6, 72, 73] where the behavior of similar users is utilized to help the
prediction, factorizing personalized Markov chains [63], TribeFlow [17] and recurrent
processes [74]. In addition to the prediction problem, clustering and visualization [75],
sequence classifcation [76], metric embedding [77–79] and hypotheses comparison [80]
have also been studied. In the context of this work, we seek to improve the performance of the classic and simple Markov model by studying a structured variation.
Random Walk Models. Since our model is a special case of a higher-order
Markov chain, we note that there are relationships with a variety of enhanced Markov
models. First our RHOMP model defnes a specifc form of the Additive Markov Process (AMP) [66], where the transition probability is a summation of a series of memory
functions that are restricted on the next state and one history state each. Applications of the AMP include LAMP [65] (see Section 4.1, 4.4), the gravity models [67],
dynamical systems in physics [68, 69] where the memory function is empirically estimated for the application of binary state, and the mixed memory models [81] for
language modeling where EM algorithms are applied to solve the mixture model parameters. In addition to the AMP, recent innovations include new recovery results
on mixture of Markov chains [82] (a special case of HMM), which assumes a small
set of Markov chains that model various classes of latent indent; and the spacey random walk [23, 24, 83] as a non-Markovian stochastic process that utilizes higher-order
information based on the empirical occupation of states.
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Tensor Factorization. As already discussed, our work is directly related to the
pairwise interaction tensor factorization (PITF) method proposed by Rendle in [62,
63], where the task is to generate tag recommendations given the {user, item} combination. The PITF model is learned from a binary tensor of triple {user, item, tag}
by bootstrap sampling from pairwise ranking constrains. Our work di˙ers in the aspect of problem formulation, model construction and parameter optimization. The
RHOMP model is also a special case of both the canonical/PARAFAC and Tucker
decompositions [84].

4.3

Preliminaries
We begin by formally reviewing the problem of user trail prediction. Then we will

review relevant background on Markov chain models.

4.3.1

Problem Formulation

We denote a user trail as a sequence over a discrete state space s = (s1 , s2 , · · · )
with each element si ∈ {1, 2, · · · , N }. Here N is the total number of states. The
sequence can represent, for instance, a user’s music listening history with each state
denoting a song/artist, or a user’s checkin history from social network with each state
denoting a location. Given a specifc user trail up to time t − 1: s = (s1 , s2 , · · · , st−1 )
with t ≥ 2, the task is to predict the next state at time t based on a large set of user
trails for training: S = {s(1) , s(2) , · · · }, where each s(i) is an individual trail.
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4.3.2

Markov Chain Methods

An m−th order Markov chain is defned as a stochastic process {Xt , t = 1, 2, · · · }
on the state space: {1, 2, · · · , N } with the property that the next transition only
depends on the last m steps. Formally,
�

Pr Xt = i | Xt−1 = it−1 , · · · , X1 = i1
�

= Pr Xt = i | Xt−1 = it−1 , · · · , Xt−m = it−m .
An (m + 1)-order transition tensor P with size N characterizes the above Markov
chain, with Pi,j,··· ,k denoting the probability of transitioning to state i given the m
current history states (j, · · · , k). The model with m = 1 is called the frst-order
Markov chain and similarly it can be described by an N × N transition matrix P .
In order to use a Markov chain for the prediction problem, we need to estimate
the transition matrix P . Given a set of users trails S = {s(1) , s(2) , · · · }, the maximum
likelihood estimator (MLE) of the probability Pi,j for a frst order chain is given
by [13]:
c(i, j)
Pi,j = P
` c(`, j)
where c(i, j) denotes the number of instances where the states j and i were consecutive
in all trails. For the case of higher-order Markov chain, it is well-known that any
higher-order (m > 1) Markov chain Xt is equivalent to a frst-order Markov chain
Zt by taking a Cartesian product of its state space. This simplifes the parameter
estimations and we may replace the original states with the Cartesian product states:
c(i, j, · · · , k)
,
Pi,j,··· ,k = P
` c(`, j, · · · , k)
where now c(i, j, · · · , k) counts the number of instances of the sequence k, · · · , j, i in
the training data.
Returning to the prediction task itself, Markov chain methods take as input the
history states of a trail and lookup the probabilities for all future states in the matrix
P or tensor P . This becomes a ranked list of states with the highest probability on
top.
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Fig. 4.1. An illustration of Markov chain methods and our proposed
RHOMP model.

4.4

Retrospective Higher-Order Markov Processes
The goal of the retrospective higher-order Markov process (RHOMP) is to strike a

balance between the simplicity of the frst order Markov model and the high-parameter
complexity of the higher-order Markov model. Nevertheless, it is important for the
model to account for higher-order behaviors because these are necessary to capture
many types of user behaviors [12,13]. Towards that end, the RHOMP model describes
a structured higher-order Markov chain that results in a compact low-parameter description of possible user behaviors. We describe this formally for the case of a
second-order history (and discuss largely notational extensions to higher-order chains
in Section 4.4.3).
The specifc structure that a RHOMP describes is a retrospectively frst-order
Markov property. For some intuition, suppose that a web surfer had visited a searchquery result page and then clicked the frst link. In the RHOMP model, the user
will frst determine if they are going to continue browsing from the search-result page
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or the frst link—hence users have the power to retrospect over history. Once that
decision has been made, the user will behave in a frst-order Markovian fashion that
depends on if the user returned to the previous state or remained on the current state.
Formally, suppose that the chain has recently visited states j and k. The RHOMP
is a two-stage process that frst selects a single history state. Since there are only
two states, we model this selection as a weighted coin-toss where the probability of
picking j is α and so picking k happens with probability 1 − α. Once we have the
history state, then the RHOMP transitions according to a transition matrix that is
specifc to that step of the history. Thus
�

Pr Xt = i | Xt−1 = j, Xt−2 = k = αRi,j + (1 − α)Qi,k ,
where R models the transitions from the current state (when those are selected) and
Q models the transitions from the previous state (when those are selected). See
Figure 4.1 for illustration. We summarize this in the following defnition:
Defnition 4.4.1 Given 0 ≤ α ≤ 1 and two stochastic matrices R, Q, a second-order
retrospective higher-order Markov process will transition from state j with history state
k as follows: (i) with probability α it transitions according to R with the current state
j, and (ii) with probability 1 − α it transitions according to Q with the previous state
k.
This model has a number of useful features. For instance, it is easy to compute
the stationary distribution as the following theorem shows.
Theorem 4.4.1 Let α, R, Q be a second-order RHOMP model. Consider the stationary distribution x in terms of the long-term fraction of time the process spends in
a state:
number of times Xt = i
t→∞
t

xi = lim

for each i = 1 . . . N .

Such a distribution x always exists. Moreover, it is unique if αR + (1 − α)Q is an
irreducible matrix.
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Proof Because the RHOMP is a special case of a second-order chain, we can use
the relationship with the frst-order chain on the Cartesian product space to establish
that a distribution x always exists. This follows because the long-term distribution
of a frst-order, fnite-state space Markov chain always exists (though there could
be multiple such distributions) [85]. Let Xi,j for all 1 ≤ i, j ≤ N be any limiting
distribution of the product state space, and x be either of the corresponding marginal
P
P
distribution such that
j Xj,k = xk or
k Xj,k = xj . Note that both of these
marginals result in the same distribution because we use the long time average to
defne Xi,j . Then we have:
X
XX
Xi,j =
(αRi,j + (1 − α)Qi,k )Xj,k
xi =
j

=

X

j

k

X
αRi,j xj +
(1 − α)Qi,k xk = (P x)i

j

k

where P is defned as αR + (1 − α)Q. So the limiting distribution x follows x = P x,
and it is unique if the corresponding Markov chain P is irreducible.
It is important to note that Theorem 4.4.1 describes the property of the limiting
distribution of the RHOMP model. However it does not imply that the RHOMP
model is equivalent to the frst-order Markov chain with the transition matrix αR +
(1−α)Q. The reason is that limiting distribution is the long-term fraction of time the
random walk spends in a state, but in terms of any short-term transitions, RHOMP
and the frst-order Markov chain behave quite di˙erently. Figure 4.2 is an example
the random walks di˙usions for three steps given the starting condition. And we can
see the di˙erent patterns of di˙usions.
In Section 4.4.2, we show how to compute a maximum likelihood estimate of R
and Q from data.

4.4.1

A Tensor Factorization Perspective

We originally derived this type of RHOMP via a tensor factorization approach,
but then realized that the retrospective interpretation is more direct and helpful.
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Fig. 4.2. Heatmap on the di˙usions of four di˙erent random walks with
three future transitions: 1st-order Markov chain (MC) on top-left, 2ndorder MC on top-right, 2nd-order RHOMP on bottom-left, and the
1st-order MC with αR + (1 − α)Q on bottom-right. The user trails are
from the Flickr geo-location dataset focused on the bay area. The previous
and current locations are marked in the top-right fgure. The 1st-order
MCs predict high probabilities for the downtown SF and Berkeley areas.
The RHOMP predicts high probabilities for the downtown SF and the
south bay areas.
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Nevertheless, we believe there are fruitful connections established by the tensor factorization approach. Consider the transition tensor of a second-order Markov chain:
P is a 3-mode, N × N × N , non-negative tensor such that
X

Pi,j,k = 1 for all 1 ≤ j, k ≤ N.

(4.1)

i

This imposes a set of N 2 equality constraints. If we wanted to use traditional lowrank tensor approximations such as PARAFAC or Tucker [84] to study large datasets,
then we would need to add a large number of constraints to the ftting algorithms in
order to ensure that the factorization results in a stochastic tensor that we could use
for a second order Markov chain. This approach was extremely challenging.
Instead, consider a pairwise interaction tensor factorization (PITF) as proposed
by Rendle et al. [62] with the following form:
Pi,j,k =

X

(J)

(I)

Ai,` Bj,` +

X

`

(K)

(I)

Ai,` Ck,` +

X

`

(K)

(J)

Bj,` Ck,`

(4.2)

`

where matrices A(J) , A(K) , B (I) , B (K) , C (I) , C (J) ∈ RN ×k . We notice that last term
in (4.2) is the interaction between the current state j and the previous state k, and
it contributes only a constant determined by the pair (j, k). In the applications of
prediction, we can drop this term because it does not a˙ect the relative ranking for
the future state i. So the factorization model becomes:
Pi,j,k =

X
`

(J)

Ai,` Bj,` +

X

(K)

Ai,` Ck,`

(4.3)

`

with A(J) , A(K) , B, C ∈ RN ×k .
To see the relationship with our RHOMPs, denote α̃R̃ = A(J) B | and (1 − α̃)Q̃ =
A(K) C | with 0 ≤ α̃ ≤ 1. Then the result of a PITF factorization with stochastic
constraints is:
Pi,j,k = α̃R̃i,j + (1 − α̃)Q̃i,k

(4.4)

It is easy to verify that if both R̃ and Q̃ are stochastic matrices, then the corresponding tensor P is a transition tensor following (4.1). The following theorem shows that
from any nonnegative R̃ and Q̃, we can construct such stochastic matrices.
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Theorem 4.4.2 Assuming there exist nonnegative matrices R̃ and Q̃ such that the
transition tensor P can be decomposed in the form of (4.4), then there exist 0 ≤ α ≤ 1
and stochastic matrices R, Q such that Pi,j,k = αRi,j + (1 − α)Qi,k .
P
P
Proof Denote i R̃i,j = r̃j and i Q̃i,k = q̃k for all 1 ≤ j, k ≤ N . Because 1 =
P
i Pi,j,k = α̃r̃j + (1 − α̃)q̃k for all 1 ≤ j, k ≤ N , we have r̃1 = r̃2 = · · · = r̃N = r̃ ≥ 0,
q̃1 = q̃2 = · · · = q̃N = q̃ ≥ 0 and α̃r̃ + (1 − α̃)q̃ = 1. If r̃ = 1, q̃ = 1 then the original
matrices R̃ and Q̃ are stochastic. Otherwise we can set
α = α̃r̃;

˜
R = R/r̃;

˜
Q = Q/q̃

where R and Q are stochastic. Then we have
αRi,j + (1 − α)Qi,k = α̃R̃i,j +

(1 − α̃r̃)Q̃i,k
q̃

= α̃R̃i,j + (1 − α̃)Q̃i,k = Pi,j,k
So (α, R, Q) forms a valid factorization for P , the bound on α follows from α̃r̃ + (1 −
α̃)q̃ = 1 from (4.4).
Consequently, the RHOMP form also arises from the PITF approach when constrained to model stochastic tensors.

4.4.2

Parameter Optimization

In this section we will apply the principle of maximum likelihood to estimate the
model parameters of a RHOMP (i.e., R, Q) directly from data. An alternative would
be to estimate the higher-order Markov chain and use the PITF factorization as
discussed in the previous section. Working directly on the RHOMP model from data
has two advantages: frst, the estimate corresponds exactly with the model, rather
than estimate and approximate; and second, the direct approach is faster.
We frst show how to compute a maximum likelihood estimate with α fxed and
then discuss how to pick α. Recall that c(i, j, k) is the total count of transitions
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moving from j to i with previous state k in the training data. With fxed α, the log
likelihood of all transitions from the set S of user trails is:
X
log L(R, Q | S) =
c(i, j, k) log(Pi,j,k )
c(i,j,k)>0

=

X

(4.5)

c(i, j, k) log(αRi,j + (1 − α)Qi,k )

c(i,j,k)>0

Our goal is to fnd a pair of stochastic matrices R, Q which minimizes the negative
log likelihood, which gives us the following optimization problem:
minimize
R,Q

− log L(R, Q | S)

subject to Ri,j ≥ 0, Qi,j ≥ 0 1 ≤ i, j ≤ N
P
P
i Ri,j = 1,
i Qi,k = 1 1 ≤ i ≤ N

(4.6)

This optimization problem is convex as the following theorem shows.
Theorem 4.4.3 The negation of the log likelihood function in (4.5) is convex and so
is the feasible region of pairs of stochastic matrices. Thus any local minima solution
(R∗ , Q∗ ) is also the solution for global mimima.
Proof First we verify the feasible domain of stochastic pairs (R, Q) is convex. We
can check that given 0 ≤ λ ≤ 1 and two stochastic matrices A, B, the linear combination λA + (1 − λ)B is also a stochastic matrix. This applies element-wise to the
pair to verify the claim.
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Now given two sets of stochastic matrices (R(1) , Q(1) ) and (R(2) , Q(2) ) and the
corresponding linear combination (R = λR(1) + (1 − λ)R(2) , Q = λQ(1) + (1 − λ)Q(2) )
we have
− log L(R, Q | S) = −

X

c(i, j, k) log(αRi,j + (1 − α)Qi,k )

i,j,k

=−

X

�
(1)
(1)
c(i, j, k) log λ(αRi,j + (1 − α)Qi,k )

i,j,k
(2)

(2)

+ (1 − λ)(αRi,j + (1 − α)Qi,k )
X
�
(1)
(1)
≤−
c(i, j, k) λ log(αRi,j + (1 − α)Qi,k )



i,j,k
(2)

(2)

+ (1 − λ) log(αRi,j + (1 − α)Qi,k )



= −λ log L(R(1) , Q(1) | S) − (1 − λ) log L(R(2) , Q(2) | S),
where the inequality is from the fact that − log is a convex function. So (4.6) is a
convex problem.
We now derive the projected gradient descent algorithm for (4.6), which is summarized in Algorithm 2. This involves
1. First update R and Q based on their gradients.
2. Since R and Q are no longer stochastic due to the above updates, the projection
step is applied to project the updated R and Q back to `1 − balls (i.e., the
stochastic property).
The gradients over R and Q are:
−∂ log L X
−αc(i, j, k)
=
αRi,j + (1 − α)Qi,k
∂Ri,j
k
−∂ log L X −(1 − α)c(i, j, k)
=
=
αRi,j + (1 − α)Qi,k
∂Qi,k
j

rRi,j =
rQi,k

(4.7)

We accomplish the projection step using the algorithm from [64]. Note that for the
sake of simplicity we present the projection step by sorting each column vector w
from R and Q, but there is a more eÿcient method based on divide and conquer [64]
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Algorithm 2 Max. Likelihood Estimate of a 2nd-order RHOMP
Require: parameter α, step size γ0 and transition counts c(i, j, k)
P
P
1: Initialize R with Ri,j
=
Q with Qi,k
k c(i, j, k)/
`,k c(`, j, k),
P
P
j c(i, j, k)/
`,j c(`, j, k) and γ = γ0
2:

repeat

3:

Compute the gradient matrices rR, rQ based on (4.7)

4:

R ← (R − γrR) and Q ← (Q − γrQ)

5:

for each column vector w of R and Q do

8:

Sort the non-zeros of w into u: u1 ≥ u2 ≥ · · · ≥ uk > 0

P
Find ρ = max r ≤ k : ur − 1r ( ri=1 ui − 1) > 0
P
Defne θ = ρ1 ( ρi=1 ui − 1)

9:

Update w with wi ← max{wi − θ, 0}

6:
7:

10:

end for

11:

if objective value decreases then

12:
13:
14:
15:
16:

=

γ ← min{2 ∗ γ, γ0 }
else
γ ← 0.5 ∗ γ; re-run this iteration with the updated γ
end if
until converge

which is linear cost to the number non-zeros in w. However in practice sorting w is
fast as the vector w is very sparse.
Overall each iteration takes linear time in the number of unique triples (i, j, k) in
the sequence data. This is upper bounded by the size of input data. We also note
that the procedure of computing the gradients rR, rQ and updating R, Q, which
dominates the majority of the computation, can be paralleled.
Choosing α. To determine the value of hyperparameter α, we conduct a few trials
with α chosen between (0, 1). Then based on the value of the objective function, we
calculate the best value of α from a polynomial interpolation of the likelihood function.
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Fig. 4.3. Polynomial ftting of the objective function (i.e., log likelihood)
with 15 Chebyshev nodes from the interval [0, 1]. The dataset we use
for this example is Flickr geo-location data. The optimal value of α is
approximately 0.7.

Getting the global minimum of a polynomial interpolant can be done eÿciently, and
polynomials can approximate arbitrary continuous functions, which renders this a
pragmatic choice. Specifcally we use n Chebyshev nodes as the values of α to ft the
interpolant: αk = 12 + 12 cos( 2k−1
π), k = 1, 2, · · · , n. Chebyshev nodes cluster towards
2n
the endpoints of (0, 1), which avoids Runge phenomenon, and also admit simple and
numerically stable polynomial interpolation algorithms. Figure 4.3 is an example of
the above polynomial ftting process.
Another approach for selecting the value of α is to conduct cross validation with
grid search. However a di˙erent objective is needed as we could run into unseen
transitions in the validation set and the likelihood would go to −∞. Alternatively
we can use a measurement like accuracy instead of likelihood. The main advantage
of cross validation is its ability to prevent overftting. In our experiment we fnd this
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problem does not occur, so we drop this procedure as it requires substantially more
computation.

4.4.3

Higher-order Cases beyond Second Order

The ideas discussed in the above sections also work for the higher-order cases with
m ≥ 3. The RHOMP model becomes:
(1)

(2)

(m)

Pr(Xt = i |Xt−1 =j,Xt−2 =k,...,Xt−m =`) = α1 Ri,j + α2 Ri,k + · · · + αm Ri,`
where 0 ≤ αi ≤ 1 for i = 1, 2, · · · , m,

P

i

αi = 1 and matrices R(i) for i = 1, 2, · · · , m

are stochastic. Similarly, the log likelihood function can be derived as well as the
gradient over each R(i) . The projected gradient descent algorithm is then applied to
update each stochastic matrix R(i) , with a per-iteration complexity bounded by the
size of the training data.
The biggest di˙erence is that we are no longer able to determine the hyperparameters αi in a simple fashion as the polynomial interpolation is only computationally
eÿcient for one or two parameters. To address this issue, recall that we proposed the
model as a retrospective walk, where the walker has probability αk to step back k − 1
steps into their history and then transition according to R(k) . Our proposal is to use
a single hyperparameter β < 1 to model a decaying probability of looking back into
the history:
α1 =

1−β
,
1−β m

1−β
α2 = β 1−β
m,

...,

1−β
αm = β m−1 1−β
m.

(This distribution describes a truncated geometric random variable.) In our experiments for the second-order case the optimal α1 > 1/2 for every dataset. This o˙ers
a single step of evidence for this assumption. Also Figure 4.4 shows the heatmap of
log likelihood for di˙erent confgurations of α1 and α2 in a third-order RHOMP. As
we can see that the optimal parameter is (α1 = 0.42, α2 = 0.35, α3 = 0.23), and this
result also indicates such decaying e˙ect exists. Another observation from this fgure
is that by comparing the three vertices, we can conclude that if only one history state
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Fig. 4.4. 2D heatmap example for a third-order RHOMP. The dataset we
use for this example is Flickr geo-location data.

is allowed for future transition prediction, we would rank the current state as the
best, then the previous state followed by the state before the previous state. The
above β can be chosen either by the procedure of polynomial interpolation or simply
using the optimal value α∗ from a second-order factorization model β = α∗ /(1 − α∗ ).
We apply the latter approach in our experiments for RHOMP with m > 2.
Relationship with the Linear Additive Markov Process. Our RHOMP
model was also proposed as the generalized Linear Additive Markov Process [65] as
discussed in the introduction. By way of comparison, the Linear Additive Markov
process, which constituted the bulk of [65], corresponds to RHOMP where R = Q,
or a higher-order RHOMP where R(1) = R(2) = · · · = R(m) . There are additional
algorithmic properties of these models shown in that reference, including results on
the mixing time and an alternating ftting procedure.
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Table 4.1.
Dataset characteristics in terms of the number of states, transitions and
trails

4.5

# states

# transitions

# trails

LastFM

17,341

2,902,035

195,499

BeerAdvocate

2,324

1,348,903

35,629

BrightKite

11,465

400,340

125,437

Flickr

7,608

1,212,674

97,563

FourSQ

344

198,503

1,480

Experiments
We evaluate our RHOMP method on the ability to predict subsequent states in a

user trail in terms of accuracy and mean reciprocal rank (MRR) on fve di˙erent types
of data. We then present the results of a second-order (i.e., m = 2) RHOMP compared
with baseline methods in Section 4.5.1 and study over-ftting of the training data in
Section 4.5.2. Then we study what happens for higher-order (i.e., m > 2) models in
Section 4.5.3. In all cases, the RHOMP model o˙ers a considerable improvement to
existing methods.
The real datasets we use in our experiments cover several applications including:
product reviews, online music streaming, checkin locations of social networks and
photo uploads. Every dataset is publicly available. For all the datasets, self-loops
are removed as we are mostly interested in predicting a non-trivial transition. Also
we only consider states that show up more than 20 times. Simple statistics on each
dataset are summarized in Table 4.1, and we now describe them individually.
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LastFM [16] is a music streaming and recommendation website (last.fm). We
generate user trails as listening histories regarding di˙erent artists over a one-year
period (2008-05-01 to 2009-05-01).
BeerAdvocate [9] consists of beer reviews spanning more than 10 years up to
November 2011 from beeradvocate.com. We study the user trail as reviews over
di˙erent brewers.
BrightKite [8] was a location-based social networking website where users shared
their locations by checking-in. We study the trails of location id.
Flickr [86] contains 100 million Flickr photos/videos provided by Yahoo! Webscope. We extract the user trail based on geolocation (restricted to USA) of each
upload after 2008-01-01. Each longitude and latitude is mapped into a grid of approximate 10km by 10km, which constitutes the state.
FourSQ is a location based check-in dataset created by Yang et al [7] which
contains checkins from New York City from 24 October 2011 to 20 February 2012.
We extract checkin place category (e.g., bus station, hotel, bank) as state.
For experimental methods, we consider the following:
MC1, MC2 are the frst-order and second-order Markov chain methods respectively, where the transition matrix is estimated based on maximum likelihood.
Kneser1, Kneser2 are the interpolated Kneser-Ney smoothing methods [61]
applied on the frst-order and second-order Markov chain methods respectively. This
is one of the best smoothing methods for n-gram language models, where it enables
higher-order Markov chain transitions to unseen n-grams. We set the discounting
parameter as n1 /(n1 + 2n2 ) by the method of leaving one out [61], where n1 and n2
denote the number of n-grams that appear exactly once and twice respectively
PITF is the pairwise interaction tensor factorization method [62] computed on
the higher-order Markov chain estimate. Because we use ranking, we consider general
positive and negative entries as valid for the factorization. We implement the ftting
method ourselves to handle the sparsity in our data. We tune the regularization
parameter λ during training. They are 5 · 10−5 for LastFM, 1 · 10−5 for BeerAdvocate,
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and 3 · 10−4 for the other three datasets. We set the rank number k as 5% of the
total number of states, which is enough to accurately capture the user behavior [62].
For SGD optimization we set the learning rate α = 0.05, initialization N (0, 0.01) and
number of iterations as 10,000,000.
LME is short for Latent Markov Embedding [77]. It is a machine learning algorithm that embeds states into Euclidean space based on a regularized maximum
likelihood principle. We set the dimension d = 50 and use default values for all other
parameters (e.g., learning rate, epsilon). (We tried various values of d spanning from
2 to 100, we fnd as d increases the performance also gets better, for d > 50 the
improvements are negligible. So we use d = 50 to make the algorithm eÿcient.) We
use the authors’ implementations.
RHOMP is our proposed method in this chapter. We use initial step size as
γ0 = 1, and set ε = 10−5 as the algorithm termination criterion when the relative
improvement over log likelihood is below this point. For the hyperparameter α we
use n = 15 Chebyshev nodes for the interpolation.
The datasets are randomly split into a training set (60%) and testing set (40%)
based on keeping whole trails together. And for each dataset we conduct experiments
over 5 random repetitions and present the average results. For evaluations we use
accuracy over top k outputs to measure the accuracy of each method. It is calculated
over all individual transitions in the testing set as
accuracyk =

# true transitions within top k algorithmic results
.
# total transitions

Besides accuracy, which measures the accuracy of the top outputs from algorithms,
we also provide results on Mean Reciprocal Rank (MRR). The reciprocal rank of an
output is the inverse of the rank of the ground truth answer and MRR measures
the overall ranking compared to the groundtruth. For both measures, we want large
scores close to 1.
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Table 4.2.
Mean Reciprocal Rank (MRR) results of various methods on all datasets.
The results are the mean over 5 trials for each method and dataset. Standard deviation is within 2% for all experiments, and due to the space
constraint, we do not provide the exact number. Bold indicates the best
mean performance. Our proposed RHOMP (m = 2) has the best performance in all datasets.

MC1

MC2

LastFM

0.071

0.068

0.066

BeerAdvocate

0.080

0.034

BrightKite

0.551

Flickr
FourSQ

4.5.1

Kneser1 Kneser2

PITF

LME

RHOMP

0.090

0.060

0.062

0.100

0.079

0.076

0.068

0.067

0.090

0.540

0.554

0.599

0.444

0.529

0.603

0.358

0.306

0.350

0.379

0.315

0.333

0.410

0.138

0.092

0.146

0.155

0.126

0.113

0.181

General Results

First we compare our RHOMP (m = 2) with other baseline methods in terms of
accuracy and MRR score.
MRR score. Table 4.2 depicts the results on the MRR score. In all datasets,
RHOMP has the highest score. From the table we see that MC1 outperforms the
LME method. The LME has the advantage of embedding the states into Euclidean
space for applications like visualization or clustering. However the embedding could
potentially cause information loss, making the prediction less accurate. And we notice
that MC2 has the lowest scores in many cases (i.e., BeerAdvocate, Flickr and FourSQ
datasets), and the MRR scores drop compared to MC1. The Kneser-Ney smoothing
modifcation makes the MC2 estimate more robust, and in most cases outperforms
the MC1, although such advantage is limited compared to that from our RHOMP
method. The PITF method is also not competitive.
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Fig. 4.5. Relative accuracy results on all datasets with k = 1, 2, 3, 4, 5.
We use Kneser1 as the baseline, and the relative accuracy is calculated
as the accuracy ratio to that of Kneser1. The error bars in the fgure are
the standard deviations over 5 trials. The numbers in the bottom and the
top of the fgures denote the absolute accuracies for the Kneser1 and our
RHOMP method respectively. We see that our RHOMP has noticeable
improvements over other methods in most datasets.
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Table 4.3.
Algorithm runtime (in minutes) for the three large datasets in terms of
training time (left) and testing time (right). The experiments are run on
a single-core of a 2.5Ghz Xeon CPU. Both MC1 and MC2 ran in under a
minute.
Kneser1

Kneser2

PITF

LME

RHOMP

LastFM

2/4

3/75

493/1980

3188/57

52/2

BrightKite

<1/1

<1/4

236/71

1153/22

3/1

Flickr

<1/1

1/8

168/97

764/11

6/1

Accuracy score. Figure 4.5 shows the algorithms performances in terms of
relative accuracy. Many of the observations from Table 4.2 on the MRR score also
apply here. In addition we fnd MC2 is often able to provide one accurate output,
so the relative accuracy (k = 1) is actually quite good in most cases. However as
k increases the relative accuracy drops rapidly due to the fact that MC2 is not able
to generate a few more reliable outputs. This limits the application of MC2 because
in the task of recommendation, it is important for the algorithm to generate a few
instead of one unique candidate state. Another observation is that the results of
PITF over di˙erent trials are often more volatile because of its underlying stochastic
gradient descent solver. We also fnd that for some datasets (e.g., BeerAdvocate and
FourSQ) the relative accuracies of our RHOMP decrease as k increases. The reason is
that as k increases, the prediction task itself becomes easier, so it is hard to maintain
the same advantage (i.e., constant relative accuracy). This also explains why methods
like LME and PITF can catch up as k increases.
Algorithm Runtime. Table 4.3 shows the runtime for each method. The
RHOMP approach takes slightly more time to train than Kneser-Ney methods, but
has faster prediction and testing. It is slower than the pure MC methods, but much
faster than PITF, LME.

66

Table 4.4.
accuracy (k=3) results for testing set (the left number) vs train set (the
right number) that we use to estimate overftting. Bold denotes the highest testing result. We judge the overftting e˙ects as {MC2, Kneser2} 
{MC1, Kneser1, RHOMP} > {LME, PITF}. But LME and PITF have
poor test performances.

MC1

MC2

Kneser1

Kneser2

PITF

LME

RHOMP

0.092/0.216

0.087/0.961

0.068/0.109

0.094/0.792

0.056/0.061

0.062/0.083

0.108/0.218

BeerAdvocate 0.082/0.115

0.067/0.777

0.071/0.074

0.066/0.490

0.059/0.061

0.056/0.600

0.085/0.109

0.654/0.782

0.606/0.940

0.636/0.729

0.669/0.868

0.526/0.584

0.610/0.665

0.690/0.796

LastFM

BrightKite
Flickr

0.428/0.496

0.374/0.832

0.399/0.440

0.432/0.710

0.352/0.373

0.384/0.401

0.477/0.530

FourSQ

0.145/0.199

0.133/0.778

0.147/0.174

0.155/0.524

0.126/0.140

0.104/0.137

0.188/0.241

4.5.2

Analysis on Overftting

One of the reasons we propose the RHOMP method is to improve the higherorder Markov chain method in the aspect of overftting. In this section we analyze
the results in detail and give an explanation on the performances of di˙erent methods.
First we show the comparison between training and testing performance in Table 4.4. We present the result using accuracy with k = 3 as it is representative of
the remaining results. Both PITF and LME had the least overftting e˙ect as the
testing and training accuracies are very close. However, their testing accuracies are
also low. The training accuracy of MC2 is the highest for all datasets. But these are
often more than 10 times of the corresponding testing accuracies. So MC2 is a highly
overftting method. Kneser2 also has comparatively high training accuracy since it is
a second-order method and tends to ft the training data well. But the performance
on testing set is better than MC2 as it uses lower-order information to smooth the
output. The methods MC1, Kneser1 and RHOMP have a good training and testing
balance, and among them, our RHOMP has superior testing performances.
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Fig. 4.6. State-wise accuracy (k = 3) comparison on MC1 vs MC2 vs
RHOMP (left fgure) and Kneser1 vs Kneser2 vs RHOMP (right fgure)
on the Flickr dataset. Each marker represents the average accuracy over
a group of states. The curves are ft from the scatter points based on
Locally Weighted Scatterplot Smoothing (LOWESS).

Next we analyze the performance on individual states to help understand the
behaviors of di˙erent algorithms. We sort all the states from high to low based on
the total number of counts of each state in the training set. Our aim is to look at how
testing accuracy correlates with these counts. Figure 4.6 shows the accuracy (k = 3)
comparisons (i.e., MC1 vs MC2 vs RHOMP and Kneser1 vs Kneser2 vs RHOMP) on
the Flickr dataset based on counts of the states. We aggregate small sets of states
based on their counts into baskets of at least 1000 transitions and 5 states. We fnd
that all methods show accuracy drops when predicting infrequent states, with MC2
being a˙ected most. Here, RHOMP does the best out of all methods, which refects
its ability to avoid overftting.
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Fig. 4.7. Relative accuracy (k = 3) vs order of the methods: MC, KneserNey smoothing and RHOMP. The relative accuracy is the accuracy ratio
to that from MC1 of the corresponding datasets. Note that the y-axis
may not be scaled linearly to make the fgures more clear.
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4.5.3

Analysis on Higher-order Approaches

In the previous sections, we analyze the results for frst and second-order approaches. Now we study the behavior as the order varies. Figure 4.7 shows change
in performance as the order increases for the three frameworks: MC, Kneser-Ney
smoothing and RHOMP. For the cases when the history states length is smaller than
the order, we use the approach with the correct order to generate the prediction.
For the MC framework, higher-order approaches make the prediction less accurate.
This occurs because these methods overft the training data and there are more ways
to overft for a higher-order chain. For the Kneser-Ney smoothing approaches, in
most cases (except BeerAdvocate dataset) there are improvements moving from frstorder to second-order. However the improvements are slight. For order > 2, there are
usually either no clear improvements or small performance dips. The reason is that
as the order increase, the higher-order transition become very sparse, and could easily
encounter an unseen higher-order state. So in this case the algorithm will frequently
seek the prediction from a lower-order approach.
For the RHOMP framework, there are improvements for each dataset when moving
from MC1 to RHOMP with order = 2, and for order > 3, the results further improve.
Compared to MC and Kneser-Ney smoothing frameworks, The RHOMP is more
robust in terms of not decreasing the accuracy as order increases, with the exception
of BrightKite dataset. In BrightKite, the average trail length is around 3, so there
is insuÿcient information to train higher-order models and we lack the lower-order
fallback in Kneser-Ney.
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5. MULTI-WAY MONTE CARLO METHODS FOR LINEAR
SYSTEMS
5.1

Introduction
Many scientifc and engineering problems require solutions of linear systems, for

instance, the discretization of partial di˙erential equations (PDEs). The Monte Carlo
(MC) technique for solving the matrix inversion or linear system problems dates back
to the idea of Neumann and Ulam, which is describe by Forsythe and Leibler [87] in
1950. It uses a random walk on certain matrix derived from the linear system, to
defne a random variable that has the expectation be equal to the solution. However
the applicability of this method is limited due to its slow convergence or sometimes
its failure to converge [20], thus MC method is not as eÿcient as some modern deterministic solvers like preconditioned Krylov methods. However for some applications,
where only modest accuracy is required, the MC method has the advantage to approximate the solution. Such applications include PageRank computations [88] and
graph partitioning [89]. Moreover, for many large scale linear systems, it is important
to fnd an approximate solution of the matrix inversion as a preconditioner with low
computational e˙orts. Monte Carlo algorithms can provide stochastic estimations of
the solution, and the accuracy as well as the computational complexity can be controlled by the total number of simulations. On the other hand, the approximation
of the solution from the MC method can be integrated into other iterative methods
like the Richardson method. These methods [90–92] use MC as an inner blackbox
inside each iteration to accelerate the overall iterative procedure. With this type of
acceleration, the overall procedure converges to the solution with far fewer iterations
than the basic method without the MC acceleration. Another beneft of this combination is that the MC part is highly parallel [93, 94], so it redistributes many of
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the computational e˙orts into parallel computers, where the basis iterative method
cannot accomplish.
Another merit of the MC method on linear systems is the scalability. The computational complexity or the convergence speed is not directly dependent on the size of
the matrix, but only determined by the simulation variance, which is related to the
spectral radius of certain matrix. So the growing size of the problem does not necessarily increase the complexity of the method. Also to handle the extremely big matrix,
the MC method does not require access to the complete matrix but only element-wise
value of the matrix. This type of scenarios appeal in cloud computing [95] or sensor
networks [96]. Moreover the MC method can target a single component or a linear
combination of the solution vector, when it is infeasible or unnecessary to compute
or store the whole solution [97].

5.1.1

Our Contribution

In this chapter we improve the two limitations of the MC method regarding its
slow convergence and sometimes its failure to converge. Formally we consider the linear system problem of the form Ax = b where A ∈ Rn×n , x, b ∈ Rn . And it can be
rewrited into the form x = Hx + b when denoting H = I − A, where I is the identical matrix. First, we notice that in order to apply the Monte Carlo method, existing
P
work [19, 97, 98] assumes kHk < 1 (for the infnity norm kHk = maxi j |Hi,j |),
which suÿces to show Var[X] < ∞, but this is a stronger condition than ρ(H) < 1.
Although it is possible to have Var[X] < ∞ when kHk ≥ 1, there is no easy way
to check. To tackle this problem, in section 5.3 we propose a new multi-way random
walk that transitions on a hypermatrix built from the original linear system. This
is a generalization of the standard Monte Carlo method and its associated random
walk. At each step of the random walk, the transition matrix is constructed in a way
akin to the Monte Carlo Almost Optimal (MAO) framework [19,20]. We prove an explicit form of the variance of this new type of MC method in section 5.3.3, and derive
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conclusions on the convergence of this method. In section 5.4 we propose an eÿcient
algorithm to construct the transition hypermatrix, and prove that it minimize the
upper bound of the norm of a matrix which directly determines the variance. We
prove that under this type of random walk, the new method always converges when
ρ(H + ) < 1, where H + is the nonnegative matrix defned as Hij+ = |Hij |. The comparison of the region spaces of di˙erent constraints is shown in Figure 5.1. And we
can see that moving from the condition kHk < 1 to ρ(H + ) < 1 makes more problems
solvable. Second, our new method can work faster than the standard MC algorithm.
We show that the standard algorithm is a non-optimal special case in our multi-way
random walk settings, whereas our multi-way random walks choose the optimal transition hypermatrices, which tend to minimize the variance. In section 5.5, we conduct
numerical experiments on both synthetic and real world matrices. We demonstrate
the e˙ectiveness of our new method by comparing the variances computed according
to our theorem and by comparing the stochastic errors from the solvers as well. One
downside to our approach is that is cannot be implemented in a purely local fashion
akin to the standard Monte Carlo method as it requires global work to build the
multi-way walk.

5.1.2

Related Work

Research on Monte Carlo Methods for linear systems can be divided into two
classes: direct methods and hybrid methods. Direct methods study the various techniques of the Monte Carlo solvers themselves, for instance Wasow [99] construct a
di˙erent estimator from [87], and it has smaller variance under certain conditions.
Srinivasan and Aggarwal [100] studied the non-diagonal splitting version the the MC
method, and showed that it is also possible to use non-diagonal splitting techniques for
sparse matrix even the splitting leads to a dense matrix. Dimov et al [101] use di˙erent relaxation parameters to control the convergence of algorithm for matrix inversion
problems. For large dense linear systems, Sabelfeld and Mozartova [102] proposed the
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Fig. 5.1. Illustration on the region spaces for di˙erent constraints: ρ(H) <
1 is the requirement for the Neumman Series to converge; ρ(H + ) < 1 is the
requirement for our multi-way method to converge; kHk∞ is the suÿcient
condition for the standard MC method to converge.

Sparsifed Randomization Monte Carlo (SRMC) method, which is based on a probabilistic sampling of small size sub-matrices, and the sampling has the expectation be
equal to the original linear system. Hybrid methods [90, 91, 103] on the other hand,
use the direct MC as a black box combined with other iterative techniques. Sequential
Monte Carlo method (SMC) [90] is one such method, which approximate the solution
of r = Hr + b at each iteration, where r is the residual after the previous iteration. Evans et al [91,92] introduced the Monte Carlo Synthetic Acceleration (MCSA)
method, where one step of the Richardson iteration is added to each iteration. This is
a competitive method compared to preconditioned conjugate gradients and GMRES
for certain types of problems. Note that in this chapter, we focus on the direct MC
procedure. However it is easy to see that our ideas can also be incorporated into the
hybrid frameworks to better improve the performance. There are also a variety of
studies regarding other properties of the MC method, for instance, the parallel implementation [92, 103, 104], real world application [88, 97], convergence analysis [20],
and spectral analysis [96]. Other than solutions of linear systems, similar MC techniques can also be used to handle eigenvalue problems [105] and various large scale
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matrix operations, for example to approximate matrix multiplication [106], compute
low-rank approximation to a matrix [107] and compute matrix decomposition [108].

5.2

The Standard Monte Carlo Method
Consider the linear system of the following form:
x = Hx + b

(5.1)

where H ∈ Rn×n and x, b ∈ Rn . Assuming the spectral radius ρ(H) < 1, then the
following Neumann Series converges to the solution:
x=

∞
X

H ` b.

`=0

The idea of Monte Carlo method of estimating the solution vector is to simulate multiple Markov chains, where each chain is an unbiased estimator of the above Neumann
Series. Here we introduce the forward and adjoint techniques of this method.
Forward method. Consider our general goal as to evaluate the functional
Pn
hh, xi =
i=1 hi xi . We could then use this primitive to compute the solution by
evaluating the functional for each standard basis vector to get each single component
of the solution.
Based on the observation that the Neumann Series converges, the MC method
create a Markov random walk Xt on the state space: S = {1, 2, · · · , n} with the
initial probability
Pr(X0 = i) = pi

s.t. hi =
6 0 ⇒ pi =
6 0

and the transition probability
Pr(X`+1 = j | X` = i) = Pi,j

s.t. Hi,j 6= 0 ⇒ Pi,j =
6 0.

Let ν be a realization of the random walk:
k0 → k1 → k2 → · · · → k` → · · · .
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A walk related weight W and random variable X can be calculated as follows:
hk0 Hk0 ,k1 Hk1 ,k2 · · · Hk`−1 ,k`
pk0 Pk0 ,k1 Pk1 ,k2 · · · Pk`−1 ,k`
∞
X
X(ν) =
W` bk` .

for ` = 0, 1, 2, · · ·

W` =

`=0

Then it can be shown (for instance [101]) that E[X] = hh, xi, and more specifcally
E[W` fk` ] = hh, H ` f i. Since the random variable is an unbiased estimator of the
solution, the MC method runs simulations of this random walk, and use the empirical
¯ to approximate E[X].
mean X
The forward method above can target on a linear combination of the solution
vector. However in order to estimate the entire solution vector, the method has to be
applied multiple times to get a single entry of the solution each time. This limitation
can be better handled by the following adjoint method.
Adjoint method. Consider the following form of a linear system:
y = H T y + d.
And we have the following inner product equivalence:
h(I − H)T y, xi = hy, (I − H)xi

=⇒

hx, di = hy, bi.

Similarly we can apply the technique from the forward method to compute any
linear combination with the solution vector y. Notice that if we let d be a standard
basis vector ei then:
hy, bi = hx, di = xi .
Now to estimate the whole original solution vector x from the linear system (5.1),
the adjoint method will construct the following Markov chain with the initial probability
Pr(X0 = i) = pi

s.t. bi =
6 0 ⇒ pi =
6 0

and the transition probability
Pr(X`+1 = j | X` = i) = Pi,j

T
s.t. Hi,j
6 0 ⇒ Pi,j =
=
6 0.
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And similarly we defne the weight for each step as:
W` =

hk0 HkT0 ,k1 HkT1 ,k2 · · · HkT`−1 ,k`
pk0 Pk0 ,k1 Pk1 ,k2 · · · Pk`−1 ,k`

for ` = 0, 1, 2, · · ·

As a result we can compute the solution vector x as:
⎧
⎪
∞
⎨ 1 if i = j
hX
i
W` δk` ,i where δi,j =
.
xi = E
⎪
⎩
`=0
0 otherwise

(5.2)

The above formula (5.2) shows a single chain can estimate every entry of the solution
vector x. To summarize, each step the random walk will add a contribution to the
associated component i if it lands on state i.
In the following sections of this chapter, we present our theoretical fndings and
new techniques based on the forward method. And many of the conclusions hold
similarly for the adjoint method, as the main di˙erence is to use the transpose of
the original matrix, as well as the adjoint method estimate multiple element of the
solution simultaneously.
Sequential Monte Carlo. The convergence of directly applying the Monte Carlo
simulation is slow. A more practical approach is to sequentially apply the standard
Monte Carlo scheme to iteratively improve the accuracy of the solution. This method
is called Sequential Monte Carlo [90] proposed by Halton. Algorithm 3 shows the
general procedure of such approach.
As we note from the algorithm, each time the direct Monte Carlo method is applied
to the linear system defned by the residual vector. For instance, if the relative error
of the residue can be decreased to 0.1 on average for each iteration, then it only
requires around 8 iterations to reach a overall relative error at 10−8 . The advantage of
Sequential Monte Carlo over the direct method is the faster convergence. According
to central limit theorem, the convergence rate of the direct method has a term of
√
1/ N where N is the number of simulations, which means the cost can be very high
if we require high accuracy. The sequential method only seeks to approximate the
solution at each iteration so the total number of simulations required is much smaller.
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Algorithm 3 Sequential Monte Carlo
Require: matrix H, vector b and initial point x0
Ensure: solution vector x∗ of x = Hx + b
1:

xold = x0
while convergence requirement not met do
compute residue r = b + Hxold − xold
apply direct MC to approximate Δx ' (I − H)−1 r
update solution xnew = xold + Δx
xold = xnew
end

Limitation. As discussed by [20,99], the MC simulation does not guarantee convergence. According to the law of large numbers, a necessary and suÿcient condition
to estimate E[X] using the empirical mean value of X is Var[X] < ∞. Empirical studies [20, 109] show that it is easy to have Var[X] = ∞ even when the Neumann Series
converges (i.e., ρ(H) < 1). On the other hand, variance itself a˙ects the convergence
speed of the MC simulation. So having a smaller variance is always an improvement
of the algorithm. It is easy to see that Var[X] depends on the transition matrix P
and the initial probability vector p, we will analyze the relations between variance
and transitions after we introduce our multi-way random walk, as it generalizes the
standard procedure. We will give an explicit form of the variance, and try to minimize it. To our best knowledge, this is the frst work that fully reveal the form of the
variance.

5.3

Multi-way Markov Random Walk
In this section we generalize the idea of random walk for estimating the functional

to using a hypermatrix of transitions to compute the estimate. Then we analyze the
convergence of the simulations based on the variance of the relevant random variable.
We show that the variance of this multi-way random walk is a power series of a
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relevant matrix, thus the convergence of the MC simulation is determined by the
spectral radius of this matrix.
Throughout this chapter, we use bold, upper-case letters such as A to denote
matrices, and bold, lower-case letters such as x to denote vectors. Hypermatrices
as in P are bold, underlined, upper-case letters. We use letters with subscripts of
indices to denote elements xi of a vector, and similarly Ai,j to denote elements of a
(`)

matrix. For a mode-3 hypermatrix P , its elements are denoted by Pi,j .

5.3.1

Hypermatrix Transitions

Instead of using a fxed transition matrix P as in the classic MC method in
section 5.2, we extend this framework by allowing the random walk to vary transition
matrices along each step. To put a limit on the number of di˙erent transition matrices,
an m−way random walk is defned as walking via m di˙erent transition matrices
periodically in a round-robin way. Formally, we defne a m−way Markov random
walk Zt on the state space: S = {1, 2, · · · , n}, where the initial probability follows p,
and the transition probability follows a hypermatrix P :
Pr(k0 = i) = pi
Pr(k`+1 = j|k` = i) =

(mod(`,m)+1)
Pi,j
.

(5.3)

Here mod (`, m) denotes the remainder after dividing ` by m. For notation simplic(`)

( mod (`−1,m)+1)

ity, we use Pi,j to denote Pi,j

for ` = 1, 2, · · ·. So under this notation,

we have P (`) = P (`+m) for ` = 1, 2, · · · .
The above defnition of multi-way random walk is an instance of inhomogeneous
chains, which have been applied in various areas [110, 111]. However this idea has
never been applied to the MC method on linear systems. In this chapter we show
that under this new m−way random walk, several improvements can be made into
the standard algorithm. The reason we defne the m−way random as the roundrobin manner is that we later fnd the variance is directly related to the matrix by
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grouping these m transition matrices together, and there exists an eÿcient algorithm
to construct these m transition matrices.

5.3.2

The Multi-way Monte Carlo Method

Our goal is to compute the functional hh, xi where x is the solution of linear system
x = Hx + b. Throughout the chapter we have the basic assumption ρ(H) < 1. We
also exclude the corner cases where h is a zero vector, or H has zero rows/columns,
otherwise the zero rows/columns of H can be easily removed by some basic linear
algebra transformation.
If we construct the initial probability p and the transition hypermatrix P such
that
(`)

hi =
6 0 ⇒ pi 6= 0 and Hi,j =
6 0 ⇒ Pi,j 6= 0,
then for a random walk realization:
k0 → k1 → k2 → · · · → k` → · · · ,
we can defne the related weights W` and the variable Z in a similar way with section 5.2, and formally:
W` =

hk0 Hk0 ,k1 Hk1 ,k2 · · · Hk`−1 ,k`
(1)

(2)

(`)

pk0 Pk0 ,k1 Pk1 ,k2 · · · Pk`−1 ,k`
∞
X
Z=
W ` bk ` .

for ` = 0, 1, 2, · · ·
(5.4)

`=0

It is worth noting the above defnition of multi-way Markov random walk is a generalization of the standard Markov chain, which is the special case with m = 1.
The following theorem shows that this random walk generalization has the same
expectation. Thus it also can be used to approximate the solution by MC simulation.
Theorem 5.3.1 For the linear system x = Hx + b, Z defned from (5.4) has the
expected value E[Z] = hh, xi.
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Proof We frst prove that E[W` bk` ] = hh, H ` bi for all ` = 0, 1, 2, · · ·. Then the
convergence of the Neumann series will give us E[Z] = hh, xi.
P
P
h k0
We have E[W0 bk0 ] = pk =0
b p = hk 6=0 hk0 bk0 = hh, bi. Similarly for the
6
pk k 0 k 0
0

0

0

case of ` ≥ 1:
E[W` bk` ] =

XX

=

XX

k0

k0

···

X hk0 Hk0 ,k1 Hk1 ,k2 · · · Hk`−1 ,k`

k1

(1)
(2)
pk0 Pk0 ,k1 Pk1 ,k2

k`

···

X

k1

(`)
· · · Pk`−1 ,k`

(1)

(2)

(`)

bk` pk0 Pk0 ,k1 Pk1 ,k2 · · · Pk`−1 ,k`

hk0 Hk0 ,k1 Hk1 ,k2 · · · Hk`−1 ,k` bk`

k`

= hh, H ` bi
P∞
P
`
So E[Z] = ∞
`=0 E[W` bk` ] = hh,
`=0 H bi = hh, xi.

5.3.3

Convergence Analysis

In order to statistically estimate E[Z], we need to ensure Var[Z] < ∞. The
following theorem reveals the explicit form of Var[Z] determined by h, b, H and the
m−way random walk transition probabilities (p, P ).
Theorem 5.3.2 For the linear system x = Hx + b, if H and b are nonnegative, Z
defned from (5.4) has variance
Var[Z] = hĥ,

∞
X

˜ i G Diag(b)(2Hx + b)i − hh, xi2
H

(5.5)

i=0

where Diag(b) is a diagonal matrix with diagonal entries equal to b, and ĥ, H̃ , G are
defned as:
⎧
⎪ 2
⎨
hi /pi
ĥi =
⎪
⎩0

if hi 6= 0

(`)

Ĥi,j =

if hi = 0

˜ =H
ˆ (1) H
ˆ (2) · · · H
ˆ (m)
H

⎧
⎪ 2
(`)
⎨
Hi,j /Pi,j

if Hi,j 6= 0

⎪
⎩0

if Hi,j = 0

ˆ (1)+ H
ˆ (1) H
ˆ (2)+ · · · + H
ˆ (1) H
ˆ (2)· · · H
ˆ (m−1)
G=I +H

Proof Since Var[Z] = E[Z 2 ] − (E[Z])2 = E[Z 2 ] − hh, xi2 , we will focus on computing
E[Z 2 ]:
E[Z 2 ] = E[

∞
X
`=0

W`2 b2k` + 2

X
r>`

W` Wr bk` bkr ]
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Since all the intermediate terms are nonnegative, by Tonelli’s theorem we can analyze
the sum in pieces and the summation of the above terms are interchangeable.
P
h2
For the frst part of E[Z 2 ], when ` = 0, we have E[W02 b2k0 ] = pk 6=0 p2k0 b2k0 pk0 =
0
k0
P
2
ĥ
b
=
hĥ
,
Diag(b)bi,
and
when
`
≥
1,
ˆ k =0
k0 k0
h
6
0

E[W`2 b2k` ]

X  hk0 Hk0 ,k1 Hk1 ,k2· · · Hk`−1 ,k` 2
(1)
(2)
(`)
=
···
b2k` pk0 Pk0 ,k1 Pk1 ,k2· · · Pk`−1 ,k`
(1)
(2)
(`)
pk0 Pk0 ,k1 Pk1 ,k2· · · Pk`−1 ,k`
k0 k1
k`
XX X
(1)
(2)
(`)
=
···
ĥk0 Ĥk0 ,k1 Ĥk1 ,k2 · · · Ĥk`−1 ,k` b2k`
(5.6)
XX

k0

k1

= hĥ, Ĥ

(1)

k`

Ĥ

(2)

· · · Ĥ

(`)

Diag(b)bi

Applying the above result from (5.6), we have
E[

∞
X

W`2 b2k` ]

∞
D �
E
X

ˆ
ˆ (1) H
ˆ (2) · · · H
ˆ (`) Diag(b)b .
= h, I +
H

`=0

Denote f = I +
f

`=1

P∞ ˆ (1) ˆ (2)
ˆ (`) . Then we have
H ···H
`=1 H

ˆ (1)+ H
ˆ (1) H
ˆ (2)+ · · · + H
ˆ (1) H
ˆ (2) · · · H
ˆ (m−1)+
=I +H

∞
X

ˆ (1) H
ˆ (2) · · · H
ˆ (`)
H

`=m

=G+

∞
X

ˆ (1) H
ˆ (2) · · · H
ˆ (`)
H

`=m

˜ +
= G + H(I

∞
X

ˆ (1) H
ˆ (2) · · · H
ˆ (`) )
H

`=1

(here we extract the the shared term H̃ = Ĥ

(1)

Ĥ

(2)

· · · Ĥ

(`)

(`)

as Ĥ is periodic.)

˜ = G + H(G
˜
˜ )
= G + Hf
+ Hf
∞
X i
˜ G
=
H
i=0

Then apply the result of f , we have
E[

∞
X
`=0

W`2 b2k` ]

∞
D
E D X
E
i
= ĥ, f Diag(b)b = ĥ,
H̃ G Diag(b)b
i=0

(5.7)
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Next we compute the second part of E[Z 2 ]:
∞
∞
X
X
X
E[
W` Wr bk` bkr ] = E[
W` bk` (
Wr bkr )]
r>`

=

∞ X
X

···

`=0 k0

`=0

∞ X
X  hk0 Hk0 ,k1 Hk1 ,k2· · · Hk`−1 ,k` 2 X
(1)

(2)

(`)

pk0 Pk0 ,k1 Pk1 ,k2· · · Pk`−1 ,k`

k`

(5.8)

r=`+1

···

r=`+1 k`+1

X Hk` ,k`+1· · · Hkr−1 ,kr
(`+1)

kr

(r)

Pk` ,k`+1· · · Pkr−1 ,kr


(1)
(2)
(`)
(`+1)
(r)
×pk0 Pk0 ,k1 Pk1 ,k2 · · · Pk`−1 ,k` Pk` ,k`+1· · · Pkr−1 ,kr bk` bkr ,
(here, we have extracted all the ` + 1 prefx terms in W` and Wr that are the same
because Wr covers W` )
=

∞ X
X

∞ X
 X

X
X
(1) ˆ (2)
(`)
ˆ
ˆ
ˆ
···
Hk` ,k`+1· · · Hkr−1 ,kr bkr
···
hk0 Hk0 ,k1 Hk1 ,k2· · · Hk`−1 ,k` bk`

`=0 k0

r=`+1 k`+1

k`

kr

∞
∞
D X
E
X
(1)
(`)
= ĥ,
(Ĥ · · · Ĥ ) Diag(b)(
H r−` b)
`=0

r=`+1

∞
D X
E
(1)
(`)
= ĥ,
(Ĥ · · · Ĥ ) Diag(b)Hx
`=0
∞
D X
E
ˆ
˜ i G Diag(b)Hx .
= h,
H
i=0

For these fnal steps, we used the Neumann series to move the power series

P∞
1

H ib

to Hx and then used the periodicity again to rewrite the expressions in terms of G.
Now, combining the results from (5.7) and (5.8) we have:
D

Var[Z] = ĥ,

∞
X

∞
D X
E
i
H̃ G Diag(b)b + 2 ĥ,
H̃ G Diag(b)Hx − hh, xi2
i

i=0

= hĥ,

∞
X

E

i=0
i

H̃ G Diag(b)(2Hx + b)i − hh, xi2

i=0

For the general cases of H, b without the assumption of nonnegativity, if ρ(H̃) <
1, the above conclusion (i.e., equation (5.5)) still holds according to Fubini’s Theorem.
To see that, when ρ(H̃) < 1, the variance in (5.5) is bounded, which is the value if
H and b is changed into a positive matrix or vector. Then the original summation
is interchangeable as the summation for the terms in absolute value is bounded.
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Combining both of these results, the following corollary is straightforward from
the conclusion of Theorem 5.3.2.
Corollary 5.3.3 For the linear system x = Hx + b, if the spectral radius ρ(H̃) < 1,
then Var[Z] = hĥ, (I − H̃)−1 G Diag(b)(2Hx + b)i − hh, xi2 < ∞
The above analysis of Var[Z] shows that with the condition ρ(H̃) < 1, and by the
law of large numbers we can estimate the value of hh, xi from the variable Z. For
the cases when ρ(H̃) ≥ 1, the following corollary shows that it is possible to have
Var[Z] = ∞. The essence of the idea and proof is just that we can construct a vector
to touch the dominant eigenvector with eigenvalue ≥ 1.
Corollary 5.3.4 Under the same assumptions with Theorem 5.3.2, if the spectral
radius ρ(H̃) ≥ 1, and if G is full-rank, then there always exists some b, h ∈ Rn such
that Var[Z] = ∞. (Note that for the standard Monte Carlo method (i.e., m = 1),
since G = I, the method diverges for certain b, h.)
ˆ =
Proof Let matrix J and P denote the Jordan canonical form for matrix Ĥ s.t. H
P J P −1 , where P = [p1 , p2 , · · · , pn ] and pi for i = 1, 2, · · · , n are the generalized
eigenvectors. The diagonal entries of J are eigenvalues of Ĥ , and J is composed with
Jordan blocks:
⎛
J
⎜ 1
⎜
⎜
J2
J =⎜
⎜
...
⎜
⎝

⎞

Jp

⎛
λ 1
⎜ i
⎟
⎜
⎟
.
⎜
⎟
λi . .
⎟ where J i = ⎜
⎜
⎟
...
⎜
⎟
⎝
⎠

⎞

1
λi

⎟
⎟
⎟
⎟ for i = 1, 2, · · · , p.
⎟
⎟
⎠
(5.9)

The power of J has the form: J j = Diag(J j1 , J j2 , · · · , J jp ), where each individual
block J ji with size s is:
⎛

λj
⎜ i
⎜
⎜0
j
Ji = ⎜
⎜
⎜0
⎝
0

�j
1

λj−1
···
i

λji
...

···
...

···

···

⎞
λj−s−1
i
� j  j−s ⎟
⎟
⎟
s−2 λi
⎟
⎟
⎟
⎠
j
λi

�

j
s−1



for j > s.

(5.10)
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It is easy to see that the upper right element

�

j
s−1



λij−s−1 has the largest asymptotic

value as j → ∞. Without a loss of generality, we can assume that J 1 , J 2 , · · · , J p are
sorted in the descending order of eigenvalues, and for the case of the equal eigenvalues
for blocks, they are sorted in the descending order of block sizes. So let J 1 , · · · , J k
be the blocks with largest eigenvalues (i.e., λ1 = · · · = λk ≥ λk+1 ≥ · · · ≥ λp ) and
they have the same size s.
Denote y = P −1 G Diag(b)(2Hx + b), and z(i) = J i y for i = 0, 1, 2, · · · , n. Given
6 0, we have
ys , y2s · · · , yks =
(i)

(i)

zs(i) = λi1 ys (1 + o(1)), z2s = λi1 y2s (1 + o(1)), · · · zks = λi1 yks (1 + o(1)) as i → ∞
and
(i)

zr(i) /z1 = o(1) for r =
6 s, 2s, · · · , ks as i → ∞,
where we use the notion o(1) to denote a value that asymptotically goes to zero as
i → ∞.
If we select h s.t. hh, ys ps + y2s p2s + · · · + yks pks i =
6 0, then we have:
hh,

∞
X

˜ i G Diag(b)(2Hx + b)i = hh,
H

∞
X

i=0

=
=

∞
X

(i)

i=0

z1 hh, p1 i +

i=0
∞
X

�

P z(i) i

∞
X

(i)

z2 hh, p2 i + · · · +

i=0

∞
X

zn(i) hh, pn i

i=0

�

λi1 hh, ys ps + y2s p2s + · · · + yks pks i 1 + o(1) = ∞.

i=0

Note that since ps , p2s , · · · , pks are linear independent, there always exists a vector
6 0, given ys , y2s , · · · , yks are not all zero. Next
h, s.t. hh, ys ps + y2s p2s + · · · + yks pks i =
we prove that there always exists a vector x s.t. ys 6= 0. Let uT denote the s−th row
of P −1 G, then ys can be calculated as:
ys = uT Diag(b)(2Hx + b)
=uT Diag(x − Hx)(x + Hx)
=uT Diag(x)x − uT Diag(Hx)Hx

(5.11)
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So ys is a polynomial of x with coeÿcients determined by uT and H. If ys = 0
for all x ∈ Rn , then all the coeÿcients from equation (5.11) are zero. Denote
hi for i = 1, 2, · · · , n the columns of matrix H, then the coeÿcients of terms
x21 , x1 x2 , x1 x3 , · · · , x1 xn equaling zero gives us:
⎧
P
⎪
⎪
u1 − ni=1 ui Hi,1 Hi,1 = 0
⎪
⎪
⎪
⎪
⎪
P
⎪
⎪
⎪
− ni=1 ui Hi,1 Hi,2 = 0
⎪
⎪
⎨
Pn
=⇒ H T Diag(u)h1 = (u1 , 0, 0, · · · , 0)T
−
u
H
H
=
0
i
i,1
i,3
i=1
⎪
⎪
⎪
⎪
..
..
..
⎪
⎪
.
.
.
⎪
⎪
⎪
⎪
⎪
P
⎪
⎩
− ni=1 ui Hi,1 Hi,n = 0
Similarly by setting the coeÿcients of terms xi x1 , xi x2 , · · · , xi xn to zero, we have
equation:
H T Diag(u)hi = (0, · · · , 0, ui , 0, · · · , 0)T .
And combining all together will get us H T Diag(u)H = Diag(u). Since uT is a
row vector from a full-rank matrix P −1 G, it cannot be a vector of all zeros, and
the spectral radius ρ(Diag(u)) ≤ ρ(H T )ρ(Diag(u))ρ(H) < ρ(Diag(u)) gives us the
contradiction. So ys cannot always be zero.
Remark Although Corollary 5.3.4 states that for the case of ρ(H̃) ≥ 1, there exists
some b, h ∈ Rn to make the variance infnity. It does NOT infer the variance to be
bounded for other values of b and h. In fact, from the proof details we can see that
as long as there is non-zero part projecting to the leading eigenvector with eigenvalue
≥ 1, then the variance goes to infnity. And this is likely to occur for some general b
and h.
So far we have seen that E[Z] = hh, xi, which provides us the potential to estimate
the value of hh, xi by simulating the value of Z. However whether it is feasible to
apply Monte Carlo simulation depends on H̃ . If ρ(H̃) < 1, then Var[Z] < ∞, so that
the simulation is guaranteed to converge. And if ρ(H̃) ≥ 1, the simulation tends to
fail.
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5.4

Multi-way Monte Carlo Method
In this section we discuss the two aspects of applying Monte Carlo method based

on the multi-way Markov random walk introduced in Section 5.3. First, we detail
the construction of the transition hypermatrix P . Second, we give the error analysis
regarding the truncation of the random walk, as well as the probable error from the
stochastic estimation.

5.4.1

Transition Hypermatrix

In section 5.3, Corollary 5.3.3 and 5.3.4 indicate that the spectral radius of matrix
H̃ is crucial to the variance Var[Z]. The matrix H̃ is determined by the transition
hypermatrix P . Since it is usually computationally ineÿcient to directly compute
the spectral radius of a matrix, the common practice is to fnd an upper-bound of
ρ(H̃). The spectral radius of a matrix is bounded by any sub-multiplicative matrix
def
norm. As before, we use the infnity norm k · k = k · k∞ in this chapter.
We frst consider the case for the standard Markov random walk (i.e., m = 1),
(1)
2
ˆ (1) = Hi,j
where H̃i,j = H
/Pi,j . The following lemma [20] provides insight on how to
i,j

assign the values of the transition matrix P (1) in order to minimize the norm.
Lemma 5.4.1 Let h = (h1 , h2 , · · · , hn )T be a vector where at least one of its elements
6 0 for some k ∈ {1, 2, · · · , n}. Let p = (p1 , p2 , · · · , pn )T be a
is non-zero: hk =
P
2
P
n
probability distribution vector. Then ni=1 hi2 /pi ≥
|h
|
, and the lower-bound
i
i=1
Pn
is attained when pi = |hi |/ r=1 |hr |.
According to Lemma 5.4.1, the infnity norm:
˜ = max
kHk

1≤i≤n

n
X

˜ i,j | = max
|H

j=1

1≤i≤n

n
2
X
Hi,j
(1)

j=1

Pi,j

≥ max

1≤i≤n

n
X

2
|Hi,j | = (kHk)2 .

j=1

And when P (1) is defned as:
|Hi,j |
(1)
for all i, j = 1, 2, · · · , n,
Pi,j = Pn
k=1 |Hi,k |
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Algorithm 4 Compute Transition Hypermatrix
Require: matrix H
Ensure: transition hypermatrix P
1:

initialization ωi = 1 for i = 1, 2, · · · , n
for k = m : 1 do
P
ηi = n`=1 ω` |Hi,` |

for i = 1, 2, · · · , n

(k)

Pi,j = ωj |Hi,j |/ηi
ωi = ηi

for i = 1, 2, · · · , n

end

the above lower-bound (kHk)2 is reached, making this choice in some sense optimal.
However, for a variety of problems, this choice is unlikely to result in a method that
will have ρ(H̃) < 1. For a linear system Ax = b, we can rewrite it into x = Hx + b
as H = I − A. It is common to have ρ(H) be very close to 1 even with the help of
preconditioners [109]. Since the infnity norm is generally a loose upper-bound for the
spectral radius, kHk > 1 is likely [109] to be true. This inability of upper-bounding
the spectral radius ρ(H̃) for the standard Markov random walk encourages us to
explore the multi-way generality.
We describe the method for eÿciently computing P for an m−way Markov random
walk in Algorithm 4. Then we prove in Theorem 5.4.2 that it minimizes kH̃ k, which
is a lower-bound of the spectral radius ρ(tildeH)
It is worth noting that Algorithm 4 only takes linear time in the number of nonzeros in the matrix H for each iteration. Also the output result of the transition
hypermatrix is compatible with di˙erent values of m, which means that m does not
need to be pre-defned in order to run the algorithm. In other words, we can stop the
iteration anytime we want and still get a valid output hypermatrix for some smaller
value of m. This is useful when we later discuss how to choose the value of m, as
it turns out that we can set a criterion to stop the iteration. Lastly we see that
the output transition hypermatrix P is independent from the vectors h and b, but
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is only determined by the matrix H. So the procedure of computing P is similar
to loading the matrix into the memory as they both only need to be done once for
di˙erent problems (i.e., di˙erent h and b). On the other hand, this means that we
need global computation to compute this sequence and this choice prohibits a purely
local algorithm.
Another property to note is that the multi-way procedure can make a di˙erence
only when not all the row sums of H + are the same. When H + has the same
row sums, then the output transition matrices P (1) , P (2) , · · · , P (m) from Algorithm 4
will be the same, where P (i) for i = 1, 2, · · · , m denotes the matrix slice from the
hypermatrix P .
The following theorem proves that the output from Algorithm 4 reaches the optimality.
Theorem 5.4.2 Let P be the output of Algorithm 4, then H̃ defned in Theorem 5.3.2
has reached its minimal infnity norm.
(k)

Proof Denote ηi

as the value of ηi at the kth iteration. We frst prove that the

value of kH̃ k cannot be further decreased by changing P (m) . Since H̃ is a nonnegative
matrix, kH̃ k = kH̃ ek holds, where e ∈ Rn and ei = 1 for all i = 1, 2, · · · , n. The
ˆ (m) e is Pn H 2 /P (m) , and according to Lemma 5.4.1, this value
kth element of H
k,j
k,j
j=1
Pn
(m)
is minimized when Pk,i = |Hk,i |/ j=1 |Hk,j |, which is exactly the kth row of P (m)
from the algorithm. Thus by changing P (m) , we cannot decrease any elements of
vector Ĥ

(m)

e, and thus
kH̃ k = kH̃ ek = k(Ĥ

(1)

· · · Ĥ

(m−1)

)Ĥ

(m)

ek

will not decrease.
Second we prove that
�

(m)

(m)

(η1 )2 , (η2 )2 , · · · , (ηn(m) )2
(m)

Because P (m) is constructed as Pk,i = |Hk,i |/
P
(m)
(m)
element of Ĥ e is ( nj=1 |Hk,j |)2 = (ηk )2 .

T

Pn

ˆ (m) e.
=H

j=1

|Hk,j |, which means the kth
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Lastly we use mathematical induction by assuming that:
• we cannot decrease kH̃ k by changing P (`) for r + 1 ≤ ` ≤ m,
� (`)
(`)
(`) T
ˆ (`) · · · H
ˆ (m) e for r + 1 ≤ ` ≤ m.
• (η1 )2 , (η2 )2 , · · · , (ηn )2 = H
Since we already proved the statement holds for the case of ` = m, then similarly
we prove that the statement holds for P (r) . We notice that the kth element of
ˆ (r) H
ˆ (r+1) · · · H
ˆ (m) e is Pn (Hk,j η (r+1) )2 /P r . And this value is minimized because
H
j
k,j
j=1
P (r) is constructed as
(r)
Pi,j

=

(r+1)
ηj
|Hi,j |/

n
X

(r+1)

ηk

|Hi,k |.

(5.12)

k=1

ˆ (r) H
ˆ (r+1) · · · H
ˆ (m) e will decrease in value and neiSo no elements of the vector H
ther will norm kH̃ k if we change P (r) . From formula (5.12) we can compute the
ˆ (r) H
ˆ (r+1) · · · H
ˆ (m) e as (Pn η (r+1) |Hk,j |)2 = (η (r) )2 . So we have
kth element of H
k
j=1 j
proved that this induction statement also holds for ` = r. In conclusion the output
hypermatrix P from Algorithm 4 will ensure kH̃ k to be minimized.
Remark The standard 1−way method can also be viewed as a special case of the
m−way random walk setting, with the m transition matrices being the same. However
the 1−way method generally does not minimize kH̃ k in the m−way setting according
to Algorithm 4. Formula (5.5) from Theorem 5.3.2 indicates the connection between
the variance and the power series of H̃ . Since kH̃ k is an upper-bound of ρ(H̃)
and ρ(H̃) a˙ects how big this power series will grow, we can see that the m−way
random walk with transition hypermatrix defned from Algorithm 4 has the tendency
to decrease the variance compared to the standard 1−way method. Although the
above analysis does not ensure a smaller variance for the m−way method, numerical
experiments in both synthetic matrices and matrices in real applications support this
conjecture (see Section 5.5).
Example the transition matrix from the standard MC are row-independent (it doesn’t
utilize the info among rows), but transition matrices in multi-way MC are rowdependent (the values in one row can a˙ects the transitions in another row). This way
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the multi-way MC provides a more global view on how to assigning the probabilities
of the transition matrices. Consider the following example:
⎡
⎤
0.85 0.4
⎦.
H =⎣
0.2 0
The transition matrix generated by the standard method is:
⎡
⎤
0.68 0.32
⎦.
P =⎣
1
0
The two transition matrices generated by the 2−way method are:
⎡
⎤
⎡
⎤
0.68 0.32
0.93 0.07
⎦
⎦.
P (2) = ⎣
P (1) = ⎣
1
0
1
0
We notice that the standard method assign the probabilities values of each entry
purely based on the corresponding row of H 2 (i.e., proportional). While the multiway method also considers the information from other rows. For example, both rows
have higher value of index 1, so it means that we should assign high probability to
index 1. However the second row indicates that the probability for index 1 should
be much higher than index 2. Since the standard method cannot utilize such hint,
it only assign 0.68 to the corresponding entry. The 2−way method adjust it to 0.93.
The resulting H̃ are:
⎡

⎤
1.04 0.50
⎦ with spectral radius 1.060.
the standard method ⎣
0.04 0
⎡

⎤
0.88 0.38
⎦ with spectral radius 0.899.
the 2-way method ⎣
0.04 0.02
Since the probability values appear as divisors when computing H̃ , not being able to
assign high enough value to the frst entry in the transition matrix makes the entry
in H̃ burst to 1.04, which causes the spectral radius bigger than one. In other words,
this e˙ect accumulates and amplifes over steps causing the variance of the weights
goes to infnity.
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Recall that in order to have ρ(H̃) < 1, the suÿcient condition for the standard
1−way method is to have kHk < 1, which does not happen often from our early
analysis. For a multi-way random walk, to bound the spectral radius, the suÿcient
condition is to have kH̃ k < 1. Next we discuss the relations between ρ(H̃) and the
original matrix H in the multi-way random walk setting. Specifcally we discuss the
conditions for a multi-way random walk to have kH̃ k < 1 in the following theorem.
+
= |Hi,j |. There
Theorem 5.4.3 Let H + denote the nonnegative matrix where Hi,j

exists a m−way Markov random walk transition hypermatrix P such kH̃ k < 1 if and
only if ρ(H + ) < 1.
Proof If there exists a m−way Markov random walk transition hypermatrix P
such that kH̃ k < 1, without a loss of generality we assume P is the output from
Algorithm 4 since Theorem 5.4.2 states that it minimize kH̃ k. From the proof of
Theorem 5.4.2 we have:
kH̃ k = kH̃ ek = kĤ

(1)

�

ˆ (2) · · · H
ˆ (m) ek = k (η (1) )2 , (η (1) )2 , · · · , (η (1) )2 T k.
H
1
2
n

(5.13)

According to the constructing procedure of Algorithm 4 we have
(`)

(`)

(η1 , η2 , · · · , ηn(`) )T = (H + )m e,
so that
kH̃ k < 1 =⇒ k(H + )m ek < 1 =⇒ k(H + )m k < 1 =⇒ ρ(H + ) < 1.
If we have ρ(H + ) < 1, from Gelfand’s Formula, we have
1/k

ρ(H + ) = lim k(H + )k k
k→∞

.

Then we can fnd a suÿciently large number m s.t. for any k ≥ m the inequality
1/k

k(H + )k k

˜ be the matrix based on the transition hypermatrix
< 1 holds. Let H

output from Algorithm 4. Based on the observation of (5.13), we have
(1)

ρ(H + ) < 1 =⇒ k(H + )m k < 1 =⇒ ηi

< 1, i = 1, 2, · · · , n =⇒ kH̃ k < 1.
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Theorem 5.4.3 creates an equivalent link between ρ(H + ) < 1 and existence of
m−way Markov random walk such that kH̃ k < 1. However it does not guarantee
the size of m. In another words one can always cook up some example matrix H
with ρ(H + ) < 1 but make m arbitrarily large. Although these extreme cases are not
our primary focus in this chapter, we point it out for the discussion of the practical
implementation of Algorithm 4. In order to fnd the transition hypermatrix P with
kH̃ k < 1, we can set a threshold number φmax , and let m grow until we have ηi < 1 for
all i = 1, 2, · · · , n or m = φmax . Note that the condition of ηi < 1 for all i = 1, 2, · · · , n
directly reveals that kH̃ k < 1. If this condition has not been satisfed when m = φmax ,
then this problem can not have a m-way random walk with m up to φmax to ensure
the convergence of the MC simulation. The value of φmax is a trade-o˙ between how
much computational e˙orts to spend before and during the random walk simulation.
As stated before, we do not need to re-run the algorithm for di˙erent values of m,
because the way Algorithm 4 computes the transition hypermatrix is compatible with
di˙erent values of m.

5.4.2

Random Walk Error Analysis

To practically estimate the value hh, xi from simulating the random variable Z,
we need to truncate the multi-way Markov random walk in order for it to end after
some large number of steps N . The practical solution [101, 109] to determine N is
through the criterion: |WN | ≤ |W0 | where  > 0 denotes some small number. For
P
the case that the initial probability pi = |hi |/ nj=1 |hj |, we have W0 = khk.
We notice that |WN | is a random variable, and through the similar analysis in
Theorem 5.3.1, we have the following conclusion regarding its expectation and variance:
Corollary 5.4.4 Let W` denote the weight of the m−way random walk after ` steps.
ˆ H
˜ `/m H
ˆ (`%m) ei −
ˆ (1) Ĥ (2) · · · H
Then E[|W` |] = hh+ , (H + )` ei and Var[|W` |] = hh,
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� +
2
hh , (H + )` ei , where we use `/m and `%m to denote the quotient and the remainder.
Proof First it is easy to see the expectation E[|W` |] = hh+ , (H + )` ei with similar
analysis from the proof of Theorem 5.3.1. We then compute the variance: Var[|W` |] =
�
2
E[W`2 ] − E[|W` |]
Then for the frst part of the variance:
XX
X  hk0 Hk0 ,k1 Hk1 ,k2 · · · Hk`−1 ,k` 2
(1)
(2)
(`)
E[W`2 ] =
···
pk0 Pk0 ,k1 Pk1 ,k2 · · · Pk`−1 ,k`
(1)
(2)
(`)
pk0 Pk0 ,k1 Pk1 ,k2 · · · Pk`−1 ,k`
k0 k1
k`
XX
X
(1)
(2)
(`)
=
···
ĥk0 Ĥk0 ,k1 Ĥk1 ,k2 · · · Ĥk`−1 ,k`
k0

k1

= hĥ, Ĥ

(1)

k`

Ĥ

(2)

(`)

· · · Ĥ ei

ˆ H
˜ `/m H
ˆ (2) · · · H
ˆ (`%m) ei.
ˆ (1) H
= hh,
The last step of the derivation applies the periodicity the transition matrices. So the
�

˜ `/m H
ˆ (1) H
ˆ (2) · · · H
ˆ (`%m) ei − hh+ , (H + )` ei 2 .
variance Var[|W` |] = hĥ, H
We observe that the expectation of |W` | grows with the matrix H + , whereas the
variance grows with the matrix H̃ . And they can either shrink to zero or expand to
infnity. So ρ(H + ) < 1 is a necessary condition in order to determine the truncation
number N as the weight goes to zero in expectation. Here we can see that our m−way
Markov random walk has the minimal requirements on H, because ρ(H + ) < 1 is
required for all the Monte Carlo frameworks to be able to truncate the random walk,
and yet we show that under this condition, our algorithm can always fnd a m−way
transition Hypermatrix to ensure kH̃ k < 1. As for the variance of |W` |, it shares the
same pattern with the variance of the random walk Var[Z].
The following theorem justifes that the truncation procedure when choosing small
enough  has little e˙ect on the estimation result or the variance of the variable.
Theorem 5.4.5 Let ZN denote the truncation value of Z after N steps of the ranP
dom walk. Formally ZN = N
`=0 W` bk` with W` , ` = 0, 1, 2, · · · , N defned in equap
tion (5.4). If kH̃ k < 1 then ZN converges in probability to Z: ZN −→ Z, and
Var[ZN ] converges to Var[Z] as N → ∞.
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Proof From the defnition of the variable Z = limN →∞ ZN , the conclusions can be
easily verifed.
In addition to the truncation, another error comes from the simulation procedure
when using the empirical mean value of Z to estimate E[Z], and formally we defne
the probable error as:
n
�
 1o
r = sup s : Pr |Z̄ − E[Z]| ≥ s >
2
where Z̄ =

PM

i=1

Z (i) /M denotes the mean value of M simulations Z (1) , Z (2) , · · · , Z (M ) .

There is a close link between the probable error and the variance of the random
variable. According to Central Limit Theorem, as M −→ ∞,
√ �
 d
�

M |Z̄ − Z| −→ N 0, Var[Z] ,
�

where N 0, Var[Z] denotes the normal distribution with zero mean and variance
d
Var[Z], and the symbol −→ means convergence in distribution. When M is suÿciently
p
large, r ≈ 0.6745 Var[Z]/M . The probable error is determined by the ratio of
the variance to the number of simulations. So MC methods work by increasing the
total number of simulations, thus decreasing the probable error. However a pure
(i.e., direct) MC procedure is not eÿcient. To understand its slow convergence,
consider this example: if we get a probable error r = 0.1 when M = 1, 000, then
in order to decrease the probable error to 0, 01 or 0.001, we need M = 100, 000 and
M = 10, 000, 000 respectively because of the square root. So it is useful to apply MC
to get a approximate solution (e.g., with r = 0.1), but not eÿcient to use MC to
compute the accurate solution (e.g., with r = 10−8 ). To achieve a accurate solution,
the hybrid method iteratively apply MC to decrease the error from the residual vector.
For example, SMC presented in Algorithm 3 can apply the MC procedure twice, where
each step has the error r = 0.1, so in order to reach a relative error r = 0.01, it only
needs M = 2, 000 simulations in total.
The other way to decrease the probable error is by decreasing the variance. If
the variance is decreased by ξ times, then it only requires ξ times fewer number

95
of simulations to reach to the same precision (i.e., probable error). Based on this
observation we can conduct numerical experiments to compare the variances between
the standard Monte Carlo method and our multi-way Monte Carlo method, and the
ratio between the variances can demonstrate how much faster our new method can
get.

5.5

Numerical Experiments
In this section, we conduct several experiments

1

to study the behaviors of the

MC methods on linear systems.
• In section 5.5.1, we compute the variances of the MC methods derived from
Theorem 5.3.2, to see whether the various is bounded and what amount of
speed-up can be achieved by our multi-way method.
• In section 5.5.2, we run the actual MC simulations and show that the variances
obtained from the simulations are the same as Theorem 5.3.2 indicates.
• In section 5.5.3, we apply both the forward method and the adjoint method to
solve linear system problems. And we compare the error vs number of simulations for the standard method and our multi-way methods.
• In section 5.5.4, we compare the behaviors on approximating the solution vector
by forward method (i.e., applied on each basis vector) vs the adjoint method.
• In section 5.5.5, we compare the behaviors of the original Richardson iteration,
GMRES and the Sequential Monte Carlo method on solving the same linear
system.
Throughout the experiment section, we use n to denote the size of the solution
vector, m to denote the number of ways in the multi-way setting, and N to denote
the total number of simulations.
1

Codes for this chapter are available at https://github.com/wutao27/multi-way-MC
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5.5.1

Analysis on Variances Based on Theory

In this section we analyze the algorithms through their variances computed from
Theorem 5.3.2. We look into the two aspects of the variance:
• The MC simulation can only work when the variance is bounded. We check
whether the suÿcient condition kH̃ k < 1 holds.
• Smaller variance can provide faster convergence for the MC simulation. We
compare how much speed improvement from standard 1−way method to our
multi-way methods.
We use both synthetic matrices and real-world matrices in these experiments. For
synthetic data, each H is generated as a 1000 by 1000 sparse random matrix with
20% of its entries being non-zeros, and each non-zero is a random number following
uniform distribution between (0, 1). These synthetic matrices are rescaled to reach
certain spectral radius ρ(H + ) required during the experiments. Formally to get a
spectral radius 0 < r < 1 of ρ(H + ): H ← rH/ρ(H + ). Each result is the average
over 100 trials for the related problems.
For real world matrices, we focus on the Harwell-Boeing (HB) sparse matrix collection [112,113]. The matrix H is constructed by a simple left diagonal precondition
on the original matrix A from the collection: H = I − Diag(A)−1 A. And for the
test problems we only consider the matrices that have ρ(H + ) < 1. In the interest of
simplicity, we only use problems with fewer than 5,000 dimensions2 . So there are 20
matrices from the HB collection in this experiment. In both synthetic and real world
experiments, vectors b, h are randomly generated with elements following uniform
distribution between (0, 1).
Solvable problem is defned for each method as the condition kH̃ k < 1 is
satisfed, which is a suÿcient condition that guarantees the convergence of the Monte
2

We exclude the problems that Matlab gives warning about matrix is close to singular, therefore it
cannot accurately calculate the variance. Also we do not consider problems with equal row sum of
H since the multi-way method would be the same as the standard method.
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Fig. 5.2. The results of the standard 1−way method and our multi-way
methods with m = 2, 3, 4, 5 for the ratio of solvable synthetic problems vs
the spectral radius ρ(H + ).

Carlo simulations. Figure 5.2 shows the ratio of solvable problems, which is defned as
the percentage of synthetic random problems that are solvable. As we can see when
ρ(H + ) increases, the problems become harder to solve and the solvable ratio drops for
each method. However our multi-way methods are much more robust and can handle
the cases of big ρ(H + ). To see that, the standard method can hardly guarantee any
convergences when ρ(H + ) ≥ 0.85. As m increases, the method can guarantee to
solve more problems, and there is a big improvement even when switching from the
standard method to the 2−way method. For the HB real matrix collection, there
are 6 problems that the standard method fails to solve but our multi-way methods
can, and 3 of them can be confrmed to converge with m ≤ 5. They are matrices
fs_760_1, jpwh_991 and nos7.
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Table 5.1.
The speed-up times by our multi-way methods with m = 2, 3, 4, 5 compared to the standard 1−way method on synthetic problems and the
Harwell-Boeing collection. r denotes ρ(H + ).
2−way
ρ(H + )

3−way

4−way

5−way

Synthetic Matrices

0.8

1.09

1.13

1.14

1.15

0.9

1.38

1.58

1.69

1.77

0.95

1.75

2.30

2.73

3.06

0.99

2.40

3.77

5.10

6.39

Harwell-Boeing Collection
1.20

1.44

1.59

1.74

Speed-up times is defned as Var[X]/ Var[Z], where X and Z denote the random
variables from the standard 1−way method and our method respectively. It is an indicator of how much times faster our multi-way methods can get compared to the standard 1−way method. We apply the conclusion in Theorem 5.3.2 to computeVar[X]
and Var[Z] for all the testing methods. Table 5.1 shows the results. We can see that
the speed-up times increases as m increases, therefore allowing the random walk to
transition among multiple matrices help with the performance. We also notice that as
the problem becomes harder (i.e., ρ(H + ) gets closer to 1), the improvements become
more signifcant.
Among our testing problems, there is only one outlier 3 that our multi-way methods can have a larger variance than that from the standard method. Actually we
fnd the matrix H for this problem is outside our assumptions in this chapter. We
assume that H does not have zero rows in order to assign transition probabilities for
3

http://www.cise.ufl.edu/research/sparse/matrices/HB/fs_760_1.html
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Fig. 5.3. The empirical variances obtained from the MC simulations for
di˙erent methods on problem H 1

each state. For this testing problem H, the row sums of H + distribute in a drastic
way. Over half of the rows have sum values between 10−17 to 10−6 , and quite a few
“big” rows have sums larger than 103 . So this matrix have many rows that are nearly
zero. For all the other testing problems, our multi-way methods can achieve smaller
variances than the standard method, and the speed-up times in shown in Table 5.1.

5.5.2

Analysis on Variances Based on Simulations

In this section we implement the actual MC simulations based on the standard and
the multi-way random walk procedures. Since the theoretical conclusion regarding
the variance (i.e., Theorem 5.3.2) is the frst fnding on the explicit form of the
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Fig. 5.4. The empirical variance obtained from the MC simulations for
standard 1−way method on problem H 2

variance, we want to validate it by comparing the variances obtained from theory and
simulations.
Consider the following two problems with matrix H defned as:
⎡
⎤
⎡
⎤
0.75 0.4
0.85 0.4
⎦
⎦.
H1 = ⎣
H2 = ⎣
0.2 0
0.2 0
These two problems look very similar, however according to Theorem 5.3.2 the
standard method only manages to solve the problem with H 1 , and the variance for
the problem H 2 is infnity (see Table 5.2). Note that, for simplicity we use the all
ones vector e for the value of b and h. And we scale h to make E[Z] = 1, which
helps provide a unifed scaling in terms of variances.
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Fig. 5.5. The empirical variances obtained from the MC simulations for
multi-way methods (m = 2, 3, 4, 5) on problem H 2

Table 5.2.
The variances computed from Theorem 5.3.2 for problems H 1 and H 2
1−way

2−way

3−way

4−way

5−way

H1

1.645

0.6526

0.4654

0.3960

0.3599

H2

∞

3.771

1.446

0.9764

0.7768

Then we run the MC simulations and calculate the empirical variances. The
simulation include 108 random walks with truncation value set N = 100 for problem
H 1 and N = 200 for problem H 2 . Figure 5.3 shows the variance results for problem
H 1 . As we can see, as the step length increases, the variances frst increase then
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converge to the same value as theoretically computed. For problem H 2 , the results
are shown in Figure 5.4 and Figure 5.5. We present them in two fgures due to the
huge scaling gap. The variance for the standard method surges up to 1600, which
is far larger than the variances (bounded by 5) from the multi-way methods. We
can conclude that the variance for the standard method diverges, even though the
variance in Figure5.4 looks like converges to some value around 1700. The reason is
that we cannot accurately estimate an infnity (i.e., super large) value by simulations.
In fact when we run multiple trials, we get di˙erent variances (from several hundreds
to several thousands) on this divergence case every time. On the other hand, the
multi-way methods shown in Figure 5.5, converge nicely as the step length increases.

5.5.3

Analysis on Solvers Based on Simulations

In this section, we run the MC simulations on solving the linear system with both
the forward method and the adjoint method. We compare the performances of the
standard 1−way method and the multi-way (i.e., m = 5) method by evaluating the
relative errors. Then we calculate the speed-up times also from the simulations to
check if they are consistent with the ones we compute from variances. For the forward
method, the target problem is hh, bi s.t. x = Hx + b, where both h and b are the
vector of all ones. For the adjoint method, the target problem is to solve x from
x = H T x + b. Note that we use H T instead of H to make the adjoint method
consistent with the forward method in terms of transition matrix.
In order to show that our multi-way methods can speed-up the convergences the
same way as theoretically predicted, we frst consider the problem H 1 from Section 5.5.2. The speed-up times is calculated as:
Var[X]
1.645
=
= 4.57
Var[X]
0.3599
when we compare the multi-way (m = 5) method against the standard one. For
the experiment setting, we apply a truncation value of N = 100 for the length of
each random walk. We study the convergence of the relative error up to 2 million

103
simulations. Since the MC simulations can produce stochastic volatility, in order to
make the results more robust and smooth, we report the average results over 100
trials.
Figure 5.6 shows both the relative errors drop when the number of simulations
increases. However the convergence from the multi-way method is much faster, and
this observation holds for both the forward method and the adjoint method with similar scale. For instance, when we fx the relative error as 10−3 , at the forward method
setting, it takes around 240, 000 simulations for the multi-way method and 1140, 000
simulations for the standard method. Therefore the speed-up times is around 4.75
which matches our expectation. The similar analysis holds for the adjoint method as
well.
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Fig. 5.6. The relative error (average over 100 trials) obtained from the MC
simulations for the standard 1−way method and the multi-way method
with m = 5 on problem H 1 . The result for the forward method is on the
left, and the result for the adjoint method is on the right.
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Next we choose a matrix4 from HB collection to conduct the same error analysis.
It is a 991 by 991 matrix with 6027 non-zeros. Note that we do not choose the matrix
with best speed-up performance. We choose this matrix as it represents the average
speed-up performance of the HB collection. The theoretical speed-up times calculated
from the variances is 1.88 for the multi-way (m = 5) method. In this experiment, the
truncation value is N = 1000, and all the other settings remain the same. The results
are shown in Figure 5.7. As we can see from the fgures, it takes approximately 2
times the number of simulations for the standard method in order to reach the same
relative error with the multi-way method.
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Fig. 5.7. The relative error (average over 100 trials) obtained from the MC
simulations for the standard 1−way method and the multi-way method
with m = 5 on the problem from HB collection. The result for the forward
method is on the left, and the result for the adjoint method is on the right.

4

http://www.cise.ufl.edu/research/sparse/matrices/HB/jpwh_991.html

6

105
5.5.4

Forward Method vs Adjoint Method

From the introduction in section 5.2, we know that the forward method can also
be applied to get the the entire solution vector x from the linear system x = Hx+b if
we run the simulation independently for each individual basis vector ei . Alternatively
we can apply the adjoint method, where each random walk simulation will be able to
update every element of the solution vector. In this section, we conduct experiment
to compare these two di˙erent approaches.
We notice that there are mainly two di˙erences between these two approaches:
• The weight W for each random walk is defned based on H for the forward
method and H T for the adjoint method. Thus it can result in di˙erences in
variances.
• Each random walk simulation for the forward method only updates one element
from the solution vector x, while the adjoint method allow each random walk to
update all elements of the vector. So intuitively the adjoint approach is a more
eÿcient approach. However we cannot simply conclude that the adjoint method
should be n times more eÿcient than the forward method, because allowing each
random walk updating multiple elements do introduce extra covariances into the
solution.
Experiment setup: we use the same real matrix from section 5.5.3. We compare
the total number of simulations required in order to reach an relative error of 0.05
on average. The test problem is Ax = b where we set b = e as the vector of all
ones. We conduct experiments with the standard 1−way setting (i.e., m = 1) with
the truncation size set as N = 200. The problems studied in these experiments are
as follows:
• Forward method with left diagonal preconditioner: H = I − D −1 A
• Adjoint method with left diagonal preconditioner: H = I − D −1 A
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Table 5.3.
The number of simulations needed to reach a relative error of around 0.05.
Each experiment is repeated 100 times, and the average relative error is
reported. The matrix is 846 by 846 after preprocessing of deleting empty
rows and columns.
Method

# simulations

relative error

Forward & left precondition

126, 900 = 150 × 846

0.0493

Adjoint & left precondition

465, 000

0.0515

Forward & right precondition

16, 074, 000 = 19000 × 846

0.0511

Adjoint & right precondition

7, 000

0.0500

• Forward method with right diagonal preconditioner: H = I − AD −1
• Adjoint method with right diagonal preconditioner: H = I − AD −1
Table 5.3 shows the experimental results. We fnd that when applying the left
preconditioner, the adjoint method is actually more expensive. We believe the reason
is that left diagonal preconditioning has the e˙ect of normalizing rows of H, which
works well when the forward method constructs the transition matrix based on the
rows of H. The adjoint method constructs the transition probabilities based on
the row of H T (i.e., columns of H), therefore it does not work very well given the
left diagonal preconditioner. When applying the right diagonal preconditioner, we
fnd the adjoint method is much more eÿcient, while the forward method becomes
quite expensive. To summarize, by comparing the adjoint method (with the right
precondition) to the forward method (with the left precondition), we fnd the adjoint
method is around 18 time faster, which is not as trivial as n = 846 times faster.
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Table 5.4.
Results of the three methods: Richardson Iteration, GMRES and SMC
on the linear system with a target relative residue of 10−8 . We apply the
5−way MC simulation for each inner iteration. We run multiple versions
with varying trade-o˙s of the total number of iterations and the number
of simulations per iteration. The random walk length is chosen as the best
length given the number of simulations per iteration. We note that when
the number of simulations is small, the random walk length also tends to
be small as it can not accurately handle the larger length.
Methods

random walk

# simulations

length

per iteration

Richardson

-

-

891

9.92 × 10−9

GMRES

-

-

55

6.41 × 10−9

SMC

2

800

462

9.53 × 10−9

SMC

6

2500

159

9.83 × 10−9

SMC

10

5000

95

9.83 × 10−9

SMC

30

25000

33

5.54 × 10−9

SMC

50

50000

23

9.51 × 10−9

SMC

120

500000

11

2.02 × 10−9

5.5.5

# iterations

relative
residue

Sequential Monte Carlo Analysis

In this section, we study how does the Sequential Monte Carlo method work in
practice compared to the original Richardson iteration and GMRES. We use the same
real matrix from the previous experiments: x = Hx + b, where H is an 846 by 846
matrix with 4716 non-zeros. Table 5.4 shows the results.
First we notice that for the SMC method, when the number of simulations per iteration increases, the total number of iterations decreases as a result of more accurate
approximation of the direct MC within the iteration. And it becomes much more expensive to further decrease to number of iterations. Another interesting result is that
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we notice for the frst two version of SMC, the number of simulations per iteration is
even far smaller than the total number of non-zeros of the matrix, which means that
the MC simulation can approximate the solution with a moderate accuracy without
the need of accessing all the elements of the matrix.
In terms of complexity, the Richardson iteration costs the number of non-zeros
(i.e., nnz) per iteration, as it basically computes a sparse mat-vec product. For the
GMRES, at kth iteration, it takes a sparse mat-vec product O(nnz) as well as an
Arnoldi iteration which costs O(kn) foating point computation. For the SMC, each
random sampling costs constant time [114], therefore each iteration cost O(N L+nnz),
where N is the total number of simulations and L is the length of the random walk. We
compute the total foating point operations (FLOPS) for each method, and split them
to parallelable and non-parallelable. Then we can theoretically model the runtime
complexity under di˙erent assumptions of number of processors and communication
costs. We describe the performance model in the following:
• assume the cost of a single FLOP is 1;
• assume the number of processors is p and the cost of the communications and
synchronizations is σ;
• then the cost of one parallel computation for t FLOPS is: t/p + σ for p > 1 and
t for p = 1.
As a result we can summarize the runtime complexities as follows:
• runtime complexity of GMRES: K ∗ (2 ∗ nnz/p + σ) + 5n + 2Kn + 2K 2 +

PK

r=1

4∗

n ∗ ceil(r/ min(r, p)) + σ, where ceil is the function that outputs the greatest
integer less than or equal to the input number, and K denotes the total number
of iterations;
• runtime complexity of Richardson: K ∗ (2 ∗ nnz/p + n + σ), where K denotes
the total number of iterations;
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Fig. 5.8. Runtime complexity comparison for di˙erent methods with different numbers of processors in the parallel setting. The runtime complexity is in log scale. The communications and synchronizations costs
are assumed to be 100 times a FLOP for the fgure in the left and 1000
times a FLOP for the fgure in the right.

• runtime complexity of SMC: K ∗ (2 ∗ nnz/p + 7 ∗ N ∗ L/p + 2 ∗ σ + n), where
K denotes the total number of iterations.
We show the cost comparisons among the three methods for σ = 100 and σ = 1000
in Figure 5.8. In the setting of single processor or fewer processors, GMRES is
faster than SMC and the Richardson iterations. And for various versions of the SMC
methods, the ones with fewer iterations cost more. However when the number of
processors increases, GMRES beneft less compared with the SMC methods. This
trend is consistent with di˙erent values of σ. Compared with di˙erent trade-o˙s
between SMC methods, we would favor the SMC method with fewer iterations when
there are more processors. The reason is that as there are more processors for each
parallel iterations, the communication cost becomes more dominant, so by decreasing
the total number of outer iterations, it also decreases the total communication cost.
This observation is also consistent with the fact that by increasing σ from 100 to
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1000, the SMC methods with fewer iterations are a˙ected less in terms of runtime
complexity.
It is also worth noting that besides the beneft of being easily parallel, the SMC
method is more robust when faults or hardware failures occur due to its stochastic
nature.
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6. SUMMARY
In this thesis we study the techniques of higher-order random walk methods with their
applications to various data analysis tasks. In particular we explore three directions
of higher-order methods.
• Firstly the data themselves are higher-order in nature, such as n-gram tensor
data and the airline-airport multiplex network in section 3.7. We demonstrate
the super-spacey random walk on tensor co-clustering.
• Secondly a complex system has a underline mechanism that can be modeled
as a higher-order random walk. We demonstrate the retrospective higher-order
Markov process on user trail modeling.
• Finally in the task of numerical computation and optimization, the system
can be fully encoded into a Markov chain, thus the solution is stochastically
approximated by simulations of the random walks. We demonstrate multi-way
Monte Carlo (i.e., time-inhomogeneous Markov chains) for the solution of linear
systems.
We summarize our fndings here, and discuss potential continuations of this research.
Tensors are increasingly common in modern applications and clustering tensor
data is fundamental for discovering patterns and data analysis. However, tensor clustering is a diÿcult task for two reasons: higher-order structure in tensors is diÿcult
to model and obvious extensions of models to higher-order data are computationally challenging. We proposed the General Tensor Spectral Co-clustering (GTSC)
method. Our method addresses these issues by modeling higher-order data with a
new stochastic process, the super-spacey random walk, which is a variant of a higherorder Markov chain. Our iterative solver and sweep cut procedure for biased conduc-
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tance can achieve near-linear complexity in the number of non-zeros in tensors. In
synthetic experiments our GTSC out-performs state-of-the-art spectral methods and
tensor decomposition methods and can eÿciently handle skew in the distribution of
the indices of the non-zeros in the tensor. Furthermore, our GTSC framework can
fnd clear cluster structures in various tensor datasets, including English and Chinese n-gram text, an airline and airport multiplex network, and Enron e-mail data.
In terms of future work along this direction, we’d like to create tensors that bridge
information from multiple modes. For instance, the clusters from the 3-gram data
were di˙erent from the 4-gram data and it would be useful to have a holistic tensor
to jointly partition both 3- and 4-gram information. This is important because some
of the clusters in the n-gram data correspond to automatically extracted knowledge,
such as the cluster with the names of various German chancellors. This aspect of our
output also merits further investigation as it would require overlapping clusters to be
useful to knowledge extraction e˙orts.
Consider the task of modeling users trails, which encode useful information for the
downstream applications of user experiences, recommendations and advertising. We
propose a new class of structured higher-order Markov chains which we call the retrospective higher-order Markov process (RHOMP). This model preserves the higherorder nature of user trails without risks of overftting the data. A RHOMP can be
estimated from data via maximum likelihood estimation (MLE) using a projected
gradient descent algorithm. In the experiments, we fnd that RHOMPs are superior
in terms of accuracy and mean reciprocal rank compared to other methods. Also
RHOMPs are robust for higher-order chains when there is data available. In terms
of future work along this direction, it would be interesting to explore other forms
of retrospection that allow more interaction between the history states. (Note that
the current approach in this chapter selects a single state during the retrospective
process). This will allow us to model the case when certain combined history states
have strong evidence in terms of transition patterns. Second it would also be useful
to extend this framework in terms of personalization. This can be achieved by a ten-
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sor factorization approach or a collaborative fltering method. Lastly we also would
like to embed time information into our prediction either by modeling the event time
directly or using it as a side information to help generate a non-stationary process
where the random walk behavior could change overtime.
For the case of random walks for solutions of linear systems, we study a generalization of Monte Carlo methods for linear systems. The generalization allows the
Markov random walk to transition using a set of matrices. We derived the variance
of the resulting estimator and construct the matrices in a way to attempt to produce
a fnite variance. The advantages of this new random walk procedures are two-fold.
First it can solve more problems than the standard method. Second our new method
has the tendency to decrease the variance thus decrease the computations needed for
estimating the solution. Numerical experiments on both synthetic and real world matrices confrm the superiority of our method in the above two aspects when comparing
to the standard Monte Carlo method. An open problem suggested by our work is
to get a purely local method that avoids the global work in building the sequence of
adjacency matrices. For future work it would be interesting to explore the possible
solutions to this problem. Another direction for future work is to study the robustness
of the multi-way methods.
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