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ABSTRACT 
 The types, concentrations and spatial distributions of solid point defects such as vacancies 
and interstitial atoms influence the performance of metal oxides in gas sensing, electronics, 
photonics and solar-induced photochemistry for fuel production and environmental cleanup. 
Controlling these aspects of defect behavior has become increasingly important in nanoscale 
applications, where surface-to-volume ratios are large. Various material processing protocols to 
exert such control have arisen, known collectively as “defect engineering”. Surfaces of themselves 
have shown promise as tools for such efforts. Surfaces offer efficient pathways for defect creation 
because fewer bonds need to be broken than for bulk pathways. Surface can, in addition, support 
charge which create near-surface strong electric fields that can lead to the redistribution of defects 
near surfaces and interfaces. A detailed understanding of the underlying surface-mediated 
mechanisms would enable us to engineer oxygen and cationic point defects in metal oxides. The 
present work involves both experimental (isotope gas-solid exchange) and computational (ab initio 
quantum calculations, continuum models) efforts aimed at understanding the (1) injection of 
oxygen interstitials via an active site exchange mechanism in rutile titanium dioxide (TiO2) and 
wurtzite zinc oxide (ZnO), and (2) electric-field induced redistribution of charged defects in near-
surface space charge regions in TiO2, ZnO and B-doped Si.  
Regarding active-site exchange, this work shows that the injection of oxygen interstitials 
(Oi) in TiO2 under O-rich conditions lead to the Oi becoming the majority oxygen defects. This 
finding overturns a long-held belief that oxygen vacancies (VO) are the dominant O-related native 
defects, and resolves a major discrepancy in the literature between a large body of experimental 
work and predictions from quantum calculations. From a practical perspective, the work shows 
how surface conditioning permits defect engineering of TiO2 for electronic and catalytic 
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applications. The activation energy for Oi injection from TiO2 (110) is determined to be 
approximately 1.8 eV – the first time an injection barrier has been measured for any semiconductor 
system. Controlled sulfur adsorption decreases the mean diffusion length of Oi by almost an order 
of magnitude via an indirect mechanism of inhibiting the surface annihilation of Ti interstitials at 
the surface, which enhances the Ti-mediated exchange of Oi with the lattice. Another distinct mode 
of surface-based defect engineering is uncovered involving the control of surface polarity.  Polar 
Zn-terminated c-axis ZnO(0001) surface inject Oi similarly to TiO2(110), but corresponding O-
terminated surfaces greatly inhibit the injection except at widely-spaced special sites comprising 
~1% of the surface, where the injection barrier is near zero. These experimental results of polarity-
influenced injection accord closely with the predictions of ab initio density functional theory 
(DFT) calculations of O2 adsorption on c-axis ZnO surfaces. 
Regarding defect redistribution by electric fields, a combination of a mathematical model 
and isotope exchange experiments monitoring near-surface pileup have identified a new 
mechanism by which electric fields near the surface directly influence the drift of injected charged 
defects.  The effects operate in both in rutile TiO2 and ZnO, and require band bending of only a 
few meV to induce fields that oppose the diffusional flux. Drift working in the same direction as 
the diffusional flux should induce a valley in the near-surface defect concentration rather than pile-
up. This electrostatic coupling almost certainly influences the spatial distribution of defects and 
dopants near surfaces and interfaces in nanoscale devices for gas sensing and microelectronics. 
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Chapter 1: Introduction
 
1.1 Motivation 
In the past decade, transition metal oxides such as ZnO and TiO2 have garnered 
considerable research interest because of their useful properties [1]. The concentration and spatial 
distribution of point defects in metal oxides strongly influence the manufacture and performance 
of these materials in applications such sensing [2], photonics [3], electronics [4], photocatalysis 
[5] and catalysis [6]. Typical examples of such defects include vacancies, interstitials atoms, and 
defect complexes. Species of this type often mediate solid-state diffusion of foreign atoms 
including isotopes of the host (self-diffusion). 
Intrinsically O-deficient metal oxides such as ZnO and TiO2 harbor large concentrations of 
oxygen vacancies (VO) that form during growth or post-growth treatments [7, 8].  Oxygen 
vacancies are undesirable in many photonic and electronic applications where they act as 
recombination centers, lowering UV band edge emissions and photocatalytic efficiencies [4, 5] 
and contribute to charge compensation, hindering p-type doping in natively n-type oxides [9]. 
Defect engineering methods to control oxygen vacancy concentration as well as their distribution 
would be beneficial in improving the performance and efficiency in such applications.  
Current methods for controlling defect behavior in semiconductors suffer from problems 
with solid consumption, implantation damage and foreign atom incorporation [10]. Solid-state 
diffusion measurements in our laboratory [11, 12], together with the works of Batzill [13] and 
Diebold [14], have suggested that reactions of semiconductor surfaces with bulk point defects can 
exhibit chemistry that is comparable in richness to the reactions of surfaces with gases. Little 
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attention has been paid to this alternative form of surface chemistry, even though it appears to play 
a major role in regulating bulk defect concentrations and distributions. The present work further 
develops, quantifies and offers insights into the surface-mediated mechanisms for defect 
manipulation in oxide semiconductors like ZnO and TiO2, which were initially recognized in a 
prior work in this group [12]. This work also demonstrates that oxygen vacancies in metal oxides 
can be engineered by utilizing the unique surface-bulk defect coupling.  
1.2.  Surface-Mediated Mechanisms 
Within semiconductors, the formation and breakage of bonds is easier at the surface than 
in the bulk. Surfaces, therefore, offer facile pathways for defect creation and annihilation. Bulk 
defects can be formed in larger concentrations at the semiconductor surface. Additionally, new 
defect species can be formed at surfaces which would otherwise not form spontaneously in the 
bulk because of prohibitively-large kinetic barriers. Dangling bonds, kinks and other active sites 
that naturally exist on semiconductor surfaces can interact with defects in the bulk as well gases 
exposed to the surface. Surface-mediated mechanisms offer an effective means to alter defect 
concentrations and spatial distributions on the mesoscopic scale which is particularly useful in 
engineering nanostructured systems with large surface to volume ratios. In this work, two different 
mechanisms of defect-surface interactions have been explored for the purposes of defect 
engineering metal oxides and doped silicon.  
1.2.1.  Active Site Exchange 
 Previous work done in this laboratory [11, 12] has shown that the semiconductor surface 
can act as a variable source and sink for bulk point defects when the solid in perturbed from 
equilibrium. Undersaturation is a form of equilibrium perturbation that can be obtained by heating 
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the solid to elevated temperatures at which thermodynamics drives an increase in defect 
concentrations. The equilibrium defect concentration is achieved either by spontaneous formation 
in the bulk or at the surface. Under conditions where the surface is rendered chemically active, the 
surface acts as a more efficient pathway for defect creation (versus spontaneous bulk formation). 
The surface also acts as an active sink for point defect equilibration. An additional effect of an 
active surface is the creation of new defect species that are injected into the bulk.  
 The mesoscale self-diffusivity Deff can be determined from the degree of spreading of an 
isotopic label by exposing the solid surface to an isotopic gas at elevated temperatures (Figure 
1.1). A crucial distinguishing feature of the measurements made in this laboratory is that the 
isotopic gas-solid exchange experiments are performed in ultrahigh vacuum (UHV).  Thus, unlike 
previous works [15], our surfaces can be made atomically clean which renders the surface “active”.  
At a given temperature, the diffusion rate not only depends on the mobility of the defect but also 
upon their number.  The number of isotopic gas-solid exchanges that occur at a given temperature 
is critically dependent on the defect formation and annihilation rate at the surface which in turn is 
determined by its chemical state. Analysis of diffusion profiles by mass spectroscopic methods 
and diffusion models, as described in the later chapters, highlight the role of the surface active 
sites in the creation and annihilation of defects as well as the formation of new defect species. 
 Both experimental and computational studies have shown that in certain metal oxides such 
as TiO2 [15] and ZnO [16, 17], the diffusional flux of foreign atoms can be carried by exceptionally 
mobile defects that periodically exchange with the lattice atoms  often after diffusing over many 
atomic diameters of distance. For foreign atoms introduced via artificially created delta [18] or 
step [19] function profile within the solid bulk or via surface exchange of isotopic labels (Chapter 
3, 5), it has been demonstrated that an exponential-shaped diffusion profile in the short-time limit, 
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rather than the conventional complementary error function profile, provides a signature for mobile 
species of this type. Analytical solution of simplified diffusion models, presented in Chapter 2, 
also support this idea [20].  
 In principle, the rate of defect creation and annihilation at the surface can be controlled by 
altering the concentration of active sites on the surface. This could be achieved by using adsorbates 
that preferentially attach itself to the surface active sites, thereby making them unavailable for 
defect injection and annihilation. However, in some cases, indirect reaction pathways involving 
another bulk defect can also alter the rate of injection and annihilation of the defect of interest 
(Chapter 4). Within metal oxides, the rate of oxygen defect injection also exhibits a dependence 
on the oxygen partial pressure 
2O
P which can be easily tuned to alter defect concentrations. In rutile 
TiO2, this pressure dependence is found to be rather weak (Chapter 4). The nature and number of 
active sites may vary drastically between surfaces of the same material which can have a direct 
influence on the rate of defect creation. The variation in reactivity of different surface orientations 
is well known in the field of catalysis [21]. By changing the surface orientation, the interaction of 
defects with surfaces (Chapter 5) as well as the interaction of gases with surfaces (Chapter 6) can 
be manipulated.  
1.2.2.  Electrostatic Coupling of Surface Charge with Bulk Defect 
Surfaces often support electrically charged defects that create near-surface space charge. 
Strong electric fields are present in the space charge region (SCR) which can influence the local 
motion of charged defects and introduce other field-driven effects. Past literature has identified 
two distinct electrostatic mechanisms by which surfaces (and interfaces) influence nearby defect 
distributions: by potential-dependent defect formation energies [22] or potential-dependent 
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changes in defect charge state [23].  In both cases, the experimental manifestation was the pile-up 
of a dopant or an isotopic label of the host material near the surface. 
Yet, there exists another electrostatic mechanism for redistribution of charged defects 
which has not been considered so far. The space charge field can attract or repel charges from the 
surface, depending on the charged state and direction of the field. Electric field-driven drift in the 
SCR can lead to dramatic redistribution of native defects [24] and dopants [25] near surfaces and 
interfaces. Point defects such as vacancies and interstitials interact most with space charge owing 
to their relatively small mass and charge. In the past works done in this laboratory, it has been 
shown that the space charge potential can induce a change in the charge state of dopant interstitials 
resulting in pile-up of dopant atoms in the first nanometer from the Si/SiO2 interface in ion-
implanted source and drain in p-n junctions [23, 25].  
Therefore, the effect of the interaction between charged defects and space charge is 
twofold: (1) a direct effect entails field-driven drift (Chapter 8, 9, 10), and (2) an indirect effect 
wherein the space charge induces a change in the charge state of the defect depending on the local 
Fermi level (Chapter 11). In both the direct and indirect effects, the field-induced drift alters the 
spatial distribution of the charged defect. In isotope gas-solid exchange measurements, the 
interaction between the surface space charge and charged defects can manifest itself in the form 
of near-surface pile-up or valley in the isotopic marker profile, as shown in this work. The pile-up 
(or valley) profile that results from this interaction is distinctly different from the bulk diffusion 
profile.   
 Many practical applications of metal oxides depend on the existence and characteristics of 
near-surface space charge. For example, the space charge is responsible for separation of charges 
that enables photocatalysis [26]. Conductivity of small devices, particularly nanostructures, 
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responds to changes in the space charge width – the working principle for gas sensing devices [27]. 
Within nanoelectronics, semiconductor-metal Schottky barriers [28] and the performance of 
memory resistors [29] are sensitive to the near-surface defect distribution.  
Near-surface defect distributions can be engineered via surface electrostatic effects. For 
example, in the case of metal oxides, the manipulation of the surface potential (Vs) would offer a 
tool to control injection of mobile O defects (Chapter 9). We speculate that the electric-field 
induced effects could generalize from free surfaces to grain boundaries in polycrystalline oxides 
where O vacancies preferentially congregate [30] and induce undesired carrier scattering [31].  
Controlling the amount of electrically active charge at such oxide grain boundaries is possible 
within limits [32], although the methods are still at an early stage of development. 
1.3  Methods 
To understand and quantify the surface-mediated mechanisms of surface-bulk defect coupling, a 
complementary combination of experimental and theoretical methods were employed in this work.  
1.3.1 Experimental: Isotopic Gas-Solid Exchange 
Solid state diffusion is mediated primarily by point defects such as vacancies, interstitials 
and defect complexes. By observing the diffusion behavior of an isotopic marker [11], insights 
into the type, concentration, distribution and charge of the primary diffusing species could be 
obtained. In this work, we employed a well-known isotopic gas-solid exchange method in which 
single crystals of rutile TiO2 (110) and wurtzite ZnO (0001, 0001) were annealed at elevated 
temperatures (600o – 800oC) – first in gaseous O2 with natural abundance of isotopes for 4 – 6 hr 
to achieve defect equilibrium (and eliminated sample to sample variation), and subsequently, in 
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isotopically labeled (18O2) gas for 90 – 105 min at the same temperature and oxygen partial 
pressure. The specific experimental parameters used can be found in the relevant chapters. 
TiO2 (110) single crystals were purchased from MTI Corporation [12] and wurtzite ZnO 
O-terminated (0001) and Zn-terminated (0001) single crystals from CrysTeC GmbH. All as-
received samples had <5 Å root mean square surface roughness and were cut within 1o of the 
nominal surface orientation. Specimens were degreased by successive 5-min rinsing cycles in 
acetone, isopropanol and methanol and mounted for resistive heating on Si backing plates with Ta 
clips (Fig. 1.1). A thick SiO2 layer was thermally grown on the Si samples to prevent excessive 
sublimation of Si during annealing. Temperature was monitored with a chromel-alumel K-type 
thermocouple junction pressed onto the crystal surface. Distinguishing features of the experiments 
employed in this work were the ultrahigh vacuum character of the apparatus, low O2 pressures (10
-
6 – 10-5 torr) to promote surface cleanliness.  
The diffused 18O profiles were measured ex-situ with a PHI-TRIFT III time-of-flight 
secondary ion mass spectrometry (TOF-SIMS) using a cesium ion beam. To avoid strong mass 
interferences from water (H2O) and hydroxyl-related radicals that have atomic masses similar to 
18O, the ZnO samples were loaded in the SIMS chamber at least 8 hr prior to the profile 
measurements. This ensured enough time for the base pressure in the SIMS chamber to reach 
below 5×10-8 torr, at which point mass interferences seemed to become negligible. Multiple 
measurements were made for each sample to rule out lateral variations in the diffusion profiles. 
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1.3.2 Theoretical: Density Functional Theory, Continuum Modeling 
Density Functional Theory (DFT) 
 One of the most profound scientific advancement in the twentieth century was the 
development of the fundamentals of quantum mechanics. The immense success of quantum 
mechanics in explaining various experimental observations has led to the advent of first principles 
or ab initio computational methods. One of the most widely employed ab initio method in the field 
of computational material science is density functional theory (DFT). The key ideas from quantum 
mechanics that underlie DFT (and other ab initio methods), the approximations and the mechanics 
of DFT are briefly described here.   
Schrödinger Equation: Many-Body Problem 
 A system on N electrons and M nuclei is quantum mechanically described by the many-
body Schrödinger equation, which in its time-independent, non-relativistic form is given by 
   i j i jH r ,R E r ,R            (1) 
where H is the many-body Hamiltonian operator which when applied to the many-body 
wavefunction ψ yields the total energy (E) of the system. The many-body wavefunction depends 
on the coordinates of the electrons ( ir ) and nuclei ( jR ). There are five main contributors to the 
Hamiltonian energy operator: (1) kinetic energy of the electrons (Te), (2) kinetic energy of the 
nuclei (Tn), (3) electron-electron interaction (Vee), (4) nuclei-nuclei repulsion (Vnn), (5) 
electrostatic interaction between electrons and nuclei (Vne). The Hamiltonian is the sum of the 
individual energy operators, 
e n ee nn neH T T V V V              (2) 
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The components of the Hamiltonian operator are (in atomic units) 
N
2
e i
i 1
1
T
2 
             (2) 
M
2
n j
j 1 j
1 1
T
2 m
             (3) 
N N
ee
i 1 j i i j
1
V
r r 


           (4) 
M M
i j
nn
i 1 j i i j
Z Z
V
R R 


           (5) 
N M
j
ne
i 1 j 1 i j
Z
V
r R 



           (6) 
where mj is mass of the nuclei in atomic units and Zj is the charge on the nucleus. Upon observation 
of Eq. (1) through Eq. (6), it becomes evident that solving the many-body wavefunction ψ is a 
difficult task because of the large number of variables involved. For a system with N electrons and 
M nuclei, the total number of variables is 3N+3M (3 spatial coordinates for each electron and 
nuclei). 
Born-Oppenheimer Approximation 
 The first step to simplifying the many-body wavefunction is based on the fact that the 
electrons are much lighter than the nuclei. As a result, electrons move much faster than nuclei such 
that, to a good approximation, the positions of the nuclei can be assumed to be static. This 
simplification allows the motion of the electrons to be treated separately from the motion of the 
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nuclei. The effect of the nuclei is an “external” potential that acts upon the electrons. The degrees 
of freedom reduces to 3N with the Hamiltonian containing 3 components 
e ee neH T V V             (7) 
The electronic Schrödinger equation is 
   e e i e e iH r E r             (8) 
where the electronic wavefunction ψe is still far too complicated to be solved, except for in the 
simplest of cases such as a hydrogen atom. Various wavefunction-based methods [33-36] have 
been developed to solve for an approximate wavefunction and the total energy of the system as 
described by Eq. (8). The most prominent among the many-body wavefunction-based techniques 
is the Hartree-Fock method [33] which is widely used in computational chemistry to study isolated 
molecules. However, Hartree-Fock methods, because of their treatment of the electron-electron 
interaction (Vee) tends to severely overestimate the electronic band gap in extended solids, such as 
semiconductors. Density functional theory (DFT) which is based on electron density rather than 
wavefunctions has found widespread use in the study of solid crystal structure and their electronic 
and mechanical properties. 
Hohenberg-Kohn Theorems and Kohn-Sham Equations 
 The Hohenberg-Kohn theorems form the backbone of DFT. In 1964, Hohenberg and Kohn 
[37] showed that the ground state electronic density uniquely defines the Hamiltonian operator and 
therefore, the energy of the system. In other words, the ground state energy (E0) of a system is a 
unique function of the ground state electronic density (ρ0). 
           0 0 e 0 ee 0 ne 0 ne 0 HK 0E E E E E E E                (9) 
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where [] denotes a functional. Eq. (9) defines the Hohenberg-Kohn functional (EHK) , which is 
independent of the system, but no exact expressions for its components Te and Eee are known. Eee 
can be expressed as the sum of the Hartree energy EH, which accounts for the interaction of the 
charge density with itself, 
 
   
H
r r1
E drdr
2 r r
 
 
 
        (11) 
and a non-classical part Encl, which contains the self-interaction correction, the exchange and the 
Coulomb correlation contributions.  
The second Hohenberg-Kohn theorem states that the energy is minimal for the ground state 
density resulting from the external potential. Given the energy functional, the variational principle 
can be invoked to determine the exact ground state electronic density. The application of the 
variational principle means any electronic density other than the ground state density will yield a 
higher total energy compared to the true ground state energy. The challenge lies in knowing the 
exact expression for EHK.  
 In 1965, Kohn and Sham [38] introduced the concept of a non-interacting reference system 
which allowed further simplification of the energy functionals. Within this approach, the unknown 
kinetic energy density-functional Te is separated into the kinetic energy of a system of non-
interacting electrons, calculated as 
   * 2S i i
i
1
T r r dr
2
              (12) 
and an unknown component TC, which contains the corrections resulting from the electronic 
interactions. The single-particle Kohn-Sham orbitals ϕi are solved under the constraint to 
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reproduce the electronic density of the fully-interacting many-body system in a self-consistent way 
from the Kohn-Sham equations 
   KS i i if r r              (13) 
The Kohn-Sham operator (fKS) is an effective one-electron operator and is given by 
     2KS ext H XC
1
f V V V
2
                (14) 
where Vext is the external potential due to the nuclei, and VXC is the exchange-correlation potential. 
The eigenvalues εi in Eq. (13) are the Lagrange multipliers that ensures the orthonormality of the 
Kohn-Sham single-particle orbitals ϕi. The density of the fully-interacting system ρ(r) can be 
constructed from the single-particle orbitals and their occupation numbers fi as, 
     
N
*
i i i
i 1
r r . r .f

             (15) 
The unknown component of the kinetic energy, TC, is often combined with the non-classical 
contributions to electron-electron interaction, Encl into the exchange-correlation functional EXC. 
Therefore, EXC contains contributions that are unknown. EXC is related to the exchange-correlation 
potential VXC (Eq. 14) by  
 
 XC
XC
E
V
 
 

          (16) 
The universal Hohenberg-Kohn functional EHK (Eq. 9) is related to the Kohn-Sham formalism as 
HK S H XCE T E V             (17) 
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One should be careful in the treatment of the single-particle Kohn-Sham orbitals ϕi since they are 
wavefunctions of the fictitious non-interacting (simplified) system. At the same time, the Lagrange 
multipliers εi in the Kohn-Sham formalism are also associated with the fictitious non-interacting 
system. Only the electronic density ρ and total energy have a physical meaning. 
Exchange-Correlation Functionals 
 The performance of DFT in predicting material properties is limited by the unknown, the 
exchange correlation functional (Eq. 17). Various flavors of DFT have emerged in the past couple 
of decades, mostly focused on the development of exchange-correlation functionals. The first 
explicit expression for EXC was based on the homogeneous electron gas for which the exchange-
correlation has been numerically determined by Ceperley and Alder [39] using quantum Monte 
Carlo calculations. The assumption was that the exchange and correlation depends only on the 
local density such that 
      LDAXC XCE r r  r dr                   (19) 
where  XC r    is the exchange-correlation per particle of the homogeneous electron gas. This 
formalism is known as the local-density approximation (LDA). The correlation contribution to 
 XC r     is only numerically known for the homogenous electron gas. Various methods of 
parameterization of the correlation energy has been adopted within DFT, including those proposed 
by Perdew and Wang [40]. The LDA approximation is adequate in systems where the electrons 
are delocalized or relatively homogeneous. However, typically LDA overestimates binding 
energies and underestimates bond lengths. Further improvements to the LDA approximation has 
been made by including higher order derivatives of the electron density  2, ,...   . The 
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generalized gradient approximation (GGA) incorporates the first derivative of the electron density 
in the calculation of the exchange-correlation functional. EXC is given by 
     GGAXCE r f r , r  dr                  (20) 
The inclusion of the first derivate of the density has resulted in much better estimates for 
binding energies and bond lengths. There are various GGA functionals differing in the functional 
form of the exchange and correlation. Variations in results may arise from using different GGA 
functionals [41] and therefore, it is important to specify exactly the type of functional used in a 
calculation. More recently, improved hybrid functionals have emerged. Hybrid functionals 
represent a class of approximations to the exchange-correlation energy functional that incorporates 
a fraction of the exact exchange from the Hartree-Fock theory along with exchange and correlation 
via other formalisms (ab initio or empirical). Some of the popular hybrid functionals are B3LYP 
[42], PBE0 [43], HSE03 [44], HSE06 [45]. The present work employs the GGA functionals 
proposed by Perdew, Burke and Ernzerhof (PBE) [41].  
Nonetheless, DFT calculations are still limited by the fact that the various exchange-
correlation functionals are only semi-local and approximate.  EXC is a far smaller contribution 
compared to other components of the total energy. Typically DFT is used to calculate energy 
differences between different systems. For example, the energy difference between a system with 
defect and without defect yields the formation energy of the defect (after accounting for particle 
and charge balance). In many cases, the errors in the exchange correlation energy often cancel out 
to a large extent leading to fairly reliable DFT results. 
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Periodic Boundary Condition and Plane Wave Basis 
 Crystalline solids are characterized by ordered array of atoms whose positions are related 
by crystal structure and symmetries. Real solids contain a practically infinite number of atoms. 
The only way extended solids can be simulated within DFT is by utilizing the properties of crystal 
symmetries and applying periodic boundary conditions. The Bloch theorem allows the 
incorporation of translational symmetry in the construction of the Hamiltonian and the 
wavefunctions. It can be shown that the wavefunction of a periodic lattice can be written as a 
product of a plane wave ikre  and a function which has the same translational periodicity as the 
lattice,  
   ikrk kr e u r            (21) 
   k ku r u r T            (22) 
where k is a wavevector within the first Brillouin zone, T is a vector of the Bravais lattice, ϕk are 
single-particle Bloch wavefunctions. The software packages used in this work, QUANTUM 
ESPRESSO [46] and VASP 5.3 [47] are based on plane-wave basis sets. 
Continuum Modeling 
 The mesoscopic diffusion measurements presented in this work were quantified with 
analytical and numerically-solved continuum models to determine kinetic parameters such as 
defect injection rate (F), mean diffusion length (λ), and effective diffusivity (Deff). Continuum 
modeling was also used to quantify near-surface defect redistribution and its functional 
dependence on experimental parameters. While continuum models lack the atomic-scale detail 
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presented by ab initio quantum calculations, they are computationally inexpensive and suitable for 
modeling and quantification of mesoscopic and macroscopic experimental data.  
For numerical solution of mass transport equations, the simulator FLOOPS [48] was used. 
This simulator solves the coupled differential equations along with appropriate boundary and 
initial conditions for different defects species considered in the system.  These equations have the 
general form for defect i: 
 i M,i i i i i i
C
. D C q C R
t

      
                 (23)
 
where Ci is the concentration of defect i, M,iD is the diffusivity, i the mobility, iq the charge, 
the electric field, and iR the net generation of defect i due to defect reactions. The mobility i can 
be approximated by the Einstein’s relation
i M,iD kT  , where k is Boltzmann’s constant and T 
temperature in K. The electric potential Ψ is determined by solving the Poisson’s equation, the 
negative gradient of which gives the electric field  . The specific boundary conditions used are 
discussed in detail in Chapters 8 through 11. 
1.4.  Outline 
The present work is organized as follows: Chapters 2 through 7 focus on the active site 
exchange mechanism, while Chapters 8 through 11 focus on the electrostatic effects on defect 
distribution. Chapter 2 describes the mathematical framework used for quantifying kinetic 
parameters and offers an analytical solution of the diffusion profile of a mobile defect injected 
from the surface. The active site exchange mechanism as a defect engineering tool for controlling 
oxygen vacancies in TiO2 and the relevant kinetic barriers are discussed in Chapters 3 and 4. 
Chapter 5 shows that a similar surface-mediated active site mechanism operates in ZnO as well. 
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The effect of different surface orientations on the active site mechanism is also explored in Chapter 
5. The mechanism of oxygen adsorption on active sites on polar ZnO (c-axis) surfaces is addressed 
using first principles quantum calculations in Chapter 6. Chapter 7 presents ab initio calculations 
to determine the formation energy of the oxygen interstitial near ZnO (c-axis) surfaces. Plausible 
pathways for injection of O interstitials at ZnO surfaces and the associated kinetic barriers are 
calculated in Chapter 7. A new electrostatic mechanism for field-induced redistribution of charged 
O defects in rutile TiO2 is introduced in Chapter 8. An analytical solution of the mass transport 
equations that incorporates the drift contribution is described in Chapter 9. The dependence of the 
pile-up (or valley) of an isotopic marker on experimental parameters such as flux and surface 
potential are derived in Chapter 9. The pile-up of isotopic oxygen marker observed in diffusion 
experiments in ZnO (similar to TiO2) are quantified and analyzed in Chapter 10. Finally, in Chapter 
11 the mechanism and kinetics of near-surface dopant pile-up in ion-implanted silicon is discussed. 
The appendices provide detailed derivations of continuum models and simulation parameters used 
in the DFT calculations.   
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1.5.  Figures 
 
Figure 1.1 Setup for isotopic oxygen gas-solid exchange experiments under UHV conditions. 
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Chapter 2: Analytical Model for Quantifying Defect-Mediated 
Oxygen Self-Diffusion in Metal Oxides*
 
2.1 Abstract 
Solid-state diffusion of native defects in some metal oxides takes place via highly mobile 
intermediate species that periodically exchange with lattice atoms. A mathematical model has been 
formulated to determine the key diffusion parameters from mesoscopic gas-solid diffusion 
measurements in the short-time limit. The model provides a straightforward analytical means to 
utilize standard isotope gas-solid exchange experiments to obtain parameters connected to 
diffusion length and net rate of defect formation at the surface. Application of the method to 
experimental data for oxygen self-diffusion in titanium dioxide suggests that under conditions 
where gas-solid exchange takes place through an especially clean surface, a fast-moving species 
mediates oxygen self-diffusion.  
2.2 Introduction 
Diffusion of point defects in metal oxides strongly influences the manufacture and 
performance of these materials in gas sensing, photonics, electronics, catalysis and photocatalysis 
[1-3]. Point defects such as vacancies, interstitials and defect complexes often mediate the 
diffusion of foreign atoms including isotopes of the host (self-diffusion). Therefore, suitably 
designed macroscopic and mesoscopic diffusion experiments can provide important insights into 
the atomic-scale behavior of defects. Both experimental and computational studies have shown 
that in certain cases such as ZnO [4-7], the diffusional flux of foreign atoms is carried by 
                                                          
* Part of this work has been published: P. Gorai, A. G. Hollister, and E.G. Seebauer, ECS Journal of Solid 
State Science and Technology 1, Q21 (2012). 
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exceptionally mobile defects that periodically exchange with the lattice atoms often after 
diffusing over many atomic diameters of distance. 
For foreign atoms introduced via artificially created delta [8] or step [9] function profile 
within the solid bulk, it has been demonstrated that early-stage profile evolution into an 
exponential shape (rather than the more common complementary error function) provides a 
signature for mobile species of this type. These systems evolve through diffusional motion 
contained entirely within the solid’s boundaries, and are therefore closed in the sense that the total 
number of foreign atoms in the solid remains constant. However, sometimes foreign atoms are 
introduced through exchange with an ambient gas.  A common example in oxide studies is the 
exchange of 16O in the solid with 18O in an isotopically labeled gas.  Such experiments embody 
open systems, wherein exchange occurs at the material surface that introduces new foreign atoms 
into the solid. The mathematical framework for analyzing profile evolution in closed systems [8, 
9] does not apply in open systems because surface exchange entails a Neumann-type flux boundary 
condition, which for closed systems is zero. 
In this chapter, we derive the required mathematical framework for open systems, and 
demonstrate its application to experimental data for self-diffusion of isotopic oxygen (18O) 
introduced from the gas phase into rutile titanium dioxide (TiO2). Just like the closed-system case, 
the new expressions retain the exponential profile shape at short times, and enable the extraction 
of a kinetic parameter connected to diffusion length of the mobile species.  However, expressions 
for the closed system case provide a kinetic parameter for mobile species generation within the 
bulk, whereas the new expressions cannot provide this quantity but rather the net rate of generation 
at the surface. 
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2.3 Mathematical Analysis 
 Cowern et al. [8] have identified four ways by which foreign atoms (including isotopic 
variants) in mobile (M) states can interact with foreign atoms in substitutional sites (S) and with 
host interstitials (I) or vacancies (V). Table 2.1 summarizes the rate expressions for generation and 
annihilation of M, where CM, CS, CI, CV, and CH respectively represent the concentration of M, S, 
I, V, and host lattice atoms. In the rate expressions, K and k respectively denote the first and 
second-order rate constants, with subscripts indicating generation (g) and annihilation (a) 
reactions. Diffusion in solids often takes place via a kick-out or exchange mechanism. Kick-out 
envisions M motion to begin when a host interstitial (I) encounters a foreign atom in substitutional 
(S) location and exchanges with it, leaving a foreign atom in interstitial (M) position. M diffuses 
until it again exchanges with a host lattice atom (H). Dissociation reaction refers to a Frank-
Turnbull type of diffusion mechanism wherein a substitutional foreign atom (S) dissociates to form 
a mobile species (M), leaving behind a vacancy (V). This mobile defect (M) diffuses until it is 
again captured by a vacancy. Vacancy-pair combination and dissociation represent diffusion 
mechanisms involving a mobile complex species formed between the foreign atom (S) and 
vacancy (V). Assuming dilute conditions, wherein the foreign atoms constitute <5-10% of host 
lattice atoms, the second-order reaction rates can be expressed in pseudo first-order form. Under 
such circumstances, the host atoms interact with host interstitials and vacancies in a way that is 
largely independent of the foreign atoms. This approximation implies that CI, CV, and CH are 
essentially constant, and can be incorporated into Kg and Ka.  
 The governing mass transport equations for diffusion and reaction of foreign atoms are 
given by: 
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2M
M M a M g S
C
D C K C K C
t

   
         (1) 
2S M
M M
(C C )
D C
t
 
 
          (2) 
where DM represents the diffusivity of the mobile intermediate and t the time. As an initial 
condition, we assume the existence of a uniform (small) background concentration of foreign 
atoms distributed uniformly throughout the solid at concentration CS0 in substitutional sites and 
CM0 in mobile form. The concentration CS0 could represent the natural-abundance concentration 
of a minority isotope, for example. CS requires no boundary conditions, as the spatial derivatives 
in Eqs. (1) and (2) do not operate on CS. For a boundary condition on M in the deep-bulk, we 
assume no flux so that CM 0.  For a boundary condition at the surface, the flux of M obeys 
Fick’s first law as follows:  
M M x 0
D C F(t,T,P)

            (3), 
where F(t,T,P) is the flux of CM at the surface at temperature T and foreign species gas pressure P. 
The net flux of injected M depends upon quantities such as the surface coverage of adsorbed 
foreign atoms (which depends upon T and P, and possibly t depending upon gas 
adsorption/desorption kinetics) and the activation barrier for converting an adsorbed foreign atom 
into a bulk mobile species. 
To solve Eqs. (1) and (2), we note that M is a transient species in low concentration that 
may be treated as a reactive, unstable intermediate such that CM/t 0 (the classical quasi-steady 
state approximation). The non-dimensional variables ξ = x/λ and θ = Kgt can be defined for space 
and time, with the spatial variable x defined as positive in the direction of the deep bulk. In this 
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formulation, the quantity M aD / K  represents the mean path length of M before it exchanges 
into a lattice site in the bulk, and θ equals the mean number of generation steps in the bulk (or 
roughly equivalently, the mean number of lattice exchanges) that M undergoes in time t.  
Fourier cosine transforms were employed to solve Eqs. (1) and (2), as this technique offers 
special conveniences for solving differential equations with Neumann-type boundary conditions. 
The detailed derivation can be found in Appendix A. Given the potentially complicated functional 
form of F in the surface boundary condition Eq. (3), solution is further simplified through 
application of the short-time condition (θ<<1) in the transformed space before transforming back 
to real space. The short-time analytical solution that results is: 
 
t
S S0 a
T T
S0 S0 0S0 S0 M
C C K x
F.dt  exp
C C C C D
     
              
      (4), 
where CS0
T denotes the total concentration of lattice sites capable of exchanging with M. In the 
case of an isotopic exchange experiment involving oxygen, for example, CS0
T would equal the 
concentration of lattice sites supporting both 16O and 18O. The choice of (C0
T-CS0) as the 
normalization factor for CS enables the possibility of making direct comparisons and contrasts 
between the present open-system model and those derived previously [9] for closed systems. 
Eq. (4) indicates that in the short-time limit, the isotope diffusion profile spreads away 
from the surface with an exponential shape. As time increases, higher order terms in the solution 
become significant, so that for sufficiently large θ, the solution converges to a classical error-
function form. When the relevant surface adsorption sites are rapidly saturated with foreign atoms, 
the flux is temporally constant. In this case, the integral in Eq. (4) can be simplified as 
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S S0
T T
S0 S0 S0 S0
C C F x
ln ln t
C C C C
  
            
       (5) 
Eq. (5) is analogous in many respects to the expression derived by Vaidyanathan et al. [9] for 
decay of an initial step profile of foreign atoms in a closed-system step-function heterostructure. 
Also, note that the term F in Eq. (5) represents the net flux of mobile intermediates injected into 
the bulk, and provides a measure of the surface efficiency in assisting mobile defect generation. 
Fig. 2.1 shows example profiles calculated for various values of θ (with θ<<1). The slope 
of the exponential profile on a semilogarithmic scale and the concentration at the surface (x=0) 
can be used to determine λ and F, respectively. The slope of the profile equals -1/λ, and the 
intercept equals   TS0 S0ln Ft C C    . Since the intercept also depends on λ, the error entailed in 
the determination of the slope does propagate into the error in surface flux calculation. In contrast 
to the expressions derived for the closed system, the new model for open systems cannot provide 
the kinetic parameter for mobile species generation in the bulk (Kg). Instead, the model provides 
net generation rate (F) at the surface. 
The analytical expression (Eq. 5) provides a straightforward approach for utilizing standard 
gas-solid exchange experiments to obtain parameters connected with the mean diffusion length (λ) 
and net defect injection rate (F) at the solid surface.  
2.4. Isotope Gas-Solid Exchange Experiment 
 The analytical expressions derived above were applied to oxygen self-diffusion in rutile 
titanium dioxide (Chapter 3, 4), which represents a good prototype for many oxygen-deficient 
metal oxides.  Several reports have examined long-time diffusion of isotopic oxygen 18O in single-
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crystal TiO2 [10, 11] and other metal oxides [4, 6, 12] by means of gas-solid exchange experiments. 
Oxygen diffusion rates are measured by exposing natural-abundance material to isotopically 
labeled oxygen gas at elevated temperatures. Our studies employed a similar experimental design 
except that annealing was performed in high vacuum. More details on the experimental procedure 
can be found in Chapter 1 and 3. 
2.5. Application to Oxygen Self-Diffusion in Titanium Dioxide 
 Typical 18O diffusion profiles [13] after annealing for 90 min are shown in Fig. 2.2a and 
2.3a for two different temperatures (650o C, 750o C). The initial 18O concentration in the as-
received sample is expected to be spatially uniform natural-abundance (0.2%). However, the 
measured relative concentration tended to vary from sample to sample due to instrumental effects, 
and averaged few times higher than the natural abundance value. The profiles were therefore 
renormalized by the relative ratio of the measured and theoretical natural abundances. The 
diffusion profiles shown in Fig. 2.2a and 2.3a have two distinct regimes: (1) near-surface (~10-15 
nm from surface) accumulation of isotopic oxygen, and (2) bulk profile beyond the accumulation 
zone (labeled exponential region). The near-surface accumulation is believed to have an 
electrostatic origin caused by the formation of space-charge regions near semiconductor surfaces 
(Chapter 8). Field-driven diffusion of charged mobile species in the space-charge results in 
accumulation. The present chapter focuses on the bulk diffusion profiles. The near-surface effects 
responsible for redistribution do not extend beyond the space-charge region and the bulk profile is 
largely unaffected by these spatially shallow effects, as shown in Chapter 9. The near-surface pile-
zone along with the surface can be visualized as a source of mobile intermediates. A small fraction 
of the mobile species created at the surface are trapped in the pile-up region, resulting in slight 
decrease in the value of F that is ultimately responsible for the exponential profile shape in the 
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bulk (beyond the pile-up zone). For instance, accumulation accounts for only 4% and 0.2% 
reduction in F in case of profiles shown in Fig. 2.2 and 2.3, respectively. Table 2.2 shows the 
diffusion parameters λ and F obtained for the profiles shown in Fig. 2.2a and 2.3a.  
For a closed system, the effective diffusivity Deff can be estimated from the relation: 
2
eff gD K             (6) 
This expression is asymptotically valid for experimental cases wherein Kg<<Ka and(Kg+Ka)t<20 
(for error < 5%) [14]. Comparison of Eqn. (5) with the corresponding expression derived by 
Vaidyanathan et al. [9] for a closed-system heterostructure, we can identify a term in the present 
analysis analogous to Kg in that treatment. 
g T
S0 S0
1
K F
C C

   
         (7) 
While the mobile intermediates in the heterostructure experiments are created within the bulk from 
isotopic lattice atoms in the step profile, mobile species in gas-solid exchange experiments are 
generated at the gas-solid interface. Hence, the flux-containing term in Eq. (5) takes the place of 
Kg in the calculation of Deff in Eq. (6). Table 2.2 shows the resulting values in Fig. 2.2 and 2.3. 
 The exponential shapes are evident from the straight-line fit on the semilogarithmic scale 
in Fig. 2.2b and 2.3b, providing clear evidence of a mechanism involving a highly mobile 
intermediate species. In other studies at higher pressures and with different surface preparation, 
oxygen diffusion in slightly reduced metal oxides is mediated by oxygen vacancies. However, a 
vacancy-mediated mechanism cannot explain the exponential profile shape because diffusing 
atoms exchange continually with the lattice and do not enter into a mobile state as described here. 
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A vacancy diffusion mechanism would therefore yield a classical error function profile, as 
observed elsewhere [10, 12]. 
Several possible mechanisms outlined in Table 2.1 could be consistent with the data here.  
For example, the isotope may diffuse via vacancy pairing mechanism, although the existence of 
such complexes in metal oxides has not been discussed in the literature. The profiles shapes can 
also be interpreted via a kick-out diffusion mechanism involving isotopic oxygen interstitials that 
periodically exchange with lattice oxygen atoms. Such a species has been examined in quantum 
studies [15], but not yet identified experimentally. Identification of the mobile species can be 
elucidated through temperature- and pressure-dependent studies, which is explored in Chapter 3 
and 4. 
2.6. Conclusion 
 The mathematical framework presented in this chapter offers a straightforward method for 
analyzing foreign-atom diffusion profiles obtained from gas-solid exchange experiments in the 
short-time limit. Diffusion parameters related to the mean diffusion length and net defect 
generation rate at the surface can be extracted from such profiles that can provide insight into the 
atomic diffusion mechanism. In the particular case of oxygen self-diffusion in rutile TiO2, 
exponential shapes have been observed that point to diffusion mediated by a mobile intermediate 
under the conditions of the experiment. 
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2.7. Tables and Figures 
Table 2.1 Rate Expressions for Generation and Annihilation of Mobile Species 
  Generation Annihilation 
Reaction Type Stoichiometry Rate Kg Rate Ka 
Kick-out S I M H    g I Sk C C  g Ik C  a H Mk C C  a Hk C  
Dissociation S M V   g SK C  gK  a v Mk C C  a vk C  
Vacancy pair 
(combination) 
S V M   g V Sk C C  g Vk C  a MK C  aK  
Vacancy pair 
(dissociation) 
S M I   g SK C  gK  a I Mk C C  a Ik C  
 
 
 
Table 2.2 Diffusion Parameters 
T (oC) t  (hr) λ (nm) F (atoms cm-2 s-1) Deff (cm2/s) 
650 1.5 490 ±20 (1.37± 0.03)×1012 (1.05± 0.10)×10-15 
750 1.5 1310 ± 40 (1.21± 0.01)×1013 (2.49± 0.14)×10-14 
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Figure 2.1 Exponential decay profiles for various values of θ (with θ<<1) on a semilogarithmic 
scale. The value of λ and F can be determined from the slope and intercept of the straight line, 
respectively. 
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Figure 2.2 (a) Experimental isotopic oxygen (18O) diffusion profiles in rutile TiO2 after 90 min 
annealing at 650oC measured ex-situ with SIMS. (b) Straight line fit to normalized SIMS profiles 
on a semilogarithmic scale suggests that exponential shape best explains the diffusion data. The 
tail shape facilitates the determination of λ and F from the slope and intercept of the straight line. 
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Figure 2.3 (a) Experimental isotopic oxygen (18O) diffusion profiles in rutile TiO2 after 90 min 
annealing at 750oC measured ex-situ with SIMS. (b) Straight line fit to normalized SIMS profiles 
on a semilogarithmic scale suggests that exponential shape best explains the diffusion data. The 
tail shape facilitates the determination of λ and F from the slope and intercept of the straight line. 
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Chapter 3: Surface-Based Manipulation of Point Defects in Rutile TiO2 via 
Active Site Exchange*†
 
3.1 Abstract 
Oxygen diffusion rate in metal oxides such as TiO2 propagates into their performance for 
gas sensing, electronics, and photocatalysis. Through isotopic self-diffusion measurements, the 
present work resolves a discrepancy in the literature about the primary oxygen-related point defect 
in rutile TiO2 by showing that suitably prepared surfaces can controllably inject large numbers of 
an exceptionally mobile defect. Results strongly suggest that this defect is the oxygen interstitial, 
whose existence in TiO2 has been predicted computationally but never experimentally confirmed.  
The surface pathway offers an approach for replacing donor oxygen vacancies with acceptor 
oxygen interstitials facilitating manipulation of near-surface electronic bands. 
3.2 Introduction 
Point defects in metal oxides influence their performance in various technologically-
relevant applications such as gas sensing [1], electronics [2, 3], photonics [4] and solar-induced 
photochemistry for fuel production and environmental cleanup [5, 6]. Controlling these aspects of 
defect behavior has become increasingly important in nanoscale applications, where surface-to-
volume ratios are large. Various material processing protocols to exert such control have arisen, 
known collectively as “defect engineering” [7, 8]. Surfaces of themselves have shown promise as 
                                                          
* Part of this work has been published: A. G. Hollister, P. Gorai and E.G. Seebauer, Applied Physics Letters 
102, 231601 (2013). 
 
† Dr. Alice G. Hollister did TiO2 experiments and developed the preliminary ideas, P.G. developed the 
conceptual framework that O interstitials are majority defect, performed mathematical analysis and wrote 
the manuscript.   
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tools for such efforts. The present work shows that suitably prepared surfaces of rutile titanium 
dioxide can controllably inject large numbers of an exceptionally mobile type of defect for such 
purposes. This defect is probably the oxygen interstitial (Oi), whose existence in TiO2 has been 
predicted by quantum calculations [9, 10] but never experimentally confirmed. The surface 
injection pathway not only increases the overall rate of oxygen diffusion by nearly two orders of 
magnitude, but also provides a new tool for reducing the concentration of oxygen vacancies in 
TiO2, which serve as harmful electron-hole recombination centers in photocatalysis and hamper 
attempts to manipulate carrier concentration. 
 Surfaces offer efficient pathways for defect creation because fewer bonds need to be broken 
than for bulk pathways [11]. Indeed, the ability of surfaces to inject defects is known qualitatively 
from studies of surface morphology [12], silicon oxidation and nitridation [13], dopant diffusion 
for microelectronics [14], and metal oxide catalysis [15]. Controllable injection has been 
demonstrated only for Si interstitials from Si(100) [7], however, with controllability achieved by 
adsorption of submonolayer nitrogen.  Whether related phenomena occur for other surfaces such 
as those of metal oxides has remained an open question. 
To seek such effects, we employed a well-known isotopic gas-solid exchange method [16], 
in which rutile TiO2 single crystals were annealed at elevated temperatures  first in gaseous O2 
with a natural abundance of isotopes to achieve defect equilibration, and subsequently in 
isotopically labeled (18O2) gas.  The diffused isotope profiles were measured ex-situ with 
secondary ion mass spectrometry (SIMS). Previously reported studies [16-18] of O self-diffusion 
in rutile were performed at pressures near 1 atm, and surface polishing procedures were not 
described.  Thus, the surfaces may have supported ill-defined types and amounts of atomic-scale 
damage and/or adsorption, both of which can affect defect injection [7].    
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3.3 Experimental Procedure 
TiO2(110) O-face polished single crystals (5 mm x 10 mm, MTI Corporation) were cut 
within 1 of the nominal orientation and had a natural-abundance 18O concentration of 0.2%.  The 
general details of the isotope gas-solid exchange experiments have been introduced in Chapter 1. 
To remove residual extended defects from mechanical polishing, the crystals were chemically 
etched in concentrated sulfuric acid at 150oC for about 20 min. Specimens were then degreased by 
successive 5-min rinsing cycles in electronic-grade trichloroethylene, acetone, and methanol.  
Immediately thereafter, the specimens were mounted in a chamber compatible with ultrahigh 
vacuum (UHV), which was quickly pumped down to 107 Pa to minimize contamination from the 
ambient.  To equilibrate defect concentrations and minimize sample-to-sample variations, 
specimens were pre-annealed for 6 hr in 16O2 at a temperature and pressure identical to subsequent 
annealing, which then took place in 18O2 for 90 min. TOF-SIMS was performed ex situ using a 
PHI-TRIFT III instrument with a cesium ion beam. Calibration experiments with as-received TiO2 
permitted normalization of isotopic ratios among specimens to account for various instrumental 
drift effects.   
3.4. Results and Discussion 
Fig. 3.1 shows example 18O diffusion profiles*. The profiles have two distinct spatial 
regimes: (1) near-surface (~10-50 nm) accumulation of isotopic oxygen, and (2) deeper profile 
extension into the bulk. The near-surface accumulation probably has an electrostatic origin, arising 
from the migration of charged defects under the influence of the electric field in the space-charge 
region near the surface. The electrostatic mechanism has been discussed further in Chapter 8 
                                                          
* The experiments were performed by Dr. Alice G. Hollister (PhD dissertation, UIUC, 2010). 
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through 10. Related effects have been explained in detail for Si [19], and the present work will 
focus instead on the deeper profile extensions.  
Those extensions exhibit an exponential shape, which manifests as straight lines on the 
semilogarithmic scale of Fig. 3.1. This shape differs from the complementary error function shape 
expected for the vacancy-mediated mechanism commonly cited for O in TiO2 [16], and instead 
represents the signature of a highly mobile intermediate species that traverses extended distances 
before becoming immobilized [20, 21]. Related oxygen self-diffusion “fast-paths” have been 
identified in naturally-obtained single crystal rutile [22], although the fast diffusion was attributed 
to migration of O vacancies with diffusivities almost 2 orders of magnitude lower than those 
obtained in our measurements.  
To quantify the effective diffusion coefficients Deff, the profiles were analyzed with an 
analytical mathematical model [23] that accounts for defect diffusion and lattice exchange. The 
derivation of the model can be found in Appendix A. Fig. 3.2 shows the temperature dependence 
of Deff in Arrhenius form. The diffusivities are almost two orders of magnitude larger than those 
reported previously [16, 18, 24, 25]. The present experiments yield an activation energy of 
2.67±0.2 eV, well within the range of 2.4-2.9 eV reported in the literature.  However, the pre-
exponential factor of 0.41±0.09 cm2/s substantially exceeds the literature range of 10-3 to 10-5 
cm2/s. 
By analogy with previous work in which adsorbed N dramatically slowed the rate of self-
interstitial injection into Si [7], we performed isotopic exchange experiments in which a small 
quantity of sulfur was adsorbed after equilibration with natural abundance O2 but before exposure 
to 18O2.  Sulfur was chosen because it occupies oxygen adsorption sites [26], and can thereby 
interfere with the sequential steps of oxygen adsorption, dissociation, and injection into the 
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underlying bulk.  Sulfur was deposited controllably at room temperature via an electrochemical 
cell modeled on a published design [27], and the coverage was measured by Auger electron 
spectroscopy.  At the annealing temperatures used here, most sulfur desorbs into the gas phase, 
leaving behind only about 0.1 ML.  SIMS measurements detected negligible sulfur in the 
underlying bulk after annealing. 
Fig. 3.3 compares example 18O diffusion profiles at 700oC for the clean and sulfur-adsorbed 
surfaces. The presence of sulfur retards diffusion but does not affect the exponential profile shape.  
Fig. 3.2 shows that the adsorbed sulfur decreases Deff by nearly an order of magnitude. The 
calculated activation energy is 2.8±0.35 eV, with a corresponding pre-exponential factor of 
0.22±0.02 cm2/s.  Neither of these numbers by itself differs dramatically from the clean-surface 
values, but in tandem the numbers for sulfur greatly reduce Deff.   
The exponential profile shapes, greatly elevated diffusivities, and effects of submonolayer 
sulfur adsorption all point to the importance of the clean surface in injecting a mobile diffusing 
intermediate.  The identity of that species is probably Oi that diffuses by a kick-out mechanism. 
Computations by density functional theory have suggested that Oi is a stable species in both rutile 
[9] and anatase TiO2 [9, 10], akin to wurtzite ZnO [28, 29].  In fact, under sufficiently O-rich 
conditions, Oi is predicted to have a formation energy sufficiently low to be the majority oxygen-
excess defect in rutile [30-32]. In both rutile and anatase, the calculations predict charge states of 
either 0 or -2 depending upon the Fermi level and oxygen chemical potential.  However, up to now 
no experimental evidence has verified either the existence or charge states of Oi in TiO2.   
In principle, the diffusion mechanism could involve species other than the interstitial, such 
as complexes including Oi paired with a Ti vacancy or Ti interstitial.  The existence of O-Ti defect 
complexes has not been reported in the literature, however. In addition, diffusion mediated by 
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oxygen vacancies (VO) is 1-2 orders of magnitude slower than measured here, suggesting that 
complexes involving VO may also diffuse slowly.  
  Over the broad range 900-1200 C and 10-4-105 Pa O2, VO has long been considered to be 
the majority point defect that mediates O diffusion in rutile [33].  Yet under O-rich conditions, 
quantum calculations have yielded formation energies of 2-3 eV for Oi [30-32], compared to 4-5 
eV for VO. This discrepancy can be resolved as follows. It remains possible for VO to serve as the 
primary diffusion mediator if the surface pathway for Oi creation is shut down, so that VO is 
kinetically constrained to be the majority O-related defect.   
The following comparison of fluxes carried by VO and Oi illustrates how this constraint 
could operate. As-grown rutile is often slightly reduced, with a rather high concentration of VO 
[33] being introduced during crystal growth. For example, TiO1.9999 contains ~10
18 cm-3 bulk VO. 
The migration of VO is facilitated by the modest hopping diffusion barrier of 0.69-1.2 eV [34, 35] 
calculated using ab initio methods.  Since the overall diffusion flux depends upon both the 
concentration of mediating defects and their hopping diffusivity, the high concentrations and 
modest hopping barrier could make VO the flux carriers when no ready pathway exists for the 
crystal to creating Oi.  Indeed, no such bulk pathway exists; pairwise bulk creation of VO and Oi 
has a quantum-estimated activation energy near 7 eV.   
Yet the fluxes that VO can carry are not very large, in accord with the observation of 
Henderson et al. [36] that VO does not participate in “bulk-assisted” re-oxidation that occurs during 
annealing (in low O2 pressure) after electron bombardment. Instead, Ti interstitials mediate that 
re-oxidation. For isotopic exchange at equilibrium, this annihilation flux for VO equals the 
injection flux of 18O, as the two species migrate in opposite directions. The empirically measured 
effective activation energy for diffusion of VO is ~2.6 eV [16, 18, 24, 25]. This value contains 
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contributions from VO’s interaction with the surface and extended defects such as platelets, but is 
the appropriate number to use for flux calculations in conjunction with the empirical VO 
concentration near 1018 cm-3. Assuming that all VO’s near the surface are annihilated, the 
annihilation flux can be estimated using,   
OV eff O nn
J 3D V /   [37], where JVo denotes the flux, 
λnn the distance between TiO2 atomic planes and Deff the effective VO diffusivity that implicitly 
factors in interactions of VO with surfaces and extended defects. Together with the assumption of 
nn = 0.238 nm and a “standard” pre-exponential factor for Deff of 110-3 cm2/s [38], these numbers 
yield a flux of only ~ 4×108 cm
-2 s-1 at 700C.     
By contrast, the O injection fluxes measured directly from the exponential profiles (Fig. 
3.1) are many orders of magnitude higher than the O fluxes observed in previous studies. Such 
direct computation can be done by temporally differentiating the total number of 18O atoms in the 
bulk (i.e., the area under the profiles) as a function of time.  For example, at 700oC, the O injection 
flux is 2×1013 cm-2 s-1, compared to the maximum value of 4×108 cm
-2 s-1 computed above if 
diffusion were mediated by VO.  
 Adsorption of sulfur introduces kinetic limitations, as described in Chapter 4, by inhibiting 
the surface annihilation rate of Ti interstitials, lowering their bulk concentration and the 
corresponding catalytic effect they seem to exert upon Oi exchange with the lattice.  The fact that 
our profiles retain their exponential shape suggests that the basic diffusion mechanism does not 
change. 
We do not know how closely the crystal in the clean-surface case approaches true 
thermodynamic equilibrium.  However, given the apparent dominance of Oi in both the clean and 
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sulfur-adsorbed cases, it is clear that the injection fluxes of Oi are sufficiently large to largely 
eliminate VO through recombination in the bulk.  
To rationalize the activation energies and pre-exponential factors observed in this work, 
we note that only a small fraction of the O atoms are in the mobile state at any given time, with 
the remainder residing in the lattice. The diffusivity measured on length scales of many atomic 
diameters therefore incorporates not only the hopping diffusivity of the mobile state, but also the 
fraction of O atoms that are in that state. If we make the provisional assumption that the clean-
surface case is essentially at chemical equilibrium, the mobile fraction is governed by the free 
energy of formation of Oi, and accordingly the activation energy for Deff represents the sum of the 
enthalpies of hopping and formation [38]. The present experiments cannot disaggregate that sum.  
No other experimental numbers exist for either contribution, but there are estimates for both from 
atomistic/quantum calculations.  At the temperatures of this study, the oxygen pressures are 
sufficiently O-rich [39] to yield a quantum-estimated formation enthalpy for Oi of ~ 2 eV [30] in 
nominally n-type rutile.  Based upon this number, we compute an activation barrier for hopping 
diffusion of 0.6-0.7 eV.  This number is close to the value of 0.48 eV in ZnO reported by Gui-
Yang et al. [29], but differs greatly from the value of 0.01 eV in rutile obtained by Uberuaga et 
al.35 by semi-classical molecular dynamics simulations.  We do not at present understand the low 
value computed in Ref. 35.  
The pre-exponential factor for Deff near 10
-1 cm2/s exceeds not only literature values but 
also the “typical” value of 10-3 cm2/s normally associated with simple hopping diffusion, wherein 
entropy effects are neglected and the value represents the product of a jump frequency (~1012 s-1) 
and the square of a hop length (~0.3 nm).  As suggested by the discussion above, the measured 
prefactor will incorporate entropy terms associated with the hopping and/or formation of the 
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mobile species.  There is no reason to believe that hopping of O interstitial atoms entails special 
entropic effects; indeed, interstitial hopping in related oxides such as ZnO leads to typical pre-
exponential factors [40].  However, interstitial formation is likely to entail entropic effects that can 
be large.  In particular, the entropy of ionization can be quite significant for charged point defects 
residing both within the bulk [41] and on the surfaces [42] of semiconductors.  At the temperatures 
of this study, the oxygen pressures are sufficiently O-rich to make the rutile n-type [39]. Quantum 
calculations predict a majority charge state for Oi of -2 in rutile under such conditions [30], similar 
to the related case of ZnO. The ionization entropy Sfi for a singly ionized defect can be estimated 
to equal the formation entropy for electron-hole pairs, which in turn equals -∂ΔEg/T [41], where 
Eg is the band gap energy. This relation holds regardless of whether the defect is positive or 
negative, and doubling the ionization doubles the effect. For Oi
-2 in rutile, these considerations 
lead to Sfi ~15.4kB, where kB denotes Boltzmann’s constant.  This value increases the prefactor 
by >6 orders of magnitude. We note in passing that interstitials can also affect local lattice 
vibrational modes, although the corresponding contribution to the formation entropy is typically 
less than kB [43].  
3.5. Conclusions 
The results presented here point to a surface-based approach for defect control in metal 
oxides that provides influence over the type and concentration of majority O-related point defects. 
This approach has a wide variety of potentially important uses in heterogeneous catalysis and 
photocatalysis, as well as devices for optical, microwave, and sensing applications.  For example, 
the manipulation of electronic bands near the surface is crucial for performance optimization of 
gas sensors and devices for electrochemistry and solar photochemistry that require charge transfer 
at surfaces [6]. That manipulation requires control over majority carrier type and concentration. 
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For undoped rutile TiO2, an increase in oxygen pressure near 1000C stimulates a transition from 
n- to p-type material that has been interpreted based upon defect chemistry involving only the 
donors VO and Tii [33, 39] and the acceptor VTi [44]. The present work suggests interpretation that 
includes the acceptor Oi, and offers an additional means for controlling the transition.  
Another use aims at reducing defect-mediated recombination and scattering in electronic 
and photochemical devices, both in TiO2 and related oxides such as ZnO (Chapter 5). In ZnO-
based ultraviolet emitters, recombination mediates two emission bands: desired near-band-edge 
(NBE) excitonic emission in the ultraviolet, and undesired deep-level emission in the visible. 
These two carrier recombination routes compete with each other [45], and VO suppresses the 
desired NBE route.  Efficient Oi injection would therefore enhance this route.  
In other applications involving TiO2, excessive concentrations of VO induce losses in 
compact resonators for microwave communications [46, 47], undesired conversion from the 
anatase to rutile phase in heterogeneous catalysts and solar photocatalysts [48, 49], and formation 
of undesired low-angle grain boundaries and Magnéli phases during fabrication of crystals for 
optical isolators and polarizers [50].  In several of these applications, annealing in oxygen has been 
employed in an attempt to lower the concentration of VO.  Efficient Oi injection would aid in this 
effort. 
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3.6. Figures 
 
Figure 3.1 Isotopic oxygen (18O) diffusion profiles in rutile TiO2 subsequent to annealing (650
oC, 
750oC, 800oC) in 18O2 gas at 10
-5 torr. The exponential profile shapes in the deep bulk (linear on a 
semilogarithmic scale) suggest diffusion via a highly mobile intermediate species.   
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Figure 3.2 Deff for oxygen self-diffusion in rutile TiO2 (110) for the atomically clean surface and 
for 0.1 ML sulfur coverage, compared with published values. Isotope methods refer to similar gas-
solid exchange experiments using 18O2. The error bars on the logarithmic values of diffusivities 
for clean and sulfur-covered samples are ~ 0.01-0.03. Representative error bars are shown for 
diffusivities at 800oC in both cases. For the sake of clarity, errors bars are not shown on the plot 
for other temperatures. The error bars represent the error in fitting the analytical solution for the 
diffusion model (exponential profile) [23] to the SIMS data, which translates into an error in the 
parameters used in determining Deff. 
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Figure 3.3 18O profiles in the presence of clean rutile TiO2 (110) and the same surface with 0.1 
ML adsorbed sulfur.  Temperature is 700oC, and 18O2 pressure is 10
-5 torr. Sulfur slows the 
diffusion but the exponential profile shape is preserved. 
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Chapter 4: Kinetics of Oxygen Interstitial Injection via Active Sites on  
Rutile TiO2 (110)*
 
4.1 Abstract 
The existence of a facile surface pathway for generation of O interstitials (Oi) in rutile TiO2 
that can facilitate annihilation of O undesirable vacancies is discussed in Chapter 2. The present 
work uses the isotopic self-diffusion experiments to determine a value near 1.8 eV for the 
activation energy of Oi injection from TiO2 (110). The mean path length for Oi diffusion decreases 
by nearly an order of magnitude upon adsorption of 0.1 monolayer sulfur. Sulfur apparently 
inhibits the surface annihilation rate of Ti interstitials, lowering their bulk concentration and the 
corresponding catalytic effect they seem to exert upon Oi exchange with the lattice.   
4.2 Introduction 
Intrinsically O-deficient metal oxides such as TiO2 harbor large concentrations of oxygen 
vacancies (VO) that form during growth or post-growth treatments [1, 2].  Oxygen vacancies are 
undesirable in many photonic and electronic applications where they act as recombination centers, 
lowering UV band edge emissions and photocatalytic efficiencies [3, 4] and contribute to charge 
compensation, hindering p-type doping in natively n-type oxides [5]. Surfaces offer efficient 
pathways for point defect creation [6-9] because fewer bonds need to be ruptured compared to the 
bulk, making this route a promising one for manipulation of the type, concentration and spatial 
distribution of defects in the bulk. In Chapter 3, we have reported [10] that the clean rutile TiO2 
(110) surface can inject oxygen interstitial defects (Oi) under O-rich conditions, leading to 
                                                          
* Part of this work has been accepted for publication: P. Gorai, A. G. Hollister, K. Pangan-Okimoto and 
E.G. Seebauer, Applied Physics Letters (2014). 
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annihilation of undesirable VO. Controllable injection of Oi could be especially attractive in 
nanostructured metal oxides where surface to volume ratios are large. Generally speaking, 
however, the variation of point defect injection rates with variables such as temperature and 
ambient pressure are unknown for virtually any surface. The present work determines the kinetics 
of net Oi injection as well as lattice exchange as a function of temperature, oxygen partial pressure 
(
2O
P ) and surface chemical state as modified by sulfur adsorption. The results point to an indirect 
coupling mechanism between the adsorption state and exchange rate of Oi with the bulk lattice, 
probably mediated by Ti interstitials, which offers a previously unforeseen means to accomplish 
defect manipulation. 
4.3 Experimental Procedure 
 Measurements employed a standard gas-solid exchange method, in which rutile TiO2 (110) 
single crystals were annealed at elevated temperatures (650-800oC) in isotopically labeled gas 
(18O2) with 
2O
P in the range of 5×10-6 - 5×10-5 torr. The diffused isotopic O concentration profiles 
were measured ex situ with secondary ion mass spectrometry (SIMS). The experimental details 
are the same as those presented in Chapter 1 and 3. By analogy with previous work in which 
adsorbed N dramatically slowed the rate of self-interstitial injection into Si [11], we performed 
isotopic exchange experiments in which a small quantity (0.1 monolayer) of sulfur was adsorbed 
after equilibration with natural-abundance O2 but before exposure to labeled 
18O2. Sulfur was 
chosen because it is chemically similar to O, and adsorbs on rutile TiO2 (110) without sinking into 
the bulk appreciably [12]. More details about the experimental procedures for S adsorption and 
characterization are described in Chapter 3 and Ref. 10. 
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4.4. Determination of Kinetic Parameters  
At sufficiently short times (as in the present experiments), the 18O diffusion profiles exhibit 
an exponential shape sloping away from the surface, which manifests as straight lines on a 
semilogarithmic scale (Fig. 4.1). Such a shape follows from injection of an oxygen-containing 
mobile intermediate that diffuses rapidly before becoming temporarily immobilized by exchange 
into the lattice (Chapter 2). To quantify the net defect injection flux (F), the mean diffusion length 
before immobilization (λ) and the effective diffusivity (Deff), the exponential diffusion profiles 
were fitted according to an analytical mathematical model (Chapter 2) that accounts for injection, 
diffusion and lattice exchange of the mobile defect [13]. The solution of the governing diffusion 
equations is given by,  
S S0
T T
S0 S0 S0 S0
C C F x
ln ln t
C C C C
  
            
       (1) 
where CS is the measured concentration of 
18O, CS0 is the natural abundance concentration of 
18O 
(1.27×1020 cm-3) in the crystal,  
C
S0
T
 denotes the total concentration of the lattice sites (6.38×1022 
cm-3) capable of exchanging with the mobile defect, t is the diffusion time and x is the spatial 
coordinate with x=0 referring to the surface. Eq. (1) applies in the short-time limit when kick-out 
of 18O from the lattice site is negligible. Fitting Eq. (1) to measured exponential diffusion profiles 
yields the value of λ from the slope of the straight line and F from the y-axis intercept. Deff can 
then be calculated from F and λ as [13], 
 eff TS0 S0
F
D
C C



          (2) 
While F depends upon conditions at the surface, λ depends upon only bulk parameters.   
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4.5. Results and Discussion 
 Figs. 4.2, 4.3 and 4.4 respectively show the temperature dependence of F, λ and Deff for 
three different pressures 
2O
P (5×10-6, 10-5, and 5×10-6 torr) and for both the clean surface and a 
surface adsorbed with 0.1 ML sulfur.  F in Fig. 4.2 varies between roughly 81011 and 21013 
atom/cm2s over the range of temperatures shown, with perhaps a weak increase as a function of
2O
P .  Sulfur adsorption exerts no effect. This overall level of injection rate is quite significant – up 
to roughly 0.1 ML/s. The large rate should be sufficient to keep the bulk concentration of mobile 
defect species at the equilibrium value.  Furthermore, the large rate is consistent with (but does not 
prove) the existence of a mobile defect is rather easy to create and therefore atomically simple – 
more likely Oi than a defect complex such as Oi-Tii. The injection of a complex including both O 
and Ti at such rates would probably lead over time to major reconfigurations of the surface (pits, 
hillocks, roughening) for which there is no evidence in either the present experiments or the 
literature. These points are worth making because our previous work pointed to Oi as the diffusing 
species rather than Oi-Tii mainly on the evidence of published quantum calculations [14, 15], 
which have predicted the stable existence of Oi but have not mentioned the stability of Oi-Tii. 
 The diffusion length  in Fig. 4.3 remains near 1000 nm for the clean surface as a function 
of both temperature and
2O
P . That length scale is quite large compared to atomic dimensions, 
signifying a rather small exchange rate with the lattice. Sulfur adsorption affects λ dramatically – 
decreasing the value by almost an order of magnitude at the lower temperatures. Deff decreases 
correspondingly almost by an order of magnitude (Fig. 4.4).  There is no discernible effect of 
2O
P  
on .  
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Since the errors for each data point in Figs. 4.2, 4.3 and 4.4 differ from one another, we 
obtained activation energies for F,  and Deff by employing a weighted least squares linear fit to 
the Arrhenius plots, wherein data points with larger errors carry lesser weight in the regression fit 
[16].  Given the weak to nonexistent effects of
2O
P , the plots for each parameter were fitted to the 
totality of data for all
2O
P , rather than individually at each
2O
P . Table 4.1 shows the calculated 
activation energies. The activation energy of diffusion (EDeff) equals the sum of the activation 
energies for injection (EFlux) and mean diffusion length (Eλ) because of their interdependence given 
by Eq. (2).   
 EFlux represents an effective activation energy for a presently-unknown composite of 
elementary steps pertaining to both injection and annihilation. However, it is reasonable to suppose 
that EFlux has a magnitude close to that of elementary-step injection. We are not aware of existing 
measurements or calculations of EFlux for any semiconductor. In strongly bonded solids such as 
TiO2, the surface should offer more efficient pathways for defect creation than from the bulk lattice 
because fewer bonds need to be broken at the surface. In accord with this idea, the average value 
of EFlux (~1.8 eV including clean and sulfur-adsorbed surfaces) is significantly smaller than the 
quantum-estimated activation barrier for pairwise formation of Oi and VO (~7 eV) [17] via the anti-
Frenkel reaction. 
The parameter λ is a bulk quantity that depends on the intrinsic diffusion coefficient (DM) 
and the pseudo first-order rate constant for kick-in or exchange (Ka) of the mobile defects into the 
lattice through the relationship:  
M aD K             (3)  
57 
 
It is therefore counterintuitive that a change in the chemical state of the surface exerts such an 
obvious influence on a rate process within the bulk. However, the results can be explained via an 
indirect mechanism in which sulfur affects the concentration of titanium interstitials (Tii), which 
are the majority point defect under the conditions of this work [1]. Tii is known to react with 
oxygen adsorbed on the TiO2 (110) surface [12], and therefore it is possible that the concentration 
of Tii is not in equilibrium but varies with changes in the surface chemical state. If Tii plays a 
catalyzing role in facilitating Oi exchange with the lattice, then the rate constant Ka for lattice 
exchange may implicitly contain the concentration of Tii, which would propagate into the values 
of both  and Deff but not F. Since the exchange reaction creates as much Oi as it destroys, this 
function of Tii as an exchange catalyst would not affect the total chemical concentration (both 
isotopes) of Oi.  
More specifically, sulfur is likely to act as follows. Tii normally diffuses to the TiO2 (110) 
surface to react with excess oxygen that is present (as in bulk re-oxidation processes) [12].  It is 
possible that competitive adsorption of sulfur inhibits this pathway for loss of Tii from the bulk, 
resulting in a higher bulk Tii concentration compared to the clean-surface case. The resultant 
increase in bulk Tii concentration would induce a corresponding increase in Ka, which would push 
down the values of λ and Deff. Consequently, the profile spreading would be shallower as observed.  
This physical picture of indirect coupling between of sulfur adsorption and Oi exchange 
with the lattice differs from our previously proposed role for sulfur as a poison of the active sites 
that mediate Oi injection [18]. The site-blocking mechanism was hypothesized based solely on the 
Deff values (Fig. 4.4) and had not accounted for the now-evident effects of sulfur on F and λ.  
 It was mentioned above that the large magnitude of F aligns more closely with Oi as the 
mobile intermediate rather than a complex such as Oi-Tii. Additional evidence comes from a 
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comparison of the pressure dependence of the measured values of λ, F and Deff as a function of 
2O
P with those predicted by a defect equilibrium Kröger-Vink model [19]. The large magnitude of 
F suggests that the concentration of Oi is in quasi-equilibrium with gaseous oxygen. A 
thermodynamically based Kröger-Vink analysis then yields relationships for the equilibrium 
concentration of Oi
-x (where –x is the charge state and x>0) as function of 
2O
P using postulated 
formation reactions from the literature [19] as well as the required charge neutrality condition in 
the bulk (see Supplementary Information). Charged Ti interstitials (Tii
+4) are the primary donor 
defects [1] such that the concentration of electrons n = 4[Tii
+4]. In the bulk, the exchange of 
isotopically labeled 18Oi with natural-abundance lattice oxygen 
16Os can be written as, 
18 16 18 16
s sO O O O
aK
x x
i i
            (4) 
Here, Ka is the pseudo first-order rate constant for exchange of 
18Oi with 
16Os. Following the law 
of mass action for the lattice exchange reaction (Eq. 4), we conclude that Ka should be independent 
of 
2O
P (see Appendix B). Since DM is also independent of
2O
P , Eq. (3) implies that λ should be 
pressure-independent as well. The data of Fig. 4.3 accord well with this prediction. The net 
injection flux F can exhibit a range of pressure dependencies, depending upon the relative 
contributions of the elementary-step injection and annihilation rates to the net injection rate, as 
well as the defect charge state. For F ∝ 
2O
P m, the exponent of the pressure dependence m is 
expected to vary between 0 and 0.5-0.2x. For the charge state of -2 that is predicted by quantum 
calculations [14, 15] and consistent with experimentally-observed isotopic pile-up near the surface 
[20], the range of m lies between 0 and 0.1, thereby predicting a rather weak dependence. Because 
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Deff varies as the product of λ and F (Eq. 2), the predicted PO2 dependence of Deff  equals that of F 
and is correspondingly weak.  
The insets in Figs. 4.2 and 4.4 show the measured pressure dependencies of F and Deff at 
750oC for the clean surface. The exponent m for F is 0.14±0.21, while that for Deff is 0.29±0.32. 
Although the confidence intervals have magnitudes comparable to the values of m themselves, 
these values are weakly positive as predicted by the Kröger-Vink approach. The positive values of 
m together with the uncertainties can be seen pictorially from the insets in Figs. 4.2 and 4.4. 
Although the Kröger-Vink analysis of this data set does not by itself provide compelling evidence 
for the role of Oi as the diffusion mediator in preference to complexes such as Oi-Tii, this analysis 
together with the large magnitudes of F and published quantum calculations does build an 
increasingly strong case.  
The likely (-2) charge state of Oi has several consequences worth noting.  Quantum 
calculations place the enthalpy of formation between 2.5 and 0 eV, depending on the Fermi level 
[21], with the enthalpy decreasing as the material becomes more n-type. The measured value of 
EFlux lies within this range, but in the absence of direct measurements of carrier concentration, no 
further conclusion can be drawn in this respect. The charging of the Oi makes a positive 
contribution to the entropy of formation [22], which enhances the propensity of the defect to form.  
Perhaps most noteworthy, however, is the existence of an ionization level for Oi between the 0 and 
-2 charge states located 1.6eV below the conduction band minimum [21], with the -2 state favored 
by more n-type material. The existence of multiple charge states opens the possibility of changing 
the average charge state by photostimulation, as has been demonstrated previously for silicon self-
diffusion [23, 24] and dopant diffusion [25]. This change in average charge state offers a means to 
manipulate the concentration of Oi as well as its diffusivity.  Furthermore, photostimulation can 
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affect the amount of fixed charge on the semiconductor surface or its propensity to annihilate 
defects [26], which in turn could affect the concentration of Oi
-2 in the underlying bulk during 
transient changes in PO2.  
4.6. Conclusion 
In general, engineering methods to control the type, concentration, and spatial distribution 
of defects in semiconductors have become much more sophisticated in recent years, driven by the 
need to control material properties at small length scales [23].  Some methods for defect 
manipulation have proven quite successful, although efforts in metal oxide semiconductors lag 
those for the materials used in electronic devices. A potential advantage for many semiconducting 
oxides, however, is their ready exchange of oxygen with the gas phase.  Although the loss of 
oxygen to the gas phase during processing can give rise to difficult-to-control irreproducibilities 
and history effects in native defect concentration and spatial distribution, the present work shows 
that suitably prepared surfaces can offer a means for gaining controllability that would not be 
possible for materials such as silicon or germanium where gas exchange is much more difficult.  
Moreover, the present case of TiO2 represents an example wherein one element (oxygen) can be 
in chemical equilibrium, whereas the other element (titanium) is not.  The fact that a low-
concentration adsorbate can exert substantial yet indirect control over rate processes occurring 
many nanometers away from the surface is noteworthy. We surmise the principle will find 
considerable utility as the kinetic behavior of point defect injection and annihilation become 
clearer with further study.     
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4.7. Tables and Figures 
Table 4.1: Activation energies of net injection flux F, mean diffusion length λ and effective 
diffusivity Deff for clean surface and for surface covered with 0.1 ML sulfur.  
 
Activation 
Energy 
Clean surface  
(eV)  
0.1 ML sulfur 
(eV) 
 EFlux 1.92±0.27 1.69±0.18 
 Eλ 0.28±0.26 1.07±0.20 
 EDeff 2.22±0.33 2.73±0.18 
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Figure 4.1 Isotopic oxygen (18O) diffusion profiles in rutile TiO2 subsequent to annealing at 650
oC 
(lower set) and 750oC (upper set) in 18O2 gas at 10
-5 Torr and 5×10-5 Torr. The exponential 
diffusion profiles (linear on semilogarthmic scale) are fitted with an analytical model13 to quantify 
F and λ. The intercept depends on F and λ while the slope is equal to 1/λ. The intercept changes 
appreciably with temperature, but not significantly with
2O
P . The slope shows a weak dependence 
on temperature as well as
2O
P .     
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Figure 4.2 Arrhenius temperature dependence of F for the clean rutile TiO2 (110) surface at 
different PO2 and the same surface covered with 0.1ML adsorbed sulfur at 
2O
P =10-5 Torr. There is 
no discernible effect of sulfur adsorption on F, which increases as a function on PO2, albeit weakly 
(inset, T=750oC). 
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Figure 4.3 Arrhenius temperature dependence of λ for the clean surface at different 
2O
P  and the 
surface covered with 0.1ML adsorbed sulfur at 
2O
P =10-5 Torr. λ shows a negligible 
2O
P  
dependence, but 0.1ML sulfur adsorption exerts a dramatic effect– decreasing λ by almost an order 
of magnitude at lower temperatures. 
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Figure 4.4 Deff for oxygen self-diffusion in rutile TiO2 (110) for the clean surface at different 
2O
P  
and for 0.1ML sulfur coverage annealed at 
2O
P =10-5 torr. Since Deff varies as the product of F and 
λ, and λ is essentially 
2O
P -independent (Fig. 4.3), Deff exhibits a weak 
2O
P dependence (inset) 
similar to F. Adsorption of sulfur reduces Deff by an order of magnitude which stems from decrease 
in λ.  
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Chapter 5: Active Site-Mediated Mechanism for Engineering Oxygen Defects 
in ZnO*
 
5.1 Abstract 
Oxygen defects play a central role in various physical phenomena that occur in oxide 
semiconductors, including gas sensing, photoluminescence, bipolar switching and catalysis. 
Previous work has shown that active sites on rutile TiO2 (110) act as efficient pathways for creation 
of an exceptionally mobile oxygen interstitial defect [1] that recombine to annihilate bulk oxygen 
vacancies. In an attempt to generalize the active site-mediated mechanism for defect engineering, 
the present work extends the findings for rutile TiO2 to ZnO. Isotopic oxygen self-diffusion 
experiments confirm the creation of a similar mobile oxygen defect at the polar ZnO surfaces 
(0001, 0001 ). The net injection flux of mobile O defects is highly sensitive to the polar surface 
orientation, with the Zn-terminated (0001) surface offering temperature control of the injection 
rate while the injection rate at the O-terminated ( 0001 ) surface is almost constant with 
temperature. The tunability of the defect injection rate via use of different polar ZnO surfaces is 
demonstrated.  
5.2 Introduction 
Oxides such as ZnO and TiO2 contain large concentrations of oxygen vacancies [2] that 
are introduced during growth or post-growth treatments. Oxygen vacancies (VO) in ZnO-based 
solid state UV lasers introduce broad band emission in the visible spectrum, lowering the near 
band edge UV emissions [3]. ZnO is widely used as a transparent conducting oxide (TCO) for 
                                                          
* Part of this work will be submitted for publication: P. Gorai, E. Ertekin and E.G. Seebauer, in 
preparation (2014). 
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photovoltaic applications [4]. The presence of large concentrations of VO in TCO introduce gap 
states [5] that may cause absorption of a part of the solar spectrum and can also lead to leakage 
currents reducing the photovoltaic efficiency. Surfaces offer efficient pathways for point defect 
creation [6-9] because fewer bonds need to be ruptured compared to the bulk, making this route a 
promising one for manipulation of bulk defects. We have previously reported that the clean rutile 
TiO2 (110) surface can inject oxygen interstitials (Oi) under O-rich conditions, leading to the 
annihilation of undesirable VO. The present work shows that a similar active site-mediated 
mechanism in polar ZnO surfaces allows the injection of a mobile O defect, possibly an O 
interstitial, which annihilates bulk VO. The defect creation pathways on polar ZnO surfaces 
increase O self-diffusivities by several orders of magnitude. A unique method of controlling the 
injection rate of the mobile O defect by using different polar surface orientations is demonstrated. 
The findings also corroborate the predictions based on first principles calculations that identify the 
Oi as the primary defect [5, 10, 11] responsible for O diffusion under O-rich n-type conditions.  
5.3 Experimental Procedure 
 To identify the active site-mediated mechanism, we employed a standard gas-solid 
exchange experiment in which isotopically-labeled oxygen gas (18O) were exposed to single-
crystals of wurtzite ZnO with polar Zn-terminated (0001) and O-terminated ( 0001 ) surfaces at 
elevated temperatures (540-700oC) under O-rich conditions (
2O
P ~ 5×10-5 torr) for 105 min. Before 
exposure to 18O2, the samples were annealed in oxygen gas containing natural abundance of 
isotopes at the same temperature and pressure for 4 hours to facilitate defect equilibration as well 
as to remove sample to sample variations. The as-received samples had a yellowish tinge and were 
atomically smooth with root mean square surface roughness < 0.5 nm. It is widely believed that 
oxygen vacancies (VO) in ZnO crystals are responsible for its yellowish tinge [12]. The ultrahigh 
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vacuum chamber was pumped down to a base pressure of 10-7 Torr and backfilled with oxygen to 
the desired pressure using two separate leak valves, one each for 18O2 and natural abundance O2, 
to avoid dilution of 18O2 with the residual natural abundance O2 in the gas lines. The detailed 
experimental procedures can be found in Chapter 1. The diffused 18O profiles were measured ex-
situ with a PHI-TRIFT III time-of-flight secondary ion mass spectrometry (TOF-SIMS) 
instrument. Steps were taken to minimize mass interferences from residual H2O in the SIMS 
chamber when measuring 18O concentration profiles. Also, slower sputtering rates (~1.7-3.4 nm/s) 
were adopted to resolve the near-surface features in the diffusion profiles.  
5.4. Results and Discussion 
 Diffusion profiles of 18O for the Zn-terminated (0001) and O-terminated ( 0001 ) surfaces 
in the temperature range between 540o – 700o C are shown in Fig. 5.1 and 5.2, respectively. The 
initial 18O concentration in the as-received sample is expected to be spatially uniform natural 
abundance (0.205%). However, the measured natural abundance averaged a few times higher than 
the theoretical value due to offsets in instrument calibration. The diffusion profiles were 
renormalized by the relative ratio of the measured and theoretical natural abundances. In general, 
the diffusion profiles are similar in shape to those obtained in rutile TiO2 (110) [1], with two 
distinct regimes: (1) near-surface (~5-35 nm) accumulation of isotopic oxygen, and (2) deeper 
profile extensions into the bulk. Curiously, the amount of near-surface pile-up is found to increase 
with temperature for the Zn-terminated surface but remains almost constant for the O-terminated 
surface. The pile-up, as in the case of rutile TiO2 [13], may have an electrostatic origin that has 
been addressed in further detail in Chapter 9. This chapter focuses on the deeper bulk extensions. 
Unlike oxygen self-diffusion in rutile TiO2 [1], the diffusion tails in ZnO are more gradually 
sloping which, as discussed later, indicates that the mean diffusion lengths are of the order of a 
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few microns. The striking difference between the diffusion profiles of the Zn-terminated and O-
terminated samples are in their temperature dependence. Profile shifts with temperature is 
observed for the Zn-terminated surface (Fig. 5.1) but temperature has negligible effect on the 
diffusion profiles for the O-terminated surface in the range probed in this study (Fig. 5.2). Naked 
eye inspection reveals that the Zn-terminated crystals lose their yellowish tinge after annealing at 
higher temperatures (becoming more colorless), while the O-terminated samples partially retain 
their yellowish tinge.  
 The bulk profiles represent exponential tails, which manifest as straight lines on the 
semilogarithmic scale of Figs. 5.1 and 5.2. Oxygen diffusion mediated by oxygen vacancies 
typically result in diffusion profiles that are complementary error function in shape, rather than 
exponential. As has been already shown through analytical diffusion models [14, 15] and isotopic 
oxygen diffusion in rutile TiO2 [1], exponential diffusion tails are a signature of a highly mobile 
defect species that mediates diffusion, in this case a mobile oxygen defect. 
To quantify the net defect injection flux (F), the mean diffusion length of the mobile 
intermediate before immobilization (λ) and the effective diffusivity (Deff), the exponential 
diffusion profiles were fitted an analytical mathematical model (Chapter 2) that accounts for 
injection, diffusion, and lattice exchange of the mobile defect [14]. The solution of the governing 
diffusion equations is given by, 
S S0
T T
S0 S0 S0 S0
C C F x
ln ln t
C C C C
  
            
       (1) 
where CS is the measured concentration of 
18O, CS0 is the natural abundance concentration of 
18O 
(8.5×1019 cm-3) in the crystal, 
T
S0C denotes the total concentration of the lattice sites (4.1×10
22 cm-
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3) capable of exchanging with the mobile defect, t is the diffusion time and x is the spatial 
coordinate with x=0 referring to the surface. Eq. (1) applies in the short-time limit when kick-out 
of 18O from the lattice site is negligible. Fitting Eq. (1) to measured exponential diffusion profiles 
yields the value of λ from the slope of the straight line and F from the y-axis intercept. The effective 
diffusivity (Deff) can then be calculated from F and λ as [14], 
 eff TS0 S0
F
D
C C



          (2) 
While F depends upon conditions at the surface, λ depends upon only bulk parameters. 
Fig. 5.3 shows the temperature dependence of Deff in Arrhenius form for the Zn-terminated 
surface. Several experimental studies have determined the oxygen self-diffusion coefficients in 
ZnO [16-22] but the data scatter is large and no consensus on activation energies, pre-exponential 
factors, or migration mechanisms have been reached, as evident from Fig. 5.4. Diffusivities were 
typically measured at temperatures ranging from 850oC to 1300oC which is much higher than those 
used in this study (540-700 oC). Atmosphere or near-atmosphere oxygen partial pressures were 
employed which corresponds to O-rich conditions. The reported activation energy for oxygen self-
diffusivity in ZnO range from 1.29 eV [17] to 7.1 eV [18] with the lower activation energies 
associated with unphysically low pre-exponential factors of the order of 10-10 cm2/s [17] and higher 
activation barriers associated with extremely large pre-exponentials of 1011 cm2/s order [18]. The 
experiments involved isotopic oxygen (18O) self-diffusion followed by measurement of the 
diffusion profile using either SIMS [16, 20-22] or radioactive proton transfer [17] or by 
measurement of the concentration of the residual isotopic gas after annealing the crystal in a sealed 
tube filled with 18O [18, 19].  Regardless of the scatter in the diffusivity data, over the broad range 
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850-1300 oC, oxygen vacancies (VO) have long been considered to be the majority defect that 
mediates O diffusion in ZnO [16-20].  
The present experiments yield an activation energy of 1.92±0.46 eV (Fig. 5.5) for the Zn-
terminated surface, which is slightly lower than the majority of the reported activation energies. 
The measured pre-exponential factor of 10-1.34±2.60 cm2/s combined with the lower activation energy 
results in oxygen self-diffusivities that are six or more orders of magnitude larger than those 
reported in the literature below 850C, with the difference narrowing somewhat at higher 
temperatures [16-22]. The substantially larger diffusivities are an indication that a highly mobile 
O defect, such as an O interstitial (Oi), mediates O diffusion. The O-terminated ( 0001 ) surface is 
a peculiar case where Deff is temperature independent for reasons discussed later. However, Deff is 
similar in magnitude (Fig. 5.5) to the Zn-terminated surface and still substantially larger than 
previously reported data. 
The yellowish tinge of ZnO crystals is attributed to oxygen vacancies. The more saturated 
the yellowish hue, the larger the concentration of VO [12]. Upon annealing, especially the Zn-
terminated samples, lose their yellowish tinge to a great extent which can be directly related to the 
annihilation of oxygen vacancies. In oxides, Oi spontaneously recombine with VO [23]. The highly 
mobile O defect that is responsible for large O self-diffusivities is probably the O interstitial that 
diffuses into the bulk during annealing and recombine to annihilate VO. The O-terminated samples 
show less pronounced color loss which is related to lesser amounts of the mobile O defect injected 
into the bulk from the ( 0001 ) surface. It remains possible that VO from the bulk migrate to the 
surface and are annihilated by surface adsorbed oxygen leading to loss of the yellowish tinge. 
However, the temperatures employed in this work are far too low to mobilize (Fig. 5.4) the VO to 
migrate to the surface.  
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First principles quantum calculations predict the Oi to be the majority O-related defect in 
wurtzite ZnO under O-rich n-type conditions [10, 11]. Through density functional theory (DFT) 
calculations, Erhart and Albe [10] found that on the O-rich side of the phase diagram, the charged 
dumbbell or split Oi
-2 is the most stable and predominant defect responsible for O diffusion. Details 
of the various Oi geometries can be found in Chapter 7. Huang et al. [11] concur with the findings 
of Ref.10 in that the Oi are fast diffusers responsible for self-diffusion in n-type ZnO. However, 
the same authors reported an asymmetric octahedral Oi with -2 charge as the most stable 
configuration with a migration barrier of 0.5 eV. Huang et al [10] and Jannotti et al. [5] both 
concluded that the split Oi are most stable in their neutral state under semi-insulating or p-type 
conditions, while the -2 charge octahedral Oi
-2 is relatively more stable under the more common 
n-type conditions. Jannotti et al. [5] calculated the migration barriers for the octahedral (1.1 eV) 
and split Oi (0.9 eV) to be slightly larger than those obtained by Huang et al. [11]. It can be safely 
concluded from first principles predictions that Oi is the majority O-related defect under O-rich n-
type conditions in wurtzite ZnO which is at variance with the majority of the experiments that 
suggest VO to be the primary defect responsible for O self-diffusion [16-20].  This disparity has 
been noticed previously [10], but never convincingly reconciled. 
Some experimental literature [21, 22] also proposes the role of Oi in mediating O self-
diffusion in ZnO. Haneda et al. [21] employed isotopic gas-solid exchange experiments to measure 
oxygen self-diffusivity. The authors proposed defect reactions involving dopants (Li, Al), VO
+2 
and Oi
-2 to rationalize the variation of their diffusivities with dopant concentration. They measured 
oxygen self-diffusivity in samples doped with either Li or Al. Based on the proposed defect 
reactions and the changes in the measured diffusivity with doping, the authors concluded that only 
an Oi-mediated diffusion mechanism rather than VO could explain the observed trends in 
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diffusivities. Sabioni et al. [22] used similar arguments based on the effect of doping on O self-
diffusivities to justify an Oi-mediated oxygen self-diffusion model. However, there are several 
factors that could have complicated their results. 
Oxygen interstitials are mobile defects with lower migration barriers and are expected to 
diffuse significantly faster than VO. Yet, in both cases [21, 22] the measured diffusivities are 
comparable in magnitude to those obtained for VO-mediated diffusion [21] or even lower [22] (Fig. 
5.4). The experimental procedures involved annealing in furnaces with near-atmosphere oxygen 
pressures which could have led to the contamination of the surface, thereby shutting down the Oi 
formation surface pathway. The use of high-density polycrystalline ZnO with grain boundaries, in 
lieu of single crystals, could be another source of error [22]. Sabioni et al. [22] offer a mathematical 
procedure to deconvolute bulk diffusion from grain boundary diffusion. Grain boundaries are 
known to be efficient sinks for defects. Even if O diffusion was mediated by Oi, it is conceivable 
that Oi may have segregated and diffused along the grain boundary, and their contribution to bulk 
diffusion would have been removed via the deconvolution procedure. In fact, grain boundary O 
self-diffusion was reported to be 3-4 orders of magnitude higher than bulk diffusion [22]. The 
presence of dopants may have also complicated the measurements. Dopants such as Li and Al have 
a tendency to form stable oxides (Li2O3, Al2O3) which could have led to the sequestration of Oi, 
thereby resulting in extremely low self-diffusivities [21, 22].  However, electron irradiation studies 
have confirmed the existence of Oi in ZnO [24, 25], albeit under non-equilibrium conditions 
wherein the irradiation produces anti-Frenkel pairs of Oi and VO.  
The exponential profiles, greatly elevated diffusivities, changes in the crystal color upon 
annealing and the results of quantum calculations all point to the importance of the clean surface 
in injecting a mobile defect, most probably Oi. The bulk pathway for formation of the anti-Frenkel 
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pair (VO + Oi) on the oxygen sub-lattice is associated with a prohibitively large barrier of 7-9 eV 
[23]. The active sites on ZnO polar surfaces offer pathways for Oi formation with lower barriers. 
In principle, the diffusion mechanism could involve species other than O interstitial, such as 
complexes of Oi with Zn interstitial or Zn vacancies. However, the existence of such complexes of 
Oi have not been reported in the literature.  
Over the broad temperature range (850o–1300oC) and O-rich partial pressures, VO has been 
considered to be the majority O point defect that mediates diffusion in ZnO [16-20]. Yet, under O-
rich conditions, first principles calculations [10, 11] as well a few experimental studies [21, 23] 
have suggested the predominance of Oi as the majority O defect. It remains possible for VO to 
serve as the primary diffusion mediator if the surface pathway for Oi creation is shut down, so that 
VO is kinetically constrained to be the majority O-related defect.   
Figs. 5.5 and 5.6 respectively show the temperature dependence of F and λ for the Zn-
terminated and O-terminated surfaces. Table 5.1 shows the calculated activation energies and pre-
exponential factors of the kinetic parameters λ, F and Deff for the Zn-terminated surface. The O-
terminated surface exhibits a weak temperature dependence that is unresolvable with the present 
set of measurements. The activation energy of diffusion (EDeff) equals the sum of the activation 
energies of injection (Eflux) and mean diffusion length (Eλ) because of their interdependence given 
by Eq. (2).  
The mean diffusion length λ for both the Zn-terminated and O-terminated (Fig. 5.5) 
surfaces is a few microns (~6-7 μm) with a very weak temperature dependence, similar to rutile 
TiO2 [1]. The large diffusion lengths mean the measured diffusion profiles have a small downward 
slope. The length scale is quite large compared to the atomic dimensions signifying fast diffusion 
of the mobile O defect and a rather small exchange rate with the lattice. This is consistent the 
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picture of a charged octahedral Oi
-2 that diffuses along the open hexagonal c-axis channel with a 
modest migration barrier of 0.5 – 1 eV [5, 10] and only occasionally exchanges with the lattice to 
be rendered immobile. Eλ is determined to be ~0.28±0.13 which is comparable to the value 
obtained in rutile TiO2 ~0.28±0.26 [26].  
On the Zn-terminated (0001) surface, F varies roughly between 2×1012 atoms/cm2s at 
540oC to almost 9×1014 atoms/cm2s at 700oC (Fig. 5.6) which yields a value of EFlux of 1.67±0.32 
eV comparable to the value 1.92±0.27 eV in rutile TiO2 [26].  For the O-terminated surface, F is 
roughly constant around 3×1013 atoms/cm2s in the temperature range 540o-650oC. The net injection 
flux of the mobile O defects is highly sensitive to the surface orientation, with the Zn-terminated 
(0001) surface offering a well-defined Arrhenius behavior of the injection rate while the O-
terminated surface exhibits a rather weak dependence. A unique method of defect engineering by 
using different ZnO polar surface orientations is therefore demonstrated. 
EFlux represents an activation energy for a presently-unknown composite of elementary 
steps pertaining to injection and annihilation. In Chapter 7, first principles methods are employed 
to identify such elementary step pathways and the associated barriers at the ZnO polar surfaces. 
On the Zn-terminated surface, the average value of EFlux (~1.7 eV) is significantly smaller than the 
predicted activation barrier for the pairwise formation of Oi and VO (~6-9 eV) [22] via the anti-
Frenkel reaction on the oxygen sub-lattice.  
The lack of a well-defined temperature dependence of F on the O-terminated (0001) surface 
is rather surprising. A value of F ~ 3×1013 atoms/cm2s is about one percent of the oxygen gas 
impingement flux at 
2
5
OP 5 10
  Torr and 600oC. It is plausible that oxygen from the gaseous 
phase in injected directly as an Oi into the open hexagonal channels in the bulk through a small 
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fraction of the O-terminated surface. Terrace sites on ZnO ( 0001 ) may be involved in aiding 
injection, and the process may not be temperature-activated. An additional effect that may be 
responsible for the observed differences in the flux between the Zn-terminated and O-terminated 
surfaces is discussed in Chapter 6. Through an interplay between stabilization of a polar surface 
and oxygen adsorption, it is found that the polar Zn-terminated ZnO surface which needs to 
eliminate excess electrons for electrostatic stabilization is more amenable to O2 adsorption 
(requires electron transfer into O2 molecule) while the polar O-terminated surface is not since it is 
deficient in electrons. In the absence of appreciable adsorption on the O-terminated surface, a 
direct injection of oxygen into the bulk seems like a more plausible route.  
The large diffusion lengths combined with large injection rates on the Zn-terminated 
(0001) surface means large concentrations of bulk VO over a length scale of several microns are 
annihilated by recombination with the mobile O defect. Changes in the VO concentration on the 
micron scale makes loss of yellowish tinge upon annealing observable to the naked eye. 
5.5. Conclusions 
 The results presented here successfully demonstrate a surface-based approach to 
controlling the type and concentration of majority O-related defects in ZnO. The active site-
mediated mechanism that facilitates the injection of a highly mobile O defect in ZnO is similar to 
the one demonstrated previously in rutile TiO2 [1]. Although the literature offers some 
experimental evidence [21, 22] for the existence of Oi in wurtzite ZnO under O-rich conditions, 
the evidence has not been not conclusive for reasons described earlier. First principles calculations 
[10, 11] predict the preponderance of Oi in O-rich n-type conditions. The present work offers much 
more definitive experimental evidence for the existence of Oi as the majority O-related defect in 
79 
 
O-rich conditions, thereby resolving the discrepancy that exists between the experimental and 
computational literature, similar to the conclusions in rutile TiO2 (Chapter 3).  
 Oxygen interstitials injected from the ZnO (c-axis) surfaces facilitate the annihilation of 
bulk VO that are detrimental to the performance of ZnO-based photovoltaic devices [5], solid-state 
UV lasers [3] and Schottky diodes [27]. Results presented in this chapter, together with those in 
Chapter 3, allow us to generalize the surface active site-mediated mechanism for defect 
engineering of oxide semiconductors. As demonstrated in this work, the use of polar ZnO (c-axis) 
surfaces offers the tunability of the defect injection rate by changing the surface orientation.  
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5.6. Tables and Figures 
Table 5.1 Activation energies and pre-exponential factors of mean diffusion length λ, net 
injection flux F, and effective diffusivity Deff for Zn-terminated (0001) ZnO surface. 
 
Kinetic 
Parameter 
Activation Energy 
(eV)  
Pre-exponential 
Factor (10m) 
 λ (nm) Eλ = 0.28±0.13 m =5.36±0.73 
 F (atoms/cm2s) EFlux = 1.67±0.32 m = 22.76±1.80 
 Deff (cm
2/s) EDeff = 1.92±0.46 m = -1.34±2.60 
 
 
 
 
 
 
 
 
 
 
 
 
81 
 
 
Figure 5.1 Isotopic oxygen (18O) diffusion profiles in ZnO with Zn-terminated (0001) surface 
subsequent to annealing (540oC, 600oC, 650oC, 700oC) in 18O2 gas at 5×10
-5 Torr. The exponential 
profile shapes in the deep bulk (linear on a semilogarithmic scale) suggest diffusion via a highly 
mobile intermediate species.   
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Figure 5.2 Isotopic oxygen (18O) diffusion profiles in ZnO with O-terminated ( 0001 ) surface 
subsequent to annealing (540oC, 600oC, 650oC) in 18O2 gas at 5×10
-5 Torr. The exponential profile 
shapes in the deep bulk (linear on a semilogarithmic scale) suggest diffusion via a highly mobile 
intermediate species.   
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Figure 5.3 Effective oxygen self-diffusivity (Deff) in ZnO for injection of mobile O defect from 
Zn-terminated (blue) and O-terminated (orange) surfaces. The horizontal error bars represent ±5oC 
drift error in temperature while the vertical error bars represent the error in fitting the mathematical 
model (Eq. 1) to the measured diffusion profiles (Figs. 5.1 and 5.2). Since Deff for O-terminated 
samples is almost constant with temperature, only a representative data point is shown at 600oC. 
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Figure 5.4 Deff for oxygen self-diffusion previously published in the literature compared with the 
present measurements for Zn-terminated (Zn-t) and O-terminated (O-t) samples. Previously 
reported data has a large scatter in activation energies and prefactors. In the temperature range 
850o-1300oC, Deff ranges from 10
-17 cm2/s at the lowest T to 10-10 cm2/s at the highest T. The data 
shown are from (1) Ref. 16, (2) Ref. 17, (3) Ref. 18, (4) Ref. 19, (5) Ref. 20 (a-axis), (6) Ref. 20 
(c-axis), (7) Ref. 21 (a-axis), (8) Ref. 21 (a-axis), and (9) Ref. 22. The solid lines are data from 
experiments where 18O was diffused followed by depth profiling while the dotted lines from 
experiments that were based on residual gas analysis.  
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Figure 5.5 Arrhenius temperature dependence of λ for Zn-terminated surface at 5×10-5 Torr. Since 
the profiles remain essentially unchanged with temperature for the O-terminated surface, an 
Arrhenius dependence cannot be described in that case. A representative data point (orange) at 
600oC is shown for the O-terminated surface. The horizontal error bars represent ±5oC drift error 
in temperature while the vertical error bars represent the error in fitting the mathematical model 
(Eq. 1) to the measured diffusion profiles (Figs. 5.1 and 5.2). 
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Figure 5.6 Arrhenius temperature dependence of F for Zn-terminated surface at 5×10-5 Torr. Since 
the profiles remain essentially unchanged with temperature for the O-terminated surface, an 
Arrhenius dependence cannot be described; a representative data point (orange) at 600oC is shown. 
The horizontal error bars represent ±5oC drift error in temperature while the vertical error bars 
represent the error in fitting the mathematical model (Eq. 1) to the measured diffusion profiles 
(Figs. 5.1 and 5.2). 
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Chapter 6: Modeling of Oxygen Adsorption on Polar ZnO Surfaces Using 
First Principles Quantum Calculations*
 
6.1 Abstract 
Surface defects, reconstructions and adsorbates can strongly influence the stabilization of 
polar surfaces. We present a detailed electronic-structure description that reveals a complex 
interplay between vacancy defects and oxygen adsorption on polar oxide surfaces. Through density 
functional theory calculations we show that oxygen chemisorption on ZnO (0001) surface can 
facilitate electrostatic stabilization of the surface under O-rich conditions. Stabilization achieved 
via O2 chemisorption along with vacancy formation is energetically as favorable as stabilization 
by vacancies alone, demonstrating the willingness of polar surfaces to accommodate variations in 
surface chemistry. This stabilization physics reveals the role of surface polarity in driving 
adsorption and dissociation of oxygen on ZnO (0001) surfaces under conditions similar to those 
used in the isotopic gas-solid exchange experiments presented in Chapter 5.  
6.2 Introduction 
When cleaved along certain directions, ionic crystals expose polar surfaces [1, 2] whose 
properties can be exploited to enhance the growth of useful nanostructures [3] and the activity of 
photocatalytic heterostructures [4]. The incomplete coordination of the bulk-terminated surface 
atoms results in excess charge (electrons or holes) that reside in the dangling bonds. For oxide 
semiconductors with appreciable ionic character such as ZnO, the under-coordination of the 
surface atoms compared to the bulk leads to thermodynamic instability  manifested by a diverging 
                                                          
* Part of this work has been submitted for publication: P. Gorai, E. G. Seebauer, and E. Ertekin, submitted 
(2014). 
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potential in classical electrostatic descriptions [1]. Stability can be restored only by removing the 
excess charge through reconstruction [5], faceting [6], adsorption [5, 7], or surface vacancy 
formation [8].  The latter two phenomena offer special possibilities for controlling the surface 
polarity, yet their effects have generally been considered in isolation from each other.  In this work, 
we use electronic structure calculations to bridge this conceptual gap by showing that adsorption 
of O2 on Zn-terminated polar ZnO(0001) can work together with Zn vacancy (VZn) formation to 
accomplish stabilization comparable in magnitude to the effects of Zn vacancies alone. 
Furthermore, we demonstrate that such defect-adsorption interplay cannot be accomplished on 
non-polar ZnO surfaces.  
Controllable stabilization of the ZnO (0001) surface has already received considerable 
attention in the literature. Several experimental [5, 7, 8] and computational reports [5, 9, 10] have 
explored the effects of VZn formation [8] and of hydroxyl adsorption [7]. In the (0001) orientation, 
ZnO comprises alternating planes of Zn cations and O anions. The as-cleaved surface exposes Zn 
atoms that are three-fold coordinated, in contrast to the four-fold coordination in the bulk. The 
surface atoms possess excess charge: two electrons per four Zn atoms (Fig. 6.1a), and the excess 
electrons reduce the nominal cation valency from +2 to +1.5. Electrostatic considerations [9] show 
that the excess electrons can be removed by formation of 0.25 ML neutral VZn, as shown in Fig. 
6.1b [8]. A similar removal occurs via electron transfer upon adsorption of 0.5 ML hydroxyl 
radicals [1]. Analogous mechanisms exist for the O-terminated (0001̅) surface, wherein electrons 
must be added for stabilization instead of withdrawn.  
Vacancies populate most real surfaces, but in concentrations that are difficult to control in 
practice.  Adsorption is more amenable to practical control, but would benefit from the use of 
adsorbates that are not chemical fragments. Molecular oxygen (O2) offers an attractive possibility 
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that has been little-explored, although stabilization mechanisms involving O adatoms have been 
proposed [7, 11]. The O2 molecule is an electron scavenger that can withdraw up to two electrons 
to become a peroxo radical (O2
-2), as shown in Fig. 6.1c. Full stabilization therefore can be 
achieved in principle by adsorbing one O2 molecule for every four Zn atoms (equivalent to 0.25 
ML O2). The question then arises: can polar ZnO (0001) be stabilized by adsorption of 0.25 ML 
of O2, or a combination of VZn and adsorbed O2?  For example, would 0.125 ML VZn plus 0.125 
ML O2 provide stabilization equivalent to 0.25 ML VZn?  An affirmative answer would offer a 
method to stabilize the surface while suppressing undesirable reconstructions or faceting that 
vitiate the attractive features of polar surfaces. 
6.3 Computational Method 
 To answer the question, we employed density functional theory (DFT) [12, 13] calculations 
using the plane wave basis Quantum Espresso package [14] together with the generalized gradient 
approximations (GGA) of Perdew-Burke-Ernzerhof (PBE) [15] for the exchange correlation 
functional. Ultrasoft pseudopotentials were employed, with an energy cutoff of 30 Ry for the 
Kohn-Sham wavefunctions. The ZnO (0001) surface was modeled by a slab repeated periodically 
in all directions, with 12-16 alternating Zn and O atomic planes. Slab thickness was chosen to 
ensure convergence of properties such as work function and surface energy to constant values, and 
to ensure that the charge distribution deep within the slab reproduced that of an infinite bulk. To 
eliminate spurious interactions between periodic images in the [0001] direction, the slabs were 
separated by 10 Å of vacuum. For a (22) surface unit cell, we used a 6×6×1 Monkhorst-Pack grid 
to sample the Brillouin zone. The adsorbate and slab atoms were allowed to fully relax until the 
total force on the unconstrained atoms was less than 0.01 eV Å-1. The artificial electric field created 
by the asymmetry of the slab was compensated with a self-consistently determined dipole 
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correction applied in the middle of the vacuum region [16]. Each slab was terminated by the (0001) 
and (0001̅) surface on either side. The (0001̅) surface was passivated by 0.5 ML of H atoms in all 
cases. Charge density calculations confirmed that the (0001̅) surface did not influence the (0001) 
surface. 
6.4. Strategy 
We considered a set of surfaces with systematically varying degrees of charge 
compensation provided by VZn:  (1) uncompensated (UC) with no VZn, (2) partially compensated 
(PC) with 0.125 ML VZn, (3) fully-compensated (FC) with 0.25 ML VZn, and (4) over compensated 
(OC) with 0.5 ML VZn. Adsorption on non-polar ZnO (101̅0) was also examined for comparison. 
O2 adsorption behavior was quantified by the adsorption energy (Eads), the O-O bond length and 
the amount of charge transfer from the ZnO slab to the adsorbed O2. To compare relative stabilities 
of different surfaces, we also calculated surface energy (γ) as a function of O2 coverage and O2 
partial pressure (
2O
P ). Planar charges were calculated to determine the amount of charge transfer 
between the surface and adsorbate, and were compared with theoretical predictions based on 
electrostatic stability.  
The adsorption energy per O2 molecule was calculated in fully relaxed geometries as  
 
2SO S O
ads
E E E
E
n
n
   
          (1), 
where ESO and ES respectively denote the total energy of slab with and without adsorbed O2, EO2 
represents the energy of the isolated O2 molecule in the triplet state, and n denotes the number of 
O2 molecules. Positive and negative values of Eads respectively signify thermodynamically 
93 
 
favorable and unfavorable adsorption. For the isolated molecule, the calculated O2 bond length 
(1.22 Å) agrees closely with the measured bond length ~ 1.23 Å. 
Several symmetric [10] and non-symmetric adsorption sites were examined to find the most 
favorable adsorption geometry. O2 preferentially adsorbs parallel to the surface with one O atom 
directly above one of the surface Zn atoms.  
6.5. Results and Discussion 
Table 6.1 summarizes Eads and O-O bond lengths for 0.25 ML O2 coverage, and indicates 
that O2 adsorption is unfavorable on the FC and OC surfaces, consistent with the fact that no excess 
surface electrons are available for donation into O2 for bond formation. Accordingly, Fig. 6.2a 
shows that no charge sharing occurs when O2 is close to these surfaces. The calculations do not 
account for spin polarization even when O2 does not interact with the surface; in these cases, Eads 
is still sizable but negative due to loss of spin polarization stability in the triplet state (Table 6.1). 
However, Table 6.1 shows that adsorption is favorable on the PC and UC surfaces, in line with the 
notion that O2 scavenges the excess electrons that these surfaces offer.  
Fig. 6.2b shows that a great deal of charge sharing occurs between a single Zn atom and 
one of the atoms in the O2.  Since less charge sharing occurs between the remaining O atom and a 
separate surface Zn atom, the O2 axis is tilted away from the surface plane by 10-20. To illustrate 
the extent and spatial distribution of the net charge transfer to O2, Fig. 6.2c shows the difference 
between (1) the charge density of the relaxed system and (2) the combined charge density of a 
hypothetical state in which O2 and the slab are artificially frozen in the same geometry but isolated 
from each other. The charge transfer that takes place upon bonding shows that the surface Zn atoms 
are depleted of electronic charge, which is transferred to antibonding π* orbitals of the O2, which 
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is transformed into peroxo radical (O2
-2).  Charge is transferred from the σ bond of O2 into the π* 
orbitals, thereby stretching the O-O bond. Indeed, bond lengths near 1.5 Å resemble that of O2
-2, 
which is not far from the length at which full dissociation occurs [17]. Although Fig. 6.2b and 6.2c 
show details for the UC surface, similar phenomena occur for the PC surface. 
  Since each slab is terminated by two non-identical surfaces, only relative differences γ 
in surface energy can be determined unambiguously. A fully-relaxed UC surface with no 
adsorption is used as a reference (R) to calculate ∆γ as 
 S(O) RE E 2
Δγ
  

O Znn m
A
 
        (2), 
where ES(O) represents the energy of the slab without (or with) adsorbate, ER the energy of reference 
slab, μO and μZn the chemical potentials of O and Zn, and n and m the number of adsorbed O2 and 
VZn species on area A. Negative values of ∆γ indicate greater stability compared to the reference, 
while positive values indicate less stability. 
Varying temperature and pressure conditions are expressed through μO and μZn by assuming 
equilibrium with gaseous O2 (
2
o
O ) and bulk Zn (
o
Zn ), respectively. The atomic chemical potentials 
(μi) obey  
o
i i i   , and ∆μO and ∆μZn and satisfy   
f
O Zn ZnOH  , where 
f
ZnOH  denotes 
the ZnO formation enthalpy (calculated to be -3.4 eV per formula unit). Assuming ideal gas 
behavior, μO = ½ μO2 obeys: 
 2 2
2 2 2 2
O Otot o
B O Bo o
P P1 1 1
k Tln E T,P k Tln
2 2 P 2 P
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O O O O O       (3), 
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where 
2
tot
OE is energy of an isolated O2 molecule at T=0K obtained from a spin-polarized 
calculation, assuming negligible zero-point energy;  
2
oT,PO is the difference in chemical 
potential at the reference pressure Po (1 atm) between O2 at T=0K and T=300 K, and kB is the 
Boltzmann constant. The O-rich limit corresponds to ∆μO = 0 (
2O
P =1 atm), while the O-poor (or 
Zn-rich) limit entails ∆μZn = 0.  Given
2O
P , ∆μO and ∆μZn can be calculated from Eq. (3) and the 
enthalpy relation. 
Fig. 6.3a and 6.3b show plots of ∆γ as a function of O2 coverage on UC and PC surfaces 
for a wide range of
2O
P . At all coverages, higher 
2O
P  favors O2 adsorption because μO increases, 
corresponding to an increased availability of O2 in the environment. The lowest γ occur at 0.25 
ML and 0.125 ML O2, respectively. These coverages match the predictions based on simple 
electrostatic criteria as described earlier. This match further supports the suggestion that adsorbed 
O2 plays a role in stabilizing the polar surface. 
Fig. 6.3c shows ∆γ for the various surfaces as a function of VZn concentration for a wide 
range of 
2O
P  in the absence of any O2 adsorption. As expected, the FC surface is always the most 
stable. Fig. 6.3a and 6.3b shows as a dashed line the value of ∆γ for the FC surface at 1 atm (taken 
from the most stable point of Fig. 6.3c). At 
2O
P =1atm, T=300K, ∆γ at the minimum for the UC 
and PC surface (Fig 6.3a and 6.3b) is larger by only ~8 meV/Å2 and ~21 meV/Å2 respectively than 
∆γ for the FC surface. It is plausible that, as the VZn concentration approaches 0.25 ML from 
below, ∆γ for a generalized partially compensated surface will move close to that for the FC 
surface. For example, a surface containing a combination of 0.22 ML VZn and 0.03 ML O2 may be 
as stable as the FC surface with 0.25 ML VZn alone. Note that stabilization by O2 alone is not 
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equivalent to stabilization by VZn alone; Fig. 6.3a suggests that ∆γ for an 0.25ML adsorbed O2 on 
the UC surface will be ~21 meV/ Å2 larger than the 0.25 ML VZn FC surface.       
To verify if the electronic charge density distribution of the relaxed geometry are consistent 
with the picture of O2 molecules scavenging electrons, we quantified the charge density 
distributions and compared them with theoretical predictions based on point ion electrostatics. The 
total electronic charge was calculated and compared with their bulk values to verify whether they 
satisfy the electrostatic stability criteria. For our choice of pseudopotentials, Zn atoms have 12 and 
O atoms 6 valence electrons. In the ionic limit, Zn+2 has 10 and O-2 8 valence e-, giving 18 e- per 
formula unit. In the simulated 2×4 surface unit cell, the total number of e- in a Zn-O double layer 
parallel to the surface should be 144 (2×4×18) in the bulk, 148 (144 + 4 excess) at the UC surface, 
144 (148 – 4 transferred to O2) at 0.25 ML O2-stabilized UC surface, and 124 (148 – 4 – 2×10 
valence in Zn+2) at the FC surface. Fig. 6.4 shows the calculated planar electronic charge along the 
surface normal for slabs with FC surface (Fig. 6.4a) and UC surface with and without O2 adsorption 
(Fig. 6.4b). In each case, we determine the number of e- in a Zn-O double layer by integrating the 
planar charge between two consecutive minima (region bounded by dashed lines). A Zn-O double 
layer away from the surface, as shown in Fig. 6.4, is chosen to represent the bulk. In both cases, 
the bulk value (~144 e-) is close to the expected number. The calculated number of e- are 122.4 
(FC), 145.4 (UC) and 144 (0.25 ML O2-stabilized UC).  These values agree fairly well with the 
predicted numbers of 124, 148, and 144, respectively. Small changes in charge density associated 
with adsorption makes it difficult to differentiate between planar charges of the UC and the O2-
stabilized UC surface. However, the higher peak in the surface charge density in Fig. 6.4b indicates 
a higher-than-bulk charge in the UC surface Zn-O layer. 
97 
 
Strictly speaking, the surface energy (γ) formalism in Eq. (2) should be based on 
differences in Gibbs free energy (∆G). However, DFT-calculated total energies represent internal 
energies only and do not account for pressure-volume and entropy (∆S) effects that contribute to 
∆G. Fortunately, pressure-volume changes are typically negligible [18]. However, entropic effects 
requiring consideration include: (1) mixing of VZn formation and O2 adsorption, (2) softening of 
lattice vibration modes associated with VZn, (3) O2 adsorption, and (4) adsorbate-induced lattice 
vibration modes. While the exact calculation of these entropic contributions is difficult, we can 
make rough estimates of the contributions to ∆γ between the PC and FC surfaces at room 
temperature.  
The mixing entropy of VZn and adsorbed O2 can be calculated from the number of 
permutations by which m Zn vacancies and n adsorbed O2 molecules can be arranged [19, 20, 21] 
to arrive at an estimate of ~1-2 meV/Å2 (T=300K), which is negligible.  Reuter et al. [18] showed 
that T∆S contribution due to changes in the lattice vibration modes due to surface defects is 
typically a few meV/Å2 in either the positive or negative direction, with an upper bound of ~10 
meV/Å2 at high T. Upon adsorption, the loss of degrees of freedom of the O2 molecule makes a 
negative contribution of a few meV/Å2 at T=300K [22]. Since we are interested in polar surfaces 
that support small O2 coverage, entropy effects that stem from adsorbate-induced changes to 
surface vibration modes can be safely neglected [22]. Based on these estimates, we find that T∆S 
contribution to ∆γ at T=300K for PC and FC surfaces differ by 3-6 meV/Å2, with the larger 
contribution in case of FC. Therefore, T∆S is relatively small compared to ∆γ which is of the order 
of tens of meV/Å2. Together with a favorable entropic contribution of 3-6 meV/Å2, ∆γ for the FC 
surface is lower than that of PC surface by ~10 meV/Å2, and significantly lower than UC surface 
at 1 atm. 
98 
 
 A corollary of our electron scavenging picture is that nonpolar ZnO surfaces, which support 
little or no excess charge, should interact with O2 only weakly. To test this idea, we calculated Eads 
and ∆γ for various adsorption scenarios on the non-polar ZnO (101̅0) surface. As expected, O2 
does not adsorb and exhibits Eads similar to that for FC and OC surfaces (Table 6.1). Various O2 
adsorption sites were examined, but adsorption proved to be unfavorable under all conditions.  
However, if 0.25 ML of uncharged surface O vacancies (VO) are present on the non-polar surface, 
O2 adsorption becomes favorable (Eads = 1.65 eV). This is not a polar surface stabilization effect 
but arises because an oxygen vacancy VO provides a locally electron-rich environment that 
facilitates O2 adsorption. The surface energy in fact increases upon O2 adsorption. 
6.6. Conclusions 
Our calculations indicate that, at thermodynamic equilibrium, stabilization of ZnO (0001) 
surface by large concentrations of surface VZn is favored. However, at temperatures that are 
sufficiently low to inhibit the rate of VZn formation on laboratory time scales, kinetic constraints 
may extend the stabilization of O2 adsorption to higher coverages.  
The approach presented here offers design rules for identifying polar surfaces for catalysis 
[4] and predicting their behavior. For example, wide-band gap reducible oxides such as ZnO and 
TiO2 offer catalytic sites suitable for O2 reduction [9] after adsorption, such as surface O vacancies 
[23]. While VZn and O2 adsorption are not energetically equivalent, realistic surfaces will support 
small coverages of O2 that may be used to drive oxygen reduction under O-rich conditions. 
Polarity-driven adsorption can occur on other polar surfaces as well. Acceptor molecules can be 
reduced and donor molecules by adsorbing them on polar surface with excess electrons and holes, 
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respectively. For example, polar surfaces with positive excess charge (holes), such as ZnO (0001̅) 
may be active for oxidation of electron donating molecules. 
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6.7. Tables and Figures 
Table 6.1. Adsorption energies and O-O bond lengths for 0.25ML O2 adsorption on 
uncompensated (UC), partially-compensated (PC), and fully-compensated (FC) and over-
compensated (OC) surfaces. Positive Eads signifies favorable adsorption.  
ZnO(0001) Surface Eads (eV) O-O Bond Length (Å) 
UC 2.21 1.53 
PC 1.85 1.41 
FC -0.79 1.23 
OC -0.81 1.22 
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Figure 6.1. Schematic of (a) uncompensated ZnO (0001) surface with excess charge (2e- per 4 Zn 
atoms) which reduces surface Zn valency from +2 to +1.5, (b) stabilization by 0.25 ML surface 
VZn where excess electrons are removed from the surface, and (c) stabilization by 0.25 ML 
chemisorbed O2
-2 where excess electrons are transferred to O2, returning Zn ions to +2 state. 
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Figure 6.2. Plot of charge density of (a) FC surface showing no charge sharing. O2 adsorption is 
unfavorable. (b) UC surface with 0.25 ML adsorbed O2 showing charge sharing between surface 
Zn atoms and O2 molecule. (c) Charge density difference between (ZnO+O2) slab and ZnO slab 
and O2 frozen in their relaxed geometry for the charge density shown in (b). Excess e
- on Zn atoms 
and those in O2 σ bond migrate and populate O2 anti-bonding π* orbitals resulting in repulsion, O-
O bond stretching. (d) Charge density plot of defect-free non-polar ZnO (101̅0) surface that is 
unfavorable for O2 adsorption. In all cases, the geometry favorable for adsorption is shown. 
 
 
103 
 
 
Figure 6.3. Variation at 300K of surface energy difference (∆γ) with O2 coverage on (a) UC, and 
(b) PC surface. The UC surface with no adsorption is chosen as the reference for calculating ∆γ. 
Plots are sketched at 
2O
P =1 atm (red, lowermost), 10-4 torr (low vacuum), 10-7 torr (high vacuum) 
and 10-10 torr (ultra-high vacuum). UC and PC surfaces are most stable at 0.25 ML and 0.125 ML 
O2 adsorption indicated by the minima in ∆γ. The minima in ∆γ in (a) and (b) agrees well with 
stability predictions. (c) Plots of ∆γ vs. surface VZn concentration of UC, PC, FC and OC surfaces 
alone (no adsorption) as a function of
2O
P . FC surface is the most stable. ∆γ of PC surface with 
ideal O2 coverage (0.125 ML) is larger than ∆γ of FC surface by ~8 meV/Å2. 
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Figure 6.4. Plot of planar charge as a function of distance along the c-axis <0001> for (a) C 
surface, and (b) UC surface without and with O2 adsorption (0.125, 0.25, 0.375, 0.5 ML). Planar 
charge is expressed as the total number of electrons on a 2×4 planar unit cell with surface area L2 
= 75 Å2. 
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Chapter 7: Ab Initio Modeling of Minimum Energy Pathways for Oxygen 
Interstitial Injection via Active Sites on Polar ZnO Surfaces*
 
7.1 Abstract 
The present work employs the climbing image nudged elastic band (CI-NEB) method to 
identify minimum energy pathways (MEP) and determine the activation barrier of the elementary 
step injection of Oi from the Zn-terminated ZnO(0001) surface into the bulk. The calculated barrier 
of 1.69 eV for the injection of an octahedral Oi from the ZnO (0001) surface is found to be in 
surprisingly good agreement with the experimentally-measured activation energy (1.67±0.32 eV) 
of the Oi injection flux on the same surface. So far MEP calculations for the split oxygen interstitial 
has not yielded any promising injection pathways.  
7.2 Introduction 
 Previous work has shown that active sites on rutile TiO2 (110) surface act as efficient 
pathways for creation of an exceptionally mobile oxygen interstitial defect [1] that recombine to 
annihilate oxygen vacancies. In Chapter 5, this active site-mediated mechanism is extended to ZnO 
where we find a similar mechanism facilitates the injection of a mobile O defect, possibly an O 
interstitial (Oi), from the ZnO (c-axis) polar surfaces into the bulk. Mesoscopic measurements of 
the diffusion of an isotopic label in ZnO are used in determining an activation energy of 
approximately 1.67 eV for the injection of Oi from the Zn-terminated ZnO (0001) surface. 
Injection of Oi from the O-terminated ZnO  0001 surface does not exhibit a temperature 
                                                          
* Part of this work will be submitted for publication: P. Gorai, E. Ertekin, and E.G. Seebauer, in 
preparation (2014).  
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dependence in the range 540o-650oC. It is possible that the injection mechanism on the O-
terminated surface is barrier-less. While the mesoscopic self-diffusion measurements are important 
in determining kinetic parameters such as the net injection flux (F), the mean diffusion length (λ) 
and the effective diffusivity (Deff), an atomistic-level description of the injection process is needed 
to reveal the nature of the active sites that facilitate injection, the specific Oi geometries and the 
relevant elementary step activation barriers. Determination of the activation barriers of injection 
as well as annihilation of Oi at oxide surfaces will enable the development of continuum-scale 
models for prediction of mesoscale diffusion phenomena. 
The present work employs the climbing image nudged elastic band (CI-NEB) algorithm 
to: (1) identify surface sites that facilitate injection of Oi, and (2) determine the elementary step 
activation barrier for Oi injection on the Zn-terminated ZnO (0001) surface. A possible injection 
pathway is identified with an activation barrier of 1.69 eV which is in good agreement with the 
activation energy of the injection flux (1.67±0.32 eV) measured for the Zn-terminated surface 
(Chapter 5).  
7.3. Computational Methods 
 Transition state theory [2] describes the rates of chemical processes, including chemical 
reactions and diffusion processes. The transition state represents a saddle point of a minimum 
energy pathway on a potential energy surface. The energy of the transition state relative to the 
initial and final state of a system determines the activation barrier for the process. The nudged 
elastic band method (NEB) [3] makes it possible to calculate the minimum energy pathway (MEP) 
while the advanced version of this method, the climbing image nudged elastic band (CI-NEB) [4] 
can be used to accurately determine the transition state and therefore, the activation barrier. The 
key concepts that underlie the transition state theory and CI-NEB are briefly described here.  
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7.3.1. Transition State Theory 
 The transition state theory (TST) describes the rates of processes on basis of a quasi-
equilibrium between the reactant species and the transition state. The density of the transition state 
species is proportional to the reaction rate [2]. On a potential energy surface shown in Fig. 7.1a, 
the reactant (R) or initial state and the product (P) or final state occupy energy valleys. The 
minimum energy pathway (MEP) intersects the hyperplane S at a point that is typically referred to 
as the transition state (T). The hyperplane S is such that on the reactant (product) side, the reactant 
(product) valley represents the energetically most stable state. Therefore, the transition state (T) is 
the energy minimum point on the hyperplane S. At the transition point, the system will either move 
forward into the product valley or return to its initial reactant valley with a probability of ½ each. 
The difference in the energy of the reactant valley and the transition state energy is the activation 
barrier for the forward reaction (∆Ef) while the energy difference between the product valley and 
the transition state is the activation barrier for backward reaction (∆Eb), as shown in Fig. 7.1b. In 
a diffusion process, ∆Ef and ∆Eb are the migration barriers for the forward and backward jump. 
When the initial and final state are same, ∆Ef and ∆Eb are equal and are simply referred to as the 
migration barrier (Em).  
The assumptions that underlie TST are: (1) the reactants have a Boltzmann distribution of 
energy in each degree of freedom and the reaction rate (R → T) is low enough to maintain the 
distribution in the transition state i.e. the reactants are thermalized in accordance to the Boltzmann 
distribution before crossing the hyperplane S, and (2) the system encounters the hyperplane only 
once in going from the reactant side to the product side.  
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When the energy of the reactant and product, which lie at energy minima, is expanded in a 
Taylor series around the point of minima and truncated to the second order (harmonic oscillator), 
the forward and backward rate constants are given by the simple and familiar relations: 
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where ν is the pre-exponential factor and kB the Boltzmann constant. This version of TST is known 
as harmonic transition state theory because of the way the energy of the states is approximated.  
7.3.2. Climbing Image Nudged Elastic Band (CI-NEB) Method 
 The rates constants in Eq. (1) and (2) depend on the pre-exponential factors and the 
activation barriers. While the determination of the pre-exponential factor is much more 
challenging, an accurate determination of the activation barrier ∆E is much more important 
because of the exponential dependence of the rate constant k on ∆E. The determination of the 
transition state is an optimization problem for finding the saddle point on the minimum energy 
pathway (MEP). The scheme for finding the MEP is as follows: 
1. Connect reactant and product with a direct line or band. 
2. Calculate energies and forces at each position on this line. 
3. Neglect the forces along the band  F as they do change the shape of the band  
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4. If the forces normal to the band  F  are zero then the band lies along the MEP, otherwise move 
the band infinitesimally (nudge) along the normal force down the hill and repeat the procedure 
from step 2 until MEP is found.  
When all the normal forces on the band vanish, each point on the band is located at a minimum in 
all but one direction – along the band. The maximum energy point on the MEP is a saddle point 
and therefore, the transition state (T).  
 In a regular nudged elastic band (NEB) method [3], developed by Hannes Jόnsson and 
coworkers, the band is discretized at a finite number of points in the phase space. The nodes of the 
discretized band as known as images. Adjacent images are connected by imaginary harmonic 
springs (elastic bands) that keep them apart in the phase space. For a set of images r0, r1... rp, the 
minimization of the following objective function moves all the images closer to the MEP 
     
p 1 p
2
1 2 p i i i 1
i 1 i 1
K
M r , r ,..., r E r r r
2


 
           (3) 
where  iE r is the total energy of the ith image, and K is the spring constant of the harmonic 
springs. The optimization problem given by Eq. (3) is iteratively solved until the normal forces on 
the images are smaller than a given convergence criterion. 
 The NEB method, however, has a major drawback in that the transition state itself is not 
represented by any of the images along the band. Upon successful completion of an NEB routine, 
the activation barrier can be determined by either using a higher number of images, or by 
interpolating between the two highest energy images (e.g. by spline fitting), or by using the 
DIMER [5] method to climb from the highest energy image to the saddle point. These additional 
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calculations further increase the computational expense and are not accurate in capturing the saddle 
point.  
The CI-NEB [4] offers an efficient alternative to determine the saddle point and therefore, 
the activation barrier. In CI-NEB, the “climbing” image is not exposed to the artificial spring force 
but to the negative of the real tangential forces  F  such that the image “climbs” to the saddle 
point. The normal forces  F are relaxed while at the saddle point the image is subject to equal 
tangential force on either direction, thereby capturing the transition state. 
7.3.3 Approach  
 Previous computational studies have found that the octahedral  i,octO  and split  i,splitO
oxygen interstitials are stable in wurtzite ZnO bulk, depending on the doping condition (n- or p-
type) and O-richness of the environment the crystal is exposed to [6-8]. As the name suggests, the 
octahedral void is surrounded by eight atoms while the tetrahedral void lies at the center of four 
tetrahedrally-coordinated atoms. The split or dumbbell O interstitial occupy a lattice site such that 
the Oi displaces the lattice O from its lattice position. The distance between  i,splitO and the 
displaced lattice O is typically ~ 1.4-1.5 Å, characteristic of a stretched O2 molecule.  The oxygen 
interstitial occupying the tetrahedral voids in ZnO are metastable and relax to the octahedral 
geometry [8]. The present work considers only the octahedral and split configurations, shown in 
Fig. 7.2. Due to the symmetry in the bulk, all the octahedral and tetrahedral voids are equivalent 
unless other defects or dopants are considered in the vicinity of such voids. As a result, the number 
of different configurations of Oi occupying these voids in the bulk are fewer than when the Oi is 
located near a surface containing other defects such as vacancies.  
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The surface as well as defects present on the surface introduce asymmetry, thereby 
increasing the number of Oi configurations that need to be considered. The stability of the 
octahedral and split Oi at different sites on a compensated Zn-terminated ZnO (0001) surface with 
0.25ML zinc vacancies (VZn) is evaluated. Details of polarity compensation mechanisms on the 
Zn-terminated polar ZnO surface are discussed in Chapter 6. Subsequently, for the stable Oi 
geometries, various minimum energy pathways (MEP) for injection of Oi from the ZnO (0001) 
surface into the first layer of ZnO are calculated to determine the activation barrier for injection. 
The activation barrier for the diffusion of the Oi from the first layer to the second layer may be 
calculated as part of a future work, which will enable us to sketch the MEP for injection as well as 
subsequent diffusion into the bulk. The present work focuses only on the neutral Oi but the charged 
2
iO

 may be included in a future work. The barriers for the diffusion of the Oi from the second 
layer to the surface may be useful as well, especially in determining a rate expression for the 
elementary step annihilation. 
To evaluate the stability of Oi near Zn-terminated ZnO surfaces we employed density 
functional theory (DFT) [9, 10] calculations using the plane wave basis Vienna Ab Initio 
Simulation Package (VASP) [11] together with the generalized gradient approximations (GGA) 
of Perdew-Burke-Ernzerhof (PBE) [12] for the exchange correlation functional. Projector 
Augmented Wave (PAW) potentials were employed, with an energy cutoff of 420 eV for the Kohn-
Sham wavefunctions. The ZnO (0001) surface was modeled by a slab repeated periodically in all 
directions, with 12 alternating Zn and O atomic planes. Slab thickness was chosen to ensure 
convergence of properties such as work function and surface energy to constant values, and to 
ensure that the charge distribution deep within the slab reproduced that of an infinite bulk. To 
eliminate spurious interactions between periodic images in the [0001] direction, the slabs were 
114 
 
separated by 10 Å of vacuum. For a (24) surface unit cell, we used a 3×3×1 Γ-centered k-point 
grid to sample the Brillouin zone. The adsorbate, defects and slab atoms were allowed to fully 
relax until the total force on the unconstrained atoms was less than 0.01 eV Å-1. The artificial 
electric field created by the asymmetry of the slab was compensated with a self-consistently 
determined dipole correction applied in the middle of the vacuum region [13]. Each slab was 
terminated by the (0001) and (0001̅) surface on either side. The (0001̅) surface was passivated by 
0.5 ML of H atoms in all cases. Charge density calculations confirmed that the (0001̅) surface did 
not influence the (0001) surface. 
 To determine the saddle point energy, the CI-NEB method was used as implemented in 
the VASP Transition State Theory (VTST) package [14]. The VTST add-on package implements 
the CI-NEB scheme within the VASP DFT code. A single image was used for the CI-NEB 
calculations with a spring constant of -5 eV/Å2. The first few steps (typically 10) of the ionic 
relaxations were performed with a conjugate gradient algorithm to bring the image close to the 
groundstate, followed by a quasi-Newton method (RMM-DIIS) [11] that is more efficient near the 
groundstate. The time step for the ionic relaxations was optimized to reduce the computational 
expense of the CI-NEB calculations.  
7.4. Results and Discussion 
On most sites near the Zn-terminated surface, the octahedral (or split) oxygen interstitial 
either relaxes out of the surface transforming into a surface O adatom or forces a surface oxygen 
atom out of the surface plane to transform it into a similar adatom. In other words, the interstitial 
identity is lost. Such scenarios are not considered for CI-NEB calculations.  
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One specific site, equidistant from the surrounding surface VZn is found to stabilize the
i,octO , as shown in Fig. 7.3. The i,octO lies in the center of a hexagonal open channel aligned with 
the c-axis [0001] of the crystal. It is conceivable that the open channels offer a fast diffusion 
pathway for the i,octO . In fact, previous calculations [7] have determined a modest migration barrier 
of 0.5 eV for the 2i,octO
  diffusing along the c-axis channel in the bulk. Whether the migration barrier 
near the surface remains the same needs further investigation. For example, calculating the saddle 
point energy for diffusion of the i,octO from the first surface layer to the second layer in the bulk 
would allow us to calculate the migration barrier of the i,octO near the Zn-terminated surface.  
Split oxygen interstitials are more readily stabilized upon relaxation. The relative energies 
of the different i,splitO configurations were calculated to determine a potential candidate for 
subsequent barrier calculations. The geometry shown in Fig. 7.4 wherein the split interstitial is 
formed underneath the surface VZn represents the lowest energy configuration. The O-O distance 
in the split interstitial is ~1.48 Å, consistent with previous calculations [6, 7]. 
A possible pathway for injection of the i,octO shown in Fig. 7.3 is shown in Fig. 7.5. The 
initial state (reactant) on the calculated MEP is an adsorbed O adatom on the Zn-term surface 
above the octahedral site. The initial state was fully relaxed such that the forces on the atoms was 
less than 0.01 eV/Å. The final state (product) on the MEP is the octahedral interstitial shown in 
Fig. 7.3. A starting guess for the “climbing” image is obtained by linear interpolation of the initial 
and final states. The coordinates of the atoms in the initial state, climbing image and the final state 
are adjusted such that the center of mass of the system of atoms is at the same point in all three 
states. This procedure is undertaken to remove artificial forces that may arise between the images 
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from offsets in the center of mass. The activation barrier is determined to be 1.69 eV, which is in 
surprisingly good agreement with the experimentally-measured activation energy for Oi injection 
at the Zn-terminated surface (1.67±0.32 eV). However, the saddle point is only 0.1 eV higher in 
energy compared to the i,octO in the first layer suggesting a very small barrier for the backward 
reaction that leads to the annihilation of the interstitial at the surface. The small barrier for 
annihilation would mean that a large fraction of the injected i,octO probably return to their initial 
state subsequent to injection. However, the fate of the annihilated i,octO is unclear. The surface 
adatom which is the initial state probably has a large desorption energy unless it combines with 
another O adatom or annihilated i,octO to form O2 and desorbs readily.  
For the split interstitial in Fig. 7.4a, no saddle point was found along the considered 
injection pathway. The energy increases along the pathway connecting the initial and final state. 
If a saddle point actually exists along this pathway will need further investigation, including other 
pathways for injection.  
7.5. Conclusions 
 A MEP for injection of i,octO from the ZnO (0001) surface into the bulk has been identified 
with a forward activation barrier that matches fairly well with the experimentally-measured 
activation energy for the injection flux. The injected i,octO occupy the open hexagonal channel 
which quite possibly allows fast diffusion of the Oi with a modest migration barrier. Identification 
of injection pathways on the O-terminated ZnO  0001 may be undertaken as part of a future work.  
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7.6. Figures 
 
Figure 7.1 (a) Plan view of the potential energy surface showing equipotential surfaces (grey), the 
minimum energy pathway (MEP) connecting the reactant (R) and product (P) valleys and the 
hyperplane S (dotted) crossing the MEP at the transition state (T). (b) The energy difference 
between the reactant and transition state energy is forward activation barrier and energy difference 
between product and transition state is backward activation barrier.  
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Figure 7.2 Dotted line is the Zn-terminated ZnO (0001) surface. (a) Octahedral oxygen interstitial 
(b) Split (dumbbell) oxygen interstitial. 
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Figure 7.3 Stable octahedral oxygen interstitial geometry on the compensated Zn-terminated ZnO 
(0001) surface containing 0.25 ML of surface Zn vacancies. The (0001) plane is shown in plan 
view (along c-axis). 
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Figure 7.4 Stable split oxygen interstitial geometry on the compensated Zn-terminated ZnO (0001) 
surface containing 0.25 ML of surface Zn vacancies. The (0001) plane is shown in plan view 
(along c-axis). 
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Figure 7.5 A minimum energy pathway for injection of an octahedral Oi at the stable octahedral 
site shown in Fig. 7.3. The activation barrier for injection is calculated to be 1.69 eV which is in 
good agreement with the experimental activation energy (1.67±0.32 eV) for injection of Oi at the 
Zn-terminated ZnO(0001) surface. The octahedral O interstitial is only 0.1 eV lower in energy 
than the transition state suggesting that a large fraction of the injected Oi may return to the initial 
state subsequent to injection.  
 
 
 
 
122 
 
7.7. References 
[1] A. G. Hollister, P. Gorai, and E. G. Seebauer, Appl. Phys. Lett. 102, 231601 (2013). 
[2] D. G. Truhlar, B. C. Garrett, and S. J. Klippenstein, J. Phys. Chem 100, 12771 (1996). 
[3] G. Henkelman and H. Jόnsson, J. Phys. Chem 113, 9978 (2000). 
[4] G. Henkelman, B. P. Uberuaga, and H. Jόnsson, J. Phys. Chem 113, 9901 (2000). 
[5] G. Henkelman and H. Jόnsson, J. Chem. Phys. 111, 7010 (1999) 
[6] P. Erhart and K. Albe, Phys. Rev. B 73, 115207 (2006). 
[7] G. Huang, C. Yang, and J. Wang, J. Phys. Condens. Matter 21, 195403 (2009). 
[8] A. Janotti  and C. G. Van de Walle, Rep. Prog. Phys. 72, 126501 (2009). 
[9] P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964). 
[10] W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965). 
[11] G. Kresse and J. Furthmüller, Phys. Rev. B 54, 11169 (1996). 
[12] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996). 
[13] L. Bengtsson, Phys. Rev. B 59, 12301 (1999). 
[14]  G. Henkelman and H. Jόnsson, UT Austin 
 
 
 
 
 
 
123 
 
Chapter 8: Mechanism for Electrostatic Coupling of Surface Charge to Near 
Surface Defect Redistribution in Rutile TiO2*
 
8.1 Abstract 
The present work employs a combination of isotopic self-diffusion measurements and 
diffusion-drift modeling to identify a unique mechanism for defect accumulation in surface space-
charge layers of TiO2. During oxygen gas-exchange experiments at elevated temperatures, rutile 
(110) surfaces inject charged oxygen interstitials into the underlying bulk [1], the mechanism for 
which is discussed in detail in Chapter 2 and 3. Yet near-surface electric fields attract the injected 
defects back toward the surface, retarding their diffusional migration and leading to longer 
residence times within the space-charge layers. The extended residence time enhances kick-in 
reactions, resulting in measureable pile-up of the isotope.  Related effects probably generalize to 
other related semiconductors. 
8.2 Introduction 
The distribution of point defects near free surfaces (and interfaces) of semiconductors 
influences the operating efficiency of photocatalytic [2, 3], photovoltaic [4, 5], gas sensing [6], 
nanophotonic [7] and electronic devices [8, 9]. For example, the near-surface distribution of 
substitutional dopant atoms in pn [8] and Schottky barrier junctions [9] exerts strong effects on the 
behavior of microelectronic devices. Near-surface accumulation of native defects of photovoltaic 
and photocatalytic semiconductors typically degrades performance due to unwanted 
recombination and trapping of photogenerated charge carriers. Past literature has identified two 
                                                          
* Part of this work has been published: P. Gorai, A. G. Hollister, and E.G. Seebauer, Applied Physics 
Letters 103, 141601 (2013). 
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distinct electrostatic mechanisms by which surfaces (and interfaces) influence nearby defect 
distributions: by potential-dependent defect formation energies [10] or potential-dependent 
changes in defect charge state [8].  In both cases, the experimental manifestation was the pile-up 
of a dopant or an isotopic label of the host material near the surface. The present work employs 
measurements of piled-up isotopic oxygen in rutile TiO2 coupled with numerical simulations to 
describe yet a third mechanism based on field-driven drift of charged defects. 
 A plausibility argument for the existence of such a field-driven effect may be outlined as 
follows.  Under conditions wherein the bulk concentration of a particular point defect lies below 
the equilibrium value, semiconductor surfaces can serve as efficient injection sites for that defect.  
Known examples include Si interstitials injected by Si(100) [11] and O interstitials injected by 
rutile TiO2 (110) [1]. Semiconductor surfaces commonly induce spatial bending of the electronic 
bands in the nearby bulk [12, 13] due to surface reconstructions [14], chemisorption [15], or 
charged surface defects [13]. Concomitant electric fields exist throughout the resulting space 
charge layer. Although diffusion induces the injected defects to spread into the underlying bulk, 
appropriate combinations of electric field direction and defect charge can attract the injected 
defects back toward the surface. In other words, electric drift can retard the diffusional migration 
of the charged defects through the space charge layer, resulting in a longer residence time within 
that layer. The extended residence time causes the defects to pile up. In diffusion experiments 
capable of “freezing” such effects into place (e.g., by kick-in of foreign or isotopically labeled 
interstitial atoms into the host lattice), the degree and spatial extent of the pile-up can be measured. 
The degree of retardation can be estimated roughly as follows. A characteristic residence 
time  of the mobile species within the space charge layer can be calculated for motion by both 
diffusion (random walk) and drift:  
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2
diff
x
 =  
6D
            (1) 
drift
x
 =  
q E


           (2) 
where <x> is the average distance traversed by the charged defect (equal here to the width of the 
space charge layer), D the diffusivity, q the charge on the defect, μ the mobility (approximated by 
Einstein’s equation), and |E| the magnitude of the space charge electric field.  For rutile TiO2 with 
a typical carrier concentration near 1018 cm-3 [16], <x> is roughly 15 nm.  With a band bending of 
0.1 eV [14], the average electric field in the space charge layer is roughly E = 107 V/m. If the defect 
is the oxygen interstitial Oi [1] with a charge of -2 [17], and with D = 10
-7 cm2/s at a temperature 
T = 750C = 1023K (see below), the respective residence times are diff = 0.42 ns and drift = 0.73 
ns.  These two numbers are of comparable magnitude, suggesting that the diffusional and drift 
effects are comparable and that the retardation of motion through the space charge layer is 
substantial. The kinetic opportunity for kick-in to the lattice rises correspondingly, leading to pile-
up that is visible with techniques such as secondary ion mass spectrometry (SIMS) if the defect 
atoms have a mass different from the host atoms. 
8.3 Experimental Procedure 
To seek and quantify such effects, a standard gas-solid exchange method in which rutile 
TiO2 (110) O-face polished crystals (5 mm × 10 mm, MTI Corporation) were annealed at elevated 
temperatures (650-800oC), first in gaseous O2 with natural abundance of isotopes for defect 
equilibration, and subsequently in isotopically-labeled (18O2) gas at the same pressure (P) and 
temperature (T) as the equilibration step. The diffused profiles of isotopic oxygen (18O) were 
measured ex-situ with TOF-SIMS using a PHI-TRIFT III instrument with a cesium ion beam. 
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Further details on the experimental setup and conditions can be found in Chapter 1, 2 and Ref. 1.  
We note, however, that high-quality SIMS measurements are difficult to perform within the first 
few nanometers of the surface of a poor conductor such as rutile.  Charging effects, surface 
cleanliness issues due to the ex situ measurement, instrumental drifts, and other factors all 
complicate the experiment.  Furthermore, the magnitude of the surface potential was not measured 
during the diffusional process, and could have varied from specimen to specimen as often happens 
with semiconductor surfaces that support small amounts of fixed charge.  Thus, although the 
qualitative features of the near-surface profiles shown in this work were quite reproducible, the 
quantitative features often varied from specimen to specimen. 
8.4. Results and Discussion 
Fig. 8.1 shows example diffusion profiles of 18O. The profiles exhibit two clearly distinct 
spatial regimes. At depths greater than about 10 nm, the profile shapes are linear on the 
semilogarithmic scale of Fig. 8.1.  This exponential shape characterizes a rapidly mobile diffusing 
intermediate, which previous work has identified as Oi [1].  At depths less than about 10 nm, the 
profiles depart from the deeper exponential shapes and exhibit pile-up. The magnitude of the 
concentration increase varies between a factor of 5 at 650oC and 1.3 at 800oC, possibly due to the 
factors described above. However, the width of the pile-up zone (~10-15 nm) remains remarkably 
constant, and exhibits no obvious variation with temperature.  
One way to quantify the degree of pile-up is by deviation from the “expected” exponential 
shape near the surface.  That is, the deeper-bulk profile can be extrapolated to the surface, and the 
pile-up defined as the total integrated area between the actual profile and the extrapolated one.  
Such a procedure indicates that pile-up accounts for only 5%, 0.3% and 0.1% of the total number 
of 18O atoms injected into the bulk at 650oC, 750oC and 800oC, respectively. Thus, the 
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hypothesized drift measurably affects only a small fraction of the overall profile, and to a good 
first approximation permits mathematical treatment of the pile-up and deeper-bulk regions to be 
handled separately. A mathematical justification for the independent treatment of the near-surface 
and bulk profiles is discussed in Chapter 10. The bulk region can be analyzed by analytical 
methods described previously [1, 16], but the pile-up region requires a numerical treatment as 
follows. 
A drift-diffusion-reaction model that is appropriate for charged 18Oi injected into natural-
abundance rutile TiO2 must describe the behavior of the isotopic defects in a rapidly mobile (M) 
state.  A complete treatment of the possible interactions is summarized elsewhere [18, 19], but the 
primary species of interest in the present case are the M atoms and their isotopically labeled 
counterparts that have kicked into substitutional (S) sites in the lattice. In dilute conditions, 
wherein the foreign atoms constitute roughly 5% or less of the host atoms, the defect reactions for 
M and S can be quantified [18] by pseudo first-order rates in CM and CS, the respective 
concentrations of M and S. M is a transient species existing in low concentration that may be 
treated as a reactive intermediate in the quasi steady-state approximation such that ∂CM/∂t ≈ 0. 
Under such circumstances, the governing mass transport equations for diffusion, drift and reaction 
of foreign atoms are given by: 
 2M M M M a M g S
C
D C . q C K C K C 0
t

       

      (3) 
S
a M g S
C
K C K C
t

 

         (4) 
2    

           (5) 
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where DM represents the diffusivity of M, q the charge on M, and t the time. Kg and Ka are the 
first-order reaction rate constants for generation and annihilation of M. The mobility μ can be 
approximated by the Einstein’s relation μ = DM/kT, where k is the Boltzmann’s constant. ρ is the 
charge density and χ the dielectric constant. The electric potential ψ and corresponding electric 
field   is determined by solving Poisson’s equation. 
 Eq. (3) requires two boundary conditions and Eq. (4) requires an initial condition, while 
Poisson’s equation requires two boundary conditions at each moment in time.  However, the 
degree of charge redistribution induced by the small concentrations of M permit Poisson’s equation 
to be solved only once (time-independent). For initial conditions on Eqs. (3) and (4), the 
concentrations of S and M are assumed to be spatially uniform throughout the solid. For the 
boundary condition on M at the surface, the net injected flux F(t,T,P) of M is assumed to obey 
Fick’s first law given by:  
M M x 0
D C F(t,T,P)

            (6). 
In the very-deep bulk, we assume no flux of M such that M xC 0  . For boundary conditions 
on Poisson’s equation the surface potential is set to Vs with a numerical value as described below, 
while the potential in the very-deep bulk (beyond the space charge layer) is set to zero.  
We solved this system of differential equations numerically using the FLOOPS software 
package [20]. Necessary parameters values were chosen mostly based upon independent literature 
reports or physical arguments.  The following paragraphs describe the rationale for these choices.   
The fluxes needed for Eq. (6) were determined from the diffusion time and the total number 
of in-diffused atoms in the profiles of Fig. 8.1 (equivalent to the areas under the curves).  Those 
fluxes are of the order of 1012 atoms/cm2s. The initial concentration CS0 was set to the natural 
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abundance of 18O in rutile TiO2 (~1.3×10
20 cm-3). CM0 was set to 1.3×10
15 cm-3 based upon a value 
for formation energy for O interstitials obtained by density functional theory ~1.7 eV [17].  
We do not know a priori the values of Ka and Kg, but these can be estimated from the 
experimental data based upon considerations of steady state in the deep bulk and upon the rate of 
growth of the pile-up region. In the deep bulk, where there are no diffusional or drift fluxes, the 
isotopic concentrations remain constant at all times. This fact implies that for the isotopic mobile 
defects in the deep bulk, the rates of consumption (KaCM) and generation (KgCS) must also be 
equal at all times. Since the ratio of initial concentrations CM0/CS0 is 10
-5, the ratio of Kg to Ka must 
therefore also be 10-5. To obtain estimates for the absolute values of these rate constants, we first 
estimate Ka from the ratio of the kick-in rate of isotopic interstitials (KaCM) in the pile-up region 
to the value of CM in that region. The kick-in rate can be determined directly from the rate of 
growth of kicked-in isotopic concentration CS the pile-up region, since the rate of kick-out is 
negligible in the short-time limit.  That rate is on the order of 1016 atoms/cm3s in the profiles of 
Figure 8.1. The value of CM in the pile-up region is constrained on the lower end by its initial value 
(~1015 cm-3) as indicated above, and on the upper end by the background carrier concentration.  At 
the lower end, we expect CM to be appreciably greater than its background value due to in-diffusion 
of the isotope  at least ~1016 cm-3 is not unreasonable. At the upper end, rutile TiO2 under the 
conditions of our experiment is n-type with the carrier concentration set by the concentration of 
the majority charged species: Ti interstitials [15]. Mobile defect is negatively charged and 
contributes holes to the electronic bands; overall n-type behavior therefore requires the 
concentration of mobile defects to be much less than the n-type carrier concentration of ~1018 cm-
3.  CM therefore must remain below ~10
17 cm-3 not only in the bulk but also in the space charge 
layer. Even with modest amount of band bending (~0.1 eV) and bulk CM ~10
16 cm-3, CM in the 
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space charge region is of the order of 1017 cm-3. Therefore, we infer that Ka should be of the order 
of 100 s-1 while Kg of the order 10
-5 s-1.  
DM can be estimated from the profiles in Fig. 8.1 and the relation [18], where  denotes the 
observed mean diffusion length. The diffusion lengths in Fig. 8.1 are on the order of 3000 nm. 
With Ka = 10
0 s-1 as estimated above, the intrinsic diffusivity DM is 9×10
-8 cm2/s. 
In the absence of surface potential measurements for our samples, we have relied upon 
reported measurements to gauge the degree of band bending Vs near single-crystal rutile TiO2 
(110) surfaces. Alternatively, the reliably measured pile-up profiles can be used to estimate the 
surface potential using the mathematical model presented in Chapter 10. Fig. 8.2a schematically 
shows the downward band bending condition under which the electric field in the space charge in 
an n-type material, such as rutile TiO2, points into the bulk. Electron accumulation near surfaces 
in n-type materials is concomitant with downward band bending, characteristic of an 
accumulation-type space charge rather than depletion. Annealing at high temperatures chemically 
reduces the TiO2 (110) surface by creating oxygen vacancies in the rows of bridging oxygen atoms.  
These vacancies introduce a surface state that is evident in photoemission spectra [15]. It is known 
that the surface oxygen vacancies act as donor-like states [12], resulting in electron accumulation 
in the near-surface region and downward band bending of a few tenths of an eV at room 
temperature. Quantum calculations [21] have shown that the formation energy of surface oxygen 
vacancies on rutile TiO2 are much lower than their bulk counterparts. Even though exposure to 
molecular oxygen at room temperature quenches the O vacancy surface state, at higher 
temperatures, such as those employed in our isotope diffusion experiments (650-800oC), a large 
concentration of O vacancies may be dynamically formed and filled during the course of the 
annealing, thus ensuring at least modest levels of downward band bending with Vs~0.1 eV.  
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Fig. 8.3 shows an example simulation that employs the parameters as estimated above and 
Vs = 0.1 eV. The shape of the deep-bulk diffusion profile beyond the space charge layer is 
exponential-shaped, similar to those observed in the measured profiles (Fig. 8.1) and as expected 
from the analytical treatment [1, 18]. Indeed, when the surface potential Vs is set to zero (or the 
charge on Oi is set to zero), the exponential shape persists all the way up to the surface as expected.  
However, when Vs and the defect charge both differ from zero, and are set as in Fig. 8.2 so that 
the near-surface electric field opposes diffusional motion, pile-up indeed occurs within about the 
first 20 nm of the surface. The bulk diffusion profile remains essentially unaffected by the presence 
of pile-up (Fig. 8.3 inset).   
Neither the parameters in the model nor the reproducibility of the experimental pile-up data 
are sufficient to permit detailed comparisons with each other. We offer an explanation for the 
irreproducibility of the pile-up profiles in Chapter 10. Nonetheless, the model does indicate that 
for realistic parameters in rutile TiO2, the pile-up phenomenon mediated by drift-induced 
retardation of charged Oi diffusion is capable of producing such effects.  The model and 
experiments also largely agree with respect to the length scale over which the pile-up takes place, 
although detailed comparisons would require a more definite measurement of the carrier 
concentration in the TiO2 specimens. 
8.5. Conclusions 
The electrostatic drift mechanism described in this work differs from previously reported 
mechanisms for accumulation of isotopic oxygen (18O) in the space-charge layer near Fe-doped 
SrTiO3(100) surfaces [10] and for pile-up of boron near Si/SiO2 interfaces [8]. In the case of 
SrTiO3, De Souza and Martin [10] point out that the formation energy of O vacancies depends on 
the spatially varying local potential in the space-charge layers. Near SrTiO3 (100) surfaces, the 
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local potential is such that it raises the O vacancy formation energy, thereby lowering their local 
concentration. Consequently, oxygen transport mediated by O vacancies is slower in the space-
charge region near SrTiO3 (100) surfaces. However, this mechanism is probably not operational 
in the present case because the defect intermediate responsible for O transport is a fast-moving 
oxygen interstitial that moves several hundred nanometers, on average, before exchanging with 
the lattice. The mean diffusion length is at least an order of magnitude larger than the observed 
pile-up zone. By comparison, in vacancy-mediated transport the mean diffusion lengths are on the 
order of at most a few nanometers. 
In the case of boron near Si/SiO2 interfaces [8], this laboratory has identified a distinct 
mechanism that involves changes in the charge state of the mobile species (Chapter 11).  A 
sufficient degree of band bending induces the charge state of boron interstitials to change from Bi
+ 
state in the bulk to Bi
- near a suitably prepared Si/SiO2 interface. The near-surface electric field 
attracts Bi
- formed in the space-charge layer towards the surface, thereby promoting exchange with 
lattice Si and eventually leading to B pile-up within the first few nanometers of the interface. An 
additional difference from the present case of rutile (and SrTiO3), wherein the surface serves as a 
net source of mobile defects, B in implanted-Si is released from interstitial clusters within the bulk 
toward the interface that acts as a net sink. Yet both the pile-up of isotopic O in SrTiO3 and of B 
in Si are driven by indirect electrostatic effects, unlike the present case wherein pile-up of results 
directly from drift induced by the electric field.  
The existence of the field-driven mechanism described in this work requires only a 
semiconductor surface that induces band bending and also injects or absorbs mobile charged 
defects that travel many atomic diameters.  Hence, there is good reason to believe the mechanism 
is not restricted to TiO2, but generalizes to other semiconductors as well. 
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8.6. Figures 
 
Figure 8.1. Diffusion profiles for isotopic-labeled oxygen (18O) in single-crystal rutile TiO2 (110) 
samples annealed in 18O2 gas (10
-5 torr) at 650oC, 750oC and 800oC for 90 min. The near-surface 
profile shows pile-up (shaded) of the isotopic label within ~10-15 nm of the surface. The 
exponential profile beyond the pile-up zone represents bulk diffusion [1]. 
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Figure 8.2. (a) Schematic energy band diagram near a rutile TiO2 (110) surface.  Surface defect 
states result in downward band bending, setting up an electric field  x  pointing into the TiO2 
bulk. (b) During annealing, adsorbed isotopic oxygen is injected into the bulk [1] as 18Oi
-2 which 
undergoes electric drift towards the surface. The drift slows down the diffusing interstitials, 
promoting exchange with lattice oxygen (16O) and pile-up near the surface. 
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Figure 8.3. Simulated concentration profiles of isotopic-labeled oxygen (18O) showing near-
surface pile-up (shaded region) for surface potential Vs = 0.1 eV, charge carrier concentration Ne 
= 1018 cm-3 and net injection flux F = 1012 atoms/cm2s. When the near-surface field is absent or 
the injected defects are assumed to be charge neutral, simulations show that pile-up does not occur 
(dashed line). The simulated profile (inset) also confirms that the bulk-diffusion profile remains 
exponential-shaped and unaffected by the presence of pile-up.   
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Chapter 9: Electrostatic Drift Effects on Defect Redistribution near ZnO 
Polar Surfaces*
 
9.1 Abstract 
A unique electrostatic mechanism for defect redistribution in near-surface space charge 
layers in rutile TiO2 has been reported recently [1]. The present work employs isotopic gas-solid 
exchange experiments to show that a similar electrostatic mechanism is operational near polar ZnO 
surfaces, which manifests itself in the form of isotopic oxygen pile-up in first 10-30 nm from the 
surface. The amount of isotopic O pile-up near Zn-terminated (0001) ZnO surfaces increases with 
temperature.  By contrast, the pile-up remains almost constant near O-terminated ( 0001 ) surfaces. 
Application of an analytical model that describes the temporal development of pile-up in the 
present case is used to estimate the surface potential. The activation energy for the buildup of 
surface potential at the Zn-terminated surface is measured to be 1.7±0.3 eV. The widening of the 
space charge region with increasing surface potential at the Zn-terminated surface is found to be 
consistent with the behavior of an accumulation type space charge.  
9.2 Introduction 
The distribution of oxygen defects and dopants near surfaces (and interfaces) of oxide 
semiconductors influences the efficiency of thin film photovoltaic cells [2], nanowire UV emitters 
[3], and memristive storage devices [4].  In nanostructured materials, the bulk lies close to the 
surface, typically within a few tens of nanometers to a few hundreds [5]. At small length scales, 
the high surface to volume ratios result in a strong surface to bulk coupling. One such mode of 
                                                          
* Part of this work will be submitted for publication: P. Gorai and E.G. Seebauer, in preparation (2014). 
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coupling has an electrostatic origin wherein charged bulk defects interact with electric fields in the 
space charge layers near semiconductor surfaces. Past literature has identified three distinct 
electrostatic mechanisms by which surfaces (and interfaces) influence nearby defect distributions: 
by potential-dependent defect formation energies [6], by potential-dependent changes in defect 
charge state [7], or by inducing drift motion of charged defects either in the same or opposite 
direction to diffusion [1]. It is the latter mechanism that manifests itself in the form of near-surface 
isotopic oxygen (18O) pile-up (or valley) in gas-solid exchange experiments in TiO2 (110) [7].  
The present work finds that a similar electrostatic mechanism operates near ZnO polar 
surfaces, and that a band bending of only a few meV can induce significant amounts of pile-up. 
The Zn-terminated (0001) and O-terminated ( 0001 ) ZnO surfaces exhibit major differences in 
the pile-up behavior, partly because of the inherent differences in the injection rate of charged O 
defects [8]. The activation energy of the buildup of surface potential, which is related to the ratio 
of the characteristic times for diffusion to drift of the mobile O defect, is determined to be 
approximately 1 eV on the Zn-terminated surface.  
9.3 Experimental Procedure 
To quantify the effects of the electrostatic coupling between the surface charge with bulk 
defects, we employed a standard gas-solid exchange experiment in which isotopically-labeled 
oxygen gas (18O) were exposed to single-crystals of wurtzite ZnO with polar Zn-terminated (0001) 
and O-terminated ( 0001 ) surfaces at elevated temperatures (540-700oC) under O-rich conditions 
(
2O
P ~ 5×10-5 torr) for 105 min. Before exposure to 18O2, the samples were annealed in oxygen gas 
containing natural abundance of isotopes at the same temperature and pressure for 4 hours to 
facilitate defect equilibration as well as to remove sample to sample variations. The as-received 
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samples had a yellowish tinge and were atomically smooth with root mean square surface 
roughness < 0.5 nm. . The diffused profiles of isotopic oxygen (18O) were measured ex-situ with 
time-of-flight secondary ion mass spectrometry (TOF-SIMS) using a PHI-TRIFT III instrument 
with a cesium ion beam. Further details on the experimental setup and conditions can be found in 
Chapter 1 and 5.  We note, however, that high-quality SIMS measurements are difficult to perform 
within the first few nanometers of the surface of a poor conductor such as ZnO.  Charging effects, 
surface cleanliness issues due to the ex situ measurement, instrumental drifts, and other factors all 
complicate the experiment. Steps were taken to minimize mass interferences from residual H2O in 
the SIMS chamber when measuring 18O concentration profiles. Also, slower sputtering rates (~3.4 
nm/s) were adopted to resolve the near-surface features in the diffusion profiles. The experimental 
conditions were chosen such that the time frame was short enough for the injected label atoms to 
exchange with the lattice, on average, no more than once [9]. 
9.4. Results and Discussion 
 Fig. 9.1 schematically depicts the mechanism [10]. Under special surface conditions [1], 
oxygen from the surface is injected into the bulk of the oxide semiconductor as charged oxygen 
interstitials ( 2
iO
 ) via an active site-mediated mechanism, as discussed in Chapter 3 through 5. For 
downward band bending in the space charge region of a natively n-type material, such as TiO2 and 
ZnO, the near-surface electric field  x points into the bulk. The field-induced drift of the 2iO

injected from the surface opposes the diffusional motion into the bulk, increasing the residence 
time in the space charge region (SCR). The prolonged stay in the SCR increases the opportunity 
for exchange of 2
iO
 with the lattice O via kick-in, resulting in pile-up of Oi. It is conceivable that 
when field-driven drift assists diffusional motion, the residence time of 2
iO
 in the SCR will 
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decrease. The chance of 2
iO
 exchanging with the lattice correspondingly decreases, resulting in a 
valley in Oi concentration.  In an isotopic oxygen (
18O) gas-solid exchange experiment, the labeled 
O marker replaces the existing lattice O over time. The resultant pile-up (or valley) can be 
measured with depth resolved mass spectrometry method such as SIMS. Analysis of the pile-up 
profiles with mathematical models [10] allow the quantification of the electrostatic coupling 
between the surface charge and bulk defects.  
 Figs. 9.2 and 9.3 show example pile-up profiles of 18O in Zn-terminated (0001) and O-
terminated ( 0001 ) polar ZnO, respectively. In general, the diffusion profiles are similar in shape 
to those obtained in rutile TiO2 (110) [10], with two distinct regimes: (1) near-surface (~10-30 nm) 
pile-up of the oxygen marker, and (2) deeper profile extensions into the bulk. The diffusion tails 
are linear on the semilogarthmic scale of Figs. 9.2 and 9.3. The exponential shapes of the deeper 
bulk profiles characterize a rapidly mobile diffusing species, possibly an Oi (Chapter 5). Previous 
work has quantified the amount of pile-up (P) as the total integrated area between the pile-up 
profile and the deeper bulk profile extrapolated to the surface [7].  
In Fig. 9.2, P as well as the width of the SCR appears to increase with temperature in the 
range 540o-700oC. As discussed later, an increasing surface potential (Vs) with temperature could 
explain the increase in pile-up amount and width. The amount of pile-up (P) accounts for 0.1% of 
the total number of 18O injected into the bulk at 540oC and 0.8% at 700oC, which is comparable to 
the degree of pile-up measured in rutile TiO2 [7]. For the O-terminated surface (Fig. 9.3), the near-
surface pile-up as well as the bulk diffusion profiles remain almost unchanged. The pile-up zone 
extends to a depth of ~10 nm from the surface, and P accounts for approximately 0.1% of the 
injected atoms. Thus, the hypothesized drift-induced pile-up measurably affects only a small 
fraction of the overall profile, and to a good first approximation permits mathematical treatment 
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of the pile-up and deeper-bulk regions to be handled separately. A mathematical justification for 
the independent treatment of the near-surface and bulk profiles is discussed in Chapter 10. 
In a continuum approximation, the differential equations that describe drift, diffusion and 
reaction of the isotopic label (18O) in the mobile (M) and immobile substitutional (S) states are: 
 2M M M M a M g S
C
D C q C K C K C 0
t

       

     (1)
S
a M g S
C
K C K C
t

 

         (2), 
where CM and CS denote the concentrations of M and S, DM represents the diffusivity of 
M, q is the charge on M, and t is the time. Ka and Kg are the first-order reaction rate constants for 
kick-in and kick-out of M. Equations akin to (1) and (2) but without the drift term have been 
employed and discussed in Chapter 2 [9].  As in those cases, M may be treated as a low-
concentration reactive intermediate in the quasi steady-state approximation such that MC t 0  
. Operation in the short time limit permits the neglect of the kick-out term KgCS. The mobility can 
be simply approximated by the Einstein’s relation MD kT  , where k is Boltzmann’s constant. 
However, the electric field must be obtained through solution of Poisson’s equation
  2 x     , where ψ(x) denotes the electrostatic potential, ρ(x) is the charge density and 
  is the dielectric constant. The small concentration of M permits use of the time-independent 
form of Poisson’s equation, as the charge density is determined by the hydrogen concentration, the 
primary shallow donor in ZnO [12]. As shown in Chapter 10 [10], Eq. (1) and (2) can be solved 
by discretizing the SCR into intervals of equal widths ∆x such that   within each interval is 
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approximately constant. The solution of the diffusion profile (see Appendix C) in the SCR in the 
ith interval from the surface is 
       S,i S0 1 i 1 i 2 i 3 i i 1 i
Ft
C C exp r x r r x r r x r r x ... r r x                 
  (3), 
where i  and ri are variables defined as: 
2
i i
i 1
2 2
      
      
   
         (4), 
2
i i
i 2
1
r               i=1, 2, 3, ... ,n
2 2
  
   
 
      (5). 
A useful feature of Eq. (3) is that when pile-up of a marker is present, the surface 
concentration CS,1 can be used to estimate the surface potential Vs.  Eq. (3) indicates that at the 
surface (x=0),   
S,1 S0 1x 0
Ft
C C

  

          (6). 
Yet the zero-field concentration at the surface extrapolated from the deep bulk equals Ft   [9, 
11]. For drift directed oppositely to diffusion, 1  is always greater than unity and encapsulates the 
degree of enhancement in the surface concentration of CM and CS. With  measured from the deep 
bulk, and 1  known the absolute magnitude of the surface field ε1 can be calculated.  The value of 
ε1 permits estimation of Vs by classical electrostatic relations.   
 The temperature dependence of λ for the Zn-terminated surface calculated in Chapter 5 is: 
144 
 
o
B
E
exp
k T

 
    
 
           (7) 
where λo is 105.36±0.73 nm and Eλ is 0.28±0.13 eV. Using Eq. (7), the value of λ at any given T is 
determined and used in the calculation of VS from Eq. (6). The Arrhenius plot of VS for Zn-
terminated and O-terminated surfaces are shown in Fig. 9.4. The charge on the Oi is assumed to 
be -2 in the calculation of Vs. On the Zn-terminated surface, Vs increases exponentially by almost 
an order of magnitude from ~0.1 meV at 540oC to ~3.8 meV at 700oC. The activation energy for 
the buildup of the surface potential with temperature is determined to be 1.7±0.3 eV with a pre-
exponential factor of 109.4±1.6 meV. 
 Fig. 9.5 shows the temperature dependence of the pile-up width, which should roughly 
match the SCR width LSC, in Arrhenius form. While LSC remains constant around 10 nm for the 
O-terminated surface, the widening of the pile-up region near the Zn-terminated surface exhibits 
a well-behaved Arrhenius behavior with an activation energy of 0.75±0.15 eV and pre-exponential 
factor of 105.4±0.8 nm. The pile-up zone widens from 7 nm at 540oC to 10, 28, and 35 nm at 600o, 
650o and 700oC.  
Downward band bending in an n-type material results in an accumulation type space 
charge, such as in the present experiments. Assuming an exponentially-decaying (in space) electric 
field in an accumulation space charge [13], as opposed to quadratic decay in a depletion space 
charge, it can be shown that a semilogarthmic plot of Vs versus LSC should be approximately linear. 
In a depletion space charge, the relationship between Vs and LSC is quadratic  SC SL V . A 
semilogarthmic plot of Vs vs. LSC for the Zn-terminated surface is shown in Fig. 9.6. The linear 
plot in Fig. 9.6 confirms that the widening of the space charge LSC is in response to the increase in 
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the surface potential Vs, assuming the carrier concentration remains nominally constant in the 
temperature range 540o-700oC.  
At higher temperatures, thermalized electronic charge carriers tend to significantly flatten 
bands [14] which would lead to a decrease in VS with temperature. Possible reasons for the near-
exponential increase in the surface potential with temperature could include formation of higher 
density of surface states, reconstructions or adsorption-related effects that are responsible for 
downward band bending at the Zn-terminated ZnO (0001) surface. However, reconstructions in 
equilibrium are normally first-order phase transitions that would yield a step function change in 
Vs, rather than an exponential increase.  
It is also possible that the increase in the surface potential has a temporal dependence as 
well. In kinetic processes such as surface defect formation and reconstructions, increasing 
temperature has the effect of accelerating the rate of the process. Is it possible that at 700oC the 
formation of the surface states responsible for band bending is more facile than at a lower 
temperature of 540oC? In the present set of experiments, the crystal is exposed to the isotopic 
oxygen subsequent to annealing in natural abundance oxygen for 4 hr. Kinetic processes such as 
surface defect formation typically reach steady states on time scales much shorter than an hour. 
However, slowly evolving large-scale surface reconstructions that influence the density of surface 
states responsible for band bending may introduce a temporal component to the evolution of Vs.  
9.5. Conclusions 
 The electrostatic mechanism described in this work extends the findings in rutile TiO2 [1] 
to ZnO. Drift-induced slowing down of charged oxygen interstitials that are injected from the polar 
ZnO surfaces manifest as isotopic oxygen pile-up near the surface. At the Zn-terminated surface, 
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the activation energy for the buildup of the surface potential is determined to be approximately 1.7 
eV. The widening of the space charge near the same surface is found to be consistent with the 
exponentially increasing surface potential in an accumulation type space charge. The buildup of 
the surface potential with temperature could be a result of increased surface defect formation or 
temporal acceleration of presently unknown surface processes that lead to increased surface states 
and therefore, larger surface potentials.  
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9.6. Figures 
 
Figure 9.1 (a) Schematic energy band diagram near a ZnO (c-axis) surface.  Surface defect states 
result in downward band bending, setting up an electric field  x  pointing into the ZnO bulk. (b) 
During annealing, adsorbed isotopic oxygen is injected into the bulk as 18Oi
-2 which undergoes 
electric drift towards the surface. The drift slows down the diffusing interstitials, promoting 
exchange with lattice oxygen (16O) and pile-up near the surface. 
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Figure 9.2 Diffusion profiles for isotopic-labeled oxygen (18O) in Zn-terminated ZnO (0001) 
samples annealed in 18O2 gas (10
-5 torr) at 540oC, 600oC, 650oC and 700oC for 105 min. The near-
surface profile shows pile-up of the isotopic label within ~10-35 nm of the surface. The exponential 
profile beyond the pile-up zone represents bulk diffusion [1]. 
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Figure 9.3 Diffusion profiles for isotopic-labeled oxygen (18O) in O-terminated ZnO (0001) 
samples annealed in 18O2 gas (10
-5 torr) at 540oC, 600oC, and 650oC for 105 min. The near-surface 
profile shows pile-up of the isotopic label within ~10 nm of the surface. The exponential profile 
beyond the pile-up zone represents bulk diffusion [1]. 
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Figure 9.4 Arrhenius temperature dependence of Vs for the Zn-terminated ZnO (red) and O-
terminated ZnO (blue) at 5×10-5 Torr. The activation energy for buildup of the surface potential 
with temperature is approximately 1.7 eV for the Zn-terminated surface. Vs remains almost 
constant at the O-terminated surface. 
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Figure 9.5 Arrhenius temperature dependence of LSC for the Zn-terminated ZnO (red) and O-
terminated ZnO (blue) at 5×10-5 Torr. The activation energy for widening of the space charge 
region is obtained from the slope of the Arrhenius plot. LSC for the O-terminated surface remains 
almost constant (~10 nm) with temperature. 
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Figure 9.6 A straight line fit on a semilogarthmic plot of surface potential (Vs) vs. width of the 
space charge region (LSC) confirms that the widening of the space charge region with temperature 
is in response to the increasing surface potential in an accumulation type space charge.   
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Chapter 10: Quantitative Model for Electric-Field Induced Point Defect 
Redistribution near Semiconductor Surfaces*
 
10.1 Abstract 
The spatial distribution of native point defects and substitutional dopants near solid-gas 
and solid-solid boundaries of semiconductors affects the operational efficiency of electronic 
devices.  An electrostatic mechanism has recently been observed for the case of oxygen interstitials 
diffusing in rutile TiO2 wherein near-surface pile-up of an isotopic marker results from a 
combination of electric-field-induced slowing of oxygen interstitial migration and kick-in 
reactions with the lattice. The present work derives a mathematical model to describe the temporal 
development of the pile-up as a function of near-surface band bending and the rate of marker 
injection. The model shows that band bending of only a few meV can induce significant amounts 
of pile-up, and that drift working in the same direction as the diffusional flux should induce a 
valley in the near-surface defect rather than pile-up.  
10.2 Introduction 
The spatial distribution of native point defects and substitutional dopants near solid-gas 
and solid-solid boundaries of semiconductors affects the operational efficiency of photovoltaic [1], 
photocatalytic [2], and microelectronic [3, 4] devices. During fabrication steps that require heating, 
dopant atom segregation [5] or precipitation can occur due to a combination of misfit elastic strain 
[6], chemical potential gradient [7-9] and electrostatic drift. Accumulation of native defects is also 
possible, although the published literature has focused primarily on electrostatic mechanisms [7, 
                                                          
* Part of this work has been submitted for publication: P. Gorai and E.G. Seebauer, submitted (2014). 
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10, 11] by which fixed charge on surfaces influences the spatial distribution of nearby charged 
defects. This laboratory has recently reported [11] experimental evidence for such accumulation 
in the case of 18O2 gas exchange experiments with rutile TiO2, wherein pile-up of substitutional 
isotopic oxygen within several nanometers of the (110) surface results from a combination of field-
induced slowing of oxygen interstitial migration and kick-in reactions with the lattice. However, 
the experiments were not sufficiently precise to establish the temporal development of the pile-up 
or its relationship to the degree of near-surface band bending or the rate of isotope injection. The 
present work derives a mathematical model to describe these relationships. The model shows that 
band bending of only a few meV can induce significant amounts of pile-up, and that drift working 
in the same direction as the diffusional flux should induce a valley in the near-surface 
concentration of interstitial and substitutional marker rather than a pile-up. 
Fig. 10.1 schematically depicts the mechanism [11].  Although the figure is drawn for the 
specific case of oxygen exchange, wherein the majority O-related defect is the oxygen interstitial 
with a charge of –2 (as in TiO2), the basic physics should operate for other semiconductors, other 
charge states for the mobile intermediate, and other chemical species that can exchange with the 
lattice.  The figure is also drawn for downward band bending in the space charge region [12] of an 
n-type material, which results in an electric field  x pointing into the bulk. The field-induced 
drift of 2
iO
  injected from the surface opposes the diffusional motion into the bulk, increasing the 
residence time in the space charge region (SCR). The extended residence time increases the 
opportunity for exchange with the lattice via kick-in. Over time, the labeled species that kicks in 
replaces that existing lattice oxygen, resulting in pile-up that can be measured with techniques 
such as secondary ion mass spectrometry (SIMS). 
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Fig. 8.2 shows schematic profiles of the labeled species that result from this mechanism.  
Refs. 11 and 13 exhibit specific cases obtained for isotopic 18O2 exchanging with TiO2 (110), 
wherein pile-up takes place within the first 10-15 nm from the surface.  Under the conditions of 
those experiments, the time frame was kept short enough so that injected label atoms could 
exchange with the lattice no more than once.  (That is, there was insufficient time for kick-out 
reactions to return the substitutional label to the mobile state.)  Under such conditions, the profile 
shape beyond the SCR is exponential. The amount of pile-up (P) is quantified as the total integrated 
area between the actual profile and the deep exponential profile extrapolated back to the surface, 
as shown in Fig. 8.2(b). 
10.3 Mathematical Model 
In a continuum approximation, the transport equations that describe drift, diffusion and 
reaction of the isotopic marker 18O in the mobile (M) and immobile substitutional (S) states are: 
 2M M M M a M g S
C
D C q C K C K C 0
t

       

     (1)
S
a M g S
C
K C K C
t

 

         (2), 
where CM and CS denote the concentrations of M and S, DM represents the diffusivity of M, q is 
the charge on M, and t is the time. Ka and Kg are the first-order reaction rate constants for kick-in 
and kick-out of M. Equations akin to (1) and (2) but without the drift term have been employed 
and discussed in Chapter 2 [14].  As in those cases, M may be treated as a low-concentration 
reactive intermediate in the quasi steady-state approximation such that MC t 0   . Operation in 
the short time limit permits the neglect of the kick-out term KgCS. 
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The addition of the drift term in Eq. (1) represents a novel addition to the transport 
equations.  The mobility can be simply approximated by the Einstein’s relation MD kT  , 
where k is Boltzmann’s constant. However, the electric field must be obtained through solution 
of Poisson’s equation   2 x     , where ψ(x) denotes the electrostatic potential, ρ(x) is 
the charge density and   is the dielectric constant. The small concentration of M permits use of 
the time-independent form of Poisson’s equation, as the charge density is determined mainly by 
the concentration of charged majority defects.  In the case of TiO2, these defects are Ti
+4. 
Much can be learned about the behavior of pile-up of the marker in the M and S states 
without solving the equations.  For example, replacement of the spatially varying electric field 
 x by the constant average value εavg permits Eq. (1) to be expressed in non-dimensional form 
as: 
2
diff diffM M
M2
drift a
2 2C C
C 0
x ' x '
      
   
       (3), 
where 
M M M0C C C
   and SCx x L  . CM0 denotes the uniform background concentration of M, 
and LSC represents the width of the SCR. The characteristic times for diffusion (τdiff), drift (τdrift), 
and kick-in (τa) are given by,  
2
SC SC
diff drift a
M aavg
L L 1
2           
D Kq
     

       (4). 
The first term in Eq. (3) represents the diffusive contribution to mass transport, while the second 
and third terms respectively represent the drift and kick-in contributions relative to diffusion.  
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The third term in Eq. 3 represents the competition between diffusion and kick-in, which is 
the same both within and beyond the SCR.  Thus, the existence of pile-up does not depend upon 
the ratio τdiff/τa.  As discussed in Ref. 11, a is likely to be on the order of 1 s for typical conditions 
within rutile TiO2, while diff is likely to be on the order of 1 ns.  Definition of a mean squared 
diffusion length according to [11],  
2 = DM/Ka            (5), 
and comparison with the definitions in Eq. (5) above shows that  for Oi exceeds LSC by several 
orders of magnitude. Note that  refers to defect motion by diffusion only, and differs from M’s 
mean distance of travel under the influence of both diffusion and drift. 
The second term of Eq. (3) is more important for determining the behavior of pile-up, 
mainly through the ratio τdiff/τdrift. For example, fast diffusion and weak electric fields lead to a 
small ratio τdiff/τdrift << 1.  In this case, the first term in Eq. (3) dominates the second, and Eq. (3) 
reduces to: 
2
diffM
M2
a
2C
C 0
x '
   
 
         (6). 
That is, the effect of electric field is so small that the spatial profile of M is hardly perturbed.  P 
for the substitutional marker will either melt into the background profile, or if experimentally 
visible, will remain small and build up only slowly over time as shown in Fig. 8.2(a).  By contrast, 
slow diffusion and large electric fields lead to a large ratio τdiff/τdrift >> 1.  This condition makes 
the second term in Eq. (3) dominate the first, leading to the approximation:  
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         (7), 
which is independent of τdiff.  This first-order differential equation leads to a profile of M that 
decays exponentially with depth within the SCR, with a decay length determined by the ratio 
drift/a, and almost all injected defects remain within the SCR (Fig. 8.2c).  
 Although the simplification of constant ε offers useful insights, real semiconductor 
accumulation or depletion regions feature fields whose values vary from point to point. 
Quantitative interpretation of experimental data for the marker therefore necessitates a full solution 
of Eq. (1) and (2).  Eq. (1) requires two boundary conditions; Eq. (2) needs one initial condition; 
and Poisson’s equation requires two boundary conditions. For one boundary condition on CM in 
Eq. (1), we assume the net flux of injected M obeys Fick’s first law:  
 M M M surf M x 0D C D C F             (8), 
where Bq k T  , and εsurf is the electric field at the surface (Fig. 1). If εsurf points into the bulk 
and q is negative, the drift contribution to the flux is negative – i.e., directed toward the surface. 
For the second boundary condition on CM in Eq. (1), we assume no flux of M in the deep bulk such 
that M xC 0  . For the initial condition on CS in Eq. (2), we assume the concentration starts out 
spatially uniform throughout the solid at a value CS0.  For an isotopic exchange experiment, CS0 
would normally equal the natural-abundance concentration. For one boundary condition on Ψ(x) 
in Poisson’s equation, we set the surface potential equal to Vs. For the second boundary condition, 
we set Ψ(x) = 0 in the deep bulk beyond the SCR. 
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The twin assumptions of quasi-steady state for CM and short diffusion times 
 g S a MK C K C  reduce Eq. (1) to a second order homogeneous equation for CM:   
2
M M M a MD C q . C K C 0             (9) 
If ε were constant, Eq. (2) could then be solved for CS in turn by integrating in time.   
To address this complication, the SCR can be discretized into intervals of equal width ∆x 
such that   within each interval is approximately constant. The solution of the diffusion profile 
(see Appendix C) in the SCR in the ith interval from the surface is 
       S,i S0 1 i 1 i 2 i 3 i i 1 i
Ft
C C exp r x r r x r r x r r x ... r r x                 
  (10), 
where i  and ri are variables defined as: 
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      (11b). 
In the absence of an electric field, i  is unity and ir 1   , such that Eq. (10) becomes the bulk 
diffusion profile that matches the previously-derived solution obtained using Fourier cosine 
transforms [14]. Here ε1 is same as εsurf in Fig. 8.1. The amount of pile-up (Pi) within interval i can 
be obtained by integrating Eq. (10) in space between x and x+∆x and subtracting the corresponding 
CS,i in the absence of a field. The total amount of pile-up (P) then is the sum over all Pi: 
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 (12), 
where n∆x = LSC. In the absence of a field, P reduces to zero as expected, when the non-truncated 
exact expression for P (see Appendix C) is considered. The transport parameters F and λ can be 
determined straightforwardly from deep bulk profiles (beyond the SCR) plotted on a 
semilogarithmic concentration scale; the deep profile traces a straight line whose slope and 
extrapolated y-axis intercept determine F and λ, as described in Chapter 2 and 4 [14].  F generally 
can be controlled via substrate temperature and oxygen partial pressure
2O
P . 
The functional forms of Eq. (10) and (12) permit establishment in analytical form of the 
dependence of P on t, F, and Vs.  For example, Eq. (12) shows that P increases linearly with both 
t and F.  Fig. 8.3(a) plots examples of specific numerical solutions of Eq. (12), using parameters 
characteristic of rutile TiO2. The dependence of P on Vs is not as obvious from simple inspection 
of Eq. (12). P varies quadratically with χ, the variable that accounts for the effect of ε. To a first 
order, χ varies linearly with ε. Although the spatial variation of ε differs for accumulation and 
depletion layers, the variation with Vs throughout the SCR is the same in both cases:  ε varies 
linearly with Vs. Hence, P should vary quadratically with Vs. Fig. 8.3b confirms this conclusion, 
again using parameters characteristic of rutile TiO2. 
10.4. Application of Model to Isotopic Oxygen Pile-up in Rutile TiO2 
 In the 18O diffusion experiments described elsewhere [13], P accounts for less than one 
percent of the total number (Ft) of injected marker atoms. In such cases, the profile within the SCR 
is only a small perturbation of the deep profile, so that the two regimes can be treated essentially 
162 
 
independently.  However, if (τdiff/τdrift) is large, the near-surface pile-up becomes substantial, and 
no longer represents a small perturbation of the bulk profile. In such a scenario, only a small 
fraction of the flux escapes the SCR. The resulting deep-bulk profile of S is still a straight line on 
a semilogarithmic scale with slope (1/λ), but the intercept equals    esc SCF t exp L   rather than 
Ft/ as in the zero field [13, 14] case (where Fesc denotes the flux that escapes the SCR), so that 
the extrapolated value of CS also falls below the small-perturbation case as suggested by the y axis 
in Fig. 8.2(c). A large or small (τdiff/τdrift) ratio does not affect the total area under the CS vs. x plot, 
but changes only the fraction (P/Ft) in the pile-up region.  
A useful feature of Eq. (10) is that when pile-up of the marker is present, the surface 
concentration CS,1 can be used to calculate the surface potential Vs.  Eq. (10) indicates that at the 
surface (x=0),   
S,1 S0 1x 0
Ft
C C

  

          (13). 
Yet the zero-field concentration at the surface extrapolated from the deep bulk equals Ft   [13, 
14]. For drift directed oppositely to diffusion, 1  is always greater than unity and encapsulates the 
degree of enhancement in the surface concentration of CM and CS. With  measured from the deep 
bulk, and 1  known the absolute magnitude of the surface field ε1 can be calculated.  The value of 
ε1 permits calculation of Vs by classical electrostatic relations.  In the particular case of 18Oi 
diffusing in rutile TiO2(110), 1  was measured at 2-3 [11] suggesting an enhancement of both CS,1 
and CM,1 by the same factor. This value of 1 leads through Eq. (11a) to ε1 <1 meV/nm for λ=1000 
nm and T=750oC, which in turn leads to Vs of only a few meV for the estimated value of LSC of a 
few tens of nanometers. 
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10.5. Discussion 
 The use of SIMS within the first few nm of a surface is often very difficult to perform 
reliably, although the use of chemical isotopes does help to reduce chemically-related artifacts.  
However, this calculation points to a high degree of sensitivity that SIMS profiling could have in 
determining Vs when other techniques are not available.  Indeed, the small value of Vs implied for 
TiO2 (110) could easily vary from specimen to specimen, consistent with the rather large variations 
in P observed in Chapter 8 [11]. 
Minor adaptation of the derivation starting with Eq. (3) shows that when drift and diffusion 
reinforce each other in the same direction, both CM and CS decrease in the SCR. The extrapolated 
intercept equals Fesct/, where Fesc is now larger than the zero-field value of F so that the 
extrapolated value of CS rises above the zero-field case. Since the SCR ejects mobile atoms more 
rapidly than without the field, the near-surface profiles of M and S exhibit a valley throughout the 
SCR instead of pile-up. The factor 1 is now less than unity, and acts to suppress CS below the 
extrapolated value.   
Our treatment implicitly assumes that F at the surface remains independent of Vs, which 
should be valid for values of Vs and carrier concentrations that are both sufficiently small so that 
ε1 does not alter the potential energy surface for injection. However, high fields stimulate emission 
of atoms into the gas phase, and an analogous phenomenon could exist in principle for defect 
injection.  Indeed, large Vs (~1 eV) coupled with high carrier concentrations (~10
20 cm-3) yield the 
large fields (~109 V/m in TiO2) that are typical for field emission devices [15]. Although carrier 
concentrations approaching 1020 cm-3 have been reported for anatase TiO2 [16], Vs is rarely more 
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than 0.1 eV in metal oxides because of the low density of surface states (unlike semiconductors 
such as GaAs) [17].  
Since Oi are minority defects under the conditions of the TiO2 experiments examined 
specifically here [13], their redistribution in the SCR does not appreciably change the background 
carrier concentration or the space-charge field. The redistribution of the majority defect, Ti+4, on 
the other hand, would cause the carrier concentration and the surface potential to change with time, 
thereby altering the details presented here, but not the basic physical picture.  
10.6. Conclusion 
 The model presented here focuses upon the kinetics of point defect evolution in the case of 
a mobile intermediate interacting with a semiconductor lattice as manifested by marker 
experiments. At equilibrium, the contribution of near-surface electrostatics would yield a defect 
contribution controlled by the formation energy, which is a function of ψ(x) for defects that are 
charged [7, 10].  However, typical process flows for fabrication of electronic devices yield point 
defect concentrations that are often (sometimes deliberately) far out of equilibrium. In the case of 
metal oxides, a possible example might be injecting 2
iO
 to suppress near-surface O vacancies that 
degrade band edge emission in optical devices [18]. Manipulation of Vs would then offer a tool to 
control the injection. We speculate that the effects could generalize from free surfaces to grain 
boundaries in polycrystalline oxides where O vacancies preferentially congregate [19] and induce 
undesired carrier scattering [20].  Controlling the amount of electrically active charge at such oxide 
grain boundaries is possible within limits [21], although the methods remain crude.    
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10.7. Figures 
 
Figure 10.1 Schematic diagram of marker atoms injection into a semiconductor, followed by 
migration as a mobile intermediate that exchanges with the lattice via kick-in reactions.  The 
specific case here is 18O marker migrating as 18Oi
-2 into natural-abundance rutile TiO2. The rate of 
diffusion into the bulk is affected by drift in the space charge region, shown here as opposing the 
diffusional motion. The increased time for kick-in manifests as a pile-up of 18O visible in SIMS. 
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Figure 10.2 The ratio of the characteristic diffusion and drift time determines the amount of pileup 
(P) in the SCR (a) when the ratio τdiff/τdrift is small, P is very small, and the diffusion profile in the 
SCR and bulk can be essentially treated independently. The slope of the bulk diffusion profile (1/λ) 
remains unaffected by near-surface pileup. (b) When τdiff and τdrift are comparable, P increases as 
described by Eq. (10) yet remains a few percent of the total concentration of injected atoms. (c) 
When τdiff/τdrift is large, the profile decays exponentially within the SCR over a length scale that 
may be much narrower than the SCR. P includes most of the injected atoms, and the value of the 
deep-bulk profile extrapolated to the surface decreases. 
167 
 
 
Figure 10.3 Variation of pile-up (P) with net injection flux (F) and surface potential (Vs), with 
parameters characteristic of rutile TiO2 (110) [11]. Exact numerical solution of Eq. (1) and (2) 
confirms the prediction Eq. (12) that P increases linearly with F and quadratically with Vs. The 
carrier concentration was set to 1018 cm-3, resulting in an SCR width ~ 15 nm on a semilogarithmic 
scale suggests that exponential shape best explains the diffusion data. The tail shape facilitates the 
determination of λ and F from the slope and intercept of the straight line. 
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Chapter 11: Continuum Modeling of the Kinetics of Near-Surface Field-
Induced Dopant Pile-up in Silicon during Post-Implant Annealing*
 
11.1 Abstract 
Dopant pile-up within 1-2 nm of Si/SiO2 interfaces during post-implant annealing can 
influence the performance of microelectronic devices using silicon-on-insulator technology or 
super-steep retrograde channels. Pile-up results from changes in the dopant interstitial charge state 
induced by band bending at the interface. But there exists little mechanistic understanding of the 
specific conditions needed for pile-up or of the kinetics of temporal evolution. The present work 
uses continuum simulations coupled with experiments in the case of B implanted into Si to show 
that pile-up requires a zone near the interface wherein the Fermi level exceeds the ionization level 
for dopant interstitials to change their charge state. The spatial extent of pile-up corresponds 
closely to the width of this zone unless the annihilation probability of defects at the interface is 
large.  The time and temperature dependences of pile-up closely track those of the free dopant 
interstitials concentration. 
11.2 Introduction 
Downscaling of microelectronic devices increasingly requires nanometer-scale shape 
manipulation of dopant profiles to optimize the electrical behavior of electronic devices fabricated 
from conventional, III-V, and II-VI semiconductors. For example, in silicon-on-insulator (SOI) 
                                                          
* Parts of this work has been published:  
P. Gorai, Y. V. Kondratenko, and E.G. Seebauer, Journal of Applied Physics 111, 094510 (2012). 
P. Gorai, Y. V. Kondratenko, and E. G. Seebauer, AIP Proceedings 19th International Conference on 
Ion Implantation Technology (IIT) 1496, 253 (2012).  
E. G. Seebauer and P. Gorai, Electrochemical Society Transactions 50, 291 (2012). 
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technology for low-power/low-voltage applications, consistent threshold voltage and sub-
threshold leakage performance requires tight control of active layer thickness [1]. The dopant 
profile in the active top layer critically influences the electrical characteristics, unlike conventional 
CMOS devices where junction depth and overall degree of dopant activation takes center stage [2]. 
In other kinds of devices that incorporate super-steep retrograde (SSR) channels, minimizing 
current leakage requires depletion widths of only a few nanometers, which requires exquisitely 
precise control over the near-interface doping profile [3].  
Doping in such applications is often done via ion implantation followed by annealing.  
Interstitial clusters and extended defects typically form during ion implantation that release 
interstitials of both dopants and the host material during annealing.  These interstitials can 
influence both the migration and electrical activation of the dopants. Since these phenomena occur 
within nanometer-scale device dimensions wherein the ratio of interfacial area to semiconductor 
volume is high, solid interfaces would be expected to interact with the interstitials (and other point 
defects) and thereby exert strong influences upon dopant profile shapes and electrical activation.  
Key physical mechanisms can include defect annihilation at interfacial dangling bonds [4, 5] and 
electrostatic interactions with defects that are charged [6, 7].  
The present work focuses upon dopant pile-up near interfaces. This pile-up differs from 
“uphill diffusion” that has been observed for boron and arsenic dopants [8-10] in Si.  Uphill 
diffusion has typical length scales in the range of tens of nanometers, and has been attributed to 
the presence of defect traps near the interface that cause element segregation [10]. By contrast, the 
pile-up described here occurs within 1-2 nm of the surface or interface [11]. Such shallow depths 
pose special challenges for measurement techniques such as secondary ion mass spectroscopy 
(SIMS), although the existence of such pile-up is firmly established [12]. 
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In past work [1], this laboratory has shown that dopant pile-up originates from changes in 
interstitial charge state due to fixed charge at the interface and the resultant band bending. Other 
works in the literature have also attributed the pile-up of dopants in III-V semiconductors (Zn in 
InP) to strong built-in electric fields in the material [13]. Externally applied electric field in metal 
oxide memristive devices is believed to cause charged oxygen defect drift and subsequent pile-up 
in the vicinity of the oxide/electrode interface giving rise to memory resistive behavior [14]. 
The present work elucidates by modeling and soak annealing experiments the temporal 
evolution of dopant pile-up. We utilize a continuum model that incorporates near-interface band-
bending to deduce the mechanism of pile-up evolution and to determine the characteristic time and 
temperature scales of this kinetic phenomenon. Time scales for typical spike annealing have been 
identified in addition to the determination of a pile-up threshold potential which may have direct 
implications on the transistor electrical characteristics. 
Dopant pile-up affects the sheet resistance of the implanted Si, and the effects propagate 
into threshold voltage in CMOS devices [9]. For a given annealing protocol for the formation of 
these pn junctions, a priori prediction of pile-up (existence) may be useful not only in gauging the 
effect of pile-up on the electrical characteristics of the junction but also in the development of 
protocols that will minimize pile-up effect. 
11.3 Physical Background: Interaction of Point Defects with Interfaces 
Interfaces interact with point defects via two distinct but often simultaneous mechanisms: 
electrostatics and exchange with dangling bonds [15-17]. 
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11.3.1. Electrostatics 
 Interfaces that support fixed charge exert electrostatic effects on charged defects in two 
ways.  The first way involves direct electrostatic attraction or repulsion between the fixed charge 
and the defect, with a force that depends upon the local value of the electric field in the space 
charge region that exists near the interface. In implantation/annealing applications, this effect can 
lead to deepening of the pn junction, which lies well beyond the boundary of the space charge 
region near the interface. The deepening follows from the fact that in most applications, the 
interface and charged defects typically repel each other, leading to a decrease in the annihilation 
rate of interstitials (especially of the host material) at the interface [7]. 
Band bending at the interface sometimes exerts a second effect on charged defects  
namely, a direct influence on the charge state of the defect. During annealing, interstitials that are 
released from interstitial clusters [18] are charged to a degree that depends upon the position of the 
Fermi level position with respect to the ionization level of the defect. For band bending of a 
sufficient magnitude, the majority charge state may change. That change in charge state then 
influences the direct electrostatic interaction between the defect and the fixed charge at the 
interface.  A repulsive interaction may become neutral or even attractive.   
For example, in the case of boron implanted into silicon, the Fermi level in the near-
interface region lies sufficiently high above the ionization level for Bi(+/-) such that locally created 
interstitials take on negative charge, rather than positive. In a similar way, silicon interstitials take 
on neutral, rather than positive, charge. Due to a downward band bending at the Si/SiO2 interface, 
the electric field (~106 V/m) points into the silicon bulk (Fig. 11.1). The negatively charged boron 
interstitials are pulled towards the interface while the neutral silicon interstitials diffuse towards 
the surface uninhibited. Interstitials drifting and diffusing towards the surface may disappear in 
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three ways, (1) re-association with larger growing clusters, (2) annihilation at the interface or, (3) 
for boron, sequestration into the lattice by kick-in reaction. The silicon interstitials are much more 
sensitive to the characteristics of the surface sink.  
While drifting towards the interface, some of the dopant interstitials kick into the lattice 
and some are annihilated at the interface. However, the situation is different for Si interstitials, as 
Si also constitutes nearly all the atoms in the host lattice. Because Si forms the overwhelming 
majority of the lattice atoms, the exchange of an interstitial Si atom with a lattice atom simply 
creates another Si interstitials in almost all cases. Thus, the lattice does not serve as a reservoir for 
Si atoms the way it does for dopant, and the Si interstitials effectively drift directly to the interface 
[4]. With the interface serving as such an effective sink for Si (compared to dopant), the 
concentration of Si interstitials in the near-interface region is severely depleted (relative to dopant), 
thereby reducing the rate of kick-out reactions that would re-mobilize dopant atoms in lattice sites.  
Thus, dopant atoms remain in the lattice longer than they otherwise would, leading to pile-up. 
11.3.2. Annihilation at Dangling Bonds 
In strongly bonded solids such as silicon, the surface serves as an efficient pathway for 
creation and annihilation of point defects because fewer bonds need to be broken than for bulk 
pathways. In ion implanted/annealed systems, the surface acts as a sink for interstitials removing 
a fraction of the excess interstitials from the near interface region. “Active” surfaces with large 
number of dangling bonds result in higher interstitial annihilation rate. There exists both 
computational and experimental evidence that the Si surface and the Si/SiO2 interface is capable 
of removing interstitials, particularly host interstitials. Such ability is well characterized for metal-
alloy/Si interfaces. For example, the effectiveness of the metal-alloy/Si interface as a sink for self-
interstitials for Au diffusion in Si was measured by Lerch and coworkers [19].  
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Interstitials, especially of the host material, are often responsible for enhanced diffusion 
behavior that is caused by knocking out of dopant or foreign atoms. Interstitial annihilation by 
surfaces and interfaces helps reduce effects such as transient enhanced diffusion (TED) of boron 
in Si. The beneficial effects of using active surfaces in the formation of shallower transistor 
junctions, by suppressing TED, have already been demonstrated. In the past, this laboratory has 
quantified the annihilation rate for Si interstitials at the Si(100) surface and has shown for 
implanted isotopically labeled silicon, boron, and arsenic that the surface can act as a controllable 
sink for interstitials by adjusting the degree of surface dangling bond saturation [4, 5]. 
As noted in the previous section, the Si interstitials are more sensitive to the presence of the surface 
sink because of the overwhelmingly large number of lattice silicon atoms compared to boron 
atoms, for which the lattice acts as a reservoir.  
11.4. Experimental Method* 
Boron was implanted as BF2 through the native oxide into a crystalline <100> Si wafer 
(uniformly doped with As at 2.51014 cm-3) at 0.5 keV and fluence of 8×1014 atoms/cm2. 
Specimens of approximate dimensions 1.7 cm  0.7 cm were cut from the wafers and mounted in 
a turbomolecularly pumped high vacuum chamber using Ta clips for resistive heating. 
Temperature was monitored with a chromel-alumel thermocouple junction pressed into a small pit 
drilled into the silicon. Samples were soak annealed at 850oC for 30, 60 and 90 min. The working 
background pressure was in the low 10-8 torr regime. After annealing, diffused B profiles were 
measured ex-situ with point-to-point correction secondary ion mass spectrometry (PCOR-
SIMSSM) developed at the Evans Analytical Group. PCOR-SIMS has a depth resolution of 0.5 nm. 
                                                          
* Experiments were performed by Dr. Yevgeniy V. Kondratenko (PhD Dissertation, UIUC, 2009). 
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11.5. Simulation Method 
11.5.1. Differential Equations 
Experimentally observable B diffusion can be described through the coupled mass 
transport equations for B and Si interstitials, immobile substitutional B, and Si-only and mixed Si-
B clusters. The mass transport equations have the general form for species j 
j j
j
N J
G
t x
 
  
                   (1)
 
where Nj is the concentration, Jj the flux and Gj the rate of generation of the species j. The net 
generation Gj incorporates terms associated with cluster formation/dissociation and kick-in/kick-
out reactions between interstitials and the lattice through the formation of boron interstitial 
complex, 
 
assoc,B ko
dis ki
k k
s i s i i s
k k
B Si B Si B Si    
               (2)
 
The reactions for the clustering of interstitials for pure Si and mixed B-Si clusters are, 
assoc,Si
disso
k
n m 1 i n m
k
B Si Si B Si  
                (3)
 
assoc,B
disso
k
n 1 m i n m
k
B Si B B Si    n+m 8   
               (4)
 
where n and m indicate the number of boron and silicon interstitials in the cluster, respectively. 
The maximum cluster size was set to 8, with the 8-atom dissociation energy equated to that for 
very large cluster.   The consequences of this approximation have been discussed elsewhere [18]. 
The flux Jj term comprising Fickian diffusion and electromigration can be expressed as, 
 jj j j j j
N
J D z N x
x

    
                 (5)
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 
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
  
                  (6)
 
where Dj is the diffusivity and zj is the charge of species j. The mobility µj can be approximated 
by the Einstein’s relation µ=qD/kT, where q is the electronic charge, k Boltzmann’s constant and 
T temperature in K. The electric potential Ψ is determined by solving Poisson’s equation, the 
negative gradient of which gives the electric field ε(x).  
B diffusion profiles were simulated using the software package FLOOPS 2000 [20]. A 
priori estimates of the kinetic and diffusion parameters within the software were determined by 
maximum likelihood estimation (ML) and maximum a posteriori (MAP) estimation [21]. The 
formulation of the diffusion model that takes into account the band bending induced near-interface 
electric field has been discussed in detail elsewhere [1]. 
11.5.2. Boundary and Initial Conditions 
Eqs. (1) and (5) require suitable boundary conditions, especially for the diffusing 
interstitials.  The effectiveness of the surface in annihilating B and Si interstitials was quantified 
by the surface annihilation probabilities, SB and SSi respectively, which are incorporated in the 
model boundary condition as 
k
k total,k k i i
x 0
N
-D J S    where k=Si ,B
x 


               (7)
 
where Jtotal denotes the total impinging flux of interstitials [3]. The annihilation probability S is 
analogous to the sticking probability for a gas on a surface. The condition S=0 corresponds to a 
perfect reflector, while S=1 represents a perfect sink. The Si wafer is modeled as a semi-infinite 
medium with a no-flux boundary condition at very large depth, which in this model is set to 1 µm. 
The functional form of S represents an active question in materials science.  For free Si 
surfaces that are nearly atomically clean, the coverage of certain adsorbates exerts a strong effect 
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[22].  Other workers have postulated a self-poisoning effect of Si interstitials [23], although little 
evidence was available for such an effect. Recent studies in this laboratory for B-implanted Si in 
the presence of a SiO2 interface have successfully modeled diffusion profiles with a constant value 
of S for both Si and B interstitials [18, 24]. Those simulations assumed annihilation probabilities 
for Sii and Bi that are equal to each other, and extensive simulations in the present work have 
shown that the near-interface profile shape is relatively insensitive to differences in the interstitial 
annihilation probabilities. Hence, SB=SSi was used for all of the present simulations. The value 
was selected to be S=2.5×10-5, which lies within the typical range of values for S that seems to 
characterize Si and B at the Si/SiO2 interface [24].  
Poisson’s equation ( 2    , where ρ is charge density and ε is permittivity) requires 
boundary conditions. The following boundary condition was employed to describe near-interface 
band bending 
     v ix 0, t E T / q V / q   
               (8)
 
The interface Fermi energy is set to lie at the potential Vi above the valence band maximum Ev, 
independent of time and temperature. The independence assumption is an approximation for 
computational convenience; experiments do show variation in band bending with time and 
temperature13. However, at the typical spike and flash annealing temperatures, the time scale at the 
peak temperature where majority diffusion takes place is many orders of magnitude lower than the 
time constant for disappearance of band-bending. Typically Vi varies between 0 eV to 0.4 eV [25] 
with respect to the Fermi level just after implantation and before annealing. Other factors that 
influence Vi include implantation conditions and interface chemistry, although those effects were 
not examined in detail here. 
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The initial condition for Bi run was derived from an experimental as-implanted profile, with the 
assumption that 20% of the implanted boron enters substitutional sites. The initial condition for 
the Si interstitials was set based on the “+1” model [26]. 
11.5.3. Charge States and Ionization Levels 
Eqs. (1) and (5) show explicitly a dependence upon Ψ through the electric field ε(x).  
However, there exists an additional implicit dependence upon Ψ through the influence of the local 
potential on the majority charge state of the interstitials. The preponderant charge state for each 
interstitial varies with Ψ according to Fermi-Dirac statistics and the value of the ionization energy 
E* [15, 17]. For computation tractability, the mass balance equations can be setup to track the total 
concentration of each type of defect (including charged) instead of each charged defect. Such an 
approach assumes that the defects reach their thermodynamically favorable charge state on a time 
scale faster than defect motion and reaction. The individual concentrations of the charged species 
are then calculated from the total concentration using the value of Ψ and Fermi-Dirac statistics.  
Based on previous simulations [27], we have employed the Sii ++/0 and the Bi/+ 
transitions. The ionization levels of such species tend to track the conduction band and valence 
band respectively as the temperature varies and the band gap changes [15, 25, 28, 29]. An effective 
ionization level EBi
* (+/-) of 0.33±0.05 eV was employed, valid at room temperature. This 
ionization level was assumed to scale as the band gap with increasing temperature, as show in Eq. 
(9) 
 
 
 i
g*
B
g
E T
E T 0.33 eV
E 298K
 
               (9)
 
For Si interstitials [6], we set ESi
*equal to 0.12±0.05 eV for the room-temperature value. 
This acceptor level should track the valence band as the temperature rises.  
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i
*
Si VE T E T 0.12 eV 
              (10) 
11.5.4. Quantification of Dopant Pile-up 
One can envision more than one way to quantify the amount of dopant pile-up for 
example, in normalized vs. absolute terms, or in excess vs. total numbers.  In this study, we chose 
to quantify the pile-up (P) as the excess number of dopant atoms (per cm2 of implant area) in the 
near-interface region where the concentration gradient would typically point toward the surface 
but instead points into the bulk.  The spatial extent of the pile-up region is taken to fall between 
the interface and the position in the bulk at which the concentration gradient is zero (i.e., d[B]/dx 
= 0).  Concentrations of dopant within this region that exceed the concentration at the point where 
d[B]/dx = 0 are defined as contributing to P. In formal mathematical terms,  
 
minX
min
0
P [B] x [B]  dx             (11) 
Fig. 11.2 and 11.4 shows a pictorial representation of Eq. (11) for several example profiles. 
11.6. Results and Discussion 
11.6.1. Temporal Behavior of Experimental Pile-up 
 Several early studies [30, 31] regarded the dopant pile-up as a metrological artifact. 
However, more recent published work disagrees. Shima and coworkers [11] employed SIMS 
conducted from the front and back sides of the implanted sample to conclude that the pile-up 
observed within 0.6 nm from the interface is genuine. The present work provides additional 
nuance. Fig. 11.2 shows examples of as-implanted and annealed profiles (30 min, 850oC). The 
annealed profile shows classical transient enhanced diffusion behavior, with the junction (taken at 
a B concentration of 5×1018 cm-3) deepening from 13 nm to 96 nm. The annealed profile also 
exhibits a small amount of pile-up within the first 1 nm of the interface (Fig. 11.2 inset). Note that 
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pile-up was consistently found to be absent in several measurements of various as-implanted 
samples. 
In an attempt to study the effect of annealing time on pile-up behavior, samples were soak 
annealed for 30, 60 and 90 min at 850oC. Fig. 11.3 shows there is no significant change in the 
amount or shape of the pile-up. With no prior knowledge of the time scales for pile-up growth, 
experimental determination of transient behavior was deemed to be an uncertain and potentially 
time-consuming venture. Simulations are more suited to such an exploratory purpose. 
11.6.2. Temporal Evolution of Pile-up 
Pile-up cannot occur during annealing until the dopant locked in interstitial clusters is 
released. Thus, the kinetics by which P evolves should depend upon the kinetics of cluster 
dissociation. Since the dissociation energy of clusters in Si is essentially constant for large clusters, 
and generally decreases below sizes of about 15 atoms. For large implant doses such as those 
considered here, the most numerous clusters present initially are typically large ones.  Therefore, 
the substantial majority of released interstitials originate from the larges clusters that are capable 
of dissociating at a given temperature. When such clusters dissociate, the initial step of breakup 
occurs via standard first-order kinetics. But as the clusters decrease in size, the dissociation energy 
also decreases, which results in a progressive acceleration of the dissolution until it is complete. 
In soak annealing, one would therefore expect to observe a rapid increase in the rate of release of 
interstitials, followed by a leveling off and slow decrease as the clusters become exhausted. 
To verify this picture, soak annealing of implanted boron was simulated, and the resulting 
profiles were analyzed to determine P as a function of time t. Fig. 11.4 shows example profiles for 
a dose of 8×1014atoms/cm2, soak annealed at 850oC for times between10-1and 103 s. A value of 
S=2.5×10-5and Vi =0.4 eV was used. Boron piles up within 0.6 nm; this depth is roughly the same 
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scale as the 0.6 nm observed by Shima [11] and with the experimental profiles measured here (~1 
nm, with spatial resolution of 0.5 nm). 
Fig. 11.5a shows a log-log plot of the corresponding temporal evolution of P. P indeed 
grows very rapidly at first before reaching a maximum at 1-2 s, followed by gradual decay over 
103-104s. The simulation confirms the experimental observation of Fig. 11.3 that little change in P 
occurs for annealing times of 30-90 min (1800-5400 s).  
Detailed examination of all defect species during the simulations confirms the basic picture 
outlined above. The buildup results from the release of interstitials (both B and Si) during the 
dissociation of interstitial clusters, followed by the rapid kick-in of B into the lattice. The slow 
decay results from kick-out of substitutional boron resulting from the residual background Si 
interstitials remaining as cluster dissociation winds down.  Fig. 11.5b illustrates these points. At 
850oC, all but the largest clusters dissociate rapidly during the first 1-2 s of annealing, and then 
settle to low steady-state concentrations. The largest clusters have the highest dissociation energy 
(3.8eV) and do not dissociate appreciably at this temperature. The concentration of these clusters 
actually grows slightly during the first 1-2 s due to re-accretion of interstitials onto a small 
proportion of smaller clusters. But thereafter, the largest clusters undergo very slow dissociation 
to release mainly Si interstitials. This low background of Sii then kicks out a small fraction of 
substitutional B, which disappears mostly into the surface or the deep bulk. 
To obtain an effective rate constant for pile-up evolution in the early phases, we fit the 
temporal evolution of P using a phenomenological rate expression in which the pile-up grows 
exponentially in time:  
    ktP T P 0,T e
          (12)
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Such an exponential rate expression adequately describes the early stages of P evolution, with 
correlation coefficients r2=0.98-0.99. Fig. 11.6 shows some typical examples. The inverse of the 
effective rate constant (k) extracted from this fit gives the characteristic time constant τ = 1/k of 
pile-up growth. 
11.6.3. Temperature Dependence of Early Pile-up Evolution 
The slope of the Arrhenius plot of τ yields the effective activation energy Ea for the initial 
growth of pile-up. Fig. 11.11 shows such plots for two representative values of Vi. The data exhibit 
slight scatter that may originate from small deviations from exponential behavior in the plots of P 
vs t.  However, Arrhenius behavior is generally obeyed in Fig. 11.11. 
Ea exhibits very little dependence on Vi, with Ea= 3.2±0.1eV (Figure 11.11a) and 3.2±0.3 
eV (Fig. 11.11b) at Vi=0.3 and 0.4 eV, respectively. These values are fairly close (7-8%) to the 
dissociation energy of 2.96 eV for the next-to-largest clusters (compared to 3.69 eV for the largest 
clusters). The correspondence between the cluster dissociation energy and activation energy for 
build-up in P provides further evidence that the dissolution of the next-to-largest clusters at 
T=850oC triggers the pile-up process in this temperature range.  
11.6.4. Minimum Threshold inVi for Pile-up to Occur 
Change of the dopant interstitial charge state lies at the heart of the explanation for band 
bending induced pile-up. Favorable conditions for pile-up occur when the Fermi level near the 
interface lies above the ionization level EBi
*(+/-). This condition ensures that locally generated 
boron interstitials take on a negative charge and drift towards the interface under the influence of 
the electric field. The interface potential (Vi) is important in this regard as it determines the degree 
to which the EBi
*(+/-) ionization level is lowered near the interface. The need for crossover of the 
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Fermi level and the ionization level EBi
*(+/-) implies that Vi must exceed a threshold value for pile-
up to occur.  
Fig. 11.7 and 11.8 illustrate this concept. At 850oC, Eq. (9) yields a value for EBi
* of 0.23 
eV. When Vi< 0.23 eV, the ionization level EBi
* lies above the Fermi level at all depths in the 
vicinity of the interface, as shown in Fig. 11.7a for the example case of Vi=0.22 eV. No pile-up 
occurs. But for Vi= 0.4 eV (which exceeds 0.23 eV), EBi
* lies below the Fermi level between the 
interface and a depth of about 0.3 nm (Fig. 11.8a). Boron pile-up does occur under this condition.  
The threshold value of Vi required for observing pile-up equals the ionization potential 
EBi
*. Since EBi
* has a temperature dependence, the threshold value of Vi has one as well. For 
example, at 900oC, 1000oC and 1050oC, the threshold Vi for observing pile-up are 0.208 eV, 0.198 
eV and 0.192 eV, respectively. 
Simulations showed that the spatial extent of the pile-up (generally about 0.3 nm in Fig. 
11.4) corresponds closely to the width of the crossover zone wherein EF exceeds EBi
*. Fig. 11.8 
shows this effect very clearly.  We surmise that such behavior generalizes to other dopants.  Thus, 
with good modeling of the spatial variation of the electric potential within the semiconductor and 
knowledge of Vi, one could use the width of the pile-up region to determine the value of the 
ionization level, which in general is not easy to measure experimentally. 
Extensive simulations showed that ESi
* can also cross the Fermi level near the interface, 
but such crossovers affect only the degree of pile-up, not its existence.  When crossovers do occur, 
the Si interstitials change their charge state from positive (+2) to neutral. Because EBi
* lies above 
ESi
*, the region within which ESi
*crosses over the Fermi level is wider compared to that for EBi
* 
(Fig. 11.1). The neutral Si interstitials in the crossover region experience no electrostatic force, 
and congregate in the near-interface region.  This congregation increases the B kick-out rate and 
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thereby reduces P. A larger spatial extent of the region for ESi
* crossover results in more reduction 
in P. However, the width of the pile-up region remains unaffected by the spatial extent of ESi
* 
crossover. 
11.6.5. Coupled Effects of Interface Potential and Annihilation Probability 
The value of Vi determines whether negatively charged Bi form, and the flux of this species 
that moves toward the surface (kicking into the lattice along the way). But that flux is also 
influenced by the value of the annihilation probability S.  If S is large, one can imagine that flux 
of dopant interstitials toward the interface will be very large, to the point that diffusion may 
dominate drift.  In such cases, the dopant interstitials will simply disappear into the interface before 
kicking into the lattice, resulting in little or no pile-up.  However, if S is very small, the dopant 
interstitials will be trapped in the near-interface region by the electric field and will have much 
more time to kick into the lattice.  
To test for such effects, we examined the combined effects of Vi and S for an as-implanted 
boron dose of 8×1014 atoms/cm2, T=850
oC, a range of values of S (10-7 – 10-4) and Vi (0-0.4 eV). 
Such ranges are typical of oxide interfaces commonly encountered in electronic device processing 
[32]. Note that for a free surface (as distinct from a solid-solid interface), the value of S can be 
controlled rather easily over a wide range by various forms of chemical treatment [4]. Vi is also 
controllable to some extent at surfaces and interfaces, although the phenomenology is more 
complicated. 
Fig. 11.9 shows a summary of the results; in the range of 10-7 – 10-4, variations in S cause 
rather minor changes in P. The exact behavior is a bit complicated, but for values of Vi near the 
threshold for initiating pile-up, P generally increases as S decreases. By contrast, Fig. 11.10 shows 
a case for a much larger value of S = 0.5.  Under such conditions, there is no pile-up at all. 
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11.6.6. Pile-up During Spike Annealing 
In order to test these ideas for a temperature trajectory more characteristic of conventional 
wafer processing, a typical spike annealing protocol (Fig. 11.12) was employed within the 
simulations with Tmax=1050
oC. Vi was set at 0.4 eV, which is typical of an implanted interface 
[32], and exceeds the threshold throughout the spike. Fig. 11.13a shows the boron concentration 
profiles at the initiation, top and completion of the spike, and Fig. 11.14 shows the corresponding 
values of P. It is clear from Fig. 11.14 that pile-up reaches its maximum value at the peak of the 
spike. The simulations also showed a good correlation between the average degree of crossover 
(throughout the profile) and the magnitude of P.  
From a technological point of view, increasing the peak temperature decreases the 
threshold value of Vi needed for pile-up formation. The reason is that increasing the temperature 
results in lowering of the ionization level EBi
* (+/-) due to narrowing of the band gap (Eq. 9). The 
threshold potential, which is numerically equal to the ionization level EBi,
* consequently goes 
down. Thus, for spike annealing with Tmax ~1000-1200
oC pile-up may occur for interface potential 
as low as 0.2 eV (by Eq. 9). However, this prediction rests upon the assumption that Eq. 9 
approximately represents the correct temperature dependence of the ionization level EBi
*. In a 
scenario where the ionization level EBi
* is tethered at a constant energy distance (eV) from either 
the valence or conduction band, the threshold potential still equals the ionization level but remains 
independent of variations in temperature. Since the peak pile-up (point 5 in Fig. 11.14) depends 
upon the initial dopant dose, the residual pile-up in the decay phase (point 6 and beyond in Fig. 
11.14) should retain some memory of the peak pile-up in the temperature trajectory. However, the 
relative decrease in P from point 4 to 6 (normalized to P itself) would probably remain largely 
independent of P. 
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11.7. Conclusions 
The results presented here offer a much clearer picture of the conditions under which 
interfacial dopant pile-up can arise for B implanted into Si, and the effects of parameters such as 
annealing time, temperature and interface condition (as quantified by the annihilation probability 
and band bending).  A minimum threshold potential exists for pile-up to occur, which could 
propagate through in complicated ways into final device performance.  The effects depend mostly 
upon the position of the near-interface Fermi level with respect to the ionization level of dopant 
interstitials, although the position with respect to host interstitials also plays a small role.  The 
basic outlines of this picture should be extendable to other semiconductors [13, 14] and dopants 
for which pile-up has a similar electrostatic origin.  
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11.8. Figures 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.1 Schematic potential energy diagram for electrons near a defected interface of p-type 
silicon with SiO. Fixed charge within the interface defects sets up an electric field ε(x) pointing 
into the Si bulk. The field repels positively charged defects away from the interface. During 
annealing, boron interstitials are released throughout the bulk via the dissolution of clusters. Near 
the interface, the band bending can cause the ionization level for changing Bi charge state to cross 
the Fermi level and assume negative charge. These interstitials then drift towards the interface and 
contribute to dopant pile-up. 
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Figure 11.2 Experimental profiles for boron concentration in as-implanted (500 eV and 
8×1014atoms/cm2) and soak annealed sample. The inset figure shows dopant pile-up (P) within 1 
nm of the Si/SiO2 interface in the annealed material. 
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Figure 11.3 Experimental profiles for boron concentration in samples soak annealed for 30, 60 
and 90 min at 850oC. No significant change in pile-up is seen, suggesting pile-up evolved on a 
much shorter time-scale. 
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Figure. 11.4 Simulated boron concentration profiles showing the temporal evolution of pile-up on 
a time scale ranging over 10-1 -103 s. Annealing temperature of 850oC was used to match the 
experimental conditions. The excess boron atoms that constitute pile-up (P) are indicated by the 
shaded region under the curve. 
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Figure 11.5 (a) Temporal evolution of P at 850oC calculated from profiles shown in Figure 11.4. 
Pile-up initially grows rapidly, reaching a maximum around 1-2 s, before gradually decaying on 
the longer time scale. (b) Simulated cluster size 3-8 dissociation under similar conditions shows 
that the time scale for pile-up evolution closely matches that for clusters that dissociate. 
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Figure 11.6 Semilog plots of P vs t during the rapid growth phase of pile-up. Value of correlation 
coefficient r2=0.98-0.99 suggests good exponential fit of P in t at 850oC and 900oC. Semilog plots 
at temperatures between 800-1000oC exhibited good exponential fit in time. 
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Figure 11.7 Relation between change of predominant charge state Bi concentration and EF (a) 
Simulated charged [Bi] at V=0.22 eV showing no change in the predominant charge state in near-
interface region. No pile-up is observed. (b) Band energy diagram corresponding to Vi=0.22 eV at 
t=1s, which is the time-scale when pile-up reaches a maximum. EBi (+/-) lies above EF, referenced 
at 0 eV, in the near-interface region resulting in no change in predominant Bi charge state. 
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Figure 11.8 Relation between change of predominant charge state Bi concentration and EF (a) 
Simulated charged [Bi] at V=0.4 eV (above pile-up threshold) showing change in the predominant 
charge state in near-interface region. Pile-up is observed. (b) Band energy diagram corresponding 
to interface potential V=0.4eV at t=1s, which is the time-scale when pile-up reaches a maximum. 
EBi (+/-) lies below EF in the near-interface region and the crossover region is in good agreement 
with the width over which EB lies below EF. 
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Figure 11.9 Pile-up variation with interface potential (Vi) and annihilation probability (S) at 
T=850oC. The maximum pile-up under a given condition is shown on the plot. Under favorable 
interface potential conditions, pile-up (P) is highly sensitive to Vi and only slightly sensitive to S. 
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Figure 11.10 Example of a simulated boron profile showing the effect of annealing in a system 
having a large annihilation probability S. Almost all B interstitials drifting towards the interface 
are annihilated there, resulting in no pile-up. 
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Figure 11.11 Arrhenius plot of characteristic time constant (τ) describing the temporal evolution 
of pile-up at Vi=0.3 eV and Vi=0.4 eV in the temperature range 800-950 
oC. 
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Figure 11.12 Annealing program for spike annealing with peak temperature of 1050oC. Labels 1-
6 indicate the points on the temperature trajectory corresponding to the profiles shown in Figure 
11.13 and Figure 11.14.  
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Figure 11.13 (a) Simulated boron concentration profiles showing pile-up at points during a typical 
spike annealing shown in Figure 11.8. Interface potential is set to 0.4 eV, above the predicted pile-
up threshold. (b) Corresponding change in predominant Bi charge state concentrations (solid for 
Bi
- and dashed for Bi
+) is in agreement with the observed pile-up.  
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Figure 11.14 Temporal evolution of pile-up (P) during a spike annealing with Tmax=1050
oC as 
shown in Figure 11.8. Pile-up reaches a maximum around the peak temperature.  The curve 
represents a guide to the eye. 
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Appendix A: Analytical Model for Quantifying Defect-Mediated 
Self-Diffusion in Oxides
 
Mass transport equations describing diffusion and reaction of mobile species (M) and stagnant 
substitutional species (S) 
2
M M
m a M g S2
C C
D K C K C
t x
 
  
 
        (1) 
2
S M M
M 2
(C C ) C
D
t x
  

 
         (2) 
Assuming quasi-steady state for mobile species (m), we get 
MC 0
t



           (3) 
Eq. (1) and (2) simplify to 
2
M
M a M g S2
C
D K C K C 0
x

  

        (4) 
2
S M
M 2
C C
D
t x
 

 
          (5) 
The mean diffusion length of the mobile species (M) is defined as,  
M
a
D
K
             (6) 
where Dm is diffusivity of M, Ka and Kg are pseudo first-order rate constant for annihilation and 
generation of M.  
 
 
 
205 
 
1. Initial and Boundary Conditions 
Initial condition is the constant equilibrium concentration of M and S. For solving Eq. (4) and 
(5), only the initial condition for S is needed.  
S S0C (x,0) C (x)           (7) 
M M0C (x,0) C (x)           (8) 
The flux boundary condition for M is a function of time i.e. it changes with the evolution of the 
adsorbed gas surface coverage or temporal changes in the injection. We assume Langmuir 
adsorptive dissociation.  
2
M
S s o o
x 0
C 1
D k J S
x 1 t
 
   
  
        (9) 
2
s o oM
x 0 S
k J SC 1
x D 1 t
 
   
  
         (10) 
 
2
M
x 0
C 1
A T
x 1 t
 
   
  
         (11) 
where ks is the rate constant for injection of interstitials (function of T only), Jo is gas flux given 
by the Knudsen-Hertz equation ( o
p
J
2 mKT


) and So is the sticking probability for a clean 
surface (zero coverage). β is given by, 
o o
o
J S
 

, where ρo is the density of adsorption sites on the 
surface. All the temperature-dependent constants have been grouped into a single T-dependent 
parameter A(T). The surface coverage (c) in Langmuir dissociative adsorption is given by,  
t
c
1 t



           (13) 
Also, as x→ ∞ (deep bulk condition) 
S S0C (x, t) C            (14) 
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M M0C (x, t) C           (15) 
The deep bulk condition for the concentration CM and CS leads to another condition 
 g S0 a M0K C K C 0   x           (16) 
Condition (16) ensures that the background concentration is maintained deep in the bulk. There 
is no diffusive contribution in Eq. (4) for deep bulk and the concentration of CS and CM is equal 
to Cso and Cmo (Eq. 14 and 15). Eq. 4 reduces to Eq. 16 for deep bulk. This condition means the 
exchange between the mobile and substitutional species at the background concentration is at 
equilibrium.  
2. Change of Variables and Fourier Cosine Transforms (FCT)  
The solution utilizes Fourier cosine transform (FCT). Application of FCT require that as the 
variable approaches infinity, the function should approach zero.  Mathematically,  
 
x
Lt f x 0

            (17) 
This requires a change of variables in the present case.  
M M M0C C C            (18) 
S S S0C C C             (19) 
Substituting the new variables in Eq. 4 and 5, we get 
2
M
M a M g S2
C
D K C K C 0
x

  

        (20) 
2
S M
M 2
C C
D
t x
 

 
          (21) 
The initial and boundary conditions transform accordingly as, 
SC (x,0) 0            (22) 
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MC (x,0) 0            (23) 
 
2
M
x 0
C 1
A T
x 1 t

 
   
  
         (24) 
SC (x , t) 0            (25) 
MC (x , t) 0            (26) 
Properties of Fourier Cosine Transforms (FCT)  
   c
0
2
Fˆ F f x f x .cos x dx

         
       (27) 
where Fc[f(x)] is the FCT of the function f(x). The inverse FCT is given by, 
  1c
0
2ˆ ˆf x F F F.cos x d

           
       
 (28) 
The double derivative FCT property that is used in the solution is, 
 2 2
c 2
x 0
d f x 2 dfˆF F
dx dx 
 
   
 
        (29) 
The above property requires that the asymptotic condition (Eq. 17) is satisfied. Hence, the 
change of variables that ensures that f(x), in this case CM and CS, decay to zero in the bulk of the 
material.  
3. Solution 
Taking the FCT of the mass transport equation (Eq. 20) gives, 
2 M
M M a M g S
x 0
dC2ˆ ˆ ˆD C K C K C 0
dx

 
     
  
      (30) 
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Eq. (30) is an algebraic equation. Rearranging and collecting the terms together, we can solve for 
CM in terms of CS as follows: 
M
g S M
x 0
M 2
M a
dC2ˆK C D
dx
Cˆ
D K




 
        (31) 
Taking FCT of Eq. (21) and substituting CM in terms of CS results in a first-order linear ODE that 
can be easily solved after making short time assumption. 
Lets substitute the following for the sake of simplification, 
   
2
M
x 0
dC 1
f t A T
dx 1 t

 
    
 
        (32) 
 
2
M gS M a
S2 2
M a M a
ˆ D KC D K2
Cˆ f t
t D K D K
   
             
      (33) 
Eq. (33) is a linear first-order ODE. The solution of Eq. (33) is given by, 
 
t
t t t M a
S o 2
M a0
D K2
Cˆ C e e e . f t dt
D K
  
  
    
    
     (34) 
2
M g
2
M a
D K
D K

 
 
          (35) 
where Co is a constant that can determined from the initial condition.  
Using the initial condition for CS, we get Co=0 such that Eq. (34) reduces to only the second term 
on the right hand side, 
 
t
t t M a
S 2
M a0
D K2
Cˆ e e . f t dt
D K
 
  
    
    
       (36) 
In order to get the real space solution, we need to take the inverse FCT of Eq. (35). Using the 
definition of inverse FCT (Eq. 28), we obtain the solution for CS as 
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 
t
t t M a
S 2
M a0 0
D K2
C e e . f t dt cos x.d
D K

 
    
      
      
      (37) 
Substituting M
a
D
K
   
 
t 2
t t a
S 2 2
0 0
K2
C e f t e . cos x.d dt
1

 
    
      
       
       (38) 
where, 
2 2
g
2 2
K
1
 
 
  
           (39) 
2 2
g2 2
t K t
1
 
 
  
 
In the short time limit, Kgt <<1. Using this condition and neglecting higher order terms in 
expanded form of Eq. (38), we end up with only the first term which after rearrangement of the 
integrals is, 
 
t 2
a
S 2 2
0 0
K2
C f t cos x.d dt
1
    
      
       
        (40) 
This can be written as follows,  
 
t 2
a
S 2 2
0 0
K2 2
C f t cos x.d dt
1
    
      
        
       (41) 
2
a
2 2
0
K2
I cos x.d dt
1
    
     
       
        (42) 
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a
2
0 2
1
2
K 2
I cos x.d dt
2 1

    
            
              
       (43) 
The term in the bracket is the inverse FCT for e-x/λ. Eq. (43) becomes, 
x
aKI e
2



            (44) 
Eq. (41) can now be written as,  
 
t x
a
S
0
K2
C f t e dt
2



 
          (45) 
 
tx
a
S
0
K
C e . f t dt
2


 
  
 
          (46) 
 
t
a
S
0
K x
log C log f t dt
2
 
   
 
        (47) 
Compare Eq. (47) with the exponential profile obtained for 30Si heterostructure diffusion 
g
S
K t x
log C log
2
 
  
 
         (48) 
 Both equations suggests similar exponential decay behavior 
 The y-axis intercept of the straight line (log CS vs x) is different which is understandable 
because of the boundary conditions are different. In this case, the surface flux of mobile 
species is an important parameter in the y-axis intercept.   
 Note that the factor of 1 2 in the logarithmic term on the right hand side was probably 
introduced due to the mathematical transforms. Subsequently, this error was identified 
and the term dropped from the intercept term. Chapter 3 and 4 acknowledge this error and 
uses the correct expressions.  
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Determination of Net Defect Injection Flux (F) 
The analytical solution of the diffusion model for fast moving intermediates in the short-time limit 
is given by Eq. (47), 
 
t
S a
T T
S0 S0 0S0 S0
C K x
log log f t dt
C C C C
   
    
       

     (49) 
where  
 M
x 0
dC
f t
dx

            (50) 
CS0 is the background concentration (natural abundance) of the isotope and
T
S0C is the total 
concentration of lattice oxygen. The term T
S0 S0C C   is an appropriate normalization factor. At a 
given T and P, assuming that the flux remains constant over time Eq. (49) simplifies to a case 
analogous to Kg-λ model (derived for Si self-diffusion). 
S S0 a
T T
S0 S0 S0 S0
C C K x
log log f (T,P)t
C C C C
   
           
      (51) 
where, f is a function of T and P only. Eq. (51) can be rearranged to obtain the net defect injection 
flux F, 
S S0
T T
S0 S0 S0 S0
C C Ft x
log log
C C C C
  
            
       (52) 
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Appendix B: Kröger-Vink Analysis* 
 
We obtain relationships for the equilibrium concentration of defects and oxygen partial 
pressure (
2O
P ) using postulated formation reactions from the literature in Kröger-Vink notation19. 
There are five defect species that need to be considered: charged O vacancy (
OV
 ), charged Ti 
interstitials (
iTi
 ,
iTi
 ), charge Ti vacancy (
TiV
 ) and charged O interstitial ( x
iO
 , where –x is 
charge of Oi).  
1K
O O 2
1
O V 2e O
2
             (1) 
2K
O Ti i 22O Ti Ti 3e O
              (2) 
3K
O Ti i 22O Ti Ti 4e O
             (3) 
4K
2 Ti OO V 4h 2O
            (4) 
eK
e h             (5) 
Most defect disorder studies, especially those that are experimental do not consider oxygen 
interstitials. It is necessary to assume a reaction of oxygen interstitial formation, and thus we use 
a similar reaction to interstitial formation at the rutile TiO2 surface: 
5K
x
2 i
1
O O xh
2
            (6) 
where Ki (i = 1-5) are the equilibrium constants for the formation reactions (Eq. 1-4, 6) and Ke is 
the equilibrium constant for pairwise formation of electrons and holes.  
                                                          
* References cited in Appendix B can be found in Chapter 4. 
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Using the law of mass action, the concentration of the defects can be expressed in terms of 
the equilibrium rate constants (Ki, Ke),
2O
P , electron concentration (n), and hole concentration (p). 
The electroneutrality condition can be written as:  
x
O i i Ti i2 V 3 Ti 4 Ti p n 4 V x O
                          
     (7)  
Because of extremely slow diffusion of Ti vacancies19 equilibrium concentrations could be reached 
only at very long oxidation times and high temperatures. In range of temperature, 
2O
P and time 
used in this study, Ti vacancies are essentially immobile and present is low concentrations. Hence, 
they are neglected in the charge neutrality condition. Under the conditions our work, O vacancies 
are annihilated by O interstitials and the samples are still nominally n-type. The primary donor 
defects are Ti interstitials1. With the assumption that Tii
+4 are the majority donor charge state, it is 
possible to assert that they contribute a majority of the free charge carriers such that:  
 
in 4 Ti
               (8) 
It can be then shown that the concentration of charged O interstitials exhibits the following 
2O
P
dependence: 
 
2
5 2x
x 10
i OO ~ P

 
 
          (9) 
For the most stable charge state of Oi
-2 (x = 2) under n-type O-rich conditions21,
2O
P dependence is 
rather small (~0.1) 
 
2
1
10
i OO ~ P
 
 
          (10) 
In the bulk, the isotopic O interstitial (18Oi
-2) exchanges with lattice O which is composed 
predominantly of 16O via a kick-out reaction. 
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a
g
k
18 16 16 18
i O i O
k
O O O O             (11) 
where ka and kg are rate constants of the forward (annihilation of 
18Oi) and backward (generation 
of 18Oi) reactions in the bulk. Ka and Kg are the corresponding pseudo first order rate constants, 
which in the case of Eq. 11 are given by, 
16
a a OK k O              (12) 
18
g g OK k O              (13) 
The lattice oxygen concentration [16O] is independent of
2O
P . Therefore, Ka is independent of
2O
P . 
 
Partial Pressure Dependence of λ 
The mean diffusion length λ is defined as, 
M aD K             (14) 
DM is independent of
2O
P , and since Ka is also independent of
2O
P , λ should be pressure-
independent. 
Partial Pressure Dependence of F 
The net injection flux F of 18Oi
-2 at the surface can be shown to vary with
2O
P as, 
 
 
2
2
0.1
O
0.1
ann
O
inj
P
F
k
1 P
k


          (15) 
where kinj and kann represent the rate constants for injection and annihilation of Oi
-2 at the surface. 
From Eq. (15) it is evident that the partial pressure dependence of F can vary between 0 and 0.1 
depending on the ratio of the injection and annihilation rate constants. Nevertheless, the pressure 
dependence is very weak (<0.1) and may not be experimentally accessible.  
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Partial Pressure Dependence of Deff 
Deff varies as the product of F and λ. Since λ is independent of
2O
P , the partial pressure dependence 
of Deff is the same as that of F. Therefore, partial pressure dependence of Deff can also vary between 
0 and 0.1.  
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Appendix C: Kinetic Model for Electric-Field Induced Point Defect 
Redistribution* 
 
The following one-dimensional (along depth x, x=0 represents the surface) differential equations 
describe the diffusion and drift of mobile defects (M) that periodically exchange with the lattice 
(S) via a pseudo first-order kick-in reaction. Assuming quasi-steady state of M  MC t 0   , the 
differential equations to be solved are 
 
2
M M
M M a M2
C C
D q C K C 0
t x x
  
     
  
       (S1) 
S
a M
C
K C
t



           (S2) 
where CM and CS denote the concentrations of M and S, DM represents the diffusivity of M, q is 
the charge on M, and t is the time. Ka and Kg are the first-order reaction rate constants for kick-in 
and kick-out of M. The mobility can be simply approximated by the Einstein’s relation
MD kT  , where k is Boltzmann’s constant. However, the electric field must be obtained 
through solution of Poisson’s equation   2 x     , where ψ(x) denotes the electrostatic 
potential, ρ(x) is the charge density and   is the dielectric constant. The small concentration of M 
permits use of the time-independent form of Poisson’s equation, as the charge density is 
determined mainly by the concentration of charged majority defects. For numerical convenience, 
we define the following two variables 
~
M M M0C C C            (S3) 
~
S S S0C C C             (S4) 
                                                          
* References cited in Appendix C can be found in Chapter 10. 
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In the very-deep bulk, the concentrations of M and S are CM0 and CS0. Since no diffusional or drift 
fluxes reach the deep bulk, the kick-in and kick-out rate of M should be in equilibrium. 
Mathematically, 
a M0 g S0K C K C           (S5) 
Using the change of variables (Eq. S3, S4) and using the relation (Eq. S5), Eq. S1 and S2 can be 
simplified to,  
 
2
M M
M M SM a g2
DC
D q C E K C K C 0
x kT x
 
   
 
      (S6) 
S
M Sa g
C
K C K C
t

 

          (S7) 
Operation in the short time limit permits the neglect of the kick-out term SgK C , such that Eq. S7 
simplifies to, 
S
Ma
C
K C
t



           (S8) 
 
 
 
Solution of Eq. S6 and S8 
Let us discretize the space charge region (SCR) into intervals of equal width ∆x such that   within 
each interval is approximately constant, as schematically shown below.  
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Within each interval, Eq. S6 can be rewritten in the form of a second order homogeneous 
differential equation as, 
2
M M
M
2 2
C C 1
C 0
x x
 
  
  
         (S9), 
where λ is the mean diffusion length, defined as 
M aD K   and q kT  . In the very-deep 
bulk (x → ∞), where ε = 0, CM should be equal to CM0  MC 0 . Solution of Eq. S9 in the ith interval 
from the surface is of the form, 
ir x
M,i iC C e            (S10) 
where Ci is a constant and ri is given by, 
 
2 2
i i
i i
4 1
r
2
    
   

        (S11) 
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The flux at the surface (x = 0) comprises diffusional as well as drift components. The net flux is F 
such that, 
M
M M 1 M x 0
x 0
C
F  D D C
x 

   

        (S12) 
Using the boundary condition given by Eq. S12, CM,1 can be expressed as 
1r x
M,1 1
a
F
C e
K
 

          (S13) 
Integrating Eq. S8 in time, we obtain  
S,i M,iaC K tC            (S14) 
Using the condition of continuity at the boundary of the grid i.e. CM,1 (x = ∆x) = CM,2 (x = ∆x), we 
can obtain the solutions for CS,i which are of the form: 
 S,1 S0 1 1
Ft
C C exp r x  

         (S15) 
       S,i S0 1 i 1 i 2 i 3 i i 1 i
Ft
C C exp r x r r x r r x r r x ... r r x                 
  (S16) 
The amount of pile-up (P) within each interval can be determined as  
 
x
S,i S,ii
field no field
0
P C C dx

           (S17) 
where P1 is the amount of pile-up in the first interval. Similarly, the amount of pile-up Pi in the i
th 
interval can be obtained as 
     
 
i x
i 1 i 1 i 2 i i 1 i
i 1 x
Ft x
P exp r x r r x r r x ... r r x exp dx


 
  
                     
 (S18) 
The total amount of pileup (P) is the sum of the pileup in each interval and is given by, 
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      
2 2n
i 1 SC 1 2 n 1 1 2 n
i 1
SC
Ft x x
P = P L n 1 n 2 ....... ...
2
L
    Ft 1 exp


  
               
   
  
      

 (S19) 
where n∆x = LSC. In the absence of a field, the amount of pile-up Pi within each interval, and 
therefore, the total pile-up P is exactly equal to zero, as can be proven from Eq. S16 and S17.  
 
 
 
 
 
 
 
 
