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We present ab initio quantum and classical investigations on the production and control of a single attosec-
ond pulse by using few-cycle intense laser pulses as the driving field. The high-harmonic-generation power
spectrum is calculated by accurately and efficiently solving the time-dependent Schrödinger equation using the
time-dependent generalized pseudospectral method. The time-frequency characteristics of the attosecond xuv
pulse are analyzed in detail by means of the wavelet transform of the time-dependent induced dipole. To better
understand the physical processes, we also perform classical trajectory simulation of the strong-field electron
dynamics and electron returning energy map. We found that the quantum and classical results provide comple-
mentary and consistent information regarding the underlying mechanisms responsible for the production of the
coherent attosecond pulse. For few-cycle 5 fs driving pulses, it is shown that the emission of the consecutive
harmonics in the supercontinuum cutoff regime can be synchronized and locked in phase resulting in the
production of a coherent attosecond pulse. Moreover, the time profile of the attosecond pulses can be controlled
by tuning the carrier envelope phase.
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I. INTRODUCTION
In the last several years, there has been considerable in-
terest in the development of attosecond metrology. In par-
ticular, it has been experimentally demonstrated that attosec-
ond laser pulses can be produced by means of the process of
high-order harmonic generation HHG in rare gases 1–8.
For example, isolated pulses were produced via spectral se-
lection of a few harmonics in the cutoff regime that are in
phase 2,4–6. By careful amplitude and phase control of ten
consecutive plateau harmonics, a train of 170 attosecond
pulses has also been recently generated 7. In general, using
few-cycle driving pulses, the harmonic emission process can
be confined to within a single optical cycle, so that single
coherent subfemtosecond or attosecond pulses can be gener-
ated 5,6. In the case of multicycle driving pulses, the at-
tosecond pulse train, with a discrete spectrum containing odd
harmonics of the incident radiation, can be produced 3,8.
As the interaction time between the driving laser field and
atoms is confined to merely a few optical cycles, the evolu-
tion of nonlinear light matter interactions are very sensitive
to the carrier envelope phase CEP, rather than to the fun-
damental angular frequency of the incident radiation. Experi-
ments have shown that short pulses with stable CEP allows
one to control the electronic motion 9.
Radiation emitted by many-cycle pulses may not be syn-
chronized on an attosecond time scale, particularly in the
plateau region, hence limiting the x-ray pulse duration 10.
This intrinsic harmonic chirp can be modified by using an
external chirp to the driving pulse 11. Moreover, the phase
difference between consecutive harmonics can be measured
by a technique called reconstruction of attosecond beating by
interference of two-photon transition RABITT 8. The ef-
fect of the CEP on the phase of the harmonics has been
experimentally measured 12.
In this paper, we present a detailed ab initio quantum and
semiclassical investigations of the creation and control of a
single attosecond laser pulse by means of intense few-cycle
laser pulses. The time-dependent Schrödinger equation is
solved accurately and efficiently by means of the time-
dependent generalized pseudospectral TDGPS technique
13. The time-frequency characteristics of the attosecond
pulses and temporal spectra of consecutive harmonics in
both plateau and cutoff regimes are analyzed by the wavelet
transform of the induced dipole 14. Note that the similar
time-frequency information can be obtained by Gabor analy-
sis 15 or the inverse Fourier transformation of the dipole in
the frequency domain 16. Our results show that quantum
and classical results provide complementary and consistent
information regarding the mechanisms responsible for the
production of attosecond pulses. Moreover, our analysis pro-
vides physical insights regarding the CEP control of the pro-
duction of attosecond laser pulses.
We will introduce our theoretical methods, both the quan-
tum treatment and classical trajectory simulation, in Sec. II
and present our simulated results and discussions in Sec. III
followed by conclusions in Sec. IV.
II. THEORETICAL METHODS
A. Quantum treatment of HHG
The HHG and the attosecond xuv pulse can be studied by
solving the following time-dependent Schrödinger equation
atomic units are used,
i

t
r,t = Ĥr,t = Ĥ0 + V̂r,tr,t . 1
Here, H0 is the field-free Hamiltonian and V̂r , t is the time-
dependent atom-field interaction. For a linearly polarized la-
ser field F  z, V̂r , t can be expressed
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V̂r,t = − F · rEt = − Fzftcost +  , 2
with ft being the laser field envelope, F the laser field
amplitude,  the laser frequency, and  the carrier-envelope
phase. For the hydrogen atom,
Ĥ0r = −
1
2
d2
dr2
+
L̂2
2r2
−
1
r
. 3
The time-dependent Schrödinger equation can be solved ac-
curately and efficiently by means of the TDGPS method 13
in the spherical coordinates. The TDGPS technique has been
shown to be considerably more accurate and computationally
more efficient than the conventional time-dependent propa-
gation techniques using equal-spacing grid discretization
17–19. The TDGPS numerical technique has been success-
fully extended to the study of field-induced Rydberg-atom
high resolution spectroscopy 14 and a strong-field HHG
process involving many-electron atomic and molecular sys-
tems 14,20–24.
The numerical scheme of the TDGPS method consists of
two essential steps: i the spatial coordinates are optimally
discretized in a nonuniform spatial grid by means of the gen-
eralized pseudospectral GPS technique 25. This discreti-
zation, which uses only a modest number of grid points, is
characterized by denser grids near the nuclear origin and
sparser grids for larger distances. The semi-infinite domain
0, of the radial coordinate r is transformed into a finite
domain x= −1,1 by means of a nonlinear mapping r
=rx=L 1+x1−x+ , where L is a mapping parameter and 
=2L /rmax. Here rmax is the maximum radial distance used in
the calculation. ii A second-order split-operator technique
in the energy representation which allows the explicit elimi-
nation of undesirable fast-oscillating high-energy compo-
nents is used for the efficient time propagation of the wave
function 13,
r,t + t  exp− iĤ0t/2  exp− iV̂r,,t + t/2t
 exp− iĤ0t/2r,t + Ot3 4
The unitarity of the wave function is automatically preserved
by Eq. 4 and the norm of the field-free wave function is
preserved to at least ten digits of accuracy during the time
propagation. Having determined the time-dependent wave
function r , t, we can then calculate the time-dependent
induced dipole acceleration as follows:
dAt = r,t −
z
r3
+ Fftcost + r,t	 , 5
and the HHG power spectra as follows:
PA = 
 1tf − ti 12ti
tf
dAte−itdt
2. 6
We have adopted here the induced dipole acceleration form
because it can be treated accurately for our present simula-
tion scheme, using only a modest number of grid points. Up
to 70 partial waves were used to achieve the convergency of
the calculation. Figure 1 shows the HHG power spectra of
atomic H for three pulse durations with the field duration
equal to 10, 4, and 2 fs full width at half maximum
FWHM, respectively. All the HHG spectra show the initial
decline in the lowest order harmonics, followed by a plateau
of similar amplitude harmonics, and then a sharp cutoff. The
subtle difference appears near the cutoff regime. For relative
longer pulses Fig. 1a, the cutoff regime is distinguished
by well-formed individual peak structures. As the length of
the pulse decreases Fig. 1c, the HHG peaks in the cutoff
area are replaced by one or a few pronounced supercon-
tinuum patterns as individual adjacent peaks begin to merge
with one another. The power spectra in Fig. 1 show the
change of the spectra pattern in the cutoff regime from long
to ultrashort laser pulses. However, the power spectra alone
FIG. 1. Color online HHG power spectra of
H atom in a 10 fs, b 4 fs, and c 2 fs pulsed
laser fields. The laser parameters used are: peak
intensity I=5.01014 W/cm2, wavelength 	
=800 nm, Gaussian pulse envelope, and CEP 
=0. The time-dependent laser field strengths are
also plotted on the left column.
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do not provide the time-profile information for the HHG.
Such information is important to the exploration of the
mechanism responsible for the generation of the attosecond
pulse. In the following subsection, we present the wavelet
transform method for facilitating the time-frequency analy-
sis.
B. Time-frequency analysis of the HHG by the wavelet
transform
To investigate the detailed spectral and temporal struc-
tures of HHG, we perform a time-frequency analysis by
means of the wavelet transform of the induced dipole accel-
eration dAt 14,20,
At, = dAtW„t − t…dt  dt . 7
with W(t− t) is the mother wavelet. For the harmonic
emission, the natural choice of the mother wavelet is a Mor-
let wavelet as such,
Wx =  1
eixe−x2/2
2. 8
Figure 2c shows a representative graph of the modulus of
the time-frequency profile corresponding to the laser param-
eters of 5-fs FWHM Gaussian laser pulse with peak intensity
I=51014 W/cm2, wavelength 	=800 nm, and =0. The
laser field and its envelope are presented in Fig. 2a. Figure
2b shows the returning electron energy map which will be
discussed in the next subsection. Since we are studying the
attosecond xuv pulse, which is located near the cutoff re-
gime, only harmonics from the plateau to the cutoff region
are shown in the figure. At the cutoff region, starting from
around the 81th harmonic peak position, we note that one
isolated burst of continuous frequency at the center of the
laser peak field is well resolved, giving rise to a single at-
tosecond pulse. Since the width of the central burst is much
less than 1 fs, it genuinely corresponds to the production of a
single attosecond xuv pulse.
As indicated earlier 14, the continuous frequency profile
is an unambiguous evidence of the existence of the brems-
strahlung radiation which is emitted by the recollision of the
electron wave packet with the parent ionic core. From this
wavelet analysis, we see that a single attosecond laser pulse
can be created by using a few-cycle laser pulse. In the next
section, we present a semiclassical analysis which describes
in a more intuitive picture how the attosecond pulse is actu-
ally created.
C. Classical trajectory simulation
Emission of high-order harmonics can be qualitatively ex-
plained by the semiclassical model, suggested independently
by Corkum 26 and Kulander et al. 19. First, an electron
tunnels through the barrier formed by the atomic Coulomb
potential and the laser field at time t. The electron then
oscillates quasifreely driven by the Lorenz force and acquires
kinetic energy from the laser field. The electron motion in the
continuum is described classically including both the Cou-
lomb potential of the core and the laser field. At a later time
tr, after the laser reverses its direction, the tunneling electron
will be driven back to its parent ionic core by the laser field
with a returning energy T.
The recombination times of the different electron trajec-
tories determine the emission times of the different xuv fre-
quencies and their possible synchronization. There are two
major classes of paths which contribute to the same har-
FIG. 2. Color online a Driving laser field and its envelope,
b classical returning energy map, and c wavelet time-frequency
profile of the HHG power spectra of hydrogen atoms driven by the
short pulse laser field with peak intensity I=5.01014 W/cm2,
wavelength 	=800 nm, Gaussian time envelope, 5 fs FWHM pulse
length, and CEP =0.
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monic energy. The first trajectory is characterized by an elec-
tron returning close to one half of an optical cycle short
trajectory and the other trajectory with returning time close
to one period long trajectory. The returning electron will
emit harmonic photons by radiative recombination with the
parent ionic core. The highest energy electrons are made
when the electron is accelerated by a maximal of the field
amplitude and thus photons with the highest energy are pro-
duced.
The probability of the electron returning at time t with
returning energy Er can be obtained from the following ex-
pression:
dPEr,t
dErdt
= WEtPvCtt,r0,v,T,tr
 Er − Tt − trdtdv . 9
Note that we use tr and T which represent the returning time
and returning kinetic energy for given trajectories. Here,
WEt is the instantaneous tunneling ionization rate
27,28 which is proportional to e−2
3/3Et, where =2Ip
and Ip is the ionization potential. The tunneling ionization
rate depends on the maximum field strength during the cycle
and for few-cycle pulses the electron ejection rate and hence
the xuv emission yield will depend on the CEP of the optical
pulses 29. The Gaussian initial velocity distributions,
Pv= e
−v2/v0
2
v033
, are considered along the direction of the electric
field z direction and in the perpendicular plane of the field
30. Here v0=Et /. Such an ensemble reproduces the
electron’s velocity as it newly emerges from the instanta-
neous barrier at tunneling position r0.
Each trajectory is monitored for all the approaches to the
parent ion. If an electron trajectory is such that it can return
to the parent ionic core at time tr with returning kinetic en-
ergy T, the factor Ctt ,r0 ,v ,T , tr is set to 1; otherwise, the
trajectory contribution to Eq. 9 is set to be zero, e.g.,
Ctt ,r0 ,v ,T , tr=0.
Figure 2b shows the returning energy map by the clas-
sical trajectory simulation with the driving field depicted in
Fig. 2a. Clearly we can see that the photon emission times
as shown in Fig. 2c are correlated with the returning time.
A detailed discussion will be presented in the next section.
III. RESULTS AND DISCUSSION
A. Comparison of quantum and classical simulations
In this section we correlate the classical electron returning
energy map with the quantum wavelet time-frequency spec-
trum. Figures 2 and 3, show respectively, the results for the
=0 and = /2 cases. The tunneling electron wavepacket
will be launched when the laser field reaches the local maxi-
mum at point A as seen in Fig. 2a. The wave packet will
then gain energy from the following peak field B and return
to the parent ionic core between B and C approximately 2/3
of optical cycle o.c. as shown in Fig. 2b. The electron
wave packet launched from peak B will be accelerated by
peak C and returns to the parent ionic core between C and D.
Since peak B field is larger than that of peak A, the returning
electron yield is high for B, but the returning electron energy
is lower than that of A. The red regions as seen in Fig. 2b
denote a larger number of trajectories with a given velocity
than those of white regions. It is also likely that the trajecto-
ries revisit the parent ion more than once before recombina-
tion. However, these contributions are only relevant in the
low-energy region. On the other hand, electronic trajectories
with short return times less than half of an optical period,
significantly contribute to the cutoff spectral region 31, and
hence to the production of attosecond pulses.
Recollision of the electron with its parent ion may trigger
several processes, including secondary electron emission, ex-
citation of bound electrons, and emission of an energetic
attosecond pulse of soft-x-ray photons. Furthermore, the
FIG. 3. Color online Same as Fig. 2 but for = /2.
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recollision time observed at the peak maximum of each of
the semiclassical trajectories remarkably corresponds to the
subfemtosecond x-ray burst observed in the wavelet analysis
Fig. 2c. This indicates that the HHG emissions are gen-
erated by a sequence of recollisions of the wave packet
formed by the tunneling process near the peaks of the inci-
dent laser electric field and the core 14,32. A single en-
counter generates a bremsstrahlung supercontinuum radia-
tion with a broad width and an associated ultrashort temporal
duration the electron recollision time with the core. In other
words, the bremsstrahlung supercontinuum radiation is gen-
erated within the attosecond time scale of the recollision. The
bremsstrahlung cuts off at a frequency given by the maxi-
mum quiver energy of the recolliding electron 14,32.
The quantum and classical simulations provide consistent
and complementary information regarding the mechanism
for the creation of the attosecond xuv. As we illustrate in Fig.
2, the attosecond xuv pulse created in the few-cycle pulsed
laser field is due to the electron tunneling out when the laser
field reaches A peak and bounced back by the following field
peak B and recombined with the parent ionic core later on.
The cutoff energy is determined by the peak strength B and
the yield is determined by the field strength of peak A. If we
change the CEP, we will change the relative strength of
peaks A and B. The final attosecond xuv pulse will then be
modified. Figure 3 shows the simulation results similar to
Fig. 2 but with = /2. For this case, we see there are two
main bursts of similar intensity as opposed to the case of 
=0, corresponding to the creation of two attosecond pulses.
B. Effect of CEP on the generation of attosecond pulses
To explore the effect of CEP on the formation of attosec-
ond pulses, we investigate the time profiles of harmonics
near the cutoff obtained from the wavelet time-frequency
analysis. In Figs. 4a and 5a, we first show the HHG
power spectrum of atomic H driven by a laser field with peak
intensity I=51014 W/cm2, wavelength 	=800 nm, 5 fs
FWHM, Gaussian pulse, for CEP = /2 and =0, respec-
tively. Figures 4b and 5b show the corresponding time
profiles of a group of consecutive harmonics located close to
the cutoff region for = /2 and =0, respectively. The time
profiles of the 71th to 83th harmonic orders for = /2 are
shown in Fig. 4b. We note that the dipole time profiles
exhibit two peaks of similar intensity located at two different
emission times which can be related to the instances B and
C, respectively, shown in Fig. 3c. On the other hand, in the
case of =0 Fig. 5b, and for harmonics 77th to 87th
orders, there is only one major peak profile whose maximum
occurs at time B shown in Fig. 2c. We note that within each
group peak profile, the peak intensity as well as the width in
time of each individual harmonic burst decreases accordingly
as harmonics approach the end of the cutoff region. Each
harmonic profile is imbedded within the next one as in Rus-
sian nesting dolls. The emission of all the consecutive har-
monics in the cutoff, provided that they have similar coher-
ent properties, can in principle be superimposed with each
other to produce a stronger radiation emission. In other
words, synchronization of a given range of harmonics can
take place provided that each individual harmonic has simi-
lar dynamical phase qte also called the spectral phase
during the emission process. Note that the dipole time profile
at harmonic frequency q =q, dynamical phase, and
recollision time te are related to each other by the following
expression 14:
dqte = dqtee
−iqte+qte. 10
To determine the synchronization character of the emitted
radiation, we compute the dynamical phase qte from
the wavelet analysis of the induced dipole acceleration, Eq.
10. The calculated dynamical phases for a group of con-
secutive harmonics are displayed and denoted by small
FIG. 4. Color online a HHG power spectrum for hydrogen
atoms driven by a few-cycle laser field for = /2. Laser param-
eters are the same as those in Fig. 3. b Dipole time profiles of
consecutive harmonics near the cutoff. Also shown are their corre-
sponding dynamical phases, denoted as square dots, at the two
“peak” emission times.
FIG. 5. Color online Same as Fig. 4 but for =0.
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squares in Fig. 4b and Fig. 5b, respectively, for = /2
and =0. The peak emission times, te, represents where the
maxima of the dipole time profile occurs, and semiclassically
is interpreted as the electron-ion recollision or recombina-
tion times 14. Note that the emission time from each indi-
vidual harmonic does not significantly vary over time from
harmonic to harmonic, indicating that all these harmonics are
emitted virtually at the same instance and synchronization is
achieved.
In addition, since the time profiles of the superimposed
harmonics are very uniform among themselves, this implies
that the harmonics are phase locked. If the harmonics were
not phase locked, the corresponding time profiles could in
principle exhibit irregular patterns such as multiple peaks per
half cycle. Here phase locking does not mean that the har-
monic components have the same phase, but rather that the
phase difference  between neighboring harmonics re-
mains constant 33–35.
Our calculations demonstrate that  between two adja-
cent harmonics q and q+2, for a given peak, is indeed nearly
constant as shown in Figs. 4b and 5b. For instance, in the
case of =0, the dynamical phase difference between two
adjacent harmonics for the peak appearing near the 0.2 o.c.
remains constant at =2.40±0.01 radians, as seen in Fig.
5b. In the case of = /2, the phase difference for both
peaks keeps unvarying at =0.71±0.01 radians. Moreover,
as a consequence of the limited pulse duration, explained in
10, we can estimate the emission time from Eq. 10, to be
te =

2
. 11
IV. CONCLUSIONS
In conclusion, we have presented a fully ab initio quan-
tum investigation and classical trajectory simulation of the
creation and coherent control of a single attosecond laser
pulse. The time-dependent Schrödinger equation describing
the interaction of the H atoms with intense few-cycle laser
pulses is solved accurately by means of the time-dependent
generalized pseudospectral method. Detailed time-frequency
analysis of the dipole time profile of the cutoff harmonics is
performed by means of the wavelet transform of the induced
dipole acceleration. It is shown that quantum and classical
results provide complementary and consistent information
regarding the mechanisms for the production of attosecond
laser pulses. For few-cycle 5 fs driving pulses, we found
that the emission of the consecutive harmonics in the super-
continuum cutoff regime can be synchronized and locked in
phase, resulting in the production of coherent attosecond
pulses. Moreover, the time-frequency profile of the attosec-
ond laser pulses can be controlled by tuning the CEP.
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