The central aim of the paper is to carry out a theoretical and numerical study of active wall transpiration control of streaks generated within an incompressible boundary layer by free-stream turbulence. The disturbance flow model is based on the linearized unsteady boundary-region (LUBR) equations, studied by Leib, Wundrow, and Goldstein [J. Fluid Mech. 380, 169 (1999)], which are the rigorous asymptotic limit of the NavierStokes equations for low-frequency and long-streamwise wavelength. The mathematical formulation of the problem directly incorporates the random forcing into the equations in a consistent way. Due to linearity, this forcing is factored out and appears as a multiplicative factor. It is shown that the cost function (integral of kinetic energy in the domain) is properly defined as the expectation of a random quadratic function only after integration in wave number space. This operation naturally introduces the free-stream turbulence spectral tensor into the cost function. The controller gains for each wave number are independent of the spectral tensor and, in that sense, universal. Asymptotic matching of the LUBR equations with the free-stream conditions results in an additional forcing term in the state-space system whose presence necessitates the reformulation of the control problem and the rederivation of its solution. It is proved that the solution can be obtained analytically using an extension of the sweep method used in control theory to obtain the standard Riccati equation. The control signal consists of two components, a feedback part and a feed-forward part (that depends explicitly on the forcing term). Explicit recursive equations that provide these two components are derived. It is shown that the feed-forward part makes a negligible contribution to the control signal. We also derive an explicit expression that a priori (i.e., before solving the control problem) leads to the minimum of the objective cost function (i.e., the fundamental performance limit), based only on the system matrices and the initial and free-stream boundary conditions. The adjoint equations admit a self-similar solution for large spanwise wave numbers with a scaling which is different from that of the LUBR equations. The controlled flow field also has a self-similar solution if the weighting matrices of the objective function are chosen appropriately. The code developed to implement this algorithm is efficient and has modest memory requirements. Computations show the significant reduction of energy for each wave number. The control of the full spectrum streaks, for conditions corresponding to a realistic experimental case, shows that the root-mean-square of the streamwise velocity is strongly suppressed in the whole domain and for all the frequency ranges examined. 
We define the Reynolds number as R ≡ U * ∞ * /ν * , where ν * is the kinematic viscosity of the fluid.
143
A turbulent Reynolds number r t is defined as r t = R , which, at least initially, is of O (1) . When can be divided into four asymptotic regions as shown in Fig. 1 [25] .
146
Region I is an inviscid region which has O( * ) dimensions surrounding the leading edge of the 147 plate. The flow is determined by generalized rapid distortion theory [26] , and the velocities at the 
1 ,0,u
3 e i[k 1 (x−t)+k 3 z] + c.c.,
where u
1 =û 
150
Region II is a viscous region located underneath region I. The unsteady perturbations in this region 151 are governed by the linearized unsteady boundary-layer (LUBL) equations [23, 27] . These equations III is assumed to have the form [23] {u,p} = F (η),(2xR ) −1/2 (ηF − F ),0,− 1 2
0 (x,η),w 0 (x,η),p 0 (x,η) e i(k 3 
where p is the pressure and F denotes the solution of the Blasius equation for the mean flow,
158
F + F F = 0, subject to the boundary conditions F (0) = 0,F (0) = 0,F →η = η − β, and β = 159 1.217 [28] as η → ∞, where Ref. [29] : component {ū,v,w,p} and component {ū (0) ,v (0) ,w (0) ,p (0) }. The latter is dominant only in the outer part of the boundary layer [30] and is not considered here. The former component is driven 165 by the random spanwise slip velocity u .
The randomness of free-stream turbulence (incorporated in the random Fourier coefficients
3 ) appears as a multiplicative factor of the deterministic variables {ū,v,w,p} (see 169 Appendix A for more details). The equations for these variables can be obtained by substituting (4) 170 and (6) into the Navier-Stokes equations. The equations can be linearized about the undisturbed
171
Blasius solution when r t 1. For perturbations with long wavelength (k 1 1), the resulting 172 equations take the form
where κ is the scaled spanwise wave number, defined as κ = k 3 /(k 1 R ) 1/2 = O (1) . Equations equations. The steady form of this set was used, for example, in Refs. [12, 13] . In symbolic form the 178 system can be written as
whereq = {ūvwp} T . The matrix L and the linear operator M can be obtained by inspection.
180
In summary, we have a deterministic parabolic system (11) from which the variables that contain for the definition of the objective function and the solution, as discussed in Sec. IV.
185
These equations are solved by using initial and free-stream boundary conditions. The derivation 186 of the initial boundary conditions is detailed in Ref. [23] . The free-stream conditions can be derived provides the free-stream boundary conditions [23] : 
as η → ∞, where κ 2 = k 2 /(k 1 R ) 1/2 = O(1) is the scaled wall-normal wave number.
191
The forcing on the right-hand side of (13) The effect of wall-normal wave number κ 2 appears on the right-hand side of Eq. (13 to the leading edge and results in a faster viscous decay. These observations will be used later to 201 explain the effect of κ 2 on the controlled flow field.
202
The boundary conditions for the velocity components can be used to obtain conditions at the free found that ω i = (û
The componentsω y andω z are proportional toū and 
The boundary conditions on velocities [Eqs. (12) and (13)] therefore result in injection of 214 streamwise vorticity at the top of the boundary layer. As will be discussed in Sec. VII, this vorticity 215 penetrates inside the boundary layer. 
III. CONVERSION OF THE MODEL TO A FORM SUITABLE FOR CONTROL

217
Equations (7)- (10), together with the associated boundary and initial conditions, form the 218 mathematical model of the physical system for which the control will be designed. The 219 implementation of wall transpiration follows the boundary lifting approach [10] . In the uncontroled 220 case, the system (11) satisfies the no-slip boundary condition at the wall. Flow actuation through 221 wall transpiration introduces an inhomogeneous boundary condition. Since the system is linear, the 222 state vectorq can be written as the sum of two parts: q h , the solution of the homogeneous problem
223
with homogeneous boundary condition, and q p , the solution of the homogeneous problem with 224 inhomogeneous boundary condition [10] . This can be expressed as
wherev w (x) is the wall-normal actuation velocity and q p is the particular solution of the 226 homogeneous system when the wall-normal velocity is set tov w (x) = 1. Substitution of (18) into
If q p is selected to satisfy
the system (19) becomes
Defining the augmented state vector
one finds
where L a = [ 
233
The system (23) is first discretized in the wall-normal direction η using rational Chebyshev 234 polynomials (see Appendix B for details). The resulting semidiscrete system in matrix form is
where
] andq h is the vector of the coefficients of Chebyshev polynomials for q h , while 236 matrices L,M are the discrete forms of L a and M a , respectively. The vector G(x) represents the 237 discrete form of the forcing, i.e., the right-hand side of expressions (12) and (13) .
238
This system is parabolic in the streamwise direction,x. Because the streamwise derivative of 239 pressure does not appear in the equations, matrix L is singular and cannot be inverted. In the 240 control community, such linear systems are called "descriptor systems" [31] . To avoid the special 241 treatment that such systems require, the following approach is applied. An implicit finite difference 242 discretization in the streamwise direction is employed to convert the continuous system to a discrete 243 system. With first-order Euler implicit scheme and after some rearrangement, system (24) becomes sides withx and then discretized the equations.
250
The matrix on the left-hand side is now invertible, and the unknown variables at the new 251 streamwise position can be obtained from
where u i =v w (x) and the prime here indicates differentiation. Matrix A i is
with similar expressions for matrices B i and C i . The standard theory of linear discrete-time control
254
systems can now be directly applied, where the role of time is replaced by the parabolic directionx.
255
It can be readily shown that the vectorsq andq are related by
where I 4×4 is the identity matrix of order four.
257
IV. DEFINITION OF THE COST FUNCTION AND FORMULATION OF THE OPTIMAL
258
CONTROL PROBLEM
259
It is reasonable to define the cost function as the integral of the perturbation kinetic energy in the 260 whole domain:
where u 2 is the mean-square fluctuation of the streamwise velocity and denotes the expectation operator. The contribution of the other two velocity components is neglected because it is 263 asymptotically smaller as k 1 1.
264
The linearity of the equations can be used to obtain the distribution of the statistical quantity 265 u 2 (x,η) inside the boundary layer. Using (4) and superposing the contributions from all wave 266 numbers, the instantaneous velocity can be written as
The streamwise velocity component in Eq. (6) 
A similar expression can be written for the velocity at any other point (x ,η ,z ) at a different 270 time instant (t ) with (k 1 ,k 2 ,k 3 ) as the running variables of the integrals. Multiplying the two 271 expressions, taking the ensemble average, and using the property of the upstream turbulence 
Eq. (32) becomes
Substituting (35) into (29), one finds
and, swapping the orders of integration in the wave number and physical space, we finally
This is the cost function to be minimized.
287
A few comments are due. In the standard control problem, the input disturbances are assumed to 288 be white Gaussian noise and are added to the right-hand side of an otherwise deterministic system 289 (see Ref. [34] value of the output when the input is a unit-variance white noise process.
294
In the present context, the cost function is defined as an expectation obtained by integrating over 295 the wave number space. The property û controllers that will be derived are universal because the gains are independent of the spectrum.
313
In the following, the minimization problem of the energy for each wave number is examined. For 314 each wave number vector k = (k 1 ,k 2 ,k 3 ) this energy is defined as
This follows directly from (37), the only difference being the integral running variable, i.e.,x = k 1 x 316 instead of x. This is of course not a problem as k 1 is constant when the integration is performed 317 inside the brackets in Eq. (37), and it is convenient because the equations forū are written in terms (38) is convergent. If we define
then the discrete form of (38) becomes
The control objective for each wave number k is defined as
where the matrix Q i is chosen such that q i Q i q i =Ē(k) i . Matrices Q i ,R i , and P N are Hermitian 323 weighting matrices. The matrix R i penalizes the control effort while P N penalizes the states at the 324 end of the domain. Matrix Q i is computed using the standard approach described in Refs. [10, 35] .
The matrix Q 
V. SOLUTION OF THE OPTIMAL CONTROL PROBLEM
334
The most important challenge for the synthesis of the controller is the presence of the known 335 forcing term on the right-hand side of Eq. (26) . This term necessitates the formulation and derivation
336
of the solution of the control problem from first principles. In the present study, the theory of optimal 337 state feedback control [16] will be used to minimize the quadratic cost function (41) .
338
The objective is to find the control sequence u 0 ,u 1 , . . . ,u N−1 that minimizes J . In order to find 339 the solution for this optimization problem, we proceed as described in Refs. [15, 36] and consider
where λ i+1 is the adjoint (or costate) variable. The equations for the state and adjoint variables are
respectively, and the stationarity (or optimality) condition is
from which
The terminal condition for the adjoint equation at the end of the domain is
Substituting (47) into (44) and putting the resulting equation together with (45) in matrix form yields 346 the following inhomogeneous (i.e., forced) Hamiltonian system:
An inhomogeneous Hamiltonian system also appears in the formulation of linear quadratic tracking equation. Therefore, the solution of the optimal control problem must be rederived.
351
It is possible to obtain the solution of the system of Eqs. (44)- (46) (47), and repeat the forward-backward 354 marching until convergence. This is the approach followed in Ref. [12] . However, we show here that 358
To obtain such a solution to the standard Linear Quadratic Regulator (LQR) problem, we assume 359 that there is a matrix P i such as λ i = P i q i and a Riccati equation is constructed from which P i is 360 obtained (this is the well-known sweep method and is described in detail in Ref. [15] 
for some yet unknown sequences P i and V i . The minus sign (−) in front of V i in Eq. (50) is not 364 important. It could have been a plus (+), but we have retained the minus sign as in Lewis et al. [36] .
365
If consistent expressions can be found for P i and V i , then this is a valid assumption. Note that the 366 same assumption was also used to derive the optimal control for the tracking problem. As shown by 367 the derivation in Appendix C, consistent expressions can indeed be found for our problem too, but 368 the resulting equations are different since the forcing appears in the state, not the costate equation.
where K i and K v i are the gains,
P i is found through the Riccati equation
and V i is obtained as
Equation (51) The feed-forward component depends entirely on the term C i . In the absence of this term, accounts for the dependence of feedback and feed-forward gains on the streamwise locationx i .
382
It is also possible to derive an analytic expression for the performance limit (i.e., the minimum 383 value J min of the cost function J ) a priori, that is using only the matrices of the system and without of the control signal. This is examined later in Sec. VII.
389
VI. DIFFERENTIAL FORM OF THE ADJOINT EQUATIONS AND SELF-SIMILAR
390
FORM OF THE SOLUTION
391
The previous section focused on the analytic solution of the control problem. The discrete adjoint 392 equations were obtained directly from the discrete form of the direct problem. This is known as the 393 adjoint of the discretization [37] . Since it leads directly to the discrete form of the adjoint equations 394 (45), it hides important physical properties of the full direct-adjoint system that can be revealed only 395 by examining the differential form of the equations. In this section the differential form of the adjoint 396 equations is derived, and it is proven that, under certain conditions, the adjoint and the controlled 397 field have self-similar behavior for large κ.
398
The derivation of the differential form follows the approach described in Ref. [38] . System (23)
399
can be written as
, and the operator M a in Eq. (23) is written as
003500-12 
The objective is to minimize the augmented cost function
where The matrix Q should be such thatq Qq = f (κ)|ū| 2 , where f (κ) is an as yet unknown function
is the penalty weight of the final state. Using (28) , Q takes the form
Setting the first variation of J with respect toq equal to 0 results in the adjoint equations:
or in expanded form
003500-13
−F ∂v
−F ∂w
At η = 0, the boundary conditions are
As η → ∞, the boundary conditions are
As F →η = η − β with β = 1.217 as η → ∞, expression (69) becomes
Boundary conditions (69) and (70) differ from those of Ref. [12] because in their case the boundary 415 conditions as η → ∞ are u = w = p = 0, as opposed to (12) and (13) in our case.
416
The solution of the adjoint system is now examined. We first recall that the LUBR system (20) for 417 the particular solution q p [or in expanded form (7)- (10)] admits an asymptotic self-similar solution
418
in the limit of κ → ∞ of the form [23] 419
In limit κ → ∞, the unsteady terms in the three momentum equations vanish, so the velocity and condition, which is imposed only on q h .
424
Inspection of the direct system (56) shows that it admits the asymptotic solution 
Using these scalings for the direct system and taking f (κ) = κ 2 to compensate for the scaling of 429 u p [refer to the first of (71)], it is found that the adjoint system admits the following self-similar solution as κ → ∞:
It is worth noticing that these scalings are different from the scalings (71) of the LUBR equations.
432
The conditions under which (73) is satisfied need to be established. Setting the first variation of J 433 with respect to u equal to 0 results in the optimality condition:
and, assuming that R is a diagonal matrix, for example, R = r 2 I,
where the overbar here denotes complex conjugate. Substitution of (71) and (75) into (77) yields
and, in order to obtain (73), r 
In the next section, it will be shown that the numerical calculations confirm the above scalings.
445
VII. NUMERICAL RESULTS
446
This section presents the results on the effect of the wall-based controller on the individual modes 447 and on the full-spectrum streaks. When applied to the full spectrum, the results will be compared 448 against experimental data without control. The weighting matrix R i was set to The matrix R i was set equal to the constant a 2 I in order to avoid excessive penalization of the control 450 signal when κ 1. It was found unnecessary to penalize the final state, so the matrix P N was set to 451 0. The numerical code was thoroughly validated against the uncontrolled reference data in Ref. [23] 452 (see Appendix B). vortex between the wall and the main vortex, which results in the latter being lifted to larger η values.
493
The presence of this buffer vortex explains the two peaks in Fig. 3 .
494
When the value of a 2 is reduced, that is, for cheaper wall actuation, the wall-transpiration velocity achieved using the present control approach.
511
It was shown in Sec. V that the control signal consists of two parts, a feedback part and a 512 feed-forward part. The real and imaginary parts of the control signal (streamwise derivative of wall 513 actuation) are shown in Fig. 7 . The feed-forward part is acting only very close to the leading edge,
514
and it reduces to very small values forx 0.1. Therefore, it is expected that its contribution to the 515 minimum value of the cost function J min will be very small.
516
In order to examine this further, we consider the analytic expression for J min derived in
517
Appendix D:
where the sequence W i is computed from the following expression by marching backwards:
We checked the validity of this expression by computing J min with direct numerical integration 520 of (41) and from (84); the results are identical, as shown in the left part of Fig. 8 for different values 521 of κ and constant ratio κ 2 /κ = −1.
522
We can rearrange the analytic expression for J min and write it as the sum of two components that 523 correspond to the feedback and feed-forward parts of the control signal as follows: where field from available wall pressure and shear stress measurements and compute the feedback part.
539
The feed-forward part appears because of the forcing in the top of the boundary layer and does not 540 depend on the state variables. It cannot be estimated using wall measurements, but fortunately its 541 effect is very small.
542
In Sec. VI it was shown that the controlled flow, for appropriate weighting matrices, has self-543 similar behavior. Figure 9 shows the variation of κ 2 |ū| at η = 2 and of the control velocity |v w | along function κ 4 J min in Fig. 11 to demonstrate its asymptotic behavior as predicted by Eq. (81). Note that 550 this is a replotting of the left part of Fig. 8 .
551
We also examine the effect of the scaled wave number in the wall-normal direction κ 2 when the 552 spanwise wave number κ is kept constant. The parameter κ 2 does not appear in the set of evolution 553 equations (7)- (10), and its effect enters into the system through the forcing term of Eq. (13) why the peak of |ū| moves to the left and its value is attenuated as κ 2 increases.
560
As explained in Sec. II the forcing term injects streamwise vorticity at the top of the boundary close to the wall the action of the controller is to generate streamwise vorticity with opposite sign to 564 the one penetrating and therefore counteract its effect, as also mentioned before.
565
We close this section with a comment on the attenuation of small-amplitude Klebanoff modes, 566 whose dynamics is described by linearized equations of motions. Although a laminar boundary 567 layer can abruptly transition to turbulence through the secondary instability of nonlinearly saturated 568 streaks [39, 40] , small-amplitude streaks, such as the ones studied herein, can be a primary cause of 569 breakdown to turbulence. It is therefore important to attenuate the amplitude of streaks described 570 by linearized dynamics. Furthermore, linearized boundary-layer perturbations require less actuation 571 energy than nonlinear streaks because of their smaller intensity.
572
Among the mechanisms through which linearized streaks can engender transition, one can recall 573 the interaction of large-spanwise-wavelength streaks interacting with localized roughness [41] or 574 small-wavelength Klebanoff modes encountering a localized wall perturbation or wall suction [30] . In 
578
The crucial point is that the amplitude of these unstable waves, computed through receptivity Refs. [42, 43] . Control was then applied to a wind-tunnel flow studied experimentally by Kendall. Details about 596 this case can be found in Ref. [23] . The free-stream velocity is 11.6 ms −1 and the turbulence level 597 0.26%. The transverse integral length scale close to the leading edge is estimated to be * = 9 mm. spectrum is taken to be
Constantsk ⊥ = −7.0 and = 4 have the same values as in Ref. [23] . The process to compute 601 constant C is also explained there. 
Using the fact thatx = k 1 x and writingv(k 1 x,0) =v w (x) yields
Keeping only the feedback part of the actuation signal, i.e.,v w ( 
In the integral within the square brackets, (
The product (û
is just the instantaneous field [see Eqs. (4) and (6) the boundary layer flow introduced a forcing term on the system equations, which is independent of 650 the states. The control problem was reformulated and solved, and we proved that the solution can be 651 obtained analytically in terms of two sequences that can be computed by marching once backwards.
652
It was found that the feedback part is by far the most important one; the feed-forward part makes only 653 a small contribution to the minimal energy. This is an important conclusion because the feedback 654 part is the one that depends on the flow variables, and can be computed from wall measurements.
655
It was also shown that, for appropriate weighting matrices, the adjoint equations and the controlled when minimising independently over each temporal frequency.
667
APPENDIX A: WHY DOES RANDOMNESS APPEAR MULTIPLICATIVELY?
668
In the paper, randomness appears multiplicatively. This is quite unusual and warrants some 669 explanation. Usually randomness appears additively as a stochastic body force on the right-hand side
670
of an otherwise deterministic system and the independent variable is time (see, e.g., Refs. [44, 45] ).
671
For the case examined in the paper we consider one particular frequency and the independent variable 672 is x, so we would expect the form
where w(x) is a random variable that depends on x. The variable w(x) is considered to be white We examine more carefully how randomness enters our system. We will focus on regions I and 680 II of Fig. 1 because they are crucial on determining how randomness is handled. We assume the 681 perturbation solution 4 and substitute it in the Navier-Stokes equations. Assuming that is small 682 and ignoring the nonlinear terms that scale as 2 we obtain the linearized system:
whereq 0 = {ū 0v0w0p0 } T and L LUBL is the linearized unsteady boundary-layer (LUBL) operator, i.e., Eqs. (4.5) and (4.6) in Ref. [23] ). This operator applies the standard boundary layer 685 approximation, i.e., it contains only wall normal derivatives and does not include pressure. At the wall, the boundary conditions are the no slip conditions. At the top of the boundary layer, the boundary condition is the velocity distribution given by the second term on the right-hand side of
These boundary conditions force the linear system at the top. The randomness appears in the
690
Fourier coefficientsû
, that depend only on the wave number vector, k, and not onx. It is 691 important to recognize that the randomness is now uncorrelated not in the physical space (i.e., thex 692 direction) but in the wave number space because û
the spectral tensor of free-stream turbulence. It is possible to incorporate these boundary conditions 694 in system (A2). This is more easily understood if we discretize the system in the η direction. Using 695 the superscript δ to denote the discrete form of the operators we get
The vector w(û
is zero everywhere apart from two rows that express the boundary 697 conditions at the top of the boundary layer for thex and z momentum equations (at these rows 698 this vector is equal to u
1 and u
3 respectively). In this equation, the randomness does appear 699 additively (as usually). There is, however, a fundamental difference between (A1) and (A4): the 700 random coefficients u
3 [from which w(û
is computed] are independent ofx and due
701
to the linearity they can be factored out. Therefore the solution of (A4) can be written as a linear 702 combination of solutions as (see also Ref. [23] )
The coefficient ik 3 /k 1 has been added to simplify the resulting equations forū,v,w. In the LUBL 704 system,the z-momentum equation is decoupled from the others and is forced only from u in the core of the boundary layer and is retained in the present work. Therefore we finally have
This representation is also retained in the LUBR equations, which are valid in region III. In this 708 region, the pressure also appears and the form of the solution is Eq. (6):
The previous analysis explains why the randomness appears multiplicatively. In the formulation 
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APPENDIX B: DISCRETIZATION OF THE LUBR EQUATIONS AND CODE VALIDATION
713
In this Appendix, the discretization of the LUBR equations and the code validation are presented.
714
In order to minimize the number of states, their distributions in the wall-normal direction η are 715 projected into a series of rational Chebyshev polynomials [46] . The standard Chebyshev polynomials η η max required in the boundary layer, an algebraic mapping is used that clusters the collocation 718 points in the near-wall region:
This mapping places half of the collocation points in the region 0 η η mid . The variablesū,v,w,
721
andp are then projected to a finite number of N + 1 rational Chebyshev polynomials as
The equations are discretized on a grid of collocation points, η(y k ), where y k = cos(πk/N),k = 723 0, . . . ,N. In our code, the continuity equation is solved directly (rather than converting it to a Poisson 724 equation for pressure). References [47, 48] provide a detailed analysis on the application of spectral 725 methods to inhomogeneous flows and the treatment of pressure.
726
After the spatial discretization of the LUBR equations in the wall-normal direction, the system 727 can be written as
where vectorq contains the coefficients of velocity and pressure, shown for brevity).
740
APPENDIX C: DERIVATION OF WALL-BASED OPTIMAL CONTROL
741
In this Appendix, the wall-based optimal controller is derived. In the following derivations, 
The lemma can be proved easily by multiplying A + BCD by the right-hand side of (C1). Substitution Substitution of (C2) into the state equation (44) and solving for q i+1 one finds
Substitution of (50) and (C3) into the adjoint equation (45) 
the discrete algebraic Riccati equation for P i can be written as
If the feedback gain is defined as
the equation for P i becomes
The equation for V i becomes Using the matrix inversion lemma once more, the term within square brackets can be simplified as
003500-29
Noting that
where the fact that P i+1 is Hermitian was employed (P i+1 = P i+1 ), Eq. (C11) becomes
The first and third term in the above expression can be determined using the system matrices and 803 the initial and free-stream boundary conditions; only the second term contains the states q i . In order 804 to compute the second term (that defines a linear cost function) we apply the result mentioned at the 805 beginning of this appendix using now the closed loop plant (D12) as the dynamical system and the 806 weighting y i = (A i − B i K i ) P i+1 C i . This defines the adjoint equation 
The sequence V i now has a direct physical meaning: it is the negative of the adjoint of the closed 
In this way J min can be computed a priori, without evaluating the states or the control signal. In Eq.
820
(D18) only the first term in the right-hand side is exclusively determined by the initial condition.
821
The second term denotes the interaction of the initial condition and forcing at the top, and the third 822 is present only due to the external forcing.
823
This result refers to a single wave number only. Substituting in Eq. (36) and integrating over all 824 wave numbers, we can compute the minimum, E min that can be achieved due to the full spectrum of 825 free-stream turbulence.
