Abstract
Introduction
Pointer analysis is the problem of determining beforehand what the pointer variables in a program may target. Any algorithm for doing this will always be approximate and the aim is to produce the most accurate (smallest) solution possible, for each variable, in practical amounts of time and space. A solution is regarded as valid if all actual targets are included, although there may also be extra spurious targets.
This work is about improving the runtime of such analyses, in particular those employing a worklist algorithm. Our main contributions are:
An original algorithm for online cycle detection.
A difference-propagation solver for the pointer analysis problem. This reduces work by propagating only the change in solution for a variable, rather than the whole solution.
Empirical data comparing these and other techniques.
In this paper, as is commonly the case, we only consider flow-and context-insensitive analyses.
Flow-and Context-Sensitivity
A common way of categorising this area is in terms of flow-and context-sensitivity. The former indicates whether statement order should be considered. Thus, in the following, a flow-insensitive analysis would conclude that Ü can point to both Ý and Û:
(1) z = &y; (2) x = z; (3) z = &w;
This conservative result arises as the algorithm is unaware of the ordering between statements. Thus, it reasons that (3) could be executed before (2) and vice-versa. The advantage of doing this comes from a reduced space requirement, as it is no longer necessary to store separate solutions for each variable at different program points.
In a similar fashion, a context-insensitive analysis ignores calling context. To see this more clearly, consider the following: int *simple(int *q) {return q;} (C1) x = simple(&a); (C2) y = simple(&b);
In this case, there are two calling contexts, ½ and ¾. A context-insensitive analysis merges these into one, which could be thought of as replacing ½ and ¾ with:
(C1+2) {x,y} = simple({&a,&b});
Which means: analyse simple as though q points to both a and b and assign the result to both x and y. Thus, such an analysis would conclude that x and y can point to a and b. Again, the reasoning behind this seemingly wasteful simplification is practicality: If this was not done then an analyser would effectively be inlining every function and this is known to be unscalable.
Organisation
The remainder of this paper is organised as follows: Section 2 will cover related work and any background neces-char *f(char *p) { char *q; if(...) q = ''bar''; /* Õ Ø½ */ else q = p; /* Õ Ô */ return q; /* £ Õ */ } void main(void) { char *r,*s,*p,**t,**q; But, it must eventually lead to an edge from Ñ Ò × to Ñ Ò Ö being added. This will happen during solving, sometime after Ñ Ò Ö has been propagated into the solution of Ñ Ò Ø . sary. Section 3 will overview three methods for improving the runtime of such analyses. These will then be empirically evaluated and discussed in Section 4. Finally, conclusions will be drawn and future work considered in Section 5.
Background
Flow-and context-insensitive pointer analysis has been studied extensively in the literature (see e.g. [10, 14, 21, 6, 23] ). These works can, for the most part, be placed into two camps: extensions of either Andersen's [6] or Steensgaard's [23, 22] algorithm. The former use inclusion constraints and are more precise but slower. The latter adopt unification systems and sacrifice precision in favour of speed.
We will now examine each method in turn, paying particular attention to inclusion constraints as our work is in this area.
Inclusion Constraints
This general approach to pointer analysis, first suggested by Andersen, comes under the banner of set-based constraint solving (see e.g. [3, 4] ). This involves generating and solving simple set-constraints, which are often referred to as inclusion constraints due to their use of the operator.
A small language is used for this purpose, where the domain of variables is denoted by Î Ê . In addition, those whose addresses have been taken are members of Î Ê ² Î Ê . Thus, the constraints themselves take the form: Ô Õ Ô Õ Ô £ Õ £Ô Õ Where Ô and Õ are variables from Î Êand £ is the usual 'C' dereference operator. Those involving the dereference operator are termed complex constraints. Finally, a solution to a constraint set is an assignment to each variable from È´Î Ê ² µ, such that all constraints are satisfied.
Constraint Graph Formulation
In his original formulation, Andersen simply maintained the constraints in a vector. However, a more suitable representation is a constraint graph. This was first used by Heintze and Tardieu [14] and, although our description varies slightly, can be constructed as follows:
1. For every variable Ô, a unique vertex Ú Ô is created.
2. An edge Ú Ô Ú Õ is added for each constraint Ô Õ. In what follows, we often use a variable and its vertex interchangeably when the meaning is clear. The constraint graph can be thought of as a dependence graph composed with a solution set for each vertex. Furthermore, as there is no clear means of expressing the complex constraints, we simply assume that they remain close-athand. This is to permit, for a given variable, quick iteration through those constraints which dereference it. Figure 1 provides a sample translation from 'C' code into the initial constraint graph.
Solving
At this point, the constraints can be solved by repeatedly selecting an edge Ú Ü Ú Ý and merging Ë Ó ÐÜµ into Ë Ó ÐÝµ until a fixpoint is reached. This is often referred to as convergence. During this process, new edges arising from the complex constraints must be added to the graph. To see why this is so, consider the complex constraint Ô £ Õ. Suppose that initially Ë Ó ÐÕµ , but at some point during the analysis Ë Ó ÐÕµ Ü . Clearly, then, there is a dependence from Ü to Ô and, furthermore, this could not have been known at graph construction time. Therefore, the edge Ü Ô must be added as the solution for Õ becomes available.
The choices of which edge to select and when to process a complex constraint are important factors affecting convergence time. These issues were not addressed by Andersen, who used a simple scheme where constraints are processed in turn. As we shall see, much more sophisticated algorithms are possible.
The classical solution to this type of problem is the worklist algorithm (see e.g. [19] ). Such an algorithm operates by initially placing all nodes onto a worklist. Then a node is chosen from the list and its solution propagated along all outgoing edges. Any successors whose solution has now changed are placed onto the worklist. This continues until a fixpoint is reached. Generally speaking, these algorithms are assumed to be working on a static graph. Thus, we must extend them to deal with the dynamic setting caused by the complex constraints. The general idea is to process those constraints involving £Ô as soon as Ë Ó ÐÔµ changes. Good places to do this are when Ô is taken off the worklist or when it is put on. Figure 2 provides an example worklist solver using the former.
The remaining issue is worklist selection strategy. This is, in part, the subject of this paper and, although a large amount of work has been done in the static setting (see e.g. [5, 15, 7, 8, 16] ), there appears to have been little for the dynamic case [17, 12] . In Section 3.1 we return to this.
Another interesting approach to inclusion-based constraint solving can be found in the work of Heintze and Tardieu [14] . Their approach, roughly speaking, is to repeatedly recompute the solution for each dereferenced variable Ò until no change is observed. This is achieved by performing a reverse depth-first search starting at Ú Ò , which searches out all variables contributing to Ë Ó ÐÒµ and combines their solutions into it. New edges arising from constraints involving "£Ò" are added as soon as Ë Ó ÐÒµ has been recomputed. Completing this provides only the solutions for dereferenced variables. This may be sufficient or, alternatively, a final phase could be employed to solve the (now static) constraint graph. Their work provides some evidence that sizeable programs ( 440KLOC) can be analysed in a matter of seconds.
In addition to the above, there have been a number of other ideas put forward for improving convergence time and space usage. The most notable being variable substitution [21, 10] . This idea arises from the observation that vari-ables must often have the same solution. Thus, space can be saved by representing them with a single vertex and/or solution set. The clearest example of this arises with variables involved in a cycle. As the constraint graph is dynamic in nature, full cycle detection requires an online algorithm. In [10] such an algorithm, albeit rather crude, is applied to constraint solving and significant speedups are observed. In Section 3.2, we present a better solution for detecting cycles online.
The algorithm of Heintze and Tardieu also uses an online cycle detector. However, they effectively get this for free as a byproduct of the reverse depth-first search.
Unification Algorithms
The algorithms presented by Steensgaard [23, 22] were the first example of a unification-based approach to pointer analysis. The idea is to enforce the invariant that, for each variable Ü, Ë Ó ÐÜµ ½. This reduces the space required to hold the solution from O´Ò ¾ µ to O´Òµ and, with some clever trickery, a near-linear time complexity is achieved.
However, these improvements come at the expense of precision, which can be explained by comparing how sim- x=&z; x=y;
In the above, the only way for Ë Ó ÐÜµ Ë Ó ÐÝµ to hold is if Þ ¾ Ë Ó ÐÝµ. In other words, we unify the solutions of Ü and Ý, resulting in the conservative conclusion that Ý could point to Þ.
Much work has been done on this approach to improve the overall precision (see e.g. [9, 11] ) and there would appear to be some indications that the actual loss compared with an inclusion-based system is quite small. However, in the face of results indicating that Andersen's algorithm is scalable, such as those of Heintze and Tardieu, the future for unification seems unclear.
Convergence Techniques
In this section we examine three specific techniques for improving the convergence time of an inclusion-based constraint solver: iteration order, cycle detection and difference propagation.
Iteration Order
As mentioned in Section 2.1.2, an integral part of a worklist algorithm is the strategy for choosing which node to process next. This is often referred to as the iteration order. The problem, then, is that selecting the wrong node can result in extra work. Figure 3 illustrates this.
For a static graph, iterating in topological order or reverse post-order is a good approach. This is achieved by maintaining two priority queues, ÙÖÖ ÒØand Ò ÜØ, of vertices with priority given to those earlier in the r.p.o. The plan now is simple: nodes are placed onto the worklist by loading them into Ò ÜØ and are selected by taking from ÙÖÖ ÒØ. If ÙÖÖ ÒØ is empty it is reloaded from Ò ÜØ, which is then emptied. Thus, the worklist is empty only when both queues are empty. The reader is referred to [19] for a more detailed description of this. There are many variations and improvements possible. For example, it is possible to place nodes directly into ÙÖÖ ÒØ, if they come higher in the r.p.o than that currently being visited. Also, using just a single priority queue can be advantageous in some cases.
In general, the problem with this approach is the handling of cycles. The solution is to identify these strongly connected components and iterate each until completed before moving on. This was first suggested in [15] and a good examination can also be found in [19] .
At this point, we turn our attention to the constraint graph. As we know, this is a dynamic graph and, therefore, we cannot completely determine beforehand the topological order or strong components. Furthermore, even if we used online algorithms to do this the approach used previously would not be optimal. Figure 4 demonstrates why. Nevertheless, one may still suppose that processing the graph in topological order will perform well. Indeed, so long as nodes are visited fairly, it does. But, experiments we have conducted suggest a simpler scheme, known as least recently fired [17] , is just as effective. The idea is to prioritise nodes by when they were last visited, so that a node is chosen over another if it was visited less recently. In Section 4, we compare the LRF scheme with two simple and oft-used strategies: LIFO and FIFO.
Online Cycle Detection
As discussed in Section 2.1.2, cycle detection is a useful component for an inclusion-based constraint solver. In this section, we now present a powerful and original online solution to this problem, based on the work of MarchettiSpaccamela et al. [18] .
The pseudo-code is listed in Figure 5 . The algorithm operates by maintaining a topological ordering of the vertices, which is represented by the Ò¾ and ¾Ò arrays. An invari- Figure 4 . The diagrams show a constraint graph (drawn topologically) being converged using an online topological selection strategy. We assume that the constraint set included a single complex constraint, £Ø Õ. In diagram (g), node Ø is processed, causing the edge Õ Ö to be added. Furthermore, the algorithm immediately propagates across this edge, causing Ö to be put back on the worklist. Thus, nodes Ö and Ù will be revisited after (g). The point is that leaving × and Ø until last means the new edge is not discovered soon enough. Had they been visited earlier, each node could have been visited just once. Thus, an online topological strategy is not optimal.
ant is enforced which states that if Ü Ý ¾ then Ý comes after Ü in the order (Ò¾ Ý Ò ¾ Ü ). Thus, when an edge Ü Ý is inserted there are two cases to consider:
1. Ò¾ Ý Ò¾ Ü -The two vertices are already ordered correctly and we do nothing.
2. Ò¾ Ý Ò¾ Ü -Vertex Ý is positioned before Ü in the ordering. To resolve this a depth-first search is performed starting from Ý, limited to nodes between Ý and Ü in the order. This uncovers vertices reachable from Ý which should now come after Ü. These are then shifted past Ü in the ordering. If Ü is reached during the search then a cycle has been detected and we back propagate this information to uncover those nodes involved.
The algorithm achieves an amortised cost over ¢´ µ insertions of Ç´Î µ, which is a good improvement upon the Ç´Î · µ complexity of the offline algorithm. A proof of this can be found in [18] . The reader is referred to [20] for a more detailed examination of this algorithm and its complexity.
Difference Propagation
Difference propagation is a technique first suggested by Fecht and Seidl [13] . They proposed a general framework for applying it to distributive constraint systems. However, this is unable to describe constraints which have a dereferenced variable on the left hand side. Thus, the algorithm we provide here is really an instance of their framework extended to cope with the constraint system of Section 2.1.
The rough aim of the technique is to reduce the cost of propagating the solution for a node to its successors. In a standard worklist solver (see e.g. Figure 2 ), propagation along an edge Ü Ý occurs by merging Ë Ó ÐÜµ into Ë Ó ÐÝµ.
This operation is likely to be linear in the size of the smaller set and, therefore, reducing the size of sets involved should yield an improvement.
The key idea, then, is realising that each element of Ë Ó ÐÜµ only needs to be propagated along an edge once. Figure 6 attempts to clarify this. Clearly, for this to work a sufficient number of nodes must be visited more than once and there are three likely reasons why this can happen: poor iteration order, complex constraints and cycles. Figures 3  and 4 provide examples of the first two.
The new solver is given in Figure 7 . A key component is the difference set, ¡´Òµ, which contains the approximate change in solution for each node. We can think of ¡´Òµ as the collection point for elements propagated to Ò. It is approximate as it may contain values which are already in Ë Ó ÐÒµ. Each time Ò is visited the algorithm computes AE, the actual change in solution, by taking the difference between ¡´Òµ and Ë Ó ÐÒµ. This is likely to be smaller than the solution itself and can, therefore, save unnecessary work when processing complex constraints and in propagating. The complex constraints themselves must be handled with care because, when a new edge Ü Ý is added, we must ensure all values in Ë Ó ÐÜµ make their way into Ë Ó ÐÝµ. This is achieved by propagating Ë Ó ÐÜµ, not ¡´Üµ, into ¡´Ýµ.
The algorithm is likely to visit more nodes than the standard solver. The reason being that it places a node Ò onto the worklist when ¡´Òµ, not Ë Ó ÐÒµ, has changed. Thus, it is now possible for a node Ò to be placed onto the worklist as a result of some element, already present in Ë Ó ÐÒµ, being inserted into ¡´Òµ. We present some experimental data in Section 4 which attempts to quantify the effect of this. 
Experimental Study
In this section we provide empirical data, over a range of benchmarks, on the runtimes of worklist solvers using different combinations of the techniques described in Section 3. The purpose is to facilitate an understanding of how effective these methods can be. Table 1 provides information on our benchmark suite. All are part of the GNU system and, as a result, their full source can be obtained from http://www.gnu.org. The SUIF 2.0 research compiler from Stanford [2] was deployed as the frontend for generating constraint sets. In all cases, we were able to compile the benchmarks with only superficial modifications, such as adding extra "#include" directives for missing standard library headers.
The constraint generator operates on the full 'C' language and a few points must be made about this:
Heap model -A single heap object per static allocation site was used.
Structs -All elements of a structure were mapped to a single constraint variable.
Arrays -Treated in a similar fashion to structs, by ignoring the index expression. String Constants -These were preserved intact and not ignored or combined into a single object.
Indirect Calls -Indirect calls were handled using a mechanism similar to processing the complex constraints. Exact details are, unfortunately, beyond the scope of this paper.
External Library Functions -These, almost entirely, came from the GNU C library and were modelled using hand crafted summary functions, which captured only aspects relevant to pointer analysis.
The results, listed in Tables 2 and 3 , were generated on a 900Mhz Athlon based machine with 1Gb of main memory, running Redhat 8.0 (Pysche). The executables were compiled using gcc 3.2, with optimisation level "-O2". Timing 
Discussion
We will now point out key features of the data, along with some remarks. In doing this, it is helpful to split the benchmarks into two categories: the small ones (bool, time, bc, grep and chess) and the large ones (make, uucp, gawk and bash). Also, note that we regard WL, WF and WR as the baseline solvers.
Selection Strategy -Looking at Table 2 and the baseline algorithms WL, WF and WR we observe that LRF is never optimal for the small benchmarks, but is generally best for the large ones. This trend is repeated throughout the WD, WS and WDS families and, in the WC and WDC categories, we see LRF gaining a significant advantage over LIFO and FIFO. Table 3 suggests that LRF always has a lower visit count than the other strategies. However, we note that this reduction is not always significant for the smaller benchmarks.
Comments: The LRF scheme requires the use of a priority queue, giving it a higher overhead. Hence, it seems reasonable to conclude that this can outweigh any small saving in visit count.
Cycle Detection -From the data in Table 2 , we see that the WS algorithms almost always beat their baseline counterparts. We also see from Table 2 that online detection does not perform well on the small benchmarks. However, WCR is usually better than WSR on the large ones. In particular, WCR and WDCR are by far the fastest solvers for the two largest benchmarks, gawk and bash. Table 3 indicates that online cycle detection dramatically reduces the visit count, irrespective of benchmark size.
Comments: Online cycle detection is expensive and thus a high return is needed to show any improvement in runtime. Looking at visit count alone is not sufficient to explain why it only pays off on the larger benchmarks. We must also consider the relative cost of visiting a node and the final column of Table 1 attempts to measure this. The figures show only the average set size once convergence is complete, but we believe this gives an indication of the set sizes involved during convergence. Thus, in Table 1 we observe that the larger benchmarks have a significantly greater average set size. We feel this implies the cost per visit to be relatively bigger for the larger benchmarks and, hence, more is gained by reducing the number of visits.
The performance of the online cycle detector, in general, is pleasing as it demonstrates that the technique can be efficient and beneficial over static detection.
Difference Propagation -For the large benchmarks, the results in Table 2 show that difference propagation is always an improvement over the baseline. The exact opposite holds for the small benchmarks. We note with curiosity that, for the two largest benchmarks, WDL and WDF go significantly faster than WCL and WCF, but that WDR is much slower than WCR. We also see that adding difference propagation to the WS family almost always yields something better for the large benchmarks, but that WDCR is worse than WCR in all but one. Finally, Table  3 shows that difference propagation causes the expected increase in visit count.
Comments: Again, this technique introduces an overhead which appears unjustified on the smaller benchmarks. However, it does appear to show promise, although it remains unclear why the WDCR algorithm does not do better. The data for bash shows a sizeable increase in visit count, with only a small drop in performance. This suggests that visit count may not be relevant in explaining the problem. And so, we can only speculate that with cycles removed, there are simply not enough nodes being visited more than once. This may be supported by the data from Table 1, which indicates that the final constraint graphs have a high outdegree and thus will propagate their solution to many nodes in a single visit.
Conclusion
We have explored the use of some existing and some original methods for improving the convergence time of inclusion-constraint solvers in the field of pointer analysis. Our results indicate that worklist selection strategy is important, that online cycle detection is feasible and effective and, finally, that difference propagation has potential.
In the future we hope to look at larger benchmarks, investigate the difference propagation technique further, add an implementation of the Heintze-Tardieu solver and introduce flow-sensitivity.
