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Let D be a domain in the plane, p a point of D, and X a complex Banach 
space; let 4% P, X) = su~W’(~)ll : f IS a holomorphic X-valued function 
on D bounded by one}. Theorem 1 of this paper shows that the number 
m(D, p, X) is independent of X and shows the existence of X-valued holo- 
morphic functions f with IIf’ = m(D, p). The remainder of the theorems 
investigate the extremal properties of such functions and give conditions on X 
which imply that each such function has the form +c where + is a scalar-valued 
bounded holomorphic function and x is a point of X with Ij x /j = 1. 
Let D be an open connected set on the Riemann sphere which 
supports nonconstant bounded analytic functions and let x0 be an 
arbitrary but fixed point in D. Let 
m(D, q,) = sup{1 f’(x,,)i :f is analytic in D and bounded by one}. 
In Ref. [l, Theorem l] the author proves the following “Schwarz’s 
Lemma”: 
THEOREM 0. There is a unique function g, which is analytic in D, 
bounded by one, and satis$es ~‘(x,,) = m(D, zJ. Further, 9)(x0) = 0. 
The theorems of this paper give extensions of this result to the 
space P(D, X) of bounded analytic functions on D with values in a 
complex Banach space X, and at the same time provide some insight 
into why Theorem 0 is true and characterize those spaces X in which 
an appropriate version of Theorem 0 is true. We refer the reader to 
Ref. [2] for the definition of an analytic function with values in a 
Banach space and for the basic properties of such functions. Through- 
out the remainder of the paper we will assume that all Banach spaces 
are over the complex numbers and that every domain (open, connected 
set) under consideration supports nonconstant bounded analytic 
functions. 
86 
SCHWARZ’S LEMMA FOR VECTOR-VALUED FUNCTIONS 87 
DEFINITION. Let D be a domain on the sphere and x0 a point of D. 
Let X be a complex Banach space. Let 
WA 2, , X) = ~u~W’(~~)ll :f E Hrn(Q X>, Ilf (411 d 1 for all x 6 01. 
IffE Hm(D, X), l/f(z)ll < 1 for all x ED, and llf’(zo)[~ = m(D, zo, X), 
then we call f an extremal function (for D, x0 , and X). Henceforth, 
we will assume that ,zo is fixed and we will suppress it in the notation. 
THEOREM 1. For any D and any X, m(D, X) = m(D). 
Proof. Clearly m(D) and m(D, X) are simultaneously zero or not. 
Suppose, then, that m(D) > 0. Let y be the function given in Theo- 
rem 0 and let x E X, Ij x II = 1. If f (2) = v(z)x, then f c H”(D, X), 
Ij f (zz)/l < 1 for z E D, and llf’(zo)II = m(D). Thus, m(D, X) > m(D). 
On the other hand, choose fn E Hm(D, X) bounded by one such 
that 11 fn’(xo)j increases to m(D, X) as n --+ co. For each n choose a 
linear functional L, E X* with 11 L, jl = 1 and Ln(fn’(xo)) = I/ fn’(xo)/j. 
If we put h,(x) = L,( fJx)>, then h, is a scalar-valued analytic function 
on D which is bounded by one. Hence, 
m(D) 2 I ha'(~o)l = lL(fn'(~o))l = llfn'c%ll~ 
Thus m(D) > m(D, X) and the theorem is proved. 
Theorem 1 provides us with a great many extremal functions: 
just choose any x in the unit sphere of X and put f(z) = q(x)x, 
where q~ is the Schwarz lemma function from Theorem 0. We might 
then ask if all extremal functions are of this form. A moment’s thought 
shows the answer to be no. 
EXAMPLE 1. Let X be the space of two complex variables with 
the sup norm 11(x, w)ll = max{l z I, j w I>. Let d be the unit disk in 
the complex plane, z. = 0, and put f(x) = (1, z) for z EA. Then 
jl f (z)II = 1 for all 2: E d and I/f ‘(O)lI = 1, but f is not of the form zx 
for some fixed x in the unit sphere of X. 
This example shows that just having the biggest possible norm for 
f ‘(zo) is not enough to insure that f has the desired form; something 
more is needed. It is useful here to recall that Theorem 0 was proved 
in Ref. [l] by showing that if h’(z,) = m(D), then h is an extreme 
point of the unit ball of H”(D). It is this result (somewhat modified) 
that carries over to the vector-valued case. We need the following 
definition, first introduced in Ref. [4, p. 6401: 
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DEFINITION. If K is a convex subset of a (complex) Banach space 
X, then a point x E K is a complex extreme point of K if the only 
yEXwithx+AyEKforallXEdisthepointy = 0. 
To avoid ambiguity, the usual extreme points of a convex set will 
be referred to as real extreme points. Clearly each real extreme point 
is a complex extreme point. The converse is not necessarily true but 
it is in one important special case. 
PROPOSITION. Let A be an algebra of bounded complex-valued 
functions on a set S with the sup norm. A function f E A with /If /I = 1 
is a real extreme point of the unit ball of A if and only if it is a complex 
extreme point. 
Proof. This is Lemma 3.1 of Ref. [3]. The proof is elementary. 
Theorem 2 below includes Theorem 0 as a special case (because of 
the Proposition). 
THEOREM 2. Let D be a domain on the sphere with m(D) > 0 and 
let X be a complex Banach space. Then the following are equivalent: 
(1) Each extremal function is a complex extreme point of the unit 
ball of H”(D, X); 
(2) Each extremal function f with j/f(z)/\ < 1 Al for all z E D 
has the form f (z) = y( x x,, where x0 is a$xed vector of norm one; ) 
(3) Each point of the unit sphere of X is a complex extreme point 
of the unit ball of X. 
Proof. To show that (3) implies (l), let f be an extremal function 
and put v = f ‘(x,)/m(D). Supposeg E H”(D, X) and IIf + Ag(z < 
1 for all z E D and all h E A. Then IIf + Xv(z) g(x)11 < 1 for all z E D 
and all X E d and hence 
Thus g(q,) = 0 since v is complex extreme. 
Now let g(z) = zz ak(z - z,,)~ be a power expansion for g valid 
in a disk about z, . (We are assuming that z,, is not the point at co; 
this involves no loss of generality.) We know that m > 1. By the 
strong form of the maximum modulus theorem [4, Theorem 3.11 we 
have 11 f (z,,)ll < 1. Choose a small number r > 0 such that the disk 
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1 z - z,, 1 < I lies in D and jlf(~)lj < 1 - 6 for some 6 > 0 and all x, 
J 2: - z,, 1 < Y. Put h(z) = (x - z,,)l-mg(a); then h is analytic and 
bounded on D. Choose a small positive number’c such that 
Hence 
IIf(~)ll + c II J44ll d 1 for / z - z0 j < r. 
IIf + ~~“-1~(~)11 d 1 for XED and hod. 
Thus 
1 > 11 w + her”-%~,rn(D)-~ 11 for AEA, 
and since v is complex extreme, we must have a, = 0. Thus all the 
coefficients of g are zero and hence g = 0. This shows that (3) 
implies (1). 
To show that (1) implies (3), suppose that x, y E X, II x 11 = 1, and 
11 x + Ay I/ < 1 for all h E A. Let f(z) = ~J(Z)X and g(z) = T(Z) y. 
TheAIf+ kll G 1 f or all h E A and henceg = 0. Thus y = 0. 
If (3) holds and Ilf(z)ll < I y(z)], wheref is extremal, then g(z) = 
y(x)-if(x) is analytic and bounded by one in D and IIg(~,)ll = 1. 
By the strong form of the maximum modulus theorem, g is constant. 
Finally, suppose (2) holds. If x, y E X, 11 x 11 = 1, and /) x + Ay 1) Q 1 
for A E A, then put f(z) = q~(z)x and g(z) = v”(z) y. Thus 
By (2) f(z) + g(.z) = P)(Z)X (since g/(x0) = 0). This implies that 
y = 0. 
EXAMPLE 2. The hypothesis that I]f(x)ll < ( q~(z)l in (2) of 
Theorem 2 cannot be omitted. Let X be the space of two complex 
variables in the P norm ll(z, w)jl = I z I + 1 w 1, and take D = d = 
the unit disk. It is easy to see that each point in the unit sphere of X 
is complex extreme. (This is a very special case of Ref. [4, Theorem 
4.21.) Let 
f(4 = i((l + xl29 (1 - 42), ZEA. 
Then Ilf(z)lI < 1 for x E A, Ilf’(O)ll = 1, but f is not of the form xx0 
for a fixed vector x,, . 
We will see in the corollary to Theorem 4 exactly when each extre- 
ma1 function has the form OX,, for some vector x,, of norm 1 (at least 
for some domains). In order to prove Theorem 4 it is necessary to 
know some facts about the boundary values of bounded vector-valued 
analytic functions. These are given below. 
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THEOREM 3. Let X be a separable complex Banach space and let 
h E Hm(A, X) where A is the unit disk. Then there is a closed separable 
subspace N of X* and a bounded weak* measurable function H from the 
unit circle I’ into N* such that 
(h(z), n) = & Jzm (H(e@), 72) P.Je) de 
0 
for each n E N and each x E A where P, is the Poisson kernel for x. If X 
is the dual of a Banach space Y, then N can be taken to be Y. Further- 
more, we always have 
sup{/] h(.z)ll : z E Ll} = ess sup{I/ H(eie)jj}. 
Proof. Let {xn> be a countable dense subset of X; for each n 
choose L, E X* with I/L, (1 = 1 and L,(x,) = I\ x, 11. Let N be the 
closed subspace generated by {L,}. 
Now fix an integer k. The function L,(h(z)) is bounded and analytic 
on A and hence has nontangential boundary values on a set E, in r 
of measure 25-r. Since this is true for each k, there is a set E in r of 
measure 2~r such that lim,,, (h(reie), n) exists for every n E N and 
every eis E E. For each point eis of E this limit defines a bounded 
linear functional on N which is thus given by an element H(0) of N*. 
If n E N, then (n, H(0)) = lim,,, (h(re@), n) and therefore H is 
weak* measurable. Finally, let 0 < s, r < 1. Then for n E N 
(h(sreie), n) = -&- J”” (h(seit), 12) zqe - t) dt. 
0 
Letting s increase to one we get the desired representation formula. 
The other assertions of the Theorem are easily verified. 
EXAMPLE 3. It is interesting to note that we cannot necessarily 
get the boundary values of h to lie in X (instead of in X**). Here is 
a simple example. Let X = c0 , the space of sequences which go 
to zero in the sup norm. Let h : A -+ c,, by h(x) = (x, 9, .z3 ,... ). 
Then it is clear that the boundary values of h are given by H(eis) = 
(eie, ezie, e3ie,...) and thus th e values of H lie in 1” and not in c0 . This 
example also shows that we cannot, in general, expect that 
11 h(reie) - H(eis)lJ ---f 0 as r -+ 1, even for a single point of r. 
THEOREM 4. Let R be a domain with only a Jinite number of com- 
ponents in its complement (at least one of which is nontrivial). Let 
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f : R -+ X be analytic, bounded by one, and suppose that v = f ‘(x,)/m(R) 
is a real extreme point of the unit ball of X. Then f (2) = y(x)v and f 
is a real extreme point of the unit ball of H”(R, X). 
Proof. Since the range off is separable we may suppose with no 
loss of generality that X is separable. Further, by composing with a 
conformal map we may also suppose that R is bounded by a finite 
number of disjoint circles. 
It is clear from local considerations and Theorem 3 that f has 
boundary values F almost everywhere on aR (in the sense of Theorem 
3) and that if N is the subspace of X* described in Theorem 3, then 
for each n E N and each z E R 
(f (4, n> = j,, hF> Pz 4, 
where p is harmonic measure for x,, and P, dp is harmonic measure for 
x E R. Note also that N is norm-determining for X; that is, for x E X, 
II x II = suPW> n>~ : n E N and /I n 11 < I}. 
Now let g EL~(~R, p). I c aim 1 there is an element xs E X such that 
(xc7 > n) = s <n, F) g 4 for all n E N. aR 
This is clearly true if g = P, for some 2: E R since then xg = f (2). 
Hence, it is true for finite linear combinations of the P, . However, 
the linear span of {Pz I x E R) is dense in Ll(aR, p). Since X is com- 
plete and N is norm-determining, this establishes the claim. 
Now the linear functional h --f h’(z,) is weak* continuous on H”(R) 
and has norm m(R). It is well-known that there is a function G in 
Ll(aR, p) with J I G j dp = 1 and JaR Gh dp = h’(x,)(m(R))-l for all 
h E H”(R). Let E be a fixed measurable subset of aR and let v = 
<iz)/m(R). By the preceding paragraph there is an element x, of X 
(xi? 3 n) = 1‘ <n, F - TV> G dp, 
TZEN. 
E 
For n E N, Ij n 11 < 1 we have 
= j,, <VJ, n> G 4 + 1 
E 
<n, F) G 4 - J‘, <v, n> G dcl. 
92 
Thus 
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Hence, I/ v + x, 1) < 1. Also 
cv - xE, n) = (v, n) - j, <n, 0 G dcL + (v, n> 1, VG 4 
= (v, n> (1 + j, TG 4) - (<v> n> - j,,-, <n,F> G G) 
= <v, n> j, FG dp + j,,-, (n, 0 G dr-L. 
Hence, Ij er - x, (1 < 1. Since ZI is a real extreme point we must have 
x, = 0. Thus for each n E N, (n, F - TV) = 0 a.e. p (we know that 
G # 0 a.e. p) and since N is separable we find that F = TV a.e. p on 
i3R. This obviously implies thatf(z) = g)(x)v for each x E R. 
To prove thatf is a real extreme point of the unit ball of Hm(R, X) 
suppose that g E Hm(R, X) and IIf & g(z)11 < 1 for each x e R. 
We may again assume that X is separable. We first note that 
44 v = f’(%) = Hf’@o) + g’(4) + Hf’W - A%))~ 
Since v is a real extreme point this implies that g’(q,) = 0. Hence, 
f + g is analytic, bounded by one, and (f + g)‘(q,) is a real extreme 
point of the m(R) ball of X. By the first part of the proof we have 
f + g = TV where m(R)v = f ‘(so). But f = CJJV also. Thus g = 0. 
Example 2 shows that the hypothesis that v is a real extreme point 
of the unit ball of X cannot be weakened to allow v to be a complex 
extreme point. 
THEOREM 5. Each extremalfunction has the form qx where 11 x 11 = 1 
if and only if each extremal function is a real extreme point of the unit 
ball of H”(D, X). If ‘th ez er condition holds, then X is strictly convex; 
that is, each point of the unit sphere of X is a real extreme point of the 
unit ball of X. 
Proof. Suppose that each extremal function is a real extreme 
point of the unit ball of Hm(D, X) and let f be extremal. Put 
x = WWlf’(~o) and h(z) = if(z) + ~cp(z)x. Then 11 h(z)11 < 1 
and h’(x,) = m(D)x = f ‘(q,) so that h is extremal. But then h is a 
real extreme point of the unit ball of Hm(D, X) so that f (.z) = tp(z)x 
for all z E D. 
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Conversely, suppose that each extremal function has the form 9x 
where 11 x I/ = 1. We first show that X is strictly convex. Let x E X, 
j/ x I/ = 1, and suppose y is a point of X with Ij x & y /I < 1. Let 
44 = au + d4)” (x + Y) + tu - 4a2 (Y - 4. 
Then h E P(D, X), is bounded by one, and h’(z;,) = m(D)x, so h 
is extremal. Hence h = TX and, in particular, 0 = h(q) = 4 y. 
Now let f be an extremal function and suppose 11 f + g )I < 1 
where g E H”(D, X). Then f = q~x and jl x + y 11 < 1 where y = 
b(~rld(%J. s ince X is strictly convex, y = 0. Hence f + g is 
extremal and hence f + g = p?x, since (f + g)‘(z,,) = m(D)x. Thus, 
g = 0 and f is a real extreme point of the unit ball of H”(I), X). 
COROLLARY. If the domain D has only a jinite number of components 
in its complement, then the following are equivalent: 
(a) Each extremal function has the form TX where 11 x Ij = 1; 
(b) Each extremal function is a real extreme point of the unit ball 
of IWD, X); 
(c) X is strictly convex. 
Proof. (c) implies (a) is Theorem 4 and the other implications are 
Theorem 5. 
THEOREM 6. Let X be a strictly convex dual space. Then each 
extremal function has the form TX whet-e 11 x II = 1. 
Proof. Let M be the maximal ideal space of H”(D) and let p be 
a measure on M with 11 p Ij = 1 and 
m(W 1, h dp = h’(d, h E H”(D). 
Let S be a fixed measurable subset of M. Let Y be the Banach 
space which X is the dual of and for y E X let 
4~) = s, <r,f - TX> 4 
where f is extremal and x = [m(D)]-lf’(x,). L is a bounded linear 
functional on Y and hence is an element of X. A straightforward 
computation like that in Theorem 4 shows that 11 x f L 11 < 1. Hence 
L = 0. This implies that the analytic function ( y, f - CJJX) = 0 a.e. 
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p for each y E Y and hence to complete the proof of Theorem 6 we need 
only prove the following 
LEMMA. If h E H”(D) and I$ = 0 ae. p, then h = 0. 
Proof. Let v be the scalar-valued extremal function. Then for 
any f E H”(D) we have Jf+ dp = [m(D)]-l(fs))‘(x,,) = f(xs); hence, 
$ dp is a representing measure on M for evaluation at z0 and since 
cp(z,,) = 0, p has no mass at z0 E M. 
Since h = 0 a.e. p, h(z,,) = J I%$ dp = 0. Likewise, m(D)h’(x,) = 
sh dp = 0. Now g(z) = [z - z,]-2h(z) is in H”(D) and j = 0 
a.e. CL. Thus h”(z,) = 0. Continuing we find that all the derivatives of h 
vanish at z,, and consequently, h = 0. 
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