Questions surrounding the prevalence of complex population dynamics form one of the central themes in ecology. Limit cycles and spatiotemporal chaos are examples that have been widely recognised theoretically, although their importance and applicability to natural populations remains debatable. The ecological processes underlying such dynamics are thought to be numerous, though there seems to be consent as to delayed density dependence being one of the main driving forces. Indeed, time delay is a common feature of many ecological systems and can signicantly inuence population dynamics. In general, time delays may arise from interand intra-specic trophic interactions or population structure, however in the context of single species populations they are linked to more intrinstic biological phenomena such as gestation or resource regeneration. In this paper, we consider theoretically the spatiotemporal dynamics of a single species population using two dierent mathematical formulations. Firstly, we revisit the diusive logistic equation in which the per capita growth is a function of some specied delayed argument. We then modify the model by incorporating a spatial convolution which results in a biologically more viable integro-dierential model. Using the combination of analytical and numerical techniques, we investigate the eect of time delay on pattern formation. In particular, we show that for suciently large values of time delay the system's dynamics are indicative to spatiotemporal chaos. The chaotic dynamics arising in the wake of a travelling population front can be preceded by either a plateau corresponding to dynamical stabilisation of the unstable equilibrium or by periodic oscillations.
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Introduction
Factors and mechanisms determining the spatial population distribution of ecological species are a major focus of interest in ecology (Fortin and Dale 2005, Ritchie 2010 ). Often the distribution shows remarkable spatial variability, which is usually referred to as patchiness (Levin 1994 , Rietkerk et al. 2004 , where areas or`patches' of high population density are separated from areas where the given species is either present at a very low density or is absent altogether. A classical example of such a patchy spatial distribution is given by plankton (Levin and Segel 1976, Martin 2003) , although terrestrial species, in particular insects, often exhibit considerable spatial variability as well (Liebhold et al. 2013 ).
One obvious explanation of this phenomenon is swarming behaviour (Okubo 1986 ), especially when it is reinforced by social interactions between the animals (e.g. Mogilner and EdelsteinKeshet 1999, Mogilner et al. 2003) and/or by taxis (Tyutyunov et al. 2004 (Tyutyunov et al. , 2009 ). On a larger spatial scale, an intuitive explanation of the spatial heterogeneity in species distribution lies in environmental variability, e.g. spatial distribution is being driven by the heterogeneous distribution of resources (Liebhold et al. 1994 , Grünbaum 2012 ). However, in many cases this does not seem to be the case as the observed population distributions appear to be largely uncorrelated with the environment (Powell et al. 1975 , Sharov et al. 1997 ). The heterogeneous spatial population distribution can also arise as a result of biotic interactions. In particular, there is a large body of literature showing, both theoretically and empirically, that a spatial pattern can be a result of predator-prey or host-parasite interactions (Hassell et Note that, in the case of biotic-driven pattern formation, the patterns can be regarded as selforganised, i.e. they are not related to any external forcing; in fact, they can arise in a uniform environment.
Self-organised pattern formation is often related to instability of the spatially uniform distribution; a well-known example is given by the Turing instability Jackson 1972, Klausmeier 1999) . A necessary condition of the Turing instability is the diering diusivity of interacting species; in order to make the instability practically observable (i.e. to occur in a reasonably broad range of population dynamics' parameters), the diusion coecients have to be at least an order of magnitude apart. This large dierence in the mobility of a prey and its predator does not often happen, and hence the ecological importance of the Turing scenario of pattern formation is rather limited (but see Sherratt 2013 ).
An alternative mechanism is sometimes referred to as biological turbulence 1 or a wave of chaos (Petrovskii and Malchow 2001) which becomes possible when the dynamics of the interacting species are oscillatory. From a theoretical perspective, this is usually related to the existence of a stable limit cycle, e.g. see Turchin (2003) . The properties of the population's spatial distribution emerging due to this mechanism were shown to be in agreement with eld observations (Medvinsky et al. 2002 , Petrovskii et al. 2003 , Malchow et al. 2008 ). However, the capacity of biological turbulence to explain patchiness of ecological populations is somewhat limited too, as the existence of the limit-cycle population oscillations requires interaction of the 1 The term biological turbulence was suggested to Sergei Petrovskii by Lutz Schimansky-Geier in a private discussion in 1999.
given species (prey) with its specialist predator (cf. Rosenzweig 1971 , May 1972 . Specialist predators are relatively rare in nature and that may explain why genuine predator-prey cycles are not often seen 2 . As long as the predator is a generalist, in a realistic multi-species community predator-prey cycles are unlikely to occur, as the changes in the density of prey become uncoupled from that of the predator because of the complicated switching behaviour of the latter (Comins and Hassell 1976 , Holt 1983 , Morozov and Petrovskii 2013 , Van Leeuwen et al. 2013 ). Heterogeneous population distribution is therefore a far more general phenomenon than the theoretical mechanisms that have by far been brought forward as its explanation.
There is, however, another feature of population dynamics as ubiquitous as species heterogeneity, and this is time delay. Delayed density dependence is thought to be one of the main factors causing population uctuations (Berryman and Turchin 1997) . The most commonly considered causal mechanisms are resource competition (Hansen et al. 1998 ), cannibalism (Briggs et al. 2000) , and maternal eects (Ginzburg and Taneyhill 1994) where the nutritional environment of the parental generation can inuence the growth and reproductive potential of the next generation. Delays may also occur as a consequence of developmental time and/or interaction between individuals of dierent stages (Royama 1981 , Hastings 1984 . In mathematical terms, the destabilisation of a positive steady state, both in nonspatial and spatial systems, usually occurs through the Hopf bifurcation (Green and Stech 1981 , Fowler 1982 , Busenberg and Huang 1996 , Li et al. 2008 , Su et al. 2009 ) that leads to limit-cycle oscillatory behaviour. We menton here that such destabilization does not always happen; in particular, if the population growth is damped by a strong Allee eect, an increase in time delay does not necessarily lead to the Hopf bifurcation, e.g. see Jankovic and Petrovskii (2014) .
In this paper, we examine the inherent relation between these two phenomena, i.e. time delays and pattern formation. We are especially interested in the possibility of the onset of spatiotemporal chaos and, respectively, the formation of irregular spatial patterns. We mention here that, whilst the dynamics of time-delayed nonspatial systems are understood relatively well, time-delayed spatial systems pose a much bigger challenge. Although there is a large body of literature concerned with time-delayed spatially explicit population dynamics (e.g. see the references above), the vast majority of it is concerned with either a travelling front or a periodic pattern (Ashwin et al. 2002 , Yoshida 1982 , Su et al. 2009 ). Meanwhile, in population systems where limit cycles appear for other reasons (i.e. not related to time delay), travelling waves and periodic patterns are known to be only a part of the rich spectrum of spatiotemporal dynamics The remainder of the paper is organised as follows. In the following section (Section 2) we introduce our modelling framework and revisit known analytical results for the stability condition and loss of monotonicity conditions for both Hutchinson's equation and the diusive logistic equation. We then investigate through numerical simulations the eect time delay has on the diusive logistic model (Section 3). In Section 4, we introduce a modied model and discuss the concept and reasoning behind the spatial averaging, as well as presenting numerical results.
Section 5 summarises our ndings.
Modelling framework and some analytical results
Temporal dynamics of a single species popuation can be described by the following generic ordinary dierential equation:
where U is the population size (density) and f (U ) describes the per capita growth. For many populations the observed biological reality imposes a saturation level, known as the carrying capacity, which forms a numerical upper bound on growth. Correspondingly, the simplest form of such, the Verhulst-Pearl logistic equation is frequently used to model self-limiting populations:
where r is the intrinsic rate of growth and K is the carrying capacity. Logistic growth implies rapid initial growth at low population densities due to local aggregation and a nearly exponential decay to the population's carrying capacity due to the negative feedback through intraspecic competition. Admittedly a simple model, such behaviour is in qualitative agreement with observed dynamics of many populations, especially under laboratory, resource-limited, conditions.
In nature, though, events do not often occur instantaneously as predicted by the above model. 
where τ > 0 is the time delay, and U τ = U (t − τ ). Even though the choice of delayed mechanism still remains questionable, the above model was used extensively to model natural populations with reasonable success, see May (1975) .
Aiming to incorporate both spatial and temporal population dynamics, the model is therefore
given by a delay reaction-diusion equation: U (x, t) for −τ < t < 0 is assumed to be a function of compact support.
It is often thought that the addition of diusive terms will not change much the system's dynamical structure, cf. Huang (1998). However, below we will show that this is not necessarily true and that a spatial model can exhibit dynamical regimes that are not possible in its nonspatial counterpart. Whilst the nonspatial Hutchinson's model is only capable of exhibiting periodic oscillations, its spatial counterpart can display chaos. Some of our results will then be extended, using numerical simulations, to include the corresponding 2D case:
where we also demonstrate the onset of chaotic oscillations.
Lastly, we consider an alternative formulation which includes a spatial convolution to account for the continual movement of individuals and the time it takes them to move. In particular, thè correct' average population density is now assumed to be a spatial (and in general, temporal)
average weighted towards the current position of individuals. This follows from the observation that competition does not occur instantaneously. The resulting model is an integrodierential equation, for which we show that despite previous studies on similar models, the onset of spatiotemporal chaos is possible.
Linear stability analysis
It is worth noting that single ordinary dierential equations, unlike delay dierential equations (DDEs), cannot exhibit oscillatory, limit cycle behaviour (see Fig. 2 
.1). While qualitative features
of DDEs for population growth dynamics near bifurcation points, including analytical solutions, may be found (Fowler 1982) , the easiest (and often the only) way to investigate the quantitative properties is by numerical simulations, that are straightforward to make. In this section, we rst revisit some results of the linear stability analysis to obtain the stability condition on τ . We then further our study by obtaining the loss of monotonicity condition for the travelling front 
where U = U K , t = rt and τ = rτ . Suppose u is a small perturbation from the steady state U * = 1, such that:
By linearising, and omitting higher order terms, we obtain the following equation: for which solutions must be of exponential form u( t) = ce λ e t , where c is a constant and λ are the eigenvalues that, when substituted into Eq. (2.8), lead to the transcendental characteristic equation:
so that λ is a function of the (dimensionless) delayτ . The equilibrium point U * = 1 is asymptotically stable if all eigenvalues have negative real parts. For this reason we set λ = µ + ıω, substitute into Eq. (2.8), and separate the real and imaginary parts: µ = −e −µe τ cos ω τ , (2.10) ω = e −µe τ sin ω τ .
Considering two cases, when the eigenvalues are real and complex, we determine the stability condition on τ . It is readily seen that, in case of real eigenvalues (i.e. ω = 0) µ cannot take positive value, thus the steady state is always stable. If eigenvalues are complex, the stability condition reads µ < 0 therefore implying ω τ < π/2. The Hopf bifurcation point is found for µ( τ ) = 0, thus ω τ H = π/2. From Eq. (2.10) the only viable solution is ω = 1, hence τ H = π/2.
Scaling back to dimensional quantities, the equilibrium U * = K is stable if 0 < rτ < π/2, and unstable otherwise (rτ > π/2).
Stability conditions obtained for Hutchinson's equation can be easily extended to the diusive logistic equation and veried by simulations, which will be done in the following sections. Fig. 2.2 shows the bifurcation diagrams for both cases. Note that, whilst the nonspatial case described by Eq. (2.6) exhibits only limit cycle behaviour for overcritical values of τ , the dynamics of the spatiotemporal system (Eq. (2.4), or (3.20) in dimensionless variables) is obviously more complicated indicating chaotic dynamics. We consider this issue in detail in Section 3. 
Loss of monotonicity
Before the positive steady state loses its stability, another change in the solution's properties takes place, namely, the loss of monotonicity. Let us rewrite Eq. (2.9) for the eigenvalues as a function of both λ andτ :
Obviously, function F has a unique minimum and it is readily seen that, whenτ is suciently small, this minimum lies in the third quarter of the (λ, F ) plane, so that Eq. (2.12) has two real negative roots. The positive steady state is stable and the solution approaches it monotonously, e.g. as can be seen from the left panel of Fig. 2 .1. Whenτ increases, the minimum is pushed upwards; correspondingly, the two roots move towards each other so that nally, for someτ =τ * , they merge and`disappear', which actually means that they become complex. Forτ =τ h >τ * , the Hopf bifurcation takes place, but for the values ofτ just slightly larger thanτ * the real part of the eigenvalues is still negative. It means that the positive steady state is still stable but the solution approaches it in an oscillatory manner.
More quantitatively, in order to obtain the value ofτ * , one needs to consider Eq. (2.12) together with the tangency condition:
(2.13)
Having solved the system (2.122.13), one obtains thatτ * = 1/e (e.g. Yoshida 1982 ). In original dimensional parameters, it means that solutions of Hutchinson's equation start oscillating for rτ > 1/e.
We now consider how the loss of monotonicity condition can be extended and applied to Eq. (2.4). A compact initial population distribution is known to converge to two travelling fronts propagating in opposite directions with the same speed c, i.e. U (x, t) → U (x − ct) ∪ U (x + ct). Consider, for instance, the front propagating to the right, U (x, t) = U (ξ) where ξ = x − ct, which is the solution of the following equation (in dimensionless variables): 14) corresponding to the conditions at innity as U (ξ) → 0 for ξ → ∞ and U (ξ) → 1 for ξ → −∞.
If we linearise around the steady state U * = 1, by setting U = 1 + v, where v is a small perturbation, it gives a second order dierential equation:
As before, we try a solution of exponential form v = e λξ and obtain the characteristic equation:
When the delay is zero, the eigenvalue equation has two real roots of opposite sign. By increasing the time delay the positive root branches into two roots, which get closer to each other and eventually coalesce, then turn complex. Loss of monotonicity is associated with the loss of real positive eigenvalues and this coalescence which occurs at a critical value, τ cr ; see Fig. 2 .3. We denote the double root itself, λ * , and it must satisfy both: 
Simulations
Apart from the results discussed above, it is dicult to establish other solution properties analytically, so we have to resort to simulations. We begin with the 1D diusive logistic equation, Eq. (2.4). We write it in dimensionless variables: 
where U 0 > 0 is the initial population density and L determines the size of the initially occupied patch. Since Eq. (3.20) involves a time delay, we supplement the initial condition with the population's`history', i.e. the data on U (x, t) for −τ < t < 0. For this purpose we choose a constant function equal to the initial population density: only the right-hand half of the domain is shown. We therefore observe that, for a suciently small time delay (τ cr < τ < π/2), the initial conditions evolve into a propagating population front with damped oscillations at the front 3 , see Fig. 3 .4. Behind the front, the population density promptly converges to the spatially uniform steady state U (x, t) = 1. The damped oscillations at the front tend to grow in amplitude with increasing τ and can become prominent but decay promptly behind the front.
However, a further increase in τ alters the solution's behaviour signicantly. As the system surpasses the Hopf bifurcation, apparent spatially irregular oscillations emerge in the wake of cannot be directly linked to dynamics in the corresponding nonspatial system. As far as we are aware, this type of dynamics is usually attributed to multi-species models, and is a novel concept in the context of single species population models. We emphasise here that the patterns emerging in the wake of the plateau (e.g. see the bottom panel in Fig. 3 .5 and the two middle panels in Fig. 3.6 ) are purely self-organised; they are not induced by any spatial heterogeneity in the system as there is no heterogeneity (the parameters are space-independent). The irregular spatiotemporal patterns are self-sustained; following the onset of apparent chaos, no further qualitative changes in the system's dynamics occur at a later time. sudden change in dynamics should not be attributed to the Hopf bifurcation. We mention that a further increase in τ (not shown here for the sake of brevity) does not lead to any qualitative changes: in fact, even the amplitude of the periodic oscillations shows almost no change.
We have also investigated the corresponding temporal dynamics of the system, see Fig. 3 .8. In order to verify that the irregular spatiotemporal patterns are chaotic, we tested the sensitivity of solutions to initial conditions. Figure 3 .9 shows spatial propagation of two population fronts with slightly dierent initial conditions. As simulation time is increased, small perturbations grow and induce large dierences between the two solutions. Since such sensitivity is known to be a characteristic property of chaos, this leads to the conclusion that the dynamics shown in Figs. 3.53.9 is indeed chaotic.
Chaotic behaviour is also apparent in the phase plane U (x * , t), U (x * , t − κτ ) , see Fig. 3 .10, where the axes show population densities at the same location x * but at dierent time moments, being separated by a certain time lag which is dened as a fraction κ of the time delay τ . The trajectories are intricate and indicate complex behaviour of solutions. Note that, by decreasing the time lag κ, the trajectory in the phase plane tends to shrink to the bisector line. Correspondingly, the oscillations in the population density become highly correlated; however, behaviour still remains chaotic.
We have also investigated the corresponding spatiotemporal pattern formation scenario in the 2D case. Figure 3 .11 shows snapshots of the population density obtained in the model (2.5) (in dimensionless variables D = r = K = 1) for τ = 1.9 > τ H , i.e. in the parameter range where the 1D system exhibits the onset of spatiotemporal chaos. Since the system is symmetric quadrant. It is readily seen that the 2D dynamics mirrors the dynamics of the corresponding 1D model. Namely, the travelling population front exhibits fast decaying oscillations at the front. has been a focus of several studies previously, e.g. see Busenberg and Huang (1996) The underlying assumption of diusion is that individuals freely and randomly move around, without any preferred direction. Importantly, this movement of individuals takes time which needs to be accounted for. For this reason, the`true' average population density should be a spatiotemporal average weighted towards both current time and positioning of individuals (Britton 1990 ). The idea, proposed by Britton (1990) , is to calculate the probability of an individual having been at position y at some previous time t − τ , given that it is at point x at current time t, by summing across all previous times and positions: P (at y at time t − τ |at x at t)U (y, t − τ )ω(τ )δyδτ , where P is a probability density function, U is the population density and ω is a weighting function determining the importance of previous times (t − τ ) on the current time t. Obviously, the choice of a particular probability function is linked to the nature of the movement. In case of diusion, the probability density is given (in continuous space and time) by the following function:
, in dimensionless variables (eectively, assuming the diusion coecient being equal to unity).
As we are interested in a discrete time delay, the weighting function ω(τ ) will be the δ function, ω(τ ) = δ(t − τ ). Therefore, in our case we consider only the spatial average through integrating over all possible previous positions; hence, our improved model reads as follows: for the 1D case. The chosen kernel is thus normally distributed with a dependence on time delay.
Our model now allows for the spatial drift of individuals and operates under the assumption that competition (which, in our model, is the biological mechanism of the time delay) does not occur instantaneously. Arguably, this increases the reality of the model and as such it is considered ecologically more viable. In order to provide a stronger evidence that the irregular oscillations are chaotic, we have tested the sensitivity of the solution to a small perturbation of the initial conditions. The results are shown in Fig. 4 .15. It is readily seen that slightly perturbed initial conditions eventually result in a dierent solution, which is known to be a ngerprint of chaos. We therefore conclude that the irregular oscillations in the wake are indeed chaotic. Note that the observed chaos is essentially spatiotemporal as the corresponding non-spatial system cannot exhibit chaos but only periodical oscillations.
As well as in the diusive Hutchinson model (3.20), for a somewhat higher value of τ the dynamics change, so that, instead of the unstable plateau, a regular wavetrain emerges behind the propagating front, which is followed by the spatiotemporal chaos in the wake; see Fig. 4 .16.
As well as above, this spatiotemporal pattern is self-organised and self-sustained, and arises as a consequence of the interplay between delay, spatial averaging and local interactions (intraspecic competition).
Thus, we observe that, qualitatively, the dynamics of the arguably more realistic model (4.23) Labridae (Green 1996) . Self-organised patterns are noted in beds of blue mussel populations, Mytilus edulis, on intertidal ats with signicant variability in mussel density observed on larger scales of meters, but with no apparent within-cluster dierence. It is suggested that the interaction between individual mussels is the only underlying mechanism of such pattern formation (Gascoigne et al. 2005 , van de Koppel et al. 2008 ). In the quest of revealing irregular spatial distributions, the most intuitive starting point would be amongst cyclic populations, as they tend to be regulated by highly nonlinear interactions (Bjørnstad et al. 2002) .
Despite the abundant theoretical literature on self-organised pattern formation, there remain issues that are poorly understood. One such issue is the minimum level of system's complexity allowing for pattern formation with realistic properties. Pattern formation due to the Turing instability that normally results in a regular population spatial distribution (which is uncommon for animal species) was shown to require a minimum of two interacting species, with additional constraints requiring the species diusivity to be dierent and the trophic interactions to be of activator-inhibitor type (Segel and Jackson 1972 Thus, the aim of this paper is to investigate the eect of space on the interplay between time delay and population growth in a single species system. We considered two dierent mathematical models. Firstly, we considered the delayed diusive logistic population, i.e., essentially, the Hutchinson model with diusion. We showed that travelling population fronts (which are generic for our choice of the initial population distribution) are capable of generating rich dynamics, resulting in an array of dierent spatiotemporal patterns for dierent values of the time delay. Note that the destabilising eect of time delays through the Hopf bifurcation is not new; however, the resulting spatiotemporal patterns are nontrivial. In particular, to the best of our knowledge, the onset of spatiotemporal chaos in the system (2.4) has not been reported before 4 .
As the time delay, τ , increases from zero, the population front loses monotonicity through the appearance of a single hump which evolves into damped oscillations. These oscillations increase in amplitude with increasing τ , though decay promptly as the upper equilibrium U * = K is still stable (Fig. 3.4) . For a suciently large τ , irregular oscillations in the wake of the front appear (Figs. 3.53.6). These spatiotemporal patterns are self-organised, thus being an inherent property of the time delayed system. Connecting the damped oscillations at the leading edge and spatiotemporal patterns in the wake, there is an emerging quasi-homogeneous species distribution. Peculiarly, this plateau coincides with the otherwise unstable equilibrium. For a slight change in τ , the plateau disappears to give way to periodic oscillations, cf. Figs. 3.6 and 3.7, that are followed by chaotic spatiotemporal oscillations. Note that the spatiotemporal chaos is self-sustained: following its onset and the subsequent eventual spread over the entire domain, no further qualitative changes appear in the system dynamics. The corresponding 2D system is shown to have similar dynamics (Fig. 3.11 ).
Secondly, we have considered a somewhat more realistic model that takes accounts for the fact that the interactions delayed in time may, due to the movement of individuals, have taken place at a dierent position in space (Britton 1990) . Mathematically, the model is given by the integral-dierential equation (4.23) . Having studied the properties of Eq. Therefore, the inclusion of spatial averaging as a more realistic biological concept does not alter the observed succession of spatiotemporal dynamics. In particular, for suciently large values of τ we observe the dynamical stabilization of unstable equilibrium (plateau) behind the front followed by the onset of spatiotemporal chaos (Fig. 4.12) . Spatiotemporal chaos is self-sustained and eventually occupies the whole domain (Fig. 4.13 ).
Note that, although the concept of spatiotemporal patterns in the wake of travelling fronts (in particular, the dynamical stabilization of an unstable equilibrium and spatiotemporal chaos)
is by itself not new, it has usually been observed in multi-species models. Well-known examples are given by a predator-prey system (Sherratt 1994 Our results seem to suggest a certain universality. The dynamics with essentially the same properties is observed in instantaneous reaction-diusion systems (e.g. see the examples above)
as well as in the delayed single species system in the parameter ranges of the same meaning,
i.e. where the coexistence state becomes unstable through the supercritical Hopf bifurcation leading to the emergence of periodical temporal oscillations. However, the biological processes resulting in this self-organized periodicity are obviously very dierent in the single species population with a time delay in maturation and in a multispecies community without such delay. This observation suggests that the stable limit cycle is the dening feature of the system dynamics not only in time but also in space (at least in a certain parameter range not too far away from the Hopf bifurcation) regardless of the specic biological mechanisms that result in the emergence of the limit cycle.
