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I. INTRODUCTION 
When the equations of interest are not readily solvable in terms of 
familiar functions, a classic approach to the determination of the eigen- 
values associated with two-point houndury-value problems for linear dif- 
ferential equations involves reformulating such problems as Fredholm 
integral equations. If the equations are self-adjoint and the boundary con- 
ditions are regular, then the kernels of the resulting integral equations are 
symmetric. In such cases a variety of techniques, including the power 
method, the Rayleigh-Ritz procedure, and the method of traces, are 
available, for approximating the eigenvalues of interest (see [2, 31, for 
example). 
In this paper we discuss an alternative approach of broader utility. The 
eigenvalue problems are represented as constrained initial-value problems 
equivalent to constrained Volterra integral equations. The Picard process 
of successive substitution may then be used to express the eigenvalues in 
terms of approximations to the resolvent kernels associated with these 
integral equations. More importantly, from a practical point of view, 
introduction of the constraints at the end of each Picard iteration readily 
provides a sequence of improving eigenvalue estimates. 
In the next section we preview the method as we consider a relatively 
simple application. In Section 3 we discuss the utility of the procedure for 
genera1 second-order differential equations with mixed homogeneous boun- 
dary conditions. For this case we are able to show that the technique yields 
eigenvalue estimates identical to those afforded by the method of traces. 
The successive substitution procedure is less cumbersome to apply than the 
method of traces, however, and provides concomitant improving 
approximations to the eigenfunctions as well. The final section of this paper 
contains a pair of representative problems with differential equations of 
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higher order. These applications are designed to suggest both the wide 
applicability of the method as well as the quality of eigenvalue 
approximation to be expected from this novel procedure. 
2. AN ELEMENTARY EXAMPLE 
Consider the Sturm-Liouville eigenvalue problem 
u”(x) + h(x) = 0 o<.u< 1 
u’(0) = 0 
u( 1) = 0. (1) 
The eigenvalues and eigenfunctions for this example are readily determined 
to be (2~ - 1)’ 7-?/4 and cos(2n ~ 1) 71-y/2 for n = 1, 2, 3,.... 
The ordinary Green’s function associated with this problem has the form 
Thus ( I ) can be equivalently reexpressed as the Fredholm integral equation 
If the method of traces is applied to this reformulation we find 
etc., 
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etc. 
It then follows that Al” = 2, i.j’) = 6 - 2 fi h 2.536, 1.\3) G 2.465. (We use 
the symbol + to designate approximate numerical equality.) Estimates of 
the higher order eigenvalues are also possible. 
Our new approach to the eigenvalue problem (1) is an alternative to the 
above classic procedure. We define $(x) = u”(x). Then 
since u’(0) vanishes, and 
u(x) = u(0) + I‘ (x-y) l)(y) dy’. 
0 
Now u( 1) = 0, so we can set u(0) = 1 without loss of generality. Thus e(x) 
must satisfy the Volterra integral equation 
l)(x)= -E.-l~oy(x-y)i&?‘)dy (2) 
subject to the constraint that 
1 +J’ (1 -y)l&J)dy=O. (3) 
0 
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Application of successive substitution to the integral equation (2) gives 
rise to the following approximants to t&x): 
$()(x)= -1. 
l),(x)= -i+$’ 
2’ t3 
$2(x) = -2 + 2 x2 -& x4 
etc. 
Use of the constraint (3) then leads directly to the sequence of charac- 
teristic polynomials 
1 i+~-;l=, 
2 24 720 
etc.. 
and these polynomials yield precisely the same eigenvalue estimates as 
obtained above. For comparison purposes the actual value of the dominant 
eigenvalue is R, = x2/4 A 2.467. 
3. THE GENERAL PROCEDURE 
The straightforward new approach to eigenvalue approximation 
employed in the above example can be used with any linear ordinary dif- 
ferential equation. In this section we will concentrate on the application of 
the technique to second-order equations with rather arbitrary boundary 
conditions. For simplicity we take the fundamental interval of interest to be 
0 < x < 1 and assume that the equation and boundary conditions have been 
written in the form 
u”(X) +f’(x) u’(x) + [g(x) + %w(x)] u(x) = -h(x) w(x) o<x< 1 (4) 
(z:: 1::) (~Jyi?J+(~i: 1::) (iyl:)=(:). t5) 
409/127,‘2-7 
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In these expressions, the functions j; g, h, and w are taken to be continuous 
on [0, 11, the m,, and n,, are constants, and the combined matrix (m,; n,,) 
is of rank 2. 
The Green’s Function Procedure 
In what follows we shall make comparisons between our alternative 
approach to the boundary-value problem (4), (5) based upon constrained 
Volterra integral equations and the more classical Green’s function techni- 
que. In the latter case, if G(.u, v) is the Green’s function associated with the 
operator L E L/‘/LLY’ + f’(.~) ~//lcf.x + g(-u) and the boundary conditions (5), 
then the above problem can be reformulated as the Fredholm integral 
equation [2, 33 
(6) 
with 
and 
The solution of (6) can be formally represented in terms of the resolvent 
kernel R,(s, ~2; i) of K(.u, .I?) as [2, 3, 51 
u(x) = F(x) + 2 ?” R,(.v, I’; A) F(y) U’L’ 
0 
= i“ R,(.u, y; A) h(y) (i.,,. (7) 
(I 
The last relation is a consequence of the form of F(x) and the Fredholm 
identity 
For future reference we recall that the resolvent kernel R,(x, ~1; 1”) can be 
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expressed as the quotient of two entire functions of the complex variable 1, 
namely 
R,(x, y; A) 3 D(x, y; E.)/D(i), 
where D(.Y, ~7; j.) and DO.) are the first Fredholm minor and the Fredholm 
determinant, respectively. The zeros of D(l.) are the eigenvalues (charac- 
teristic values) of the kernel K(.u, y) and hence of the boundary-value 
problem (4) (5). Moreover, D(0) = 1 and 
Trace R,= 
D’(2) 
R h ( .r, s; i ) tl.\- = - - 
D(2) (8) 
The Constrained Voltcrru Equution Tt>chnique 
For our alternative approach we want to recast the boundary-value 
problem (4) (5) as an integral equation of Volterra type. We begin by 
setting $(.Y) = u”(.v). Then 
u’(.u) = u’(0) + j’ G(y) c@. 0 
(9) 
U(.Y) = u(0) + .w’(O) + i‘ (X-J,) I)()%) (I)-, 
L 0 
and hence the differential equation (4) is equivalent to the integral equation 
where 
E(.u; 2) = -h(x) w(x) - u(O)[g(x) + /.w(s)] 
- u’(O)[,f’(.u) + x(g(s) + j.w(.u))] 
and 
(See [ 1 ] for a related construction.) This Volterra equation, however, does 
not stand alone. Using (9) the boundary conditions (5) give rise to an 
additional relation which constrains (the solution of) Eq. (IO). (See (3) in 
Section 2, for example.) The specific form of the constraint is not important 
to us here. 
As is to be expected, since the solution of the boundary-value 
problem (4) (5) is unique unless i. is an eigenvalue (see [4], for example), 
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the two approaches described above are intimately related. To more clearly 
exhibit the connection we introduce the resolvent R,(x, y; A) (with sup- 
pressed unit eigenparameter) of the Volterra kernel L(x, y; A). The solution 
of (10) then has the representation [2, 51 
It/(x) = E(x; 2) + joy R,(x, y; i) E( y; 1”) dy. (11) 
From this ensues the following series of results. 
LEMMA 1. The constraint implicit in the boundary conditions (5) implies 
u(0) = ~(m,,fn,,~+nl,d)-~(m,2+n,,c+n,2d) 
(12) 
u’(0) = - p ( A(L) 
m,, +n,,a+n,,h)-- c! ( 
AtA) 
m2, + nzla + hb), 
where 
x=n,, j’ ~(1, Y) U,(Y) h(y) dy+ HI2 j1 &Y) 4~) h(y) 4, 
0 0 
with 
y(x,y)=x-y+ ‘(x-t)R#,y;A)dz 
j) 
6(y)-1+ ’ s RL(f, Y; IL) dt, I 
a=l- I ’ 141, y)Cg(y) + jdy)l 4, 0 
and 
h = - s ’ ~(y)Cg(y) + My)1 4s 0 
c-y(l,O) 
d = 6(O), 
A(2) EE (m II +nlla+n,2b)(m22+n21c+n22d) 
-(m2,+n2,a+n,2h)(m,,+n,,c+n,2d). 
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(For notational convenience, we have suppressed the appearance of 1 
everywhere except in A.) 
ProojI One of the Fredholm identities for the Volterra kernel L is 
R,(x, y; I”) = L(x, y; 2) + [’ R,(x, 2; 2) L(z, y; 2) dz. 
Thus 
R,(x, 0; A) = -f(x) - x[g(x) + j.w(x)] 
- i y R,(x, z; %)[f(z) + --(g(z) + l”W~(~))] dz. 0 
In view of this, the representation (11) and the relations (9) combine to 
give 
4 1) = - j’ I-( 1, y) N!‘) h(y) dy + au(O) + cd(O) 0 
and 
u’(l)= -j’6(,w(J.)h(y)dy+hu(O)+du’(O). 0 
When these are substituted in the boundary conditions (5) we obtain 
The desired relations (12) follow now by Cramer’s rule. l 
COROLLARY. !f h = 0 in (4), the eigenvalues of the resulting homogeneous 
boundary-value problem are given by the zeros of A(2). In particular, the 
eigenvalues qf the homogeneous Dirichlet and Neumann problems satisfy 
(Dirichlet) l+J’(l-t)R,(t,O;i)dt=O; 
0 
I 
(Neumann ) 
jl J 
1 + ’ RL(t, y;A)dt 
0 .I 1 [g(y)+b(y)l dy=O. 
(Compare the related results in [ 1 I.) 
ProofI If h E 0, CY and b both vanish. The algebraic equations (13) then 
have nontrivial solutions if and only if the determinant d(A) =O. For 
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Dirichlet boundary conditions, m I> = m,, = m,, = n, , = n ,z = n,, = 0 which 
implies L’ = 0. In the Neumann case, m,, = m2, = m,, = n,, = n,2 = n21 = 0 
which leads to h = 0. 
LEMMA 2. Using the notation of Lemma 1, the resolvent kernel 
R,(x, y; A) associated with the Fredholm integral equation (6) may be 
represented Vor x > y) as 
R,,(.Y, .v;jb)= I+) [n,,y(l, ,~)+n,~S(.v)] i 
rn2> + nzl c + n,,d 
4J.l 
- [nz, y( 1, J) +n,,S(J)] 
( 
ml, + ;;i;+ @Jl 
x l- i r ’ -Ax, t)[g(t) + iw(t)] dt 
I 
,7(1, .kt) + n226(y)1 
( 
mll+nlla+n12b 
A(].) > 
I+ n,26(J’)1 
i 
mI1 +nz,a+n,zh 
A(j.1 
yk 0) 
- ll’( .I,) 1/(x, y). 
Proof: From (7) (9), and (11) we have, owing to the uniqueness of the 
solution u(x), 
j”’ R,(.u, y;i)h(y)dy=u(O)+su’(O)+j; (x-y)$(y)d~ 
0 
= u(o) + xu’(0) + j’ (x-y) QY; 2) 4 
0 
+ j-)’ (x-y) j;’ R,(y, t; 2) E(t; 3”) dt dy 
t)[g(t) + Aw(t)] dr + u’(O) y(x, 0) 
- I ,,’ Y(-G Y) M-(Y) h(y) dq’. 
The given result follows then from Lemma 1, the form of c( and p, and the 
arbitrariness of h(y). 1 
We are now in a position to complete the correspondence suggested 
earlier. 
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THEOREM. A(L), appropriately normalized, is the Fredholm determinant 
,for R,(x, y; 1); i.e., 
A(%)/A(O) = D(i). 
Prooj In view of (8) we shall compare Trace R, = f; R,(x, x; A) dx and 
(dA(j.)/d2)/A(2). For the former we readily calculate from Lemma 2, 
[n,,?;(l,x)+n,,G(x)] 
m2, + n21 c + n2,d 
ACE.1 
y(.x-, t)[g(r) + iujr)] dt d.x 
+ [nz, I’( I, x) + &zS(X)] ml1 +nlla+n12h 
A(2) 
The evaluation of dA/di., on the other hand, is more tedious. We first 
observe from one of the Fredholm identities for L(.u, I’; i.) that 
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Then, after some manipulation, 
da 
“‘7x= - 0 
j’ ~(1, Y) W(Y) 1 - j” Y(Y, t)[g(t) + Wt)] dt d., 
0 
h’= -s’6(y)w(y) I-I’y(y,t)[g(t)+lrt’(t)]dt dy, 
0 0 
c’= - 
s ’ Y(Y, 0) W(Y) ~(1, Y) &, ” 
and 
d’ = - j’ Y(Y> 0) 4~) KY) 4. 
0 
Since 
A’=(m,, +n,,a+n,,b)(n,,c’+n,,d’) 
+ (n,la’+n12Wm22 +n,,~+n~~d) 
- (m,, + n,, a + n,,b)(n,, c’ + I?,,4 
-(n2,a’+n22~‘)(m,2+n,,c+n,2d), (15) 
a laborious matching of terms with like coefficients between (14) and (15) 
now shows their equivalence (modulo a minus sign) and establishes the 
desired result. 1 
Eigenvalue Estimation 
The alternative procedure we propose has three basic steps. As suggested 
by the treatment of the example in Section 2 we 
(i) rewrite the given boundary-value problem as a constrained 
Volterra integral equation; 
(ii) apply successive substitution to the integral equation in order to 
generate a sequence of solution approximations; 
(iii) use the constraint(s) to obtain the desired eigenvalue estimates. 
The theoretical analysis presented earlier in this section establishes a 
relationship between our approach and the more classic reformulation as a 
Fredholm integral equation. Polynomial approximations to A(2) are 
automatically polynomial approximations to the Fredholm determinant 
D(I). Indeed, if these polynomial approximations are truncations of the 
power series expansion for d(i) then our approach yields precisely the 
same estimates as the method of traces (see [Z, p. 921). The advantage of 
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this new procedure, however, lies both in its ease of application as well as 
in the fact that eigenfunction approximations are readily obtained right 
along with the eigenuafue estimates. 
4. ADDITIONAL APPLICATIONS 
Bessel Functions 
The eigensolutions of the boundary-value problem 
xu”(X) + u’(x) + ixu(x) = 0 O<x<l 
u’(0) = 0 (16) 
u(l)=0 
are proportional to the Bessel functions J,($ x), where Jo(&) = 0. A 
direct application of our constrained Volterra technique, however, leads to 
the integral equation 
and successive substitutions are not immediately applicable in this singular 
case, since l/x is not integrable in [0, 11. Some modest preprocessing 
corrects this deficiency. 
We differentiate the equation in (16) and form the new boundary-value 
problem 
xy”‘(X) + 2U”(X) + Axu’(x) + h(x) = 0 
2U”(O) + ;lu(O) = 0 
u’(0) = 0 
u(l)=O. 
Now setting U”‘(X) 3 $(x), we derive 
u”(X) = u”(0) + 1‘ Ii/(y) dy, 0 
u’(x) = u”(0) + o’ (x-y) $(y) dy, s 
etc., and hence 
(17) 
+i(-\.-y)-&(x-y)2 $(y)dy. 1 (18) 
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Here we have chosen the normalization so that u(0) = 1. The constraint 
which accompanies (18) can be written in various ways. We choose 
s ’ (2-y)Il/(y)dy=A (19) 0 
which obtains, since u”( 1) + u’( 1) = 0. 
Successive substitution may now be applied to (18). If we begin with 
rc/0(x) = (3;1’/8) x, we calculate 
etc. The constraint (19) then implies 
I. 1-i =o, 
i > 
%(l-;+$o, 
etc. We discard L = 0 since it corresponds to the trivial solution. The 
resulting estimates for the least eigenvalue are A\‘) = 4, Aj2) = 8, Ai31 A 5.72. 
The last approximation compares favorably with the more precise value 
2, A 5.78. 
Beam Vibration 
As the above example suggests, our alternative eigenvalue estimation 
procedure is applicable in singular situations as well as with higher order 
equations. We give another illustration of the latter (adapted from [3]). 
The “small” oscillation of a thin homogeneous beam may be modelled by 
the partial differential equation 
In this expression E is the modulus of elasticity of the beam material, 
I= I(X) is the moment of inertia of a beam cross section about the so-called 
neutral axis, and p = p(x) is the linear mass density. If we assume that the 
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beam is uniform with I and p constant and look for harmonic solutions of 
the form 
U(x, t) = u(x) sin (it + 0), 
we are led to the eigenvalue problem 
U(4) - A.4 = 0 
u(0) = 0 = u’(0) (20) 
u”(l)=O=u’~)(l), 
where i. = ~H~~/EZ. The boundary conditions given here reflect the case of a 
beam rigidly attached to a wall (at X= 0), with no bending moment or 
shearing force at the free end (X = 1). The eigensolutions of (20) are ([3; 6, 
pp. 36333651) 
N(S) = const i (sinh ;’ + sin ;‘)(cos ;‘.u -cash 71.~) 
- (cash 1’ + cos y)(sin y.u - sinh y,~) )- 
with y ZE j,’ 4 and cash y cos 1’ = ~ 1. The least eigenvalue is thus 
approximately jb, A 12.362. 
Setting $(x) =u’~‘(.\-), we can derive, in the usual way, the Volterra 
integral equation 
(21) 
where A = ~‘~‘(0) and B = u”(0). The constraints which naturally accom- 
pany (21) are 
B+A+c’ (I-y)$(y)dy=O. 
0 
The first two successive substitution iterates are 
$, =& (3Bx’ + Ax3) +; (7Bx6 + Ax7). 
(22) 
In each case application of the constraints (22) leads to a set of 
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homogeneous algebraic equations in A and B which have nontrivial 
solutions only if 
/12-24011+2880=0 
in the first instance and 
in the second. The estimates for the least eigenvalue which ensue are 
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