Abstract. Let f be an Fq-linear function over F q n . If the Fq-subspace U = {(x q t , f (x)) : x ∈ F q n } defines a maximum scattered linear set, then we call f a scattered polynomial of index t. As these polynomials appear to be very rare, it is natural to look for some classification of them. We say a function f is an exceptional scattered polynomial of index t if the subspace U associated with f defines a maximum scattered linear set in PG(1, q mn ) for infinitely many m. Our main results are the complete classifications of exceptional scattered monic polynomials of index 0 (for q > 5) and of index 1. The strategy applied here is to convert the original question into a special type of algebraic curves and then to use the intersection theory and the Hasse-Weil theorem to derive contradictions.
Introduction
Let q be a prime power and r, n ∈ N. Let V be a vector space of dimension r over F q n . For any k-dimensional F q -vector subspace U of V , the set L(U ) defined by the nonzero vectors of U is called an F q -linear set of Λ = PG(V, q n ) of rank k, i.e.
L(U ) = { u F q n : u ∈ U \ {0}}. It is notable that the same linear set can be defined by different vector subspaces. Consequently, we always consider a linear set and the vector subspace defining it in pair.
Let Ω = PG(W, F q n ) be a subspace of Λ and L(U ) an F q -linear set of Λ. We say that Ω has weight i in L(U ) if dim Fq (W ∩ U ) = i. Thus a point of Λ belongs to L(U ) if and only if it has weight at least 1. Moreover, for any F q -linear set L(U ) of rank k,
When the equality holds, i.e. all the points of L(U ) have weight 1, we say L(U ) is scattered. A scattered F q -linear set of highest possible rank is called a maximum scattered F q -linear set. See [3] for the possible ranks of maximum scattered linear sets. Maximum scattered linear sets have various applications in Galois geometry, including blocking sets [1, 33, 35] , two-intersection sets [3, 4] , finite semifields [5, 17, 34, 39] , translation caps [2] , translation hyperovals [16] , etc. For more applications and related topics, see [43] and the references therein. For recent surveys on linear sets and particularly on the theory of scattered spaces, see [30, 31] .
In this paper, we are interested in maximum scattered linear sets in PG(1, q n ). Let f be an F q -linear function over F q n and (1) U = {(x, f (x)) : x ∈ F q n }.
Clearly U is an n-dimensional F q -subspace of F q n and f can be written as a qpolynomial f (X) = a i X
. It is not difficult to show that a necessary and sufficient condition for L(U ) to define a maximum scattered linear set in PG(1, q n ) is (2) f (x) x = f (y) y if and only if y x ∈ F q , for x, y ∈ F * q n .
In [47] , such a q-polynomial is called a scattered polynomial. Two linear sets L(U ) and L(U ′ ) in PG(2, q n ) are equivalent if there exists an element of PΓL(2, q n ) mapping L(U ) to L(U ′ ). It is obvious that if U and U ′ are equivalent as F q n -spaces, then L(U ) and L(U ′ ) are equivalent. However, the converse is not true in general. For recent results on the equivalence and classification of linear sets, we refer to [10, 12, 13] .
There is a very interesting link between maximum scattered linear sets and the so called maximum rank distance (MRD for short) codes [12] . In particular, a scattered polynomial over F q n defines an MRD code in F n×n q of minimum distance n − 1.
Let us give a brief introduction to MRD codes. The rank metric on the F q -vector space F We call a subset of F m×n q equipped with the rank metric a rank-metric code. For a rank-metric code C containing at least two elements, its minimum distance is given by d(C) = min A,B∈C,A =B
d(A, B).
When C is an F q -subspace of F m×n q , we say that C is an F q -linear code of dimension dim Fq (C). Under the assumption that m ≤ n, it is well known (and easily verified) that every rank-metric code C in F m×n q with minimum distance d satisfies |C| ≤ q n(m−d+1) .
In case of equality, C is called a maximum rank-metric code, or MRD code for short. MRD codes have been studied since the 1970s and have seen much interest in recent years due to an important application in the construction of error-correcting codes for random linear network coding [28] . When the minimum distance d = m = n, an MRD code in F m×n q is exactly a spreadset which is equivalent to a finite (pre)quasifield of order q n . Many essentially different families of finite quasifields are known [27] , which yield many inequivalent MRD codes in F n×n q with minimum distance n. In contrast, it appears to be much more difficult to obtain inequivalent MRD codes in F m×n q with minimum distance strictly less than n (recall that we assume m ≤ n).
A canonical construction of MRD codes of any minimum distance d was given by Delsarte [14] . This construction was rediscovered by Gabidulin [20] and later generalized by Kshevetskiy and Gabidulin [29] . Today it is customary to call the codes in this generalized family the Gabidulin codes.
In recent years, an increased interest emerged concerning the question as to whether Gabidulin codes are unique at least for certain parameter sets, or if not, what other constructions can be found. Partial answers were given recently by Horlemann-Trautmann and Marshall [24] , who showed indeed that Gabidulin codes are unique among F q -linear MRD codes for certain parameters. On the other hand there are several recent constructions of MRD codes, which were proved to be inequivalent to Gabidulin codes [9, 12, 15, 24, 37, 41, 47] . Very recently in [46] , it was showed that the family of Gabidulin codes in F m×n q already contains a huge subset of pairwise inequivalent MRD codes, provided that 2 ≤ m ≤ n − 2.
However, for m = n and d < n, there are only a few known constructions of MRD codes including Gabidulin codes [14, 20, 29] , twisted Gabidulin codes [47] , the nonlinear MRD codes found by Cossidente, Marino and Pavese [9] with minimum distance 2 which were later generalized by Durante and Siciliano [?] , and the additive MRD codes obtained by Otal andÖzbudak [42] .
In particular, given a scattered polynomial f over F q n , an MRD codes can be defined by the following set of F q -linear maps
To show that (3) defines an MRD codes, we only have to prove that ax + bf (x) has at most q roots for each a, b ∈ F q n with ab = 0, which is equivalent to (2) . It is worth pointing out that the MRD code defined by (3) is F q n -linear. Using the terminology in [38] , one of its nuclei is F q n . The equivalence problem of F q nlinear MRD codes is slightly easier to handle compared with other MRD codes; see [40] . It can be easily proved that for two given scattered polynomials f and g, if they define two equivalent MRD codes, then the two associated maximum scattered linear sets are also equivalent. However the converse statement is not true in general; see [10, 47] .
To the best of our knowledge, up to the equivalence of the associated MRD codes, all constructions of scattered polynomials for arbitrary n can be summarized as one family (4) f (x) = δx
where s satisfies gcd(s, n) = 1 and Norm F q n /Fq (δ) = δ (q n −1)/(q−1) = 1. When δ = 0 and n − s = 1, f defines the maximum scattered F q -linear set in PG(1, q n ) found by Blokhuis and Lavrauw [3] . In fact, no matter which value s takes, f (x) = x q s defines the same maximum scattered F q -linear set. However, the MRD codes associated with x When δ = 0, f defines the MRD codes constructed by Sheekey in [47] and the equivalence problem was completely solved in [37] . In particular, when s = 1, the associated maximum scattered F q -linear set in PG(1, q n ) was found by Lunardon and Polverino [36] . In [10] , it is claimed that for different s the associated linear sets can be inequivalent.
Besides the family of scattered polynomials defined in (4), very recently, Csajbók, Marino, Polverino and Zanella find another new family of MRD codes which are of the form
for n = 6, 8 and some δ ∈ F * q n ; see [11] . As scattered polynomials appear to be very rare, it is natural to look for some classification of them. Given an integer 0 ≤ t ≤ n − 1 and a q-polynomial f whose coefficients are in F q n , if
defines a maximum scattered linear set in PG(1, q mn ) for infinitely many m, then we call f an exceptional scattered polynomial of index t. In particular, if U 1 is maximum scattered, then we say f is a scattered polynomial over F q n of index t.
In (6), our linear set is slightly different from the one defined by (1), because we want to view the unique known family (4) as exceptional ones: Taking t = s, from (4) we get
which defines a maximum scattered linear set for all mn satisfying gcd(mn, s) = 1. This means x + δx q 2s is exceptional of index s. Assume that U m given by (6) defines a maximum scattered linear set for some m. Now we want to normalize our research objects to exclude some obvious cases.
• Without loss of generality, we assume that the coefficient of X q t in f (X) is always 0.
• When t > 0, we assume that the coefficient of X in f (X) is nonzero; otherwise let t 0 = min{i : a i = 0} and it is equivalent to consider
• We assume that f (X) is monic. After the normalization mentioned above, the main results concerning exceptional scattered polynomials in this paper are as follows.
(1) For q > 5, X q k is the unique exceptional scattered monic polynomial of index 0. (2) The only exceptional scattered monic polynomials f of index 1 over F q n are X and bX + X q 2 where b ∈ F q n satisfying Norm q n /q (b) = 1. In particular, when q = 2, f (X) must be X. To prove these results, the brief idea is to convert the original question into a special type of algebraic curves and then to use some classical approaches such as the intersection theory and the Hasse-Weil theorem to get contradictions.
There are several famous functions defined over finite fields which are also quite rare and similar classification of them have been obtained. For instance, to classify functions on F p n that are almost perfect nonlinear for infinitely many n, in particular for monomial functions, Janwa, McGuire and Wilson [25] proposed to use ideas form algebraic geometry. Later these ideas were developed by Jedlicka [26] and Hernando and McGuire [22] . The same approach has been applied in [18] to prove a conjecture on monomial hyperovals and in [32] to get partial results towards the classification of monomial planar functions for infinitely many n, which was later completely solved by Zieve [48] by using the classification of indecomposable exceptional (permutation) polynomials. Similar results and approaches can also be found in [6, 7, 8, 44, 45] .
In this paper, we follow the main idea of the algebraic curve approach applied in the references listed above. However, to obtain a better estimation of the intersection number of singular points of two curves, our approach requires the use of branches and the local quadratic transformations of a plane curve. As far as we know, these tools have not been applied in the previous works for classifying polynomials over finite fields.
Preliminaries
For a given integer 0 ≤ t ≤ n − 1 and a q-polynomial f (X) = n−1 i=0 a i X q i whose coefficients are in F q n , let
It is easy to show that one necessary and sufficient condition for (7) defining a maximum scattered
from which the following lemma follows.
if and only if the curve defined by
By Lemma 2.1, to prove a polynomial f does not define a maximum scattered linear set by (7), we only have to show that the curve defined by (8) has at least one affine point (x, y) such that y/x ∈ F q n \ F q . To investigate these algebraic curves, we need to introduce several important concepts and results.
Let F be a polynomial defining an affine plane curve F , let P = (u, v) be a point in the plane, and write
where F i is either zero or homogeneous of degree i. The multiplicity of F at P , written as m P (F ), is the smallest integer m such that F m = 0 and F i = 0 for i < m; the polynomial F m is the tangent cone of F at P . A divisor of the tangent cone is called a tangent of F at P . The point P is on the curve F if and only if m P (F ) ≥ 1. If P is on F , then P is a simple point of F if m P (F ) = 1, otherwise P is a singular point of F . It is possible to define in a similar way the multiplicity of an ideal point of F , that is a point of the curve lying on the line at infinity.
Given two plane curves A and B and a point P on the plane, the intersection number I(P, A ∩ B) of A and B at the point P is defined by seven axioms. We do not include its precise and long definition here. For more details, we refer to [19] and [23] in which the intersection number is defined equivalently in terms of local rings and in terms of resultants, respectively.
For intersection number, we need the following two classical results which can be found in most of the textbooks on algebraic curves. Lemma 2.2. Let A and B be two plane curves and let A and B be the polynomials associated with A and B respectively. For any affine point P , the intersection number satisfies the inequality
with equality if and only if the tangents at P to A are all distinct from the tangents at P to B. Theorem 2.3 (Bézout's Theorem). Let A and B be two projective plane curves over an algebraically closed field K, having no component in common. Let A and B be the polynomials associated with A and B respectively. Then
where the sum runs over all points in the projective plane PG(2, K).
We denote by F (K) the set of K-rational points of F , that is the points of P G(2, K) belonging to the curve F .
We also need the following results to estimate the intersection number, which is not difficult to prove (see Janwa, McGuire, and Wilson [25, Proposition 2]).
and suppose that F = AB. Let P = (u, v) be a point in the affine plane AG(2, q) and write
where F i is zero or homogeneous of degree i and F m = 0. Let L be a linear polynomial and suppose that F m = L m and L ∤ F m+1 . Then I(P, A ∩ B) = 0, where A and B are the curves defined by A and B respectively.
The next result was proved in [45, Lemma 4.3] for q even case. Actually it still holds when q is odd and its proof is almost the same.
Lemma 2.5. Let F be a polynomial in F q [X, Y ] and suppose that F = AB. Let P = (u, v) be a point in the affine plane AG(2, q) and write
where F i is zero or homogeneous of degree i and F m = 0. Let L be a linear polynomial and suppose that
. Then I(P, A ∩ B) = 0 or m, where A and B are the curves defined by A and B respectively.
In the second part of our main results in Section 3, we need to use the branches of a plane curve to estimate the intersection numbers. Let K be a field and let K[[t]] denote the ring of formal power series over K. We define K((t)) by
It is not difficult to verify that K((t)) is a field, which is called the field of rational functions of the formal power series in the indeterminate t. For an element
, its order m is denoted by ord t F . A branch representation is just a point (x(t), y(t), z(t)) in the plane PG(2, K((t))) not belonging to PG(2, K). For a branch representation (x(t), y(t), z(t)), if the order of one of its components is zero and the other two are non-negative, then it is called a special branch representation. In this case, the point (x(0), y(0), z(0)) is called the center of the branch representation.
A branch is just the equivalence class of primitive branch representations, and a branch of a plane curve defined by F (X, Y, Z) ∈ F[X, Y, Z] is a branch whose representations are zeros of F (X, Y, Z). For more details on the definition of branches and related concepts, we refer to [23, Chapter 4] .
Branches constitute an important tool for the local study of algebraic curves.
Definition 2.6. Let C be a plane curve defined by a homogeneous polynomial F (X, Y, Z) and let γ be a branch centered at the point
is a representation of γ in special coordinates, then the intersection multiplicity is
Clearly, the center P ∈ PG(2, K) of a branch γ such that I(P, C ∩ γ) > 0 is a point of the curve C.
The intersection multiplicity depends only on γ, not on the chosen representation. It appears that we are abusing notations, because the intersection number and the intersection multiplicity are both denoted by I. The next result shows the close link between these two concepts, from which the reason that we use the same notation to denote them becomes quite obvious and natural.
Theorem 2.7. [23, Theorem 4.36 (ii)]
If P is a singular point of the irreducible curve F and G is a plane curve not containing F as a component, then
where γ runs over all branches of F centered at P .
There is exactly one branch of C centered at every non-singular point of C, but an ordinary r-fold point is the centre of exactly r branches of C. In general, an r-fold point of C is the centre of at least one and at most r branches of C.
The following two lemmas are required in our proof. They can be found in [23, Theorem 4.6, Theorem 4.37].
Then there is a unique formal power series
Lemma 2.9. Two distinct irreducible plane curves have no branches in common.
The study of branches centered at a singular point of a plane curve can be helped by local quadratic transformations. For the points not on the line X = 0, a local quadratic transformation is given by
For those points on X = 0, Y ∞ = (0, 1, 0) is taken to be the image of them. Let (ξ(t), η(t)) be a branch representation centered at the origin and ξ(t) = 0. Then (ξ(t), η(t)/ξ(t)) is the image of the branch (ξ(t), η(t)) under σ.
The geometric transform of a curve F defined by F (X, Y ) = 0 with the origin as a point of multiplicity r is the curve F ′ given by
The following result can be found in [23, Theorem 4.44] .
Theorem 2.10. If F is a plane curve such that the line X = 0 is not tangent to it at the origin and F ′ is the geometric transform of F by the local quadratic transformation σ as in (9), then there exists a bijection between the branches of F centered at the origin and the branches of F ′ centered at an affine point on X = 0.
After introducing the intersection numbers of two curves, we also need a bit more concepts and results. An algebraic curve defined over K is absolutely irreducible if the associated polynomial is irreducible over every algebraic extension of K. An absolutely irreducible K-rational component of a curve C, defined by the polynomial F , is simply an absolutely irreducible curve such that the associated polynomial has coefficients in K and it is a factor of F .
The original Hasse-Weil bound is given in terms of genera of curves. Here we only need a weak version of it.
Theorem 2.11 (Hasse-Weil Theorem). For an absolutely irreducible curve
where d is the degree of the defining polynomial for C.
We need one further standard result to study non-absolutely irreducible curves later (see Hernando and McGuire [22, Lemma 10] , for example).
Lemma 2.12. Let F ∈ F q [X 1 , . . . , X m ] be a polynomial of degree d, irreducible over F q . Then there exists a natural number s | d such that, over its splitting field, F splits into s absolutely irreducible polynomials, each of degree d/s.
Main Theorems
In this section, we investigate exceptional scattered polynomials of index 0 and 1. As the proof of the main results are quite different, we separate the rest of this section into two parts. To make our calculation slightly convenient, we always assume that the coefficient of the lowest-degree term, instead of the leading term, is 1.
3.1. Exceptional scattered polynomials of index 0. Let us define
First we show that the curve derived from f as in (8) contains at least one absolutely irreducible F q n -rational component.
Theorem 3.1. Let C be the curve defined by the polynomial
For f defined by (10), we assume that ker(f ) = q ℓ−i . If gcd(k, n) = 1 and
then C has at least one F q n -rational component.
Proof. Suppose, by way of contradiction, that C has no absolutely irreducible components over F q n . The rest of the proof is divided into several steps: first, we list all singular points of C. Second, we assume that C splits into two components X and Y sharing no common irreducible component, and we prove an upper bound on the total intersection number of X and Y. Then, under the assumption that C has no absolutely irreducible components over F q n , we decompose
and obtain a lower bound on (deg A)(deg B). Finally, by using Bézout's theorem (see Theorem 2.3), we get a contradiction between the two bounds. Let
and let
be the homogenized polynomial of F (X, Y ) with respect to T . The ideal points of C are determined by
The curve C has no singular points at infinity since (11) has pairwise distinct roots. Therefore the singular points of C belong to those of the curve C determined by F (X, Y ), namely the set
Assume that C splits into two components X and Y sharing no common irreducible component. As C is contained in C, if we can prove an upper bound on I((ξ, η), X ∩ Y) for arbitrary X and Y, it is also an upper bound on I((ξ, η), X ∩ Y) for any two relatively prime components X and Y of C. According to whether ξ and η equal 0 or not, we consider the intersection number I((ξ, η), X ∩ Y) in the following three cases.
• Let (ξ, η) ∈ S, with ξη = 0. Then
where η
If (ηX − ξY ) is not a factor of (Y X • Let (ξ, η) ∈ S \ {(0, 0)}, with either ξ = 0 or η = 0. By calculation, we have
Thus, for all such singular points, the intersection number I((ξ, η), X ∩ Y) = 0 or q i by Lemma 2.5. Again for f (X) = 0, it has at most q ℓ−i − 1 distinct nonzero roots whence at most 2(q ℓ−i − 1) pairs of (ξ, η).
• Finally the point (0, 0) is an ordinary singular point of multiplicity q i − q of C, i.e. the tangents at (0, 0) are all distinct. Hence, by Lemma 2.2,
Summing up, the total intersection number of X and Y has the following upper bound
Assume that
is the decomposition of F (X, Y ) over F q n with deg W i = d i and
As we have shown that for any two components X and Y, their total intersection number has an upper bound, W i and W j must be relatively prime for any distinct i and j.
By Lemma 2.12, there exist natural numbers s i such that W i splits into s i absolutely irreducible factors over F q n , each of degree d i /s i . As F (X, Y ) is assumed without absolutely irreducible component over F q n , we have s i > 1 for i = 1, 2, . . . , r. Define two polynomials A(X, Y ) and B(X, Y ) by
where Z 
Let A and B be the curves defined by A(X, Y ) and B(X, Y ), respectively. It is clear that
By Bézout's Theorem (see Theorem 2.3)
On the other hand, we have already obtained an upper bound on the total intersection number of any two coprime components of C in (12) . Together with (13), we get
which contradicts the condition. Therefore we finish the proof.
Remark 3.2.
It is clear that ℓ ≤ k in Theorem 3.1. It is not difficult to check that the condition on ℓ, i and q in Theorem 3.1 is always satisfied when q > 5 and k > i. For small q and i < k, this condition is not satisfied exactly when q, k and i satisfy one of the following conditions:
• q = 2, k < 7 and i = k − 1;
• q = 2, k ≥ 7 and i = k − 2, k − 1; • q = 3 and i = k − 1;
• q = 4 and (k, i) = (2, 1), (3, 2);
• q = 5 and (k, i) = (2, 1). If we further assume that f satisfies ker(f ) ≤ q which is necessary under the condition that f is scattered, then ℓ − i ≤ 1. Under this extra assumption, the condition in Theorem 3.1 is satisfied exactly in one of the following cases:
• q = 2, 3 and k − i ≥ 2;
• q = 4, k > i and (k, i) = (2, 1), (3, 2);
• q = 5, k > i and (k, i) = (2, 1);
• q > 5 and k > i.
Theorem 3.3. Let C be the curve defined by F (X, Y ) = 0, where
For f defined by (10), we assume ker(f ) = q ℓ−i . If one of the following sets of conditions is satisfied
; then C contains at least one point (x, y) such that x y / ∈ F q and the function defined by (10) is not a scattered polynomial.
Proof. When ℓ − i > 1, f has more than q roots. It follows that there are x and y ∈ F q n such that f (x) = f (y) = 0 and y/x ∈ F q . Hence, by definition, f is not scattered.
When gcd(k, n) > 1, from (11) we derive that there exist simple points (1, ξ, 0) at infinity, with ξ ∈ F q n \ F q and therefore there exists at least one absolutely irreducible F q n -rational component through one of them.
When gcd(k, n) = 1 and the second condition on k, q and i holds, by Theorem 3.1, C has one F q n -rational absolutely irreducible component.
By the Hasse-Weil Theorem (see Theorem 2.11), the number of F q n -rational points of C satisfies
In the proof of Theorem 3.1, we know that C has exactly q k − q points at infinity; see (11) . Plugging Y = U X into F , we get
Note that the points (x, y) of C satisfying x y ∈ F q belong to lines Y = δX for certain δ ∈ F q . By the previous equation on F (X, U X) we see that F (X, δX) is not the zero polynomial. Thus, there are at most q(q k − q) of such points, because deg F = q k − q. Therefore the existence of a suitable point (x, y) satisfying x y / ∈ F q is ensured whenever
which is implied by our assumptions that k ≤ 
3.2.
Exceptional scattered polynomials of index 1. Next, we concentrate on the case t = 1. Let (14) f (X) = X + ϕ(X) + λX
Different from the proof of Theorem 3.1, we cannot apply Lemma 2.4 and Lemma 2.5 here to estimate the intersection numbers. To overcome this difficulty, we need to investigate the branches centered at the singular points of the associated curve and apply local quadratic transformations to show the following result. 
If k ≥ 3, then C has an absolutely irreducible F q n -rational component.
Proof. Suppose, by way of contradiction, that C has no absolutely irreducible components over F q n . We divide our proof into four steps: first we find all the singular points of C and determine the branches centered at them. Second we assume that C splits into two components X and Y sharing no common irreducible component, then we prove an upper bound on the total intersection number of X and Y. Then, under the assumption that C has no absolutely irreducible components over F q n , we decompose F (X, Y ) = A(X, Y )B(X, Y ) and obtain a lower bound on (deg A)(deg B). Finally, by using Bézout's theorem (see Theorem 2.3), we get a contradiction between the two bounds.
Step 1: To determine the singular points of C, let us consider
and let C denote the curve defined by F (X, Y ) = 0. Also, let
be the homogenized polynomial of F (X, Y ) with respect to T .
the curve C has only one affine singular point (0, 0) which does not belong to C. By considering the zeros of
we see the points at infinity of C are P = (1, 0, 0),
q . The multiplicities of P , Q and S ξ are q − 1, and the multiplicities of R ξ are q. Now we determine the branches centered at these points contained in the curve C.
• In order to study the point P = (1, 0, 0) we consider the polynomial
The branches centered at (0, 0) belonging to the curve H defined by H(X, Y ) = 0 correspond to the branches centered at P and contained in the curve C. We can immediately see that the origin is not an ordinary (q − 1)-point of H.
As the tangent line at the origin is not the line X = 0, we can apply the local quadratic transformation to H and obtain a curve given by
Since the origin is still not an ordinary (q − 1)-point of this new curve defined by H ′ and the line X = 0 is not the tangent line at the origin, we can apply again the local quadratic transformation. After applying it N − 1 = (q k − 1)/(q − 1) − 1 times, we obtain
One more time of local quadratic transformation leads to
which is denoted by H (N ) (X, Y ). We use H (N ) to denote the curve defined by H (N ) . By Theorem 2.10, the branches of H centered at the origin (0, 0) are mapped bijectively to the branches of H (N ) centered at affine points on the line X = 0, which are exactly the q − 1 distinct simple points (0, η i ), i = 1, . . . , q − 1, where η q−1 i = 1/λ. By Lemma 2.8, the branch of H (N ) centered at (0, η i ) has a representation (t,
2 , . . . ∈ F q n . This means that the branches centered of H at the origin (0, 0) have the representations
Using (16) it is possible to see that if (t,
which should equals 0. As the coefficients of t j must be 0 for all j, we concentrate on the coefficient of t N q+β . Set α 0 = 1 and let j = max{j : α j = 0}. By calculation, we see that
represent the branches of H centered at the origin (0, 0). • The branches centered at Q = (0, 1, 0) are exactly those represented by
since the curve C is fixed by Y → Y + ξX.
• Finally we consider the points
As −λY q is the term of lowest degree in L(X, Y ), we see that R ξ = (1, ξ, 0) are non-ordinary singular points of C of multiplicity q. After the local quadratic transformation we obtain
Let α 0 = 1 and j 0 = max{j : α j (ξ q j − ξ q ) = 0}. Now we have to compute the branches in two different cases.
Case 1. j 0 = 0: By applying the local quadratic transformation to
Since now the tangent line at (0, 0) is X = 0, we use the following quadratic transformation
Now −λY is the term of lowest degree in L, whence the origin is a simple point of it and therefore there exists a unique branch of C centered at
Now the terms of lowest degree is α j0 (ξ
, the possible terms are
where 1 ≤ j ≤ j 0 . It is important to notice that -the coefficients of X
-the terms of X j listed in increasing order of their exponents are
Then we apply the local quadratic transformation on
be the maximum integer j such that the coefficient of X
0 = 0, then we follow the steps in case 1 and prove the same results; otherwise after applying the same local quadratic transformation enough number of times (say N 1 times), we get L 
Then we take j (2) 0 be the maximum integer j such that the coefficient of X
0 . Again we consider two cases depending on whether j 
Step 2: Suppose now that the curve C splits into two components X and Y sharing no common irreducible component. It follows that X and Y have no branches in common. Their intersection points are clearly singular points for C. First of all, by Lemma 2.9 we observe that the multiplicity of intersection of X and Y in one of the points R ξ = (1, ξ, 0) is I(R ξ , X ∩ Y) = 0 since there is a unique branch of C centered at each of these points.
Next we consider the polynomial H(X, Y ) given by (16) . Let U (X, Y ) and V (X, Y ) be the two polynomials defining the components X and Y such that U and V have no common factors. Then
Now let us look at the branches of H centered at the point P = (1, 0, 0). If a branch represented by γ i = (t,
belongs to X , then in particular the coefficient of t mN in U (γ i ) must vanish. This coefficient is given by
where α j is the coefficient of
where β j is the coefficient of
. Therefore the number of branches contained in X and Y is at most m and q − 1 − m respectively. On the other hand the total number of branches is q − 1 whence
If γ i / ∈ X then I(P, X ∩ γ i ) ≤ mN , since the coefficient of t mN does not vanish; see Definition 2.6. Therefore, by Theorem 2.7
For all the other points, Q and S ξ the same argument holds. Therefore, for any two relatively prime components of C, the sum of their intersection number (17)
Step 3: Assume that
As there are q k−1 + 1 singular points on C for arbitrary n, W i and W j must be relatively prime for any distinct i and j.
By Lemma 2.12, there exist natural numbers s i such that W i splits into s i absolutely irreducible factors over F q n , each of degree d i /s i . Since we are assuming that F (X, Y ) does not have absolutely irreducible components defined over F q n , we have s i > 1 for i = 1, 2, . . . , r. Define two polynomials A(X, Y ) and B(X, Y ) by
Step 4: By Bézout's Theorem (see Theorem 2.3)
On the other hand, we have already obtained an upper bound on the total intersection number of any two coprime components of C in (17) . Together with (18), we get
which never holds for k ≥ 3. Hence we get a contradiction and finish the proof.
Theorem 3.6. Let λ ∈ F * q n . Let C be the curve defined as in (15) . If 3 ≤ k ≤ n/4, then C has an F q n -rational point (x, y) such that x y / ∈ F q and the function defined by (14) is not a scattered polynomial.
Proof. By Theorem 3.5 we know that C has an absolutely irreducible F q n -component. By the Hasse-Weil Theorem (see Theorem 2.11) the number of F q n -rational points of C satisfies #C(
No matter which value U takes, it can never be a zero polynomial. Hence a line cannot be a component of C. Since the points (x, y) of C satisfying x y ∈ F q belong to lines Y = δX, δ ∈ F q and deg F = q k − 1, there are at most q(q k − 1) of such points.
On the other hand, in
Step 1 of the proof of Theorem 3.5, C has exactly q k−1 + 1 points at infinity. Therefore the existence of a suitable point (x, y) satisfying x y / ∈ F q is ensured whenever
which is implied by our assumptions on k and n.
From Lemma 2.1, and Theorem 3.6, we can prove the following result.
Corollary 3.7. The only exceptional scattered monic polynomials f of index 1 over F q n are X and bX + X q 2 where b ∈ F q n satisfying Norm q n /q (b) = 1. In particular, when q = 2, f (X) must be X.
Proof. First we show that Norm q n /q (b) = 1 is a necessary condition for bX + aX q + X q 2 having at most q zeros for every a ∈ F q n . Clearly there exist polynomials of degree q 2 having exactly q 2 zeros in F q n . Let u, v be an F q -basis of an arbitrary 2-dimensional F q -subspace W of F q n . Define a linearized polynomial g of degree q 2 by g(X) = det has exactly q 2 zeros. As every element in {c : Norm q n /q (c) = 1} can be written as γ q−1 for some γ ∈ F * q n , if we can show that (19) {uv q − vu q : u, v ∈ F * q n } = F q n , then for any b ∈ F q n satisfying Norm q n /q (b) = 1, we can find α = uv q − vu q such that b = α q−1 , whence there exists a = β α such that the polynomial X q 2 + aX q + bX has q 2 roots. To prove (19) , it is equivalent to show that for given α ∈ F * q n , there exist u and v such that
We consider the curve C defined by
It is clear that C is absolutely irreducible. By Hasse-Weil bound, it has at least q n + 1 − q(q − 1) √ q n rational points in PG(2, q n ). As C only has one point (0, 1, 0) at infinity, the total number of affine points is at least q n − q(q − 1)q n/2 , which is always larger than 0 if n ≥ 4. Hence (19) holds for n ≥ 4. It is obvious that for n = 1, 2 the original question is meaningless. When n = 3 and q is even, it is easy to see gcd(q + 1, q n − 1) = 1 which means the map v → v q+1 is bijective. Thus, for every α ∈ F q n , we can fix the value of u/v and choose v such that
When n = 3 and q is odd, we have gcd(q + 1, q n − 1) = 2. Hence, by taking a non-square element γ ∈ F q , we have α v q+1 : v ∈ F * q n ∪ αγ v q+1 : v ∈ F * q n = F * q n .
Hence, for every α ∈ F q n , we can fix the value of u/v and find v such that
If the first case happens, we are done; otherwise we replace the value of u/v by u/(vγ) to get
Thus (19) holds for n = 3 and we finish the proof that Norm q n /q (b) = 1 is a necessary condition for bX + aX q + X q 2 having at most q zeros for every a ∈ F q n . Next let us prove the corollary. Assume that f is an exceptional scattered polynomial of index 1 and degree q k . By Theorem 3.6, when n is large enough, we must have k = 2 whence f (X) = bX + X q 2 (Recall that we assume the coefficient of X q t is always zero, where t denotes the index of the exceptional scattered polynomials). By the first part of this proof, Norm q n /q (b) = 1. In particular, when q = 2, b has to be 0. As we always assume that the coefficient of X in f is nonzero, the only exceptional scattered polynomial of index 1 for q = 2 is X.
Concluding remarks
In this paper, we have obtained a complete classification of exceptional scattered polynomial of index 1. For those of index 0, our classification results are complete for q > 5. For q = 2, 3, 4, 5, Corollary 3.4 shows that an exceptional scattered polynomial of index 0 and degree q k have at most two extra terms X To obtain a classification result of exceptional scattered polynomials of index t > 1, if we follow the approach in the proofs of Theorem 3.1 and Theorem 3.5, the calculation becomes more involved and we also have to face the case in which t > k, where q k is the degree of f . It appears that our approach cannot give us a complete classification for these cases. Hence we leave the classification of exceptional scattered polynomials of index t > 1 as the second open question.
