In this paper, we present two approaches for designing geometrically symmetric quadrature rules to address the logarithmic singularities arising in the method of moments from the Green's function in integrals over the test domain. These rules exhibit better convergence properties than quadrature rules for polynomials and, in general, lead to better accuracy with a lower number of quadrature points. We demonstrate their effectiveness for several examples encountered in both the scalar and vector potentials of the electric-field integral equation (singular, near-singular, and far interactions) as compared to the commonly employed polynomial scheme and the double Ma-Rokhlin-Wandzura (DMRW) rules, whose sample points are located asymmetrically within triangles.
Introduction
The method of moments (MoM) is a useful technique in computational electromagnetics for solving the electric-field integral equation (EFIE), the magnetic-field integral equation (MFIE), and the combined-field integral equation (CFIE), upon discretizing surfaces using planar or curvilinear mesh elements. Through this approach, four-dimensional integrals are evaluated, which integrate over source and test elements. However, the presence of a Green's function in these equations yields scalar and vector potential terms with singularities (in their higher-order derivatives) when the test and source elements share one or more edges or vertices and near-singularities when they are otherwise close.
Many approaches have been developed to address the singularity and near-singularity for the inner, source-element integral. While, originally, singularity subtraction schemes were proposed [1, 2, 3] , more recent approaches use singularity cancellation schemes [4, 5, 6, 7, 8, 9] , through which the Jacobian from a variable transformation cancels the (near-)singularity, permitting the use of Gauss-Legendre quadrature rules. More recently, a hybrid scheme that combines these two methods has been proposed [10] .
In this paper, we derive geometrically symmetric quadrature rules better suited for evaluating the logarithmic singularities in the test integral, and we compare with a standard polynomial scheme [22] and with the asymmetric double Ma-Rokhlin-Wandzura (DMRW) rules [11, 12] . In particular, we present two approaches here: (a) Approach 1, suitable for a moderate number of points, with comparable efficiency to polynomial quadrature rules (leading to about 6 or 7 digits in accuracy), and (b) Approach 2, suitable for a large number of points but less efficient (leading to machine accuracy). Symmetric rules that can efficiently handle singularities are desirable because their mapping to the integration domain is straightforward and points are not heavily concentrated near some vertices. Asymmetric rules, on the other hand, generally employed to integrate singularities, require the determination of vertex mapping, and points may be concentrated nonuniformly at the vertices. This paper is organized as follows. In Sec. 2, we characterize the singularities in the test-element integrand. In Sec. 3, we use the characterizations from Sec. 2 to construct appropriate geometrically symmetric quadrature rules. In Sec. 4, we demonstrate the effectiveness of these rules and compare them to a standard polynomial scheme and the DMRW rules. In Sec. 5, we provide concluding remarks.
Logarithmic Singularities in the MoM Test Integrand for the EFIE
Singularities will appear in the source potential when it becomes the integrand of a test integral. Under the e jωt time-harmonic convention, the singular integrals for the EFIE that occur when using the MoM take the forms
and
where I s in (1) appears in the electric scalar potential and I v in (2) appears in the electric vector potential.
x S and x T are the source and test points, respectively; A S and A T are the source and test elements surfaces, respectively; R(x S , x T ) = x S − x T 2 , Λ j T is the test basis function associated with edge j; and Λ i S is the source basis function associated with edge i. In (1) and (2) , k = k 0 √ r µ r , where k 0 = 2π/λ is the free-space wavenumber, λ is the wavelength, and r and µ r are the relative permittivity and permeability of the medium, respectively.
When Λ j T and Λ i S are linear, as in the Rao-Wilton-Glisson (RWG) basis functions [3] , ∇ · Λ j T (x T ) and ∇ · Λ i S (x S ) are constants, such that (1) becomes
Upon performing a Taylor-series expansion of the exponential factor about R, the test integrand in (3) can be expressed as
Even p terms in (4) , which raise R to odd powers, yield terms with unbounded derivatives near the boundaries of A S . Odd p terms in (4) yield even powers of R, which remain smooth and integrable. In (2), when Λ j T and Λ i S are unnormalized RWG basis functions [3] ,
where x j is the vertex of the test element opposite edge j and x i is the vertex of the source element opposite edge i, then
where
x(x S , x T ) = (x S + x T )/2, and φ(x S , x T ) is the angle between (x T − x S ) and (x j − x i ). Using (5), (2) becomes
Performing a Taylor series expansion of the exponential factor in (9) leads to integer powers of R. Once more, odd powers of R yield singularities, whereas even powers remain smooth and integrable. We describe the singularities arising from the odd powers of R in
for two cases: (1) when A S and A T are coplanar (θ = 0 • or θ = 180 • and ∆z = 0 in Fig. 1 ) and (2) when A S and A T are perpendicular and share an edge (θ = ±90 • and ∆y = ∆z = 0 in Fig. 1 ). Note that, although (10) is useful to understand and discuss singularities, integrations will not be carried out using (10) ; rather, the more general integrals in (1) and (2) will be used in later sections. Though the primary focus of this paper is on triangular elements, for simplicity, we use here rectangular domains to describe the singularities so that the equations are more tractable. However, we have also investigated these cases for the triangular elements and, though the expressions are more complicated, they retain the same singularities as the rectangular elements shown below. 
Coplanar Domains
In this subsection, we analyze the kind of singularities exhibited for coplanar domains. We demonstrate this behavior by letting A S be the rectangle
In (11), each pair of terms in the summation yields singularities in derivatives with respect to the test coordinates along α i = 0. The vertices have the following singularities: as
Additionally, the pair of terms can be written as α i ln
. On an edge of the rectangle, β i and γ i have opposite signs and, as α i → 0, the argument of the logarithm is dominated by − 4βiγi
This yields a term containing α i ln |α i |, indicating the edge has a singularity as well. Along the edge of the rectangle, a series expansion of (11) as α i → 0 yields the following terms:
For q = 1 in (10), A S R(x S , x T )dA S yields additional terms, however, similar analysis yields similar observations. The terms
yield singularities of the form α 3 i ln |α i | along the edges and vertices and, along the edge, a series expansion of A S R(x S , x T )dA S as α i → 0 yields the following terms:
The trend continues for odd powers of R, with one-dimensional characterizations α q+2 i ln |α i | and 2D characterizations
For even powers of R, the test integrand consists of a linear combination of monomials
These derivations indicate that, when A T = A S , the entire boundary of A T has singularities. When A T and A S are co-planar and share an edge, the shared edge and its vertices have singularities. The numerical procedure here developed is applicable to both self and touching elements.
Perpendicular Domains
In this subsection, we analyze the kind of singularities exhibited in perpendicular domains. We demonstrate this behavior by letting A S be the rectangle y S ∈ [c, d] × z S ∈ [0, a] on the x = 0 plane and A T be the rectangle x T ∈ [0, b] × y T ∈ [c, d] on the z = 0 plane (note the shared edge is along the y-axis, where x T = 0 and z S = 0). For q = −1 in (10),
In (19), there are unbounded derivatives at the shared vertices (0, c, 0) and (0, d, 0) that respectively arise
from the interior of A T to a shared vertex yields the following terms:
As with the coplanar case in Sec. 2.1, for even powers of R, the test integrand consists of a linear combination of monomials
yields additional terms, however, similar analysis yields similar observations. The terms
yield singularities of the form α 3 i ln |α i | as x T → 0. A series expansion of A S R(x S , x T )dA S from the interior of A T to a shared vertex yields the following terms:
The trend continues for the odd powers of R, with one-dimensional characterizations α q+2 i ln |α i |. These derivations indicate that, when A S and A T are perpendicular with a shared edge, the shared vertices have singularities.
Geometrically Symmetric Quadrature Rules for Logarithmic Singularities
Due to the edge and vertex singularities described in Sec. 2, quadrature rules for polynomials are not well suited for integrating the test integrand. Therefore, we construct two types of symmetric quadrature rules for triangles, using Approaches 1 and 2 of [23] .
For Approach 1, which provides sufficient accuracy with the least number of quadrature points, we construct a two-dimensional function sequence that consists of polynomials and the two-dimensional characterizations from Sec. 2.1:
x 3 ln y + x 2 + y 2 , x 4 , x 3 y, x 2 y 2 , x 5 , x 4 y, x 3 y 2 , x 5 ln y − 1 + x 2 + (y − 1) 2 , x 5 ln y + x 2 + y 2 , x 6 , x 5 y, x 4 y 2 , x 3 y 3 , x 7 , x 6 y, x 5 y 2 , x 4 y 3 , x 7 ln y − 1 + x 2 + (y − 1) 2 , x 7 ln y + x 2 + y 2 , x 8 , x 7 y, x 6 y 2 , x 5 y 3 , x 4 y 4 , x 9 , x 8 y, x 7 y 2 , x 6 y 3 , x 5 y 4 , x 9 ln y − 1 + x 2 + (y − 1) 2 , x 9 ln y + x 2 + y 2 , x 10 , x 9 y, x 8 y 2 , x 7 y 3 , x 6 y 4 , x 5 y 5 , . . . .
The points and weights that integrate the function sequence (24) are obtained by solving a multidimensional unconstrained optimization problem, as described in [23] . For each of these functions, we map x → α and y → β, where α and β are the barycentric coordinates of a triangle (see Appendix Appendix A). Because the rules are geometrically symmetric, these quadrature rules are able to account for the singularities at each edge and vertex. In this paper, we consider only the two-dimensional characterizations from Sec. 2.1 because these are more severe than those in Sec. 2.2. The points and weights are listed in Appendix Appendix A, together with a pictorial representation of the proposed approach. For Approach 2, which provides monotonic improvement in accuracy as the number of quadrature points is increased, we construct a one-dimensional function sequence
which applies to the singularities in both Sec. 2.1 and 2.2. The one-dimensional points and weights are listed in Appendix Appendix B, for x ∈ [0, 1], together with a pictorial representation of the proposed approach.
Letting x = 1 − x, Approach 2 can be directly applied to quadrilateral elements by taking the outer product of the one-dimensional rules that exactly integrate
Although, in this context, we use quadrature rules for logarithmic functions per the singularities observed in Sec. 2, Approaches 1 and 2 are well suited to work with the logarithmic singularity in (24) and (25) replaced by other integrable singular functions.
Numerical Experiments for Singular, Near-Singular, and Far interactions
To assess the effectiveness of the quadrature rules described in Sec. 3, we consider multiple configurations for A S and A T . For A S , we consider the triangular element with vertices (0 m, 0 m), (1/20 m, 1/20 m), and (−1/20 m, 1/20 m), and we use a triangular element with the same shape for A T . We parameterize these configurations by defining an angle θ between the planes of A S and A T . Additionally, we consider displacements ∆y and ∆z. These parameters are depicted in Fig. 1 , and are listed in Table 1 We consider the integrals for a free-space medium
where x j = (1/20 m, 1/20 m) and x i = (−1/20 m, 1/20 m). When λ = 1 m, (27) and (28) respectively correspond to the even-and odd-term components of (3), and (29) and (30) respectively correspond to the even-and odd-term components of (9) . Additionally the maximum edge lengths of A S and A T are 1/10 λ.
The integrals I s,c and I v,c can be (nearly-)singular, depending on the distance between A S and A T . On the other hand, I s,s and I v,s are nonsingular. Cases 1-4 and 7-8 in Table 1 , with ∆y = ∆z = 0, are singular, and Case 5, with ∆z = δ z , is nearly singular. In Case 6, ∆y = δ y is large enough that the integrands of I s,c and I v,c are smooth.
We compute reference solutions using Mathematica [24] with 34 digits of working precision and precision and accuracy goals of 17 digits. To compute I s,c and I v,c , we use the radial-angular transformation presented in [6] . To verify the implementation of the radial-angular transformation, we compute I s,s and I v,s , which are nonsingular, with and without the transformation to confirm both reference solutions are the same. The amount of time required to compute each reference solution I s,c and I v,c is hours, compared to the fraction of a second required for the quadrature integration.
To perform the quadrature integration, which we denote byĨ, we use polynomial and polynomial-root Gauss-Legendre rules with the radial-angular transformation [6] for the integral over A S . For the onedimensional polynomial rules, we use 100 points and, for the one-dimensional polynomial-root rules, we use 9 points. For the integral over A T , we use two-dimensional polynomial rules [25, 22, 26, 27] , the DMRW rules [11, 12] , and the rules from Approaches 1 and 2 from Sec. 3. Because the DMRW rules are asymmetric, the points are concentrated at one of the vertices; therefore, there are three possibilities. In these results, we compare the average error of these three DMRW choices. Fig. 2 shows the relative errors ε = (Ĩ − I)/I for I s,s for Case 1, with θ = 0 • , ∆y = 0, and ∆z = 0. Because I s,s is not singular, the polynomial rules perform the most efficiently; however, Approach 1 achieves similar efficiency. The averaged DMRW rules are the least efficient. This trend also occurs for the other values of θ; therefore, we omit those plots. Furthermore, I v,s is also smooth and nonsingular, and shows similar properties to I s,s . Fig. 3 shows the relative errors for Cases 1-4, with I s,c for ∆y = 0 and ∆z = 0. For the coplanar cases (θ = 0 • in Fig. 3a) and (θ = 180 • in Fig. 3d ), both approaches generally outperform the polynomial quadrature rules and the averaged DMRW rules, and Approach 1 often outperforms the polynomial quadrature rules by orders of magnitude. In Fig. 3d , for example, Approach 1 outperforms the polynomial rules by at least two orders of magnitude for n T = 27. For the noncoplanar cases (θ = 45 • in Fig. 3b ) and (θ = 90 • in Fig. 3c ), both approaches often outperform the polynomial quadrature rules and the averaged DMRW rules. Approach 1, though designed for coplanar elements, generally outperforms the polynomial rules and the averaged DMRW rules. Approach 2, though less efficient for small n T , yields a monotonically decreasing relative error as the number of quadrature points is increased. We believe that the singularities derived for the two special cases in Sec. 2.1 and 2.2 are more generally applicable, as the good convergence properties observed in Fig. 3 suggest. The techniques shown in [2] and [28] may allow one to derive the singularities Table 1 . for completely general source and test triangle configurations. Fig. 4 shows the relative errors for I s,c for Case 5, with θ = 180 • , ∆y = 0, and ∆z = δ z . This case is nearly singular. Approaches 1 and 2 are not designed for this case; nonetheless, Approach 1 often outperforms the polynomial rules and the averaged DMRW rules, and Approach 2 monotonically converges. Fig. 5 shows the relative errors for I s,c for Case 6 with θ = 0 • , ∆y = δ y , and ∆z = 0. This case is not singular, but Approach 1 converges nearly as rapidly as the polynomial rules. Approach 2 converges faster than the averaged DMRW rules.
Finally, Fig. 6 shows the relative errors for Cases 7-8, with I v,c for ∆y = 0 and ∆z = 0. For the coplanar case (θ = 180 • in Fig. 6b ), both approaches generally outperform the polynomial quadrature rules and the averaged DMRW rules for larger numbers of points. For the noncoplanar case (θ = 90 • in Fig. 6a ), Approach 2 and the averaged DMRW rules yield monotonically decreasing relative errors as the number of quadrature points is increased, and Approach 1 fluctuates less than the polynomial quadrature rules.
Conclusions
In this paper, we presented two symmetric quadrature rule approaches to address some of the singularities encountered in the method of moments for the EFIE. Our first approach was often able to outperform polynomial rules by several orders of magnitude for singular cases and exhibited similar convergence properties for nonsingular cases. Though not as efficient as Approach 1 for singular integrals or the polynomial rules for nonsingular integrals, the relative error arising from Approach 2 decreases monotonically with respect to the number of integration points, a feature that is not observed with the polynomial scheme when applied to integrands with logarithmic singularities. Additionally, for large numbers of integration points, the points arising from Approach 2 take less time to compute than those from Approach 1 since they are computed from one-dimensional rules. Generally, Approaches 1 and 2, which have the favorable property of geometric symmetry, outperform the averaged DMRW rules.
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Appendix A. Quadrature Points and Weights for Approach 1 Table A .1 provides the points and weights for Approach 1, which have been ordered similarly to those in [22] to facilitate comparison. Figure A.1 shows a pictorial representation of Approach 1 for a (1,2,1) rule, illustrating w, α, β, and γ (more details in [23] ).
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