Abstract -A novel adaptive Bayesian receiver for signal detection in flat-fading channels is developed based on the sequential Monte Carlo methodology. The basic idea is to treat the transmitted signals as missing data and to sequentially impute multiple copies of them based on the observed signals. The imputed signal sequences, together with their importance weights, provide a way to approximate the Bayesian estimate of the transmitted signals and the channel states. It is shown through simulations that the proposed sequential Monte Carlo receivers achieve near-bound performance in fading channels without the aid of any training/pilot symbols or decision feedback. Moreover, the proposed receiver structure exhibits massive parallelism and is ideally suited for high-speed parallel implementation using the VLSI systolic array technology.
I. SYSTEM DESCRIPTION
We consider a communication system signaling through a flat-fading channel with additive ambient noise. The transmitted complex data symbol st takes values from a finite alphabet set A = { a l , . . . , a p l } . The input-output relationship of the flat-fading channel is described by yt = atst + n:, t = 0,1,. * * ,
(1)
where ye, at, s: and n: are the received signal, the fading channel coefficient, the transmitted symbol, and the ambient additive noise at time t , respectively. The processes {at}, { s t } , and { n t } are assumed to be mutually independent. It is assumed that the additive noise {nt} is a sequence of independent and identically distributed (i.i.d.) zero-mean complex Gaussian random variables: n: -"(0,~~). It is further assumed that the channel-fading process is Rayleigh. That is, the fading c-oefficients {at} form a complex Gaussian process that can be modeled by the output of a lowpass Butterworth filter driven by white Gaussian noise. This fading channel can be described by the following state-space model
where {wt} in (3) is a white complex Gaussian noise sequence with unit variance and independent real and imaginary components. 
THE MIXTURE KALMAN FILTER RECEIVER
Denote Yt = (yo,...,yt) and St = (so,..-;st). Assume that the transmitted symbols are independent and identically distributed uniformly a priori. We are interested in estimating the symbol st and the channel state a: = hHzt at time t based on the observation Yt. Note that with a given St, the state-space model (2)-(3) becomes a linear Gaussian system. Hence, where the mean p t ( S t ) and covariance matrix C:(St) can be obtained by a Kalman filter with the given S t . The adaptive receiver proposed in this paper is based on a recently proposed filtering method, the mixture Kalman filter (MKF). The basic idea is to obtain a set of Monte Carlo samples of the transmitted symbols, { (Sp), ~j " ) } , " =~, properly weighted with respect to the distribution p(StlYt). Then for any integrable function h ( z t , st), we can approximate the quantity of interest E{h(zt, st)lYt} as follows:
Gaussian density -function with mean p and covariance matrix E. In particular, a posteriori symbol probability can be at time t, with respect to p(StlYt), from a set of properly weighted Monte Carlo samples at time (1 -l), which leads to an adaptive receiver structure in fading channels based on Monte Carlo filtering. Moreover, if the transmitted symbols are convolutionally coded, then a similar Monte-Carlo-based adaptive receiver can be developed that directly samples the information bits based on the received signal. Simulation results indicate that a sample size of 50 suffices to obtain good receiver performance. 
