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Abstract— Automated techniques such as model checking
have been used to verify models of robotic mission plans based
on Markov decision processes (MDPs) and generate coun-
terexamples that may help diagnose requirement violations.
However, such artifacts may be too complex for humans to un-
derstand, because existing representations of counterexamples
typically include a large number of paths or a complex automa-
ton. To help improve the interpretability of counterexamples, we
define a notion of explainable counterexample, which includes
a set of structured natural language sentences to describe the
robotic behavior that lead to a requirement violation in an MDP
model of robotic mission plan. We propose an approach based
on mixed-integer linear programming for generating explain-
able counterexamples that are minimal, sound and complete.
We demonstrate the usefulness of the proposed approach via a
case study of warehouse robots planning.
I. INTRODUCTION
Formal methods such as model checking [1] have recently
been used to verify human-generated robotic mission plans
against a set of requirements [2]. In cases in which the
plans may violate the requirements, such techniques generate
counterexamples that illustrate requirement violations and
provide valuable diagnostic information [3], [4]. Neverthe-
less, these artifacts may be too complex for humans to
understand, because existing notions of counterexamples are
defined as either a set of finite paths or an automaton
typically with large number of states and transitions. The
objective of this paper is to generate explainable counterex-
amples with structured language descriptions. Suppose that
a robotic mission plan is captured by a Markov decision
process (MDP). We formulate the main problem as finding
an explainable counterexample that (1) is a counterexample
in the MDP illustrating the requirement violation, and (2)
can be described using a minimal set of structured language
sentences out of predefined set of templates.
Typical requirements that can be verified on MDPs include
safety properties, such as “the maximum probability to reach
an error state is at most 0.1”. A single path reaching an error
state in the MDP may not suffice to illustrate the requirement
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violation (i.e., the probability to reach an error state exceeds
the threshold 0.1). Instead, a more informative counterexam-
ple may contain a set of paths all reaching the error state and
carrying a total probability mass greater than the threshold.
However, the number of such paths can be excessive in many
cases (e.g., doubly exponential in the problem size [5]). An
alternative way to represent counterexamples is using critical
subsystem of an MDP, which is a subsystem of the original
MDP such that the probability to reach an error state inside
that exceeds the probability threshold [3]. It is challenging
to explain counterexamples represented either as a set of
paths or a critical subsystem, even with a modest number of
states. In this paper, we propose a natural language medium
for conveying the counterexamples so as to enhance their
effectiveness for diagnostic purposes.
We formalize the notion of explanations of counterexam-
ples by defining the connection between explanations and
MDP states and actions. Each counterexample explanation
contains a set of structured language sentences, that are
instantiated from predefined language templates using vocab-
ularies relevant to the domain of interest. In this paper, we
use warehouse robots as a running example, but the proposed
approach also applies to other robotic applications in which
similar vocabulary and templates can be established. We
define the minimality of explanations in terms of the number
of sentences. We also define the soundness and completeness
of counterexample explanations. Given an MDP encompass-
ing a robotic mission plan, a desired requirement along
with the probability threshold, and a set of domain-specific
language templates, the main problem is how to compute
minimal, sound and complete explainable counterexamples
that illustrate the requirement violation in the MDP.
The proposed solution is based on mixed-integer linear
programming (MILP). The MILP objective is to minimize
the number of sentences (i.e., the instantiations of structured
language templates) in the explanation. The constraints en-
code the requirement violation (i.e., the reachability prob-
ability exceeds the threshold), the MDP transition relation
and nondeterministic choices of actions, and the connection
between sentences and MDP states and actions. The MILP
results in a minimal set of sentences that should be included
in the counterexample explanation, and a set of states to form
a critical subsystem. Therefore, the approach seeks to search
for a counterexample and its structured language explanation
simultaneously. The set of sentences identified in the MILP
are unordered. To make it easier to follow the explanation,
we propose an algorithm to order these sentences based on
the topological sorting of counterexample states. Finally, we
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demonstrate the usefulness of the approach on a case study
of warehouse robots planning.
Contributions. We summarize the major contributions of
this paper as follows:
1) A formalization of the notion of explainable counterex-
amples for MDPs, including definitions on the mini-
mality, soundness and completeness of explanations.
2) An MILP approach to find explainable counterexam-
ples with minimal, sound and complete explanations.
3) A case study of warehouse robots planning to show
the usefulness of the proposed approach.
Related Work. Counterexample generation for model check-
ing MDPs has been studied in several works using different
representations of counterexamples: [5] computes the small-
est number of paths in MDP whose joint probability mass
exceeds the threshold and formulates the counterexample
generation as a k-shortest path problem; [3] computes a
critical subsystem of MDP with the minimal number of
states and proposes solutions based on mixed-integer linear
programming and SAT-modulo-theories. There are several
attempts to generate human-readable counterexamples: [6]
computes a minimal fragment of model description in some
high-level modeling language (e.g., probabilistic guarded
commands), while [4] computes structured probabilistic
counterexamples as a sequence of “plays” that capture the
high-level objectives in UAV mission planning. However,
none of these approaches generates counterexamples that
are interpretable by humans as easy as natural language
explanations. This paper aims to fill this gap by presenting an
approach to compute counterexamples for robotic planning
explained in structured natural language.
The study of natural language for robotic applications has
mostly focused on translating human instructions expressed
in natural language to robotic control commands. For ex-
ample, [7] considers the problem of synthesizing natural
language descriptions of robotic control policy. In [8], the
authors present an integrated system for synthesizing reactive
controllers using natural language specifications which are
translated into linear temporal logic formulas. If unsynthesiz-
able, the minimal unsynthesizable core is returned as a subset
of the natural language input specifications. Nevertheless, the
connection between counterexamples for MDP models and
natural language explanations has not yet been explored.
II. PROBLEM FORMULATION
In this section, we provide the necessary background and
the formal definition of the problem.
A. Counterexamples for MDPs
Markov decision processes (MDPs) have been widely used
as a modeling formalism in robot planning to represent
abstract robotic mission plans [9]. We denote an MDP as
a tuple M = (S, s,Act, P, L) where S is a countable set of
states, s ∈ S is an initial state, Act is a finite set of actions,
P : S×Act×S → [0, 1] ⊆ R is a transition relation such that
∀s ∈ S, ∀α ∈ Act : ∑s′∈S P (s, α, s′) = 1, and L : S →
2AP is a labeling function that assigns to each state the set
Fig. 1. A grid map for warehouse robots.
Fig. 2. An MDP representing a robotic mission plan based on Figure 1.
of atomic propositions from AP (the finite set of all atomic
propositions) that hold true. At each state s, first an action
α ∈ Act is chosen nondeterministically, then a successor
state s′ ∈ succ(s, α) is determined probabilistically based
on P (s, α, s′). The nondeterministic choices of actions in an
MDP are resolved by a strategy, denoted by σ : S → Act.
Model checking techniques [1] can be applied for automated
verification of properties such as “the probability of reaching
error states is at most λ”. In case the property is violated,
counterexamples can be generated as diagnostic feedback.
Formally, a counterexample Mc,σ is a critical subsystem
of the MDP M such that the probability to reach target
states inside this subsystem under the strategy σ exceeds the
probability threshold λ defined by a task. This constraint
satisfaction problem can be modeled as a mixed-integer
linear program (MILP) [3].
Example 1: Figure 1 shows a grid map of a warehouse,
in which the robot can take one of the five possible actions:
“move east”, “move south”, “move west”, “move north”,
and “stop”. Figure 2 shows an example MDP representing
a robotic mission plan in this warehouse, where each state
corresponds to a cell. Starting from the initial state s1, the
robot has a nondeterministic choice of “move east” (dashed
lines) or “move south” (solid lines). Suppose the robot
chooses to move east, then it arrives at the east neighbor s2
with probability 0.9 and arrives at the south neighbor s4 with
probability 0.1 (e.g., due to perception uncertainties). Each
MDP state is labeled with one or more atomic propositions
representing the robot’s (relative) position. For example, s1
is labeled with “in charging station” and “north of pick-up
area”. The robot’s mission objective is to first go to the pick-
up area (s8) to pick parts and then deliver parts to the delivery
area (s3). The robot stops if it enters the human zone (s9).
Consider the property “the robot enters the human zone with
Fig. 3. A counterexample showing the violation of property “the robot
enters the human zone with probability at most 0.3”.
probability at most 0.3”. Figure 3 shows a counterexample
for this property, which is a critical subsystem with 6 states.
Notice that, although the number of states in this subsys-
tem is minimal in computation [3], it is still hard to interpret.
In the following, we introduce structured language templates
that improve the interpretability of such subsystems.
B. Structured Language Template
A structured language template represents the core sen-
tence structure over an ordered set of action and proposition
pairs and can be used to facilitate the sentence generation
process. We consider the following language templates for
generating sentences to describe robotic behavior:
The robot 〈action〉 when 〈proposition〉.
The above template can be instantiated by replacing 〈action〉
with possible robotic actions, and replacing 〈proposition〉
with atomic propositions or a conjunction of atomic propo-
sitions representing the robot’s configuration. Therefore, a
template can be viewed as a function that takes a set
of actions and propositions as the input and outputs the
corresponding sentence, denoted by T : (α, {ι}) → Sen
where α ∈ Act is an action, {ι} ⊆ AP is a set of
atomic propositions, and Sen is a sentence. Given a tuple
(α, {ι}), we can instantiate a corresponding sentence using
the structured language template T , which describes the
robotic behavior of taking action α when under certain
conditions captured by the set of atomic propositions {ι}.
In this paper, we only consider one template as described
above. Templates in other forms can be used through a
similar procedure. In practice, the templates, actions and
propositions are domain-specific. For concreteness, we will
follow the warehouse example for the rest of the paper.
Example 2: For the robotic mission in Example 1, we can
generate a set of sentences by instantiating the structured lan-
guage template with the given MDP actions and propositions.
The followings are a few example sentences that describe the
robotic behavior captured in the MDP model.
• The robot moves east when in charging station.
• The robot moves south when north of pick-up area.
• The robot moves north when south of delivery area and
north of human zone.
C. Problem Statement
We seek to compute succinct explainable counterexam-
ples for MDPs with explanations in structured language to
TABLE I
AN EXPLANATION OF THE COUNTEREXAMPLE IN FIGURE 3
(S1) The robot moves south when in charging station.
(S2) The robot moves south when south of charging station.
(S3) The robot moves south when north of pick-up area.
(S4) The robot moves east when west of pick-up area.
(S5) The robot moves north when in pick-up area.
(S6) The robot stops when in human zone.
describe robotic behaviors that lead to requirement violation.
In the following, we define the soundness, completeness and
minimality of such counterexample explanations precisely.
Given an MDP M = (S, s,Act, P, L), a requirement φ,
and a structured language template T : (α, {ι}) → Sen,
we say that a counterexample explanation C ⊆ {Sen} is
sound if each sentence c ∈ C corresponds to the robotic
behavior in one or more states s of a counterexample Mc,σ
illustrating the violation of φ inM; that is, if c = T (α, {ι}),
then α ∈ Act(s) and {ι} ⊆ L(s). A counterexample
explanation C is complete if the robotic behavior at each
state s in a counterexampleMc,σ is described using exactly
one sentence c ∈ C, which is an instantiation of T with the
action σ(s) and a set of atomic propositions {ι} ⊆ L(s).
We define the minimality of counterexample explanations in
terms of |C|, i.e., the number of sentences.
Note that a counterexample explanation describes an over-
approximation of the robotic behavior captured in a critical
subsystem. Each sentence c = T (α, {ι}) corresponds to a
robotic action α taken at a state (or multiple states) s with
α ∈ Act(s) and {ι} ⊆ L(s). However, it is not necessary that
action α is taken at all MDP states labeled with propositions
{ι}. For example, suppose a sentence “the robot moves south
when north of pick-up area” explains the robotic behavior in
one state in the counterexample, but the robot may not take
the same action “move south” at every MDP state labeled
with the proposition “north of pick-up area”.
Example 3: Table I shows a sound and complete explana-
tion for the counterexample shown in Figure 3. It contains
6 sentences, each of which explains the robotic behavior in
one state of the counterexample. For example, sentence (S1)
corresponds to state s1, which is labeled with a proposition
“in charging station” and takes the action “move south”.
Similarly, sentences (S2)-(S6) correspond to the behavior at
states s4, s5, s7, s8 and s9, respectively. However, this is not
a minimal explanation. We will show how to automatically
generate a minimal counterexample explanation using only
4 sentences in Example 4.
We now state the problem statement formally.
Problem 1: Given an MDPM, a reachability requirement
φ with probability threshold λ (violated in M), and a
structured language template T , compute a minimal coun-
terexample explanation that is sound and complete.
III. SOLUTION APPROACH
We propose a solution based on mixed-integer linear pro-
gramming (MILP) to compute minimal, sound and complete
counterexample explanations. An advantage of the proposed
approach is that it computes a counterexample and generates
its structured language explanation simultaneously.
A. MILP Formulation
We define a real-valued variable ps ∈ [0, 1] ⊆ R for each
state s ∈ S to track the probability of reaching the target
states, denoted by set T , within a counterexample subsystem.
To encode the strategy σ for resolving the nondeterminism in
MDP, we define a binary variable θs,α for each state s ∈ S
and action α ∈ Act(s) enabled in state s, such that θs,α = 1
if action α is chosen at state s by the strategy σ. Additionally,
we use a binary variable µα,{ι} to denote if a corresponding
sentence instantiated by the structured language template T
with the tuple (α, {ι}) is included in the counterexample
explanation. Therefore, the number of real-valued variables
used in the MILP formulation is given by the number of
MDP states, and the number of binary variables is the
summation of the number of MDP nondeterministic choices
and the number of possible structured language sentences.
The resulting MILP problem is:
minimize
ps∈[0,1],θs,α∈{0,1},µα,{ι}∈{0,1}
∑
T
µα,{ι} (1a)
subject to
ps > λ, (1b)
∀s ∈ T : ps = 1, (1c)
∀s ∈ S \ T, ∀α ∈ Act(s) : ps ≤ (1− θs,α) +∑
s′∈succ(s,α)
P (s, α, s′) · ps′ , (1d)
∀s ∈ S \ T : ps ≤
∑
α∈Act(s)
θs,α, (1e)
∀s ∈ S \ T, ∀α ∈ Act(s) : θs,α ≤
∑
{ι}⊆L(s)
µα,{ι}. (1f)
The objective function (1a) is to minimize the number of
sentences in the counterexample explanation. Each sentence
is an instantiation of the structured language template T with
the tuple (α, {ι}). The constraint (1b) guarantees that the
probability of reaching target states from the initial state s
exceeds the threshold λ of the property φ, therefore a critical
subsystem that violates the reachability probability in MDP
M is found. The constraint (1c) ensures that the probability
ps of a target state s ∈ T is 1. The constraint (1d) encodes the
probabilistic transition relation of the MDP. The constraint
(1e) ensures that one action is chosen in each state by the
strategy. Finally, the constraint (1f) requires that if an action
is chosen in a state, then at least one sentence has to be
instantiated to explain this behavior.
Theorem 1: The solution to the MILP (1a)-(1f) solves
Problem 1.
(The proof of the theorem is given in the appendix.)
Example 4: Consider the MDP shown in Figure 2 and the
property “the robot enters the human zone with probability
at most 0.3”. We write the MILP formulation to compute
an explainable counterexample with the minimal, sound and
complete explanation. We introduce 9 real-valued variables
ps1 , . . . , ps9 to represent the probability of reaching the target
state s9 from each state in the MDP. We use 11 binary
variable θs,α to encode the nondeterministic choices of
actions in each state. For example, θs1,α1 and θs1,α2 represent
the choices of “move east” and “move south” in state
s1, respectively. Suppose that we only consider sentences
instantiated from the structured language template T with a
single atomic proposition. We use 60 binary variables µα,ι
to represent all possible template instances given by the 5
actions and 12 propositions. The MILP minimizes∑
α∈Act,ι∈AP
µα,{ι}.
Since the initial state is s1 and the probability threshold for
the property is 0.3, we write the constraint (1b) as ps1 > 0.3.
The target state is s9, thus the constraint (1c) is ps9 = 1.
The constraint (1d) encodes the MDP transition relations,
for instance, the encoding for s1 is as follows:
ps1 ≤ (1− θs1,α1) + 0.9ps2 + 0.1ps4 , and
ps1 ≤ (1− θs1,α2) + 0.1ps2 + 0.9ps4 .
The constraint (1e) for encoding the nondeterministic choices
in s1 is
ps1 ≤ θs1,α1 + θs1,α2 .
The constraints for other states can be written similarly.
We only give an example encoding of the constraint (1f)
as follows. Suppose state s1 is labeled with two atomic
propositions: ι1 - “in charging station” and ι2 - “north of
pick-up area”. We encode the constraint (1f) for state s1 as
θs1,α1 ≤ µα1,{ι1} + µα1,{ι2}, and
θs1,α2 ≤ µα2,{ι1} + µα2,{ι2}.
Solving the resulting MILP for this example yields a
counterexample as shown in Figure 3, and a minimal ex-
planation with 4 sentences, which are (S3)-(S6) shown in
Table I. Sentence (S3) describes the robot’s behavior at
states s1, s4 and s5, because they take the same action
“move south” and have a common proposition “north of pick-
up area”. Sentences (S4), (S5), and (S6) correspond to the
robot’s behavior at states s7, s8, and s9, respectively. Notice
that, compared with Example 3, the generated explanation
uses fewer sentences. Sentences (S1) and (S2) are used in
Example 3 to represent the robotic behavior in states s1 and
s4, but they are omitted in the explanation resulting from
MILP since (S3) also captures the behavior of those two
states.
B. Sentence Instantiation and Ordering
The results of the MILP yield a set of tuples (α, {ι})
with the binary variables µα,{ι} = 1. Each tuple corresponds
to a sentence T (α, {ι}) instantiated using the structured
language template T . However, the MILP formulation does
not determine the ordering of these sentences. To help
humans better understand the counterexample explanations,
we need to present these sentences in a meaningful order.
Algorithm 1 Instantiate and order explanation sentences
Input: An MDP M, a structured language template T , and
MILP results {ps > 0, µα,{ι} = 1, θs,α = 1}.
Output: An ordered list of sentences C.
C ← Empty list;
N ← {s};
while N is non-empty do
remove a state s from the head of N ;
find the action α ∈ Act(s) such that θs,α = 1;
given α, find µα,{ι} = 1 such that {ι} ⊆ L(s);
instantiate a sentence Sen ← T (α, {ι});
if C does not already contain Sen then
add Sen to the tail of C
end if
for all state s′ with ps′ > 0 and P (s, α, s′) > 0 do
insert s′ to the tail of N
end for
end while
return C
Algorithm 1 presents a procedure of instantiating and order-
ing explanation sentences, based on the topological sorting
of MDP states. We demonstrate the usage of this algorithm
via the following example.
Example 5: The MILP results of Example 4 yield 6 coun-
terexample states (s1, s4, s5, s7, s8, s9) and 4 sentences (S3)-
(S6). Starting from the initial state s1, we identify sentence
(S3) from the MILP results to describe the robotic behavior at
s1. Therefore, we add (S3) to the ordered list. We remove s1
from the set N and add its successor state s4 to N . Next, we
consider state s4 and find that only sentence (S3) describes
its behavior. Since (S3) is already in the list, we continue to
remove s4 from the set N and add its successor states s5
and s7 to N . The algorithm continues until it processes all
states in the critical subsystem. After running this procedure,
the ordering of sentences in this counterexample explanation
is obtained as (S3)→ (S4)→ (S5)→ (S6).
IV. EXPERIMENTAL EVALUATION
In this section, we first introduce a case study of ware-
house robot planning, then discuss the results of applying
the proposed approach to the case study.
The case study considers a warehouse map with an N×N
grid map. Figure 4 shows an example map when N = 10.
The map is annotated with a set of locations: charging sta-
tion, pick-up area, delivery area, human zone, and magnetic
field. The map scales up as N increases, but the layout of
locations does not change. For each map, we construct an
MDP model to represent the robotic mission plan of picking
parts from the pick-up area and transferring to the delivery
area. Each state in the MDP corresponds to a cell in the map
and is labeled with a set of atomic propositions, representing
the robot’s location. Example of such atomic propositions
include “in charging station” and “north of delivery area”.
The robot may take one of the five possible actions: “move
east”, “move south”, “move west”, “move north”, and “stop”.
Fig. 4. A warehouse map with a 10× 10 grid map.
At each MDP state, the robot makes a nondeterministic
choice of action. These actions are executed correctly at
most of the time. However, the accuracy of robot’s sensors is
affected in the magnetic field and it introduces uncertainty in
robot’s motion. Thus, with some known probability, the robot
would execute the action incorrectly. For example, suppose
the robot decides to move south, it would reach the south
neighbor with probability 0.9, and reach the east neighbor
with probability 0.1 due to inaccurate sensor readings in the
area with magnetic field.
We implemented the proposed approach using the PRISM
model checker [10] and Gurobi [11] optimization toolbox.
For comparison, we also implemented the approach in [3]
that computes a counterexample with the minimal number
of states. Table II summarizes the experimental results of
the case study with five different maps (N ranges from 10
to 50, by increment of 10). Consider the safety property
“the robot enters the human zone with probability at most
0.1”. For each scenario, we report the number of states and
transitions of the MDP model, the number of states in the
computed counterexample, and the number of sentences in
the generated counterexample explanation. We also report the
number of binary and real variables, and the running time for
computing the MILP solution. The experiments were run on
a laptop with 2.0 GHz Intel Core i7-4510U CPU and with
8.00 GB RAM. We impose a time-out of 1 hour. All MDP
models and MILP formulations are available online.1
In all cases, the proposed approach successfully computes
a counterexample together with a succinct explanation in
structured language. As the map scales up, the number of
states in a counterexample also increases. It is interesting to
note that the number of sentences in the generated explana-
tions are the same, although, they use different sentences.
By contrast, previous approaches (e.g., the approach in [3])
do not allow the automated generation of counterexample
explanations. It is nontrivial to interpret counterexamples
represented as subsystems. In addition, the proposed ap-
proach has a better performance compared to the approach
in [3] in the sense that it uses fewer number of binary
1https://goo.gl/RVXXVN
TABLE II
EXPERIMENTAL RESULTS FOR THE WAREHOUSE ROBOT PLANNING
MDP Size Approach in [3] Proposed Approach
N # States # Transitions # BinaryVariables
# Real
Variables # States Time (s)
# Binary
Variables
# Real
Variables # States # Sentences Time (s)
10 100 208 309 56 9 0.11 242 56 9 3 1.39
20 400 788 1,369 156 19 24.86 1,022 156 39 3 4.43
30 900 1,768 2,652 900 – time-out 2,273 291 29 3 1.54
40 1,600 3,148 4,732 1,600 – time-out 4,231 506 79 3 17.45
50 2,500 4,928 7,412 2,500 – time-out 6,669 756 99 3 32.33
and real variables in the MILP solution. Consequently, the
running time to solve the optimization problem becomes
much faster. Table II also shows a growing size of MDP
models as the map size (N ) increases. As a result, the
number of variables in MILP encoding increases in both
methods. Nevertheless, for all five cases, counterexamples
and explanations are computed by the proposed approach in
less than 1 minute. Therefore, we expect that the proposed
approach would scale well for larger models as well.
V. CONCLUSION
In this paper, we proposed an approach to compute ex-
plainable counterexamples for robotic planning problems that
are modeled as MDPs. The generated counterexample expla-
nations are expressed as a minimal set of structured language
sentences, which have the potential advantage of providing
diagnostic feedback to humans. We also performed the ex-
perimental evaluation on several different warehouse robotic
plans, with the MDP model size ranging from hundred to
thousands of states. The results are very encouraging: in
each of these cases, a succinct set of structured language sen-
tences are automatically computed to show robotic behaviors
that lead to the requirement violation. Given the promising
computational properties of the proposed approach, in the
future, we will investigate extensions to more expressive
requirements and more flexible language templates that are
closer to natural language.
APPENDIX
Theorem 1: The solution to the MILP (1a)-(1f) solves
Problem 1.
Proof: (Sketch of proof.) We need to prove that the
solution to the MILP (1a)-(1f) yields a minimal counterex-
ample explanation that is sound and complete.
Minimality. The minimality of the counterexample expla-
nation is guaranteed by the objective function (1a), which
minimizes the number of sentences in the explanation.
Soundness. By definition, a counterexample explanation is
sound if each sentence in the explanation corresponds to the
robotic behavior in one or more states of a counterexample
violating the requirement. We prove this by contradiction.
Suppose there is a sentence in the MILP solution with
µα,{ι} = 1, and there is only one MDP state s satisfying
α ∈ Act(s) and {ι} ⊆ L(s). However, s is not included in
the counterexample, that is ps = 0 in the MILP solution.
Suppose Act(s) and L(s) are both singular sets, then we
can write the MILP constraints (1e) and (1f) as follows:
0 ≤ θs,α and θs,α ≤ µα,{ι}, which reduces to µα,{ι} ≥ 0.
The minimizing objective function (1a) enforces µα,{ι} = 0,
which is a contradiction with the assumption that µα,{ι} = 1.
Thus, the resulting counterexample explanation is sound.
Completeness. By definition, a counterexample explanation
is complete if the action taken at each counterexample state
is described using exactly one sentence in the explanation.
Suppose s is a counterexample state in the MILP solution,
then p(s) > 0. Hence, based on the MILP constraint (1e),
at least one nondeterministic choice θs,α should be true.
Subsequently, the MILP constraint (1f) requires at least
one sentence variable µα,{ι} to be true. Since the objective
function (1a) is to minimize the number of sentences, the op-
timization solution will only choose one µα,{ι} to be true in
order to describe state s. Thus, the resulting counterexample
explanation is complete.
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