We report extensive spectroscopic and differential V -band photometric observations of the 18.4-day detached double-lined eclipsing binary LV Her (F9 V), which has the highest eccentricity (e ≃ 0.613) among the systems with well-measured properties. We determine the absolute masses and radii of the components to be M 1 = 1.193 ± 0.010 M ⊙ , M 2 = 1.1698 ± 0.0081 M ⊙ , R 1 = 1.358 ± 0.012 R ⊙ , and R 2 = 1.313 ± 0.011 R ⊙ , with fractional errors of 0.9% or better. The effective temperatures are 6060 ± 150 K and 6030 ± 150 K, respectively, and the overall metallicity is estimated to be [m/H] = +0.08 ± 0.21. A comparison with current stellar evolution models for this composition indicates an excellent fit for an age between 3.8 and 4.2 Gyr, with both stars being near the middle of their main-sequence lifetimes. Full integration of the equations for tidal evolution is consistent with the high eccentricity, and suggests the stars' spin axes are aligned with the orbital axis, and that their rotations should be pseudo-synchronized. The latter prediction is not quite in agreement with the measured projected rotational velocities.
INTRODUCTION
The photometric variability of the eclipsing binary star LV Her (TYC 2076-1042-1; α = 17 h 35 m 32. s 40, δ = +23
• 10 ′ 30. ′′ 6, J2000.0; SpT F9, V = 11.02) was announced by Hoffmeister (1935) . Its period was estimated by Zessewitsch (1944) as 2.634 days, by Zessewitsch (1954) as 5.2674 days, by Popper (1996) as 9.218 days, by Torres (2000) as 18.1312 days, and by Torres et al. (2001) as 18.4359350 days. All photometric and spectroscopic work performed since this last study has confirmed that it is basically correct. The prior erroneous period values resulted from the very long orbital period, the similar eclipse depths (0.68 mag and 0.66 mag in V ; see below), the extremely high eccentricity of the orbit (0.613), and the resultant shift of secondary eclipse to a phase of 0.86. This sort of erroneous period estimation is not unusual in this kind of situation (Lacy et al. 2004a (Lacy et al. ,b, 2006 .
Largely because of this uncertainty, no determination of the absolute dimensions of the system has been made until now. In addition to an accurate determination of the eclipse ephemeris in § 2.2, this work presents new high-quality photometric and spectroscopic observations ( § 2.1 and § 2.3) that yield masses and radii on a par with the best determinations for eclipsing binaries to date ( § 4). In § 5.1 we compare these determinations with models of stellar structure and stellar evolution. The high eccentricity and long period of LV Her make it an interesting case for comparison with tidal theory, which we present in § 5.2. We discuss our results in § 6.
Our photometric work on LV Her began in 2001 and is based on observations obtained with two robotic instruments: the URSA telescope at Kimpel Observatory on the campus of the University of Arkansas, and a robotic telescope at the NF Observatory (NFO; Grauer et al. 2008 ) near Silver City, NM.
Kimpel Observatory (ursa.uark.edu) consists of a Meade 10-inch f/6.3 LX-200 telescope with a Santa Barbara Instruments Group ST8 CCD camera (binned 2 × 2 to produce 765 × 510 pixel images with 2.3 arcsec square pixels) inside a Technical Innovations Robo-Dome, and controlled automatically by an Apple Macintosh G4 computer. The observatory is located on top of Kimpel Hall on the Fayetteville campus of the University of Arkansas, with the control room directly beneath the observatory inside the building. Exposures of 60 or 120 seconds made through a Bessell V filter (2.0 mm of GG 495 and 3.0 mm of BG 39) were read out and downloaded by ImageGrabber (camera control software written by J. Sabby) to the control computer over a 30 second interval, then the next exposure was begun. The observing cadence was therefore about 90 to 150 sec per observation. The variable star would sometimes be monitored continuously for 4-6 hours. LV Her was observed by URSA on 156 nights during parts of nine observing seasons from 2001 February 18 to 2009 April 8. The total number of URSA observations is 6690. The frames were analyzed by a virtual measuring engine application written by Lacy that flat-fielded the images, automatically located the variable and comparison stars in the image, measured their brightnesses, subtracted the corresponding sky brightness, and corrected for the differences in airmass between the stars. Extinction coefficients were determined nightly from the comparison star measurements. They averaged 0.25 mag/airmass. LV Her is TYC 2076-1042-1. The comparison stars were TYC 2076-0580-1 (comp, V T = 11.12, as listed in the Tycho-2 Catalogue; Høg et al. 2000) , and TYC 2076-1387-1 (ck, V T = 11.53). Both comparison Note.
- Table 1 is available in its entirety in the electronic edition of the Astronomical Journal. A portion is shown here for guidance regarding its form and contents. Note.
- Table 2 is available in its entirety in the electronic edition of the Astronomical Journal. A portion is shown here for guidance regarding its form and contents.
stars are within 10 arcmin of the variable star (var). The comparison star magnitude differences (comp−ck) were constant at the level of 0.013 mag (standard deviation within a night), and 0.010 mag for the standard deviation of the nightly mean magnitude difference. The URSA differential magnitude (var−comp) of the variable star was referenced only to the magnitude of the comparison star, comp. The resulting 6690 V magnitude differences (var−comp) are listed in Table 1 (without any nightly corrections) and plotted in Figures 1-3 (after the nightly corrections discussed below have been applied). The eclipse depths are 0.68 mag for the primary and 0.66 mag for the secondary. The precision of the variable star differential magnitudes is about 0.016 mag.
The other telescope we used is the NFO WebScope, a refurbished 24-inch Group 128 Cassegrain reflector with a 2K × 2K Kodak CCD camera, located near Silver City, NM. Observations consisted of 120 second exposures also through a Bessell V filter. LV Her was observed by NFO on 123 nights during parts of five observing seasons from 2005 March 1 to 2009 April 24, yielding 2946 observations. Extinction coefficients were determined nightly from the comparison star measurements. They averaged 0.18 mag/airmass. The same comparison stars were used as those of the URSA telescope. The comparison star magnitude differences (comp−ck) were constant at the level of 0.007 mag (standard deviation within a night), and 0.020 mag for the standard deviation of the nightly mean magnitude difference. The differential magnitude (var−comps) of the variable star was referenced to the magnitude corresponding to the sum of the intensities of the comparison star, comp, and the check star, ck. The resulting 2946 V magnitude differences (var−comps) are listed in Table 2 (without nightly corrections) and plotted in Figure 1 -3 (including nightly corrections; see below). The precision of the variable star differential magnitudes is about 0.010 mag. We noticed early on during the observations that the NFO magnitudes showed a small but significant offset from night to night, on the order of a hundredth of a magnitude. The origin of the offset is a variation in responsivity across the field of view of the NFO combined with imprecise centering from night to night. These variations are a well-known effect of the optics when using wide-field imaging telescopes such as the NFO. We have removed most of this variation by using dithered exposures of open star clusters to measure this variation, fitting a 2-D polynomial (see Selman 2004) , and subtracting the variation during initial reductions (photometric flat). The URSA observations, on the other hand, show this kind of effect to a very much smaller extent. We have removed these nightly offsets before further analysis by using a procedure discussed below in § 3.
Absolute photometry of LV Her is available in the literature from several sources, and in several photometric systems including Strömgren, 2MASS, Tycho-2, and Johnson-Cousins. We collect these measurements in Table 3. Color indices formed from these magnitudes can be used to estimate a mean effective temperature for the binary, which we discuss below in § 4. The interstellar reddening can be estimated, for example, by comparison with the standard Strömgren indices of Perry & Johnson (1982) , giving E(b−y) = 0.007 mag, or E(B −V ) ≈ 0.01. Another estimate is available from the reddening maps of the sky near the variable star from Schlegel et al. (1998) , which results in a larger value of E(B − V ) = 0.057 mag at the estimated distance of the eclipsing binary. We adopt for further use the straight average of these two reddening estimates, E(B − V ) = 0.03 ± 0.03 mag, with a conservative error.
Ephemeris
Since the work of Torres et al. (2001) , additional times of minimum for LV Her have been reported in the literature, and some recent ones from our WebScopes are available that have not yet been published. The previously published ones and these additional times of minimum light (37 for the primary, 30 for the secondary) are listed in Table 4 . All available minima have been used to estimate an eclipse ephemeris by a least squares technique. When available, the uncertainties have been adopted as published. For the others (visual and photographic measurements), uncertainties have been estimated by iterations requiring the reduced χ 2 to be near unity, separately for each class of measurement technique. For the visual meaurements we obtain σ = 0.017 days, and for the photographic timings σ = 0.053 days. Separate solutions with the primary and secondary data give periods that are not significantly different. For the final ephemeris we enforced a common period, and obtained: where the reference epochs were chosen so as to minimize the correlations with the period and with each other. This ephemeris is the basis of the orbital phases we cite below. The phase of secondary eclipse is 0.86235 ± 0.00001. A plot of the O − C diagram from this fit is shown in Figure 4 , and the residuals are included in Table 4. It is quite remarkable how much the accuracy has improved over the last century.
2.3. Spectroscopy LV Her was placed on the observing list at the HarvardSmithsonian Center for Astrophysics (CfA) on 1991 May 31st, and was monitored spectroscopically for exactly 11 years with an echelle instrument on the 1.5m Tillinghast reflector at the F. L. Whipple Observatory on Table 4 .
Mount Hopkins, Arizona. We collected 42 spectra with a photon-counting intensified Reticon detector (Latham 1985 (Latham , 1992 ) in a single order 45Å wide centered near 5187Å. The main features in this spectral window are the lines of the Mg I b triplet. The resolving power provided by this setup is λ/∆λ ≈ 35,000. Two additional observations, for a total of 44, were obtained with a nearly identical system on the 1.5m Wyeth reflector at the Oak Ridge Observatory (Harvard, Massachusetts). The signal-to-noise ratios of these spectra range from 13 to 28 per resolution element of 8.5 km s −1 . Radial velocities for the two components were derived using TODCOR, a two-dimensional cross-correlation technique (Zucker & Mazeh 1994) . This method uses two templates, one for each component of the binary, which we selected from a large library of synthetic spectra based on model atmospheres by R. L. Kurucz (see Latham et al. 2002) . These templates have been calculated for a wide range of effective temperatures (T eff ), surface gravities (log g), rotational velocities (v sin i when seen in projection), and metallicities ([m/H]). Following Torres et al. (2002) the optimum templates for each star were determined by means of extensive grids of crosscorrelations with TODCOR, seeking to maximize the average correlation weighted by the strength of each exposure. Because of the strong correlation between temperature, surface gravity, and metallicity in our narrow spectral window, we initially assumed solar metallicity, and surface gravities of log g = 4.0 for both components, close to the values determined from a preliminary analysis. The projected rotational velocities we obtained are v sin i = 13 ± 1 km s −1 for both stars, and the best-fit temperatures were near solar, with a difference of only 20-30 K between the primary and secondary. For the radial velocity measurements we adopted T eff = 5750 K. In § 4 we describe experiments in which we extended the grids of correlations to other compositions in order to fine-tune the temperatures and attempt to constrain the metallicity. These minor changes in the stellar parameters have no effect on the radial velocities. Typical errors for our measurements are 0.8 km s −1 for the primary and 1.1 km s −1 for the secondary. The stability of the zero-point of the CfA velocity system was monitored by means of exposures of the dusk and dawn sky, and small systematic run-to-run corrections were applied in the manner described by Latham (1992) . We determined also the light ratio directly from our spectra following Zucker & Mazeh (1994) , and obtained ℓ 2 /ℓ 1 = 0.95±0.03 at the mean wavelength of our observations, which is essentially also the ratio in the visual band given that the stars are nearly identical in temperature. Although TODCOR significantly reduces systematic errors in the radial velocities caused by line blending, residual effects can remain as a result of shifts of the spectral lines in and out of our narrow spectral window as a function of orbital phase. We investigated these effects by means of numerical simulations similar to those described by Latham et al. (1996) (see also Torres et al. 1997 Torres et al. , 2000a . We generated synthetic composite spectra matching our observations by combining copies of the primary and secondary templates used above, shifted to the appropriate velocities for each of the exposures as predicted by a preliminary orbital solution, and scaled to the observed light ratio. These synthetic observations were then processed with TODCOR in exactly the same way as the real spectra, and the resulting velocities were compared with the input shifts. The differences for LV Her were typically well under 0.5 km s −1 for both stars, but were nevertheless applied as corrections to the raw velocities. They affect the masses at the level of 1.3% for the primary and 0.8% for the secondary, which are similar to the formal errors. The corrected measurements are listed in Table 6 along with their uncertainties. Similar adjustments based on the same simulations were made to the light ratio, and are already included in the value reported above.
Our orbital solution is shown in Figure 5 , and was derived holding the ephemeris fixed according to § 2.2. The residuals are shown as well, and are listed in Table 6 . The orbital elements and derived quantities (minimum masses, semimajor axes, etc.) are given in Table 5 .
MODELING OF THE PHOTOMETRIC OBSERVATIONS
In order to remove the small nightly offsets in the differential photometry, we performed preliminary fits of the URSA and NFO light curves by using the NelsonDavis-Etzel model (Popper & Etzel 1981; Etzel 1981) as implemented in the EBOP code. This model is well suited for well-detached systems such as LV Her. The nightly residuals, which were typically less than 0.02 mag and were uncorrelated with phase, were removed from each light curve. This improved the resid- uals of the URSA data by about 27%, and those from NFO by a more significant 42%. The corrected light curves were then fitted by using the JKTEBOP code of Southworth et al. (2007) , based on the same model, which allows for more realistic estimates of the uncertainties. The adjustable parameters are the central surface brightness J 2 of the secondary relative to the primary, the inclination angle i, the sum of the relative radii r 1 + r 2 , the ratio of the radii k ≡ r 2 /r 1 , the eccentricity factors e cos ω and e sin ω, a phase shift, and the magnitude at quadrature. A linear limb-darkening law was adopted, consistent with our experience that with the amount and precision of our data, nonlinear laws do not improve the accuracy of the fits significantly (e.g., Lacy et al. 2005 Lacy et al. , 2008 . The coefficient u was left free, and constrained to be the same for the two stars. The gravity brightening exponent was set to 0.35 for both stars, based on the calculations by Claret (1998) and the mean temperature and surface gravity of the components. The mass ratio q was adopted from the spectroscopy. Separate solutions for the URSA and NFO photometry are given in Table 7 . The uncertainties for the fitted parameters were evaluated by Monte Carlo simulation with JKTEBOP. Tests indicated third light was not significant, and it was therefore set to zero. The last column of the table gives the adopted fit (weighted average), with uncertainties that account for the difference between URSA and NFO. The uncertainties for the individual radii were derived following the prescription recommended by Torres et al. (2000b) , based on the errors for r 1 + r 2 and k. The synthetic curve corresponding to the adopted solution is displayed in Figures 1-3 along with the observations. The eccentricity and ω from the light curves are in excellent agreement with the spectroscopic values in Table 5 , and the photometric light ratio (ℓ 2 /ℓ 1 ) V = 0.916 ± 0.015 is consistent with the estimate of ℓ 2 /ℓ 1 = 0.95 ± 0.03 from the CfA spectra. The welldetached stars are essentially spherical, and both eclipses are partial, with 88.4% of the primary light blocked at the primary minimum, and 95.6% of the secondary light covered at the secondary minimum.
We note that the linear limb-darkening coefficient we determined, u = 0.54 ± 0.03, is consistent with theoretical value of 0.568 for the visual band according to van Hamme (1993) , but is significantly smaller than the value 0.658 from the tables by Claret (2000) , for a star of this temperature and surface gravity. Similar discrepancies have been found in other systems (see, e.g., Claret 2008) . As a test we repeated the light curve fits holding the limb-darkening coefficient fixed at this last theoretical value. The change in r 1 + r 2 was only +0.15%, the individual radii increased by less than 0.1%, and the inclination angle decreased by 0.
• 065. These changes do not impact the absolute masses or radii at a significant level, compared to other sources of uncertainty.
ABSOLUTE DIMENSIONS
The photometric orbit and the spectroscopic orbit may be combined to yield the absolute masses and radii of the binary stars' components. These are given in Table 8 , along with other properties described below. The masses and radii are determined to 0.9% or better for both stars. The tests and checks for systematics described above suggest that they are also accurate at this level.
The ratio of the effective temperatures is very well constrained from the light curves through the central surface brightness parameter J 2 , according to which the stars differ by only about 30 K (Popper 1980, Table 1 ). A similar difference was obtained from the CfA spectra. The absolute temperatures of the stars may in principle be estimated also from the spectroscopy, though in practice this is difficult with the material at hand because of the correlation with metallicity mentioned earlier. We first determined the magnitude of this dependence by repeating the grids of correlations described in § 2.3 for metallicities between [m/H] = −1.0 and [m/H] = +0.5 in steps of 0.5 dex, and surface gravities of log g = 4.0 and 4.5. At each composition we determined the primary and secondary temperatures interpolated to the surface gravities indicated in Table 8 , as well as the luminosityweighted mean temperature for the system (where the weights depend only on the radius ratio and temperature ratio that come from the light curve fits). An additional constraint on the mean system temperature is available from the absolute photometry of LV Her presented earlier, through color indices and color-temperature calibrations (including metallicity terms). Equating the two Flower (1996) , and the uncertainty includes the contribution from the temperature as well as an additional 0.10 mag added in quadrature. b The bolometric magnitude adopted for the Sun is M ⊙ bol = 4.732, for consistency with the zero-point of the bolometric corrections from Flower (1996) . c Value measured spectroscopically. d Projected pseudo-synchronous rotational velocity. e Projected synchronous rotational velocity at periastron. mean temperatures then allows to solve for the metallicity. With the photometry listed in Table 3 we formed 7 different color indices, we de-reddened them as indicated in § 2.1, and we made use of three different calibrations by Ramírez & Meléndez (2005) , Casagrande et al. (2006) , and González Hernández & Bonifacio (2009) . While the 7 indices are not independent, they are useful in providing an idea of the internal consistency of the results. The agreement between the different indices and different calibrations is excellent, generally within 100 K. The metallicity dependence of the photometric temperatures is small, but was nevertheless accounted for by iterations with the spectroscopic results. We obtained a mean system temperature of T eff = 6050 ± 140 K and [m/H] = +0.08 ± 0.21, where the errors are dominated by the uncertain reddening. The primary and secondary temperatures are then 6060 ± 150 K and 6030 ± 150 K, respectively, though of course ∆T eff is known much more precisely. These temperatures correspond to a spectral type of approximately F9 (e.g., Popper 1980) . LV Her does not have an entry in the Hipparcos catalog (Perryman et al. 1997) . The distance to the system is estimated here as 352 ± 24 pc, based on the bolometric luminosities, the apparent system magnitude of V = 11.02 ± 0.02 (Table 3) , the adopted extinction of 3.1 × E(B − V ), and bolometric corrections from Flower (1996) . Separate distance estimates for each component agree nearly perfectly, showing the internal consistency of the results.
Also listed in Table 8 are the rotational velocities (projected along the line of sight) expected if the stars were pseudo-synchronized (see Hut 1981) , as well as those that correspond to synchronization with the angular velocity at periastron, for comparison with the measured v sin i values. We discuss these below.
COMPARISON WITH THEORY
The high accuracy and precision of our measurements for LV Her offers the opportunity to test various aspects of theoretical modeling. In this particular case, knowledge of the chemical composition, even though the precision is not as high, is especially interesting since it is rarely available for eclipsing binaries and it eliminates one of the free parameters in the comparison with theory.
Stellar evolution theory
In Figure 6a we compare the two best determined parameters of LV Her (M and R) against model isochrones from the Yonsei-Yale series by Yi et al. (2001) , computed for the metallicity of [Fe/H] = +0.08 determined in § 4. These models include convective core overshooting (see Demarque et al. 2004) , which has an effect for stars of this mass and higher, and treats convection in the standard mixing length approximation, with a mixing length parameter α ML = 1.7432, calibrated against the Sun. An isochrone corresponding to 3.85 Gyr (solid line) provides an excellent fit, and the high precision of the measurements suggests an age uncertainty of no more than 0.4 Gyr for this fixed metallicity. However, the relatively large error in the measured [Fe/H] adds significantly to the age uncertainty. This is shown by the shaded area around the 3.85 Gyr isochrone corresponding to σ [Fe/H] = 0.21 dex, which contributes at least another 0.5 Gyr. In the lower panel of the figure the temperature is shown as a function of mass, with the same models as in the top panel. Once again the isochrone of 3.85 Gyr matches the observations very well, but in this case the lower precision of T eff provides a much weaker constraint on the age, and gives rise to a larger uncertainty than the error that comes from [Fe/H].
The T eff -log g diagram in Figure 7 implicitly compares all four measured quantities (M , R, T eff , and [Fe/H]) against evolutionary tracks from the Yonsei-Yale series. The models are computed for the observed metallicity of [Fe/H] = +0.08, and for the precise masses we measure. The shaded area indicates the uncertainty in the location of the tracks that comes from the mass errors. The same 3.85 Gyr isochrone as before is shown with a dashed line. The stars are seen to be in the middle of the main-sequence band.
A similarly good fit to the properties of LV Her is provided by the stellar evolution models of Claret (2004) , shown in Figure 8 , also for a metallicity constrained to the measured value. These models are similar to the ones used before in their treatment of convection (α ML = 1.68), and also include overshooting (α ov = 0.20), but differ in the details. In this case, we find that the best-fit age is 4.2 Gyr, about 9% older than with the Yonsei-Yale models. The difference is of the same order as the age uncertainty discussed above.
Tidal theory
The high orbital eccentricity and our accurate measurement of the projected rotational velocities of both components constitute useful probes of tidal forces in the system and allow for an interesting comparison with the predictions from theory. For our initial comparisons we have used the radiative damping formalism of Zahn (1977) and Zahn (1989) , often invoked for this type of analysis, to calculate the critical times for LV Her corresponding to synchronization of the axial rotations, align-ment of the rotational and orbital axes, and circularization of the orbit. These are then compared with the evolutionary age, which is 4.2 Gyr according to the models by Claret 2004 used in this section. The procedure (Yi et al. 2001; Demarque et al. 2004 ) for the exact masses we measure, and for the observed chemical composition. The effect of the mass uncertainties in the location of these tracks is indicated by the shaded areas. The dashed line represents the best-fit isochrone for 3.85 Gyr. Claret (2004) . The solid lines correspond to evolutionary tracks for the measured masses, and for the observed chemical composition. The age according to these models is 4.2 Gyr.
follows closely that described by Claret & Cunha (1997) , and consists of integrating the differential equations describing the changes in these quantities along the evolutionary track for each star.
We find that rotational synchronization due to tidal forces is not expected to occur for the primary until the system reaches an age of τ sync,1 = 5.7 Gyr (log τ sync,1 = 9.754), and the secondary synchronization is predicted to happen shortly after (τ sync,2 = 5.9 Gyr, log τ sync,2 = 9.774). This appears to be in agreement with the fact that the measured v sin i values are slower than expected for pseudo-synchronization in the eccentric orbit (Table 8) , assuming the spin axes are parallel to the orbital axis (but see below). The time of orbital circularization indicated by theory is 7.3 Gyr (log τ circ = 9.862), again consistent with the fact that the orbit is observed to be highly eccentric. These times are displayed graphically in Figure 9 , along with the evolution of the radius of each star according to the evolutionary tracks. Fig. 9 .-Radius as a function of age for LV Her (solid line for the primary, dashed for the secondary) from the stellar evolution models by Claret (2004) , for the measured masses and metallicity. Measured radii and their uncertainties are represented by the horizontal shaded bands. The critical times according to the theory by Zahn (1977 Zahn ( , 1989 are indicated with arrows for synchronization and spin-orbit alignment of each component, as well as for circularization of the orbit. The evolutionary age is also shown.
A somewhat unexpected result is that the times of alignment predicted by theory are also significantly longer than the current age of the system: τ align,1 = 6.4 Gyr and τ align,2 = 6.8 Gyr (or log τ align,1 = 9.804 and log τ align,1 = 9.832, in reference to Figure 9 ). At face value this indicates both spin axes may be inclined relative to the axis of the orbit, which is the opposite of what is almost universally assumed for binary systems. The long orbital period of LV Her could provide a plausible explanation, in principle, but in any case the misalignment makes it somewhat problematic to interpret the apparent lack of (pseudo-)synchronization inferred from the measured v sin i, since the projection factor can no longer be assumed to be known.
The calculations above involve a number of approximations implicit in the equations we have used, as described, e.g., by Zahn (1977) and Hut (1981) . In particular, they are linearized around the equilibrium state, and are strictly valid only for relatively small eccentricities and near-synchronous rotation, and for small relative inclinations between the spin axes and the axis of the orbit. We have also ignored changes in the semimajor axis that occur concurrently with the evolution of other orbital elements. The condition on the eccentricity is most certainly not met for LV Her (e ≃ 0.613), and it is unclear a priori to what extent this may affect the conclusions above. This, and the potentially interesting situation regarding the spin axes, have prompted us to explore the situation in greater detail. We have directly integrated the more general differential equations (valid also for high eccentricities) that describe the evolution of the semimajor axis (da/dt), eccentricity (de/dt), angular rotational rates (dΩ 1 /dt, dΩ 2 /dt), and inclination of the spin axes relative to the orbital axis (d∆i/dt in our nomenclature) as given by Hut (1981) , using a fourthorder Runge-Kutta method. Because they are coupled, these equations must be integrated simultaneously, and as before the stellar properties have been interpolated from the evolutionary tracks at each time step. The turbulent dissipation timescale for stellar phases with convective envelopes is taken to be (M R 2 /L) 1/3 , where M , R, and L are the mass, radius, and luminosity of the star. For phases with radiative envelopes the timescales adopted follow closely those in eq. (17) and eq. (18) by Claret & Cunha (1997) .
The initial conditions are of course not known, so we explored a range of values that give predictions matching the observed quantities at the current age of the system. This is shown in Figure 10a ,b for the eccentricity and orbital period. The initial values are e 0 = 0.66 and P 0 = 21.8 days at the starting age of log τ 0 = 7.0. According to these calculations we expect the orbit to circularize at an age log τ circ ≃ 9.85 (τ circ ≃ 7.1 Gyr), which is in fairly good agreement with our previous estimate despite the concerns expressed above.
Also shown in the figure is the evolution of the angular rotation rate Ω = 2π/P rot for each star, which we normalize for convenience to the orbital rate Ω orb = 2π/P orb (Figure 10c,d ; solid lines). For LV Her we have no observational constraints on Ω 1 and Ω 2 , so the initial values are arbitrary and chosen to be the same. In principle they could be constrained by directly measuring the rotation periods of the stars due, e.g., to rotational modulation by spots, although in practice this is difficult for a spatially unresolved binary. More importantly, these stars may be too hot to be affected significantly by spots. The ratio between the pseudo-synchronous velocity and the mean orbital motion is shown in Figure 10e , and this curve is repeated in Figure 10c ,d (dot-dashed line). As seen from the convergence of the dot-dashed and solid curves, the stars are predicted to reach pseudo-synchronization roughly at log τ psync ≃ 8.75 (τ psync ≃ 0.6 Gyr), which is much younger than the evolutionary age. This is completely at odds with our previous estimate, showing the limitations of that approach for a system like LV Her.
We also have no direct constraint on the relative angle ∆i between the spin axes and the orbital axis. Furthermore, the relation between ∆i and the orbital and rotational inclinations i orb and i rot , both measured relative to the plane of the sky, is given by cos ∆i = cos i orb cos i rot + sin i orb sin i rot cos λ ,
which involves an unknown angle λ between the skyprojected angular momentum vectors of the orbit and the stellar spin. The spectroscopically measured projected rotational velocities of the stars, which we refer to more properly now as v sin i rot , do provide some indirect constraint on a combination of the theoretically predictable quantities, but this still involves the unknown angle λ. Because i orb is very nearly 90
• for LV Her (see Table 8 ), we may make the approximation cos ∆i ≈ sin i rot cos λ. We then have
In this equation all quantities on the right-hand side are either known from stellar evolution calculations (R), or can be computed from the solution of the differential equations, except for cos λ, which depends on the observer's viewpoint. For the sake of illustration, we ignore this term in the following (or consider λ to be small), so that cos ∆i ≈ sin i rot . In Figure 10f we show the evolution of ∆i for four different initial values (20
• ). Curves for the primary and secondary are nearly indistinguishable, so we show only those for the primary. Once again the conclusion is very different from the one we reached with the equations by Zahn: alignment of the spin axes with the orbital axis is achieved much earlier than the age of the system, at log τ align ≃ 8.9 (or τ align ≃ 0.8 Gyr). The corresponding v sin i rot curves for the primary and secondary, calculated using eq.(2), are shown in the bottom panels and are compared with the measured rotations (dashed line and shaded uncertainty region). The general trend is for the stars in LV Her to be spun up by tidal forces, but the calculations disagree with the observations at the current age of the system, predicting the measured rotations should be 16 km s −1 for the primary and 15.5 km s −1 for the secondary (see also Table 8 ).
4 These are nominally outside of the range allowed by the observational uncertainties. We consider it very unlikely that our measurements are off by as much as 3 km s −1 for the primary and 2.5 km s −1 for the secondary, since our formal uncertainty of ±1 km s −1 is already conservative. The alternative would be a deficiency in the calculations, related to remaining approximations in the differential equations for this very challenging problem. A combination of both effects is also possible. An even more general treatment of the dynamical problem of tidal friction in binary systems with deformable components has been developed by Alexander (1973) , but the application is considerably more complex and is beyond the scope of the present work.
We note, finally, that an empirical test of the prediction of alignment is available in eclipsing binaries by measuring the Rossiter-McLaughlin effect (e.g., Albrecht et al. 2007; Albrecht 2008 ). This provides a direct measure of the angle λ between the sky projections of the spin axes and the axis of the orbit.
DISCUSSION AND CONCLUSIONS
As a result of our intensive spectroscopic and photometric monitoring, the absolute masses and radii of LV Her are now determined to 0.9% or better, and are among the best available for any eclipsing binary. In addition we have established the effective temperatures, as well as the overall metallicity. The latter quantity has not been determined for many eclipsing binaries, and is important because it reduces the degrees of freedom in the comparison with theory. Unfortunately the precision of [m/H] (and T eff to some extent) is limited in this case by poor knowledge of interstellar extinction in the direction of the star. This could perhaps be remedied with additional absolute photometric observations. Nevertheless, the combination of M , R, T eff , and [m/H] provides unusually strong contraints on stellar evolution theory.
Comparison with current models yields an excellent fit to the observations, and indicates the stars are approximately half way through their main-sequence phase, at an age between 3.8 and 4.2 Gyr, depending on the model.
Eclipsing binaries with periods as long as that of LV Her are relatively rare and difficult to find, except perhaps in the course of automated variability surveys such as those designed to search for transiting planets, which often operate almost continuously for weeks or months at a time. The very high eccentricity of the system (e ≃ 0.613) makes it the most extreme case among those with well-determined properties (Torres et al. 2009 ). Although apsidal motion is expected, the apsidal period is predicted to be very long (U ∼ 58,000 yr) on account of the wide separation between the stars; it may take decades for the effect to be detected and measured accurately.
Tidal theory is consistent with the observations in predicting that the orbit should not yet have been circularized by tidal forces. Direct integration of the coupled differential equations for this problem according to Hut (1981) indicates that the spin axes have already been forced into alignment with the orbital axis early on in the evolution of this system. The spins of both stars are also expected to be pseudo-synchronized with the orbital motion, although this is not quite in agreement with the measured rotations, and may indicate either large errors of measurement (which we believe are unlikely) or shortcomings in theory, or some combination of both. The case of LV Her highlights the importance of bearing in mind the assumptions under which the equations for tidal evolution have been derived. Because of their ease of use and simpler interpretation, the linearized equations by Zahn (1977) (see also Hut 1981; Claret & Cunha 1997) have occasionally been applied to binary systems that may violate those assumptions to some degree (namely, the requirement of small eccentricities and spin-orbit inclinations, and near-synchronous rotations). Exactly when and how the theory breaks down is difficult to predict. With its high eccentricity, LV Her is one such case, as we have demonstrated here by comparing the critical times from the simpler formulation with the results from the more general equations given by Hut (1981) .
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