Introduction
The adoption and rapid diffusion of medical technology is argued to be a major contributory factor to the rising cost of health care services across health care systems Newhouse 1992; Okunade & Murthy 2002; Weisbrod 1991) , accounting for 30 -70 % of health expenditure growth (Australian Productivity Commission, 2005; Barros, 1998; Congressional Budget Office, 2008; Pestieau, 2006; Newhouse, 1992) . Such cost pressures have been attributed to costly new technologies rather than increasing costs of existing ones Cutler & McClellan 1996) . Advances in medical technologies generally expand what is possible, resulting in higher total expenditure even when new technologies are associated with lower unit costs (Cutler & Huckman 2003; Weisbrod 1991) .
Despite the importance of technological change, little work has been devoted to exploring how and why the adoption of medical technologies differs across health care systems (Bech et al. 2006; Dickson & Jacobzone 2003; Escarce 1996; Gratwohl et al. 2002; Lazaro & Fitch 1995; McPherson et al. 1982; Moïse 2003a; Moïse 2003b; Nystedt & Lyttkens 2003; Oh et al. 2005; Rublee 1989; Rublee 1994; Slade & Andersen 2001) . Initial studies from the TECH research network provided suggestive evidence that the variability in diffusion of high-tech procedures (such as CABG and PTCA) primarily is associated with the remuneration of providers (TECH research network 2001).
Not only is there relatively little comparative empirical evidence on technology adoption across health care systems, but the evidence that exists is heavily reliant on aggregate data and only in few cases explicitly considers the role of incentives and regulations factors. The present study, based on utilisation rates aggregated from patient level data, explicitly investigates the effect of economic incentives and regulatory factors on the propensity to adopt technologies, by comparing the trends in the management of acute myocardial infarction (AMI, heart attack) in 17 countries around the world. We do, however, not consider optimal diffusion rates for any of the technologies discussed.
with CABG or PTCA. Finally, the utilisation of these technologies has proven impacts on health outcomes (Hoffman et al. 2003) .
The specific purpose of the present study is to identify variables that capture economic and regulatory modulators of technological change with respect to the care of AMI patients, and to explore the association between these factors and the adoption of the new technologies. The analysis is based on a unique data set containing age and gender standardised utilisation rates for the three procedures which is then merged with specifically collected data on health care system characteristics across 17 counties. This collation of primary data allows a longitudinal cross-country comparison of the diffusion of AMI procedures as it relates to specific economic incentives and regulatory factors across countries, as the degree of variation in these dimensions is much greater across countries rather than within countries, while also detecting any time trends.
The remainder of this paper is organised as follows. The data sources are described in section 2 and the econometric approach in section 3. Section 4 provides our results in two steps: first, the three AMI technologies are analysed as independent procedures, and secondly, the interdependence between them is modelled in a pseudo 2SLS procedure. The results are extensively discussed in Section 5, while the main conclusions are summarised in Section 6.
Data and methods
Data were collected from 17 countries for this analysis and include Australia, Belgium, Canada, Denmark, England, Finland, France, Germany, Israel, Italy, Japan, Norway, Scotland, Sweden, Switzerland, Taiwan and USA. A number of countries are represented by more than one region as data were available regionally. Thus Australia is represented by two regions: Victoria and Perth; Canada is represented by three regions: Alberta, Ontario and Quebec; and the USA is represented by data from California and from the Medicare system, respectively. Data from these 17 countries represent a wide range of health care systems in terms of their arrangements for funding, provision, reimbursement and regulation and form an unbalanced panel as not all countries have data on procedure rates for the whole period 1985-1999. Data from a number of sources were collected for this study. The dependent variables, the proportion of AMI patients undergoing one of the procedures (CATH, CABG, PTCA), are aggregated proportions calculated from unique micro level data collected at the individual patient level on hospitalised AMI patients c over the period [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] and standardised to ensure consistency. The TECH central coordinating centre distributed a protocol and programs to aggregate the data consistently into subgroups for use in further analyses. The consistent aggregation served two purposes: 1) it allowed data sharing among countries subject to severe confidentiality requirement about releasing individual data outside of the country's investigative team, and 2) it allowed data analysis identical to that which would have been achieved with pooling of individual patient level data. The nationally or regionally representative micro-data were aggregated into age and gender rates for all variables of interest by taking the weighted-mean of country-specific data. The data sources for the procedure rates are presented in Table 1 .d In this study, the dependent variable is taken to be an indicator of the degree of technological adoption and diffusion and is defined as the proportion of the AMI population in each of the countries and regions undergoing one of the three procedures by year during the time period 1985-1999. These dependent variables are defined as procedure rates and are calculated as the number of AMI patients receiving one of the three procedures divided by the number of patients diagnosed with AMI by year and are calculated for each procedure. The procedure rates are age and gender adjusted and standardised to the AMI population in United States in 1995 (see McClellan and Kessler (2002) for full definitions).
Data collection as it related to the explanatory variables was primarily intended to capture the measurable impact that incentive and regulatory characteristics had on the three technologies under study: CATH, CABG and PTCA. Given that interest is primarily in the role of country level institutions and regulation on technological up-take and diffusion a general heuristic model was developed to allow the greatest degree of comparison across countries. While it has been argued, for example by Barros (1998) , that health care technology is an exogenous force in determining health care expenditure, the supposition in this paper is that different country-level structures affect the rate of up-take and diffusion and hence expenditure. Acknowledging that institutions and regulations evolve in different ways in different countries over time, the empirical models developed below nevertheless seek to determine broad relationships between different regulatory regimes and technology diffusion. Accepting the argument that health care technology does play a major role in explaining health care expenditure growth, the empirical models provide evidence on the responses of technology diffusion to various system characteristics and the role that regulation has on diffusion and thus, indirectly, health care expenditure.
The data for the explanatory variables were collected from two sources, the most important of which was a questionnaire defining vital institutional parameters that describe the economic and regulatory incentives embodied in health care systems. The survey was distributed to TECH research members in 2004. e The aim of this questionnaire was to characterise the various health care systems by a number of institutional characteristics relevant to the adoption and diffusion of the procedures under study. All TECH members were surveyed regarding the situation in their own country or region. Inevitably, as those familiar with the problems of classifying health care systems will immediately recognise, such depiction entails a series of generalisations which nevertheless allow a health care system to be characterised in a meaningful manner for econometric analysis. To ease both data collection issues and avoid a minefield of transitory data precisely tracking system changes in each country over the period [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] , the data on economic incentives and regulatory frameworks were necessarily crude, somewhat static and aggregate. The guiding objective for classifying the various health care systems was to discern broad trends associated with specific characterisations, such that findings at this level would be accepted as relatively strong indication of specific, non-trivial impact. To enable quantitative analysis, most institutional variables are coded as dichotomies, resulting in further simplifications in the classification of a country's health care system. The second main data source, the OECD Health Database (2003) , was used to collect data on GDP and the proportion of health care expenditure based on public financing f . Note that a time trend is also included in the econometric specifications below.
The explanatory variables are listed in Table 2 where their hypothesised influence on the adoption and diffusion of CATH, CABG and PTCA are also indicated. For example, increasing GDP per capita is expected to have a positive sign indicating a greater willingness by wealthier countries to adopt and to diffuse health care technology. On the basis that the higher the proportion of total health expenditure being publicly financed (PEH), the greater the level of regulatory constraints, a negative relationship is expected.
The overall organisation of any individual health care system was classified into three categories: the reimbursement, the public contract, and the public integrated system (Hurst 1991; OECD 1994) represented by two dummy variables either indicating a reimbursement model (REIMB), e.g. Israel, Switzerland, USA, or a contract model (CONTR), e.g. France, Italy, Taiwan, with countries having an integrated health care system, e.g. England, Scotland, the Nordic countries, being the reference category. g Both the above models are expected to have increased adoption and diffusion as compared to this reference case. The regulatory environment is described by two elements. The percentage of total hospital beds owned by the private sector (P_BEDS) is used as a proxy for the public authorities' (lack of) direct influence over the providers and a higher percentage is hypothesised to be associated with a higher utilisation rate. The second measure of the regulatory environment is whether the payer(s) control larger investments (INV) directly through separate granting arrangements. For example, a provider receiving a global budget may -or may not -be allowed to chose to allocate part of the budget to investments in facilities for high-tech procedures. INV takes the value 1 if larger investments are funded through the general remuneration scheme in this or other ways (e.g. investments are covered through general overheads on fee-for-service changes or DRG changes). A positive relationship is hypothesised, indicating that funding of capital-investments from general hospital remuneration have a positive influence on uptake and diffusion compared to when large investments are granted and controlled through a separate process by one or more third parties.
The demand side of the health care systems as it relates to technology uptake and diffusion is described by three variables. Patients' co-payment (COPAY) for the specific procedures varies widely between health care systems and is hypothesised to be negatively associated with utilisation rates. The existence of supplementary insurance to cover the cost of the specific procedures (SUPPL) in some health care systems may, on the other hand, encourage the adoption of new expensive technology. If patients are given the opportunity to choose provider (CHOICE), providers may also be encouraged to compete for patients and may attract patients with new and expensive technologies, although arguably general competition may also reduce uptake of new technologies if unit costs are higher. As discussed in a number of studies, health care providers' remuneration systems provide incentives with respect to the adoption of various technologies (Greenberg et al. 2001; Moïse 2003b; Okunade & Miles 1999; Slade & Anderson 2001) . Given the potential importance of these variables, the hospitals' remuneration scheme is described by two dummy variables: H_FFS where health care systems applying fee-for-service (FFS) remuneration systems and H_CASE where health care systems applying per case remuneration (e.g. DRG-based) are compared to countries applying fixed remuneration schemes, (i.e. global budgets and capitation) with the latter being the reference category. Fee-for-service (FFS) and per case g Countries categorised in the reimbursement model are dominated by competing health insurers and no direct connection between insurers and competing providers. Countries categorised in the contract model are dominated by one health insurer who contracts with (competing) providers which are not typically vertically integrated with the insurer. Countries categorised in the public integrated model are dominated by direct payment of providers in a vertically integrated organization of providers and third-party payer. Inevitably classification of health care systems entails a series of generalisations and most countries have a "mixed" system. Each country was placed in the category which is dominant or valid for the majority of the AMI patients in the country, during the specified time period. remuneration systems are hypothesised to have a higher utilisation rate than systems applying fixed remuneration schemes. Physicians' incentives are described by their remuneration scheme (PRS), with fee-for-service physicians (PRS=1) hypothesised to imply a higher utilisation rate than salaried physicians. The categorisations of the country on the above dichotomous variables are listed in Table 3 . Obviously, some of the cross-cells for these categorisations contain only few observations. Thus, while it may be theoretically relevant to enhance the specification, in particular with interactions among these categories, the outcome of such an exercise would be questionable. We therefore refrain from such enhancement.
Econometric model
Two types of analyses are performed. First, the determinants of the utilisation of specific procedures are analysed in a number of models in which the procedure rates are assumed to be independent of each of other. Secondly, the analysis takes the interdependence of the procedures into account in a simultaneous equations system using a two-stage least square (2SLS) estimator.
Assuming independent procedure rates estimation is based on the dependent variable, specified as the proportion of patients in country n at time t receiving one of the three procedures i, and can thus be thought of as the unconditional probability that a patient receives the procedure in question. Assuming a logistic distribution over these probabilities, the model is given as:
( 1) where y int is the proportion of acute myocardial infarction cases that received the specific procedure i in country n in the year t. Analyses are made separately for i=1 (CATH), i=2 (CABG), and i=3 (PTCA). The vector of explanatory variables x nt includes K characteristics for each country during each year. A simple time trend as well as interactions between the time trend and the explanatory variables are included but not spelled out in equation (1). The model was estimated through applying Weighted Least Squares (WLS), to account for heterogeneity, due to a logit transform of equation (1). The marginal effect m i of the k variable as reported in the result section is defined terms of the marginal change in the procedure rate y i as a result of a one unit increase in x int k h .
As an alternative to the above model, it may be assumed that the utilisation rates of the three procedures are not independent, but rather determined sequentially (Cutler & Huckman 2003) . The diagnostic procedure, CATH, is normally a prerequisite for CABG and PTCA. Increasing the utilisation of CATH enables higher utilisation of CABG and PTCA and intentions to increase CABG and PTCA necessitates increasing rate of CATH. The two treatment procedures, CABG and PTCA, are (partially) substitutes, so that the signs of the effect of CABG on PTCA and vice versa are ambiguous, as these effects are composed of negative substitution effects plus an expected positive association caused by "economy of h As a result of the logit transformation of (1), β i represents the marginal effect on the logit of y int , which is not easily interpreted.
Rather, the marginal effect on y int itself is interesting. This is derived as . Thus, the interpretation of the marginal effect m ik of the k'th explanatory variable, x int k , is that if x int k is increased one unit, then the procedure rate y i is increased m ik units.
scope" effects (i.e. the build-up of technology, know-how and capacity caused by increasing one procedure rate also facilitates increases in the other procedure rate).
The three procedure rates may thus be specified through a simultaneous system of three equations. For identification and consistent two-stage estimation, it is necessary to identify instrumental variables within this system of equations. Specifically, letting i=1 refer to CATH, i=2 to CABG and i=3 to PTCA, and suppressing for ease of notation the subscript nt, the system may be written as The key for identification and (pseudo-)consistent estimation of the equation for y i are the exogenous variables , which can be used as instruments for y h (h ≠ i) with the restriction that the used as instruments are correlated with y h but not with y i . Obvious candidates are variables which are found to be significant for the former but insignificant for the latter in one or more of the WLS logit regressions without interdependence or the instrumentalised WLS logit regression.
Thus a 2SLS approach for (pseudo-)consistent estimation of the equation for procedure rate i is suggested as follows:
Step 1, perform a WLS logit estimation of y h on (i.e. on those explanatory variables that enter the equation for technology y h but not the equation for technology y i ) and obtain the estimated procedure rates (h ≠ i);
Step 2 perform a WLS logit estimation of y i on y̑h, (h ≠ i), and X. This procedure is deemed "pseudo-consistent" in the sense that although consistently instrumentalises Λ −1 (y h ), it is not formally guaranteed that this consistency ensures consistent instrumentalisation of y h by , this is merely assumed to be the case. The final instrumental variables used are listed in Table 8 .
Results
The simple descriptive statistics in Table 4 reveal major differences in the level of the utilisation rates across countries, although these should be compared with caution as the observations from each country originate from different time periods (cf. Table 1 ). The mean utilisation rate of the diagnostic procedure CATH varies from 1.22% (Finland) up to 76.82% (Japan) in this sample of AMI patients. For CABG the mean utilisation rate varies from 0.08% (Norway) up to 11.79% (US-California). The utilisation rate of PTCA varies from 1.06% (Finland) up to 52.57% (Japan). This descriptive information indicates that countries categorised by the health care system variable as public integrated systems have a much lower adoption rate compared to countries categorised as reimbursement systems. Note that not all AMI patients are expected to receive one of the procedures since some are too sick to undergo a procedure and are better candidates for thrombolytic as opposed to invasive procedures.
Results from three regression models will be presented. The first model includes only a simple time trend (t) as an explanatory variable. The second model includes a simple time trend (t) and the K explanatory variables in Table 2 . The third model further adds the K explanatory variables interacted with a time trend. The coefficient on the simple time trend model presents the unconditional increase in the utilisation of the three technologies over time. The β i coefficients (reported as the marginal effects m i ) generally relate to the impact of the economic and institutional variables on the level of the utilisation of the three technologies i . The coefficients of the interaction terms present information on whether the variables have an increasing or decreasing impact over time on the utilisation rate.
Assuming the three technologies to be independent, results from the three types of models are presented separately for the three technologies in Tables 5-7 . Assuming interdependence, inclusion of the utilisation rates of the two procedures directly in the regression as determinants of the third procedure is pursued through the use of instrumental variables as explained above. The results from the simultaneous equation system with instrumental variables are reported in Table 8 . The first three rows of results in Table 8 report the impact of the utilisation rates of the two other procedures.
A log-likelihood test is performed to examine the performance of the various models. These results are also reported in Tables 5-8 . j With the exception of the analyses relating to catheterisation (CATH), the models including the institutional and economic incentives and interaction terms (Model 3) seem to better explain the diffusion rates than the model with institutional and economic factors alone (Model 2).
Tables 5-8 report the marginal effects. In general, the majority of the dependent variables have the expected sign (when they are significant), but there are several notable exceptions. For ease of interpretation, the average rates of the dependent variables have been inserted in the first row in the tables. The simple time trend (t) is, as expected, positive in nearly all models meaning that the utilisation of the three procedures is increasing over time.
The association with GDP per capita is positive and significant in most analyses. Hence GDP had the expected sign in 7 out of 9 results presented in Tables 5-8 , and was particularly robust in the 2SLS analyses (Table 8) with two significant results having the expected sign. As an example of interpretation, a 1 percent increase in GDP results in an increase in the CATH rate by 0.0731 according to model 2 in Table 5 . Moreover, the interaction terms in model 3 have a negative sign implying that while the impact of GDP per capita is positive with regards to the adoption of the medical technologies under study, this association generally decreases over time. While most other variables show no consistent i One should note that the various independent variables are measured in different units. The variables PEH, P_BEDS, and COPAY are measured in percentages while the rest are dummy variables, except for t and ln(GDP). j The log likelihood tests are based on comparing the constrained models with the unconstrained models where LogL is the model's log-likelihood, and Log0 is the likelihood that would be obtained in the absence of any explanatory variables. The LRI statistics for the analyses is an index which is calculated as 1 minus (LogL/Log0). The index is not necessarily restricted to the range 0 -1. The higher the index, the more preferred is the full (unconstrained) model at the pre-specified significance level. time pattern, the association with physician remuneration scheme (PRS) diminishes over time as do the variables depicting the type of health care system with regards to form of contracting (CONTR) and reimbursement (REIMB) in the 2SLS analyses reported in Table  8 .
Both variables representing the type of system (contract systems (CONTR) and reimbursement systems (REIMB)) have the expected positive effects on the utilisation of all three procedure rates of CATH and PTCA. The coefficients defining the type of system are positive when significant, indicating that countries with publicly integrated systems (the reference category) have lower utilisation rates compared to other institutional arrangements. Furthermore, it was expected that countries characterised as a reimbursement system would have the highest utilisation rates (REIM) and the results indicate that this appears to be the case, as the coefficient for REIMB is almost invariably larger than that for CONTR, although looking specifically at the results in Table 8 this impact seems to diminish over time, (cf. the negative signs of t×CONTR and t×REIMB). To investigate whether the differences between the coefficients for CONTR and REIMB are significant, we calculated Wald tests for each technology. It was found that the difference is strongly significant for CATH (p=0.009) but not for CABG (p=0.189) and only weakly significant for PTCA (p=0.074).
Higher proportions of private hospital beds (P_BEDS) to total beds were expected to be positively associated with procedure rates, but the results reveal an ambiguous effect. The lack of a direct control of funding for investments (INV) is significant and has the expected positive association to utilisation rates with one exception. Thus, the level of utilisation of these procedures seems higher in countries in which the funding of investments is included in the general remuneration scheme for hospitals (INV=1) compared to countries where the funding is controlled directly and separately from the general remuneration. This association also appears to diminish over time. Health care systems allowing patients to make a choice of hospital (CHOICE) were expected to be positively associated with procedure rates, but again the impact is ambiguous. The same was true of the variables relating to the presence of co-payment (COPAY) and supplementary insurance (SUPPL) which were generally of ambiguous sign. The impact of the remuneration of hospitals (H_FFS & H_CASE) and the remuneration of physicians by fee-for-service (PRS) were expected to be positive. Again, the results are ambiguous and there appears to be no consistent change over time.
Turning to the interdependent relationship between CATH, CABG and PTCA (Table 8) , the results seem consistent with expectations. There is a positive association between CATH on the one hand and CABG/PTCA on the other (column with headline CATH), and overall CABG and PTCA are substitutes for each other (cf. columns with headlines CABG and PTCA, respectively). This means that the utilisation of CATH is, as expected, complementary to the utilisation of CABG and PTCA. This positive relationship between CATH and the other procedures is confirmed in the regressions with CABG and PTCA as dependent variables. In the regression of the utilisation of CABG (cf. column 2), the utilisation of PTCA seems negatively associated with CABG, implying that these are substitutes. This is confirmed in the regression of the utilisation of PTCA (cf. column 3).
In summary, procedure rates increase over time. General system characteristics, indicating whether there is a public contract system or reimbursement system versus a public integrated system, also behave according to expectations. A number of other regulatory and economic characteristics behave according to expectations with a few exceptions. Moreover, the dynamic associations, i.e. the interactions with the time trend, of income and investment characteristics decrease over time. CATH and CABG or PTCA appear to be complementary while CABG and PTCA appear to be substitutes.
Discussion
Despite the importance of technological change in determining health care expenditure globally, there is strikingly little empirical evidence on the role that economic incentives and regulatory factors embodied in individual health care systems have on the patterns of technological adoption and diffusion. While substantial difficulties exist in quantifying their effect, as seen even in the present analysis, the understanding of the role of economic and regulatory influences on technological change has often been no more than speculative. The present econometric analysis of longitudinal cross-country data, aggregated from patient level data, provides unique insights into the impact of such institutional factors for a range of major technological procedures in a major disease area.
No country has a health care system that can be easily described by few characteristics as most countries are characterised by a mix of features. Consequently, our classification of health care systems by using dichotomized variables entails considerable simplifications. Although this would tend to weaken the significance of our findings, we did find significant results for most of these variables indicating non-rival associations.
The different technologies that were studied have different time-pattern of diffusion as can be inferred from the marginal effects of time, and of the interaction terms with time in the models. Moreover, the three technologies are either substitutes or complementary so that the diffusion of one procedure depends on the diffusion of another. Still, we were able to disentangle some general tendencies across technologies. Obviously, the relationship between the explanatory variables and the utilization rate will vary across technologies.
The number of AMI facilities and physicians would probably have been very good predictors for the utilisation rates. However, these factors are considered to be fully endogenous results of the economic incentives and regulatory factors that define any health care system and are therefore not included in our analysis. Arguably, some of the included variables could also have been considered as endogenous, e.g. choice of hospital reimbursement system. One of the major conclusions is that the institutional factors characterising health care systems do have an impact on the uptake and diffusion of new and expensive medical technologies. The countries' economic capability measured by GDP seemed in previous studies to have a positive impact on the adoption of new and expensive technologies and this was confirmed in the present study. However the coefficients on the interaction terms defined across time and GDP (t×ln(GDP)) are negative for all three procedures, implying that the positive impact of GDP on the level of utilisation of these cardiac procedures diminishes over time, implying that the positive impact of GDP on the level of utilization of these cardiac procedures diminishes over time. It is tempting to interpret this levelling-off of the rate of diffusion as an indication that the diffusion is approaching a natural upper ceiling. The diminishing impact of GDP may be caused by decreasing unit costs of the technologies, but it may also be caused by the effect of the other institutional factors mitigating the influence of the GDP as discussed below.
Our findings on the variables used as overall classifications of health care systems into public integrated, public contract and reimbursement system are consistent with earlier analyses which have shown that countries with different types of health care system do indeed have different rates of utilisation of new technologies, e.g. (Rublee 1989; Rublee 1994) . The results from this study indicate that countries classified as public integrated are the most restrictive, followed by public contract and reimbursement health care systems. The public contract and reimbursement systems each have a higher level of utilisation of CATH and PTCA compared to public integrated systems but again the impact diminishes over time, as indicated by the time interaction terms used with these system dummies. One interpretation of the coefficients on the public contract and reimbursement variables is that new and expensive technologies are adopted and diffused faster in health care systems where there is competition between providers (public contract system and reimbursement system) and competition between third party payers (reimbursement system).
Remuneration of providers has previously been indicated to have an impact on the utilisation rates in the more descriptive analysis in the earlier investigation of these data ( Perhaps the most striking result is the positive effect on utilisation rates associated with systems where it is not common for providers to apply directly from purchasers for large investment funding. This is apparently an important and perhaps sometimes overlooked parameter in the discussion of technology diffusion. The effect of having investments funded through general hospital revenue is almost invariably significantly positively related to technology uptake in this study. Furthermore, the size of the effect is comparable to that of having a reimbursement system rather than a publicly integrated system. It should perhaps come as no surprise that regulating the actual physical capacity to perform procedures is a strong determinant of technology use, whereas regulation of financial capacity still leaves considerable leeway for decisions at the micro level, even if these decisions may in the aggregate lead to budget deficits. Three variables describe conditions concerning patients' demand. All three variables, patients' possibility to choose hospital, the presence of supplementary insurance and the magnitude of co-payment have ambiguous effects. In any case, revealed effects on utilisation are small. Given the severity of AMI as a health problem, it is perhaps not surprising that supply side variables seem to explain procedure rates better (more in accordance with theoretical expectations) than demand side variables, and hence that variables such as patients' choice and co-payment levels show very mixed results. Indeed, they may unintentionally capture other aspects of the health care system. For example, in a public health care system, the purchase of supplementary insurance would probably become more prevalent the more difficult it is to get access to new technologies from public providers. Otherwise, one would intuitively, expect the presence of supplementary insurance to be the largest demand side influence since the decision to purchase supplementary insurance is taken beforehand and by healthy persons and not when someone has already experienced a heart attack. However, the specific coverage provided by the supplementary insurance would matter and this information is not available for analysis. Despite the ambiguity, four out of the five times when supplementary insurance is significant, it has the expected sign.
One of the important findings in this study is that the inclusion of interactions between time and the explanatory variables provide important insights into the diffusion of medical technologies. Almost consistently, the time interactions of income, system characteristics and direct funding of investments reveal that the main effect of these explanatory variables seems to diminish over time or reverse the main effect. This finding is consistent with the general diffusion dynamics of technology where the spread of knowledge of use, experience and updates to health care practice guidelines play a significant role on adoption, particularly as the technology matures.
This analysis provides insights also for policy makers wishing to influence the adoption of new technologies. However, it does not answer the normative question whether adoption tends to be too slow or too quick in a particular country. The adoption process is conceptually linked to but different from the appropriate level of use in a steady-state setting. The latter is the domain of economic evaluation in health care, which has provided evidence on the incremental cost-effectiveness of some but not nearly all medical procedures. In the present context, it is worth emphasizing that the appropriate level of use is likely to vary across countries, as it depends on patient characteristics, income, withincountry relative prices, the opportunity cost of people being on sick-leave etc. The adoption process determines the rate at which we approach this desired level of use, but the speed of adoption also involves a system's attitude towards the inevitable uncertainty regarding the effects of a new technology.
While the introduction of new pharmaceuticals is extensively regulated, this is much less true for the introduction of non-pharmaceutical technology. For example, some operating equipment may be subject to safety standards, but the use of a new surgical procedure is often only implicitly regulated (it should, e.g., represent "best practice" or be based on "well-founded experience").
When there is no explicit regulation of technologies, and no time consuming regulatory procedure, the regulatory trade-off that has been extensively debated with respect to pharmaceuticals has not come to the fore; this is the trade-off between, on the one hand, allowing early/quick adoption of a welfare-enhancing technology (the opportunity cost of delaying use) and, on the other hand, the risk associated with introducing a procedure that might ex post turn out to be detrimental to the health and welfare of patients (Scherer 2000) . The issues arising from this dilemma is equally relevant for the case of non-pharmaceutical technology; a quick process of diffusion in not unproblematic, as the experience with carotid endarterectomy demonstrates (Nystedt & Lyttkens; , and a slower process arguably increases the probability that any disadvantages are detected before a technology becomes widely used.
One of the main limitations of this study is that although the data are longitudinal crosssectional observations of the utilisation rates, the panel structure cannot be fully exploited because it is an unbalanced panel data set and because most of the explanatory variables are time invariant. The loss in the number of degrees of freedom by the use of a fixed effects regression model would have been too extensive due to the limited data (even though more data were assembled than has usually been available for such analyses). The main reason for not applying a fixed effects regression is, however, due to insufficient 'within' variation across time and due to the potentially high correlation between the country-specific fixed effects and the explanatory variables. Due to time invariance of most of the explanatory variables, many of the explanatory variables would have dropped out of the regressions and the country-specific fixed effects would have picked up most of the variation in the data set providing no insights to the impact of economic incentives and regulatory factors.
The study suffers from a number of other limitations which should be briefly mentioned; 1) some countries provided data for more than ten years whereas others provided data for three years only, 2) the data are on an aggregate level disabling inclusion of patient characteristics beyond age and gender in the regression models, and 3) the categorisation of countries entails simplifications with the risk of misclassifications.
Conclusion
Technological change is regarded as a major explanatory factor in driving health care expenditure growth. While technology does have certain public good characteristics different countries do appear to experience different up-take and diffusion rates. This study has not considered the relationship between technology diffusion and health outcome, which is the ultimate judge of how technology impacts on welfare. Although no optimal rate of diffusion is discussed the paper does have implications for the efficiency of various regulatory structures. Using rigorous econometric analyses of longitudinal cross-country data, this study shows that differences in the utilisation rates of three technologies for managing AMI can be explained by country income and a number of institutional factors. Health care systems being characterised as public contract or reimbursement systems have generally higher utilisation compared to public integrated systems. Funding of investments through a general remuneration scheme rather than through investment funds granted by third party payers is associated with higher utilisation rates. The main effects of these variables seem, however, almost consistently to diminish through time. Thus, a positive main effect will typically have a negative interaction with the time trend which means that income and institutional variables explain less and less of the variation as technologies mature. These empirical findings suggest that while different regulatory structures can impact on technology diffusion their influence is weakened over time. One implication is that technology diffusion adapts to the regulatory structure and that, if control of technology diffusion is used as an indirect control of expenditure level, optimal regulation ought to encompass some dynamic element, as is occurring with the various "risk-sharing" agreements being used to regulate drug prices in a number of countries, where price setting is examined at different points in time. Such regulatory lag would enhance the incentive to reduce costs through innovation, although this may be offset by delaying benefits to consumers of course. Moreover the results also suggest that the impact of system regulation is different for different technologies. The adaptive nature of optimal regulation of health technology is further emphasised by this finding. Even though the data for the present project are unique, there are still important limitations. Future work may involve collecting longer time series for each country enabling application of more advanced econometric methods.
Supplementary Material
Refer to Web version on PubMed Central for supplementary material. England, Finland (1988 -1992 , France, Italy, Norway (1992 -1996 , Ontario, Quebec, Scotland, Sweden H_FFS=1, H_CASE=0 ¥ : Belgium, Germany, Japan, Switzerland, Taiwan H_FFS=0, H_CASE=1: Finland (1993 -1997 ), Israel, Norway (1997 ¥ Countries with per diem remuneration scheme has been categorised in this category.
Health Econ. Author manuscript; available in PMC 2010 October 1.
Table 4
Simple descriptive Table 6 Marginal effects (m i ) of the determinants for the utilisation of CABG Table 7 Marginal effects (m i ) of the determinants for the utilisation of PTCA -3,656,577 / 63,959,281 -1,017,289 / -1,170,280 -1,745,838 / -2,448,400 Notes:
* denotes significance at the 10% level. 
