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Coordinated Change Detection for UAV Formations
Troy S. Bruggemann and Jason J. Ford
Abstract—New tools are required to support and increase
the reliability and safety of unmanned aerial vehicle (UAV)
formation operations. This paper poses a new formation co-
ordination change detection problem as a quickest detection
of change in signal coordination on the basis of a worst case
average detection delay cost inspired by Lorden’s criteria. This
paper also poses a pragmatic nested change detection algorithm
for detecting formation coordination. The proposed algorithm
is evaluated on both simulated and real measurement data.
I. INTRODUCTION
Operation of multiple autonomous platforms, such as un-
manned aerial vehicles (UAVs), by a single human operator
involves a significantly higher degree of situational aware-
ness complexity than operation of a single platform [1]. The
higher information complexity, and the associated human
factors such as situational awareness and workload, motivates
the need for methods of automatically detecting changes in
the behaviour of collections of platforms (such as deviations
from expected coordination of platforms and other faults)
[3]. This paper poses a new coordination change detection
problem and a practical technique for reliably detecting UAV
formation changes.
Quickly detecting changes in the statistical properties
of sequentially observed signals is an important and rich
class of problems occurring in diverse disciplines such as
statistics, signal processing and control systems [2]. These
problems are typically posed as an optimisation, seeking
the shortest detection delay while balancing false alarm
performance, with common performance measures being the
Lorden, Pollak and Bayesian criterion (see [5] for a good
summary). While much is known about change detection
when signal models are known with certainty, the robustness
of quickest change detection is still an active area of research
[4].
This paper investigates a new change detection problem
which involves detecting changes in the coordination of two
signals. We formally pose a new coordination change detec-
tion problem with a criterion inspired by Lorden’s criteria,
and we then propose a pragmatic, but sub-optimal, algorithm
for detecting coordination changes. The proposed algorithm
is evaluated on both simulated and real measurement data.
II. FORMATION DETECTION AS A COORDINATED CHANGE
DETECTION PROBLEM
We will pose detection of formation change as a quickest
detection problem in the following way. Let y1k , y
2
k for k> 0
be two sequences of random variables taking values in the
set Y ⊂ R (for simplicity of presentation we assume scalars,
but this could be generalised). Let us assume y1k , is i.i.d. with
probability density p1,a(y1k) for time k< λ1 and p
1,b(y1k) for
time k≥ λ1 where λ1 > 0 is unknown change time. Similarly,
assume y2k is i.i.d. with probability density p
2,a(y2k) for time
k< λ2 and p1,b(y2k) for time k≥ λ2 where λ2 > 0 is unknown
change time. We will say that a (practically) coordinated
change has occurred if |λ1− λ2| < d, for some d > 0 that
describes allowed tolerance on coordination (and we will
say a not coordinated change has occurred if |λ1 − λ2| ≥
d). In a practical setting, we need d > 0 to allow some
margin for coordination due to communication, sensing and
actuation delays. Furthermore, we will say the sequences
are in formation if they exhibit a succession of (practically)
coordinated changes (otherwise, there are said to not be in
formation).
For a single change event, we can now pose a quickest
(practically) coordinated change detection problem as fol-
lows. Consider some underlying probability space, where
Pa,bλ1,λ2 denotes a product measure on the sequences y
1
k , y
2
k
(having change times λ1,λ2) and let Fk denote the complete
filtration generated from sequences y1k , y
2
k (both created in the
usual way, details omitted). Let Ea,bλ1,λ2 [·] denote the expecta-
tion associated with Pa,bλ1,λ2 . At time k> 0, let us consider (at
least formally) the worst case average coordinated change
detection delay cost
D(T ) = sup
λ1,λ2>0
esssupEa,bλ1,λ2 [(T −λC+1)
+|Fmax(λ1,λ2)−1]
where x+ =max(x,0) and λC =max(λ1,λ2) if |λ1−λ2|< d,
and ∞ otherwise if testing for commencement of (practically)
coordinated behaviour (or λC =min(λ1,λ2)+d if |λ1−λ2| ≥
d, and ∞ otherwise if testing for departure from coordinated
behaviour). A Lorden-like quickest (practically) coordinated
change time T then solves
inf
T∈ST
D(T ) (1)
where ST is the set of all stopping times satisfying some
specified mean time to false alarm constraint 1/E0∞[T ] ≤ γ
for a given 1< γ <∞, and E0∞[·] is the expectation associated
with the sequence pair having the before change probability
densities and no change event.
Finally, to monitor a formation sequence, we would repet-
itively resolve the above quickest (practically) coordinated
change detection problem after each change event.
Remark: If no coordination tolerance was allowed, i.e.
d = 0, then it is possible to pose coordination detection
as a greatly simplified composite or isolated and detection
quickest change detection problem that could be handled
using the usual tools. Challenges arise here because of the
non-standard form of λC, and the need to sup over both
change times, which introduces a type of “nesting” in the
change problem.
A. Coordination detection as nested quickest change detec-
tion: a sub-optimal solution approach
Due to the complexity introduced through the complexity
of λC, it is not clear how to solve (1) directly, and hence we
will solve it pragmatically in a sub-optimal way as a nested
quickest change detection problem.
At time k> 0, for vehicle i= 1,2, let us consider the worst
case average change detection delay cost
Di(Ti) = sup
λi>0
esssupEa,bλi [(Ti−λi+1)
+|Fλi−1]
and recall the Lorden quickest change time Ti then solves
inf
Ti∈ST
Di(Ti) (2)
where ST is the set of all stopping times satisfying some
specified mean time to false alarm constraint defined in a
similar way as above. Let Lik = p
i,b(yi[0,k])/p
i,a(yi[0,k]) be the
likelihood ratio test statistic, and Zik = log(L
i
k) be the log
likelihood function, then define the CUSUM test statistic
φ ik = max1≤n≤k Z
i
k (which can be recursively calculated as
φ ik =max(φ
i
k−1+Z
i
k,0)). The Lorden quickest detection prob-
lem is solved via the CUSUM change detection rule, Ti ∈ R,
Ti = inf
{
k : φ ik > h
i} (3)
where hi > 0 is a threshold selected to achieve some desired
trade off between detection delay and false alarm character-
istics (i.e. achieve the desired ST ).
To complete our nested quickest change detection ap-
proach, let us define a nested (commencement of practically
coordinated behaviour) detection Ci, j of coordinated changes
between vehicles i, j = 1,2, as
Ci, j = inf
{
max(Ti,Tj) :
∣∣Ti−Tj∣∣< d} (4)
where d > 0 describes the margin of delay allowed between
change behaviours (we are assuming that the detection delays
are similar, that is T1−λ1 ≈ T2−λ2). We can similarly de-
fine a nested departure of practically coordinated behaviour
detection.
Finally, to pragmatically monitor a formation sequence,
we would repetitively solve and reset (3) and (4) after each
change event.
III. EXAMPLE: UAV COORDINATION DETECTION
In the UAV coordination detection application we eval-
uated a number of data sources, including IMU and GPS
heading, heading rate and range rate information, but we
found heading rate to be the most reliable information.
In the following, yk will be our measurement of UAV
heading rate. Our pre-change model of heading rate is a
i.i.d random variable with zero mean and variance σ ia (or
pi,a(·) = N(0,σ ia)) and post-change model heading rate is a
i.i.d random variable with mean mi and variance σ ib (that is,
pi,b(·) =N(mi,σ ib)). We designed σ ia, mi and σ ib on the basis
of the robust Lorden ideas of [4].
A. Simulation: UAV heading change detection by CUSUM
algorithm (3)
We first examine heading change detection. We modelled
our UAVs with pre-change model σ1a = 0.2◦/s and post-
change model m1 = 1.5◦/s, σ1b = 0.2
◦/s. In practice, models
of statistical properties of UAVs are likely to contain errors.
For this reason we investigated the sensitivity to modelling
errors of the CUSUM algorithm (3) for heading change
detection; specifically, sensitivity with respect to incorrect
post-change models in the range m1 ∈ [0.05,5]◦/s, σ1b ∈
[0.02,0.4]◦/s. Figure 1 shows the usual system operating
characteristic (SOC) curves and the variation in detection
delay with false alarm rate (FAR) for different (incorrect)
post-change models (m1 = 1.5◦/s is the true value). The
FAR results were generated using 100,000 data samples, and
the detection delay results were generated with 100 seconds
worth of data interpolated to a sample time of 0.001s to get a
satisfactory resolution. Note that the probability of detection
was Pd = 1 in all cases. For incorrect m1 < 1.5◦/s, there
was increasing detection delay and increasing FAR as m1
decreased. For incorrect m1 > 1.5◦/s (results not shown),
there was increasing detection delay and decreasing FAR
but decreasing probability of detection. The results illustrate
that CUSUM is more sensitive (in terms of FAR) to the
(incorrect) post-change mean being below the true value.
Figure 2 shows the variation in detection delay with
FAR for different (incorrect) post-change standard deviations
(m1 = 0.2◦/s is the true value). It was found that CUSUM
was fairly insensitive to errors in post-change variance when
the incorrect post change model variance was below the
true value (σ1b < 0.2
◦/s) but sensitive when the incorrect
post change model variance was above the true value (σ1b >
0.2◦/s). Overall, CUSUM was less sensitive to errors in post-
change variance σ1b than errors in post-change mean m
1.
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Fig. 1. Simulated variation in detection delay (Pd = 1) with false alarm rate
for different incorrect post-change model m1 (true value is m1 = 1.5◦/s).
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Fig. 2. Simulated variation in detection delay (Pd = 1) with false alarm rate
for different incorrect post-change model σ1b (true value is σ
1
b = 0.2
◦/s).
B. Real Data: Heading Change Detection by CUSUM algo-
rithm (3)
A heading change detection experiment with a vehicle
fitted with an Erle-Brain Linux UAV autopilot was conducted
to test the effectiveness of CUSUM at detection of heading
change in a practical scenario. The autopilot included an
Extended Kalman Filter fusing u-blox NEO-6M GPS and
MPU9250 MEMS IMU sensors. CUSUM was performed
on heading rate data at the data sample rate of 2Hz. There
was one false detection towards the start of the experiment
likely due to IMU bias estimation error but for the purpose
of analysis this false detection has been omitted from the
analysis below.
We experimentally compared change detection on the basis
of both heading and heading rate information, and deter-
mined heading rate was easier to implement as a practical
solution. We experimentally determined a pre-change model
of σ1a = 0.5◦/s and post-change model of m1 = 2.5◦/s, σ1b =
0.9◦/s. On the basis of these models, CUSUM algorithm
applied to heading rate data was able to achieve full detection
and zero false alarm rate. Figure 3 shows the path of the
vehicle and true and estimated heading change times are
indicated.
Figure 4 shows the system operating characteristic curve
for the first change detected. It should be noted that the true
distribution of the real data was pseudo-normal and the curve
includes error due to violation of CUSUM assumptions.
Sensitivity analysis of errors in post-change mean agreed
with the simulated results in the sense that the post-change
variance σ1b has less effect on detection delay and FAR than
the choice of post-change mean m1, and greater sensitivity
to errors below the true mean than above the true mean.
C. Simulated Data: UAV Formation Change Detection Ex-
ample and nested change detection algorithm (4)
Our final study investigated the performance of our
nested change detection algorithm (3) and (4) in a sim-
Fig. 3. Ground track of vehicle travelling East to West with true changes
+ and change detections *.
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Fig. 4. Variation in detection delay (Pd = 1) with false alarm rate for
different incorrect post-change model m1 with real data (our best estimate
of true value is m1 = 2.5◦/s).
ulated formation change detection problem for two fixed-
wing UAVs flying in formation (leader-follower) (see Fig-
ure 5). The leader aircraft flying between 15-20 m/s con-
ducted 8 heading changes {1.5,1.5,3.0,3.0,1.5,1.5,3.0,30}◦/s
at {75,100,175,225,250,300,325,375} seconds respectively,
at which points the follower aircraft adjusted its velocity
and heading to match the observed leader aircraft’s velocity
and heading, except for a change in formation event that
occurred at the last heading change, at which point the
follower aircraft failed to match the leader aircraft’s heading
change. Both aircraft were heading rate constrained to 3◦/s.
We modelled both UAVs with pre-change model σ1a = 0.2◦/s
and tried a number of post-change models m1 ∈ [0.3,4.1]◦/s,
σ1b = 0.2
◦/s and found that m1 ∈ [1.5,2.7]◦/s gave Pd = 1 and
FAR = 0. Note that we repetitively solve and reset (3) and (4)
after each change detection, with algorithms restarted once
the aircraft has travelled 80 m past the detected change point.
This delay resetting design feature is necessary to account
for the time it takes an aircraft to conduct a turn.
In Table I we list the detection delays for choice of post-
change mean m1 = 1.5◦/s. For an allowable coordination
margin of d = 2s, the uncoordinated change of |T1−T2| =
2.5s was correctly detected at the 8th turn. This particular
TABLE I
FORMATION CHANGE DETECTION RESULTS AND (3) AND (4) OUTPUTS.
COORDINATION MARGIN OF d = 2.
Turn # 1 2 3 4 5 6 7 8
T1(s) 1 1 1 1 1 1 1 1
T2(s) 2.5 2.5 2 2 2.5 2.5 2 3.5
|T1−T2|(s) 1.5 1.5 1 1 1.5 1.5 1 2.5
C1,2 8
Fig. 5. Ground tracks of two aircraft (blue-leader, red-follower) formation
travelling East to West with coordinated changes + and one uncoordinated
change (green *).
scenario was designed to illustrate that CUSUM can quickly
detect subtle non-coordination, whereas it would be difficult
or time-consuming for a human to visually monitor and
observe uncoordinated changes.
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