This paper investigates whether meaningful shape categories canbe identified in anunsupervised way by clustering shocktrees. We commence by computing weighted and unweighted edit distances between shock-trees extracted from the HamiltonJacobi skeleton of 2D binary shapes. Next we use an EMlike algorithm to locate pairwise clusters in the pattern of edit-distances. We show that when the tree edit distance is weighted using the geometry of the skeleton, then the clustering method returns meaningful shape categories.
INTRODUCTION
There has recently been considerable interest in the use of the reaction-diffusion equation as a means of representing and analysing both 2D and 3D shapes [l, 2, 31 . In a nutshell, the idea is to extract a skeletal representation by evolving the shape-boundary inwards until singularities appear. Through the analysis of the differential properities of the singularities, a structural abstraction of the skeleton known as the shock-graphmay be extracted. Although this abstraction has been widely used for shape-matching and recognition 14, 21, its use as a means of learning shape categories has attracted less attention. The aim in this paper is to investigate whether graph-clustering can be used as a means of partitioning shock-trees into shape classes via unsupervised learning. Graph clustering is an important yet relatively under-researched topic in machine learning [ 5 ] . The process can be used to structure large data-bases of relational models [6] or to learn equivalence classes. One of the reasons for limited progress in the area has been the lack of algorithms suitable for clustering relational structures. In particular, the problem has proved elusive to conventional central clustering techniques. The reason for this is that it has proved difficult to define what is meant by the mean or representative graph for each cluster. A more fruitful avenue of investigation may be to pose the problem as pairwise clustering. This requires only that a set of pairwise distances between graphs be supplied. The clusters are located by identifying sets of graphs that have strong mutual pairwise affinities. There is therefore no need to explicitly Our approach is as follows. Commencing from a database of silhouettes, we extract the Hamilton-Jacobi skeleton and locate the shocks which correspond to singularities in the evolution of the object boundary under the eikonal equation. We compute the similarity of the shapes using weighted and un-weighted tree edit distance. With the set of painvise edit-distances between the shock-graphs to hand, we use a maximum-likelihood method for painvise clustering. Our experiments show that when used in conjunction with the weighted tree edit distance, the pairwise clustering process locates meaningful shape categories.
SHOCK TREE EDIT DISTANCE
The practical problem tackled in this paper is the clustering of 2D binary shapes based on the similarity of their shock-trees. The idea of characterizing boundary shape using the differential singularities of the reaction equation was first introduced into the computer vision literature by Kimia, Tannenbaumand Zucker [ 31. The idea is to evolve the boundary of anobject to a canonical skeletal formuskg the reactiondiffusion equation. The skeleton represents the singularities in the curve evolution, where inward moving boundaries collide. The reaction component of the boundary motion corresponds to morphological erosion of the boundary, while the diffusion component introduces curvature dependent boundary smoothing. In practice, the skeleton can be computed in a number of ways, here we use a variant of the method Siddiqi, Tannenbaum and Zucker, which solves the eikonal equation which underpins the reaction-diffusion analysis using the Hamilton-Jacobi formalism of classical mechanics [l] . Once the skeleton is to hand, the next step is to devise ways of using it to characterize the shape of the original boundary. Here we follow Zucker, Siddiqi, and others, by labeling points on the skeleton using so-called shock-classes [2] . According to this taxonomy of local differential structure, there are different classes associated with behavior of the radius of the osculating circle from the skeleton to the nearest pair of boundary points. The so-called shocks distinguish between the cases where the local osculating circle has maximum radius, minimum radius, con- stant radius or a radius which is strictly increasing or decreasing. We abstract the skeletons as trees in which the level in the tree is determined by their time of formation [4, 2] . The later the time of formation, and hence their proximity to the center of the shape, the higher the shock in the hierarchy. While this temporalnotion of relevance can work well with isolated shocks (maxima and minima of the radius function), it fails on monotonically increasing or decreasing shock groups. To give an example, a protrusion that ends on a vertex will always have the earliest time of creation, regardless of its relative relevance to the shape.
To overcome this drawback, we augment the structural information given by the skeleton topology and the relative time of shock formation, with a measure of feature importance. We opt to use a shape-measure based on the rate of change of boundary length with distance along the skeleton.
To compute the measure we construct the osculating circle to the two nearest boundary points at each location on the skeleton.
This measurement has previously been used in the literature to express relevance of a branch when extracting or pruning the skeleton, but is has recently been shown that its geometric and differential properties make it a good measure of shape similarity [7] .
Given this representation we can cast the problem of computing distances between different shapes as that of finding the tree edit distance between the weighted graphs for their skeletons.
Tree edit distance is a generalization to trees of String . . . + cb, ; the minimum length edit path from TI to T2 is the path form TI to T2 with minimum length. The length of the minimum length path is the tree edit distance.
With our measure assigned to each edge of the tree, we define the cost of matching two edges as the difference of the total length ratio measure along the branches. The cost of eliminating an edge is equivalent to the cost of matching it to an edge with zero weight, i.e. one along which the total length ratio is zero.
Using the edit distance of the shock trees we generate two similarity measures for a pair of shapes.
e The first measure is obtained weighting the nodes with the border length ratio normalized by the total length of the border of the shape. That is the length of the fraction of the border spanned by the shock group divided by the total length of the border. In this way the sum of the weights in a tree is 1 and the measure is scale invariant. The similarity of the shapes is computed by adding the minimum weight for each matchednode, that is dW,,%,j = xi min(wi, w:), where wi and w: are the weight of the nodes that are matched together by our tree edit distance algorithm.
The second measure of shape similarity is computed from the unweighted structure: We assign a uniform edit cost of 1 to each node and we compute the average ratio of matched nodes:
where Tl and Tz are the two trees to be matched, T is the median of the two trees obtained through cut operations only, and # indicates the number of nodes in the tree. Figures 1 and 2 show the un-weighted and weighted shocktree edit distances for a set of 2D shapes.
GRAPH-CLUSTERING
We pose the problem of learning the set of shape-classes as that of finding pairwise clusters in the distribution of treeedit distance. The process of pairwise clustering is somewhat different to the more familiar one of central clustering. Whereas central clustering aims to characterise clustermembership using the cluster mean and variance, in pairwise clustering it is the relational similarity of pairs of objects which are used to establish cluster membership. Although less well studied than central clustering, there has recently been renewed interest in pairwise clustering aimed at placing the method on a more principled footing using techniques such as mean-field annealing [8] .
To commence, we require some formalism. We are interested in grouping a set of graphs B = {G1, ....., Glnll} whose index set is A l . The set of graphs is characterised using a matrix of painvise similarity weights. The elements of this weight matrix are computed using tree-edit distance di,j between the graphs indexed i and j. Here we use the exponential similarity function to generate the elements of the weight-matrix, where k is a constant which is heuristically set. The aim in graphclustering is to locate the updated set of similarity weights which partition the set of graphs into disjoint subsets. To be more formal, suppose that R is the set of graph-clusters and let S, represent the set of the graphs belonging to the cluster indexed w. Further, let sjz) represent the probability that the graph indexed i belongs to the cluster indexed w at iteration 72 of the algorithm. We are interested in posing the clustering problem in a maximumlikelihood setting. Under the assumption that the cluster memberships of the graphs follow a Bernoulli distribution with the link-weights as parameters, the likelihood-function for the weight matrix W is given by
The corresponding log-likelihood function is
We have recently, shown how this log-likeihood function can be iteratively optmised using an EM-like process. In the E (expectation) step, the cluster membership probabilities are updated according to the formula
Once the revised cluster membership variables are to hand then we apply the M (maximisation) step of the algorithm to update the similarity-weight matrix. The updated similarity-weights are given by These two steps are interleaved and iterated to convergence. To visualise the data, we have applied multi-dimensional scaling to the two sets of distances [9] . Figures 3a and 3b respectively show the leading two components of the eigenvectors of the distance matrix for the weighted and unweighted trees. In the case of the weighted shock trees, the cluster structure is somewhat clearer than for the unweighted shock trees. However, in both cases the cluster structure is far from clear. In other words. the clustering of the graphs is not a problem that could be solved by simply applying central clustering to the eigenvectors delivered by MDS.
In Figure 4a we show the initial matrix of painvise similarity weights for the unweighted trees for the different shapes. Here the redder the entries, the stronger the similarity; the bluer the entries, the weaker the similarity. The + brush (2) ; spanner (3) + spanner (4); pliers ( 5 ) + pliars (6) + pliers (7); hammer (8) + hammer (9); fish (10) + fish (11); horse (12) +horse (13); hand (14) +hand (15) +hand (16)). These correspond exactly to the shape categories in the data-base.
CONCLUSIONS
This paper has presented a study of the problem of leaming shape-categories by clustering shock-trees. We gauge the similarity of the trees using weighted and unweighted edit distance. To idetify distinct groups of trees. we use a maixmum likelihood algorithm for pairwise clustering. This takes as its input a matrix of painvise similarities between shock-trees computed from the edit distances. The algorithm is reminiscent of the EM algorithm and has interleaved iterative steps for computing cluster-memberships and for updating the painvise similarity matrix. Experimental evaluation of the method shows that it is capable of extracting clusters of trees which correspond closely to the shape-categories present. 
