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Preface
The main purpose of this work is to study the perturbed integrable systems in the semiclassical
regime [63]. The examples of such systems include a circular or rectangular billiard with a
distorted boundary, a rectangular billiard with a weak magnetic field, coupled quartic oscil-
lators — any system that is a “small” perturbation of an integrable system. In a classical
integrable system even an infinitesimal perturbation produces a qualitatively big effect — it
changes the topology of the phase space near the periodic orbits. Whether this change will
affect the quantum states depends on the energy of the particle.
As will be explained in due course, these systems possess the special spatially localized
states related to the classical periodic orbits. Localization may take place even for relatively
small perturbations. For example, in the case of a distorted boundary even a perturbation
smaller than the wavelength may lead to a strong effect.
We use the Bogomolny T -operator method throughout this work. It provides the semi-
classical description for the Poincare´ surface of section. With this approach we reduce the
dimensionality of the problem by one. In particular, for the two-dimensional systems one can
derive a one-dimensional Schro¨dinger equation on the surface of section. It is often easy to
find the qualitative behavior of its solutions and thus predict the localized states even without
doing extensive calculations. In some cases the T -operator method produces the results similar
to the Born-Oppenheimer approximation that we also consider.
Here is a brief description of the work. Chapter 1 is of an introductory character. We
review the T -operator method in general for the reader’s convenience. We also demonstrate its
connection with the boundary integral method for billiards. The Maslov phases are discussed
as well.
In Chapter 2 the perturbation theory is derived and discussed from various aspects. Possible
ii
experiments are suggested. Although the theory is formulated for the circular billiard with a
perturbed boundary, the general character of the derivation and results is emphasized. In the
following chapters we apply the method to other systems without detailed explanations.
In the first part of Chapter 3 we adapt the theory to the rectangular billiard with a
perturbed boundary. We consider a tilted square as an example. In the rest of the chapter
we study several non-perturbative systems where the perturbation theory still can be used for
special classes of states, perhaps after some modification. Among such states are the bouncing
ball and the whispering gallery modes. We also show how the whispering gallery mode near
the boundary with a point of zero curvature can be described in terms of scattering.
In Chapter 4 we consider an example where the perturbation is not a distorted boundary,
but a magnetic field. We analyze the square billiard in uniform magnetic field and with an
off-center Aharonov-Bohm flux line. Experimental possibilities are also discussed.
The Born-Oppenheimer approximation is a subject of Chapter 5. We revisit some of the
examples of earlier chapters and analyze them with this method. We compare this approach
with the T -operator perturbation theory.
In Chapter 6 we derive the trace formulas for chaotic, integrable, and almost integrable
systems starting with the T -operator. We consider an example of coupled quartic oscillators.
Finally, in Chapter 7 we summarize the results of this work.
iii
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Chapter 1
Introductory chapter: Elements of the
semiclassical theory
We begin with a review of the semiclassical methods that provide the framework for the
perturbation theory developed in the subsequent chapters. The starting point for most of our
calculations will be the Bogomolny T -operator equation, which is essentially a semiclassical
Green’s function method adapted to the Poincare´ surface of section. In billiards the procedure
is related to the boundary integral method.
1.1 Stationary phase approximation
Almost any semiclassical theory takes advantage of the stationary phase approximation (SΦ),
which provides the most direct connection with the underlying classical behavior. Since it
is used consistently throughout this work it seems necessary to remind the reader of the
application of this method. The problem that often arises is to evaluate an integral of the
form
I =
∫
dxeiS(x)/~ (1.1)
asymptotically for ~ → 0. It is argued that under certain conditions the main contribution
comes from the neighborhoods of the points where the derivative of S(x) vanishes, the so called
stationary points. Near such point xst we can expand
S(x) = S(xst) +
1
2
S′′(xst)(x − xst)2 +O
[
(x − xst)3
]
(1.2)
1
and the integral is approximately equal to
I ≈
∑
xst
√
2π~
−iS′′(xst)e
iS(xst)/~. (1.3)
The square root is analytically continued from the real positive numbers. Equation (1.3) is a
good approximation to the integral if the third order terms that we left out are small within
the region |x− xst| <
√
~/ |S′′(xst)| that contributes the most to the integral. This translates
into the condition
|S′′(xst)|3/2 ≫ ~1/2 |S′′′(xst)| (1.4)
which is normally satisfied for small ~ unless |S′′(xst)| is unusually small.
1.2 Boundary integral method
The perturbation theory that is the subject of this work is based on the semiclassical surface
of section transfer operator (or T -operator) method developed in generality by Bogomolny
[19] and discussed below. This method is especially convenient in billiards where the surface
of section can be associated with the boundary. It is instructive to see how the T -operator
formulation follows explicitly from a version of the boundary integral method [18, 33] designed
to solve the Helmholtz equation in billiards.
The wavefunction Ψ(r) for a particle of mass m and energy E moving freely inside a two-
dimensional domain B with the impenetrable boundary ∂B is determined by the Schro¨dinger
equation (∇′2 + k2)Ψ(r′) = 0 (1.5)
with the Dirichlet boundary conditions
Ψ(r′) |∂B= 0. (1.6)
Here the wavenumber k =
√
2mE/~ and ∇′2 is the two-dimensional Laplacian acting on r′.
The free-space Green function G0(r
′, r) (that does not satisfy the boundary conditions on ∂B)
is defined by the equation (∇′2 + k2)G0(r′, r) = δ(r′ − r) (1.7)
2
which is solved by the Hankel function [41]
G0(r
′, r) = − i
4
H
(1)
0 (k |r′ − r|) . (1.8)
Multiplying Eq. (1.5) by −G0(r′, r) and Eq. (1.7) by Ψ(r′), adding them together and inte-
grating over the billiard’s area we arrive to the integral equation
Ψ(r) =
∫
B
d2r′
[
Ψ(r′)∇′2G0(r′, r)−G0(r′, r)∇′2Ψ(r′)
]
. (1.9)
With the help of Green’s theorem we transform it to the boundary integral
Ψ(r) =
∮
∂B
dq′
[
G0(q
′, r)
∂Ψ(q′)
∂n′
−Ψ(q′)∂G0(q
′, r)
∂n′
]
(1.10)
where q′ is the coordinate along the boundary and n′ is the normal at point q′ directed inside
the boundary. The second term vanishes due to the boundary conditions. Taking point r = q
on the boundary and introducing the new function
µ(q) =
∂Ψ(q)
∂n
(1.11)
we can write the integral equation which is equivalent to the original Helmholtz equation (1.5),
µ(q) =
∫
dq′
∂G0(q
′, q)
∂n
µ(q′). (1.12)
Its kernel has a δ-function type singularity at q′ = q. Indeed,
∂G0(q
′, q)
∂n
=
ik
4
H
(1)′
0 [kL(q, q
′)]
∂L(q, q′)
∂n
(1.13)
with
∂L(q, q′)
∂n
=


|pˆ · n| , q′ 6= q
1, q′ = q
(1.14)
where L(q, q′) is the length of the classical orbit (chord) going from point q′ to q and pˆ is a
unit vector along this orbit (or a unit momentum) (Fig. 1.1). Using the asymptotic expansion
for the derivative of Hankel’s function for small argument [41] we find
∂G0(q
′, q)
∂n
∼


− |pˆ·n|2πL(q,q′) ∼ − 14π , q′ → q
∞, q′ = q
. (1.15)
The −1/4π is written under the assumption of a convex boundary with non-vanishing curva-
ture, but this assumption is not essential for extracting the δ-singularity. So, we may assume
3
’p^’
p^
n’
q
n
q
Figure 1.1: The classical orbit from point q′ to point q on the boundary. The dashed line
shows the orbit incident at q′.
that the boundary is locally a straight line. Then, for any q and q′, ∂L(q, q′)/∂n = lim
n→0
n/
√
(q − q′)2 + n2 and the singular part of the kernel(
∂G0(q
′, q)
∂n
)
sing
= lim
n→0
n
2π
[
(q − q′)2 + n2
] = 1
2
δ (q − q′) . (1.16)
The integral equation (1.12) may now be rewritten as
µ(q) =
∫
dq′K(q, q′)µ(q′) (1.17)
with the regular kernel
K(q, q′) = 2
(
∂G0(q
′, q)
∂n
)
reg
. (1.18)
Thus the problem is reduced to the one-dimensional integral equation (1.17) for µ(q). This
function contains most of the information about the state and det(1−K) = 0 is the quantization
condition. [The second quantization condition comes from the periodicity requirements on
µ(q).] If needed, the wavefunction Ψ(r) can be subsequently determined from Eq. (1.10).
Our goal is to develop a semiclassical approximation to this scheme. When kL≫ 1 we may
use the large argument asymptotics for the Hankel function [41] and the kernel now becomes
K(q, q′) ≈ −
√
k
2πL(q, q′)
|pˆ · n| eikL(q,q′)−iπ/4
= −
√
1
2π
∂2S(q, q′)
∂q∂q′
|pˆ · n|
|pˆ′ · n′|e
iS(q,q′)−iπ/4. (1.19)
We introduced the reduced action (measured in units of ~)
S(q, q′) = kL(q, q′) (1.20)
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for the classical orbit q′ 7→ q. Clearly, K(q, q′) is not symmetric. The semiclassical approxi-
mation allows to symmetrize it. First, notice that, in spite of the notation, both |pˆ · n| and
|pˆ′ · n′| are the functions of two coordinates, q and q′. The essential part of the semiclassical
approach, however, is to evaluate all the integrals containing the fast changing action at the
exponent in the stationary phase approximation. It will be clear from the following chapters
(and is well known) that this approximation amounts to extracting those q and q′ that are
connected by a classical orbit. Thus we may consider, say, |pˆ · n| to be a function of q only
(as well as the two fixed parameters related to the initial conditions, one of which is the total
energy). Similarly, |pˆ′ · n′| will be a function of q′.
Define a function
ψ(q) =
µ(q)√
|pˆ · n| . (1.21)
Then the semiclassical analog to Eq. (1.17) is
ψ(q) =
∫
∂B
dq′T (q, q′)ψ(q′) (1.22)
where the T -operator
T (q, q′;E) = K(q, q′;E)
√
|pˆ′ · n′|
|pˆ · n| = −
√
1
2πi
∂2S(q, q′;E)
∂q∂q′
eiS(q,q
′ ;E). (1.23)
Unlike K(q, q′), the T -operator is symmetric and unitary (semiclassically). See Sec. 1.5 for
more details. Clearly, Eq. (1.22) has a solution if det(1 − T ) = 0. The original wavefunction
Ψ(r) can be found from ψ(q) (see Sec. 1.4). We emphasize once again that the stationary
phase approximation is expected when dealing with the T -operator. In the next section we
discuss the relationship between the T -operator and the classical surface of section map.
1.3 Surface of section map
In the previous section we reduced the two-dimensional problem in a billiard to a one-dimen-
sional problem on its boundary. The state of the system can be equivalently described by
either 2D-wavefunction Ψ(r) or 1D-wavefunction ψ(q). In the classical language, we reduced
the continuous motion in the four-dimensional phase space of the billiard to a map in the
two-dimensional phase space of the boundary. It is an example of a surface of section map.
Again, this map contains all the information about the continuous motion.
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Formally, the map (p′, q′) 7−→ (p, q) is implicitly given by the equations
p =
∂S(q, q′)
∂q
, p′ = −∂S(q, q
′)
∂q′
. (1.24)
The generalized momentum (in the units of ~) p is the projection of the total momentum onto
the boundary. To connect the classical and quantum descriptions consider a version of Eq.
(1.22)
ψ(q) =
∫
dq′T (q, q′)ψ′(q′) (1.25)
describing the propagation of a wavepacket. We write the wavefunction ψ′(q′) on a locally
defined Lagrangian manifold p′(q′) in the semiclassical form (Sec. 6.3.c in Ref. [74])
ψ′(q′) =
√
∂2S(P, q′)
∂P∂q′
ei
∫
p′(q′)dq′ =
√
−
(
∂Q
∂q′
)
P
ei
∫
p′(q′)dq′ (1.26)
where S(P, q′) is the Legendre transform of S(q, q′) to the canonical coordinates (P,Q) such
that P is a local integral of motion. We substitute it in Eq. (1.25) and integrate by the SΦ.
The stationary point q′st is determined by the second of the Eqs. (1.24). In the neighborhood
of point q we define the function p(q) by∫ q
p(q′′)dq′′ = S [q, q′st(q)] +
∫ q′st(q)
p′(q′′)dq′′. (1.27)
This definition satisfies the first of the Eqs. (1.24). Thus the integral
∫
dq′T (q, q′)ψ′(q′) = −
√√√√√− ∂2S∂q∂q′
(
∂Q
∂q′
)
P
∂2S
∂q′2 +
dp′
dq′
ei
∫
p(q)dq
= −
√(
∂q′
∂q
)
P
(
∂Q
∂q′
)
P
ei
∫
p(q)dq =
√
∂2S(q, P )
∂q∂P
ei
∫
p(q)dq−iπ = ψ(q). (1.28)
(To prove the second equality differentiate the equation ∂S(q, q′)/∂q′+p′(q′) = 0. The Maslov
phase −π results from the reflection at the billiard’s boundary.) This shows that if a manifold
p′(q′) evolves into the manifold p(q) the T -operator provides the evolution of the wavefunction
defined on this manifold.
1.4 T -operator: the general case
The phase space of billiard boundary is an example of a Poincare´ surface of section (PSS).
The above discussion makes it clear now why the T -operator is called the surface of section
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transfer operator. In general, PSS is a (2N − 2)-dimensional manifold in the phase space
of an N -dimensional system crossed by all classical trajectories. Bogomolny [19] derived the
expression for the T -operator in the case when PSS is an (N − 1)-dimensional manifold in
the coordinate space of the system together with its conjugate momenta. He assumed the
Hamiltonian has the form
H(pˆ, r) =
1
2
pˆ2 + V (r) (1.29)
but presumably his result is more general. The T -operator is now
T (q, q′;E) =
1
(2πi)
(N−1)/2
∑
cl. tr.
∣∣∣∣det
[
∂2S(q, q′;E)
∂q∂q′
]∣∣∣∣
1/2
eiS(q,q
′;E)−ipi2 ν . (1.30)
The sum is over all classical trajectories that go from q′ to q on PSS and correspond to
one Poincare´ mapping. All trajectories should leave the PSS with the positive, say, normal
component of the momentum. The reduced action S(q, q′;E) is still measured in the units of
~. The Maslov index ν is determined by the number and type of caustics encountered by the
trajectory [11]. For example, a regular caustic of dimension (N − 1) increases ν by 1; a hard
wall increases ν by 2. We discuss the origin of Maslov phase in Sec. 1.6. In a billiard with its
boundary as a PSS1 ν = 2 and there is only one trajectory q′ 7−→ q. Then Eq. (1.23) follows.
A surface of section wavefunction is determined from the integral equation
ψ(q) =
∫
PSS
dq′T (q, q′)ψ(q′) (1.31)
that we will call Bogomolny’s equation and the quantization condition is
det(1− T ) = 0. (1.32)
The original wavefunction can be found by propagating ψ(q),
Ψ(r) =
∫
PSS
dqG˜(r, q;E)ψ(q) (1.33)
where
G˜(r, q;E) =
i1/2
(2πi)
(N−1)/2
∑
cl. tr.
∣∣∣∣ 1v(r) det
[
∂2S(r, q;E)
∂r⊥∂q
]∣∣∣∣
1/2
eiS(r,q;E)−i
pi
2 ν . (1.34)
1In the billiard problems it is sometimes convenient to choose PSS infinitesimally close to the hard wall, not
on the hard wall.
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The trajectories start at point q on PSS with the positive normal component of the momentum
and end at point r of the interior; v(r) is the modulus of the velocity at point r; r⊥ is the
direction perpendicular to the trajectory at point r. In the case of a billiard one can show that
Eqs. (1.33) and (1.34) agree with Eqs. (1.10) and (1.21) up to normalization if the asymptotic
form of Hankel’s function is used.
1.5 Properties of the T -operator
In this section we review some of the properties of the T -operator [19]. As was noticed by
Bogomolny, T -operator is similar to the time-dependent semiclassical Green’s function [cf. Eq.
(1.25)]. It is therefore not surprising that they share some of the properties. To simplify
notation we assume the system to be two-dimensional and omit the Maslov indices.
First, note that the T -operator vanishes for short trajectories, i.e. T (q, q′) → 0 as q → q′.
Indeed, in this case S(q, q′) ∼ p |q − q′|, so the prefactor in Eq. (1.30) vanishes.
As was mentioned before, the T -operator, unlike the exact kernel K(q, q′), is unitary in
semiclassical approximation. To see this we evaluate the integral
(
T †T
)
(q1, q2) =
1
2π
∫
dq
∑∑[∂2S(q, q1)
∂q∂q1
∂2S(q, q2)
∂q∂q2
]1/2
ei[S(q,q2)−S(q,q1)] (1.35)
by the SΦ. The stationary phase condition ∂S(q, q1)/∂q = ∂S(q, q2)/∂q requires that the orbits
q1 7−→ q and q2 7−→ q have the same final momentum in the PSS. For a deterministic map it
means they are the same orbit, i.e. q1 = q2. Expand S(q, q2) ∼= S(q, q1)+(q2−q1)∂S(q, q1)/∂q1.
Then the integral becomes
(
T †T
)
(q1, q2) =
1
2π
∫
dq
(
∂p1
∂q
)
q1
eip1(q2−q1) ∼= δ(q2 − q1). (1.36)
The sum over classical orbits disappeared because the integration over dp1 takes care of all
the orbits leaving q1. The δ-function is not ideal since |p1| is limited by the fixed total energy
but it is a good approximation semiclassically. The unitarity of the T -operator leads to the
resurgence of the spectral determinant [33].
Another useful property, the nth power of the T -operator has the form of the T -operator
for n Poincare´ mappings, that is T n(q, q′;E) is given by Eq. (1.30) but the orbits now cross
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the PSS n times. Consider, for example,
T 2(q, q′) =
1
2π
∫
dq′′
∑∑[
−∂
2S(q, q′′)
∂q∂q′′
∂2S(q′′, q′)
∂q′′∂q′
]1/2
ei[S(q,q
′′)+S(q′′,q′)]. (1.37)
The SΦ condition ∂S(q, q′′)/∂q′′ + ∂S(q′′, q′)/∂q′′ = 0 ensures that the orbits q′ 7−→ q′′ and
q′′ 7−→ q have the same momentum at q′′. In other words, it selects the classical orbits q′ 7−→ q′′
7−→ q that cross the PSS twice. To complete the proof we need to show that
∂2S(q,q′′)
∂q∂q′′
∂2S(q′′,q′)
∂q′′∂q′
∂2S2(q,q′)
∂q′′2
=
∂2S2(q, q
′)
∂q′′∂q′
(1.38)
where S2(q, q
′) = S(q, q′′) + S(q′′, q′). For this we differentiate the SΦ condition by q and by
q′. The composition property is important for the derivation of the trace formula using the
T -operator (see Sec. 6.1) and for the semiclassical Fredholm theory [33, 34, 30].
The T -operator in momentum representation is semiclassically a finite matrix if the PSS
has a finite length L. Suppose the PSS is a closed line. We define a complete set of the
momentum eigenfunctions
φp(q) =
1√Le
ipq (1.39)
where p = (2π/L)× integer. The T -operator matrix is
Tpp′ =
1
L
∫
dqdq′T (q, q′)ei(p
′q′−pq). (1.40)
The SΦ condition requires that p and p′ be equal to the projection of the classical momentum
at points q and q′, respectively. But this projection is limited by
√
2mE by the absolute value.
Hence the size of the matrix is no greater than L√2mE/π or 2L/λ where λ is the de Broglie
wavelength.
1.6 Maslov phase and the change of variables
A neighborhood of a caustic in a multidimensional system, like a turning point in one dimen-
sion, is the region where the semiclassical approximation breaks down. It turns out that the
T -operator and the wavefunctions acquire additional phases, called Maslov’s phases, in the
regions of validity [54]. The Maslov phases will change, in general, the overall probability
density and the quantization conditions and thus it is important to understand their origin
and be able to properly account for them.
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The central point in Bogomolny’s derivation of the T -operator is the use of the semiclassical
approximation to the Green function in the energy representation [40]
G(r, r′;E) =
1
i (2πi)
(N−1)/2
∑
cl. tr.
∣∣∣∣ 1v(r)v(r′) det
[
∂2S(r, r′;E)
∂r⊥∂r′⊥
]∣∣∣∣
1/2
×eiS(r,r′;E)−ipi2 ν . (1.41)
It satisfies (E−H)G(r, r′;E) = δ(r− r′) and is not valid for short trajectories, at least in two
dimensions. r⊥, r′⊥ are the local coordinates perpendicular to the velocity at r, r
′, respectively.
v = |∂H/∂p| is the modulus of the velocity (actions and momenta are defined in the units of
~). The Maslov index ν in the T -operator (1.30) is inherited from this Green’s function.
Let us follow a particular orbit starting from r′. At some points along the orbit one or
more eigenvalues of the matrix ∂2S/∂r⊥∂r′⊥ may become infinite and change sign [11]. That
is what happens when the orbit touches a caustic (see below). If m eigenvalues change sign
(caustic of order m) the determinant in Eq. (1.41) changes by (−1)m. If we drop the modulus
and analytically continue the determinant in the complex space “around” the singularity [45]
as in the one-dimensional case [49] we will find that the Green function acquired the phase
−mπ/2. One has to assume the function is exponentially small in the classically forbidden
region beyond the caustic. (This method does not work near a hard wall.) The Maslov index
of an orbit is the sum of the contributions from all caustics the orbit encounters. Each caustic
increases ν by m, each hard wall increases ν by 2. In particular, if r′ = q′ and r = q lie on the
surface of section and the orbit makes one Poincare´ mapping, this index enters the T -operator.
So far we defined the Maslov index in terms of singularities of the matrix ∂2S/∂r⊥∂r′⊥. Now
we give it the geometrical interpretation [26, 11]. Let us surround the orbit of the previous
paragraph (we call it the central orbit) with a sufficiently narrow tube of trajectories with
the same energy E all of which originate from point r′. They form an (N − 1)-parameter
family that can be parametrized by the vector ∂S/∂r′⊥, which depends on r. For a given orbit
in the family we will choose r to be on the caustic. It is possible that all the trajectories
within the tube (remember, the tube is narrow) touch an (N −m)-dimensional surface which
is independent of the shape of the tube. This surface is called a caustic of order m. Suppose
the central orbit touches the caustic surface at point r. The caustic has m− 1 dimensions less
than the number of parameters in the tube. This accounts for m − 1 infinite eigenvalues of
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Figure 1.2: Two orbits that touch the caustic and lie almost in the same plane.
∂2S/∂r⊥∂r′⊥. (When different trajectories touch the caustic at the same point, the derivative
of the parametrization vector becomes infinite.) Without the loss of generality we can always
assume that the caustic is locally flat by making an appropriate coordinate transformation.
The orbits are parabolic near the caustic. Consider an orbit that touches the caustic a small
distance ∆x from the central orbit and lies locally in almost the same plane (Fig. 1.2). (To
find this orbit note that the plane of the parabola of the central orbit is fixed by two unit
vectors: one is the tangent vector t(r) at the point of touch, another, n(r), is orthogonal to
the caustic at the point of touch. If the neighboring orbit touches the caustic at r+ t(r)∆x, its
tangent at this point is almost parallel to t(r) by continuity. Its second vector n [r + t(r)∆x]
belongs to the m-dimensional complement to the caustic, so its direction can be fixed by m−1
free parameters mentioned above.) Now, the difference in parameters for these two orbits is of
order ∆x, but the distance between them at point r in the direction of n(r) is of order (∆x)
2
.
This brings another singular eigenvalue of ∂2S/∂r⊥∂r′⊥. Thus, this matrix has m singular
eigenvalues in total.
A special case is the caustic associated with the original point r′. Creagh et al. [26] argue
that each negative eigenvalue of −∂2S/∂r⊥∂r′⊥ for positive time t = 0+ decreases the Maslov
index by −1. (Here one has to be careful to preserve the orientation of the local basis (e‖, ei⊥),
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i = 1, . . . , N − 1, along the orbit, where e‖ points in the direction of propagation.) This
apparently contradicts the statement in Ref. [11] that ν = 0 for short trajectories since there
are no caustics in between. Notice, however, that for the kinetic-plus-potential systems all
eigenvalues of −∂2S/∂r⊥∂r′⊥ are positive [26]. In general, as the example in the next section
shows, this additional Maslov index is important for the quantization conditions.
It is sometimes convenient to evaluate the classical action in the canonical coordinates, other
than the original ones. For example, in the next section the action-angle variables are used.
It would be desirable to be able to construct the T -operator and solve for the wavefunction
directly in the new coordinates. Let us analyze how the Green function (1.41) transforms
under canonical transformation (p, q) 7−→ (P,Q). We rewrite Eq. (1.41) in an equivalent form
[11]
G(q, q′;E) =
∑
cl. tr.
G1(q, q
′;E) ≡
∑
cl. tr.
√
∆(q, q′;E)
i (2πi)
(N−1)/2 e
iS(q,q′;E), (1.42)
∆(q, q′;E) = −
(
∂2S
∂E2
)1−N
det
(
∂2S
∂E2
∂2S
∂q∂q′
− ∂
2S
∂E∂q
∂2S
∂E∂q′
)
. (1.43)
Note that we removed the modulus from under the square root together with the Maslov
index. For a given trajectory we can define the coordinate transformations Q = Q(q, q′)
and Q′ = Q′(q, q′) which can be multivalued. The probability density for a semiclassical
wavefunction is a sum of probabilities for individual orbits, therefore the transformed Green’s
function
G(Q)(Q,Q′) =
∑
cl. tr.
G1(q, q
′)
√∣∣∣∣det ∂q∂Q
∣∣∣∣
∣∣∣∣det ∂q′∂Q′
∣∣∣∣ (1.44)
where q and q′ are the functions of Q and Q′. But ∆(q, q′) = ∆(Q,Q′) det (∂Q/∂q)
det (∂Q′/∂q′) . Finally, the Green function
G(Q)(Q,Q′;E) =
∑
cl. tr.
√
∆(Q,Q′;E) sgn
(
det
∂Q
∂q
det
∂Q′
∂q′
)
eiS
(Q)(Q,Q′;E)
i (2πi)
(N−1)/2 (1.45)
where S(Q)(Q,Q′;E) = S(q, q′;E). Equation (1.45) has the same form as Eq. (1.42) except
for the signature of the Jacobians. Let us fix q′ and follow q along the trajectory. If Q = Q(q)
is a multivalued function, some eigenvalues of ∂Q/∂q become singular and change sign as
the orbit goes from one sheet of Q(q) to another. This happens if a caustic in q-space is
completely or partially removed in Q-space by making Q(q) multivalued. If, for instance,
the caustic is removed completely, the number of singular eigenvalues is equal to the order
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of the caustic. Suppose k eigenvalues become singular. Then the matrix inside ∆(Q,Q′;E)
has k singular eigenvalues less then the matrix inside ∆(q, q′;E). Thus the total number of
singular eigenvalues, and, consequently, the Maslov index, is invariant under the coordinate
transformation.2 The important conclusion from this discussion is that the semiclassical Green
function or the T -operator can be evaluated with Eqs. (1.41) or (1.30) in any set of canonical
coordinates, apart from the Maslov index which is determined by the topology of the orbits in
the physical space. This result is quite different from the classical assumption that all canonical
coordinates are equivalent.
1.7 Two-dimensional separable system
As an illustration of the T -operator technique we apply it to a two-dimensional system which
is separable in the Cartesian coordinates. We will solve the problem in the action-angle (AA)
variables. They change the topology of the orbits and thus bring certain complications. It will
be helpful to understand them before moving on to the perturbation theory of the following
chapters. The results are, of course, well known from simpler methods. The quantization of
the rotationally invariant integrable systems in two and three dimensions using Bogomolny’s
T -operator was done by Goodings and Whelan [36].
For a separable system we can define the action-angle variables (Ix, θx) and (Iy, θy) in x
and y directions, respectively. We choose the x axis (y = 0) as the PSS which corresponds to
θy = const. One Poincare´ mapping x
′ 7−→ x is described as θ′x 7−→ θx, θy 7−→ θy+2π in the AA
variables (Fig. 1.3). Note that by definition θx > θ
′
x; the actions Ii = (2π)
−1 ∮ pidxi (i = x, y)
are integrals of motion; the functions x(θx) and y(θy) have period 2π. We made a transforma-
tion to the AA variables because in these coordinates the T -operator has a particularly simple
form:
T (θ, θ′;E) =
(
1
2πi
∣∣∣∣ ∂2S∂θ∂θ′
∣∣∣∣
)1/2
eiS(∆θ;E)−i
pi
2 ν(θ,θ
′;E) (1.46)
where we dropped the subscript “x” in θx and, apart from the Maslov index, T (θ, θ
′;E) depends
only on the difference ∆θ = θ − θ′. We assumed there is only one trajectory connecting θ′
2If there is a new caustic of order m in Q-space that did not exist in q-space then m eigenvalues of ∂Q/∂q
go through zero and change sign but in the opposite direction than the corresponding m singular eigenvalues
of ∆(Q,Q′;E). Thus, again, the Maslov index does not change.
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Figure 1.3: Poincare´ map from θx = θ
′ to θx = θ on the surface of section θy = const.
and θ. If there are more than one trajectory with the same energy, they will have different
I’s, and the PSS wavefunctions ψ (θ) ∝ eiIxθ can be treated independently in the semiclassical
approximation.
The action
S(∆θ;E) = ∆θIx + 2πIy (1.47)
where the I’s should be expressed in terms of ∆θ and E. One relation is the Hamiltonian
H(Ix, Iy) = E. (1.48)
Suppose it can be solved for Iy ,
Iy = gE(Ix). (1.49)
Define the frequency ratio
α ≡ αE(Ix) ≡ ωx
ωy
=
(∂H/∂Ix)Iy
(∂H/∂Iy)Ix
(1.50)
where Iy was substituted from Eq. (1.49). Then the second relation is
αE(Ix) =
∆θ
2π
. (1.51)
Eqs. (1.49) and (1.51) allow one to write the action S(∆θ;E).3 Note a useful formula [76]
α = −g′E(Ix) (1.52)
3The T -operator is not well defined for a two-dimensional harmonic oscillator where ∆θ = const.
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which can be derived by differentiating Eqs. (1.48) and (1.49).
The Maslov index ν(θ, θ′;E) counts the number of caustics encountered by the orbit in the
Cartesian coordinates. Suppose there are two turning points in both x- and y-directions that
produce the first order caustics. The Maslov index
ν(θ, θ′) = ν0 + νx(θ, θ′) + νy, νy = 2. (1.53)
Here νx, νy are the number of times the orbit goes through the turning points in x- and
y-directions, respectively, and ν0 = −Θ
(
∂2S/∂r⊥∂r′⊥ |t→0
)
is related to the starting point
caustic (see the previous section), Θ is the Heaviside function. Assume for the definitiveness
that the turning points in x are located at θmod 2π = 0, π (they must be separated by π
because of the time-reversal symmetry). Suppose πn < ∆θ < π(n+ 1), for some n = 0, 1, . . . .
Then, depending on the end point θ, the orbit encounters n or n+ 1 turning points in x. It is
easy to find
νx(θ,∆θ) =


n+ 1, 0 < θ < ∆θ − πn
n, ∆θ − πn < θ < π
(1.54)
continued in θ with period π. The additional Maslov index ν0 can be conveniently expressed
as [76]
ν0 = −Θ [g′′E(Ix)] . (1.55)
To solve Bogomolny’s equation (1.31) we make an ansatz
ψ (θ) = eiIθ+if(θ) (1.56)
where I = const to be determined and f(θ) is a step-function. With T given by Eq. (1.46)
Bogomolny’s equation becomes
eif(θ) =
∫
d (∆θ)
[ |S′′ (∆θ)|
2πi
]1/2
ei[S(∆θ)−I∆θ+f(θ−∆θ)−
pi
2 ν(θ,∆θ)] (1.57)
where the integration variable has been changed from θ′ to ∆θ and eiIθ was canceled on both
sides. The stationary phase condition is
I = S′ (∆θst) = Ix(∆θst, E). (1.58)
The second equality follows from Eq. (1.47) taking into account that
(
∂Iy
∂∆θ
)
E
= g′E(Ix)
(
∂Ix
∂∆θ
)
E
= −∆θ2π
(
∂Ix
∂∆θ
)
E
[see Eqs. (1.51) and (1.52)]. Note that f and ν do not change the stationary
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point. We expand S (∆θ) near the stationary point and integrate. Equation (1.57) becomes
eif(θ) =
[ |S′′ (∆θst)|
S′′ (∆θst)
]1/2
ei[2πIy(∆θst,E)+f(θ−∆θst)−
pi
2 ν(θ,∆θst)]. (1.59)
Applying another chain of equalities S′′ (∆θ) =
(
∂Ix
∂∆θ
)
E
= 12π
(
∂Ix
∂α
)
E
= − 12πg′′E we find that
the pre-exponential factor cancels the Maslov index ν0. Let us require that
f(θ)− f(θ −∆θst) + π
2
νx(θ,∆θst) = 0 (1.60)
for all θ. Then Eq. (1.59) is solved if
Iy(∆θst, E) = ny +
1
2
(1.61)
for some ny = 0, 1, . . . . This is, of course, a well known Einstein-Brillouin-Keller (EBK)
quantization of an action variable. One can check that the step-wise function (Fig. 1.4)
f(θ) = 0 if 0 < θ < π; f(θ + π)− f(θ) = −π
2
(1.62)
satisfies Eq. (1.60). The second quantization condition
Ix(∆θst, E) = nx +
1
2
, nx = 0, 1, . . . (1.63)
comes from the 2π-periodicity of ψ (θ) Eq. (1.56). (This requirement ensures that ψ (θ) is
uniquely defined on the cross-section of an invariant torus 0 ≤ θ ≤ 2π, θy = const.)
Thus, after all this trouble, we arrive to the familiar EBK expression for the energy
Enx,ny = H
(
Ix = nx +
1
2
, Iy = ny +
1
2
)
(1.64)
with the PSS wavefunction
ψ (θ) = ei(nx+
1
2 )θ+if(θ). (1.65)
This function is discontinuous at θ = πn. This may seem to be unphysical, but remember that
the semiclassical approximation breaks down near the turning points. Therefore Eq. (1.65)
should not be used near θ = πn. The exact wavefunction would smoothly join the discontinuity.
If there were hard walls instead of caustics the actions would be integral and f(θ) would have
the steps of size π.
The wavefunction in x-representation can be recovered by the standard procedure ψ (x) =
ψ (θ)
√
|∂θ/∂x|. Note that ∂θ/∂x = ωx/vx, where vx is the velocity, and Ixθ =
∫
pxdx. Suppose
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Figure 1.4: Step-wise phase f(θ) from Eq. (1.56).
x(θ = 0) is the turning point on the left. Then ψ (x) has two branches:
ψ1 (x) ∝ 1√|vx|ei
∫ x
x(0)
|px|dx′ , 0 < θ < π,
ψ2 (x) ∝ 1√|vx|e−i
∫ x
x(0)
|px|dx′+ipi2 , −π < θ < 0, (1.66)
which makes
ψ (x) ∝ 1√|vx| cos
[
i
∫ x
x(0)
|px| dx′ − iπ
4
]
, (1.67)
the one-dimensional bound state wavefunction [49].
Finally, we note that the algorithm we used to solve the semiclassical problem in the
AA coordinates (or other coordinates that change the topology of the trajectories) may be not
unique. Both in this and in the previous section, where we considered the change of coordinates
in the T -operator, we assumed that the wavefunctions do not acquire Maslov’s index on caustics
— we always took the absolute value of the Jacobian: ψ (q) = ψ (Q)
√
|∂Q/∂q| . Alternatively,
we could drop the modulus or add the Maslov phase. Then the Maslov phase of the T -operator
would be determined by the caustics in the current coordinates (not physical space) and the
wavefunction ψ would not have the unnatural discontinuities as in the above example. However,
the straightforward quantization conditions would be incorrect, for instance, the actions would
be integral instead of half-integral. Thus the special formulation of the quantization conditions
would be necessary, again giving significance to the physical coordinates. Whichever method
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is used, the physically important quantities, the wavefunction ψ (x) and the quantized energy,
will be the same.
1.8 Conclusions
Bogomolny’s T -operator is a powerful tool that combines the semiclassical approximation and
Poincare´’s surface of section. Bogomolny’s equation determines the surface of section wave-
function and the energy levels. The full wavefunction can be reconstructed from the surface
of section wavefunction with the help of a semiclassical propagator. In billiards the method
is related to the boundary integral method. The properties of T -operator include unitar-
ity, the composition property, and the finite size in the momentum representation, all within
the stationary phase approximation. The T -operator propagates the semiclassical wavepacket
consistently with the classical surface of section map. The regions where the semiclassical ap-
proximation breaks down, like caustics and walls, are responsible for the additional (Maslov)
phases in the T -operator and wavefunctions. One should be careful, when making coordinate
transformations with singular points, not to change the Maslov phase. For the integrable
systems the T -operator method is consistent with the EBK quantization.
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Chapter 2
Perturbation theory
In this chapter we present a systematic derivation of the perturbation theory that provides a
semiclassical description for almost integrable systems [62]. In a theory of this type there are
two competing quantities: the large action (compared to the Planck constant) and the small
perturbation from integrability. Their interplay determines to what degree the structure of
classical phase space is reflected in the quantum results.
It is a well-known fact of the classical theory [52] that the topology of invariant tori near
the periodic orbits changes under perturbation. One needs a resonant classical perturbation
theory in order to describe it. On the other hand, the standard EBK quantization procedure
relies on the classical invariant tori, which means that a resonant semiclassical theory might be
necessary for some classes of states. Here is a simple estimate. For a periodic orbit of action
I the perturbation of size ǫ changes the topology of the tori within the layer δI ∼ √ǫI. If
δI & ~, several quantum levels become mixed, i.e. the resonant theory is required.
For a billiard of linear size L with the perturbed boundary the condition becomes kL
√
ǫ & 1
where k = 2π/λ is the wavenumber. This means that, unless the perturbation δL≪ λ2/L, the
billiard will have strongly perturbed states.1 Note that even the distortion of the boundary
shorter than the wavelength may be strong enough to mix several energy levels.
In the following sections we derive the analytic expressions for the wavefunctions and energy
levels of the states associated with the classical resonances. Although our theory is effectively
1In a billiard the level spacing ~2/mL2 should be compared to the shift of a given level ~2k2δL/mL, which
results in the same criterion. (Noted by M. Sieber.)
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a resonant perturbation theory, the diagonalization of unperturbed states is not explicit. The
Bogomolny equation allows to express the results in a simple, easy to visualize form.
We use the circle billiard with a perturbed boundary as an example. Several papers pub-
lished in recent years [21, 32, 20, 25] discuss the localization and diffusion in angular momen-
tum space of this system. We too find the angular momentum localized, with the degree of
localization depending on the smoothness of the perturbation.
There are several other methods that deal with almost integrable systems that are some-
times similar, sometimes complementary to the following theory. For instance, the quantization
of Birkhoff-Gustavson normal form [15, 38, 68] is useful for the perturbed harmonic oscillators
— the case to which our theory does not directly apply. The Born-Oppenheimer approxima-
tion (Ch. 5) is similar to the perturbation theory in some cases. The perturbed Berry-Tabor
formula (Ch. 6) expresses the contributions of the periodic orbits to the density of states
consistently with the perturbation theory.
2.1 Perturbed integrable systems
An N -dimensional Hamiltonian system is called integrable if it has N independent integrals
of motion in involution [74]. Its motion in the phase space is confined to an N -dimensional
manifold that has the topology of a torus. It is called an invariant torus. The integrals of
motion can be chosen to be the action variables Ii, i = 1, . . . , N . Then the angle variables θi
(identified with θi+2π) provide the natural coordinates on the torus. The Hamiltonian of the
system depends only on the actions,H0(I) = E. The equations of motion θ˙i = ∂H0/∂Ii ≡ ωi(I)
can be easily integrated.
In the case N = 2 we can choose the Poincare´ surface of section (PSS) as, say, θ2 = 0 (Fig.
1.3). The dynamics of the system induces the PSS map (I ′, θ′) 7−→ (I, θ) (we dropped the
subscript “1”) simply as I = I ′, θ = θ′ + 2πω1/ω2. If all points (I, θ) belonging to a certain
trajectory are plotted I vs θ, 0 < θ < 2π, they all will lie on a horizontal line I = const. The
line will either be covered densely if ω1/ω2 is irrational or have a finite number of points if it is
rational. We may say that the line I = const is an intersection of an invariant torus with the
PSS. The reduced action S(θ, θ′) = S0(θ−θ′) = (θ−θ′)I1+2πI2 [cf. Eq. (1.47)] is a generating
function for this map: I = ∂S/∂θ, I ′ = −∂S/∂θ′ (Sec. 1.3). Note that S(θ, θ′) depends only
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on the difference θ − θ′. The action variables must be regarded as functions of θ − θ′ and E
(see Sec. 1.7 for details).
The Hamiltonian of a perturbed integrable system
H = H0(I1, I2) + ǫH2(I1, I2, θ1, θ2) + ǫ
2H4 + · · · (2.1)
differs from an integrable Hamiltonian by the terms proportional to a small parameter ǫ.
Likewise, the action of such system
S(θ, θ′) = S0(θ − θ′) + ǫS2(θ, θ′) + ǫ2S4 + · · · (2.2)
is expanded in powers of ǫ. (We reserve the odd subscripts for half-integral powers of ǫ that will
appear in other expansions.) The classical perturbation theory [52], in principle, allows one
to find the corrections to the action if the Hamiltonian is known, for example, S2 = −
∫
H2dt.
Since only short orbits are involved, the problem of small divisors does not arise. In the case
of a billiard with a perturbed boundary, S(θ, θ′) can be easily deduced directly.
Of course, when the perturbation is on, I’s are no longer integrals of motion. Consequently,
the orbits on the PSS are no longer confined to the lines I = const. One can imagine several
possibilities. The lines could be slightly deformed, they could change their topology, or disap-
pear completely (i.e. the orbit would densely cover a two-dimensional area in the PSS). As a
matter of fact, all three cases may be present within one system, depending on the region in
the phase space.
According to the Kolmogorov-Arnold-Moser (KAM) theorem, for small enough ǫ and
smooth enough perturbation most of the tori continue to exist and remain close to the unper-
turbed tori. The measure of the destroyed or considerably modified tori tends to zero as ǫ→ 0.
The destroyed tori are located near the rational, or resonant, original tori. These are the tori
that have a rational winding number ω1/ω2, i.e. they support a periodic orbit, or resonance.
Consider a (p, q) resonance, i.e. the winding number is p/q, an irreducible fraction. Then all
points on the line I = const are the fixed points of T q, where T is one Poincare´ mapping. The
Poincare´-Birkhoff fixed point theorem [74] states that under the perturbation only an even
number, a multiple of 2q, of fixed points will remain. They will alternate between stable and
unstable.
As Fig. 2.1 illustrates, the tori form resonant islands around the fixed points. The size
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of the islands is proportional to
√
ǫ. Thus most of the tori near a rational torus change their
topology under the perturbation and form a new system of tori. The new tori, in turn, form
secondary resonance chains (as in the example of (2, 5) resonance in the figure) although they
are exponentially smaller than the primary resonances [52]. There is a chaotic region near
the separatrix formed by numerous intersections of stable and unstable manifolds. It too is
exponentially small [50]. The size of the resonant islands reduces rapidly with q (see Sec.
2.3.2), so the total measure of the strongly modified phase space is finite and proportional to
√
ǫ. The rest of the tori are slightly perturbed on the scale of ǫ. Figure 2.1 shows the torus with
the “most irrational” golden mean (GM) winding number. It is supposedly the last torus to
be destroyed with the increase of the perturbation, although this is not a subject of this work.
The figure also illustrates how the rational numbers with large q tend to become “closer” to
irrational numbers. If one disregards the small island chains in (7, 16) or (15, 32) resonances
the overall curve is similar to a perturbed irrational torus. Its oscillation is of order of ǫ. This
effect is relevant to the semiclassical theory since the quantization misses those details of the
phase space that have a typical area less than 2π~ (see Secs. 2.3.1 and 2.3.2).
If the perturbation is not smooth enough (so that the KAM theorem does not apply) the
invariant tori may not exist at all [Fig. 2.2 (a)]. In this case the semiclassical perturbation the-
ory needs diffraction corrections, although the simplest version still reflects the main features
of the states for small ǫ.
2.2 Formulation of the theory
2.2.1 Perturbed circular billiard
The perturbation theory we are about to present is based on the T -operator and requires
a careful choice of coordinates and surface of section. From the theoretical point of view
the natural choice would be the action-angle (AA) variables where the unperturbed action
depends only on the difference of the angles. In practice working in the AA variables is
not always physically transparent and may require a complicated transformation from the
original coordinates and back. On the other hand, billiards with a perturbed boundary have
an advantage that the reduced action is just a geometrical quantity proportional to the length
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Figure 2.1: The surface of section (boundary phase space) of a perturbed circular billiard. l/k
is an angular momentum normalized to its maximal value and θ is an angular coordinate along
the boundary. The numbers on the right denote the orbits near the (p, q) resonances perturbed
by order
√
ǫ. GM is an orbit with the golden mean winding number perturbed by order ǫ.
The secondary resonances and the chaotic regions near the separatrices, that are exponentially
small when ǫ → 0, can also be observed. Here the perturbation is the “smoothed stadium”
with the parameters ǫ = 0.1, η = 0.19 defined in Sec. 2.2.1.
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Figure 2.2: The surface of section for (a) “short stadium” and (b) “smoothed stadium” of Sec.
2.2.1 with ǫ = 0.01, η = 0.15. l/k as in Fig. 2.1. The points ✸, +, and ∗ denote the intersection
of the invariant tori with the surface of section, linv(θ), as given by the perturbation theory (see
Sec. 2.3.1), for the non-resonant, separatrix, and resonant orbits, respectively. In (a), where
KAM fails, orbits started at symbols were iterated forward and backward 15 times (appear as
dots •). Only short time structure is regular. In (b), where KAM applies, three orbits, each
iterated 1000 times, coalesce into solid lines. (c) Husimi plots for the numerical states of Fig.
2.4, as well as the scar state ψ32, for the short stadium. The square has area h.
24
of the orbit. A perturbed circular billiard whose boundary in the polar coordinates is r(θ) =
R0+ ǫ∆R(θ) is a particularly convenient system since the angle θ together with the (modulus
of) angular momentum l are, in fact, the AA variables (when ǫ = 0, of course). (We can
always make the angular average of ∆R vanish and assume ∆R ∼ R0.) We will formulate the
perturbation theory for this system, which allows the simple mathematical description and
direct physical interpretation. There should be no principal difficulty to generalize the theory
or tailor it to other systems, as we do in the subsequent chapters. We would like to point out
some limitations that will become more apparent as we proceed. First, the theory is the most
useful in two-dimensional systems, where the PSS has a one-dimensional space component.
Second, the unperturbed action S0 should depend only on the difference of coordinates in the
PSS which may force one to use the AA variables. Finally, the theory is not suitable for the
perturbed two-dimensional harmonic oscillator since S0 is not well defined (see the footnote
on p. 14).
From now on we assume R0 = 1. A wavenumber k also becomes dimensionless. (To restore
the proper units one should substitute k by kR0.) A perturbation of the form ∆R(θ) =
|sin θ| − 2/π models the short Bunimovich stadium that recently received a lot of attention
[21, 20, 25]. The straight segments in this stadium have length 2ǫ. Our perturbed circle
approximates it to the order of ǫ and has a discontinuous derivative (Fig. 2.3) [we neglected
the straight segments when deriving ∆R(θ), which thus describes the outer boundary of two
circles with their centers being 2ǫ apart]. Although the invariant tori do not exist, our theory
still works if kǫ3/2 ≪ 1. We also consider a “smoothed stadium” ∆R(θ) =
√
sin2 θ + η2 −Cη,
where Cη makes the angular average vanish. If ǫ is sufficiently small compared to η the
invariant tori exist [Fig. 2.2 (b)]. We choose η ∼ √ǫ in our numerical examples.
We associate the PSS with the boundary of the billiard. We parametrize it by the angle
θ with the conjugate momentum l. Our goal is to construct the T -operator (1.23) and solve
Bogomolny’s equation (1.22) perturbatively. For convenience we assume ~ = 1 and the mass
m = 1/2. Then the energy E = k2. The action
S(θ, θ′) = kL(θ, θ′) = k [L0(θ − θ′) + ǫL2(θ, θ′) + · · ·] (2.3)
where L(θ, θ′) is the chord length between points θ and θ′ on the boundary. For a perfect
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Figure 2.3: Short Bunimovich stadium R(θ) = R0 + ǫ∆R(θ) with ǫ = 0.3. The straight
segments have length 2ǫ. The dashed line denotes the circle of radius R0 = 1. The difference
between the actual stadium and the approximation for ∆R(θ) that we use is of order ǫ2. The
classical orbits that pass through the shaded region are affected by the l = 0 resonance.
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circle we find
L0(θ − θ′) = 2
∣∣∣∣sin θ − θ′2
∣∣∣∣ (2.4)
and the correction
L2(θ, θ
′) =
∣∣∣∣sin θ − θ′2
∣∣∣∣ [∆R(θ) + ∆R(θ′)] . (2.5)
We always assume k ≫ 1 and ǫ≪ 1 as general requirements for the semiclassical and pertur-
bation theories, respectively.
An example of the PSS is shown on Fig. 2.1. Note that in a perfect circle of radius 1 the
angular momentum is bounded, |l| ≤ k. The resonances correspond to the periodic trajectories
in a circle. For instance, the (1, 2) resonance is related to the l = 0 orbit passing through the
center of the circle. The (1, 3) resonance is a triangle shaped periodic orbit, etc. Our theory
is designed to find the quantum states located primarily within a given resonance.
2.2.2 Simplest case: (1, 2) resonance, kǫ≪ 1
The theory simplifies significantly for the states near (1, 2) resonance, partly due to the sym-
metry of the perturbation L2(θ, θ
′). We also assume the perturbation to be sufficiently weak,
kǫ≪ 1, a requirement that will be later relaxed. It was explained in the chapter’s introduction
that as long as k
√
ǫ & 1 the resonant perturbation theory is needed. The relevant classical
orbits have the angular momentum l ∼ k√ǫ and pass through the shaded region in Fig. 2.3.
In a perfect circle the resonant trajectory maps point θ′ to θ = θ′+π. We therefore expand
the T -operator in δθ′ = θ′ − θ + π, as well as in kǫ. In this case Eq. (1.23) becomes
T (θ, θ′) ≃ −
√
k
4πi
(1 + · · ·)ei(2k− k4 δθ′2+···) [1 + ikǫV (θ) + · · ·] (2.6)
where V (θ) = L2(θ, θ − π) = ∆R(θ) + ∆R(θ − π). We also expand the wavefunction
ψ(θ′) = ψ(θ − π) + δθ′ψ′(θ − π) + δθ
′2
2
ψ′′(θ − π) + · · · (2.7)
that solves Bogomolny’s equation ψ = Tψ. We evaluate the integral
∫
T (θ, θ′) ψ(θ′)dθ′ in
the stationary phase approximation (SΦ) thus justifying the smallness of δθ′. The equation is
reduced to
ψ(θ) = ei(2k+
pi
2 )
[
ψ(θ − π)− i
k
ψ′′(θ − π) + ikǫV (θ)ψ(θ − π)
]
. (2.8)
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Assume we can expand ψ(θ−π) ≃ e−i(2k+ pi2 )ψ(θ)−ikǫEmψ(θ−π), making ψ(θ−π) = e−iωψ(θ)
where
ω(k) ≃ 2k + π
2
+ kǫEm. (2.9)
The constant Em is to be determined. We find that ψ(θ) has to satisfy the ordinary differential
equation
ψ′′(θ) + k2ǫ [Em − V (θ)]ψ(θ) = 0, (2.10)
which is a one-dimensional Schro¨dinger equation. We will refer to V (θ) as a “potential” and
to Em as a “(surface of section) energy” when it does not cause a confusion. Note that the
strength of the potential is scaled as (k
√
ǫ)
2
.
The eigenstates ψm(θ) of Eq. (2.10) with the eigenenergy Em solve Bogomolny’s equation,
m is a quantum number that labels the states. Since V (θ) has period π we can always find
the 2π-periodic solutions such that ψm(θ) = ±ψm(θ − π). The second quantization condition
is then
ω(k) = 2πn+ ωm (2.11)
where ωm = 0 or π (depending on m) and n is integer. This provides an equation for k and
the total energy Enm
knm =
√
Enm =
2π
(
n− 14
)
+ ωm
2− ǫEm . (2.12)
Note that Em and ψm weakly depend on n via the parameter k
2ǫ.
Eq. (2.10) can be solved by standard methods either numerically or analytically. If k
√
ǫ≫ 1
we can approximate its solution in WKB:
ψm(θ) ∝ 1√
f ′(θ)
eik
√
ǫf(θ) (2.13)
where
f(θ) = ±
∫
dθ
√
Em − V (θ). (2.14)
If Em > V (θ) for all θ, we may quantize Em by the condition
k
√
ǫ
∫ π
0
dθ
√
Em − V (θ) = ωm + 2πm. (2.15)
We call this the “rotational” case since all θ are in the “classically allowed region.” As will
be clarified later, these states quantize the classical orbits in the surface of section that lie
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near the resonance chain though outside of the separatrix (Fig. 2.1). In the KAM language,
the topology of the tori did not change as a result of the perturbation, but they are strongly
distorted by the nearby resonance. If we compare a picture of a resonance chain with the
phase portrait of a pendulum, these tori would be analogous to the rotational trajectory of a
pendulum.
Likewise, if Em < maxV (θ) the motion will be librational. These are the tori that lie
inside the separatrix and surround the stable periodic orbit. Their topology is changed by the
perturbation. The potential V (θ) has at least two wells between 0 and 2π. If the tunneling
between the wells can be neglected the degenerate levels will be given by the Bohr-Sommerfeld
conditions [49]
k
√
ǫ
∫ θm+
θm−
dθ
√
Em − V (θ) = π
(
m+
1
2
)
. (2.16)
Here the limits of the integration are the classical turning points. The wavefunction inside the
well is
ψm(θ) = [Em − V (θ)]−1/4 sin
(∫ θ
θm−
dθ′
√
Em − V (θ′) + π
4
)
. (2.17)
Figures 2.2 (c) and 2.4 show the examples of the rotational and librational states. The two-
dimensional wavefunctions for the librational states with m = 2, 3 are shown in Figs. 2.5, 2.6,
respectively.
2.2.3 General case: (p, q) resonance, kǫ3/2 ≪ 1
In this section we quantize the orbits near an arbitrary (p, q) resonance. We also lift the re-
striction kǫ≪ 1. Instead, we construct the perturbation series ψ(θ) = exp {ik [f0(θ) + bf1(θ)+
b2f2(θ) + · · ·+ bMfM (θ)
]}
, where b =
√
ǫ and f ′i ∼ 1. We call M the order of the perturba-
tion theory. The large and small parameters k and b should satisfy the conditions kbM−1 ≫ 1
and kbM+1 ≪ 1. Equation (2.13), for example, is the case M = 1. The first condition ensures
the validity of this WKB-type ansatz by making the phase fast varying. In other words, the
quantum system will reflect the classical structure to orderM. The second condition allows to
neglect the terms of order M + 1. In practice, the procedure becomes very tedious for M > 2
and the results are not interesting qualitatively. In this case one can simply solve the problem
numerically. Although we derive the expressions for up to M = 3 we do not go beyond M = 2
in the examples studied in this work.
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Figure 2.4: Examples of the low angular momentum states ψm(θ) in the short stadium. The
effective potential V (θ) is shown as a thick line. The WKB solutions of Eq. (2.10) are compared
with the numerical solutions of Bogomolny’s equation ψ = Tψ (see Sec. 2.3.5). The zero axis
for each state is its WKB effective energy Em. For the librational state the simplistic boundary
condition ψ2(θ) = 0 at the turning point was taken in the WKB case. The states and the
potential are symmetric at θ = 0. k
√
ǫ = 42.3 is fixed. Inset: the angular momentum
representation of the rotational states m = 48 and m = 168 (Sec. 2.3.4).
30
Figure 2.5: The low angular momentum state n = 10, m = 2 for the short stadium with
ǫ = 0.05. The absolute square of the wavefunction is calculated from the perturbation theory.
The theoretical wavefunction is inaccurate near the center of the billiard (see Sec. 2.4). The
line segment indicates the length and position of the straight parts of the boundary.
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Figure 2.6: Contour plot of the numerical low angular momentum state n = 25, m = 3 for the
short stadium with ǫ = 0.01. The parallel lines on the left indicate the length and position of
the straight segments of the boundary.
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In a perfect circle the change of angle after one mapping θ − θ′ = 2πp/q ≡ Θpq for a
(p, q)-resonant orbit. (By definition, the particle makes p times around the billiard after q
mappings.) The angular momentum lpq = (sgn p) k cos (Θpq/2) . For the perturbed circle we
make an ansatz
ψ(θ) = eilpqθ+ik[bf1(θ)+b
2f2(θ)+···]. (2.18)
The function should also have a slowly varying prefactor but we disregard it for now. We retain
terms to order kb2 in the phase of the T -operator and the lowest order term in the prefactor.
The phase of T (θ, θ′) and ψ(θ′) can be expanded in δθ′ = θ′−θ+Θpq.We will see that δθ′ ∼ b.
Introducing the notation −d = L′′0(Θpq) for the second derivative of the unperturbed chord
length (2.4) and Wpq(θ) = L2(θ, θ −Θpq) we can write the integral∫
dθ′T (θ, θ′)ψ(θ′) ≃
∫
dθ′
√
kd
2πi
ei[kL0(Θpq)−
kd
2 δθ
′2+kb2Wpq(θ)−π]
×eilpq(θ−Θpq)+ik[bf1(θ−Θpq)+bf ′1(θ−Θpq)δθ′+b2f2(θ−Θpq)] (2.19)
where we have taken into account that lpq = S
′
0(Θpq). The integral can be evaluated in the
SΦ approximation. The stationary point δθ′st = bf
′
1(θ −Θpq)/d ∼ b.
After elementary manipulations equation ψ = Tψ becomes
eik[bf1(θ)+b
2f2(θ)] =
eikL0(Θpq)−ilpqΘpq+i
pi
2 +ikbf1(θ−Θpq)+ikb2[f2(θ−Θpq)+Wpq(θ)+f ′21 /2d]. (2.20)
We may try to proceed in the same fashion as in the (1, 2) resonance case. However the
assumption ψ(θ − Θpq) = e−iωψ(θ), in general, is not self-consistent. Indeed, it would mean
that f ′1 has period Θpq in this approximation and Wpq(θ) + f
′2
1 /2d = const. But Wpq(θ), in
general, does not have period Θpq, so the latter equation cannot be satisfied. The correct
conditions would be
f1(θ) − f1(θ −Θpq) = const, (2.21)
f2(θ) − f2(θ −Θpq) = Wpq(θ) + f ′21 /2d− Em (2.22)
where Em is the constant to be determined. The first equation makes f
′
1 Θpq-periodic. The
second equation defines f2 to compensate for the lack of periodicity in Wpq(θ). Thus it is
essential to include f2 in the wavefunction when Wpq does not have period Θpq.
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Define a q-average of Wpq
V¯q(θ) =
1
q
q∑
r=1
Wpq(θ + rΘpq). (2.23)
V¯q(θ) has a period Θ1q = 2π/q. (This follows from the Θpq-periodicity and the existence of
an integer s such that sΘpq = 2πN + Θ1q.) Performing the q-average on Eq. (2.22) we can
determine
f ′1(θ) = ±
√
2d
[
Em − V¯q(θ)
]
. (2.24)
Thus f ′1 also has a period 2π/q. This leaves us with equation
f2(θ)− f2(θ −Θpq) =Wpq(θ)− V¯q(θ) ≡ Vpq(θ) (2.25)
that determines f2 up to a Θ1q-periodic (or q-periodic) function, which appears in the next
order of the perturbation theory. This equation has an explicit solution
f˜2(θ) ≡ f2 − f¯2q = −1
q
q−1∑
r=1
rVpq(θ − rΘpq) (2.26)
where f¯2q is a q-average. In the future we will, as a rule, leave out the tilde. If the perturbation
is expanded in the Fourier series Wpq(θ) =
∑
l W˜le
ilθ then V¯q(θ) =
∑
l W˜qle
iqlθ and f˜2(θ) =∑′
l
(
1− e−ilΘpq)−1 W˜leilθ. The prime indicates that integers l divisible by q are not included
in the sum.
Apart from function f2 the wavefunction ψ(θ) is of WKB form for the potential V¯q(θ) :
ψm(θ) =
[
Em − V¯q(θ)
]−1/4
e
ilpqθ±ik
√
ǫ
∫
dθ
√
2d[Em−V¯q(θ)]+ikǫf2(θ). (2.27)
It is shown in Sec. 2.5.1 that ψ(θ) has a standard WKB prefactor (f ′1)
−1/2
in the lowest order
(which has been added now by hand). This form is not valid near the turning points and is not
convenient in the classically forbidden region. Hence it would be helpful to have a differential
equation, similar to Eq. (2.10). Let
ψ(θ) = eilpqθ+ikb
2f2(θ)ψˆ(θ). (2.28)
Then the new function satisfies the equation ψˆ = Tˆ ψˆ where the T -operator
Tˆ (θ, θ′) ≃
√
kd
2πi
ei[S0(Θpq)−
kd
2 δθ
′2−π]eikb
2[Wpq(θ)+f2(θ−Θpq)−f2(θ)]. (2.29)
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The second exponential is exp
[
ikb2V¯q(θ)
]
. So, if kǫ
∣∣Em − V¯q(θ)∣∣ ≪ 1 we can repeat the
argument in the previous section and derive a differential equation
ψˆ′′ + 2dk2ǫ
[
Em − V¯q(θ)
]
ψˆ = 0. (2.30)
This equation is valid either when kǫ ≪ 1 or near the turning points. If kǫ ∼ 1 and θ is far
from the turning points ψˆ can be shown to satisfy this equation approximately by the direct
substitution of the WKB form (2.27). Thus the first order wavefunction ψˆ can always be
determined from Eq. (2.30). An example of an eigenfunction for the (1, 3) resonance is shown
in Fig. 2.7. Figure 2.8 depicts a two-dimensional wavefunction for the (1, 4) resonance.
2.2.4 Quantization conditions
The eigenenergies Em are found after imposing the periodicity condition ψm(θ+2π) = ψm(θ).
For ψˆ(θ) it translates to
ψˆ(θ + 2π) = e−i2πδψˆ(θ) (2.31)
where δ is the fractional part of lpq 6= 0. (For negative lpq we define [lpq] as the closest integer
from above and δ = lpq− [lpq] < 0.) If ψ(θ) has a WKB form we may again distinguish between
the rotational [Em > max V¯q(θ)] and librational [Em < max V¯q(θ)] cases. In the former case
the condition is
kb
∫ 2π
0
dθ
√
2d
[
Em − V¯q(θ)
]
= 2π(m∓ δ) (2.32)
where δ is the fractional part of lpq. The double sign reflects the two possibilities in Eq. (2.24).
In the librational case, if the tunneling between the wells can be neglected,
kb
∫ θm+
θm−
dθ
√
2d
[
Em − V¯q(θ)
]
= π
(
m+
1
2
)
. (2.33)
The wavefunction ψˆ within a well is given by Eq. (2.17) up to a phase. Assuming V¯q(θ) has q
wells, the phase shift between the wells ψˆ(θ+Θ1q)/ψˆ(θ) = exp(−iδΘ1q) [cf. Eq. (2.31)]. Note
that −δΘpq/kb is the constant in Eq. (2.21).
The second quantization condition comes from Eq. (2.20). With the help of Eqs. (2.21)
and (2.22) we find
ωm(k) ≡ kL0(Θpq)− [lpq]Θpq + kǫEm + π
2
= 2πn, lpq 6= 0. (2.34)
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Figure 2.7: Numerical and theoretical surface of section wavefunctions for the (1, 3) resonance
in the short stadium with k = 4032, ǫ = 6.79 × 10−4. The theoretical wavefunction is ψ =
cos(kbf1) sin(lθ+kb
2f2). The fast dependence on lθ is removed by locally averaging (a) ψ sin lθ
and (b) ψ cos lθ. The effective potential V¯3(θ) has a nominal period 2π/3, but there are two
symmetric wells per period for this perturbation. The angular momentum l = k cos π3 is
integer, so the function ψˆ(θ) is 2π/3-periodic (see Sec. 2.2.4). In the current example this
function is the even combination of the second excited states in each well.
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Figure 2.8: Contour plot of a numerically obtained state for the (1, 4) resonance in the short
stadium with k = 280.54, ǫ = 0.01. The parallel lines on the left indicate the length and
position of the straight segments of the boundary.
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The energy levels Enm = k
2
nm are degenerate under lpq → −lpq. This is a consequence of the
time-reversal symmetry. The real degenerate eigenstates are the even and odd combinations
of the states (2.27) with ±p. Since l is large the states with ±l do not overlap. However the
overlap with the states from other resonances can create a transition between l and −l. We
call it a resonance assisted tunneling. With this tunneling the states (2.27) are no longer the
eigenstates, while their even and odd combinations are. The degeneracy between them will be
removed. We will disregard this effect.
2.2.5 Third order theory: kǫ2 ≪ 1 ∼ kǫ3/2
If kǫ3/2 & 1 one has to keep terms to order kb3 in the ansatz (2.18) and T -operator. The
additional terms in the phase of Eq. (2.19) are
k
[
−1
6
L′′′0 (Θpq)δθ
′3 + b2
∂L2(θ, θ −Θpq)
∂θ′
δθ′
+
b
2
f ′′1 (θ −Θpq)δθ′2 + b2f ′2(θ −Θpq)δθ′ + b3f3(θ −Θpq)
]
. (2.35)
Although the stationary point δθ′st = bf
′
1(θ−Θpq)/d receives a b2-order correction, it does not
enter explicitly in the result. The above terms should be evaluated at δθ′st and included in the
phase of Eq. (2.20). The balance of the kb3-terms yields
f3(θ)− f3(θ −Θpq) = −L
′′′
0 (Θpq)f
′3
1
6d3
+
f ′1 [f
′
2 + ∂L2/∂θ
′]
d
+
f ′21 f
′′
1
2d2
+ c (2.36)
where f ′i , f
′′
i , ∂L2/∂θ
′ are evaluated at θ′ = θ − Θpq and c = const. Taking the q-average of
both sides, we have an equation determining f¯2q, the q-periodic part of f2,
f¯ ′2q =
L′′′0 (Θpq)f
′2
1
6d2
− cd
f ′1
+
L′0(Θpq)
L0(Θpq)
V¯q (2.37)
where we used Eq. (2.5). This expression must have a vanishing angular average, since f¯ ′2q is
the derivative of a periodic function, which determines c. Now f3 can be found from Eq. (2.36)
up to a q-periodic function which is determined in the next order of the perturbation theory.
Note that if f1 is double-valued, so is f3.
2.2.6 Non-resonant case
The non-resonant tori that are not affected by the nearby resonances do not change their
topology. They get perturbed proportionally to ǫ. Unlike the resonant case,
√
ǫ does not enter
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the classical picture. As a consequence (see Sec. 2.3.1), the odd powers of b drop out of the
expansion (2.18). The unperturbed state has an integer angular momentum l, and after one
mapping the angle changes by a non-resonant amount θ − θ′ = Θl ≡ 2 (sgn l) cos−1 |l/k| .
We start with an ansatz ψ(θ) = exp [ilθ + ikǫf2(θ)] and proceed as in the resonant case.
Similar to Eq. (2.20) we find
eikǫf2(θ) = eikL0(Θl)−ilΘl+i
pi
2 +ikǫ[f2(θ−Θl)+Wl(θ)] (2.38)
where Wl(θ) = L2(θ, θ −Θl). If we require
f2(θ) − f2(θ −Θl) =Wl(θ) (2.39)
we find the quantization condition
kL0(Θl)− lΘl = 2π
(
n− 1
4
)
. (2.40)
Thus, at this order of the calculation, there is no shift in energy levels. (Note that the above
expression is the Debye approximation to the roots of Bessel’s function Jl(k) for large k and
fixed l/k.) Expanding the perturbation in the Fourier series Wl(θ) =
∑
r W˜re
irθ we find
f2(θ) =
∑
r 6=0
W˜re
irθ
1− e−irΘl . (2.41)
Note that W˜r=0 = 0 since, by definition, the perturbation has a vanishing angular average.
Equation (2.41) would not be valid in a resonant case, when some denominators vanish, or
if Θl is close to a rational Θpq. The same is true if W˜r does not drop off with r sufficiently
fast, since exp (−irΘl) can be arbitrary close to 1 for some r. This is related to the problem
of small denominators in classical mechanics [74, 52]. If the series does not converge, the
resonant solution is needed. Figure 2.9 illustrates the wavefunction associated with the GM
torus.
2.3 Comments and discussion
2.3.1 Classical interpretation
In Sec. 1.3 we discussed the relation between the T -operator and the surface of section map.
The map (l′, θ′) 7−→ (l, θ) is given by the equations l′ = −∂S(θ, θ′)/∂θ′ and l = ∂S(θ, θ′)/∂θ.
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Figure 2.9: Numerical and theoretical surface of section wavefunctions for the non-resonant
state on the golden mean torus. The system is a smoothed stadium with ǫ = 10−4, η = 2×10−2.
For this torus Θl = π(
√
5 − 1). The factor eilθ has been removed and the real part of the
wavefunction is shown.
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We have shown that if a curve l′(θ′) is mapped into l(θ) then the T -operator maps the wave-
function ψ′(θ′) ∼ ei
∫
l′(θ′)dθ′ into ψ(θ) = Tψ′(θ) ∼ ei
∫
l(θ)dθ. The eigenstates of Bogomolny’s
equation ψ = Tψ are invariant under the map. Hence the curve l = linv(θ) associated with
an eigenstate is mapped on itself. We call this curve an invariant loop. Comparing with Eq.
(2.18) we conclude that our method gives a perturbation expansion for this loop
linv(θ) = l0 + k
[
bf ′1(θ) + b
2f ′2(θ) + · · ·
]
(2.42)
and similar in the non-resonant case. Of course, this expansion can be derived by purely
classical methods (see also Sec. 2.5.3). If we neglect terms of order kb3 and higher,
l˜inv = l0 ± kb
√
2d
[
Em − V¯q(θ)
]
+ kb2f ′2(θ) (2.43)
will be an approximation to the invariant loop. Under the Poincare´ map it will be transformed
into a new loop l1. The area enclosed between the curves l˜inv and l1 will be proportional to
kǫ3/2.. If this area is smaller than 2π~, i.e. kǫ3/2. ≪ 1, this approximation is good for the
purposes of quantum mechanics. This is true even if no classical invariant loop exists.
Clearly, linv(θ) is an intersection of an (approximate) invariant torus with the PSS. If we
start with a point (l, θ) and propagate it under the surface of section map its images will lie on
an invariant loop going through this point. Fig. 2.1 shows some of the invariant loops. There
are no invariant loops in a stochastic region near the separatrix, but if its typical area is less
than 2π~, the separatrix will be an invariant curve for a semiclassical wavepacket. The same
is true for the secondary resonances.
The three terms in Eq. (2.43) play different roles. l0 specifies the unperturbed torus. If this
torus is close to a resonance a perturbation will transform its neighborhood into a resonant
chain. The resonant islands have a size
√
ǫ and are described by the q-periodic function
f ′1 ∝ ±
√
Em − V¯q(θ). The orbits are labeled byEm, which is therefore an approximate constant
of the classical motion. (Em = max V¯q for a separatrix.) The islands, in general, do not lie
along a horizontal line. Instead, they form a wave of size ǫ. This wave is given by the function
f ′2, more precisely, by the non-q-periodic part f˜
′
2 determined in the second order perturbation
theory. The q-average f¯ ′2q distorts the shape of the islands but does not shift them with respect
to each other. In principle, higher order corrections can be found. In the non-resonant case
f ′1 = 0, and f
′
2 describes the distortion of the torus, which is of order ǫ. In the special case of
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Figure 2.10: Exact and approximate invariant loops near the (a),(b) (1, 4) and (c) (1, 28) reso-
nances in the smoothed stadium. The exact loops (thick line) are obtained by the propagation
of the classical map. The approximate loops (thin line) are linv(θ) that includes terms to order
b3 in (a) and b2 in (b),(c). The parameters are ǫ = 0.05, η = 0.7 in (a),(b), and ǫ = 0.01,
η = 0.19 in (c).
(1, 2) resonance the islands are not shifted by symmetry, so f ′2 = 0.
We calculated the invariant loops for the smoothed stadium from Eq. (2.43). For the
(1, 2) resonance they are shown as discrete symbols in Fig. 2.2 (b). The orbits follow these
curves closely and the deviation must be due to the higher order corrections. We can also
formally calculate the loops for the short stadium [Fig. 2.2 (a)] although the orbits stay close
to the loops only for a short time. Moreover, the expansion (2.42) breaks down in the higher
orders, because V¯q(θ) has a singular second derivative. Nevertheless, there are quantum states
localized near these loops [Fig. 2.2 (c)]. Fig. 2.10 compares linv(θ) with the orbits near the
(1, 4) and (1, 28) resonances in the smoothed stadium. Figure 2.11 shows the same for the
non-resonant GM torus.
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Figure 2.11: Exact and approximate golden mean torus for the smoothed stadium (parameters
as in Fig. 2.9). The numerical classical map (dots, 20,000 iterations) is approximated by
cos 12Θl + ǫf
′
2(θ) (solid line). The inset enlarges a portion of the figure to demonstrate the
degree of precision of the approximation. Presumably, this is the last torus to disappear as η
is decreased.
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2.3.2 Resonant or non-resonant?
When q becomes large the resonant islands become small (e.g. resonance (15, 32) in Fig. 2.1).
When the area of the islands becomes smaller then 2π~ the resonant structure is disregarded
by the quantum state. Thus, on the bigger scale, the (p, q)-chain with large q looks similar
to a perturbed non-resonant torus. This agrees with the intuitive, as well as the number-
theoretical [47] notion that the irrational numbers can be approximated by rationals with
large denominators with the increasing precision.
Clearly, the resonant solution is needed if the librational state Em < max V¯q exists. This
requires [Eq. (2.33)]
V¯q >
q2
k2ǫd
. (2.44)
We assumed that the perturbation Wpq(θ), as well as V¯q, has vanishing angular average. As
q increases, V¯q, the q-average of Wpq, becomes closer to the angular average and drops off.
Another way to say it, V¯q is of order of the qth Fourier coefficient W˜q of Wpq(θ) =
∑
l W˜le
ilθ.
But W˜l decreases with l, usually exponentially for analytic perturbations or as l
−s ifWpq(θ) has
s− 2 continuous derivatives. If V¯q ≪ q2/k2ǫd then kbf ′1 ≈ ±k
√
2ǫdEm shifts the constant part
of the angular momentum so the nontrivial expansion begins with kǫf2 as in the non-resonant
case.
Condition (2.44) also means that the area of a resonant island k
√
ǫdV¯q/q > 1 as we implied
above. Note that when k
√
ǫ ≪ 1 all phase space of the system can be treated with the non-
resonant perturbation theory in agreement with our earlier estimates.
The area of all resonances in the system can be estimated as
∑
p,q k
√
ǫdV¯q <
k
√
ǫd
∑
q q
√
V¯q. So if V¯q drops off faster than q
−4 (i.e. the perturbation has three continu-
ous derivatives) the total affected area will vanish as ǫ→ 0, as in the KAM theorem [52].
The perturbation ∆R(θ) = |sin θ|−2/π introduced in Sec. 2.2.1 has a discontinuous deriva-
tive, so V¯q ∼ q−2. In this case the KAM theorem breaks down completely [24]. We expect our
leading order solution, which does not include the derivatives, to be valid. Our theory contains
the singular second derivatives of ∆R in the kǫ2-order. We assumed that kǫ2 is small. How-
ever, multiplied by an infinite V¯ ′′q it may bring finite corrections. We call them the diffraction
corrections. Figure 2.4 compares the theoretical and numerically exact wavefunctions in this
case.
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It is easy to show that if ∆R(θ) has only one Fourier harmonic, say ∆R(θ) = cos (lθ) for
some integer l, then V¯q 6= 0 only if q is a divisor of l. (See also Sec. 2.5.2.) For example, l = 1
and l = 2 are to first approximation a shifted circle and an integrable ellipse, respectively.
Thus ∆R can be transformed to a perturbation about an integrable system with perturbation
parameter ǫ2 rather than ǫ. In the case of ellipse V¯2 6= 0 is the bouncing ball state which does
not exist in a perfect circle. The states with the larger angular momentum are similar to the
states in the circle.
2.3.3 Close to a large resonance
Another important question is whether a given unperturbed torus l (resonant or non-resonant)
will be affected by a neighboring resonance lpq once the perturbation is on. This is the case
if the distance |l − lpq| < k
√
ǫdV¯q , the size of the resonance. We can estimate |l − lpq| ∼
|∂l/∂∆θ| |Θl −Θpq| where ∆θ is the change of angle after one mapping. Note that |∂l/∂∆θ| =
kd and |Θl −Θpq| > q−2, which is a generic precision when a number is approximated by the
rationals [47]. Thus if V¯q > d/ǫq
4 the torus l may be affected by a (p, q) resonance. If V¯q drops
off faster than q−4 only finite number of resonances may affect the torus.
If the torus is affected by a larger resonance, two cases are possible. If |l − lpq| is sufficiently
small, the topology of torus l will be changed, i.e. the torus will disappear and a new librational
torus will appear inside the separatrix. In this case, obviously, torus l cannot be used as a
starting point of the perturbation theory; instead, the expansion should be done near the
resonant torus lpq. On the other hand, if |l − lpq| is large enough, so that the topology is not
changed, torus l still exists outside the separatrix, although it may be strongly distorted. In
this case torus l may be considered either as a rotational trajectory for the resonance (p, q) or
the perturbation expansion can be done directly near the torus l. In fact, the larger |l − lpq|,
the better is the expansion near l and the worse is the expansion near lpq. Note that l can be
another resonance (p′, q′) with q′ ≫ q. Consider, for example, the resonance (15, 32) in Fig.
2.1. It is a secondary resonance for the large (1, 2) resonance. The perturbation expansion
near the (1, 2) resonance yields only f2 part of the (15, 32) resonance, i.e. it cannot describe
the loops. However, for small ǫ the loops are small and will not be reflected in the quantum
state anyway.
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Suppose l is a non-resonant torus. The above discussion suggests that if l lies outside of
the separatrix of a large resonance lpq, we should be able to describe this torus by both the
non-resonant perturbation theory for torus l and the resonant perturbation theory for torus lpq
to some approximation. For a rotational state far enough from the resonance we can assume∣∣V¯q∣∣≪ Em and expand bf ′1 ≃ ±√2ǫdEm (1− V¯q/2Em) . We are going to show that
lpq ± k
√
2ǫdEm
(
1− V¯q/2Em
)
+ kb2f ′2 = l+ kb
2f ′2l (2.45)
where f ′2l is a non-resonant function. The constant part of f
′
1 shifts the unperturbed angular
momentum, so lpq ± k
√
2ǫdEm ≡ lpq + δl ≃ l. According to Eq. (2.41)
f ′2l(θ) =
∑
r 6=0
ir
L0 (Θl)
(
1 + e−irΘl
)
∆R˜re
irθ
2 (1− e−irΘl) (2.46)
where ∆R˜r is a Fourier component of ∆R(θ). We can expand Eq. (2.46) in δΘ = Θl−Θpq ∝
√
ǫ.
The denominator becomes small when r is a multiple of q. We separate those terms. Then
f ′2l(θ) ≈ f˜ ′2(θ) +
∑
r
L0 (Θpq) + L
′
0δΘ
δΘ
∆R˜rqe
irqθ (2.47)
where f˜ ′2(θ) is the part of f
′
2 that vanishes under the q-average. The sum is
(
δΘ−1 + L
′
0/L0
)
V¯q.
With δΘ−1 = −kd/δl+ L′′′0 /2L′′0 +O (δl) the leading term is ∓V¯q
√
d/2ǫEm, which takes care
of the respective term in Eq. (2.45), when multiplied by kb2. The next order terms give f¯ ′2q,
the q-average of f ′2, since, according to Eq. (2.37),
f¯ ′2q =
[
L′0(Θpq)
L0(Θpq)
+
L′′′0 (Θpq)
2L′′0(Θpq)
]
V¯q. (2.48)
We thus confirmed that a rotational torus near a large resonance can be chosen as a starting
point for the perturbation series in the semiclassical approximation.
2.3.4 Localization in angular momentum
As we explained in Sec. 2.3.1, the derivative of the phase of the eigenfunction ψ(θ) approximates
the invariant loop linv(θ) in the PSS phase space [see Eq. (2.42)]. This suggests that the angular
momentum spectrum of a given eigenstate is concentrated within the range of l covered by its
invariant loop. Formally, we define the wavefunction in the angular momentum representation
as
ψl =
∫
dθ
[
Em − V¯q(θ)
]−1/4
ei
∫ θ dθ′linv(θ′)−lθ. (2.49)
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If k
√
ǫ is large, the SΦ can be employed. The stationary phase condition can be satisfied
if linv(θ) = l for some θ. In particular, for a librational state near the (1, 2) resonance the
spectrum range is 0 ≤ |l| < k√ǫ
√
max (Em − V ). It has much overlap with zero angular
momentum. In a higher resonance the range is centered near the resonant angular momentum
lpq and spreads by k
√
ǫ
√
2dmax
(
Em − V¯q
)
in both directions. In a non-resonant state the
spectrum is highly localized near the unperturbed angular momentum, the spread being of
order kǫ. The numerical examples are shown in Fig. 2.4.
Outside of the range of linv(θ), the angular momentum components |ψl|2 decay exponen-
tially for smooth V¯q(θ). In this case the range of linv(θ) defines the localization length. In the
stadium case ∆R(θ) ∼ |sin θ| (Sec. 2.2.1), on the other hand, they decay as a power law, that
makes it necessary to define the localization length more precisely [25].
Note that ψl can be calculated by diagonalization of T -operator in the angular momentum
representation. Consider the matrix elements Tll′ = (2π)
−1 ∫ dθdθ′T (θ, θ′)ei(l′θ′−lθ). The
stationary phase conditions require l = ∂S/∂θ and l′ = −∂S/∂θ′ where the action S(θ, θ′) is
given by Eq. (2.3). It follows that for |l − l′| > kǫ the matrix elements are small, i.e. Tll′ is a
band diagonal matrix.
2.3.5 Numerical computations
To verify our theory we conducted several numerical checks. Essentially, we compared the
wavefunctions and energy levels obtained in Sec. 2.2 (“theoretical” solution) with the numerical
solution of Bogomolny’s equation ψ = Tψ, which we presume to be semiclassically exact. The
problem can be separated into two parts. First we solve a more general equation
eiωm(k)ψ = T (k)ψ (2.50)
assuming k continuous (it follows from the semiclassical unitarity of T ). Then we can find
the allowed k’s from the quantization condition ωm(k) = 2πn. Unless we are interested in the
energy quantization, we may consider only the general eigenvalue problem (2.50) with fixed k.
This is done in some numerical examples to study the approximation of the wavefunctions.
Equation (2.50) can be solved both theoretically and numerically. The theory of Sec. 2.2
remains unchanged but one should not equate ωm(k) to 2πn in Eq. (2.34). To solve the
equation numerically [31] we choose an ansatz ψ(θ) and evaluate a discrete function F (n) =
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(T nψ) (θ0) at some θ = θ0. We then find its Fourier image F¯ (ω) , which consists of the peaks
near the eigenphases ωm(k) (see below). We choose ωm of the highest peak. The eigenstate
ψm(θ) =
〈(
e−iωmT
)n
ψ(θ)
〉
n→∞ is the average over n.
To justify this method expand the ansatz ψ(θ) =
∑
m cmψm(θ) in the eigenstates of the T -
operator. Then F (n) ≈∑m cmeiωmnψm(θ0). The Fourier transform F¯ (ω) =∑n F (n)e−iωn ≈
(2π)−1
∑
m cmδ (ω − ωm)ψm(θ0) has peaks at the eigennumbers ωm. If the ansatz is close to
some eigenstate ψm0(θ), the respective peak will have the largest weight (for a generic θ0).
In the combination
(
e−iωm0T
)n
ψ(θ) = cm0ψm0(θ) +
∑′
m cme
i(ωm−ωm0)nψm(θ) the sum over
m 6= m0 disappears after the n-average is taken.
Figure 2.4 compares the theoretical (“WKB”) and numerical wavefunctions for the short
stadium (Sec. 2.2.1). The librational and rotational states near the (1, 2) resonance are shown.
The considerable difference in the bound state is due to the simplistic WKB solution of Eq.
(2.10) with the condition that ψ(θ) vanishes at the turning point. This one-dimensional equa-
tion can be solved, of course, numerically, but even the simple approach renders the main
features of the state. Figure 2.2 (c) contains the Husimi plots of the numerical wavefunctions.
In addition to the librational and rotational states, we show the state near the separatrix. This
state has Em just greater than the maximum V (θ), which means that the wavefunction has an
excessive weight near an unstable periodic orbit (due to the WKB prefactor). This explains
the observed “scars” of unstable orbits [42]. Note that scars do not appear in the previously
developed perturbation theories that quantize the neighborhood of a stable orbit (minimum
V ). It is necessary to know the potential V near its maximum, not minimum. Figure 2.7
shows the wavefunctions for the (1, 3) resonance. In this case we remove the fast dependence
on lθ by local averaging. The wavefunctions for the non-resonant GM torus in a smoothed
stadium are shown in Fig. 2.9. The examples of the two-dimensional wave-functions are given
in Figs. 2.5, 2.6, and 2.8.
The numerical and theoretical eigenphases modulo 2π, as defined by Eq. (2.50), are com-
pared in Table 2.1. We consider the states with different m, but all belonging to the lowest
(1, 2) resonance in the short stadium billiard. The wavenumber k is fixed. One can see that the
errors in ωtheor are small compared with the average spacing, ωm+1−ωm, within the resonance.
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The spacing is of order [cf. Eqs. (2.9) and (2.34)]
kǫ (Em+1 − Em) ≃
√
ǫ. (2.51)
The energy levels (knm)
2
are given by the condition ωm(k) = 2πn. Table 2.2 shows numer-
ical and theoretical wavenumbers for fixed m. The error is much smaller then the differences
kn+1,m − kn,m ≃ π and kn,m+1 − kn,m ≃
√
ǫ (2.52)
given by Eq. (2.11). Note, however, that our theory gives the energy levels grouped by the
resonances they belong to. In this example we have found the levels close to the lowest
resonance. There are levels coming from other resonances (i.e the states with higher angular
momentum) in the same energy range. The mean spacing of all levels in the billiard in terms
of k is 2/k, which is of the order of the errors committed. Nevertheless, the results are still
useful since the interaction between the states belonging to different resonances is small.
2.3.6 Possible experiments
A number of experimental techniques could, in principle, be used to verify the theoretical
results (see also Sec. 4.3). For example, using a scanning tunnel microscope (STM) individual
iron atoms can be positioned on a copper surface to form a boundary of a two-dimensional
domain called a quantum corral [27]. The two-dimensional electron gas on the surface will be
partially confined within the corral, and the spatial images of the electron density standing
waves can be produced with STM [43].
Another possible system would be a shallow container of liquid which is vibrated to produce
standing surface waves [48, 1]. The dissipation may limit the selection of eigenstates that can
be observed.
It is also feasible to utilize the analogy between a wavefunction and an electromagnetic
wave in a resonator. Both the wavefunction in a billiard and the electric field in a cavity
satisfy the Helmholtz equation with the Dirichlet conditions. A technique was developed [35]
that allows to measure the spatial distribution of the magnitude of electric field in a microwave
cavity.
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m Em + 4/π ωnum ωtheor
1 0.2083 5.6199 5.6310
3 0.4321 5.7701 5.7680
5 0.6053 5.8726 5.8741
7 0.7544 5.9661 5.9654
9 0.8878 6.0465 6.0471
11 1.0097 6.1222 6.1218
13 1.1223 6.1904 6.1908
15 1.1272 6.2553 6.2550
17 1.3254 0.0317 0.0319
19 1.4175 0.0885 0.0884
21 1.5040 0.1411 0.1413
23 1.5852 0.1912 0.1911
25 1.6614 0.2376 0.2378
27 1.7327 0.2814 0.2814
29 1.7989 0.3217 0.3220
31 1.8599 0.3592 0.3593
33 1.9152 0.3924 0.3932
35 1.9638 0.4243 0.4229
37 2.0010 0.4461 0.4458
Table 2.1: Numerical (ωnum) and theoretical (ωtheor) eigenphases modulo 2π, compared for
states with different m, but all belonging to the same low angular momentum resonance.
∆R corresponds to the stadium billiard. WKB “energy” parameter Em − Vmin is also given,
k = 1000 and ǫ = 6.1× 10−4 are fixed.
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n Em + 4/π knum ktheor
319 1.0108 998.3207 998.3213
318 1.0128 995.1784 995.1789
317 1.0148 992.0358 992.0364
316 1.0169 988.8934 988.8940
315 1.0190 985.7509 985.7515
314 1.0210 982.6085 982.6090
313 1.0231 979.4660 979.4666
312 1.0252 976.3235 976.3241
311 1.0273 973.1810 973.1816
310 1.0294 970.0387 970.0392
Table 2.2: Energies k with different quantum numbers n, but same m = 11, computed numer-
ically and found solving Eq. (2.34). ǫ as in Table 2.1.
2.4 Two-dimensional wavefunctions
Although the surface of section wavefunction ψ(θ) together with the quantization conditions
contain most information about the state, it might be occasionally necessary to reconstruct the
actual two-dimensional wavefunction Ψ (r, θ) in the billiard. The procedure is straight-forward
and involves evaluation of the integral (1.33) by the SΦ.
We start with the PSS wavefunction (or one of its branches)
ψ(θ) =
1√
f ′1 (θ)
eilpqθ+ik[bf1(θ)+b
2f2(θ)] (2.53)
where b =
√
ǫ. Without worrying about normalization, and thus leaving out constant factors,
we write the Green function (1.34)
G˜(r, θ′) =
∣∣∣∣∂2L(r, θ′)∂r⊥∂θ′
∣∣∣∣
1/2
eikL(r,θ
′) (2.54)
where L(r, θ′) is the length of a direct orbit between point θ′ on the boundary and point
r =(r, θ) inside the billiard. In the unperturbed billiard there are two such orbits of angular
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momentum lpq for any given r (Fig. 2.12). They start at the points
θ
′(0)
1,2 = θ −
Θpq
2
± cos−1
(
lpq
kr
)
(2.55)
on the boundary. These points will satisfy the lowest order stationary phase condition in
the integral
∫
dθ′G˜(r; θ′)ψ(θ′). We therefore can expand the phase of the integrand in δθ′ =
θ′ − θ′(0)1,2 ∼ b. We keep terms up to b2. In the prefactor we keep only the lowest order. It can
be shown that at these points
∂2L
∂r⊥∂θ′
= −γ(1)
L
(0)
1,2
(2.56)
where
L
(0)
1,2 = L
(0)
(
r, θ
′(0)
1,2
)
= γ(1)∓ γ(r) (2.57)
is the length of the orbits for an unperturbed circle and
γ(r) =
√
r2 − (lpq/k)2. (2.58)
Integrating over δθ′ near the two stationary points we find the two-dimensional wavefunction
(up to a constant factor)
Ψ (r) =
∑
1,2
ψ
(
θ
′(0)
1,2
)
√
kγ(r)
e
ikL
(0)
1,2+ikb
2
[
γ(1)∆R
(
θ
′(0)
1,2
)
∓
f′21 (θ
′(0)
1,2 )L
(0)
1,2
2γ(1)γ(r)
]
±ipi4
, r >
lpq
k
, (2.59)
Ψ (r) ≈ 0, r < lpq
k
. (2.60)
Note that the theory breaks down when r → (lpq/k) . This is easy to understand in the case
of a perfect circle. Indeed, r = l/k is a caustic for the trajectories with angular momentum l.
The semiclassical approximation normally fails near caustics. There are no classical trajectories
in the region r < l/k, which means that the wavefunction should be exponentially small there.
This is the case for the Bessel function Jl(kr) for r < l/k and l≫ 1 [41].
The explicit form of wavefunction (2.59) is rather cumbersome in the general case. It
simplifies significantly for the l = 0 resonance. In this case θ
′(0)
1 = θ and θ
′(0)
2 = θ − π and the
wavefunction becomes
Ψ (r) =
cosΓ√
kr
exp ikbf1 (θ)√
f ′1 (θ)
, (2.61)
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r(  ,   )θ
θ’2
(0)
θ’(0)1
/2pqΘ
Figure 2.12: Two orbits with angular momentum lpq = (sgn)k cos(Θpq/2) in the circular
billiard arriving at point (r, θ) from points θ
′(0)
1,2 on the boundary.
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Γ ≡ kr + kb2
[
f ′21
2r
− ∆R (θ)−∆R (θ − π)
2
]
− π
(
m
2
+
1
4
)
. (2.62)
We assumed that ωm = πm in Eq. (2.11) and dropped all constant factors. The non-π-periodic
correction to the phase kb2f˜2 (θ) = 0 for the lowest resonance and the π-periodic kb
2f¯2 (θ) can
be included in the phase, if needed. Note that the first factor in Eq. (2.61) is the Debye
expansion [41] for a linear combination of Bessel’s functions α (θ)Jl (kr) + β (θ)Nl (kr) with
l ≡ kbf ′1 when
kr≫ l ≫ 1. (2.63)
This relation will reemerge in Sec. 5.4 where we solve the same problem by the Born-Oppen-
heimer approximation. Equation (2.63) sets the limits of our theory, as well. Indeed, if r is
close to the center of the billiard, the stationary phase trajectory connecting this point with
the boundary is not well-defined.
It is instructive to show that the two-dimensional wavefunction (2.59) satisfies Dirichlet’s
conditions on the boundary. When we substitute r = 1 + b2∆R (θ) , we find
θ
′(0)
1
∼= θ + b
2∆R (θ)
γ(1)
lpq
k
, θ
′(0)
2
∼= θ −Θpq − b
2∆R (θ)
γ(1)
lpq
k
, (2.64)
γ(r) ∼= γ(1) + b
2∆R (θ)
γ(1)
, (2.65)
L
(0)
1
∼= −b
2∆R (θ)
γ(1)
, L
(0)
2
∼= 2γ(1) + b
2∆R (θ)
γ(1)
. (2.66)
We use these expressions in Eq. (2.59) keeping terms up to order b2 in the phase and the lowest
order in the prefactor. Note that the wavefunction Ψ (r) ∝ cos [(φ1 − φ2) /2] , where φi are
the phases of the two terms in Eq. (2.59). Using Eqs. (2.21),2 (2.22), and (2.34) one can show
that the cosine argument is π/2− πn, completing the proof.
The examples of the two-dimensional wavefunctions in the short stadium are shown in Figs.
2.5, 2.6, and 2.8.
2.5 Additional remarks
2The constant in this equation is −δΘpq/kb, where δ is the fractional part of lpq, as explained in Sec. 2.2.4
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2.5.1 The prefactor
It was noted in Sec. 2.2.3 that the PSS wavefunction ψ(θ) has a standard WKB prefactor
[f ′1 (θ)]
−1/2
if kǫ
∣∣Em − V¯q(θ)∣∣≪ 1. Now we lift this restriction. We solve Bogomolny’s equation
ψ(θ) =
∫
dθ′T (θ, θ′)ψ(θ′) (2.67)
with the ansatz in general form
ψ(θ) = exp
[
ilpqθ + ik
∞∑
n=1
bnfn(θ)
]
(2.68)
where b =
√
ǫ. We will be interested in the imaginary part of the phase. To evaluate the
integral (2.67) by SΦ we expand the phase of the integrand in δθ′ = θ′ − θ +Θpq. This phase
is
φ (θ, θ′) = kL0 (θ, θ′) + lpqθ + k
∞∑
n=1
bnFn (θ, θ
′) (2.69)
where Fn (θ, θ
′) = Ln (θ, θ′) + fn(θ). Here Ln (θ, θ′) is the term in the expansion of the chord
length in Eq. (2.3), L (θ, θ′) =
∑∞
n=0 b
nLn (θ, θ
′) , Ln = 0 for odd n.
The integral (2.67) is equal to
[
1 +
( ∞∑
n=1
bnF ′′n /L
′′
0
)]−1/2
exp i
[
φ (θ, θ −Θpq)− k (
∑∞
n=1 b
nF ′n)
2
L′′0 +
∑∞
n=1 b
nF ′′n
+
π
2
]
(2.70)
where all functions are evaluated at θ′ = θ+Θpq and all the derivatives are with respect to θ′.
The prefactor can be moved to the exponent by the transformation
[
1 +
( ∞∑
n=1
bnF ′′n /L
′′
0
)]−1/2
= exp
[
− bf
′′
1
2L′′0
]
+ O
(
b2
)
. (2.71)
It adds the imaginary component to the phase in Eq. (2.70). This phase should be equal to
the phase in the l.h.s. of Eq. (2.67). The imaginary part of the resulting equation is
Im
{
k
∞∑
n=1
bn [fn(θ)− fn(θ −Θpq)] + k (
∑∞
n=1 b
nF ′n)
2
L′′0 +
∑∞
n=1 b
nF ′′n
}
=
bf ′′1
2L′′0
+O
(
b2
)
. (2.72)
We need to keep terms only to the order b. Suppose we can choose n0 such that kb
n0+1 ∼ b.
Let us make a self-consistent assumption that there is no variable imaginary part in fn(θ) for
n < n0. Collecting terms of order kb
n0+1 we can write
Im
[
fn0+1(θ)− fn0+1(θ −Θpq) +
f ′1f
′
n0
L′′0
]
=
f ′′1
2kbn0L′′0
. (2.73)
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After the q-average we obtain the equation
kbn0Imf¯ ′n0 =
f ′′1
2f ′1
=
(
ln
√
f ′1
)′
(2.74)
which means that the prefactor in function ψ(θ) is e− ln
√
f ′1+O(b
2) = 1/
√
f ′1 + O
(
b2
)
. Note
that Imfn0 is q-periodic since, according to Eq. (2.72), Im [fn0(θ)− fn0(θ −Θpq)] = 0.
2.5.2 Fourier expanded perturbation
Consider a system described by the perturbed Hamiltonian (2.1). Suppose the perturbation
is expanded in Fourier series
H2 (I, θ) =
∑
m
Hm (I) e
im·θ. (2.75)
It is known in the classical perturbation theory [74] that each Fourier component produces a
resonance when I satisfies the equation
ω(I) ·m = 0 (2.76)
where ω(I) = ∂H0 (I) /∂I are the unperturbed frequencies. Below we show that the semiclas-
sical theory agrees with this condition.
Suppose the perturbation consists of one component Hm (I) e
i(m1θ1+m2θ2). We choose the
surface of section θ2 = 0, as in Sec. 2.1. We show that the effective potential for the (p, q)
resonance V¯q (θ1) = 0 unless ω1/ω2 = p/q = −m2/m1. The perturbed action S2 (θ, θ′;E) =
− ∫ H2dt, where the integral is taken over the unperturbed trajectory between two consecutive
crossings of the PSS at θ1 = θ
′ and θ1 = θ. With the substitution θ1 = θ′ + ω1t and θ2 = ω2t
we find
S2 (θ, θ
′;E) = −Hme
im1θ
′
ω2
∫ 2π
0
exp
[
i
(
m1
ω1
ω2
+m2
)
θ2
]
dθ2. (2.77)
Note that Hm (I) and ωi (I) depend on θ − θ′ and E. The effective potential
V¯q(θ) = 〈S2 (θ, θ −Θpq;E)〉q ∝
q−1∑
r=0
e2πim1rp/q = 0 (2.78)
unless m1p/q ≡ l is integer. But in this case
∫ 2π
0 exp
[
i
(
m1
ω1
ω2
+m2
)
θ2
]
dθ2 = 0, except
when l = −m2, i.e. ω ·m = 0. In the latter case V¯q(θ) = − 2πω2Hmeim1θ. Note that the current
definition of V¯q(θ) differs from one in Sec. 2.2.3 by a factor of k.
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2.5.3 Direct quantization of classical perturbation theory
In Sec. 2.3.1 we have mentioned that some results of the classical perturbation theory follow
from our semiclassical theory. In fact, the connection between the two theories is even closer.
In this section we are going to show how one could develop the semiclassical theory in the
action-angle variables solely on the grounds of the classical resonant perturbation theory,
without employing the T -operator formalism.
First order theory
We begin with the classical Hamiltonian (2.1) keeping terms to order ǫ. We will quantize
the orbits near the (p, q) resonance, for which the ratio of unperturbed frequencies ω1/ω2 =
p/q. Following the recipe [52], we make a canonical transformation to the rotating frame
(I, θ)→ (Iˆ, θˆ) defined by the equations
I1 = qIˆ1, I2 = Iˆ2 − pIˆ1, (2.79)
θˆ1 = qθ1 − pθ2, θˆ2 = θ2. (2.80)
The new Hamiltonian is Hˆ(Iˆ, θˆ) = H
(
I(Iˆ), θ(θˆ)
)
. Like the original Hamiltonian, it can be
expanded in the perturbation series
Hˆ(Iˆ, θˆ) = Hˆ0(Iˆ) + ǫHˆ2(Iˆ, θˆ). (2.81)
The new variable θˆ1 is “slow”, i.e.
˙ˆ
θ1 ≃ qω1−pω2 ≪ ˙ˆθ2. It describes the slow deviation from
the resonance. Under this condition one can make an infinitesimal canonical transformation
(Iˆ, θˆ)→ (I, θ) = (Iˆ, θˆ) +O (ǫ) that would eliminate the θˆ2-dependence from the Hamiltonian.
The transformed Hamiltonian has the form
H¯(Iˆ1, θˆ1; Iˆ2) = Hˆ0(Iˆ) + ǫH¯2(Iˆ1, θˆ1; Iˆ2) (2.82)
where the perturbed part is simply the average of Hˆ2 over θˆ2,
H¯2(Iˆ1, θˆ1; Iˆ2) =
1
2πq
∫ 2πq
0
Hˆ2(Iˆ, θˆ)dθˆ2. (2.83)
(When θˆ1 is fixed, the period of Hˆ2 in variable θˆ2 is 2πq.) At this stage we neglect the difference
between the “hatted” and “barred” variables.
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Now the problem becomes essentially one-dimensional. Iˆ2 = Iˆ20 = const is an integral of
motion. We define Iˆ10 by the resonance condition
∂Hˆ0
∂Iˆ1
∣∣∣∣∣
Iˆ1=Iˆ10
= 0. (2.84)
(The meaning of this definition will become clear later, when we transform back to the original
variables.) The energy conservation H¯ = E requires
Hˆ ′′0
2
(∆Iˆ1)
2 + ǫH¯2(Iˆ0, θˆ1) = E − E0. (2.85)
Here ∆Iˆ1 = Iˆ1−Iˆ10, E0 = Hˆ0(Iˆ0), and Hˆ ′′0 = (∂2Hˆ0/∂Iˆ21 )Iˆ=Iˆ0 . Remarkably, Eq. (2.85) is similar
to the energy conservation law for a one-dimensional particle of mass Hˆ ′′0 with momentum
∆Iˆ1 moving in a potential ǫH¯2(Iˆ0, θˆ1). We will quantize it by changing the variables to the
appropriate operators, but first we will express the constant parameters in terms of the original
actions I0.
To begin with, note that
∂Hˆ0
∂Iˆ1
= qω1 (I)− pω2 (I) (2.86)
so that condition (2.84) means that Iˆ0 is a resonant torus. To calculate the second derivative,
it is convenient to express (∂/∂Iˆ1)Iˆ2 in terms of (∂/∂I1)E . Using the notation from Sec. 1.7,
I2 = gE (I1) and α (I) = ω1 (I) /ω2 (I) = −g′E (I1) , we can write
1
q
(
∂
∂Iˆ1
)
Iˆ2
=
(
∂
∂I1
)
I2
− α (I)
(
∂
∂I2
)
I1
=
(
∂
∂I1
)
E
. (2.87)
Then the second derivative becomes
Hˆ ′′0 = q
(
∂ω2 (qα− p)
∂I1
)
E
= −q2ω2g′′E
∣∣
I=I0
(2.88)
where we took into account that qα− p = 0 at the resonance. If the PSS is chosen at θ2 = 0,
we can express Hˆ ′′0 in terms of the unperturbed action (2.2). We have shown in Sec. 1.7 that
S′′0 (Θpq) = − (2πg′′E)−1 , therefore
Hˆ ′′0 =
q2ω2
2πS′′0 (Θpq)
. (2.89)
Now let us take care of the potential term in Eq. (2.85). Returning to the original variables
we write
H¯2(Iˆ0, θˆ1) =
ω2
2πq
∫ 2πq/ω2
0
H2
(
I0, θ1 =
θˆ1
q
+ ω1t, θ2 = ω2t
)
dt. (2.90)
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Note that the correction to the action between two crossings of the surface of section
S2 (θ1, θ1 −Θpq) = −
∫ 2π/ω2
0
H2dt where the integral is taken along the unperturbed orbit.
If we define the effective potential as a q-average V¯q(θ1) = 〈S2 (θ1, θ1 −Θpq)〉q , we find that
H¯2(Iˆ0, θˆ1) = −ω2
2π
V¯q(θ1 = θˆ1/q). (2.91)
Equation (2.85) can be transformed to the Schro¨dinger equation by changing ∆Iˆ1 →
−i∂/∂θˆ1. With the help of Eqs. (2.89) and (2.91), we have
1
2S′′0 (Θpq)
∂2ψˆ
∂(θˆ1/q)2
+ ǫV¯q(θˆ1/q)ψˆ = ǫEψˆ (2.92)
where
ǫE = − (2π/ω2) (E − E0) . (2.93)
It is easy to construct the complete wavefunction, which is trivial in θˆ2,
Ψ(θ1, θ2) = ψˆ
(
θˆ1
q
)
eiIˆ0·θˆ = ψˆ
(
θ1 − p
q
θ2
)
eiI0·θ. (2.94)
Setting θ2 = 0 we obtain the one-dimensional wavefunction that would also follow from the
first order perturbation theory based on the T -operator. In fact, Eq. (2.92) is similar to Eq.
(2.30) when θ1 = θˆ1/q. Thus both theories are equivalent to this order.
Quantization conditions
The quantization conditions follow from the requirement that Ψ (θ1, θ2) be 2π-periodic in both
variables up to the Maslov phases. With
ψˆ (θ + 2π) = ψˆ (θ) exp (−i2πδ) , (2.95)
where 0 ≤ δ < 1 is to be determined, we obtain two equations,
I10 = l + νl + δ, (2.96)
I20 = n+ νn − p
q
δ. (2.97)
Here l and n are integer and νl and νn are the Maslov phases. Since I10 and I20 are related
by the resonance condition (2.84), the above equations allow us to express δ, I10, and I20 in
terms of l and n. Note that l and n are not independent. Usually l, n≫ δ, so they are related
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by the resonance condition on I10 and I20. In the perturbed circle, for example, l is an integer
part of lpq.
The Schro¨dinger equation (2.92) with Eq. (2.95) as the boundary condition provides the
quantized “energy” levels Em. The total energy
E = H0 (I0)− ǫEmω2 (I0)
2π
(2.98)
is found from Eq. (2.93).
Let us compare this result with the quantization condition given by the T -operator [cf. Eq.
(2.34)],
S0 (Θpq, E)− (l + νl)Θpq + ǫEm = 2π (n+ νn) . (2.99)
Here S0 (Θpq, E) is the action for an unperturbed system with energy E between two crossings
of the PSS θ2 = 0 with the difference in θ1 equal Θpq. By inverting the function S0 one finds
the energy
E = H0 [∆θ1 = Θpq, S = (l + νl)Θpq + 2π (n+ νn)− ǫEm] . (2.100)
It can be shown that (∂H0/∂S)∆θ1 = ω2/2π. Hence expanding the above equation in ǫ we
obtain Eq. (2.98), taking into account that H0 (I0) = H0 [∆θ1 = Θpq, S = ΘpqI10 + 2πI20] .
Second order theory
To find the next order correction to the wavefunction (2.94) we need to take into account the
difference between the coordinates (Iˆ, θˆ) and
(
I, θ
)
defined above. In particular, ∆Iˆ1 in Eq.
(2.85) should be changed to
∆I1 = ∆Iˆ1 − ǫ ∂F
∂θˆ1
(2.101)
where the function F (Iˆ0, θˆ) can be determined from the equation [52]
ω2
∂F
∂θˆ2
∼= H¯2(Iˆ0, θˆ1)− Hˆ2(Iˆ0, θˆ). (2.102)
The solution of the Schro¨dinger equation will be modified by a factor exp (iǫF ) .
The two-dimensional wavefunction becomes
Ψ (θ1, θ2) = ψˆ
(
θˆ1
q
)
eiIˆ0·θˆ+iǫF(Iˆ0,θˆ). (2.103)
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Function F should satisfy Eq. (2.102) and have period 2π in θ1 and θ2. Hence the energy
quantization does not change. Explicitly,
F (θˆ1, θˆ2) =
1
ω2
∫ θˆ2
0
[
H¯2(θˆ1)− Hˆ2(θˆ1, θˆ′2)
]
dθˆ′2 + f2
(
θ1 =
θˆ1
q
)
(2.104)
where we dropped argument Iˆ0 to shorten notation. The function f2 (θ1) comes from the
T -operator theory. It is the second order term in the phase of the PSS wavefunction ψ (θ1) =
ψˆ (θ1) exp [iI10θ1 + iǫf2 (θ1)] and it should satisfy the equation
f2 (θ1 +Θpq)− f2 (θ1) = S2 (θ1 +Θpq, θ1)− V¯q(θ1)
=
1
ω2
∫ 2π
0
[
H¯2(θˆ1)− Hˆ2(θˆ1, θˆ2)
]
θˆ1=qθ1
dθˆ2. (2.105)
The 2π-periodicity in θ1 for F (θˆ) is trivial. To show that it is 2π-periodic in θ2 consider
∫ θˆ2+2π
0
Hˆ2(θˆ1 − 2πp, θˆ′2)dθˆ′2 =
∫ θˆ2+2π
0
Hˆ2(θˆ1, θˆ
′
2 − 2π)dθˆ′2
=
∫ θˆ2
0
Hˆ2(θˆ1, θˆ
′
2)dθˆ
′
2 +
∫ 0
−2π
Hˆ2(θˆ1, θˆ
′
2)dθˆ
′
2. (2.106)
Then it follows from Eq. (2.105) that F (θˆ1 − 2πp, θˆ2 + 2π) = F (θˆ1, θˆ2), which is the desired
result.
Note that F (θˆ) is defined up to an arbitrary function F1(θˆ1). This function is constant
along the unperturbed resonant trajectory. This trajectory crosses the PSS θ2 = 0 at q points
separated by angle ∆θ1 = 2π/q. Since F1(θˆ1) must be single-valued on the torus (θ1, θ2) , it
has to be 2π-periodic in θˆ1.
The above results are in agreement with the T -operator perturbation theory. To see this
set θˆ2 = 0. Then F (qθ1, 0) = f2 (θ1), defined up to a 2π/q-periodic function F1 (qθ1) .
In conclusion, we have shown that the semiclassical resonant perturbation theory can be
constructed on the basis of the classical theory without employing the T -operator. Both
theories are equivalent, at least to the second order. The theory discussed in this section
automatically gives the two-dimensional wavefunction. Unfortunately, the use of action-angle
variables is rather important. The T -operator method can be more convenient in practice,
since it is not restricted to a specific set of coordinates. Still, even here the unperturbed action
should depend on the difference of the surface of section coordinates, which, in effect, limits
the choice to the coordinates that are similar to action-angle.
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2.5.4 Perturbed spherical billiard
It is easy to generalize our theory in the case of low angular momentum resonance in a
perturbed spherical billiard. The billiard is a three-dimensional cavity with the boundary
r (θ, ϕ) = 1 + ǫ∆R (θ, ϕ) . We choose the PSS to coincide with the boundary, which is now
two-dimensional, as well as the surface of section wavefunction ψ (θ, ϕ) .
Following the method of Sec. 2.2.2 we expand the T -operator near θ′ = π − θ, ϕ′ = ϕ− π.
With the notation r = (θ, ϕ) and r′ = (θ′, ϕ′) it becomes
T (r, r′) ≃ −k sin θ
4πi
exp
[
i2k
(
1− δθ
′2
8
− δϕ
′2
8
sin2 θ
)]
[1 + ikǫV (r)] (2.107)
where the effective potential V (r) = ∆R (r) + ∆R (−r) . The wavefunction is also expanded
up to the quadratic terms. The integral
∫
T (r, r′)ψ (r′) d (δθ′) d (δϕ′) is evaluated in the SΦ
approximation. It should be equal to ψ (r) :
ei2k
{
ψ (−r) [1 + ikǫV (r)] + 1
ik
[
∂2ψ
∂θ2
+
1
sin2 θ
∂2ψ
∂ϕ2
]}
= ψ (r) . (2.108)
Substitute ψ (−r) = e−iωψ (r) where ω = 2k + kǫElm. Expanding in kǫ we obtain the differ-
ential equation
−
[
∂2ψ
∂θ2
+
1
sin2 θ
∂2ψ
∂ϕ2
]
+ k2ǫ [V (r)− Elm]ψ = 0. (2.109)
Solving this equation we find possible Elm’s. Since V (r) is symmetric the resulting wave-
functions can be made symmetric or antisymmetric. Hence the quantization condition for k
is
2k + kǫElm = 2πn+ ωlm (2.110)
where ωlm = 0 or π.
The problem of low angular momentum resonance can also be solved by the Born-Oppen-
heimer approximation (Sec. 5.4). So far we have not succeeded in treating high angular
momentum resonances.
2.6 Conclusions
In this chapter we developed the semiclassical resonant perturbation theory. The essence
of the theory is to quantize the classical motion near the resonances. The Poincare´ surface
of section method and its semiclassical analogue, Bogomolny’s T -operator, effectively reduce
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the dimensionality of the problem. The number of terms entering the perturbation series is
determined by relationship between the parameters k and ǫ. It would be impractical to use this
theory if one needs to find all states in a certain energy range. Here the states are classified by
the regions of phase space (resonances) they belong to. Each resonance is treated separately.
We have found the expressions for the PSS wavefunctions and the energy levels within any
given resonance. For two-dimensional systems the wavefunctions are the solutions of one-
dimensional Schro¨dinger equation. So, as soon as the effective potential is known, it is easy
to predict how the states will look like, before a numerical solution is obtained. The effective
potential contains information about all orbits on a perturbed torus, not just the neighborhood
of a stable orbit. This, in particular, explains scars near unstable periodic orbits.
It should be noted that the states described by our theory are not necessarily close to the
true eigenmodes of the system. The states associated with one resonance can mix appreciably
with nearly degenerate states of other resonances. Although the mixing can, in principle, be
estimated and the proper eigenmodes can be constructed, it is hard do it systematically. This
observation, however, does not completely invalidate the theory. While the approximate states
are not stationary, they may exist for a long time before leaking to other degenerate states.
Such states are called the quasimodes [3].
There are a number of other methods that deal with perturbed integrable systems. The
quantization of the Birkhoff-Gustavson normal form [15, 38, 68] can be considered complemen-
tary to the present method. Birkhoff-Gustavson is applied to the systems that are, essentially,
perturbed harmonic oscillators. Our theory works for strongly anharmonic systems, as was
remarked earlier. In addition, the Birkhoff-Gustavson method requires numerous algebraic
transformations, which in practice makes it numerical. The adiabatic methods based on the
Born-Oppenheimer approximation (BOA) will be discussed in Ch. 5. These methods are
equivalent to our perturbation theory in certain cases. The BOA is rather straightforward
and easy to understand since it is applied directly to the Schro¨dinger equation. It does not
require the surface of section and automatically produces the two-dimensional wavefunction.
Unfortunately, its application is limited to the cases where a slowly changing parameter can
be found. For example, only the low angular momentum resonance in the perturbed circle can
be studied by the BOA, while the perturbation theory does all of them.
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Chapter 3
Rectangular billiard and other systems
In the previous chapter we developed the resonant perturbation theory for a perturbed circular
billiard. Now we apply this theory to the perturbed rectangular billiard. In the second half
of the chapter we consider examples of the systems without an explicit small parameter. It
is sometimes possible to tailor the T -operator approach to these systems on the case-by-case
basis in order to study certain classes of states, like bouncing ball or whispering gallery modes.
The surface of section method can also be used for the scattering problems.
3.1 Rectangular billiard — general case
This section has mostly an auxiliary purpose. We consider a rectangular billiard with slightly
perturbed sides. A number of particular cases of this model has been studied such as the tilted
billiard, the long stadium, or the square in magnetic field. We will use the general results of
this chapter when discussing these examples. The last case is particularly interesting since the
perturbation here is the magnetic field (that breaks the time-reversal symmetry) rather than
the shape of the boundaries. A separate chapter is devoted to this example.
3.1.1 Classification of trajectories
Consider a rectangle defined by its vertices (0, 0), (X, 0), (X,Y ), and (0, Y ), where X,Y > 0.
The boundary shape, starting with the lower boundary and going clockwise, is described by
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Figure 3.1: Perturbed rectangular billiard.
the functions (Fig. 3.1)
y = ǫξ1 (x) , 0 < x < 1,
x = ǫξ2 (y) , 0 < y < 1,
y = Y − ǫξ3 (x) , 0 < x < 1,
x = X − ǫξ4 (y) , 0 < y < 1. (3.1)
In the following we assume ǫ≪ 1, while |ξi| ∼ |ξ′i| ∼ X ∼ Y ∼ 1. The averages 〈ξi〉 = 0. Note
that, by definition, ξi > 0 inside the unperturbed billiard. All the conclusions concerning the
relationship between the dimensionless wavenumber k and the perturbation parameter ǫ made
for the circle billiard remain in force. In particular, if kǫ3/2 ≪ 1, it suffices to continue the
perturbation expansion up to the second order (assuming there are no extremely large higher
derivatives of ξi).
We choose the lower boundary of the billiard as the Poincare´ surface of section (PSS).
Thus, an orbit might bounce off three other walls several times between the two consecutive
mappings. We will classify the orbits according to their topology in the unperturbed billiard.
But, first, we introduce an equivalent representation for the trajectories, using the method of
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Figure 3.2: Method of images for the rectangular billiard. (a) tanα > 2 tanβ, (b) tanβ <
tanα < 2 tanβ, where α is the angle that the orbits make with the x axis, tanβ = Y/X . The
orbits starting within the intervals defined by points xi and the vertices reflect from the same
sequences of the walls.
images. Assuming for the moment there is no perturbation, we reflect the billiard about its
upper side and attach the image to the original. Then we reflect the resulting billiard about
its right side to obtain a 2X × 2Y billiard. After that we continue this billiard periodically in
x-direction. Thus, we have an infinite strip of width 2Y (Fig. 3.2). The PSS y = 0 is identified
with y = 2Y. All orbits go from the bottom to the top.
Suppose an orbit makes angle α with the x-axis. We can always assume 0 < α < π/2, i.e.
the x-projection of the momentum px > 0, in this extended scheme. The region X < x < 2X
is responsible for the negative px in the original billiard. Similarly, Y < y < 2Y represents
the negative py. With these definitions the extended unperturbed billiard has the topology of
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a torus, and the coordinates and momenta are similar to the action-angle variables.
We will consider only the orbits with tanα ≥ tanβ = Y/X, where β is the angle between
the x-axis and the diagonal. In the opposite case we can switch the x- and y-directions. The
trajectories can be divided in two classes depending on whether tanα is greater (class I) or
less (class II) than 2 tanβ. Each family of orbits with given α divides the stretch of PSS from
0 to 2X into six intervals between the points 0 < x1 < x2 < X < x3 < x4 < 2X . Orbits
starting within the same interval reflect from the same sequence of walls as they propagate.
Although the borders of these intervals depend on α, the sequences of walls remain the same
within the class. Points xi are defined in Fig. 3.2 (a) for class I and (b) for class II. Analytic
expressions can also be written down. For example, x1 = X − 2Y/ tanα for class I. The orbits
beginning in the interval (0, x1) reflect off side 3 (as defined in Fig. 3.1) before returning to
the PSS. For the orbits beginning in (x1, x2) these are sides 3 and 4, etc.
3.1.2 Perturbation theory
We begin with constructing the T -operator for the system,
T (x, x′) =
√
k
2πi
∣∣∣∣ ∂2L∂x∂x′
∣∣∣∣eikL(x,x′)−ipi2 ν(x,x′). (3.2)
ν (x, x′) is the Maslov index for the orbit that goes from point x′ to point x on the PSS. It
increases by 2 on each reflection (in the original billiard). Note that each trajectory reflects off
the upper and lower boundaries once, which changes the phase by 2π. Thus, one may count in
ν (x, x′) only reflections from the side walls. As was explained in Sec. 1.6, the Maslov phase
remains, even when we work in the extended scheme. L (x, x′) is the length of the orbit. With
the intent to calculate the two-dimensional wavefunction later, we first find L (x, y;x′) , the
length of the orbit that starts at x′ on the PSS and ends at point (x, y) inside the billiard.
We argue that the shift of the point of reflection along the boundary due to the perturbation
can be neglected when calculating the length. Here is what we mean by that. Consider, for
example, the right wall. It is parametrized by y [see Eq. (3.1) for wall 4]. Suppose an orbit
with fixed end points reflects at point y0 in an unperturbed billiard. If there is a perturbation,
the orbit with the same end points will reflect at point y0 +∆y where the length is extremal,
that is ∂L/∂y = 0. Since |ξ′4| ∼ 1, the shift ∆y ∼ ǫ. The correction to the length, however, is
1
2
(
∂2L/∂y2
)
(∆y)
2 ∼ ǫ2 and can be neglected at this order of the calculation. As a result, all
67
the corrections will depend on functions ξi evaluated at the reflection points for unperturbed
trajectories.
It is convenient to express the corrections to the length L (x, y;x′) in terms of auxiliary
functions ηi (x, y;α) , i = 1, . . . , 4, where tanα = y/ (x− x′) . To define them, consider the
trajectory from family α that arrives at point (x, y) of the extended billiard. On its way this
trajectory may hit the ith wall. In this case ηi is equal to the value of ξi at the point of
reflection. Otherwise, ηi = 0. For example, for class I trajectories, when 0 ≤ x ≤ 2X and
0 ≤ y ≤ 2Y,
η2 (x, y;α) =


0, 0 ≤ y ≤ x tanα ≤ 2X tanα,
ξ2 (y − x tanα) , x tanα ≤ y ≤ Y + x tanα,
ξ2 (2Y + x tanα− y) , Y + x tanα ≤ y ≤ 2Y.
(3.3)
ηi’s have period 2X in x. Note that η2 is discontinuous at wall 2, similar for other ηi’s. What
complicates things even more, the extended scheme is only approximate in the perturbed
billiard, in which the domains may slightly overlap near the boundaries. ηi is double valued
near the ith wall where ξi < 0. It is equal there either ξi or 0, depending on which sheet the
point is located. Equation (3.3) can still be used in the boundary regions, but the inequalities
are incorrect there.
Now the length becomes
L (x, y;x′) =√
{x− x′ − 2ǫ [η2 (x, y) + η4 (x, y)]}2 + {y − ǫ [η1 (x, y) + 2η3 (x, y)]}2 =
L0 (y, α) + ǫL2 (x, y;α) (3.4)
where
L0 (y, α) = y
sinα
, L2 (x, y;α) = −2 cosα (η2 + η4)− sinα (η1 + 2η3) . (3.5)
When the end point is on the surface of section, i.e. substituting y = 2Y − ǫξ1 (x) = 2Y −
ǫη1 (x, 0) , we find the length that enters the T -operator
L (x, x′) =
2Y
sinα
+ ǫL2 (x, α) (3.6)
where tanα = 2Y/ (x− x′) and
L2 (x, α) = −2 cosα [η2 (x, 2Y ) + η4 (x, 2Y )]
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− sinα [η1 (x, 0) + η1 (x, 2Y ) + 2η3 (x, 2Y )] . (3.7)
We will be interested in the states near a (p, q) resonance. The resonant trajectory maps
point x′ to x = x′+xpq on the upper part of the PSS, where xpq = (p/q) 2X. Hence we expand
the phase of T -operator in ∆x′ = x′−x+xpq ∼
√
ǫ. By assumption, only the case when p ≤ q
is considered. The solution of Bogomolny’s equation ψ = Tψ has the form [cf. Eq. (2.28)]
ψ (x) = ψˆ (x) ei[pxx+kǫf2(x)+g(x)]. (3.8)
Here px satisfies the resonance condition px/py = xpq/2Y or px = k/
√
1 +
(
qY
pX
)2
. The step-
function g (x) compensates for the change in the Maslov phase each time the orbit crosses a
domain boundary at x = 0, ±X,±2X, . . . . It satisfies the condition [cf. Eq. (1.60)]
g (x)− g (x− xpq) = −π
2
ν (x, x− xpq) (3.9)
that has a solution
g (x) = −π [x/X ]int (3.10)
where [. . .]int is an integer part. Function ψˆ (x) satisfies the Schro¨dinger equation
ψˆ′′ + 2dk2ǫ
[
Em − V¯q (x)
]
ψˆ = 0, (3.11)
where d = (sinα)
3
/2Y, with the effective potential
V¯q (x) = −〈L2 (x, α)〉q . (3.12)
The angle α has the resonant value: tanαpq = qY/pX. Note that d and V¯q are defined with
the opposite sign from the circular billiard. When the walls are deformed towards outside of
the billiard, the potential tends to decrease, thus supporting a localized state. In the circular
billiard, on the other hand, the states concentrate where the billiard is deformed inwards.
The Schro¨dinger equation should be solved with the boundary condition ψˆ (x+ 2X) =
ψˆ (x) e−i2πδ, where δ is the fractional part of 2Xpx/2π. This condition makes ψ (x) periodic
with period 2X. Once Em’s are known, the total energy can be found from the second quan-
tization condition
2Y k
sinα
− 2πp
q
[
2Xpx
2π
]
int
− kǫEm = 2πn. (3.13)
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The part of f2(x) that vanishes under q-average is
f˜2(x) =
1
q
q−1∑
r=1
r
[
〈L2 (x, α)〉q − L2 (x− rxpq , α)
]
. (3.14)
The q-periodic part can be found from the equation similar to Eq. (2.37), but this time it will
include the derivative of the perturbation, since L2 is not of the special form (2.5).
3.1.3 Two-dimensional wavefunction
The wavefunction Ψ (r) =
∫
dx′G˜ (r, x′)ψ (x′), where the integral is evaluated in the stationary
phase approximation (SΦ). The kernel
G˜ (r, x′) =
1
2
√
2π
∣∣∣∣∂2L (r;x′)∂r⊥∂x′
∣∣∣∣
1/2
eikL(r;x
′)−ipi2 ν(r;x′) (3.15)
where r⊥ is the direction perpendicular to the trajectory at point r. The Maslov phase ν (r;x′)
changes by 2 on every boundary. The lowest order stationary phase condition selects one point
x′ (r) = x− y cotαpq (3.16)
indicating that only one classical trajectory contributes to the integral. This is the trajectory
that approximately makes angle αpq with axis x and arrives at point r. Keeping terms to order
ǫ in the phase and dropping the constant factors we find the two-dimensional wavefunction
Ψ(x, y) = ϕ(x, y)eig(x
′)−i pi2 ν(r;x′) (3.17)
where
ϕ(x, y) = ψˆ (x′) eip·r+ikǫ{f2(x′)− y2Y [Em−V¯q(x′)]+L2(r;αpq)} (3.18)
and x′ is given by Eq. (3.16). Ψ(x, y) has period 2X in x-direction.
Each point in the original X × Y domain has four images in the extended billiard (up to
a translation by 2X). Hence the physical wavefunction Ψph(x, y) is the sum of four respective
terms Ψ(x, y) (Fig. 3.3). The combination g (x′) − π2 ν (r;x′) is constant within one domain
but differs by π between neighboring domains. Therefore the complete wavefunction is
Ψph(x, y) = ϕ(x, y)− ϕ(x, 2Y − y)− ϕ(2X − x, y) + ϕ(2X − x, 2Y − y). (3.19)
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Figure 3.3: Four classical orbits that contribute to the wavefunction in a rectangle.
This function vanishes on the physical boundary of the billiard to order ǫ. Consider, for
example, the left border where x = ǫξ2(y). In the first term of Eq. (3.19) x
′ ≃ −y cotα. In the
third term x′ ≃ 2X − y cotα. The phase difference between these terms is px [2ǫξ2(y)− 2X ] +
2πδ− 2kǫ cosα [η2 (0+, y)− η2 (2X−, y)] , which is a multiple of 2π. [The last term comes from
kǫL2; η2 (0+, y) = ξ2(y) and η2 (2X−, y) = 0]. Thus the first and third terms in Eq. (3.19)
cancel. The second and fourth terms cancel as well. Similarly, the wavefunction vanishes on
the other sides of the rectangle. In particular, in order for it to vanish on the lower side, the
quantization condition (3.13) must be satisfied.
Setting ǫ = 0, we find the familiar result for an unperturbed billiard: Ψph(x, y) ∝
sin (πmx/X) sin (πny/Y ) and kmn =
√
(πm/X)
2
+ (πn/Y )
2
. For generic X and Y the res-
onance condition px/py = pX/qY is incompatible with the quantized momenta px = πm/X
and py = πn/Y for any integer p and q. This is of no surprise because the resonances are
irrelevant for the quantum unperturbed billiard.
3.1.4 Example: tilted square
We illustrate the results of previous sections with the example of tilted square. This is a
trapezoid resulted from tilting one side of the square by a small amount. This billiard was
studied in a different context [44], but no specific states were mentioned. For definitiveness,
suppose the vertices of the trapezoid are located at points (0, 0), (0, 1), (1, 1), and (1, ǫ). The
71
lower side y = ǫx, 0 ≤ x ≤ 1, is chosen as the PSS. We will be interested in the states near
(1, 1) resonance, which are characterized by the diamond shaped classical orbits. The PSS
wavefunction ψ (x) = exp (iκx) ψˆ (x) , where κ = k/
√
2, indicates that the unperturbed orbits
make angle α = 45◦ with the sides of the square. Note that, as in any (1, 1) resonance, function
f2 appears only in the third order theory.
The perturbed part ψˆ (x) satisfies the Schro¨dinger equation (3.11) with the effective po-
tential in the extended scheme V (x) =
√
2 |x| (|x| ≤ 1). V (x) is repeated with period 2. The
requirement for ψ (x) to be of period 2 makes ψˆ (x+ 2) = ei2κψˆ (x) . Equation (3.11) is a
piece-wise Airy equation. For the well-localized states deep inside the wells the solutions are
approximately
ψˆm (x) = Ai


(√
2
L k
2ǫ
)1/3
x− zm

 , 0 ≤ x ≤ 1, (3.20)
where L = √8 is the length of the unperturbed orbit, zm is an extremum (zero) of Ai(−z) for
even (odd) m and ψˆm (−x) = (−1)mψˆm (x) . The eigenenergy Em = zm
(
2L/k2ǫ)1/3 and the
total energy
Enm = k
2 ≃
(
2πn
L
)2 [
1 + zm
(
2ǫ
πn
)2/3]
. (3.21)
A state can be considered deep inside the well if Em ≪ maxV (x), i.e. zm ≪
(√
2k2ǫ/L)1/3 .
Figure 3.4 shows the lowest surface of section state ψˆ0 (x) . It is localized near x = 0,
which for the (1, 1) resonance means that the two-dimensional state is concentrated along the
diagonal y = x. To check this one looks at the two-dimensional wavefunction in the physical
domain that has the form
Ψ(x, y) = eiκ(x+y)+ikǫ
√
2[−yEm+(y−1)V (x−y)]ψˆm(x− y)
+eiκ(−x−y)+ikǫ
√
2[yEm+(1−y)V (x−y)]ψˆm(−x+ y)
−eiκ(−x+y)+ikǫ
√
2[−yEm+(y−1)V (x+y)]ψˆm(−x− y)
−eiκ(x−y)+ikǫ
√
2[yEm+(1−y)V (x+y)]ψˆm(x+ y), 0 ≤ x, y ≤ 1. (3.22)
In Figs. 3.5 and 3.6 we plotted a simplified version of this function where we neglected terms of
order kǫ and set κ = πn/2. To make the resulting function satisfy the boundary conditions we
made a substitution y → (y− ǫx)/(1− ǫx), which does not change the order of approximation.
The reduced function keeps the gross features of the exact function. The cross-section of the
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Figure 3.4: Function ψˆ0(x) for the tilted square with ǫ = 0.03, state n = 50, m = 0.
state along the diagonal
Ψ(x, x) ≃


ψˆm(2x)− ψˆm(0) cos(πnx), m even
0, m odd
(0 ≤ x ≤ 1) (3.23)
is shown in Fig. 3.7 for a numerical wavefunction, as well as the section across another diagonal
y = 1− x
Ψ(x, 1− x) ≃


ψˆm(2x− 1), m, n both even or both odd
0, otherwise
, (3.24)
both numerical and theoretical. The line y = 1− x is the diagonal of the unperturbed square,
not the trapezoid. It crosses its boundary at x = 1/(1 + ǫ) which explains the cut-off in the
figure.
Note that the neglect of the kǫ order terms in κ leads to the symmetries ψˆm (−x) =
(−1)mψˆm (x) and ψˆm (x+ 2) = (−1)nψˆm (x) for all x ∈ (−∞,+∞) . This is consistent with
the fact that the potential V (x) is even at x = 0 and x = 1 and the Schro¨dinger equation
(3.11) is solved with the real boundary condition. In general, however, the complex condition
ψˆ (x+ 2) = ei2κψˆ (x) leaves a weaker symmetry ψˆm (−x) = (−1)mψˆ∗m (x) .
We have shown that even with a small perturbation of the side of the square the strongly
perturbed localized states can exist, as long as k
√
ǫ≫ 1. By constructing an effective potential
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Figure 3.5: The absolute value of the theoretical wavefunction to order k
√
ǫ in the tilted square
is plotted for the parameters of Fig. 3.4.
Figure 3.6: Density plot for the wavefunction of Fig. 3.5. The dashed line is y = 0.
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b
Figure 3.7: The cross-section of the numerical wavefunction for the state of Figs. 3.4-3.6 along
the diagonals. (a) Ψ(x, x), (b) Ψ(x, 1 − x). The theoretical wavefunction, which is smoother,
is also shown in (b). The diagonal of the unperturbed square y = 1− x crosses the boundary
at x = 1/(1 + ǫ), which explains the cut-off in (b).
75
it is easy to see that there are also states concentrated along the side x = 0 corresponding
to (0, 1) resonance. We will study these states using the Born-Oppenheimer approximation
when we revisit this billiard in Sec. 5.2. It is also clear that there are no diagonal states in the
symmetric trapezoid with sides x = 0, 1, y = ǫx, 1 − ǫx, but there are states near x = 0. For
the parallelogram billiard with sides x = 0, 1, y = ǫx, 1 + ǫx there are states along the long
diagonal but no states near the edges.
3.2 Billiards without small parameter
In some cases the perturbation theory that we developed can be applied to a system that is
not a small perturbation of an integrable system. However, this system may possess certain
states that are close to the states in an integrable system. Then these states could be studied
using the perturbation theory where the small parameter would depend on the state itself.
As a first example, consider the ice cream cone billiard (Fig. 3.8), which is a unit circle
for π > |θ| > β and a triangular shaped region for |θ| < β. For the surface of section states
that are concentrated in the circular region the perturbation theory for the circle can be used.
The perturbation of the boundary, ∆R (θ) = 1/ cos (β − θ) for |θ| < β and zero elsewhere,
grows as θ goes into the triangular region. Consequently, the effective potential V¯q (θ) is large
near θ = 0, repeated with period 2π/q. The PSS wavefunction obeys the Schro¨dinger equation
(2.30) with ǫ = 1. Clearly, the state will not significantly penetrate the non-circular region as
long as Em ≪ max V¯q = q−1 sin (Θpq/2) / cosβ (2π/q > 2β). This defines the small parameter
that depends on Em. For example, the states of the low angular momentum resonance with
small Em are concentrated near the diameter at θ = ±π/2. There is also an upper limit on
the denominator q: the potential becomes shallower when 2π/q is smaller than 2β.
Another example are the “bouncing ball” (BB) states in a stadium billiard [5, 6, 75, 46].
The billiard has the straight segments of length 2a and the endcaps of radius 1, and we can
reduce the billiard to its upper half by symmetry (Fig. 3.9). We are looking for the states that
have low momentum parallel to the sides and large perpendicular momentum. If such states
are concentrated outside of the endcaps, they will not be too different from the localized (0, 1)-
states in a perturbed infinite channel or a long rectangle. The deviation of the upper boundary
from the straight line is described by the function ξ(x) = 0, |x| < a, ξ(x) ≈ (|x| − a)2 /2,
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βFigure 3.8: Ice-cream cone billiard.
|x| > a. The effective potential V (x) = 2ξ(x) is multiplied by a large factor of k2 in the
Schro¨dinger equation, thus it is almost a square well with V → ∞ for |x| > a. Therefore
the states are contained in the straight region if Em ≪ 1. Since Em ∼ (m/ka)2 , the billiard
should be longer than m/k to apply the method. (The opposite case is a perturbed circle.)
The ratio of the parallel and perpendicular momenta px/py ≈
√
Em is small, as expected.
Since we consider only half of the billiard, we need to find the states with both Dirichlet’s
and Neumann’s conditions on the lower boundary. In the latter case the T -operator has an
additional Maslov phase ±π, which should be added to the quantization condition (3.13). The
theoretical state n = 10, m = 1 is shown in Fig. 3.10. The similar results for the BB states
can be obtained by the Born-Oppenheimer approximation [6]. The theory can be generalized,
of course, to include the perturbation of the boundary of the stadium. For example, the radii
of the endcaps can be slightly different so that the straight segments are tilted [64]. Then,
from what we know, the BB states will be shifted towards the wider end (Fig. 3.11). When
the sides are strongly tilted we have an ice cream cone billiard (Fig. 3.12).
Kudrolli et al. [48] observed the surface wave patterns in a Bunimovich stadium filled with
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(    )ξ
0 1R  =
x
-a xa0
Figure 3.9: The Bunimovich stadium with the straight sides of length 2a and the endcaps of
radius R0 = 1 reduced to the upper half by symmetry. The deviation of the upper boundary
from the straight line is ξ(x).
Figure 3.10: Square of the theoretical wavefunction for the bouncing ball state n = 10, m = 1
in the Bunimovich stadium.
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Figure 3.11: Bouncing ball state in the slanted stadium. The radii differ by ∆R/R = 0.1. The
quantum numbers are n = 10, m = 2.
Figure 3.12: Localized state in the “baseball” stadium. The cap radii are R1 = (1/
√
20)ℓ,
R2 = (3/
√
20)ℓ, where ℓ is the distance between them. If treated as a perturbed circle the
quantum numbers are n = 10, m = 1. The theoretical wavefunction is inaccurate near the
center of the billiard (cf. Sec. 2.4).
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liquid. The modes were excited by oscillating the container vertically with an appropriate
frequency. Only three types of all possible modes were actually observed, including the BB
mode. It was argued [1] that the whispering gallery mode and the excitations of other types
do not appear due to strong boundary dissipation.
The notion of BB states can be generalized to the states near a short periodic orbit that
connects opposite sides in a generic billiard [56, 23] (Fig. 3.13). Assume constant radii of
curvature R1 and R2 in the neighborhoods of the points joined by the periodic orbit. Then
the length of a nearby chord in terms of the local coordinates along the boundary is
L(s1, s2) ∼= d− s
2
1
2R1
− s
2
2
2R2
+
(s1 − s2)2
2d
(3.25)
where 2d is the length of the periodic orbit and s1 and s2 measure the distance from the periodic
orbit along the boundary with counterclockwise and clockwise positive direction, respectively
(see Fig. 3.13). Let the PSS coincide with the boundary. We define the PSS wavefunctions
locally on each side and assume that they are well localized. Then we need to solve a couple
of Bogomolny’s equations
ψ1 (s1) =
∫
T (s1, s2)ψ2 (s2) ds2,
ψ2 (s2) =
∫
T (s2, s1)ψ1 (s1) ds1. (3.26)
The formula [37]
∫ ∞
−∞
e−(x−y)
2
Hm (ax) dx =
√
π
(
1− a2)m/2Hm
(
ay√
1− a2
)
(3.27)
suggests looking for the solution in the form
ψi (si) =
√
αi exp
(
− k
2d
αis
2
i
)
Hm
(√
k
d
βisi
)
(i = 1, 2) (3.28)
where Hm (x) is a Hermite’s polynomial. The constants αi and βi are determined after sub-
stituting the ansatz in the Bogomolny equations. They are
α1 =
√√√√ dR1 − 1
d
R2
− 1
[
1−
(
d
R1
− 1
)(
d
R2
− 1
)]
,
β1 =
√√√√ dR1 − 1
d
R2
− 1α1 (3.29)
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Figure 3.13: Short periodic orbit of length 2d and a nearby orbit between points s1 and s2 in
a generic billiard. The positive and negative directions are indicated.
and similar for α2 and β2. This approach is valid only if 0 <
(
d
R1
− 1
)(
d
R2
− 1
)
< 1. Also the
localization lengths
√
d/kαi should be smaller than the characteristic scale of the boundary,
including Ri. The quantization condition is
kd = π
(
2n+
m
2
+
5
4
)
+ ϕ (2m+ 1) (3.30)
where
ϕ =
1
2
sgn
(
d
Ri
− 1
)
arcsin
√(
d
R1
− 1
)(
d
R2
− 1
)
. (3.31)
In the case of equal radii R1 = R2 = R we have the same functions with α = β =√
d
R
(
2− dR
)
on each side. The phase ϕ = 12 arcsin
(
d
R − 1
)
. Note that when d = 2R the
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state is delocalized, as expected for a perfect circle. Coincidentally, we have the correct WKB
quantization in this limit, although the theory obviously fails. In the confocal case d =
R1 = R2 the solution is ψ (s) = exp
(− k2ds2)Hm
(√
k
ds
)
with the quantization condition
kd = π
(
2n+ m2 +
5
4
)
.
3.3 Whispering gallery modes
A wide range of billiards can support the states that are concentrated close to the boundary
and called the whispering gallery modes (WGMs). This effect was first discussed by G. B. Airy
and Lord Rayleigh [66], and Keller and Rubinow [46] obtained the quantization conditions.
Apart from the trivial cases the WGMs should be regarded as quasimodes (see Sec. 2.6). The
WGMs in the asymmetric resonant optical cavities with emission have a long life-time and
might be useful in lasers [58]. There is a recent experimental observation of the chaos-assisted
tunneling between the WGMs in a superconducting microwave cavity [29], as well as of the
excitation of WGMs by a vortex in a Josephson junction [77].
The standard problem can be solved by various analytical methods giving essentially the
same leading order result. Among them the ray method by Keller and Rubinow, the parabolic
equation and the etalon methods are reviewed in Ref. [4]; the Born-Oppenheimer approxima-
tion is discussed in Sec. 5.5; and the T -operator is used in this section. All these methods are
based on the adiabatic assumption that the curvature of the boundary is slowly varying (the
estimate is given below) and never vanishes. Under these conditions a classical (non-periodic)
orbit is proven [50] to have a caustic and an adiabatic invariant, meaning that the invariant
tori can be constructed in the perturbation theory. If a boundary has at least one point of
zero curvature, there are trajectories infinitely close to the boundary that reverse themselves
and thus do not have a caustic [55]. A wider variety of classical wispering gallery trajectories
is found in a magnetic billiard [69]. It should be noted, however, that the existence of classical
tori is a sufficient but not necessary condition for a quantum state to exist. For example,
Fig. 3.14 shows a state localized near the boundary in a short stadium billiard. We discuss a
possible way to deal with such systems in Sec. 3.4.
To apply the Bogomolny’s equation method we need to find the length of the chord between
two points on the boundary. The classical trajectory stays close to the boundary, so, typically,
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Figure 3.14: Contour plot of the whispering gallery mode in the short stadium with ǫ = 0.05
(see Sec. 2.2.1). The numerically obtained wavefunction with k = 242.7611 is shown. There
are no caustics in this case and almost no classical orbits that stay close to the boundary for
a long time. The parallel lines on the left indicate the length and position of the straight
segments of the boundary.
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the two points will be close to each other and the boundary between them can be approximated
by an arc of a circle. Let s be the distance along the boundary. It can be shown that the chord
length
L (s, s′) = |s− s′| − |s− s
′|3
24
[
R
(
s+s′
2
)]2 +O (|s− s′|5)
∼= |s− s′| − |s− s
′|3
24 [R (s)]2
− |s− s
′|4R′ (s)
24 [R (s)]3
(3.32)
where R (s) is the radius of curvature. Although the best estimate for the radius is at the
middle-point, it is more convenient to express it locally at point s. We make an ansatz for the
wavefunction
ψ (s) = C(s)eik[s−f(s)]. (3.33)
The wavefunction can be found using the first two terms in Eq. (3.32). One can show that the
inclusion of the (small) third term in this form does not result in the R′/R-order correction in
the wavefunction. Using the stationary phase approximation (SΦ) in
∫
Tψds we find
f ′ (s) =
[
3
√
2π (n− 1/4)
4kR (s)
]2/3
(3.34)
and the prefactor [78]
C(s) ∝ R−1/3(s) ∝
√
f ′(s). (3.35)
The quantization condition comes from the periodicity of ψ (s) over the perimeter of the
boundary L,
k [L − f (L) + f (0)] = 2πm. (3.36)
Quantum number m indicates the momentum along the boundary and n reflects the motion
in the perpendicular direction.
The last term in Eq. (3.32) is small if
|s− s′|st
|R′|
R
≪ 1 (3.37)
where the SΦ value |s− s′|st =
√
8f ′R ∼ n1/3R2/3k−1/3 is a typical hop the classical orbit
makes near point s. Condition (3.37) becomes
|R′| ≪ (kR/n)1/3 (3.38)
84
thus restricting the pace of variation of the curvature.
It is convenient to describe the motion in two dimensions in the (ρ, s) coordinates where ρ is
the distance from the boundary positive inside the billiard. These coordinates are well-defined
close to the boundary, where ρ ≪ R(s). The two-dimensional function can be found by the
standard technique,
Ψ (ρ, s) =
∫
G˜ (ρ, s; s′)ψ (s′) ds′ (3.39)
where G˜(ρ, s; s′) ∝ exp [ikL (ρ, s; s′)] . The distance L (ρ, s; s′) between point s′ on the bound-
ary and point (ρ, s) inside the billiard is shown in Fig. 3.15. As in the case of a circle (Sec.
2.4), there are two classical orbits (for fixed m and n) arriving at point (ρ, s) that satisfy the
SΦ condition. They leave the boundary at points
s′1,2 = s−
√
2R
(√
f ′ ±
√
f ′ − ρ
R
)
. (3.40)
When we sum the contributions from these two stationary points we get the wavefunction
Ψ (ρ, s) =
ψ (s)(
f ′ − ρR
)1/4 cos
[
2
√
2
3
kR
(
f ′ − ρ
R
)3/2
− π
4
]
. (3.41)
The function is defined in the classically allowed region ρ < f ′R. Clearly, ρ = f ′R is an
equation for the caustic. Note that Ψ (ρ, s) vanishes on the boundary, when ρ = 0.
The ρ-dependent part of Ψ (ρ, s) is an asymptotic form of the Airy function [41] Ai (−z)
for z = 21/3 (kR)
2/3
(f ′ − ρ/R) ≫ 1, i.e. not too close to the caustic. Function (3.41) can be
rewritten approximately as
Ψ (ρ, s) = (kR)
−1/6
Ai
(
21/3k2/3
R1/3
ρ− zn
)
exp
[
i
∫
l (s) ds/R
]
(3.42)
where l (s) = kR (1− f ′) is an angular momentum about the local center of curvature and zn is
the nth root of Ai (−z) . Alternatively, the Airy function can be expressed in terms of the Bessel
function Jl(s) [k (R− ρ)] with variable index l (s) ≫ 1. Hence, Eq. (3.42) can be interpreted
locally as an eigenfunction for a circle of radius R (s) . We will return to this point in Sec. 5.5
where the Bessel function will follow directly from the Born-Oppenheimer approximation.
3.4 Scattering problem
As was mentioned in the previous section, the billiards that do not support classical whispering
gallery orbits may still have the quantum states that are localized near the boundary (perhaps
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Figure 3.15: Classical orbit of length L(ρ, s; s′) from point s′ on the boundary to point (ρ, s)
inside the billiard. The radius of curvature at point s is R(s).
for finite energy). The candidates for this behavior are the boundaries that have short regions
of zero, or even negative, curvature. These regions act like scatterers on the whispering gallery
waves that can still exist along the remaining parts of the boundary. The scattering mixes
the waves with different transverse quantum numbers n defined in the previous section. As a
consequence, the proper stationary states (or, strictly speaking, quasimodes [3]) are the linear
combinations of states with different n’s. If only a limited number of n’s contribute to an
eigenstate, this eigenstate can be localized near the boundary, and thus look like a whispering
gallery mode.
We illustrate these ideas with a model of a boundary that has one point of zero curvature.
The work is still in progress. Specifically, we assume that the curvature in the neighborhood
of this point, say s = 0, can be described by the simplest analytic expression
1
R(s)
=
µs2
2
(3.43)
where µ is a dimensional parameter. [In the Cartesian coordinates this boundary is locally
y(x) = (µ/4!)x4 where zero curvature is at x = 0.] The boundary is assumed closed in a
regular fashion for |s| greater than all relevant scales.
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3.4.1 Classical theory
Suppose a classical whispering gallery orbit is incident on the singular region from s < 0. This
orbit generates a map in the phase space of the boundary (ǫ, s), where ǫ is a (small) angle
between the orbit and the boundary at the point of reflection s. In order to derive the map
equations, we introduce, following the recipe in Ref. [4], the local Cartesian coordinates with
the origin at a reflection point si. The x axis touches the boundary such that x increases with
s and the y axis points inside the boundary.
Now we can write the parametric equation of the boundary
x(s) =
∫ s
si
cos
[∫ s′
si
dξ
R(ξ)
]
ds′ = s− si +O
(
s7µ2
)
,
y(s) =
∫ s
si
sin
[∫ s′
si
dξ
R(ξ)
]
ds′
=
µ
6
[
1
4
(
s4 − s4i
)− s3i (s− si)
]
+O
(
s10µ3
)
. (3.44)
From this we find the angle of reflection
ǫi ≈ tan ǫi = y(si+1)
x(si+1)
=
µ
24
[
s3i+1 + s
2
i+1si + si+1s
2
i − 3s3i
]
+O
(
s9µ3
)
(3.45)
where si+1 is the next reflection point. Another equation results from the elementary geometry
ǫi+1 + ǫi =
∫ si+1
si
ds
R(s)
=
µ
6
[
s3i+1 − s3i
]
. (3.46)
Equations (3.45) and (3.46) provide the approximate classical map. The first is the cubic
equation for si+1. Once si+1 is known, it can be used in the second equation to obtain ǫi+1.
Far from the region of small curvature, where
|∆si| ≡ |si+1 − si| ≪ si, (3.47)
we can expand the map equations in ∆si to express
∆ǫi ≡ ǫi+1 − ǫi ≈ µ
6
si∆s
2
i ≈
2
3
ǫi
∆si
si
. (3.48)
Treating this as a differential equation we deduce that ǫ(s) ∝ s2/3 ∝ R−1/3(s). This confirms
the well-known result that
I = ǫR1/3 (3.49)
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Figure 3.16: ǫs−2/3 at the bounce points si for a classical orbit (µ = 1). The quantity is
constant outside of the singular region near s = 0.
is an adiabatic invariant asymptotically for ǫ→ 0 if R is bounded.
In the present case, however, the adiabatic invariant is broken when the trajectory enters
the region of small curvature (however small the initial ǫ may be). Figure 3.16 shows the
quantity ǫis
−2/3
i , which is proportional to I, for a certain orbit passing through the singular
region. Clearly, it is almost constant on the approach, then it changes significantly within a
couple of bounces, after which it stays constant again but at a different value. This observation
agrees with Eq. (3.47) that estimates the size of the critical region as two jumps (i.e. only one
reflection point of any orbit lies in the critical region for this orbit). The critical region
thus depends on the orbit. Explicitly, the size of the jump outside of the critical region is
∆s(s) ≃ ǫ(s)R(s) ∼ I/(µs2)2/3. Taking s ∼ ∆s we estimate the size of the critical region as
|∆s| ∼ I3/7/µ2/7. (3.50)
This estimate will reemerge in the semiclassical regime.
Now consider a family of orbits with the same I that are incident on the singular region
from one side. We are interested in the “spectrum” of I’s after the orbits pass through this
region. The final values of I’s for such family are shown in Fig. 3.17. We chose an arbitrary
orbit with a an initial adiabatic invariant I0, shown as a horizontal line. Then we started 100
orbits equidistantly from the interval (s0, s1), i.e. between the first two bounces of the original
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Figure 3.17: Values of adiabatic invariant I for 100 orbits after they pass the singular region.
The orbits had the same initial I indicated by the horizontal line.
orbit, with the initial ǫ = I0R
−1/3. The figure shows the final I vs. the orbit number.
Clearly, there is a considerable spread in the final values, and thus the family and the
caustic associated with it no longer exist beyond the s = 0 region.1 In fact, numerically, the
maximal and minimal final values of I are related to the initial value I0 by
Imax/I0 ≈ 1.96, Imin/I0 ≈ 0.51. (3.51)
This agrees with the relation
Imax/I0 = I0/Imin, (3.52)
which is proven below. These results are important for the scattering theory in the next
section.
It should be pointed out that the right hand sides of Eq. (3.51) are valid for any µ and any
sufficiently small I0. This follows from the scaling properties of the equations of motion (3.45)
and (3.46). For any trajectory (ǫi, si) there is a trajectory (ǫ
′
i, s
′
i) = (ǫi, si/α) that satisfies the
equations of motion in a billiard with a new parameter µ′ = α3µ. The new adiabatic invariant
1A generic orbit going around the generic billiard will have a certain statistical probability to increase I on
each return to the s = 0 region, i.e. it will make a kind of random walk in I-space. After some time it will
eventually diffuse in the large I region, where the map equations are no longer valid. Thus there is no classical
localization near the boundary for a generic orbit.
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Figure 3.18: Two orbits that preserve the adiabatic invariant.
I ′ = I/α1/3 ∝ I. This proves the µ-independence. Likewise, an orbit (αǫi, α1/3si) satisfies the
equations of motion with the same µ, but has the adiabatic invariant α7/9I. This shows the
independence of I0.
Now we can justify Eq. (3.52). Suppose an orbit starts with I0 and ends up with I1 =
Imax(I0) = ηI0 where η ≈ 1.96. Since there are time-reversal and s→ −s symmetries, we can
start an orbit with I1 that ends up with I0 = η
−1I1. We claim that I0 = Imin(I1). Indeed, if
there is a final I2 < I0 then we can start an orbit with I2 that ends up with I1 and I1/I2 > η.
But this contradicts the relation Imax(I)/I = η, which is true for any I according to the
previous paragraph. We thus showed that Imin(I1) = η
−1I1, which, again, must be true for
any I1. This completes the proof of Eq. (3.52).
Finally, we see from Fig. 3.17 that there are two trajectories that preserve adiabatic invari-
ant. These are the two orbits symmetric under s → −s. One bounces at s = 0, another at
si+1 = −si for some i (Fig. 3.18).
3.4.2 Semiclassical theory
The destruction of caustic prevents us from applying the standard quantization procedure,
for example, the ray method. On the other hand, the whispering gallery mode is well-defined
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outside the small curvature region. So, before looking for the stationary states inside a closed
boundary, we may first consider the scattering problem of determining the amplitudes of
transitions between the modes due to the flat region.
Suppose a mode with a transverse quantum number n is incident from s = −∞. Its surface
of section wavefunction ψn(s) is given by Eq. (3.33). With the open boundary the energy k
2
is not quantized. It is conserved throughout the motion serving as an external parameter.
According to the Eqs. (3.37) and (3.38) the whispering gallery mode is well-defined for
|s| ≫ |s− s′|st ∼
(
n/µ2k
)1/7
. (3.53)
Since the stationary phase quantity |s− s′|st corresponds to the size of the classical jump, we
find that the strong inequality is similar to the classical condition (3.47). In fact, the second
estimate is associated with another classical equation (3.50). To show this, we note that, since
the phase of ψn(s) is a projection of the semiclassical momentum onto the boundary, there is
a relation cos ǫ ≃ 1− f ′n. Here ǫ is the earlier defined angle between the classical orbit and the
boundary at the reflection point s, and f ′n is given by Eq. (3.34). Then the adiabatic invariant
can be expressed in terms of the quantum quantities as
I = In(k) ≃
√
2f ′nR
1/3 =
21/3
√
zn
k1/3
(3.54)
where zn ≈
[
3
2π
(
n− 14
)]2/3
is the nth root of Ai(−z) for large n. This connects Eqs. (3.53)
and (3.50). We see that the nth transverse mode is related to the classical family with the
adiabatic invariant In.
As we know, the whispering gallery wavefunction ψn(s) is not valid near s = 0. It will be
scattered into a number of transverse modes that are well-defined for sufficiently large positive
s. We are interested in the transition amplitude between ψn(s < 0) and ψn′(s > 0). In order to
apply the T -operator technique to the scattering problem, the surface of section can be divided
into an external (SSE) and internal (SSI) pieces [34], such that ψn and ψn′ are well-defined
on the SSE. From the previous discussion we conclude that the size of SSI is of order of two
classical jumps. We will give an explicit definition later, but for now we assume only that the
classical orbit that belongs to the family In before the scattering and to the family In′ after
the scattering makes one and only one bounce within the SSI. (In principle, we could extend
the SSI to two or more bounces, which would make the theory more precise and also more
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complicated.)
Suppose that the SSI is an interval (−sn, sn′). The transfer operator between point s < −sn
and point s′ > sn′ is
T 2(s′, s) ≃
∫ sn′
−sn
ds′′T (s′, s′′)T (s′′, s) ≃
[
k
2πi
∣∣∣∣ ∂2L∂s′∂s
∣∣∣∣
]1/2
eikL(s
′,s) (3.55)
where L(s′, s) is the length of the classical orbit between s and s′ that makes one bounce within
the SSI. Note that this expression is valid only for the given n and n′ in the SΦ, because we
did not include the orbits from other families that have a different number of bounces in the
SSI. The scattering amplitude
Sn′n =
(
T 2
)
n′n
=
∫ −sn
−∞
ds
∫ ∞
sn′
ds′ψ∗n′(s
′)T 2(s′, s)ψn(s). (3.56)
When we evaluate this integral by the SΦ, only those s and s′ that belong to a certain
classical orbit are selected. Namely, this is the orbit that belongs to the family In(k) before
the scattering and In′ (k) after the scattering. The stationary points sst and s
′
st are the points
of the last bounce before the SSI and the first bounce after the SSI, respectively. We conclude
from Eq. (3.51) and Fig. 3.17 that, given n, the stationary points exist for those n′ that satisfy
0.51In(k) < In′ (k) < 1.96In(k), or, according to Eq. (3.54),
0.26zn < zn′ < 3.84zn, (3.57)
moreover, they come in pairs. Equation (3.57) shows that within the SΦ an incident mode
scatters into a limited number of modes. For example, if n = 1 (the lowest mode) then
n′ = 1, . . . , 5.
Clearly, if the n → n′ transition is possible then the n′ → n transition is also possible
because of the symmetry. The same conclusion follows from Eq. (3.57),2 based on the classical
property (3.52), which is a consequence of the same symmetries. In addition, the probabilities
of these transitions must be the same. This is ensured by the unitarity of the scattering matrix
(3.56). In the SΦ the T -operator is unitary and so is Sn′n.
The SΦ result is independent of the limits of integration sn and sn′ . In order to go beyond
the SΦ, one should, first of all, improve the transfer operator to have it include orbits with a
different number of bounces. The boundaries of the SSI can be defined by the orbit in Fig.
20.26 = 1/3.84
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3.18 that does not bounce at s = 0. Let sn be the reflection point of this orbit that is the
closest to the origin. From the map equations we find
sn ≈
(
36I3nµ
−2)1/7 ≈ [108π(n− 1/4)k−1µ−2]1/7 (3.58)
[cf. Eq. (3.53)]. With this definition the SΦ orbit makes one bounce within the SSI.
If the boundary is closed, i.e. the states ψn(s) are defined on sn′ < s < −sn, then one can
consider the propagator (Λ · S)n′n around the circumference. Here Λn′n is a diagonal unitary
matrix that accounts for the phase change outside of the singular region. Its elements are just
eik[Ln−fn(Ln)+fn(0)] where Ln is the length of the regular part of the boundary for the state
ψn(s) ∼ eik[s−fn(s)]. The product (Λ · S)n′n can be diagonalized. Its eigenvalues will be of
the form eiλj(k). Since Sn′n ≈ 0 for n and n′ outside of the range (3.57), we presume that
the new eigenmodes will, in general, include the number of original modes within this range
(although this qualitative statement should be verified). The wavenumber k is quantized by
the condition λj(k) = 2πn. So, if a billiard boundary contains a point of zero curvature, the
whispering gallery modes may still exist (Fig. 3.14) but they are no longer simple Airy function
type solutions. These conclusions need to be verified by the direct numerical computations,
which are in the plans for the future.
3.5 Conclusions
In this chapter we considered several examples when the perturbation theory can be applied.
The perturbed rectangular billiard, like the perturbed circle, is one of the few systems where the
unperturbed action depends only on the difference of their natural coordinates. It is straight-
forward to build the perturbation theory in its general form in this case without changing to
the action-angle variables. As we know, a perturbed system may possess the eigenstates that
are localized near the (semiclassically) stable periodic orbits. We have an example of such
state localized near the long diagonal in a tilted square. To have a strong localization, the
perturbation of the boundary δL must be much greater than λ2/L, where λ is the wavelength.
We have discussed a number of non-perturbative cases in which the T -operator method
can be used to derive the analytic expressions for the wavefunctions and energy levels. These
include the localized states in the ice-cream cone billiard, the bouncing ball states in a stadium
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and near a period-2 orbit, the whispering gallery modes. Moreover, the theory allows to include
an additional perturbation to such systems, for example, to tilt the sides of the stadium.
The standard whispering gallery modes result from the quantization of classical families of
orbits that are localized near the boundary. The families lie on the invariant tori that exist for
the smooth boundaries with positive curvature in the limit of small sliding angle. When the
boundary contains a point or a short interval of zero curvature, the classical tori do not exist
but the localized quantum states are still possible. The bound state problem involves finding
the scattering amplitudes, which is another area where the semiclassical surface of section
method can be used.
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Chapter 4
Square billiard in magnetic field
In this chapter we consider a square billiard where the perturbation is caused not by the bound-
ary, but by the magnetic flux perpendicular to its plane. We concentrate on two particular
cases: a uniform magnetic field and an Aharonov-Bohm flux line (ABFL). The latter system
is purely quantal — the famous Aharonov-Bohm effect [2] results from the phase interference
and has no classical analogue. We will be interested precisely in the effect of phase interference
on the eigenstates in the billiard, and therefore even in the uniform field case will neglect the
Lorentz force (below we estimate the field where it can be done). We know from the previous
chapters that a relatively small non-integrable perturbation of an integrable square makes it
possible for the strongly localized states to exist (Figs. 3.5, 3.6). This is still the case when
the perturbation is the magnetic flux [57], and these states will be the primary focus of our
discussion.
Although we confine our attention to the weakly non-integrable billiard, the ergodic be-
havior of the system for larger fields can be of interest. As in the Sinai billiard, the magnetic
field imposes its circular symmetry on the square, which leads to chaos. Classically, depending
on the field, mixed and chaotic regimes are possible [8]. Quantally, one is interested in the
energy level statistics. The energy level distribution in a strongly chaotic billiard depends on
the symmetries of the system, in particular, the time-reversal symmetry. The magnetic field
breaks this symmetry, and, in general, the statistics will be different from the non-magnetic
chaotic billiard [12]. (The square in uniform field still has an antiunitary symmetry, however.)
The spectral statistics of a rectangular billiard with the ABFL at the center is discussed in
Refs. [28, 65].
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The measurements of the orbital magnetic susceptibility in the array of GaAs ballistic
squares [51] motivated a certain amount of theoretical activity in the last few years [67]. The
trace formula is a powerful semiclassical approach that allows one to express the density of
states (and thus the susceptibility) in terms of the actions of the periodic orbits. For the
relevant temperatures only the short orbits need to be taken into account. In the weak field
regime, when the perturbed Berry-Tabor trace formula can be used, our perturbation theory
also allows to find the susceptibility.
The main reason to use the perturbation theory, however, is to predict and give the ap-
proximate expressions for the wavefunctions. Even the relatively simple analytical formulas
produce the states with the non-trivial probability and current distributions. It is possible to
have current loops of opposite sense within one state. For a given field one finds the states
with the overall current ranging from paramagnetic to diamagnetic, including those with the
small overall current but strong local currents nearly canceling each other.
4.1 Uniform field
4.1.1 Limits of applicability
A free particle of charge e moves in the uniform field B along a circular orbit of cyclotron
radius Rc = mcv/eB where v is its speed. If confined by the square boundary the orbit will
consist of the respective arcs. We are interested in the regime when the Lorentz force can be
neglected in the lowest order and the orbits are made up of nearly straight segments. This
means that ǫ = L/Rc, where L is the side of the square, is a small parameter. In this case the
classical momentum mv >> eA/c, where A is the vector potential, so one can approximate
mv ≃ ~k in the semiclassical picture. Then we can express ǫ = 2πφ/φ0kL, where φ = BL2
is the flux through the billiard and φ0 = hc/e is the flux quantum. We shall see that ǫ is the
small parameter of the perturbation theory.
In the units ~ = c = e = L = 1 we have ǫ = B/k ≪ 1 where the dimensionless field B = φ =
2πφ/φ0. Without loss of generality we assume B > 0. In the semiclassical approximation we
take the wavenumber k≫ 1. As explained in the beginning of Ch. 2, the resonant perturbation
theory is required when k
√
ǫ =
√
kB & 1, i.e. when the magnetic field is relatively large. The
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upper boundary for B is given by the number of terms kept in the perturbation series and by
the smoothness of the perturbation (which determines the onset of diffraction). If the terms
of order no higher than M are kept then kbM+1 ≪ 1 where b = √ǫ. To keep the diffraction
effects small we limit kb4 ≪ 1 (see the next section), but if we do not go higher than the
second order then the stricter condition kb3 ≪ 1 must be imposed. Note that if k is fixed then
B may not be too big, if B is fixed then k should be large enough, and if ǫ is fixed then the
energy is bounded. With the ABFL the diffraction is stronger, and kb2 ≪ 1 in that case.
4.1.2 Effective potential and eigenstates
As far as the formal theory is concerned, the square in magnetic field is similar to the square
with the perturbed boundary (Sec. 3.1).1 Again we use the method of images reflecting the
square about its boundaries. The magnetic field has opposite signs in the adjacent squares
and the orbits are curved differently (Fig. 4.1). Note that we chose the origin at the center
of the square. The Poincare´ surface of section (PSS) is the bottom side y = −1/2 identified
with y = 3/2. We will be interested in the states near resonances (periodic orbits) since they
differ the most from the states of the unperturbed billiard. Figure 4.1, for example, shows a
trajectory near the (1, 1) resonance. This trajectory is paramagnetic, the square boundaries
make it circulate in the opposite direction from a free particle in the field.
The action along the orbit in the extended scheme is
S (x, x′) = k
√
4 + (x− x′)2 +Φ(x, x′) (4.1)
where Φ = (e/c)
∫
A · dr. The curvature of the orbit can be neglected because it makes a
correction of ǫ2. We will primarily consider the (1, 1) resonance since, as will become clear, it
is the most important. In this case the PSS wavefunction has the form ψ (x) = eiκxψˆm (x)
where κ = k cos 45◦ = k/
√
2. The slower varying function ψˆm (x) satisfies the Schro¨dinger
equation
ψˆ′′m + [Em − V (x)] ψˆm = 0. (4.2)
The effective potential V (x) = −kΦ (x, x− 2) /L is proportional to the perturbed part of the
action evaluated along the unperturbed orbit of length L = √8. Note that Φ (x, x − 2) is just
1The same lowest order results are given by the channeling method (Sec. 5.3).
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R
x = - 1/2
x
x = 1/2
y = 1/2
y = - 1/2
y
x
x + 2
Figure 4.1: Method of images for the square in magnetic field. The magnetic field has different
signs in the adjacent squares and the orbits are curved differently. Rc is the cyclotron radius.
The curvature is exaggerated for clarity. The Poincare´ surface of section is y = −1/2 identified
with y = 3/2. The orbit shown is close to the (1, 1) periodic orbit. It goes from x′ to x + 2
identified with point x in the original square. The square causes the particle to circulate in
the paramagnetic sense, which is opposite to the direction of a free orbit in the field.
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the flux enclosed by the unperturbed periodic orbit in the original square, equal B times the
area of the loop with the positive sign for counter-clockwise orbits. The potential is then
V (x) =


−Bk ( 12 − 2x2) /L, x ∈ [− 12 , 12]
Bk
[
1
2 − 2 (x+ 1)
2
]
/L, x ∈ [ 12 , 32] (4.3)
with the periodicity V (x+ 2) = V (x) . The potential is proportional to k2ǫ, which justifies
the use of ǫ as a small parameter. V (x) consists of alternating parabolic wells and barriers of
height Bk/2 joined smoothly at x = ±1/2, where the potential is odd. Note that the potential
for the tilted square of Sec. 3.1.4 for the same resonance is even on the boundary because of
the time-reversal symmetry.
The potential V (x) has a discontinuous second derivative at x = ±1/2 due to the diffraction
from the corners. It will bring a step-function to the kb4-order of the perturbation theory. Since
the perturbation expansion takes place in the phase of Bogomolny’s equation, the discontinuity
allows to shift the pieces of V ′′ (x) independently by integer number of 2π. This is the reason
for the condition kb4 ≪ 1. (By the same token, we must require kb3 ≪ 1 in the tilted square.)
The potential is negative for the trajectories leaving the PSS with the positive velocity
projection vx. These trajectories go counter-clockwise around the square. The minimum at
x = 0 indicates a stable periodic orbit. In its neighborhood the potential is of the harmonic
oscillator type, so for the low-lying states the energies are approximately given by
Em = −1
2
Bk
L +
(
m+
1
2
)√
8Bk
L . (4.4)
The formula holds for m ≪
√
Bk/L. The lowest wavefunction ψˆ0 (x) = e−
√
Bk
2L x
2
is localized
near x = 0. The two-dimensional state is localized near the stable periodic orbit (Fig. 4.4). Not
surprisingly, it maintains the paramagnetic current, as explained below. The wavefunctions
with higher m’s penetrate into the region 1/2 < |x| < 1 more and more. Hence these states
include the diamagnetic orbits. The states with large m are diamagnetic. The maximum at
x = 1 marks an unstable periodic orbit, which is almost a time-reversed stable orbit. Our
method accounts for the scars of unstable orbits (Sec. 2.3.5), i.e. the states with Em ≈ Vmax
(Fig. 4.11).
In general, Eq. (4.2) should be solved with the periodic condition ψ (x+ 2) = ψ (x) . It is
99
accompanied by the quantization
knm = 2πn/L+ Em (k) /k (4.5)
that follows from Bogomolny’s equation. Thus n is roughly the number of wavelengths along
the periodic orbit. In the first approximation k in the r.h.s. can be replaced by 2πn/L. Note
that Em/k weakly depends on n [cf. Eq. (4.4)]. The energy
Enm = k
2 = (2πn/L)2 + 2Em (4.6)
depends on B only via Em.
The two-dimensional wavefunction could be found similarly to the tilted square (Sec. 3.1.4).
But here we do it by another method that takes into account the symmetries of the problem.
The PSS wavefunction ψ (x) = eiκxψˆm (x) can be propagated with the Green’s function (3.15)
to give a two-dimensional wavefunction
Ψ0 (x, y) = e
iκ(x+y)ψˆm
(
x− y − 1
2
)
(4.7)
where we ignored the terms of order kǫ in the phase. In this approximation κ = πn/2
and ψˆm (x) solves the Schro¨dinger equation with the boundary condition ψˆm (x+ 2) =
(−1)n ψˆm (x) . By symmetry, there are three more states with the same energy obtained from
Ψ0 by 90
◦ rotations. For example, Ψ1 (x, y) = RΨ0 (x, y) = Ψ0 (y,−x) where R : (x, y) →
(y,−x) is a rotation operator. The gauge is chosen to make the Hamiltonian invariant under
R. The eigenstates in the physical domain will be the linear combinations of Ψi’s that are also
the eigenvectors of R with the eigenvalues i−r, r = 0, . . . , 3. The eigenfunction of symmetry r
is
Ψ(r) (x, y) =
(
3∑
s=0
irsRs
)
eiκ(x+y)ψˆm
(
x− y − 1
2
)
. (4.8)
The eigenstate symmetry r depends on the quantum numbers n and m. By the boundary
condition Ψ(r) (x,−1/2) has to vanish. The s = 0, 3 terms are proportional to eiκx and must
cancel each other. This implies ψˆm (−x) = −i−3re−iκψˆm (x) . Since the potential V (x) is even
and ψˆm satisfies real boundary conditions we can choose ψˆm (−x) = (−1)m ψˆm (x) . Then n is
related to m and r as
nmod 4 = [2 (1−mmod2) + r] mod 4. (4.9)
100
For fixed m the successive values of n cycle through the representations of R. Note that
ψˆm (x+ 2) = (−1)r ψˆm (x) .
These results are easy to generalize to the other resonances (p, q) . In the weak field ap-
proximation the orbits with even pq do not enclose any flux. These orbits can be subdivided
into pq smaller loops, half of which are positive, and half are negative, so the total flux is
zero. (If the curvature is taken into account, there will be a small flux). In particular, the
bouncing ball (0, 1) orbits are non-magnetic, and (1, 1) is the lowest resonance that responds
to the magnetic field. If pq is odd, the effective potential is
Vpq (x) =
q
p
[L11
Lpq
]3
V
[
q
(
x+
1
2
)
− 1
2
]
(4.10)
where Lpq = 2
√
p2 + q2 and V is given by Eq. (4.3). The potential has a period 2/q. If kB ≪
pqL3pq, the potential does not support localized states and can be ignored. The PSS states
should satisfy the boundary condition ψˆm (x+ 2) = e
−i2πδψˆm (x) where δ is the fractional part
of np/
(
p2 + q2
)
. The energy is
k2nm ≈ (2πn/Lpq)2 +
(
1 +
p2
q2
)
E(q)m (4.11)
where we have to distinguish between E
(q)
m for the resonance (p, q) and E
(p)
m = (p/q)
2
E
(q)
m
for the resonance (q, p) . These resonances produce nearly uncoupled states with the same
energy that are related by a 90◦ rotation. The splitting of the levels is negligible unless these
resonances are close in the phase space. The latter occurs when p/q is close to 1 so that the
tunneling can be assisted by the (1, 1) resonance, but not too close to have (p, q) and (q, p)
resonances destroyed by the (1, 1) resonance.
4.1.3 Magnetic response
The magnetic susceptibility at high temperatures is dominated by the Landau term coming
from the smooth part of the density of states. At low temperatures the oscillatory corrections
become large as the Fermi wavenumber kF increases. This contribution to the susceptibility
can be found using the trace formula [67], which does not require the knowledge of the wave-
functions or the spectrum. When the magnetic field is weak enough, the resonant perturbation
theory can be used to calculate the share of a particular resonance in the susceptibility. This
method is related to the perturbed Berry-Tabor formula (Sec. 6.4).
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We start with a grand potential for a system of non-interacting electrons
Ω (T, µ,B) = −kBT
∑
a
ln
[
1 + e−(Ea−µ)/kBT
]
(4.12)
where µ is the chemical potential and the sum is over the single-electron states. If we are
interested in the part of the susceptibility coming from the (1, 1) resonance, we include in the
sum the subset of states given by Eq. (4.6). The magnetization M = −∂Ω/∂B is
M (T, µ,B) = −
∑
nm
∂Enm
∂B
fD [Enm (B)] . (4.13)
Here fD is the Fermi-Dirac distribution function. The sum over n can be done using the
Poisson sum formula. The result is
M (T, µ,B) = −
∑
m
∞∑
s=1
αm
LkBT/2kF
sinh (πsLkBT/2kF ) sin
[
Ls
(
kF − Em
kF
)]
(4.14)
where αm = ∂Em/∂B evaluated at k = kF . For the other resonances (p, q) one should sub-
stitute Em →
(
1 + p
2
q2
)
E
(q)
m /2 if pq is odd; the resonances with even pq are non-magnetic.
The magnetization decreases exponentially as L becomes large. Therefore the (1, 1) resonance
gives the strongest magnetic response. If we neglect the higher resonances, we do not need
to keep the terms with s > 1 either. In the trace formula approach s gives the number of
repetitions of the primitive periodic orbit. The susceptibility is given by χ = ∂M/∂B. It is
exponentially suppressed for high temperature giving place to the Landau susceptibility that
decays as a power law. Since χ is proportional k
3/2
F (kF coming from αm and of order
√
kF
terms in the sum over m) it is greater than the kF independent Landau term at low tempera-
ture, which is of order of one in our units. In the experiment [51] the temperature was about
10 level spacings, i.e. kBT ≃ 20π. The squares contained 2 ÷ 6 × 104 electrons which makes
kF ≃ 300 ÷ 600. Then πsLkBT/2kF ≃ 0.5 ÷ 1, and the exponential suppression is not too
strong. If an experiment is conducted on an array of squares the result should be averaged
over the distribution of sizes. Because of the oscillating sine factor the result will be reduced.
Reference [67] provides the corrections.
The magnetization depends on the response of individual states αm. Note that ∂Em/∂Bˆ =
∂ 〈H〉m /∂Bˆ =
〈
ψˆm
∣∣∣ Vˆ ∣∣∣ψˆm〉 where Bˆ = Bk/2L, Vˆ (x) = V (x) /Bˆ, and H is the effective
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Hamiltonian in the Schro¨dinger equation (4.2). Semiclassically,
∂Em
∂Bˆ
=
∫
dxVˆ (x)
[
Eˆ − Vˆ (x)
]−1/2
∫
dx
[
Eˆ − Vˆ (x)
]−1/2 . (4.15)
If Eˆ = Em/B is treated as a continuous variable, the values of ∂Em/∂Bˆ as a function of Eˆ
will fall on a continuous curve independent of B (Fig. 4.2). The integration is between the
turning points. The states with low m’s have negative αm and thus are paramagnetic. The
wavefunction has more weight in the region x ∈ [− 12 , 12] which is classically identified with the
counter-clockwise orbits and where Vˆ is negative. The states with higher m’s are diamagnetic.
In this case the weight shifts towards the turning points located in the region |x| ∈ [ 12 , 1] where
Vˆ is positive. If Eˆ = Vˆmax, the curve has a cusp. The simple WKB formula fails in this case.
The wavefunction is large near the unstable periodic orbit, which is strongly diamagnetic. As
m gets even bigger, the wavefunction becomes more uniformly distributed in x with slightly
higher weight near x = 1. So the states remain diamagnetic but their magnetization goes down.
The quantized transverse “energy” is approximately given by the Bohr-Sommerfeld condi-
tion ∫
dx
√
Eˆm − Vˆ (x) = π
(
m+
1
2
)
/
√
Bˆ. (4.16)
The number of transverse modes in the resonant island, that can be estimated as 0.6
√
Bˆ,
depends on Bˆ. In the example of Fig. 4.2 k ≈ 142 and B = 25, and there are 15 states inside
the well. With these parameters we have two special states: m = 14 which is close to the
diamagnetic maximum and m = 10 which is almost non-magnetic.
4.1.4 Visual representation of eigenstates
As we learned in the previous sections, the square in magnetic field can support the eigenstates
with different degree of localization and a wide range of magnetic properties. Here we show
some examples of the wavefunctions and current distributions calculated using the perturbation
theory (referred to as “theoretical” results) and compared with the numerical solution of the
Schro¨dinger equation in the square (“numerical” results). We restricted our attention to the
states of the (1, 1) resonance that are invariant under the 90◦ rotation, i.e. having the symmetry
103
Figure 4.2: ∂Em/∂Bˆ as a function of Eˆ. The stars are at the (1, 1) resonance states n = 62,
m = 0, 2, . . . ,mmax = 14, . . . Magnetic field B = 25. The continuous curve is given by Eq.
(4.15).
r = 0 [Eq. (4.8)]. These are the states with either even n/2 and odd m or odd n/2 and even
m.
A couple of comments on the calculation procedures are in order. In the perturbation theory
the one-dimensional Schro¨dinger equation (4.2) was solved numerically. The two-dimensional
wavefunction was constructed using Eq. (4.8). We call these results “theoretical.”
In the “numerical” calculations the two-dimensional Schro¨dinger equation was solved by
diagonalization of the Hamiltonian in the basis of states in the square without magnetic field.
The states with the required symmetry are
Ψpq (x, y) =


√
2 [cosπpx cosπqy + cosπqx cos πpy] , p 6= q odd
2 cosπpx cos πqy, p = q odd
√
2 [sinπpx sinπqy − sinπqx sinπpy] , p 6= q even
. (4.17)
The labels p, q should not be confused with the resonances. Expand ψˆm (x) =
∑
ψ¯m,le
iπlx in
Eq. (4.8) where l is integer for r even and half-odd integer for r odd. Also ψ¯m,l = (−1)m ψ¯m,−l.
We expect the largest weights in the state (n,m) come from the B = 0 states with p = n2 + l,
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Figure 4.3: Decomposition of the state m = 14, n = 62, B = 25 into B = 0 basis states.
The area of a circle is proportional to the square of the amplitude. The numerically exact
results are shown below the diagonal p = q. Above the diagonal are the weights of theoretical
wavefunction Eq. (4.8). A part of the constant energy circle p2+ q2 = const is shown as well.
q = n2 − l. Figure 4.3 shows these states aligned along the diagonal in (p, q) plane. The energy
of the basis states is p2 + q2 = n
2
2 + 2l
2 dropping a factor of π2. If l2 ≪ n, it is much closer
to the base energy n2/2 than the next base energy (n± 2)2 /2 ≈ n22 ± 2n. Nevertheless, there
are basis states with other base energies lying near the constant energy circle (Fig. 4.3), for
example, the states with p′ = n+22 + l
′, q′ = n+22 − l′ where l′2 ≃ n. However, the matrix
elements of the Hamiltonian Hpq,p′q′ are small if the differences |p− p′| , |p− q′| , etc., are
large. When the condition n≫ l2 ∼ m2 breaks down, the basis states with other base energies
will be contributing to the eigenstate. This is the case when the terms left out in the phase
of Eq. (4.7) become important. The terms that shift n are of order (Em − Vmin) /k ∼ m2/n.
Thus, for large m our perturbation theory is not too accurate.
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The current density is given by
j (x, y) = 2ReΨ∗ (x, y) [−i∇−A (x, y)] Ψ (x, y) . (4.18)
The property ∇ · j = 0 ensures that the streamlines are the closed loops. However, because
of the approximate nature of both numerical and theoretical calculations, the small left-over
divergence in the regions of small current density may have a big effect. This makes it problem-
atic to construct a reasonable approximation for the streamlines. To overcome this difficulty
we imposed the divergence-free character of the current by representing j (x, y) = ∇× zˆχ (x, y)
where the function χ (x, y) =
∫ y
1/2 jx (x, y
′) dy′. Then the streamlines of j are the contour lines
of χ. In the exact problem χ (x, y) = χ (y, x) . To see this, note that the Hamiltonian has a
symmetry H (x, y) = H∗ (y, x) , which means that for a non-degenerate state the wavefunction
has the same symmetry (up to a phase factor). From this follows the symmetry for the current
jx (x, y) = −jy (y, x) . Then χ (y, x) = −
∫ x
1/2
jy (x
′, y) dx′ =
∫ x
1/2
∂χ(x′,,y)
∂x′ dx
′ = χ (x, y) , using
the condition jx
(
1
2 , y
′) = 0. In practice, however, χ is not symmetric. This is the pay-off for
making the approximate current non-divergent. Therefore in our calculations we used the sym-
metrized version 12 [χ (x, y) + χ (y, x)] . In the figures below we have a good agreement between
thus obtained streamlines and other types of current density representations.
Qualitatively, the (1, 1) resonance states can be divided in four classes. The first class con-
sists of the states of the low transverse modes with Em−Vmin ≪ Bk. These states are strongly
localized along the stable orbit and have relatively simple paramagnetic current patterns. In
Figs. 4.4-4.8 the magnetic field is B = 31.4. Figure 4.4 shows a three-dimensional representa-
tion of the numerical wavefunction n = 62, m = 0. The theoretically estimated wavenumber
is k ≈ 2π62/L ≈ 140. The parameter k√ǫ =
√
Bk ≈ 66 is large indicating the strong localiza-
tion due to the resonance. Because of the localization only one of the four terms in Eq. (4.8)
dominates each side of the square periodic orbit. For example, near x = −y = 1/4 only the
s = 0 term is appreciable. Here |Ψ(x, y)|2 ≈
∣∣∣ψˆ0 (x− y − 12)∣∣∣2 which is well approximated by
a Gaussian. Near the square boundary there is interference between two terms. For example,
near y = −1/2 the s = 0, 3 terms are large, so
|Ψ(x, y)|2 ≈
∣∣∣∣ei(πn/2)yψˆ0
(
x− y − 1
2
)
+ e−i(πn/2)yψˆ0
(
−x− y − 1
2
)∣∣∣∣
2
= 4
∣∣∣ψˆ0 (x) cos(πn
2
y
)∣∣∣2 . (4.19)
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Figure 4.4: Absolute square of the numerical wavefunction for the localized paramagnetic state
m = 0, n = 62, B = 31.4. According to Eq. (4.19), the profile along the side of the billiard is
proportional to |ψˆ0|2 and there are fast interference oscillations in the transverse direction.
The cosine factor produces interference fringes parallel to the border. At the first maximum∣∣Ψ (0,− 12 + 1n)∣∣2 is four times larger than ∣∣Ψ (14 ,− 14)∣∣2 . The cross-section ∣∣Ψ (x,− 12 + 1n)∣∣2
is also a Gaussian. The interference pattern can be seen in the density plot in the lower left
quarter of Fig. 4.5. The rest of the figure shows the current for this state. Starting on the lower
left and going counter-clockwise we show a density plot of |Ψ|2, the streamlines, the absolute
value of the current density |j (x, y)| , and the vector field j (x, y) (the dot is at the calculated
point and the stick size and direction represent the current density magnitude and direction).
Of course, close to the boundary the current is parallel to the boundary. Its interference fringes
mimic those of the wavefunction.
Figures 4.6-4.8 show another state of the same class n = 60, m = 1. Its surface of section
wavefunction is close to the first excited state of a harmonic oscillator. Clearly, the probability
and current densities are very small near the point x = −y = 1/4. They are not exactly
zero, however, because the terms with s = 1-3 in Eq. (4.8) have exponentially small tails
there. Figures 4.6, 4.7 were obtained numerically and Fig. 4.8 shows the results of theoretical
calculations. We see that the theory works well in the low m case.
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Figure 4.5: Numerical wavefunction and current for the state in Fig. 4.4. The state is sym-
metric under the 90◦ rotation. Counter-clockwise from the lower left: a density plot of |Ψ|2,
current streamlines, a density plot of |j|, and a vector field representation of the current (the
dot is at the calculated point, the size and direction of the stick represents the current density
magnitude and direction).
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Figure 4.6: Absolute square of the numerical wavefunction for the state m = 1, n = 60,
B = 31.4.
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Figure 4.7: Numerical wavefunction and current for the state in Fig. 4.6. The same represen-
tation as Fig. 4.5.
110
Figure 4.8: Theoretical wavefunction and current for the state in Fig. 4.6. The same repre-
sentation as Fig. 4.5.
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The states with |Em| ≪ Vmax = Bk/2L belong to the second class. These states are de-
localized and have rather complicated probability and current distributions because all four
terms in Eq. (4.8) are important throughout the square. These states lie on the border of para-
and diamagnetism and are weakly magnetic. Figure 4.9 shows such state n = 62, m = 10,
B = 25. It has very small magnetization (Fig. 4.2) because the loops of rather strong dia-
magnetic and paramagnetic currents nearly cancel each other. The figure shows the numerical
results as before, except for the upper left corner, where the theoretical streamlines are shown.
The theory and numerics differ primarily in the lower current regions. To understand the
complexity of the higher m states and the lack of localization consider the normal derivative
|∂Ψ62,10/∂y|y=−1/2 on the boundary (Fig. 4.10). In the low m state it would be proportional
to |ψˆm (x) | [cf. Eq. (4.19)]. When m becomes larger ψˆm (x) extends significantly beyond the
physical domain
[− 12 , 12] (Fig. 4.10), so it has to be “folded” back to this domain with an
additional rapidly varying phase factor eiκx. Formally, it means that the terms with s = 1, 2
in Eq. (4.8) cannot be neglected.
The third class includes the diamagnetic states with Em near the top of the potential. The
state at the maximum of the magnetization curve (Fig. 4.2) with n = 62, m = 14, B = 25
is shown in Figs. 4.11 (numerics) and 4.12 (theory). In the case of large m the theory does
relatively poorly, although it is still qualitatively correct. The unperturbed basis states beyond
the diagonal p+q = n appear in the Hamiltonian matrix (Fig. 4.3, below the line p = q), while
the theory does not reflect this (Fig. 4.3, above the line p = q). This state is localized near the
unstable orbit, i.e. this is a scar state that we predict. One can even see the two channels in
Fig. 4.11 because if Em is just below Vmax the wavefunction ψˆm (x) has the excessive weight
near the turning points on both sides of the maximum of the potential at x = 1. In this case
we find Em = 628.57 and Vmax = 648.64. For comparison, we show the state n = 62, m = 14,
B = 31.4 (Fig. 4.13). Here Em = 703.4 is much lower than Vmax = 792.2, so the two channels
are further apart.
One can observe the change of the topology of the current from paramagnetic to diamag-
netic by looking at the sequence of states m = 6, 8, 10, 12, n = 62, and B = 25 (Fig. 4.14).
Similar effect could be achieved by the change of magnetic field.
The states with Em ≫ Vmax belong to the fourth class. The magnetic field is a small
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Figure 4.9: Almost non-magnetic state m = 10, n = 62, B = 25. The numerical results are
shown as before, except for the upper-left corner, where the theoretical streamlines are shown.
The theory and numerics disagree mainly in the low-current regions. The diamagnetic loops
close to the diagonals nearly cancel the paramagnetic loops in the triangular wedges between
the diagonals.
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Figure 4.10: Normal derivative |∂Ψnm/∂y|y=−1/2, obtained numerically (upper plot), and the
theoretical surface of section function ψˆm(x) (lower plot) for the state of Fig. 4.9. When m
is large, ψˆm(x) extends considerably outside the domain
[− 12 , 12] (indicated by the vertical
lines). In order to construct the normal derivative, the tails have to be “folded” back with an
additional phase factor. For small m both functions are proportional.
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Figure 4.11: Numerical wavefunction and current for the state of maximum diamagnetism
m = 14, n = 62, B = 25. The same representation as Fig. 4.5.
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Figure 4.12: Theoretical wavefunction and current for the state in Fig. 4.11. The same repre-
sentation as Fig. 4.5.
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Figure 4.13: Numerical wavefunction and current for the diamagnetic state m = 14, n = 62,
B = 31.4. The same representation as Fig. 4.5.
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Figure 4.14: Streamlines for the sequence of states m = 6, 8, 10, 12, n = 62, B = 25, counter-
clockwise from the lower right.
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perturbation in this case and the states are weakly diamagnetic. The expansion near (1, 1)
resonance will eventually break down and higher resonances become involved.
4.2 Aharonov-Bohm flux line
The theory laid out in the previous sections can be extended to non-uniform flux configurations.
If the Lorentz force is neglected then the problem is reduced to finding the flux enclosed by a
periodic orbit. Of course, if the flux distribution is not smooth enough, like the ABFL case,
we have to worry about the diffraction. To estimate the effect of diffraction consider a finite
size flux line of radius ρ and flux φ. An orbit that goes through the flux region is subjected to
the Lorentz force produced by the magnetic field B = φ/πρ2 and gets deflected by an angle
δθ ∼ φ/φ0
kρ
(4.20)
where φ0 is the flux quantum. The diffraction can be neglected if δθ ≪ 1. Clearly, in the
zero radius flux line the diffraction effects cannot be neglected. If we define the perturbation
parameter ǫ = (φ/φ0) /k, i.e. the ratio of the perturbed part of the action to the unperturbed
action, then the condition is ǫ/ρ≪ 1. This means that the limit ρ→ 0 cannot be taken before
ǫ→ 0 if we want to neglect the diffraction. Therefore we have to consider a finite size flux line.
In the numerical examples we take φ/φ0 = 0.1 and ρ = 0.01, while k > 120. Instead of one
flux line, four quarter-strength lines symmetrically located were used in order to reduce the
amount of calculations. Within the approximation of our theory it gives essentially the same
result as a single line. Note that for the ideal ABFL the matrix elements of the Hamiltonian
are infinite if the basis functions do not vanish on the flux line. One can avoid this problem by
making the substitution Ψ→ r|φ/φ0|Ψ¯ where r is the distance from the flux line [56, 61]. The
new wavefunction Ψ¯ satisfies the equation HΨ¯ = EΨ¯ with the same energy as Ψ¯. The most
singular term of the non-hermitian Hamiltonian H is of order r−1 instead of r−2.
We consider the states near the (1, 1) resonance. A periodic orbit of this family may either
enclose the flux line and have ±2πφ/φ0 added to its action, or pass by the flux line and have
no extra action. Hence the one-dimensional wavefunction satisfies the Schro¨dinger equation
(4.2) with a step-wise effective potential. Strictly speaking, the walls of the potential will have
a finite width ρ, because when the orbit goes through the flux line there is an additional action
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between 0 and ±2πφ/φ0. Of course, the profile of the walls depends on the flux distribution
within the line. If we are not going beyond the second order of the perturbation theory (Sec.
2.2), we may disregard the finite width of the walls, since the wavefunction does not change
much. This way the results would be independent of ρ. The third order contains the derivative
of the potential. In order to neglect it we must require kǫ3/2/ρ ≪ 1. Since ǫ/ρ ≪ 1, we have
the condition k
√
ǫ . 1, or kǫ≪ 1.
The width and position of the square well and barrier depend on the location of the flux.
If the flux is located at x = 0, y = − 12 + a, where 0 ≤ a ≤ 1/2, the potential is
V (x) =


−2π φφ0 kL , x ∈ [−a, a]
+2π φφ0
k
L , x ∈ [1− a, 1 + a]
0, x ∈ [a, 1− a]
(4.21)
extended periodically by V (x+ 2) = V (x) . Hence, assuming φ > 0, the potential consists of
the well of width 2a and depth 2π φφ0
k
L in the interval
[− 12 , 12] (counter-clockwise orbits) and
the same size barrier in
[
1
2 ,
3
2
]
(clockwise orbits). For sufficiently large φφ0
k
L the eigenfunctions
are approximately ψˆm (x) = cos [(m+ 1)πx/2a+mπ/2] , |x| < a, and zero elsewhere. This
expression holds for sufficiently small m. The energy Em ≈ −2π φφ0 kL +
π2(m+1)2
4a2 .
The function ψˆ0 for a = 1/4 and n = 86 is shown in Fig. 4.15 (a). We include the
exponentially small portion of the function for |x| > 1/4. The upper curve is ψˆ0 (x) and the
lower curve is ψˆ0 (−1− x) . The PSS wavefunction ψ (x) = eiκxψˆ (x) should be compared to the
normal derivative of the two-dimensional wavefunction |∂Ψ/∂n| at y = −1/2 [curve (b), Eq.
(4.8)]. The oscillations appear because of interference of ψ (x) and ψ (−1− x) , they scale as
ψˆ0 (−1− x) . The other four curves show the normal derivative calculated numerically. Curve
(c) is from full numerical diagonalization, (d) is from the diagonalization in the reduced basis
that includes only the unperturbed states along the diagonal p = n2 + l, q =
n
2 − l (Sec. 4.1.4).
The latter result is very close to the theoretical. Curves (e) and (f) are the numerical results for
the ideal single ABFL (ρ = 0) with n = 82 and n = 70. Although there are strong diffraction
corrections, the overall shape is given well by the theory. The two-dimensional wavefunction
is localized along the stable orbit. The strength of localization is characterized by ψˆ0. Figure
4.16 shows |Ψ(x, y)| for an ideal ABFL, n = 58. Although the localization is not very strong,
the wavefunction has little support in the center and the corners of the square.
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Figure 4.15: State m = 0, n = 86 in the square with the flux line, a = 14 , φ = 0.1φ0, ρ = 0.01.
(a) Upper curve ψˆ0(x), lower curve ψˆ0(−1 − x). This function is superimposed on the other
plots that show the normal derivative |∂Ψ/∂n|y=−1/2: (b) is the theoretical result from Eq.
(4.8), (c) is from the full numerical diagonalization, (d) is from the diagonalization in the
reduced basis that consists of the states along the diagonal p = n2 + l, q =
n
2 − l (Sec. 4.1.4).
For comparison, curves (e) and (f) show the numerical results for the ideal single flux line
with n = 82 and n = 70, respectively. Although there are strong diffraction effects, the overall
shape is given correctly by the theory.
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Figure 4.16: Absolute value of the wavefunction, n = 58, m = 0, for an ideal single flux line,
a = 14 , φ = 0.1φ0. Note that |Ψ(x, y)| is almost but not strictly symmetric under the 90◦
rotation due to the higher order effects.
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If the flux is located at the center of the square (a = 1/2), the potential well extends to
the whole side of the square and there is no spatial localization. For small m the counter-
clockwise orbits are preferred and there is a strong paramagnetic current. The upper part
of Fig. 4.17 shows the streamlines for the state n = 82, m = 0, symmetric under the
90◦ rotation. The lower part of the figure gives the current density along the line y = 0,
x ∈ [− 12 , 0] . Neglecting the A-term in Eq. (4.18) we have an approximate formula for it,
jy (x, 0) ∝ − (cosπnx/2)2
[
ψˆm
(−x− 12)2 − ψˆm (x− 12)2] . For low m the second term in
the square brackets is small when x < 0, so jy ≤ 0. It has equally spaced double zeros at
x = (2l + 1) /n. The factor depending on ψˆm has a zero at x = 0.
It is interesting to compare the square with ABFL with the “step” billiard. This is a square
with the step-wise boundary perturbation. For example, suppose the lower side is perturbed
by ξ (x) = −ǫ, |x| < a, and ξ (x) = 0, 12 > |x| > a. Then for the (0, 1) resonance (bouncing
ball states with the large y-momentum) the effective potential is proportional to Eq. (4.21)
limited to x ∈ [− 12 , 12] with the periodicity V (x+ 1) = V (x) (the system has the time-reversal
symmetry). When kǫ ≪ 1 and k√ǫ ∼ 1, our theory predicts localization within |x| < a. If
kǫ = π/2, i.e. 2ǫ is a half-wavelength, the classical action for the (0, 1) orbits within |x| < a
and outside of this region differ by π. This is equivalent to the case φ/φ0 = 1/2. Since the
action enters the phase of the T -operator, this difference becomes ambiguous, it can be made
−π by adding the phase 2π for |x| > a. (This would be impossible in the case of continuous
perturbation.) Thus the effective potential is undetermined when kǫ & 1. The preliminary
numerical results [61] show that in this case there are states localized within |x| < a and the
states localized outside of this region.
4.3 Experimental suggestions
Some of the experimental methods mentioned in Sec. 2.3.6 could conceivably be adapted to
the billiard with a magnetic flux. The mesoscopic systems like the quantum corrals [27] or the
GaAs squares [51] are directly related to our theoretical model, though accurately measuring
the wavefunction may be a challenge.
In the liquid surface wave experiments the effect of the flux can be modeled by the flow of
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Figure 4.17: Ideal flux line at the center of the square, φ = 0.1φ0. Current in the state n = 82,
m = 0, symmetric under the 90◦ rotation. Upper figure: numerical streamlines for a quarter
of the square. Lower figure: theoretical current density jy(x, 0), dashes indicate the numerical
minima.
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the medium [10]. If V (r) is the velocity of the liquid then there is a correspondence
eA (r)
c~
←→ −kV (r)
vg (k, r)
(4.22)
where the group velocity vg ≪ |V| . (This analogy neglects the A2 term in the Hamiltonian.)
Thus, rotating the tank with a constant angular velocity is equivalent to applying the uniform
field to a quantum billiard. The flux
2π
φ
φ0
←→ − k
vg
∮
V · dr (4.23)
in the case of homogeneous medium. A flux line would be analogous to a vortex formed by
the water pouring through a small hole on the bottom of the tank. Reference [10] reports the
experiments on scattering of the surface waves on a vortex.
In the microwave field experiments [73, 35, 72] a ferrite strip of length 2a can be embedded
in the wall y = −1/2 (Fig. 4.18). If one applies the static magnetic field to the ferrite, the
wave will acquire an additional phase upon reflection from the strip. The phase is different
for the forward and backward directions, i.e. the time reversal symmetry is broken. This
system is analogous to the ABFL square billiard with the flux line located distance a from the
bottom. Suppose the square cavity is in xy-plane, and the ferrite is under the magnetic field
in z-direction. Then the permeability of the ferrite in the absence of losses is
µˆ =


µ‖ −iκ 0
iκ µ‖ 0
0 0 µz

 . (4.24)
Consider a plane wave with electric field Ei=Ezˆe
i(kxx−kyy) (ky > 0) propagating in the cavity.
Suppose this wave is incident on the ferrite layer of width δ. Assuming the Dirichlet conditions
on the metal wall to which this layer is attached, one can show that upon reflection the wave
becomes Er= −Ezˆei(kxx+kyy+φ) where the phase2
φ = 2 tan−1

 ky
(
µ2‖ − κ2
)
sin
(
kfy δ
)
kfyµ‖ cos
(
kfy δ
)
− kxκ sin
(
kfy δ
)

 . (4.25)
Here kfy =
√
k2f − k2x where kf = k
√
µ‖ − κ2/µ‖ is the wavenumber inside the ferrite. The
time-reversal is achieved by reversing the sign of kx. Then φ changes. In the quantum billiard
2This differs from the result reported in Ref. [72].
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the phase changes sign but keeps the magnitude when time is reversed. Here it is not the
case because φ includes the phase that the wave acquires by traveling through the bulk of the
ferrite. In order to separate the effect of the magnetic field from the effect of the width we
may remove a metal layer from the wall outside of the strip, i.e. for |x| > a (Fig. 4.18). The
width of the removed layer δ′ is determined by the condition
2kyδ
′ =
1
2
[φ (kx) + φ (−kx)] (4.26)
meaning that the phase the wave acquires outside of the ferrite strip should be equal to the
average phase on the strip. Then the effective phase φeff = φ − 2kyδ′ is odd in kx. In the
experiments the wavenumber in the ferrite kf was about ten times larger than k, so we expect
δ′ > δ to compensate for the phase.
4.4 Conclusions
The classically weak magnetic field acts as a perturbation in an integrable square billiard.
In this system there are special states that are localized near the short stable periodic orbits
that enclose a finite flux. The perturbation breaks the time-reversal symmetry and there is a
preferred current direction. Not surprisingly, the states carry persistent currents. We observed
a variety of probability and current distributions. The overall magnetic response ranges from
the paramagnetic for the well-localized states to the diamagnetic. The short periodic orbits
dominate the susceptibility. The localization also takes place for an off-center Aharonov-Bohm
flux line. Although there is no direct classical effect in this case, the vector potential changes
the action and enters the phase of the wavefunction. The diffraction effects are quite important
for the flux line and limit the preciseness of the semiclassical results.
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Figure 4.18: Possible microwave experiment with ferrite. The ferrite layer of width δ and
length 2a is mounted on the wall. Part of the wall of width δ′ is removed to compensate for
the width of the ferrite. The dashed line indicates the boundary of the original square.
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Chapter 5
Quasiclassical Born-Oppenheimer
approximations
Up to now all our results followed from the Bogomolny equation. It gives the natural semiclas-
sical formulation and reduces the dimensionality of the problem through the use of Poincare´’s
surface of section (PSS). The perturbation theory allows one to make an asymptotic expansion
in the phase of the wavefunction in a controllable way and relate the quantum states to the
classical phase space. The method has certain shortcomings. To find the full two-dimensional
wavefunction an additional trivial, but lengthy, step is required. The resulting function is
inaccurate near the caustics and in the classically forbidden regions.
There are cases, on the other hand, when the equivalent results can be obtained by the adi-
abatic, or Born-Oppenheimer, approximation (BOA) [22]. In general, the BOA is appropriate
when a subset of the system’s coordinates varies in time slower than the remaining coordi-
nates. This allows an approximate separation of variables in the partial differential equation
describing the system. We will see in the examples below that such separation of variables is
possible sometimes even if the notion of “fast” and “slow” is not well defined (Sec. 5.5). In
any case, the conditions for the separation always follow from the differential equation itself,
and we refer to all such cases as the BOA.
The relationship between the BOA and the T -operator method is quite complex [80]. Both
methods are usually equivalent in the leading order. Unlike the T -operator, the BOA directly
generates the two-dimensional wavefunction. If the PSS is chosen along the slow direction, the
one-dimensional PSS wavefunction will be a part of the BOA result. The T -operator method
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often produces an asymptotic form of the BOA solution. It is not always clear whether the
BOA can be constructed for a given problem. For instance, we were unable to formulate the
BOA in a simple form for a perturbed circle, apart from the states near the (1, 2) resonance
(Sec. 5.4). The T -operator, once constructed, treats all resonances uniformly. The purpose of
this chapter is to illustrate the above remarks on several examples.
5.1 Textbook example
We remind the reader of the standard example where the BOA can be used [7]. In the
molecules or solids the electrons’ positions re can be treated as “fast” compared to the “slow”
ionic positionsRi. This is based on the small electron-ion mass ratiome/Mi. In the Schro¨dinger
equation [
− ~
2
2me
∇2e −
~
2
2Mi
∇2i + V (re,Ri)
]
Ψ(re,Ri) = EΨ(re,Ri) (5.1)
we make the Born-Oppenheimer ansatz
Ψ (re,Ri) = Φ (re|Ri)ψ (Ri) . (5.2)
Here we assume that Φ (re|Ri) is the Nth electronic eigenstate for fixed ionic variables which
solves [
− ~
2
2me
∇2e + V (re,Ri)
]
Φ (re|Ri) = U (Ri)Φ (re|Ri) (5.3)
where Ri is treated as a parameter. The eigenenergy U (Ri) then acts as a potential for the
slow variable: [
− ~
2
2Mi
∇2i + U (Ri)
]
ψ (Ri) = Eψ (Ri) . (5.4)
The adiabatic invariance provides that the electronic eigenstate label N does not change as
Ri is slowly varied. The approximation made to the Schro¨dinger equation implies that∣∣∣∣∇iψ∇iΦMi
∣∣∣∣ ,
∣∣∣∣ψ∇2iΦMi
∣∣∣∣≪
∣∣∣∣ψ∇2eΦme
∣∣∣∣ . (5.5)
In the case of the ground state of hydrogen molecule one can estimate |∇iΦ| ∼ |∇eΦ| ∼
|Φ| /aB where aB is the Bohr radius. The ions will oscillate with frequency ω ∼ e/
√
Mia3B
and amplitude δRi ∼ ~/Mω ∼ (me/Mi)1/4 aB. Hence we estimate |∇iψ| ∼ |ψ| /δRi ∼
|ψ| (Mi/me)1/4 /aB. Therefore the first term on the left of Eq. (5.5) is the biggest and it
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is (Mi/me)
3/4 times smaller than the r.h.s. This example shows that the BOA amounts to
neglecting certain derivatives in the differential equation. The higher order corrections can
also be written down.
It was shown that the interaction between the fast quantum electronic and the slow classical
ionic degrees of freedom may lead to chaotic behavior [17].
5.2 Bouncing ball states
In Sec. 3.2 we have shown how to derive the bouncing ball (BB) states in a Bunimovich stadium
(Fig. 3.10) using the T -operator. We obtained an almost square well effective potential which
made the states localized within the straight part of the billiard. Equivalently, we could use
the BOA [6] since there is a separation between the fast and slow motion. We have also
mentioned a generalization of this problem: the stadium with the endcaps of slightly different
radii (Fig. 3.11). In the latter case the effective potential is a square well with a sloped bottom,
and the states are spatially shifted towards the wider part of the billiard. In both cases the
wavefunction stays away from the semicircular regions, so the exact shape of the boundary
there is of little consequence for the states with the low transverse quantum numberm. Another
interesting example is the π/3-rhombus billiard [16], which has two degenerate families of the
BB states.
In this section we apply the BOA method to the (0, 1) resonance states in the tilted unit
square introduced in Sec. 3.1.4. The lower side of the square has a slope, y = ǫx, and the states
of interest have a small x-momentum compared to the y-momentum. These are, of course, the
BB modes, and, as we just explained, they are similar to the BB states in a tilted stadium
(the effective potential is twice as large in the latter case, because two sides are tilted).
We solve the Helmholtz equation
(∇2 + k2)Ψ = 0 with the BOA ansatz Ψ (x, y) =
Φ (y|x)ψ (x) . The fast equation is
∂2Φ
∂y2
= −U (x) Φ. (5.6)
The solution
Φ (y|x) =
√
2
1− ǫx sin
(
πn
1− y
1− ǫx
)
(5.7)
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vanishes at y = ǫx and y = 1 and is normalized. From this we find the function U (x) =
[πn/ (1− ǫx)]2 ≈ π2n2 + 2ǫπ2n2x. Then the slow function satisfies the equation
− ψ′′ + α3xψ = Emψ (5.8)
where Em = k2 − π2n2 and α =
(
2ǫπ2n2
)1/3
. Note that α3x is in the leading order k2ǫ times
the effective potential 2x of the T -operator method if the lower side is chosen as the PSS.
Hence ψ (x) is the surface of section wavefunction given by Eq. (3.11) with Em = Em/k2ǫ. The
energy k2 and the two-dimensional wavefunction are also given correctly.
Equation (5.8) has a solution
ψ (x) = Ai (αx − zm) (5.9)
for large α. Here zm is a root of Ai (−z), so that ψ (0) = 0. If α − zm ≫ 1, ψ also effectively
vanishes at x = 1. The transverse energy Em = α2zm must be much smaller than the maximum
potential α3, i.e. α ∼ (k2ǫ)1/3 ≫ zm. The wavefunction Ψ (x, y) is localized within x . zm/α.
If this condition is not satisfied, Eq. (5.8) still can be solved by a linear combination of Ai
and Bi functions. In the opposite case, k2ǫ≪ 1, the slope of the side can be neglected in the
leading order. This is the situation when the non-resonant perturbation theory applies and
there is no localization. The BOA is applicable if
∣∣Φ−1 (∂Φ/∂x)∣∣ ∣∣ψ−1ψ′∣∣≪ ∣∣Φ−1 (∂2Φ/∂y2)∣∣ .
When zm/α ≪ 1, we estimate
∣∣ψ−1ψ′∣∣ ∼ α, and the above condition gives ǫ4 ≪ k, which is
always true. For larger m, i.e. when zm/α ∼ (m/k
√
ǫ)
2/3
& 1, we have
∣∣ψ−1ψ′∣∣ ∼ m, so the
condition becomes ǫm≪ k ∼ n. This shows that the BOA is valid even if m ∼ n.
Figure 5.1 shows the cross-sections of the numerically obtained wavefunctions Ψnm : (a)
Ψ55,1 (x = 0.01, y) [this is proportional to Φ (y|x = 0.01)], (b) Ψ55,1 (x, y = 0.99) compared
with Ai (αx − z1) , and (c) Ψ55,2 (x, y = 0.99) compared with Ai (αx − z2) . Here ǫ = 0.01 is
less than the wavelength λ = 0.036 which in turn is less than
√
ǫ = 0.1. This results in
sufficiently strong localization. The two-dimensional representation of |Ψ55,2 (x, y)|2 is shown
in Fig. 5.2.
One concludes that in the case of the (0, 1) resonance in the tilted square the BOA is
straightforward and readily provides the two-dimensional wavefunction, while the T -operator
method would require more work. The BOA method is not, however, directly generalizable to
the higher resonances (Sec. 3.1.4), although the next section suggests a possible approach.
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Figure 5.1: Cross-sections of the numerical wavefunctions Ψnm for the (0, 1) resonance in
the tilted square, ǫ = 0.01. (a) Ψ55,1(x = 0.01, y); (b) Ψ55,1(x, y = 0.99) compared with
Ai(αx − z1); (c) Ψ55,2(x, y = 0.99) compared with Ai(αx − z2). The magnitude of the states
has been normalized.
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Figure 5.2: Density plot of |Ψ55,2(x, y)|2, the state of Fig. 5.1 (c). The lower part of the billiard
(0 < y < 0.25) is shown and the graph is expanded in the y direction by a factor of three in
order to display more details of the wavefunction. The dashed line is at y = 0.
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5.3 Channeling approximation
The necessity to find the coordinates in which the fast and slow motion separate may prevent
us from treating generic resonances by the BOA. In some cases the method of images resolves
this problem. Consider, for example, a rectangular billiard perturbed by a potential or a
magnetic flux. The copies of the rectangle obtained by reflection about its sides will cover the
whole two-dimensional plane, forming a lattice. (The magnetic flux has opposite signs in the
neighboring rectangles.) Suppose that the perturbation is classically weak, that is the classical
orbit does not deviate much from the straight line after one passage across the billiard. (For
the estimate in uniform magnetic field see Sec. 4.1.1.) An orbit in the original rectangle extends
along a straight line with minor deviations in the extended scheme (cf. Fig. 4.1). Now the fast
and slow directions separate and the BOA can be used. The BOA in this case is related to
the channeling method for the energetic particles traveling through the crystal lattice [53].
For definitiveness, consider the uniform magnetic field B as a perturbation. We start with
the (1, 1) orbits. We rotate the coordinate system to make one variable ξ = (ax+ by) /d
run along the fast (1, 1) direction and the other variable η = (−bx+ ay) /d along the slow
perpendicular direction. Here a× b are the dimensions of the rectangle and d = √a2 + b2. The
Schro¨dinger equation in these coordinates in the units ~ = c = e = 2m = 1 is
{
[−i∂ξ −Aξ (ξ, η)]2 + [−i∂η −Aη (ξ, η)]2
}
Ψ(ξ, η) = EΨ(ξ, η) . (5.10)
In the channeling approximation we assume that the particle moving fast in the ξ direction
“sees” only the averaged vector potential. We may neglect A2 comparing to the linear kA
terms (since ǫ = B/k ≪ 1) and substitute the average vector potential A¯ξ (η) for Aξ (ξ, η) ,
where
A¯ξ (η) = L
−1
ξ
∫ Lξ
0
dξAξ (ξ, η) (5.11)
and Lξ = 2d, the period in ξ. Note that A¯ξLξ =
∮
A · dl is the flux enclosed by the periodic
orbit in the original billiard. Similarly, A¯ηLξ =
∮
dl×A = 0 in the gauge where divA = 0.
Now Eq. (5.10) becomes separable.
The same result can be obtained on a more formal basis. Namely, we make an ansatz
Ψ (ξ, η) = Φ (ξ|η)ψ (η) and consider the vector potential as a small perturbation in the fast
equation for Φ. Then, according to the elementary perturbation theory, we can approximate
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Φ (ξ|η) = eikξ and find the fast eigenenergy U (η) after multiplying the fast equation by Φ∗
and integrating over ξ. Again neglecting A2 we find that
U (η) = k2 − 2kA¯ξ (η) . (5.12)
The Aη∂η term automatically disappears in the BOA approach. The slow equation is
− ψ′′ − 2kA¯ξ (η)ψ =
(
E − k2)ψ. (5.13)
Now we can rewrite the results in the x, y coordinates. Suppose the origin is chosen at the
center. Define the function ψˆ (x− ay/b− a/2) = ψˆ (−dη/b− a/2) = ψ (η) . This definition
relates ψˆ to the function in Eq. (4.7) when a = b = 1. The above equation turns into Eq. (4.2),
ψˆ′′m (x) + [Em − V (x)] ψˆm (x) = 0, (5.14)
with V (x) = −2 b2d2 kA¯ξ
(− bxd − ab2d) . It has the symmetries V (x) = V (−x) and
V (−a/2 + x) = −V (−a/2− x) and has a period 2a. For uniform field
A¯ξ (η) =


−Bη (1 + dabη) , 0 ≤ η ≤ abd ,
B
(
2ab
d + η
) (
1 + dabη
)
, abd ≤ η ≤ 2abd ,
(5.15)
with A¯ξ (η + 2ab/d) = A¯ξ (η) , and V (x) = −
(
Bkab3/d3
) [
1
2 − 2
(
x
a
)2]
for |x| < a/2 repeated
antiperiodically outside this region. An eigenfunction in this potential satisfies the Bloch
condition
ψˆm (x+ 2a) = e
iβψˆm (x) (5.16)
where β is to be determined.
The two-dimensional wavefunction has the form
Ψ0 (x, y) = e
ik(ax+by)/dψˆm (x− ay/b− a/2) . (5.17)
This is one of the four degenerate solutions. Another solution is obtained from this af-
ter the rotation by π, Ψ2 (x, y) = Ψ0 (−x,−y) . The other pair comes from shifting to the
neighboring square, where the magnetic field has the opposite direction, and considering the
(−1, 1) orbit. These solutions are Ψ1 (x, y) = exp [ik (−ax+ by) /d] ψˆm (−x− ay/b+ a/2) and
Ψ3 (x, y) = Ψ1 (−x,−y) . The wavefunction in the original rectangle is constructed from these
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four solutions under the condition that it vanishes on the boundary. The state can be made
even or odd under (x, y)→ (−x,−y) . With r = ±1 it has the form
Ψnm = A (Ψ0 + rΨ3) +B (Ψ2 + rΨ4) . (5.18)
Requiring Ψnm
(±a2 , y) = 0, we find that A = −Be−iχa and eiβ = e−i2χa where χa = ka2/d.
And from Ψnm
(
x,± b2
)
= 0 we get A = −rBeiχb and eiβ = ei2χb where χb = kb2/d. Therefore
χa + χb = πn where n is even for r = 1 and odd for r = −1. This determines k = πn/d, and
the energy can be expressed as
Enm = (πn/d)
2
+ d2Em/b
2. (5.19)
The phase shift β = 2πn (b/d)2− 2πnb. If we assume |β| ≤ π then nb is an integer part of(
nb2/d2 − 1/2) . For a square β = 0 for even n or π for odd n. This is the case considered in
Ch. 4. It is clear that the BOA and the T -operator theory agree at least to the order
√
ǫ in
the wavefunction and ǫ in energy.
We were able to apply the BOA to the rectangular billiard by extending it to a bigger
system and thus “unfolding” the trajectories. The method can be generalized to include the
boundary perturbation. In this case we again extend the unperturbed rectangle by reflection
to the whole plane and assume that the classical orbits are almost straight lines in the plane
(actually, they will slightly bend on the boundary crossings). Then U (η) = k2−2k2δL (η) /Lξ,
where δL (η) is the additional path due to perturbed boundary for an unperturbed orbit of
period Lξ. In light of Eq. (5.10) we might say that the change in length is compensated by
a change of momentum δk = −kδL/L that preserves the action. Notice also that the time it
takes the particle to travel distance L with the modified momentum is equal to the time it
travels distance L + δL with the old momentum. If the extension of a system to the whole
plane in the original coordinates is not possible (like for a circle billiard), it can be done in the
action-angle variables.
5.4 BOA in the asymptotic region
Now we return to the low angular momentum resonance in a perturbed unit circle (Sec. 2.2.2).
In this example the separation of fast and slow coordinates holds only over a part of the
billiard. The BOA wavefunction in this region is in agreement with the T -operator solution.
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The Helmholtz equation in cylindrical coordinates has the form(
r
∂
∂r
r
∂
∂r
+ k2r2 +
∂2
∂θ2
)
Ψ = 0. (5.20)
For the low angular momentum l states the angular coordinate is slow and the radial coordinate
is fast everywhere except the region near the center r . l/k ∼ √ǫ. Outside of this area we can
make the BOA ansatz Ψ (r, θ) = Φ (r|θ)ψ (θ) . The fast equation
r
∂
∂r
r
∂
∂r
Φ +
[
k2r2 − l2 (θ)]Φ = 0 (5.21)
is the Bessel equation with the variable order l (θ) . Since it is invalid for r → 0 the solution
may include both Bessel and Neumann functions. It is convenient to invoke the asymptotic
expansion for large kr and l but small l/kr [41]
Φ (r|θ) ≈ 1√
kr
cos
[
kr +
l2 (θ)− 14
2kr
+ α (θ)
]
(5.22)
where α (θ) is the phase that mixes Bessel and Neumann functions. Function Φ must vanish
at the boundary r (θ) = 1 + ǫ∆R (θ) which requires
k + kǫ∆R (θ) +
l2 (θ)− 14
2k
+ α (θ) = π
(
n− 1
2
)
. (5.23)
Both functions l (θ) and α (θ) are unknown, and we need some additional information to
determine them. Consider the slow equation
ψ′′ + l2 (θ)ψ = 0. (5.24)
The radial wavefunction ψ (θ) is expected to coincide with the PSS wavefunction that solves
Bogomolny’s equation. Equation (2.10) implies that
l2 (θ) = k2ǫ [Em − V (θ)] (5.25)
where V (θ) = ∆R (θ) + ∆R (θ − π) . Since V (θ) has period π, Eq. (5.24) is solved with the
boundary condition ψ (θ − π) = (−1)m ψ (θ), and the eigenvalues Em are determined. Now
Eq. (5.23) enables us to find
α (θ) = −1
2
kǫ [∆R (θ) −∆R (θ − π)] + α0 (5.26)
and the quantization condition
k − 1
8k
+
1
2
kǫEm + α0 = π
(
n− 1
2
)
. (5.27)
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The constant α0 is determined from the special case ∆R = 0. Then l = m and Φ (r|θ) ∝
Jm (kr) , which implies α0 = −π2 (mmod 2)− π4 . Figures 2.5, 2.6 show the states with m = 2, 3,
respectively, in the short stadium.
In the considered example the BOA is not self-contained — we could not complete the
solution without knowing the behavior of the wavefunction at the origin. Having obtained the
radial wavefunction by other means (e.g. from Bogomolny’s equation), we reconstructed the
two-dimensional wavefunction [cf. Eq. (2.61)] and the quantization condition [cf. Eq. (2.11)] of
the perturbation theory. It is remarkable that the fast wavefunction Φ (r|θ) becomes asymp-
totically the Bessel function Jl(θ) (kr) only in an unperturbed circle, in all other cases it is
mixed with the Neumann function Nl(θ) (kr) .
In this section the phase of the wavefunction (5.22) and the quantization condition (5.23)
contain a k−1 order corrections that were absent in the T -operator theory. This corrections
are normally small in the semiclassical regime although they may begin to play role when
the angular momentum l ∼ k√ǫ . 1. There are several sources of the k−1 corrections in
the T -operator method. First, the k−1 terms can be added to the phase of the T -operator
itself. For example, in the boundary integral method these terms originate in the derivative of
Hankel’s function [cf. Eq. (1.13)]. Second, the Bogomolny equation ψ = Tψ should be solved
to higher precision, namely, one has to retain the next order terms in the expansion of the
unperturbed action and the prefactor near the stationary point [cf. Eq. (2.6)]. Similarly, the
two-dimensional wavefunction can be found from Eq. (1.10) with the Hankel function as the
kernel. Note that the more general kernel (2.54) is valid only in the leading order in k−1.
The low angular momentum resonance in the perturbed sphere of Sec. 2.5.4 can be described
by a similar technique. We start with a three-dimensional Helmholtz equation
(
∂
∂r
r2
∂
∂r
+ k2r2 − lˆ2
)
Ψ = 0, (5.28)
where lˆ2 ≡ − 1sin θ ∂∂θ sin θ ∂∂θ − 1sin2 θ ∂
2
∂ϕ2 . The equation in the fast radial direction
∂
∂r
r2
∂
∂r
Φ+
[
k2r2 − l (l + 1)]Φ = 0 (5.29)
is an equation for a spherical Bessel function of order l = l (θ, ϕ) [41]. Again, since the BOA
is not valid near the center, the solution will include both Bessel and Neumann spherical
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functions. Asymptotically,
Φ (r|θ, ϕ) ≈ 1
kr
sin
[
kr +
l (l + 1)
2kr
+ α (θ, ϕ)
]
(5.30)
where α (θ, ϕ) is the phase to be determined. The slow equation
− lˆ2ψ + l (l + 1)ψ = 0 (5.31)
implies that
l (l + 1) = k2ǫ [Elm − V (θ, ϕ)] , (5.32)
where V (θ, ϕ) = ∆R (θ, ϕ) + ∆R (π − θ, ϕ+ π) . The eigenfunctions ψlm [the quantum num-
ber l should not be confused with the function l (θ, ϕ)] will be even or odd under inversion,
ψlm (θ, ϕ) = (−1)l ψlm (π − θ, ϕ+ π) , where we assume the state ψlm has the same symmetry
as the unperturbed state Ylm (θ, ϕ) . As before, the Dirichlet condition for Φ gives
α (θ, ϕ) = −1
2
kǫ [∆R (θ, ϕ) −∆R (π − θ, ϕ+ π)]− π
2
(lmod 2) (5.33)
and the quantization for k
k +
1
2
kǫElm = πn+
π
2
(lmod 2) . (5.34)
Clearly, the BOA is consistent with the T -operator approach and even improves on the angular
differential equation.
5.5 Whispering gallery modes
The whispering gallery modes discussed in Sec. 3.3 can also be derived with the BOA. The
adiabaticity comes from the slow variation of curvature of the boundary. This approach is
related to the parabolic equation and the etalon methods [4] in the sense that in the former
some derivatives in the partial differential equation are neglected and in the latter an ansatz
involving the Bessel function with variable order is made. All these methods give the same
leading order results.
The billiard boundary is locally a circle of radius R (s) where the variable s runs along the
perimeter. Therefore the whispering gallery wavefunction is locally a wavefunction for a circle,
Ψ (ρ, s) = Φ (ρ|s)ψ (s) = α (s)Jl(s) (krs)ψ (s) , (5.35)
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where ρ ≪ R is the distance from the boundary, rs = R (s) − ρ is the radius measured from
the local center of curvature and α (s) is the normalization for Φ. The slowly changing angular
momentum l (s) does not have to be integer and will be determined by the boundary conditions.
The “slow” wavefunction ψ (s) satisfies the equation similar to Eq. (5.24) and is equal to
ψ (s) =
exp i
∫ s
l (s′) ds′/R (s′)√
l (s) /R (s)
(5.36)
where ds/R plays a role of dθ. Since l ∼ kR, the function ψ (s) is not really slow, varying
approximately as eiks. However, Φ (ρ|s) depends only on the slow varying functions of s, like
l (s) and R (s) , which justifies the BOA ansatz. Since the order of the Bessel function is large
and close to its argument, it can be approximated by an Airy function. If we define a function
f (s) by l = kR (1− f ′) then [41]
Jl(s) {k [R (s)− ρ]} = Jl
[
l + l1/3
(
kRf ′ − kρ
l1/3
)]
≃
(
2
kR
)1/3
Ai
[
−21/3 kRf
′ − kρ
(kR)1/3
]
. (5.37)
(l can be replaced by kR in the leading order in f ′ and ρ/R.) The Airy function must vanish
at ρ = 0 which makes
f ′ (s) = 1− l
kR
=
zn
21/3 (kR)
2/3
(5.38)
where zn is the nth root of Ai (−z) . The full wavefunction can now be written down as
Ψ (ρ, s) = (kR)
−1/6
Ai
(
21/3k2/3
R1/3
ρ− zn
)
ψ (s) (5.39)
where the normalization factor has been added. Note that the normalization ensures the same
total current through any section s = const.
The T -operator theory produces the asymptotic form of this solution, Eq. (3.41).1 There
the function f (s) was defined via Eq. (3.33) as a part of the phase of the PSS wavefunction.
Clearly, this is consistent with the current definition. The explicit expression for f ′, Eq. (3.34),
compares with Eq. (5.38) if zn is used in its approximate form
[
3
2π
(
n− 14
)]2/3
for large n. The
BOA solution works both in the classically allowed and classically forbidden regions including
1Although denoted by the same symbol, the PSS wavefunction and the slow wavefunction ψ(s) differ by a
factor R−1/3(s).
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the caustic. It does not require the large number of wavelengths in the radial direction, which
would be the condition for the asymptotic expansion of the Airy function.
It is possible to derive the Airy function solution directly, without referring to the Bessel
function. The Helmholtz equation in the (ρ, s) coordinates for small ρ/R is[
∂2
∂ρ2
− 1
R(1− ρ/R)
∂
∂ρ
+
1
(1− ρ/R)2
∂2
∂s2
+
ρ
(
R−1
)′
(1 − ρ/R)3
∂
∂s
+ k2
]
Ψ = 0. (5.40)
The second term can be neglected as compared to the first term since
∣∣Φ−1∂Φ/∂ρ∣∣∼ k2/3R−1/3
[according to Eq. (5.39)] and kR ≫ 1. The third term can be expanded in ρ/R. The fourth
term can be neglected compared with ρR
∂2
∂s2 since |ψ′/ψ| ∼ k and kR ≫ R′. The simplified
equation [(
1 + 2
ρ
R
)−1( ∂2
∂ρ2
+ k2
)
+
∂2
∂s2
]
Ψ = 0, (5.41)
when solved by the BOA, yields Eq. (5.39). We can also estimate the limits of applicability
of the BOA from this differential equation. When we make the BOA ansatz, the largest term
that we drop is ∣∣∣∣∂Φ∂s ψ′
∣∣∣∣ ∼
∣∣∣∣kznR′R Ai
′
Ai
Φψ
∣∣∣∣ (5.42)
where we take the typical ρ ∼ znR1/3k−2/3. We should compare it with∣∣∣∣∂2Φ∂ρ2 ψ
∣∣∣∣ ∼
∣∣∣∣ k4/3R2/3 Ai
′′
Ai
Φψ
∣∣∣∣ . (5.43)
Estimating
∣∣Ai′′/Ai′∣∣ ∼ n/zn we obtain the condition
(kR)1/3 ≫ |R′| z2n/n ∼ |R′|n1/3 (5.44)
which is the same as the requirement (3.38) for the simple T -operator theory to work. In Sec.
3.4 we consider the case when this condition is not satisfied.
The classical caustic is given by the turning point of the radial equation, or a point where
the argument of the Airy function vanishes, ρ (s) = znR
1/3(s)
21/3k2/3
. If the energy k2 is fixed, the
possible caustics are quantized by zn. In the classical picture the product ǫ (s)R
1/3 (s) ≡ I,
where ǫ (s) is an angle that the classical trajectory makes with the boundary, is an adiabatic
invariant in the limit ǫ→ 0 [4] (see Sec. 3.4). Semiclassically, I = 21/3√zn/k1/3 and, therefore,
the caustics can be labeled solely by this parameter. This is not surprising since, apart from
the energy which does not change the geometry of the orbits, this adiabatic invariant is the
only (approximate) integral of motion.
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5.6 Conclusions
The Born-Oppenheimer approximation can be used alongside the T -operator and other tech-
niques to describe the perturbed integrable systems. When the separation of the fast and
slow variables is possible it provides a convenient way to find a two-dimensional approximate
wavefunction and energy levels. The BOA solution is usually valid near caustics and in the
classically forbidden (shadow) regions where the semiclassical approximation often fails or
needs modification. Whether the natural coordinates, in which the separation of fast and slow
motion is possible, exist, depends on the geometry of the system or a family of orbits. In prin-
ciple, the separation should always be possible in the action-angle variables, but then again
the shadow regions are off limits. The adiabatic approximation may also be possible when
there is a slowly changing parameter instead of the slowly changing position of the particle, as
in the whispering gallery case.
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Chapter 6
Trace formulas
The trace formulas are used to describe the density of states in terms of the classical periodic
orbits of the system. The Gutzwiller trace formula [40] applies to the hard chaotic systems
and the Berry-Tabor trace formula [13, 14, 39] works for the integrable systems. In the former
case the periodic orbits are unstable and isolated, while in the latter case they form families.
The intermediate situations include the perturbed integrable systems [59] and mixed systems.
The T -operator formalism (Sec. 1.4) adequately describes a system on a semiclassical level.
In particular, one should be able to derive the trace formulas directly from the T -operator. We
show in Sec. 6.1 how this can be done. In the following sections we apply the general formalism
to the Gutzwiller and Berry-Tabor cases. Then we consider a perturbed integrable system,
which interpolates between the two extremes. The interpolation formula can be parametrized.
At least four parameters are needed to describe the perturbed family of periodic orbits correctly
[79], not three, as Ref. [76] claims. We illustrate these points with the example of the coupled
quartic oscillators in Sec. 6.5.
6.1 General derivation of the trace formula
The energy spectrum of a system described by the Bogomolny operator T (E) is given by the
zeros of the Fredholm determinant [cf. Eq. (1.32)]
D(E) = det [1− T (E)] . (6.1)
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The oscillatory part of the density of states can be expressed as a logarithmic derivative
dosc(E) = d(E)− d¯(E) = −1
π
Im
[
d lnD(E + iǫ)
dE
]
(6.2)
where d(E) =
∑
a δ(E − Ea) and d¯(E) is the smoothed (Weyl) density of states. To justify
this result [60] we write D(E) =
∏
n
[
1− eiθn(E)]. Here eiθn(E) are the eigenvalues of the
T -operator which is approximately unitary. Then Eq. (6.2) yields
dosc = − 1
2π
∑
n
θ′n
(
1 + Im cot
θn
2
)
=
∑
n
[
− 1
2π
θ′n + |θ′n| δ(θn(E))
]
. (6.3)
With θ′n approximately independent of n the first sum gives the smoothed part −d¯ = − N2π θ′
where N is the size of the T -matrix. The second sum is d(E).
Using the relationship ln det(1−T ) = Tr ln(1−T ) in Eq. (6.2) and expanding the logarithm
in powers of T , we find
dosc(E) =
1
π
Im
∞∑
n=1
1
n
dτn(E)
dE
(6.4)
where
τn(E) = TrT
n(E) =
∫
dq1 · · · dqnT (q1, q2) · · ·T (qn, q1). (6.5)
The composition property for the T -operator (Sec. 1.5) gives for a two-dimensional system
τn(E) =
∫
dq
∑
p
(
1
2πi~
∣∣∣∣∂2Sp(q, q′;E)∂q∂q′
∣∣∣∣
)1/2
q=q′
exp
[
i
~
Sp(q, q;E)
]
. (6.6)
Here p denotes a “closed” orbit that leaves the Poincare´ surface of section (PSS) from point q
and arrives at the same point on its nth crossing of the PSS, Sp(q, q;E) is the reduced action
for this orbit, and the Maslov index was omitted. In effect, we calculated n − 1 out of n
integrals in Eq. (6.5) by the stationary phase (SΦ). Whether the last integral integral can be
done by the SΦ as well, depends on the Sp(q, q;E).
Since the exact density of states is a collection of δ-functions, the formal series (6.4) diverges
when E is on the spectrum. In practice, one includes only the first few terms that account
for the short periodic orbits. This produces the density of states smoothed over some energy
scale (~/time). Such averaging can be experimentally relevant, say, due to the finite resolution
of the spectrum because of non-zero temperature. For example, the susceptibility of a square
in magnetic field is determined mostly by the shortest periodic orbit that encloses flux (Sec.
4.1.3). Thus, only one term in the trace formula is needed in this case [67]. When one is
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interested in the energy level correlations on the scale of the average spacing, the orbits with
periods up to the Heisenberg time ~d¯ should be included.
6.2 Gutzwiller trace formula
In the Gutzwiller case the periodic orbits are isolated, which means that Sp(q, q; E) has the
well defined stationary points. [∂Sp(q, q
′)/∂q+∂Sp(q, q′)/∂q′ = p(q)−p′(q′) = 0 at q = q′ = q∗,
a SΦ point of the integral (6.6).] Let q, q′ be in the vicinity of q∗ and expand in δq = q − q∗
and δq′ = q′ − q∗
Sp(q, q
′) ≃ Sp(E) + p∗(δq − δq′) + 1
2
V11δq
2 + V12δqδq
′ +
1
2
V22δq
′2 (6.7)
where p∗ is the momentum of the periodic orbit. The matrix of second derivatives V depends
on q∗ and the energy. Suppose the orbit p of “length” n (i.e. returning to the surface of section
n times) consists of r repetitions of a primitive periodic orbit of length s, with n = rs. Then
the contribution of orbit p to the integral (6.6) is
τp =
(
s∑
1
∣∣∣∣ V12V11 + 2V12 + V22
∣∣∣∣
1/2
)
exp
[
i
~
Sp(E)
]
. (6.8)
The summation is over the s stationary points, where the orbit crosses the PSS (each of them
can be chosen as a starting/ending point for the periodic orbit).
The prefactor can be expressed in terms of the monodromy matrix Mp of orbit p, which
relates the final momentum δp = p − p∗ = V11δq + V12δq′ and position δq to the initial
δp′ = −V12δq − V22δq′ and δq′. With
Mp =

 −V11V12 V
2
12−V11V22
V12
− 1V12 −V22V12

 (6.9)
the prefactor can be written as s| det(Mp− 1)|−1/2. The sum over the crossing points appears
as a factor. [To see that det(Mp−1) is independent of the choice of the initial point q∗, express
Mp = M12M23 · · ·Mn1, where Mi,i+1 is the monodromy matrix between the two consecutive
crossings. Then det(Mp − 1) = det(M23 · · ·Mn1M12 − 1).]
For a repeated orbit, Sp = rSs and Mp = (Ms)
r . Only the rapidly varying phase needs
to be differentiated when evaluating the derivative in Eq. (6.4). With dSs(E)/dE = Ts, the
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period of the primitive orbit, the density of states
dosc =
∑
s,r
Ts/~
| det(M rs − 1)|1/2
cos
{
r
[
Ss(E)
~
+
π
2
νs
]}
(6.10)
where we restore the Maslov index.
6.3 Berry-Tabor formula
In the integrable systems the periodic orbits form continuous families, and therefore the SΦ
cannot be applied. On the other hand, since the action is constant within a family, the integral
(6.6) can be easily done in the action-angle variables. For a two-dimensional system we define
the variables I, θ, J , Θ, and choose the surface of section Θ = 0. The action after the first
return S(θ − θ′, E) depends only on the difference of the angles (cf. Sec. 1.7). For an orbit
p of length n the action Sp(∆θ) = nS(∆θ/n). If p is a periodic orbit with a frequency ratio
ωI/ωJ = m/n then ∆θ = θ − θ′ = 2πm. The derivative S′′p = −(2πng′′E)−1, where J = gE(I)
(Sec. 1.7). Using these results in Eqs. (6.6) and (6.4) we arrive to the Berry-Tabor trace
formula [13, 14]
dosc =
∑
p
Tp
π~3/2n3/2|g′′E |1/2
cos
(
Sp
~
+
π
2
νp − π
4
)
. (6.11)
Note that a chaotic system may have a family of non-isolated periodic orbits. Among the
examples are the bouncing ball orbits in the stadium [75, 71, 64] or Sinai billiard [9, 70].
6.4 Perturbed Berry-Tabor formula
In a perturbed integrable system the families of periodic orbits are broken with only a few
isolated orbits remaining (Sec. 2.1). However, the action Sp(q, q
′;E) in the integral (6.6) varies
too slowly for the SΦ to be applied. It may be convenient to express this one-dimensional
integral in the action-angle variables. For an orbit of length n
Sp(θ, θ
′) = nS(∆θ/n) + ǫW (θ, θ′) (6.12)
where ǫW (θ, θ′) is the perturbed part of the action that can be calculated by the standard
technique. We may neglect the order ǫ terms in the prefactor and take θ′ = θ − 2πm for a
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broken family with the winding number m/n. Then the integral that remains is
IW =
1
2π
∫
dθ exp
[
iǫ
~
Wˆ (θ)
]
(6.13)
where Wˆ (θ) = W (θ, θ − 2πm).1 The perturbed result for the dosc is just the Berry-Tabor
formula with the substitution cosφ → Re[IW exp(iφ)] where φ is the argument of cosine in
Eq. (6.11) [59]. One might say that the perturbed trace formula interpolates between the
Berry-Tabor case, when ǫ = 0 and IW = 1, and the Gutzwiller case, when ǫWˆ/~ is large and
IW can be done by the SΦ.
When a family of periodic orbits is broken by the perturbation, at least one stable and
one unstable periodic orbits remain, which means that Wˆ (θ) has at least one minimum and
one maximum. Assume, for example, that Wˆ (θ) has a single maximum and minimum at
θ = 0, π, respectively. Often the perturbed action Wˆ (θ) can be approximated by a simple
parametric expression that retains the essential information about its behavior. In the first
attempts of this sort the function was approximated by the first terms of its Fourier series [59],
e.g., Wˆ (θ) ≈ w0 + w1 cos(θ − θ0). Then IW ≈ exp(iǫw0/~)J0(ǫw1/~) where J0 is the Bessel
function. However, this expression is, in general, incorrect in the limit of large ǫWˆ/~. Indeed,
the integral (6.13) can be done by the SΦ and, therefore, depends on the values of Wˆ and Wˆ ′′
at the extrema. This means that IW must depend on four parameters.
Instead of increasing the number of terms in the Fourier expansion, it is more efficient to
parametrize [76] Wˆ (θ) = W0 + W1 cos[ξ(θ)] where ξ(0) = 0 and ξ(π) = π. The unknown
function θ(ξ) can be approximated by the first two terms of its Fourier expansion θ = ξ −
A sin ξ −B sin 2ξ. With dθ/dξ = 1−A cos ξ − 2B cos 2ξ the integral (6.13) becomes
IW =
I0
2π
∫
dξ(1−A cos ξ − 2B cos 2ξ) exp
[
iǫ
~
W1 cos ξ
]
(6.14)
where I0 = exp[i(ǫ/~)W0]. The integrals may be expressed in terms of Bessel functions
Jm(ǫW1/~), giving
IW = I0(J0 − iAJ1 + 2BJ2). (6.15)
The four parametersW0, W1, A, B, can be related to Wˆ and Wˆ
′′ evaluated at the extrema
1Note that Wˆ (θ) = rV¯q(θ) for a periodic orbit (rp, rq), where V¯q(θ) is just the effective potential of the
T -operator perturbation theory (cf. Sec. 2.5.3). p, q are relatively prime.
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by
Wˆ (0) =W0 +W1, Wˆ (π) =W0 −W1,
Wˆ ′′(0) = − W1
(1 −A− 2B)2 , Wˆ
′′(π) =
W1
(1 +A− 2B)2 . (6.16)
Thus, the above interpolation formula is correct in the limit of large ǫWˆ/~, as well as for
ǫ→ 0. One can show that det(Mp − 1) is proportional to ǫWˆ ′′.
The authors of Ref. [76] (UGT) takeB = 0. They compensate the lack of another parameter
by letting the function g′′E [Eq. (6.11)] depend on ǫ. Although formally this method seems to
be correct, it is physically misleading. The function gE describes the constant energy surface
in the action space (I, J). When the system is perturbed, the topology of the invariant tori
changes and the old actions are no longer the integrals of motion. Therefore g′′E does not
have a clear physical interpretation for finite ǫ. Secondly, UGT argue that “the independent
evaluation of g′′E can be rather laborious and time consuming.” However, in order to explicitly
evaluate this function in the limit ǫ → 0 (which must be equal to the standard g′′E) UGT
would need to know the parameter W1 (in our notation) and the values of det(Mp− 1) for the
periodic orbits in this limit, which in effect requires the solution of the unperturbed problem.
With this solution on hand it should not be hard to find the standard g′′E .
6.5 Example: coupled quartic oscillators
We study the correction to the trace formula for the coupled quartic oscillators, which are
defined by the Hamiltonian
H =
1
2
(p2x + p
2
y) + ax
4 + by4 + ǫx2y2. (6.17)
When ǫ = 0 we may introduce the action-angle variables (I, θ) in the x direction and (J,Θ) in
y direction. For a given energy E and winding number α = ωI/ωJ
x =
1√
2
(
E/a
1 + abα
−4
)1/4
sd(κθ),
I =
2
3
κ
√
a
(
E/a
1 + abα
−4
)−3/4
(6.18)
and similar for Θ and J . Here κ = 2K/π, where K ≡ K(m = 1/2) is the complete elliptic
integral of the first kind, and sd is one of the Jacobi elliptic functions [41]. The constant energy
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surface is described by
gE(I) = J =
[(
2
3
κ
)4/3
E −
(a
b
)1/3
I4/3
]3/4
. (6.19)
The action after the first return to the PSS Θ = 0 is
S(θ − θ′, E) = 2
3
κE3/4
[
(θ − θ′)4
a
+
(2π)4
b
]1/4
. (6.20)
The perturbed part of the action δS = − ∫ δHdt in the leading order in ǫ. The integral of the
perturbed Hamiltonian can be evaluated along the unperturbed orbit. For a family of periodic
orbits of winding number α = m/n we find
Wˆ (θ) = − κE
3/4
8(ab)1/4
α
[a+ bα4]3/4
∫ 0
−2πm
dθ′′sd2[κ(θ′′ + θ)]sd2[κθ′′/α]. (6.21)
Note that the shape of Wˆ (θ) is independent of a, b, and E, and each is taken to be unity.
Figure 6.1 depicts Wˆ (θ) for the (1, 1) family, α = 1. It is periodic with period π due to
symmetries. The interpolation formulas of the previous section can be adjusted, when the
period of Wˆ (θ) is 2π/r, by changing θ 7→ rθ. From the numerical values of Wˆ and Wˆ ′′ at
the extrema we find the interpolation parameters A = −1.49 × 10−2, B = −1.04 × 10−4
(independent of a, b, E) and W0 = −0.46, W1 = 0.27. The real part of IW as a function
of ǫ/~ is shown in Fig. 6.2 and the imaginary part appears in Fig. 6.3. The deviation of the
interpolation formula from the exact integral is given in the inset of Fig. 6.2. They agree to
within a part in 10−5.
Note that the parameter B is relatively small. This may have worked in favor of UGT
who assumed B = 0. In general, however, this assumption implies a relation between the
curvatures at minimum and maximum of Wˆ (θ), namely,√
W1/Wˆ ′′min +
√
W1/ |W ′′max| =
2
r
(6.22)
(in this case r = 2). We find numerically that the l.h.s. of this equation is equal to 1.00021
for the (1, 1) resonance.
6.6 Conclusions
The oscillatory part of the density of states can be expressed in terms of traces of the powers of
T -operator. The powers can be evaluated by the stationary phase. For their traces the SΦ can
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Figure 6.1: Wˆ (θ) for the (1, 1) family of orbits (α = 1) of the quartic oscillators with x2y2
coupling. The parameters a = b = E = 1.
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Figure 6.2: Real part of IW as a function of ǫ/~. The difference between this function computed
by numerical quadrature and from the interpolation formula, |∆IW |, is shown in the inset.
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Figure 6.3: Imaginary part of IW as a function of ǫ/~.
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be used only when the periodic orbits are isolated and the action of the closed orbits in their
neighborhoods divided by Planck’s constant changes by order of one on the scale shorter than
the distance between periodic orbits (Gutzwiller case). For an (almost) integrable system the
whole family of (almost) periodic orbits contributes to the trace (Berry-Tabor case). When
the perturbed action becomes large compared to the Planck constant, the surviving periodic
orbits can be considered well isolated and the Gutzwiller formula is recovered.
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Chapter 7
Summary
In this work we formulated the semiclassical theory for perturbed integrable systems, applied
this theory in a number of cases, and compared it with other methods. The use of the Poincare´
surface of section (PSS) allows to reduce the spatial dimensions by one. The Bogomolny T -
operator connects the classical and semiclassical pictures on the surface of section. It is a kernel
of an integral equation Tψ = ψ that determines the PSS wavefunction. It has a solution when
the energy is on the spectrum, i.e. when det(1 − T ) = 0. The T -operator is unitary in the
stationary phase approximation. When the boundary of a billiard is chosen as a surface of
section, Bogomolny’s equation follows from the boundary integral method in the semiclassical
approximation. The T -operator contains the Maslov phases that come from the regions where
the semiclassical approximation is not valid.
A classical resonance in a perturbed integrable system manifests itself in the quantum
picture if the size of the resonant island is greater than the Planck constant. In a billiard
with a perturbed boundary this translates to the condition
√
LδL & λ where L is the size of
the billiard, δL ∼ ǫL is the magnitude of the perturbation, and λ = 1/k is the wavelength.
When this is the case, the resonant perturbation theory is required. The theory can be
constructed by expanding the phase of the PSS wavefunction ψ in kǫM , starting with M = 12 .
In the leading order the perturbed part of the wavefunction satisfies the one-dimensional
Schro¨dinger equation with the effective potential that scales as k2ǫ. Because of the above
condition, the equation has bound state solutions that indicate the localized two-dimensional
wavefunction. Usually the localization is in the neighborhood of a stable periodic orbit. The
two-dimensional wavefunction can be found by propagating ψ from the PSS into the bulk of the
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system, basically along the classical paths. The spread of the wavefunction in the momentum
space scales as k
√
ǫ. The non-resonant states are delocalized in the coordinate space, but are
better localized (as kǫ) in the momentum space. Our theory automatically takes into account
the whole perturbed family of periodic orbits, not just the neighborhood of a stable orbit. The
solutions of the one-dimensional Schro¨dinger equation include both bound and unbound and
thus cover the transition from the resonant to non-resonant states, as long as the influence
of other resonances can be neglected. In this work we considered two examples of billiards
with a perturbed boundary: the circle, in particular, the short stadium, and the rectangle, in
particular, the tilted square.
In some instances the perturbation theory can be applied to the non-perturbative systems.
This can be done if the system is close to some integrable system in the regions where the
wavefunction is large. We mentioned the ice-cream cone billiard that has the localized states in
the circular part, the bouncing ball states in the stadium localized outside of the semicircles, the
bouncing ball states near a period-2 orbit, and the whispering gallery modes. The system may
have an additional perturbation. For example, the bouncing ball modes in the slanted stadium
are shifted towards the wider end. The whispering gallery mode in a convex billiard follows
from the standard EBK quantization procedure of the respective classical motion. However,
when the boundary has a point or a region of zero curvature, there is no classical adiabatic
invariant and the classical particle is not localized near the boundary. Still, the localized
quantum state may exist. Outside of the region of zero curvature it is a superposition of
the standard whispering gallery modes that are well-defined. The singular region acts like
a scatterer that mixes the standard modes. The scattering matrix can be approximately
expressed in terms of the T -operator. If the eigenstates of the scattering propagator are
composed of the small number of the standard modes, they are localized near the boundary.
The magnetic field is a small perturbation for charged particle in a square billiard if its
momentum p ≫ eA/c, where A is the vector potential. Then, in the uniform field case,
the cyclotron radius is greater than the size of the square. Thus, in the leading order, the
shape of the orbits is unchanged. The resonant perturbation theory should be applied when
kL
√
ǫ ≡
√
(e/c~)kBL3 & 1 where B is the magnetic field. In this case there exist states that
are localized near the stable periodic orbits. The unstable periodic orbits are the time-reversals
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of stable orbits. The states associated with the (1, 1) resonance dominate the susceptibility.
Since the time-reversal symmetry is broken, the states carry the persistent currents. The low
transverse modes are paramagnetic and the higher modes are diamagnetic. In the square with
a flux line the localization also takes place but the diffraction effects are strong. The diffraction
is smaller for a finite size tube.
When one of the system’s coordinates changes much faster than the other, one can solve
the two-dimensional Schro¨dinger equation in the Born-Oppenheimer approximation (BOA).
The solution usually agrees with the perturbation theory in the leading order. The standard
example are the bouncing ball states where there is a natural separation of the fast and slow
motion. The rectangular geometry is easy to deal with as well, if one employs the method of
images. In this case the BOA is similar to the channeling approximation. On the other hand,
in the circular geometry only the low angular momentum states are suitable for the BOA.
Even then it fails in the polar coordinates near the center. Thus the BOA solution cannot be
completed in this case since it lacks the boundary condition at the center. At the same time,
it agrees with the perturbation theory in the asymptotic region if the missing information is
provided. In the whispering gallery mode the slow variable is the curvature of the boundary.
In this instance the BOA solution is valid also near the caustic and in the classically forbidden
region where the perturbation theory is not applicable.
The T -operator contains all the information about the energy spectrum in the semiclassical
approximation. In particular, the oscillatory part of the density of states can be expressed in
terms of the traces of the powers of T -operator. Depending on the dynamics of the system
the traces can be evaluated to yield the Gutzwiller trace formula in the hard chaotic case
or the Berry-Tabor formula in the integrable case. In the former the periodic orbits are
isolated and in the latter they form families. The perturbed integrable system connects the
opposite situations and provides an interpolation formula. The interpolation formula can be
parametrized. The parametrization depends on four parameters: the perturbed part of the
action and the monodromy determinant for the stable and unstable periodic orbits. When
the action difference between the stable and unstable orbits is greater than ~, these orbits are
well isolated, when the actions are equal, the system is integrable. In the case of the coupled
quartic oscillators the parametrization works very well.
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The results of this work may be hard to verify experimentally, since it is the energy spec-
trum, not the probability density, that is usually measured. Nevertheless, there are experi-
mental techniques available. The simplest would be to measure the electric field distribution
in a microwave cavity. The experiments have already been done for a chaotic shape cavity,
so there is no principal difficulty to make it almost integrable. The electric field in a cavity
and the electron wavefunction in a billiard satisfy the same differential equation. The mag-
netic billiard can be modeled by adding a ferrite strip on the walls of the cavity. In this case
the analogy holds only in the leading order in vector potential. It should also be possible to
measure the electron wavefunction in quantum corrals, but the effect may be diminished due
to a substantial leakage through the walls. Another class of experiments involves the surface
waves in water, although here the dissipation may be a big problem.
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