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ABSTRACT
Recent studies have shown that sparse representation can be used
effectively as a prior in linear inverse problems. However, in
many multiscale bases (e.g., wavelets), signals of interest (e.g.,
piecewise-smooth signals) not only have few signiﬁcant coefﬁ-
cients, but also those signiﬁcant coefﬁcients are well-organized in
trees. We propose to exploit this, named sparse-tree, prior for lin-
ear inverse problems with limited numbers of measurements. In
particular, we present a fast tree-based majorize-minimize (TMM)
algorithm for signal reconstruction in this setting. Our numerical
resultsshow that TMM provides signiﬁcantlybetter reconstruction
quality compared to the majorize-minimize (MM) algorithm that
relies only on sparse prior.
1. INTRODUCTION
A recent series of remarkable work known as compressed sensing
has shown that the sparse representation of an unknown signal in
a certain basis can be used effectively as a prior knowledge for
signal reconstruction from limited number of measurements [1, 2,
3]. Figure 1 shows a classic example of sparse representation with
a piece-wise smooth signal in the wavelet domain.
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Fig. 1. Example of sparse representation: (a) a piecewise-smooth
signal with M = 256 samples; (b) its wavelet transform with only
a few signiﬁcant coefﬁcients.
For an unknown signal y of length M, suppose that we can
only acquire a limited number N of non-adaptive linear measure-
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ments (N ≪ M):
My = b, (1)
where M isa ﬁxed N×M measurement matrix, and b is alength-
N vector that contains the measured data. Furthermore, suppose
that y has a sparse expansion using an orthonormal transform ma-
trix W as
y = Wx, (2)
where x is sparse. Let A = MW which is also a known N ×M
matrix, then the inverse problem (1) becomes recovering x from
Ax = b, (3)
and substituting x to (2) will give y.
The sparsity of x can be measured by its l0-norm or the num-
ber of its nonzero coefﬁcients
S(x) =  x 0 = size{i : xi  = 0}. (4)
The linear inverse problem with sparse prior can be formu-
lated as
min
x
S(x) subject to Ax = b (5)
Most popular methods for solving (5) in compressed sensing
are relaxing l0 to l1 minimization [1, 2] and using greedy search
by orthogonal matching pursuit (OMP) [3].
2. SPARSE-TREE INVERSE PROBLEM
Examining the wavelet transform x of a piecewise-smooth signal
y as in Figure 1 we notice that in addition to the property that x is
sparse, those nonzero or signiﬁcant entries of x are well connected
in a tree structure. This additional property is because nonzero
wavelet coefﬁcients correspond to discontinuity locations in the
original signal [4]. In particular, if a wavelet coefﬁcient is nonzero
or signiﬁcant then its ancestors (wavelet coefﬁcients correspond
to the same location but at coarser scales) are likely nonzero or
signiﬁcant (see Figure 2).
We denote H(i) as the index set containing of the history
nodes (i.e. father, ancestors, and the entry itself) of the node i.
Let T(x) be the smallest connected tree that contains indexes of
all the nonzero coefﬁcients of x:
T(x) =
[
xi =0
H(i). (6)
The size of the tree T(x) is measured by the number of its
nodes
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Fig. 2. The tree structures of an example 1-D wavelet coefﬁcient
set.
Compare with the sparse measure (4) we see that if the
nonzero entries of x are connected in a tree then ST(x) = S(x).
Otherwise, ST(x) ≫ S(x).
The term ST(x) represents the indexing cost of x using
sparse-tree structure. A major component in the complexity (for
example in coding) of a sparse vector x is the indexing cost for the
locations of its nonzero entries. In fact, the main goal of current
reconstruction algorithms in compressed sensing is to recover the
locations of these nonzero entries.
With the sparse prior alone, for a length M vector x that has
S(x) nonzero entries, we need log2 M bits to specify the location
of each nonzero entries. Hence, the total indexing cost under the
sparse prior is
IndexingCostsparse(x) = S(x)   log2 M. (8)
With the sparse-tree prior, like in practical wavelet-based cod-
ing schemes, we can efﬁciently specify nonzero entries along a
tree, in which each nonzero entry can be accessed through its an-
cestors. For example, for the 1-D wavelet transform as can be seen
from Figure 2, we need only 2 bits for each nonzero coefﬁcient
to code four possibilities that this coefﬁcient has {no child, one
child on the left, one child on the right, or two children} that are
nonzero. Thus, the total indexing cost under the sparse-tree prior
is
IndexingCostsparse-tree(x) = ST(x)   2. (9)
If the nonzero entries of x are well-connected on a tree then
ST(x) = S(x) and thus the indexing cost with sparse-tree prior
(9) is signiﬁcantly smaller than the indexing cost with sparse prior
(8). The compact indexing cost with sparse-tree prior depends on
the measure ST(x) and the role of T(x).
Basedonthe aforementioned discussion and follow (5) wefor-
mulate the inverse problem with sparse-tree prior as
min
x
ST(x) subject to Ax = b. (10)
3. MAJORIZE-MINIMIZE APPROACH
Using a Lagrange multiplier the inverse problem with sparse-tree
prior can bereformulated asthefollowing unconstrained optimiza-
tion problem:
min
x
C(x) where C(x) =  Ax − b 
2
2 + µ   ST(x). (11)
In this section we will follow the majorize-minimize (MM)
approach [5, 6, 7, 8] in solving (11). The ﬁrst step is to majorize
C(x) with the following (so called surrogate) function:
Q(x|y) =  Ax−b 
2
2+λ x−y 
2
2− A(x−y) 
2
2+µ ST(x).
(12)
By choosing λ bigger than the maximum eigenvalue of A
TA
we ensure that Q(x|y) ≥ C(x) for all x,y with equality if and
only if x = y. The MM approach amounts to a sequence of esti-
mate x
(t) by iteratively minimizing the majorized function:
x
(t+1) = argmin
x
Q(x|x
(t)). (13)
The MM iteration monotonically decreases the cost function
since
C(x
(t+1)) ≤ Q(x
(t+1)|x
(t)) ≤ Q(x
(t)|x
(t)) = C(x
(t)).
As a result, the MM iteration is guaranteed to converge to a
local optimal solution. We can rewrite Q(x|y) in (12) as
Q(x|y) = λ( x 
2
2−2(y+λ
−1A
T(b−Ay))
Tx)+µ ST(x)
+ ( b 
2
2 + λ y 
2
2 −  Ay 
2
2). (14)
Thus by denoting
z = x
(t) + λ
−1A
T(b − Ax
(t)), (15)
then (13) is equivalent to
x
(t+1) = argmin
x
`
λ x − z 
2
2 + µ   ST(x)
´
. (16)
Equations (15) and (16) make up the two steps in each iter-
ation of a tree-based majorize-minimize (TMM) algorithm. The
advantage of the TMM algorithm is that it does not need to store
the matrix A but instead it only requires fast algorithms to com-
pute matrix multiplications by A and A
T for the ﬁrst step (15). In
the next section we will develop an efﬁcient algorithm to solve the
second step (16).
Notice that the MM approach allows any other regularization
termtobeusedinsteadof ST(x)intheoptimizationproblem (11).
In compressed sensing  x 0 or  x 1 regularization is typically
used [5, 7, 8] for promoting sparse solution. For example, with
 x 1 regularization term in place of ST(x) then the second step
(16) becomes the component-wise soft thresholding
x
(t+1)
n = sign(zn)   max{0,|zn| − µ/λ}. (17)
We refer to iteration with (15) and (17) as MM algorithm for
inverse problem with sparse prior.
4. FAST BEST SEARCH IN TREES
Let θ = µ/λ. Our task in solving the second step in TMM (16) is
to minimize the following objective function for a given z:
J(x) = θ   ST(x) +  x − z 
2
2. (18)
Recall that the sparse-tree prior term ST(x) is deﬁned as the
number of nodes in the smallest connected tree T(x) that contains
all of nonzero entries of x:
T(x) =
[
xi =0
H(i).Denote T
c(x) for set remaining of entries in x and |T(x)| for
the number of nodes in T(x). Since xi = 0 for i ∈ T
c(x) we
have
J(x) = θ   |T(x)| +
X
i∈T (x)
(xi − zi)
2 +
X
i∈T c(x)
(xi − zi)
2
≥ θ   |T(x)| +
X
i∈T c(x)
z
2
i ,
with equality if and only if xi = zi for all i ∈ T(x).
Thus solving (16) amounts to searching for the best tree T
∗
starting from the root node that minimizes
J(T) = θ   |T| +
X
i∈T c
z
2
i. (19)
The solution x
∗ of (16) can then be obtained from the mini-
mizer T
∗ of (19) as
x
∗
i =
(
zi if i ∈ T
∗,
0 else.
We now develop a fast dynamic programing algorithm that it-
erates from the bottom of the tree to the top to search for the min-
imizer tree T
∗ of (19). This algorithm is similar to the best basis
search algorithm for wavelet packets [9].
For a node n on the index tree of z let us denote T (n) the set
of all trees that has root at n including the empty tree (denoted by
∅) and FT(n) the full tree that have root at n and grows all the
way to the bottom. We deﬁne
T
∗(n) = arg min
T ∈ T (n)
0
@θ   |T| +
X
i∈F T (n)\T
z
2
i
1
A, (20)
J
∗(n) = θ   |T
∗(n)| +
X
i∈F T (n)\T ∗(n)
z
2
i , (21)
S(n) =
X
i∈F T (n)
z
2
i . (22)
The following proposition gives a recursive computation of
these quantities, from bottom up along tree branches. The ﬁnal
solution of (19) is found at the root of the tree.
Proposition 1 Let C(n) be the set of children of n and C(n) = ∅
if n is a leaf node. Then
S(n) = z
2
n +
X
c∈C(n)
S(c). (23)
If S(n) < θ +
P
c∈C(n) J
∗(c) then
T
∗(n) = ∅, (24)
J
∗(n) = S(n). (25)
Otherwise
T
∗(n) = n ∪
[
c∈C(n)
T
∗(c), (26)
J
∗(n) = θ +
X
c∈C(n)
J
∗(c). (27)
Proof: The best tree T
∗(n) minimizes the following cost function
Jn(T) = θ   |T| +
X
i∈F T (n)\T
z
2
i =
X
i∈T
θ +
X
i∈F T (n)\T
z
2
i ,
among all T ∈ T (n). Such T can be either an empty set or a tree
that has root at n. In this second case, T consists of n and subtrees
with root at children of n:
T = n ∪
[
c∈C(n)
T c
for some T c ∈ T (c), and thus
Jn(T) = θ +
X
c∈C(n)
Jc(T c).
In this case, the cost Jn(T) is minimum if each subtree T c
minimizes its cost Jc(T c). Hence T
∗(n) is either an empty
set or n ∪
S
c∈C(n) T
∗(c). The best tree T
∗(n) is obtained by
comparing the costs of these two possibilities. 2
The recursive algorithm described in Proposition 1 visits each
node in z once where it takes a constant number of operations.
Thus, the complexity of this algorithm for the second step in each
TMM iteration is O(M) where M is the length of x or signal y.
5. EXPERIMENTAL RESULTS
We use TMM to reconstruct a 1-D piecewise-smooth signal of
length 4096 from 300 measurements. The measurement matrix A
is of i.i.d. Gaussian entries (zero mean and variance 1). It can be
seen from Figure 3 that TMM can recover the tree structure while
MM suffers from noise due to the incorrect identiﬁcation of signif-
icant coefﬁcients. Consequently, TMM provides a reconstruction
SNR of 20.03 dB compared to 9.89 dB from MM.
Wethen use TMM to reconstruct a simple test image and com-
pare the result to that from MM. We measure the test image in Fig-
ure 4(a) by collecting coefﬁcients along 12 radial lines in its DFT
domain. We can see from the results that TMM also gives a better
reconstruction than MM in this case.
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Fig. 3. An example piecewise-smooth signal of length 4096 and its reconstructions from 300 linear measurements using MM and TMM
(top), together with tree structures showing locations of signiﬁcant wavelet coefﬁcients and those recovered by MM and TMM (bottom).
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