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ABSTRACT 
We study the scattered Hermite interpolation problem and find several classes of 
radial basis functions, including the multiquadrics, which may be implemented for this 
interpolation scheme. 
1. INTRODUCTION 
Let _&” denote a set of n distinct points in [Wd designated by xi,. . . , x,. 
These points are called nodes. The basic problem of multivariate interpola- 
tion is as follows. A data function A : Jf e= C is given, and we seek a function 
f : R” + C such that f IN= A. Such a function f is said to interpolate A. 
If the set of nodes has no special structure capable of being exploited, 
then this problem is called scattered data interpolation. This interpolation 
scheme is frequently demanded in various data-fitting problems, and many 
methods have been proposed and discussed in the literature; see the survey 
articles of Schumaker [15] and Franke [6, 71. One method that has been used 
successfully employs radial basis functions. In this case, one seeks an inter- 
polant from the linear space generated by the n functions 4(I * - 
x,1), . . . , +(I * - xJ, where I* I denotes the Euclidean norm and 4 is a fixed 
function from lK?+ to C. In particular, the function 
cjl( t) = (c + ty, t E [w+, 
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where c is a positive constant, occurs in the “multiquadric” interpolation 
method of Hardy [8], which is highly successful in practice; see Dyn [S], 
Franke [6, 71, Kansa and Carlson [9], and the references therein. The 
existence of an interpolant for arbitrary given data depends upon the invert- 
ibility of the interpolation matrix A whose elements are 
Micchelli [lo] gave several classes of functions for which the interpolation 
matrices are nonsingular. In particular, he showed that the interpolation 
matrix associated with the multiquadrics is nonsingular, settling a conjecture 
of Franke [7]. We note that the nonsingularity of this interpolation matrix can 
also be derived from a result of Madych and Nelson [ll, 121 concerning 
conditionally positive definite functions. 
In many practical problems, it is often desirable to interpolate not only 
the function values but also the values of derivatives up to certain order, as in 
the classical Hermite interpolation on R; see Davis [4]. To the benefit of 
application, we formulate the problem in the following general setting. 
Let 9 := (pi,..., ;p,} be a set of r linearly independent homogeneous 
polynomials on Rd with complex coefficients, and let pp(D> ( /J, = 1, . . . , r> 
be the corresponding differential operators. Let h,, . . . , h, be complex-valued 
continuous functions on Rd such that the functions pp( D)h,( /_L, v = 1, . . . , r> 
are also continuous on Rd. A vector-valued data function A :./V * @’ is 
given, and we seek a function f in the linear space generated by the N 
(N = nr) functions h,(* - xj) (v = 1,. . . , T, j = 1,. . . , n) such that the 
vector-valued function F : R” - C’ defined by 
F := ( Pl( D>f> *..? PA W) 
interpolates the given data, i.e., F IN= A. 
We refer to this as the scattered Hermite interpolation problem (SHIP). 
When the interpolation conditions are imposed, the result is an N X N 
matrix A given in blocks by A = ( ACLY)L,_ i, where A,, denotes the n X n 
matrix 
(( PpCDlhv)Cxj - ‘k))I,k=l’ 
We will call A the SHIP matrix associated with ~3’ and the functions 
h h,, i,“‘, or simply the SHIP matrix if no confusion is likely to occur. In 
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order that the SHIP be uniquely solvable it is necessary and sufficient that 
the SHIP matrix be nonsingular. 
In this paper, we study scattered Hermite interpolation by using radial 
basis functions. We will find several classes of functions that may be imple- 
mented for this interpolation scheme. These functions are closely related to 
those described in [lo] and include the celebrated multiquadrics. 
2. BASIC RESULT AND EXAMPLES 
Let j3 be a finite Bore1 measure on 1w”. The Fourier transform /_? of p is 
the function defined by 
It is obvious that the function b is uniformly continuous on [w”. Let MY 
denote the set of all positive finite Bore1 measures /3 on [w” that satisfy the 
following conditions: 
(1) ~w~~lx12y dP(O < 00, where Y = max,...jdeg pJ. 
(2) p is not concentrated on a subset of [w” with Lebesgue measure zero. 
We will refer to the above two conditions as measure conditions. Let 
n^i,={p:p~M~},andletf~~~. Then f possesses the following prop- 
erties: 
(1) The functions pw( D)( pV< D)f> ( /,L, v = 1, . . . , r) are uniformly con- 
tinuous on [w”, and there is a positive finite Bore1 measure on (w ” that 
satisfies the measure conditions such that the following relations hold: 
where j!jp is the polynomial whose coefficients are conjugates of those of p,. 
(2) f is positive definite; see [Id, p. 2901. 
h 
The reason that we are interested in the functions in M9 lies in the 
following theorem. 
THEOREM 2.1. Let f E G9, and set h, = (- l>“jIT”(D)f (u = 1,. . . , T-j, 
where y, = deg p,. Then the SHIP matrix associated with 9 and the 
functions h,, . . . , h, is positive definite. 
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Proof. We recall that the SHIP matrix A in question is given in blocks 
by A = ( Ayv),‘& 1, where A,, is the n X n matrix 
([t-l)y’.P~tD)(~~t~)s)](xj - Xk))fkzl. 
To show that A is positive definite, let C E C N and C # 0. We write 
C = (Cllr...,Cln,C21,“‘,CZn,...,C,1,.’.,C,,), 
and use C to denote the vector whose components are conjugates of those of 
C. We have 
where g, denotes the function 5 - C;,lcPje”Sx~. Since xl,. . . , x, are 
distinct and p,,..., p,. are linearly independent, the function 
is a nontrivial analytic function of 5. Therefore it can only vanish on a subset 
of Rd with Lebesgue measure zero. Since the measure p is not concentrated 
on a subset of R” with Lebesgue measure zero, it follows from (2.1) that 
CrAc > 0. n 
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The set G, is rich in functions. Our first example concerns the box 
splines, which have been extensively studied in the literature. We refer to 
Chui [3] for their basic properties. Let B be a box spline with direction set E 
that spans R”, and let X be the subset of Z that satisfies the following 
conditions: 
(1) X = {tll,. . . , Eld, tzl,. . . , 52rl,. . . , Ell,. . . , &I, where for each v 
(1 < v < Z), the d vectors &,,, . . . , &,, are linearly independent. 
(2) The set B \ X does not span R”. 
Then we say that B spans R” 1 times. 
COROLLARY 2.2. Let B be a box spline with direction set E that spans 
Rd 1 times. If all the multiplicities of the directions are even and if1 > 27 + d, 
then B E k9. 
Prooj It is well known that B is the Fourier transform of the measure 
P given by 
sin( ~~j/2> 
P( S) = *,Qz 55./2 d5. 
J 
It is clear that /3 is not concentrated on a set of R” with Lebesgue measure 
zero. If all the multiplicities of the direction are even, then /3 is a positive 
Bore1 measure on Rd. If I > 2y + d, then we have 
Therefore, the desired result follows. n 
COROLLARY 2.3. For any fixed c > 0 a:d 6 < 0, the function @C,8 
defined by QG,,(x> = (c2 + 1x1’)’ belongs to M9. 
Proof. Without loss of generality, we assume that c = 1. The function 
@ r,a is the Fourier transform of the measure & given by 
(see Micchelli [lo]), where K, is often called Macdonald’s function; see 
Watson [17, pp. 78-791. Furthermore, the function K, is positive and 
infinitely differentiable on R + \ (O}, and decays exponentially at infinity; see 
[l, p. 3741. It foll ows that & satisfies the measure conditions. n 
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COROLLARY 2.4. 
G,(x) = e 
For fny fixed t > 0, the function G, defined by 
ptlx12 belongs to M9. 
Proof. It is well known that G, is the Fourier transform of the measure 
P, is given by 
It is obvious that p, satisfies the measure conditions. n 
3. MAIN RESULTS 
In this section, we concentrate on the finding of such functions 4 from 
[w+ to [w that the function @ defined by Q(x) = $(I x12) along with its 
derivatives can be employed for scattered Hermite interpolation in Euclidean 
spaces [w” for any d = 1, 2,.... We will be interested in two classes of 
functions that are closely related to completely monotone functions. Recall 
that a function 4 from [w+ to [w is said to be completely monotone on (0, @J) 
if 
(-lyp(t) > 0 for all t > 0 and all k = 0, 1,2 . . . . 
Let 8 be a nonnegative integer, and let C’([O, m>> denote the family of all 
functions from [w+ to c that have continuous derivatives of orders up to and 
including 0, where the values of the derivatives at 0 are interpreted as the 
one-sided derivatives. Let %‘.J& denote the class of functions 4 that satisfy 
the following conditions: 
(1) $ E CB([O, a)). 
(2) f#~ is completely monotone on (0, m). 
(3) f#~ is not a constant. 
Let _9J0 denote the class of functions 4 that satisfy the following 
conditions: 
(1) 4 E C’([O, m>) and 4(O) > 0.i 
(2) 4’ is completely monotone on (0, m). 
(3) d is not a constant. 
‘If we just assume that 4(O) > 0, then Theorem 3.4 in this section is only true for n > 2. 
Recall that n is the number of nodes. 
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For any fixed c > 0 and 6 < 1, let +c,,s denote the function defined by 
$~~,,(t> = (c + t)’ (t & 0). Then it is easy to verify that (1) $,,s is an 
element of %‘& for all 8 = 0, 1, 2,. . . if 6 < 0 and (2) 4, 6 is an element of 
.9_,& for all f3 = 0, 1, 2,. . . if 0 < S < 1. The function &1,2(i * I> is often 
referred to as the multiquadric, and the function $i,_ 1,2(1 . I) as the inverse 
multiquadric. 
Functions in %?A~ and &&A0 are characterized in the following lemmas. 
LEMMA 3.1. In order that C$ be an element of E’.Js, it is necessary and 
sufSicient that 4 have the following Laplace integral representation 
4(s) = j00EplldOl(t), s > 0, (3.la) 
where cx is a nondecreasing finite-valued function on [0, m) such that 
/ 
m. t da(t) < 00 and jo:da(t) > 0. (3.lb) 
0 
LEMMA 3.2. In order that 4 be an element of .9&s, it is necessa y and 
sufficient that C#J h ave the following Laplace integral representations: 
4(s) - 4(o) = /6;’ -lest da(t), s > 0, (3.2a) 
where CY is a nondecreasing finite-valued function on [O, m) that satisfies the 
following conditions: 
/ 





t-l da(t) < ~0 for any fixed E > 0, (3.2~) 
E 
cda(t) > 0. (3.2d) 
Both Lemma 3.1 and Lemma 3.2 are consequences of the well-known 
Bernstein theorem; see Widder [16, p. 1601. Since the proof of Lemma 3.1 is 
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simpler than and similar to that of Lemma 3.2, we omit the former and 
elaborate on the latter. 
Proof of Lemma 3.2. To prove the sufficiency, assume that $J has the 
integral representation of (3.2a) in which the measure (Y satisfies the condi- 
tions (3.2bH3.2d). For s > 0, the conditions in (3.2b), (3.2~) and the rapid 
decay of the function t * epst at infinity allow us to differentiate under the 
integral sign to get 
+(k)(~) = ( -l)‘k+l’ld;~-le-stda(t), k = 1,2, . . . . 8. (3.3) 
It follows that 4’ is completely monotone on (0, w). In (3.3), letting s JO and 
using the monotone coGerge&e theorem and (3.2b), we have 
f#P’(O) = ( -l)(k+‘)/“tkPl da(t), 
0 
k=l,2 ,..., e. 
This shows that 4 E Ce([O, a)). Finally, the conclusion that 4 is not a 
constant follows from (3.2d). 
To prove the necessity, assume that 4 E_~J&. Since 4’ is completely 
monotone on (0, CO), the Bernstein theorem asserts that 4 is representable as 
the following Laplace integral: 
4’(s) = imeps’da(t), s > 0, (3.4) 
where (Y is a nondecreasing finite-valued functions on [O, a>. Since 4 is not a 
constant, it follows that /r+ da(t) > 0. Since 4(s) - +(E) = /,” @(7) d7 is 
true for any E > 0 and since 4 is continuous at 0, we have 4(s) - 4(O) = 
/i +‘(T) d7. Integrating from 0 to s on both sides of (3.4) and using Tonelli’s 
theorem (see [I3, p. 3091) on the right-hand side, we get (3.2a). And this 
implies that (3.2~) is also true. Finally, Equation (3.2b) follows from the 
assumption that 4 E C’([O, a>> as in the proof of the sufficient part. n 
We now state and prove our main results. 
THEOREM 3.3. Let C#I E g.z, and let @ be the function from R” to R 
defined by a(x) = +(lx12). Then the SHIP matrix A associated with 9 and 
SCATTERED HERMITE INTERPOLATION 
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h, = (-l)‘“f&,( D)@ (v= l,...,f-) 
is positive definite for any n distinct points x,, . . . , x, in R” (d = 1, 2,. . .). 
ProoJ: By Lemma 3.1, we can express 4 in the Laplace integral form as 
in (3.Ia) in which the measure cr satisfies the conditions in (3.lb) with 
0 = 2~. Thus, we write 
and we can differentiate under the integral sign2 to get 
(-I>‘“( P,(WWW))(4 
= /drn(WYU( P,vww)q(~) da(t)- 
Recall from Corollary 2.4 that for any fixed t > 0, the function G, is defined 
by G,(x) = e --ttX12. Let C E C” (N = nr), C # 0. We show that C?‘Ac > 0. 
Let E, denote the SHIP matrix associated with 9 and the functions 
h, = (-1)Yvj7,(D)G, (v= l,..., T). It is clear that the function t - CTE,C 
is continuous on [0, m), and by Corollary 2.4, it is also positive on (0, m). 
Therefore, it follows from the assumption /y+ da(t) > 0 that 
CTAc = 
/ 
??Ej?da(t) > 0. 
0 
n 
THEOREM 3.4. Let 4 E 9_&*r, and let Q, be the ficnction from R” to R 
defined by Q(x) = +,(Ix~~>. Then the SHIP matrix A associated with 9 and 
the functions 
h, = (-l)“p,(D)@ (v= l,...,r) 
is nonsingular for any n distinct points x1, . . . , X, in R” (d = 1, 2, . . .I. 
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Proof. By Lemma 3.2, we can express 4 in the Laplace integral form as 
in (3.2a) in which the measure LY satisfies the conditions in (3.2b)-(3.2d) with 
8 = 2~. Thus, we have 
q x) = km l - y’da(t). 
Without loss of generality, we assume yi < yz < ... < y,.. We then consider 
two separate cases yi > 1 and yi = 0. In the first case, we show that the 
matrix A is negative definite. The conditions the measure (Y satisfies allows 
us to differentiate under the integral sign to get 
Let C E C N (N = nr), C # 0. The function t + tP ‘CTE,C is well defined 
and continuous on [O, w).~ By Corollary 2.4, it is also positive on (0, w). 
Therefore, it follows from the assumption /r+ da(t) > 0 that 
CTAc = - /kTE,Cda(t) < 0. 
0 
In the second case, we show that the matrix A has exactly N - 1 negative 
eigenvalues and 1 positive eigenvalue. This, in particular, implies that A is 
nonsingular. We have 
da(t) if p=v=l, 
I -~~t~‘(-l)‘~p~(~)(~,(0)gl)(*) da(t) otherwise. 
31n fact, the factor t-’ 1s canceled in the differentiation process. 
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Let C = (cii, . . . , tin, . . . , c,i, . . . , 
For such C. we have 
c,,) E C”, C # 0, such that CJnzlclj = 0. 
CTAc= -/ mt- ‘CE,Cda( t) < 0. 
0 
Since the set of all such C with real components is an (N - I)-dimensional 
space, by the Courant-Fischer min-max theorem (see [2, p. 113]), the matrix 
A has at least N - 1 negative eigenvalues. Let e denote the vector (1,. . . , 1, 
0 >...> 0, . . . ) 0, . . . ) 0). Then we have 
eTAe = t k +(Ixj - ~~1~) > 0, 
j=l k=l 
by the assumption that4 4(O) > 0 and that 4 is increasing on R+. Hence, the 
matrix A has at least 1 positive eigenvalue. It follows that A has exactly 
N - 1 negative eigenvalues and 1 positive eigenvalue. n 
The author has been inspired by the pioneering work of Professors W. 
Madych and C. Micchelli and benefited furthermore by having several useful 
discussions with them. The author thanks them for all this assistance. The 
referee kindly pointed out some typographical errors in the initial version c>f 
the paper. 
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