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Abstract
Spectroscopic techniques, namely electronic and vibrational spectroscopy,
have been shown to be very powerful tools in providing insight into the ex-
cited state nature and dynamics of compounds and complexes. A mixture of
steady state, time-resolved and temperature dependent vibrational and elec-
tronic spectroscopies were used to study and characterise a range of donor-
acceptor (DA) compounds.
This work explores a number of DA systems, ranging from conducting poly-
mers, to small molecule organic systems, to inorganic systems. From this
breadth of samples insight can be gained into the wide range of behaviours
and potential applications DA systems can have. A number of different ex-
cited states, ranging from π to π∗ to metal-to-ligand charge-transfer (MLCT)
and their interplay can be explored. In addition to looking at the electronic
nature and behaviour of DA systems a, limited, exploration into aggregation,
inter- and intra- molecular forces and their influence on behaviour is carried
out. The primary aim is to determine what information can be extracted from
new systems using the pre-establish techniques, as well as explore the use of
less common techniques, such as low-frequency Raman and variable temper-
ature resonance Raman spectroscopies, in different situations to access their
suitability.
In the first section (Chapter 3) a series of three conducting polymers, with
various degrees of linearity in their backbone are studied. From this it can be
seen that as the backbone rigidity increases the emission become less sensitive
to temperature, which was interpreted as being linked to increased stability
of order in solution. This conclusion was linked to the changes in emission
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as a function of temperature; primarily being linked to increased emission
for a localised emissive state formed when bending in the polymer prevented
full conjugation being achieved. Computational modelling suggested that the
polymer with intermediate linearity alternated between a disordered and order
configuration, while the two extremes sat more in one configuration or the
other. The experimental data supports this conclusion.
In Chapter 4 a pair of regioisomers, structural analogues to monomors used
in the polymer construction, were studied to try understand the relationship
between fluorination position and previously reported variations in physical
and electronic properties. The combination of spectroscopic and computational
techniques lead to the conclusion that this is result of F· · · S through space
interactions. These interactions alter the structure and electronic properties
of the molecule, by changing the electronic density distribution of the HOMO
and LUMO. One example of the impact of the position of the fluorine, is
that for one isomer the Stokes shift between absorbance and fluorescence was
consistently 400 cm−1 greater than the other.
The systems in the first two section had a complex arrangement of multiple
donor and acceptor units, with even the regioisomers being D-A-D-π-D-A-D in
nature. In Chapters 5 and 6 simpler DA systems, with a tetraphenylbenzene
(TPB) donor attached to a fluorene based acceptor were studied. In Chap-
ter 5 fluorenone was used as the acceptor (FTP series) and in Chapter 6 the
more electron withdrawing fluoren-9-ylidene dicyano was used as the acceptor
(CNTP series). A large dihedral angle between the TPB and fluorene units
disrupted conjugation and lead to the systems showing minimal DA nature.
The FTP series showed strong solvent and temperature dependent fluores-
cence, with the response found to correlate with electronic nature and excited
state dynamics shown by fluorenone. The emission showed a Stokes shift of
over 9000 cm−1. For the CNTP series excited state rotation through linker
between the fluorene to dicyano units resulted is near complete quenching of
the emission. However, this allowed a large amount of resonance Raman data
to be collected. From this an atypical and strong progression of overtone and
combination bands were observed. This indicates at a large ∆Q in the ex-
cited state and allowed for more in detailed modelling of the potential energy
v
surface, with the anharmonicity constant found to be around ∼2 x 10−3.
In the final section the work moves from organic to inorganic systems, with
a pair of rhenium-bipyridine based D-A-D and D-A-A based complexes. While
changing between the D-A-D and D-A-A was only of limited interest, with
variations in excited state lifetimes correlating with those expected from the
literature and only minimal variation in the electronic absorbance intensity
and Stokes shift, the more interesting part was the solvent sensitivity of the
emission. Between low and high polarity solvent the lowest energy emission
could be completely quenched. The combination of spectroscopic techniques
and computational modelling was used to show that this was due to the in-
terplay between an emissive 3MLCT and dark 3ILCT state. In all solvents
a 1MLCT was initially populated, which decayed to a 3MLCT state. In low
polarity solvent the system got trapped here and relaxed via phosphorescence,
while in high polarity solvents it could rapidly cross from the 3MLCT to a
3ILCT and undergo non-radiative decay to the ground state. Data suggests
the 3MLCT to a 3ILCT crossing required structural reorganisation.
In the experimental section the adaptation and development of experimental
setups for the measuring of a range of different sample under different condi-
tions is also explored. This work was primarily based around a low-frequency
Raman system and developing method and hardware to allow for measure-
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Light, or electromagnetic radiation, is a potent source of energy and a pow-
erful communication tool. With the total solar radiation reaching the earth
estimated at over 50,000 TW [1, 2] there is more than enough energy to ful-
fil the energy requirements of all of human society.[3] However, in order to
effectively utilise the potential of light, in particular for this study with wave-
lengths between 350 and 800 nm, appropriate devices and materials are re-
quired. While a large range of devices, with different roles are available, some
of the key ones are bulk heterojunction (BHJ) solar cells,[4–6] OLEDs[7–9] and
photoactive catalysts.[10–13] This work will examine the properties of materi-
als with potential applications in the above mentioned devices, in the hope of
understanding better how they behave and how that behaviour can be tuned.
Through gaining increased insight into what structural units are responsible
for giving rise to the observed behaviours the design of future molecules can be
guided. The influences of internal and external factors will be explored, firstly
by looking at the effect of substituents and then by examining the effects of
interactions between solvent and the molecule of interest. Understanding in-
teractions with the environment and other molecules is important, as it is well
reported that when the environment changes, particularly from going from
solution to solid phase, the electronic properties are tuned. This means to un-
1
2 CHAPTER 1. INTRODUCTION
derstand how the materials will preform in devices these interactions must be
understood. The materials of interest in this study are all donor-acceptor (DA)
based systems (Section 1.2) and will be studied using a variety of light-based
spectroscopic techniques (Sections 1.4 and 1.5).
The use of spectroscopic techniques, such as Raman, resonance Raman, elec-
tronic absorbance and emission and transient absorbance and emission spectro-
scopies, to study DA systems can provide detailed information into the ground
and excited state electronic properties. From the combination of techniques,
and supporting calculation, the excited state dynamics and energy pathways
can be mapped. This provides insight into the energy of the excited state,
its lifetime and location on the molecule. From this the suitability of given
structures to a given role can be assessed and correlations between structural
characteristics and electronic properties identified. The specific information
found about given system is determined by the spectroscopic techniques used,
or the ‘questions’ asked of it, and this is varied based on the potential appli-
cation and key information for that role.
In order to accurately understand what the various spectroscopic techniques
are telling us about the samples and to reliably interprete the results an under-
standing of the physical and electric properties and processes which give rise to
the spectroscopic response is required. In the following sections (Sections 1.4
to 1.6) this background is explored and explained.
1.1.1 Bulk Heterojunction Solar Cells
BHJ solar cells are used, like silicon ones, to convert solar energy into elec-
trical energy. The basic design principle of a BHJs is an electron rich, or
donating, material interspersed with an electron poor, or accepting, one (Fig-
ure 1.1.1).[4–6] Upon photoexcitation of the electron rich material the excited
state electron can be transferred to the electron poor material, creating an
electron and hole, or positive charge, pair. These can be transported to an
external circuit and used for work (Figure 1.1.1).
The performance of BHJs depends on a wide range of, often interdependent,
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Figure 1.1.1: Simplistic representation of the structure of a BHJ and
the electronic processes involved in its operation.
factors. Some of these include; the energy and spectral absorption profile of the
electron donating and accepting materials, the lifetime of the initially created
excited state, and the degree of order and interpenetration of the two materials
(see Section 3.3 for more details on this last point).[14–17] DA systems have
been shown to provide the appropriate electronic properties, with highly tun-
able electronic absorbance and emission energies and well separated hole and
electron pairs in the excited state. The tunability of the electronic properties
arises from the ability to vary the nature of the donor and acceptor units, while
the presence of charge-transfer (CT) transitions between the donor and accep-
tor [43–45] (see Sections 1.2 and 1.3 for more information) results in isolated
hole and electron pairs in the excited state. However, in order to design new
materials, electron donating or accepting, and devices in a systematic way a
detailed understanding of link between implemented structural changes, the
observed electronic properties and excited state localisation on the materials is
required. This work builds up this detailed understanding on a series of rele-
vant systems via the use of different, well established spectroscopic techniques
and computational modelling. By understanding how the systems preform at
a fundamental level a better understanding of how the BHJ is performing at
a molecular and electronic level can be achieve, in true helping guide the next
generation of materials and devices.
In addition to using well established methods more novel methods are also
developed to provide more insight, this is in particular into the understanding
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of the degree of order and how this influences the electronic properties. While
characterising properties like the excited state is relatively well understood,
characterising the degree of order is more complex, partly due to complications
around how to define order (this is discussed more in Section 3.3). Due to this
challenge in understanding and determining the degree of order recent years
Raman spectroscopy has been applied to help try gain insight in BHJs and
whether a system can be said to be ordered or not.[18–21] While this has be
demonstrated to work with a high level of success (see Section 3.3 for more
details) the current method have limitations around the types of systems they
will work from. Given this, part of this work will look at building on these
results and the application of Raman techniques, such as low-frequency Raman
(LFR) and variable temperature resonance Raman spectroscopies (VT-RRS),
to access their ability to provide useful information into the degree of order
in the system. These new methods have the potential to both work on a
wider range of samples than the current Raman based techniques and provide
slightly different information about the system. By prototyping these method
this world seeks to add new techniques to the toolbox for rapidly extraction
information out of BHJs and the components which make them up.
It should be acknowledged here, that BHJs are unlikely to ever outperform
silicon solar cells in terms of overall efficiency, but the increased variation in
structure and properties offered by BHJs means they can be tailored for specific
applications. BHJ have been shown to be ideal candidates for rapid production,
with fabrication via roll-on-roll, or inkjet printing[22–24], and their application
to unique situations with the development of flexible solar cells.[24–26]
1.1.2 Organic Light Emitting Diodes
OLEDs work in an inverse fashion to BHJs, they use electrical energy to
create light of a particular wavelength, either for the illumination of a room or
the communication of information i.e. via computer screen or TV. In simplistic
terms, this involves the creation of an excited state, or hole and electron pair
via the application of an external current (Figure 1.1.2). When the hole and
electron meet they collapse together, resulting in the emission of a photon.[7–9]
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For the creation of effective OLEDs a compound with emission at the wave-
length of interest and with a high quantum yield is required. Furthermore,
the compound should ideally be very stable, to ensure a long working life of
the device, and emits in a single, well defined, spectral region to ensure colour
crispness. A wide range of systems can, and have been used in OLEDs, this
includes fluorene-based[27–29] systems or Ir[30, 31] and Pt complexes[30, 32],
amongst others.
Figure 1.1.2: Simplistic representation of the structure of an OLED
and the electronic processes involved in its operation.
Various spectroscopic techniques are key in understanding and designing
OLED materials, with important roles in both characterising the performance
of a device or material, in measuring the emission maximum and quantum
yields, and in helping to understand excited state dynamics. By understanding
excited state lifetimes and the competing decay pathways, both radiative and
non-radiative, insight can be gained to help favour a particular radiative, or
emissive, decay pathway over all the rest, maximising the quantum yield at a
given wavelength.
The design of OLEDs and compounds to go in OLEDs is further complicated
by the fact that in OLEDs the molecules are in the solid state. In the solid
state there is increased involvement of the intermolecular forces, which can
influence the emissive properties of the molecule, causing the emission to be
increased; aggregate induced emission (AIE),[33–36] or decreased; aggregate
caused quenching (ACQ).[33] These two behaviours mean that the solid state
emission often varies from that in solution, where most studies are carried out,
and that the manipulation of intermolecular interaction can have a significant
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impact on the overall emissive properties and net OLED performance. AIE
and ACQ are discussed in more detail in Section 5.2.
Additionally it has been shown the overall performance of OLEDs can be
increased through having a highly order ground state, often achieved using the
combination of liquid crystals and thermal annealing.[37–41] Given the impor-
tance of the solid state order it is important to be able to rapidly determine
the degree of order in the system, and even it liquid crystalline behaviour. To
this extent this work (Chapters 5 and 6) explored the ability of LFR to observe
solid state variations in materials with OLED potential is explored and how it
can be controlled. Through correlation of solid state order, as observed by LFR
and variations in the solid state electronic properties a better understanding
of the this relationship, and how to manipulated it can be achieved.
It should be noted OLEDs rely on electroluminescence, not photolumines-
cence. While these two phenomena are similar in nature, they are not identical
in nature and behaviour. In this work, only photoluminescence is studied.
1.1.3 Photoactive Catalysts
Another way to exploit the potential of the energy in light, or solar irradia-
tion, is to put it directly to work in photoactive catalysts, or photocatalysts.
In photoactive catalysts the absorption of light is used to create a high en-
ergy species, which can interact with another molecule, generally by making
or breaking a bond to help a reaction proceed.[10–12]
An effective photocatalyst requires a system, or unit, that will absorb a
photon of light with sufficient energy to carry out the required task. It is
also desirable that the excited state is long enough lived that the reaction
can occur.[13] For this reason it is valuable to understand the nature of the
excited state and how it can be manipulated, through control of environment or
structural variations. This is explored further in Chapter 7, where systems with
photocatalysis potential are explored. A range of different systems, on different
size scales, from the photosynthetic centers in chlorophyll and algae[10], to
MOFs[11] and small inorganic complexes[12, 13, 42] have all been shown to
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have potential as photocatalysts.
1.2 Donor-Acceptor Systems
In the previous section the concept of DA systems and their potential ap-
plications have been discussed, in this section the nature of DA systems is
explored in more depth. In broad terms a DA system is a compound in which
a good election donating group is linked, directly or indirectly, to a good elec-
tron accepting unit. When the compound is electronically excited the electron
rich moiety gives up electron density (donates it) to the electron poor moiety
(which accepts it) in a charge-transfer (CT) transition (Figure 1.2.1). The
CT transition can be between covalently bound donors and acceptors, in an
intramolecular transition, or between two molecules, one a donor and one an
acceptor, in an intermolecular transition.[43–45] The initial mathematical de-
scription of DA systems was described by Mulliken in 1950.[44]
Figure 1.2.1: Structural overview of DA systems.
An overview of Mulliken’s description follows. It should be noted this system,
while holding for intramolecular DA systems, was derived using intermolecular
systems. Full details can be found in the original published work.[44] The wave-
function of the ground (Equation 1.1) and excited (Equation 1.2) states are
treated as a mixture of the isolated ‘no-bond’ structure and electron transfer,
or linked, structure.




where ψN and ψE are the wavefunctions for the ground and excited state,
respectively, ψ0 is the no-bond wavefunction, ψ1 is the wavefunction corre-
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sponding to the electron transfer. If ψN/ψE are normalised (
∫
ψ2Ndν = 1 /∫
ψ2Edν = 1), a/a
∗ and b/b∗ can be related by





Further mathematical manipulations of Equations (1.1) and (1.2) (not shown
here) gives Equation 1.5
µEN = a
∗b(µ1 − µ0) + (aa∗ − bb∗)(µ01 − Sµ0) (1.5)
where µEN is the transition dipole moment for the ψN → ψE transition and
µ1 − µ0 ≈ −e(rA − rB) (1.6)
where rA and rB are the distance from the involved nuclei.
This series of equations shows the degree of communications between the
donor and acceptor, and its resulting impact on a/a∗ and b/b∗ can signifi-
cantly influence the properties of the molecule. The modification of a/a∗ and
b/b∗ results in changes to the ground and excited state nature (Equations (1.1)
and (1.2)) as well as the dipole moment, or intensity, of the transition (Equa-
tion 1.5). In poorly communicating systems, a » b and in systems with good
communication, a ≈ b. In addition, while not shown here, the energy gap
between donor and acceptor is also shown to be important.[44]
Many studies have focused on the nature of the linker between donor and
acceptor and its effect on communication between units in DA systems[46–52]
and this is important for these studies. One example is the work by Li et al.[50]
where a variety of different acceptors were coupled to a triphenylamine (TPA)
donor. The structure of the acceptors was such that the dihedral angle between
the donor and acceptor varied from 40 to 75◦. While complete deconvolution
of the effects from the dihedral angle, so communication between donor and
acceptor, and the variations in acceptor energy is impossible, it could be deter-
mined that the smaller the dihedral angle the more DA character is observed
as a result of better communication. In a different approach, Kuss-Petermann
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et al.[51] looked at the effect on increasing the DA distance, by including var-
ious numbers of xylene linkers between a phenol donor and rhenium acceptor
(Figure 1.2.2). As the linker length was increased the amount of DA character,
as marked by electronic absorbance of the CT transition and impact on redox
potentials decreased. This is due to the communication between the donor and
acceptor dropping off, a is much greater then b for the ground state (Equa-
tion 1.1) and b∗ is much greater then a∗ for the excited state (Equation 1.2)
The effect was seen to occur on relatively short lengths, with the most signif-
icant changes observed between zero and one xylene units. For two or three
xylene units the donor and acceptor are effectively completely isolated, with
the variation between a and b being large enough that further modification
has no effect on the overall behaviour.
Figure 1.2.2: System used by Kuss-Petermann et al.[51] for studying
the effect of the distance between the donor (marked in red) and
acceptor (marked in blue).
Within this work a mixture of organic and inorganic DA systems are stud-
ied. From a DA standpoint organic and inorganic systems behave in a similar
nature, however, inorganic systems can show increased spin orbit coupling
(SOC), which impacts the excited state behaviour and decay pathways. This
is discussed more in the next section.
10 CHAPTER 1. INTRODUCTION
1.3 Excited State Nature
The nature, or character, of the excited state is determined by a number of
factors, including the nature of the transition and the multiplicity, or spin, of
the excited state.
The nature of the transition can vary from being centred on one unit, with
nπ∗ or ππ∗ type transitions, to being between two units, such as in DA systems,
in a CT transition (Figure 1.3.1).
Figure 1.3.1: Differing degrees of electron transfer upon photoexci-
tation.
These different classifications of transition type, nπ∗/ππ∗ and CT transi-
tions, do not exist in isolation of each other and are not mutually exclusive. It
is possible to obtain excited states which are best described as a mix of nπ∗/ππ∗
and CT character (Figure 1.3.1) and care must be taken in their assignment,
and the degree to which the traditional labels are adhered to. Further subdivi-
sion of the CT transitions into metal-to-ligand charge-transfer (MLCT), intrali-
gand charge-transfer (ILCT) and metal-to-metal charge-transfer (MMCT) has
also been used for the identification of the units involved, and their respective
roles.
In addition to the molecular orbital (MO) character of the excited state
there is also spin, or multiplicity of the system. In systems with a closed-shell
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ground state and a singlet HOMO and LUMO the common excited states (ES)
are either singlet or triplet (Figure 1.3.2). In the singlet state the spin of the
excited state electron is maintained, so the net spin is zero and multiplicity
one, hence singlet. For triplet states the spin of the excited state electron
has flipped, meaning there is a net spin of one, each electron is ±1/2, and
multiplicity of three, hence triplet. As spin is a good quantum number the
change between singlet and triplet state, or intersystem crossing (ISC), is a non-
trivial occurrence, meaning it is slow. This has important consequences for the
properties of the excited state, in particular its lifetime. Once a triplet excited
state is accessed returning to the ground state becomes more complex. This
is because the ground state is singlet in nature, meaning, as with the original
transition into the triplet state, the return to the ground state requires a spin
flip. This results in singlet state that decays away on the sub nanosecond time
frame[53], while the triplet state can exist for microseconds.[53] A summary of
the transitions between the ground state and singlet and triplet excited states
is shown in Figure 1.3.2, with the process explored more in later sections.
Figure 1.3.2: Overview of the interactions between ground and sin-
glet and triplet excited states, where S0 is the singlet ground state,
Sn is the singlet excited state (n ≥ 1) and Tn is the triplet state(s).
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1.3.1 Increasing Intersystem Crossing Rates
As explained above ISC between the singlet and triplet state is slow, due
to being spin forbidden. However, there are ways by which the ISC can be
increased. The two pathways key to this work, SOC and El-Sayed’s rules are
discussed below.
1.3.1.1 Inorganic Triplets - Spin Orbit Coupling
For inorganic systems the singlet to triplet ‘conversion’, or ISC is assisted
by the metal centre. Larger, heavier, atoms generally possess large, loosely
bonded, f and d orbitals which through interaction with these the excited
state can gain the rotational momentum required to induce the spin flip and
undergo ISC. However, as discussed later in Chapter 7 the SOC depends of
the location on the distribution of the excited state MOs and their interaction
with the metal orbitals. In situations where there is minimal-to-no overlap,
access to the triplet state is limited or completely forbidden.[54]
1.3.1.2 Organic Triplets - El-Sayed’s Rules
Many organic systems lack heavy metals to assist in ISC via SOC. However,
population of the triplet state can still be accessed via the spin allowed 1nπ*
→ 3ππ* or 1ππ* → 3nπ* excited state conversions, in a process known as El-
Sayed’s rule (Figure 1.3.3).[55–59]. El-Sayed’s rule can be rationalised from
consideration of the symmetry of the transitions involved. The 1nπ* → 3nπ*
transition is spin forbidden, because the spatial wavefunction of the 1nπ* state
(S(nπ∗)) and 3nπ* states (T (nπ∗)) is the same. This means ΓS(nπ∗) x ΓT (nπ∗) is





≈ 0, and therefore not spin allowed. The same is





can be non zero 6= 0, the same is true
for the (Sππ∗) and (Tnπ∗) pair.[53, 57, 59] This results in the aforementioned
allowed nature of the 1nπ*→ 3ππ* and 1ππ*→ 3nπ* transitions and forbidden
nature of allowed 1nπ*→ 3nπ* and 1ππ*→ 3ππ* (Figure 1.3.3). See the cited
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literature for a more complete and detailed explanation.
To summarise the above,
ΓS(nπ∗) × ΓT (nπ∗) = ΓTotal symmetric (1.7)
therefore,






ΓS(nπ∗) × ΓT (ππ∗) 6= ΓTotal symmetric (1.10)
so,
ΓS(nπ∗) × ΓT (ππ∗) × ΓĤsocan be ΓTotal symmetric (1.11)




Figure 1.3.3: Representation of the overall ISC allowed and disal-
lowed under El-Sayed’s Rules.
The work herein will examine the excited state nature of a wide range of
systems with varying degrees of DA character. A combination of electronic and
vibrational spectroscopic techniques (Sections 1.4 and 1.5), with supporting
computational modelling used where applicable and necessary, are used in
the characterisation of the different systems. While examining a wide range
of systems does not allow for a deep dive into the tuning and behaviour of
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one specific type of excited state, it provides an overview of their different
natures and the sort of systems they may appear in, as well as allowing for the
exploration of more experimental methods.
1.4 Vibrational Spectroscopy
Vibrational spectroscopy involves the study of the vibrational modes present
in a given molecule, or system. Any given atom in a system has three degrees
of freedom, in the x, y and z directions. This results in the system having
a total of 3N-6 vibrational modes,where N is the number of atoms in most
systems (the exception to this are linear systems, e.g. CO2, which have 3N-
5 vibrational modes).[60, 61] Systems have 3N-6 not 3N normal modes due
to the fact that when atoms move in the same direction it is a translational,
not vibrational, motion. The fact that a system has 3N-6 vibrational modes
means that even for relatively small systems a rapidly increasing number of
vibrational modes are present and the number of vibrational modes helps lead
to each different system having a unique series of vibrational modes.
In this work, two, complimentary vibrational spectroscopic techniques, in-
frared (IR) spectroscopy and Raman spectroscopy, are applied. IR spec-
troscopy probes the vibrational modes in a single photon absorption event,
while Raman spectroscopy involves a ‘two’ photon scattering event (Figure 1.4.1).
While both IR and Raman spectroscopy probe the vibrational energy levels
they have different selection rules. For a strong IR transition a change in the






6= 0). However, for Raman spectroscopy






6= 0) is required.[60, 61] This results in
the two techniques providing slightly different, but complementary, informa-
tion and working best with different systems. For example, IR is very good at
measuring O-H and C=O stretching modes, but Raman is better at measuring
C=C stretches. A more detailed and complete derivation of the IR and Raman
selection rules can be found in a variety of sources.[62, 63]
While the vibrational intensities are governed by the change in dipole mo-
ment or polarisability the frequency, or wavenumber, of the vibrational mode
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Figure 1.4.1: Comparison of the electronic processes involved in IR
and Raman spectroscopies.








where ν̃ is the wavenumber of the vibrational mode in cm−1, k is the force
constant of the bond in N m−1, µ is the reduced mass of the normal mode in
kg, and c is the speed of light in cm s−1.
In the use of Equation 1.13 to understand, and predicting, vibrational fre-
quencies and their changes, one should be aware of its limitations in that it is
assuming a harmonic potential energy well, while in reality it is anharmonic
and the definition of µ becomes more complex with larger, more complicated
systems.
Although some IR data are discussed, in particular time-resolved IR (TRIR)
(Section 1.4.5), and can be used to help understand the systems studied, this
work focuses on the use of various Raman techniques to study DA systems.
1.4.1 Raman Spectroscopy
Raman scattering was first reported by C. V. Raman in 1928[64] and in-
volves the inelastic scattering of light. When incident light hits a molecule an
electron, or wavepacket, is excited by an energy corresponding to the energy of
the incident light. It then relaxes back to the ground state, emitting a photon
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of light. Normally this is an elastic process, with the emitted photon equal in
energy to the incident photon; this process is known as Rayleigh scattering.
Occasionally, around one in every 106 events, the molecule returns to a vibron-
ically excited state resulting in the emission of a photon of less energy than the
incident photon.[61] This process is known as Stokes scattering (Figure 1.4.1).
When this occurs the difference in energy between the excitation and emitted
photons, recorded in relative wavenumbers, can provide insight into the energy
of the vibrational level. In addition to Stokes scattering it is also possible to get
anti-Stokes scattering (Figure 1.4.1). This occurs when the molecule starts in a
vibrationally excited state, but returns to the ground state, emitting a photon
of higher energy than the incident photon. Anti-Stokes scattering is limited by
the requirement to have a significant population of the ν1 state, which, at room
temperature means the vibrations must be very low in energy, <200 cm−1 at
25 ◦C (kT),[61] or the ν1 state must be populated via a non-linear process,
such as in coherent anti-Stokes Raman spectroscopy (CARS).[63]












where I is the intensity of the scattered light, ε0 is the permittivity of free space,
γ0 is the power of the excitation laser, ν̃0 is the wavenumber of the excitation
laser, ν̃gn,gm is the wavenumber of the Raman transition between the gn and
gm levels, where g is the ground state and m and n are the vibronic levels
and [αρσ]gn,gm is the ρσth elements of the transition polarisability tensor. The
transition polarisability tensor in term is given by the Kramers-Heisenberg-






〈ng| [µρ]ge |νe〉〈νe| [µσ]eg |mg〉
ν̃ev,gm − ν̃0 + iΓev
+
〈ng| [µσ]ge |νe〉〈νe| [µρ]eg |mg〉
ν̃ev,gm + ν̃0 + iΓev
(1.15)
where v is the vibrational state in the excited state, iΓ is the damping factor,
h and c are Planck’s constant and the speed of light and [µρ]ge and [µσ]eg are
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the electronic transition moment between g and the excited state e, along the
ρ and σ axis, i.e. x, y or z.
From these equations, some points of interest can be identified. One point of
note is the intensity is linearly proportional to laser power (γ0, Equation 1.14),
meaning the easiest way to increase Raman signal is to increase laser power.
Another key point is the ν̃4 relationship between wavenumber and Raman
intensity (Equation 1.16).
I ∝ (ν̃0±ν̃gn,gm)4 (1.16)
This has two significant consequences, the first for the overall intensity and
the second for the relative intensities across the spectrum. In terms of overall
intensity, a not quite, exponential drop off in Raman scattering is observed as
the excitation source is moved from UV to NIR region. This means that for
any given Raman mode upon excitation at 1064 nm (9400 cm−1) it would show
<2% of the intensity that would be observed if an excitation wavelength of 355
nm (28200 cm−1) was use, simply as a consequence of the ν̃4 relationship. This
is ignoring effects from the ν̃ev,gm±ν̃0 terms (Equation 1.15)
As the relationship (Equation 1.16) also includes the wavenumber of the
vibrational mode of interest, a drop off in intensity is observed for higher
energy, longer wavenumber, vibrational modes. This effect is greater for NIR
excitation sources. Assuming everything else is constant, a mode with a Raman
shift of 1 cm−1 would have twice the intensity of one at 4000 cm−1 with a 355
nm excitation wavelength. If a 1064 nm excitation wavelength is used then the
mode at 4000 cm−1 has about 10% of the intensity it would have at 1 cm−1.
1.4.2 Resonance Raman Spectroscopy
Resonance Raman spectroscopy (RRS) is a form of Raman spectroscopy that
exploits the selective enhancement of Raman active vibrational modes to gain
information into the electronic nature of the optical transitions of a molecule.
At its most basic, RRS is based around the fact that selective enhancement of
modes whose net ∆Q mimics the change in electron density of a given optical
transition can be achieved by tuning the excitation wavelength to coincide with
18 CHAPTER 1. INTRODUCTION
the electronic absorption (Figure 1.4.2). The theory of RRS has been laid out
in paper by Albrecht[68], Tsuboi[69], Heller[70, 71] and Shorygin[72] and nicely
reviewed by Clark and Dines.[65]
Figure 1.4.2: Electronic processes involved in non-resonant and res-
onance Raman scattering.
Two main theories are used to understand the source of RRS. These are the
sum-over-states and time-dependant formulations. Some aspects of both of
these theories are described here, but full details are not discussed.
1.4.2.1 Sum-Over-States Formulation
The above equations (Equations (1.14) and (1.15)) provide the base for the
sum-over-states formulation. From looking at Equation 1.15 it can be observed
that [αρσ]gn,gm is proportional to 1ν̃ev,gm−ν̃0 This means that as the gap between
ν̃ev,gm− ν̃0 is decreased the Raman intensity will increase. However, due to the
break down of simplifications used in Equation 1.15, for RRS the transition
polarisability needs to be redefined.[65] As described by Albrecht[68] resonance
Raman transition polarisability can be calculated from the linear combination
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of four factors (Equation 1.17).


































































































ν̃ev,gm − ν̃0 + iΓev
(1.21)
Of the four terms only the A term (Equation 1.18) is commonly observed.
This means under most circumstances the B, C and D terms may be ignored,
greatly simplifying the equation. In Equation 1.18 ν̃ev,gm− ν̃0 is in the denom-
inator of the summation, meaning the Raman intensity is still dependent on
the excitation wavelength and how well it aligns with the inherent energy of
the transition.
As can be seen in Figure 1.4.3, in order to get resonance enhancement ∆Q
for the displacement of a particular mode must be non zero. If ∆Q is zero there
is no overlap between the excited state wavefunction and the first excited vi-
brational level in the ground state, meaning the first order, or fundamental,
transition is forbidden. For ∆Q = 0 〈0|0〉 = 1 but 〈1|0〉 = 0 so the numer-
ator in the A term is zero and there is no Raman intensity. This means the
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resonance enhancement pattern helps determine which units are involved in
the transition, which provides information into the nature of the excited state.
Furthermore, by moving across the absorbance window and noting changes in
the resonance enhancement information into the number of unique transitions
can be identified. This is particularly useful with transitions that overlap in
the electronic absorbance spectra.
Figure 1.4.3: Representation of the change in Raman overlap in the
sum-over-states model and the dependence on ∆Q.
1.4.2.2 Time-dependent Formulation
The time-dependent formulation, was proposed originally pioneered by Heller
[70, 71, 73] and developed further by Myers.[74–76] It is based around the ver-
tical shifting of the ground state wave function directly onto the excited state
PES (Figure 1.4.4, A). From here the wavepacket propagates across the excited
state PES with time, this changes the overlap between the wavepacket in the
excited state and ground state in which it is decaying to.
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Figure 1.4.4: Representation of the change in Raman overlap as
a function of time as defined by the time-dependant model and its
dependence on ∆Q. Based on the figure by Myers.[75]
When determining the Raman intensities using the time dependant formula-
tion the core equation (Equation 1.14) stays the same, but how the transition
polarisability is determined changes, with Equation 1.22 being used in place of





eiωτ−Γτ 〈φf |φi(τ)〉dτ (1.22)
where τ is time, ω is the energy of the wavepacket transposed to the excited
state, given by ω = ν̃0 + ν̃gn,gm and |φf 〉 and |φi〉 are eigenfunctions of the
wavepacket in the excited and ground states.
From the time-dependent formulation and the wavepacket modelling built
in it can be observed the excitation profiles for Raman scattering and elec-
tronic absorption are different (Figure 1.4.4). This results from the different
vibrational levels involved.
From Figure 1.4.4 it can be observed that, as with the sum-over-state expla-
nations, the ∆Q is important. If the ∆Q for vibrational modes of interest be-
tween the ground and excited state is zero the overlap between the wavepacket
in the excited state and the ν1 ground state vibration is minimal (Figure 1.4.4,
C). Furthermore, if ∆Q = 0 the wavepacket does not really oscillate with time,
meaning the increase in overlap observed when ∆Q 6= 0 does not occur. This
means that only modes which undergo a net structure displacement, or change
in Q, will show resonance enhancement. The greater the ∆Q the greater the
enhancement, because the area under the curve is greater (Figure 1.4.4, A
versus B).
It should be noted that only the first peak, or pass, is generally of interest
due to the presence of 3N-6 vibrational modes resulting in a rapid drop off in
intensity. Given the wavepacket is propagating in 3N-6 directions simultane-
ously the odds of all, or even a majority, having a similar enough oscillation
frequency to result in the wavepacket being in the correct place in 3N-6 dimen-
sional space to get sufficient overlap after it moves away from the origin for
the first time is negligible.[77] (See Figure 1.4.5 for a simplistic representation
of this effect in just 2D and assuming equal movement speeds.)
One of the key advantages of the time-dependant formulation over the sum-
over-states one is the ability to use it in modelling. Success has been had
in using time-dependant theory to model experimentally collected data to
extract more information about the excited state[78–82] (see Section 6.3.4.1
1.4. VIBRATIONAL SPECTROSCOPY 23
Figure 1.4.5: Representation of the propagation of the wavepacket
in two dimensions.
for more discussion on this) and in the modelling of properties such as RRS
spectrum.[83]
1.4.3 Transient Resonance Raman Spectroscopy
In addition to the steady state Raman spectroscopy discussed so far, it is
possible to use transient resonance Raman spectroscopy (TR2)[84] and time-
resolved resonance Raman spectroscopy (TR3)[84–88] to directly record the
Raman spectrum of the excited state. Both techniques use a pulse laser to
create and probe the excited state of the compound, with the key variation
between the two techniques being whether a single laser pulse, or two laser
pulses of different wavelengths are used. In TR2 the leading edge of the pulse
creates the excited state and the second half of the pulse probes the excited
state. It should be noted as the time between pump and probe is fixed at zero
this method offers no true time resolution. TR3 involves the use of two pulse
lasers, one to pump and the second to probe, with the probe laser often tuned
to the excited state absorbance of the compound. This method offers two key
advantages. One is the ability to achieve resonance enhancement of the excited
state (see Section 1.4.2). More importantly however, is that due to the ability
to offset the probe pulse relative to the pump pulse, time resolution can be
achieved. This allows for the growth and nature of later, often longer lived,
excited states to be examined and assigned.[84, 85, 87, 88]
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1.4.4 Low-Frequency Raman Spectroscopy
All the variations of Raman discussed so far are used primarily in studying
the mid-frequency region (400-4000 cm−1) where vibrations due to intramolec-
ular interactions, or bonds, occur. Low-frequency Raman (LFR) spectroscopy
involves the study of low energy modes, generally less then 200 cm−1. These
modes can provide information about the system that is not accessible from
mid-frequency Raman (MFR) spectroscopy. The low energy modes in LFR are
generally linked to torsional and long range phonon modes[89–93]. This means
LFR can provide insight into the long range order, interactions and packing
within the system. A simple representation of the variation between MFR and
LFR vibrational modes is shown in Figure 1.4.6. Modes ν1 and ν2 are MFR
intramolecular vibrational modes located on the molecule, while mode ν3 is
a LFR mode, linked to the long range structural distortion of a chain of the
molecules of interest.
Figure 1.4.6: Generalisation of the variation between MFR and LFR
vibrational modes.
In LFR it is also possible to record both the Stokes and anti-Stokes scat-
tering, allowing determination of the sample temperature. By comparing the
intensity of the Stokes and anti-Stokes bands, the Boltzmann distribution be-
tween the ν0 and ν1 states can be determined. From this the ‘true’ temperature
of the sample at the time of measurement can be determined. From the com-
bination of the Raman intensity calculation (Equation 1.14) and Boltzmann
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where IS and IaS are the intensity of the Stokes and anti-Stokes band respec-
tively, ν̃k is the vibrational mode of interest, k is the Boltzmann constant and
T is the temperature in K.
Also, as discussed earlier (Section 1.4.1) the ν̃4 relations between the absolute
Raman shift and intensity (Equation 1.16) means the low frequency modes
have increased intensity over mid frequency modes, assuming everything else
is equal.
As discussed above LFR is a powerful technique that can provide additional
information about a give system. However, despite LFR spectra being recorded
as far back as the 1930s[94, 95] it is only more recently that it has seen an
increase in usage.[91] This is in part due to increased technical challenges com-
pared to MFR when it comes to data collection, resulting in more complicated
and time consuming experiments. One practical problem in the collection of
LFR data is the Rayleigh scattering, which is about a million times stronger
than the Raman scattering. A variety of techniques have been used to get
around this issue and allow for collection of the LFR data, but not Rayleigh
scattering. It is possible to use gases, such as iodine, with very strong, but
spectrally narrow transitions, electronic or vibrational, and the lasers tuned to
match that transition[96–98], to use double monochromator and PMT based
systems[99, 100] or to use volume Bragg gratings (VBG)[101–103] to achieve
this. While all of these methods have their advantages and disadvantages, the
LFR results discussed herein were collected using a VBG based system, so this
methodology will be explored in more detail.
VBG works through having variations in the refractive index within a clear
substrate. Based on the spacing between the zones of varying refractive index
and degree of change in refractive index, a very specific wavelength of light,
down to a couple of wavenumbers wide, can be selectively reflected, or blocked
(Figure 1.4.7).[102] In the study of LFR VBG can be used in two roles. One
being to ‘clean up’ the laser line prior to excitation by only reflecting the central
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wavelength of interest and prevent amplified spontaneous emission (ASE) from
reaching the sample, this helps minimise ‘noise’ in the baseline. The other role
is to block the Rayleigh scattering and any reflected laser line from reaching
the spectrometer after excitation of the sample.
Figure 1.4.7: Basic principles behind a volume Bragg grating.
1.4.5 Time-Resolved IR Spectroscopy
Time-resolved IR (TRIR) provides another tool for understanding the tem-
poral evolution of the excited state. In TRIR, as with all the other time-
resolved techniques, a short laser pulse is used to excite the molecule then a
set time later a temporally short, spectrally broad band IR pulse is used to
probe the sample (Figure 1.4.8).[104, 105] By recording the IR absorbance of
the broad band pulse the IR spectra at a given time can be observed. From
this, the evolution of different excited states can be tracked. While the finger-
print region (400-1600 cm−1) can provide some useful information, the strength
of TRIR in application to this work is in the measurement of CO and CN
stretching modes, especially of metal coordinated species.[104–107] This is due
to these modes being very IR active, in particular CO, sitting in a vibronically
‘quiet’ spectral region and having very well known and predicable shifts.
A key example of the clear, well understood shifts in TRIR is those of metal
coordinated CO molecules in MLCT and ILCT transitions. In MLCT transi-
tion the peaks shift to higher wavenumbers,[108–111] due to the decrease popu-
lation of dπ orbitals on the metal upon excitation decreasing the back-bonding
into the π∗ orbital on the CO(Figure 1.4.9). While for ILCT transitions the
peaks shift to lower number,[48, 105, 110, 111] due to population of the ligand
π∗ orbital, causing back-bonding onto the metal dπ orbitals and from to there
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Figure 1.4.8: Optical processes and light pulses involved in TRIR.
π∗ orbital on the CO, weakening the CO bond (Figure 1.4.9).
Figure 1.4.9: Simplified representation of the shifts electronic process
involved in shifting the CO bands in TRIR as a result of MLCT and
ILCT transitions.
1.5 Electronic Spectroscopy
Electronic spectroscopy probes the energetics and intensity of the electronic
transitions, with both the transitions to the excited state (ES) or absorption
(Section 1.5.1) and the return to the ground state (GS), or emission (Sec-
tion 1.5.2) of interest. Comparison of the absorption and emission spectroscopy
can inform on structural changes that occur with photoexcitation
28 CHAPTER 1. INTRODUCTION
1.5.1 Absorption Spectroscopy
Electronic absorption spectroscopy allows for the probing of the ground state
and its energetics. Absorption spectroscopy provides insight into the energy
gap between the ground and excited states, via the wavelength of light absorbed
and orbital overlap between the states via the intensity of the transition. The
intensity of the electronic transition is dependant on the transition dipole mo-
ment (Equation 1.24)[60], which in turn depends on the overlap between the
ground and excited state orbitals (Equation 1.25).
I ∝ |µfi|2 (1.24)






where ψ∗ε′ is the wavefunction of the excited state, ψε is the wavefunction of
ground state and r is the electronic coordinates and
∫
ψ∗ν′(R)ψν(R)dτnuc is
linked to overlap of the ground and excited state vibronic wavefunctions, as a
function of change in nuclear coordinates.
This results in the electronic absorbance intensity being linked to both the
structural distortion, or ∆Q between the ground and excited states, and the
location of the ground and excited state MOs.
The sensitivity of the absorption spectra to environmental factors such as
solvent and temperature can also be used to provided insight into the nature
of the ground and excited states. The solvatochromic response, or change in
spectra with respect to solvent, provides insight into both the magnitude of
the dipole change between GS and ES and the direction of the change. If the
ES is more polar than the GS the absorption bands will be red shifted with
increased solvent polarity.[112, 113] However, when the GS is more polar than
the ES negative solvatochromism is observed. In this case the absorption blue
shifts as the solvent polarity increases.[114, 115] Varying temperature can also
be used to provided insight into the nature of the compound as varying the
temperature slightly tweaks the dielectric of the solvent,[114, 116] which in
turn can lead to a solvatochromatic response in the compound.
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1.5.2 Emission Spectroscopy
Emission spectroscopy complements absorbance spectroscopy and provides
more insights into the nature and behaviour of the excited state(s). Emission
spectroscopy looks at the release of energy upon radiative decay back to the
ground state. This can occur from singlet states, as fluorescence,[53, 117] or
triplet states, as phosphorescence.[53]
Kasha’s rule[118] states that the system decays to the lowest energy ex-
cited state of a given multiplicity before emitting. This means, in theory, the
emission should occur from a state with the same energy as the lowest energy
absorption, or if ISC occurs, lower in energy.
The second factor, which results in the emission from a given state being
lower in energy than the excitation into it, is excited state relaxation (Fig-
ure 1.5.1). The excited state relaxation is controlled by two processes, sol-
vent and structural reorganisation, or relaxations. After excitation the solvent
molecules rearrange to maximise the stabilising impact on the excited state.
This both lowers the energy of the excited state and raises the relative energy
of the ground state. The energy of the ground state is increased as the solvent
pocket takes time to rearrange to maximise the stability of the ground state
upon relaxation.[117]
There is further lowering of the energy of the excited state due to structural
relaxation. Immediately after excitation the molecule is in the ground state
lowest energy geometry, this is generally not the same as the excited state low-
est energy geometry. This means with time the geometry will change slightly
and lower the energy of the excited state.[119–121] Unlike Figure 1.5.1, which
suggests the two process happen sequentially simultaneously, and often impact
each other. The time frames can vary, with solvent relaxation occurring on the
fs time scale[117], while structure relaxation ranges from fs to ns depending on
the system.[119–121]
The variation between the absorption energy of the lowest energy transition
and emission energy is know as the Stokes shift.
As with the electronic absorption the electronic emission is solvent sen-
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Figure 1.5.1: Various relaxation processes following excitation and
emission. Based on the figure by Lakowicz.[117]
sitive and temperature dependant, as different solvents stabilise the excited
state to different degrees. The temperature sensitivity results from the com-
bination of the modification of the dielectric of the solvent as a factor of
temperature[114, 116] and structural rearrangement. By heating the sam-
ple, energy is supplied and this can result in the dissolution of aggregates (in
systems in which they have formed) [35, 122–124] or provide the activation en-
ergy required for conformational changes to occur, allowing for states such as
twisted-intramolecular-charge transfer (TICT)[113, 125, 126] to be accessed.
The behaviour of the emission can also be complicated via the interaction
of multiple excited states. One example of this is thermally activated delayed
fluorescence (TADF).[127] This occurs in systems with strong ISC and a triplet
state very close in energy to the emissive singlet. This results in a re-population
of the singlet state from the triplet state, with the delay component coming
from the fact the triplet is longer lived than the singlet, so the continued re-
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population of the singlet gives it a pseudo long lifetime. As the triplet state
has to be lower in energy to be populated in the first place, energy input is
required for the transfer of the electron back to the singlet. This means that
as the temperature, and available thermal energy increases, the population of
the singlet, and therefore fluorescence from it, will increase. This accounts for
the thermally activated part of TADF.
Figure 1.5.2: Overview of the energetics and electron transfer pro-
cesses involved in TADF.
1.5.3 Non-Radiative Decay
Competing with the radiative, or emissive, decay processes discussed above
are non-radiative decay processes.[53, 117] Non-radiative decay involves the
excited state returning to the ground state without releasing the energy as
a photon of visible light. When non-radiative decay occurs the excited state
electron is transferred into a vibronically excited state of the ground state
PES. From here it can relax by vibronic cooling, where it jumps down vibronic
energy levels, releasing the energy in small increments of IR light, or heat. The
rate of non-radiative decay (knr) is linked to the overlap between the ground
and excited state vibronic wavefunctions (Equation 1.26).[53, 117]
knr ∝ |〈f |i〉|2 (1.26)
As the vibrational wavefunction of the high energy vibrational states has the
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greatest amplitude at the edges of the potential energy well, the overlap and
knr, is heavily dependent on ∆Q, with a greater ∆Q resulting in greater knr
(Figure 1.5.3).
Figure 1.5.3: Influence of ∆Q on overlap between ground and excited
state vibronic wavefunctions.
1.5.4 Transient Absorption and Emission Spectroscopy
In addition to steady state electronic absorption and emission outlined above,
time resolved, or transient, absorption and emission (TA and TE) spectro-
scopies can be employed to provide further information into the nature of the
excited state(s) and their potential interaction. TA and TE measurements
work by exciting the molecule for a very short period of time, fs to ns, using a
pulsed laser and recording how long it takes for the system to completely relax
back down to the ground state (Figure 1.5.4, A). TE measurements examine
the time taken for the excited state to relax by recording how the intensity of
the emission decays with time. TA measurements, on the other hand, deter-
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mine how long the excited state exists by measuring how long it takes for the
absorption profile to return to that of the ground state after excitation, either
from the decay of the excited state absorption, or recovery of the ground state
absorption. While in general both techniques measure the same thing, there
can be slight variations and each technique has different advantages. However,
TA is able to record ‘dark’ states. These are states which relax non-radiatively,
and therefore cannot be seen in TE measurements. The benefit of this can be
observed in Chapters 4 and 5.
Figure 1.5.4: The different electronic process involved in TA and TE
spectroscopy (A). Recording of TA, or TE, spectrum (B), with a TA
example (C).
When measuring TA and TE, or any time resolved spectroscopy, two main
methods are used, with one focusing on dynamics and the other spectral
changes. The first is with a monochromator and photomultiplier tube (PMT);
this allows for the recording of the lifetime, or decay trace, in one go, but is
limited in that only a few nm, spectrally, can be recorded. The second is the
use of a spectrometer and gated CCD. This method allows for the recording
of the whole excited state spectrum, with the gating allowing for control of
the temporal window collected, however no data with respect to the lifetime
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is collected. Often these two methods are used in concert, with the CCD used
to determine where the excited state is absorbing or emitting, and a PMT to
record the actual lifetime. It is also possible, by collecting spectra at different
time offsets (Figure 1.5.4, B and C), that changes in the spectral band shape
can be seen, helping to determine if multiple states are involved.
In ultra-fast measurements (sub ps) it is possible to identify the growth and
decay of multiple states. This is observed best using TA, as all the transit
states will absorb light, but few, normally only the lowest energy, emit, as per
Kasha’s rule.
1.6 Computational Modelling
Computational chemistry and modelling is a powerful and useful tool kit in
helping to understand different systems and processes. This work mainly used
computational modelling as a tool and a ‘black box’ so the details will not be
explored, but an overview of the key methods used is given below.
1.6.1 Density Functional Theory
The Schroedinger equation (Equation 1.27) is, by its very nature, nearly
impossible to solve for more than one electron systems, due to the position of
electrons being interdependent.
ĤΨ = EΨ (1.27)
As a result, a series of different methods and approximations have been de-
veloped to allow for computational modelling that can provide approximately
correct results. The method used in this work is density functional theory
(DFT).
The details of the theory will not be explored here, and can be found in
the literature[128, 129]. In brief, DFT is an extension for the description of
the electrons behaviour which started with Hartree-Fock (HF) theory and was
expanded and developed by Hohenberg, Kohn and Sham.[130–132] In DFT
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the electrons are treated as a density of states, or distribution, describing
their potential location around the atom. While this gets around the issues
regarding the precise location of the electron it introduces new ones around
how to describe the electron density. In the ideal world, a Slater functional, or
Slater type orbital (STO), would be used, however these are computationally,
prohibitively expensive, making them unusable. Instead a series of Gaussian
functionals, or Gaussian type orbitals (GTO), are used to approximate the
STO. The basis set is used to define the shape and number of GTOs used to
approximate the STO.[132] While using higher level basis sets, or more GTOs
to model each STO, can improve the results this increases the computational
time in a non-linear fashion. For the calculations in this work the 6-31G(d)
Pople basis set was used on small (molecular weight <40 g mol−1), or ‘organic’
atoms[133–135] and LANL2DZ on the heavier atoms[136]. For heavy atoms
an effective core potential (ECP) rather than full basis set was used. An ECP
simplifies down the inner electrons/orbitals into a single orbital, or density. By
minimising the number of orbitals modelled the computational cost is decreased
and an ECP can be used to model the inner orbitals with minimal impact on
the end result as these orbitals have no involvement in the binding or other
inter-atom interactions.
In addition to the basis set, DFT calculations use a functional to help guide
the calculation and model the system of interest. Functionals are used to
define how the electrons ‘behave’ - how much they ‘see’, or interact, with other
electrons and whether the interaction is range-dependant or not, amongst other
things. For range-dependant functionals the distance between the electrons
origin points affects how much impact they have on each other, while for range-
independent functionals all electrons are treated as having equal influence.
The functional is used to determine the pre-exponential factor, or weighting,
given to each of the GTOs used to model the orbital and hence its overall
shape and distribution. In this work, a combination of B3LYP and CAM-
B3LYP was used, with the difference between the two being CAM-B3LYP is a
range corrected functional. These functionals are hybrid functionals, meaning
they treat the electrons with a mix of DFT and HF character. In B3LYP
the HF factor, or amount the electrons talk to each other, remain constant
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regardless of distance, but in CAM-B3LYP[137] the amount of HF character in
the functional decreases with distance. From a practical standpoint this results
in B3LYP generally being better at modelling ground state properties and
nπ∗/ππ∗ systems, while CAM-B3LYP is better with excited state properties
and CT systems. The influence of the amount of HF and whether it is range
corrected or not has been reported in the literature.[46, 138]
1.6.2 Time Dependent Density Functional Theory
To probe excited state behaviours, time dependent density functional theory





|Ψ(t)〉 = Ĥ|Ψ(t)〉 (1.28)
As before, the time dependant Schroedinger equation cannot be solved exactly,
instead TD-DFT uses the same approximations and assumptions as DFT. From
TD-DFT, how the system responds to change can be modelled. This allows
for the modelling of excited state properties and dynamics, ranging from the
prediction of the energy and MOs involved in electronic transition, to excited
state geometries.
1.6.3 Mulliken Analysis
To help understand the electronic transitions and provide a numerical value
to help understand the nature of the electronic transition, Mulliken analysis
was employed. In a gross simplification, Mulliken analysis looks at the con-
tribution of the s, p and, where needed, d and f, atomic orbitals (AO) to a
given molecular orbital (MO).[139] By comparing the atoms which contribute
to each MO and the size of the contribution between MOs a numerical value
for the shift in electron density on each atom upon a particular electronic tran-
sition can be identified. By grouping the atoms in relation to their location on
the molecule of interest, the shift of electron density around different moieties
upon excitation can be tracked and extracted as a series of positive, or neg-
ative, numerical values. As this technique can be simultaneously applied to
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multiple MOs involved in one transition, it provides a very powerful method
to very quickly simplify large data sets.
1.6.4 Natural Transition Orbitals
While Mulliken analysis provides a numerical value to assess and compare
simple and complex transitions, natural transition orbitals (NTOs) provide a
visual one. In complex systems the electronic transitions can often involve
contribution from multiple conventional MOs. This making visualising the net
electron movement and identification of the nature of the orbitals involved, i.e.
π, n or π∗, non-trivial. The use of NTOs, as originally laid out by Martin[140],
provides an alternative. In a simplistic explanation, the conventional occupied
and unoccupied molecular orbitals (N0 and Nv) are simplified down to N0
electron-hole pairs via unitary matrix transformations, with the electron-hole
pairs weighted based on their contribution to the transition. Generally only
the first pairing is required to understand the transition of interest.




Post collection, the data was analysed using a combination of GRAMS/AI
(ThermoFisher Scientific, USA), Origin 9.0 (OriginLab, USA) and Spectra-
gryph (Spectroscopy Ninja, Dr Friedrich Menges, Germany). All Princeton
Instruments CCDs were controlled using Winspec/32 (Acton, Princeton Instru-
ments, USA). All Raman systems were calibrated using a variety of standards
compared to reference spectra as reported by McCreery.[141]
2.2 Synthesis
The synthesis was carried out by various collaborators. While those involved
in the synthesis are identified in the relevant chapters the complete list is as
follows; Dr Thanh Luan Nguygen (Chapter 3), Yuxing Li and Hwasook Ryu
(Chapter 4) from the University of Korea and Tom Hall (Chapters 5 and 6)
and Dr Dan Preston (Chapter 7) from the University of Otago.
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2.3 Electronic
2.3.1 Electronic Absorption Spectroscopy
Electronic absorption spectra were measured using either an OceanOptics
USB2000 spectrometer (OceanOptics, USA) or Lambda 950 UV-Vis-NIR spec-
trometer with a STD Detector Module (PerkinElmer, USA). Variable temper-
ature measurements were carried out with a Lambda 950 PTP-6 Peltier Sys-
tem (PerkinElmer, USA) controlling the temperature and a PCB 1500 Water
Peltier System pump (PerkinElmer, USA).
2.3.2 Steady State Emission Spectroscopy
Solid state emission was recorded using a combination of two instruments.
The first was a home built system (Figure 2.3.1) which used a 355 nm laser for
excitation (Cobolt, Sweden) configured in a 90◦ scattering arrangement. The
emitted light was collected, collimated, then focused on the entrance slit, set
at 50 µm, of a SP2150i spectrometer (Princeton Instrument, USA), using a
pair of f/2.3 lens matched to the spectrometer. The light was then dispersed
onto a PIXIS 100BX CCD (Princeton Instrument, USA) using a 600 grove per
mm grating. Temperature control of samples could be achieved with the use
of a Flash300 (Quantum Northwest, USA) cuvette holder and TC125 (Quan-
tum Northwest, USA) temperature controller. Spectra were collected between
0.1 and 1 s intervals, depending on emission intensity, with 60-120 s worth of
data averaged for each sample. The second system used was a FS5 (Edinburgh
Instruments, UK) using a xenon arc lamp (150 W) for excitation and a silicon
diode detector. The specific excitation wavelength was chosen using the combi-
nation of a grating and slits. The excitation and emission slit width were kept
consistent with each other and varied between 0.5 and 3 nm, based on how
emissive the sample was. The step size, or resolution, was set to be equal to, or
a larger step size, than the slit width. Temperature control of samples could be
achieved with the use of a Luma40 (Quantum Northwest, USA) cuvette holder
and TC1 (Quantum Northwest, USA) temperature controller. The FS5 was
controlled using the Fluoracle software (Edinburgh Instruments, UK). Both
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systems display different strengths and weaknesses, with the home built sys-
tem faster at collecting a spectrum, being able to collect the whole spectrum
in one shot and more sensitive for weakly emitting samples. However, with
the FS5, the wavelength of excitation could be more readily changed and the
spectra were corrected for instrument bias and sensitivity. Where necessary,
the setup used is identified. The emission of Ru(bpy)2+3 in H2O was used to
check the spectrometer position and calibration.
Figure 2.3.1: Standard setup for the home built emission setup.
2.3.3 Emission Spectroscopy at 77 K
Emission spectrum were collect from 77 K to room temperature by recon-
figuring the above emission setup (Section 2.3.2) into a 180◦ backscattering
arrangement (Figure 2.3.2). A 355 nm long pass filter was added to prevent
excess laser light being reflected into the spectrometer. For data collection
the samples were frozen in liquid nitrogen and data collected as the sample
warmed back up to room temperature. Spectra were collected at between 0.1
and 1 s intervals, depending on emission intensity. This method does not allow
for temperature control, or know accurate correlation between spectral changes
and temperature, but it can provide insight into changes in the emission profile
between 77 K and room temperature.
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Figure 2.3.2: Home built emission setup reconfigured for studying
77K samples.
2.3.4 Solid State Emission Spectroscopy
To collect the emission of solid samples the home built emission setup was
reconfigured into a 180◦ backscattering arrangement (Figure 2.3.2). A 355 nm
long pass filter was added to prevent excess laser light being reflected into the
spectrometer. The samples were packed in divots with KBr to ‘dilute’ them
and minimise the amount of sample required.
2.3.5 Fluorescence Lifetimes
Fluorescence lifetimes were measured using time-correlated single-photon
counting (TSCPC) on a FS5 (Edinburgh Instruments, UK). An EPLED-320
LED pulse laser, operating at 325.4 nm, with a pulse width of about 800 ps
was used for excitations. The repetition rate of the laser was varied between 5
and 2 MHz, based on the lifetime of the sample, and the time window recorded
was matched up at between 50 and 200 ns. A collection bandwidth of 10 nm
was typically used to ensure enough signal was collected for the measurements
to be completed in a timely manner. The stop point was set between 1000
and 5000 counts, depending on the emissive nature of the sample. The stop
condition was achieved when the first time point, or channel, reached the
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predefined number of counts. The instrument response function (IRF) was
recorded using a Ludox solution (LUDOX HS-40, 40 wt% silica suspension in
H2O, Sigma-Aldrich, Germany). Data collection and processing were carried
out using the Fluoracle software (Edinburgh Instruments, UK).
Figure 2.3.3: Schematic representation of how the TSCPC works,
replicated from Lakowicz[117] and Becker et al.[142].
A schematic representation of how the TSCPC works, replicated from Lako-
wicz[117] and Becker et al.[142], is shown in Figure 2.3.3. In brief, the pulse
from the laser is split, with part being sent to the sample to excite the molecule,
starting the emission, and part to a constant function discriminator (CFD).
The CFD triggers a time-to-amplitude converter (TAC) to start building up a
voltage. When an emitted photon reaches a second CFD the TAC is stopped,
with the voltage in the TAC directly linked to the time delay between the
photons. The voltage in the TAC is then amplified using a programmable
gain amplifier (PGA). An analogue-to-digital converter (ADC) is then used
to convert the voltage into a data point, or single count, and plot it against
time, allowing a histogram to be built up with repeated cycles. If a stop is
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not triggered in the time window of experiment, as determined by the laser
repetition rate, a window discriminator (WD) is used to reset the TAC.
2.3.6 Phosphorescence Lifetimes
For the measurement of triplet emission lifetimes, on the tens of ns to µs
time scale, the second (532 nm) or third (355 nm) harmonic of a Nd:YAG
(Brilliant B, Quantel, France) pulse laser was used in concert with a LP920K
spectrometer (Edinburgh Instruments, UK). The laser operated at a rate of
1 Hz with the pulse power varied between 2 and 8 mJ. The 1 Hz rate was
achieved by activating the Q-switch on every 10th shot, with the flash lamp at
10 Hz, the 1 Hz rate allowed for the boost unit to recharge. A 355 nm half-
wave plate and Glan-Taylor prism were used to control the power, allowing
for the laser to be operated at full power, which increased power stability. An
intensified CCD (iStar ICCD, Andor, UK) was used to collect the excited state
spectra, while a photomultiplier tube (PMT) (R928 photomultiplier, Hamatsu,
Japan) was used to measure the excited state decay trace, which was recorded
using a TDS3012C oscilloscope (Tektronix, USA). Prior to measurement, the
samples were either de-oxygenated via bubbling with argon for 15 min or, for
lifetime of 10 µs, via the freeze-pump-thaw method. A TLC 50/E cuvette
holder and TC125 controller (Quantum Northwest, USA) were used to control
the temperature of the sample, with all data collected at 20 ◦C unless otherwise
stated. L900 software (Edinburgh Instruments, UK) was used to control the
system. The response of the experiment was checked using Ru(bpy)2+3 in H2O
(τ = 400 ns)[143, 144] before each set of experiments.
2.3.7 Transient Absorption Spectroscopy
The excited state absorption spectra and lifetime, for the triplet excited
states, were recorded on the same system as the phosphorescence lifetimes
(Section 2.3.6), with a 450 W xenon arc lamp (XBO 450 W, Osram, Munich,
Germany) providing the white-light source. The arc lamp was run in pulse
mode at 1 Hz. Samples were prepared the same as for the phosphorescence
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Figure 2.3.4: Experimental setup used for measuring phosphores-
cence and transient absorption (Section 2.3.7) lifetimes.
lifetime measurements. The response of the experiment was checked using
Ru(bpy)2+3 in H2O (τ = 400 ns)[143, 144] before each set of experiments.
2.4 Raman
2.4.1 Non-resonant Raman Spectroscopy
The non-resonant, or "normal", Raman spectra were collected using a Mul-
tiRam (Bruker, Ettlingen, Germany) FT-Raman. A Nd:YAG 1064 nm laser
was used for excitation and the signal was collected using a D418T germa-
nium diode cooled with liquid nitrogen. The number of scans and laser power
were optimised for each series, but generally the number of scans was set be-
tween 64 and 256 for solid samples and 2048 and 8124 for solutions; power
46 CHAPTER 2. EXPERIMENTAL
was varied between 150 and 500 mW. Spectra were collected from 400 to 4000
cm−1 with a 4 cm−1 spectral resolution. Unless otherwise stated, measure-
ments were collected on solid state samples with the system configured for
180◦ back-scattering. OPUS 7.5 (Bruker, Ettlingen, Germany) was used to
run the system.
2.4.2 Low Frequency Raman Spectroscopy
For the measurement of LFR two systems were used, the first a home built
system using a 785 nm laser of excitation (from here on identified as 785 nm)
and a commercial low frequency system operating at 830 nm (from here on
identified as 830 nm). A majority of the data was collected on the 785 nm
system, which can simultaneously record the low and mid frequency region
(-300 to 2000 cm−1) with high throughput. The 830 nm system allowed for
higher resolution data collection, at the expense of spectral window (-50 to 400
cm−1) and throughput. The variation in the resolution of the two systems is
demonstrated in Figure 2.4.1, which shows the rotational spectrum of air.
Figure 2.4.1: Rotational spectrum of air as recorded on the 830
and 785 nm LFR systems, the 785 nm system was operated in 180◦
backscattering setup. Assignment was made with assistant from the
work published by Zheng et al.[145]
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2.4.2.1 785 nm
The 785 nm system (Figure 2.4.2) used a 785 nm SurelockTM LM series diode
laser (Ondax, USA) for excitation. Initially an 80 mW laser operating at 786.5
nm was used, partway through it was replaced by a 200 mW laser operating at
784.9 nm. Upon changing the laser, a halfwave plate and Glan-Taylor prism
were added to be used as a power control system. The laser line was cleaned
up using two amplified spontaneous emission (ASE) filters (OptiGrate, USA)
prior to reaching the sample. A series of three volume Bragg gratings (VBG)
(originally BragGrateTM (OptiGrate, USA) but replaced with SureBlockTM
(Ondax, USA)) were used to block Rayleigh scattering and reflected laser line
after the sample. Optimal performance of the filters was achieved with two be-
tween the collecting and focusing optics and one in the Raman Filter Chamber
(Princeton Instruments, USA) attached to the front of the spectrometer. Scat-
tered light was collected and collimated with a f/2.3 lens and focused into a
fibre optic (LG-456-020-3, Princeton Instruments, USA) by a second f/2.3 lens.
The light was guided by the fibre into a LS785 spectrometer (Princeton Instru-
ments, USA) via a Raman Filter Chamber (Princeton Instruments, USA). A
slit width of 50 µm was used. The spectrometer dispersed the light onto a
PIXIS 100BR CCD (Princeton Instruments, USA), cooled to -70 ◦C, using a
1200 g/mm 750 nm blaze grating. Originally the experiment was configured
in a 135◦ back-scattering arrangement, however it could be changed to a 180◦
arrangement as required (Figure 2.4.2). A combination of peaks from sulfur,
bismethylbenzene, toluene and MeCN were used to create the calibration file,
the calibration was checked using sulfur before each set of measurements.
2.4.2.2 830 nm
The 830 nm system (Figure 2.4.3) used a SureBlockTM XLF-CLM THz
Raman system (Ondax, USA), with an 830 nm SurelockTM LM series diode
laser (Ondax, USA), fibre optically (FG050L, Thorlabs, USA) coupled to a
SpectraPro 500i (Acton, USA), with the slit width set to 50 µm. The XLF-
CFM THz Raman system contained pre-aligned ASE filters and VBGs to clean
the laser line pre-excitation and block the Rayleigh scattering, as outlined
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Figure 2.4.2: Top down and side on schematic views of the home
built 785 nm LFR system. Both 135◦ (left) and 180◦ (right) side views
are shown.
above (Section 2.4.2.1). A 1200 groves per mm grating was used to disperse
the light onto a Spec-10:100B CCD (Roper Scientific, USA), cooled to -70 ◦C
with liquid nitrogen and controlled by a ST-133 controller. A mirror at 45◦
was used to allow for 180◦ measurements of horizontal samples (Figure 2.4.3).
A 10x microscope lens was used to focus the laser onto the sample. The
instrument was calibrated against sulfur.
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Figure 2.4.3: Top down and side on schematic views of the 830 nm
LFR system. Both downward looking (left) and 180◦ (right) side views
are shown.
2.4.3 Resonance Raman Spectroscopy
For the RRS a home built setup was used (Figure 2.4.4). The excitation laser
was provided by either a diode laser (355, 375, 406, 448, 457, 491, 515, 532
and 593 nm (Crystalaser, USA, Ondax, USA or Cobolt, Sweden)) or krypton
ion (350.7, 406.7, 413.1, 568.2 and 647.9 nm (Coherent Innova 300C, Coherent
Inc, USA)). For the krypton ion a prism was used to clean up the laser line
and separate out extra plasma lines. The laser line was passed through two
irises to help limit spatial distribution and ensure the laser line was straight
with respect to the experiment. The laser was focused on the sample, generally
a solution in a spinning glass tube, in a 135◦ back scattering arrangement by
default, however a 180◦ arrangement was required for some measurements.
The scattered light was collected, collimated and focused into the entrance
slit of an IsoPlane SCT320 spectrometer(Princeton Instrument, USA) using
a pair of f/4.6 lenses. The scattered light was passed through a notch, or
long pass, filter of an appropriate wavelength (Kaiser Inc., USA or Semrock,
USA) to remove the Rayleigh scattering. Unless otherwise noted the slit width
on the spectrometer was set to 50 µm. The spectrometer then dispersed the
50 CHAPTER 2. EXPERIMENTAL
scatter light, with a 1200 groves per mm 500 nm blaze grating, onto a PYLON
400BRX CCD (Princeton Instrument, USA) cooled to -120 ◦C. Winspec32
(Acton, Princeton Instrument, USA) software was used to control the CCD
and ISOPLANE Control (v5.3.0, Princeton Instrument, USA) to control the
spectrometer. A 1:1 mixture of toluene and MeCN was used to calibrate the
experiment and confirm spectrometer position.
Figure 2.4.4: Simplified top down and side on schematic views of
the home built RRS system. Both 135◦ (left) and 180◦ (right) side
views are shown.
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2.4.4 Transient Resonance Raman Spectroscopy
The TR2 measurements were collected on a 135◦ backscattering setup. The
third harmonic of a 1064 nm Nd:YAG pulse laser (Brilliant, Quantel, France)
was used for excitation. The scattered light was focused into a SpectraPro
2500i (Princeton Instruments, USA). From here it was dispersed, using a 1200
groves per mm grating, onto a PI-MAX ICCD (Princeton Instruments, USA),
controlled by an ST-133 controller (Princeton Instruments, USA). The power
was varied between 1 and 10 mJ using a zero-order half-wave plate and an
αBBO Glan-Taylor prism (Thorlabs, USA). A 1:1 mixture of toluene and
MeCN was used to calibrate the experiment and confirm spectrometer position,
while Ru(bpy)2+3 in H2O was used to confirm the experiment was measuring
the TR2, rather than RRS, spectrum.[87, 88]
2.5 Variations
2.5.1 Variable Temperature Low Frequency Raman Spectroscopy
The variable temperature LFR (VT-LFR) spectra were collected between
-180 and 200 ◦C using a Specac Variable Temperature FTIR Cell (Specac,
USA). Liquid nitrogen was used for cooling. The 785 nm system above (Sec-
tion 2.4.2.1) was reconfigured so that the FTIR cell was in place of the sample
holder. It should be noted that, due to the current configuration of the in-
strument and skill of the experimenter skill at the time of collection, that data
were collected in the 135◦ configuration. Ideally the 180◦ configuration would
be used, due to it being easier to get the excitation laser into the sample.
2.5.2 Variable Temperature Resonance Raman Spectroscopy
In order to collect solution phase variable temperature resonance Raman
(VT-RRS) spectrum the setup, as described above, was reconfigured into a 180◦
backscattering arrangement. This was achieved via the inclusion of a 45◦ mirror
before the second iris and a prism between the collecting and focusing lenses
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(Figure 2.4.4). The normal sample holder was then removed and replaced by a
Flash 300 temperature controlled cuvette holder (Quantum Northwest, USA),
controlled by a TC125 (Quantum Northwest, USA). The 180◦ setup was found
to offer a great signal-to-noise ratio, primarily due to a large sampling cross
section; however, it also required significantly more sample.
2.5.3 Extended Range Resonance Raman Spectroscopy
In Chapter 6, RRS spectra were recorded out to 5000 cm−1 in the study
of higher order vibrational modes. In order to ensure reliable calibration for
peaks above ∼3000 cm−1, a second spectrum, or ’window’, was recorded with
the spectrometer and calibration file set for a longer wavelength than the wave-
length of interest, i.e. the 375 nm spectrometer position and calibration file
were used for the 351 nm spectra. In post processing the second window was
converted to absolute wavenumber, then back to relative wavenumber with re-
spect to the excitation wavelength rather than the wavelength of the calibration
file.
For this data, attempts were made to convert the measured intensity, or
counts, to an absolute Raman cross-section. This involved carrying out a λ2
correction to convert from photon per wavelength to photon per wavenumber,
followed by correcting for the instruments wavelength sensitivity. This was
achieved by comparing the relative intensity of a series of Raman modes from
DCM, toluene and MeCN, as collected at each wavelength, to those collected
on the MultiRam to create an intensity calibration curve. The spectra from
the MultiRam were intensity corrected using an internal whitelight source in
the MultiRam to determine the instrument response. The data were then
corrected for self-absorption, to account for both the amount of the incident
light absorbed and the Raman scattering to be reabsorbed. From here, the










where I is the measured intensity, C is the concentration, and (βj) cross section
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is found from Equation 2.2
βj = β
0
j ν̃0(ν̃0 − ν̃j)3 (2.2)
where β0j is the frequency independent cross-section of the mode of interest
and ν̃0 and ν̃j are the frequency, in cm−1, of the laser and vibrational mode of
interest.
The value for the 802 cm−1 band of benzene was used as a reference[141, 146],
with 1:1 mixtures of benzene and the solvent of interest used to find the cross
section of a suitable solvent band, which was then used in the calculation of
the sample cross section.
2.6 Computational
Basic computational modelling was carried out to support the experimental
work and results. A combination of Gaussian 09[147] and 16[148] was used.
Calculations were performed using B3LYP[149] or CAM-B3LYP[137] function-
als with ae 6-31G(d) basis set[133–135] and, when needed for heavy metals,
LANL2DZ ECP.[136] A lack of negative frequencies in the calculated spec-
trum was used to determine if a minimum, had been found and the mean
absolute deviation (MAD) between the calculated and experimental frequen-
cies was used to assess the validity of the final structure. Optimisations were
carried out using the Opt Gaussian keyword, while Freq = Raman was used
for the calculation of Raman frequencies. Unless otherwise stated, the default
optimisation conditions within Gaussian were used. Where necessary multiple
starting geometries were compared in an attempt to find the global minimum
over a local minimum. In an attempt to account for the fact that the com-
putational modelling used a harmonic potential energy well when calculating
the vibration frequency, while in reality the frequency is controlled by an an-
harmonic energy well, correction factors of 0.975 and 0.95 were applied to
the calculated frequencies from B3LYP[150, 151] and CAM-B3LYP[150, 152]
respectively.
The calculated structures were validated by comparing the mean absolute
deviation (MAD) between the experimental and corrected calculated Raman
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frequencies. A MAD of <10 cm−1 has been shown to be a good match [46,
151]. Occasionally CAM-B3LYP was used for the TD-DFT calculation, despite
having a higher MAD than B3LYP, due to CAM-B3LYP having been shown to
be more reliable for modelling excited state and electronic properties.[46, 138]
The calculated Raman activity was converted to relative Raman cross-section















where h is Planck’s constant, c is the speed of light in a vacuum, k is the
Boltzmann constant, T is the temperature in Kelvin, ν0 is the wavenumber
of the excitation laser, νj is the vibrational frequency of the mode of interest,
Sj is the Raman activity for the jth mode and Bj is the resulting Raman
cross-section for the jth mode.
In Chapter 7, more in-detail calculations carried out by Dr Stephan Kupfer
and Dr Philipp Tapper at the University of Jena are discussed.
2.6.1 Excited State Properties
In order to explore the excited state properties, TD-DFT calculations were
used. Default Gaussian TD-DFT parameters, as determined by using the
TD keyword, were used for the excited state modelling, with basis set and
functional matched to that of the optimisation. Generally the first 30 singlet
states were modelled; as necessary, this was extended up to 120. As needed,
the first 30 triplet states were also calculated.
Attempts were made to optimise the excited state geometries using Opt
td(nstates=x, root=y), where y is the state of interest and x is the number of
transitions to model. The values of x was also several states higher then y.
2.6.1.1 Mulliken Analysis
To help characterise the predicted transitions and provide numerical values
for the changes in electron density, Mulliken analysis was used. This was
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achieved using GaussSum 2.2[153] with user defined groupings. A complete
orbital description was extracted from the Gaussian calculations using pop=full
iop(3/33=1,3/36=-1) on a single point energy job.
2.6.1.2 Natural Transition Orbitals
For visualisation of the change in electron density of complex transitions,
natural transition orbitals (NTOs) were used. From a practical standpoint
the NTOs were calculated in Gaussian using Density=(Check,Transition=1)
Pop=(NTO, SaveNTO) iop(6/22=-14) keywords. Theoretically, NTOs are
just a linear combination of the MOs involved in the electronic transition,
with a weighting to account for their contributions to the transition.[140]
2.6.2 Solvent Modelling
As needed and computationally viable, solvent fields were added to the cal-
culation in an attempt to model the solvent environment in which the molecule
would exist. The solvent environment was modelled using the integral equation
formalism of the polarisable continuum model (IEFPCM), as implemented by
Gaussian. The IEFPCM treats the solvent as a series of spheres around the
molecule which exhibit some of the characteristics of the solvent, including di-
electric constant and solvent radius.[154–156] All solvents were modelled using
the predefined parameters within Gaussian.
2.7 Infrared Spectroscopy
2.7.1 Time Resolved Infrared Spectroscopy
In Chapters 5 to 7 the time resolved IR (TRIR) spectra were collected. This
was carried out at Nottingham University, with Xue Wu, Dr Surajit Kayal and
Dr Xue-Zhong Sun of the Mike George’s group using their system as previously
described.[54, 112]
In brief, a Ti:sapphire oscillator(MaiTai) (Spitfire Pro, Specta Physics, USA)
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was used to generate a pump pulse and a tunable mid-IR pulse with a spectral
bandwidth of 180 cm−1 and a pulse power of about 2 µJ at 2000 cm−1. The IR
pulse was split, with half going to a MCT detector (Kolmar Technology, USA)
as a reference and the other half focused, with the pump pulse, onto the sample,
the spot size of the probe pulse was kept smaller than that of the pump pulse.
The pump pulse was delayed, by up to 3 ns, using a transition stage (LMA
Actuator, Aerotech, USA). The light transmitted through the sample was dis-
persed using a DK240 IR spectrometer (Spectra Product, USA), with a 150
groves per mm grating onto a MCT array detector (Infrared Associates, USA).
The measured signal was amplified using a 144-channel amplifier before digi-
talisation with a 16 bit ADC (IR-0144, Infrared Systems Development Corp,
USA). The sample was moved in the x and y directions during measurement
to minimise sample heating and degradation.
2.8 Experimental Development
This section will explore other experimental setups developed to help im-
prove the usability of some of the aforementioned experimental setups.
2.8.1 Motorised Stages - ESP301
A series of short scripts to control the ESP301 motors (Newport, USA) were
developed in Visual Basic (see Appendix A for the basic example). The ESP301
motors allow for sample movement and position with nanometer accuracy and
for the automated movement of samples. Via coupling with Winspec/32, these
scripts could be used to collect point-by-point measurements or line scans on
systems with Princeton Instruments CCD (in practice both LFR and in theory,
RRS and home built emission), assuming a suitable sample configuration. In-
dependently, the scripts could be used to raster samples and measure a pseudo
large spot size on any instrument with a suitable sample position. This could
be used for rastering the sample tubes in the RRS and TR2 experiments,
however it was not needed, but was used in a range of studies, including the
measurement of meat, kiwifruit and teeth.[157]
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2.8.2 Variable Temperature Low Frequency Raman Spectroscopy
- Solution Based
The 785 nm LFR system was also modified to measure slurries with temper-
ature control. This was achieved by configuring the system in the 180◦ back-
scattering arrangement (see Section 2.4.2.1) and placing the Flash 300 cuvette
holder (Quantum Northwest, USA), from the emission setup (Section 2.3.2) in
place of the sample holder. For this setup the 180◦ setup is ideal as it removes
issues around sample holder depth, laser angle and cooling pipes being routed
through the laser path. This setup was used to study indomethican slurries by
Jaana Koskela from the University of Helsinki.
2.8.3 Low Frequency Raman Spectroscopy - Flow Through
Measurements
In conjunction with Prof. Ben Boyd and Dr Malinda Salim, the 785 nm LFR
system was used to run flow-through measurements to monitor the digestion
of various drugs in milk.[158] For this, the 135◦ backscattering geometry was
used. The 135◦ geometry was chosen as it has slightly more power at the
sample and slightly more signal throughput compared to the 180◦ geometry,
thus maximising the signal collected. The sample was measured as it was
pumped through a quartz capillary tube, using a peristaltic pump. A pH-stat
apparatus (Metrohm 902 STAT) was used to control the pH to carry out the
digestion, with the sample vessel heated to 37 ◦C using a water bath (TH7100,
Ratek, Australia).
2.8.4 Downward Looking 785 nm Low Frequency Raman Spec-
troscopy
A downward looking (DWL) 785 nm LFR system (Figure 2.8.2) was de-
veloped to allow for the more effective mapping of samples and single point
measurements of a range of samples that required horizontal mounting. The
experiment largely mimicked the standard setup (Section 2.4.2.1), however a
2" mirror was placed at a 45◦ angle after the VBGs to redirect the scattered
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Figure 2.8.1: Top down schematic view of the home built 785 nm
LFR system with flow through system for digestion studies.
light from vertical to horizontal. A pair of lenses (f = 40.1 mm, Thorlabs New-
ton, NJ, USA) were used for the collection and focusing of the scattered light.
The collection lens was swapped out for a microscope objective as needed. A
3 m multimode fibre, comprised of seven 105 µm cores, going from a circular
to linear arrangement (BFL105LS02, Thorlabs, Newton, NJ, USA) was used
to couple the scattered light into the spectrometer. The same ASE filter and
power control setup from the previous setup was used (Section 2.4.2.1).
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Figure 2.8.2: Top down and side on schematic views of the home
built DWL 785 nm LFR system.
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Chapter 3




The samples discussed in this chapter were synthesised by Dr Thanh Luan
Nguygen of Prof. Han Young Woo’s group at the University of Korea, Seoul,
Korea.
3.2 Results Publication
The results discussed in this chapter have been previously published:
Joshua J. Sutton, Thanh Luan Nguyen, Han Young Woo, Keith C. Gordon
Variable temperature resonance Raman studies to probe interchain ordering for
semiconducting conjugated polymers with different chain curvature Chemistry-
An Asian Journal 2019, 14, 1175-1183
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3.3 Introduction
DA conducting polymers have been shown to have potential in hetero- and
homogeneous bulk heterojunction (BHJ) photovoltaic devices with rapid im-
provements in recent years.[4, 159] However, greater understanding is still
needed in the area. One of the current areas of study is with the degree of
order and crystallinity, both within and between domains.[17] Crystallinity has
been shown to be linked to charge separation between domains and transport
within domains, with opposing characteristics required for each process.
Efficient charge separation requires a high level of miscibility and large
interface region between the two domains, this results from a low level of
crystallinity[160, 161]. The increased area of the interface increases the chance
of the hole and electron pair reaching an interface and being formally separated;
this in turn minimises the chances of charge recombination. However, rapid
charge transport within a domain requires a highly ordered, or crystalline,
system[162–164]. In the ideal device there are two interpenetrating, or inter-
woven, crystalline domains.[16] Figure 3.3.1 show a simplified version of what
is attempting to be achieved in balancing the level of order and crystallinity.
This chapter will explore the use of a variety of Raman techniques to under-
stand how varying the linearity of the polymer backbone influences the order,
electronic behaviour and thermal stability of the conducting polymer in both
solution and films. The definition of linearity, as used in this work, is discussed
below, but in brief it is linked to how straight the backbone of the polymer is
over the same physical distance. A series of DA conducting polymers, PTBT,
PTTBT and PPDT2FBT, (Figure 3.3.2) with various degrees of linearity in
their backbone are compared. The degree of linearity is increased from PTBT
to PPDT2FBT to PTTBT.
The use of Raman spectroscopy to study the order, and variation therein,
in polymer films has previously been reported.[18–20, 165–168] This work has
utilised the mid frequency region (MFR) and used techniques such as frequency
dispersion[18, 169, 170] or the comparison of peak ratios between two different
components, to determine the long range order and component distribution.
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Kim et al. showed frequency dispersion could be effectively used to track the
decrease in long range order in P3HT:PCBM films as the amount of PCBM
was increased.[18] The thiophene stretching mode was observed to shift by
16 cm−1 as the amount of PCBM was increased from 0 to 70%. This shift
to higher energy was consistent with a decrease in long range order. Ozaki
et al. used Raman mapping to look at the spatial distribution of polymers
in homogeneous films.[165] They examined how the density of polyethylene
influenced its mixing with polypropylene, by comparing the relative intensity
of polymer specific peaks in the MFR. While these methods are useful for
extracting information about order and distribution within polymer blends
they have their limitations, as discussed below.
Frequency dispersion can give an indication of the degree of order. However,
it only works on a limited subset of polymers. In brief, as the level of order
Figure 3.3.1: Simplified representation the balance of order and dis-
ordered required in BHJ.
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Figure 3.3.2: Structures of the conduction polymers studied in this
chapter.
in the system increases, and the polymer becomes more linear, the excited
state can become more stretched and delocalised. This results decrease in
the ‘strength’ of the spring, resulting in a decrease in the wavenumber of the
vibrational mode (Equation 1.13). However, for this to occur two conditions
must be met; the system needs both a delocalised excited state, and a suitable
vibrational mode to use as a ‘tag’. On the other hand looking at the relative
intensity of MFR band, in theory, works for all polymers; however, it only
provides insight into the distribution and not the crystallinity of the polymers.
One way to get around these limitation is the use of a combination of LFR
and MFR, ideally simultaneously. LFR provides the ability to more directly
record data linked to the crystallinity of the system, while the MFR supplies
the same information as above into the distribution of the polymer.
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A detailed study of the optical and electronic properties of PTTBT and
PPDT2FBT, and their response to temperature, using the combination of
RRS, emission and absorption spectroscopies and computational modelling is
discussed. PTBT has already been well studied and reported on[16, 150, 171],
meaning a detailed studied of its overall behaviour is not required. More in-
volved Raman techniques, such as LFR and VT-RRS are also applied. The use
of LFR allows for assessment if its ability to be used to study the longer range
order and packing in polymeric films and how it is influenced by temperature
and thermal annealing to see if it has value in supporting the currently used
techniques. From the VT-RRS, new insights into how the polymer changes
maybe observed, and this study will provide an assessment of whether or not
valuable information can be obtained using the aforementioned VT-RRS. This
work will allow for the examination of the usefulness for a variety of spectral
techniques for the rapid assessment of whether the structural properties of
the polymers will give rise to the device characteristics that are desired, before
more accurate, but time consuming, techniques like X-ray diffraction and AFM
are used. This would allow for spectroscopy to be used as a method to help
accelerate the design process.
In the discussion above and following work the concepts of order and dis-
order are used. It should be acknowledged that the understanding and def-
inition of what is meant by these concepts can be fluid and hard to define.
This is further complicated by the fact that most of the data discussed herein
is in solution, so concept of order is even less well defined. Order has pre-
vious been defined in polymer films using multiple methods, including; via
using the interchain stacking distance (lamellar spacing) and ππ stacking,
strength as determined by X-ray diffraction,[160, 172] and domain size and
roughness, as determined by AFM.[160, 172] Based on these definitions of the
series studied here PPDT2FBT showed the most order, followed by PTTBT,
then PTBT.[160, 172] The definition of order, as used in this chapter, is built
on the aforementioned definitions. An ordered system is one where there is
strong interchain interactions and the ability of multiple polymer chains to
pack together closely, in a regular and repeating fashion. In a less well defined
way an ordered system is one with a small, by oligomer number, repeating unit
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to get a complete description of this 3D configurations.
3.4 Results and Discussion
Within this section all concentrations have been calculated with respect to
the molecular weight of the monomer used to make the polymers, with no
consideration given to overall chain length. The number average molecular
weight (Mn) of the polymers was reported as 30 K for PTBT, 44 K for PTTBT
and 40 K for PPDT2FBT.
3.4.1 Computational Modelling
To assist in understanding the electronic nature of the polymers and to
provide an idea as to their 3D configuration the polymers were modelled us-
ing DFT calculations. For PTTBT oligomers of three units, a range of con-
figurations were modelled to determine the lowest energy one (Figures A.2.1
and A.2.2 and Table A.2.1). The chain length was then stepwise increased, un-
til the change in the predicted energy of the electronic transition as more units
were added approached zero.=, following the process used by Reish et al.[150]
(Figure 3.4.1). The decreased change in the predicted energy was taken as in-
dication that the effective conjugation length had been achieved, as increasing
the length no longer resulted in a significant perturbation of the excited state
energy. The effective conjugation length was the extent, or distance, along the
polymer the excited state can spread.
A similar process was attempted for PPDT2FBT, but it was found to be a
more complex undertaking, with a large number of variables, due to the large
number of starting geometries (Figure A.2.2) and the fact that the dihedral
angle between the core and alkyl arms also played a significant role in the final
energy. In the end, two structures were chosen, the one showing the lowest
energy and one with a slight conformational difference, but larger 3D structural
differences. These two configurations were separated by only 4 kJ mol−1 when
modelled with seven repeating units using B3LYP/6-31G(d), and only 0.6 kJ
mol−1 for CAM-B3LYP/6-31G(d), suggesting they would exist as a mixture at
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Figure 3.4.1: Energy for the lowest energy transition for the polymers
as predicted by TD-DFT, as a function of the chain length. Experi-
mental value represents an average of all three polymers. Values for
PTBT were copied from Reish et al.[150], with permission from the
authors.
room temperature. The presence of other configurations can not be ruled out
either. The energy of the calculated lowest energy transitions between these
two configurations showed minimal variation (Figure 3.4.1), and was found
to be less dependent on the polymer length than PTBT and PTTBT. This
suggested a more localised excited state, as the effective conjugation length is
shorter. For PTBT, a previously determined lowest energy configuration was
used.[150]
Between PTBT and PTTBT the effect of the fused thiophene on the 3D
structure was immediately clear, with PTBT adopting a helical structure,
while PTTBT remained relatively planar (Figures 3.4.2 and 3.4.3). The con-
figuration of PPDT2FBT was more complex, with one configuration adopting
a planar, PTTBT like, geometry and the other a helical, like the PTBT one.
Of the two configurations modelled for PPDT2FBT the linear one was lower
in energy. The two low energy configurations of PPDT2FBT indicated that
it would be able to switch between a linear and helical structure in solution.
This means that PPDT2FBT should be able to be tuned between different
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Figure 3.4.2: Side on view of the lowest energy structures calculated
for PTBT (n=10), PTTBT (n=5) and PPDT2FBT (n=6) at the
B3LYP/6-31G(d) level.
orientations, while PTBT and PTTBT are more fixed.
The accuracy of the modelled structures were validated by determining the
mean absolute deviation (MAD) between the calculated wavenumber of the
Raman modes with those experimentally collected (Table A.2.2). After the
correction factors were applied the MADs were found to be <8 cm−1 for B3LYP
and <13 cm−1 for CAM-B3LYP suggesting a good level of agreement. The
MADs for the two PPDT2FBT conformers were within 1.5 cm−1 of each other
confirming either conformer, or a combination of both, are acceptable. The
3.4. RESULTS AND DISCUSSION 69
Figure 3.4.3: End on view of lowest energy structures calculated
for PTBT (n=10), PTTBT (n=5) and PPDT2FBT (n=7) at the
B3LYP/6-31G(d) level.
variation in MAD between B3LYP and CAM-B3LYP, particularly for PTTBT,
are very small, and both B3LYP and CAM-B3LYP show MADs better than
those seen for other systems discussed in this thesis. However, when the calcu-
lated and experimental Raman spectra are visually compared (Figure A.2.3)
it can be observed that the intensity in the CAM-B3LYP data shows a weaker
agreement. This serves to show the limitation of using the MADs to validate
the calculations. This needs to be kept in mind when this validation method
is used.
3.4.2 Electronic Absorption Spectroscopy
The electronic absorbance spectra for PTTBT and PPDT2FBT are shown
in Figure 3.4.4. In the region of interest (λ >300 nm) they showed two transi-
tions, a high energy (HE) one at 375-400 nm and the lowest energy transition
(LET) at ∼650 nm with a shoulder at ∼600 nm. This was consistent with the
70 CHAPTER 3. CONDUCTION POLYMERS
results reported for PTBT.[150] The general similarities between the electronic
absorbance spectra for the polymers suggest the variations in the order and
nature of the backbone does not significantly influence the electronic structure
of the polymer. The variation in the backbone does, however, tweak it slightly,
as PTTBT showed a red shift relative to PTBT. This was due to thienothio-
phene being a slightly stronger donor and it being easier to remove an electron
from the HOMO, or oxidise it, than thiophene, raising HOMO energy level,
decreasing the HOMO-LUMO gap and therefore transition energy. While the
energy of the transition for PPDT2FBT is similar to PTTBT, the intensity
was noticeably greater.
Figure 3.4.4: Electronic absorbance spectra for PTBT, PTTBT and
PPDT2FBT in chlorobenzene.
3.4.2.1 VT-Electronic Absorption Spectroscopy
The variable temperature (VT) electronic absorbance spectra were collected
for PTTBT (0-60 ◦C) and PPDT2FBT (0-70 ◦C). These were recorded in
chlorobenzene (Figure 3.4.5). Both showed a similar trend, consistent with
that reported for PTTBT[160] and PTBT.[150] In general, the (0,0) peak at
∼650 nm diminished in intensity and the ∼600 nm shoulder and 400 nm peak
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were both blue shifted and showed an increase in intensity. In PTTBT, the
changes in intensity were significantly smaller than the changes observed for
PPDT2FBT, or those reported for PTBT.[150] The change in the absorbance
spectra, in particular the loss of the (0,0) peak upon heating, can be linked
to a decrease in order in the system.[150] These results can be interpreted
as indicating that the increase linearity of the polymer backbone in PTTBT,
compared to PPDT2FBT, resulted in a more thermally stable system, even in
solution. This could be due to increase interchain interactions between polymer
chains.
Figure 3.4.5: Variable temperature electronic absorbance spectra for
PTTBT (A) and PPDT2FBT (B) in chlorobenzene. For PTTBT the
temperature was varied from 0 to 60 ◦C, while PPDT2FBT was 0 to
70 ◦C was measured.
In PPDT2FBT a pair of isosbestic points, at 449 and 583 nm are observed.
These isosbestic points are indicative that there is significant structural change
in the polymer, in solution, as a function of temperature. As was determined
computationally, PPDT2FBT can exist as an equilibrium between two domain
configurations. This change in absorbance could therefore be the result of
the two configurations having slightly different absorption energies and the
increased thermal energy makes it easier to access the higher energy helical
configuration, shifting the equilibrium. This is supported by the TD-DFT
calculations (Table 3.4.1 and Figure A.2.4), which predicted the lowest energy
transition in the helical configuration to be slightly higher in energy than the
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linear configurations.
3.4.3 Resonance Raman Spectroscopy
The RRS spectra for PTTBT and PPDT2FBT were recorded using a range
of excitation wavelengths between 351 and 532 nm (Figure 3.4.6). For both
polymers three unique transitions were identified within this range. For PT-
TBT the first transition was below 400 nm, the second between 400 and 460
nm and the last, and lowest energy transition, above 460 nm. For PPDT2FBT
the three transitions were red shifted, consistent with the variation in the ab-
sorbance spectra between PTTBT and PPDT2FBT.
Figure 3.4.6: Resonance Raman spectra of PTTBT and PPDT2FBT
in chlorobenzene at the wavelengths listed.
For both PTTBT and PPDT2FBT a series of vibrational modes showed
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enhancement in the RRS spectra, with the eigenvectors for key modes shown
in Figures 3.4.7 and 3.4.8. In PTTBT (Figure 3.4.7) these vary between BTD
based modes (ν5 and ν7), those on the BTD and alkyl chains (ν1 and ν3), and
those spread over the BTD and thienothiophene units (ν2, ν4 and ν6). For
PPT2FBT (Figure 3.4.8), a similar mix of modes are key, with ν1 and ν7 being
linked primarily to the core units, while ν2 and ν5 show mainly contribution
from the core and thiophene. A mode linked to BTD and the core units (ν4)
and completely delocalised modes (ν3 and ν6) were also enhanced at different
wavelengths.
For PTTBT the highest energy transition was identified by an increased
enhancement of ν5 and ν6 (Figures 3.4.6 and 3.4.7) at 351 and 375 nm. Given
both these modes, alongside ν4 which shows enhancement at all excitation
wavelengths, are BTD based, this suggested that the lowest energy transition
has BTD-localised ππ∗ character. However, there is still some thienothiophene
contribution, with an enhancement of ν6, suggesting some CT character is also
present. Between 400 and 460 nm, ν1 and ν4 show increased enhancement,
which signified a second transition, with a different electronic nature. The
second transition either has more thienothiophene involvement in the ππ∗, or
more CT character.
Above 460 nm, the enhancement pattern changes again with ν2 and ν7 show-
ing an increase in relative enhancement. The enhanced bands are associated
with normal modes of all different parts of the polymer, thienothiophene donor,
BTD acceptor and general delocalised modes (Figure 3.4.7). This suggested
that the whole polymer is involved in a delocalised ππ∗ state or CT transi-
tion. The Mulliken analysis (Table 3.4.1) predicts all the transitions to have
a mixture of CT and ππ∗ character. The higher energy transition, calculated
at 431 nm, is predicted to have slightly less CT nature than the lowest energy
transition, which is consistent with the RRS.
For PPDT2FBT a similar response is observed. The highest energy tran-
sition is characterised by clear enhancement of a thiophene and BTD based
mode, ν5 (Figures 3.4.6 and 3.4.8), below 400 nm. The lack of core mode
enhancement suggests that the transition is separated into spatially isolated
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Figure 3.4.7: Eigenvectors for the key vibrational modes of PTTBT,
modelled using B3LYP/6-31G(d). See Figure 3.4.6 for mode assign-
ment.
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Table 3.4.1: Mulliken anaylsis for PTTBT and PPDT2FBT,
B3LYP/6-31G(d), see Figure 3.3.2 for assignment of groupings.







843 7.34 64→26 (-38) 36→74 (38) -
722 0.68 64→25 (-39) 36→75 (39) -
685 0.16 64→25 (-39) 36→75 (39) -
620 0.20 63→24 (-39) 37→76 (39) -
556 0.15 63→22 (-41) 37→78 (41) -
436 0.37 95→26 (-69) 5→74 (69) -
431 2.95 66→35 (-31) 34→65 (31) -
414 0.23 64→26 (-38) 36→74 (38) -











r 759 6.57 54→23 (-31) 20→69 (49) 26→8 (-18)
725 0.11 54→22 (-32) 20→70 (50) 26→8 (-18)
688 0.49 54→21 (-33) 20→72 (52) 26→7 (-19)
620 0.12 54→18 (-36) 21→78 (57) 25→4 (-21)
463 0.30 49→19 (-30) 23→75 (52) 29→6 (-23)
460 3.48 53→31 (-22) 20→47 (27) 26→22 (-4)











750 0.65 54→22 (-32) 20→71 (51) 25→7 (-18)
716 2.88 54→22 (-32) 21→72 (51) 25→7 (-18)
682 2.28 54→21 (-33) 21→72 (51) 25→6 (-19)
635 0.24 54→21 (-33) 21→73 (52) 25→6 (-19)
622 0.12 54→19 (-35) 21→76 (55) 25→5 (-20)
601 0.16 53→21 (-32) 21→73 (52) 25→6 (-19)
455 0.20 51→26 (-25) 21→59 (38) 28→15 (-13)
454 0.26 50→24 (-26) 21→64 (43) 29→12 (-17)
447 2.24 54→34 (-20) 21→43 (22) 26→23 (-3)
438 1.65 52→31 (-21) 21→49 (28) 28→20 (-8)
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units. Above 400 nm three transitions, primarily identified by enhancement
of different backbone modes, are observed. Between 400 and 420 nm ν1 and
ν7 show slight enhancement. Given the similarity between the enhancement
below 400 nm and in the 400 to 420 nm, in the 400-420 nm region the enhance-
ment may just be ‘spill-over’ of the high energy ππ∗ state, or slight variation in
the orbital distribution between the linear and curved polymer chains, with the
signal at 400-420 nm being from the linear components, while below 400 nm
the enhancement is from the helical components, as suggest by the VT-UV-
vis (Figure 3.4.5). The Mulliken analysis shows the higher energy transition,
calculated at 460 nm, to have relatively weak CT nature and minimal contribu-
tion from the core; again, consistent with the RRS enhancement pattern. The
lack of enhancement on the core suggests a localisation of the excited state;
this is consistent with a shorter chain length being required for modelling the
effective conjugation length (Figure 3.4.1). It should be noted that for the
effective conjugation length calculations, the lowest energy transition was used
and here a higher energy transition is being discussed.
Above 420 nm a large change in the enhancement pattern was observed, as
the excitation wavelength was moved into resonance with the lowest energy
transition. Two modes (ν4 and ν5) show continuous enhancement, while ν1
jumps in then drops out and ν6 grows in more gradually. As with the higher
energy transition the variation in ν1 and ν6 may be from a slight variation in
the same transition between the linear and helical sections of polymer. Given
this large enhancement of modes spread across the whole molecule it suggests
the transitions is either an extremely delocalised ππ∗ state or CT between
the electron rich core and thiophene and electron poor BTD units. As with
PTTBT the Mulliken analysis (Table 3.4.1) predicted the transition to be a
mix of thiophene and BTD ππ∗ and CT from the thiophene and core units
onto the BTD. In PPDT2FBT the lowest energy transition was predicted to
have a greater overall shift in charge density. The higher energy transition,
calculated at 460 nm, was predicted to have relatively weak CT nature, min-
imal contribution from the core, again consistent with the RRS enhancement
pattern.
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Figure 3.4.8: Eigenvectors for the key vibrational modes of
PPDT2FBT, modelled using B3LYP/6-31G(d). See Figure 3.4.6 for
mode assignment.
3.4.3.1 Variable Temperature Resonance Raman Spectroscopy
Given the temperature dependent response observed in the electronic ab-
sorbance spectra, VT-RRS spectra were recorded for all three polymers (Fig-
ure 3.4.9). This was to further probe the cause of the observed variation and
determine if it was purely due to structural changes, or a combination of struc-
tural and electronic variations. VT-RRS spectra were collected at 406 and 515
nm, between 5 and 95 ◦C, in chlorobenzene. These wavelengths were used
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due to their relationship with the two key electronic absorbances and practical
concerns around laser stability.
Figure 3.4.9: Variable temperature resonance Raman spectra for
the compounds of interest in chlorobenzene, probing the lowest and
second lowest transitions.
For PTBT, large changes were observed in the VT-RRS spectra over a small
temperature range (5 to 35 ◦C), after which relatively minor changes are ob-
served. On the other hand, PTTBT showed much smaller and more gradual
changes across the whole temperature range and PPDT2FBT showed minimal
change overall. For both PTBT and PTTBT, in general, an increase in Raman
intensity was observed for the lowest energy transition (515 nm) and a decrease
in intensity for the higher energy transition (406 nm). However, variations in
band shape, position and relative intensity were also observed, suggesting the
change in changed resonance enhancement is not simply due to the change in
absorbance intensity(Figure 3.4.5), but also a variation in electronic nature.
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Interestingly, despite showing significant changes in the VT-UV-visible spec-
trum (Figure 3.4.5(B)), minimal variation was observed in the VT-RRS for
PPDT2FBT. This suggested that as the temperature of solution is increased,
the electronic nature of the polymer does not change. This is consistent with
the prior arguments that with different excitation wavelengths there is a shift
between probing excited states on the linear or curved sections of polymer.
As the sample is heated, the ratio of linear to helical changes, altering the
electronic absorbance spectrum. However, the RRS is only probing one config-
uration, at a given wavelength, minimal variation is observed. In PTBT and
PTTBT, there was a change in excited state localisation, as was observed in
the changing RRS spectra. This suggested that there is a modification of the
excited state nature, or the introduction of a new species, or arrangement, in
PTBT and PTTBT upon heating. This revealed a limitation of this study – it
suggested that PPDT2FBT is behaving fundamentally differently from PTBT
and PTTBT, meaning any predictive power is very limited.
3.4.4 Emission Spectroscopy
The electronic emission from the lowest energy excited state was recorded
for all three polymers in chlorobenzene, at 10−4 mol L−1(Figure 3.4.10). Ini-
tially the data appeared relatively simple, with the emission spectra consistent
with a single electronic transition; (0,0), (1,0) and (2,0) vibronic transitions.
But on closer examination, in concert with the VT-emission (Section 3.4.4.1)
and previous published results[150], the interpretation becomes more complex.
The observed emission behaviour is consistent with that proposed by Reish
et al.[150], with it originating from a localised excited state (LES), along-
side the (0,0) and (1,0) transitions. Similar behaviour has been observed in
polyphenylenevinylene, and is linked to the disorder, or twisting, in the poly-
mer chain, disrupting the conjugation. This results in the formation of a LES,
where the excited state is effectively ‘compressed’ and higher in energy (Fig-
ure 3.4.11). This is similar to the decrease in transition energy observed in
the TD-DFT upon an increase of chain length (Section 3.4.1). The relative
intensity of the highest energy emission is observed to decrease from PTBT
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to PPDT2FBT to PTTBT, with increasing order. This is consistent with the
emission originating from a LES. As the linearity of the backbone and order
in the polymer increases, there are fewer bends to result in the formation of
LES (Figure 3.4.11). If the lowest energy shoulder of the emission was (0,0) in
nature it would be expected that the intensity of the emission would increase
with order, and the linearity of the polymer back bone. This is because strong
(0,0) emission requires a small change in geometry, or ∆Q, (Figure 3.4.12) and
increasing the disorder in any given system should increase the ∆Q.
Figure 3.4.10: Steady state emission for PTBT, PTTBT and
PPDT2FBT in chlorobenzene at 10−4 mol L−1. A 448 nm excita-
tion wavelength was used.
3.4.4.1 VT-Emission Spectroscopy
When the VT-emission was recorded between -10 and 60 ◦C (Figure 3.4.13),
behaviour similar to that reported for PTBT was observed.[150] As the sample
was heated, the emission intensity increased, with the high energy emission
showing a greater relative increase.
The increase in the relative intensity of the highest energy emission is consis-
tent with it being a LES emission. As the temperature, and therefore energy,
of the system is increased it will increase the disorder, simply because the
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Figure 3.4.11: Cartoon representation of the different degrees of
polymer order in relation to the LES and (0,0)/(1,0) emission. Based
on the work by Reish et al.[150]
polymer has more energy with which to move. This will favour LES emission,
the increased in disorder with disrupt the conjugation, resulting in more LES.
Furthermore, as the linearity is decreased (PTTBT>PPDT2FBT>PTBT) the
degree of change in the emission intensity increases, with PPDT2FBT showing
larger changes in the emission intensity of the LES, relative to the intensity
at -10 ◦C (Figure 3.4.14), than PTTBT. As the linearity increases the forces
maintaining the order within the polymer will increase, meaning it will be less
sensitive to temperature variations. It should be noted that, conveniently, the
448 nm excitation laser coincides with the isosbestic point in the VT-UV-vis for
PPDT2FBT, meaning while the absorbance spectrum of PPDT2FBT shows
considerable change as a response to temperature, there is no change at the
point of measurement. This allows for the separation of the changes in the
absorbance from those in the emission.
Further evidence for the existence of two emissive processes can be seen when
the relative emission is plotted against temperature. For both PTTBT and
PPDT2FBT, two different rates of change are observed (Figure 3.4.14), with
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Figure 3.4.12: Influence of ∆Q on the overlap, and therefore prob-
ability of (0,0) transitions.
Figure 3.4.13: Variable temperature electronic emission for PTTBT
(A) and PPDT2FBT (B) in chlorobenzene at 10−4 mol L−1. A 448
nm excitation wavelength was used.
the emission for the LES increasing much faster than that the (0,0) and (1,0)
emission. Furthermore, both emissions follow different nonlinear trends, with
the (0,0) and (1,0) showing identical trends in PTTBT and nearly identical
ones in PPDT2FBT.
The LES emission in PTTBT shows an exponential increase between -10
and 20 ◦C before becoming linear above 20 ◦C. This would suggest two differ-
ent process could be occurring. However, it should be noted that this maybe
experimental error, as below 20 ◦C the emission is very close to the instru-
ment noise level meaning the intensity may not be as accurately recorded. A
3.4. RESULTS AND DISCUSSION 83
Figure 3.4.14: Change in emission intensity, relative to the intensity
at -10 ◦C for three most prominent emission peaks in PTTBT and
PPDT2FBT.
more detailed investigation is required to determine if this effect is real and to
understand why it is occurring.
3.4.5 Low-Frequency Raman Spectroscopy
While the combination of calculations, VT-RRS, VT-UV-vis and VT-emission
measurement allow for inferences about the degree of order and crystallinity
the polymer might exhibit to be made, LFR of solid samples, or films, provides
a more direct measure of it. When the LFR spectra were collected of drop-cast
films for all three polymers (Figure 3.4.15) variations in the degree of order
could be clearly identified. The results were consistent with those inferred from
the earlier experiments and consistent with what would be expected logically.
PTBT showed no clear low-frequency features, indicating it is relatively dis-
ordered, while for PTTBT a strong peak at 73 cm−1 was observed, consistent
with the polymer having a higher level of order. In PPDT2FBT, weak peaks
at 70 and 100 cm−1 are observed. The existence of the peaks indicated there
was some level of order, but the fact the peaks were weak and there was still
a large broad signal was consistent with the system also having a high level of
disorder, suggesting PPDT2FBT is less ordered than PTTBT. This response
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agrees with the solution behaviour and predictions from the calculations.
Figure 3.4.15: LFR spectra for thin films of the polymers of interest,
drop cast from chlorobenzene.
3.4.5.1 Variable Temperature Low-Frequency Raman Spectroscopy
The LFR, and simultaneously MFR, spectra were collected of films as they
were heated from 20 to 140 ◦C (Figures 3.4.16 and 3.4.17). Minimal change
with temperature was observed. For PTBT and PTTBT the main change in
the LFR was an increase in noise as the background increased, most likely as
a direct response to the increased IR and NIR energy being emitted as the
sample was heated. In the MFR, PTTBT responded similarly to the 515 nm
VT-RRS measurements (Section 3.4.3.1), raising questions as to the degree the
response at 515 nm is a resonance response, or just a change in the arrangement
of the polymer with temperature. The results of PPDT2FBT were the most
promising for observing a change, with an increase in the intensity of the
modes at 70 and 100 cm−1 and even lower energy modes, at 22, 38 and 50
cm−1, becoming more defined. This suggested that the thermal energy allows
the polymer to adopt a more highly ordered structure. However, this data was
very noisy, so should be treated with care and limited interpretations can be
made.
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Figure 3.4.16: VT-LFR and MFR spectra for thin films of the poly-
mers of interest between 20 and 140 ◦C, drop cast from chlorobenzene.
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Figure 3.4.17: VT-LFR spectra for thin films of PPDT2FBT between
20 and 140 ◦C, drop cast from chlorobenzene. Data was smoothed
using Savitzky-Golay smoothing, using a 3rd order polynomial fit and
width of 5.
3.4.6 Effects of Thermal Annealing
As useful as being able to determine the variations in order between polymers
is, of even more interest is identifying changes in order induced by annealing.
Understanding changes induced by annealing, both thermal and solvent, is of
interest as it has been shown that by varying the annealing conditions the per-
formance of devices can be optimised. In a range of different systems the ther-
mal annealing,[160, 173–176] solvent annealing,[173, 174, 177] or a combination
of both[173, 174] has lead to PCE increases of 0.5 to 5%. The most significant
increase have been observed with the combination of solvent and thermal an-
nealing, as was demonstrated by Min et al., achieving 3% increase in PCE with
either thermal or solvent annealing and 5% with both.[174] However, for sim-
plicity in this study only thermal annealing was employed. In previous cases
TEM, AFM, X-ray techniques, like GIWAXS, and optical microscopy[160, 173–
175] have all be used to show that some of the changes in performance with
annealing can be linked to variations in domain size and crystallinity upon
annealing. Generally, upon annealing, the domain size and crystallinity in the
device increase,[160, 173–175] as the increased energy, or freedom of movement
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introduced by the solvent, allows the components to separate and crystallise.
This change in long range order makes this an ideal response and behaviour to
be studied by LFR. To this extent the LFR and MFR spectra were collected
for films annealled at a range of different temperatures (Figure 3.4.18), as a
proof of principle test.
Figure 3.4.18: Influence of thermal annealing (at the temperatures
listed) on the mid and low frequency Raman of the polymers of inter-
est.
While some variations could be observed in the LFR, particularly in the case
of PTTBT (Figure 3.4.18), there was no real correlation between the LFR data
and more conventional AFM and GIWAXS data.[160] This is most likely an
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issue of domain size. The variations, as observed by AFM and GIWAXS,
occurs at a domain size below that which is probed by the LFR, meaning as
far as LFR is concerned no change occurred. LFR just shows a large picture
overview of the system.
3.5 Conclusion
In this chapter it has been seen how structural changes can be made to
polymers in such way as to have minimal impact on the overall steady state
electronic properties and nature while having significant influences on long
range order and temperature stability. As the linearity of the backbone was
increased, from PTBT to PPDT2FBT to PTTBT, the thermal stability, with
respect to order, increased. This was observed in a decrease in the changes in
the VT-emission, with the changes linked to increased disorder. An increase
in the order of films, with increased linearity, was also observed via LFR. This
shows promise for LFR in complementing current techniques used to study
the order in polymer films in BHJ. However, the limitations of LFR were also
revealed, with the combination of domain size and spatial resolution being
too large for any real changes with temperature or thermal annealing to be
revealed. This is despite more conventional methods showed there is variation
in the long range order with thermal annealing.
The electronic absorbance showed the LET for all three polymers had similar
energy, with the LET at ∼650 nm, and the RRS found they had similar nature.
PTTBT and PPDT2FBT were found to behave consistently with the results
reported for PTBT in the literature. For all polymers the LET was a mix of
CTthio→BTD and ππ∗ in nature. The RRS and TD-DFT suggested that for
PPDT2FBT the large distance between BTD units, due to the phenyl ring,
and resulted in a more localised excited state.
The VT-UV-vis and VT-RRS showed that PPDT2FBT was actually be-
having in a significantly different way from PTTBT and PTBT. While at one
temperature all three polymers showed similar electronic behaviour and nature,
it was found the intermediate linearity of PPDT2FBT resulted in it existing in
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a equilibrium between a linear (ordered) and helical (disorder) structure. The
existence of these two conformers was support by DFT, with the calculations
providing the insight into their linear and helical nature. This meant that
upon heating, variations in the UV-vis, for PPDT2FBT, were the result of the
shifting of this equilibrium, and no variation in the VT-RRS was observed,
the electronic nature of the state probed was the same. However, for PTTBT
and PTBT predominately one structure is observed and the variations in the
VT-UV-vis resulting from variations in it. This was backed up by the VT-
RRS showing changes in PTTBT and PTBT, consistent with a change in the
excited state nature or distribution.
This study showed how structure modifications could be used to effect the
linearity of polymers and the impact it had on their thermal stability. It
also showed that in attempting to modify the linearity the subtleties of the
electronic and structural behaviours were tweaked in ways that were not initial
clear. Overall, PPDT2FBT showed similar properties to PTTBT and PTBT,
but was found to behave in a completely different way when the details were
examined.
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Chapter 4
The Influence of Fluorine on the
Properties of Regioisomers
4.1 Acknowledgements
The samples discussed in this chapter were synthesised by Yuxing Li and
Hwasook Ryu of Prof. Han Young Woo’s group at the University of Korea,
Seoul, Korea. Quantum yield data was collected by Elliot Tay of Prof. Keith
Gordon’s group at the University of Otago.
4.2 Introduction
In place of conducting polymers small molecules seen increased application
in BHJ, both in as electron donors and electron acceptors.[178–183] The use of
small molecules have advantages over conducting polymers due to the ability
to more easily control the conjugation length and molecular weight and more
consistent synthesis outcomes, with simpler purification.[181–183] However, as
with conducting polymers finding new ways to fine tune and tweak the physical
and electronic properties of these compounds is still important of optimising
results. One such method is the inclusion of fluorine units.
In this chapter the influence of changing the position of fluorination on a
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small molecule D-A-D-π-D-A-D semiconductor is examined by comparing two
regioisomers (Figure 4.2.1). Previous studies of the same isomers have re-
vealed a series of varying behaviours, ranging performance in OPV, to redox
behaviour, to crystal structure and thermal stability.[177] Specifically, under
the same conditions F(out) (Figure 4.2.1) was found to have a power conver-
sion efficiency (PCE) 1.5% greater than that of F(in) (Figure 4.2.1), at 2.8%
versus 1.3%. Similarly, the melting point for F(out) is 20 ◦C higher than F(in).
Figure 4.2.1: Structures of the regioisomers compared in this chap-
ter.
The inclusion and position of fluorine atoms in these types of small molecules
and similar polymers has been shown to affect both the electronic and physical
properties.[172, 184, 185] This is due to fluorine having a high electronegativity,
relative steric bulk[186] and ability to act as a π donor.[187] This nature means
that subtle changes in the structure can have significant effects on the electronic
nature, degree of order and packing within a molecule.
The effect of fluorine on order and packing are further increased due to
the ability of the fluorine atom to be involved in C-F· · ·H, C-F· · ·π and C-
F· · · S interactions. [188–191] This is the result of the high electronegativity of
fluorine leading to strong interactions with the electron density on nearby units,
especially those with loosely held π electrons, or free, non-bonding, electrons.
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It has been demonstrated in BHJ, with both conducting polymers [172, 184]
and small molecule donors,[185] that through fluorination of the donor the de-
vice performance could be increased. The increase in performance was linked
to increased crystallinity resulting from the fluorination and the through space
interactions discussed above. The increased crystallinity leads to improved
charge transportation within the phase and, by extension, overall performance
(see Section 3.3 for details on the link between crystallinity and BHJ perfor-
mance). This increase in crystallinity is linked to the aforementioned, through
space interactions, helping make the structure more rigid. This means by
moving the fluorine, as between the two regioisomers studied here, the over-
all rigidity of the molecule, and therefore, potentially, how it interacts with
surrounding molecules can be tuned.
This system was studied in solution, with electronic absorbance and emission
spectra recorded in a range of solvents. The excited state nature and decay
pathways were studied using TA and TE measurement and RRS. By carrying
out a detailed study of the electronic processes and excited state nature and
localisation a more detailed understanding of the relationship between the
changing of the fluorination position and observed properties can be achieved.
This will assist in the design of further molecules for BHJ and OLED systems.
4.3 Results and Discussion
4.3.1 Computational Modelling
To begin to understand the variation between the two isomers, computa-
tional modelling of both the ground and excited states was carried out. As
with the polymers (Chapter 3), initially a variety of bond orientations were
compared to make sure the global minimum, rather than a local minimum
was found (Figure A.3.1 and Table A.3.1). For both compounds, multiple
orientations were found to be within 5 kJ mol−1 (Table A.3.1) of each other,
suggesting they may be in a statistical mixture at room temperature. However,
only the lowest energy conformer was used, because when the MAD between
calculated and experimental Raman spectra were compared, the value for the
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lowest energy conformer was noticeably lower than the rest (Table A.3.1). This
suggested that while energetically a mixture was allowed, in reality one con-
figuration dominated. Both isomers had MADS of <6 cm−1 (Table A.3.1),
suggesting the calculated structure was an accurate representation of the real
system. In both cases a conformation with the fluorine atom pointed towards
the sulfur of the nearest thiophene was found to be lowest in energy, opening
the possibility of F· · · S bonds existing.
To further understand the influence of the fluorine atom on the structure,
the bond length alternation (BLA) comparing F(in) and F(out) to the unsub-
stituted equivalent (F(none)) was carried out (Figures 4.3.1 and 4.3.2). For
both isomers, the biggest structural variations, compared to the structure of
F(none), was found on the thiophene closest to the fluorine atom, supporting
the through space interactions between the fluorine and sulfur atoms. This was
further supported by the direction of the change; the bond lengths shortened
and lengthened in such way to indicate the sulfur was moved closed to the
fluorine. While the shift is relatively small it may have larger ramifications on
the relative properties of the two regioisomers, due to the different localisations
of the distortion.
Figure 4.3.1: Bond length alternations between F(in) or F(out) and
the unsubstituted equivalent (F(none)). Red bonds are shorter in
F(in)/F(out), while blue bonds are longer.
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Figure 4.3.2: Bond length alternations between F(in) or F(out) and
the unsubstituted equivalent (F(none)).
The influence of the F· · · S bonds on the rigidity of the ‘arm’ was explored
by comparing the dihedral angles in F(none), F(in) and F(out) (Table 4.3.1)
in both the ground and excited states, where the ‘arms’ are defined as the
thiophene-BTD-thiophene units. It was found that the F· · · S bond noticeably
decreased the dihedral angle between the BTD and thiophene unit aligned
with the fluorine, with the effect greater in the ground than excited state. The
‘locking’ of the dihedral angle has the effect of creating either a more rigid core
(F(in)), or large rigid ‘paddles’ at the end of each arm (F(out)). This in turn
will affect the interaction between the molecule and solution, contributing to a
variation in solvent response, that is discussed below. Due to how the ‘locking’
affects the overall dihedral angle in the ground and excited states, F(in) shows
a greater structural change than F(out) in the excited state.
Figure 4.3.3: Key dihedral angles in F(in) and F(out).
When the normal modes for key vibrational modes were compared, the subtle
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Table 4.3.1: Key dihedral angles in F(in), F(out) and F(none) as




Ground State Excited State
F(none) F(in) F(out) F(none) F(in) F(out)
1 1.0 1.4 0.3 0.5 0.4 0.3
2 -5.6 -1.3 -5.7 -1.2 -0.7 -1.2
3 20.6 21.3 20.4 8.1 8.3 8.1
Arm 14.5 20 13.4 7.4 8.1 7.2
and wide-spread effect of the fluorine can be seen (Figure 4.3.4). Nearly all
the key modes, the most notable exception being ν5, showed an asymmetric
nature, which varied with the fluorine position.
4.3.2 Electronic Absorption Spectroscopy
The electronic absorbance spectra for both F(in) and F(out) show two transi-
tions in the visible region, one at 375 nm and the other at 520 nm (Figure 4.3.5).
While the wavelength of maximum absorbance (λabs) showed minimal varia-
tion between F(in) and F(out) the relative intensities varied. F(in) showed a
greater relative intensity for the 375 nm transition than is observed in F(out);
this was supported by the TD-DFT calculations. Additionally, although the
transition energies show minimal solvatochromism the relative intensity of the
520 nm band, between F(in) and F(out), was seen to vary with respect to
solvent.
The nature of the TD-DFT calculated transitions was examined by means
of the MOs involved (Figure 4.3.6) and Mulliken analysis (Table 4.3.2); for
simplicity, the vacuum data is discussed here, but comparable results were
observed with the inclusion of a solvent field. The higher energy transition,
probed at 350-375 nm experimentally and predicted at 430 nm computation-
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Figure 4.3.4: Eigenvectors of key vibrational modes in F(in) and
F(out), as labelled in Figure 4.3.8.
ally, is predicted to be HOMO → LUMO+2 in nature. The HOMO was mod-
elled as being a highly delocalised π orbital spread across the whole molecule,
while the LUMO+2 is a π∗ orbital across the core, Thiophene 2 and BTD
‘head’ (Figures 4.3.6 and 4.3.7). Two weaker transitions were predicted be-
tween the two strong transitions observed in the experimental absorbance spec-
trum. They are both a mix of ππ∗ and CT from the thiophene to BTD, with
how strongly Thiophene 1 and 2 contribute varying between them. The Mul-
liken analysis for these transitions showed a very small shift in electron density
(15%), consistent with a ππ∗ transition. The lowest energy transition was
predicted to be HOMO → LUMO in nature. Given the LUMO was located
primarily on the BTD units the transition has more CT nature. Again, this
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was consistent with what is shown by the Mulliken analysis, which showed a
far greater change in electron density (50%) than the higher energy transition.
Figure 4.3.5: Electronic absorbance spectra for F(in) (red) and
F(out) (blue) in a range of solvents. Bars mark the computational
predicted electronic transitions, as modelled at the B3LYP/6-31G(d)
level. Grey bars indicated transition for F(out), while striped bars are
for F(in).
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Figure 4.3.6: Molecular orbitals for the highest occupied (HOMO)
and lowest unoccupied (LUMO) orbitals in F(in) and F(out).
Figure 4.3.7: Groupings used in the analysis of F(in) and F(out).
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4.3.3 Resonance Raman Spectroscopy
The RRS spectra were collected with a series of excitation wavelengths be-
tween 350 and 500 nm. From this data (Figure 4.3.8) three transitions were
identified. Both compounds, unsurprisingly, showed consistent enhancement
of the key modes. The presence of the three transitions is consistent with the
TD-DFT calculations, as outlined above.
Figure 4.3.8: RRS spectra for F(in) and F(out) in DCM, at the
wavelengths listed.
The highest energy transitions, observed between 350 and 375 nm, showed
strong enhancement of core based modes (ν5 and ν8). The localisation of
these modes indicate the highest energy transition has ππ∗ character and is
centred on the centre of the molecule. This was supported by the Mulliken
analysis (Table 4.3.2), which showed the transition assigned to the highest
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energy absorbance (Figure 4.3.5), calculated at ∼430 nm, had minimal changes
in electron density, indicative of a transition with a high degree of ππ∗ or nπ∗,
with the MOs (Figure 4.3.6) supporting ππ∗.
In the 400 to 415 nm region, the second transition dominates, with en-
hancement of ν1, ν4 and ν7 increased. This transition exhibited an increase
in enhancement of BTD modes, while the thiophene, and. to greater extent.
core benzene ring modes dropped out of resonance. The slight enhancement
of thiophene based modes indicated it may have some CT nature, between
the thiophene and BTD, with a relative decrease in the contribution from the
core, in either a CTthio→BTD or ππ∗ state. The Mulliken analysis predicted
a transition at 500 nm, which has moderate CTthio→BTD character and min-
imal contribution from the core, supporting the RRS assignment. While the
net CT is the same in F(in) and F(out), the degree to which the Thiophene
1 and 2 (Figure 4.3.7) contributes varied, with the thiophene closest to the
fluorine showing increased contribution. This was observed experimentally via
the different enhancement of ν5, on Thiophene 2, between F(in) and F(out).
Above 440 nm further changes were observed, with ν1 showing a decrease
in relative enhancement, while ν5 and ν7 increased in enhancement. Given ν1
is based on the thiadiazole part of the BTD and ν7 is on the benzene part of
BTD, it suggested that the lowest energy transition is based on the backbone
and, when including the enhancement of ν5, a mix of ππ∗ and CT between the
core and BTD units. Again, this assignment was supported by the Mulliken
analysis.
While the general enhancement pattern is the same for both F(in) and
F(out), there were subtle variations, with F(in) showing increased enhance-
ment of ν5 in the higher energy transitions and enhancement of ν6 in the
lowest energy transition. ν5 is an inner thiophene based mode, so its greater
enhancement in F(in) suggests the fluorine atom helps increase the inner thio-
phene contribution to the transitions. This may be due to a through space
F· · · S bond helping pull electron density onto the BTD unit and off the thio-
phene. The enhancement of ν6 is a result of the fluorine atom breaking the
symmetry of the BTD unit. ν6 is an asymmetrical vibrational mode, with the
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mode predominately on the same side of the BTD as the fluorine. This means
on F(in) it is on the inside, where the greater change in electron density occurs,
leading to the resonance enhancement.
It should be noted that these transitions were similar to those assigned in
PPDT2FBT (and PTTBT) (Section 3.4.3). This is unsurprising given F(in)/
F(out) are effectively smaller units of PPDT2FBT. However, it does serve to
highlight the extent to which the electronic nature is modified in going from a
small molecule to comparable polymer.
As mentioned above, between the two transitions observed in the electronic
absorbance spectrum, two much weaker transitions, were predicted, but only
one is observed in the RRS. The fact that the lower energy of the pair of weak
transitions was not observed is most likely due to it occurring between 375 and
406 nm, where no RRS excitation wavelengths were available, or it occurring
closer to 375 nm, but the higher energy transition characterised between 350
and 375 nm is over powering it due to having 10-20x the intensity.
While minimal, visual variation was observed between the MOs in F(in) and
F(out), the Mulliken analysis consistently shows a greater change in electron
density in the thiophene on the fluorine side of the BTD upon excitation. This
can help explain the subtle variations observed in the RRS.
4.3.4 Emission Spectroscopy
The data so far, both calculated and experimental, has indicated the change
in the fluorination position has influenced the excited state properties. To more
directly probe this the emission spectra were collected in a range of solvents
(Figure 4.3.9). The compounds showed red emission, with the wavelength
(λem) varying between 610 to 690 nm, depending on solvent and the isomer
of interest. The emission for F(in) showed an increase in solvent sensitivity
compared to F(out), with F(in) showing a greater Stokes shift than F(out) by
∼350 cm−1. This increased variation, both in energy and wavelength space,
suggested that the excited state was influenced more by the fluorination posi-
tion than the ground state was.
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Figure 4.3.9: Steady state emission for F(in) and F(out) in a range
of solvents.
4.3.4.1 Lippert-Mataga
In order to help better understand the compounds response to solvents
Lippert-Mataga analysis was employed[117, 192]. Lippert-Mataga analysis in-
volves comparing the Stokes shift (ν̃em − ν̃abs) for a given solvent with the
solvent polarity function (∆f) via




where ∆f is the solvent polarity function Equation 4.2, ν̃em is energy of the
emission peak, ν̃abs is the energy of the lowest energy transition, µE is the
dipole moment in the excited state, µG is the dipole moment in the ground
state, a is the Onsager radius, h is Planck’s constant and c is the speed of light.










where ε is the permittivity of the solvent and n is the the refractive index of
the solvent.
The Lippert-Mataga plots for F(in) and F(out) (Figure 4.3.10) show, in gen-
eral, a linear trend with ∆f , implying a majority of the shift is a direct result
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of the polarity of the solvent. Both F(in) and F(out) have very similar gra-
dients, and well within the 95% confidence intervals of the fit, at 4600 ±700
cm−1 for F(in) and 4500 ±900 cm−1 for F(out). It should be noted chloroben-
zene sits below the trend line. As the pattern is identical in F(in) and F(out),
these solvent specific interactions are of limited interest in understanding the
influence of the fluorine atom, so are largely ignored. Of more interest to the
primary goal of the study was the systematic offset of F(in) relative to F(out).
F(in) consistently has a greater Stokes shift than F(out), implying between the
ground and excited state the ∆Q is greater in F(in) than F(out).
Figure 4.3.10: Lippert-Mataga analysis for F(in) and F(out).
4.3.4.2 Quantum Yields
The quantum yield (φ) for F(in) and f(out) was determined in a range of
different solvents (Figure 4.3.11). As the solvent polarity was increased the
quantum yield was found to decrease, from about 1 in toluene to about 0.1 in
DMF. This response is due to a decrease in the rigidity of the compound in the
more polar solvents. Rigidity has previously been shown to be linked to the
quantum yield of compounds, with the decrease in rigidity opening up non-
radiative decay pathways via a twisted-intramolecular-charge transfer (TICT)
state.[125, 126, 193] In the low polarity solvents the molecule is able to adopt
the more planar, rigid, configuration, resulting in increased emission.
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Table 4.3.3: λabs for the lowest energy absorbance and λem for F(in)
and F(out) in a range of different solvents.
F(in) F(out)
λabs λem λabs λem
Solvent ∆f nm cm−1 nm cm−1 nm cm−1 nm cm−1
Toluene 0.013 519 19268 631 15848 516 19380 617 16207
Chlorobenzene 0.143 522 19157 655 15267 524 19084 638 15674
CHCl3 0.148 519 19268 666 15015 522 19157 648 15432
DCM 0.219 515 19417 675 14815 522 19157 656 15244
Benzonitrile 0.236 522 19157 685 14599 527 18975 672 14881
DMF 0.275 515 19417 667 14993 517 19342 658 15198
4.3.5 Fluorescence Lifetimes
In a further study of the excited state nature, the emissive lifetime was
recorded in the same range of solvents as the quantum yields (Figure 4.3.12).
In all cases, a short lived, singlet state was observed with τ of <6 ns. F(in) and
F(out) were within the uncertainty of each other, making the determination of
variations unreliable.
The compounds exhibited consistent lifetime of around 2.5 ns in solvents
with low ∆f values; however, in solvents with a high ∆f , a biexponetial decay
was observed, indicating dual emissive decay pathways. The lifetime of one
is seen to decease to 1 ns, while the other increases to around 5 ns. The
biexponential decay was first observed in benzonitrile. This coincides with
a slight increase in the quantum yield (Figure 4.3.11). The fact other the
lifetime and quantum yield show a variation in trend at the same solvent,
suggests a correlation between the two changes, with it most likely linked to
the TICT state proposed earlier also opening a weakly emissive decay pathway.
No further successful interpretation of the data or extraction of meaningful
conclusions was possible.
Given Equations (4.3) and (4.4), from the φ and emissive lifetime the radia-
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Figure 4.3.11: Quantum Yields for F(in) and F(out) in a range of
solvents. Errors bars represent a 10% uncertainty in the value.









where φ is the quantum yield, τ is the emissive lifetime, kr is the radiative
decay rate and knr is the non radiative decay rate.
It was found, as expected from the data so far, that the kr decreased as the
solvent polarity increased and the knr increased. Between F(in) and F(out)
the variation was smaller than the error in the values, meaning no statistically
significant variation was observed. One interesting outlier is benzonitrile, which
showed a slight increase in kr, consistent with a change in the decay pathway.
However, the variation was on the same order as the error, meaning no real
conclusions can be reached.
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Figure 4.3.12: Emission lifetimes for F(in) and F(out) in a range of
solvents, as determine by photon counting. Error bars represent 10%
uncertainties.
4.3.6 Transient Absorption Spectroscopy
In the final step of studying the excited state nature the TA spectra were col-
lected for both compounds in a range of solvents. A long lived triplet state, on
the tens of microseconds time-scale, was observed (Figure 4.3.13). This meant
that in addition to the emissive singlet state observed in the TE measurements
(Section 4.3.5) there is a dark triplet state present in the compounds. Given
the lack of a heavy atom in the compounds this suggests the state is accessed
via a nπ∗ state, consistent with El-Sayed’s rules (Section 1.3.1.2). From the
TD-DFT calculation and RRS, the S1 state was identified as 1ππ∗ in nature.
From this, El-Sayed’s rules and the TA lifetime it was inferred the T1 state
was 3nπ∗ in nature, or at least has a large degree of 3nπ∗ character.
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Table 4.3.4: Radiative and non radiative decay rates for F(in) and F(out) in a range of solvents,
as determined based on the quantum yield and emissive lifetimes.
Compound Solvent ∆f φ τ / ns kr / knr /
108 s−1 108 s−1
F(in)
Toluene 0.013 1.0 ±0.1 2.7 ±0.3 3.6 ±0.8 0.10 ±0.02
Chloroform 0.148 0.82 ±0.09 2.7 ±0.3 3.1 ±0.7 0.6 ±0.2
DCM 0.219 0.35 ±0.04 2.4 ±0.3 1.5 ±0.3 2.7 ±0.6
Benzonitrile∗ 0.236 0.47 ±0.5 2.8 ±0.3 1.7 ±0.4 1.9 ±0.4
DMF∗ 0.275 0.10 ±0.01 4.6 ±0.5 0.20 ±0.04 2.0 ±0.4
F(out)
Toluene 0.013 1.0 ±0.1 2.2 ±0.3 4.4 ±0.9 0.10 ±0.02
Chloroform 0.148 0.69 ±0.07 2.4 ±0.3 2.7 ±0.06 1.2 ±0.3
DCM 0.219 0.21 ±0.03 2.5 ±0.3 0.9 ±0.2 3.2 ±0.6
Benzonitrile∗ 0.236 0.35 ±0.04 3.1 ±0.3 1.2 ±0.3 2.1 ±0.5
DMF∗ 0.275 0.15 ±0.02 5.4 ±0.6 0.20 ±0.04 1.6 ±0.4
*for calculation of the kr and knr only the dominate decay was used, meaning the result are less reliable
and kr will be underestimated.
4.4 Conclusion
In contrast to Chapter 3, which was concerned with larger changes struc-
turally and electronically, this study looked at smaller structural changes and
examined how them could be used to fine tune the electronic nature and be-
haviour of DA systems. The data suggested the observed tuning resulted from
the combination of changing the ground state structure and rigidity and slight
shifts of MO distribution due to through space F· · · S interactions. This in-
terplay of multiple tuning factors highlighted that in attempting to rationally
design and tune systems, not only does the electronic nature of the unit to be
modified need to be considered, but also the surrounding environment.
From the RRS, and supporting DFT calculations, strong evidence for F· · · S
through space interactions was observed. These interactions were linked to the
tuning of both the electronic and structural properties of the system. Electroni-
cally the fluorine was found, computationally, to distort the HOMO and LUMO
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Figure 4.3.13: Transient absorption lifetimes for F(in) and F(out) in
a range of solvents.
orbitals slightly, by pulling electron density onto (F(in)) or off (F(out)) the core
in the LUMO. This affects the overlap between the HOMO and LUMO, which
manifested in a variation in the extinction coefficient of the LET. The RRS
confirmed this, with slight variations in the enhancement pattern, consistent
with the changing involvement of different units.
Structurally the through space interaction either increased the rigidity of
the core (F(in)) or the side arms (F(out)) in the ground state. However,
the excited state structure was predicted to be much more similar. This had
ramification for the degree of structural distortion, or ∆Q, between the ground
and excited states, impacting on the Stokes shift and knr, with F(in) showing a
consistently greater Stokes shift, by about 400 cm−1. Furthermore this change
in rigidity can help to explain the previous report changes in crystal structure
and performance in BHJ.[177]
This study demonstrated how the careful selection and positioning of small
units, or single atoms, can be used to help slightly tweak and fine tune the elec-
tronic nature of the compound or to modify the structural properties without
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large impacts on the electronic properties. It also highlighted the importance of
considering electronic nature and location when adding things like solubilising
groups to avoid unwanted interactions and effects.





Synthesis was carried out by Tom Hall in Assoc. Prof. Nigel Lucas’s group
at the University of Otago and the TRIR data was collected by Xue Wu, Dr
Surajit Kayal and Dr Xue-Zhong Su in Prof. Mike George’s group at the
University of Nottingham.
5.2 Introduction
So far it has been seen that the order in a system can significantly influ-
ence its electronic nature and properties. A further way to control order in
a system is through intermolecular interaction. The next step in this study
was to examine systems in which structure was designed in such a way as
to encourage intermolecular interactions. To do this, a series of compounds
comprised of fluorenone units linked to tetraphenylbenzene (TPB) units, in a
pseudo hexaphenylbenzene (HPB) configuration, were studied (Figure 5.2.1).
Across the series, abbreviated to FTP, various alkyl substituents with different
steric bulk were used to tune potential intermolecular interactions.
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Figure 5.2.1: Structures of the compounds studied in this chapter.
HPB, and other HPB based systems, have been previously been demon-
strated to have strong aggregate induced emission (AIE)[194–196] properties,
making them prime candidates for use in the study of effect of intermolecu-
lar interactions on electronic properties. HPB based systems have also shown
potential in OLED[197, 198] and as hole transport layers in solar cells[199].
Sturala et al.[195] studied a range of HPB based systems, with three (triph-
enylcyclopropene (TPC)), five (pentaphenylcyclopentadiene(PPC)), six (HPB),
and seven (heptaphenylcycloheptatriene(HPH)) member cores (Figure 5.2.2).
They showed that in systems with low steric hindrance (TPC), aggregate
caused quenching (ACQ) occurred, while with more steric hindrance AIE oc-
curred. For those with intermediate hindrance (PPC and HPH), it was also
found a mix of localised and dimer emission could be achieved, while in HPB
only localised emission was observed.[195] This study serves to show the appli-
cation of HPB based systems in solid state OLEDs, as it proves, even on their
own, they can exhibit AIE, and therefore solid state emission. Across the large
combination of structures and conditions studied by Sturala et al., the most
red the emission that was achieved was ∼460 nm.
Fluorenone based compounds have shown potential in optically active poly-
mers [200, 201], as a potential electron transport layer in BHJ[202, 203] and,
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Figure 5.2.2: Optimised structures for TPC, PPC, HPB and HPH,
based off the work by Sturala et al.[195]
like HPB, to exhibit AIE themselves.[204–206] These properties, in particular
the AIE, alongside semi unique electronic properties[207–213] opens the pos-
sibility of the combination of HPB and fluorenone, resulting in a system with
interesting electronic and emissive properties.
Fluorenone has been shown to have close lying 1nπ∗ and 1ππ∗ states, with
there relative energy being tuned by the solvent environment.[207–213] While
the energetics of the states are similar, the different nature impacts on the
excited state properties. Fluorenone has previously been shown to access a
triplet state through ISC from both the 1nπ∗ and 1ππ∗ states. However, un-
like the singlet states, the triplet states are a lot less solvent sensitive. This
means that changing the nature of the S1 state can significantly influence the
fluorescence lifetime and triplet yield[208], because, as per El Sayed’s rules
(Section 1.3.1.2), the rate of ISC and triplet decay pathway will vary based on
the nature of the singlet state.[210, 212] In non-polar solvents, the nπ∗ S1 state
has symmetry allowed ISC into the ππ∗ T1 or T2 states; for for polar solvents
the S1 is ππ∗ and ISC is only formally allowed with the nπ∗ T3 state, however
the energetics involved limit this ISC.[212, 213]
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Through the combination of HPB and fluorenone properties there is the pos-
sibility of creating a highly environment sensitive system, with the electronic
properties having the ability to be tuned between the HPB and fluorenone
units and with the possibility of accessing long lived triplet states.
In addition to probing the the excited state nature and dynamics using the
combination of emission, as a function of both solvent and temperature, TA,
TE, and TRIR spectroscopies, the solid state order was probed using LFR.
The application of LFR to study the long range order in the solid state and
how this varies with alkyl groups helps to confirm if there was variation in this
order and assess the suitability of LFR in the study of this type of system.
Should LFR be shown to be success in observing variations in order, the next
step would be to apply LFR in solution, as a function of concentration and
temperature, to assess its suitability for studying liquid crystalline systems.
5.3 Results and Discussion
5.3.1 Computational Modelling
The optimal geometry for the FTP series (Figure 5.2.1) was calculated using
CAM-B3LYP and B3LYP and the calculated Raman spectra compared to the
experimental Raman spectrum. B3LYP was found to have a better match,
with an average MAD of 9 cm−1, compared to 13 cm−1 for CAM-B3LYP
(Table A.4.1). From the optimised geometries, it can be seen that an HPB-like
configuration was adopted, with the peripheral phenyl rings and fluorenone
sitting out of plane core unit (Figure 5.3.1).
From the Mulliken analysis of the TD-DFT calculations (Tables 5.3.1, A.4.2
and A.4.3), it can be seen that the lowest energy transitions were predicted
to be CT, between the phenyl ring/core and fluorenone unit, in nature. In
vacuum all three compounds behave very similarly, but with the inclusion of a
solvent field variation was observed. The inclusion of a solvent field had large
effect on both the energy and nature of the transition. However, the particular
solvent modelled was found to only influence the nature of transition and not
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Figure 5.3.1: Computational optimised structure for FTP2 as an
example for the FTP series to demonstrate the orthogonal relationship
between TPB and fluorenone units.
its energy.
The key change was that a transition with a large population of electron
density on the carbonyl oxygen in the ground state was observed to shift to
higher energy as the polarity of the solvent field was increased. With the help
of natural transition orbital (NTO) diagrams (Figure 5.3.2) this transition was
identified as ππ∗. The state shift was most significant in FTP2 (Table 5.3.1),
with FTP3 (Table A.4.3) a showing a similar trend but with a much smaller
energy increase, over the solvents investigated. For FTP1 (Table A.4.2), the
change was even smaller and less clear. While a decrease in contribution of
the oxygen to the second lowest transition was also observed for FTP1 with
increasing solvent polarity, the complete change in nature, from a mix of CT
and observed for the other compounds, was not observed. It should also be
noted that the nature of the ground state, not the excited state, changes,
which is consistent with the interplay between nπ∗ and ππ∗ states seen in
fluorenone. The most interesting part of the calculation was the fact that the
predicted energy and intensity of the transition showed minimal correlation
with the change in transition nature. No satisfactory explanation for this
lack of correlation could be reached with the data available. However, as the
response appears to be linked to the alkyl group it suggests the possibility to
tune the excited state properties, lifetimes and decay pathways, while leaving
the electronic absorbance and emission relatively untouched.
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From examining the NTOs for the lowest energy transitions, an indication
of the nature of these states could be achieved (Figure 5.3.2). In vacuum, S1
showed nπ∗ in nature, while the S2 was predicted to be ππ∗ in nature. When
a solvent field was added, the S1 state showed ππ∗ character, while the nπ∗
state shifted to higher energy. The transitions, and their response to solvent,
predicted for the FTP series are consistent with those observed in fluorenone
and the variation between polar and non-polar environments. With the data at
hand it could not be determined if the state change being predicted in toluene,
and the fact the nπ∗ state in FTP2 and FTP3 was predicted to keep shifting to
higher energy with polarity until it was no longer energetically accessible at the
experimentally assessable wavelengths, was the result of a real variation from
fluorenone behaviour exhibited by the system, or computational error. The T1
and T2 states were also examined (Figure 5.3.2), with the NTOs predicting the
T1 to be ππ∗, and the T2 as nπ∗. The nature of the triplet state showed no
variation with inclusion of a solvent field.
Figure 5.3.2: NTOs for the S1, S2, T1 and T2 transitions of FTP1 in
a vacuum and DCM solvent field, as modelled using B3LYP/6-31G(d).
Despite the predicted electronic transitions involving contributions from a
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large number of canonical MOs, minimal contribution from the HOMO →
LUMO was predicted for any of the lowest energy transitions. Upon examining
the MOs visually (Figure 5.3.3) this can be identified to be a direct result of
orbital overlap. The HOMO is situated on the core and phenyl rings, while
the LUMO is localised on the fluorenone unit. The orthogonal arrangement
of these two units results in minimal overlap between them. The minimal
orbital overlap means the Franck-Condon overlap, and therefore transition
intensity, between the HOMO and LUMO will be negligible (Equation 1.25).
This suggests, theoretically, that if the fluorenone unit was rotated into the
plane of the core a much lower energy transition could exist.
This again shows the link between the 3D structure, or arrangement, and the
net electronic properties. In this case it has the potential to have a significant
effect on the properties. This highlights the importance of not just considering
the electronic nature, but also the physical relationship between units when
designing a compound for a particular role.
Figure 5.3.3: Side on and top down views of the HOMO and LUMO
orbitals of FTP1, as modelled using B3LYP/6-31G(d).
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5.3.2 Electronic Absorption Spectroscopy
When the electronic absorbance spectra of the compounds were recorded, it
was found that the intensity was tailing off from 300 nm, the lower edge of the
spectroscopic window that could easily be study with the equipment at hand
(Figure 5.3.4). The LET was at 400 nm and had an extinction coefficient of
only 450 L mol−1 cm−1; furthermore, it showed no significant variation across
the series. Computationally, the LET was predicted to be CT in nature, from
the phenyl units onto the fluorenone (Table 5.3.1). The transition also has a
large localised component either with ππ∗ or nπ∗ character. The higher energy
absorbance, at 330 nm, showed more variation, particularly in intensity, across
the series. However, this transition was too high in energy to be reliably and
accurately studied with the instrumentation available. From the TD-DFT
and Mulliken analysis (Section 5.3.1), this transition was predicted to have
increased CT character compared to the LET.
Figure 5.3.4: Electronic absorbance of the FTP series in DCM.
5.3.3 Raman Spectroscopy
In order to gain further insight into the compounds, the Raman spectra in
the solid state were measured. Both the MFR and LFR were measured to give
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insight into the intramolecular and intermolecular interactions, respectively.
5.3.3.1 Mid Frequency Raman Spectroscopy
The MFR (Figure 5.3.5) was reported between 950 and 1750 cm−1. In this
region, the most noticeable peak was that at 1612 cm−1, which was assigned
to the phenyl breathing mode (Figure 5.3.6). In FTP1 (Figure 5.2.1), with
different alkyl substitution pattern, the peak splits into two, one at 1602 cm−1
and one at 1612 cm−1. The lower energy of these was identified to be on the
unsubstituted phenyl ring, with the higher energy mode being based on the
substituted phenyl rings.
Figure 5.3.5: MFR spectra of the compounds of interest in the solid
state, as recorded using the 785 nm LFR system.
At ∼1710 cm−1 the carbonyl stretching mode can be observed. As the
steric bulk of the alkyl groups were increased, this peak gradually moves to
higher wavenumbers, suggesting a tuning of the electronics of the carbonyl
unit, either via intermolecular packing, or the tuning of the electron density
on the fluorenone unit. Given fluorenone based bands at 1371 cm−1 do not
show similar variation, it implies the shift was due to a variation in packing.
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Figure 5.3.6: Phenyl breathing modes for the compounds of interest
at 1602 and/or 1612 cm−1. Note in all cases pseudo degenerate modes
distributed differently over the two (FTP1) or four (FTP2 and FTP3)
phenyl rings (Figure A.4.2).
5.3.3.2 Low-Frequency Raman Spectroscopy
Given that the purpose of studying this series – instead of a single compound
– was to help link variations in the order and packing induced by the alkyl
groups to observed electronic variations, LFR spectra were collected. The
LFR spectra of neat samples, helpedto provide insight into the direct impact
of the alkyl groups in the solid state order. For FTP1 and FTP2, this was a
solid state measurement, while FTP3 exists as an oil at room temperature. As
the bulk of the alkyl group was increased from FTP1 to FTP2 to FTP3 a loss
of low frequency modes was observed, with FTP3, somewhat unsurprisingly,
showing no distinct low frequency modes (Figure 5.3.7). This indicated that
the bulkier alkyl groups disrupted the packing, thus decreased the long range
order. It should be noted that, for even FTP1, there was a broad underlying
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density of vibrational states, implying the systems are not completely ordered.
The trend in long range order, as determined by LFR, was consistent with
the shift observed in the carbonyl mode (Section 5.3.3.1). This further supports
the proposal that the shift in the carbonyl mode can be linked to changing long
range order and packing.
Figure 5.3.7: LFR spectra of the compounds of interest in the solid
state, as recorded using the 785 nm LFR system.
5.3.4 Emission Spectroscopy
The emission was collected in a range of solvents and, in contrast to the
absorbance, the emission was of significant interest. The emission showed two
peaks, the first was at ∼400 nm (high energy (HE)) and the second at ∼530
nm (low energy (LE)) (Figure 5.3.8). The peak at 400 nm showed well defined
features and vibronic details, and was tentatively assigned as resulting from
the TPB core, due to the similarity in nature.[195, 214, 215]
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Figure 5.3.8: Emission for FTP1 (dashed line), FTP2 (solid line) and
FTP3 (dotted line) at 20 ◦C in a range of solvents. Emission intensity
was normalised to the intensity at 380 nm.
5.3.4.1 Variable Temperature Emission Spectroscopy
To understand the emission more, and gain more insight into the LE band,
VT-emission was recorded (Figures 5.3.9, A.4.3 and A.4.4). While the HE
peak showed minimal variation, the LE peak showed much more sensitivity to
temperature, with a solvent dependent response. In non-polar solvents, namely
heptane and toluene, the intensity decreased as the temperature was increased,
while in more polar solvent, namely DCM and MeCN, an increase in intensity
with increasing temperature was observed (Figures 5.3.9, A.4.3 and A.4.4).
The different responses in non-polar and polar solvents can be linked with the
tuning between the close lying 1nπ∗ and 1ππ∗, as observed in fluorenone.[207–
210]. However, this does not completely explain the temperature induced
response observed in the two different environments. Furthermore, this shows
a break from the fluorenone-like behaviour, as the quantum yield for the 1ππ∗
in fluorenone has been solvent independent[212], therefore minimal variation
in emission intensity should be expected.
The behaviour in non-polar solvents mimics that of fluorenone, where the
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Figure 5.3.9: Variable temperature emission of FTP1 in a range of
solvents at 10−3 mol L−1, 324.5 nm excitation was used.
decreased emission with increased temperature has been linked to an increase
in triplet conversion, via the thermal population of the S2 state from the S1
state, thus allowing access to decay pathways.[208] Based on the predicted na-
ture of the excited states in the FTP series, a similar process can be accessed
(Figure 5.3.10, A). For polar solvents, two possible decay pathways are pro-
posed to explain the observed results. One possibility being that the emissive
state is in equilibrium with a non-emissive state slightly lower in energy, as
the increase in temperature results in increased the population of the emissive
state, and therefore increased emission intensity (Figure 5.3.10, B). However,
the origin and nature of this second state can not be determined, with it either
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being another singlet state, not seen in the other measurements, or a triplet
state. While a triplet state is most likely, it is inconsistent with the observed
emissive lifetimes (Section 5.3.5). Generally when thermally activated fluores-
cence (TAF) occurs with a triplet state involved, the lifetime of the emissive
state increases significantly. This is due to the long lifetime of the triplet state
allowing population of the emissive singlet state for an extended period of time.
The delay component results in emissive lifetimes consistent with those of a
triplet state and on the microsecond time-scale.[127] Another possibility is the
S1 is non or weakly emissive, and the majority of the observed emission orig-
inated from the S2 state. As with the non-polar solvents, heating the sample
results in increased population of the S2 state, and therefore increased emis-
sion (Figure 5.3.10, C). It should be noted that from the experimental data
at hand there was no proof for the S1 state in polar solvents to inherently be
less emissive than the S2 state. From the data at hand the exact nature of the
decay pathway and its temperature response could not be determined. The
presence of the fluorenone-like triplets state used in this explanation is proven
below using TA and TRIR (Sections 5.3.6 and 5.3.7).
Figure 5.3.10: Potential excited state dynamics to explain the VT-
emissive response of the FTP series in non-polar (A) and polar solvents
(B and C).
When the emission intensity, relative to that at 5 ◦C, was plotted against
temperature clear variations between the HE and LE transitions were observed
(Figures 5.3.11, A.4.5 and A.4.6). The HE peak showed a relatively small
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change (20%), while the LE emission showed much larger changes (30-80%)
in emission intensity. The non-polar solvents showed the greatest change for
the LE emission. The LE emission both increased and decreased in a non-
linear fashion, with the change in intensity decreasing at higher temperatures.
On the other hand, the HE emission in FTP1 and FTP2, generally, remained
constant at low temperatures (5-15 ◦C) and deceased in a more linear fashion
(compared to the LE emission) above 15 ◦C. The non-linear nature of the
change, along side the different changes for the HE and LE transitions and
completely different response of the HE emission in FTP3, further serves to
point to more complex interactions and factors affecting the emission.
Figure 5.3.11: Change in emission intensity for FTP1 as a function
of temperature, at 10−3 mol L−1, 324.5 nm excitation was used.
In addition to the variable temperature studies, variable concentrations mea-
surements, in DCM, were preformed (Figures A.4.7 and A.4.8). Across three
orders of magnitude (10−3 to 10−6 mol L−1) no significant variation in band
shape and a near linear decrease in intensity was observed. Given these results,
it could be safely assumed that at the concentrations the study was carried
out there was no aggregation occurring.
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5.3.4.2 Solid State Emission
When the solid state emission was recorded (Figure 5.3.12) the broad, low
energy emission was observed at slightly higher energy than in the solution
phase, though this is to be expected. In the solid state, the ability of the
environment to stabilise the excited state decreases (Section 1.5.2), resulting
in a smaller Stokes shift and higher energy emission.
In addition to the neat solid state emission, the emission of frozen samples
at 77 K was recorded (Figure 5.3.13). Slight variation between the solid state
and 77 K emission was observed. The solid state emission was found to be,
consistently, higher energy than the emission at 77 K (Table 5.3.2). This
can be understood by the fact that in the 77 K measurements the solvent
molecules are still in the matrix around the compound of interest, helping to
stabilise it slightly more over the neat sample. The other key variation was
in the band shape. The 77 K emission spectra of all three compounds was
nearly identical, with only minor variations. However, in the solid state there
were slight variations in the band shape. At 77 K, the solvent matrix between
molecules will result in each of the compounds in the series existing in a similar
environment. However, in neat samples the environment will be controlled by
the compound, meaning it will change as the alkyl group changes. This will
result in the slight variations in the emission.
Table 5.3.2: Variation of λem under arrange of conditions.
Wavelength / nm
20 ◦C DCM 77 K Solid State
FTP1 518 504 500
FTP2 527 517 496
FTP3 524 514 503
HPB and PPC are reported to have different and large changes between
solution, solid and 77 K[195], meaning this different behaviour supports the
assignment that the LE emission is fluorenone based. It also, loosely, supports
the emission not being purely AIE linked, due to the AIE emission showing
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Figure 5.3.12: Solid state emission spectra for the FTP series,
recorded using a 355 nm excitation wavelength.
Figure 5.3.13: Emission spectra for the FTP series in DCM, recorded
at 77 K using a 355 nm excitation wavelength.
greater variation between solution, solid and 77K than was observed here.
Due to experiment limitations the solid state, and 77K (Sections 2.3.3 and 2.3.4),
emission was recorded using 355 nm excitation, compared to 325.4 nm for the
solution measurements. This change in excitation wavelength accounts for the
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lack of high energy emission in the solid state and 77 K measurements. The
excitation wavelength dependence of the two different emission peaks supports
them being from different excited states and potentially located on different
parts of the molecule. The fact that the LE emission was observed at a broader
range of excitation wavelength, and lower energy excitation than then HE emis-
sion, suggests it was from the S1 state.
5.3.5 Fluorescence Lifetimes
In addition to recording the influence of temperature and solvent on the
steady state emissive properties of the compounds, the influence on the tran-
sient lifetime of the emission was recorded. Short lived, sub 15 ns, singlet
fluorescences were recorded by photon-counting (Figure 5.3.14). The fluores-
cence lifetimes showed the same solvent and temperature dependence as the
steady state emission intensity, with the lifetime increasing when the intensity
increased and decreasing when the intensity decreased.
Of most interest are the results in heptane. While the other solvents showed
changes in lifetime which tracked with the changes in emission, heptane did
not. In heptane a decrease in lifetime was observed between 5 and 35 ◦C,
but between 35 and 60 ◦C the lifetime remained constant. The intensity was
observed to decrease consistently from 5 to 60 ◦C.
For MeCN and DCM the variation in lifetime was less than the uncertainty
in the lifetime, limiting the ability to draw any meaningful conclusions from
the data. There are indications that the lifetime increased as the access to the
triplet state was, potentially, decreased, before deceasing again as the increased
thermal energy and movement increased knr. This decrease was not seen in
DCM, most likely due to an inability to heat the sample sufficiently.
The lifetimes in the non-polar solvents, heptane and toluene, are consis-
tently shorter than those in more polar solvents, DCM and MeCN. This is
consistent with what has been previous reported for fluorenone, with the 1nπ∗
state observed in non-polar solvents having a shorter lifetime than the 1ππ∗
state observed in polar solvents.[207, 210, 212] The correlation between the
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Figure 5.3.14: Temperature dependent study of the singlet emissive
lifetimes of the FTP series in heptane, toluene, DCM and MeCN.
Error bars mark 10% uncertainty. See Figures A.4.9 to A.4.13 for
decay traces.
emission lifetime, and the temperature dependence, of the FTP series and flu-
orenone further supports the emission being based around the fluorenone unit
in the FTP series.
5.3.6 Transient Absorption Spectroscopy
When the TA spectra were recorded an excited state absorption was observed
at 450 nm. In contrast to the ns lifetime recorded for the emission, the excited
state absorption showed a microsecond lifetime. This means in addition to the
emissive singlet state, a long lived dark triplet state was populated.
The excited state spectrum shows an absorption between 350 and 500 nm
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(Figure 5.3.15), which is consistent with the triplet state previously reported
for fluorenone[213, 216] and lacks the absorbance seen at 640 nm for HPB[217].
By using the HPB as a proxy for TPB, this suggested that the observed triplet
state is fluorenone based, which is consistent with the electronic behaviour be-
ing dominated by fluorenone-like characteristics. This analysis was supported
by the triplet calculations (Section 5.3.1), which suggested that the T1 state
was a fluorenone based ππ∗ state.
Figure 5.3.15: TA spectra for the FTP series in DCM. Spectra were
recorded 200 ns after excitation to avoid the singlet emission.
When the lifetime was recorded as a function of temperature (Figure 5.3.16)
FTP1 and FTP2 showed a non linear response, which was most noticeable in
FTP2, with the variation in FTP1 not being much more than the uncertainty.
For FTP3, the uncertainty in the lifetime was greater than any temperature
induced variation. For FTP1 and FTP2, a decrease in lifetime was observed
between 5 and 25 ◦C, with FTP1 showing a change of lifetime of 15 µs and
FTP2 of 75 µs. The decrease in lifetime with increased temperature was ex-
pected, although the degree of the change in FTP2 is atypical. Furthermore
FTP2 shows a non linear change, with the lifetime being relatively stable be-
tween 5 and 10 ◦C, before dropping rapidly between 10 and 25 ◦C. VT 1H
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NMR showed variations in the phenyl region across this temperature range
(Figure A.4.14), suggesting it may be linked to a structural change, however
more investigation is still required. Between 25 and 35 ◦C, the data suggested
an increase in lifetime, however this was close to the uncertainty in all case, so
should be treated with care. If it is true, it may be linked to increased popu-
lation of the S2 state, and by extension, the T1 state. However, more study, in
particular the collection of TA data in a more non-polar solvent, is required.
Figure 5.3.16: Lifetime of the triplet state absorbance at 450 nm for
the FTP series as a function of temperature.
Despite the variations observed in the lifetime, particularly of FTP2, with
temperature, minimal variation in the TA spectra was observed (Figure A.4.15).
This clearly suggests that while the lifetime of the excited stated was modified
by temperature, the nature of the excited state remained constant. Given the
nature, or localisation, of the excited state was not modified, it means that
the deactivation pathway must be being modified. This may be the result of
intermolecular interaction and aggregation influencing the ground and excited
state geometries, and thus the overlap between the respective PES.
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5.3.7 Time-Resolved Infrared Spectroscopy
While the data discussed so far strongly suggests a solvent dependant ex-
cited state nature, it can only provide limited direct insight into the nature of
the excited states. While the strong emission prevents the collection of RRS
data to help study the excited state nature, this system lends itself to being
studied by TRIR. TRIR allows for directly measuring the spectrum of the ex-
cited state and the C=O unit has been proven to be a useful IR tag, as its
wavenumber is sensitive to the electronic environment and generally sits in a
spectroscopically quiet wavenumber region.[104, 105] Furthermore, fluorenone
has been extensively studied using TRIR, [207–210, 218] providing a reference
point for the interpretation of the FTP series.
The TRIR measurements revealed two states (Figures 5.3.17 and A.4.17
to A.4.20), with the first decaying away in <20 ns in DCM and <300 ps in
heptane. As the short lived state decayed away, a long lived state, on the
tens to hundreds of microsecond time-scale, grew in. This is consistent with
the TA and TE measurements, with the short lived emissive state, as seen in
the TE measurements, followed by a long lived dark triplet, as seen in the
TA. While the TRIR lifetimes, in particular the singlet ones, differ from the
TA/TE lifetimes, they show the same trends and the difference can be linked
to sample preparation, data handling and variations in instrument resolution
and performance. Furthermore, the variation is comparable to that which has
been reported for fluorenone from different sources.[207, 208, 210] As with most
other properties, the whole series shows comparable behaviour (Table 5.3.3).
In both states, the C=O stretching mode, at 1716 cm−1 in the ground state
spectra (Figure A.4.16), was seen to shift to lower wavenumbers. For the short
lived state, the mode was observed at 1541 cm−1 in DCM and 1537 cm−1
in heptane, while in the triplet state it shifts to 1601 cm−1 (Figure 5.3.17).
These peak shifts are consistent with those previously reported for the singlet
and triplet states of fluorenone.[209, 218] This shift to a lower wavenumber is
consistent with the population of the π∗ orbital on the carbonyl unit, weakening
the bond.[218, 219] The indication of the population of the π∗ orbital seen in the
TRIR agrees with the nature of the excited state predicted computationally.
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Figure 5.3.17: TRIR spectra for FTP2 in C=O region within the
first 2 ns (left) and decay/grow traces for the excited state bands at
1537 and 1615 cm−1, as recorded in DCM.
When the TRIR spectra of FTP2 and FTP3 were recorded in heptane (Fig-
ures A.4.18 and A.4.20) two states were also observed, with the triplet state
showing the same peak shift as in DCM. However, the singlet state differs with
a much greater peak shift (195 cm−1 versus 180 cm−1 (Table 5.3.3)) and a sig-
nificantly shorter lifetime. This behaviour, and the variation between heptane
and DCM, is consistent with that reported for fluorenone.[209, 210] For this
it can be inferred that between heptane (and toluene) and DCM (and MeCN)
there is a variation in the nature of the S1 state, particularly from the differ-
ent peak shifts, and the behaviour is predominately that of fluorenone. This
suggests that in the non-polar solvents (heptane and toluene) the S1 is a nπ∗
state, while in polar solvents (DCM and MeCN) it is a ππ∗ state, as previously
observed in fluorenone.[207–210] The similarity of the shifts in the triplet state
is consistent with the system, in both solvents, occupying the same LE ππ∗
triplet state.
This state assignment helps to understand the variation in singlet lifetime,
as reported by TRIR. In heptane, 1nπ∗ →3 ππ∗ is symmetry allowed, as artic-
ulated by El Sayed’s rules (Section 1.3.1.2), while the 1ππ∗ →3 ππ∗ in DCM is
formally forbidden. This means that in DCM, and MeCN, the triplet manifold
must be accessed via the T2 state, which was predicted computationally to
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Table 5.3.3: Wavenumber of the C=O stretching for the S0, S1
and T1 states, alongside the shifts of the excited states relative to the
ground state, as measured by TRIR in DCM and heptane.
C=O peak position / cm−1 Change in peak shift
S0 S1 T1 relative to S0 / cm−1
FTP1
Heptane - - - - -
DCM 1723 1546 1604 -177 -119
FTP2
Heptane 1733 1537 1615 -196 -118
DCM 1724 1541 1604 -183 -120
FTP3
Heptane 1733 1538 1617 -195 -116
DCM 1717 1542 1601 -175 -116
have 3nπ∗ character (Figure 5.3.2). As these state are closer in energy than
between the S1 and T1 the driving force will be smaller. The triplet state in
TRIR will most likely be the same in heptane and DCM due to the rapid T2
to T1 relaxation once in the triplet manifold.
5.4 Conclusion
The FTP series was found to show a very weak, nondescript, UV absorbance,
which trailed off by 400 nm and very strong fluorescence at ∼530 nm. This
combination of UV-only absorbance and strong emission limited the use of
RRS to probe the excited state nature of these compounds as demonstrated in
previous chapters. However, from the non-resonant Raman, the tuning of the
electronics of the phenyl rings with the various alkyl groups could be observed
via the shift of key phenyl stretching modes. Furthermore, from the LFR it
could be observed that as the steric bulk of the alkyl group was increased
the neat samples became more disordered; this was to be expected as the
increased bulk decreases the ability for the molecules to pack neatly. There
was also evidence to suggest the order could be tracked through the shifting
of the C=O stretching mode in the MFR.
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From the electronic study, two results were observed. It was shown the
attachment of the TPB units to the fluorenone fail to significantly perturb
the fluorenone molecular orbitals. The short time-scale electronic properties
were dominated by fluorenone character and the energetically close nπ∗ and
ππ∗ states observed in fluorenone. This did result in a highly environmen-
tally sensitive compound, with the emission being tuned by both solvent and
temperature. However, the longer lived triplet states were influenced by the
addition of the TPB units, with a significant increase in lifetime and variations
with respect to the appended alkyl groups.
The fact the electronic nature of the fluorenone was not significantly per-
turbed was linked to the sterics of the system, meaning the fluorenone unit
sat perpendicular to the core and phenyl rings, minimising the degree of con-
jugation between the fluorenone and the rest of the molecule. These results
showed how the spatial arrangement of units can have a massive effect on how
they communicate, and the resulting effect, or lack thereof, they have on the






Synthesis was carried out by Tom Hall at the University of Otago and the
TRIR spectra were collected by Xue Wu, Dr Surajit Kayal and Dr Xue-Zhong
Su at the University of Nottingham.
6.2 Introduction
To further build on the research discussed in the previous chapter the oxy-
gen of the carbonyl unit in the FTP series was replaced with a dicyano unit
(Figure 6.2.1), with the new series abbreviated to CNTP. The addition of di-
cyano units to fluorene units has been demonstrated to result in a stronger
acceptor than the fluorenone unit.[203] Given this, the addition of the dicyano
unit should lower the energy of the LUMO orbital, helping red shift the elec-
tronic absorbance into the visible region.[203, 220] As some of the Stokes shifts
identified for the FTP system (Chapter 5) were in excess of 9500 cm−1 (200
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nm), lowering the energy of the LUMO may give access to red, or even NIR,
emission from a UV, or far blue, absorbing compound. Such large Stokes shifts
are useful in the design of solar concentrators,[221, 222] as they can be used
to minimise self absorbance. However, to be effective in such a role, visible
absorbance is required, hence understand the impact of red shifting electronic
absorbance of the FTP series is useful.
Unfortunately, the inclusion of the dicyano unit effectively quenched all emis-
sion, preventing a repeat of the study in Chapter 5. Evidence is put forward
(Section 6.3.1) that this quenching of emission can be linked to rotation in the
excited state, assisting non-radiative decay. The quenching of emission did,
however, allow an in depth RRS study to be carried out.
Figure 6.2.1: Structures of the compounds studied in this chapter.
Groupings of ‘head’ and ‘body’ are used herein to help identify the
part of the system being discussed.
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6.3 Results and Discussion
6.3.1 Computational Modelling
The structure for the CNTP series was optimised using B3LYP and CAM-
B3LYP. In B3LYP the MAD between the experimental and calculated Raman
spectra was found to be 8 cm−1, while for CAM-B3LYP it was found to be 14
cm−1 (Table A.5.1). It should be noted, these values are very similar to those
for the FTP series; this will be due to the fact that the systems are struc-
turally very similar, meaning that they will respond similarly to the different
functionals. Despite B3LYP having a better MAD, CAM-B3LYP was used
for the TD-DFT calculations, due to CAM-B3LYP having better agreement
between the transition energy and relative oscillator strength of the calculated
electronic transitions and experimental data than B3LYP.
The electronic transitions were found to be between a mixture of conven-
tional MOs, so Mulliken analysis was used to simplify the data (Table 6.3.1).
The lowest energy transition was found to be a mix of CT, between the flu-
orenone and dicyano (CN) units, and fluorenone based ππ∗ transitions. The
computational lowest energy transition had minimal oscillator strength, with
the UV/far blue absorbance a result of the S2 and S3 transitions. These tran-
sitions were predicted to be CT from the core and phenyl units onto the CN
and fluorene head unit.
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6.3.2 Electronic Absorption Spectroscopy
The electronic absorbance was recorded in DCM (Figure 6.3.1). From this
a strong UV absorbance was observed at 360 nm. Near identical spectra were
recorded for all three compounds, with the only noticeable difference being that
CNTP1 showed a slightly greater extinction coefficient. On closer inspection
this absorbance appeared to be made up of two overlapping transitions, one
at 356 nm and the other at 365 nm. In addition to the strong UV transition,
a long tail into the visible region was observed. Compared with the simple
fluorenone equivalents (Chapter 5), the absorbance showed the expected red
shift.
The similarity in behaviours is consistent with Chapter 5, in which it was
seen that the alkyl groups had no real effect on the electronic behaviour of the
complexes. The increase in extinction coefficient of the lowest energy transi-
tion for CNTP1 may be linked to having differently substituted phenyl groups,
as well as less steric bulk on the core affecting the final geometry. The vari-
ation in substitution pattern will slightly effect the orbital distribution, and
∆Q between the ground and excited states, affecting orbital overlap, and the
resulting transition moment dipole.
Figure 6.3.1: Electronic absorbance for the compounds of interest in
DCM.
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The TD-DFT calculations confirmed that the UV absorbance was, in fact,
made up of two strong transitions of similar energy (Figures 6.3.2, A.5.3
and A.5.4), as proposed based off the experimental data. It should be noted
that while the relative intensity between S2 and S3 transitions was observed
without a solvent field, when a solvent field was applied the S2 transition was
predicted with a greater oscillator strength than that for the S3 transition. The
S1 transition was predicted to be about 100 nm (6600 cm−1) lower in energy
and to have an extremely weak oscillator strength, consistent with the long
tail observed in the experimental data. The S1 transition was predicted to be
localised completely on the fluorene and dicyano head unit, with a mixture of
fluorene π to π∗ and fluorene-to-dicyano CT nature. The S2 and S3 transitions
were both predicted to be a mix of body-to-head CT and a head based π to
π∗ in nature, with slight variations in the ground state distribution.
Figure 6.3.2: Electronic absorbance for CNTP1 in DCM overlapped
with the TD-DFT predicted transitions (CAM-B3LYP/6-31G(d)), us-
ing a DCM solvent field.
As with the previous system (Chapter 5), none of the lowest energy transi-
tions were predicted to involve the HOMO or HOMO-1 MOs. While slightly
atypical, this behaviour could be linked to the distribution of the MOs. While
the LUMO was predicted to be completely on the fluorene and dicyano units,
the HOMO and HOMO-1 orbitals were based nearly completely on the core and
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TPB units. This resulted in minimal orbital overlap between the HOMO/HOMO-
1 and orthogonal LUMO orbitals, meaning transitions between the HOMO/HOMO-
1 and LUMO were effectively forbidden. This does however mean that, as with
the FTP series, planerisation of the system may allow for lower energy CT
transitions.
6.3.3 Raman Spectroscopy
6.3.3.1 Mid-Frequency Raman Spectroscopy
When the non-resonant spectra were collected from neat samples the most
notable variations were in the phenyl stretching region at ∼1600 cm−1. Given
that these modes are linked to the various stretching modes spread over the four
phenyl rings, the variations are to be expected as this is where the structural
variations are. The addition of the alkene linker between the fluorene and CN
units, predictably, results in a strong alkene stretching mode at 1566 cm−1.
Again similarities with the FTP series were observed in the phenyl region. As
with FTP1 the phenyl stretching mode for CNTP1 was split, to one at 1611
cm−1, consistent with CNTP2 and CNTP3, and one at 1601 cm−1. The mode
at 1601 cm−1 happens to overlap with a fluorene based mode, resulting in
it having a pseudo increase in relative intensity compared to the 1611 cm−1
mode. The fluorene modes in the CNTP series were shifted slightly from those
in the FTP series, increasing overlap between these and the phenyl ring based
modes. The CN stretching mode was also observed at 2225 cm−1. Unlike the
CO stretching mode in the FTP series it showed no significant variation with
changing alkyl substitution.
6.3.3.2 Low-Frequency Raman Spectroscopy
Given the ability of the system to aggregate the LFR of the CNTP series was
collected. Attempts were made, with limited success, to extract the samples
from toluene and MeCN to see if the polarity of the solvent impacted the
aggregation, and therefore order and packing, in the crystal formed.
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Figure 6.3.3: FT-Raman spectra of the CNTP series of neat samples.
Figure 6.3.4: LFR and MFR spectra of the CNTP series of neat
samples crystallised from toluene and MeCN.
Variation in the LFR was observed between the different compounds, both
as a function of the alkyl groups and the solvent they were extracted from.
While CNTP1 and CNTP2 appear to be more ordered coming out of MeCN
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than toluene, CNTP3 showed the reverse. However, it should be acknowledged
that the crystals collected were very small and of very poor quality, meaning
that some of the variations may be linked to the quality of the crystal and
not the order within the crystal. These results showed the potential for the
alkyl groups to tune the solid state order of the system, but more detailed
investigation by parties with more skill and knowledge in crystal growth is
required to confirm the results before more in depth study can be carried out.
6.3.4 Resonance Raman Spectroscopy
The RRS was collected using excitation wavelengths from 350 to 532 nm,
across the lowest energy transition (Figures 6.3.5 and A.5.5). In the fingerprint
region a handful of modes showed enhancement at all excitation wavelengths.
These modes were mainly fluorene (ν1, ν2 and ν3) and dicyano (ν5) based
modes, consistent with ππ∗ or CT from the fluorene to dicyano unit. The
CT nature is supported by the fact the alkene stretching mode of the linker
between the units showed strong enhancement (ν3). Phenyl modes (ν4) also
underwent enhancement, suggesting there was some CT between the head and
body units.
When the 1600 cm−1 region was examined in detail (Figure 6.3.7), there was
evidence for three different transitions making up the UV absorbance. In the
400 to 450 nm region a mode at 1610 cm−1 (ν4b, Figure 6.3.7) showed increased
intensity. Both ν4b and ν3b which showed increased relative enhancement with
lower energy excitation wavelengths are phenyl based. However, they vary in
which phenyl units they are located on. This suggests that while the basic
nature of the S2 and S3 transitions is the same, the contribution from the dif-
ferent phenyl groups varies. The Mulliken analysis (Table 6.3.1) predicted that
the contribution of the phenyl units varies between the S2 and S3 transitions.
For CNTP1 there is a correlation between the Mulliken predicted contribution
of Phenyl-2, and RRS enhancement of ν4b for the S2 transition.
The change in enhancement was observed lower in energy than the TD-
DFT predicted the S2 transition, even when the offset between calculated and
experimental transition energy was accounted for. This may be due to the
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Figure 6.3.5: RRS spectra for CNTP1 in DCM, collected at the
excitation wavelengths listed. Red * marks solvent bands.
mixing of the S2 and S3 transitions in the 350 to 400 nm region meaning
that the enhancement in the RRS resulted from a mixture modes linked to S2
and S3. However, as the excitation wavelength is shifted to lower energy the
relative contribution of S2, compared to S3, will increase. This allowed from
selective enhancement of modes linked to S2 to be observed.
Above 460 nm a lower energy mode vibrational mode, at 1596 cm−1, was
enhanced (ν2b, Figure 6.3.7). This was consistent with shifting from exciting
into the S2/S3 transitions, with some CT character, to the S1 transition with
near pure ππ∗ character. Modes ν1b, ν3b and ν4b, in which most enhancement
was observed at wavelengths shorter than 460 nm, are spread around the core
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Figure 6.3.6: Eigenvectors for the key vibrational modes of CNTP1,
as labelled in Figure 6.3.5.
and different phenyl units, while ν2b is fluorene based. The enhancement of ν2b,
alongside the continued enhancement of ν3, was indicative of a ππ∗ transition
based on the cyano/fluorenone head unit. These results are supported by the
TD-DFT calculations and Mulliken analysis (Section 6.3.1, Table 6.3.1).
The data at 515 and 532 nm showed further enhancement of ν3b. This was
inconsistent with the TD-DFT and electronic absorbance, which suggested
the S1 transition is higher in energy, and most likely the transition probed
around 460 nm. The observed enhancement at 515 and 532 nm could have
been the result of the signal-to-noise ratio, resolution variations or baselining
errors. Further investigation is required to confirm whether the change in
enhancement above 500 nm has any significance.
A slight shift to lower energy was observed for the mode at 1565 cm−1
(Figure 6.3.7) as the excitation wavelength was increased. It should be ac-
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Figure 6.3.7: RRS spectra for CNTP1 between 1500 and 1650 cm−1
in DCM, at the excitation wavelength listed. The intensity has been
normalised to the 1563 cm−1 band.
Figure 6.3.8: Eigenvectors for the key vibrational modes of CNTP1,
as labelled in Figure 6.3.7. As with phenyl breathing modes in the FTP
series (Figure 5.3.6), ν3b is one of a degenerate pair of eigenvectors
on alternate phenyl rings.
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knowledged that this shift was on the scale of the experiment resolution and
wavenumber uncertainty in the calibration, so should be treated with care.
However, the fact that it showed a consistent and smooth change suggests that
it is real and not an experimental error.
CNTP2 and CNTP3 behaved the same as CNTP1 (Figure A.5.8), although
there was more enhancement of ν4b at ∼450 nm; this suggested that there
was increased involvement of the rear phenyl units at these wavelengths, in a
fashion consistent with the Mulliken analysis.
While the absorbance maximum occurred at 356 nm, the maximum reso-
nance enhancement was observed at 375 nm rather than 351 nm (Figure 6.3.9).
From this it can be interrupted that while the S2 transition has a smaller os-
cillator strength, or electronic transition moment, it resulted in the greater
resonance enhancement. This could be linked to a range of factors, includ-
ing the slightly different relationship the absorbance and Raman overlaps have
with ∆Q (Section 1.4.2.2) and resonance Raman deenhancement, see below.
Figure 6.3.9: Electronic absorbance for CNTP1 in DCM overlapped
with the relative intensity of the 1563 cm−1 band of CNTP1 compared
to the 1426 cm−1 band of DCM.
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6.3.4.1 Higher Order Modes and Wavepacket Modelling
Above 2500 cm−1 a series of combination and overtone bands were observed
(Figures 6.3.10 and A.5.10 to A.5.12). The Raman modes discussed so far
in this thesis have been fundamental modes, with the change being between
the ν0 and ν1 states; however, it is also possible to get Raman scattering off
higher vibrational levels. When this occurs it is termed an overtone, with the
Raman shift being almost a direct multiple of that for the fundamental mode.
It is not a direct multiple of the fundamental due to the anharmonicity of the
potential energy well, this will be explored more later. It is also possible to
get interactions between the vibrational wavefunctions of different vibrational
modes, resulting in a transition which is the linear combination of both modes;
this is known as a combination mode.
Given that the relative intensities of the fundamental mode to various over-
tones are dependent on the overlap between the different vibrational levels in
the ground state, they can be a powerful source of information into the ground
and excited state PES, how the PES vary and excited state dynamics. For this
reason, a lot of work has been done to successfully understand how to model
fundamental and overtone Raman intensities using wavepacket modelling based
on the time-dependent formulation. From this, a large amount of informa-
tion has been gathered regarding the excited state nature and distortions in
metal complexes[78, 79, 223], small organic molecules[80–82], polymer[224] and
nanocrystals.[225] While most of this work is based around the time-dependent
model, it has also been carried out using the sum-over-state model.[79, 226]
It should be acknowledged that while similar analysis can be performed with
only the fundamental frequencies, and has been done[112, 227–229], higher
order modes are required to check the accuracy of the analysis and validate
it.[74]
As discussed above, the overtone intensity can be modelled using wavepacket
theory and the results used to validate predications of the displacement be-
tween the ground and excited state (∆), the damping factor (Γ) and lifetime
of the wavepacket in the excited state (τ). In this case, there are three states
at play (S1, S2 and S3) (Figure 6.3.1) and two of these (S2 and S3) show
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Figure 6.3.10: RRS spectra for CNTP1 in DCM out to 5000-5500
cm−1, with UV excitation. Overtone and combination modes are label
in brown. Solvent bands are marked with an asterisk.
significant intensity and overlap. This mixing of transitions resulted in a very
complex system. The complexity of the system and number of unknowns in
play made modelling the system outside the skill set available. The multiple
states further complicated the situation by introducing the potential of reso-
nance Raman deenhancement.[230–232] This arises from the fact that there is
an imaginary and real part to the transition polarisability for the resonance Ra-
man scattering and when they interaction between two states in a destructive
way, resonance Raman deenhancement occurs.[231, 232]
While quantitative analysis could not be carried out, qualitative analysis
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was carried out. All of the higher order modes were found to be linked to
the alkene stretching mode between the fluorene and dicyano units (ν3). This
suggested that there was a large displacement, or structural change, across this
coordinate upon excitation.[65, 70, 233] The large ∆Q of ν3 is consistent with
the population of the π∗ orbital on the alkene linker between fluorenone and
dicyano units.
As mentioned earlier, the Raman shift between the first order modes and
higher order overtones is not quite equal to the Raman shift of the fundamental
mode, and decreases as the vibrations move to higher and higher orders. This
is a direct result of the anharmonic nature of the potential energy well. As
the well broadens, the gap between the vibrational energy levels decreases.
However, by comparing the difference in energy between each overtone the
anharmonicity constant (χe) and equilibrium frequency for the mode of interest















where ν is the vibrational state of interest (0,1,2,..,etc), χe is the anharmonicity
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tional state ν in cm−1. This meant that the measured Raman shift can be

























= νω̃e (1− (ν + 1)χe)
(6.2)
which can be solved to give values for χe and ω̃e when multiple values of ∆G0→ν
are available, i.e. overtones can be observed.
It should be noted the χe values have very large errors associated with them
(Table 6.3.2). This is the result of having a small data set, only three points for
each one, and limitations around instrument resolution, increasing the error
in the values. Furthermore, when χe was determined using the ∆G0→ν from
the 2ν3 and 3ν3 transitions it was less than half of the value calculated using
6.3. RESULTS AND DISCUSSION 155
Table 6.3.2: Anharmonicity constants and equilibrium frequencies
for CNTP1 in a range of solvents. CNTP2 and CNTP3 were found to
show the same values.
Toluene DCM MeCN
ωe / cm−1 1550 ±30 1550 ±20 1560 ±20
χe(x 10−3) 3 ±2 1.2 ±0.8 2 ±1
the ∆G0→ν from the ν3 and 2ν3 transitions. This have resulted form an error
occurred during data processing, which resulted in the value for 3ν3 being
under reported after the joining of the spectra. Given the resolution at the
working wavelength was 2-4 cm−1 the data would only need to be 0.5 to 1 pixel
out to result in the errors observed.
While the errors prevented any statistically significant conclusions being
reached, the χe values suggested that the potential energy well has greater
anharmonicity in toluene than DCM or MeCN. These values for χe are similar
to those recorded for systems like I2[234] and the alkene bonds in carotenoids
[235] and polyenes[236], and slightly less than those reported for ultramarine
green (4 x 10−3) [226], CO(g) (6 x 10−3) and HCl(g) (17 x 10−3).[61] In the
modelling of I2 Kiefer et al.[234] expanded on Equation 6.1 to include a second
anharmonicity constant (γe). While this would improved the accuracy of the
results, the value of γe was only 0.8% of that of χe, so the contribution will be
very minor. This is consistent with Herzberg who pointed out ω̄e >> ω̄eχe >>
ω̄eγe.[237]
The pattern in overtone intensity showed evidence of probing a different
transition at higher energy. While the first overtone (2ν3) showed the same
same enhancement pattern, with respect to excitation wavelength, as the fun-
damental, the second overtone (3ν3) showed a decrease in intensity between
excitation at 351 and 375 nm (Figures 6.3.9, A.5.3 and A.5.4), when ν3 and
2ν3 showed an increase. This provided further evidence for dual electronic
transitions making up the one observed electronic absorbance feature, as the
different overtone enhancement pattern suggests the ∆Q of the excited state
changes between the two edges of the absorbance feature. The different ∆Q re-
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sults in different overlap between the excited state and the various vibrational
overtones. In turn, this led to the different relative enhancement at each wave-
length. This interpretation suggested that the higher energy transition has a
larger ∆Q (Figure 6.3.11). As can be seen in Figure 6.3.11 with a small ∆Q
there would be minimal overlap with 3ν, while having stronger overlap with 2ν
and ν. However, a larger ∆Q results in a stronger overlap with 3ν, but smaller
overlaps with 2ν and ν. Given that the overlap of the wavefunctions is one of
the key contributions to the Raman intensity (Equation 1.17), the variation
in overlap as a function of different ∆Qs for the S2 and S3 transitions would
result in different relative intensities between the fundamental and overtone
modes.
Figure 6.3.11: Potential ∆Qs for the S2 and S3 states to result in
the observed relative intensity between the fundamental and overtone
bands.
6.3.4.2 Solid State Resonance Raman
As the alkyl groups have been shown to influence the solid state packing and
behaviour (Section 6.3.3), the solid state RRS spectra were collected using 351
nm excitation (Figure 6.3.12). While the solution RRS spectra were identical,
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in the solid state, systematic variations were observed across the series and
there were small variations between the solution and solid state RRS. When
the intensity was normalised to the area under the curve between 1500 and 1650
cm−1 the intensity of the modes at 1215, 1368 and 2225 cm−1 was identical
between all the compounds for a given set of experimental conditions. While
the 1500 and 1650 cm−1 region overlapped nearly perfectly in solution, there
are significant variations in the solid state. The similar areas under the curves
of the 1215, 1368 and 2225 cm−1 peaks in the solid state suggested that the
net enhancement in the 1500-1650 cm−1 region is consistent regardless of the
alkyl group. From this, it was inferred that the differing peak profile in the
1500-1650 cm−1 region is the result of peak broadening due to the different
molecular environments within the sample. This is consistent with the fact the
most ordered system, CNTP1 (Section 6.3.3.2), showed the most solution-like
behaviour, while the most disordered system, CNTP3 (Section 6.3.3.2), showed
the most broadening. From this it can be identified that while the alkyl groups
had minimal influence on the electronic properties in solution, they may have
more impact in the solid state, suggesting further study in the solid state could
be informative.
Figure 6.3.12: RRS spectra at 351 nm in DCM and solid state for
the compounds of interest. Intensity is normalised to the peak area
between 1500 and 1650 cm−1. Red * marks spectral artefacts.
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6.3.5 Emission Spectroscopy
In contrast to the FTP series (Chapter 5) the CNTP displayed very weak
emission. The emission of the CNTP series, in DCM, showed a red shift of
about 3600 cm−1 (120 nm) relative to that of the FTP series. While the Stokes
shift was decreased from more than 9000 cm−1 in the FTP series to 6000-7000
cm−1 in the CNTP series, the addition of the dicyano units did have the desired
effect of creating a UV/blue light absorbing and red light emitting system.
Unfortunately, the weakness of the emission limits the usefulness of the system
and the ability to study it with the instrumentation available. There was no
significant change in emission behaviour over three orders of magnitude (10−3
to 10−6 mol L−1) (Figures A.5.13 and A.5.14), suggesting that the lack of
emission is not due to ACQ, but rather a change in the electronic nature of
the compounds themselves.
Figure 6.3.13: Normalised emission spectra for the CNTP series in
DCM, recorded using a 355 nm excitation.
Extremely weak, structured, emission was observed at ∼500 nm. This
emission is consistent with the emission linked to the order emission of HBC
monomers[214, 215], and was interpreted, like in the FTP series, to be linked
6.3. RESULTS AND DISCUSSION 159
to the phenyl core unit.
The lack of emission was exemplified by the fact that RRS (Section 6.3.4)
could be recorded from the UV region (351 nm) to the far red edge of the
electronic absorbance (532 nm) without any interference from emission. Fur-
thermore, when the same concentration and experimental conditions were used
for the CNTP and FTP series the CNTP series showed <2% of the emission in-
tensity of the FTP series. This did not account for the extinction coefficient at
the excitation wavelength or instrument sensitivity at the emission wavelength
(Figure A.4.8 versus Figure A.5.14).
6.3.6 Excited State Modelling
The energy of the S0 to S3 states was calculated as a function of the dihe-
dral angle of two key bonds, one being the link between the dicyano unit and
fluorene (D1) and the other between the fluorene and TPB core (D2) (Fig-
ure 6.3.14). These four states (S0, S1, S2 and S3) were examined due to being
involved in the transition probed by RRS. By rotating through both D1 and
D2 intersections were found between each state of interest and the one below
it (Figure 6.3.15). This suggests that there is a non-radiative decay pathway
between the excited state populated by the UV-visible absorbance and the
ground state, helping to explain the weak emission. Similar PES crossing, and
therefore high non-radiative decay, has been observed for other systems with
similar dicyano units.[238, 239]
When D1 is rotated to 90◦ the S1 state was found to be lower in energy than
the ground state (S0), with the PES for the S1 state intersecting the PES for
the S0 state between 80◦ and 90◦. However, for D1 to get from 0◦ to 90◦, it
has to overcome an energy barrier of 0.67 eV (65 kJ mol−1). This will limit
the non-radiative decay from the S1 state, resulting in the emission that was
observed. The rotation around D1 also provides an intercept between the S1
and S2 states. This occurred at 60◦, which happens to be the maximum of the
S1 PES with respect to the D1 coordinate. From here the excited state can
relax down to the local minimum on the S1 PES, that the direct excitation gets
trapped in, or into the global minimum, and from there access the S0 state.
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Figure 6.3.14: Assignment of the dihedral angles for which the PES
was mapped.
Figure 6.3.15: PES for key dihedral angles in CNTP1 (Figure 6.3.14),
as modelled using CAM-B3LYP/6-31G(d) level.
Although no direct evidence can be provided, the excited state is more likely
to reach the S1 global minimum, rather than local minimum, after ISC from
S2 state, as this has the greatest driving force and is mechanically favoured.
Mechanically, the bond has to continue rotating in the same direction to reach
the global minimum, which would need to reverse direction to reach the local
minimum. This means that while emission can result from direct excitation
into the S1 state, excitation into the S2 and S3 state would result mainly in
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non-radiative decay; this coupled with the low oscillator strength of the S0→S1
transition means the emission is extremely weak.
So far an intersection between the S2 and S3 has been alluded to but not
directly addressed. This intersection was found by mapping through D2. The
intersection was found with a dihedral angle of 100◦ (Figure 6.3.15). Further,
anecdotal evidence occurred when optimisation of the excited state geometries
of the S2 and S3 was attempted. Multiple attempts, under a variety of con-
ditions, showed the S3 state optimising down to the same geometry as the S2
state. It should be noted that the optimisation of the S2 state did not show
the perturbation of D1 suggested by the single point energy calculations.
It should be acknowledged that this approach was relatively simplistic, with
only two of the more than 180 degrees of freedom in the molecule explored,
and the dihedral angles studied independent of each other. Furthermore, this
theory only holds if the assumption that there is ‘free’ ISC between the states
of interest is true. Despite these limitations, this model was supported by the
literature and experimental data, giving it some weight. In addition the two
degrees of freedom explored are some of the more important of the large number
available, due to being linked to the electronically active units. This means
that these modes may have a disproportionate effect on the overall behaviour
and are valid as a means for establishing a crude understanding of the system.
The fact that D1 showed such a massive increase in energy in S0 (2.99 eV
between 0◦ and 90◦) is not surprising as it is formally a double bond, meaning
that the bond lacks free rotation and to twist it 90◦ would, in effect, break
the bond. TD-DFT calculations suggested that when the π component of
this bond is ‘broken’, in the S1 state, the breaking of the bond would result
in the energy increase observed in the calculations. The atypical stability of
the S1 when D1 was rotated to 90◦ appeared to be due to the fact that the
breaking of the conjugation between the dicyano and fluorene units, resulted
in the introduction of new fluorene based π∗ state and dicyano based π state
(Figure A.5.15).
The fact that the CNTP series has such a low energy S1 configuration, which
is not possible in the FTP series (Chapter 5), helped explain the difference
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observed in the properties of the two series. The change of D1 from a double
to a single, or at least pseudo single, bond upon rotation in the excited state
is consistent with the implied ∆Q from the RRS and overtones. The change
from double to single bond would result in an increase of the bond length in
the excited state.
6.3.7 Time-Resolved Infrared Spectroscopy
Similar to carbonyl units, the cyano unit are an ideal IR tag.[107, 240–
242] This resulted in the CNTP system, as with the FTP system, being a
prime candidate for study with TRIR with the aim to further characterise the
excited state nature. From the TRIR, a lifetime of 250-350 ps was observed.
This lifetime was shorter than those seen in the FTP series and was consistent
with the non-radiative decay pathway outlined above. Given this lifetime was
shorter than the laser pulse of the TA, TE and photon counting experiments,
it could not be probed using these techniques.
Figure 6.3.16: Picosecond TRIR data for CNTP1 in DCM. See Fig-
ure A.5.18 for the ground state spectrum.
In the excited state the cyano mode was shifted to lower energy (Fig-
ure 6.3.16), by 40 cm−1 for the symmetric stretching mode. This shift to lower
wavenumber was indicative of an increase in electron density on the cyano
units and population of the units π∗ antibonding orbitals.[240–242] This was
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consistent with the excited state nature as determined from RRS and predicted
computationally. In the excited state there was a clear splitting of the sym-
metric and asymmetric stretching modes, with 40 cm−1 between them. Such
splitting has been previously reported[240, 242] and linked to a reduction of
the symmetry in the molecule in the excited state. This may be linked to the
proposed twisting of D1 above, resulting in a decrease in the local symmetry
of the head unit.
6.4 Conclusion
The addition of a more electron withdrawing dicyano acceptor compared to
the carbonyl in Chapter 5 was shown to effectively, and predictably, red shift
the absorbance and emission. The electronic absorbance was found to trail off
at ∼540 nm, with a strong peak at 360 nm, while the emission maximum was
at 650 nm. However, the CNTP series also exhibited a complete shut down
of emission compared to the FTP series. This was found, computationally, to
be due to rotational motion in the excited state, opening up a non-radiative
decay pathway. The presence of a rapid decay pathway for the excited state
was support by the very short lifetime observed by TRIR.
This series did, however, display a series of strong overtone and combination
modes in the RRS. The complexity of the system prevented wavepacket mod-
elling of the excited state PES from being achieved; however, the presence of
these modes meant quantitative analysis could still be made. The higher order
modes indicated a large ∆Q along the normal coordinate link to the stretching
mode of the fluorene to dicyano linker in the excited state, as this mode was
linked to all the higher order modes. This was consistent with the RRS and
TD-DFT suggesting that the π∗ orbital over the fluorene and dicyano units
was populated in the excited state, with the lowest energy transition being
ππ∗ in nature. The RRS inferred change in bond between the fluorene and
dicyano units in the excited state is consistent with the non-radiative decay
pathway proposed from computational modelling.
Again, this showed that there is an integral relationship between both the
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physical structure and configuration and electronic properties of the units to
the final electronic nature and behaviour of the molecule. It also served to show
how complex the situation can be, with the variation arising from excited state
relaxation, which is less inherently predictable than the ground state geometry.
As with Chapter 5, LFR was used to demonstrate that changing the steric
bulk affected the degree of solid state order, with the increased steric bulk,
generally decreasing order. LFR evidence also suggested variations in the solid
state order based on the solvent it was extracted from, suggesting solvent driven
packing interactions. More investigation into this is required for confirmation.
Chapter 7
D-A-D and D-A-A Rhenium
Complexes
7.1 Acknowledgements
The samples were synthesised by Dr Dan Preston of Prof. James Crowley’s
group at the University of Otago. RRS and excited state calculations were
carried out by Dr Stephan Kupfer and Dr Philipp Tapper at the University of
Jena. The TRIR data was collected and interpreted with the assistance of Xue
Wu, Dr Surajit Kayal and Dr Xue-Zhong Sun of Prof. Mike George’s group at
the University of Nottingham.
7.2 Introduction
All the systems examined so far have been purely organic in nature, however
the use of heavier metals in inorganic systems can unlock a whole new range
of electronic and excited state properties. For this work looks at the impact
of adding a metal centre by studying a pair of D-A-D and D-A-A rhenium
bipyridine (bpy) based systems are studied (Figure 7.2.1).
One popular inorganic D-A motif is the Re(CO)3(NN)X based systems,
where NN is a diimine ligand, such as bpy,[85, 243–247] phen[54, 85, 248, 249]
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Figure 7.2.1: Structure of the donor-acceptor complexes studied in
this chapter.
or dppz[85, 112, 250, 251] and X is often either a monodentate N donor, Cl or
Br.[54, 252–254] The electronic nature and behaviour of these systems can be
tuned in a large number of ways, from small systematic changes to the diimine
ligand, to varying of the ancillary ligand, to the inclusion of additional chro-
mophores and electronically active units off the diimine ligand. The ability to
systematically tune the behaviour of the excited state or completely change its
nature results in the potential to design Re(CO)3(NN)X based systems for a
range of applications.
Worl et al.[246] showed by tuning the electron withdrawing or donating
nature of 4,4’ substituents on bpy diimine ligands the electronic nature and
excited state behaviour could be systematically tuned. This work showed that
as the electron withdrawing nature of the substituents was increased, the λem
was red shifted and the lifetime decreased. It was found that there was a
linear correlation between knr and FC factors, with the FC factors linked to
the distortion of the excited state. The distortion was linked to the energy
gap between ground and excited states, which was dependant on the redox
potential of the systems. Thus, in summary, showing that the electronic nature
of the substituents had a direct link to the knr of the complex and excited state
lifetime.
The modification to the ancillary ligand can result in changes to the elec-
tronic nature and behaviour via two main methods. The first is by interacting
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with, and altering the energy of, the dπ orbitals of the metal centre.[252, 253]
Vlc̆ek showed that using larger halides, such as iodide, can result in a mixing
of the dπ orbitals on the metal and halide so that the lowest energy transition
is halide-to-metal charge-transfer (XLCT) in nature.[252, 253] Similar results
have been shown by other researchers.[54, 255] By using non-simple ancillary
ligands, such as pyridine dimethylanilie based, amido or phosphido units, the
HOMO can be isolated completely on the ancillary ligand.[254, 256]
Larger changes can be achieved by appending electronically active units to
the diimine ligand. Castellano et al. appended naphthalene-dicarboximide
and pyrenyl-based units to the diimine ligands on a variety of different metal
complexes.[249, 257–259] By doing this, they were able to get a ‘ping-pong’ ef-
fect where the excited state repeatedly shifting between a metal based 3MLCT
and ligand based 3LC state. This resulted in a ‘stabilised’ excited state, that
could last for up to 500 µs.[249] This was achieved in a Re(I) complex in
de-aerated THF at room temperature. As a point of interest, the ‘ping-pong’
effect varies in a subtle but significant way from the previously discussed TADF
(Section 1.5.2). In TADF the emission, although long, is still originating from
a singlet state (Figure 7.2.2), meaning it is technically fluorescences, while with
the ‘ping-pong’ effect the emission is triplet based phosphorescence.
Figure 7.2.2: Comparison the electronic processes involved in TADF
and the ‘ping-pong’ effect.
In systems similar to those discussed here (Re(bpy), Ru(bpy) and Ru(phen)
based) it has been shown that the lowest energy transition contains a mixture of
MLCT and ILCT character,[247, 260–262] with this character being consistent
with the ability to get the transfer between states observed by Castellano et
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al. and others. Kitamura et al. showed that by appending TPA liked donors
to diimine ligand, effective mixing of the MLCT and ILCT states could be
achieved.[248, 261–264] This was done by appending triarylboron donors to
bpy and phen diimine ligands, meaning a mixing of MLCT and π(aryl)-p(B)
CT states could be achieved.[248, 261–264] These results were observed with
both Ru(II) [261–264] and Re(I)[248] metal centres, and resulted in increased
MLCT lifetimes and absorbance. By switching the ligand between D-A-D and
D-A-A the electron donating and withdrawing nature of the ligands would be
tuned and, hopefully, the relative energy of the MLCT and ILCT states. The
addition of the BTD acceptor has the ability to introduce a low lying bpy/TPA
to BTD ILCT or Re to BTDMLCT state, not possible in the D-A-D complexes.
The alkene linked equivalent of the D-A-D has been studied by Horvath et
al.[243] In their study, Horvath et al. did prove that it is possible to tune be-
tween the lowest energy MLCT and ILCT states, by changing both TPA units
with electron withdrawing oxadiazole units. However, by only changing one of
the TPA units, this study aims to modify the energies in a more subtle way.
This ideally leaving both the MLCT and ILCT state in play, just at different
relative energies, allowing for them to be tuned between. Previous studies on
similar alkyne linked bent D-A-D based systems have shown that the alkyne
linker tunes the electronics slightly over the alkene linker.[265, 266] Generally,
a red shift in the λmax and increase in emission lifetimes was observed.
Recently, copper complexes with the same D-A-D ligand (CuTPA2) were
published.[267, 268] The complexes were found to show a very weak red emis-
sion (λmax 680 nm, Φ 0.02)[267], with calculations suggesting the lowest energy
transition in ILCT in nature. Dye-sensitized solar cells were also prepared us-
ing CuTPA2 and phosphonic acid anchoring ligand, however these did show
only limited (1.5%) overall efficiency.[268] By changing the metal from Cu to
Re the energy levels of both the metal based orbitals and those of the bpy
where they interact with the metal can be tuned.
The complexes were studied with mostly the same suite of experiments as
used so far, including electronic absorption and emission spectroscopies, RRS,
TA, TE and TRIR. The complexes were studied in both DCM and MeCN.
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Tuning the solvent environment between the polar MeCN and non-polar DCM
will effect the energy of the ILCT and MLCT states different, tuning the excited
state properties and decay pathways. By studying this system and comparing
how the addition of the second acceptor influences the behaviour, both directly
and with respect to solvent, greater insight will be gained into Re(CO)3(NN)X
based systems and how to tune the ILCT and MLCT states. This should help
to create a template for accessing either the ILCT or MLCT state based on
the desired properties.
7.3 Results and Discussion
7.3.1 Computational Modelling
For these complexes, two series of calculations were carried out. The first was
the basic set shown in the other chapters using the Gaussian software suite,
while the second set were a more in depth study carried out by Dr Stefan
Kupfer and Dr Philipp Tapper to help provide a more detailed understanding
of the system (Figures A.6.3 to A.6.5 and A.6.7).
From the Gaussian calculations, the same validation process as in earlier
chapters was carried out. MADs of 8 and 14 cm−1 were found for B3LYP
and CAM-B3LYP, respectively (Table A.6.1). From these calculations the
eigenvectors of key vibrational modes were extracted.
When Mulliken analysis was carried out on the TD-DFT results from the
Gaussian calculations (Table 7.3.1), the lowest energy transitions were pre-
dicted to be a mix of MLCT and ILCT in nature. The inclusion of a solvent
field was shown to influence whether the MLCT or ILCT was lowest in energy.
The inclusion of a DCM or MeCN solvent field resulted in the ILCT transi-
tions being lowest in energy, while in vacuum MLCT linked transitions were
lowest in energy. This suggests the MLCT and ILCT states are close enough
in energy that they can be tuned between using solvent. However, between
the two solvents modelled, no significant variations was observed. The choice
to compare DCM and MeCN is explained later.
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The Gaussian calculations suggest less MLCT character than was implied by
comparing the MOs for the calculations provided by Dr Kupfer (Figures A.6.4
and A.6.5). While the Gaussian TD-DFT calculations consistently underes-
timated the energy of the transitions, Dr Kupfer’s were much closer. This,
combined with the fact Dr Kupfer’s TD-DFT could be validated against the
RRS data (Section 7.3.3) and were the source of more higher level calculations
(Section 7.3.9), meant that all analysis from herein focuses primarily on Dr
Kupfer’s computational data.
7.3.2 Electronic Absorption Spectroscopy
The absorbance spectra for both complexes were recorded in a range of the
solvents. In the absorbance spectra, both complexes showed two transitions
at wavelengths shorter than 325 nm, one at ∼350 nm and one at ∼440 nm
(Figure 7.3.1 and Table 7.3.2). With exception of MeCN the extinction co-
efficient for the lowest energy transition in ReTPA2 was about twice that of
ReTPA-BTD.
Figure 7.3.1: Electronic absorbance spectra for ReTPA2 and ReTPA-
BTD in a range of solvents.
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The λmax in ReTPA2 and ReTPA-BTD was blue shifted relative to its posi-
tion in the alkene linked equivalent.[243] This is contrary to the results reported
for the same change in similar systems.[265, 266] Based on the data at hand,
no informed conclusion as to why this is the case could be reached.
From the calculations, both the transitions are predicted to be delocalised
CT transitions (Figures A.6.4 and A.6.5). The transitions predict shifts in
electron density from both the metal centre and TPA units to the bpy, for
ReTPA2, or bpy and BTD units, for ReTPA-BTD. This suggests the LETs
have a mix of MLCT and ILCT character.
Table 7.3.2: Wavelength and extinction coefficient for the key ab-
sorbance of ReTPA2 and ReTPA-BTD in a range of solvents.
Solvent
λmax(extinction coefficient) / nm (× 103 L mol−1 cm−1)
ReTPA2 ReTPA-BTD
HE LE HE LE
Toluene 359 (24) 440 (33) 351 (30) 447 (20)
DCM 364 (36) 448 (46) 349 (33) 449 (22)
DMF 355 (23) 437 (29) 347 (27) 435 (16)
MeCN 352 (16) 432 (18) 346 (18) 428 (18)
7.3.3 Resonance Raman Spectroscopy
The RRS was recorded in DCM and MeCN, with excitation wavelengths
from 355 to 515 nm, covering the two lowest energy absorbance features. The
RRS spectra were found to be solvent independent, with similar enhancement
patterns being recorded in both DCM and MeCN for a given complex (Fig-
ure 7.3.2). Although for the higher energy excitation wavelengths in MeCN,
the RRS showed increased noise, due to the increased emission. This was
slightly atypical, as normally emission becomes a bigger issue the lower the ex-
citation energy. This phenomenon is explored in more detail later. Given RRS
enhancement is linked to the nature of the FC state, these results suggested
that the nature of the immediately formed state was solvent independent.
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Figure 7.3.2: RRS for ReTPA2 and ReTPA-BTD in DCM and MeCN,
as recorded at the wavelengths reported.
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Figure 7.3.3: Eigenvectors of key vibrational modes in both com-
plexes, as labelled in Figure 7.3.2. See Figure A.6.6 for all the labelled
modes.
From the RRS data, two transitions were identified in ReTPA2 and three
in ReTPA-BTD (Figure 7.3.2). The LET, probed with excitation wavelengths
longer than 400 nm for both complexes, showed a mix of MLCT and ILCT
character. The carbonyl symmetric stretching mode (ν8 in ReTPA2 and ν10
in ReTPA-BTD) showed weak enhancement at all wavelengths. This mode
is indicative of a change in the electron density on the metal centre, which is
expect in a MLCT, but not ILCT, transition. However, enhancement of alkyne
stretching modes (ν9 and ν10 in ReTPA2 and ν11 and ν12 in ReTPA-BTD)
and TPA based modes (ν6 and ν7 in ReTPA2 and ν8 in ReTPA-BTD) was
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also observed, consistent with an ILCTTPA→bpy transition. The involvement
of bpy was confirmed by enhancement of bpy modes at 1027, 1281, 1484 and
1525 cm−1 (ν1, ν3, ν4 and ν5 in ReTPA2 and ν1, ν3, ν6 and ν7 in ReTPA-BTD).
In ReTPA-BTD, enhancement of BTD based modes at 1607 cm−1 (ν9) was also
observed, indicating the BTD unit was also involved. The end conclusion from
all of the above mention enhancements is that the LET was a mix of MLCT
and ILCT in character. The TD-DFT calculations support this assignment
with predictions of electron density being shifted from the TPA and metal
centre to bpy in the lowest energy transition.
The enhancement pattern for the next lowest energy transition, observed at
375 nm in ReTPA-BTD, and 355 and 375 nm in ReTPA2, suggested a transi-
tion with similar nature but with a different spatial distribution to the LET.
A combination of TPA, bpy and metal centre modes all showed enhancement,
implying the transition was still a mix of MLCT and ILCT in nature. How-
ever, the relative intensities were different, for example in ReTPA2 the bpy
mode at 1525 cm−1 (ν5) showed increased enhancement compared to the bpy
modes at 1027, 1281 and 1484 cm−1 (ν1, ν3 and ν4) at 375 nm, but similar
enhancement at longer wavelengths. A similar thing was observed for the TPA
modes at 1585 and 1602 cm−1 (ν6 and ν7). This suggested that while the
same units contribute, how they contribute varies. From analysis of the modes
enhanced, and the calculated transition, insufficient information was obtained
to determine the exact nature of the variation in ReTPA2. For ReTPA-BTD
the increased enhancement of ν9 suggested more BTD involvement.
For ReTPA-BTD at 355 nm, enhancement of modes ν4, ν5 and ν9 was ob-
served. As these are BTD and bpy based modes (Figure 7.3.3), it suggested
that the highest energy transition was ILCT between the bpy and BTD. This
was supported by enhancement of ν12, which is the alkyne linker between the
bpy and BTD, pointing to the shift of electron density across this bond. The
slight selective enhancement of ν12 over ν11, especially compared to longer
excitation wavelengths, suggested the TPA unit was less involved in the tran-
sition. The TD-DFT calculations showed a BTD based excited state (S6,
Figure A.6.5) at an appropriate wavelength, supporting this assignment.
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It should be noted that the calculated transition, and corresponding mod-
elled RRS spectrum (Figure A.6.7) suggest less ILCT character and more
MLCT than was observed experimentally. The calculations were observed to
predict more, relative, enhancement of bpy modes (ν1, ν3 and ν5 for ReTPA2
in DCM (Figures A.6.6 and A.6.7)) and the carbonyl stretching mode (ν8 for
ReTPA2 in DCM (Figures A.6.6 and A.6.7)), compared to TPA modes (ν2,
ν6 and ν7 for ReTPA2 in DCM (Figures A.6.6 and A.6.7)) than was observed
experimentally. This also suggested that although the Gaussian calculations
had the energies incorrect they may have had the nature of the transition more
correct than originally given credit.
These results differ slightly from the alkene linked equivalent[243], in which
less MLCT character was observed.
7.3.4 Emission Spectroscopy
While the emission showed minimal variation between ReTPA2 and ReTPA-
BTD, it showed a marked response to solvent (Figure 7.3.4). In solvents with
lower polarity strong emission was observed at 675 nm, with a weaker HE
emission at ∼440 nm. However, when the polarity was increased the emission
changed so it had a stronger emission at ∼480 nm, with a long tail into the
red. The nature of the change suggested that it was the result of the decay
pathway changing, rather than a massive destabilisation of the energy levels.
Furthermore, the HE emission overlaps completely with the LE absorption,
meaning it cannot originate from the lowest energy transition. This was backed
up by excitation profiles (Figure A.6.8), which show that at wavelengths longer
than ∼425 nm, no HE emission was observed. This solvent response was
atypical and of interest, meaning that a more detailed exploration of the excited
state nature and behaviour was carried out.
This difference in behaviour, between the solvents with low polarity and
with higher polarity is why both DCM and MeCN solvent environments were
studied with RRS and computational modelling.
7.3. RESULTS AND DISCUSSION 177
Figure 7.3.4: Steady state emission for ReTPA2 and ReTPA-BTD
in a range of solvents, at 10−4 mol L−1.
Table 7.3.3: Emission maximum for ReTPA2 and ReTPA-BTD in a
range of solvents.
Solvent
Wavelength of maximum emission / nm
ReTPA2 ReTPA-BTD
HE LE HE LE
Toluene 416, 450 653 418, 440 647
Chloroform 434, 494 640 440 661
DCM 437, 499 646 442 666
THF 429, 454 657 447 675
Acetone 459 - 453 -
DMF 480 - 479 -
MeCN 478 - 461 -
7.3.4.1 77 K Emission Spectroscopy
When the emission was recorded at 77 K (Figure 7.3.5), in both DCM and
MeCN, both complexes showed a strong emission at 590 nm, consistent with
the room temperature emission in DCM. The energy of the emission in DCM
was shifted to higher energy by 1400 to 2225 cm−1 (48 to 86 nm), consistent
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with decreased solvent and structural relaxation.
Figure 7.3.5: Emission spectra for ReTPA2 and ReTPA-BTD in
DCM and MeCN at 77 K, as recorded using a 355 nm excitation.
The similarity of the emission in DCM and MeCN at 77 K suggested that
the difference in the emission between DCM and MeCN was linked to stabili-
sation of the excited state, or structural relaxation of the excited state. If it is
excited state stabilisation, then the response suggests that there was a polar
excited state, which is generally stabilised in MeCN, making it the lowest in
energy, but at 77 K the MeCN cannot rearrange to stabilise the excited state,
meaning the same state as in DCM is the lowest in energy. Another possibility
is that, in solution, the interactions between the MeCN molecules and com-
plexes assist structural rearrangement in the excited state, resulting in increase
ISC to a different excited state PES, similar to what was seen in Chapter 6
(Section 6.3.6).
The issue with these theories was that the increased stabilisation results in
HE emission, which is counter intuitive unless a dark state is at play. The
changed emission in MeCN between room temperature and 77 K is consistent
with a dark state. For dark states, there is a large knr and small kr. To get
a large knr there needs to be good overlap between the ground and excited
states, so a large ∆Q is needed (Figure 1.5.3). This means that at 77 K, where
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the degree of structural rearrangement was decreased, the energy of a dark
state will be impacted more than an emissive state.
The variation in emission resulting from varied excited state decay pathways,
rather than direct excitation into an excited state with a different nature, is
consistent with the RRS, which suggests that the immediately populated FC
state is solvent independent.
7.3.5 Transient Emission Spectroscopy
In order to gain more insight into the nature and dynamics of the excited
state(s), TE measurements were carried out in both DCM and MeCN. Both
complexes were found to follow the same pattern. The emission at ∼475 nm
was found to be singlet in nature with a lifetime of <5 ns regardless of solvent
(Figures 7.3.6 and 7.3.7 and Table 7.3.4). The LE emission in DCM was found
to be triplet in nature with a complex dependent lifetime between 100 and
200 ns (Figures 7.3.6 and 7.3.7 and Table 7.3.4). These results suggest that in
DCM two unique emissive states were observed, one singlet in nature and one
triplet in nature. The presence of two unique emissive states was consistent
with the fact that the HE emission can not come from the LE absorbance. In
MeCN only one, singlet, emissive state was observed.
The triplet state lifetime in ReTPA2 was twice that of ReTPA-BTD; this was
in line with the findings of Worl et al.[246] As discussed above, the inclusion
of more electron withdrawing groups in the 4,4’ positions has been shown to
increase knr and decrease the lifetime. In ReTPA-BTD, a strong donor (TPA)
has been replaced with a strong acceptor (BTD) in the 4/4’ position.
7.3.6 Transient Absorption Spectroscopy
The TA data were collected in DCM and MeCN to further probe the excited
state, and see if the dark state, predicted for MeCN from the 77 K emission
(Section 7.3.4.1), could be identified. A long-lived triplet state was observed in
both DCM and MeCN for both complexes (Figures 7.3.8 and 7.3.9) confirming
the presence of a triplet dark state in MeCN. In DCM the lifetimes are consis-
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Figure 7.3.6: TSCPC lifetimes of the LE emission of ReTPA2 and
ReTPA-BTD in DCM and MeCN (left) and transient emission decay
traces for the HE emission in ReTPA2 and ReTPA-BTD in DCM
(right).
Figure 7.3.7: Lifetime maps (lifetime vs wavelength) for ReTPA2
and ReTPA-BTD (as listed) in DCM, showing the difference in lifetime
between the HE and LE emissions.
tent with those from the TE (Table 7.3.4), implying that both the TA and TE
are reporting the same state. In MeCN the lifetimes were found to be slightly
shorter than those in DCM, at 140 ± 20 and 80 ± 15 in ReTPA2 and ReTPA-
BTD, respectively (Table 7.3.4). Comparable TA results were measured with
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both 355 and 532 nm excitation (Figure A.6.10); this shows that both direct
(532 nm) and indirect (355 nm) excitation into the lowest energy state results
in formation of the same triplet species.
Figure 7.3.8: TA excited state decays for both complexes in DCM
as recorded at 400 nm.
The TA spectra (Figure 7.3.9) showed strong signals at ∼380 and ∼800 nm,
consistent with bpy•−[269–271] and TPA•+[272, 273], respectively. Slight vari-
ations between ReTPA2 and ReTPA-BTD were observed, with ReTPA2 show-
ing an excited state absorbance at 350 nm, not observed in ReTPA-BTD. Fur-
thermore, the 380 nm excited state absorbance was narrower in ReTPA2 than
ReTPA-BTD. Between the solvents, slight variations were also observed. The
high energy features in DCM were slightly red shifted compared to MeCN, con-
sistent with the ground state spectra, and the spectra in DCM show increased
absorption at 800 nm. However, from these variations no clear evidence as to
variations in the excited state nature can be determined.
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Figure 7.3.9: Transient absorbance spectra for ReTPA2 and ReTPA-
BTD in DCM and MeCN. Data was recorded after a 100 ns delay to
avoid fluorescence
7.3.6.1 Variable Temperature Transient Absorption Spectroscopy
TA decays were collected at various temperatures in DCM (5 to 35 ◦C)
and MeCN (5 to 60 ◦C) for ReTPA2 and ReTPA-BTD (Figure A.6.9 and
Table A.6.2). Using this data and the Arrhenius equation (Equation 7.1), the










where kr is the radiative decay rate, R is the gas constant (8.314 J mol−1 K−1)
and T is the temperature in Kelvin.
From this it was observed that between DCM and MeCN there was a change
in activation energy, suggesting a change in the decay pathway. This change
was most distinct in ReTPA2. Between ReTPA2 and ReTPA-BTD, the trend
was less straightforward. While in MeCN the activation energy was almost
identical for both complexes, suggesting the decay pathway could be identical;
in DCM, the activation energies were found to be significantly different. In
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ReTPA2 ReTPA-BTD ReTPA2 ReTPA-BTD
TE - 475 nm 4 ± 1 4 ± 1 4 ± 1 4 ± 1
TE - 675 nm 200 ± 20 100 ± 10 - -
TA 190 ± 20 100 ± 10 140 ± 20 80 ± 10
DCM ReTPA2 the activation energy was nearly 2x that of ReTPA-BTD, sug-
gesting that there is a significantly different decay pathway between the two
complexes (Table 7.3.5). The increased activation energy of ReTPA2 may be
linked to its increased excited state lifetime, especially given the relationship
between the lifetime and activation energy between ReTPA2 and ReTPA-BTD
in DCM. However, for MeCN the activation energies were within margin of er-
ror of each other (Table 7.3.5). The different response of ReTPA2 and ReTPA-
BTD to the solvent points the overall system being very complexity involved.
Table 7.3.5: Activation energy for the non-radiative decay pathway
in ReTPA2 and ReTPA-BTD, as calculated using Equation 7.1 and
the data in Figure 7.3.10.
Complex Solvent Ea / meV
ReTPA2
DCM 240 ± 40
MeCN 160 ± 30
ReTPA-BTD
DCM 150 ± 30
MeCN 160 ± 30
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Figure 7.3.10: Natural log of the radiative decay rate, as determined
from the ground state recovery at 450 nm as a function of temperature
for ReTPA2 and ReTPA-BTD in DCM and MeCN.
7.3.7 Transient Resonance Raman Spectroscopy
In an attempt to further characterise the excited state, TR2 measurements
were attempted (Figure 7.3.11). Unfortunately, due to solubility issues and
overlap with solvent bands, data could not be collected in MeCN. Both com-
plexes showed similar TR2 spectra, with the most notable modes at 998, 1024,
1157 and 1589 cm−1. It should be noted that, despite the TA data suggesting
it, the TR2 does not show the peaks at 1211, 1285 and 1548 cm−1 indicative of
a bpy•− state[87, 88] or modes at 907, 997, 1165, 1574 and 1592 cm−1 linked
to TPA•+.[54, 274, 275] The TR2 data appeared to show a slight shift of the
alkyne stretching mode to lower wavenumbers, by 9-26 cm−1 in ReTPA2 and
24 cm−1 in ReTPA-BTD,. The relative intensity of the symmetric and asym-
metric stretching modes in ReTPA2 made the size of the shift in ReTPA2 less
clear than in ReTPA-BTD. While this data does suggest that the excited state,
in DCM, was not ILCT in nature, it provides little confirmation as to what it
is.
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Figure 7.3.11: TR2 and RRS spectra for ReTPA2 and ReTPA-BTD
in DCM, as recorded using a 351/5 nm excitation wavelength. Solvent
bands are marked with a red asterisk.
TR2 and 355 nm CW RRS spectra were compared by normalizing samples
of the same concentration (∼10−3 mol L−1) to the DCM mode at 1423 cm−1.
From this it could be seen that the TR2 spectra have lower intensity than the
CW ones, suggesting that the ground state spectrum was being bleached by
the formation of excess excited state. This resulted in noisy spectra, and means
that the result needed to be treated with care and any conclusions carefully
assessed.
The similarity between ReTPA2 and ReTPA-BTD in the TR2 was notewor-
thy, as an excitation wavelength of 355 nm was used. In the RRS, at 355 nm,
ReTPA2 and ReTPA-BTD show different enhancement patterns, implying the
FC state was different. The RRS and TR2 data combined suggested that the
two complexes rapidly relax from differing FC states into states of identical
characteristic in less than 4 ns, this resulted in the TR2 not recording pure FC
state. The agreement in the nature of the excited state was consistent with
the TA/TE data, in which both the ReTPA2 and ReTPA-BTD show the same
state and behaviour.
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7.3.8 Time Resolved IR Spectroscopy
In a final step to gain information about the excited state nature and decay
pathways, TRIR measurements were carried out using the C=O bands as a tag
to help understand the excited state.[104, 105] In DCM the C=O stretching
modes for both complexes were observed to shift to higher wavenumbers on the
ps and ns timescales (Figures 7.3.12 and A.6.11). The symmetric stretching
mode, at ∼2022 cm−1, shifted to ∼2045 cm−1, while the asymmetric modes,
at ∼1920 cm−1, shifted to ∼1990 cm−1. Such shifts are consistent with MLCT
transitions.[108–111] The assignment of the excited state, in DCM, to MLCT
was not inconsistent with the RRS and TR2 data, although did suggest some
bpy•− character should have been observable in TR2. In MeCN, on the ns
timescale, shifts to lower wavenumbers were observed, which is consistent with
an ILCT transition.[48, 110, 111] From this it was interpreted that the long-
lived dark state observed in MeCN was a 3ILCT. On the ps timescale in MeCN
(Figure A.6.11), weak peaks to higher wavenumbers are observed; while not a
clear confirmation, such peaks would be consistent with the 1MLCT observed
in the RRS data, suggesting rapid ISC from 1MLCT to 3ILCT, either directly
or indirectly. The lifetimes as determined by TA/TE and TRIR are within the
margin of error of each other, indicating that the states probed are the same.
While bpy-TPA based complexes often show an interplay between 3MLCT
and 3ILCT lowest energy states, the tuning between the two states generally
occurs as a response to a structural change, whether it is the coordinating
metal, or the addition of electron donating or withdrawing groups. Seeing
such a large change simply as a response to solvent is less typical. The inabil-
ity to tune between the state with temperature, as seen in the linear response
to temperature of the TA lifetimes (Section 7.3.6.1), suggested solvent specific
interactions, or solvent induced structural changes, were involved in manip-
ulating the excited states, rather than purely the energy of the 3MLCT and
3ILCT state.
The fact that such distinct variations in the excited state nature, could be
observed in the TRIR, while no definitive conclusions could be drawn from the
TA spectra (Section 7.3.6), showed the power of TRIR in helping to understand
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Figure 7.3.12: Carbonyl region ns TRIR spectra for both complexes
in DCM and MeCN.
excited state nature.
7.3.9 Excited State Dynamics
From more detailed computational analysis of the excited state dynamics,
carried out by Dr Stephan Kupfer, greater insight was gained by comparing the
3MLCT and 3ILCT relaxation pathway in DCM and MeCN (Figure 7.3.13).
The calculations predicted that in both solvents the lowest energy triplet was
3ILCT in nature, by 0.40 eV in DCM and 0.09 eV in MeCN. While calcula-
tions for this particular system are still ongoing, minimal SOC, resulting in
minimal ISC, between the 1MLCT and 3ILCT has been shown for comparable
systems.[54]. This means that the 3ILCT can only be populated from intercon-
version within the triplet system. This results in the 3ILCT being inaccessible
in DCM as the 3MLCT PES does not interact with the 3ILCT PES. However,
in MeCN the 3MLCT intersects the 3ILCT PES, meaning interconversion into
the non-emissive 3ILCT would be allowed.
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This 3MLCT to 3ILCT interconversion was further supported by the short
time (sub ns) TRIR data (Section 7.3.6.1). This shows the MLCT and mix of
MLCT and ILCT nature at short time intervals.
Figure 7.3.13: Calculated energy of the optimised geometries for the
3ILCT and 3MLCT excited states.
While there is minimal definitive proof to confirm this decay pathway, and
disregard all others, it does fit the data at hand, suggesting that it is highly
likely to factor into the overall system to some degree.
7.4 Conclusion
In this chapter two responses were observed, one as a function of the switch-
ing of a TPA unit to a BTD unit and the other as a response to solvent,
with solvent response being more significant. The lowest energy electronic
absorbance was found that ∼450 nm for both complexes, while the emission
was either at ∼470 nm or ∼650 nm as a function of solvent. In low polarity
solvent phosphorescence at ∼650 nm was observed, while in polar solvent non
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S1 fluorescence was observed at ∼470 nm. From the RRS it was observed that
the FC state showed a mix of MLCT and ILCT character.
The replacement of a TPA with a BTD unit was found to red shift the
emission, consistent with a lowering, or stabilisation, of the excited state en-
ergy. It was also found to decrease the triplet lifetimes, by almost 50%. This
was consistent with previous work[246] into the effect of electron donating and
withdrawing units on the lifetime of Re(bpy) systems.
TRIR showed that by changing the solvent environment from a low polarity
solvent, like DCM, to a high polarity one, like MeCN, the lowest occupied
triplet state could be changed from MLCT to ILCT in nature. This had a
significant impact on the overall behaviour of the system, due to the 3MLCT
state being emissive, while the 3ILCT state was dark. The data suggested that
the solvent does not change the relative energy of the state significantly, with
the 3ILCT always predicted to be the lowest in energy, but rather the ability to
access the 3ILCT state. The data also suggested that the predominant access
from the singlet or 3MLCT states to the 3ILCT state was via the crossing of
the 3MLCT and 3ILCT PESs, which was only possible in polar solvents, with
sufficient temperature, i.e. above 77 K.
Overall this work highlighted that the biggest factor governing access to the
3MLCT and 3ILCT states in not which is lower in energy, but the degree of ISC
from the singlet to triplet manifolds and communication between 3MLCT and
3ILCT PES. From a design standpoint this means tuning just the energy, or
nature, of the lowest energy state is of limited value if you do not factor in the
pathway from the initially populated singlet states to the final triplet state.
It also showed that excited states can be inherently challenging to predict
and highly sensitive to very small changes, in a manner which is not always
predictable. In this case the solvent environment had a larger impact than
significant structural modification on the excited state dynamics.
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Chapter 8
Conclusion and Future Work
In this work a wide variety of different electronic and vibrational spectro-
scopic techniques were used to study a series of very varied DA systems. The
work showed how using multiple spectroscopic techniques in concert, with sup-
porting calculations, can build up a highly detailed picture of the ground and
excited state properties and dynamics of any give system. In addition to the
use of well establish techniques, this work explored the use of more novel and
less common, or well developed, techniques, namely LFR and VT-RRS. From
all the system some degree of insight was gained, and is summarised below.
This insight varied from the predicable to complex and surprising. However,
no given study is complete, with all having potential for expansion. Some of
these potential expansions are mentioned below.
The initial study was carried out into a series of conduction polymers (Chap-
ter 3). These polymers were all found to have a low energy, CT, transition at
650 nm and strong emission at 700 nm. The emission showed two components,
one component originated from a ‘localised excited state’, while the other origi-
nated from a ‘delocalised excited state’, with less of the ‘localised excited state’
emission observed with a more linear backbone. In addition to the detailed
characterisation of the electronic properties of PTTBT and PPDT2FBT it
was observed that as the linearity of the backbone was increased the thermal
stability, in solution, also increased, with smaller variations observed in the
electronic absorbance and emission spectra as a function of temperature. The
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VT-RRS showed a different response for PPDT2FBT than PTBT and PT-
TBT. PTBT and PTTBT showed a change in the RRS enhancement pattern
with temperature. This change in enhancement of different modes was linked
to a variation in the contribution of different units to the transition. From
this it can be inferred that the nature of the transition was being modified in
a meaningful way. For PPDT2FBT no significant variation was observed in
the VT-RRS. From this it was interrupted that the variation observed in the
electronic absorbance upon heating was due to a change in the equilibrium
between the two proposed configurations. This showed that VT-RRS can pro-
vide useful insight into the nature of the excited state upon heating and that
different polymers behave in different way. From the LFR studies, carried out
on drop-films, changes in the long range order of the films was observed, both
between the polymers and as a function of thermal annealing. The variation
between polymers showing a logical trend. However, while both the new spec-
troscopic techniques applied to the study of conducting polymers, VT-RRS
and LFR, showed promise the results are in no way prefect and more study is
required, of these systems and a wider range of systems. This will allow for
a better assessment of the usefulness of these methods in studying conducting
polymers. Ideally the study needs to be expanded to examine a greater range
of polymers, looking at systems with either more complex backbones or var-
ied side groups. This will build up an understanding of what, if any, are the
predictive powers and limitation of LFR and VT-RRS for characterising order
within polymers in solution and film.
Chapter 4 showed how a single atom, in this case fluorine, could be use to
tweak the linearity, or rigidity in small molecules and by extension tweak the
electronic and physical behaviour of the molecules. In terms of overall char-
acteristics the compounds showed a strong, CT, absorbance at 520 nm and
emission in the 600 to 700 nm region. The emission wavelength was found to
show more variation with both solvent and fluorine position than the electronic
absorbance. It was shown, using computational modelling, that in F(in) and
F(out) there was through space F· · · S bonds. These bonds tweaked the distri-
bution of electron density in the HOMO and LUMO and the dihedral angle at
a few key points. Both these factors tweaked the electronic properties, due to
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modifying the orbital overlap and ∆Q between the ground and excited states.
The tuning of the dihedral angles would also have impacted the intramolecular
packing and physical properties. From this work insight was gained into the
ability of fluorine to be used to tune the properties of compounds to help get
the desired properties. By understanding how and why the inclusion of the
fluorine effects the electronic and physical properties of the molecules it assists
in the logical design of BHJ materials. It also served to demonstrate the power
of using spectroscopy and computational modelling in synergy to understand
very small and complex variations.
With the tetraphenylbenzene-fluorenone (FTP) series, studied in Chapter 5,
it was found the electronic properties were dominated by fluorenone-like be-
haviour. The series showed a high energy electronic absorbance, with the
λabs below 350 nm for the lowest energy transition, and a green emission
at around 530 nm. Using computational modelling, VT-emission and TRIR
spectroscopies it was concluded the lowest energy transition could be tuned
between having nπ* and ππ* nature by changing the solvent environment, in
a fluorenone-like way. This switching of the nature of the lowest energy tran-
sition nature meant that the emission intensity increased with temperature
in polar solvents and decreased when temperature was increased in non-polar
solvents. From a design stand point this showed how unique electronic prop-
erties could be maintained, while the physical properties and solubility where
tuned, through the addition of HBC-like solution behaviour to fluorenone-like
electronic characteristics. As for the next step it would be interesting to ex-
plore more planar equivalents, and track, spectroscopically, how this effected
the nature of the electronic transitions. This could be achieve in a few ways
including; locking the fluorene unit to the core with a second covalent bond;
removing the two phenyl rings closest to the fluorenone to see if this encour-
aged a more planer structure; or the introduction of linker unit, i.e. alkyne
or alkene, to give the fluorene more space to rotate. More planar equivalents
would have two impacts, it may encourage aggregation or link the π systems
on the fluorenone and TPB units, perturbing the fluorenone-like behaviour
observed here.
When the carbonyl unit in the FTP series was replaced with a dicyano unit,
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in Chapter 6, the electronic absorbance and emission spectra were red shifted.
The lowest energy absorbance was shifted to 360 nm, while the emission max-
imum was shifted to 650 nm. The inclusion of the dicyano unit also resulted
in a near complete quenching of the emission. Computational modelling sug-
gested this quenching was due to out-of-plane rotation of the dicyano unit
in the excited state. This opened up a non-radiative decay pathway, as re-
ported in similar compounds. The quenching of the emission meant extensive
RRS studies could be carried out to characterise the lowest energy transi-
tions. These were identified as having a mix of CTTPB→fluorene/dicyano and
ππfluorene/dicyano character. A series of overtone and combination modes were
also seen in RRS, these were linked to the alkene stretching mode between
the fluorene and dicyano units. This suggested a large ∆Q in this bond upon
excitation. This large ∆Q is consistent with the proposed rotation to open
the non-radiative decay pathway, as this would significantly weaken the alkene
bond. The amount of information that could be extracted from the overtones,
using wavepacket modelling, was limited due to a complicated overlap of three
electronic transitions.
Between Chapters 5 and 6 the versatility of the range of spectroscopic tech-
niques applied can be observed. Despite the relatively small structural vari-
ation between the FTP and CNTP series a significant variation in their elec-
tronic properties, in particularly their emissive, nature was observed. While
this variation in electronic nature effect the information that could be extracted
using the different techniques, a detailed understanding of the excited state na-
ture and dynamics of both systems could still be built up. This was due to
different techniques having a different dependency on the displayed electronic
properties. This different, and often opposite dependency means there is nearly
always a a subset of the techniques available that could extract reliable data
about the excited state nature.
One technique that worked effectively in both Chapters 5 and 6 was LFR.
For both series LFR could track changes in the degree of long range order, or
packing, in the solid state. This proved that the alkyl groups did influence
the packing, with the smaller the alkyl group the more ordered the system.
For the FTP series this was shown to have minimal impact on the solid state
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emission (Section 5.3.4.2), while for the CNTP series it was shown to impact
the RRS (Section 6.3.4). Due to this more study of the electronic behaviour
in the solid state is warranted.
In Chapter 7 the rhenium complexes were found to behave very atypical
fashion, with the lowest energy accessible state being dependant on the sol-
vent. The electronic absorbance was relatively solvent independent, with the
lowest energy transition being a CT transition, with mixed ILCT and MLCT
character at 440 nm in all solvents. However, the emission varied from being
dominated by a (non S1) peak at 460 nm in polar solvents to being dominated
by a peak at 650 nm in non-polar solvents. A series of different spectroscopic
techniques and calculations were used to explain and understand the processes
involved in giving rise to this dependency. While techniques like TA, TE and
TR2 help provide insight into the excited state nature and how it varied it
was TRIR that finally allowed for determination of what had occurred. From
TRIR it was identifed that between DCM and MeCN the lowest energy ac-
cessed triplet state varied between 3MLCT and 3ILCT, while, as identified
by RRS, the initially formed state was solvent independent. More advanced
calculations provided a pathway to explain how this could occur, with the be-
haviour linked back to the presence, or absence, of an intersection between the
3MLCT and 3ILCT PES. Understanding how to manipulated and control what
excited states are accessed in this fashion has ramification of things like the
catalytic application of complexes, as it effect excited state lifetime, energy and
localisation. Though understanding and manipulation of the observed solvent
dependence complexes and devices that are activated, or deactivated by their
environment can be designed. At a more fundamental level this study help
provide more detail into and a better understanding into the roll of SOC and
1MLCT and 3MLCT states in accessing the triplet manifold. Understanding
how the triplet manifold is accessed is key or the design of new systems.
Chapter 7 highlights the importance of using multiple spectroscopic tech-
niques in tandem for understanding systems, as well as the importance of un-
derstanding what each technique is measuring. This is seen in the fact no one
experiment could provide a complete understanding the excited state nature
and decay pathways. It also show the importance of considering the environ-
196 CHAPTER 8. CONCLUSION AND FUTURE WORK
ment the measurement is being carried out in and value of testing multiple
environments.
Given this interesting response further metals, such as ruthenium and plat-
inum should be explored. It would also be interesting to extend the solvents
studied to try find a ‘sweet’ spot, with both the 3ILCT and 3MLCT accessi-
ble. Further variants of the ligand, in the form of a single TPA ‘control’ and
a D-A-A with a more electronegative second acceptor than BTD, would also
be of interest to explore. The tweaking of the D-A-A ligand could allow for
the second acceptor to become more involved in the lowest energy transitions,
which could lead to further interest, if complex, behaviour.
In addition the sample set specific conclusions discussed above more general
findings were observed across the whole body of work, or at least subsections
of it. Across the work it has been shown repeatedly, there is a relationship
between the geometric arrangement in space and the net electronic proper-
ties and behaviours. In Chapter 3 the impact of backbone linearity on overall
order in polymers was observed, and how increasing linearity could result in
more less thermally induced variation in solution. While in Chapter 4 the ar-
rangement was tweaked via the fluorination position, with a small tuning of
the optical and electronic properties observed. Chapters 5 and 6 clear demon-
strated the effect of the linker between the donor and acceptor on the DA and
CT nature of a system. Despite the potential these systems to show strong
CT transitions the dihedral angle between the two units effectively cut-off all
communication, meaning the electronic behaviour was dominated by that of
the individual units. As a counterpoint, this does show away of modifying
physical properties and solubility, with minimal electronic impact. The final
two chapters Chapters 6 and 7 showed how in addition to the ground state
structure the excited state structure, and how it relaxes, is important. For
both systems the relaxation of the excited state open up new decay pathways,
with the change in decay pathway being solvent dependent in Chapter 7.
Along side the study of new systems, consideration was also given to the
extension of the existing experiments to new application, either through how
the equipment was used, to increase the wavenumber range measure (Sec-
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tion 2.5.3) or the modification and redesign of experiments to allow for mea-
surements under different conditions. The modifications carried out on the
different experimental setups are discussed in Chapter 2. The information
provided, particularly for the modification of the 785 nm system, should allow
for repetition of the experiments if need and assist in future development. In
terms of future development the one of the logical next steps would be to look
at the inclusion of a camera in the DWL 785 nm setup to allow for imaging
of the sample surface. If implemented this would allow for more controlled
and targeted measurements and, in conjunction with the ESP301 stages, map-
ping of specific areas of interest. This work should help extend the application
of Raman spectroscopy, in particular LFR to a range of different biological,
pharmaceutical and DA systems.
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[157] Bērzinš, K.; Sutton, J. J.; Loch, C.; Beckett, D.; Wheeler, B. J.; Drum-
216 BIBLIOGRAPHY
mond, B. K.; Fraser-Miller, S. J.; Gordon, K. C. Application of low-
wavenumber Raman spectroscopy to the analysis of human teeth. Jour-
nal of Raman Spectroscopy 2019, 50, 1375–1387.
[158] Salim, M.; Fraser-Miller, S. J.; Sutton, J. J.; Bērzinš, K.; Hawley, A.;
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Appendix A: Sample code for driving ESP301 stages
Importing the libraries need to run code - give access to code written in the
libraries. CommandInterfaceESP301 is specific for the controller and needs




Class used to contant methods for exacution from the main method, ideal for
putting code that will be need multiple times in different places
Public Class auto_base_setup
Public esp As New ESP301() Create an instance of the controller (esp) that
provide methods/code for the controller can be exacuted from
Code for setting up connection to the controller
Public Sub esp301setup()
Dim devices As String() = esp.GetDevices()
esp.OpenInstrument("COM30", 921600) NOTE program is hard coded to look
for the controller on COM port 30 - will need to be set to this when installing
on a new computer
End Sub
Following three methods are for moving motors. x = axis 1, y = axis 2 and z
= axis 3
Public Sub move_x(stepsize As Double)
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Dim stepsize2 As Double
stepsize2 = 0 - stepsize
esp.PR(1, stepsize2, "fail 1")
End Sub
Public Sub move_y(stepsize As Double)
esp.PR(2, stepsize, "fail 1")
End Sub
Public Sub move_z(stepsize As Double)




Shared row_track As Integer = 0 No idea why this is here, may be leftover
from early testing
Main method - what is run when program is exacuted
Public Shared Sub Main()
Defining all the variables and there respective type that are required
Dim base As New auto_base_setup
Dim reader As StreamReader
Dim Trash As String
Dim row_num As Integer
Dim col_num As Integer
Dim z_num As Integer
Dim row_track As Integer
Dim col_track As Integer
Dim distance_x As Double
Dim distance_y As Double
Dim distance_z As Double
Dim step_z As Double
Dim acctime As Double
Dim accnum As Double
Dim spot_size As Double
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Dim response_time As Double
Dim total_time As Double
Dim sleep_time As Double
Dim spectracount As Integer
Loading in all the user set inputs, NOTE code assumes inputs file has a specific
name and is in the same location as the executable
reader = My.Computer.FileSystem.OpenTextFileReader("inputs.txt")
Reading values from user inputs into correct variables. NOTE this is dumb
coding - assumes layout of input file is maintained and appropriate values are



















Setting up connection to controller
base.esp301setup()
Maths - taking user supplied values and figuring our what the stage needs to do
row_num = distance_x / spot_size
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col_num = distance_y / spot_size
z_num = distance_z / step_z
total_time = (acctime + response_time)
sleep_time = (total_time * accnum) * 1000 spectracount = 1
Moving the stage time - series of nested For loops, moving x (axis 1), y (axis
2 ) then z (axis 3). Note z only used in debugging, not 3D maps have been run
so my not work correctly
For z_track As Integer = 1 To z_num
For col_track = 1 To col_num
For row_track = 1 To row_num
Threading.Thread.Sleep(sleep_time) Stop the stage script to allow for the mea-
surement to be collected
base.move_x(spot_size)
Next
base.move_y(spot_size) move second motor, so next base is off different line
base.move_x(-1 * (row_num - 1) * spot_size) move axis 1 back to start - -1




If z_num = 1 Then check if map is 2D (z=1) or 3D (z>1)
base.move_y(-1 * spot_size * (col_num - 1)) rest stage
Threading.Thread.Sleep(1000)
Else
base.move_z(step_z) step third motor
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Appendix B: Additional data for Chapter 3
Figure A.2.1: Various starting configurations used for PTTBT, green
box indicated the lowest energy configuration.
Table A.2.1: Relative energy for the different starting configura-
tions of PTTBT as three oligamer lengths, calculated using B3LYP/6-
31G(d). Numbering corresponds to the numbering in Figure A.2.1.







Figure A.2.2: Various starting configurations used for PPDT2FBT,
green box indicated the lowest energy configurations.
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Table A.2.2: Mean absolute deviations (MAD) between the calcu-




PPDT2FBT - linear 8 11
PPDT2FBT - helix 6 12
Figure A.2.3: The computationally modelled and experimental
ground state Raman spectrum for PTTBT and PPDT2FBT.
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Figure A.2.4: Computationally predicted electronic transitions for
the helical and linear structures of PPDT2FBT compared to the ex-
perimental absorbance spectrum, in chlorobenzene.
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Appendix C: Additional data for Chapter 4
Figure A.3.1: Various starting configurations used for the calcula-
tions.
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Table A.3.1: Mean absolute deviations (MAD) between the calcu-
lated and experimental Raman spectrum, alongside the energy relative
to the lowest energy configuration (5 for F(in) and 6 for F(out) for all
the configurations tested for F(in) and F(out).
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Figure A.3.2: The computationally modelled and experimental
ground state Raman spectrum for F(in) and F(out).
Figure A.3.3: Labelling of the key dihedral angles compared between
F(in), F(out) and F(none).
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Appendix D: Additional data for Chapter 5
Table A.4.1: Mean absolute deviations (MAD) between the calcu-
lated and experimental Raman spectrum for the FTP series.










Figure A.4.1: The computationally modelled and experimental
ground state Raman spectrum for the FTP series.
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Figure A.4.2: Eiganvectors for the vibration mode at about 1610
cm−1in the FTP series, showing the degenerate modes spread across
the different phenyl rings.
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Figure A.4.3: Variable temperature emission of FTP2 in arrange of
solvents at 10−3 mol L−1, 324.5 nm excitation was used.
Figure A.4.4: Variable temperature emission of FTP3 in arrange of
solvents at 10−3 mol L−1, 324.5 nm excitation was used.
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Figure A.4.5: Change in emission intensity for FTP2 as a function
of temperature, at 10−3 mol L−1, 324.5 nm excitation was used.
Figure A.4.6: Change in emission intensity for FTP3 as a function
of temperature, at 10−3 mol L−1 for Toluene and DCM and, due to
solubility, 10−4 mol L−1for Heptane and MeCN. 324.5 nm excitation
was used.
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Figure A.4.7: Normalised emission of the FTP series in DCM as a
function of concentration. Data was collected using 355 nm excitation.
Broadening at 1 x 10−6 mol L−1 is observed, due to low signal to noise
and weakly emissive contaminates in the DCM. Red asterisk marks
artefacts resulting from double the laser line (at 710 nm).
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Figure A.4.8: Raw emission intensity, in counts for the FTP series
in DCM as a function of concentration, after baseline subtraction to
account for instrument noise. A 355 nm excitation wavelength was
used.
Figure A.4.9: Lifetime decay traces for the variable temperature
emission of FTP1 at 385 and 520 nm (HE and LE respectively) in
arrange of solvents at 10−3 mol L−1, 324.5 nm excitation was used.
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Figure A.4.10: Lifetime decay traces for the variable temperature
emission of FTP1 at 385 and 520 nm (HE and LE respectively) in
arrange of solvents at 10−4 mol L−1, 324.5 nm excitation was used.
Figure A.4.11: Lifetime decay traces for the variable temperature
emission of FTP2 at 385 and 520 nm (HE and LE respectively) in
arrange of solvents at 10−3 mol L−1, 324.5 nm excitation was used.
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Figure A.4.12: Lifetime decay traces for the variable temperature
emission of FTP2 at 385 and 520 nm (HE and LE respectively) in
arrange of solvents at 10−4 mol L−1, 324.5 nm excitation was used.
Figure A.4.13: Lifetime decay traces for the variable temperature
emission of FTP3 at 385 and 520 nm (HE and LE respectively) in
arrange of solvents at 10−4 mol L−1, 324.5 nm excitation was used.
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Figure A.4.14: VT-1H NMR for FTP2 in CD3Cl.
Figure A.4.15: TA spectra for FTP1, FTP2 and FTP3, recorded at
5, 20 and 35 ◦C 200 ns after excitation in DCM.
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Figure A.4.16: IR spectra for neat samples of the FTP series.
Figure A.4.17: TRIR spectra for FTP1 in C=O region (left) and
decay/grow traces for the excited state C=O bands at 1537 and 1615
cm−1.
254 APPENDIX
Figure A.4.18: TRIR spectra for FTP2 in C=O region (left) and
decay/grow traces for the excited state bands at 1395 and 1605 cm−1.
Figure A.4.19: TRIR spectra for FTP3 in C=O region (left) and
decay/grow traces for the excited state bands at 1537 and 1615 cm−1.
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Figure A.4.20: TRIR spectra for FTP3 in C=O region (left) and
decay/grow traces for the excited state bands at 1587 and 1617 cm−1.
256 APPENDIX
Appendix E: Additional data for Chapter 6
Table A.5.1: Mean absolute deviations between the calculated and
experimental Raman spectrum for the CNTP series.










Figure A.5.1: The computationally modelled and experimental
ground state Raman spectrum for the CNTP series.
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Figure A.5.2: Groupings used for the Mulliken analysis of the CNTP
series.
Figure A.5.3: Electronic absorbance for CNTP2 in DCM, the relative
intensity of the 1563 cm−1band and it overtones of CNTP2 compared
to the 1426 cm−1band of DCM and the calculated electronic transi-
tions (CAM-B3LYP/6-31G(d)).
258 APPENDIX
Figure A.5.4: Electronic absorbance for CNTP3 in DCM, the relative
intensity of the 1563 cm−1band and it overtones of CNTP2 compared
to the 1426 cm−1band of DCM and the calculated electronic transi-
tions (CAM-B3LYP/6-31G(d)).
Figure A.5.5: MFR RRS spectra for CNTP2 and CNTP3 at all ex-
citation wavelength used.
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Figure A.5.6: Eigenvectors for the key vibrational models in CNTP2,
as labelled in Figure A.5.12.
Figure A.5.7: Eigenvectors for the key vibrational models in CNTP3,
as labelled in Figure A.5.11.
260 APPENDIX
Figure A.5.8: RRS spectra for CNTP2 (left) and CNTP3 (right) in
DCM between 1500 and 1650 cm−1, normalised to the peak at 1563
cm−1.
Figure A.5.9: Eigenvectors for the key vibrational models in CNTP2
(left) and CNTP3 (right) as labelled in Figure A.5.8
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Figure A.5.10: RRS spectra for CNTP1 in a range of solvents, be-
tween 1000 and 5500 cm−1in the UV region.
Figure A.5.11: RRS spectra for CNTP3 in a range of solvents, be-
tween 1000 and 5500 cm−1in the UV region.
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Figure A.5.12: RRS spectra for CNTP2 in a range of solvents, be-
tween 1000 and 5500 cm−1in the UV region.
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Figure A.5.13: Normalised emission of the FTP series in DCM as a
function of concentration. Data was collected using 355 nm excitation.
Broadening at 1 x 10−6 mol L−1 is observed, due to low signal to noise
and weakly emissive contaminates in the DCM. Red asterisk marks
artefacts resulting from double the laser line (at 710 nm). Red hash
marks emission observed for the contaminated in the DCM.
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Figure A.5.14: Raw emission intensity, in counts for the CNTP series
in DCM as a function of concentration, after baseline subtraction to
account for instrument noise. Last data point (10−6 mol L−1) show
a break from the linear decreased in intensity, due to the signal being
to close to the noise level. A 355 nm excitation wavelength was used.
Figure A.5.15: HOMO and LUMO MOs of CNTP2 calculated with
different dihedral angles between the fluorene on dicyano units.
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Figure A.5.16: Picosecond TRIR data for CNTP2 in DCM. See
Figure A.5.18 for the ground state spectrum
Figure A.5.17: Picosecond TRIR data for CNTP3 in DCM. See
Figure A.5.18 for the ground state spectrum
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Figure A.5.18: IR spectra for neat samples of the CNTP series.
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Appendix F: Additional data for Chapter 7
Table A.6.1: Mean absolute deviations (MAD) between the calcu-
lated and experimental Raman spectrum for ReTPA2 and ReTPA-
BTD.







Figure A.6.1: The computationally modelled and experimental
ground state Raman spectra for ReTPA2 and ReTPA-BTD.
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Figure A.6.2: Groupings used in the Mulliken analysis of ReTPA2
and ReTPA-BTD.
Figure A.6.3: Experimental and calculated electronic absorbance
spectra for ReTPA2 and ReTPA-BTD in DCM and MeCN .
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Figure A.6.4: Computational modelled hole (red) and electron (blue)
pairs for the lowest energy transition in ReTPA2 in DCM and MeCN.
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Figure A.6.5: Computational modelled hole (red) and electron (blue)
pairs for the lowest energy transition in ReTPA-BTD in DCM and
MeCN.

































Table A.6.2: Excited state lifetimes for ReTPA2 and ReTPA-BTD, in
DCM and MeCN, as a function of temperature. Lifetime was measure
for the ground state recovery at 450 nm. Error was calculated at 15%
of the experimental value to account for both the uncertanity in the
fit and variation in fit based on range fitted.
Temperature / ReTPA2 ReTPA-BTD
◦C DCM MeCN DCM MeCN
5 330 ±50 150 ±30 140 ±20 80 ±20
10 300 ±50 160 ±30 130 ±20 70 ±10
15 240 ±40 160 ±30 120 ±20 60 ±10
20 210 ±40 120 ±20 100 ±20 50 ±10
25 180 ±30 100 ±20 90 ±20 50 ±10
30 160 ±30 90 ±20 90 ±20 50 ±10
35 140 ±20 90 ±20 80 ±20 50 ±10
40 90 ±20 34 ±5
45 70 ±10 34 ±5
50 50 ±10 32 ±5
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Figure A.6.7: Calculated (red) and experimental (blue) RRS for
ReTPA2 and ReTPA-BTD in DCM and MeCN, as recorded at the
wavelengths reported.
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Figure A.6.8: Excitation spectra for ReTPA2 and ReTPA-BTD in
MeCN for the emission at 480 nm
Figure A.6.9: Ground state recovery at 450 nm of ReTPA2 and
ReTPA-BTD in DCM and MeCN, follow excitation at 351 nm at a
range of temperatures.
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Figure A.6.10: Excited state decay at 400 nm and ground state
recovery at 450 nm for ReTPA2 and ReTPA-BTD in DCM, after
excitation at 532 nm.
Figure A.6.11: Carbonyl region ps TRIR spectra for both complexes
in DCM and MeCN.
