Echocardiographic particle image velocimetry (EPIV) has been used for tracking contrast-enhanced intracavitary blood flow. Little is known, however, how basic imaging parameters (line density, frame rate, contrast bubble density) affect the quality of such tracking results. Our study aimed at investigating this by using simulated echo data sets.
Introduction
Blood flow inside the left ventricle (LV) has to facilitate the transport of blood from the mitral valve (MV) towards the LV outflow tract in the time between inflow and ejection. During this time, the formation of vortices inside the LV, characterized by a spiral motion of the blood with closed streamlines, conserves the blood momentum and allows the smooth redirection of the bloodstream with minimum energy dissipation. Previous studies indicate that the special geometry and location of vortical flow inside the LV contain valuable information on (subtle) LV dysfunction and might be important in the pathogenesis of cardiac disease. 1 -7 Based on these findings and driven by the advances in non-invasive imaging technology, the characterization of vortices and the interrogation of their exact function have received growing attention in cardiovascular research. A better understanding of these phenomena could offer new insights into cardiac function and may help in detecting cardiovascular disease in an early (subclinical) stage.
Moreover, vortex imaging methods could be useful in further optimizing surgical procedures, e.g. by improving the design and implantation techniques of prosthetic heart valves. 6 Some features of normal LV flow have been studied by means of computational and experimental methods. 4,8 -17 Cardiac magnetic resonance imaging techniques, i.e. phase contrast velocity mapping, have been applied for quantitative assessment of the intracardiac flows. 18 However, limited availability, difficulties in data acquisition, and low temporal resolution limit its use in research and clinic. Therefore, ultrasound-based methodologies may offer an interesting alternative. Figure 2 A mesh model of the left ventricular was reconstructed from a magnetic resonance imaging data set (left). A three-dimensional echocardiography-derived left ventricular volume curve and a pulsed-wave Doppler mitral valve inflow profile (mid) were used as inputs for the software to calculate a streamline velocity field inside a three-dimensional dynamic left ventricular model. As an example, this field is displayed at end-diastole (right).
How to optimize intracardiac blood
To date, Doppler echocardiography is widely used to study haemodynamics in a clinical setting. However, the direct information provided remains limited to a one-dimensional component of the complex three-dimensional (3D) blood flow velocity fields. Its application on 2D estimation of complex flow is possible but requires extensive assumptions. 19, 20 Recent advances in echocardiographic tracking methods have made it possible to apply the principles of particle image velocimetry (PIV) 21 to contrast-enhanced cardiac ultrasound. In short, echocardiographic PIV (EPIV) is based on the following certain features (e.g. the echo of contrast bubbles) in the image. An algorithm will look for the same feature within a defined search region around its initial position in the following frame. The point with the highest similarity between the frames indicates the new position of the feature and facilitates its displacement and velocity calculation. Such a method allows to assess the spatially and temporally varying flow field in the heart by combining a low-dose contrast injection with tracking algorithms. 5, 6, 22, 23 The parameter vorticity can then be further used to characterize the vortex flow pattern inside the LV. Image acquisition parameters, such as field of view, focal depth, imaging frequency, beam line density, etc., are key factors for optimal flow estimation performance of a tracking software. 23 Physical limitations will require a trade-off among the variables in clinical scans, but little is known about how to optimize image acquisition. Post-acquisition processing may also have a significant impact. In a study by Kheradvar et al., 22 the reliability and accuracy of a clinical EPIV software was compared with data simultaneously acquired by optical PIV from an in vitro model of the LV which reproduced flow conditions comparable to a normal human heart. However, no data about the influence of imaging parameters on the EPIV results were reported in this publication. Further, EPIV results were compared with another PIV method instead of a ground truth which may introduce a potential source of bias.
Computational fluid dynamic (CFD) models have been proposed to study the (patho-)physiology of LV haemodynamics by solving the non-linear mass and momentum equations (i.e. NavierStokes equations). We aimed to use a simulation environment, combining CFD models with an echocardiography simulator, to study the influence of imaging parameters (line density, frame rate, contrast bubble density) on the flow tracking results with the CFD velocity fields as the ground truth ( Figure 1 ).
Methods

Simulations of intraventricular blood flow
In order to design a close-to-reality model of LV shape and haemodynamics, information from different data sources was combined and used as a boundary condition: information on normal regional wall motion and LV volume change (stroke volume ¼ 75 mL) obtained 
Simulation of contrast agent motion
In EPIV, contrast microbubbles are assumed to well follow the blood flow fields. In our simulation, artificial, contrast-mimicking point scatterers at specific density were distributed at random positions within the LV and the inflow tract. During the whole cardiac cycle, the position of the artificial contrast bubbles was updated under the assumption that they strictly follow the computed blood flow. We generated four data sets for each of six different contrast bubble densities (100, 63, 36, 19, 10, and 3 bubbles/mL).
Simulation of echocardiographic image acquisition
An ultrasound imaging simulator (COLE), as previously described, 24 -27 was applied to the above described volume data loops of simulated contrast-enhanced LV blood flow. For this, a 64 crystal phased-array transducer measuring 10 × 14 mm and transmitting a Gaussian pulse with a 26 dB relative bandwidth of 65% was used, resulting in a clinically realistic ultrasound field. Backscattered radiofrequency signals were obtained at the opening angle of 508 and 2D B-mode images of LV apical long-axis views were reconstructed. Image data were generated at frame rates of 227, 113, 76, and 57 fps. By simulating imaging with 2 parallel beam-forming and processing 10 000 lines/s, a line density of the images changed accordingly to 44, 89, 132, and 175 lines/frame ( Table 1) .
Blood flow images with projected LV wall were converted to the DICOM format for further post-processing with a commercial tracking software ( Figure 3 ).
Particle image velocimetry
DICOM image loops were processed with the 'Omega Flow' software prototype (version 4.2.1, Siemens, Mountain View, CA, USA). At first, the endocardial border was manually contoured based on the projected LV wall in one still frame and then automatically tracked How to optimize intracardiac blood by the software during the whole cardiac cycle, resulting in a moving boundary for the region of interest. In a second step, the 2D velocity field was obtained within this region of interest based on the PIV method which is optimized for echocardiographic feature tracking. The processing results displayed as a grid of flow velocity vectors superimposed on the grey-scale B-mode image loops as shown in Figure 3 and digitally exported for further analysis.
Statistical analysis of velocity fields
After being exported from Omega Flow, EPIV tracking velocity vectors u EPIV (V EPIV , u EPIV ) were qualitatively and quantitatively compared with the known CFD velocity field vectors u CFD (V CFD , u CFD ) as the ground truth.
For this, the grid spacing of the CFD ground truth was adapted to the EPIV tracking results (1.8 mm) by bilinear interpolation. Then, the spatial mean correlation between the estimated velocity amplitude V EPIV and the CFD ground truth V CFD of the whole cardiac cycle was calculated. Further, the error for tracking velocity amplitude (DV = V EPIV − V CFD ) normalized to the mean of the CFD value and tracked angle of the flow direction (Du = u EPIV − u CFD ) was calculated. A normal distribution was fitted to the histogram analysis of the velocity amplitude and angle error, the location of the peak value and the standard deviation value of which were used to measure the tracking quality.
In order to study the influence of imaging parameters on the LV flow pattern estimation, vorticity was calculated from the EPIV results and correlated to the CFD ground truth. Hereto, vorticity, defined as v = ∂u y /∂x − ∂u x /∂y, can be related to the rotation of fluid elements and the formation of circulatory areas.
All comparisons were repeated four times for each combination of frame rate and contrast bubble density. A two-way ANOVA was used to compare the results. A P-value ,0.05 was considered statistically significant.
Results
In total, 96 different data sets were generated and compared.
Qualitative comparison
Examples of the qualitative comparison of EPIV results and CFD ground truth are shown in Figure 4 . The correct pattern of velocity distribution is visibly detected in all data sets. Clear differences were observed between settings, favouring high frame rates. The influence of bubble density was less pronounced. 
Quantitative comparison
The spatial mean correlation of EPIV tracking velocity amplitudes with the CFD ground truth is shown in Figure 5 for each combination of frame rate and bubble density. While frame rate changes influence tracking results with statistical significance at each step, only a very low bubble density of 3 bubbles/mL leads to significantly different tracking results compared with others. One example (113 fps and 10 bubbles/mL) of error histograms for velocity and direction is shown in Figure 6A and B. In both histograms, the Gaussian fit peaks at zero with a standard deviation of 54.8% (amplitude) and 25.88 (angle). For different frame rate and bubble density settings, the peak values stay at zero but the standard deviations s vary as shown in Figure 7 . Lowest velocity tracking errors were found at 10 bubbles/mL and 227 fps (s ¼ 45.81 + 3.43%, P , 0.05). Lowest errors of angle estimates were seen at 76 fps and 10 bubbles/mL (s ¼25.41 + 1.228, P , 0.05).
To underline the velocity dependence of the tracking error, the same amplitude and angle histogram analysis as in Figure 6A and B was performed only for regions with velocities above the mean ( Figure 6C and D) . Velocity error histograms showed a clear left shift indicating severe underestimation of high velocities. Interestingly, direction estimates remained sufficiently stable, even at high velocities.
The flow patterns recognized in tracking data matches well with the ground truth. Figure 8 exemplifies this comparison for the vorticity estimation averaged over all diastole at 10 bubbles/mL and 113 fps. Detailed results for all combinations of settings are given in Figure 9 . The correlation of estimated and true vorticity tended to grow with increasing frame rate and was best at 19 bubbles/mL and 113 fps (r ¼ 0.79 + 0.02). The influence of bubble density was less pronounced (P ¼ 0.3789), particularly at low frame rates. The optimal bubble density tended to decrease with the increasing frame rate.
Discussion
Echocardiographic particle image velocimetry is able to track flow patterns as simulated in our model. The qualitative comparison of the tracking-derived velocity vectors with the ground truth revealed principally a good match (Figure 4) . We found a dependence on image acquisition settings with a clear optimum for frame rate and lesser also for bubble density.
Intracardiac flow simulation
Our model provides image loops of moving ultrasound scatterers within a cavity which resemble dimensions, flow velocities, and flow patterns of a real LV. This appears as a sufficient approximation for this study which focused on the influence of image and acquisition parameters on the performance of EPIV. Moreover, the pure simulation of contrast motion in the LV allows us to compare tracking results with an accurately known ground truth at precisely known bubble densities and acquisition settings.
Influence of frame rate
The maximum intracardiac velocities during diastole are proportional to the MV inflow velocities. Given this, Figure 5 indicates How to optimize intracardiac blood that we can expect best tracking performance for the low flow velocities around diastasis and its deterioration at higher flow velocities. This can be explained with a loss of tracking at higher velocities when speckle patterns decorrelate between frames. The fact that correlation improves with higher frame rates ( Figure 5 ) which lead to a smaller displacement of speckles between frames and therefore a better chance of finding a correlation within the search area of the tracking algorithm supports this interpretation. A clinical proof of the concept that higher frame rates result in better tracking results is shown in Figure 10 . Figure 6A and C shows that the accuracy of velocity estimates deteriorates with higher flow velocities. It was interesting to note, however, that this relation is much less pronounced for the accuracy of the estimation of the flow direction. It can be hypothesized that despite a decorrelation of speckle patterns between frames, the correlation is still higher in the direction of flow than across it which allows a still sufficiently accurate direction estimation.
Interestingly, the influence of frame rate on the correct estimation of the flow direction was different. As can be seen in Figure 7B , very high frame rates lead to a mild deterioration of the direction estimates. This behaviour can be explained by the inverse relation between frame rate and line density in echocardiography which leads to a decrease in spatial resolution at high frame rates with a negative influence on direction estimation.
Influence of bubble density
As can be seen in Figure 7 , we found a weak relation between bubble density and the accuracy of flow estimates. It may be assumed that higher bubble densities lead to a more homogeneous speckle pattern with very similar appearance throughout the image which makes it more difficult for the tracking algorithm to follow a certain feature. Very low bubble densities lead to very distinct speckles which can be nicely followed, but may be too sparse to allow to interpret flow patterns. This is supported by both the visual interpretation of the flow vectors ( Figure 4 ) and the in vivo measurement reported in the appendix (Figure 11 ). It should also be noticed that in in vivo measurement, the saturation of high density bubbles would cause shadowing, which masks contrast and therefore could deteriorate the tracking.
Interestingly, the comparison of the vorticity calculations from tracking results and the ground truth (Figures 8 and 9 ) revealed a more clear influence of bubble density on flow pattern assessments. It can be explained by the combination of the different effects of certain settings on velocity and direction estimates, the combination of which becomes relevant for the vorticity assessment. We assume that decorrelation between frames may occur earlier when many bubbles move very fast, while only few bubbles can be still tracked with lower frame rates. On the other hand, high frame rates are of an advantage for high flow Figure 9 The correlation of the averaged vorticity over whole diastole at different frame rates (FR) and different bubbles Dens densities using the computational fluid dynamic output as the ground truth. Higher values indicate better tracking. fps, frames per second. Figure 10 Comparison of the maximal tracking velocity (cm/s) with the pulsed-wave Doppler-derived ground truth for a sequence of acquisitions with increasing frame rate. fps, frame per second.
H. Gao et al. velocities and work better at low bubble densities due to its low line density. This explanation is in concordance with our study results where we observed a decrease in the optimal bubble density with increasing frame rate.
Clinical implications
Flow dynamics inside the LV were difficult to assess in the past and are consequently poorly understood. EPIV is a new, non-invasive tool for flow pattern assessment which may allow not only to describe intracavitary haemodynamics, but also to investigate its interaction with global and regional myocardial function, LV shape, and the function of heart valves. Our results from analysing simulated data sets by EPIV and their confirmation in an in vivo test prove as a matter of principle the feasibility of this method. They also highlight, however, its strong dependence on imaging parameters (i.e. line density, frame rate, contrast bubble density), the optimization of which will not always be possible in a clinical setting.
Concluding from our results, we recommend the following in order to obtain optimal clinical tracking results with the investigated software: image quality should be optimal. Frame rate should be as high as with the current clinical echo systems possible. Contrast bubbles should be homogeneously distributed within the investigated cavity. Care should be taken that single bubbles can be clearly distinguished in the acquired images.
Limitation of the present study
The CFD LV model used for this study does not fully resemble true anatomy and function of the LV. For example, the MV remained static throughout diastole leading to somewhat higher maximum velocities inside the LV and potentially to more migration of microbubbles in and out of the scan plane. On the other hand, this model was intended to provide images where the motion of the speckles is exactly known in order to serve as the ground truth. For this purpose, the correct order of flow magnitude is more important than a perfect mimicking of natural intracavitary flow of the LV. The manual contour of the projected LV wall may introduce bias in the quantitative comparison. However, the influence has been limited by analysing the average performance of four data sets in each combination of bubble densities and frame rate set-up.
The study of the bubble density in this paper is hard to be translated into its clinical preparation, e.g. how many cc of contrast agent to cc of saline. That is due to the long blood flow transport from the injected vessel to the heart. However, the images in vivo and in the numerical simulation have shown the comparable bubble density in optimal tracking results ( Figure 12 ). As such, the bubble density analysis is important and could give guidance to its clinical study based on the intracardiac blood flow images.
Our simulated ultrasound images have close-to-optimal quality for a tracking algorithm. No noise or clutter artefacts were Figure 11 In vivo proof of concept: series of apical echocardiograms of the same right ventricle during the decay of bubble density after the injection of agitated saline (top). The maximal velocity component towards the transducer which could be tracked as tricuspid inflow signal is shown in the graph below. Note that there is an optimum for best tracking result. The true peak velocity component towards the transducer measured by pulsed-wave Doppler in the same position was 0.6 m/s.
How to optimize intracardiac blood introduced. Suboptimal image quality, however, will mainly influence overall tracking quality, while the principles of how acquisition settings and bubble density influence tracking quality, as described here, will remain valid.
Conclusions
Contrast-enhanced imaging of blood flow dynamics can be used to characterize flow patterns inside the LV with acceptable accuracy. Contrast bubble density and acquisition settings have to be optimized for best results. High frame rates gave the best performance in velocity amplitude estimation. At higher flow velocities, the velocity amplitude was underestimated but the direction estimate remained sufficient. In this study, the best flow pattern assessment (accurate vorticity measurements) was achieved with the acquisition frame rate of 113 fps and the contrast bubbles density as 19 bubbles/mL. Accuracy of 2D flow tracking is difficult to assess in vivo, since the ground truth of the distribution of flow velocity, direction, and vorticity within the ventricle is not known.
In order to show at least the validity of our experimental findings in an in vivo test, the tracking quality of the inflow velocity component at the tricupid valve in the direction of the transducer was used as a surrogate and compared with PW Doppler measurements from the same region as the ground truth in volunteers. The maximally tracked velocity was measured relative to the PW Doppler maximal velocity. The test was approved by the Ethics Committee of our institution and the volunteers had given informed consent prior to the test. Figure 11 shows a sequence of acquisitions taken at 97 fps during the decay of contrast density in the right atrium and right ventricle. The graph underneath shows the maximal velocity which could be tracked at a region close to the tips of the tricupid leaflets. The maximal tricupid inflow velocity is indicated with red square. The tracking results are dependent on bubble density and allow to identify an optimal bubble density which results in most reliable tracking. The test confirms our experimental data which also indicate a bubble density optimum for best tracking results at 76 fps is 36 bubbles/mL ( Figure 7A ). Figure 12 compares the images with optimal tracking results in vivo and in the numerical simulation. Figure 10 shows the comparison of the maximal tracking velocity with the PW Doppler-derived ground truth for a sequence of acquisitions with the increasing frame rate. It confirms the tracking results on our simulated data sets and underlines the importance of high acquisition frame rates (Figures 5-8 ). 
