Abstract-Higher quality speech synthesis is required for widespread use of text-to-speech (TTS) technology, and prosody is one component of synthesis technology with the greatest need for improvement. This paper describes a new approach to generation of two important cues to prosodic patterns-fundamental frequency (F 0 ) and energy contours-given symbolic prosodic labels and text. Specifically, the approach represents vectors of F 0 and energy with a dynamical system model, which allows automatic estimation of parameters from labeled speech. Parameters at different time scales in the model are structured to capture segment, syllable, phrase and discourse level effects based on linguistic research. F0 generation experiments with the dynamical system model show improved synthetic speech quality over the hybrid target/filter approach.
I. INTRODUCTION
T EXT-TO-SPEECH (TTS) technology is currently useful only in a limited number of applications because synthetic speech quality is not sufficiently high. Prosody, which includes the phrase and accent structure of speech, is one of the least developed parts of existing systems for converting text into speech, according to Klatt [1] , Collier [2] and others. Prosody aids the listener in interpreting an utterance, by grouping words into larger information units and drawing attention to specific words, and Silverman [3] has shown that a domain-specific model of prosody can significantly improve the comprehension of synthesized speech. Since fundamental frequency and energy are important acoustic correlates of many prosodic constructs, the goal of this research is to develop an automatically trainable model for generating and energy contours that can be incorporated into existing TTS synthesis systems to improve the naturalness and intelligibility of computer-generated speech.
Linguistic theory supports the practice of modeling prosody by predicting symbolic markers from text (for prosodic phrase boundaries, accents, and the "tones" (or pitch events) that mark them), and then using these markers to generate pitch, energy, and duration patterns. Working within this framework, we Manuscript received June 29, 1995 ; revised May 14, 1998 . This work was supported in part by the National Science Foundation under Grant IRI-8905249 and by a research Grant from NYNEX. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Daniel Kahn.
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describe a model for the and energy generation component of a TTS system. We assume the existence of a text processing module that can provide lexical information (phonemic representations and lexical stress) and symbolic prosodic markers. Other research efforts are concerned with these problems and are relatively successful, e.g. [4] , [5] for prediction of prosodic phrases and [6] , [7] for prediction of pitch accent location.
For this research, the general approach for developing models of intonation and energy is statistical rather than the more typical rule-based approach. Specifically, we combine a regression tree for range prediction with a stochastic dynamical system model for contour generation, where parameters of both components are automatically trained from a labeled corpus. However, linguistic theory is also used to help define the overall structure and parameter dependencies for the model, because statistical techniques work best when appropriate structures have been chosen and important features are known prior to modeling. For example, the model incorporates four kinds of phenomena that affect at least the contour at the level of: discourse, phrase, syllable and segment. Thus, elements of the model can be related to more traditional rule-based approaches to intonation modeling. Parameter estimation is based on the iterative maximum likelihood algorithm developed by Digalakis et al. [8] , which is extended here to handle partially unobserved data (unvoiced regions) and parameter tying that varies over different time scales. Experimental results are based on a corpus of FM radio news announcer speech collected at Boston University, which was hand-labeled with prosodic markers. FM radio news speech appears to be a good style for research in prosody synthesis, because the announcers try to sound natural while reading with a well-constrained communicative intent.
Our approach to modeling and energy has a number of advantages over other reported work. The mathematical model itself is theory neutral, while it allows for integration of linguistic knowledge that may build on a particular theory. The use of a statistical model, in particular, is attractive because it can represent the natural variability in prosodic patterns as well as learn prosodic behavior that is not yet understood linguistically. By using a model that can be automatically trained, the parameters can be easily modified to different speaking styles and different languages through retraining on a different set of prosodically labeled speech data. In addition, a statistical model can easily be used in both prosody recognition and synthesis applications.
The body of this paper is organized as follows. Section II reviews other generation work and some results from 1063-6676/99$10.00 © 1999 IEEE research in linguistics that affected our model design. Next, Section III discusses the dynamical system model and its application to and energy generation. Section IV gives details on training the dynamical system model, including some special considerations when using it to model and energy. Section V presents the experimental results, both quantitative and perceptual, and Section VI concludes with a brief summary.
II. BACKGROUND
This section reviews background research that motivates our approach to generating contours and provides the basis for many of the parameter dependencies used in the experiments. We begin with a brief discussion of the factors that affect contours and the prosodic theory that our particular implementation is based on. Then we summarize related approaches to modeling, indicating how our work builds on and extends these models. (Few recent studies have looked at the behavior of energy and prosodic structure, perhaps because the relation of energy to loudness is not as well understood as that between and pitch, hence the focus on here.)
A. Features of the Contour
Effects on the contour can be distinguished according to the size of the linguistic unit they affect, which may be at the discourse, phrase, syllable, or segmental level. We separate these effects into two groups: those that are due to tonal (accent and phrase) structure and operate at the syllable and phrase levels to create an abstract intonation contour, and those that modulate the intonation contour to give the observed contour and that operate at the discourse and segment levels.
Realization of the different possible types of accent and boundary markers in English is generally more local, and in most cases can be modeled at the syllable level. Both pitch accents on prominent syllables and the edges of phrases are marked by a variety of tones, e.g., relatively higher or lower pitch. The realization of the tones depend on the specific tone type and on factors affecting the timing of the tones relative to the segments. The syllable's structure (number of sonorant segments) affects timing, though use of syllable structure can be difficult because of ambiguity of syllable boundaries in some cases (e.g., the /n/ in "dinner"). Silverman and Pierrehumbert [9] find that pitch accent peak alignment is affected by a number of factors including the distance in time to the next tone (either a pitch accent or a boundary tone), though not affected by the prosodic labels of previous syllables.
At the phrase level, theories of intonation must account for the observation that, on average, later in the phrase is lower. Traditionally, this phenomenon was attributed to a declining baseline (e.g., [10] ), although some have attributed it to a prominence lending fall in a common phrase-final tune [11] . Liberman and Pierrehumbert [12] returned to the original observation that peaks can decline too, and so separated tone-specific effects from phrase-internal pitch range and baseline manipulations of peak downstep and final lowering proper. Beckman and Pierrehumbert [13] further explore these questions and suggest that the appropriate unit for representing pitch range is the intermediate intonational phrase, providing a theory that we will roughly follow here. Linguistic theory also holds that the last accent in a phrase, the nuclear accent, tends to be perceived as more prominent than earlier (prenuclear) accents. Other phrase-level effects include accent timing, which differs in phrase-final position, and the relatively high incidence of glottalization (and therefore tracking errors) in phrase-final position.
By the discourse level, we mean prosodic effects that span several phrases, such as the correlates of discourse topic structure. (See [14] for a summary.) Assuming that discourse-level effects on accent placement and choice of tones is modeled in other TTS components, the main impact of discourse structure on realization of is pitch range variation. Phrasal peaks lower gradually within a coherent discourse unit and are reset at discourse segment boundaries, with extra final lowering at the ends of some units (e.g., [15] , [16] ). Disruption to this pitch range downtrend may cue discourse structures outside of the narrative flow, such as parenthetical phrases [17] .
Silverman's thesis [18] includes an extensive discussion of segment level effects on the contour (sometimes referred to as microprosody), where he argues that segmental effects on are important for natural sounding intonation. His study found that the effect of consonants on are often large and can be distinguished by listeners from sentence intonation, and that listeners adjust for vowel-related variation in perception of intonational prominence. A study of segmental effects on timing and in pitch accents by van Santen and Hirschberg [19] finds strong effects of the consonant class on the following vowel. They find similar but smaller effects for consonant perturbation on unaccented syllables. Additionally, for accented syllables only, they find the vowel height strongly affects the contours (high vowels produced higher pitch values than low vowels), as shown in earlier work as well.
The model for generation developed in this paper builds on much of the research summarized in this section, taking the ToBI (Tones and Break Indices) prosodic labeling system [20] - [22] , as the symbolic representation of the intonation contour. The model represents four levels of prosodic effects through parameter dependence specifications, as described in Section III-B, but the general shape and size of these effects are learned automatically from labeled training data. Timing effects are captured in part through automatic training of multiple models that differ in prosodic context, and in part through specification of a deterministic time warping function within the syllable to capture durational effects on timing.
B. Models for Generating Contours
Many researchers have developed models for contour generation in a number of languages. There are two important issues that distinguish the various models: whether or not they represent additive effects (illustrated in Fig. 1) , and whether the low-level units are generated parametrically or by concatenating templates. Those models that do represent segmental effects (e.g., [18] ) generally use an additive model, and we shall do the same. Parametric models facilitate use of linguistic knowledge and have often been rule-based (e.g., [2] , [10] , [23] ), while template models are typically trained automatically (e.g., [24] ). Both approaches can in principle be trained automatically, but the parametric approach can better take advantage of linguistic knowledge through imposed constraints on parameter dependencies. Many parametric approaches to modeling generally fall under one of three categories (illustrated in Fig. 2 ): 1) command/filter models, 2) target/interpolation models, and 3) hybrid target/filter models that combine features of the other two models. Examples of each are described below, since our model builds on the hybrid approach.
Fujisaki and colleagues [25] , [26] have developed a command/filter model to generate contours for Japanese by smoothing a command signal with a linear filter. In Fujisaki's model, linear filters are driven by discrete commands that are generated from the syntactic and lexical information contained in the sentence. The model has two main components [ Fig. 2(a) ]: word accents are represented by square pulses of varying amplitudes and durations applied to a secondorder filter, and higher phrase level effects are represented by impulses applied to a different second-order filter. Final lowering can be incorporated by negative-going impulses at the end of the phrase, although in many languages it may not be consistent with the physiological motivation of the Fujisaki model. This model has been extended to several languages.
Pierrehumbert [23] proposed an model that operates by assigning a series of target values that are then connected together by a parabolic transition function [ Fig. 2(b) , where "X" indicates targets], improving on earlier work that used linear interpolation to connect targets. More recent targetinterpolation models [27] , [28] use a general spline function interpolation, and the targets are learned automatically and not tied to a phonological model. In particular, the model proposed by Aubergé [28] incorporates a multilevel representation, similar to that proposed here, but including more phrase levels.
Anderson et al. [29] have developed a rule-based parametric model that takes a hybrid approach to synthesizing English contours. As in the earlier Pierrehumbert model, the targets are specified sequentially according to rules that draw on phonological theory [12] , [23] , [30] . Like the Fujisaki model, a filter is used to smooth target values. However, rather than a sequence of square pulses, the input to the filter is a sequence of short constant target levels connected linearly at the endpoints [ Fig. 2(c) , where the targets are the level regions], allowing for faster changes in shorter duration contours. Silverman [18] expanded on this model by incorporating additive segmental effects and representing a set of rules for phenomena that span multiple phrases. The resulting full model captures the different linguistic phenomena that we are interested in here and provides the basis for our particular multilevel approach. However, it has the disadvantage that it requires a high cost in the manual effort of rule development. Thus, our goal was to develop a model that could be automatically trained, but retained as much of the framework of the hybrid target/filter models as possible.
III. A DYNAMICAL SYSTEM MODEL OF
AND ENERGY The dynamical system model is a general method of modeling a linear time-varying process, and Section III-A begins by reviewing the basic mathematical framework, comparing the dynamical system model to the hybrid target/filter model to make it clear how the new model applies to the problem of and energy generation. Section III-B supplies details of how the model structure is constrained to conform to theoretical models of intonation, and Section III-C covers issues of timing control. The dynamical system model represents a normalized contour, where discourse-level range effects are removed by scaling the and energy with respect to the peak for the intermediate phrase. In the final output, this contour is then scaled back to Hz by a range term predicted with regression trees, as discussed in Section III-D. Most of the discussion in this section is generally applicable, but some of the parameter dependencies are determined by the specific phonological theory adopted here and/or by training limitations associated with the corpus used in these experiments.
A. General Mathematical Framework
The dynamical system model mathematically represents a sequence of observations in terms of a sequence of unobserved states where both and can be vectors. In this application, the observation is a two-dimensional (2-D) vector containing values for and energy, and the state is also a 2-D vector. (An advantage of having a joint vector model, rather than separate scalar models for and energy, is that correlation between the two features is represented.) The general form for the discrete-time state-space model is as follows:
where, in (1), is an additive, deterministic input to the state equation, and in (2), is an additive, deterministic input to the observation equation. The terms and are zero-mean, uncorrelated Gaussian noises with covariances and , respectively. The initial state is assumed to be , where is Gaussian (with mean and covariance ) and independent of the observation and state noises. The subscript selects the set of model parameters appropriate for a particular , as will be described further below.
Ignoring the noise terms, the state equation is simply the equation for a first-order filter, where the input is (which can be thought of as a sequence of target values), and the observation equation provides for modeling multiplicative and additive effects (e.g. pitch range and segmental perturbations, respectively). Thus, the model is similar to the hybrid targetfilter models [18] , [29] , except that there is no linear interpolation between the constant targets and, more importantly, it includes the random terms and . 1 The Gaussian vectors and can be thought of as representing modeling error, i.e., the uncertainties inherent in the mathematical model due to our limited linguistic understanding of intonation and due to approximations made for computational tractability. The Gaussian vectors can also capture observation noise associated with pitch tracking errors. In addition, by making the model explicitly stochastic, we can benefit from existing maximum likelihood training algorithms, and can apply the model to automatic prosody tone recognition tasks. Another potential advantage that the dynamical system model has over other hybrid target/filter approaches is that it provides for a joint model of and energy. Since the target values (at least) change as a function of time, the model parameters (as indexed by ) change and a mapping is needed to specify which parameters to use at any given time. In the case of modeling, the would be determined by syllable, phrase, and segment level dependencies. The mappings between and sets of model parameters need not be the same for each of the parameters , and , but since nonuniform mappings require only a simple extension of the derivations here in combination with a significantly more complex notation, the simpler notation is used here and the means for extending to the more general case is discussed in Section IV. Further details on the parameter dependencies explored here are given in Section III-B, and the sequential timing control provided by is explained further in Section III-C.
In speech processing, the dynamical system model was originally proposed for recognition of phonemes [8] and it has 1 Any differences due to filter order can be accommodated by increasing the vector dimensionality to represent a higher-order process. also been used for prosodic tone recognition [40] . However, it can also be used in the generation mode by setting the model's random noise components to zero, selecting the appropriate sets of model parameters, and using the resulting predicted means of the stochastic process:
The subscript
indicates the set of model parameters appropriate for , which are are derived from the control function, , taking as input the predicted prosodic label sequence, syllable structure and lexical stress, and predicted segment duration. The model generates
and energy values for all times , and those values for in unvoiced regions are ignored. Lastly, when the model is trained on data normalized for pitch and energy range, as proposed here, the resulting values must be scaled according to the predicted range.
B. Model Parameter Dependencies
An important part of development of the dynamical system model of and energy is the proper selection of model parameter dependencies. Ideally, all of the model parameters would depend on all possible factors and the estimation algorithm would find the correct way to incorporate these factors into the model. But, to overcome limitations of training data and problems with local optima, the parameters are constrained based on current linguistic theory, as reviewed in Section II-A.
Parameter dependencies are represented within the model by the terms , and , where the parameters are as follows:
position within the intermediate phrase of the syllable containing frame ; prosodic markers on the syllable containing frame ; prosodic markers on syllables in the phrase after the one containing frame ; the phoneme class of frame . The dynamical system equations with the parameter dependencies explicitly marked are as follows:
The noise components of the model, and , are zeromean, uncorrelated Gaussian noises with covariances of and , respectively. The scaling matrix in the observation equation is constrained to be diagonal to reduce the number of free parameters. Parameter sharing is used for the noise covariances to allow the data to be used more efficiently, across the syllable regions and prosodic labels for and across the syllable regions and phoneme classes for . The parameter dependencies in the dynamical system model are essentially divided in two groups. The state equation (5) models the abstract intonation contour, which depends on tone labels and their prosodic context . The state equation can be thought of as a representation of the hybrid target/filter model, with specifying the targets and specifying the smoothing filter. The contour is generated from the intonation contour according to the observation equation (6) , which includes additive segmental effects and pitch range/baseline manipulations in the and terms. Relative prominence, as distinct from tone type, is typically implemented with peak scaling rules, and can be controlled in the dynamical system model by either scaling the targets or the smoothed contour via (prior to final range scaling). The additive term in the observation equation is split into and , to simplify parameter estimation by separating phrase-level effects from those at the phoneme and syllable level and to reduce the number of free parameters. As described next, the parameters (phrase position), (tone label), and (phoneme class) have 3, 30, and 5 categories, respectively. Thus, a combined term would have versus parameters for separate and , respectively. The division is also motivated because it eliminates some complex dependencies that are not consistent with linguistic theory and empirical observations, i.e., the size of the additive segmental effects is affected by both the prosodic label on the syllable and the phoneme class but does not depend on the position of the syllable within the phrase. Thus, segmental effects can be modeled by the additive term , while the term captures phrase-final lowering.
Below, we describe details and motivation for the specific choice of parameter dependencies used in our experiments, including both linguistic motivation and experimental assessment. In many of cases, the number of categories was restricted because of training limitations (see Section V-A).
1) Phoneme Level: Five phoneme categories, , are used to capture segmental effects: vowel, sonorant, voiceless obstruent, voiced obstruent, and strong fricative. These classes were selected primarily to group phonemes with similar segmental effects on the contour [18] , with strong fricatives (such as /s/, /z/) separated from the other obstruent consonants (such as /t/) to improve energy modeling for these phonemes. The additive term incorporates segmental effects while accounting for interaction with prosodic labels [18] through the additional dependence on . The term depends on to provide a mechanism for capturing multiplicative segmental effects, though ideally (given more data) should distinguish between high and low vowels to capture differences in vowel intrinsic pitch [18] . Segmental effects on timing could be modeled by incorporating phoneme level effects into the additive term in the state equation, but experimental evaluation found this hurt performance, probably because of the increased number of parameters. Segmental effects on timing may be more efficiently captured by the distribution mapping function described in Section III-C. Initial values for the parameters for the EM algorithm for and were obtained from Silverman's model [18] .
2) Syllable Level: Parameter dependencies based upon the prosodic markers on syllables, , are derived from the syllable's pitch accents and phrase tones. To model the data available (see Section V-A), we use five categories of syllable labels, two unaccented (lexically "unmarked" and "stressed") and three accented ("high" H*, "downstepped high" !H*, and "low" L*), and six categories of phrase tones ("none," "L-L%," "L-H%," "L-," "H-," and "!H-"). 2, 3 This means that , the prosodic markers on syllables, can be one of 30 categories. The primary role of is in determining the intonation contour, and it therefore appears in and in the state equation, as well as in as explained above. The targets also depend on the prosodic markers on adjacent syllables, , since prosodic context influences accent timing. Since the presence of a boundary tone on the same syllable is captured in the definition of , the main role of is to capture the effect of accent specifications or boundary tones on neighboring syllables. For the results reported here, takes on three possible values depending on whether the current syllable has a nuclear accent (last pitch accent in the phrase) or is postnuclear, is prenuclear and followed by an unaccented syllable, or is prenuclear and followed by an accented syllable. Other classifications of prosody on surrounding syllables tended to improve the RMS errors for the training data but increased test data errors. A larger training set would make it possible to experiment with more syllable labels (both accented and unaccented) and more detailed context specification.
3) Phrase Level: The position of the word in the phrase, , is incorporated into the observation equation through the scaling term , the noise covariance term , and the additive term , using three regions for the variable : first word, middle words, and last word. The position in the phrase is used in the scaling term to model effects such as decreasing peak height during the course of a phrase. Incorporating phrase dependence in did not significantly improve performance, and so was abandoned in the interest of decreasing the number of free parameters. The observation noise covariance, , is dependent on the position in the phrase because pitch tracking errors occur more frequently at the ends of phrases, where especially low pitch is realized as creak. The position in the phrase is used in the additive term to model potential effects arising from final lowering. (The term could also represent baseline declination if it was specified as a linear slope.)
C. Parameter Timing Control: Mapping Distributions to Observation Times
One difficulty with intonation modeling is that factors operating at different time scales influence the contour. The observation feature vectors ( and energy) occur at the frame level (e.g., every 10 ms), but the parameters of the model change in association with changes in phonetic segment category, syllable tone type, position of the syllable in the phrase, and with pitch range changes at phrase boundaries. Here, the pitch range changes are handled by a separate scaling step after the dynamical system model generates a normalized contour. The segment-related parameter changes are synchronized with phone boundaries, based on automatic alignments in training and independently predicted durations in synthesis.
Effects of tone type and position in the phrase operate at the syllable level but have time-varying patterns within the syllable. This variation is accounted for with a finite number of constant targets through: 1) the definition of "regions" of a syllable, where a region has constant parameters ( , and ) and 2) the definition of a mapping from position in the syllable (relative frame time) to the distribution region. Thus, the parameters and of the state equation and of the observation equation are conditioned on the region within the syllable to capture timing effects (e.g., to model peak timing within the syllable) in addition to the previously mentioned dependencies. The number of regions is determined empirically.
For synthesis applications, we need a deterministic mapping from observation times to regions, and this work has explored four alternatives:
1) mapping linearly in time across the syllable; 2) mapping linearly in time outward from the center point of the vowel; 3) mapping linearly in normalized time; 4 4) using a set of mappings specified with a heuristic function of syllable structure. All of the mappings produce similar results (with differences under ten percent in RMS error), but slightly better results are obtained with mapping linearly outward from the center of the vowel, which is therefore used in the results reported later. The RMS error for log energy is not sensitive to the number of regions and RMS error for versus the number of regions has a shallow minimum occurring at approximately six regions.
D. Pitch Range
High level (discourse) range and baseline effects on and the log energy are represented by scaling the overall contour at the intermediate prosodic phrase level:
where is a normalized contour generated by the dynamical system model, represents the baseline, and is the range predicted by a regression tree based on simple "discourse" features, as described below. In fact, we use , where is the peak value in the intermediate phrase. The baseline term could also be predicted, but we could not find features to predict it reliably and used a constant value of 68 Hz, the mean detected baseline value for this speaker. (Energy can be normalized similarly.)
Range scaling impacts training of the dynamical system model as well as the regression tree. In each intermediate 4 Linear mapping in normalized time involves first warping the observations to a new time scale based on normalized duration, where the normalized duration of a phone is the observed duration minus the phone-dependent mean duration divided by the corresponding standard deviation. Observations in this time scale map linearly to regions in the model. phrase, the peak is found by picking the median filtered value (filter length of five frames for a window length of 50 ms) corresponding to the peak energy during the vowel in each accented syllable in the phrase, and then choosing the maximum of this set. Median filtering is used only in estimating the pitch range, to eliminate false peaks caused by tracking errors; the raw waveform is used in the rest of the model where we explicitly represent segmental effects. The peaks were used for normalizing data (7) for training the dynamical system model. The peak minus baseline value, , was used for training the regression tree, which was designed with the standard algorithm developed by Breiman et al. [34] .
In the work here, we considered only very simple characterizations of discourse structure as tree questions, including minor and major phrase positions within sentences and paragraphs, phrase lengths, and the number of pitch accents in the phrase. The resultant tree uses only features that indicate where the current phrase falls in its sentence, where a higher peak is predicted for phrases that occur early in the sentence, as shown in Fig. 3 . The tree gave RMS error of 42.1 Hz on the test set, compared to a variance of 45.7 Hz on that data for a speaker with a mean peak of 215 Hz. The reduction in variance is probably small because of the simplistic prediction variables used, and could be significantly improved with access to more sophisticated discourse analysis, of the sort that would be available in a message-to-speech application.
IV. PARAMETER ESTIMATION
This section goes into more detail the parameter estimation equations needed in the two-step iterative algorithm, first giving a modification of that developed in Digalakis et al. [8] that includes nonzero means in both state and observation equations and then expanding on the solution to handle partial observations (needed for unvoiced regions) and nonuniform parameter tying.
A. Baseline Algorithm
Finding the dynamical system parameters automatically with traditional techniques is difficult, particularly since there are missing observations in the unvoiced regions. Therefore, this work uses an iterative method for parameter estimation based upon an algorithm developed by Digalakis et al. [8] for speech recognition. This approach to parameter estimation uses the two-step, iterative expectation-maximization (EM) algorithm [31] for maximum likelihood (ML) estimation of processes with unobserved components. In this case, the unobserved components are the state vectors, , and the component of for unvoiced data. The EM algorithm is based on the principle that the likelihood of the observed data can be maximized by iteratively maximizing the expected joint likelihood of the observed and missing data , where for the dynamical system model constant (8) where is short for . The EM algorithm involves iterating 1) E-step: Compute 2) M-step: Reestimate until convergence. For the dynamical system model described here, the M-step involves multivariate regression using first and second-order conditional expectations of and , which are thus the only computations needed in the E-step. The equations required for these two steps at each iteration are summarized below for the case where the parameters in region are constant for all and parameters are not tied across regions. (We use the term "region" since a single model may have multiple regions to capture variation in time.) Training with the EM algorithm typically converges quickly, taking four to ten iterations in the experiments reported here.
1) E-Step:
The first-and second-order moments of and for all are needed for parameter estimation, as summarized below. Assuming, for the moment, that is completely observed, these moments simplify to to represent the times in a contiguous subsequence of that correspond to region .) Thus, the E-step simply involves computing the quantities , and , which are the expected moments of given the observed data . These quantities are computed recursively, as summarized below. All of the recursion equations are standard equations for the Rauch-Tung-Striebel algorithm [32] , using the standard Kalman filtering forward recursions followed by a backward pass, except for the cross covariance equations (19) and (20) , which were derived by Digalakis et al. [8] .
E-
Step-Forward Recursions:
E-Step-Backward Recursions:
2) M-Step: In normal ML estimation, would be chosen to maximize the log-likelihood of the data, but because is unobserved and is only partially observed, is chosen to maximize the conditional expected value of the log-likelihood given the old value for . The solutions for the dynamical system model parameters, (25)- (28), shown at the bottom of the next page, are therefore specified in terms of conditional expected values calculated during the E-step. where including all " " in a run and represents the number of elements in . The initial state mean and covariance are given by the standard ML estimates taking the average over and , sets that include moments for the initial state in each contiguous subsequence that maps to model .
B. Handling Unobserved Regions
Part of the advantage of using the EM algorithm for parameter estimation is its ability to handle missing observations. Unlike the speech recognition application considered in [8] , where whole vectors might be missing, the joint modeling application has the problem that only part of may be missing. Specifically, observations are missing during unvoiced regions of the speech and during periods where data is ignored due to tracking errors. For such times , the statistics and must also be computed in the E-step.
Recall that , where is a Gaussian process with zero mean and covariance that is independent of . The distribution of is normal with mean and covariance . Then the distribution of is also normal, with mean and covariance 
where is the th element of . 5 These terms are then used in the modified conditional expectations, which replace (10) and (11) (17) does not change, nor are the backward recursions affected by missing observations since they do not depend on the observed process .
C. Parameter Tying
In the general form for the dynamical system model specified in (1) and (2), the subscript identifies the model region and thus the set of parameters appropriate for and , where . If two regions, say and , share some but not all parameters, then the optimal reestimation equations are more complex than those given in the M-step in Section IV-A. In particular, the solution becomes more difficult when and (or and ) have different parameter dependencies.
For a true ML solution, the M-step equations must be modified to simultaneously solve for all interdependent parameters. For example, if the parameters in the state equation [see (1) ] are tied differently across regions , then these parameters must be solved for jointly with those (25) (26) (27) (28) from all regions that either one is tied to. The same is true for from the observation equation [see (2) ]. The parameter tying problem is handled by thinking of the matrix derivatives in terms of vector derivatives with respect to one row at a time. Then these vectors are stacked up, combining the appropriate conditional expectations from all the 's and 's (for example) that share the same subset of the data. The solution is then an extended version of (25) and (26), requiring a potentially large matrix inversion.
For example, consider the following relatively simple case with parameter tying only in the observation equation: (38) In this case, both and have the data broken up into regions according to the factor , but for the data must be further partitioned according to the factor . If can take on two values ( and ) then the data is broken up to define two parameters and for every . Let and . The new equations for the parameters and in terms of the conditional expected values are in (39) , shown at the bottom of the page.
If there are only a small number of cross dependencies, then this optimal solution is appropriate. However, extensive cross dependencies will lead to a large matrix inversion problem, which requires substantial training data for robust estimation and computational power for inversion.
When the optimal solution described above is impractical, an approximate solution for the parameters can be used. Using the observation equation as an example, our approach is to estimate assuming that is known, taking it from the previous EM iteration, and then reestimate and using this estimate of . The solution for the above example is (40) (41) where indicates the EM iteration number. The solution for the state equation is analogous. The derivation is a variation of that in [8] , details of which can be found in [33] . The expected moments remain the same as given in previous sections.
V. EXPERIMENTAL RESULTS
This section presents results for and log energy contour generation using the dynamical system model with the approximate ML estimation technique. The results given here are in the form of quantitative measures as well as perceptual evaluations of the generation algorithms.
A. Radio News Corpus
The experiments are based on utterances that were collected from a single female radio announcer (F2B) from the Boston University radio news corpus [35] . We used 34 stories (approximately 48 min, 8841 words) recorded from actual radio broadcasts for model training, and four stories recorded in the laboratory (approximately 11 min) for testing. Lexical stress assignments and syllable boundaries were taken from a large dictionary, and phonetic labels and segment boundaries were obtained automatically using the Boston University speech recognition system. Energy and contours were computed with the Entropic Waves version 5.0 pitch tracker [36] every 10 ms. About 250 longer duration pitch tracking errors (more than 50 ms) were hand marked to allow the programs to treat these values as missing during training and testing.
Prosodic labels for this work are based upon the ToBI [20] - [22] multitiered labeling system. The break index tier specifies prosodic constituent structure using a subset of the markers in [17] , and the tone tier contains a subset of Pierrehumbert's tone labels [30] , [13] . Every intermediate phrase (break index three or four) is assigned either an "H-," "!H-" or "L-" marker corresponding to a final high, downstepped or low tone. An intonational phrase (break index 4) has a final boundary tone marked by either a "L%" or an "H%." Since intonational phrases are composed of one or more intermediate phrases plus a boundary tone, full intonation phrase boundaries will have two final tones, e.g., "L-L%." Pitch accent tones are marked at every accented syllable, or about one third of the syllables in this corpus. Accent types include: a peak accent "H*," a low accent "L*," a scooped accent "L* H," a rising peak accent "L H*," and a down-stepped peak "H !H*." Down-stepped high tones (a high tone after a higher tone in (39) the same intermediate phrase) are marked by a "!." Uncertainty about a phrase tone or pitch accent can be marked with a "?," but was used by the transcribers on less than 2% of the accents marked.
Prosodic labeling for these stories was done at two sites, and three of the stories containing 1002 words were labeled by both sites so that consistency of the labels could be assessed [33] . 6 For pitch accent types, there was agreement on presence versus absence for 91% of the words. On those 487 words that were marked by both labeling groups with an accent, there was 60% agreement on accent type with most of the disagreements occurring for the difficult "L H*" versus "H*" distinction. Grouping "H*" tones with "L H*" tones as in Pitrelli et al. [21] , there was 81% agreement on pitch accent type. Boundary tone agreement was 93% for the 207 words marked by both labelers with an intonational phrase boundary, and similarly there was 91% agreement for 280 phrase accents. Similar levels of agreement were found for labeling the five ToBI break index levels.
The model developed in this paper uses five categories of prominence labels for syllables ("unmarked" and "stressed" for unaccented syllables, and "high," "downstepped high" and "low" for accents) and six categories of phrase tones ("none," "L-L%," "L-H%," "L-," "H-," and "!H-"). Different accent types were grouped as needed to get high labeling accuracy (e.g., "H*" grouped with "L+H*") and/or sufficient training data (e.g., "X*"? grouped with downstepped high, and "*?" with stressed). The division of the unaccented category into unmarked and stressed syllables was based on dictionary lexical stress and motivated by energy modeling. The number of tokens in the training set for the resulting 30 possible combinations are summarized in Table I .
B. Numerical Results
Experiments with the model were run using several different configurations, in an attempt to separately evaluate the different components of the model (contour modeling versus range prediction) and to assess various modeling assumptions. Performance was measured in terms of RMS error between predicted and energy contours and observed contours in the test data, using the ToBI prosodic labels associated with the test data as input for controlling parameter selection. The first experiments look at performance of the dynamical system model separately from the range prediction algorithm. The results for the RMS errors for the dynamical system model for range-normalized and energy contours are shown in Table II . Normalization is based on the detected peak for the phrase, as described in Section III-D. Results are given for the case where the baseline is detected separately for each phrase versus a constant baseline for all phrases in all utterances. The detected baseline is the observed minimum for the phrase, with some corrections for tracking errors. The use of a constant baseline is motivated by the difficulty in automatically predicting the baseline from paragraph structure, but the results here suggest that baseline prediction (even if perfect) would not improve results on the test data given a definition of baseline as the minimum value in the phrase. The corresponding RMS errors of the constant-baseline model output, scaled by the detected peaks, are given in the first line of Table III. The next experiment compares the joint vector model of and energy to independent scalar models. Comparing the first and second rows of Table III shows that there is a small reduction in error associated with the joint model (not significant), and none for energy. Since the independent models are simpler to implement, the joint model is probably unnecessary for synthesis of this particular speaking style.
Finally, comparing rows one and three of Table III shows some degradation in performance associated with using the automatic pitch range prediction algorithm versus the true peak for the phrase. The variance for the (Hz) and log energy (dB) of the training and test data are shown in the last row of Table III , for reference. The results show that, with an observation-based range predictor, the dynamical system model can reduce variance by 33% for and 37% for energy. With automatic range prediction, the gains are smaller: 19% for and 29% for energy. Note that range is a much more important factor for than for energy, with a larger loss in performance for predicted range than for predicted energy, despite the fact that predicted energy range is constant for all phrases.
Several additional experiments were conducted to assess some of the parameter dependence choices. The changes in RMS error were relatively small (less than 10%), but it is interesting to note which changes did not hurt performance. Changing the accent categories from high, downstepped high, and low, to just the presence of an accent increased the RMS errors for but did not affect the RMS errors for energy. Similar results were observed when the number of phrase tone categories was reduced from five to one. Removing all segmental effects (dependence on ) increased the RMS errors for both energy and . The additive term (that would capture phrase-final lowering) did not benefit either or energy. (This result does not completely rule out the possibility of phrase-final lowering, since it may be that the three category distinction for was too simple.) Completely removing the dependency on phrase position from did not affect the RMS errors for energy and increased the RMS errors for only slightly. Although the reduction in variance is not as large as we had expected, the model appears to be working well from perceptual experiments, as described in the next section. Looking at sample contours, such as those shown in Fig. 4 , we see that some of the large errors are due to pitch tracking errors in the original contour that we do not want the model to predict. Similarly, phrase-final creak also leads to large variations in the energy contour, that should be predictable only in association with predicting creak. However, these plots also illustrate points where the model can be improved.
In prediction, some of the biggest errors appear to be coming from segmental effects, which might be addressed by adding region dependence (i.e., position in the syllable) and an indicator of whether the syllable or phoneme is foot-or phrase-initial. For example, in Fig. 5 , the /b/ in "wristband" is the onset consonant of a stressed, foot-initial syllable, and therefore might be expected to be produced with more articulatory precision and have a larger effect on than the /b/ in other environments (e.g., syllable-final or prevocalic in a reduced syllable). Of course, it may also be useful to increase the number of phoneme classes. In addition, it would be useful to have better segmental alignments in the corpus, particularly at vowel-nasal boundaries, because segmental effects are greatest near phoneme boundaries. There is also a large region of error in the contour during the H* accent on "wearing." This might be addressed by improved models of timing within the syllable, or it may be a problem of poor modeling of prominence relationships among accents within the phrase. In this example, the second accent is higher than the first in the original contour, and this sort of prominence boosting is relatively rare in this corpus. Both Figs. 4 and 5 show some larger errors in the predicted log energy contours in the unvoiced regions of the phrase. The majority of the problems with energy modeling occur during periods of strong frication, during both strong fricatives (e.g., / /) and during the frication phase of the aspiration interval of strong stops. This problem is reduced somewhat relative to experiments that did not have a separate phonetic class for strong fricatives, but the error is still high. Since many of the parameter dependencies were chosen with the contour in mind, and since joint and energy modeling does not seem to be advantageous, it would be useful to explore a different set of parameter dependencies in an independent version of the energy model. In particular, results in [37] suggest that more segmental categories are needed.
Despite remaining problems, the model does seem to be quite good at capturing several characteristics of and energy contours, and the perceptual tests described next show that the model compares favorably to another existing model.
C. Perceptual Test Results
The model was also tested in two perceptual tests using the 1994 AT&T TTS synthesizer with the female voice. The generation component in the TTS synthesizer is based on the hybrid target/filter model [29] , and it provides a highquality baseline for comparison. The first test examines the dynamical system model's performance when generating only contours, while the second examined the model's performance when generating both and energy contours. For these experiments, the contours generated by the dynamical system model are modified so that the range is on a better scale for the synthesizer, to reduce distortion associated with large changes due to signal processing limitations of concatenative synthesizers. Specifically, the range was linearly reduced to 70% of the original and the baseline was offset by 30 Hz.
Both tests used a similar format, relying on listeners to comparatively rate the naturalness of synthesized speech, comparing three versions of each sentence that varied in the intonation and/or energy contour. (Two tests were run to reduce the amount of listening time asked of a subject in a single experiment.) The test material consisted of 15 sentences from the radio news story test set. All versions were produced using the same word pronunciations and durations from the original spoken versions. The participants listened to the three versions of each sentence as many times as they wanted and were asked to rate the naturalness on a scale of 1 to 5, with 1 representing the most natural. They were instructed that this test was evaluating several methods of producing intonational contours and that they should pay close attention to the naturalness of the intonation. The order was varied so the participants did not know which version of the synthesized speech they were listening to. For the first test, the three different versions of each sentence included: 1) our model with hand-labeled prosody, 2) the hybrid target/filter model (TTS default) with prosody labels as marked in the spoken version, and 3) the hybrid target/filter model and predicted prosody labels. The results for this test, based on 12 subjects, are shown in Table IV . Each subject's scores were averaged across the 15 sentences, and the averaged scores were analyzed by means of analysis of variance (ANOVA). Using a one-way analysis of variance, a test to determine if the scores are from the same distribution fails at the .01 level:
. A multiway analysis shows significant differences between each pair. Comparing the dynamical system model (mean 2.5) to the target/filter model (mean 3.3), we obtain . A Duncan multiple range test also shows that the differences across the three cases are significant at the .01 level. From a table of studentized ranges, we calculate the least significant range for the ordered mean difference between case one and two, and for the ordered mean difference between case two and three. Interestingly, the difference in performance was greater for the different models than for the different sources of prosody markers, but results show that synthetic speech can be improved both by better modeling and by better prosodic marker prediction.
In the second test, we compared three versions of the same 15 sentences using: 1) the dynamical system and energy model, 2) the dynamical system model and the synthesizer's default energy model, and 3) the target/filter and default energy model. All three versions are synthesized using the hand-labeled prosodic markers. The results for this test, based on eight listeners, confirmed the finding of a significant improvement in the intonation model but did not show a difference between the energy models. The averaged scores were again analyzed using anova and Duncan tests. Using a one-way analysis of variance, a test to determine if the scores are from the same distribution fails at the .01 level:
. As shown in Table V , for the ordered mean difference between case one and two (not significant) and for the ordered mean difference between case two and three (significant at .01 level). Since the energy model is clearly off in low energy regions, we are optimistic that addressing this issue will lead to improved perceived quality.
Informal listening tests with the test data indicate that the intonation model does a good job of capturing the style of speaking in that others who were not familiar with this work, but were familiar with the corpus, could recognize the speaker. Though the speaker style is partly due to the use of natural durations and symbolic prosodic labels used to generate the speech, the speaker is not easily identifiable under those same conditions with the target/filter contour.
VI. SUMMARY
A new method has been presented for the generation of and energy for speech synthesis, based on a nontraditional statistical approach using a dynamical system model for generating phrase-level contours and a regression tree for predicting a scaling factor for each phrase. Quantitative and perceptual results show that this approach is capable of producing good approximations to observed and log energy contours using lexical information and symbolic prosodic labels. This method of generating , used in conjunction with a model for predicting the symbolic prosodic labels from text (e.g., [6] , [7] ), could produce a text-to-speech synthesizer with a more natural intonation. The model for energy did not improve speech quality, but there are many parameters that could be adjusted since the dependencies were designed primarily with modeling in mind. Despite the novel statistical approach, the model builds on advantages of other work, i.e., the smoothing function of the filter in the command/filter model [25] , [26] , the representation of targets [18] , [29] , and the multilevel representation of [18] including the modeling of segmental effects. Our model has the advantage over these purely rule-based models in that it can be automatically trained. Since the structure is based in linguistic theory, it also covers a broader range of prosodic characteristics than do other automatically-trainable models, e.g., [38] . A potential advantage of the dynamical system model is that it can handle vector processes, allowing for joint modeling of energy and . While the joint model did not give significant gains in the experiments reported here, experiments in intonation recognition (with HMM's) suggest that a joint /energy model is useful. Finally, the architecture presented here can be easily scaled in complexity by adding or omitting parameter dependencies, given sufficient training data, so the model can be tailored for use on different platforms or to different phonological theories. The main disadvantage of this general approach is that it requires a large amount of labeled data, and hand labeling prosodic markers is very expensive. However, much progress is being made on the problem of automatic labeling (e.g., [39] ), and this work is itself useful in improving the accuracy of automatic prosodic labeling using maximum likelihood recognition [40] .
While this work represents an important advance in intonation modeling, the primary contribution is the structural framework. There is still much work that can be done to improve on the results presented here. Further exploration of intrasyllable timing and parameter dependencies within the dynamical system model, particularly for energy modeling, will undoubtedly lead to better performance. Pitch range prediction could also be improved with better predictor variables, particularly if a discourse analysis was available as in messageto-speech generation. Finally, it would be interesting to assess the methodology on other speakers or speaking styles, to confirm initial impressions that style is captured well by this model.
