Polarization Rotation Effects due to Parity Violation in Atoms by Botz, G. W. et al.
ar
X
iv
:h
ep
-p
h/
94
06
22
2v
1 
 3
 Ju
n 
19
94
HD–THEP–94–14
POLARIZATION ROTATION EFFECTS
DUE TO PARITY VIOLATION
IN ATOMS
G. W. Botz1, D. Bruß 2 and O. Nachtmann
Institut fu¨r Theoretische Physik
Universita¨t Heidelberg
Philosophenweg 16, D-69120 Heidelberg, FRG
Abstract:
We present a study of parity (P) violating polarization rotations of atoms in external electric
fields. Five different types of rotations are identified and the consequences of time reversal
invariance (T) are discussed. The role played by Zeldovich’s electric dipole moment of un-
stable states is elucidated. To calculate the effects, we use the standard model of elementary
particle physics where P violation in atoms is due to the exchange of the Z boson between the
quarks in the nucleus and the atomic electrons. We consider in detail hydrogen-like systems
in n = 2 states, where n is the principal quantum number, especially 11H,
4
2He
+, and 126 C
5+.
There one has the metastable 2S1/2 states which are separated from the 2P1/2 states with
opposite parity only by the small Lamb shift leading to a relatively large P-violating state
mixing. The nominal order of magnitude of the polarization rotations is 10−11 − 10−12 but
we discuss ways to obtain in some cases large enhancement factors of order 104. We show
that e.g. for 11H one could in principle observe P-violating polarization rotations as large
as a few percent, where for a statistically significant result one would need a total of 1015
polarized atoms. We point out that some of our P-violating polarization rotations are very
sensitive to the nuclear spin-dependent part of the P-violating Hamiltonian which receives
a contribution from the polarized strange quark density in polarized nuclei. Thus a mea-
surement of P-violating polarization rotations of atoms would be of great interest in at least
three respects: it would demonstrate the existence of quantum mechanical effects in atoms
where P violation and T conservation interplay in a subtle way, it would allow a measurement
of polarized quark densities in polarized nuclei, thus shedding light on problems associated
with the “spin crisis” for the nucleons and it would allow precision determinations of the
electroweak parameters related to the Z boson exchange at very low energies. This shows
again the interplay of atomic, nuclear, and particle physics in P-violating effects in atoms.
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1 Introduction
The advent of the standard model (SM) of elementary particle physics [1] and the
experimental discovery of weak neutral currents in neutrino interactions [2] paved the
way for detailed predictions of parity(P)-violating effects in atoms [3], [4]. By now such
effects are well studied theoretically and have been verified experimentally for heavy
atoms containing many electrons (for a recent review cf. [5]). On the other hand,
P-violating effects have so far not been demonstrated experimentally for the simplest
atomic systems: hydrogen-like atoms, where theoretical calculations can be pushed to
very high accuracy [6]. Proposals for P-violating experiments in hydrogenic systems
have been made e. g. in [7] – [11]. These proposals as well as the experiments actually
performed for heavy atoms in general involve looking at P-violating characteristics of
light quanta emitted or absorbed by the atom. In the present work we will discuss P-
violationg effects in atoms which are of quite a different nature. We propose to look at
P-violating polarization rotations of atoms when they are subjected to external electric
fields. This has some similarity to the proposals for regeneration-type experiments
made in [7], [9]. In the days of high precision physics in the framework of the SM at
high energies, e.g. at LEP (cf. [12] for a review), we should discuss the motivations for
our study. They are as follows:
(1) P-violating effects in atoms can provide precision determinations of the effective
SM couplings at low energies. Comparison with high energy precision values for these
couplings allows to check their “running” as predicted by the renormalization theory.
In this way a very sensitive test of higher order effects in the SM and a probing for
new physics beyond the SM is possible.
(2) P-violating effects in atoms can give interesting information on properties of
atoms and nuclei. They may, for instance, shed light on the so-called “spin crisis” for
nucleons [13], [14].
(3) We will show in the following that P-violation in atoms leads to certain spin
rotation effects for atoms in electric fields. Such effects present interesting quantum
mechanical phenomena which should be worthwhile to study for their own sake.
(4) There are many recent advances in experimental techniques of atomic physics,
like the production and storage of “cold” heavy ion beams in storage rings (cf. [15] and
references therein) and the observation of interference effects with atomic beams (cf.
[16] for a review). This should also make the tiny P-violating effects in atoms more
easily accessible to experimental studies.
Our paper is a continuation of the work done in [17], and much of the formalism will
be taken over from there. In section 2 we briefly recall the P-violating Hamiltonian.
In section 3 we work out the general formalism for the angular momentum precession
effects for atoms in a constant external electric field. We use the Wigner-Weisskopf
approach for the description of unstable states. In section 4 we discuss rotation effects
for the case of an electric field which is piecewise constant in time, for instance the
case where the electric field has a value E1 for the time 0 to t1, then E
2 for the time
t1 to t2 and is then switched off. In section 5 we present our results for hydrogen-like
systems with spin-zero nuclei. Results for hydrogen-like systems with nuclei of spin 1
2
are discussed in section 6. Our conclusions are drawn in section 7.
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All our formulae are written in natural units, h¯ = c = 1, if other units are not
explicitly indicated.
2 The P-violating Hamiltonian
In the framework of the SM the effective P-violating Hamiltonian HPV , relevant for
atomic physics, is due to Z exchange between the atomic electrons — or muons in the
case of muonic atoms — and the quarks in the nucleus. In terms of lepton and quark
field operators we have
HPV = H
(1)
PV +H
(2)
PV , (2.1)
H
(1)
PV = −
G√
2
∫
d3x 2glAl¯(x)γ
λγ5l(x)
(∑
q
gqV q¯(x)γλq(x)
)
, (2.2)
H
(2)
PV = −
G√
2
∫
d3x 2glV l¯(x)γ
λl(x)
(∑
q
gqAq¯(x)γλγ5q(x)
)
. (2.3)
Here l = e or µ and q = u, d, s, neglecting possible contributions from the heavy quarks
c, b, t. The notation is as in [18] with G Fermi’s constant and gl,qV,A the neutral current
coupling constants for l, q.
In the following we will neglect nuclear recoil and size effects, i.e. we will consider
an infinitely heavy point nucleus sitting at the origin x = 0. P-violating effects in the
nucleus like its anapole moment [5] will be neglected as they are higher-order effects.
Let I, I, I3 denote as usual the spin operator and quantum numbers of the nucleus
Z,N (Z: number of protons, N : number of neutrons) and let us normalize the nuclear
states to
< Z,N ; I, I ′3 |Z,N ; I, I3 >= δI′3I3. (2.4)
From rotational invariance and conservation of parity, charge, strangeness and baryon
number in strong interactions, we find now for the matrix elements of the hadron
currents in (2.2), (2.3) the expressions:
< Z,N ; I, I ′3 | q¯(x)γ0q(x) |Z,N ; I, I3 > = δ3(x) δI′3I3 ·

2Z +N for q = u,
Z + 2N for q = d,
0 for q = s,
< Z,N ; I, I ′3 | q¯(x)γq(x) |Z,N ; I, I3 > = 0,
(2.5)
< Z,N ; I, I ′3 | q¯(x)γ0γ5q(x) |Z,N ; I, I3 > = 0,
< Z,N ; I, I ′3 | q¯(x)γγ5q(x) |Z,N ; I, I3 > = G(q)A (Z,N) δ3(x) < I, I ′3|I|I, I3 > .
(2.6)
Here we have introduced the axial form factors G
(q)
A (Z,N) of the nucleus for the various
quark species q. For the proton and neutron these form factors are related to the
integral over the g1 structure function of polarized lepton-nucleon scattering (cf. [19]–
[24] for reviews). There one defines ∆q as the “total polarization” carried by the quark
2
species q. These ∆q are related to G
(q)
A (2.6) by
(∆q)p,n =
1
2
G
(q)
A p,n. (2.7)
There are some subtle renormalization problems concerning the axial flavour singlet
current in making the connection (2.7). We will not enter into this discussion here.
For definiteness we choose a scheme where the axial flavour singlet current is not
renormalized. In other words, we consider (2.7) as definition of ∆q. The sumrule
in deep inelastic scattering related to ∆q will then have calculable corrections due
to gluonic effects. (We thank U. Ellwanger for a discussion on this point). We will
generalize the definition of ∆q for nuclei of arbitrary spin I as
∆q(Z,N) = I G
(q)
A (Z,N). (2.8)
In the naive parton model interpretation ∆q is then the number of quarks q and
antiquarks q¯ with spin parallel minus the number of quarks q and antiquarks q¯ with
spin antiparallel to the direction of flight of the nucleus moving fast in the 3-direction
and having I3 = I as spin state.
What do we know about the values of ∆q for various nuclei? By isospin invariance
the quantity ∆u−∆d can in some cases be related to the Gamow-Teller matrix element
of nuclear β decay. This is discussed in Appendix A.
For the proton we get for instance
1
2
(G
(u)
A −G(d)A )p = (∆u−∆d)p = gA, (2.9)
where gA = 1.2573(28) is the axial decay constant of neutron β decay [25]. (In our
convention [18] we have gA > 0). The quantity (∆s)p is derived from the EMC mea-
surement [13] as
1
2
(∆s)p = −0.095± 0.016± 0.023, (2.10)
where the first error is statistical, the second one systematic. The naive expectation was
(∆s)p = 0 and thus the value (2.10) gave rise to the “spin crisis” of the proton. New –
as yet unpublished – results from the SMC collaboration (D. Adams et al of [14]) seem
to indicate a smaller value for (∆s)p than (2.10). In the following we will always use
for numerical estimates the central value of (∆s)p of (2.10). Other experimental results
for (∆s)p are then easily taken into account by a suitable rescaling. An independent
determination of ∆s by an atomic P-violation experiment would clearly be a significant
achievement. As we will see, some of the effects discussed below are indeed quite
sensitive to ∆s.
The next step is to use the matrix elements (2.5), (2.6) for the hadronic part and
a nonrelativistic reduction for the leptonic part of H
(1,2)
PV (cf. (2.2), (2.3)). The final
result for the effective P-violating Hamiltonians reads as follows:
H
(1)
PV =
G
4
√
2
1
ml
Q
(1)
W (Z,N) ·
{
δ3(x)(σ · p) + (σ · p)δ3(x)
}
, (2.11)
H
(2)
PV =
G
4
√
2
1
ml
Q
(2)
W (Z,N) ·
{
δ3(x)(I · σ)(σ · p) + (σ · p)(I · σ)δ3(x)
}
, (2.12)
3
where p and σ are the momentum and spin operators of the lepton l and Q
(1,2)
W are
weak charges:
Q
(1)
W (Z,N) = −4glA
{
guV (2Z +N) + g
d
V (Z + 2N)
}
, (2.13)
Q
(2)
W (Z,N) = 4g
l
V ·
∑
q
gqAG
(q)
A (Z,N). (2.14)
In the framework of the SM we have
glV = −12 + 2 sin2 θW ,
glA = −12 ,
guV =
1
2
− 4
3
sin2 θW ,
gd,sV = −12 + 23sin2 θW ,
guA =
1
2
,
gd,sA = −12 . (2.15)
Q
(1)
W (Z,N) = (1− 4 sin2 θW )Z −N, (2.16)
Q
(2)
W (Z,N) = − (1− 4 sin2 θW )
[
G
(u)
A (Z,N)−G(d)A (Z,N)−G(s)A (Z,N)
]
= −1
I
(1− 4 sin2 θW ) [∆u(Z,N)−∆d(Z,N)−∆s(Z,N)] . (2.17)
The numerical values of these weak charges are collected for some nuclei of interest in
Table A2 of Appendix A.
3 Rotation effects in a constant electric field
3.1 Hamiltonian and state vectors
Let us consider a hydrogen-like system, i.e. a nucleus with a single lepton (electron or
muon) around it. The energy levels in the Coulomb approximation are 1S, 2S, 2P etc.,
where 2S and 2P are degenerate. These levels are split by the fine structure, the Lamb
shift and further QED effects and the hyperfine structure if the nuclear spin I 6= 0. We
will consider P-violating effects for the states with principal quantum number n = 2
since one can make beams of the metastable 2S states which can readily mix with the
nearby 2P states through HPV .
The Hamiltonian for the atom in a constant external electric field E and in inter-
action with the radiation field can be written as
H = H0 +HPV +Hext +Hrad, (3.1)
Hext = exE . (3.2)
Here e > 0 is the positron charge, H0 is the Hamiltonian for free photons plus the
atomic states before the inclusion of P-violating, radiative decay and external electric
4
field effects, HPV is given in (2.1), (2.11), (2.12) and Hrad is the term responsible for
radiative transitions between the atomic states. Compared to our work in [17] we will
include now nuclear spin effects and, in the following section, we will also consider
external electric fields with a nontrivial time dependence. The spectrum of atomic
eigenstates of H0 is shown schematically in Fig. 1 for n = 1, 2. By inclusion of HPV
and Hext the S and P states get mixed, by inclusion of Hrad the n = 2 states become
unstable. We neglect in the following radiative transitions between levels with the
same n, as such transitions have a much longer time scale than the effects we will be
interested in. We also neglect the small mixing of states of different n due to HPV and
Hext.
The typical situation we will consider is that of a metastable 2S state which is put
into the external field E at time t = 0 and polarization-analysed at some later time.
The theoretical tool to deal with this situation is the Wigner-Weisskopf method [26].
The relevant states which we have to consider are the n = 2 atomic states and their
decay products: the n = 1 atomic states plus photon states. Let us choose as basis for
the atomic states the eigenstates of H0 (3.1) which we classify in the standard way:
|n, l, j, F, F3〉.
Here we consider a nucleus of spin I, and l, j, F , and F3 are the quantum numbers
of orbital, total lepton, total, and third component of the total angular momentum,
respectively. The corresponding operators of angular momenta are
L,
J = L + 1
2
σ,
F = J + I. (3.3)
The phases of the above states are taken as in [27] except for an overall minus sign in all
radial wave functions. To choose some definite phase convention is important for our
discussion of consequences of time reversal (T) invariance below. For ease of notation
we will denote the indices l, j, F, F3 collectively by letters a, b,... in the following. The
orthonormal eigenstates of H0 which we take as basis states for our considerations are
then the n = 2 atomic states |2, a〉
H0|2, a〉 = E02,a|2, a〉 (3.4)
and the n = 1 atomic states plus photon states |1, b; γ, k〉
H0|1, b; γ, k〉 = (E1,b + Eγ,k)|1, b; γ, k〉. (3.5)
Here we consider the Fock-space of al photon states (with arbitrary number of photons)
and choose a convenient basis there, labelling by γ, k, (k = 1, 2, . . .) these basis states.
In the approximations stated above the n = 1 levels are stable and stay unperturbed.
The state vector |t〉 at time t for the situation outlined above can now be written as
follows: (cf. [17]):
|t〉 =

Ψ(t)
Φ1(t)
Φ2(t)
...
 (3.6)
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where
Ψ(t) = (〈2, a|t〉) =

〈2, 1|t〉
〈2, 2|t〉
...
 (3.7)
is the projection of the state vector onto the subspace of the n = 2 atomic states and
the
Φk(t) = (〈1, b; γ, k|t〉) =
( 〈1, 1; γ, k|t〉
〈1, 2; γ, k|t〉
)
(3.8)
(k = 1, 2, ...) are the projections onto the subspaces corresponding to the n = 1 atomic
states times the photon state γ, k.
3.2 The Wigner-Weisskopf solution
The state vector |t〉 satisfies Schro¨dinger’s equation:
i
∂
∂t
|t〉 = H |t〉. (3.9)
We want to construct a solution of (3.9) with the initial condition of having some pure
n = 2 state at t = 0:
|t = 0〉 =

Ψ(0)
0
0
...
 . (3.10)
The Wigner-Weisskopf method gives this solution for t ≥ 0 as
Ψ(t) = e−iMtΨ(0), (3.11)
Φk(t) = (〈1, b; γ, k|t〉) ,
〈1, b; γ, k|t〉 = ∑
a
(
Hk e
−iMt − e−i(E1,b+Eγ,k)t
M− E1,b − Eγ,k
)
b,a
Ψa(0). (3.12)
Here M is the non-hermitian mass matrix:
M = E − i
2
Γ ,
E =
(
E02,aδaa′ + 〈2, a|HPV +Hext|2, a′〉
)
,
Γ = 2π
∑
k
H†kδ(E1 + Eγ,k − E2)Hk (3.13)
Matrices over the n = 2 subspace will be denoted by a letter with a bar underneath:
M, E, etc. E is the hermitian, Γ is the antihermitian part of M. The radiative shift
of the hermitian part of M has to be thought of being included in E02,a. The Hk are
matrices defined as
Hk = (〈1, b; γ, k |Hrad | 2, a〉) (3.14)
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and lead from the n = 2 to the n = 1 subspace. The energies E1(E2) occuring in
the definition of Γ can, to a sufficient accuracy for our purpose, taken to be the mean
energies of the n = 1(n = 2) states.
If we also include in M the rest energy of the nucleus and the lepton, then M is
indeed the physical mass matrix in complete analogy to the mass matrix as defined for
the neutral K-meson system. However, below we will choose as convenient zero point
of the energy scale the energy center of the 2P1/2 states, i.e. we will subtract from M
a piece proportional to the unit matrix which is irrelevant for our discussion here.
From here on we restrict ourselves to atoms with a single electron and leave the
muon case for further work. The mass matrices are given explicitly for a nucleus Z,N
of spin I = 0, 1
2
and electric field E in Appendix B, where we also collect all relevant
matrix elements of Hext, HPV , etc. It is instructive to consider the Z-dependence of
the relevant energy scales. We define
∆(Z,N) = E2P3/2 − E2P1/2 ,
L(Z,N) = E2S1/2 − E2P1/2 ,
ΓP (Z,N) ≡ (τP (Z,N))−1 = Γ(2P → 1S + γ) (1 +O(α)) ,
ΓS(Z,N) ≡ (τS(Z,N))−1 = Γ(2S → 1S + 2γ) (1 +O(α)) . (3.15)
Here E2P3/2(E2P1/2 , E2S1/2) is the energy center of the 2P3/2(2P1/2, 2S1/2) levels and
ΓP (ΓS) are the total decay rates of the 2P (2S) states. For the hyperfine splitting and
the external field Hamiltonian Hext the relevant scales are
∆Ehfs(Z) =
α
memp
(rB(Z))
−3 =
α4m2eZ
3
mp
,
F(Z, E) ≡ e rB(Z)E = e
Zαme
E , (3.16)
where rB(Z) = (Zαme)
−1 is the Bohr radius for the atom with nucleus Z,N and
E = |E|. For the P-violating parts of the mass matrix we introduce dimensionless
parameters, in essence the ratios of the matrix elements of H
(1,2)
PV divided by the Lamb
shift:
δi(Z,N) = − G
√
3
64π
√
2
Q
(i)
W (Z,N)
me
1
(rB(Z))4L(Z,N)
,
(i = 1, 2). (3.17)
Numerically, we have for ordinary hydrogen Z = 1, N = 0 from [6]:
∆(1, 0) = 45.364µeV = h · 10969MHz = h¯ · 6.892 · 1010s−1,
L(1, 0) = 4.376µeV = h · 1058MHz = h¯ · 6.648 · 109s−1. (3.18)
In natural units h¯ = c = 1, energies, when measured in s−1, are to be set equal to the
corresponding angular frequencies. With this we get
ΓP (1, 0) = (1.6 ns)
−1,
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ΓS(1, 0) = (0.12 s)
−1,
ΓP (1, 0)
L(1, 0)
∼= 0.09,
∆Ehfs(1)
L(1, 0)
∼= 0.18,
√
3F(1, |E|)
L(1, 0)
= 1 for |E| = 477V/cm. (3.19)
For the other hydrogen isotopes the quantities corresponding to (3.18) and (3.19) are
only slightly different. The P-odd parameters of (3.17) for the hydrogen isotopes Z = 1,
N = 0, 1, 2 are given by
δi(1, N) = −Q(i)W (1, N) · 6.14 · 10−12. (3.20)
For general nuclei Z,N we can estimate the parameters of the mass matrix from
the following approximate scaling laws:
∆(Z,N) ∼= Z4∆(1, 0),
L(Z,N) ∼= Z4L(1, 0),
ΓP (Z,N) ∼= Z4ΓP (1, 0),
ΓS(Z,N) ∼= Z6ΓS(1, 0),
∆Ehfs(Z)
L(Z,N)
∼= Z−1∆Ehfs(1)
L(1, 0)
,
F(Z, |E|) = Z4F(1, |E |
Z5
),
δi(Z,N) ∼= −Q(i)W (Z,N) · 6.14 · 10−12. (3.21)
Thus, the mass matrix scales in essence as Z4 if the external electric field is scaled
up by Z5. Correspondingly we can scale down the time by Z4 to obtain a “reduced
Z = 1” problem from the general Z case. The weak effects in this “reduced” mass
matrix scale like N for Q
(1)
W and are in essence Z-independent for Q
(2)
W (cf. Table A2 of
appendix A).
3.3 Diagonalization of the mass matrix and the consequences
of T invariance
The non-hermitian mass matrix M (3.13) has right and left eigenvectors which are in
general different. In the following we will denote the vectors in the n = 2 subspace by
| ) to distinguish them from the complete state vectors | 〉. For a constant electric field
E in 3-direction, E = Ee3,M commutes with the 3-component of the total angular
momentum operator:
[M, F 3] = 0. (3.22)
We can diagonalize M and F 3 simultaneously.
Right eigenvectors: |α, F3)
F 3 |α, F3) = F3 |α, F3),
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M|α, F3) = E(α, F3) |α, F3); (3.23)
Left eigenvectors: (α˜, F3|
(α˜, F3|F 3 = (α˜, F3|F3,
(α˜, F3|M = (α˜, F3|E(α, F3). (3.24)
Here α = 1, 2, ... labels the eigenvectors to the same F3. We will assume that there is
no degeneracy of the complex energy levels for fixed F3:
E(α, F3) 6= E(α′, F3) for α 6= α′. (3.25)
This is true for all systems in vacuum or in external fields which we will consider.
The condition (3.25) guarantees that the eigenvectors (3.23), (3.24) form a basis in the
n = 2 subspace where the normalization can be chosen such that
(α˜, F3|α′, F ′3) = δα,α′ δF3,F ′3, (3.26)
and
(α, F3|α, F3) = 1 (3.27)
(no summation over α and F3). We introduce quasiprojectors
PI (α, F3) = |α, F3)(α˜, F3| (3.28)
which satisfy
PI (α, F3) PI (α
′, F ′3) = δα,α′ δF3,F ′3 PI (α, F3),
Tr PI (α, F3) = 1 (3.29)
but are not necessarily hermitian. We have
1l =
∑
α,F3
PI (α, F3), (3.30)
M = ∑
α,F3
E(α, F3) PI (α, F3), (3.31)
F 3 =
∑
α,F3
F3 PI (α, F3). (3.32)
Now we consider T-invariance. Let V (T) be the antiunitary operator realizing the
T-transformation in the state vector space of quantum field theory (Q.F.T.). Choosing
conventional phases (in essence as in [27], cf. Appendix B) for the basis states (3.4)
this induces a definite matrix representation for T:
V (T)|2, a〉 =∑
b
|2, b〉T ba. (3.33)
where the antiunitarity of V (T) implies
T †T = 1l. (3.34)
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The explicit form of T is given in Appendix B. The total angular momentum operator
F in Q.F.T. satisfies (
V (T)F V −1(T)
)†
= −F . (3.35)
Therefore we get for the corresponding matrix F in the n = 2 subspace(
T † F T
)T
= −F . (3.36)
Similarly, the electric dipole moment operator
D = −ex (3.37)
when restricted to the n = 2 subspace (cf. Appendix B for the explicit form) satisfies(
T †D T
)T
= D. (3.38)
The Hamiltonian (3.1), including the coupling to the external constant electric field, is
thus T-invariant: (
V (T)H V −1(T)
)†
= H. (3.39)
This implies (
V (T) e−iHt V −1(T)
)†
= e−iHt. (3.40)
We got the mass matrixM as (approximate) solution of Schro¨dinger’s equation. This
means that we have
〈2, a|e−iHt|2, b〉 ≈ (2, a|e−iMt|2, b). (3.41)
From this we get the T-invariance condition for M as(
T †MT
)T
=M. (3.42)
Consider now the following double resolvent:
1
(M− ξ)(F 3 − η)
=
∑
α,F3
PI (α, F3)
(E(α, F3)− ξ)(F3 − η) (3.43)
(ξ, η ∈CI ). Here we have used (3.22) and the properties of the quasiprojectors (3.28) to
exhibit the pole structure in ξ, η on the r.h.s. of (3.43). Applying the T-transformation
(3.36), (3.42) we get{
T † 1
(M− ξ)(F 3 − η)
T
}T
=
1
(M− ξ)(−F 3 − η)
, (3.44)
∑
α,F3
(T † PI (α, F3)T )T
(E(α, F3)− ξ)(F3 − η) =
∑
α,F3
PI (α, F3)
(E(α, F3)− ξ)(−F3 − η) . (3.45)
From a comparison of the poles in ξ, η on the left- and right-hand sides of (3.45) we
find that the spectrum of eigenvalues {F3} must be symmetric around 0 and that we
can choose the numbering α = 1, 2... of the complex energy eigenvalues such that
E(α, F3) = E(α,−F3), (3.46)(
T † PI (α, F3)T
)T
= PI (α,−F3). (3.47)
These equations embody the consequences of T-invariance for the complex energy
eigenvalues and the eigenvectors of M.
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3.4 The absence of a linear Stark effect and of a linear shift
of the energy eigenvalues in the P-violating parameters
It is well known that T invariance forbids a linear Stark effect [28], [29]. To show that
the spin rotations discussed below are not in contradiction to this, we include here a
proof of the absence of a linear Stark effect.
Let us write the mass matrix in the external electric field E = E · e3 as
M(E) = M0 −D · E
= M0 −D3 · E . (3.48)
Indicating the dependence on the electric field explicitly everywhere we get from (3.46)
E(α, F3, Ee3) = E(α,−F3, Ee3). (3.49)
From a rotation by π around the 2-axis we find that the numbering of eigenvalues for
E and −E can be chosen such that
E(α,−F3, Ee3) = E(α, F3,−Ee3). (3.50)
Together, (3.49) and (3.50) imply that E(α, F3, Ee3) is an even function of E :
E(α, F3, Ee3) = E(α, F3,−Ee3). (3.51)
However, by itself (3.51) is not sufficient to show the absence of a linear Stark effect.
We still need differentiability of E with respect to E . But differentiability with respect
to E of E(α, F3, Ee3) and, with suitable phase conventions, of the corresponding right
and left eigenvectors, can easily be proven under the condition (3.25), adapting the
methods of ordinary perturbation theory of eigenvalues and eigenvectors to the case of
non-hermitian matrices (cf. (4.1)-(4.3) of [17] and Appendix C).
With differentiability (3.51) leads, of course, directly to
∂E(α, F3, Ee3)
∂E
∣∣∣∣∣E=0 = 0, (3.52)
i.e. the absence of a linear Stark effect.
For comparison with later discussion we derive now an expression for the derivative
∂E/∂E as matrix element of the dipole operator. For the complex energy eigenvalues
we have
E(α, F3, Ee3) = ( ˜α, F3, Ee3|M(Ee3)|α, F3, Ee3). (3.53)
The differentiability with respect to E discussed above allows us to apply Feynman’s
formula [30] which works also for our non-hermitian mass matrix:
∂E(α, F3, Ee3)
∂E =
(
∂
∂E (
˜α, F3, Ee3|
)
M(Ee3)|α, F3, Ee3)
+ ( ˜α, F3, Ee3|M(Ee3)
(
∂
∂E |α, F3, Ee3)
)
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+ ( ˜α, F3, Ee3|
(
∂M(Ee3)
∂E
)
|α, F3, Ee3)
=
(
∂
∂E (
˜α, F3, Ee3|
)
E(α, F3, Ee3)|α, F3, Ee3)
+ ( ˜α, F3, Ee3|E(α, F3, Ee3)
(
∂
∂E |α, F3, Ee3)
)
+ ( ˜α, F3, Ee3|
(
∂M(Ee3)
∂E
)
|α, F3, Ee3)
= ( ˜α, F3, Ee3|
(
∂M(Ee3)
∂E
)
|α, F3, Ee3). (3.54)
Here we used (3.23)-(3.26). With (3.48) we get thus
∂E(α, F3, Ee3)
∂E = −(
˜α, F3, Ee3|D3 |α, F3, Ee3)
= −Tr [D3 PI (α, F3, Ee3)] . (3.55)
and for E = 0 we find now from (3.52)
∂E(α, F3, Ee3)
∂E
∣∣∣∣∣E=0 = − ( ˜α, F3, Ee3|D3 |α, F3, Ee3)
∣∣∣E=0 = 0. (3.56)
We will now prove a theorem related to the dependence of the energy eigenvalues on
the P-violating parameters δi (3.17): Let the external electric field and the mass matrix
be as in (3.48) and let us assume that the nondegeneracy of complex energy eigenvalues
(3.25) holds also in the absence of P violation, i.e. for δi = 0 (i = 1, 2), and in a whole
interval around δi = 0 including the physical values (3.17) and their negatives. Then
there is no shift of the complex energy eigenvalues linear in δi (i = 1, 2).
We show this as follows. For δi = 0, but E 6= 0, the external field breaks, of course,
P invariance, but leaves the mass matrix still invariant under a reflection R on the 1-3
plane. R can be considered as product of a parity operation followed by a rotation by
π around the 2-axis:
R :
 x1x2
x3
 −→
 x1−x2
x3
 ,
R = eipiF2 · P. (3.57)
This induces a transformation R in the space of n = 2 states as given explicitly for
I = 0 and I = 1/2 in appendix B.
R : |2, a)→R|2, a) =∑
b
|2, b)Rba. (3.58)
Clearly, we have
R† · R = 1l,
R†F 3R = −F 3,
R†M(Ee3, δ1, δ2)R = M(Ee3,−δ1,−δ2). (3.59)
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Here and in the following part of this subsection we indicate explicitly the dependence
of all quantities on δ1,2. From (3.59) we find easily that the numbering of eigenvalues
for ±δi can be chosen such that
E(α, F3, Ee3, δ1, δ2) = E(α,−F3, Ee3,−δ1,−δ2),
R† PI (α, F3, Ee3, δ1, δ2)R = PI (α,−F3, Ee3,−δ1,−δ2). (3.60)
The T-invariance relation (3.46) gives
E(α,−F3, Ee3,−δ1,−δ2) = E(α, F3, Ee3,−δ1,−δ2) (3.61)
and from (3.60), (3.61) we get that the energy eigenvalues are symmetric functions of
δi:
E(α, F3, Ee3, δ1, δ2) = E(α, F3, Ee3,−δ1,−δ2). (3.62)
Using now the assumption of non-degeneracy stated above and the results of Appendix
C we have that E is differentiable with respect to δ1,2 and thus
∂E(α, F3, Ee3, δ1, δ2)
∂δi
∣∣∣∣∣
δ1=δ2=0
= 0 for (i = 1, 2) (3.63)
q.e.d. With the help of Feynman’s formula we find also a relation analogous to (3.55):
∂
∂δi
E(α, F3, Ee3, δ1, δ2) = ˜(α, F3, Ee3, δ1, δ2| ∂
∂δi
M(Ee3, δ1, δ2)|α, F3, Ee3, δ1, δ2)
= Tr
[
PI (α, F3, Ee3, δ1, δ2) ∂
∂δi
M(Ee3, δ1, δ2)
]
,
(i = 1, 2). (3.64)
In a situation which is not symmetric with respect to a suitable reflection the above
theorem, i.e. (3.63), will in general not hold. Then, linear shifts of the complex energies
in δ1,2 are in principle possible. This will be elaborated on in a future publication.
3.5 Polarization rotations of n = 2 states
We come now to the central question which we want to answer in this paper: Is the
polarization of the atom rotated by the electric field? We will always consider a pure
state |Ψ(0)) at t = 0. The generalization to a mixed state is straightforward.
The expectation value of the angular momentum operator for the undecayed states
in the electric field E = Ee3 at time t is (cf. (3.11))
F (t) = (Ψ(t)|F |Ψ(t))
= (Ψ(0)|eiM†(E)t F e−iM(E)t|Ψ(0)). (3.65)
The angular momentum per unit norm is
Fˆ (t) = F (t)/N (t) (3.66)
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where
N (t) = (Ψ(t)|Ψ(t)). (3.67)
The time derivatives are:
.
F (t) = i(Ψ(t)|M†(E)F − FM(E)|Ψ(t))
= i(Ψ(t)|
(
[E,F ] + i
2
{Γ,F }+
)
|Ψ(t))
= (Ψ(t)|
(
D × E − 1
2
{Γ,F }+
)
|Ψ(t)), (3.68)
N˙ (t) = −(Ψ(t)|Γ|Ψ(t)). (3.69)
Here we used (3.13) and (3.48) and the fact that only the coupling to the external
electric field violates rotational invariance.
It is clear that in general both F˙ (t) and
˙ˆ
F (t) will be different from zero. An explicit
example will be given in section 5. In the following we will call this rotation of type I.
What is then the basis for the claim in [28], [31] that the angular momentum per
unit norm stays constant? To analyse this we consider an external field E = Ee3 where
(cf. (3.16) ff) √
3F(Z, |E|)
L(Z,N)
≪ 1. (3.70)
The electric field is then a small perturbation compared to the Lamb shift and we
will, also in the presence of the electric field, have metastable states which contain
mostly 2S with only small 2P admixtures due to HPV and Hext. Let the corresponding
eigenstates of M(Ee3) be
|2Sˆ, α, F3, Ee3)
where α denumbers the — in general more than one — linearly independent states to
the same F3. In addition, there are the eigenstates of M(Ee3) containing mostly 2P
with small admixtures of 2S:
|2Pˆ , β, F3, Ee3)
which have practically the same short lifetime τP as the unperturbed 2P states. We
place now the atom in some n = 2 state |Ψ(0)) into the electric field at t = 0. The state
vector |Ψ(t)) can be expanded in terms of the eigenstates of M(Ee3), i.e. in terms of
the slightly perturbed 2S and 2P states discussed above:
|Ψ(t)) = ∑
α,F3
cα,F3(t)|2Sˆ, α, F3, Ee3) +
∑
β,F3
c′β,F3(t)|2Pˆ , β, F3, Ee3),
(t ≥ 0). (3.71)
Here
cα,F3(0) = (2
˜
Sˆ, α, F3,Ee3|Ψ(0)),
c′β,F3(0) = (2
˜
Pˆ , β, F3,Ee3|Ψ(0)), (3.72)
and the time evolution of the coefficients c is according to (3.23), (3.24)
cα,F3(t) = e
−iE(2Sˆ,α,F3,Ee3)tcα,F3(0),
c′β,F3(t) = e
−iE(2Pˆ ,β,F3,Ee3)tcβ,F3(0). (3.73)
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After a time t much longer than the decay time ≈ τP of the states |2Pˆ , β, F3, Ee3),
only the metastable part of the state vector will survive and we will have
|Ψ(t)) = ∑
α,F3
cα,F3(t)|2Sˆ, α, F3, Ee3) (3.74)
(t≫ τP ).
Consider now the case of a spin-0 nucleus, I = 0. For E = 0 the total angular
momentum of the 2S states is given by the electron spin and we have F = 1
2
. In the
electric field only F3 remains as a good quantum number. Under the above assumptions
we have no degeneracy of 2S states for fixed F3 and we get only two linearly independent
metastable states also for E 6= 0 which we denote by
|2Sˆ, F3, Ee3), F3 = ±12 . (3.75)
T-invariance requires these states to have the same complex energy eigenvalue (cf.
(3.46)):
E(2Sˆ, 1
2
, Ee3) = E(2Sˆ,−12 , Ee3). (3.76)
Thus, the state vector of the undecayed state (3.74) evolves with time as
|Ψ(t)) = e−iE(2Sˆ, 12 ,Ee3)t ∑
F3=± 12
cF3(0)|2Sˆ, F3, Ee3) (3.77)
(t≫ τP )
i.e. it is only changed by multiplication with a complex number.
It is clear that in this case the angular momentum per unit norm (3.66) stays
constant
Fˆ (t) = const. for t≫ τP . (3.78)
Going through the arguments of [28], [31], we find that this is the case considered there
and thus we reproduce these results.
However, the case of only two linearly independent metastable states is clearly a
very special one. In section 6 we will give explicit examples of polarization rotations of
metastable states for the case of nuclear spin I 6= 0. We will call this rotation of type
II.
As a last situation we consider placing an atom which is in a metastable 2Sˆ state
corresponding to E = 0 for t < 0 into the electric field E = Ee3 at time t = 0, leaving
it there until a time t1 > 0 and then switching off E again. The undecayed part of the
state vector will then contain both 2Sˆ and 2Pˆ states (corresponding to E = 0 again).
The 2Pˆ part will decay quickly, leaving us with the 2Sˆ part (which we will construct,
below, by a suitable projection of the state vector at time t1). Is the polarization of
this 2Sˆ part the same as for the original 2Sˆ state at t = 0?
We will show that for nuclear spin I = 0 where we have only 2 linearly independent
2Sˆ states the polarization stays the same whereas in the general case it does not.
To prove the first part of this statement consider thus nuclear spin I = 0 and denote
the 2Sˆ states as in (3.75). We start at t = 0 with a state
|Ψ(0)) = c 1
2
|2Sˆ, 1
2
, 0) + c− 1
2
|2Sˆ,−1
2
, 0) (3.79)
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where c± 1
2
are complex numbers such that
(Ψ(0)|Ψ(0)) = 1. (3.80)
After time evolution of this state until time t1 in the electric field E = Ee3 and subse-
quent projection onto the 2Sˆ states of zero field we get the state
|Ψpr(t1)) =
∑
F
′
3
=± 1
2
|2Sˆ, F ′3, 0)( ˜2Sˆ, F ′3, 0|e−iM(Ee3)t1 |Ψ(0))
=
∑
F ′
3
,F3=± 12
|2Sˆ, F ′3, 0)( ˜2Sˆ, F ′3, 0|e−iM(Ee3)t1 |2Sˆ, F3, 0) cF3. (3.81)
Let us define
fF ′
3
,F3
(t1) := (
˜
2Sˆ, F
′
3, 0|e−iM(Ee3)t1 |2Sˆ, F3, 0). (3.82)
Rotational invariance around the 3-axis gives
fF ′
3
,F3
(t1) = 0 for F
′
3 6= F3. (3.83)
The diagonal elements can be written as
fF3,F3(t1) = Tr
[
e−iM(Ee3)t1 PI (2Sˆ, F3, 0)
]
, (3.84)
where PI are the quasiprojectors (3.28). Now we can apply the T-invariance conditions
(3.42), (3.47) to get
f 1
2
, 1
2
(t1) = Tr
[
e−iM(Ee3)t1 PI (2Sˆ, 1
2
, 0)
]
= Tr
[
PI T (2Sˆ, 1
2
, 0)e−iM
T (Ee3)t1
]
= Tr
[
PI (2Sˆ,−1
2
, 0)e−iM(Ee3)t1
]
= Tr
[
e−iM(Ee3)t1 PI (2Sˆ,−1
2
, 0)
]
= f− 1
2
,− 1
2
(t1). (3.85)
Inserting (3.83) and (3.85) in (3.81) we get
|Ψpr(t1)) = f 1
2
, 1
2
(t1)|Ψ(0)). (3.86)
The projected state at time t1 is a multiple of the initial state and no polarization-
rotation occurs, q.e.d..
This theorem does again not apply if there are more than 2 linearly independent
2Sˆ states, i.e. for nuclear spin I > 0 (cf. section 5). We will call the resulting rotation
type III. Another way to circumvent in a certain sense the above theorem even for
I = 0 will be discussed in section 4 below.
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4 Rotation effects in an electric field, piecewise con-
stant in time
Consider a situation where we have an electric field which is piecewise constant in time.
Let tk (k = 0, 1, 2, ..., K) be a sequence of times such that
t0 = 0, tk−1 < tk (4.1)
and let us assume that
E = 0 for t < t0 = 0 and t > tK ,
E(t) = Ek = const. for tk−1 < t < tk (1 ≤ k ≤ K). (4.2)
The changes of the electric field at times tk should be such that they are adiabatic
with respect to transitions between states of different n but sudden for the transitions
between the n = 2 sublevels. This implies for the switching times ∆t the condition:
(E(n = 3)− E(n = 2))−1 = 36
5Z2Ry
≪ ∆t≪ 1
∆(Z,N)
, (4.3)
or in numbers:
Z−2 3.5× 10−16s≪ ∆t≪ Z−4 1.5× 10−11s. (4.4)
The mass matrix will now be different for each time interval:
M =M(Ek) for tk−1 < t < tk. (4.5)
Note that in generalM(Ek) andM(Ek′) will not commute for k 6= k′. This holds true
even if Ek and Ek
′
are parallel but of different length. For the evolution of the state
vector of the undecayed state we get now
|Ψ(t)) = e−iM(Ek)(t− tk−1) . . . e−iM(E1)t1 |Ψ(0)), (4.6)
(tk−1 < t < tk).
Consider now the same type of situation as at the end of section 3. We start at t = 0
with some 2Sˆ state, place it in electric fields E1,E2, choosing K = 2 for simplicity,
and project onto the 2Sˆ states for E = 0 at time t2. Has the polarization changed? In
general it has changed even for I = 0 nuclear spin. Indeed, consider this case and let
E
1,2 be in 3-direction
E
1,2 = E1,2e3. (4.7)
Let the initial state be as in (3.79). The projected state vector at time t2 is (cf. (3.81),
(3.82)):
|Ψpr(t2)) =
∑
F
′
3
,F3=± 1
2
|2Sˆ, F ′3, 0)fF ′3,F3(t2, t1) cF3, (4.8)
where now
fF ′
3
,F3(t2, t1) = (
˜
2Sˆ, F ′3, 0|e−iM(E2e3)(t2−t1)e−iM(E1e3)t1 |2Sˆ, F3, 0). (4.9)
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Rotation invariance around the 3-axis gives as in (3.83)
fF ′
3
,F3(t2, t1) = 0 for F
′
3 6= F3. (4.10)
The diagonal elements can be written as
fF3,F3(t2, t1) = Tr
[
e−iM(E
2e3)(t2−t1)e−iM(E
1e3)t1 PI (2Sˆ, F3, 0)
]
. (4.11)
The T-invariance conditions (3.42), (3.47) give now
fF3,F3(t2, t1) = Tr
[
e−iM(E
1e3)t1e−iM(E
2e3)(t2−t1) PI (2Sˆ,−F3, 0)
]
. (4.12)
Since in general M(E1e3) and M(E2e3) do not commute for E1 6= E2, the r.h.s. of
(4.12) is not equal to f−F3,−F3(t2, t1). Thus the state vector |Ψpr(t2)) (4.8) is not a
multiple of |Ψ(0)) and a rotation of the polarization occurs. The relations (4.11),
(4.12) say that
fF3,F3(t2, t1) = f−F3,−F3(t2, t2 − t1) |E1↔E2 (4.13)
which can be used as check in numerical calculations.
To make sure that indeed a rotation which we will call type IV occurs, i.e. that
∆f(t2, t1) := f 1
2
, 1
2
(t2, t1)− f− 1
2
,− 1
2
(t2, t1) 6= 0, (4.14)
we calculated the first few terms in the power series expansion of ∆f in t1 and (t2− t1):
∆f(t2, t1) =
∞∑
r2=0
∞∑
r1=0
(t2 − t1)r2
r2!
(t1)
r1
r1!
(−i)r2+r1∆f r2,r1. (4.15)
We find (cf. Appendix D)
∆f r2,0 = 0 for r2 = 0, 1, 2, . . . ,
∆f 0,r1 = 0 for r1 = 0, 1, 2, . . . , (4.16)
∆f 1,1 = 0,
∆f 1,2 = ∆f 2,1 = 0, (4.17)
∆f 1,3 = ∆f 3,1 = 0,
∆f 2,2 = iE1E2(E1 − E2)(erB(Z))3 12
√
3 δ1(Z,N)∆(Z,N) ·
L(Z,N)
L(Z,N)− i
2
(ΓS(Z,N)− ΓP (Z,N)) . (4.18)
The dependence of ∆f 2,2 on (rB(Z))
3 reveals this quantity not to be related to the
atomic dipole moment. It should be interpreted as a sort of octopole term.
For nuclear spin I 6= 0 there are also terms linear in rB(Z) in quantities analogous
to ∆f leading to a polarization rotation even for a single E-field, i.e. for t2 = t1 (cf.
section 6, (6.38), 6.39)).
In sections 3 and 4 we have discussed 4 types of polarization rotations which we
summarize together with a fifth type, the angular momentum transfer process studied
in ref. [17], in Table 1.
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Up to now we have always considered an atom at rest in an electric field. In practice
one will presumably deal with beams of neutral or charged atoms entering and leaving
electric fields. In this situation the atoms will experience in their rest system also
a magnetic field and ions will in addition be accelerated. Can one hope to see then
P-violating effects at all? In principle yes. Let us discuss the simple example of an
atomic beam traversing the electric field of a plane plate capacitor (Fig. 2). Let E be
in 3-direction and let the beam enter in 1-direction. Instead of the parity operation P
we consider now the reflection R on the 1-3 plane (3.57). Let us choose, for instance,
in the above situation the polarization state of the atoms to be initially R symmetric.
The initial state and the complete set-up are then R symmetric. Observation of a
R asymmetric polarization state of the atoms at some later time would then be an
unambiguous signal of R- and thus P-violation.
In Fig. 3 we have schematically indicated the type I - V rotation effects listed in
Table 1 for the situation of an atomic beam entering plane plate capacitors.
5 Results for nuclear spin I = 0
According to the theorems of subsection 3.5, the type II and III rotations cannot occur
for I = 0. Thus we are left with types I, IV, V. Possible candidate atoms are 42He
+ or
12
6 C
5+. Some properties of these ions are collected in Table 2. The mass matrix, T- and
R-transformation matrices, energy eigenvalues and right and left eigenvectors for the
case I = 0 are given in Tables B1–B4 in Appendix B. A 2Sˆ state in vacuum (E = 0)
at t = 0 is in general described by a density matrix:
̺(0) =
∑
F ′
3
,F3=± 12
|2Sˆ, F ′3, 0) 12 (1l + sσ)F ′3,F3 (2Sˆ, F3, 0|, (5.1)
|s| ≤ 1,
where s is the polarization vector.
5.1 Type I rotation
Let us discuss first the type I rotation. (cf. subsection 3.5) and consider a pure 2Sˆ
state (3.79), (3.80), at t = 0, corresponding to |s| = 1 in (5.1). The expectation value
of the total angular momentum of the quantum state consists of the part due to the
undecayed state: F (t) (3.65) and due to the decay products: F˜ (t),
F tot(t) = F (t) + F˜ (t). (5.2)
From (2.3), (2.4), (2.27) of [17], we get
F˙ tot(t) = (Ψ(t)|D|Ψ(t))× E (5.3)
which, together with (3.68) leads to
˙˜
F (t) = 1
2
(Ψ(t)| {Γ,F }+ |Ψ(t)). (5.4)
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The initial condition is
F˜ (0) = 0, (5.5)
and thus
F˜ (t) = 1
2
∫ t
0
dt′(Ψ(t′)| {Γ,F }+ |Ψ(t′)). (5.6)
For the undecayed part of the state vector the norm is N (t) (3.67), for the part corre-
sponding to the decay products the norm is 1−N (t) and the angular momentum per
unit norm
ˆ˜
F (t) =
F˜
1−N (t) . (5.7)
The linear superposition principle and rotation covariance allow us to write general
expansions for N (t) and F (t):
N (t) = a1(t, |E |2) + a2(t, |E |2)s · Eˆ, (5.8)
F (t) = b1(t, |E|2)s+ b2(t, |E|2)
(
s · Eˆ
)
Eˆ +
b3(t, |E|2)s× Eˆ + b4(t, |E |2)Eˆ, (5.9)
where Eˆ = E/|E| and the ai(t, |E |2) (i = 1, 2), bi(t, |E |2) (i = 1, ..., 4) are scalar func-
tions. Expansions similar to (5.9) hold for F tot(t) and F˜ (t). The functions a1, b1, b2
are P-conserving, a2, b3, b4 P-violating.
For a constant field E the component of the angular momentum in the direction of
E is conserved and we have [
F · Eˆ, M(E)
]
= 0. (5.10)
This means that for an initial state with
s = ±Eˆ (5.11)
the undecayed state at time t must be an eigenstate of F · Eˆ with eigenvalue ±1
2
. Thus
we must have
F · Eˆ = ±1
2
N (t) (5.12)
for s = ±Eˆ .
This implies
b1(t, |E|2) + b2(t, |E |2) = 12a1(t, |E |2), (5.13)
b4(t, |E |2) = 12a2(t, |E |2) (5.14)
and we have only 4 independent functions a, b in (5.8), (5.9), which we take to be a1,
b1, b3, b4.
In the following calculations we will always expand in the P-violating parameter
δ1(Z,N) (cf. (3.17), (3.21)) and keep only the leading term in this very small quantity.
For time t = 0 we find from (3.80), (3.69):
N (0) = 1,
N˙ (0) = −(Ψ(0)|Γ|Ψ(0))
= i(Ψ(0)|M†(0)−M(0)|Ψ(0))
= −ΓS(Z,N), (5.15)
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where M(0) is the mass matrix and ΓS(Z,N) the decay rate of the 2Sˆ states at zero
field, E = 0 (cf. (3.15)). From (3.65) and (3.68) we get
F (0) = 1
2
s, (5.16)
F˙ (0) = Tr
[
̺(0)D
]
× E − 1
2
Tr
[
̺(0) {Γ,F }+
]
. (5.17)
From rotational invariance we can write
Tr
[
̺(0)D
]
= (Ψ(0)|D|Ψ(0))
= d2s, (5.18)
where d2 is the Zeldovich electric dipole moment [32] of the unstable 2Sˆ states at E = 0.
We find (cf. (4.9) of [17], where we used ΓS ≪ ΓP ):
d2 = −δ1(Z,N)
√
3e rB(Z)
L(Z,N)(ΓP (Z,N)− ΓS(Z,N))
L2(Z,N) + 1
4
(ΓP (Z,N)− ΓS(Z,N))2 . (5.19)
Note that (5.18) implies for instance for s = e3:
(2Sˆ, 1
2
, 0|D3|2Sˆ, 12 , 0) = d2 6= 0, (5.20)
where the notation for the state vectors is as in (3.75). This is not in contradiction
with the absence of a linear Stark effect which gave (3.56), where a left eigenvector of
M(0) stands as a bra-vector. The second term on the r.h.s. of (5.17) gives:
− 1
2
Tr
[
̺(0) {Γ,F }+
]
= i(Ψ(0)|
(
M†(0)F − FM(0)
)
|Ψ(0))
= −1
2
ΓS(Z,N)s. (5.21)
From (5.17), (5.15), and (3.66) we get now:
F˙ (0) = d2 s× E − 12ΓS(Z,N)s,
˙ˆ
F (0) = d2 s× E . (5.22)
This shows explicitly that the angular momentum per unit norm of the undecayed state
is rotated at time t = 0 with the amount of rotation being determined by the vector
product of Zeldovich’s dipole moment and the electric field.
Consider now weak electric fields E = Ee3, satisfaying (3.70). For times t ≫
τP (Z,N) we have then from the results of subsection 3.5 (cf. (3.77)):
|Ψ(t)) = e−iE(2Sˆ, 12 ,Ee3)t|Ψˆ), (5.23)
(t≫ τP (Z,N)),
where
|Ψˆ) = ∑
F3=± 12
|2Sˆ, F3, Ee3)(2 ˜Sˆ, F3,Ee3|Ψ(0)). (5.24)
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This leads (always for t≫ τP (Z,N)) to
N (t) = e−ΓS(Z,N,E)t(Ψˆ|Ψˆ),
F (t) = e−ΓS(Z,N,E)t(Ψˆ|F |Ψˆ),
Fˆ (t) =
(Ψˆ|F |Ψˆ)
(Ψˆ|Ψˆ) = const. (5.25)
where
ΓS(Z,N, E) = −2ImE(2Sˆ, 12 , Ee3) (5.26)
is the decay rate of the metastable 2Sˆ-type states in the electric field. We get then
from (5.2), (5.3), and (5.25):
˙˜
F (t) = −N˙ (t)(Ψˆ|F |Ψˆ)
(Ψˆ|Ψˆ) +N (t)
(Ψˆ|D|Ψˆ)
(Ψˆ|Ψˆ) × E , (5.27)
(t≫ τP (Z,N)).
In (5.25)-(5.27) we have the situation discussed in [31]. The angular momentum per
unit norm for the undecayed part of the state vector, i.e. of the n = 2 states, stays
constant. The angular momentum increase of the decay products is given by the loss
of angular momentum of the n = 2 states due to their decay plus the torque exerted
by the external field.
The initial polarization rotation (5.22) of the n = 2 states is thus due to the
reshuffling of metastable 2Sˆ and unstable 2Pˆ states when going from E = 0 to E 6= 0.
This takes place over a time scale proportional to τP (Z,N), the decay time of the
2Pˆ states. We verify this now for the examples of 42He
+ and 126 C
5+ in electric fields
numerically.
In Fig. 4 we show the functions a1, b1, b3, b4 (cf. (5.8), (5.9)) for |E| = 320 V/cm
for the 42He
+ ion as function of time. Here δ1(Z,N) is given by (3.17) and numerically
we find
δ1(2, 2) = −Q(1)W (2, 2) · 7.41 · 10−12
= sin2 θW · 5.93 · 10−11. (5.28)
With sin2 θW = 0.23 this gives
δ1(2, 2) = 1.36 · 10−11. (5.29)
The P-violating functions b3, b4 are directly proportional to δ1(2, 2) and thus to the
sine squared of the weak mixing angle. The ratios b1/a1 and b3/(a1δ1), b4/(a1δ1) show
damped oscillations where the frequency is given in essence by the Lamb shift (L/h ≃
(0.07 ns)−1) and the damping time by 2τP (2, 2) ≃ 0.2 ns (cf. Table 2) corresponding to
2S−2P interference. After 1 ns essentially only the metastable 2Sˆ states corresponding
to the given electric field survive and an asymptotic regime is reached.
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The behaviour of a1, b1/a1, b3/(a1δ1) and b4/(a1δ1) at very short times is shown in
Fig. 5. The limiting behaviour deduced from (5.15), (5.22) is
a1(t, |E|2) = 1− ΓS(Z,N) t+O(t2),
a2(t, |E|2) = O(t2),
b1(t, |E|2) = 12 (1− ΓS(Z,N) t) +O(t2),
b2(t, |E|2) = O(t2),
b3(t, |E|2) = d2 |E| t+O(t2),
b4(t, |E|2) = O(t2). (5.30)
This is in accord with the numerical results.
In Fig. 6 we show the behaviour of the asymptotic values, i.e. the plateau values
of Fig. 4 for b3/(a1δ1) and b4/(a1δ1) as function of |E|. These plateau values depend
linearly on |E| for small |E|, for larger values of |E| one sees a quadratic effect coming
into play. For even larger values of |E |, corresponding to (cf. (3.70)):
√
3F(Z, |E|)
L(Z,N)
≥ 1,
i.e. |E| ≥ 12.7 kV/cm (5.31)
the mixing of 2S and 2P states is practically 100%. No metastable states exist then
any more in the electric field and no plateau as in Fig. 4 is any more observed.
In Fig. 7 we show results for the 126 C
5+ ion for a1 and the ratios b1/a1, b3/(a1δ1)
and b4/(a1δ1). Here we have from (3.17) and Table 2:
δ1(6, 6) = −Q(1)W (6, 6) · 1.08 · 10−11
= sin2 θW · 2.59 · 10−10
= 5.96 · 10−11 for sin2 θW = 0.23. (5.32)
Apart from the overall rescaling of t with Z−4 and E with Z5 (cf. (3.21)), the results
are similar to those for 42He
+.
5.2 Type IV rotation
Let us discuss the type IV rotation and start again with a pure 2Sˆ state (3.79), corre-
sponding to |s| = 1 in (5.1) at t = 0. Then we switch on electric fields E1 = E1e3,E2 =
E2e3 for times t1 and t2 − t1, respectively, and project onto the 2Sˆ states at t2 (cf.
section 4). Using (4.8) we define functions a(t2, t1), b(t2, t1) through
|Ψpr(t2))(Ψpr(t2)| =
∑
F ′
3
,F3=± 12
|2Sˆ, F ′3, 0) 12 (a(t2, t1) + b(t2, t1)σ)F ′3,F3 (2Sˆ, F3, 0|. (5.33)
The generalization to a mixed state (5.1) is obvious. From the linear superposition
principle and rotation covariance we can expand a, b as follows:
a(t2, t1) = a1(t2, t1; E2, E1) + a2(t2, t1; E2, E1)se3, (5.34)
b(t2, t1) = b1(t2, t1; E2, E1)s+ b2(t2, t1; E2, E1) (se3)e3 +
b3(t2, t1; E2, E1)s× e3 + b4(t2, t1; E2, E1)e3. (5.35)
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Here again a1, b1, b2 are P-conserving, whereas a2, b3, b4 are P-violating quantities. Un-
der the procedure discussed in sect. 4 the third component of the total angular mo-
mentum is conserved for the undecayed states and thus a state with s = ±e3 must go
into a state |Ψpr(t2)) with
b = ±a e3. (5.36)
This implies
b1(t2, t1; E2, E1) + b2(t2, t1; E2, E1) = a1(t2, t1; E2, E1),
b4(t2, t1; E2, E1) = a2(t2, t1; E2, E1) (5.37)
Furthermore, an arbitrary pure state |Ψ(0)) must go into a pure state |Ψpr(t2)). This
implies
a(t2, t1; E2, E1) = |b(t2, t1; E2, E1)| for all |s| = 1 (5.38)
and leads to
b21 + b
2
3 + b
2
4 = a
2
1,
(b1 + b2)b4 = a1a2,
2b1b2 + b
2
2 − b23 = a22. (5.39)
Neglecting here and in the following terms quadratic in P-violating quantities – which
is a very good approximation indeed – we get, using also the continuity of the functions
a, b:
b1(t2, t1; E2, E1) = a1(t2, t1; E2, E1),
b2(t2, t1; E2, E1) = 0,
b4(t2, t1; E2, E1) = a2(t2, t1; E2, E1). (5.40)
We note that these relations, (5.39) or (5.40), respectively, could be used to check the
superposition principle. In any case, they reduce the number of independent functions
ai, bj to three: a1, b3, b4. In terms of the amplitudes fF ′
3
,F3,∆f , defined in (4.9), (4.14)
we get
a1 =
1
4
[
|f 1
2
, 1
2
+ f− 1
2
,− 1
2
|2 +|∆f |2
]
b3 =
1
2
Im
[
∆f
(
f 1
2
, 1
2
+ f− 1
2
,− 1
2
)∗]
,
b4 =
1
2
Re
[
∆f
(
f 1
2
, 1
2
+ f− 1
2
,− 1
2
)∗]
. (5.41)
We have investigated the functions ai, bj for various values of t1, t2 and E1, E2. The
short-time behaviour (t1, t2 → 0) can be obtained from (4.16)–(4.18). We find
a1(t2, t1; E2, E1) = 1 + ... (5.42)
b3(t2, t1; E2, E1) = (t2 − t1)2 t21E1E2(E1 − E2)(erB(Z))3 3
√
3δ1(Z,N)∆(Z,N) ·
L2(Z,N)
L2(Z,N) + 1
4
[ΓP (Z,N)− ΓS(Z,N)]2
+ ..., (5.43)
b4(t2, t1; E2, E1) = (t2 − t1)2 t21E1E2(E1 − E2)(erB(Z))3
3
√
3
2
δ1(Z,N)∆(Z,N) ·
L(Z,N) [ΓP (Z,N)− ΓS(Z,N)]
L2(Z,N) + 1
4
[ΓP (Z,N)− ΓS(Z,N)]2
+ ..., (5.44)
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where the dots stand for terms with higher powers in t1, (t2 − t1). From (5.43) we see
that here a P-violating rotation remains also if we set the widths ΓP and ΓS to zero, i.e.
for a stable atom. Type IV P-violating rotations for stable atoms will be investigated
in a future publication.
In Fig. 8 we show numerical results for the functions a1, b3/(a1 · δ1) and b4/(a1 · δ1)
for 42He
+. The parameters are chosen as follows:
t1 = 1 ns,
E1 = 4000 V/cm,
E2 = −4000 V/cm. (5.45)
Note that we plot in Fig. 8b-d the functions a1 etc. as function of the time t2 where
the electric field is switched off and the 2Sˆ content of the undecayed state is analysed.
The interpretation of Fig. 8 is as follows: For t1 = 1ns the undecayed state in the
electric field E1 has reached a metastable state (cf. Fig. 4). The sudden switch to
E2 and then to electric field zero produces for short times t2 − t1 ≪ 2τP (2, 2) final
polarizations which vary in an oscillatory manner with the time t2. The frequencies
of these oscillations are given by the energy differences of the 2S and 2P levels in the
field E2: L(2, 2, E2)/h, ∆(2, 2, E2)/h and (∆(2, 2, E2)−L(2, 2, E2))/h. For t2− t1 >∼ 1ns
the oscillatory behaviour dies out and a plateau value for b3/(a1 · δ1) and b4/(a1 · δ1)
is reached. This comes about, since then a metastable state in the field E2 has been
reached prior to the switch off of the field and the projection onto the 2Sˆ states of
zero field. The variation of the height of the plateau values with the electric field E1 is
shown in Fig. 9 where we choose
t1 = 1 ns,
t2 = 3 ns,
E1 = −E2. (5.46)
We see that b3,4/(a1δ2) have roughly a cubic dependence on E1 as we expect from (5.43),
(5.44).
Finally we note that the type IV rotations discussed in this subsection are intimately
related to interference effects for split beams of atoms. To see this consider a beam
of polarized 2Sˆ-atoms entering an electric field E1 for a time t1, then being split in 2
beams with amplitudes χ1 and χ2 where
| χ1 |2 + | χ2|2 = 1. (5.47)
Let the two beams traverse electric fields E1 and E2, respectively, for a time t2 − t1.
Then, let the two beams interfere and be split again in two beams (±) where the
amplitudes add and substract, respectively. Suppose that finally one analyses their 2Sˆ
content (Fig. 10). Let the initial state be as in (3.79) with density matrix as in (5.1).
The undecayed state at time t2 in the beams (±) is then:
|Ψ±(t2)) = 1√
2
[
χ1e
−iM(E1e3)t2 ± χ2e−iM(E2e3)(t2−t1)e−iM(E1e3)t1
]
|Ψ(0)). (5.48)
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The projected state is
|Ψ±pr(t2)) =
1√
2
∑
F ′
3
,F3=± 12
|2Sˆ, F ′3, 0)
[
χ1fF ′
3
,F3(t2, t2)± χ2fF ′3,F3(t2, t1)
]
cF3, (5.49)
where fF ′
3
,F3(t2, t2) and fF ′3,F3(t2, t1) are as defined in (4.9). The unnormalized density
matrix for the projected states (5.49) is again of the form (5.33) where we get now for
the functions a1, b3, b4 at time t2 the following:
a±1 =
1
8
∣∣∣∣χ1(f 1
2
, 1
2
(t2, t2) + f− 1
2
,− 1
2
(t2, t2)
)
± χ2
(
f 1
2
, 1
2
(t2, t1) + f− 1
2
,− 1
2
(t2, t1)
)∣∣∣∣2,
b±3 = ±
1
4
Im
[
χ2∆f
{
χ1
(
f 1
2
, 1
2
(t2, t2) + f− 1
2
,− 1
2
(t2, t2)
)
± χ2
(
f 1
2
, 1
2
(t2, t1) + f− 1
2
,− 1
2
(t2, t1)
)}∗]
,
b±4 = ±
1
4
Re
[
χ2∆f
{
χ1
(
f 1
2
, 1
2
(t2, t2) + f− 1
2
,− 1
2
(t2, t2)
)
± χ2
(
f 1
2
, 1
2
(t2, t1) + f− 1
2
,− 1
2
(t2, t1)
)}∗]
.
(5.50)
Here ∆f is as in (4.14). The polarization rotation of the interfering beams is therefore
governed by ∆f and qualitatively of the same type as shown in Figs. 8, 9. By a
suitable choice of the splitting parameters χ1,2 one has now the possibility to obtain
large rotations of the polarization but in a low intensity beam. Consider as an example
the choice
χ1 = nχ(1 + ǫ)
(
f 1
2
, 1
2
(t2, t1) + f− 1
2
,− 1
2
(t2, t1)
)
,
χ2 = nχ(1− ǫ)
(
f 1
2
, 1
2
(t2, t2) + f− 1
2
,− 1
2
(t2, t2)
)
,
nχ =
{∣∣∣f 1
2
, 1
2
(t2, t1) + f− 1
2
,− 1
2
(t2, t1)
∣∣∣2 + ∣∣∣f 1
2
, 1
2
(t2, t2) + f− 1
2
,− 1
2
(t2, t2)
∣∣∣2}−1/2, (5.51)
where 0 < ǫ≪ 1. We get then to leading order in ǫ :
a−1 =
ǫ2 |χ1χ2|2
2n2χ
,
b−3 = −
ǫ
2
|χ2|2
nχ
Im
(
∆f · χ∗1
)
,
b−4 = −
ǫ
2
|χ2|2
nχ
Re
(
∆f · χ∗1
)
. (5.52)
Suppose we start originally with N atoms. In order to observe the P-violating
rotation in the (−) beam at the 1σ level, we should have√
(b−3 )2 + (b
−
4 )
2
a−1
≥ 1√
Na−1
, (5.53)
i.e.
N ≥ a
−
1
(b−3 )2 + (b
−
4 )
2
. (5.54)
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Inserting here (5.52) we see that the required N is independent of ǫ. One does not gain
in statistical accuracy choosing a small ǫ. But things should be different with regard
to systematic errors.
For a numerical example we choose (cf. (5.45), (5.46)):
t1 = 1 ns,
t2 = 3 ns,
E1 = −E2 = 4000 V/cm. (5.55)
We get then
a−1 = ǫ
2 · 6.1 · 10−2,
b−3 = ǫ · 6.9 · 10−4 δ1(2, 2),
b−4 = ǫ · 1.2 · 10−4 δ1(2, 2),
b−3 /a
−
1 = ǫ
−1 · 1.1 · 10−2 δ1(2, 2)
= ǫ−1 · 1.5 · 10−13,
b−4 /a
−
1 = ǫ
−1 · 2 · 10−3 δ1(2, 2)
= ǫ−1 · 2.7 · 10−14, (5.56)
where we used (5.29). To get sizeable rotation effects ǫ should be very small indeed, of
order 10−10 − 10−13! The number N (5.54) of required atoms is here
N
>∼ 1027. (5.57)
Thus, such a type of experiment requires beams of macroscopic intensities with micro-
scopic “side beams”. It may be that the techniques of accelerator mass spectroscopy
[33] could be used in this connection. We also note that we have disscussed her only
the analogue of a double slit interference experiment. One could envisage analogues of
multi slit interference devices where the sensitivity to our P-violating effects should be
much bigger and thus the number of required atoms greatly reduced.
5.3 Type V rotation
This is the type of rotation effect studied extensively in [17]. Consider an atom in a 2Sˆ
state, described by the density matrix (5.1) being placed in an electric field E at t = 0
and left there to decay to the ground state. The total transfer of angular momentum
〈∆J 〉 from the external field device to the atomic system is then (cf. (2.7) of [17]):
〈∆J 〉= ∆J1(s× Eˆ)× Eˆ +∆J2 s× Eˆ (5.58)
where Eˆ = E/|E|.
The quantity ∆J1 is P-conserving, ∆J2 is P-violating. The norm of the undecayed
state as function of time is given by (5.8), the lifetime of the state in the electric field
is given by
τ−1S (Z,N, E) =
∫ ∞
0
dt t
(
− d
dt
N (t)
)
=
∫ ∞
0
dt
[
a1(t, |E|2) + a2(t, |E|2)s · Eˆ
]
. (5.59)
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The a2-term is P-violating and of order δ1(Z,N), thus very small compared to the a1-
term. Neglecting the a2-term leads to a lifetime independent of the initial polarization
s as shown in Fig. 11 for 42He
+ and in Fig. 12 for 126 C
5+ as function of E = |E |.
These results can be understood as follows. The electric field produces a 2P ad-
mixture to the 2S state of order (cf.(3.16) ff.)
√
3F(Z, E)/L(Z,N).
Schematically we have for
√
3F/L≪ 1:
|2Sˆ(E)) = |2Sˆ) + κ
√
3F(Z, E)
L(Z,N)
|2P ) (5.60)
where κ is a constant of order 1. The decay rate of the state 2Sˆ(E) is then estimated
as follows:
τ−1S (Z,N, E) ∼= ΓS(Z,N) + |κ|2
∣∣∣∣∣
√
3F(Z, E)
L(Z,N)
∣∣∣∣∣
2
ΓP (Z,N). (5.61)
From Figs. 11 b and 12 b we find both for 42He
+ and 126 C
5+
|κ|2 = 1.0. (5.62)
In Figs. 13, 14 we show results for ∆J1 and ∆J2 as function of E for 42He+ and
12
6 C
5+.
The occurrence of the maxima in −∆J2 can easily be understood. For small times
the P-violating torque is given by the vector product of the Zeldovich dipole moment
and the electric field (cf. (2.4), (4.9) of [17]). We estimate then |∆J2| ∼= torque ×
lifetime and thus from (5.18), (5.19)
|∆J2| ∼= |d2 s× E | τS(Z,N, E)
∼= |δ1(Z,N)| ΓP (Z,N)
√
3F(Z, E)L−1(Z,N)
ΓS(Z,N) + |κ|2
[√
3F(Z, E)L−1(Z,N)
]2
ΓP (Z,N)
(5.63)
where we used ΓS ≪ ΓP ≪ L (cf. (3.19), (3.21)).
This leads to a maximum in |∆J2| expected at
√
3F(Z, E)
L(Z,N)
=
1
|κ|
√√√√ΓS(Z,N)
ΓP (Z,N)
, (5.64)
corresponding roughly to
E ∼= 0.05 · Z6 V/cm, (5.65)
where we used the scaling laws (3.21). The height of the maximum is then expected
from (5.63) to be
|∆J2|max ∼= |δ1(Z,N)|
1
2|κ|
√√√√ΓP (Z,N)
ΓS(Z,N)
∼= N 1
2
1
Z
√√√√ΓP (1, 0)
ΓS(1, 0)
· 6.14 · 10−12 (5.66)
∼= N
Z
2.7× 10−8.
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The numerical results of Figs. 13, 14 confirm these estimates. Note the large enhance-
ment factor [ΓP/ΓS]
1/2 in (5.66) which is responsible for the “large” numerical result
≈ 10−8 compared to the nominal order of magnitude given by δ1(Z,N) (cf. (3.20),
(3.21)).
To estimate also the P-conserving term ∆J1 in (5.58) we note that the induced
dipole moment d1(E
2, t) in (2.5) of [17] should be of order
d1(|E|2, t ≈ τP (Z,N)) ∼= κ′
√
3F(Z, E)
L(Z,N)
erB(Z) (5.67)
with κ′ of order 1.
Estimating again ∆J1 by the torque times the lifetime we get
|∆J1| ∼= |κ′|
√
3F(Z, E)
L(Z,N)
erB(Z)EτS(Z,N, E)
∼= |κ′| 1√
3
∣∣∣∣∣
√
3F(Z, E)
L(Z,N)
∣∣∣∣∣
2
L(Z,N)
ΓS(Z,N) + |κ|2
∣∣∣√3F(Z, E)L−1(Z,N)∣∣∣2 ΓP (Z,N)
(5.68)
From Figs. 13 b and 14 b we get
|κ′| ≃
 0.2 for
4
2He
+,
0.3 for 126 C
5+.
(5.69)
Thus at the maximum of |∆J2| given by (5.64), (5.66), we get for the P-conserving
“background” term ∆J1:
|∆J1| ∼=
∣∣∣∣∣κ′κ
∣∣∣∣∣ 12√3 L(Z,N)ΓP (Z,N) ∼= 0.5. (5.70)
From (5.66) and (5.70) we see that – quite surprisingly – both the maximal P-violating
effect |∆J2|max and the background term ∆J1 at the corresponding value of the electric
field (5.65) are roughly independent of Z.
6 Results for nuclear spin I = 1/2
In this section we discuss polarization rotations for atoms with I = 1
2
. Here all types
of rotations listed in Table 1 occur. In the present paper we will only discuss rotations
of type II and III for I = 1
2
since these are absent for the I = 0 case, whereas the other
types of rotations also occurred there.
A schematic drawing of the (zero field) energy levels for the n = 2 states of hydro-
genic atoms with I = 1
2
is given in Fig. 15. The hyperfine splitting of the 2S1/2, 2P1/2
and 2P3/2 levels is denoted by A1, A2 and A3, respectively:
A1(Z,N) = E(2S 1
2
, F = 1)− E(2S 1
2
, F = 0),
A2(Z,N) = E(2P 1
2
, F = 1)− E(2P 1
2
, F = 0),
A3(Z,N) = E(2P 3
2
, F = 2)− E(2P 3
2
, F = 1). (6.1)
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The hyperfine splittings scale with Z roughly as Z3 (cf.(3.16)).
Interesting examples of atoms with I = 1
2
are ordinary hydrogen 11H and the
3
2He
+
ion. The energy levels and other quantities of interest for the 11H atom are collected in
Table 3.
The weak charges Q
(1,2)
W (Z,N) for these atoms are given in Table A2 of appendix
A. Note that Q
(2)
W is rather sensitive to ∆s, the difference between ∆s = 0 and the
EMC value for ∆s being ≈ 15%.
The mass matrixM for the n = 2 states of an atom with I = 1
2
is given in Table B5
of appendix B where we also list in Tables B6, B7 the matrices T and R representing
the time reversal and reflection operations and D for the dipole operator. The right
and left eigenvectors of M for zero external electric field are given in Table B8. Note
that due to the hyperfine interaction the 2Sˆ states with F = 1 contain now P-violating
contributions from both states 2P1/2 and 2P3/2 with F = 1. But the amplitude for the
2P3/2, F = 1 state is suppressed by A3/∆ relative to the one for the 2P1/2, F = 1
state. For 11H we have (cf. Table 3)
A3/∆ = 2.16 · 10−3 (6.2)
and for higher Z ions the ratio scales roughly as Z−1 (cf. (3.21)), thus getting even
smaller. Neglecting terms proportional to this small ratio, we find for the 2Sˆ eigenstates
|2Sˆ, F, F3) of M at zero external field from Table B8:
|2Sˆ, 0, 0) = |2S, 0, 0) + i(δ1η0 − 32δ2η0)|2P1/2, 0, 0),
|2Sˆ, 1, F3) ∼= |2S, 1, F3) + i(δ1η1 + 12δ2η1)|2P1/2, 1, F3), (6.3)
where F3 = 0,±1 and
η0 =
L
L− 3
4
(A1 −A2)− i2(ΓS − ΓP )
,
η1 =
L
L+ 1
4
(A1 − A2)− i2(ΓS − ΓP )
. (6.4)
Note that |A1 − A2| ≪ L (for all Z). Thus η0 ∼= η1 and the P-violating admixtures of
the 2P states in (6.3) proportional to δ1 which are due to the nuclear spin-independent
Hamiltonian H
(1)
PV (2.2) are practically the same for F = 0 and F = 1. However, the P-
violating admixtures proportional to δ2 which are due to H
(2)
PV (2.3) differ by roughly a
factor (−3) for F = 0 and F = 1. This will have drastic consequences in the following.
Consider now an atom at zero external field in a pure 2Sˆ state at time t = 0:
|Ψ(0)) = ∑
F,F3
|2Sˆ, F, F3) cF,F3 (6.5)
where F = 1, 0; F3 = −F, ..., F .
As normalization condition we get
(Ψ(0)|Ψ(0)) = ∑
F,F3
|cF,F3|2 = 1. (6.6)
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Here we use the normalization condition (3.27) and the fact that the basis states on
the r.h.s. of (6.5) are orthogonal in the usual sense, being eigenstates to different
eigenvalues of the hermitian operators F 3 and F
2.
It is also convenient to introduce vector notation for describing the F = 1 part of
the state (6.5) by setting
c =
∑
F3
c1,F3 eF3 (6.7)
where
e± = ∓ 1√
2
(e1 ± ie2) ,
e0 = e3 (6.8)
are the usual spherical basis vectors.
A general, pure or mixed, initial state is described by a density matrix
̺(0) =
∑
F ′,F ′
3
,F,F3
|2Sˆ, F ′, F ′3) ̺F ′,F ′3;F,F3(0) (2Sˆ, F, F3| . (6.9)
This general density matrix can be parametrized by one scalar S0, one real vector S,
one complex vector K and one real symmetric and traceless second rank tensor Sij as
shown in Table 4.
These parameters must, of course, be such that ̺ is positive semidefinite and of
trace 1:
̺(0) ≥ 0,
Tr̺(0) = 1. (6.10)
For our pure state (6.5)–(6.7) we have
S0 = 1− |c0,0|2 = |c|2,
S = ic× c∗,
K = c c∗0,0,
Sij = −1
2
(
cic
∗
j + cjc
∗
i
)
+
|c|2
3
δij . (6.11)
If P-violation is disregarded, the state (6.5) transforms as follows under a reflection
R on the 1-3 plane (cf. (3.57)):
R : |Ψ(0) ) −→ |Ψ′(0) ),
c0,0 −→ c′0,0 = c0,0,
c1,0 −→ c′1,0 = −c1,0,
c1,±1 −→ c′1,±1 = c1,∓1, c1c2
c3
 −→
 c
′
1
c′2
c′3
 =
 −c1c2
−c3
 ; (6.12)
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S0 −→ S ′0 = S0,
S −→ S′ =
 −S1S2
−S3
 ,
K −→ K ′ =
 −K1K2
−K3
 ,
Sij −→ S ′ij =
{ −Sij , for (i, j) = (1, 2), (2, 3), (2, 1), (3, 2),
Sij all other (i, j).
(6.13)
Thus, if P violation is neglected, (δ1 = δ2 = 0), the states with F = 0, F3 = 0 and
F = 1, F3 = 0 are R-eigenstates with opposite eigenvalues
R : |2Sˆ, 0, 0) −→ |2Sˆ, 0, 0),
|2Sˆ, 1, 0) −→ −|2Sˆ, 1, 0),
(2
˜ˆ
S, 0,0| −→ (2 ˜ˆS, 0,0|,
(2
˜ˆ
S, 1,0| −→ −(2 ˜ˆS, 1,0|. (6.14)
6.1 Type II rotations
Let us place the atom in the initial state (6.5) in an electric field E = Ee3 at time t = 0
and observe the total angular momentum of the undecayed state in the field for t > 0.
Let the electric field be weak in the sense that (cf. (3.16), (3.19))
√
3F(Z, E)
L(Z,N)
≪ 1. (6.15)
Then metastable eigenstates of M(E) exist in the presence of the electric field, too,
and we denote them by (cf. (3.70) ff.)
|2Sˆ, F, F3, Ee3), (F = 0, 1; F3 = −F, ..., F ). (6.16)
From our discussion of T-invariance in sect. 3 we know that the energies of these states
satisfy (cf. (3.46)):
E(2Sˆ, F, F3, Ee3) = E(2Sˆ, F,−F3, Ee3). (6.17)
Here, of course, only F3 is still a good quantum number, F is just a label indicating the
eigenvalue of the total angular momentum of the corresponding state at zero electric
field. The complex energies are shown as function of (
√
3erBE/L)2 for 11H in Fig. 16.
Their imaginary parts give the decay rates
Γ(2Sˆ, F, F3, Ee3) := −2ImE(2Sˆ, F, F3, Ee3). (6.18)
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Note that the states with F = 0, F3 = 0 and F = 1, F3 = 0 are not orthogonal for
E 6= 0 as they are for E = 0.
The time evolution of the undecayed part of the state vector with initial condition
(6.5) is given by
|Ψ(t)) = e−iM(Ee3)t|Ψ(0)) (6.19)
(t > 0).
For time t≫ τP (Z,N) only the new metastable states survive, and we have (cf. (3.74)):
|Ψ(t)) = ∑
F ′,F ′
3
e−iE(2Sˆ,F
′,F ′
3
,Ee3)t|2Sˆ, F ′, F ′3, Ee3) c′F ′,F ′
3
(6.20)
(t≫ τP (Z,N)),
where
c′F ′,F ′
3
= (2
˜
Sˆ, F ′,F ′3, Ee3|Ψ(0))
=
∑
F,F3
(2 ˆ˜S, F ′,F ′3, Ee3|2Sˆ, F, F3) cF,F3. (6.21)
Due to (6.17) we get
|Ψ(t)) = e−iE(2Sˆ,0,0,Ee3)t|2Sˆ, 0, 0, Ee3) c′0,0
+e−iE(2Sˆ,1,0,Ee3)t|2Sˆ, 1, 0, Ee3) c′1,0
+e−iE(2Sˆ,1,1,Ee3)t
{
|2Sˆ, 1, 1, Ee3) c′1,1 + |2Sˆ, 1,−1, Ee3) c′1,−1
}
(6.22)
(t≫ τP (Z,N)).
In contrast to the case I = 0, F = 1
2
, where the corresponding state vector (3.77)
evolves by multiplication with a single complex number the evolution in (6.22) is non-
trivial and can lead to rotations of the expectation value of the angular momentum of
the undecayed state. The oscillation frequencies are given by the hyperfine splittings
in the electric field.
We demonstrate this now by examples. Consider ordinary hydrogen 11H and choose
as initial state a 2Sˆ state (6.5) with polarization in 2-direction:
c0,0 = 0, c1,0 = − 1√
2
, c1,±1 = ± i
2
,
i.e. c = − 1√
2
(e3 + ie1) . (6.23)
This corresponds to an eigenstate of the angular momentum component e2 · F with
eigenvalue +1 and to density matrix parameters (6.11):
S0 = 1,
S = e2,
K = 0,
Sij = diag
(
−1
6
,
1
3
,−1
6
)
. (6.24)
33
The initial state and the set-up are then R-symmetric (cf. (6.13)). Therefore, if any
of the components e1 · F (t) or e3 · F (t) is different from zero for t > 0, this is a clear
indication of R-symmetry- and thus also parity-violation. Here F (t) is the expectation
value of the angular momentum of the n = 2 states (cf. (3.65)).
Inserting the initial values (6.23) in (6.21), we get
c′0,0 = −( ˜2Sˆ, 0,0, Ee3|2Sˆ, 1, 0) 1√
2
,
c′1,0 = −( ˜2Sˆ, 1,0, Ee3|2Sˆ, 1, 0) 1√
2
,
c′1,±1 = ±( ˜2Sˆ, 1,± 1, Ee3|2Sˆ, 1,±1) i2 . (6.25)
We consider now again the reflection R (3.57) on the 1-3 plane. Neglecting P-violation,
i.e. for δ1 = δ2 = 0, the eigenstates ofM(Ee3) in the electric field have the same definite
R transformation properties as we discussed for E = 0 in (6.12)–(6.14). This implies,
together with the differentiability with respect ot δ1,2 as discussed in sect. 3.4 and
Appendix C, that c′0,0 in (6.25) is R-violating and thus linear in δ1, δ2 whereas c
′
1,0 has
a R-conserving contribution plus terms quadratic in δ1,2. Similarly we find that the
overlap of the two states with F3 = 0 in the electric field is linear in δ1,2:
(2Sˆ, 0, 0, Ee3|2Sˆ, 1, 0, Ee3) = O(δ1, δ2). (6.26)
Neglecting terms quadratic in δ1,2, we get now for t ≫ τP for the R-even quantities
N (t) and e2 · F (t):
N (t) = (Ψ(t)|Ψ(t))
= e−Γ(2Sˆ,1,0,Ee3)t|c′1,0|2
+e−Γ(2Sˆ,1,1,Ee3)t
[
|c′1,1|2 + |c′1,−1|2
]
, (6.27)
e2 · F (t) = ei[E(2Sˆ,1,1,Ee3)∗−E(2Sˆ,1,0,Ee3)]t ·
[c′∗1,1(2Sˆ, 1, 1, Ee3|+ c′∗1,−1(2Sˆ, 1,−1, Ee3|] ·
e2 · F |2Sˆ, 1, 0, Ee3)c′1,0
+c.c. (6.28)
and for the R-odd ones e1 · F (t), e3 · F (t):
e1 · F (t) = ei[E(2Sˆ,1,1,Ee3)∗−E(2Sˆ,0,0,Ee3)]t ·[
c′∗1,1(2Sˆ, 1, 1, Ee3|+ c′∗1,−1(2Sˆ, 1,−1, Ee3|
]
·
e1 · F |2Sˆ, 0, 0, Ee3)c′0,0
+ei[E(2Sˆ,1,1,Ee3)
∗−E(2Sˆ,1,0,Ee3)]t ·[
c′∗1,1(2Sˆ, 1, 1, Ee3|+ c′∗1,−1(2Sˆ, 1,−1, Ee3|
]
·
e1 · F |2Sˆ, 1, 0, Ee3)c′1,0
+c.c., (6.29)
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e3 · F (t) = e−Γ(2Sˆ,1,1,Ee3)t
[
|c′1,1|2 − |c′1,−1|2
]
. (6.30)
To investigate all this numerically we choose as electric field E = 100 V/cm which
is small enough for metastable states to exist (cf. (3.19) and Table 3). We get then for
the complex energies:
E(2Sˆ, 0, 0, Ee3) = (6.078 · 109 − i 1.640 · 107)s−1,
E(2Sˆ, 1, 0, Ee3) = (7.131 · 109 − i 1.103 · 107)s−1,
E(2Sˆ, 1, 1, Ee3) = (7.145 · 109 − i 1.211 · 107)s−1. (6.31)
Remember that the real parts correspond to the angular frequencies. In Fig. 17 we
show results for E = 100 V/cm for N (t) (3.67) and Fˆ (t) (3.66). For small times
0 ≤ t <∼ 6τP = 9.6 ns (6.32)
there are damped oscillations with a frequency of order L/h and a damping time of
order 2τP . This is due to the reshuffling of 2S and 2P states in the electric field and
completely analogous to the I = 0 case in Figs. 4, 7. On larger time scales one sees the
behaviour expected from (6.27)–(6.30). The norm N (t) and the P-violating component
e3 · Fˆ (t) = e3 · F (t)/N (t) show no oscillations any more. (cf. (6.27), (6.30)). The
oscillation and damping times seen for e2 · Fˆ (t) and e1 · Fˆ (t) are easily identified as the
differences in the real and imaginary parts of the complex energies (6.31) as it should
be, dividing (6.28) by (6.27) and (6.29) by (6.27).
We have thus demonstrated that the metastable 2Sˆ hydrogen atoms in the presence
of the elecric field show both P-conserving and P-violating polarization precessions.
This is in striking contrast to the case of 2Sˆ atoms with nuclei of spin 0 where T-
invariance forbids such precessions (cf. (3.78)).
6.2 Type III rotations
Consider again an initial state (6.5). Let it evolve in an electric field E = Ee3 from
time 0 to t1, then switch off E and project onto the 2Sˆ states of zero field. We get
|Ψpr(t1)) =
∑
F ′F ′
3
|2Sˆ, F ′, F ′3) (2 ˜ˆS, F ′, F ′3|e−iM(Ee3)t1 |Ψ(0))
=
∑
F ′,F ′
3
;F,F3
|2Sˆ, F ′F ′3) fF ′,F ′3;F,F3(t1) cF,F3, (6.33)
where we define
fF ′,F ′
3
;F,F3(t1) := (2
˜ˆ
S, F ′, F ′3|e−iM(Ee3)t1 |2Sˆ, F, F3). (6.34)
Using the conservation of the third component of the total angular momentum and
the consequences of T-invariance (3.42), (3.47) we get with the same reasoning as for
I = 0 in section 3.5 (cf. (3.83)–(3.85)):
fF ′,F ′
3
;F,F3(t1) = 0 for F
′
3 6= F3,
fF,F3;F,F3(t1) = fF,−F3;F,−F3(t1). (6.35)
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With the T-transformation properties of the states given in (B.9) we find in addition
f1,0;0,0(t1) = −f0,0;1,0(t1). (6.36)
Clearly, the relations (6.35), (6.36) are not sufficient to guarantee that the state
|Ψpr(t1)) in (6.33) is a multiple of |Ψ(0)), as was the case for I = 0 in (3.86).
The amplitudes f are, of course, not directly observable. Observable quantities
involve f ∗f . However, it is convenient to work with the amplitudes.
We get further relations for the functions f (6.34) by considering the reflection R of
(3.57). Indicating explicitly the dependence on the P-violation parameters δi(i = 1, 2)
of (3.17) we get from (6.34), (3.59) and (3.60)
fF,F3;F,F3(t1, δ1, δ2) = Tr
[
e−iM(Ee3,δ1,δ2)t1 PI (2Sˆ, F, F3, δ1, δ2)
]
= Tr
[
e−iM(Ee3,−δ1,−δ2)t1 PI (2Sˆ, F,−F3,−δ1,−δ2)
]
= fF,−F3;F,−F3(t1,−δ1,−δ2). (6.37)
Together with (6.35) this shows that the diagonal elements of the functions f are even
functions of δ1,2 and thus, neglecting terms quadratic in δ1,2, they get no contribution
from the P-violating Hamiltonian (2.1). The off diagonal elements f0,0;1,0 and f1,0;0,0
are according to (6.14) R-symmetry violating and thus linear in δ1,2.
Let us first investigate the behaviour of the functions f (6.34) for t1 → 0. Expanding
up to terms linear in t1 we get with the notation as in (3.48):
fF ′,F ′
3
;F,F3(t1) = (2
˜
Sˆ, F ′,F ′3| {1l− i[M0 −D3E ]t1 + ...} |2Sˆ, F, F3)
= δF ′,F ′
3
;F,F3[1− iE(2Sˆ, F, F3)t1]
+iE t1(2 ˜ˆS, F ′, F ′3|D3|2Sˆ, F, F3) + ... (6.38)
We know from (3.62), (3.63) that the complex energy eigenvalues have no linear term
in δ1,2 and from (3.56) that the diagonal elements of the dipole operator between a left
and right eigenvector of M0 vanish. Thus we verify in the zero and first order terms
in t1 that the diagonal functions f are even in δ1,2. But there is no reason for the off
diagonal matrix elements of D3 to vanish and indeed, using the approximate forms
(6.3) for the right eigenvectors and the corresponding forms for the left eigenvectors
we find:
(2
˜ˆ
S, 1, 0|D3|2Sˆ, 0, 0) ∼= −i
√
3e rB
[
δ1(η0 − η1)− 12δ2(3η0 + η1)
]
. (6.39)
We have η0 ∼= η1 (cf. (6.4)) and thus in (6.39) the nuclear spin-independent P-violating
contribution proportional to δ1 is suppressed relative to the spin-dependent contribu-
tion proportional to δ2. For hydrogen
1
1H we have a particularly strong enhancement
of the nuclear spin-dependent term since δ1 is here proportional to (1− 4 sin2 θW ) (cf.
(2.16) and Table A2). We get, using sin2 θW = 0.23:
δ1(η0 − η1)
∣∣∣
1
1
H
= (5.87− i · 0.57) · 10−14,
1
2
δ2(3η0 + η1)
∣∣∣
1
1
H
= (−2.61 + i · 0.31) · 10−12 · (1− g−1A ∆sp). (6.40)
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Setting ∆sp = 0, the naive expectation, or ∆sp = −0.19, the EMC value (2.10), makes
a difference of ≈ 15% in the second term.
To discuss the behaviour of the functions f for general times we insert in (6.34) the
decomposition of the mass matrix (3.31) using the quasiprojectors appropriate for the
electric field:
fF ′,F3;F,F3(t1) =
∑
α
e−iE(α,F3,Ee3)t1(2
˜ˆ
S, F ′, F3|PI (α, F3, Ee3)|2Sˆ, F, F3). (6.41)
Here α denumbers a complete set of states in the electric field to the given F3. For small
electric fields
√
3F/L ≪ 1 (cf. (3.16), (3.19)) and for t ≫ τP only the contribution
from the metastable 2Sˆ states in the electric field survives in (6.41) and we get:
fF ′,F3;F,F3(t1) =
∑
F ′′
e−iE(2Sˆ,F
′′,F3,Ee3)t1 ·
(2
˜ˆ
S, F ′, F3|2Sˆ, F ′′, F3, Ee3)(2 ˆ˜S, F ′′, F3, Ee3|2Sˆ, F, F3)
(t≫ τP ) (6.42)
where the notation is as in (6.16), (6.17). Neglecting here terms of order δ21,2 we obtain
fF,F3;F,F3(t1) = e
−iE(2Sˆ,F,F3,Ee3)t1Tr
[
PI (2Sˆ, F, F3, Ee3) PI (2Sˆ, F, F3)
]
,
f1,0;0,0(t1) =
∑
F ′′=0,1
e−iE(2Sˆ,F
′′,0,Ee3)t1(2
˜ˆ
S, 1, 0|PI (2Sˆ, F ′′, 0, Ee3)|2Sˆ, 0, 0)
(t≫ τP ). (6.43)
This shows that the diagonal elements have here single oscillation frequencies and
damping times whereas the P-violating function f1,0;0,0 has two such terms.
In Fig. 18 we show numerical results for E = 100 V/cm for the functions f for 11H.
At short times, 0 ≤ t <∼ 6τp ≈ 10 ns we expect to see oscillations and dampings due to
S − P interference as given by the general formula (6.41). But this turns out to be a
very small effect, hardly visible at the resolution of the figures. Thus in essence we see
already from very short times the behaviour from (6.42), (6.43): the diagonal elements
of f show single oscillation frequencies and damping times, the P-violating term f1,0;0,0
shows a clear beat pattern of two frequencies.
We conclude that an atomic system with I = 1/2 can have a polarization rotation
of type III. If we start at t = 0 for instance with a pure |2Sˆ, 0, 0) state
|Ψ(0)) = |2Sˆ, 0, 0) , (6.44)
switch on an electric field for a time 0 ≤ t ≤ t1, switch it off and project onto the 2Sˆ
states we will find a state
|Ψpr(t1)) = |2Sˆ, 0, 0)f0,0;0,0(t1) + |2Sˆ, 1, 0)f1,0;0,0(t1). (6.45)
The |2Sˆ, 1, 0) admixture is R symmetry violating (cf. (6.14)) and represents a P-
violating polarization rotation. Of course, the admixture of the “wrong” R parity
in (6.45) is tiny, of order 10−12. Can we enhance this tiny amplitude?
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Consider a repeated pattern of switching on and off the electric field, where with
0 < t1 < t2 we take
E(t) =

0 for t < 0,
(k − 1)t2 + t1 ≤ t < kt2,
Kt2 ≤ t,
Ee3 for (k − 1)t2 ≤ t < (k − 1)t2 + t1
(k = 1, ..., K). (6.46)
We choose t1 = 1 ns and t2− t1 ≥ 10 ns such that the 2P -admixture present after each
swith off of the field has decayed and the state is practically equal to the projected
state. Let us start at t = 0 with the state (6.5). We get then at t = Kt2
|Ψpr(Kt2)) =
∑
F ′,F ′
3
|2Sˆ, F ′, F ′3) c′F ′,F ′
3
,
c′F ′,F ′
3
=
∑
F,F3
f
(K)
F ′,F ′
3
;F,F3
cF,F3 (6.47)
where in matrix notation:
f (K) = (g)K , (6.48)
with
gF ′,F ′
3
;F,F3 = e
−iE(2Sˆ,F ′)(t2−t1)fF ′,F ′
3
;F,F3(t1). (6.49)
We have from (6.35)
f
(K)
F ′,F ′
3
;F,F3
= 0 for F ′3 6= F3. (6.50)
and keeping only terms of zeroth and first order in δ1,2:
f
(K)
F,F3;F,F3 = (gF,F3;F,F3)
K ,
f
(K)
0,0;1,0 = g0,0;1,0
K−1∑
k=0
gk0,0;0,0 g
K−k−1
1,0;1,0 ,
f
(K)
1,0;0,0 = g1,0;0,0
K−1∑
k=0
gk0,0;0,0 g
K−k−1
1,0;1,0 . (6.51)
Let us define with t1 = 1 ns
L˜F,F3 := Re
[
i
t1
ln fF,F3;F,F3(t1)
]
,
Γ˜F,F3 := −2Im
[
i
t1
ln fF,F3;F,F3(t1)
]
. (6.52)
Thus we have:
fF,F3;F,F3(t1) = exp
{
−iL˜F,F3t1 − 12 Γ˜F,F3t1
}
. (6.53)
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From numerical analysis we find for small electric fields,
√
3F/L≪ 1 :
L˜F,F3 = ReE(2Sˆ, F ) + κ˜F,F3 ·
(√
3F
L
)2
L,
Γ˜F,F3 = ΓS + κF,F3
(√
3F
L
)2
ΓP , (6.54)
where κ˜, κ are numerical factors of order 1 which are listed in Table 5. For the P-
violating amplitude f1,0;0,0(t1) we get
f1,0;0,0(t1) |t1=1ns =
√
3Ft1 [ξ1 · δ1 + ξ2 · δ2] ,
ξ1 = 0.11− i · 0.021,
ξ2 = −2.0 + i · 0.27. (6.55)
The results, (6.54), (6.55) are easily understood using arguments as in subsect. 5.3,
(5.60) ff. From the experience gained there we expect to get large effects of P-violation
for small electric fields and high values of K.
Consider thus small electric fields
√
3F/L≪ 1. We get then from (6.49)–(6.54):
gF,F3;F,F3 = exp
−i
E(2Sˆ, F )t2 + κ˜F,F3
(√
3F
L
)2
Lt1 − i
2
κF,F3
(√
3F
L
)2
ΓP t1
 ,
(6.56)
K−1∑
k=0
gk0,0;0,0 g
K−k−1
1,0;1,0 = g
K−1
1,0;1,0
(
1− g0,0;0,0
g1,0;1,0
)−1 1− (g0,0;0,0
g1,0;1,0
)K , (6.57)
g0,0;0,0
g1,0;1,0
= exp
−i
−A1t2 + (κ˜0,0 − κ˜1,0)
(√
3F
L
)2
Lt1

−1
2
(κ0,0 − κ1,0)
(√
3F
L
)2
ΓP t1
 . (6.58)
Let us now choose t2 such that all terms in the sum on the l.h.s. of (6.57) add coherently,
i.e. we choose
A1t2 − (κ˜0,0 − κ˜1,0)
(√
3F
L
)2
Lt1 = 2πn (6.59)
with n an integer. We have then
g0,0;0,0
g1,0;1,0
= exp
−1
2
(κ0,0 − κ1,0)
(√
3F
L
)2
ΓP t1
 . (6.60)
Let us discuss now the following set-up for a “theoretical” experiment. We start at
t = 0 with an atom where the initial state is as in (6.5) with
c0,0 = 1, c1,0 = 0, c1,1 = c1,−1 = ǫ,
1≫ ǫ≫ |δ1,2|. (6.61)
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Neglecting P-violation, this initial state is R-symmetric (cf. (6.12)). We let the atom
pass K electric fields as indicated in (6.46) with
√
3F/L≪ 1. The state at time Kt2
is then as in (6.47) with
c′0,0 = g
K
0,0;0,0 ,
c′1,0 = g1,0;0,0 g
K−1
1,0;1,0
(
1− g0,0;0,0
g1,0;1,0
)−1
·
1− (g0,0;0,0
g1,0;1,0
)K ,
c′1,±1 = g
K
1,1;1,1 ǫ. (6.62)
Suppose we separate now the F = 1 part of the atomic state vector and measure its an-
gular momentum component in 1-direction, where a nonzero value means R-symmetry
violation. We get for the F = 1 part of the atomic state, its norm N (Kt2, F = 1) and
for the angular momentum per unit norm in 1-direction:
|Ψ(Kt2, F = 1)) =
∑
F3
|2Sˆ, 1, F3) c′1,F3, (6.63)
N (Kt2, F = 1) = (Ψ(Kt2, F = 1)|Ψ(Kt2, F = 1)) =
[
|c′1,1|2 + |c′1,0|2 + |c′1,−1|2
]
= 2ǫ2|g1,1;1,1|2K , (6.64)
e1 · Fˆ (Kt2) = (Ψ(Kt2, F = 1)| e1 · F |Ψ(Kt2, F = 1))N−1(Kt2, F = 1)
=
√
2Re
[
c′1,0(c
′
1,1 + c
′
1,−1)
∗
]
|c′1,1|2 + |c′1,0|2 + |c′1,−1|2
=
√
2ǫ−1
(
1− g0,0;0,0
g1,0;1,0
)−1 1− (g0,0;0,0
g1,0;1,0
)K · Re [g1,0;0,0 · gK−11,0;1,0 · g−K1,1;1,1] ,
(6.65)
(Ψ(Kt2, F = 1)|(e1 · F )2|Ψ(Kt2, F = 1))N−1(Kt2, F = 1) =
[|c′1,1 + c′1,−1|2 + 2|c′1,0|2]
2[|c′1,1|2 + |c′1,0|2 + |c′1,−1|2]
= 1. (6.66)
Here we always use 1≫ ǫ≫ |δ1,2|.
Suppose we start with N0 atoms at time t = 0. In order to obtain a 1σ R-violating
effect at time Kt2 for the F = 1 part of the atomic state we must have
|e1 · Fˆ (Kt2)| >
√
1
N0N (Kt2, F = 1) , (6.67)
i.e. N0 > N¯0, where
N¯0 =
1
4
(
1− g0,0;0,0
g1,0;1,0
)2 1− (g0,0;0,0
g1,0;1,0
)K−2 [Re (g1,0;0,0 · gK−11,0;1,0 · g−K1,1;1,1 · |g1,1;1,1|K)]−2 .
(6.68)
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We want to minimize N¯0. The important factor in N¯0 is
Q :=
1
4
(
1− g0,0;0,0
g1,0;1,0
)2 1− (g0,0;0,0
g1,0;1,0
)K−2 (√3Ft1)−2|g1,0;1,0|−2K
=
(κ0,0 − κ1,0)ΓPK
8L2t1
1
x
(1− e−x/K)2(1− e−x)−2 exp
[
2κ1,0
κ0,0 − κ1,0x
]
eKΓSt2 ,
(6.69)
where
x :=
1
2
(κ0,0 − κ1,0)
(√
3F
L
)2
ΓP t1K. (6.70)
We have then
N¯0 = Q
Re
(ξ1δ1 + ξ2δ2) exp(−iE(2Sˆ, 1)(t2 − t1)) g−11,0;1,0
(
g1,0;1,0 · |g1,1;1,1|
|g1,0;1,0| · g1,1;1,1
)K
−2
(6.71)
and the term in curly brackets is of order δ2. For K ≫ 1 we get
Q ∼= (κ0,0 − κ1,0)ΓP
8L2t1
x(1 − e−x)−2 exp
[
2κ1,0
κ0,0 − κ1,0x
]
K−1eKΓSt2 . (6.72)
Given the values for κ0,0, κ1,0 of Table 5, the minimum of the quantity Q is well
approximated by Q at the values
x =
κ0,0 − κ1,0
2κ1,0
,
K =
1
ΓSt2
, (6.73)
leading to
Qmin ∼= (κ0,0 − κ1,0)
2ΓPΓSt2
16κ1,0L2t1
e2 ·
[
1− exp
(
−κ0,0 − κ1,0
2κ1,0
)]−2
. (6.74)
The optimal value for the electric field is then from (6.70)(√
3F
L
)2
=
ΓSt2
κ1,0ΓP t1
(6.75)
and the magic condition for t2 (6.59) reads now:[
A1 − κ˜0,0 − κ˜1,0
κ1,0
L
ΓP
ΓS
]
t2 = 2πn (6.76)
which is conveniently satisfied for n = 2 with
t2 = 11.3 ns. (6.77)
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This leads to
K = 1.08 · 107,
Kt2 = Γ
−1
S = 0.12 s(√
3F
L
)2
= 7.00 · 10−8,
E = 0.13 V/cm,
Qmin = 6.6 · 10−9,
N¯0 ∼= 1.1 · 1015, (6.78)
N (Kt2, F = 1) = 2ǫ2 exp
[
−κ1,0 + κ1,1
κ1,0
]
= ǫ2 · 0.30 (6.79)
and to a signal of R-symmetry violation:
e1·Fˆ (Kt2) = Q′·Re
(ξ1δ1 + ξ2δ2) exp[−iE(2Sˆ, 1)(t2 − t1)] g−11,0;1,0 ·
(
g1,0;1,0 · |g1,1;1,1|
|g1,0;1,0| · g1,1;1,1
)K
(6.80)
where Q′ is an enhancement factor:
Q′ = ǫ−1
√
2(1− e−x/K)−1(1− e−x)
√
3Ft1
∣∣∣g1,0;1,0
g1,1;1,1
∣∣∣K
= ǫ−1
2
√
2κ1,0
(κ0,0 − κ1,0)
L√
ΓSΓP
√
t1
t2
[
1− exp
(
−κ0,0 − κ1,0
2κ1,0
)]
exp
[
−κ1,0 − κ1,1
2κ1,0
]
= ǫ−1 · 2.25 · 104. (6.81)
This gives:
|e1 · Fˆ (Kt2)| ∼= ǫ−1 · 5.5 · 10−8. (6.82)
To summarize: With K ∼= 107 iterations, performed in a total time Kt2 = Γ−1S =
0.12 s one can get a decent signal of a P-violating spin rotation for hydrogen 11H.
The total number of atoms required is
>∼ 1015 which does not seem exorbitantly high.
With the help of the parameter ǫ the signal in absolute terms but not its statistical
significance can be enhanced. Choosing ǫ = 10−6 we can obtain (on paper) a spin
rotation signal of ≈ 5%! For hydrogen 11H the signal is nearly exclusively due to the
spin-dependent weak axial charge Q
(2)
W of the proton. This quantity gets a contribution
from ∆sp and changes by 15% if we go from ∆sp = 0 to ∆sp = −0.19, the EMC value.
Thus, for a 10% measurement of ∆sp, assuming the EMC value to be correct, one
would need ≈ 5 · 1018 atoms.
7 Conclusions
In this article we have discussed a new type of parity-violating effect in atoms: polar-
ization rotations in external electric fields. We have identified 5 types of such rotations
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in Table 1. An analysis of the consequences of time reversal invariance showed that
certain types of rotations are not allowed by this symmetry for systems with total
angular momentum 1
2
. Previous discussions relevant for our topic concentrated mainly
on these special cases and thus missed a great variety of P-violating effects.
In this article we have only considered hydrogen-like atoms and n = 2 states, where
n is the principal quantum number. There, one has the metastable 2S1/2 states, which
are convenient for experimental purposes. In addition the 2S1/2 and the 2P1/2 states
with opposite parity are only separated by the small Lamb shift, thus rendering P-
violating state mixing rather large where “large” means of order 10−12 (cf. (3.20)).
Correspondingly, the typical order of magnitude for the P-violating polarization ro-
tations was 10−12. But we found ways to produce large enhancement factors in two
cases: for rotations of type V we obtained an enhancement factor of order (ΓP/ΓS)
1/2
(cf. (5.66)), for type III rotations of order L/(ΓPΓS)
1/2 (cf. (6.81)). In both cases
this leads numerically to factors of order 104 for 11H. The most promising effect for
experimental observation seems for us to be the type III rotation discussed in subsec-
tion 6.2 for 11H. With a suitable set-up one could obtain polarization rotations of a
few percent! Here the additional enhancement is produced by interference of the P-
violating amplitude with a small P-conserving one. For a statistically significant signal
≈ 1015 polarized hydrogen atoms in the 2S state would be required, which would have
to be subjected to a sequence of ≈ 107 switches of the electric field (cf.(6.46)). This
could perhaps be realized with some trap or storage ring device. For neutral hydrogen
this would, of course, require magnetic storage similar to a neutron storage ring. In
the analogous case of 32He
+ or higher Z ions one could use the ion storage rings [15].
Another idea mentioned to the authors by D. Habs would be to let an atomic beam
pass a suitable Maser or Laser wave providing the required modulation of the electric
field. Note that the presence of magnetic fields is in principle no hindrance for the
observation of P-violation effects. A constant magnetic field, for instance, can by itself
not induce any P-violating atomic effect.
In our investigation we encountered in various places the Zeldovich dipole moment
of unstable states [32]. We have shown that this dipole moment is connected with the
initial rotation of undecayed atomic states when they are placed in an electric field
(cf. (5.22)). Of course, we also confirmed in (5.27) the well-known role of this dipole
moment in giving the angular momentum transfer from the undecayed state to the
decay products (cf. [31]) at large times.
Not all polarization rotation effects we discussed require unstable states, however.
Some rotations can also occur for stable systems. This could be interesting for atoms
with more than one electron where — contrary to the hydrogen-like systems — one can
find in some cases a P-violating admixture of reasonable size already for the ground
states.
In this paper we have always assumed sudden changes in the electric field (cf.
(4.3)). This was done in order to simplify the calculations, i.e. we could use the
“sudden approximation”. More general changes in the electric field should produce in
essence the same type of polarization rotations, only the theoretical calculations would
be a bit more complicated. In a list of topics for further study we include this as well as
investigations of other atomic systems with more than one electron and muonic atoms.
43
To conclude: We hope to give with this article a new impetus to the study of
P-violation in light atomic systems. There, theoretical calculations can be pushed to
very high accuracy, thus allowing in principle low energy precision determinations of the
electroweak parameters related to the Z exchange between quarks and leptons. For light
atomic systems the nuclear spin-dependent effects are of comparable size to the nuclear
spin-independent ones. P-violation effects in hydrogen could allow a determination of
the s-quark contribution to the total spin of the proton, thus shedding light on the
“spin crisis” of the nucleons. For higher Z mirror nuclei one could combine such
measurements with accurate determinations of the Gamow-Teller transition matrix
elements of β-decay in order to study the change of the s-quark spin contribution of
the nucleons in the nuclear environment. Thus P violation in atoms which involves
atomic, nuclear, and particle physics could make further significant contributions to all
three fields.
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Appendix A
The axial form factors G
(q)
A (Z,N)
Here we discuss the possibility to relate G
(u)
A (Z,N)−G(d)A (Z,N) to experimental results
from nuclear β decay and G
(s)
A (Z,N) to the EMC-results.
From the definition in eq. (2.6) we have
〈Z,N, T, T3; I, I ′3|
∫
d3x ψ¯(x)γγ5τ3ψ(x)|Z,N, T, T3; I, I3〉
=
[
G
(u)
A (Z,N)−G(d)A (Z,N)
]
〈I, I ′3|I|I, I3〉. (A.1)
Here ψ denotes the field operator for up and down quarks
ψ(x) =
(
u(x)
d(x)
)
(A.2)
and T, T3 are the quantum numbers of isospin and its third component for the nuclear
state. By τi (i = 1, 2, 3) we denote as usual the Pauli matrices of isospin. From isospin
invariance we get immediately
G
(u)
A (Z,N)−G(d)A (Z,N) = 0 (A.3)
for T = 0 nuclei. For T 6= 0 we consider nuclear β−(β+)-decay where one defines the
Gamow-Teller matrix elements as matrix elements of the d→ u (u→ d) axial charged
weak current (cf. e.g. [34], [35]). For a ∆I = ∆T = 0 transition this reads:
〈Z,N, T, T3; I, I ′3|
∫
d3x ψ¯(x)γγ5τ
±ψ(x)|Z ∓ 1, N ± 1, T, T3 ∓ 1; I, I3〉
= gAM
∓
GT
1√
I(I + 1)
〈I, I ′3|I|I, I3〉 (A.4)
where
τ± = 1
2
(τ1 ± iτ2). (A.5)
We are here only interested in weak axial charges of light stable nuclei. If such a
nucleus is to be the daughter in an observable β-decay process, its parent must be a
ground state nucleus, too. For the isospin of the ground state of a light nucleus in
general T = |T3| holds [36]. As β∓-decay implies |∆T3| = 1, the isospin of relevant
nuclei must then be T = 1
2
. So we are left with mirror nuclei where we can get
information about axial charges. Isospin invariance leads now from (A.1) and (A.4) to
the following relations: If Z,N is the T3 = ±1/2 isospin partner and β∓ decay daughter
of the nucleus Z ∓ 1, N ± 1, we have (cf. (2.8)):
G
(u)
A (Z,N)−G(d)A (Z,N) =
1
I
(∆u(Z,N)−∆d(Z,N))
= ± gAM
∓
GT√
I(I + 1)
. (A.6)
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The absolute square of the Gamow-Teller matrix element is obtained from the ft1/2
values. In the simple leading order theory one has
ft1/2 = τ0
(
|MF |2 + |gAMGT |2
)−1
. (A.7)
Here ft1/2 is the usual notation for the product of half-life t1/2 and f -function (inte-
grated lepton phase space times Fermi function), τ0 is a constant and MF is the Fermi
matrix element (cf. [34], [35]). For superallowed Fermi transitions the theory has been
pushed to very high accuracy by evaluation of a great number of correction terms to
the relation (A.7) (cf. [37] and refs. quoted therein). The resulting value for τ0 quoted
in [37] is
1
2
τ0 = 3070.6± 1.6s. (A.8)
We are not aware of a calculation similar to the one of [37] for transitions between
light mirror nuclei. Therefore, to obtain an estimate of |MGT |2, we will use the lowest
order expression (A.7) with τ0 from (A.8). Inserting
MF = 1 (A.9)
as appropriate for T = 1/2 we get from the experimental ft1/2 values numbers for
|gAMGT | and, using (A.6), for |∆u−∆d|.
The sign of MGT and thus of ∆u − ∆d can be obtained experimentally from the
study of the decay of polarized nuclei, as has been done extensively for instance for the
neutron decay. We obtain a theoretical estimate of the sign of ∆u −∆d for the other
nuclei of our list with the help of a simple shell model calculation, which we also use
to estimate the quantities ∆s.
Consider the axial quark currents of (2.3). Expressing them as effective nucleonic
currents we get in nonrelativistic reduction:
u¯(x)γγ5u(x)− d¯(x)γγ5d(x) −→ gAϕ†N(x)τ3σϕN(x), (A.10)
s¯(x)γγ5s(x) −→ ∆spϕ†N (x)σϕN(x), (A.11)
where
ϕN(x) =
(
p(x)
n(x)
)
(A.12)
is the nonrelativistic Pauli-Schro¨dinger field operator for the nucleons. The effective
nucleonic current in (A.10) is completely conventional whereas the one in (A.11) has –
to our knowledge – not been discussed in the literature before. The replacement made
in (A.11) is dictated by requiring that the quark current on the l.h.s. and the effective
current on the r.h.s. of (A.11) give the same result for the matrix elements of free
nonrelativistic nucleons. We assume now in our model that the effective currents of
(A.10), (A.11) with gA and ∆sp equal to the free nucleon values give the axial charges
for light nuclei. We have then:[
G
(u)
A (Z,N)−G(d)A (Z,N)
]
〈I, I ′3|I|I, I3〉
= 〈Z,N, T, T3; I, I ′3|gA
∫
d3xϕ†N(x)τ3σϕN(x)|Z,N, T, T3; I, I3〉, (A.13)
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G
(s)
A (Z,N)〈I, I ′3|I|I, I3〉
= 〈Z,N, T, T3; I, I ′3|∆sp
∫
d3xϕ†N (x)σϕN(x)|Z,N, T, T3; I, I3〉. (A.14)
We evaluated these matrix elements for the nuclei 21H,
3
2He,
6
3Li,
13
6 C and
17
8 O using the
simplest standard shell model configurations [36]. The resulting values for ∆u − ∆d
and ∆s are listed in Table A1.
In Table A2 we list the values for the weak charges Q
(1,2)
W for some nuclei. Q
(1)
W is
calculated from (2.16) using sin2 θW = 0.23 [25]. The value for ∆u−∆d for the proton
equals gA from isospin invariance (cf. (2.9), (A.6)). For the other nuclei we used for
T = 0 (A.3) and for T = 1/2 |∆u − ∆d| from the ft1/2 values of the parent nuclei in
β decay and the sign of ∆u−∆d from Table A1. These ft1/2 values were taken from
[35] except for 179 F, where we used [38]. The column ∆s, EMC gives for the proton the
central value of the EMC result [13] and for the other nuclei the corresponding shell
model estimate of Table A1. We list finally Q
(2)
W for ∆s equal to these values and for
∆s = 0.
By comparing the columns ∆u−∆d of Tables A1 and A2 we notice the well-known
fact (cf. [39] and references cited therein) that the effective axial coupling gA to be
used in (A.10) is decreasing with increasing A. It would clearly be of great interest to
know if the effective ∆sp to be used in (A.11) stays the same or is also decreasing with
A.
Appendix B
In this appendix the non-hermitian mass matrix M (cf. 3.13) and its left and right
eigenvectors for E = 0, the dipole operator D (cf. (3.37)) and the matrix represen-
tations for the T transformation (cf. (3.33)) and the reflection R (3.58) are given
explicitly for the cases I = 0 and I = 1
2
.
For the Coulomb wave functions of the atomic states the phase conventions of [27]
are used except for an overall sign change in all radial wave functions. For I = 0
the basis states, i.e. the eigenstates of H0 (3.1), are denoted as |n, l, F, F3) where
F ≡ j, F3 ≡ j3; for I = 12 as |n, l, j, F, F3) with l = 0, 1, . . . indicated in spectroscopic
notation: (S, P, . . .). The states are normalized to one. The zero point of the energy
scale is set at the energy center of the 2P 1
2
states. In the main text we have in the
notation of the states frequently omitted the quantum numbers j and/or F if their
values are clear from the context.
For the case of nuclear spin I = 0 the relevant matrix elements of HPV between 2S
and 2P states are (cf. (3.15), (3.17) for L, δ1):
(2S, 1
2
, F ′3|HPV |2P, 12 , F3) = (2S, 12 , F ′3|H(1)PV |2P, 12 , F3)
= −iδ1(Z,N)L(Z,N)δF ′
3
F3 . (B.1)
Here we use the Coulomb approximation for the wave functions. The matrix represen-
tations forM(Ee3), T , R and D (cf. (3.13), (3.33), (3.58), (3.37)) are given in Tables
B1 – B3. The eigenvalues, right and left eigenvectors (cf. (3.23)–(3.27)) of M(0) are
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given in Table B4, where we are always neglecting terms of order δ21 . For I = 0 the
T-transformation matrix T and the reflection matrix R satisfy
T = −T † = −T −1, (B.2)
R = −R† = −R−1. (B.3)
The T transformation of the eigenstates of Table B4 is as follows:(
T †|2Sˆ, F, F3)
)T
= (−1)F+F3(2 ˜ˆS, F ,−F3|,(
T †|2Pˆ , F, F3)
)T
= (−1)F−F3(2 ˜ˆP, F ,−F3|,(
(2
˜ˆ
S, F , F3|T
)T
= (−1)F+F3|2Sˆ, F,−F3),(
(2
˜ˆ
P, F , F3|T
)T
= (−1)F−F3|2Pˆ , F,−F3),
(F = 1
2
, F3 = ±12). (B.4)
For nuclear spin I 6= 0 the relevant matrix elements of H(1,2)PV are as follows, where
we use again the Coulomb approximation for the wave functions (cf. (3.15), (3.17) for
L, δ1,2)
(2S, 1
2
, F ′, F ′3|H(1)PV |2P, 12 , F, F3) = −iδ1(Z,N)L(Z,N)δF ′,F δF ′3,F3 ,
(2S, 1
2
, F ′, F ′3|H(2)PV |2P, 12 , F, F3) = −iδ2(Z,N)L(Z,N) ·
[F (F + 1)− I(I + 1)− 3
4
]δF ′,F δF ′
3
,F3 ,
(|I − 1
2
| ≤ F, F ′ ≤ I + 1
2
) ; (B.5)
(2S, 1
2
, F ′, F ′3|H(2)PV |2P, 32 , F, F3) = 0 ,
(|I − 1
2
| ≤ F ′ ≤ I + 1
2
, |I − 3
2
| ≤ F ≤ I + 3
2
). (B.6)
For I = 1
2
the matrix representations forM(Ee3), T , R andD are given in Tables
B5 – B7. The eigenvalues and eigenvectors of M(0) are listed in Table B8. The
normalization conditions (3.26), (3.27) are satisfied, neglecting quadratic terms in δ1,2.
For I = 1
2
the matrices T and R satisfy
T = T † = T −1, (B.7)
R = R† = R−1. (B.8)
The T transformation properties of the 2Sˆ states of Table B8 are as follows:(
T †|2Sˆ, 1
2
, F, F3)
)T
= (−1)F+F3(2 ˜ˆS, 1
2
, F,−F3|,(
(2
˜ˆ
S, 1
2
, F, F3|T
)T
= (−1)F+F3|2Sˆ, 1
2
, F,−F3). (B.9)
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Appendix C
In this appendix we collect some useful formulae for eigenvalues and eigenvectors of
non-hermitian matrices.
LetM0,M1 be non-hermitean n×n matrices and let λ be a real parameter. Define
M(λ) =M0 + λM1. (C.1)
We assume that the eigenvalue problem for M0 is solved and that all (in general
complex) eigenvalues E0α (α = 1, ..., n) are different from each other:
E0α 6= E0β for α 6= β. (C.2)
There exists then a basis of right and left eigenvectors, |α0〉 and 〈α˜0|, such that
M0|α0〉 = E0α|α0〉,
〈α˜0|M0 = 〈α˜0|E0α (C.3)
and we can choose the normalization such that
〈α˜0|β0〉= δαβ,
(1 ≤ α, β ≤ n). (C.4)
The quasiprojectors are defined as (cf. (3.28))
PI 0α := |α0〉 〈α˜0|
(α = 1, ..., n). (C.5)
Consider now the eigenvalue problem for M(λ) (C.1). The eigenvalues Eα(λ) are
obtained as solutions of the characteristic equation
det [M(λ)− E · 1l] = 0. (C.6)
The implicit function theorem together with (C.2) guarantees the existence of a neigh-
bourhood U of λ = 0 such that for all λ with λ ∈ U the eigenvalues Eα(λ) satisfy
again
Eα(λ) 6= Eβ(λ) for α 6= β. (C.7)
This in turn implies the existence of right and left eigenvectors and quasiprojectors for
λ ∈ U :
|α(λ)〉, 〈α˜(λ)|, PI α(λ). (C.8)
We want to show that PI α(λ) and with suitable phase conventions also the right and
left eigenvectors are differentiable for λ ∈ U ′ where U ′ ⊂ U is some neighbourhood of
λ = 0. To see this we construct the resolvent (cf. [40]):
1
z −M(λ) =
∑
α
PI α(λ)
z − Eα(λ) . (C.9)
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With the help of Cauchy’s formula we can write the quasiprojectors as follows:
PI α(λ) =
1
2πi
∮
Cα
dz
z −M(λ) (C.10)
where the integration path Cα runs in the analyticity domain of (z −M(λ))−1 and
encircles anticlockwise just the pole at the eigenvalue Eα(λ) and no other pole. This is
possible due to (C.7) for sufficiently small |λ|. But on the closed curve Cα the matrix
elements of (z−M(λ))−1 are rational functions in the variables Re z, Im z, λ without
singularities for |λ| sufficiently small: λ ∈ U ′′, where U ′′ is a suitable neighbourhood
of λ = 0. Since rational functions are arbitrarily often differentiable, we can then
infer from a well-known theorem of analysis that also PI α(λ) (C.10) is arbitrarily often
differentiable for λ ∈ U ′′. For the correctly normalized eigenvectors we can take
|α(λ)〉 = PI α(λ)|α0〉,
〈α˜(λ)| = [Tr(PI α(λ) PI α(0))]−1 〈α˜0|PI α(λ), (C.11)
where the trace will be 6= 0 in a suitable neighbourhood U ′ of λ = 0. Thus PI α(λ) and,
with suitable phase conventions, also |α(λ)〉 and 〈α˜(λ)| are differentiable for λ ∈ U ′,
q.e.d..
The perturbation expansion in λ is obtained from (C.10) in a similar way as for
hermitian matrices (cf. [40]):
PI α(λ) =
1
2πi
∮
Cα
dz [1− (z −M0)−1λM1]−1(z −M0)−1
=
1
2πi
∮
Cα
dz
[
(z −M0)−1 + (z −M0)−1λM1(z −M0)−1 + ...
]
.(C.12)
This leads to
PI α(λ) = PI
0
α +
∑
β 6=α
1
E0α − E0β
·
[
PI 0αλM1PI 0β + PI 0βλM1PI 0α
]
+O(λ2), (C.13)
Tr PI α(λ) PI
0
α = 1 +O(λ2), (C.14)
|α(λ)〉= |α0〉+∑
β 6=α
1
E0α − E0β
PI 0βλM1|α0〉+O(λ2), (C.15)
〈α˜(λ)| = 〈α˜0|+ ∑
β 6=α
1
E0α − E0β
〈α˜0|λM1PI 0β +O(λ2), (C.16)
Eα(λ) = Tr[(M0 + λM1) PI α(λ)]
= E0α + λTr [M1PI 0α] +O(λ2). (C.17)
These expansion formulae (cf. also (4.3) of [17]) have been used extensively in our
calculations.
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Appendix D
In this appendix we calculate the first few terms in the expansion of the quantity ∆f
defined in (4.15). From (4.11) and (4.13) we get
∆f r2,r1 = Tr
{
Mr22 Mr11
(
PI (2Sˆ, 1
2
, 0)− PI (2Sˆ,−1
2
, 0)
)}
= Tr
{
[Mr22 ,Mr11 ] PI (2Sˆ, 12 , 0)
}
(D.1)
where
Mj := M(E je3) (D.2)
(j = 1, 2).
From(D.1) we deduce immediately ∆f r2,r1 = 0 for r1 = 0 or r2 = 0. To calculate
further terms we write
Mj = M0 − E jD3 (D.3)
(j = 1, 2),
whereM0 is the mass matrix for E = 0 and D3 the 3-component of the dipole moment
operator (cf. Tables B1, B3). We get then:
∆f r2,r1 = (2
˜ˆ
S, 1
2
, 0| [Mr22 ,Mr11 ] |2Sˆ, 12 , 0)
= (2
˜ˆ
S, 1
2
, 0|
[
(M0 − E2D3)r2, (M0 − E1D3)r1
]
|2Sˆ, 1
2
, 0). (D.4)
The trick is now to use the fact that |2Sˆ, 1
2
, 0) and (2
˜ˆ
S, 1
2
, 0| are right and left eigen-
vectors, respectively, of M0 to the same eigenvalue E(2Sˆ, 12 , 0). This leads to
∆f 1,1 = (2
˜ˆ
S, 1
2
, 0|
[
(M0 − E2D3), (M0 − E1D3)
]
|2Sˆ, 1
2
, 0)
= (2
˜ˆ
S, 1
2
, 0|
[
(E(2Sˆ, 1
2
, 0)− E2D3), (E(2Sˆ, 12 , 0)− E1D3)
]
|2Sˆ, 1
2
, 0)
= 0 (D.5)
and in a similar way to
∆f 1,2 = ∆f 2,1 = ∆f 1,3 = ∆f 3,1 = 0. (D.6)
The first nonzero value for a coefficient ∆f r2,r1 occurs for r2 = r1 = 2, where we find
∆f 2,2 = E1E2(E1 − E2)(2 ˜ˆS, 1
2
, 0|D3 [D3,M0]D3 |2Sˆ, 12 , 0). (D.7)
Explicit evaluation of this matrix element using Tables B1, B3, B4 leads to the result
given in (4.18).
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Table Captions
Table 1 Types of polarization rotation and angular momentum transfer effects in electric
fields. It is always assumed that the initial state at time t = 0 is a metastable 2Sˆ state
for field E = 0. Types I, II, V refer to a single E-field, constant in space and time for
t > 0, type III to an E-field constant for a time interval 0 ≤ t ≤ t1, type IV to an
E-field piecewise constant in time which is taking on more than one value.
Table 2 Energies, inverse lifetimes and the quantity F for 42He+ and 126 C5+ (cf. (3.15),
(3.16)). For ΓP (2, 2), ΓP (6, 6) and ΓS(6, 6) we used the scaling laws from (3.21) to-
gether with the numerical values for ΓP (1, 0), ΓS(1, 0) from (3.19). The P-violation
parameters δ1(Z,N) (3.17) are calculated using sin
2 θW = 0.23.
Table 3 Energies, inverse lifetimes, the quantity F (3.16) and the P-violation parameters
δ1,2 (3.17) calculated with sin
2 θW = 0.23 for
1
1H.
Table 4 Parametrization of a general density matrix for a 2Sˆ state for an atom with I = 12
(cf. (6.9)). S0,S, Sij are real and Sij = Sji, Sii = 0, K is in general complex.
Table 5 Values for the parameters κ˜ and κ of (6.54) for 11H.
Table A1 Shell model configurations for the nuclei 21H,
3
2He,
6
3Li,
13
6 C and
17
8 O and the
resulting values for ∆u−∆d and ∆s. Here gA = 1.2573(28) is the axial decay constant
of the neutron, ∆sp the s-quark contribution to the proton spin.
Table A2 Parameters of some nuclei: I is the spin, Q
(1,2)
W are the weak charges (2.16),
(2.17), ∆u,∆d,∆s are the spin contributions of u, d, s quarks (2.8). The numbers are
obtained as explained in the text.
Table B1 The mass matrix M(E) for the n = 2 states for nuclear spin I = 0 and external
field E = Ee3; F = erB(Z)E (cf. (3.15)-(3.17)).
Table B2 The T-transformation matrix T (3.33) and the reflection transformation matrix
R (3.58) for I = 0 in the same basis as used in table B1.
Table B3 The matrix representation of the suitably normalized dipole operator
D / (3erB(Z)) for I = 0 in the n = 2 subspace. Here ei (i = 1, 2, 3) are the Cartesian
unit vectors.
Table B4 The right and left eigenvectors ofM(0) from Table B1, neglecting terms of O(δ21).
Table B5 The mass matrix M(E) for the n = 2 states for nuclear spin I = 12 and external
field E = Ee3; F = erB(Z)E (cf. (3.15)-(3.17), (6.1)).
Table B6 The T-transformation matrix T (3.33) and the reflection transformation matrix
R (3.58) for I = 12 in the same basis as used in table B5.
Table B7 Thematrix representation of the suitably normalized dipole operatorD / (3erB(Z))
for I = 12 in the n = 2 subspace. Here ei (i = 1, 2, 3) are the Cartesian unit vectors.
Table B8 The eigenvalues and right eigenvectors of M(0) from Table B5, neglecting terms
of O(δ21 , δ22 , δ1δ2). The left eigenvectors, written as ket vectors, can be inferred from
the right eigenvectors by replacing iΓS,P by −iΓS,P .
55
Table 1
type rotation of
I
complete state vector of undecayed atoms in the exter-
nal electric field.
II
metastable part of the undecayed state vector which
survives for t ≫ τP in a weak electric field satisfying√
3F(Z, |E|)/L(Z,N)≪ 1 (cf. 3.16), (3.19), (3.21) .
III
2Sˆ projected state, after switching off E , relative to ini-
tial state.
IV
2Sˆ projected state, after having passed through more
than one E field, relative to initial state.
V
external field producing device due to angular momen-
tum transfer from atoms [17].
Table 2
4
2He
+ Ref. 126 C
5+ Ref.
∆(Z,N)/h 1.756 · 105 MHz [41] 1.424 · 107 MHz [41]
L(Z,N)/h 1.404 · 104 MHz [42] 7.801 · 105 MHz [43]
ΓP (Z,N) 1.008 · 1010 s−1 8.165 · 1011 s−1
ΓS(Z,N) 525.49 s
−1 [44] 3.840 · 105 s−1
√
3F(Z, E)/L(Z,N) E · (12667.9V/cm)−1 E · (2.112·106 V/cm)−1
δ1(Z,N) 1.36 · 10−11 5.96 · 10−11
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Table 3
1
1H
+ Ref.
∆(Z,N)/h 10969 MHz [45]
L(Z,N)/h 1058 MHz [45]
A1(Z,N)/h
1
8
· 1420.4 MHz [46]
A2(Z,N)/h
1
24
· 1420.4 MHz [46]
A3(Z,N)/h
1
60
· 1420.4 MHz [46]
ΓP (Z,N) 6.3 · 108 s−1 [47]
ΓS(Z,N) 8.2 s
−1 [47]
√
3F(Z, E)/L(Z,N) E · (477.3V/cm)−1
δ1 −4.91 · 10−13
δ2 1.23 · 10−12(1− g−1A ∆sp)
Table 4
F 0 1
F3 0 F3
F ′ F ′3
0 0 1− S0 K∗ · eF3
1 F ′3 e
∗
F ′
3
·K 1
3
S0δF ′
3
,F3 + S ·
(
e∗F ′
3
× eF3
)
/(2i)− e∗F ′
3
·ei Sij ej ·eF3
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Table 5
F F3 κ˜F,F3 κF,F3
0 0 1.02 3.2
1 0 0.63 2.1
1 ±1 0.70 1.9
Table A1
nucleus configuration
protons neutrons ∆u−∆d ∆s
2
1H 1s1/2 1s1/2 0 2∆sp
3
2He (1s1/2)
2 1s1/2 −gA ∆sp
6
3Li (1s1/2)
2 1p3/2 (1s1/2)
2 1p3/2 0
2
3
∆sp
13
6 C (1s1/2)
2 (1p3/2)
4 (1s1/2)
2 (1p3/2)
4 1p1/2
1
3
gA −13∆sp
17
8 O (1s1/2)
2 (1p3/2)
4 (1p1/2)
2 (1s1/2)
2 (1p3/2)
4 (1p1/2)
2 1d5/2 −gA ∆sp
Table A2
related ∆u−∆d ∆s Q(2)W
nucleus I mirror nucleus Q
(1)
W GT EMC ∆sEMC ∆s = 0
p 1
2
n 0.08 1.2573(28) −0.19 −0.23 −0.20
2
1H 1 −0.92 0 −0.38 −0.030 0
3
2He
1
2
3
1H −0.84 −1.21 −0.19 0.16 0.19
4
2He 0 −1.84 0 0 0 0
6
3Li 1 −2.76 0 −0.13 −0.010 0
12
6 C 0 −5.52 0 0 0 0
13
6 C
1
2
13
7 N −6.52 0.32 0.06 −0.041 −0.051
17
8 O
5
2
17
9 F −8.36 −1.09 −0.19 0.029 0.035
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Table B1
2P, 3
2
, 3
2
2P, 3
2
, 1
2
2P, 1
2
, 1
2
2S, 1
2
, 1
2
2P, 3
2
,−1
2
2P, 1
2
,−1
2
2S, 1
2
,−1
2
2P, 3
2
,−3
2
2P, 3
2
, 3
2
∆− i
2
ΓP 0 0 0 0 0 0 0
2P, 3
2
, 1
2
0 ∆− i
2
ΓP 0 −
√
6F 0 0 0 0
2P, 1
2
, 1
2
0 0 − i
2
ΓP iδ1L+
√
3F 0 0 0 0
2S, 1
2
, 1
2
0 −√6F −iδ1L+
√
3F L− i
2
ΓS 0 0 0 0
2P, 3
2
,−1
2
0 0 0 0 ∆− i
2
ΓP 0 −
√
6F 0
2P, 1
2
,−1
2
0 0 0 0 0 − i
2
ΓP iδ1L−
√
3F 0
2S, 1
2
,−1
2
0 0 0 0 −√6F −iδ1L−
√
3F L− i
2
ΓS 0
2P, 3
2
,−3
2
0 0 0 0 0 0 0 ∆− i
2
ΓP
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Table B2
T (I = 0) = −R(I = 0) =

0 0 0 0 0 0 0 1
0 0 0 0 −1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 −1 0
0 1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 0
−1 0 0 0 0 0 0 0

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Table B3
2P, 3
2
, 3
2
2P, 3
2
, 1
2
2P, 1
2
, 1
2
2S, 1
2
, 1
2
2P, 3
2
,−1
2
2P, 1
2
,−1
2
2S, 1
2
,−1
2
2P, 3
2
,−3
2
2P, 3
2
, 3
2
0 0 0 −
√
1
2
(e1−ie2) 0 0 0 0
2P, 3
2
, 1
2
0 0 0
√
2
3
e3 0 0 −
√
1
6
(e1−ie2) 0
2P, 1
2
, 1
2
0 0 0 −
√
1
3
e3 0 0 −
√
1
3
(e1−ie2) 0
2S, 1
2
, 1
2
−
√
1
2
(e1+ie2)
√
2
3
e3 −
√
1
3
e3 0
√
1
6
(e1−ie2) −
√
1
3
(e1−ie2) 0 0
2P, 3
2
,−1
2
0 0 0
√
1
6
(e1+ie2) 0 0
√
2
3
e3 0
2P, 1
2
,−1
2
0 0 0 −
√
1
3
(e1+ie2) 0 0
√
1
3
e3 0
2S, 1
2
,−1
2
0 −
√
1
6
(e1+ie2)−
√
1
3
(e1+ie2) 0
√
2
3
e3
√
1
3
e3 0
√
1
2
(e1−ie2)
2P, 3
2
,−3
2
0 0 0 0 0 0
√
1
2
(e1+ie2) 0
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Table B4
eigenvalue right and left eigenvectors as ket-vectors
∆− i
2
ΓP |2Pˆ , 32 ,±32) = |2P, 32 ,±32)
− i
2
ΓP |2Pˆ , 12 ,±12) = |2P, 12 ,±12) + iδ1λ | 2S, 12 ,±12)
L− i
2
ΓS |2Sˆ, 12 ,±12) = |2S, 12 ,±12) + iδ1λ | 2P, 12 ,±12)
∆− i
2
ΓP |2 ˜ˆP, 32 ,±32) = |2P, 32 ,±32))
− i
2
ΓP |2 ˜ˆP, 12 ,±12) = |2P, 12 ,±12) + iδ1λ∗ | 2S, 12 ,±12)
L− i
2
ΓS |2 ˜ˆS, 12 ,±12) = |2S, 12 ,±12) + iδ1λ∗ | 2P, 12 ,±12)
λ :=
L(Z,N)
L(Z,N)− i
2
(ΓS(Z,N)− ΓP (Z,N))
Table B5 a
2P, 3
2
, 2, 2 2P, 3
2
, 2, 1 2P, 3
2
, 1, 1 2P, 1
2
, 1, 1 2S, 1
2
, 1, 1
2P, 3
2
, 2, 2 ∆ −
i
2
ΓP +
3
8
A3
0 0 0 0
2P, 3
2
, 2, 1 0 ∆ −
i
2
ΓP +
3
8
A3
0 0 − 3√
2
F
2P, 3
2
, 1, 1 0 0 ∆ −
i
2
ΓP −
5
8
A3
− 5
16
√
2
A3
√
3
2
F
2P, 1
2
, 1, 1 0 0 − 5
16
√
2
A3 − i2ΓP+
1
4
A2
√
3F+
iδ1L +
i
2
δ2L
2S, 1
2
, 1, 1 0 − 3√
2
F
√
3
2
F √3F−
iδ1L −
i
2
δ2L
L −
i
2
ΓS +
1
4
A1
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Table B5 b
2P, 3
2
, 2, 0 2P, 3
2
, 1, 0 2P, 1
2
, 1, 0 2S, 1
2
, 1, 0 2P, 1
2
, 0, 0 2S, 1
2
, 0, 0
2P, 3
2
, 2, 0 ∆ −
i
2
ΓP +
3
8
A3
0 0 −√6F 0 0
2P, 3
2
, 1, 0 0 ∆ −
i
2
ΓP −
5
8
A3
− 5
16
√
2
A3 0 0 −
√
6F
2P, 1
2
, 1, 0 0 − 5
16
√
2
A3 − i2ΓP+
1
4
A2
iδ1L +
i
2
δ2L
0
√
3F
2S, 1
2
, 1, 0 −√6F 0 −iδ1L−
i
2
δ2L
L −
i
2
ΓS +
1
4
A1
√
3F 0
2P, 1
2
, 0, 0 0 0 0
√
3F − i
2
ΓP−
3
4
A2
iδ1L −
3
2
iδ2L
2S, 1
2
, 0, 0 0 −√6F √3F 0 −iδ1L+
3
2
iδ2L
L −
i
2
ΓS −
3
4
A1
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Table B5 c
2P, 3
2
, 2,−1 2P, 3
2
, 1,−1 2P, 1
2
, 1,−1 2S, 1
2
, 1,−1 2P, 3
2
, 2,−2
2P, 3
2
, 2,−1 ∆ −
i
2
ΓP +
3
8
A3
0 0 − 3√
2
F 0
2P, 3
2
, 1,−1 ∆ −
i
2
ΓP −
5
8
A3
− 5
16
√
2
A3 −
√
3
2
F 0
2P, 1
2
, 1,−1 0 − 5
16
√
2
A3 − i2ΓP+
1
4
A2
−√3F+
iδ1L +
i
2
δ2L
0
2S, 1
2
, 1,−1 − 3√
2
F −
√
3
2
F −√3F−
iδ1L −
i
2
δ2L
L −
i
2
ΓS +
1
4
A1
0
2P, 3
2
, 2,−2 0 0 0 0 ∆ −
i
2
ΓP +
3
8
A3
Table B6
T (I = 1
2
) = R(I = 1
2
) =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

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Table B7 a
2P, 3
2
, 2, 2 2P, 3
2
, 2, 1 2P, 3
2
, 1, 1 2P, 1
2
, 1, 1 2S, 1
2
, 1, 1
2P, 3
2
, 2, 2 0 0 0 0 − 1√
2
(e1 − ie2)
2P, 3
2
, 2, 1 0 0 0 0 1√
2
e3
2P, 3
2
, 1, 1 0 0 0 0 − 1√
6
e3
2P, 1
2
, 1, 1 0 0 0 0 − 1√
3
e3
2S, 1
2
, 1, 1 − 1√
2
(e1 + ie2)
1√
2
e3 − 1√6e3 − 1√3e3 0
.
Table B7 b
2P, 3
2
, 2, 0 2P, 3
2
, 1, 0 2P, 1
2
, 1, 0 2S, 1
2
, 1, 0 2P, 1
2
, 0, 0 2S, 1
2
, 0, 0
2P, 3
2
, 2, 1 0 0 0 −1
2
(e1 − ie2) 0 0
2P, 3
2
, 1, 1 0 0 0 − 1
2
√
3
(e1 − ie2) 0 − 1√3(e1 − ie2)
2P, 1
2
, 1, 1 0 0 0 − 1√
6
(e1 − ie2) 0 1√6(e1 − ie2)
2S, 1
2
, 1, 1 1
2
√
3
(e1 − ie2) − 12√3(e1 − ie2) − 1√6(e1 − ie2) 0 1√6(e1 − ie2) 0
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Table B7 c
2P, 3
2
, 2, 1 2P, 3
2
, 1, 1 2P, 1
2
, 1, 1 2S, 1
2
, 1, 1
2P, 3
2
, 2, 0 0 0 0 1
2
√
3
(e1 + ie2)
2P, 3
2
, 1, 0 0 0 0 − 1
2
√
3
(e1 + ie2)
2P, 1
2
, 1, 0 0 0 0 − 1√
6
(e1 + ie2)
2S, 1
2
, 1, 0 −1
2
(e1 + ie2) − 12√3(e1 + ie2) − 1√6(e1 + ie2) 0
2P, 1
2
, 0, 0 0 0 0 1√
6
(e1 + ie2)
2S, 1
2
, 0, 0 0 − 1√
3
(e1 + ie2)
1√
6
(e1 + ie2) 0
Table B7 d
2P, 3
2
, 2, 0 2P, 3
2
, 1, 0 2P, 1
2
, 1, 0 2S, 1
2
, 1, 0 2P, 1
2
, 0, 0 2S, 1
2
, 0, 0
2P, 3
2
, 2, 0 0 0 0
√
2
3
e3 0 0
2P, 3
2
, 1, 0 0 0 0 0 0
√
2
3
e3
2P, 1
2
, 1, 0 0 0 0 0 0 − 1√
3
e3
2S, 1
2
, 1, 0
√
2
3
e3 0 0 0 − 1√3e3 0
2P, 1
2
, 0, 0 0 0 0 − 1√
3
e3 0 0
2S, 1
2
, 0, 0 0
√
2
3
e3 − 1√3e3 0 0 0
66
Table B7 e
2P, 3
2
, 2,−1 2P, 3
2
, 1,−1 2P, 1
2
, 1,−1 2S, 1
2
, 1,−1
2P, 3
2
, 2, 0 0 0 0 − 1
2
√
3
(e1 − ie2)
2P, 3
2
, 1, 0 0 0 0 − 1
2
√
3
(e1 − ie2)
2P, 1
2
, 1, 0 0 0 0 − 1√
6
(e1 − ie2)
2S, 1
2
, 1, 0 1
2
(e1 − ie2) − 12√3(e1 − ie2) − 1√6(e1 − ie2) 0
2P, 1
2
, 0, 0 0 0 0 − 1√
6
(e1 − ie2)
2S, 1
2
, 0, 0 0 1√
3
(e1 − ie2) − 1√6(e1 − ie2) 0
Table B7 f
2P, 3
2
, 2, 0 2P, 3
2
, 1, 0 2P, 1
2
, 1, 0 2S, 1
2
, 1, 0 2P, 1
2
, 0, 0 2S, 1
2
, 0, 0
2P, 3
2
, 2,−1 0 0 0 1
2
(e1 + ie2) 0 0
2P, 3
2
, 1,−1 0 0 0 − 1
2
√
3
(e1 + ie2) 0
1√
3
(e1 + ie2)
2P, 1
2
, 1,−1 0 0 0 − 1√
6
(e1 + ie2) 0 − 1√6(e1 + ie2)
2S, 1
2
, 1,−1 − 1
2
√
3
(e1 + ie2) − 12√3(e1 + ie2) − 1√6(e1 + ie2) 0 − 1√6(e1 + ie2) 0
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Table B7 g
2P, 3
2
, 2,−1 2P, 3
2
, 1,−1 2P, 1
2
, 1,−1 2S, 1
2
, 1,−1 2P, 3
2
, 2,−2
2P, 3
2
, 2,−1 0 0 0 1√
2
e3 0
2P, 3
2
, 1,−1 0 0 0 1√
6
e3 0
2P, 1
2
, 1,−1 0 0 0 1√
3
e3 0
2S, 1
2
, 1,−1 1√
2
e3
1√
6
e3
1√
3
e3 0
1√
2
(e1 − ie2)
2P, 3
2
, 2,−2 0 0 0 1√
2
(e1 + ie2) 0
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Table B8
eigenvalue right eigenvector
∆− i
2
ΓP +
3
8
A3 |2P, 32 , 2, F3)
{F3 = ±2,±1, 0}
∆− i
2
ΓP − 58A3 |2Pˆ , 32 , 1, F3) = |2P, 32 , 1, F3)−
(
5A3
16
√
2
)
· 1
(∆−5
8
A3−14A2)
|2P, 1
2
, 1, F3)
+
(
5A3
16
√
2
)2 · 1
∆−5
8
A3−14A2
+i(δ1 +
1
2
δ2)
L
(
5A3
16
√
2
)
(∆−5
8
A3−14A2)(∆−L−
i
2
(ΓP−ΓS)−14A1−
5
8
A3)
|2S, 1
2
, 1, F3)
{F3 = ±1, 0}
− i
2
ΓP +
1
4
A2 |2Pˆ , 12 , 1, F3) = |2P, 12 , 1, F3) + i(δ1 + 12δ2) LL− i
2
(ΓS−ΓP )+ 14 (A1−A2)
|2S, 1
2
, 1, F3)
−
(
5A3
16
√
2
)2 · 1
∆− 5
8
A3− 14A2
+
(
5A3
16
√
2
)
(∆−5
8
A3−14A2)
|2P, 3
2
, 1, F3)
{F3 = ±1, 0}
L− i
2
ΓS +
1
4
A1 |2Sˆ, 12 , 1, F3) = |2S, 12 , 1, F3) + i(δ1 + 12δ2) LL− i
2
(ΓS−ΓP )+ 14 (A1−A2)
|2P, 1
2
, 1, F3)
+i(δ1 +
1
2
δ2)
L
(
5A3
16
√
2
)
(∆−L− i
2
(ΓP−ΓS)−14A1−
5
8
A3)(L− i2 (ΓS−ΓP )+ 14 (A1−A2))
|2P, 3
2
, 1, F3)
{F3 = ±1, 0}
L− i
2
ΓS − 34A1 |2Sˆ, 12 , 0, 0) = |2S, 12 , 0, 0) + i(δ1 − 32δ2) LL− i
2
(ΓS−ΓP )− 34 (A1−A2)
|2P, 1
2
, 0, 0)
− i
2
ΓP − 34A2 |2Pˆ , 12 , 0, 0) = |2P, 12 , 0, 0) + i(δ1 − 32δ2) LL− i
2
(ΓS−ΓP )− 34 (A1−A2)
|2S, 1
2
, 0, 0)
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Figure Captions
Figure 1 Schematic diagram of the n = 1 and n = 2 energy levels of a hydrogen like
system described by the Hamiltonian H0 of (3.1). Indicated are the Coulomb
approximation, the fine and hyperfine structure.
Figure 2 An atomic beam traversing the electric field of a plane plate capacitor.
Figure 3 Schematic arrangements for type I – V rotations defined in the text and in
table 1 with an atomic beam passing through capacitors. For the type V rotation
we draw a capacitor which is suspended such that it can oscillate around one axis
as indicated.
Figure 4 The functions a1 and the ratios b1/a1, b3/(a1δ1(2, 2)), b4/(a1δ1(2, 2)) (cf. (5.8),
(5.9)) for 42He
+ for |E| = 320 V/cm as function of time t.
Figure 5 Same as Figure 4 but for very short times. Also indicated is the limiting
behaviour for b3/(a1δ1(2, 2)) from (5.30) as dashed line.
Figure 6 The behaviour of the ratios bi(t, |E|2)/(a1(t, |E|2)δ1(2, 2)) (i = 3, 4) for t = 2 ns,
i. e. in the asymptotic plateau region (cf. Figure 4), as function of E = |E|.
Figure 7 Same as Figure 4 but for the ion 126 C
5+. The electric field is 1 kV/cm.
Figure 8 Rotations of type IV for 42He
+. Plotted are the variation of the electric field
with time (a), the function a1(t2, t1; E2, E1) (b), and the ratios b3,4(t2, t1; E2, E1)/
[a1(t2, t1; E2, E1)δ1(2, 2)] (c,d) (cf. (5.34), (5.35)). The parameters are given in
(5.45). For t2 < t1 = 1 ns the results correspond to one electric field E1 only
which is switched off at t2.
Figure 9 The dependence of a1(t2, t1; E2, E1) and b3,4(t2, t1; E2, E2)/[a1(t2, t1; E2, E1)δ1(2, 2)]
on E1 for E2 = −E1, t1 = 1 ns, t2 = 3 ns.
Figure 10 An interference device for observing the type IV rotation. The time t is
the proper time of the atoms which traverse an electric field E1e3 for time t1, are
then split to traverse fields E1e3 and E2e3 respectively for a time t2 − t1 and are
let to interfere, split in beams ± and analysed for their 2Sˆ content at time t2.
Figure 11 The lifetime τS(2, 2, E) for 42He+ in an external field E as function of E = |E|
(a). The inverse lifetime as function of [
√
3F(2, E)/L(2, 2)]2 (b).
Figure 12 Same as Figure 11 but for 126 C
5+.
Figure 13 Results for the angular momentum transfers ∆ J1 and ∆J2 for
4
2He
+ as
function of the electric field |E| (cf. 5.58).
Figure 14 Same as Figure 13 but for 126 C
5+.
Figure 15 Scheme of the energy levels of the n = 2 states for an atom with I = 1
2
at
zero external field.
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Figure 16 The real parts of the complex energies (6.17) and the decay rates (6.18) of
the 2Sˆ states in an electric field Ee3 for 11H as function of (
√
3F(1, E)/L(1, 1))2 =
(E/477 V cm−1)2. The curves are marked by the values (F, F3).
Figure 17 Results for angular momentum rotation of ordinary 2S-hydrogen 11H in a
weak electric field E = Ee3, E = 100 V/cm. Shown are the time evolution of
the norm N (t) and of the components of the angular momentum per unit norm
Fˆ (t).
Figure 18 The functions fF ′,F ′
3
;F,F3(t) (6.34) for
1
1H and E = 100 V/cm with ∆sp = 0.
The P-conserving functions are shown in a, b, c, the P-violating function f1,0;0,0
in d. Full lines represent the real, dashed lines the imaginary parts.
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Figure 13 a

J
1
[
h
]
jE j [V/cm]
10 20 30 40 50
0.2
0.4
0.6
0.8
Figure 13 b

J
1
[
h
]
10
11

p
3F(2;E)
L(2;2)

2
1 2 3 4 5
0.0002
0.0004
0.0006
0.0008
88
Figure 13 c
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