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Abstract
Given a homogeneous functor L (e.g., L = ∧k or L = ⊗k) and a finite free resolution F of a
module M over a commutative ring with unitR, we construct in a canonical way a finite free complex
CL(F) that approximates a resolution of L(M), and whose acyclicity properties do not depend on the
characteristic of R. We provide a criterion for the acyclicity of CL(F). As an application we prove in
general the conjecture of Buchsbaum and Eisenbud on the structure of the lower order minors of the
differentials in a finite free resolution (previously known only for Q-algebras).
 2004 Elsevier Inc. All rights reserved.
Introduction
Let R be a commutative ring and let L be a homogeneous functor of degree k on a
category of R-modules. In this paper we try to analyze the ways to extend L to the category
of complexes of R-modules.
There are several properties that a good construction of this type should satisfy. First
of all if L is a functor of degree k and F is a complex of length s we require LF to have
length  ks. The construction of LF should be additive in L and should behave well on
the direct sum of two complexes.
Another key property is the acyclicity property. In the case when R is local and F is a
minimal finite free resolution of length s of an R-moduleM we require LF to be a minimal
resolution of the module LM as long as M is (ks − s)th syzygy.
* Corresponding author.
E-mail addresses: tchernev@math.albany.edu (A. Tchernev), j.weyman@neu.edu (J. Weyman).
1 The second author was partially supported by NSF grant DMS-0070658.0021-8693/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2003.06.007
A. Tchernev, J. Weyman / Journal of Algebra 271 (2004) 22–64 23In the case of R being aQ-algebra such construction was given by Lebelt in [15] for the
functor L being an exterior or symmetric power functor. This was generalized by Nielsen
in [16] to an arbitrary homogeneous functor of degree k. In this case one knows that if F is
a minimal complex then LF is also minimal. The construction of LF with this property is
also unique because the functor L decomposes into a direct sum of Schur functors.
In characteristic free setting the situation is more complicated. Using the Dold–Kan
correspondence between complexes and simplicial modules, Dold and Puppe [5] give
a construction of a complex LF (denoted by DL(F) in the sequel) that satisfies all
the properties listed above except minimality. This construction has the added bonus
that it preserves chain homotopy equivalence, which leads to interesting applications in
homotopy theory, K-theory, and intersection theory among others, cf., e.g., [5,9–11]. It is
therefore of particular interest to understand better its homology.
In this paper we investigate a new construction of a complex LF (denoted by CL(F) in
the sequel) that also satisfies all desired properties except minimality. It has the advantage
that its homology is more accessible, because there is a family of canonical spectral
sequences, each converging to the homology of CL(F). In the case when F is a complex
of length 1 our construction coincides with that of Dold and Puppe. In general they are
not isomorphic, however there is strong experimental evidence that they have the same
homology. A detailed comparison of these two constructions will be done in another paper.
The fact that there are two different constructions of complexesLF satisfying all desired
properties except minimality strongly suggests the existence of more constructions like
that. It is an extremely interesting open problem to classify all such constructions.
The paper is organized as follows.
The first part—Sections 1 through 10—is devoted to the development of the character-
istic free theory of polynomial functors over commutative rings. Several versions of this
theory appear in the literature (for example in [7,8], or most recently [12]), but none of
them was suitable for our goals.
In Section 1 we introduce the basic category k-Coh of pairs {R,M} where R is a
commutative k-algebra and M is a coherent (i.e., finitely presented) R-module, and its
subcategory k-Free of pairs {R,F } where F is a finite free R-module. In Section 2 we
define the polynomial functors. They are defined as functors on the category k-Free.
Sections 3 and 4 are devoted to the discussion of the decomposition of polynomial functors
into homogeneous components. In Sections 5 and 6 we prove more results on homogeneous
components and introduce “multiplication” maps between these homogeneous component
functors. In Section 7 we describe the extension of the polynomial functors to the category
k-Coh, and in Section 8 we show that the homogeneous components of a polynomial
functor also extend to functors on k-Coh.
In Section 9 we construct for an index α and a finite free R-module F0 a new functor
L[α]. Iterating this construction for a sequence of indices T = [α1, . . . ,αs,α] and a free
complex F of length s, we obtain a new functor LT . The functors LT are going to be the
main building blocks in our construction of the complex CL(F). In Section 10 we introduce
the multiplication transformations—special transformations between the functors LT that
are an extension of the multiplication maps from Section 6 to this more general setting.
These transformations play a crucial role in the definition of the differentials of the complex
CL(F).
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polynomial functor L and each complex F of free modules over R we introduce the
complexes CL(F). We calculate the terms of CL(F). The key theorem that describes the
structure of the complex CL(F) and provides a tool for the study of its homology is
Theorem 11.6.
In Section 12 we describe the acyclicity properties of the complexes CL(F). We use
the technique based on the Buchsbaum–Eisenbud acyclicity criterion and the Acyclicity
Lemma of Peskine–Szpiro to prove that result.
In Section 13 we apply our construction in the case when the functor L is the exterior
power to prove the characteristic free version of the Buchsbaum–Eisenbud higher structure
theorems for finite free resolutions.
Finally, in Section 14 we consider the Dold–Puppe construction of DL(F). We show
that DL(F) has acyclicity properties similar to CL(F), and that the two complexes coincide
when F has length 1. We conclude with an example showing that the two constructions are
not isomorphic in general.
1. Preliminaries
Throughout this paper k is a commutative domain with unit such that every finitely
generated projective k-module is free, rings are commutative k-algebras with unit, ring
homomorphisms are over k, and modules are unitary.
Let R be a ring, and M an R-module. We identify R ⊗R M and M via the canonical
isomorphism r ⊗ m 
→ rm. Given ring homomorphisms ρ :R → S and σ :S → T , we
consider T as an S-module via σ , and as an R-module via σ ◦ ρ. The ring S is considered
an R-module via ρ, and we identify the T -modules T ⊗S (S ⊗R M) and T ⊗R M via the
canonical isomorphism t ⊗ s ⊗m 
→ tσ (s)⊗m. Also, given R-modules M1, . . . ,Mn, we
identify the S-module S⊗R (M1⊕· · ·⊕Mn) with the S-module (S⊗R M1)⊕· · ·⊕ (S⊗R
Mn) via the canonical isomorphism s ⊗ (m1, . . . ,mn) 
→ (s ⊗m1, . . . , s ⊗mn).
1.1. Categories
Recall that an R-module is coherent or finitely presented if there is an exact sequence
F →G→M→ 0
with F and G finitely generated free R-modules.
We write k-Coh for the category whose objects are the pairs of the form {R,M},
where R is a ring and M is a coherent R-module. For objects {R,M} and {S,N}, the
set of morphisms Mor({R,M}, {S,N}) in k-Coh is the set of all pairs {ρ,φ}, where
ρ :R→ S is a ring homomorphism, and φ :S⊗R M→N is an S-module homomorphism.
For morphisms {ρ,φ} : {R,M} → {S,N} and {σ,ψ} : {S,N} → {T ,P } in k-Coh their
composition is given by the formula
{σ,ψ} ◦ {ρ,φ} = {σ ◦ ρ,ψ ◦ (idT ⊗ φ)}. (1.1.1)
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form {R,F } where R is a ring, and F is a finite free R-module. Note that for each ring R
the category FreeR of finite free R-modules is a subcategory of k-Free. (A free R-module
F is identified with the pair {R,F }, and a map of free R-modules ψ is identified with the
morphism {idR,ψ}.)
1.2. Functors
Throughout this paper a functor L :k-Free → k-Free has for any object {R,F } in
k-Free the form
L
({R,F })= {R,LR(F )} (1.2.1)
for some finite free R-module LR(F), and if {ρ,φ} : {R,F } → {S,G} is a morphism in
k-Free we always assume that
L
({ρ,φ})= {ρ,Lρ(φ)} (1.2.2)
for some S-module homomorphism Lρ(φ) :S ⊗R LR(F )→LS(G).
If ρ :R→ S is a ring homomorphism and F is a finite free R-module, we set Lρ(F )=
Lρ(idS⊗RF ). Thus we have
Lρ(F ) :S⊗R LR(F )→ LS(S ⊗R F), (1.2.3)
and we call this S-module map the change of rings or base change homomorphism.
In particular, if ψ :F → G is a map of finite free R-modules, by setting LR(ψ) =
LidR (ψ) we have an R-module homomorphism
LR(ψ) :LR(F)→LR(G).
Thus the functor L induces for each ring R a functor LR : FreeR → FreeR . Furthermore,
since by (1.1.1) every morphism {ρ,φ} : {R,F } → {S,G} in k-Free can be decomposed
as
{ρ,φ} = {idS,φ} ◦ {ρ, idS⊗RF }, (1.2.4)
the functor L is completely determined by the functors LR , together with the change of
rings homomorphisms (1.2.3).
Finally, given functors L,M :k-Free → k-Free and a natural transformation ε :L→
M , we always assume that for any object {R,F } the morphism ε({R,F }) : {R,LR(F )}→
{R,MR(F)} has the form
ε
({R,F })= {idR, εR(F )}
for some R-module map εR(F ) :LR(F)→MR(F). Thus ε induces for each R a natural
transformation of functors εR :LR →MR .
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In order to define what a polynomial functor is, we need the following notation.
If R is a ring, and Z is a matrix of indeterminates, we write R[Z] for the polynomial
ring over R with variables the entries of Z. If F is a free R-module, we use BF to denote
a basis of F over R, and write bF for the rank of F . If ρ :R→ S is a ring map, we write
S ⊗BF for the basis of S ⊗R F induced by BF .
Definition 2.1. A polynomial functor is a functor L :k-Free → k-Free that satisfies the
following two conditions:
(1) For every ring homomorphism ρ :R→ S and every finite free R-module F the change
of rings homomorphism
Lρ(F ) :S ⊗R LR(F )→LS(S ⊗R F)
is an isomorphism of S-modules.
(2) For every ring R, every two finite free R-modules F and G, and every choice of
bases BF ,BG,BLR(F ), and BLR(G), there exists a bLR(G) × bLR(F ) matrix Φ = (fij )
of polynomials fij ∈ R[Z] (where Z = (zst ) is a bG × bF matrix of indeterminates)
such that:
For every R-module homomorphism ψ :F → G, the map LR(ψ) is given, in
the chosen bases of LR(F) and LR(G), by the matrix Φ(X) = (fij (X)); where
X = (xst ) is the matrix for ψ in the chosen bases of F and G.
A polynomial functor is homogeneous of degree k if the entries of the matrix Φ from
part (2) above can always be chosen to be homogeneous of degree k.
For the rest of this paper L always denotes a polynomial functor.
Also, if ρ :R→ S is a ring map, and F is a finite free R-module, we use the change of
rings isomorphism Lρ(F ) to identify the modules S ⊗R LR(F ) and LS(S ⊗R F).
Since over an infinite field a polynomial is determined uniquely by its values at infinitely
many points, the following observation and its corollary are immediate.
Observation 2.2. If R is an infinite domain, then the matrix Φ is uniquely determined by
the choice of the bases B = {BF ,BG,BLR(F ),BLR(G)}. In this case we write ΦB for it.
Corollary 2.3. Let R be an infinite domain, let B ′ = {B ′F ,B ′G,B ′LR(F ),B ′LR(G)} be a new
choice of bases for F , G, LR(F), and LR(G) respectively, and let A, C, D, and E be the
corresponding change of basis matrices. Then
ΦB ′ =EΦB
(
CZA−1
)
D−1.
It is straightforward from 2.1 and 2.2 that
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of R is infinite, then ΦS⊗B = ρ(ΦB).
3. Homogeneous components: the maps
Our goal is to define in 3.11 the homogeneous components of a polynomial functor
of a map, and to show in 3.12 that a polynomial functor of a map splits as a sum of its
homogeneous components.
Let n  1 be an integer, and let F1, . . . ,Fn, and G1, . . . ,Gn be finite free R-modules.
For i = 1, . . . , n let Zi be a bGi × bFi -matrix of indeterminates. We write R[Z1, . . . ,Zn]
for the polynomial ring over R with variables the entries of the matrices Z1, . . . ,Zn.
The following proposition is immediate from 2.1 and 2.2.
Proposition 3.1. Let F = F1 ⊕ · · · ⊕ Fn and G=G1 ⊕ · · · ⊕Gn.
(1) For every choice of bases
B = {BF1, . . . ,BFn,BG1 , . . . ,BGn,BLR(F ),BLR(G)}
there exists a matrix of polynomialsΦ = (fij ) with entries in R[Z1, . . . ,Zn] such that:
If φi :Fi → Gi for i = 1, . . . , n are maps of free R-modules, then the matrix of
the map
LR(φ1 ⊕ · · · ⊕ φn) :LR(F)→LR(G)
is given in the chosen bases of LR(F) and LR(G) by Φ(X1, . . . ,Xn), where Xi
is the matrix of φi in the chosen bases of Fi and Gi .
(2) If R is an infinite domain, then the matrix Φ is uniquely determined by the choice of
bases B . In this case we write ΦB for it.
As in 2.3 we have
Corollary 3.2. Let R be an infinite domain, let
B ′ = {B ′F1, . . . ,B ′Fn,B ′G1 , . . . ,B ′Gn,B ′LR(F ),B ′LR(G)}
be another choice of bases, and let A1, . . . ,An, C1, . . . ,Cn, D, andE be the corresponding
change of basis matrices. Then
ΦB ′ =EΦB
(
C1Z1A
−1
1 , . . . ,CnZnA
−1
n
)
D−1.
If R is an infinite domain, we can write the matrix ΦB in a unique way as a sum of its
homogeneous components:
ΦB =
∑
ΦαB, (3.3)
α
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entries of the matrix Φ(a1,...,an)B are homogeneous of degree ai in the entries of Zi . It is
immediate from the corollary above that
ΦαB ′ =EΦαB
(
C1Z1A
−1
1 , . . . ,CnZnA
−1
n
)
D−1. (3.4)
Thus we can make the following definition:
Definition 3.5. Let R be an infinite domain, and let φi :Fi → Gi for i = 1, . . . , n be
homomorphisms of finite free R-modules. If α = (a1, . . . , an) is a sequence of nonnegative
integers, we set
LαR(φ1, . . . , φn)=ΦαB(X1, . . . ,Xn),
where B is a choice of bases as in 3.1(1), and Xi is the matrix of φi for this choice of bases.
It is clear from (3.4) that the map LαR(φ1, . . . , φn) is independent of the choice of bases B .
The following proposition is immediate in view of (3.3).
Proposition 3.6. If R is an infinite domain then there is a canonical decomposition
LR(φ1 ⊕ · · · ⊕ φn)=
∑
α
LαR(φ1, . . . , φn).
Similarly, it is clear by degree considerations from (3.3) that
Proposition 3.7. Let R be an infinite domain. For α = (a1, . . . , ai, ai+2, . . . , an) there is a
canonical decomposition
LαR(φ1, . . . , φi ⊕ φi+1, . . . , φn)=
∑
β
L
β
R(φ1, . . . , φn),
where the sum is over all sequences β = (a1, . . . , ai−1, bi, bi+1, ai+2, . . . , an) such that
bi + bi+1 = ai .
We also have
Proposition 3.8. Let ρ :R→ S be a map of infinite domains. Then for each sequence of
nonnegative integers α = (a1, . . . , an) we have:
(1) ΦαS⊗B = ρ(ΦαB).
(2) S ⊗LαR(φ1, . . . , φn)= LαS(S ⊗ φ1, . . . , S ⊗ φn).
Proof. Part (2) follows from part (1) by Definition 3.5, and we proceed with the proof of
part (1).
Let T be an indeterminate, and let ρ[T ] :R[T ] → S[T ] be the induced map. Since R
and S are infinite subrings of R[T ] and S[T ], it is immediate that Φα = Φα , andR[T ]⊗B B
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the case when the image of R is infinite.
In this case however, the polynomial matrices ΦS⊗B and ρ(ΦB) coincide by 2.4, hence
the same holds for their homogeneous components. ✷
Lemma 3.9. Let S be a ring. For i = 1, . . . , n let Fi = Smi , let Gi = Sni , and let Yi be
a ni × mi -matrix of indeterminates, where mi and ni are nonnegative integers. Let T
be an indeterminate, and set Q = k[T ,Y1, . . . , Yn]. For i = 1, . . . , n set F̂i = Qmi and
Ĝi =Qni , and let φi : F̂i → Ĝi be the map given by Yi . Thus Q is an infinite domain, and
the following conditions hold:
(1) For i = 1, . . . , n let ψi :Fi → Gi be an S-module homomorphism given by a matrix
Xi . There is a unique ring map ρ :Q→ S such that ρ(T )= 0, and such that for each
i we have
Fi = S ⊗Q F̂i, Gi = S ⊗Q Ĝi, ψi = S ⊗ φi.
(2) Assume that mi = ni for i = i1, . . . , is . Let ψi :Fi → Gi be S-module maps for
i = 1, . . . , n such that ψi = 0 for i = j1, . . . , jt , and such that ψi is given by the
identity matrix for i = i1, . . . , is .
Then there exist a ring map ρ :Q → S and maps φ′i : F̂i → Ĝi for i = 1, . . . , n,
such that φ′i = 0 for i = j1, . . . , jt , such that φ′i is given by the identity matrix for
i = i1, . . . , is , and such that for each i we have
Fi = S ⊗Q F̂i, Gi = S ⊗Q Ĝi, ψi = S ⊗ φ′i .
Proof. To prove (1), let Xi be the matrix of ψi , and let ρ :Q→ S be the ring map defined
by sending T to 0, and Yi to Xi for each i . It is clear that ρ is the unique map satisfying
the desired properties.
To prove (2), let I = {i1, . . . , is}, let J = {j1, . . . , jt }, and for each i let Xi be the matrix
for ψi . For i ∈ I set φ′i = idF̂i . For i ∈ J set φ′i = 0. For the remaining values of i set
φ′i = φi . Finally, to define ρ :Q→ S, send T to 0, send Yi to 0 for i ∈ I ∪ J , and send Yi
to Xi for i not in I ∪ J . The desired equalities are now straightforward. ✷
Lemma 3.10. Let ψi :Fi → Gi be maps of finite free S-modules for i = 1, . . . , n. Let
S′ and S′′ be infinite domains, let ψ ′i :F ′i → G′i and ψ ′′i :F ′′i → G′′i for i = 1, . . . , n
be maps of finite free modules over R′ and R′′ respectively, and let χ ′ :S′ → S, and
χ ′′ :S′′ → S be ring maps such that for each i one has Fi = S ⊗S ′ F ′i = S ⊗S ′′ F ′′i ,
Gi = S ⊗S ′ G′i = S ⊗S ′′ G′′i , and ψi = S ⊗ψ ′i = S ⊗ψ ′′i . Then
S ⊗S ′ LαS ′
(
ψ ′1, . . . ,ψ ′n
)= S ⊗S ′′ LαS ′′(ψ ′′1 , . . . ,ψ ′′n ).
Proof. By 3.9 there exists an infinite domain Q, maps of finite free Q-modules φi : F̂i →
Ĝi , and ring maps ρ′ :Q→ S′, and ρ′′ :Q→ S′′, and ρ :Q→ S, such that
ρ = χ ′ ◦ ρ′ = χ ′′ ◦ ρ′′,
30 A. Tchernev, J. Weyman / Journal of Algebra 271 (2004) 22–64and such that ψ ′i = S′ ⊗ φi , and ψ ′′i = S′′ ⊗ φi for each i . Therefore by 3.8 we have
S′ ⊗Q LαQ(φ1, . . . , φn)= LαS ′
(
ψ ′1, . . . ,ψ ′n
)
, and
S′′ ⊗Q LαQ(φ1, . . . , φn)= LαS ′′
(
ψ ′′1 , . . . ,ψ ′′n
)
.
Hence we obtain
S ⊗S ′ LαS ′
(
ψ ′1, . . . ,ψ ′n
)= S ⊗Q LαQ(φ1, . . . , φn)= S ⊗S ′′ LαS ′′(ψ ′′1 , . . . ,ψ ′′n ),
which is the desired conclusion. ✷
We are now ready to extend the notion of homogeneous components of LR to arbitrary
rings R.
Definition 3.11. Let R be a ring, and let φi :Fi →Gi be maps of finite free R-modules
for i = 1, . . . , n. Let α = (a1, . . . , an) be a sequence of nonnegative integers. By 3.9 above
there exist an infinite domain Q, maps of finite free Q-modules ψi : F̂i → Ĝi , and a ring
map ρ :Q→ R, such that for i = 1, . . . , n we have Fi = R ⊗Q F̂i , Gi = R ⊗Q Ĝi , and
φi = R⊗ψi . We set
LαR(φ1, . . . , φn)=R⊗LαQ(ψ1, . . . ,ψn),
and call it the homogeneous component of LR(φ1 ⊕ · · · ⊕ φn) of degree α.
It is clear from 3.10 that this definition does not depend on the choice of Q, the maps
ψi , and ρ; and that when R is an infinite domain this definition coincides with 3.5.
In view of 3.6 and 3.8, the following proposition is immediate from the definitions.
Proposition 3.12. Let R be a ring, let φi :Fi →Gi be maps of finite free R-modules, and
let ρ :R→ S be a ring map.
(1) LR(φ1 ⊕ · · · ⊕ φn)=∑α LαR(φ1, . . . , φn).
(2) S ⊗LαR(φ1, . . . , φn)= LαS(S ⊗ φ1, . . . , S ⊗ φn).
Similarly, from 3.7 we obtain
Proposition 3.13. Let R be a ring. For α = (a1, . . . , ai, ai+2, . . . , an) there is a canonical
decomposition
LαR(φ1, . . . , φi ⊕ φi+1, . . . , φn)=
∑
β
L
β
R(φ1, . . . , φn),
where the sum is over all sequences β = (a1, . . . , ai−1, bi, bi+1, ai+2, . . . , an) such that
bi + bi+1 = ai .
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Here we show that a polynomial functor of a free module canonically splits as a direct
sum of homogeneous components.
Definition 4.1. Let R be a ring, and let F1, . . . ,Fn be finite free R-modules. For a sequence
of nonnegative integers α = (a1, . . . , an) we set
LαR(F1, . . . ,Fn)= image of LαR(idF1, . . . , idFn),
and call it the homogeneous component of LR(F1 ⊕ · · · ⊕Fn) of degree α.
The next example is immediate from the basic properties of the symmetric, exterior, and
divided power functors.
Example 4.2. (1) Let L be the exterior powers functor ∧2. Then
L(2,0)(F,G)=∧2F, L(1,1)(F,G)= F ⊗G, L(0,2)(F,G)=∧2G.
(2) Let L be the symmetric powers functor S2. Then
L(2,0)(F,G)= S2F, L(1,1)(F,G)= F ⊗G, L(0,2)(F,G)= S2G.
(3) Let L be the divided powers functor D2. Then
L(2,0)(F,G)=D2F, L(1,1)(F,G)= F ⊗G, L(0,2)(F,G)=D2G.
(4) Let L be the tensor powers functor ⊗2. Then
L(2,0)(F,G)=⊗2F, L(1,1)(F,G)= (F ⊗G)⊕ (G⊗ F), L(0,2)(F,G)=⊗2G.
(5) More generally, let L = ∧k . Then for α = (a1, . . . , an) with a1 + · · · + an = k we
have
Lα(F1, . . . ,Fn)=∧a1F1 ⊗ · · · ⊗ ∧anFn,
and similarly for L= Sk and Dk .
The next theorem is the main result of this section.
Theorem 4.3. Let L be a polynomial functor, let ρ :R → S be a ring map, and let
F1, . . . ,Fn be finite free R-modules.
(1) There is a canonical direct sum decomposition
LR(F1 ⊕ · · · ⊕ Fn)=
⊕
α
LαR(F1, . . . ,Fn).
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each α an equality
S ⊗R LαR(F1, . . . ,Fn)= LαS (S ⊗R F1, . . . , S ⊗R Fn).
(3) The map LαR(idF1, . . . , idFn) is precisely the canonical projection of the module
LR(F1 ⊕ · · · ⊕Fn) onto LαR(F1, . . . ,Fn).
For the proof we need the following important properties of the homogeneous
components of L:
Theorem 4.4. Let R be a ring, and let φi :Fi → Gi , and ψi :Gi → Hi be maps of finite
free R-modules for i = 1, . . . , n. Then:
(1) For every α we have
LαR(ψ1, . . . ,ψn) ◦LαR(φ1, . . . , φn)= LαR(ψ1 ◦ φ1, . . . ,ψn ◦ φn).
(2) If α = β then LβR(ψ1, . . . ,ψn) ◦LαR(φ1, . . . , φn)= 0.
(3) If v ∈ LαR(F1, . . . ,Fn) then LR(φ1 ⊕ · · · ⊕ φn)(v) ∈ LαR(G1, . . . ,Gn).
(4) LαR(φ1, . . . , φn)(v) ∈ LαR(G1, . . . ,Gn) for every v ∈ LR(F1 ⊕ · · · ⊕ Fn).
As an immediate corollary we have
Corollary 4.5. Let G = GLR(F1)× · · · × GLR(Fn) act componentwise on F = F1 ⊕ · · ·
⊕Fn. Then for each α the componentLαR(F1, . . . ,Fn) is invariant under the induced action
of G on LR(F).
Before we proceed with the proofs of the theorems, we consider briefly the special case
when R is an infinite field. Then we have a natural action of the n-torus
T =GL1(R)× · · · ×GL1(R)
(where there are n factors) on the module F = F1 ⊕ · · · ⊕ Fn given for each t =
(r1, . . . , rn) ∈ T and x = (x1, . . . , xn) ∈ F by t · x = (r1x1, . . . , rnxn). This induces a
polynomial representation of T on LR(F) via the map t 
→ LR(t). Since the torus is a
diagonalizable algebraic group in any characteristic, see [1, Proposition 8.4], the vector
space LR(F) splits as a direct sum
LR(F)=
⊕
LR(F)α, (4.6)
α
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LR(F)α is the T -submodule of all vectors in LR(F) of weight α. Thus, if t =
(r1, . . . , rn) ∈ T , α = (a1, . . . , an), and v ∈LR(F)α , then
LR(t)(v)= tαv, (4.7)
where we write tα for the element ra11 . . . r
an
n ∈R.
Lemma 4.8. Let R be an infinite field, let F1, . . . ,Fn and G1, . . . ,Gn be finite dimensional
R-vector spaces, and let φi :Fi → Gi be R-linear maps for i = 1, . . . , n. Set F =
F1 ⊕ · · · ⊕ Fn, and G=G1 ⊕ · · · ⊕Gn, and φ = φ1 ⊕ · · · ⊕ φn.
(1) If v ∈ LR(F)α then LR(φ)(v) ∈LR(G)α .
(2) If v ∈ LR(F)α then LαR(φ1, . . . , φn)(v)= LR(φ)(v).
(3) If v ∈ LR(F)α and β = α, then LβR(φ1, . . . , φn)(v)= 0.
(4) If v ∈ LR(F) then the vector LαR(φ1, . . . , φn)(v) is precisely the component of
LR(φ)(v) in LR(G)α .
(5) If ψi :Gi →Hi are R-linear maps for i = 1, . . . , n, then
L
β
R(ψ1, . . . ,ψn) ◦LαR(φ1, . . . , φn)=
{
0 if α = β;
LαR(ψ1 ◦ φ1, . . . ,ψn ◦ φn) otherwise.
(6) The map LαR(idF1, . . . , idFn) is precisely the canonical projection of LR(F) onto
LR(F)α . In particular, LαR(F1, . . . ,Fn)= LR(F)α .
Proof. To show (1) note that if t = (r1, . . . , rn) ∈ T , then φ ◦ t = t ◦ φ. Therefore
LR(t) ◦LR(φ)(v)= LR(φ) ◦LR(t)(v)= tαLR(φ)(v).
To prove (2) and (3), note that for each t = (r1, . . . , rn) ∈ T we have∑
β
tαL
β
R(φ1, . . . , φn)(v)=
[
LR(φ) ◦LR(t)
]
(v)= LR(φ ◦ t)(v)
=
∑
β
L
β
R(r1φ1, . . . , rnφn)(v)=
∑
β
tβL
β
R(φ1, . . . , φn)(v),
and since R is an infinite field the desired conclusion is immediate.
In view of (4.6) and the decomposition
LR(φ)=
∑
α
LαR(φ1, . . . , φn),
the remaining conditions (4), (5), and (6), are straightforward from conditions (1), (2),
and (3). ✷
We are now ready to proceed with the proofs of Theorems 4.3 and 4.4.
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(1) and (2) by 3.12, and Definition 4.1.
We proceed with the proof of parts (1) and (2). By 3.11 and 3.12 we may assume that
R is an infinite domain. Therefore it suffices to prove the desired equalities after passing to
the field of fractions of R. Thus, by 3.11 again, we may assume that R is an infinite field.
Now part (5) of 4.8 concludes the proof. ✷
Proof of Theorem 4.3. Set F = F1 ⊕ · · · ⊕Fn. By 4.4 we have
L
β
R(idF1, . . . , idFn) ◦LαR(idF1, . . . , idFn)=
{
0 if α = β;
LαR(idF1, . . . , idFn) otherwise.
Parts (1) and (3) are now immediate in view of the decomposition
idLR(F ) = LR(idF )=
∑
α
LαR(idF1 , . . . , idFn).
Part (2) follows from part (1) by 3.12. ✷
5. More on homogeneous components
The goal of this section is establish some additional properties of the homogeneous
components of a polynomial functor.
For i = 1, . . . , n let φi :Fi → Gi be maps of finite free R-modules, and let α =
(a1, . . . , an) be a sequence of nonnegative integers. Set |α| = a1 + · · · + an.
Our first observation is immediate from the definitions, 4.3, and 3.12.
Proposition 5.1. Let L be a homogeneous functor of degree k. If |α| = k then
LαR(F1, . . . ,Fn)= 0. In particular, we have
(1) LR(F1 ⊕ · · · ⊕ Fn)=⊕|α|=k LαR(F1, . . . ,Fn); and
(2) LR(φ1 ⊕ · · · ⊕ φn)=∑|α|=k LαR(φ1, . . . , φn).
Next, we have
Proposition 5.2. If φi = 0 for some i and ai = 0, then LαR(φ1, . . . , φn)= 0.
If ai = 0 for some i then LαR(φ1, . . . , φn) does not depend on the map φi .
If Fi = 0 for some i , and ai = 0, then LαR(F1, . . . ,Fn)= 0.
Proof. To establish the first assertion of the proposition, it suffices by 3.9 to assume that
R is an infinite domain. Choose bases B as in 3.1, and let ΦB be the corresponding matrix.
Since each monomial in each entry of ΦαB is divisible by an entry of Zi , the desired
conclusion is immediate.
To prove the second assertion, choose for each j bases BFj and BGj , set mj = bFj ,
and set nj = bGj . This identifies the modules Fj and Gj with Rmj and Rnj , respectively.
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matrix of φ′i .
Let the ring Q and the maps ϕj : F̂j → Ĝj be defined as in 3.9. Let ρ and ρ′ be the
unique maps from Q to R that send T to 0, and that satisfy
ρ: φj =R⊗ ϕj for each j ;
ρ′: φj =R⊗ ϕj for each j = i, and φ′i =R⊗ ϕi.
Thus for each j = i we have ρ(Yj )= ρ′(Yj )=Xj .
Choose bases for LαQ(F̂1 ⊕ · · · ⊕ F̂n) and LαQ(Ĝ1 ⊕ · · · ⊕ Ĝn), and let Φ be the
corresponding polynomial matrix from 3.1. Thus LαQ(ϕ1, . . . , ϕn) is given by the ma-
trix Φα(Y1, . . . , Yn). Since ai = 0, this matrix does not involve the entries of Yi . There-
fore ρ(Φα(Y1, . . . , Yn)) = ρ′(Φα(Y1, . . . , Yn)). It follows that LαR(φ1, . . . , φi , . . . , φn) =
LαR(φ1, . . . , φ
′
i , . . . , φn), and this completes the proof of the second assertion of the propo-
sition.
Since LαR(F1, . . . ,Fn) is the image of L
α
R(id1, . . . , idn), and idFi = 0 when Fi = 0, the
third statement of the proposition follows from the first. ✷
Let I = {i1, . . . , is} be a subset of {1, . . . , n} such that ai = 0 for each i /∈ I . Set
α˜ = (ai1, . . . , ais ), and note that |˜α| = |α|.
Proposition 5.3. Let ι :Fi1⊕· · ·⊕Fis → F1⊕· · ·⊕Fn be the canonical split inclusion. The
corresponding map LR(ι) :LR(Fi1 ⊕ · · · ⊕ Fis )→ LR(F1 ⊕ · · · ⊕ Fn) is a split inclusion
as well, and induces a canonical isomorphism
Lα˜R(Fi1 , . . . ,Fis )
∼= LαR(F1, . . . ,Fn).
Proof. Since ι is a split inclusion and LR is a functor, LR(ι) is a split inclusion. We set
F˜ = Fi1 ⊕ · · ·⊕Fis , and proceed with the proof of the second assertion of the proposition.
First, we consider the special case where Fi = 0 for every i /∈ I . In this case LR(ι) is
the identity map, and it suffices to show that
Lα˜R(idFi1 , . . . , idFis )= LαR(idF1 , . . . , idFn).
Furthermore, in view of the definition of the maps LαR and L
α˜
R , we may also assume that
R is an infinite domain. Now choose bases B = {BFi1 , . . . ,BFis ,BLR(F˜ )}, and consider the
corresponding matrix ΦB . Since clearly ΦαB =Φ α˜B , the desired conclusion is immediate.
Next, we consider the general case. Set F ′ = F ′1 ⊕ · · · ⊕ F ′n, where F ′i = Fi for i ∈ I ,
and F ′i = 0 otherwise. Let ι′ be the canonical inclusion of Fi1 ⊕ · · · ⊕ Fis into F ′; define
φi :F
′
i → Fi to be the identity for i ∈ I , and to be 0 otherwise. Thus we have
ι= (φ1 ⊕ · · · ⊕ φn) ◦ ι′,
hence by the previous case it suffices to show that the map LαR(φ1, . . . , φn) induces an
isomorphism of Lα (F ′, . . . ,F ′n) and Lα (F1, . . . ,Fn).R 1 R
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idF ′i for each i , therefore
LαR(π1, . . . , πn) ◦LαR(φ1, . . . , φn)= idLαR(F ′1,...,F ′n).
On the other hand, since φi ◦ πi = idFi for i ∈ I , and since by 5.2 the map LαR(φ1 ◦
π1, . . . , φn ◦ πn) depends only on maps that are indexed by the elements of the set I ,
we obtain that
LαR(φ1 ◦ π1, . . . , φn ◦ πn)= LαR(idF1, . . . , idFn)= idLαR(F1,...,Fn) .
The desired conclusion is now immediate. ✷
Finally, since idFi⊕Fi+1 = idFi ⊕ idFi+1 , and in view of the canonical identification
F1 ⊕ · · · ⊕ Fn = F1 ⊕ · · · ⊕ (Fi ⊕ Fi+1) ⊕ · · · ⊕ Fn, the next proposition is immediate
from 3.13, Definition 4.1, and Theorem 4.3.
Proposition 5.4. For a sequence α′ = (a1, . . . , ai, ai+2, . . . , an) of nonnegative integers
there is a canonical decomposition
Lα
′
R (F1, . . . ,Fi ⊕ Fi+1, . . . ,Fn)=
⊕
β
L
β
R(F1, . . . ,Fn),
where the sum is over all sequences β = (a1, . . . , ai−1, bi, bi+1, ai+2, . . . , an) such that
bi + bi+1 = ai .
6. The multiplication maps
Definition 6.1. Let F0, . . . ,Fn be finite free R-modules, and suppose that for some
0 i < j  n we have a map φ :Fj → Fi . Then:
(1) We define the homomorphism
s(φ) :F1 ⊕ · · · ⊕ Fn→ F1 ⊕ · · · ⊕ Fj−1 ⊕ Fj+1 ⊕ · · · ⊕ Fn
as the map sending (f1, . . . , fn) to (f1, . . . , fi + φ(fj ), . . . , fj−1, fj+1, . . . , fn); and
call it the summation map associated with φ.
(2) If α = (a0, . . . , an) is a sequence of nonnegative integers, we set
αij = (a0, . . . , ai + aj , . . . , aj−1, aj+1, . . . , an).
(3) We define the homomorphism
µ(φ) :LαR(F0, . . . ,Fn)→ Lαij (F0, . . . ,Fj−1,Fj+1, . . . ,Fn)R
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LαR(F0, . . . ,Fn)
incl.
LR(F0 ⊕ · · · ⊕Fn)
LR(s(φ))
LR(F0 ⊕ · · · ⊕ Fj−1 ⊕ Fj+1 ⊕ · · · ⊕Fn)
proj.
L
αij
R (F0, . . . ,Fj−1,Fj+1, . . . ,Fn);
where the first map is the canonical inclusion, and the last map is the canonical
projection. We call µ(φ) the multiplication map associated with the map φ.
Example 6.2. Let F1 = F2 = F be a finite free R-module, and let L = ∧k be the
kth exterior power functor. Let φ :F = F2 → F1 = F be the identity map. Then for
α = (a1, a2) with a1 + a2 = k we have Lα(F1,F2) = ∧a1F ⊗ ∧a2F , and the associated
with φ multiplication map
µ(φ) :∧a1F ⊗∧a2F →∧kF
is precisely the exterior multiplication map.
A special case of the definition above is of particular importance for us, and we
introduce separate notation for it.
Notation 6.3. Let φ :F → G be a map of finite free R-modules. Set F0 = G, and
F1 = · · · = Fn = F . Let φ0 = φ, and for i = 1, . . . , n − 1 let φi = idF ; thus for each i
we can consider φi as a map from Fi+1 to Fi . Let α = (a0, . . . , an). For i = 0, . . . , n− 1
set
αi = αi,i+1 = (a0, . . . , ai + ai+1, ai+2, . . . , an),
set si(φ)= s(φi), write
µi(φ) :L
α
R(G,F, . . . ,F )→ LαiR (G,F, . . . ,F )
for µ(φi), and call it the ith multiplication map associated with φ. When i  1 it is clear
that si (φ) and µi(φ) do not depend on φ, and we write si and µi for them.
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LαR(G,F, . . . ,F )
incl.
LR(G⊕ F ⊕ · · · ⊕ F)
L(si(φ))
LR(G⊕F ⊕ · · · ⊕ F)
lands inside LαiR (G,F, . . . ,F ).
Proposition 6.5. Let φ :F →G be a map of finite free R-modules. Let 0  i < j  n be
integers, and let α = (a0, . . . , an).
(1) We have (αj )i = (αi )j−1.
(2) We have µi(φ) ◦µj(φ)= µj−1(φ) ◦µi(φ).
Proof. Part (1) follows by a straightforward calculation from the definition of αi , and we
proceed with the proof of part (2).
With notation as in 6.3, an easy direct calculation shows that si(φ) ◦ sj (φ)= sj−1(φ) ◦
si (φ). It follows that the diagram
LαR(G,F, . . . ,F )
incl .
LR(G⊕ F ⊕ · · · ⊕ F)
LR(sj (φ))
LR(si(φ))
LR(G⊕ F ⊕ · · · ⊕ F)
LR(sj−1(φ))
LR(G⊕ F ⊕ · · · ⊕ F)
LR(si(φ))
LR(G⊕ F ⊕ · · · ⊕ F)
proj .
L
(αj )i
R (G,F, . . . ,F )
is commutative. The desired conclusion is now immediate in view of 6.4. ✷
7. The extension to a functor on k-Coh
The results from the last two sections show that a polynomial functor splits as a direct
sum of its homogeneous components. Thus to study its homological properties it is enough
to consider only homogeneous functors.
For the rest of this paper L denotes a homogeneous functor of degree k.
We describe a natural way to extend L to a functor on the category k-Coh.
Let M be a coherent R-module, and let ϕ :F1 → F0 be a presentation map for M , i.e.,
we have an exact sequence
F1
ϕ−→ F0 →M→ 0,
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∂1(ϕ) :
k⊕
i=1
L
(k−i,i)
R (F0,F1)→LR(F0) (7.1)
to be the map whose restriction on the summand L(k−i,i)R (F0,F1) is equal to the
multiplication map µ(ϕ) = µ0(ϕ). (Note that if α = (i, k − i) then α0 = (k), hence
L
α0
R (F0)= LR(F0).)
Let N be another coherent R-module with finite free presentation
G1
ψ−→G0 →N → 0,
and let f :M → N be an R-module homomorphism. Consider a lifting of f to a map of
presentations, i.e., a commutative diagram
F1
ϕ
f1
F0
f0
M
f
0
G1
ψ
G0 N 0.
(7.2)
This yields a commutative diagram
⊕k
i=1 L
(k−i,i)
R (F0,F1)
∂1(ϕ)
⊕
L
(k−i,i)
R (f0,f1)
LR(F0)
LR(f0)⊕k
i=1L
(k−i,i)
R (G0,G1)
∂1(ψ)
LR(G0),
(7.3)
and therefore also a map
LR(f ) : Coker
(
∂1(ϕ)
)→ Coker(∂1(ψ)). (7.4)
Our goal is to show that the map LR(f ) does not depend on the choice of the lifting
of f . Consider another lifting
F1
ϕ
g1
F0
g0
M
f
0
G1
ψ
G0 N 0.
(7.5)
of f . Therefore there exists a map δ :F0 →G1 such that g0 = f0 +ψ ◦ δ.
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LR(g0)= LR(f0)+ ∂1(ψ) ◦∆δ .
Proof. Let d :F0 → F0 ⊕ F0 be the diagonal map, i.e., d(v) = (v, v) for each v ∈ F0.
Define ∆δ to be the following composition:
LR(F0)
LR(d)
LR(F0 ⊕ F0)
proj .⊕k
i=1 L
(k−i,i)
R (F0,F0)⊕
L
(k−i,i)
R (f0,δ)⊕k
i=1 L
(k−i,i)
R (G0,G1),
where the second map is the canonical projection. Then ∂1(ψ) ◦ ∆δ is given by the
composition
LR(F0)
LR(d)
LR(F0 ⊕ F0)
LR(f0⊕(ψ◦ δ))
LR(G0 ⊕G0)
proj .⊕k
i=1L
(k−i,i)
R (G0,G0)
∂1(idG0 )
LR(G0).
(7.7)
Since the map LR(g0) can be described as the composition
LR(F0)
LR(d)
LR(F0 ⊕F0)
LR(f0⊕(ψ◦ δ))
LR(G0 ⊕G0)
LR(s(idG0 ))
LR(G0),
(7.8)
and since the map LR(f0) can be described as the composition
LR(F0)
LR(d)
LR(F0 ⊕ F0)
LR(f0⊕(ψ◦ δ))
LR(G0 ⊕G0)
proj .
L
(k,0)
(G0,G0)
µ(idG0 )
LR(G0),
(7.9)R
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composition (7.8). The desired conclusion is now immediate. ✷
Corollary 7.10. The map LR(f ) does not depend on the lifting of the map f .
Corollary 7.11. In the case N =M the map LR(idM) is a canonical isomorphism, and we
use it to identify the modules Coker(∂1(ϕ)) and Coker(∂1(ψ)).
Now we can state
Definition 7.12. Let M be a coherent R-module. We set LR(M)= Coker(∂1(ϕ)), where
ϕ :F1 → F0 is a presentation map for M .
Remark 7.13. (a) It is immediate that the definition above does not depend on the
presentation of M . Thus if f :M → N is a map of coherent R-modules, the map
LR(f ) :LR(M)→ LR(N) is also independent of the presentations of the modules M
and N .
(b) It is clear (after choosing a trivial presentation) that whenM is a finite freeR-module
the definition above agrees with the previous definition of LR(M).
Next we consider the change of rings maps:
Proposition 7.14. Let f :M →N be a map of coherent R-modules, and let ρ :R→ S be
a ring map. There is a canonical isomorphism Lρ(M) :S ⊗R LR(M)∼= LS(S ⊗R M) that
induces a commutative diagram
S ⊗R LR(M)
∼=
S⊗LR(f )
LS(S ⊗R M)
LS(S⊗f )
S ⊗R LR(N)
∼=
LS(S ⊗R N),
and that coincides with the usual change of rings isomorphism when M is a free R-module.
Proof. Choose presentations of M and N , and a lifting of f as in (7.2). Thus we obtain
a map of presentations of LR(M) and LR(N) as in (7.3), that is a lifting of LR(f ). Now
tensoring with S and using 3.12 and 4.3 concludes the proof. ✷
Corollary 7.15. Lρ(−) :S ⊗R LR(−)→ LS(S ⊗R −) is an isomorphism of functors, and
we use it to identify S ⊗R LR(M) and LS(S ⊗R M).
8. Homogeneous components on k-Coh
We show how the notion of homogeneous components of L extends to the case of
coherent modules.
42 A. Tchernev, J. Weyman / Journal of Algebra 271 (2004) 22–64Let hi :Mi → Ni be maps of coherent R-modules for i = 1, . . . , n, set M = M1 ⊕
· · · ⊕Mn, and N = N1 ⊕ · · · ⊕Nn. For each i let ϕi :Fi →Gi and ψi :Ki → Pi be free
presentation maps for Mi and Ni , respectively. Set h= h1 ⊕ · · · ⊕ hn, set F =⊕ni=1Fi ,
set G=⊕ni=1 Gi , set K =⊕ni=1 Ki , and P =⊕ni=1 Pi . Thus ϕ :F →G, and ψ :K→ P
are free presentation maps for M and N , respectively.
If β = (b1, . . . , bn) and γ = (c1, . . . , cn) are sequences of nonnegative integers, we set
β ∧ γ = (b1, . . . , bn, c1, . . . , cn);
β + γ = (b1 + c1, . . . , bn + cn).
It is straightforward from the corresponding definitions that the map ∂1(ϕ) splits as a
direct sum
∂1(ϕ)=
⊕
α
∂α1 (ϕ), (8.1)
where the restriction of the map
∂α1 (ϕ) :
|γ |1⊕
β+γ=α
L
β∧γ
R (G1, . . . ,Gn,F1, . . . ,Fn)→ LαR(G1, . . . ,Gn)
to the component Lβ∧γR (G1, . . . ,Gn,F1, . . . ,Fn) is given by the composition of multipli-
cation maps µ(ϕ1) ◦ · · · ◦µ(ϕn).
For each i let
Fi
ϕi
fi
Gi
gi
Mi
hi
0
Ki
ψ
Pi Ni 0
be a lifting of hi . Set ϕ =⊕ni=1 ϕi , set ψ =⊕ni=1 ψi , set f =⊕ni=1 fi , and g =⊕ni=1 gi .
Thus
F
ϕ
f
G
g
M
h
0
K
ψ
P N 0
is a lifting of h.
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⊕|γ |1
β+γ=α L
β∧γ
R (G1, . . . ,Gn,F1, . . . ,Fn)
∂α1 (ϕ)
⊕Lβ∧γR (g1,...,gn,f1,...,fn)
LαR(G1, . . . ,Gn)
LαR(g1,...,gn)⊕|γ |1
β+γ=α L
β∧γ
R (P1, . . . ,Pn,K1, . . . ,Kn)
∂α1 (ψ)
LαR(P1, . . . ,Pn).
(8.2)
For each i consider another lifting of hi :
Fi
ϕi
f ′i
Gi
g′i
Mi
hi
0
Ki
ψ
Pi Ni 0.
Thus for each i we have a map δi :Gi →Ki such that g′i = gi +ψi ◦ δi .
Lemma 8.3. For each α there is a map
∆αδ1,...,δn :L
α
R(G1, . . . ,Gn)→
|γ |1⊕
β+γ=α
L
β∧γ
R (P1, . . . ,Pn,K1, . . . ,Kn)
such that LαR(g
′
1, . . . , g
′
n)= LαR(g1, . . . , gn)+ ∂α1 (ψ) ◦∆αδ1,...,δn .
Proof. We define the map ∆αδ1,...,δn as the composition
LαR(G1, . . . ,Gn)
incl .
LR(G1 ⊕ · · · ⊕Gn)
LR(d)
LR(G1 ⊕ · · · ⊕Gn⊕G1 ⊕ · · · ⊕Gn)
proj .⊕|γ |1
β+γ=α L
β∧γ
R (G1, . . . ,Gn,G1, . . . ,Gn)⊕
L
β∧γ
R (g1,...,gn,δ1,...,δn)⊕|γ |1
β+γ=α L
β∧γ
R (P1, . . . ,Pn,K1, . . . ,Kn).
The rest of the proof is mutatis mutandis that of 7.6. ✷
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coherent modules.
Definition 8.4. We set
LαR(M1, . . . ,Mn)= Coker
(
∂α1 (ϕ)
)
,
and write
LαR(h1, . . . , hn) :L
α
R(M1, . . . ,Mn)→LαR(N1, . . . ,Nn)
for the map induced from diagram (8.2).
As in the previous section one sees that the definition above does not depend on the
presentations of the modules Mi and Ni , nor on the liftings of the maps hi . It is now
straightforward to verify that all properties of homogeneous components described in the
previous sections hold in this more general setting as well.
9. New functors from old
Let L be a homogeneous functor of degree k. Our goal in this section is to define in 9.5
for a sequence T = [α1, . . . ,αs,α] a new homogeneous functor LT . The functors LT will
be the main building blocks in our construction of the complex CL(F) in Section 11.
Recall that every finitely generated projective k-module is free.
Proposition 9.1. Let F1, . . . ,Fn be finite free R-modules. For each sequence of nonnega-
tive integers α = (a1, . . . , an) the R-module LαR(F1, . . . ,Fn) is free.
Proof. Let F ′1, . . . ,F ′n be free k-modules such that for each i we have Fi ∼= R ⊗k F ′i .
Thus LαR(F1, . . . ,Fn)∼=R⊗k Lαk(F ′1, . . . ,F ′n). Since Lαk(F ′1, . . . ,F ′n) is a direct summand
of the free k-module Lk(F ′1 ⊕ · · · ⊕ F ′n), it is projective, hence free over k. Therefore
LαR(F1, . . . ,Fn) is free over R. ✷
For the rest of this section we fix a sequence of finite free k-modulesK= (K0, . . . ,Ks).
We write Fi =R⊗k Ki for each i , and set F = (F0, . . . ,Fs).
Definition 9.2. Let α = (a1, . . . , an) be a sequence of positive integers We set a0 = k−|α|,
write (a0,α) for the sequence (a0, a1, . . . , an), and denote by
L
[α]
K0
:k-Free→ k-Free
the functor given for an object {Q,F } and a morphism {ρ,φ} : {Q,F }→ {S,G} by
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({Q,F })= {Q,L(a0,α)Q (Q⊗k K0,F, . . . ,F )};
L[α]
({ρ,φ})= {ρ,L(a0,α)Q (idQ⊗K0, φ, . . . , φ)}.
When the context is clear we will omit the subscript, and write simply L[α].
It is immediate from 9.1 that L[α] is well defined, and clearly L[α] = 0 if |α|> k. Also,
it is straightforward to verify that
Proposition 9.3. The functor L[α] is homogeneous of degree |α|.
Remark 9.4. (a) Fixing R we obtain a functor (L[α]K0 )R : FreeR → FreeR such that(
L
[α]
K0
)
R
(F )= L(a0,α)R (F0,F, . . . ,F ).
We denote this functor by L[α]F0 or L
[α]
R ; or, abusing notation if the context is clear, just by
L[α]. Thus if α = ∅, the empty sequence, we have that L[∅]R (F )= LR(F0) does not depend
on the module F .
(b) It is immediate that a map of finite free R-modules φ :F0 →G0 induces a natural
transformation of functors L[α]φ :L
[α]
F0
→ L[α]G0 .
Next we generalize Definition 9.2 as follows. For α as in 9.2 let T = [α1, . . . ,αs,α],
where each αi = (ai,1, . . . , ai,ni ) is a sequence of positive integers, and let αs+1 = α. Set
T̂ = [α2, . . . ,αs,α], and K̂= (K1, . . . ,Ks).
Definition 9.5. We define a functor LTK :k-Free→ k-Free inductively on s.
If s =−1, that is, if T = ∅, the empty sequence, we set L∅ = L.
If s = 0 we set LTK = L[α]K0 .
If s  1 and LTK has been defined for s − 1, we set
LTK =
(
L
[α1]
K0
)T̂
K̂.
As before, when the context is clear we omit the subscripts, and write simply LT .
We write LTF or L
T
R for the functor (L
T
K)R : FreeR → FreeR . Thus we have
LTF =
(
L
[α1]
F0
)T̂
F̂ ,
where F̂ = (F1, . . . ,Fs). Again, when context is clear subscripts will be dropped, and we
will write simply LT .
We call T admissible (for L) if one has k  |α1| · · · |αs| |α| 0. Note that if T
is not admissible then LTR = 0.
As an immediate consequence of 9.3 we have
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Remark 9.7. If α = ∅ then LTR is a constant functor, hence LTR(F ) is an R-module that
does not depend on F .
10. The multiplication transformations
Let L be a homogeneous functor of degree k. Our goal in this section is to give in 10.6
and 10.7 the definition of certain multiplication transformations, and to prove in 10.10
crucial commutativity relationships between them. The multiplication transformations will
be the key ingredient when we define in the next section the differential of the complex
CL(F).
To define the multiplication transformations, we need to introduce some notation. Let
T = [α1, . . . ,αs,α] be as in the previous section, and let αs+1 = α. Set a1,0 = k−|α1|, and
for i = 2, . . . , s set ai,0 = |αi−1| − |αi|. Also, for each 1 i  s and each 1 j  ni − 1
we set
Ti,0 =
[
α1, . . . , α̂i, . . . ,αs,α
]
and Ti,j =
[
α1, . . . ,αij , . . . ,α
s,α
]
,
where α̂i = (ai,2, . . . , ai,ni ). Note that if T is admissible then so is Ti,j for j  1; on the
other hand Ti,0 need not be admissible.
We have the following
Remark 10.1. It is straightforward to verify that:
(1) If q < j then (Ti,j )i,q = (Ti,q )i,j−1.
(2) If i = p then (Ti,j )p,q = (Tp,q)i,j .
(3) If Ti,j = Ti′,j ′ then i = i ′ and j = j ′.
(4) If q < j and (Ti,j )i,q = (Ti′,j ′)p′,q ′ then i = i ′ = p′ and either (j ′, q ′) = (j, q) or
(j ′, q ′)= (q, j − 1).
(5) If i = p and (Ti,j )p,q = (Ti′,j ′)p′,q ′ then either (i ′, j ′,p′, q ′) = (i, j,p, q) or
(i ′, j ′,p′, q ′)= (p, q, i, j).
Definition 10.2. A transformation of homogeneous functors ε :L→M is called GL-equi-
variant if for each free R-module F the map εR(F ) :LR(F)→MR(F) is GLR(F )-equi-
variant.
We have
Lemma 10.3. Let ε :L → M be a GL-equivariant transformation of homogeneous
functors, let F1, . . . ,Fn be finite free R-modules, and let F = F1 ⊕ · · · ⊕ Fn. Then εR(F )
sends Lα (F1, . . . ,Fn) inside Mα(F1, . . . ,Fn).R R
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LR(F)
εR(F )
LαR(idF1 ,...,idFn )
MR(F )
MαR(idF1 ,...,idFn )
LR(F )
εR(F )
MR(F).
Since all maps involved commute with base change, we may assume that R = k, or, more
generally, that R is a domain. Again, since everything commutes with base change, by
adjoining an indeterminate and passing to the field of fractions, we may assume that R is an
infinite field. In that case however, the lemma is a direct consequence of part (6) of 4.8. ✷
Next, note that for each j  1 we have a natural transformation of functors
µj :L
[α] →L[αj ] (10.4)
given by the multiplication map
µj :L
(a0,α)
S (S ⊗K0,F, . . . ,F )→ L
(a0,αj )
S (S ⊗K0,F, . . . ,F ).
In view of the lemma above and of 6.4, the following proposition is immediate from the
definitions of homogeneous components and multiplication maps.
Proposition 10.5.
(a) The transformations µj are GL-equivariant for each j  1.
(b) A GL-equivariant transformation ε :L→ M induces for each α a GL-equivariant
transformation
ε[α] :L[α] →M [α]
that commutes with µj for each j  1.
(c) A GL-equivariant transformation ε :L→M induces a GL-equivariant transformation
εT :LT →MT .
We are now ready to define the multiplication transformations. We have
Definition 10.6. For each 1 i  s and each 1 j  ni − 1 we define the transformation
of functors
µi,j (T ) :L
T → LTi,j
by the formula
µi,j (T )= µ[αi+1,...,αs,α],j
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i] →M [αij ] is the multiplication transformation as in (10.4), and M is the
homogeneous functor L[α1,...,αi−1].
Finally, we have
Definition 10.7. Let φi :Fi → Fi−1 be a map of finite free R-modules for some 1 i  s,
and let M be as in the previous definition. We define a transformation of functors
µi,0(T ,φi) :L
T
F → LTi,0F
by the formula
µi,0(T ,φi)= ε[αi+2,...,αs,α]i .
Here the transformation of functors εi :M [α
i,αi+1]
R →M [α̂
i,αi+1]
R is defined for a finite free
R-module F by the composition
M
[αi,αi+1]
R (F )
=
(M [αi])(ai+1,0,αi+1)(Fi,F, . . . ,F )
incl.
M [αi](Fi ⊕F ⊕ · · · ⊕F)
=
M(ai,0,α
i)(Fi−1,G, . . . ,G)
µ0(φ)
M(ai,0+ai,1,α̂i)(Fi−1,G, . . . ,G)
=
M [α̂i](G)
proj.
(M [α̂i])(ai+1,0,αi+1)(Fi,F, . . . ,F )
=
M [α̂i,αi+1](F ),
(10.8)
where G = Fi ⊕ Fni+1 , and φ :G→ Fi−1 is the map that sends Fni+1 to 0, and whose
restriction to Fi is φi .
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and when the context is clear, write them simply as µi,j . Note that if α = ∅ then the functor
LT is a constant functor, and in this case we refer to the transformations µi,j also as the
multiplication maps.
The next remark is immediate from 10.5 and the definitions above.
Remark 10.9. (a) The transformations µi,j (T ) are GL-equivariant.
(b) If ε :LR → MR is a GL-equivariant transformation of homogeneous functors,
then for each T the induced GL-equivariant transformation of functors εT :LTR → MTR
commutes with the transformations µi,j for each i and j .
We conclude this section with establishing some important commutativity relationships
between the multiplication transformations.
Proposition 10.10. Let 1 i < p and j, q be nonnegative integers.
(1) If the maps φi+1 :Fi+1 → Fi and φi :Fi → Fi−1 satisfy φi ◦ φi+1 = 0, then µi,0 ◦
µi+1,0 = µi+1,0 ◦µi,0.
(2) If either j = 0 or (p, q) = (i + 1,0), then µi,j ◦µp,q = µp,q ◦µi,j .
(3) If j < q then µi,j ◦µi,q = µi,q−1 ◦µi,j .
Proof. To prove part (1) it suffices to show, with notation as in 10.7, that for every finite
free R-module F the following diagram commutes:
M [αi,αi+1,αi+2](F )
ε
[αi+2]
i
εi+1
M [α̂i,αi+1,αi+2](F )
εi+1
M [αi,α̂i+1,αi+2](F )
ε
[αi+2]
i
M [α̂i,α̂i+1,αi+2](F ).
(10.11)
Let G= Fi+1 ⊕ Fni+2 , let H = Fi ⊕Gni+1 , and let H1 = Fi ⊕Gni+1−1. We have the map
π1 :G→ Fi that sends Fni+2 to 0, and its restriction to Fi+1 is φi+1. Similarly, we have
maps π2 :H → Fi−1 and π3 :H1 → Fi−1 that send respectively Gni+1 and Gni+1−1 to 0,
and the restriction of both maps to Fi is φi . Also, we have the canonical inclusions
M [αi,αi+1,αi+2](F )→M [αi,αi+1](G)→M [αi](H)→MR
(
Fi−1 ⊕Hni
)
,
M [α̂i,αi+1,αi+2](F )→M [α̂i,αi+1](G)→M [α̂i](H)→MR
(
Fi−1 ⊕Hni−1
)
,
M [αi,α̂i+1,αi+2](F )→M [αi,α̂i+1](G)→M [αi](H1)→MR
(
Fi−1 ⊕Hni1
)
,
M [α̂i,α̂i+1,αi+2](F )→M [α̂i,α̂i+1](G)→M [α̂i](H1)→MR
(
Fi−1 ⊕Hni−11
)
and it follows by 6.4 and (10.8) that the maps in (10.11) are induced by restricting the
corresponding maps in the diagram
50 A. Tchernev, J. Weyman / Journal of Algebra 271 (2004) 22–64MR(Fi−1 ⊕Hni )
MR(s(π2))
MR(id⊕ s(π1)ni )
MR(Fi−1 ⊕Hni−1)
MR(id⊕ s(π1)ni−1)
MR(Fi−1 ⊕Hni1 )
MR(s(π3))
MR(Fi−1 ⊕Hni−11 ).
(10.12)
Since φi ◦ φi+1 = 0, it is straightforward to check that(
idFi−1 ⊕ s(π1)ni−1
) ◦ s(π2)= s(π3) ◦ (idFi−1 ⊕ s(π1)ni ).
Therefore (10.12) commutes, hence the same holds for (10.11). This concludes the proof
of part (1).
To prove part (2) of the proposition, we need to show that for every finite free R-module
F the following diagram is commutative:
LT (F )
µi,j
µi,j
LTp,q (F )
µi,j
LTi,j (F )
µp,q
L(Tp,q )i,j (F ).
We consider first the case when j = 0 and p = i + 1. Let G = Fi ⊕ Fni+1 and
G′ = Fi ⊕Fni+1−1. Let π :G→ Fi−1 (respectively, π ′ :G′ → Fi−1) be the map that sends
Fni+1 (respectively, Fni+1−1) to 0, and whose restriction to Fi is φi . Since q  1, we have
a commutative diagram
M [αi](Fi ⊕ Fni+1)
=
M[αi](sq)
M [αi](Fi ⊕Fni+1−1)
=
M(ai,0,α
i)(Fi−1,G, . . . ,G)
M
(ai,0 ,αi)(id,sq ,...,sq )
µ0(π)
M(ai,0,α
i)(Fi−1,G′, . . . ,G′)
µ0(π ′)
M [α̂i](G)
M[α̂i](sq)
M [α̂i](G′).
This yields, in view of 6.4 and (10.8), a commutative diagram
M [αi,αi+1](F )
µq
εiV V
M [α
i,αi+1q ](F )
εi
M [α̂i,αi+1](F )
µq
M [α̂i,α
i+1
q ](F ),
hence the desired conclusion.
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(respectively T2 = [α1, . . . ,αp+1] if q = 0), and T3 = [αp+1, . . . ,αs] (respectively T3 =
[αp+2, . . . ,αs]). Since µi,j (T ) = µi,j (T2)T3 and µp,q(T ) = µp,q(T2)T3 , and similarly
for µi,j (Tp,q) and µp,q(Ti,j ), we may also assume that T = T2. Also we set T ′ = [αp]
(respectively T ′ = [αp,αp+1]).
Let ε = µi,j (T1). Thus ε :LT1 → L(T1)i,j is a GL-equivariant transformation of
homogeneous functors, and we have µi,j (T )= εT ′ . Furthermore, µp,q(T ) is precisely the
multiplication transformation µ1,q : (LT1)T
′ → (LT1)T ′1,q ; similarly µp,q(Ti,j ) is precisely
the transformation µ1,q : (L(T1)i,j )T
′ → (L(T1)i,j )T ′1,q . Therefore the desired commutativity
is immediate by 10.9. The proof of part (2) is now complete.
Finally, we note that part (3) is a straightforward consequence of 6.5. This completes
the proof of the proposition. ✷
11. Polynomial functors on complexes
Let L be a homogeneous functor of degree k. Our goal is to define a finite free complex
CL(F), where
F= 0→ Fs φs−→ Fs−1 →·· ·→ F1 φ1−→ F0 → 0
is a complex of finite free R-modules. One way to do this is to use the Dold–Kan corres-
pondence between simplicial modules and complexes, see Section 14. In this section we
introduce a new canonical construction, using the functors and transformations defined in
Sections 9 and 10.
For a sequence of positive integers α = (a1, . . . , an) we set A(α)= n. Thus A(α) is the
number of entries in α, and we clearly have A(∅)= 0.
Definition 11.1. We set
CL(F)= 0→Cks ∂ks−−→Cks−1 →·· ·→ C1 ∂1−→C0 → 0,
where Ct = CL(F)t is the direct sum
Ct =
⊕
T
LT
over all admissible T = [α1, . . . ,αs,∅] with A(α1) + · · · + A(αs) = t . For 1  i  s the
component of ∂t that maps LT to LTi,j is defined to be
(−1)j+A(α1)+···+A(αi−1)µi,j .
All other components of ∂t are defined to be 0.
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F= 0→ F1 → F0 → 0.
Then we have
CL(F)= 0→ L[(1,1),∅] →L[(2),∅] ⊕L[(1),∅] → L[∅,∅] → 0.
In particular if L=∧2 we obtain
CL = 0→ F1 ⊗ F1 →∧2F1 ⊕ (F0 ⊗F1)→∧2F0 → 0.
Example 11.3. More generally, let L be homogeneous of degree k, and let F be as in the
previous example. Then we get
CL(F)= 0→ Ck ∂k−→ Ck−1 → ·· ·→ C1 ∂1−→ C0 → 0,
where for n= 0, . . . , k the module Cn is
Cn =
⊕
α
LαR(F0,F1, . . . ,F1)
with the sum over all sequences of nonnegative integers α = (a0, a1, . . . , an) such that
ai  1 for i  1, and the restriction of ∂n to the component LαR(F0,F1, . . . ,F1) is∑n−1
i=0 (−1)iµi .
Example 11.4. Let L be homogeneous of degree k = 2, and let
F= 0→ F2 → F1 → F0 → 0.
Then we have
CL(F)= 0→C4 → C3 → C2 → C1 →C0 → 0,
where the modules Ci can be written as follows:
C0 = L[∅,∅,∅] = L(F0),
C1 = L[(2),∅,∅] ⊕L[(1),∅,∅] = L(F1)⊕L(1,1)(F0,F1),
C2 = L[(1,1),∅,∅]] ⊕L[(2),(2),∅] ⊕L[(2),(1),∅] ⊕L[(1),(1),∅],
C3 = L[(1,1),(2),∅] ⊕L[(1,1),(1),∅] ⊕L[(2),(1,1),∅],
C4 = L[(1,1),(1,1),∅].
In particular, if L = ∧2 we obtain L[(1,1)] = ⊗2, hence L[(1,1),(1,1)](−)= (−⊗−)2, and
therefore C4 = L[(1,1),(1,1),∅] = (F2 ⊗F2)2.
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complex, and provides a tool for the study of its homology. To state this result, we need
some preparation.
Given an integer i we write βiF for the “brutal” truncation of the complex F
βiF= · · ·→ β(Ft ) β(φt )−−−→ β(Ft−1)→·· · ,
where β(Fj ) equals Fj if j  i and equals 0 otherwise, and β(φj )= φj for j  i + 1.
We write F(−i) for the shifted complex
F(−i)= · · ·→ F(−i)t φ(−i)t−−−−→ F(−i)t−1 →·· ·
with F(−i)j = Fi+j and φ(−i)j = φi+j . We also set F̂= (β1F)(−1).
Next, for a sequence of positive integers α1 the transformation µ1,j clearly induces for
each j  1 and for each t a map
∂
(
α1
)
j,t
:C
L[α1]
(
F̂
)
t
→ C
L
[α1
j
]
(
F̂
)
t
.
Furthermore, for each t we have a map
∂
(
α1
)
0,t :CL[α1]
(
F̂
)
t
→C
L[α̂1]
(
F̂
)
t
.
whose component sending (L[α1])[α2,...,αs,∅] to (L[α̂1])[α2,...,αs,∅] is defined to be the
composition
(L[α1])[α2,...,αs,∅]
=
L[α1,α2,...,αs,∅]
µ1,0
L[α̂1,α2,...,αs,∅]
=
(L[α̂1])[α2,...,αs,∅];
all other components of ∂(α1)0,t are defined to be 0. It is clear from 10.10 that for each j
we have the following commutative diagram:
C
L[α1] (̂F)t
∂t
∂(α1)j,t
C
L[α1] (̂F)t−1
∂(α1)j,t−1
CL[β] (̂F)t
∂t
CL[β] (̂F)t−1,
(11.5)
where β = α̂1 if j = 0, and β = α1j otherwise.
We are finally ready to state the main result of this section.
Theorem 11.6. The following assertions hold:
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(2) For each j  1 the collection of maps ∂(α1)j,t from (11.5) induces a map of complexes
∂
(
α1
)
j
:C
L[α1]
(
F̂
)→ C
L
[α1
j
]
(
F̂
)
.
(3) The collection of maps ∂(α1)0,t induces a map of complexes
∂
(
α1
)
0 :CL[α1]
(
F̂
)→ C
L[α̂1]
(
F̂
)
.
(4) Let CL(F)t =⊕β CL[β] (̂F), where the sum is over all sequences of positive integers
β = (b1, . . . , bt ) with |β| k. Let
∂L(F)t : CL(F)t →CL(F)t−1
be the map whose restriction to CL[β] (̂F) is
∑
j0(−1)j∂(β)j . Then ∂L(F)t−1 ◦
∂L(F)t = 0 for each t . In particular, we obtain a complex of complexes CL(F):
0→CL(F)k ∂L(F)k−−−−→CL(F)k−1 →·· ·→CL(F)1 ∂L(F)1−−−−→CL(F)0 → 0.
(5) The complex CL(F) is naturally isomorphic to the total complex associated with CL(F).
Proof. In order to prove (1) we need to show that δ = ∂t−1 ◦ ∂t is zero for each t  2. It is
clear from the definitions that all components of δ are 0 except those that send a piece LT
to a piece of the formL(Ti,j )p,q . Consider such a component τ of δ. Let T = [α1, . . . ,αs,∅],
and let ni = A(αi) for i = 1, . . . , s.
We will deal first with the case when i = p. Then by 10.1 we may assume that q < j .
Also by 10.1 it follows that τ is the composition
LT
(−1)eµi,j+(−1)gµi,q
LTi,j ⊕LTi,q
((−1)gµi,q ,(−1)e−1µi,j−1)
L(Ti,j )i,q
(11.7)
where e = j + n1 + · · · + ni−1, and g = q + n1 + · · · + ni−1. Therefore 10.10 implies
that τ = 0 in this case. The proof that τ = 0 in the remaining case i = p is completely
analogous. Thus δ = 0 and the proof of (1) is complete.
In view of the commutativity of (11.5) assertions (2) and (3) are now immediate, and
assertion (5) is straightforward from the definitions in view of the canonical identification
(
L
[α1])[α2,...,αs,∅]̂ = L[α1,α2,...,αs,∅].F0 F F
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that the composition (11.7) is 0 for i = 1, and that is immediate from 10.10.
The proof of the theorem is now complete. ✷
The next remark is immediate from the definitions.
Remark 11.8. If f : F → G is a map of complexes, then it induces canonically a map
of complexes CL(f ) :CL(F)→ CL(G), and a corresponding map of double complexes
CL(f ) : CL(F)→CL(G).
We conclude this section with the following observation, and some related examples.
Remark 11.9. As the examples below show, the filtration of CL(F) given by columns of
the double complex CL(F) (where we consider the complex CL(F)i as the ith column) and
the spectral sequence associated with it are a special case of the following more general
construction. Let < be a partial ordering on the set of admissible T with the property that
Ti,j < T for all i and j such that Ti,j is admissible. Then for each admissible T ′ we have
a subcomplex
CT ′L (F)= 0→Bks → ·· ·→ B1 → B0 → 0
of the complex CL(F) defined by setting Bt =⊕TT ′ LT , where the sum is over all
admissible T = [α1, . . . ,αs,∅] such that T  T ′ and A(α1)+ · · · + A(αs)= t . Then each
chain of admissible elements T 1 < · · ·< T p induces a filtration
0⊆ CT 1L (F)⊆ · · · ⊆ CT
p
L (F)⊆ CL(F), (11.10)
whose associated spectral sequences converges to the homology of CL(F).
Example 11.11. For nonempty sequences of positive integers α = (a1, . . . , ap) and β =
(b1, . . . , bq) such that |α| k and |β| k set (with a0 = k + 1 and b0 = k + 1)
α ≺ β ⇐⇒ ap−m > bq−m for m=min{i | ap−i = bq−i}; (11.12)
and set ∅  α for every sequence α. We define a partial order on the set of admissible T by[
α1, . . . ,αs,∅]< [β1, . . . ,βs,∅] ⇐⇒ A(αi) A(β i) for i = 1, . . . , s;
and α1 ≺ β1.
Then the filtration of CL(F) given by the columns of the double complex CL(F) (we
consider the complex CL(F)i as the ith column) is the same as the filtration (11.10)
associated with the chain of elements T 1 < · · ·< T k , where
T i = [(k − i + 1,1i−1), (1k), . . . , (1k),∅]
and 1c denotes a sequence of c copies of the integer 1.
56 A. Tchernev, J. Weyman / Journal of Algebra 271 (2004) 22–64Example 11.13. Let Tmax be the set of admissible sequences [α1, . . . ,αs,∅] such that
|αi| = k for i = 1, . . . , s. With ≺ as in (11.12), we consider the total order on the elements
of Tmax given by[
α1, . . . ,αs,∅]< [β1, . . . ,βs,∅] ⇐⇒ αm ≺ βm for m=max{i | αi = β i}.
For T ∈ Tmax let q = q(T ) be the smallest positive integer p  s such that
T (p)= (. . . ( (Ts,0)s−1,0) . . .)p,0
is admissible. We set T (s + 1) = T , and T (p′) < T (p′′) for q  p′ < p′′  s + 1. For
T ′, T ′′ ∈ Tmax with T ′ < T ′′ we set T ′ < T ′′(p) for each q(T ′′) p  s.
It is now easy to check that < is a total order on the set of admissible sequences
[α1, . . . ,αs,∅] with Ti,j < T for all i and j . Therefore by 11.9 we have a filtration (11.10)
of CL(F) associated with the chain T 1 < · · ·< T p formed by taking all elements of Tmax
in increasing order.
Finally, the reader can easily verify that for the quotients of this filtration we have
CT iL /CT
i−1
L = 0→LT
i µs,0−−→LT i(s)→ ·· ·→ LT i(q+1) µq,0−−→ LT i(q)→ 0,
with q = q(T i).
Example 11.14. The filtration from the previous example is particularly simple when
s = 1. In that case the elements of Tmax are all sequences [α,∅] with |α| = k, and it easy
to check that the ith quotient of the filtration is of the form
0 Lα(F1,F1, . . . ,F1)
Lα(φ1,id,...,id)
Lα(F0,F1, . . . ,F1) 0,
where T i = [α,∅] and F= 0→ F1 φ1−→ F0 → 0.
12. The acyclicity criterion
We recall the notion of grade of an ideal I ⊆ R. If I is a proper ideal, then set
grR I = sup{s | there is an R-regular sequence in I of length s}, otherwise set grR I =∞.
Define
gradeI = lim
s→∞grR[t1,...,ts ] IR[t1, . . . , ts ],
where R[t1, . . . , ts ] is the polynomial ring over R in the indeterminates t1, . . . , ts . We refer
to [17, Chapters 5 and 6], for the properties of this notion of grade (denoted there by GrR{I }
and termed true grade or polynomial grade).
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Chapter 6, Theorem 5], by a standard argument, that grade I = inf{depthRp | I ⊆ p ∈
Spec(R)} when I is finitely generated.
Let L be a homogeneous polynomial functor of degree k, and let
F= 0→ Fs φs−→ Fs−1 →·· ·→ F1 φ1−→ F0 → 0
be a complex of finite free R-modules. Let bi = rankFi and write ri for the “expected”
rank ri =∑su=i (−1)s−ubu of the map φi . Let M = Coker(φ1), and write Iri (φi) for the
ideal of ri -minors of φi .
Our goal is to prove the following result:
Theorem 12.1. If gradeIri (φi) ki for i = 1, . . . , s, then the complex CL(F) is a finite free
resolution of LR(M).
Remark 12.2. It is clear from the definitions that H0(CL(F))= LR(M).
The proof of the theorem requires some preparation.
Lemma 12.3. Let
G= 0→G id−→G→ 0→ ·· ·→ 0
be a complex of finite free R-modules with possibly nonzero components only in degrees g
and g − 1, where g  s. Then the canonical split inclusion of complexes CL(ι) :CL(F)→
CL(F⊕G) is a quasiisomorphism.
Proof. By taking Fi = 0 for i = s + 1, . . . , g, we may assume that s = g, and we induce
on g. Assume g = 1. One way to prove the lemma in this case is by using the filtration
from (11.14), however it is much easier to note that since the inclusion ι : F→ F⊕G is a
homotopy equivalence, this case of the lemma is immediate from 14.2 and 14.4.
Assume next that g  2 and that the statement is true for smaller values of g. Thus
for each β the canonical split inclusion CL[β] (̂ ι ) :CL[β] (̂F)→ CL[β] (̂F ⊕ Ĝ) is an equality
in homology. Therefore the morphism of spectral sequences induced by the morphism of
double complexes CL(ι) : CL(F)→CL(F⊕G) is an equality after the second page of the
spectral sequences. The desired conclusion is now immediate in view of 11.6. ✷
We also need the acyclicity criterion of Peskine and Szpiro [18] in the form given by
Northcott [17], which applies to arbitrary commutative rings:
Lemma 12.4 [17, Chapter 5, Theorem 21]. The complex F is a free resolution of M =
Coker(φ1) if and only if Fp is a free resolution of Mp for all p ∈ Spec(R) such that
depthRp < length(F).
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Proof. We induce on s, and note that if s = 0 the statement of the theorem is trivial.
Assume next that s  1 and that the statement is true for smaller values of s. In view
of 12.2 it suffices to show that the complex CL(F) is acyclic. By 12.4 we may assume that
R is local with depthR < ks. Then the map φs is a split inclusion, and Fs−1 = Im(φs)⊕K
for some finite free R-module K . Therefore F∼= F1 ⊕G, where G is as in 12.3 with g = s
and G= Fs , and
F1 = 0→K φs−1−−−→ Fs−2 → ·· ·→ F1 φ1−→ F0 → 0.
It follows from the induction hypothesis that CL(F1) is acyclic. Since by 12.3 we have
H(CL(F))=H(CL(F1)), the desired conclusion is immediate. ✷
13. The Buchsbaum–Eisenbud structure theory
In their study on the structure of finite free resolutions [3], Buchsbaum and Eisenbud
formulated a conjecture about the structure of the lower order minors of the differentials
in such a resolution, Conjecture 10.1. Lebelt [14, p. 600], showed that the conjecture is
a consequence of a statement that we reproduce in 13.2 below, and proved in Satz 1 this
statement for rings of characteristic 0. We will use our results from the previous sections
to give a proof of this statement in general, and hence of the conjecture of Buchsbaum and
Eisenbud.
For the rest of this section R is a Noetherian ring.
Recall that a finite R-module M is m-torsion free if every R-regular sequence
x1, . . . , xm is also M-regular. When M has finite projective dimension m-torsion freeness
is equivalent to M being mth syzygy; in particular it is a local condition.
If the complex of finite free R-modules
F= 0→ Fs φs−→ Fs−1 →·· ·→ F1 φ1−→ F0 → 0
is a resolution of M , then by the acyclicity criterion of Buchsbaum and Eisenbud [2]
m-torsion freeness is equivalent to gradeIri (φi)  m + i for i = 1, . . . , s; and is also
equivalent to F⊗ R/(x1, . . . , xm) being a free resolution of M/(x1, . . . , xm) for every R-
sequence x1, . . . , xm.
Our main result in this section is
Theorem 13.1. Let L be a homogeneous polynomial functor of degree k, and let M be a
finite R-module of projective dimension  s that is (k − 1)s + j -torsion free.
Then LR(M) has projective dimension  ks and is j -torsion free.
Proof. We may assume that R is local, and let
F= 0→ Fs φs−→ Fs−1 →·· ·→ F1 φ1−→ F0 → 0
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CL(F) is a free resolution of LR(M) by 12.1, hence pdLR(M) ks.
To show that LR(M) is j -torsion free, let x1, . . . , xj be an R-sequence, and set
R′ = R/(x1, . . . , xj ). Thus gradeIri (φi ⊗ R′)  (k − 1)s + i  ki , hence by 12.1 the
complex CL(F⊗R′)= CL(F)⊗R′ is a free resolution of LR(M)⊗R′. Therefore LR(M)
is j -torsion free. ✷
We are now ready to prove the conjecture of Buchsbaum and Eisenbud.
Corollary 13.2. Let M be a finite R-module of projective dimension  s that is
((k − 1)s + 2)-torsion free. Then ∧kM has projective dimension  ks and is 2-torsion
free.
Proof. Since ∧k is a homogeneous polynomial functor of degree k, the result is immediate
from 13.1. ✷
14. Polynomial functors on complexes via the Dold–Kan correspondence
Let L be a homogeneous functor of degree k. In this section we consider the
construction of Dold and Puppe [5] for extending L to a functor DL on the category
of complexes of R-modules, and we compare some of its properties to those of our
construction from Section 11.
We first describe the Dold–Kan correspondence—two functors N and K that realize an
equivalence between the category of simplicial R-modules and the category of complexes
of R-modules. We briefly sketch these constructions and some of their properties, referring
the reader to [19] for more details.
Recall that a simplicial R-module A. is a collection of R-modules A0,A1, . . . together
with face operators ∂i :An → An−1 and degeneracy operators σi :An → An+1 for i =
0,1, . . . , n, satisfying certain “simplicial” identities, cf. [19, Chapter 8]. A simplicial
homomorphism f. :A. → B. between two simplicial R-modules is a collection of
R-module homomorphisms fi :Ai → Bi that commute with all face and degeneracy
operators. A simplicial homotopy between simplicial homomorphisms f., g. :A.→ B.
is a collection of homomorphisms hi(n) :An → Bn+1, n  0, 0  i  n, such that
∂0h0(n) = fn and ∂n+1hn(n) = gn for all n  0 and such that certain further relations
hold (see [19, 8.3.11]).
Let S(R) be the category of simplicial R-modules, and let Ch0(R) be the category
of chain complexes · · · → Cn → Cn−1 → ·· · with Cn = 0 for n < 0. Then we have the
“normalization” functor
N :S(R)→Ch0(R)
that assigns to a simplicial module A the complex
N(A)= · · ·→ Cn δn−→ Cn−1 →·· ·→ C1 δ1−→ C0 → 0,
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from the map
∑n−1
i=0 (−1)i∂i .
By the theorem of Dold [4] and Kan [13], stated in [19] as Theorem 8.4.1, the functor
N is an equivalence of categories that preserves exact sequences, direct sums, and under
this correspondence simplicial homotopic morphisms correspond to homotopic maps of
complexes. There is an explicit inverse functorK that realizes the equivalence in the Dold–
Kan Theorem. It is constructed as follows.
For an integer n  0 we write n for the set of integers {0,1, . . . , n}, and identify the
subsets of n with the strictly increasing sequences of their elements. Given a chain complex
C= · · ·→ Cn ψn−−→Cn−1 →·· ·→ C0 → 0,
the simplicial module K(C)=K0,K1, . . . has for its component Kn the finite direct sum⊕
pn
⊕
θ Cp[θ ], where for each p  n the index θ ranges over all p-element subsets of
n− 1, and Cp[θ ] denotes a copy of Cp .
In order to describe the face and degeneracy operators on K(C), we need to introduce
some more notation. For integers i and j we set κi(j) = j if j < i and κi(j) =
j − 1 otherwise. Also, we set πi(j) = j if j < i , and πi(j) = j + 1 otherwise. For
a sequence of integers θ = (θ0, . . . , θp−1) we set κi(θ) = (κi(θ0), . . . , κi(θp−1)), and
πi(θ)= (πi(θ0), . . . , πi(θp−1)).
Now, for i = 0, . . . , n the face map ∂i :Kn→Kn−1 and the degeneracy map σi :Kn→
Kn+1 are defined for c ∈ Cp[θ ] with θ = (θ0, . . . , θp−1) by the formula
∂i(c)=

c ∈ Cp[κ0(θ)] if i = 0 and 0 /∈ θ;
ψp(c) ∈Cp−1[κ0(θˆ )] if i = 0 and 0 ∈ θ , where θˆ = (θ1, . . . , θp−1);
c ∈ Cp[κi(θ)] if i  1 and {i − 1, i} ⊆ θ;
0 if i  1 and {i − 1, i} ⊆ θ;
σi(c)= c ∈Cp[πi(θ)].
The check that these operations define a simplicial object is straightforward.
If T is a covariant functor from R-modules to R-modules, and A. is a simplicial R-
module, then clearly T (A.)= T (A0), T (A1), . . . is also a simplicial R-module with T (∂i)
and T (σi) as face and degeneracy operators, respectively. Furthermore, if f. and g. are
simplicial homotopic simplicial morphisms, then T (f.)= T (f0), T (f1), . . . and T (g.) are
also simplicial homotopic simplicial morphisms.
Definition 14.1 [5]. Let L be a homogeneous functor of degree k, and let
M= 0→Ms νs−→Ms−1 → ·· ·→M1 ν1−→M0 → 0
be a complex of coherent R-modules. Set DL(M)= NLK(M).
Remark 14.2. Since the Dold–Kan correspondence transforms chain and simplicial
homotopies into each other, it follows from the discussion above the definition that if M
and N are chain homotopic complexes, then so are DL(M) and DL(N).
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i /∈θ Mp[θ ]. Therefore the image of
∑n−1
j=0L(σj ) is precisely the direct sum of all
LαR(. . . ,Mp[θ ], . . .) such that θ1 ∪ · · · ∪ θt  n− 1, where ai1, . . . , ait are all the nonzero
elements of the sequence α, and Mpj [θj ] is the entry in LαR corresponding to aij .
We are now ready to begin the comparison of DL and CL. First of all, we have
Proposition 14.4. Let L be a homogeneous functor of degree k, and let
F= 0→ F1 φ1−→ F0 → 0
be a complex of finite free R-modules. Then DL(F)= CL(F).
Proof. It follows from the definitions that the components of K(F) are of the form
Kn = F0 ⊕Fn1 ,
and the operators ∂i :Kn→Kn−1 and σi :Kn→ kn+1 are given by the formulas
∂i(m0,m1, . . . ,mn)=
{
(m0 + φ1(m1),m2, . . . ,mn) for i = 0;
(m0,m1, . . . ,mi +mi+1, . . . ,mn) for 1 i  n− 1;
(m0,m1, . . . ,mn−1) for i = n;
σi(m0,m1, . . . ,mn)= (m0,m1, . . . ,mi,0,mi+1, . . . ,mn).
Thus LK(F) has components of the form
L(Kn)=
⊕
α
LαR(F0,F1, . . . ,F1)
where the sum is over all sequences of nonnegative integers α = (a0, . . . , an) with |α| = k.
Furthermore, in view of 5.3 we have for i = 0, . . . , n− 1 that
L(σi)(L(Kn−1))=
⊕
α=(a0,...,ai ,0,ai+2,...,an)
LαR(F0,F1, . . . ,F1);
therefore the component in degree n of the complex NLK(F) is precisely the module
Cn =
⊕
α
LαR(F0,F1, . . . ,F1),
where the sum is over all α = (a0, . . . , an) with ai  1 for 1 i  n. Since ∂i = si(φ1) for
i = 0, . . . , n− 1, it follows that the restriction δ¯n of the differential δn : Cn→ Cn−1 to the
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associated with φ1:
δ¯n =
n−1∑
i=0
(−1)iµi(φ1).
In view of 11.3, it is now clear that DL(F) coincides with CL(F). ✷
Next, we compare the lengths of CL and DL. Recall that by definition the length of
CL(F) is at most k times the length of F. Similarly, for DL we have
Lemma 14.5. Let M be a complex of coherent R-modules as in 14.1. The complex DL(M)
has length  ks.
Proof. Let cri(L) be the ith cross effect functor of L in the sense of [6, §9]. It is
straightforward from 5.1 and 5.3 that for any coherent R-modules G1, . . . ,Gi there is
an isomorphism
cri(L)(G1, . . . ,Gi)∼=
⊕
α
LαR(G1, . . . ,Gi),
where the sum is over all sequences of positive integers α = (a1, . . . , ai) such that |α| = k.
In particular we have crk+1(L)= 0, therefore the lemma is an immediate consequence of
[5, Hilfssatz 4.23]. ✷
The complexes CL and DL have very similar acyclicity properties:
Theorem 14.6. Let L be a homogeneous functor of degree k, and let
F= 0→ Fs φs−→ Fs−1 →·· ·→ F1 φ1−→ F0 → 0
be a complex of finite free R-modules with M = Coker(φ1). If gradeIri (φi)  ki for
i = 1, . . . , s, then the complex DL(F) is a finite free resolution of LR(M).
Proof. Let DL(F) = 0 → Cks δks−−→ Cks−1 → ·· · → C1 δ1−→ C0 → 0. (We already know
from Lemma 14.5 above that Cn = 0 for n  ks + 1.) It is straightforward from the
definitions that C0 = LR(F0), that C1 =⊕ki=1 L(k−i,i)R (F0,F1), and that δ1 = ∂1(φ1) as
defined in (7.1). Therefore H0(DL(F)) = LR(M) always, and it remains to show that
DL(F) is acyclic.
To prove acyclicity we induce on s. When s = 0 the statement is trivial, and we assume
that s  1 and that the theorem holds for smaller values of s. By 12.4 we may assume that
R is local with depthR < ks. However then φs splits, hence F ∼= F1 ⊕ G, where F1 has
length s − 1, and G is as in 12.3 with g = s. Since G is homotopic to 0, by 14.2 we have
that DL(F) is homotopic to DL(F1), hence acyclic by the induction hypothesis. ✷
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isomorphic in general.
Example 14.7. Let F= 0 → F2 → F1 → F0 → 0 be a complex of finite free R-modules,
and let L be a homogeneous functor of degree k = 2. We know by 14.5 that DL(F) is of
the form
DL(F)= 0→C4 →C3 → C2 → C1 → C0 → 0,
and it is straightforward from the definitions and 14.3 that the modules Ci can be written
as follows:
C0 ∼= L(F0),
C1 ∼= L(F1)⊕L(1,1)(F0,F1),
C2 ∼= L(F2)⊕L(1,1)(F1,F2)2 ⊕L(1,1)(F0,F2),
C3 ∼= L(1,1)(F2,F2)3 ⊕L(1,1)(F1,F2)3,
C4 ∼= L(1,1)(F2,F2)3.
In particular for L=∧2 we obtain C4 ∼= (F2 ⊗ F2)3, hence, in view of Example 11.4, the
complexes DL(F) and CL(F) are not isomorphic.
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