The research work about driving drowsiness detection algorithm has great significance to improve traffic safety. Presently, there are many fruits and literature about driving drowsiness detection method. However, most of them are devoted to find a universal drowsiness detection method, while ignore the individual driver differences. This paper proposes a real-time driving drowsiness detection algorithm that considers the individual differences of driver. A deep cascaded convolutional neural network was constructed to detect the face region, which avoids the problem of poor accuracy caused by artificial feature extraction. Based on the Dlib toolkit, the landmarks of frontal driver facial in a frame are found. According to the eyes landmarks, a new parameter, called Eyes Aspect Ratio, is introduced to evaluate the drowsiness of driver in the current frame. Taking into account differences in size of driver's eyes, the proposed algorithm consists of two modules: offline training and online monitoring. In the first module, a unique fatigue state classifier, based on Support Vector Machines, was trained which taking the Eyes Aspect Ratio as input. Then, in the second module, the trained classifier is application to monitor the state of driver online. Because the fatigue driving state is gradually produced, a variable which calculated by number of drowsy frames per unit time is introduced to assess the drowsiness of driver. Through comparative experiments, we demonstrate this algorithm outperforms current driving drowsiness detection approaches in both accuracy and speed. In simulated driving applications, the proposed algorithm detects the drowsy state of driver quickly from 640 * 480 resolution images at over 20fps and 94.80% accuracy. The research result can serve intelligent transportation system, ensure driver safety and reduce the losses caused by drowsy driving.
I. INTRODUCTION
With the increasing number of vehicles all over the world, traffic accidents have become one of the primary reasons to cause human death. According to the report of the World Health Organization (WHO), traffic accidents are one of the top ten causes of human death in 2015 [1] . As we know, the driver, as the core of the road traffic system, is the most significant factor affecting road traffic safety. According
The associate editor coordinating the review of this manuscript and approving it for publication was Amr Tolba . to the record of National Sleep Foundation, about 32% of drivers have at least one drowsy driving experience per month [2] . About 100,000 accidents caused by drowsy driving and about 25% of traffic accidents involve drowsy driving every year [3] . Driving drowsiness refers to the behavior of driving skills declining objectively, due to the imbalance of physiological functions after driving continuously for a long time [4] . It may affect driving behavior and pose a serious safety threat to drivers and other traffic participants. To prevent sleepy driving, a series of laws and regulations are enacted all over the world. For example, the Road Traffic Safety Law of China stipulates that the driver must not run a vehicle continuously for more than 4 hours [5] . By measuring driving time to judge the state of drivers, it can reduce the traffic accidents caused by driving drowsiness to some extent. However, this method cannot detect whether a driver is fatigued or not in real-time. With the development of information technology, detection system for driving drowsiness has become an alternative means to solve the problem. Therefore, research on the intelligent identification of drowsy driving has important realistic meanings.
In recent years, thanks to the non-invasive and low cost, methods of driving drowsiness detection based on driver behavior have become a research hotspot. However, the performance of algorithms might be limited by the technologies of face detection and fatigue assessing in complex and changing surroundings [6] , [7] . Reference [8] uses a mask to obtain the face of driver and evaluate the driving state with the application of PERCLOS. Experiments show that the performance of the method is well good in ideal conditions. But the generalization performance of the method is affected by the fabrication of mask. The cascade face detector proposed by Viola and Jones [9] utilizes Haar-like feature and Adaboost to train cascaded classifier, which achieve good performance in face detection. [10] extracts the multi-scale feature of face using Gabor wavelet transform, and trains an Adaboost cascaded classifier to select a most recognizable features for driver drowsy state discrimination. However, quite a few works [11] - [13] indicate that the method based on Adaboost may degrade significantly in read-world application with larger visual variations. Reference [14] uses an active near-infrared light source to obtain the stable image of eyes and tracks it using finite state machine. The fuzzy system is applied to evaluate the state of driver. However, the method requires the installation of more sophisticated sensors, which increases the cost. With the development of artificial intelligence technology, the capable of computing has been greatly improved. The driving drowsiness detection algorithms based on deep learning are increasingly attracting attention. Reference [15] proposed a fatigue detection algorithm based on the Convolutional Neural Network (CNN). The algorithm classified human eyes and non-human eyes by training the first network, detected the position of the eye feature points with the second network, calculated the eye-opening degree according to the feature point position, and judged the fatigue state of driver by PERCLOS. Reference [16] introduced a detection method based on facial behavior analysis. It combined with Adaboost and kernel correlation filter (KCF) for face detection and tracking in facial image captured from infrared acquisition device. The cascading regression is exploited to locate the feature points and extracted the eye and mouth regions. Also, the convolutional neural network (CNN) is employed to recognize the status of eyes and mouth. However, the deep learning methods are still in the exploration stage for the driving drowsiness detection. A lot of works [17] - [21] were focus on exploring a universal algorithm based on deep learning technology while ignore the specific application sometimes.
Percentage of Eyelid Closure Over the Pupil Over Time(PERCLOS) [22] is one of the most popular parameter, which applies to driving drowsiness detection based on computer vision. It firstly assesses whether the driver's eyes are open or closed in the current frame according to the proportion of eyelid covering the pupil. Then, PERCLOS is calculated by the number of eyes closed frames over a pried of time. As we all know, the characteristics of human facial, especially the size of eyes, have certain differences, which introduces a new variable when it comes to PERCLOS. In the past literatures [23] , PERCLOS-80(P80) was used to judge whether the eyes of driver are open or closed. That is, when the proportion of eyelid covering the pupil is over 80 percent, the eyes are identified as closed in the current frame. However, this method does not take into account the individual differences of driver, especially the differences of the size of eyes, which may cause misjudgment in practical applications.
In this paper, we propose a new algorithm to detect driving drowsiness, which considers the individual differences of the drivers. It consists of off-line training module and online monitoring module. Firstly, we design a deep cascaded convolutional neural network (DCCNN) to detect the face region from live video. Based on this, the eyes landmarks are obtained by the application of Dlib toolkit. A new parameter, Eyes Aspect Ratio (EAR), which calculated by the coordinates of landmarks, is introduced to identify the state of eyes (open or closed). In the offline training module, for a specific driver, there are two sets of the EAR, which represent eyes-open and eyes-closed, are obtained from the face detected by DCCNN. And a unique support vector machine (SVM) classifier is constructed which takes the two sets of data into the input. In the online monitoring module, the driver's face is detected by DCCNN from live video firstly. Then the landmarks of driver's face are obtained with the application of the Dlib toolkit as well. The Eyes Aspect Ratio can be calculated by the coordinates of the eyes. Finally, the state of eyes in the current frame can be classified by the unique SVM. Thanks to this offline training and online monitoring module, the performance of the algorithm can be notably improved.
The major contributions of this paper are summarized as follows:
1. We design a new deep cascaded convolutional neural network to detect the face of a driver, which effectively improve the performance.
2. We introduce a new parameter based on the Dlib toolkit to assess whether the eyes of a driver are open or closed.
3. Extensive experiments are conducted, to show the EAR is work in different drivers and the significant performance improved of the proposed approach in both accuracy and speed. 
4.
Comparative experiments result show that the proposed algorithm, which with consideration of individual differences, is reasonable and more accurate.
The structure of this paper is organized as follows. In Section II, we describe the proposed methods in detail, including the deep learning model for face detection and facial landmarks obtaining. The core approaches, offline training and online monitoring, are introduced in this section as well. In Section III, we conduct extensive experiments to verify the rationality of the proposed algorithm in both accuracy and speed. The conclusion is in Section IV.
II. APPROACH
The overall pipeline of our approach is shown in Figure 1 . The algorithm consists of the following two modules:
Offline Training: It is equivalent to an initialization process. As usually seen, the characteristics of a driver's face, especially the size of the eyes, have obvious differences. Thus, we firstly obtain two sets of data by asking the driver to open his/her eyes and close his/her eyes for a while on a simulator. For each image data, applying the deep cascaded convolutional neural network we designed called DCCNN to detect the face of drive in the current frame. Further, based on the Dlib toolkit, facial landmarks can be obtained. Then, two types of EAR, as shown in Figure 1 , the EAR1 relates the eye-open frames and the EAR2 is the value calculated when the state of driver's eyes are closed, can be calculated.
Finally, take the two types of the EAR as positive and negative samples, we training a unique SVM classifier for the specific driver to judge whether the eyes are open or closed.
Online Monitoring: It is a real-time module to detect driving drowsiness form live video. All frames are fed to DCCNN during driving to find the face of a driver. If the face is captured, the eyes landmarks can be obtained by the Dlib toolkit. Then, the unique SVM classifier of the specific driver, which trained in offline module, is applied to judge whether the eyes are open or closed in the current frame. At last, we assess whether the driver is sleepy or not according to the ratio of the number of sleepy frames and total frames in a period of time. Besides, if DCCNN does not detect a face, we judge the driver is drowsy in the current frame maybe because of the improper head posture.
A. DEEP CASCADED CONVOLUTIONAL NEURAL NETWORK
Face detection is one of the most important technologies for driving drowsiness detection based on computer vision. In practical application, driving drowsy detection system not only requires high accuracy, but also fast speed. As we know, deep learning methods, especially the convolutional neural network model, greatly improve the accuracy of image recognition. However, the complex network structure reduces the algorithm speed. In [24] , a Multi-Task Cascaded Convolutional Networks called MTCNN have been designed for face detection. The architecture consists of three subnetworks, instead of a complex network. Each sub-network has less numbers of filters but more discrimination of them, which effectively improves the speed of the algorithm. However, we noticed its performance might be limited by the useless information about the five facial landmarks. Because we just pay attention to the information of the facial in video frames. Thus, we design a new convolutional neural network to detect the face of a driver. It is more efficient thanks to the lightweight architecture and removing five facial landmarks. The architecture of Deep Cascaded Convolutional Neural Network (DCCNN) is shown in Figure 2 . In practical application, the proportion of the face in frames is uncertain. Thus, it is an effective approach to resize the original image into different scales. Similar to MTCNN, we build an image pyramid by resizing the original image to different scales, which is the input for three cascaded networks. Network-1 is a fully convolutional network [25] , to obtain a large number of candidate windows and their bounding box regression vectors. Then we use the estimated bounding box regression vectors to calibrate the candidates. Finally, non-maximum suppression(NMS) [26] is employed to merge highly overlapped candidates. After Network-1, All candidates are fed to the next CNN, called network-2, which further reject a larger number of false candidates, performs calibration with bounding box regression, and NMS candidate merge. Network-3 is a CNN similar to network-2, but it has more convolutional layers and pooling layers so that it can describe the face in detail. The output of network-3 is the facial bounding box with high confidence. The relationship of the three sub-networks is cascaded. In DCCNN, the output of the previous sub-network acts as the input to the next subnetwork. By building the image pyramid, the face of a driver can be detected accurate no matter how larger proportion of the face in frames.
In the training phase of DCCNN, the WIDER_FACE data set [27] and the AFLW data set [28] are used as the training data. Among them, the WIDER_FACE data set includes more than 30,000 pictures and 400,000 personal faces. It is the largest and most complex face detection public data set in the world. The AFLW face database includes 25,000 handlabeled face images. The database is widely used in face recognition, face detection, face alignment and other aspects. In this paper, the WIDER_FACE and AFLW datasets are used to crop some face images and non-face images based on manually labeled face regions. A total of 190,000 face images, 600,000 partial face images and 900,000 non-face images are obtained.
The procedure of the training of the DCCNN is aiming to get the optimal model by adjusting the parameters dynamically. To express the influence of different parameters on the performance of the DCCNN, a loss function is introduced during training. The loss function is an index to measure the difference between the predictive output and the actually marked label, and there are various loss functions according to different tasks. The training process includes two tasks, respectively, face and non-face classification task and face region box bounding fitting task.
The first task, face and non-face is a classification task, so we apply the cross entropy [29] loss function for the training. For any sample x i , the cross-entropy loss function is:
where p i is the predictive output of network, y 1 i is the real label of x i (face/non-face).
The second task is used to predict the coordinates of the face region box bounding, which belongs to the regression problem. Therefore, the Euclidean loss functions are applied for training. The loss function is shown in equation (2).
where p i is the coordinates of the network prediction face region, and y 2 i is the real coordinate of the face region in the image.
Through the training of the deep cascaded convolutional neural network, the face of driver can be obtained accurate, which provides a stable face image for the following algorithms.
B. FACIAL LANDMARKS AND EAR 1) FACIAL LANDMARKS OBTAIN BASE ON CPR
In this paper, the driving drowsiness is monitored by the eyes state of driver. It is crucial to obtain the corner and shape of eyes. Cascaded Pose Regression(CPR) [30] is a regression algorithm to estimate the pose of object. Particularly, the pose of facial can be represented by feature points or landmarks. Therefore, we introduce the CPR algorithm to estimate the pose of driver by getting facial landmarks.
The diagram of CPR is shown in Figure 3 . Given a S 0 , which is an initial pose for the first weakly regressor. It will return a final estimated pose S T after T iterations, and each of predicted pose is processed by different weakly regressor R i , i = 1, 2, . . . , T . Notice that the input of each weakly regressor depends on the output of previous one and each weakly regressor will extract the pose index feature x, which is crucial to express the pose of face. In the process of training, all weakly regressor automatically learn from the train samples, which were labeled in advance. The labeled samples are 2D face images that containing the landmarks of the feature points, that is, S = {x 1 , y 1 ; x 2 , y 2 ; . . . ; x n , y n }, where (x i , y i ) is one of the coordinate of landmarks.
The training process of CPR is as follows: Given a 2D face image I , from 1 to T do: Calculate the pose index feature by:
where h t is a pose-index features as [30] . Evaluate regressor by: Update pose S t by:
Finally, the output of CPR is the estimated pose of face S T . Dlib [31] is an open source toolkit that includes machine learning algorithms and tools for creating complex algorithms to solve real-world problems. It is widely used in industrial and academia, including robotics, embedded devices, mobile phones and large high-performance computing environments. In Dlib toolkit, the pose of face is represented by 68 landmarks, as shown in Figure 4 . The toolkit generates a regressor to obtain the facial landmarks of driver after training the CPR mentioned above, with input of 68 labeled landmarks.
2) EAR: A STABLE PARAMETER FOR EYES STATE EVALUATION
As mentioned, to a certain extent, the state of eyes indicates whether the driver is drowsy or not. Because there are significant differences about time of eyes closed between awake and drowsy. In [32] , a method of ellipse fitting was proposed to describe the shape of pupil. As shown in Figure 5 , the method segments the pupil with traditional image process firstly. Then, an ellipse is fitted with the white pixels, which represent the shape of eyes. Lastly, the ratio of the major and minor axes of the ellipse was used to evaluate the eyes state.
We noticed its performance might be limited by the following facts: (1) The pixel values are sensitive. Changeable environment is easy to make image segmentation to be worse. (2) In practical application, the pixel values between pupils and glasses are very close, which lead to false ellipse fitting. In this paper, we design a new more stable parameter based on Dlib toolkit to evaluate the state of driver's eyes. It is more stable and precise than ellipse fitting method thanks to avoiding the traditional image process. In section B-1), we have obtained the facial landmarks based on Dlib toolkit. As shown in Figure 6 , for each eye, there are six points distributed around to locate the position of eye. The distribution of eyes landmarks has significant differences between open and closed state. In [33] , Eye Aspect Ratio was application to record the blink frequency.
EAR can be computed according to the position of eyes landmarks by:
where P i , i = 1, 2, . . . , 6 is the coordinate of eyes landmarks. As shown in Figure 6 , when the eyes of driver are open, the EAR is over 0.2. In contrast, the EAR is less than 0.2. Thanks to the stable facial landmarks location model based on CPR, the new parameter, EAR, is much more robust than [32] .
C. DROWSINESS ASSESSMENT MODEL 1) OFFLINE TRAINING
As mentioned, P80 uses a hard threshold (0.8) to judge whether the eyes of driver are open or closed. It is not accurate for different driver because of the individual differences on the size of eyes. We will discuss it in Experiments. In this paper, we take the individual differences into consideration to construct a unique classifier. It is equivalent to finding a soft threshold during the initialization process. It is not a fixed threshold, but an adaptive threshold. To make it works, we ask the driver to open his/her eyes and close his/her eyes for a while, obtain two sets of EAR via DCCNN and Dlib toolkit. A SVM classifier is trained with the input of two sets of data.
SVM [34] is a machine learning model that uses the structural risk minimization criterion. It is a linear classifier model with the largest interval defined in the feature space. Suppose given a training data set S = {(x i , y i ), i = 1, 2, . . . N }, where x i ∈ R d is the input samples and y i ∈ {+1, −1} is the label corresponding to x i . Assume x i is a positive sample if y i = +1 and on the contrary, it is a negative sample.
Generally, there is a linear discriminant function f (x) = w T x i + b in the d-dimensional space to distinguish two types of data, and the classification hyperplane can be described as:
The normal vector w T and the intercept b determine the discriminant function, so the hyperplane parameters w T and b need to be calculated from the training data set. According to the basic idea of SVM, the constrained optimization problem of linear separable support vector machine can be obtained:
In the offline training module, for a specific driver, we col- 
2) ONLINE MONITORING
Online monitoring module is the process of real-time detection during driving, which considering the individual differences of driver by application of the unique trained classifier. As shown in Figure 7 , when the system starts up, a camera in front of the driver will capture the live video. All live video will be processed frame by frame. Firstly, the DCCNN is used to detect face of driver. If the region of face is obtained, it will be inputted to find the landmarks with Dlib toolkit. Otherwise, we assess the current frame is drowsy directly because the head of driver may not be forward-looking. Next, facial landmarks are obtained using Dlib toolkit. Similarly, if landmarks acquisition fails, the current frame is judged to a sleepy image. Finally, the EAR will be calculated according to the eyes landmarks. And the SVM classifier, which has trained in offline training module, is applied to decide whether the eyes of driver are open or closed with the input of EAR. The number of drowsy frames are stored with a parameter N drowsy .
As mentioned, the driving drowsiness is a process of dynamic change. In [35] , PERCLOS proved to be an effective indicator for driving drowsiness detection. The original PERCLOS method consists of two parts: (1) Judge whether the eyes are open or closed using P80, P70 or EM. Among of them, 1) P70, that is, if the eyelid coverage pupil area exceeds 70%, it is judged to be closed state; 2) P80, that is, the eyelid coverage pupil area exceeds 80%, then it is judged to be closed state; 3) EM, that is, if the eyelid coverage pupil area exceeds 50%, it is judged to be in the closed state.
(2) Calculate the ratio of sleepy frames to total frames over time. In this paper, we have construct a unique classifier to judge the eyes state instead of using the hard threshold such as P80. Similar original PERCLOS part 2, we calculate the ratio of drowsy frames to total frames over time as well. PERCLOS can be computed by:
where N drowsy is the number of drowsy frames judged by classifier and N total is the total number of frames in a specific time.
In the online monitoring module, we set the N total as 100 frames. If PERCLOS > Th, where Th is the threshold in a similar manner as [36] , the driver is assessed driving drowsiness.
III. EXPERIMENTS
In this section, we first evaluate the effectiveness of the proposed DCCNN in Face Detection Data Set and Benchmark (FDDB) [37] . Then, we will discuss the correlation of EAR and the size of eyes to describe the individual differences of driver. At last, a series of comparative experiments are conducted to evaluate the performance of our proposed algorithm in both accuracy and speed.
A. ENVIRONMENT AND DATA SET
The experimental platform is Intel Core i5-7500 (main frequency: 3.4GHz) with x86 architecture, GTX1070TI (CUDA: 9.0; CUDNN: 7.0) with Pascal architecture, 16G DDR4 memory, opencv3.3.0 image library, deep learning computing framework is Tensorflow 1.7.
In this paper, we introduce two types of data sets to conduct experiments. The first one is FDDB FIGURE 8. SDVD collected on simulator. Left: video clip of SDVD. Right: an annotated data. The driver is awake at 0 ∼ t1 and t2 ∼ t3. And he/she is drowsy at t1 ∼ t2 and t3 ∼ 120 (simulated states). (http://vis-www.cs.umass.edu/fddb/index.html), which contains the annotations for 5171 faces in a set of 2845 images. The second is our own build video data sets, called Simulated Driving Video Data set (SDVD), which collected in simulated driving. For safety, we build the SDVD by asking the driver to make driving operations on the simulator, including the awake driving and the drowsy driving. SDVD contains 50 videos with different drivers, surroundings and times, etc. The subjects have different gender, age and eyes size. Each of them is 2 minutes and includes a manually marked awake period and sleepy period. As shown in Figure 8 . Besides, in the process of DCCNN training, the WIDER_FACE dataset and AFLW dataset are applied to drive the training process. The information of the public datasets is shown in Table 1 .
B. FACE DETECTION 1) QUALITATIVE DESCRIPTION
In order to evaluate the performance of the proposed face detection networks, we first conduct experiments in laboratory and real driving scenarios. The posture of head, light, background and facial decoration, etc. will have a great impact on face detection. Thus, we take all those factor into consideration to design the qualitative description experiment. As shown in Figure 9 , the face can be detected accurately in laboratory (the first row of Figure 9 ), because of the ideal lighting and simple surroundings. In practical driving scenarios (the second and third rows of Figure 9 ), the DCCNN can obtain the face of driver as well, even the surroundings such as lighting is much more complicated than the laboratory.
2) QUANTITATIVE EVALUATION
In this section, we evaluate the effectiveness of the proposed DCCNN in FDDB. In machine learning, Intersection over Union (IOU) [38] and accuracy [39] are indicators for evaluating the performance of deep learning model.
IOU is a standard for measuring the accuracy of detecting corresponding objects in a specific data set. In object detection based on Image process, Ground-truth Bounding Box (GB) is the area labeled in data set, which represents the true position of the object and Predicted Bounding Box (PB) is the region that predicted by deep learning model. IOU is computed by:
where S(GB PB) is the area of overlap and S(GB PB) is the area of union. We introduce the IOU to indicate the similarity between the labeled position of face (Ground-truth Bounding Box) in FDDB data set and the predicted face position (Predicted Bounding Box). As shown in Figure 10 . The higher the overlap of two bounding boxes, the higher of IOU value. Ideally, IOU = 1 when the predicted bounding box of face is same as the ground-truth bounding box in FDDB data set label. Generally speaking, it is considered that the object is detected if IOU above 0.5. In this paper, we assume that the face is detected correctly when IOU > 0.7.
To verify the performance of the face detection networks, we use the framework of multi-threaded input data provided by Tensorflow to combine the training data to disrupt the data sequence. In the training process, we set the batch size to 384, and the initial learning rate is 0.01. When the evaluation index is no longer improved, the learning rate is reduced by 10 times to 0.01, and the end rate is set to 0.00001. An epoch means that all training data are trained once. In this paper, we set the epoch to 50. After an epoch of training, a batch of test data from FDDB data set is fed to the network, to evaluate the performance of the model.
As mentioned, the DCCNN is a cascaded CNN of multitask. The three sub-networks, Network-1, Network-2 and Network-3, can be trained and validated independently. The test accuracy curves of three sub-networks are shown in Figure 11 , and the test loss curves are shown in Figure 12 .
With the increase of steps of training, the test accuracy is improved gradually. After 50 epochs, the final test accuracy of three sub-networks are 94.6%, 97.4% and 98.8%, because of the progressive architecture of DCCNN.
In summary, the DCCNN we designed can capture the face of driver in various surroundings.
C. CORRELATION OF EAR AND THE SIZE OF EYES
Face detection and eyes landmarks location are the basis of driving drowsiness detection. A new parameter, EAR, is proposed in this paper to assess the state of driver's eyes. In order to verify the correlation of EAR and the size of eyes, which reflects the individual differences of driver, 4 subjects with different characteristics were selected. The size of eyes in case of natural open are measured in advance and size:1 ∼ size:4 are represent the 4 types of driver. Respectively, the size of eyes is 12mm, 16mm, 7mm and 20mm (size 1∼size 4). In the process of experiments, each subject was asked to open and close the eyes during the specific of time. The camera in front of driver capture the frames in real-time and the DCCNN is application to detect the face of driver. Then, calculate the EAR in the condition of opening and closure using Dlib toolkit. Figure 13 shows the EAR curves of 4 subjects with different size of eyes. It can be seen from the figure that when the subject 1 (size: 1) is in the eyes opening state, the EAR is about 0.18. And the value is about 0.13 when the eyes of subject 1 are closed. At this time, the threshold of the driver eyes state classifier based on SVM is about 0.16 according to the optimal classifier principle. For subject 2 (size: 2), the EAR in different states are 0.3 and 0.15 respectively. Therefore, the threshold of classifier is about 0.25. Particularly, the size of eyes between subject 3 and subject 4 are significant different to enhance our hypothesis. The size of object 3's eyes are small in naturally open condition so that the EAR of different states are approximate. In contrast, the EAR of object 4 in two types of state are significant different.
Therefore, the correlation of the EAR and the size of eyes is strong as we assumed above. Generally, the lager the driver's eyes are, the higher the EAR is. And the smaller the eyes are, the lower the EAR is. It is necessary to develop the driving drowsiness detection model with consideration of driver's individual differences, especially the size of eyes, to improve the performance of algorithm.
D. COMPARATIVE EXPERIMENTS
In order to verify the rationality of the driving drowsiness detection algorithm with consideration of individual differences, a series of comparative experiments are conducted. Firstly, we compared the accuracy on driving fatigue detection of using the hard threshold (0.8) and the method proposed in this paper. Then, we ask a driver to simulate the normal driving and drowsy driving state on the simulator, so that the change of eyes state and PERCLOS is visible clearly. Finally, we conduct another comparative experiment to compare the performance of our methods and relevant literatures both on accuracy and speed. For fair comparison, we use the same data and platform for both methods.
1) COMPARE WITH P80
We select 10 segments of simulated driving video randomly from the SDVD data set. The DCCNN is applied to detect the face of driver and then obtain the landmarks of face using the Dlib toolkit. On this basis, a comparative experiment was conducted.
Experiment 1: Calculate the EAR according to the landmarks of eyes. P80 is used to judge whether the eyes of driver are open or closed. That is, the eyes of driver are assessed to be closed if EAR < 0.2. Then, the driving state of driver is determined by the ratio of closed frames for a specific time (100 frames). Experiment 2: Initializing the system firstly by training a unique SVM classifier with the input of the two sets of EAR value. Next, the driving state is assessed by using the online monitoring model proposed in this paper.
As mentioned above, for safety, we conduct the comparative experiments on the simulator. The SDVD data set contains the driving video with labeled information. For a sample, the driving state has been marked in advance as shown in Figure 8 . The comparative experiments will detect the driving state and record the period of awake and drowsy. If the result obtained by the driving drowsiness model is consistent with the labeled information, it is considered that the model gets a correct evaluation of driving state. Therefore, the accuracy can be computed by:
where N c is the number of video clips correctly evaluated and N is the total number of experiment samples. The comparative experiment is repeated 10 times. Table 2 shows the accuracy of driving drowsiness detection. It can be seen from the table that the algorithm we proposed improves the accuracy effectively.
2) STATE OF EYES AND PERCLOS IN DIFFERENT DRIVING CONDITION
We have description the correlation of EAR and the size of eyes with four types of driver. In order to visually evaluate the changes of driver's eyes state and the PERCLOS values under different driving conditions. We ask a driver (size: 1) to simulate two different driving states. As shown in Figure 14 .
It can be seen from Figure. 14 that when the driver is in normal driving state, the duration of the eyes opening is much longer than the time of closure. And the values of PERCLOS are all below the threshold (0.4). Conversely, the duration of closure is longer than the time of opening when the driver is in drowsy state. Most of the PERCLOS are over the threshold. Figure 15 shows the calculation speed of each module of the algorithm during the experiment of the four subjects. The experimental video stream is 640 * 480 resolution and the frame rate is 30fps. It can be seen from the figure that the average speed of the face detection module is 35 .95ms/f, and the average speed of the landmarks obtaining module is 13.80 ms/f. The average speed of the fatigue driving detection algorithm we proposed is 49.75 ms/f. In order to furtherly verify the performance of the proposed algorithm, we use the self-built data set, SDVD, to compare our algorithm with the drowsy detection algorithms [40] [41] proposed in recent years. The detection accuracies and speeds are shown in Table 3 .
3) COMPARE WITH RELEVANT LITERATURES

IV. CONCLUSION
Research on drowsy driving detection algorithm is one of the most important methods to reduce traffic accidents. As we know, there are significant individual differences, especially the size of eyes, between different person. It is crucial to take the individual differences into consideration when study on the algorithm based on computer vision.
In this paper, we propose a new driving drowsiness detection algorithm with consideration of individual differences. Firstly, we design a deep cascaded convolutional neural network model named DCCNN, which avoids the process of artificial feature extraction in traditional face detection algorithms, to obtain the face of a driver in live video. The performance of the model is tested by qualitative description and quantitative evaluation. Experimental results show that the accuracy of face detection can reach at 98.8%. Secondly, we propose a new parameter, EAR, based on the Dlib toolkit, to assess the state of driver's eyes. Compared with the traditional methods, the EAR is more stable thanks to the Cascaded Pose Regression algorithm. Experimental results show that there is a very strong correlation between the EAR and the size of a driver's eyes, which proves the rationality of our ideas. Finally, taking the individual differences of the drivers into consideration, we construct the offline training module and online monitoring module in the paper. A unique classifier based on SVM is trained for a specific driver and the state of eyes is judged with the application of the pre-trained classifier during driving. Experimental results demonstrate that our methods consistently outperform the state-of-the-art methods on the public data set and self-built data set while keeping real-time performance.
In the future, we will focus on the following topic: 1) explore the multi-feature such as mouth and head posture fusion methods to further improve the algorithm performance. 2) conduct the driving drowsiness detection research at nighttime because it is easier to drowsy driving at night.
