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Abstract. We prove implicit function theorems for mappings on topological vector spaces
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Introduction
In this article, we prove implicit function theorems (and generalizations) for mappings
from topological vector spaces over valued fields to Banach spaces. Our main results can
be summarized as follows. Let (K, |.|) be a (non-discrete, not necessarily complete) valued
field, E and F be topological K-vector spaces, U ⊆ E and V ⊆ F be open subsets, and
f : U × V → F be a mapping which is of class C1. Let (x0, y0) ∈ U × V such that
d2f(x0, y0, •) ∈ GL(F ). Then, given the respective hypotheses stated in the first four
columns of the following table, there exists an open neighbourhood Q ⊆ U of x0 and an
open neighbourhood B ⊆ V of y0 such that, for every x ∈ Q, there is a unique element
β(x) ∈ B such that f(x, β(x)) = f(x0, y0), and the mapping β : Q → B so obtained has
the property shown in the last column:
K E F f β
R arbitrary dim F <∞ Ck Ck
R arb. Banach Ck+1 Ck
R arb. Banach R-analytic R-analytic
C arb. Banach C-analytic C-analytic
local arb. dim F <∞ C1 C0
local metrizable dim F <∞ Ck Ck
complete ultram. metrizable Banach Ck+1 Ck
K ⊆ R metrizable Banach C2 C1
arb. arb. Banach C2 C0
arb. Banach Banach SC1 SC1
complete Banach Banach SCk SCk
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Here k ∈ N ∪ {∞}, and Ck-maps are understood in the sense of [2], where a differential
calculus over arbitrary non-discrete topological fields is developed. A map between open
subsets of real locally convex spaces is Ck in the former sense if and only if it is Ck in the
sense of Michal-Bastiani (i.e., a Keller Ckc -map [19]). The symbol SC
k refers to k times
strictly differentiable mappings, as defined below.
Our results were inspired by Hiltunen’s implicit function theorems, which he formulated in
the setting of CkΠ-maps on locally convex spaces (see [16] for the real case, [17] for the com-
plex case). In contrast to that paper, we are working throughout in the realm of topology,
no recourse to convergence structures is necessary. Furthermore, we are able to work over
valued fields other than R or C, and need not assume that the domains be locally convex.
Our approach is based on the classical idea that every implicit function theorem has an
underlying “inverse function theorem with parameters” (cf. [18], [20, Thm. 3.2.1], [34]).
For example, in the case of a Ck-map f : U × V → F , where U is a subset of a real
topological vector space and F = Rn, given (x0, y0) ∈ U × V with d2f(x0, y0, •) invertible,
after shrinking U we interpret f as a family (fx)x∈U of mappings fx := f(x, •) : V → F
between open subsets of the finite-dimensional space F , to which the classical inverse func-
tion theorem applies, and then show that ψ : (x, y) 7→ f−1x (y) makes sense on some open
neighbourhood of (x0, f(x0, y0)) and defines a C
k-map there. Then y(x) = ψ(x, f(x0, y0))
gives a Ck-solution to the implicit equation f(x, y) = f(x0, y0).
Local convexity does not play a role in this line of argument, and we are also able to tackle
the ultrametric case. This is much more difficult, since the absence of a fundamental
theorem of calculus and mean value theorem in this setting makes it necessary to discuss
continuous extensions to iterated difference quotient maps, rather than the mere existence
and continuity of higher differentials. To get from the Banach case to implicit functions on
open subsets of metrizable topological vector spaces over a complete ultrametric field K,
we exploit the fact that a mapping on a metrizable space is of class Ck if and only if all of
its compositions with smooth maps from Kk+1 to the space are of class Ck [2]. This result
can be seen as an adaptation of ideas from the convenient differential calculus of Fro¨licher,
Kriegl and Michor ([9], [22], in particular also [21]) and Souriau’s theory of diffeological
spaces ([36], [25]) to non-archimedian analysis.
The ultrametric implicit function theorem developed here makes it child’s play to turn
the diffeomorphism groups of σ-compact, finite-dimensional smooth manifolds over totally
disconnected local fields into Lie groups (see [12]). For related studies, cf. [26], [27].
Generalizations of the classical inverse function theorem (or implicit function theorem) for
special classes of mappings taking values in non-Banach spaces can be found in [14] (for
tame Fre´chet spaces), [24] (for Silva spaces), and [28] (for so-called “coordinate spaces”).
The article is structured as follows. Having described the precise setting of differential
calculus used in the present article (Section 1), we present our results in the real and com-
plex case. We do not try to be self-contained here, but rather re-use the standard Inverse
2
Mapping Theorem for real Banach spaces and its corollaries (as proved in [23]), which
should be well-known to most readers, to get to the point as quickly as possible.
In Section 3 we recall the notion of a strictly differentiable mapping from an open subset of
a normed vector space over a valued field K to a polynormed K-vector space (cf. [5]). We
show that any strictly differentiable map is of class C1, and we show that every C2-map
from an open subset of a normed K-vector space to a polynormed K-vector space is strictly
differentiable. In Section 4, we specialize to locally compact K. In this case, a mapping
from an open subset of a finite-dimensional K-vector space to a polynormed K-vector space
is C1 if and only if it is strictly differentiable, if and only if it is “locally uniformly differ-
entiable” (an a priori even stronger differentiability property). In Section 5, we introduce
the class of k times strictly differentiable mappings (SCk-maps, for short). Any such map
is Ck, and, conversely, we show that every Ck+1-map from an open subset of a normed
vector space over a valued field K to a polynormed K-vector space is SCk.
We recall from [32, Example 26.6] that there exists a function f : Zp → Qp from the p-adic
integers to the p-adic numbers which is differentiable (in the na¨ıve sense) at each x ∈ Zp,
with f ′(x) = 1 (whence f ′(x) is invertible, and f ′ : Zp → Qp a continuous map), but such
that f is not injective on any zero-neighbourhood (which refutes earlier claims in [31]).
Thus, in the ultrametric case, an inverse function theorem cannot be based on the mere
existence and continuity of differentials. In contrast, the SCk-property is well-adapted to
inverse and implicit function theorems. An inverse function theorem for once strictly dif-
ferentiable mappings between open subsets of Banach spaces over complete valued fields is
well-known (see [5, 1.5.1], where no proofs are given and where all Banach spaces over ul-
trametric fields are assumed ultrametric). In the finite-dimensional ultrametric case, higher
order differentiability has been discussed in [1] for implicit functions, in [35] (with merely
partial proofs) for inverse functions. Going beyond these known facts, using an inductive
argument which goes back and forth between inverse functions and implicit functions, we
establish the Inverse Function Theorem and the Implicit Function Theorem for SCk-maps
between open subsets of Banach spaces over complete valued fields (Section 7). Combining
these results with parameter-dependent Newton approximation (from Section 6) and the
specific tools of differential calculus on metrizable spaces outlined above, we obtain a gen-
eral Implicit Function Theorem for mappings from metrizable topological vector spaces to
(not necessarily ultrametric) Banach spaces over complete ultrametric fields (Section 8).
In an appendix, we show that, in the real case, every k times continuously Fre´chet differ-
entiable mapping is an SCk-map. For k = 1, the converse also holds [5, 2.3.3].
All results are formulated in a way which transports as much useful information as possible.
For example, instead of formulating mere implicit function theorems, in accordance with
our general philosophy we explicitly spell out “inverse function theorems with parameters,”
and we provide information concerning the size of images of balls. Such refined information
is useful for the discussion of diffeomorphism groups, and also in other contexts (e.g., [13]).
3
1 Differential calculus over topological fields
In this article, we are working in the setting of differential calculus over non-discrete topo-
logical fields developed in [2]. In this section, we briefly recall basic definitions and facts.
Unless stated otherwise, in this section K denotes a non-discrete topological field. All
topological vector spaces are assumed Hausdorff. Before we define Ck-maps, we need an
efficient notation for the domains of certain mappings associated with Ck-maps.
Definition 1.1 If E is a topological K-vector space and U ⊆ E an open subset, we define
U [0] := U and
U [1] := {(x, y, t) ∈ U × E ×K : x+ ty ∈ U},
which is an open subset of the topological K-vector space E ×E ×K. Having defined U [j]
inductively for a natural number j ≥ 1, we set U [j+1] := (U [j])[1].
In particular, E[1] = E × E ×K, E[2] = E ×E ×K×E × E ×K×K, etc.
Definition 1.2 Let E and F be topological K-vector spaces, and f : U → F be a mapping,
defined on an open subset U ⊆ E. We say that f is of class C0
K
if f is continuous, we set
f [0] := f and call f [0] the 0-th extended difference quotient map of f . If f is continuous
and there exists a continuous mapping f [1] : U [1] → F such that
1
t
(f(x+ ty)− f(x)) = f [1](x, y, t) for all (x, y, t) ∈ U [1] such that t 6= 0, (1)
we say that f is of class C1
K
, and call f [1] the (first) extended difference quotient map of f .
Here f [1] is uniquely determined, as K is non-discrete. Recursively, having defined Cj
K
-maps
and j-th extended difference quotient maps for j = 0, . . . , k − 1 for some natural number
k ≥ 2, we call f a mapping of class Ck
K
if f is of class Ck−1
K
and f [k−1] is of class C1
K
. In
this case, we define the k-th extended difference quotient map of f via
f [k] := (f [k−1])[1] : U [k] → F .
The mapping f is of class C∞
K
(or K-smooth) if it is of class Ck
K
for all k ∈ N0. If K is
understood, we simply write Ck instead of Ck
K
, and we call f smooth or of class C∞ if it is
K-smooth.
1.3 For example, every continuous linear mapping λ : E → F is smooth, with λ[1](x, y, t) =
λ(y) for all (x, y, t) ∈ E × E × K. If V,W and F are topological K-vector spaces and
β : V ×W → F is a continuous bilinear map, then β is smooth, with
β [1]((v, w), (v′, w′), t) = β(v, w′) + β(v′, w) + tβ(v′, w′)
for all v, v′ ∈ V , w,w′ ∈ W , and t ∈ K (cf. [2]).
1.4 If k ≥ 2, then a map f is of class Ck
K
if and only if f is of class C1
K
and f [1] is of class
Ck−1
K
; in this case, f [k] = (f [1])[k−1] [2, Rem. 4.2].
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1.5 Given a C1
K
-map f : U → F as before, we define
df(x, v) := lim
06=t→0
1
t
(f(x+ tv)− f(x)) = f [1](x, v, 0)
for (x, v) ∈ U × E. Then df : U × E → F is continuous, being a partial map of f [1], and
it can be shown that the “differential” df(x, •) : E → F of f at x is a continuous K-linear
map, for each x ∈ U [2, Prop. 2.2]. If f is of class C2, we define a continuous mapping
d2f : U × E2 → F via
d2f(x, v1, v2) := lim
06=t→0
1
t
(d(x+ tv2, v1)− df(x, v1)) = f [2]((x, v1, 0), (v2, 0, 0), 0).
Similarly, if f is of class Ck
K
, we obtain continuous mappings djf : U × Ej → F for all
j ∈ N0 such that j ≤ k (where d0f := f). It can be shown that djf(x; •) : Ej → F is a
symmetric j-multilinear map [2, La. 4.8].
Our discussion of implicit function theorems in the real case will be made easy by the
following fact ([2, Prop. 7.4]):
Proposition 1.6 Let E be a real topological vector space, F a locally convex real topological
vector space, U ⊆ E an open subset, f : U → F a map, and k ∈ N0 ∪ {∞}. Then f is of
class Ck
R
if and only if it is a Ck-map in the sense of Michal-Bastiani, i.e., f is continuous,
the differentials djf : U × Ej → F described in 1.5 exist for all j ∈ N such that j ≤ k,1
and are continuous. ✷
In more general situations, it is necessary to work with the functions f [j], since the differ-
entials alone do not encode enough information. For example, djf = 0 for all j ≥ 2 if K is
a non-discrete topological field of characteristic 2 and f any smooth function on K (cf. [2,
Thm. 5.4]). Even worse, injective smooth functions f : Zp → Qp are known to exist whose
derivative vanishes identically [32, Exercise 29.G].
1.7 (Chain Rule). If E, F , and H are topological K-vector spaces, U ⊆ E and V ⊆ F
are open subsets, and f : U → V ⊆ F , g : V → H are mappings of class Ck, then also the
composition g ◦ f : U → H is of class Ck. If k ≥ 1, we have (f(x), f [1](x, y, t), t) ∈ V [1] for
all (x, y, t) ∈ U [1], and
(g ◦ f)[1](x, y, t) = g[1](f(x), f [1](x, y, t), t) . (2)
In particular, d(g ◦f)(x, y) = dg(f(x), df(x, y)) for all (x, y) ∈ U ×E [2, Prop. 3.1 and 4.5].
We recall from [2, La. 4.9] that being of class Ck is a local property.
Lemma 1.8 Let E and F be topological K-vector spaces, and f : U → F be a mapping,
defined on an open subset U of E. Let k ∈ N0 ∪ {∞}. If there is an open cover (Ui)i∈I
of U such that f |Ui : Ui → F is of class Ck for each i ∈ I, then f is of class Ck. ✷
1That is to say, all of the limits occurring in the recursive definition of the differentials djf exist.
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Definition 1.9 A valued field is a field K, together with an absolute value |.| : K→ [0,∞[
(see [38]); we require furthermore that the absolute value be non-trivial (meaning that it
gives rise to a non-discrete topology on K). An ultrametric field is a valued field (K, |.|)
whose absolute value satisfies the ultrametric inequality
|x+ y| ≤ max{|x|, |y|} for all x, y ∈ K.
Locally compact, totally disconnected, non-discrete topological fields will be referred to as
local fields.
Remark 1.10 It is well-known that every local field K admits an ultrametric absolute
value defining its topology [37]. Fixing such an absolute value on K, we can consider K as
an ultrametric field.
Remark 1.11 Note that we do not require that valued fields (nor ultrametric fields) be
complete (with respect to the metric induced by the absolute value). Whenever our results
depend on completeness properties of the ground field, we will state these explicitly.
1.12 Recall that a topological vector space E over an ultrametric field K is called locally
convex if every zero-neighbourhood of E contains an open O-submodule of E, where O :=
{t ∈ K : |t| ≤ 1} is the valuation ring of K. Equivalently, E is locally convex if and
only if its vector topology is defined by a family of ultrametric continuous seminorms
γ : E → [0,∞[ on E (cf. [29] for more information). Let K be a valued field. We call
a topological K-vector space polynormed if its vector topology is defined by a family of
continuous seminorms (which need not be ultrametric when K is an ultrametric field). This
terminology deviates from the one in Bourbaki [5], where only polynormed vector spaces
over ultrametric fields are considered whose topology arises from a family of continuous
ultrametric seminorms, and which therefore are precisely the locally convex spaces over
such fields in our terminology. Ultrametric seminorms are called “ultra-semi-norms” in [5]
and [6]. Occasionally, we shall write ‖.‖γ for a continuous seminorm γ.
1.13 A Banach space over a valued field K is a normed K-vector space (E, ‖.‖) (see [6,
Ch. I, §1, no. 2]) which is complete in the metric associated with ‖.‖. Given a normed
K-vector space (E, ‖.‖), x ∈ E and r > 0, we let BEr (x) := {y ∈ E : ‖y − x‖ < r} be the
open ball of radius r around x. We write Br(x) := B
E
r (x) when no confusion is possible.
Br(x) := {y ∈ E : ‖y − x‖ ≤ r} denotes the corresponding closed ball.
1.14 We shall not presume that normed spaces (nor Banach spaces) over ultrametric fields
be ultrametric, unless saying so explicitly. For example, ℓ1(Qp) is a non-ultrametric (and
non-locally convex) Banach space over Qp.
The following fact ([2, Thm. 12.4]) is essential for our discussion of implicit function theo-
rems over ultrametric fields (cf. [21] for the real locally convex case):
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Proposition 1.15 Let (K, |.|) be either R, equipped with the usual absolute value, or an
ultrametric field. Let E and F be topological K-vector spaces (which need not be locally
convex when K = R), f : U → F be a mapping, defined on a non-empty open subset
U ⊆ E, and k ∈ N0. If E is metrizable, then the following conditions are equivalent:
(a) f is a mapping of class Ck
K
.
(b) The composition f ◦ c : Kk+1 → F is of class Ck
K
, for every smooth mapping c :
Kk+1 → U .
In particular, f is smooth if and only if f ◦ c is smooth, for every k ∈ N and every smooth
map c : Kk → U . ✷
Finally, let us describe the notions of real and complex analytic mappings used in the
present paper, and their basic properties.
We recall from [3], Definition 5.6:
Definition 1.16 Let E be a complex topological vector space, F be a locally convex
complex topological vector space, U ⊆ E be an open subset, and f : U → F be a map.
Then f is called complex analytic if it is continuous and for every x ∈ U , there exists a
zero-neighbourhood V ⊆ E such that x+ V ⊆ U and
f(x+ h) =
∞∑
n=0
βn(h) for all h ∈ V
as a pointwise limit, for suitable continuous homogeneous polynomials βn : E → F of
degree n ∈ N0.
Real analytic mappings are defined as follows:
Definition 1.17 Let E be a real topological vector space, F be a locally convex real
topological vector space, U ⊆ E be open, and f : U → F be a map. Then f is called
real analytic if it extends to a complex analytic mapping V → FC, defined on some open
neighbourhood V of U in EC.
Remark 1.18 Real analyticity of a mapping f : U → F is a local property in the sense
that real analyticity of f |Uj for an open cover (Uj)j∈J of U entails real analyticity of f .
In fact, if f is real analytic locally, then for every x ∈ U we find an open, balanced
zero-neighbourhood Wx ⊆ E such that x + Wx ⊆ U and f |x+Wx = gx|x+Wx for some
complex analytic mapping gx : Vx := (x +Wx) + iWx → FC. Given x, y ∈ U , we have
Vx,y := Vx ∩ Vy = ((x+Wx) ∩ (y +Wy)) + i(Wx ∩Wy), where Wx ∩Wy is a balanced open
zero-neighbourhood and thus connected. Consequently, the connected components of Vx,y
are of the form C+ i(Wx∩Wy), where C is a connected component of (x+Wx)∩ (y+Wy).
Since gx and gy coincide on C, they coincide on C + i(Wx ∩Wy) by the Identity Theorem
[3, Prop. 6.6 II]. Thus gx|Vx,y = gy|Vx,y for all x, y ∈ U , whence g :=
⋃
x∈U gx :
⋃
x∈U Vx → FC
is a well-defined complex analytic mapping extending f .
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As a consequence of [2, Prop. 7.7 and La. 10.1], we have:
Lemma 1.19 Every real or complex analytic map f : U → F as before is of class C∞
R
. ✷
For the next observation, see [2, Prop. 7.7]:
Lemma 1.20 Let E be a complex topological vector space, F be a locally convex complex
topological vector space, U ⊆ E be open, and f : U → F be a map. Then f is complex
analytic if and only if f is of class C∞
C
, if and only if f is of class C∞
R
and df(x, •) : E → F
is complex linear for each x ∈ U . ✷
The Chain Rule for C∞
C
-functions readily entails that compositions of composable complex
analytic (resp., real analytic) mappings are complex analytic (resp., real analytic).
2 Generalized Implicit Function Theorem in the Real
and Complex Case
We begin with a preparatory result, providing continuous implicit functions in very general
situations. A mapping from an open subset of a normed real vector space to a real locally
convex space will be called an FCk-map if it is k times continuously differentiable in the
Fre´chet sense (cf. [5, 2.3.1]).
Proposition 2.1 Let k ∈ N ∪ {∞}, P be a topological space, E a real Banach space, and
U ⊆ E an open subset. Suppose that f : P × U → E is a continuous function such that
(i) fp := f(p, •) : U → E is of class FCk, for all p ∈ P , and
(ii) The map P × U → L(E), (p, x) 7→ f ′p(x) := d(fp)(x, •) = d2f(p, x, •) is continuous,
where L(E) is equipped with the operator norm.
Let (p, x) ∈ P × U , and suppose that A := f ′p(x) ∈ GL(E) := L(E)×. Let 0 < a < 1 < b
be given. Then there exists an open neighbourhood Q ⊆ P of p and r > 0 such that the
open ball B := Br(x) of radius r around x is contained in U and the following holds:
(a) fq(B) is open in E, for each q ∈ Q, and φq : B → fq(B), φq(y) := fq(y) = f(q, y) is
an invertible FCk-map, with inverse (φq)
−1 : fq(B)→ B of class FCk.
(b) For all q ∈ Q, y ∈ B, and s ∈ ]0, r − ‖y − x‖], we have
fq(y) + A.Bas(0) ⊆ fq(Bs(y)) ⊆ fq(y) + A.Bbs(0) . (3)
(c) W :=
⋃
q∈Q({q}×fq(B)) is open in P×E and the map ψ : W → B, ψ(q, v) := φ−1q (v)
is continuous. Furthermore, the map θ : Q × B → W , θ(q, y) := (q, f(q, y)) is a
homeomorphism, with inverse given by θ−1(q, v) = (q, ψ(q, v)).
(d) Q× (fp(x) + A.Bδ(0)) ⊆W for some δ > 0.
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In particular, for each q ∈ Q, there is a unique element β(q) ∈ B such that f(q, β(q)) =
f(p, x), and the mapping β : Q→ B so obtained is continuous.
Proof. In view of hypotheses (i) and (ii), we find an open neighbourhood Q1 ⊆ P of p
and R > 0 such that BR(x) ⊆ U and the following holds:
1. f ′q(y) ∈ GL(E) for all q ∈ Q1 and y ∈ BR(x);
2. ‖f ′q1(y1)−1f ′q2(y2)− 1‖ < 12 for all q1, q2 ∈ Q1 and y1, y2 ∈ BR(x);
3. ‖f ′q(y)−1 (f ′q(y1)− f ′q(y2))‖ ≤ 1−
√
a for all q ∈ Q1 and y, y1, y2 ∈ BR(x); and
4. ‖A−1f ′q(y)‖ < b and ‖f ′q(y)−1A‖ ≤ 1√a for all q ∈ Q1 and y ∈ BR(x).
Choose r ∈ ]0, R
2
[. There is an open neighbourhood Q ⊆ Q1 of p such that
‖A−1.(fq(x)− fp(x))‖ < ar2 for all q ∈ Q. (4)
Define δ := ar
2
. We claim that all assertions of the proposition are satisfied with Q, r, and
δ as just defined.
(a) Given q ∈ Q, we consider the map h : B → E, h(y) := A−1fq(y). Then ‖h′(y)−1‖ =
‖A−1f ′q(y)− 1‖ < 12 by 2., whence h is injective. In fact, if y1 6= y2 ∈ B, then
‖h(y2)− h(y1)‖ ≥ ‖y2 − y1‖ − ‖h(y2)− y2 − (h(y1)− y1)‖
= ‖y2 − y1‖ −
∥∥∥∥
∫ 1
0
(h′(y1 + t(y2 − y1))− 1).(y2 − y1) dt
∥∥∥∥
≥ 1
2
‖y2 − y1‖ > 0 .
Hence also fq|B = A ◦ h is injective, and since f ′q(y) ∈ GL(E) for all y ∈ B (by 1.) and fq
is FCk, the standard Inverse Function Theorem [23, Thm. I.5.2] shows that fq(B) is open
in E and φ−1q : fq(B)→ B an FCk-map, where φq := fq|fq(B)B .
(b) Let y ∈ B, s ∈ ]0, r − ‖y − x‖], and q ∈ Q. Given z ∈ Bs(y), we have
max{‖A−1.f ′q(y + t(z − y))‖ : t ∈ [0, 1] } < b
by 4., entailing that
‖A−1.(fq(z)− fq(y))‖ =
∥∥∥∥
∫ 1
0
A−1.f ′q(y + t(z − y)).(z − y) dt
∥∥∥∥ < bs .
Thus fq(z) ∈ fq(y) + A.Bbs(0), verifying the second inclusion in (3).
To tackle the first inclusion in (3), let y, s, q be as before; we want to apply [23, La. I.5.4]
(with ρ, s′ as below playing the role of r, s) to the FC1-map
g : Bs(0)→ E, g(v) := f ′q(y)−1(fq(y + v)− fq(y)) .
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Let z ∈ Bas(0). Then z′ := f ′q(y)−1.A.z ∈ B as√a (0) = Bs√a(0), by 4. If we can find
w ∈ Bs(0) such that g(w) = z′, then y + w ∈ Bs(y) and
fq(y + w) = f
′
q(y).g(w) + fq(y) = fq(y) + A.z ,
showing that fq(y) + A.z ∈ fq(Bs(y)), as desired. Now, since ‖z′‖ < s
√
a, we find ρ ∈
]‖z
′‖√
a
, s[ . Then ‖z′‖ < ρ√a = (1 − s′)ρ with s′ := 1 − √a. Since ρ < s, we have Bρ(0) ⊆
Bs(0). Furthermore, ‖g′(v2)− g′(v1)‖ = ‖f ′q(y)−1.(f ′q(y + v2)− f ′q(y + v1))‖ ≤ 1−
√
a = s′
for all v1, v2 ∈ Bρ(0), by 3. Hence [23, La. I.5.4] provides w ∈ Bρ(y) ⊆ Bs(0) such that
g(w) = z′, as required. Thus, also the first inclusion in (3) holds.
(c) Let q ∈ Q, y ∈ B, and ε ∈ ]0, r − ‖y − x‖]. There is an open neighbourhood
V ⊆ Q of q such that f(q, y) − f(q′, y) ∈ A.Baε
2
(0) for all q′ ∈ V . Given q′ ∈ V and
z ∈ fq(y) + A.Baε
2
(0) ⊆ fq′(y) + A.Baε(0), by (b) there exists w ∈ Bε(y) ⊆ B such
that φq′(w) = fq′(w) = z, whence (q
′, z) ∈ W and w = φ−1q′ (z) ∈ Bε(y). Thus Y :=
V ×(fq(y)+A.Baε
2
(0)) is an open neighbourhood of (q, fq(y)), contained inW . We conclude
that W is open. Furthermore, for all (q′, z) in the open neighbourhood Y of (q, fq(y)) we
have ψ(q′, z) = φ−1q′ (z) ∈ Bε(y) = Bε(ψ(q, fq(y))). The continuity of ψ follows. Now,
apparently θ is continuous and is a bijection whose inverse has the asserted form. Hence,
the map ψ being continuous, so is θ−1.
(d) Let q ∈ Q. Applying (b) with y := x and s := r, we get fq(x) + A.Bar(0) ⊆ fq(B).
Therefore fp(x) + A.Bδ(0) = fp(x) + A.Bar
2
(0) = (fp(x) − fq(x)) + fq(x) + A.Bar
2
(0) ⊆
A.Bar
2
(0)+fq(x)+A.Bar
2
(0) = fq(x)+A.Bar(0) ⊆ fq(B). Thus {q}×(fp(x)+A.Bδ(0)) ⊆W .
The final conclusion is clear; we have β(q) = ψ(q, f(p, x)) = φ−1q (f(p, x)). ✷
Lemma 2.2 Let P be an open subset of a real topological vector space Z, E be a real
Banach space, U ⊆ E be open, f : P × U → E be a map, and k ∈ N ∪ {∞}. If f is of
class Ck+1 or if E is finite-dimensional and f is of class Ck, then hypotheses (i) and (ii)
of Proposition 2.1 are satisfied. Furthermore, the mapping
h : P × U → L(E), h(p, x) := f ′p(x) = df((p, x), (0, •))
is of class Ck−1.
Proof. If E is finite-dimensional and f is of class Ck, then fp := f(p, •) : U → E is a
Ck-map between open subsets of a finite-dimensional space, hence k times continuously
partially differentiable in the traditional sense, and thus an FCk-map, as is well-known.
Let e1, . . . , en be a basis of E. The mappings P×U → E, (p, x) 7→ f ′p(x).ej = d(fp)(x, ej) =
df((p, x), (0, ej)) being of class C
k−1 for j = 1, . . . , n, we readily deduce that P × U →
L(E) ∼= Mn(R), (p, x) 7→ f ′p(x) is Ck−1 and hence continuous.
If E is infinite-dimensional and f is of class Ck+1, then, for each p ∈ P , fp := f(p, •) :
U → E is a Ck+1-map (in the Michal-Bastiani sense) between open subsets of Banach
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spaces and therefore an FCk-map (see [19, Cor. 2.7.2 and p. 110], or, for a direct proof,
[11, appendix]). The continuous linear map λ : E → Z × E, λ(y) := (0, y) gives rise to a
continuous linear (and hence smooth) map
L(λ,E) : L(Z × E,E)→ L(E), A 7→ A ◦ λ ,
where L(Z×E,E) is equipped with the topology of uniform convergence on bounded sets.
The mapping h can be written as the composition h = L(λ,E) ◦ f ′, where
f ′ : P × U → L(Z ×E,E), f ′(p, x) := df((p, x), •)
is of class Ck−1 by [11, Prop. 2.1] (which remains valid for non-locally convex domains,
with identical proof). Hence h is of class Ck−1 (and thus continuous). ✷
Theorem 2.3 (Generalized Implicit Function Theorem) Let k ∈ N ∪ {∞}, K ∈
{R,C}, Z be a topological K-vector space, P ⊆ Z an open subset, E a Banach space
over K, U ⊆ E an open subset, and f : P × U → E a map. We consider two situations:
(i) K = R and f is of class Ck+1
R
; or K = R, E is finite-dimensional, and f is of class
Ck
R
; respectively:
(ii) f is K-analytic.
Let (p, x) ∈ P × U , and suppose that A := f ′p(x) ∈ GL(E), where fp := f(p, •). Further-
more, let 0 < a < 1 < b be given. Then there exists an open neighbourhood Q ⊆ P of p
and r > 0 such that B := Br(x) ⊆ U and the following holds:
(a) fq(B) is open in E, for each q ∈ Q, and φq : B → fq(B), φq(y) := fq(y) = f(q, y) is
an invertible FCk-map (resp., K-analytic map), whose inverse (φq)
−1 : fq(B)→ B is
of class FCk (resp., K-analytic).
(b) For all q ∈ Q, y ∈ B, and s ∈ ]0, r − ‖y − x‖], we have
fq(y) + A.Bas(0) ⊆ fq(Bs(y)) ⊆ fq(y) + A.Bbs(0) .
(c) W :=
⋃
q∈Q({q} × fq(B)) is open in Z × E, and the map ψ : W → B, ψ(q, v) :=
φ−1q (v) is of class C
k
R
(resp., K-analytic). Furthermore, the map θ : Q × B → W ,
θ(q, y) := (q, f(q, y)) is a Ck
R
-diffeomorphism (resp., a K-analytic diffeomorphism),
with inverse given by θ−1(q, v) = (q, ψ(q, v)).
(d) Q× (fp(x) + A.Bδ(0)) ⊆W for some δ > 0.
In particular, for each q ∈ Q there is a unique element β(q) ∈ B such that f(q, β(q)) =
f(p, x), and the mapping β : Q→ B so obtained is of class Ck
R
(resp., K-analytic).
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Proof. Let f , p, x, a, and b be given as described in the theorem. Then hypotheses (i)
and (ii) of Proposition 2.1 are satisfied, by Lemma 2.2. We let Q, r, B, W , ψ, θ, and δ be
as described in Proposition 2.1. Then (b) and (d) of the theorem hold by Proposition 2.1
(b) and (d), and in view of Part (a) of the proposition, apparently Part (a) of the theorem
will hold if we can establish (c). We already know that W is open, and we know that ψ is
continuous.
Let us assume first that we are in the situation of (i), and prove by induction on j ∈ N,
j ≤ k that ψ is of class Cj
R
. If j = 1, suppose that (q, v) ∈ W and (q1, v1) ∈ Z×E. Set y :=
φ−1q (v). There is τ > 0 such that (q, v)+ ]−τ, τ [ (q1, v1) ⊆ W . Define g : ]−τ, τ [×U → R×E
via g(t, u) := (t, f(q + tq1, u)). Then g is a mapping between open subsets of the Banach
space R × E which is of class Ck
R
if E (and thus R × E) is finite-dimensional, otherwise
of class Ck+1
R
. In any case, g is an FCk-map and thus an FC1-map, and apparently
g′(0, y) is invertible, as it can be considered as a lower triangular 2 × 2 block matrix with
invertible diagonal entries idR and f
′
q(y). By the classical Inverse Function Theorem for
Banach spaces ([23], Theorem I.5.2), we find 0 < σ ≤ min{τ, r − ‖y − x‖} such that g
restricts to an FC1-diffeomorphism h from ]−σ, σ[×Bσ(y) onto an open subset S ⊆ R×E.
There is 0 < κ < σ and an open neighbourhood V ⊆ E of v such that ]− κ, κ[×V ⊆ S.
Then apparently h−1(t, w) = (t, φ−1q+tq1(w)) = (t, ψ(q + tq1, w)) for all (t, w) ∈ ]− κ, κ[×V ,
entailing that ]− κ, κ[×V → E, (t, w) 7→ ψ(q + tq1, w) is an FC1-map. After shrinking
κ, we may assume that v+ ]− κ, κ[ v1 ⊆ V . Then, by the preceding, c : ]− κ, κ[→ E,
t 7→ ψ(q + tq1, v + tv1) is of class C1R, and thus dψ((q, v), (q1, v1)) = c′(0) exists. Since
f(q + tq1, c(t)) = v + tv1, the Chain Rule and the Rule on Partial Derivatives give
v1 =
d
dt
|t=0f(q + tq1, c(t)) = d1f(q, ψ(q, v); q1) + d2f (q, ψ(q, v); dψ((q, v), (q1, v1))) .
Now d2f(q, ψ(q, v); •) = f
′
q(ψ(q, v)) is invertible by Proposition 2.1 (a). Thus
dψ((q, v), (q1, v1)) = f
′
q(ψ(q, v))
−1.(v1 − d1f(q, ψ(q, v); q1) )
= ε
(
f ′q(ψ(q, v))
−1, v1 − d1f(q, ψ(q, v); q1)
)
(5)
for all (q, v) ∈ W and (q1, v1) ∈ Z ×E, where ε : L(E)× E → E is the bilinear evaluation
map, which is a continuous since E is normed. Now ε, ψ, d1f , inversion ι : GL(E)→ GL(E)
and the mapping
P × U → L(E), h(s, u) := f ′s(u) (6)
being continuous, we deduce from (5) that dψ : W × Z × E → E is continuous, whence ψ
is of class C1
R
. Similarly, if 1 < j < k and ψ is of class Cj
R
by induction hypothesis, using
that ε (being continuous bilinear), ι (cf. [12]) and the map in (6) (by Lemma 2.2) are of
class Cj
R
, we deduce from (5) and the Chain Rule that dψ is of class Cj
R
. Thus ψ is C1
R
with dψ of class Cj
R
, and hence ψ is of class Cj+1
R
(cf. [10]). Thus, the assertions of the
theorem hold in situation (i).
We may pass to the complex analytic and real analytic cases using standard ideas from
the finite-dimensional case (cf. [8, (10.2.4)]). Indeed, if K = C and f is complex analytic,
then f is of class C∞
R
in particular, and thus ψ is of class C∞
R
, by what has already been
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shown. Equation (5) shows that dψ(w, •) : Z × E → Z × E is complex linear, for all
w ∈ W . With Lemma 1.20, we deduce that ψ is complex analytic. Finally, assume that
K = R and assume that f is real analytic. Equip EC ∼= E × E with the maximum norm.
Given (q, z) ∈ W , set y := ψ(q, z). There is a complex analytic function F : Y → EC,
defined on an open neighbourhood Y of P × U in ZC × EC, such that F |P×U = f . Then
d2F (q, y; •) = f
′
q(y)C being invertible, by the complex analytic case of the theorem just
established, there exist open neighbourhoods P1 ⊆ ZC of q and r1 > 0 such that P1×B1 ⊆
Y with B1 := B
EC
r1
(y), and such that F (p1, •)|B1 is a complex analytic diffeomorphism
onto an open set, for each p1 ∈ P1, and furthermore W1 :=
⋃
p1∈P1{p1} × F ({p1} × B1)
is open in ZC × EC, and ψ1 : W1 → EC, ψ1(p1, v1) := (F (p1, •)|B1)−1(v1) is complex
analytic. Then Q ∩ P1 and B ∩ B1 are open neighbourhoods of q and y in Z and E,
respectively. The map θ being a homeomorphism onto the open set W , we deduce that
W2 :=
⋃
s∈Q∩P1({s} × fs(B ∩ B1)) = θ((Q ∩ P1) × (B ∩ B1)) is an open subset of Z × E.
Then ψ1 : W1 → EC is a complex analytic mapping on an open neighbourhood of W2 in
ZC×EC which extends ψ|W2, and thus ψ|W2 is real analytic. Being real analytic locally by
the preceding, ψ is real analytic (Remark 1.18). ✷
3 Strict Differentiability
We now leave the framework of real and complex analysis and turn to differential calculus
over arbitrary valued fields. In order to be able to prove implicit function theorems,
we require a differentiability property which is stronger than being C1, namely “strict
differentiability.” In this section, we recall the definition of strictly differentiable mappings
from open subsets of normed K-vector spaces to polynormed K-vector spaces, where K is
a valued field. We show that every strictly differentiable mapping is of class C1, and we
show that, conversely, every mapping of class C2 from an open subset of a normed space
to a polynormed K-vector space is strictly differentiable.
Definition 3.1 Let K be a valued field, E be a normed K-vector space, F a polynormed
K-vector space, U ⊆ E be open, and f : U → F be a map. Given x ∈ U , we say that f is
strictly differentiable at x if there exists a continuous linear map A ∈ L(E, F ) such that,
for every ε > 0 and continuous seminorm γ on F , there exists δ > 0 such that
‖f(z)− f(y)− A.(z − y)‖γ < ε ‖z − y‖
for all y, z ∈ U such that ‖z − x‖ < δ and ‖y − x‖ < δ. The map f is called strictly
differentiable if it is strictly differentiable at each x ∈ U .
It is clear that A is uniquely determined in the preceding situation; we write f ′(x) := A.
If E is a normed vector space over a valued field K, and F a polynormed K-vector space, we
equip the space L(E, F ) of continuous K-linear maps E → F with the topology of uniform
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convergence on bounded subsets of E. This topology makes L(E, F ) a polynormed K-
vector space, whose vector topology arises from the family of continuous seminorms
‖A‖γ := sup{‖A.v‖γ · ‖v‖−1 : 0 6= v ∈ E} ∈ [0,∞[
(cf. [30], p. 59), where γ ranges through the continuous seminorms on F . If also F is
normed, with norm γ, then L(E, F ) is normable; its vector topology arises from the oper-
ator norm ‖.‖ := ‖.‖γ.
Lemma 3.2 Let K be a valued field, E be a normed K-vector space, F a polynormed K-
vector space, U ⊆ E be open, and f : U → F be a strictly differentiable map. Then f is of
class C1, we have f ′(x) = df(x, •) for all x ∈ U , and the mapping
f ′ : U → L(E, F ), x 7→ f ′(x)
is continuous.
Proof. Directional derivatives. Given x ∈ U and y ∈ E, let us show that the directional
derivative df(x, y) exists, and is given by f ′(x).y. For y = 0 this is trivial. If 0 6= y ∈ E,
there exists r > 0 such that x+ ty ∈ U for all 0 6= t ∈ Br(0) ⊆ K. By strict differentiability
of f in x, for every continuous seminorm γ on F we have
∥∥ 1
t
(f(x+ ty)− f(x))− f ′(x)y∥∥
γ
= ‖y‖ · ‖f(x+ ty)− f(x)− f
′(x)ty‖γ
‖ty‖ → 0
as t→ 0, showing that df(x, y) := lim06=t→0 1t (f(x+ ty)− f(x)) = f ′(x).y indeed.
f ′ is continuous. In fact, given ε > 0 and a continuous seminorm γ on F , we find δ > 0
such that ‖f(z)− f(y)− f ′(x).(z − y)‖γ < ε ‖z− y‖ for all y, z ∈ U such that ‖y− x‖ < δ
and ‖z − x‖ < δ. Let y ∈ U such that ‖y − x‖ < δ. Then, given 0 6= u ∈ E we have
y + tu ∈ U and ‖y + tu− x‖ < δ for all t ∈ K× sufficiently close to 0, entailing that
‖(f ′(y)− f ′(x)).u‖γ = lim
t→0
∥∥1
t
(f(y + tu)− f(y))− f ′(x).u∥∥
γ
= ‖u‖ · lim
t→0
‖f(y + tu)− f(y)− f ′(x).(tu)‖γ
‖tu‖ ≤ ‖u‖ · ε .
As a consequence, ‖f ′(y)− f ′(x)‖γ ≤ ε for all y ∈ U such that ‖y − x‖ < δ, showing that
f ′ : U → L(E, F ) is continuous.
f is of class C1
K
. Note first that f is continuous. In fact, given x ∈ U , ε > 0, and a
continuous seminorm γ on F , we find δ > 0 as in Definition 3.1. Pick 0 < ρ ≤ δ such that
ρ · (ε+ ‖f ′(x)‖γ) < ε. Then, for all y ∈ Bρ(x) ∩ U , we estimate
‖f(y)− f(x)‖γ ≤ ‖f(y)− f(x)− f ′(x).(y − x)‖γ + ‖f ′(x).(y − x)‖γ
≤ ε · ‖y − x‖+ ‖f ′(x)‖γ · ‖y − x‖ < ε .
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We deduce that f is continuous.
Next, let W := {(x, y, t) ∈ U [1] : t 6= 0}. Define g : U [1] → F via g(x, y, t) :=
1
t
(f(x + ty) − f(x)) for (x, y, t) ∈ W , g(x, y, 0) := f ′(x).y for (x, y) ∈ U × E. Then g|W
is continuous since f is continuous, and g|U×E×{0} : U × E × {0} → F is continuous since
f ′ and the evaluation map L(E, F )×E → F are continuous (the space E being normed).
Hence g will be continuous if we can show that g(xα, yα, tα) → g(x, y, 0), for every net
((xα, yα, tα))α∈I in W which converges to some (x, y, 0) ∈ U [1]. Since ‖yα‖ ≤ ‖y‖ + 1
eventually, we may assume without loss of generality that ‖yα‖ ≤ ‖y‖ + 1 for all α. If
y 6= 0, then yα 6= 0 eventually, whence we may furthermore assume in this case that yα 6= 0
for all α. Then, for a given α, we either have yα = 0 (in which case y = 0 by the preceding):
then
‖g(xα, yα, tα)− g(x, y, 0)‖ = ‖0− 0‖ = 0 ;
or we have yα 6= 0, in which case
‖g(xα, yα, tα)− g(x, y, 0)‖γ
=
∥∥∥ 1tα (f(xα − tαyα)− f(xα))− f ′(x).y
∥∥∥
γ
≤ ‖yα‖ · ‖f(xα + tαyα)− f(xα)− f
′(x).tαyα‖γ
|tα| · ‖yα‖ + ‖f
′(x).(yα − y)‖γ
≤ (‖y‖+ 1) · ‖f(xα + tαyα)− f(xα)− f
′(x).tαyα‖γ
‖tαyα‖ + ‖f
′(x)‖γ · ‖yα − y‖ ,
where the first term tends to 0 as α increases since f is strictly differentiable at x, and the
second term tends to 0 for trivial reasons. ✷
We want to show that every C2-map is strictly differentiable. The proof hinges on sym-
metry properties of f [1] and f [2], as described in following lemma:
Lemma 3.3 Suppose that E and F are topological vector spaces over a non-discrete topo-
logical field K, and f : U → F is a map, defined on an open subset of E.
(a) If f is C1, t ∈ K×, and (x, y, s) ∈ E × E × K such that (x, y, ts) ∈ U [1], then also
(x, ty, s) ∈ U [1], and
t f [1](x, y, ts) = f [1](x, ty, s) . (7)
(b) If f is C2, t ∈ K×, x, x1, y, y1 ∈ E and s, s1, s2 ∈ K such that
((x, y, ts), (x1, y1, ts1), ts2) ∈ U [2] ,
then also ((x, t2y, s
t
), (tx1, t
3y1, s1), s2) ∈ U [2], and
t3 f [2]((x, y, ts), (x1, y1, ts1), ts2) = f
[2]((x, t2y, s
t
), (tx1, t
3y1, s1), s2) . (8)
15
Proof. (a) Since x + (ts)y = x + s(ty), it is obvious that (x, ty, s) ∈ U [1] if and only if
(x, y, ts) ∈ U [1]. In this case, we have
tf [1](x, y, ts) = 1
s
(f(x+ tsy)− f(x)) = f [1](x, ty, s)
provided s 6= 0; if s = 0, then f [1](x, ty, s) = f [1](x, ty, 0) = df(x, ty) = tdf(x, y) =
tf [1](x, y, 0) = tf [1](x, y, ts). Thus (7) is established.
(b) Let t ∈ K×, x, y, x1, y1 ∈ E, and s, s1, s2 ∈ K such that ((x, y, ts), (x1, y1, ts1), ts2) ∈
U [2]. Then (x, y, ts) ∈ U [1] and hence also (x, t2y, s
t
) ∈ U [1], by Part (a). If s2 = 0, this
entails that ((x, t2y, s
t
), (tx1, t
3y1, s1), s2) ∈ U [2]. If s2 6= 0, we calculate:
f [2]((x, y, ts), (x1, y1, ts1), ts2) = (f
[1])[1]((x, y, ts), (x1, y1, ts1), ts2)
= 1
ts2
(f [1](x+ ts2x1, y + ts2y1, ts+ t
2s1s2︸ ︷︷ ︸
=t2( s
t
+s1s2)
)− f [1](x, y, ts︸︷︷︸
=t2· s
t
))
= 1
t3s2
(
f [1](x+ ts2x1, t
2y + t3s2y1,
s
t
+ s1s2)− f [1](x, t2y, st )
)
= 1
t3
f [2]((x, t2y, s
t
), (tx1, t
3y1, s1), s2) ,
showing that ((x, t2y, s
t
), (tx1, t
3y1, s1), s2) ∈ U [2] and that (8) holds, when s2 6= 0. Here,
we used Part (a) to pass to the third line. Letting s2 6= 0 tend to 0, in view of the continuity
of the functions involved we see that (8) remains valid for s2 = 0. ✷
Cf. also [12, La. 6.6] for a (less explicit) result concerning f [k] for arbitrary k.
We are now in the position to prove:
Proposition 3.4 Let K be a valued field, E be a normed K-vector space, F a polynormed
K-vector space, U ⊆ E be open, and f : U → F be a mapping of class C2. Then f is
strictly differentiable.
Proof. Given x ∈ U , let us show that f is strictly differentiable at x. For all y, z ∈ U , we
have
f(z)− f(y)− f ′(x).(z − y)
= f(z)− f(y)− f ′(y).(z − y) + f ′(y).(z − y)− f ′(x).(z − y)
= f [1](y, z − y, 1)− f [1](y, z − y, 0) + f [1](y, z − y, 0)− f [1](x, z − y, 0)
= f [2]((y, z − y, 0), (0, 0, 1), 1) + f [2]((x, z − y, 0), (y − x, 0, 0), 1) . (9)
Let us have a closer look at the individual terms. For each t ∈ K×, we have
f [2]((y, z − y, 0), (0, 0, 1), 1) = f [2]((y, t2 · 1
t2
(z − y), 1
t
· 0), (t · 0, t3 · 0, 1), 1)
= t3f [2]((y, 1
t2
(z − y), 0), (0, 0, t), t) , (10)
using Lemma 3.3 (b). The function f [2]((x, •, 0), (y− x, 0, 0), 1) = f ′(y)− f ′(x) : E → F is
linear. Furthermore, we have
f [2]((x, z − y, 0), (y − x, 0, 0), 1) = sf [2]((x, z − y, 0), (1
s
(y − x), 0, 0), s) (11)
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for all s ∈ K×, by Lemma 3.3 (a). Let ε > 0 and γ be a continuous seminorm on F . Since
f [2]((x, 0, 0), (0, 0, 0), 0) = d2f(x, 0, 0) = 0, in view of the continuity of f [2] and openness
of U [2], there exists δ > 0 such that ((u, v, 0), (w, 0, a), b) ∈ U [2] and
‖f [2]((u, v, 0), (w, 0, a), b)‖γ < ε for all u ∈ BEδ (x), v, w ∈ BEδ (0), a, b ∈ BKδ (0). (12)
We may assume that δ ≤ 1. Pick ρ ∈ K× such that |ρ| < 1, and s ∈ K× such that
|s| ≤ δ|ρ|2
2
. Define r := min{|s|δ, 1
8
δ3|ρ|6}. Let y, z ∈ BEr (x) ⊆ U such that y 6= z. Then
there is a unique integer k ∈ Z such that
|ρ|k+1 ≤
√
‖z − y‖
δ
< |ρ|k .
Set t := ρk. Then ‖t−2(z − y)‖ = |ρ|−2k‖z − y‖ < δ,
|t| = |ρ|k ≤ 1|ρ| ·
√
‖z − y‖
δ
≤ 1|ρ| ·
√
2r
δ
≤ 1|ρ|
√
1
4
δ3|ρ|6
δ
=
δ|ρ|2
2
< δ ,
and
|t|3
‖z − y‖ = |ρ|
k−2 |ρ|2k+2
‖z − y‖ ≤
|ρ|k−2
δ
≤ 1
δ|ρ|3
√
‖z − y‖
δ
≤ 1
δ|ρ|3
√
2r
δ
≤ 1
δ|ρ|3
√
1
4
δ2|ρ|6 = 1
2
.
Hence, using (10) and (12) (with u := y),
‖f [2]((y, z − y, 0), (0, 0, 1), 1)‖γ
‖z − y‖ =
|t|3
‖z − y‖‖f
[2]((y, 1
t2
(z − y), 0), (0, 0, t), t)‖γ < ε2 . (13)
Using (11) with s as just chosen, we obtain
‖f [2]((x, z − y, 0), (y − x, 0, 0), 1)‖γ
‖z − y‖
=
|s|
‖z − y‖‖f
[2]((x, z − y, 0), (1
s
(y − x), 0, 0), s)‖γ
=
|s| · |ρ|2k
‖z − y‖ ‖f
[2]((x, ρ−2k(z − y), 0), (1
s
(y − x), 0, 0), s)‖γ < ε2 . (14)
Indeed, we have |s| < δ by choice of s, |s|−1‖y − x‖ < |s|−1r ≤ δ, and |ρ|−2k‖z − y‖ < δ,
whence ‖f [2]((x, ρ−2k(z − y), 0), (1
s
(y − x), 0, 0), s)‖γ < ε holds, by (12). Furthermore,
|s||ρ|2k‖z − y‖−1 ≤ |s|
δ|ρ|2 ≤ 12 . By (9), (13) and (14), we have
‖f(z)− f(y)− f ′(x).(z − y)‖γ
‖z − y‖ < ε
for all z 6= y ∈ Br(x) ⊆ U . Thus f is strictly differentiable at x. ✷
The following variant of Proposition 3.4 involving parameters will be needed later:
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Lemma 3.5 Let (K, |.|) be a valued field, E be a normed K-vector space, U ⊆ E an open
subset, F be a polynormed K-vector space, Z a topological K-vector space, and P ⊆ Z an
open subset. Let f : P × U → F be a mapping of class C2
K
. Then the map
h : P × U → L(E, F ), (p, x) 7→ f ′p(x) (15)
is continuous, where fp := f(p, •) and f
′
p(x) := d(fp)(x, •). For all p ∈ P , x ∈ U , ε > 0
and continuous seminorm γ on F , there exists a neighbourhood Q of p in P and r > 0
such that
‖fq(z)− fq(y)− f ′q(x).(z − y)‖γ
‖z − y‖ < ε for all q ∈ Q and y 6= z ∈ Br(x) ∩ U . (16)
Proof. Let p ∈ P , x ∈ U , ε > 0 and a continuous seminorm γ on F be given. Since
g : P × U [2] → F, (q, z) 7→ (fq)[2](z)
is continuous as a partial map of f [2] and g(p, (x, 0, 0), (0, 0, 0), 0) = d2(fp)(x, 0, 0) = 0,
there exists δ > 0 and an open neighbourhood Q of p in P such that ((u, v, 0), (w, 0, a), b) ∈
U [2] and
‖(fq)[2]((u, v, 0), (w, 0, a), b)‖γ = ‖g(q, (u, v, 0), (w, 0, a), b)‖γ < ε ,
for all q ∈ Q, u ∈ BEδ (x), v, w ∈ BEδ (0), and a, b ∈ BKδ (0). For each fixed q ∈ Q, replacing
f with fq in the preceding proof, we find r (independent of q) as described there and can
repeat the estimates verbatim, to obtain (16).
To see that h is continuous, let p ∈ P , x ∈ U , ε > 0 and a continuous seminorm γ on F
be given. Since f [2] (((p, x), (0, 0), 0), ((0, 0), (0, 0), 0), 0) = d2f((p, x), (0, 0), (0, 0)) = 0 and
f [2] is continuous, there is δ > 0 and a balanced zero-neighbourhood V ⊆ Z such that
‖f [2](((p, x), (0, u), 0), ((v, z), (0, 0), 0), t)‖γ ≤ ε
for all u, z ∈ BEδ (0), v ∈ V , and t ∈ BKδ (0). Pick ρ ∈ K× such that |ρ| < 1, and pick
t ∈ K× such that |t| ≤ δ|ρ|. Define r := δ|t|. We claim that
‖f ′q(y)− f ′p(x)‖γ ≤ ε (17)
for all q ∈ P ∩ (p+ tV ) and y ∈ Br(x) ∩ U . To see this, let 0 6= u ∈ E. There is a unique
k ∈ Z such that |ρ|k+1 ≤ ‖u‖
δ
< |ρ|k. Then, using Lemma 3.3 (a) and linearity in u,
‖(f ′q(y)− f ′p(x)).u‖γ
‖u‖ =
‖f [2](((p, x), (0, u), 0), ((q − p, y − x), (0, 0), 0), 1)‖γ
‖u‖
= |t| |ρ|
k
‖u‖ ‖f [2](((p, x), (0, ρ−ku), 0), ((1t (q − p), 1t (y − x)), (0, 0), 0), t)‖γ
≤ ε ,
entailing that (17) holds. Hence h is continuous, which completes the proof. ✷
18
4 Uniform Differentiability
For mappings on open subsets of finite-dimensional topological vector spaces over locally
compact topological fields with values in polynormed spaces, the results of the preceding
section can be strengthened substantially: such a mapping is of class C1 if and only if it is
strictly differentiable, if and only if it is “locally uniformly differentiable.”
Definition 4.1 Suppose that (K, |.|) is a valued field, (E, ‖.‖) a normed K-vector space,
F a polynormed K-vector space, U ⊆ E an open subset, and f : U → F a map. Then
f is called uniformly differentiable if there exists a function f ′ : U → L(E, F ) such that,
for every ε > 0 and continuous seminorm γ on F , there exists δ > 0 with the following
property: for all x, y, z ∈ U such that ‖y − x‖ < δ, ‖z − x‖ < δ and y 6= z, we have
‖f(z)− f(y)− f ′(x).(z − y)‖γ
‖z − y‖ < ε .
We call f locally uniformly differentiable if every x ∈ U has an open neighbourhood V ⊆ U
such that f |V is uniformly differentiable.
Remark 4.2 It is apparent from the definitions that every locally uniformly differentiable
mapping is strictly differentiable.
Remark 4.3 Strengthening Lemma 3.2, it is easy to see that f ′ : U → L(E, F ) is uniformly
continuous, for every uniformly differentiable mapping f : E ⊇ U → F . As we shall not
need this fact, the simple proof is omitted.
Lemma 4.4 Let K be a locally compact, non-discrete topological field, and |.| be an ab-
solute value on K defining its topology. Let E be a finite-dimensional normed K-vector
space, F be a polynormed K-vector space, U ⊆ E be open, and f : U → F be a mapping of
class C1. Then f is locally uniformly differentiable. If, furthermore, U is compact, then f
is uniformly differentiable.
Proof. (cf. [32], Exercise 28E (ii) when E = F = K). Pick 0 6= ρ ∈ K such that |ρ| < 1.
Let V ⊆ U be an open subset with compact closure V ⊆ U . Define f ′ : U → L(E, F ),
f ′(x) := df(x, •) = f [1](x, •, 0). Given ε > 0 and a continuous seminorm γ on F , consider
the continuous function
g : U [1] → F, g(x, y, t) := f [1](x, y, t)− f [1](x, y, 0) .
Then V × BE1
|ρ|
(0) × {0} ⊆ U × E × {0} ⊆ U [1] is a compact subset on which g vanishes
identically. Using a compactness argument, we find σ > 0 such that V ×BE1
|ρ|
(0)×BKσ (0) ⊆
U [1] and such that ‖g(x, y, t)‖γ < ε2 for all (x, y, t) ∈ V × BE1|ρ| (0) × B
K
σ (0). Let e1, . . . , en
be a basis of E, and e∗1, . . . , e
∗
n ∈ E ′ be its dual basis.
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Note that, given A ∈ L(E, F ), for every 0 6= v ∈ E we have ‖A.v‖γ‖v‖ =
‖∑ni=1 e∗i (v)A.ei‖γ
‖v‖ ≤∑n
i=1
|e∗i (v)|
‖v‖ · ‖A.ei‖γ ≤
∑n
i=1 ‖e∗i ‖ · ‖A.ei‖γ. Thus
‖A‖γ ≤
∑n
i=1 ‖e∗i ‖ · ‖A.ei‖γ for all A ∈ L(E, F ) . (18)
Let i ∈ {1, . . . , n}. The mapping V → F , x 7→ df(x, ei) being continuous and thus
uniformly continuous, we find δi > 0 such that ‖df(y, ei) − df(x, ei)‖γ < ε2n‖e∗
i
‖ for all
x, y ∈ V such that ‖x − y‖ < δi. Define δ := 12 min{σ, δ1, . . . , δn}. By (18) and the choice
of δi, we have ‖df(y, •)− df(x, •)‖γ < ε2 for all x, y ∈ V such that ‖x− y‖ < 2δ.
Let x, y, z ∈ V be given such that y 6= z, ‖y − x‖ < δ, and ‖z − x‖ < δ. There exists
k ∈ Z such that |ρ|k+1 ≤ ‖z − y‖ < |ρ|k. We set s := ρk+1. Then ‖1
s
(z − y)‖ < 1|ρ| ,
|s| = |ρ|k+1 ≤ ‖z − y‖ < 2δ ≤ σ, and ‖z − y‖ < 2δ. As a consequence,
‖f(z)− f(y)− f ′(x).(z − y)‖γ
‖z − y‖
≤ ‖f(z)− f(y)− f
′(y).(z − y)‖γ
‖z − y‖ +
‖(f ′(y)− f ′(x)).(z − y)‖γ
‖z − y‖
= |s|‖z−y‖ ·
∥∥1
s
(f(z)− f(y))− f ′(y).1
s
(z − y)∥∥
γ
+ ε
2
≤ ∥∥f [1] (y, 1
s
(z − y), s)− f [1] (y, 1
s
(z − y), 0)∥∥
γ
+ ε
2
=
∥∥g (y, 1
s
(z − y), s)∥∥
γ
+ ε
2
≤ ε .
We have shown that f |V is uniformly differentiable. The first assertion readily follows. To
obtain the second assertion, choose V := U in the first part of the proof. ✷
We also need a variant of Lemma 3.5 involving parameters.
Lemma 4.5 Let K be a locally compact, non-discrete topological field, and |.| be an absolute
value on K defining its topology. Let E be a finite-dimensional normed K-vector space,
U ⊆ E be open, F be a polynormed K-vector space, and P be a topological space. Let
f : P × U → F be a continuous mapping such that fp := f(p, •) : U → F is of class C1K for
all p ∈ P , and such that the mapping
P × U [1] → F, (p, y) 7→ (fp)[1](y)
is continuous. Let p ∈ P and u ∈ U be given. Then, for every ε > 0 and continuous
seminorm γ on F , there is a neighbourhood Q of p in P and δ > 0 such that
‖fq(z)− fq(y)− f ′q(u).(z − y)‖γ
‖z − y‖ < ε
for all q ∈ Q and y, z ∈ Bδ(u) ∩ U such that y 6= z, where f ′q(u) := d(fq)(u, •).
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Proof. Let ε > 0 and γ be given. Pick 0 6= ρ ∈ K such that |ρ| < 1. Let V ⊆ U be an
open neighbourhood of u with compact closure V ⊆ U . Consider the continuous mapping
g : P × U [1] → F, g(q, x, y, t) := f [1]q (x, y, t)− f [1]q (x, y, 0) .
Then {p}×V ×BE1
|ρ|
(0)×{0} ⊆ P ×U ×E×{0} ⊆ P ×U [1] is a compact subset on which
g vanishes identically. Using a compactness argument, we find σ > 0 and a neighbourhood
P0 of p in P such that V × BE1
|ρ|
(0)× BKσ (0) ⊆ U [1] and such that
‖g(q, x, y, t)‖γ < ε2 for all (q, x, y, t) ∈ P0 × V × BE1|ρ| (0)×B
K
σ (0).
Let e1, . . . , en be a basis of E, and e
∗
1, . . . , e
∗
n be its dual basis. Using the compactness of V ,
we find a neighbourhood Q ⊆ P0 of p and κ > 0 such that ‖dfq(z, ei)−dfq(y, ei)‖γ < ε2n‖e∗i ‖
for all q ∈ Q, i ∈ {1, . . . , n}, and all y, z ∈ V such that ‖z−y‖ < κ. Define δ := min{σ
2
, κ
2
}.
Re-using the estimates from the proof of Lemma 4.4, we see that the assertion of the lemma
is satisfied for Q and δ. ✷
5 Strict Differentiability of Higher Order
Generalizing the standard notion of (once) strictly differentiable mappings, in this section
we define and discuss k times strictly differentiable mappings on open subsets of normed
vector spaces over valued fields.
Definition 5.1 Let K be a valued field, E be a normed K-vector space, F be a polynormed
K-vector space, and U ⊆ E be an open subset. A function f : U → F is called an SC0-
map if it is continuous; it is called an SC1-map is it is strictly differentiable (and hence
C1 in particular). Inductively, having defined SCk-map for some k ∈ N (which are Ck in
particular), we call f an SCk+1-map if it is an SCk-map and the mapping f [k] : U [k] → F
is SC1, where E[k] is equipped with the maximum norm. The map f is called SC∞ if it is
an SCk-map for all k ∈ N0.
Remark 5.2 In other words, f is SCk if and only if f is Ck and f [j] : U [j] → F is strictly
differentiable for all j ∈ N0 such that j < k. It follows from this and 1.4 that f is SCk if
and only if f is SC1 and f [1] is SCk−1.
Remark 5.3 If f : E ⊇ U → F of class Ck+1 in the preceding situation, then f is an
SCk-map. In fact, for every j ∈ N0 such that j < k, the map f [j] is of class Ck+1−j, where
k + 1− j ≥ 2, and hence strictly differentiable by Proposition 3.4.
Remark 5.4 A mapping from an open subset of a finite-dimensional K-vector space to
a polynormed K-vector space over a locally compact, non-discrete topological field K is
of class Ck if and only if it is an SCk-map, by a simple induction based on Lemma 3.2,
Lemma 4.4, and Remark 5.2.
21
Compositions of composable SCk-maps are SCk.
Proposition 5.5 Let K be a valued field, E and F be normed K-vector spaces, G be a
polynormed K-vector space, and U ⊆ E, V ⊆ F be open subsets. Let k ∈ N0 ∪ {∞} and
suppose that f : U → V ⊆ F and g : V → G are SCk-maps. Then g ◦ f : U → G is an
SCk-map.
Proof. We may assume that k <∞; the proof is by induction. The case k = 0 is trivial.
The case k = 1 is known (cf. [5, 1.3.1], where however no proof is given), and can be
shown as follows: Given x ∈ U , let γ be a continuous seminorm on G, and ε > 0. Set
ε′ := min
{
1
2(‖f ′(x)‖+1) ,
1
2(‖g′(f(x))‖γ+1)
}
< 1. By strict differentiability of g at f(x), there
exists r > 0 such that
‖g(z)− g(y)− g′(f(x)).(z − y)‖γ ≤ ε′ ‖z − y‖ for all y, z ∈ BFr (f(x)) ∩ V .
By strict differentiability of f at x and continuity of f at x, there exists δ > 0 such that
‖f(z)− f(y)− f ′(x).(z − y)‖ ≤ ε′ ‖z − y‖ for all z, y ∈ BEδ (x) ∩ U ,
and f(y) ∈ BFr (f(x)) for all y ∈ BEδ (x) ∩ U . Then
‖g(f(z))− g(f(y))− g′(f(x)).f ′(x).(z − y)‖γ
≤ ‖g(f(z))− g(f(y))− g′(f(x)).(f(z)− f(y))‖γ
+ ‖g′(f(x)).(f(z)− f(y)− f ′(x).(z − y)‖γ
≤ ε′ ‖f(z)− f(y)‖︸ ︷︷ ︸
≤(‖f ′(x)‖+ε′)·‖z−y‖
+ ε′ ‖g′(f(x))‖γ · ‖z − y‖
≤ ε‖z − y‖
for all y, z ∈ BEδ (x) ∩ U , whence g ◦ f is strictly differentiable at x, with differential
(g ◦ f)′(x) = g′(f(x)) ◦ f ′(x).
Induction step. Assume that 2 ≤ k ∈ N, and suppose that the assertion is correct when
k is replaced with k − 1. Let f and g be SCk-maps, as above. By the preceding, g ◦ f is
an SC1-map. We also know that
(g ◦ f)[1](x, y, t) = g[1](f(x), f [1](x, y, t), t) for all (x, y, t) ∈ U [1], (19)
where f [1] and g[1] are SCk−1-maps (cf. (2)). Now f being an SCk-map and hence an
SCk−1-map, and the continuous linear map E×E×K→ E, (x, y, t) 7→ x being an SCk−1-
map, by induction the composition U [1] → F , (x, y, t) 7→ f(x) is an SCk−1-map. Also
U [1] → K, (x, y, t) 7→ t is an FCk−1-map, being the restriction of a continuous linear map.
As a consequence,
T̂ (f) : U [1] → V [1], (x, y, t) 7→ (f(x), f [1](x, y, t), t)
is an SCk−1-map, its coordinates being SCk−1 (cf. [2], proof of La. 4.4). But thus (g◦f)[1] =
g[1]◦T̂ (f) is an SCk−1-map, by the induction hypotheses. Now g◦f being SC1 with (g◦f)[1]
being SCk−1, we deduce that g ◦ f is an SCk-map (see Remark 5.2). ✷
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6 Newton Approximation with Parameters
In this section, we discuss Newton approximation and Newton approximation with param-
eters, as the basis for our inverse function theorems (resp., implicit function theorems) for
valued fields.
Lemma 6.1 (Newton approximation) Let (K, |.|) be a valued field, and (E, ‖.‖) be a
Banach space over K. Let r > 0, x ∈ E, and f : Br(x) → E be a mapping. We suppose
that there exists A ∈ GL(E) := L(E)× such that
σ := sup
{‖f(z)− f(y)−A.(z − y)‖
‖z − y‖ : y, z ∈ Br(x), y 6= z
}
<
1
‖A−1‖ . (20)
Then the following holds:
(a) Let a := 1− σ‖A−1‖ ∈ ]0, 1] and b := 1 + σ‖A−1‖ ∈ [1, 2[. Then
a‖z − y‖ ≤ ‖A−1.f(z)− A−1.f(y)‖ ≤ b‖z − y‖ for all y, z ∈ Br(x). (21)
For every y ∈ Br(x) and s ∈ ]0, r − ‖y‖], we have
f(y) + A.Bas(0) ⊆ f(Bs(y)) ⊆ f(y) + A.Bbs(0) . (22)
In particular, the map f has open image and is a homeomorphism onto its image.
(b) If (K, |.|) is an ultrametric field in particular and (E, ‖.‖) an ultrametric Banach
space, then A−1 ◦ f : Br(x) → E is isometric. For each y ∈ Br(x) and s ∈ ]0, r], we
have Bs(y) ⊆ Br(x) and
f(Bs(y)) = f(y) + A.Bs(0). (23)
Proof. (cf. [32, Lemma 27.4] when E = K is a complete ultrametric field. Compare also
[20, Theorem 6.3.6] for a related result in the real case).
(a) Given y, z ∈ Br(x), we have
‖A−1.f(z)−A−1.f(y)‖ = ‖A−1.(f(z)− f(y)− A.(z − y)) + z − y‖
≤ ‖A−1‖ · ‖f(z)− f(y)−A.(z − y)‖+ ‖z − y‖
≤ (σ‖A−1‖+ 1)‖z − y‖ = b‖z − y‖
and
‖z − y‖ = ‖A−1.(f(z)− f(y)−A.(z − y))− (A−1.f(z)−A−1.f(y))‖
≤ ‖A−1‖ · ‖f(z)− f(y)− A.(z − y)‖+ ‖A−1.f(z)− A−1.f(z)‖
≤ σ‖A−1‖ · ‖z − y‖+ ‖A−1.f(z)−A−1.f(y)‖ ,
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whence (21) holds. As a consequence of (21), A−1 ◦ f and hence also f is injective and a
homeomorphism onto its image. Now suppose that y ∈ Br(x) and s ∈ ]0, r− ‖y‖]. By the
preceding, we have f(Bs(y)) ⊆ f(y) + A.Bbs(0). To see that f(y) + A.Bas(0) ⊆ f(Bs(y)),
let c ∈ f(y) + A.Bas(0). There exists t ∈ ]0, 1[ such that c ∈ f(y) + A.Btas(0). Given
z ∈ Bst(y), we define
g(z) := z −A−1.(f(z)− c) .
Then g(z) ∈ Bst(y), since
‖g(z)− y‖ ≤ ‖z − y − A−1.f(z) + A−1.f(y)‖︸ ︷︷ ︸
≤‖A−1‖σ‖z−y‖≤‖A−1‖σst
+ ‖A−1.c−A−1.f(y)‖︸ ︷︷ ︸
≤ats
≤ (‖A−1‖σ + a)st = st .
Thus g(Bst(y)) ⊆ Bst(y). The map g : Bst(y)→ Bst(y) is a contraction, since
‖g(u)− g(v)‖ = ‖u− v − A−1.(f(u)− f(v))‖
≤ ‖A−1‖ · ‖f(u)− f(v)−A.(u− v)‖
≤ σ · ‖A−1‖ · ‖u− v‖ (24)
for all u, v ∈ Bst(y), where ‖A−1‖σ < 1. By Banach’s Contraction Theorem ([32], p. 269),
there exists a unique element z0 ∈ Bst(y) such that g(z0) = z0 and hence f(z0) = z0. This
completes the proof of (a).
(b) Now assume that (K, |.|) is an ultrametric field and (E, ‖.‖) an ultrametric Banach
space. For all y, z ∈ Br(x) such that y 6= z, we have ‖A−1.f(z) − A−1.f(y)− (z − y)‖ ≤
‖A−1‖·‖f(z)−f(y)−A.(z−y)‖ < ‖z−y‖, where we used (20) to obtain the final inequality.
Hence, the norm ‖.‖ being ultrametric, we must have ‖A−1.f(z) − A−1.f(y)‖ = ‖z − y‖.
Thus A−1 ◦ f is in fact isometric.
Given y ∈ Br(x) and s ∈ ]0, r], we have Bs(y) ⊆ Br(y) = Br(x), exploiting that ‖.‖
is ultrametric. Since A−1 ◦ f is isometric, we have f(Bs(y)) = A.(A−1 ◦ f)(Bs(y)) ⊆
A.Bs(A
−1.f(y)) = f(y) + A.Bs(0). If c ∈ f(y) + A.Bs(0) is given, define
g(z) := z − A−1.(f(z)− c) for z ∈ Bs(y).
Then
‖g(z)− y‖ = ‖(z − y)− (A−1.f(z)− A−1.f(y)) + A−1.(c− f(y))‖
≤ max{‖z − y‖, ‖A−1.f(z)−A−1.f(y)‖, ‖A−1.(c− f(y))‖ < s
for z ∈ Bs(y), whence g(z) ∈ Bs(y). The map g : Bs(y) → Bs(y) is a contraction, by the
calculation from (24). Recall that, the norm on E being ultrametric, the open ball Bs(y)
is also closed and therefore complete in the induced metric. By Banach’s Contraction
Theorem ([32], p. 269), there is a unique element z0 ∈ Bs(y) such that g(z0) = z0 and thus
f(z0) = c. The proof is complete. ✷
More generally, we shall need Newton approximation with parameters.
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Lemma 6.2 (Newton approximation with parameters) Let (K, |.|) be a valued field,
(E, ‖.‖) be a Banach space over K, and P be a topological space. Let r > 0, x ∈ E, and
f : P × B → E be a continuous mapping, where B := BEr (x). Given p ∈ P , we abbreviate
fp := f(p, •) : B → E. We suppose that there exists A ∈ GL(E) := L(E)× such that
σ := sup
{‖fp(z)− fp(y)− A.(z − y)‖
‖z − y‖ : p ∈ P , y, z ∈ B, y 6= z
}
<
1
‖A−1‖ . (25)
Then fp(B) is open in E and fp|B is a homeomorphism onto its image, for each p ∈
P . The set W :=
⋃
p∈P{p} × fp(B) is open in P × E, and ψ : W → E, ψ(p, z) :=
(fp|fp(B)B )−1(z) is continuous. Furthermore, the map θ : P ×B → W , θ(p, y) := (p, f(p, y))
is a homeomorphism, with inverse given by θ−1(p, z) = (p, ψ(p, z)).
Proof. By Lemma 6.1, applied to fp, the set fp(B) is open in E and fp|B a homeomorphism
onto its image. Define a := 1 − σ‖A−1‖. Let us show openness of W and continuity of h.
If (p, z) ∈ W , there exists y ∈ B such that fp(y) = z. Let ε ∈ ]0, r − ‖y‖] be given. There
is an open neighbourhood Q of p in P such that f(q, y) ∈ f(p, y)+A.Baε
2
(0) for all q ∈ Q,
by continuity of f . Then, as a consequence of Lemma 6.1 (a), Eqn. (22),
fq(Bε(y)) ⊇ f(q, y) + A.Baε(0) ⊇ f(p, y) + A.Baε
2
(0) = z + A.Baε
2
(0) .
By the preceding, Q × (z + A.Baε
2
(0)) ⊆ W , whence W is a neighbourhood of (p, z).
Furthermore, ψ(q, z′) = (fq)−1(z′) ∈ Bε(y) = Bε((fp)−1(z)) = Bε(ψ(p, z)) for all (q, z′) in
the neighbourhood Q× (z+A.Baε
2
(0)) of (p, z). Thus W is open and ψ is continuous. The
assertions concerning θ follow immediately. ✷
7 Inverse Function and Implicit Function Theorems
for SCk-maps between Banach spaces
In this section, we prove an inverse function theorem and an implicit function theorem for
SCk-maps over complete valued fields, which parallel the classical theorems for continu-
ously Fre´chet differentiable mappings in the real case.
We begin with an Inverse Function Theorem for mappings strictly differentiable at a point
(cf. also [5, 1.5.1]), strictly differentiable maps, and locally uniformly differentiable maps.
Proposition 7.1 Let (K, |.|) be a valued field, (E, ‖.‖) a Banach space over K, U ⊆ E an
open subset, x ∈ U , and f : U → E be a mapping which is strictly differentiable at x (resp.,
strictly differentiable, resp., locally uniformly differentiable), with A := f ′(x) ∈ GL(E).
Let a, b ∈ R be given such that 0 < a < 1 < b. Then there exists r > 0 such that
B := Br(x) ⊆ U and
(a) a‖z−y‖ ≤ ‖A−1.f(z)−A−1.f(y)‖ ≤ b‖z−y‖ for all y, z ∈ B, whence f |B is injective
in particular;
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(b) f(y) + A.Bas(0) ⊆ f(Bs(y)) ⊆ f(y) + A.Bbs(0) for all y ∈ B and s ∈ ]0, r − ‖y‖],
whence, in particular, f(B) is an open subset of E;
(c) The mapping g := (f |f(B)B )−1 : f(B) → B is strictly differentiable at f(x) (resp.,
strictly differentiable, resp., uniformly differentiable).
If (K, |.|) is an ultrametric field here and (E, ‖.‖) an ultrametric Banach space, then r can
be chosen such that (c) remains valid but (a) and (b) may be replaced with:
(a)′ The mapping A−1 ◦ f |B is isometric;
(b)′ For all y ∈ B and s ∈ ]0, r], we have f(Bs(y)) = f(y) + A.Bs(0). Thus, if A is an
isometry, then in fact f(Bs(y)) = Bs(f(y)).
Proof. Let A := f ′(x) and c := min
{
b−1
‖A−1‖ ,
1−a
‖A−1‖
}
. Then 1−c‖A−1‖ ≥ a, 1+c‖A−1‖ ≤ b,
and c < 1‖A−1‖ . The map f being strictly differentiable at x, there exists r > 0 such that
Br(x) ⊆ U and
‖f(z)− f(y)−A.(z − y)‖
‖z − y‖ ≤ c for all z, y ∈ Br(x) such that z 6= y.
Thus hypothesis (20) of Lemma 6.1 is satisfied; Parts (a), (b), (a)′ and (b)′ directly follow
from that lemma.
(c) Assume that f is locally uniformly differentiable, or strictly differentiable. Since
GL(E) is open in L(E), f ′(x) ∈ GL(E), and f ′|B is continuous, after shrinking r we may
assume that f ′(Br(x)) ⊆ GL(E). Inversion in GL(E) being continuous, after shrinking r
further we may also assume that ‖f ′(y)−1‖ ≤ ‖A−1‖+ 1 for all y ∈ Br(x).
Assume that f is locally uniformly differentiable. After shrinking r further if necessary,
we may assume that f is uniformly differentiable onB := Br(x). Abbreviate g := (f |f(B)B )−1
and define g′ : f(B) → L(E) via g′(y) := f ′(g(y))−1. Given ε > 0, due to uniform
differentiability of f |B there exists δ ∈ ]0, r] such that
‖f(w)− f(v)− f ′(u).(w − v)‖
‖w − v‖ <
a ε
(‖A−1‖+ 1)‖A−1‖ (26)
for all u, v, w ∈ B such that ‖v − u‖ < δ, ‖w − u‖ < δ, and v 6= w. Set δ′ := a δ‖A−1‖ . Let
u′, v′, w′ ∈ f(B) such that v′ 6= w′, ‖v′ − u′‖ < δ′, and ‖w′ − u′‖ < δ′. Then u := g(u′),
v := g(v′), and w := g(w′) are elements of B such that v 6= w,
‖v − u‖ ≤ a−1‖A−1.f(v)− A−1.f(u)‖ = a−1‖A−1.(v′ − u′)‖
≤ a−1‖A−1‖ · ‖v′ − u′‖ < a−1‖A−1‖ δ′ = δ
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(using Part (a)), and similarly ‖w − u‖ < δ and ‖w − v‖ ≤ a−1‖A−1‖ · ‖w′ − v′‖. Using
(26) and Part (a), we obtain the following estimates:
‖g(w′)− g(v′)− g′(u′).(w′ − v′)‖
‖w′ − v′‖ =
‖w − v‖
‖w′ − v′‖ ·
‖w − v − f ′(u)−1.(f(w)− f(v))‖
‖w − v‖
≤ ‖f ′(u)−1‖ · ‖w − v‖‖w′ − v′‖ ·
‖f(w)− f(v)− f ′(u).(w − v)‖
‖w − v‖
< (‖A−1‖+ 1) · a−1 · ‖A−1‖ · a ε
(‖A−1‖+ 1)‖A−1‖ = ε .
Thus g is uniformly differentiable.
If f is strictly differentiable at x, we see along the preceding lines (holding however
u := x and u′ := f(x) fixed now), that g := (f |f(B)B )−1 is strictly differentiable at f(x),
where B := Br(x).
If f is strictly differentiable on all of B, because f ′(y) ∈ GL(E) for all y ∈ B, we
may apply the preceding proof just as well when x is replaced with y; thus g is strictly
differentiable at each z = f(y) ∈ f(B). ✷
Isometries are encountered frequently in the ultrametric case. If K is a valued field and
(E, ‖.‖) a normed K-vector space, we let Iso(E, ‖.‖) denote the group of all bijective linear
isometries of E. If the norm on E is understood, we simply write Iso(E). We have:
Lemma 7.2 If (E, ‖.‖) is an ultrametric Banach space over an ultrametric field K, then
Iso(E) is open in GL(E) = L(E)×.
Proof. If A ∈ L(E) such that ‖A‖ < 1, then ‖Ax‖ < ‖x‖ and hence ‖(1 + A)x‖ = ‖x‖
for all 0 6= x ∈ E, whence 1 + A is an isometry. Furthermore, using Neumann’s series we
see that 1+A is invertible, with inverse (1+A)−1 =
∑∞
k=0(−1)kAk. Thus 1+A ∈ Iso(E)
for all A ∈ L(E) such that ‖A‖ < 1, entailing that Iso(E) is open in GL(E). ✷
Let K be a valued field. An SCk-diffeomorphism is an invertible SCk-map f : U → V
between open subsets of normed K-vector spaces, such that f−1 is an SCk-map.
Theorem 7.3 (Inverse Function Theorem for SCk-maps) Let k ∈ N∪{∞}, (K, |.|)
be a valued field, E be a Banach space over K, U ⊆ E be an open subset, and f : U → E
be an SCk-map. If k > 1, we assume that K is complete. Suppose that f ′(x) := df(x, •) ∈
GL(E) for some x ∈ U . Then there exists r > 0 such that B := Br(x) ⊆ U , the set f(B)
is open in E, and f |f(B)B is an SCk-diffeomorphism.
For our inductive proof of the Inverse Function Theorem, we need the Implicit Function
Theorem, which we formulate as an “Inverse Function Theorem with Parameters.”
Theorem 7.4 (Implicit Function Theorem for SCk-maps) Let (K, |.|) be a valued
field, k ∈ N∪{∞}, Z and F be Banach spaces over K, P ⊆ Z and U ⊆ F be open subsets,
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f : P × U → F be an SCk-map, and (p, x) ∈ P × U be a point such that A := f ′p =
d2f(p, x, •) = df((p, x), (0, •)) ∈ GL(F ); here fp := f(p, •) : U → F , and E := Z × F is
equipped with the maximum norm, ‖(q, y)‖ := max{‖q‖, ‖y‖} for all q ∈ Z, y ∈ F . If
k > 1, we assume that K is complete. Let a, b ∈ R be given such that 0 < a < 1 < b. Then
there exists an open neighbourhood Q ⊆ P of p and r > 0 such that B := BFr (x) ⊆ U and
the following holds:
(a) fq(B) is open in E, for each q ∈ Q, and φq : B → fq(B), φq(y) := fq(y) = f(q, y) is
an SCk-diffeomorphism.
(b) For all q ∈ Q, y ∈ B, and s ∈ ]0, r − ‖y − x‖], we have
fq(y) + A.Bas(0) ⊆ fq(Bs(y)) ⊆ fq(y) + A.Bbs(0) .
(c) W :=
⋃
q∈Q({q} × fq(B)) is open in Z × F , and ψ : W → B, ψ(q, v) := φ−1q (v)
an SCk-map. Furthermore, the map θ : Q × B → W , θ(q, y) := (q, f(q, y)) is an
SCk-diffeomorphism, with inverse given by θ−1(q, v) = (q, ψ(q, v)).
(d) Q× (f(p, x) + A.Bδ(0)) ⊆W for some δ > 0.
In particular, for each q ∈ Q there is a unique element β(q) ∈ B such that f(q, β(q)) =
f(p, x), and the mapping β : Q→ B so obtained is of class SCk.
If (K, |.|) is ultrametric here and (E, ‖.‖) an ultrametric Banach space, then r can be chosen
such that (a)–(d) can be replaced with the following stronger assertions:
(a)′ fq(B) = f(p, x) +A.Br(0) =: V , for each q ∈ Q, and φq : B → V , φq(y) := f(q, y) is
an SCk-diffeomorphism.
(b)′ φq(Bs(y)) = φq(y) + A.Bs(0) for all q ∈ Q, y ∈ B and s ∈ ]0, r].
(c)′ ψ : W := Q × V → B, ψ(q, v) := φ−1q (v) is an SCk-map, and θ : Q × B →
Q × V = W , θ(q, y) := (q, f(q, y)) is an SCk-diffeomorphism, with inverse given by
θ−1(q, v) = (q, ψ(q, v)).
Proof of Theorems 7.3 and 7.4. We proceed in various steps.
7.5 If the assertion of the Inverse Function Theorem for SCk-maps is correct for some
k ∈ N ∪ {∞}, then also the Implicit Function Theorem holds for SCk-maps.
In fact, suppose that Z, F , P , U , (p, x), E, 0 < a < 1 < b, an SCk-map f : P × U → F ,
and A are given as described in Theorem 7.4. Define c := min
{
b−1
‖A−1‖ ,
1−a
‖A−1‖
}
< 1‖A−1‖ .
Then 1− c‖A−1‖ ≥ a and 1 + c‖A−1‖ ≤ b. Since f is strictly differentiable at (p, x), there
exists r > 0 such that BEr (p, x) = B
Z
r (p)×BFr (x) ⊆ P × U ,
‖f(q2, y2)− f(q1, y1)− f ′(p, x).(q2 − q1, y2 − y1)‖
‖(q2 − q1, y2 − y1)‖ ≤ c for all (q1, y1) 6=(q2, y2) ∈ B
E
r (p, x),
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and ‖f ′q(y) − A‖ < c for all (q, y) ∈ Bfr (p, x), since f ′q(y) = f ′(q, y)(0, •) depends contin-
uously on (q, y) (cf. Lemma 3.2 and proof of Lemma 2.2). Abbreviate Q := BZr (p) and
B := BFr (x). Then f
′
q(y) ∈ GL(F ) for all q ∈ Q and y ∈ B. In fact, ‖A−1f ′q(y) − 1‖ ≤
‖A−1‖ ‖f ′q(y) − A‖ < ‖A−1‖c < 1, whence A−1f ′q(y) is invertible and hence so is f ′q(y).
Then
‖fq(z)− fq(y)−A.(z − y)‖
‖z − y‖ =
‖f(q, z)− f(q, y)− f ′(p, x).(0, z − y)‖
‖(0, z − y)‖ ≤ c (27)
for all q ∈ Q and y 6= z ∈ B, where c < 1‖A−1‖ . Thus Lemma 6.2 applies to f |Q×B,
showing that fq(B) is open in E and φq := fq|fq(B)B a homeomorphism onto its image, for
each q ∈ Q; the set W := ⋃q∈Q{q} × fq(B) is open in P × F and hence in Z × F , and
ψ : W → B, ψ(q, z) := φ−1q (z) is continuous; the map θ : Q×B →W , θ(q, y) := (q, f(q, y))
is a homeomorphism, with inverse given by θ−1(q, z) = (q, ψ(q, z)). Furthermore, in view
of (27), Lemma 6.1 applies to fq|B for all q ∈ Q, whence (b) holds. By the SCk-case of the
Inverse Function Theorem, φq : B → fq(B) is an SCk-diffeomorphism, for all q ∈ Q. Thus
(a) holds. To complete the proof of (c), note that the homeomorphism θ : Q×B →W is an
SCk-map, whose differential θ′(q, y) at any given point (q, y) ∈ Q× B can be interpreted
as an upper triangular 2 × 2-block matrix with idZ and f ′q(y) on the diagonal, entailing
that θ′(q, y) is invertible. Hence, by the Inverse Function Theorem for SCk-maps, θ restricts
to an SCk-diffeomorphism (onto the image) on some open neighbourhood of (q, y), entailing
that θ−1 is an SCk-map on some open neighbourhood of θ(q, y). Thus θ is an SCk-
diffeomorphism. Since θ−1(q, z) = (q, ψ(q, z)) for all (q, z) ∈ W , we readily deduce that ψ
is an SCk-map, thus completing the proof of (c).
(d) is easily established: we set δ := ar
2
. After shrinking Q, we may assume that
‖f(q, x)− f(p, x)‖ < δ for all q ∈ Q. Then, using (b) with y := x and s := r, we see that
{q}× fq(B) ⊇ {q}× (fq(x) +A.Bar(0)) ⊇ {q}× (fp(x) +A.Bδ(0)), for all q ∈ Q. Thus (d)
holds. The assertion concerning β is then obvious.
In the special case where K is an ultrametric field and F an ultrametric Banach space,
we establish (a)–(c) as just described, choosing however Q so small that ‖f(q, x)−f(p, x)‖ <
r for all q ∈ Q. Then fq(B) = fq(y) + A.Br(0) = fp(y) + A.Br(0) =: V for all q ∈ Q, and
hence W = Q × V . In fact, in view of (27), we can apply Lemma 6.1 (b) to the mapping
fq|B, and then use the fact that B is an additive subgroup of F . Furthermore, again by
Lemma 6.1 (b), fq(Bs(y)) = fq(y) + A.Bs(0) for all q ∈ Q, y ∈ B, and s ∈ ]0, r]. Thus
(a)′–(c)′ hold.
7.6 Suppose that the assertion of the Inverse Function Theorem for SCk-maps is valid for
all k ∈ N. Then it is also valid for k =∞.
In fact, let E, U , x ∈ U , and an SC∞-map f : U → E be given as described in Theorem 7.3.
By the SC1-version of Theorem 7.3, we find r > 0 such that B := Br(x) ⊆ U , f(B) is open
in E and such that f |f(B)B is an invertible SC1-map, with inverse g := (f |f(B)B )−1 : f(B)→ B
of class SC1. Then g is of class SC∞. In fact, let k ∈ N. Given any y′ ∈ f(B), set
y := g(y′) ∈ B. Then f ′(y) is invertible and thus, by the SCk-case of Theorem 7.3, there
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exists a neighbourhood V ⊆ B of y such that (f |f(V )V )−1 = g|Vf(V ) is of class SCk, where
f(V ) is a neighbourhood of f(y) = y′. Thus g is locally SCk and thus an SCk-map. As
k ∈ N was arbitrary, g is an SC∞-map.
7.7 In view of 7.5 and 7.6, in oder to establish Theorem 7.3 and Theorem 7.4, it suffices
to establish the SCk-case of Theorem 7.3 for all k ∈ N. This we accomplish by induction.
For k = 1, the assertion of Theorem 7.3 is covered by Proposition 7.1.
7.8 (Induction step). Suppose that 2 ≤ k ∈ N is given, and suppose that the SCk−1-
case of the Inverse Function Theorem holds. Let E, U , x and an SCk-map f : U → E be as
described in Theorem 7.3. Let r > 0 and B := Br(x) be as described in the SC
k−1-case of
the theorem. Thus f(B) is open in E and f |f(B)B is an invertible SCk-map, whose inverse
g := (f |f(B)B )−1 is an SCk−1-map. After replacing f with f |B, we may assume without
loss of generality that U = B. Set V := f(U). Since g : V → U is an SCk−1-map, it is
clear that g[1] : V [1] → E is SCk−1 on the open subset {(y, z, t) ∈ V [1] : t 6= 0} of V [1].
Thus g[1] will be an SCk−1-map (and thus g an SCk-map) if we can show that, for every
(y0, z0) ∈ V × E, the mapping g[1] is SCk−1 on some open neighbourhood of (y0, z0, 0)
in V [1]. To this end, we observe first that f ◦ g = idV and the Chain Rule entail that
f [1](g(y), g[1](y, z, t), t) = z for all (y, z, t) ∈ V [1]. There are open neighbourhoods W1 ⊆ E
of g(y0), W2 ⊆ E of g[1](y0, z0, 0), and W3 ⊆ K of 0 such that W1×W2×W3 ⊆ U [1]. Next,
we find an open neighbourhood P = P1×P2×P3 ⊆ V [1] of (y0, z0, 0) such that g(P1) ⊆W1,
g[1](P ) ⊆ W2, and P3 ⊆ W3. By the preceding, the SCk−2-map β := g[1]|W2P : P → W2
satisfies
h((y, z, t), β(y, z, t)) = 0 for all (y, z, t) ∈ P, (28)
where h : P ×W2 → E is the SCk−1-map defined via h((y, z, t), w) := f [1](g(y), w, t)− z.
Since h((y0, z0, 0), w) = f
′(g(y0)).w − z0 is affine-linear in w, the differential of h with
respect to the w-variable satisfies A := d2h((y0, z0, 0), β(y0, z0, 0); •) = f
′(g(y0)) ∈ GL(E).
Since β is a continuous solution to the implicit equation (28), we deduce from the SCk−1-
case of the Implicit Function Theorem 7.4 (which holds in view of the induction hypothesis
and 7.5) that β is SCk−1 on some open neighbourhood of (y0, z0, 0), as we set out to show.
This completes the proof of Theorems 7.3 and 7.4. ✷
Remark 7.9 If k > 1, in the preceding induction step we encounter a map β defined on
P ⊆ V [1] ⊆ E[1]. In order that E[1] = E × E × K be a Banach space (so that the implicit
function theorem can be applied), it is necessary that K be complete.
8 General Ultrametric Implicit Function Theorem
We are now in the position to prove a generalized implicit function theorem for mappings
from open subsets of metrizable topological vector spaces over complete ultrametric fields
to Banach spaces over such fields.
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Theorem 8.1 (Ultrametric Implicit Function Theorem) Let (K, |.|) be a complete
ultrametric field, k ∈ N ∪ {∞}, Z be a metrizable topological K-vector space, and E be a
Banach space over K. Let P ⊆ Z and U ⊆ E be open subsets, and f : P × U → E be a
map. We assume that at least one of the following conditions is satisfied:
(i) K is locally compact, E is finite-dimensional, and f is of class Ck
K
. Or:
(ii) f is of class Ck+1
K
.
We abbreviate fq := f(q, •) : U → E for q ∈ P . Suppose that (p, x) ∈ P × U is given such
that A := f ′p(x) := d2f(p, x, •) := df((p, x), (0, •)) ∈ GL(E). Let a, b ∈ R be given such that
0 < a < 1 < b. Then there exists an open neighbourhood Q ⊆ P of p and r > 0 such that
B := Br(x) ⊆ U and the following holds:
(a) fq(B) is open in E, for each q ∈ Q, and φq : B → fq(B), φq(y) := fq(y) = f(q, y) is
an SCk-diffeomorphism.
(b) For all q ∈ Q, y ∈ B, and s ∈ ]0, r − ‖y − x‖], we have
fq(y) + A.Bas(0) ⊆ fq(Bs(y)) ⊆ fq(y) + A.Bbs(0) .
(c) W :=
⋃
q∈Q({q}×fq(B)) is open in Z×E, and the map ψ : W → B, ψ(q, v) := φ−1q (v)
is of class Ck. Furthermore, the map θ : Q×B →W , θ(q, y) := (q, f(q, y)) is a Ck
K
-
diffeomorphism, with inverse given by θ−1(q, v) = (q, ψ(q, v)).
(d) Q× (fp(x) + A.Bδ(0)) ⊆W for some δ > 0.
In particular, for each q ∈ Q there is a unique element β(q) ∈ B such that f(q, β(q)) =
f(p, x), and the mapping β : Q→ B so obtained is of class Ck
K
.
If (E, ‖.‖) is an ultrametric Banach space here, then Q and r can be chosen such that
(a)–(d) can be replaced with the following stronger assertions:
(a)′ fq(B) = f(p, x) +A.Br(0) =: V , for each q ∈ Q, and φq : B → V , φq(y) := f(q, y) is
an SCk-diffeomorphism.
(b)′ fq(Bs(y)) = fq(y) + A.Bs(0) for all q ∈ Q, y ∈ B and s ∈ ]0, r].
(c)′ The mapping ψ : Q × V → B, ψ(q, v) := φ−1q (v) is of class CkK. Furthermore,
θ : Q×B → Q×V , θ(q, y) := (q, f(q, y)) is a Ck
K
-diffeomorphism, with inverse given
by θ−1(q, v) = (q, ψ(q, v)).
Proof. Define c := min
{
b−1
‖A−1‖ ,
1−a
‖A−1‖
}
< 1‖A−1‖ , where A := f
′
p(x). Then 1− c‖A−1‖ ≥ a
and 1 + c‖A−1‖ ≤ b. In the situation of (i), let e1, . . . , en be a basis of E. The mappings
P × U → E, (q, y) 7→ d2f(q, y, ei) being continuous for i = 1, . . . , n, also the map
P × U → L(E), (q, y) 7→ f ′q(y) = d2f(q, y, •) (29)
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is continuous. In the situation of (ii), the map in (29) is continuous as well, by Lemma 3.5.
In either case, since GL(E) is open in L(E) and f ′p(x) ∈ GL(E), after replacing P and U
with smaller open neighbourhoods of p and x, respectively, we may assume that f ′q(y) ∈
GL(E) for all (q, y) ∈ P×U , and ‖f ′q(y)−f ′p(x)‖ ≤ c2 . Using Lemma 4.5 (resp., Lemma 3.5),
we find an open neighbourhood Q ⊆ P of p and r > 0 such that B := Br(x) ⊆ U and
‖fq(z)− fq(y)− f ′q(x).(z − y)‖
‖z − y‖ ≤
c
2
(30)
for all y 6= z ∈ B. As a consequence,
‖fq(z)− fq(y)− f ′p(x).(z − y)‖
‖z − y‖ ≤
‖fq(z)− fq(y)− f ′q(x).(z − y)‖
‖z − y‖ + ‖f
′
p(x)− f ′q(x)‖
≤ c
for all q ∈ Q and z 6= y ∈ B, entailing that
sup
{‖fq(z)− fq(y)− f ′p(x).(z − y)‖
‖z − y‖ : q ∈ Q, z 6= y ∈ B
}
≤ c < 1‖A−1‖ . (31)
Thus Lemma 6.2 applies to f |Q×B, showing that fq(B) is open in E and φq := fq|fq(B)B a
homeomorphism onto its image, for each q ∈ Q; the set W := ⋃q∈Q{q} × fq(B) is open
in P × E and thus in Z × E, and ψ : W → B, ψ(q, z) := φ−1q (z) is continuous; the
map θ : Q × B → W , θ(q, y) := (q, f(q, y)) is a homeomorphism, with inverse given by
θ−1(q, z) = (q, ψ(q, z)). Furthermore, in view of (31), Lemma 6.1 applies to fq|B, for all
q ∈ Q, showing that (b) holds. By the Inverse Function Theorem for SCk-maps, the map
φq : B → fq(B) is an SCk-diffeomorphism, for all q ∈ Q. Thus (a) holds.
(d) is easily established: we set δ := ar
2
. After shrinking Q, we may assume that
‖f(q, x) − f(p, x)‖ < δ for all q ∈ Q. Then, using (b) with y := x and s := r, we get
{q}× fq(B) ⊇ {q}× (fq(x) +A.Bar(0)) ⊇ {q}× (fp(x) +A.Bδ(0)), for all q ∈ Q. Thus (d)
holds.
To see that the continuous map ψ is of class Ck
K
(which will entail the validity of (c)),
in view of Proposition 1.15, it suffices to show that, for all smooth maps c : Kk+1 →W , the
composition ψ ◦ c : Kk+1 → E is of class Ck
K
. Since W ⊆ Q× E, we have c = (c1, c2) with
smooth mappings c1 : K
k+1 → Q ⊆ Z, c2 : Kk+1 → E. Define h : Kk+1 × B → V , h(t, y) :=
f(c1(t), y). Then h is a C
k
K
-map in the situation of (i) and hence SCk (Remark 5.4). In
the situation of (ii), h is of class Ck+1
K
and hence SCk (see Remark 5.3). Given t ∈ Kk+1,
abbreviate ht := h(t, •) : B → E; by the above, ht has open image and is a homeomorphism
onto its image. Since h′t(y) = d2f(c1(t), y, •) ∈ GL(E) for all (t, y) ∈ Kk+1 × B, we
deduce from the Implicit Function Theorem for SCk-maps (Theorem 7.4) that κ : W → B,
κ(t, z) := h−1t (z) is an SC
k-map and hence of class Ck
K
. Now ψ(c1(t), c2(t)) = κ(t, c2(t))
for all t ∈ Kk+1 shows that ψ ◦ c is of class Ck
K
, as required. Thus ψ is Ck
K
.
In the special case where E is an ultrametric Banach space, we establish (a)–(c) as just
described, choosing however Q so small that ‖f(q, x)−f(p, x)‖ < r for all q ∈ Q (we might
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actually replace c
2
with c in (30) now). Then fq(B) = fq(y)+A.Br(0) = fp(y)+A.Br(0) =:
V for all q ∈ Q (by Lemma 6.1 (b), applied as at the end of 7.5), and hence W = Q× V .
Furthermore, again by Lemma 6.1 (b), fq(Bs(y)) = fq(y) + A.Bs(0) for all q ∈ Q, y ∈ B,
and s ∈ ]0, r]. Thus (a)′–(c)′ hold. ✷
Remark 8.2 Three cases described in the table given in the introduction still remain to
be discussed.
(a) Suppose we retain the hypotheses of Theorem 8.1, with k = 1, except that we let
Z be an arbitrary topological K-vector space now (which need not be metrizable).
Suppose we are in the situation of (i). Then the proof of Theorem 8.1 shows that
the following weakened conclusions of the theorem remain valid: (a), (b) and (d) will
hold unchanged; ψ in (c) and β will be continuous; θ in (c) will be a homeomorphism
(likewise for (a)′–(c)′).
(b) Suppose we retain the hypotheses of Theorem 8.1, with k = 1, except that we let K be
an arbitrary valued field and Z be an arbitrary topological K-vector space. Suppose
we are in the situation of (ii). Then the proof of Theorem 8.1 shows that the following
weakened conclusions remain valid: (a), (b) and (d) will hold unchanged; ψ in (c)
and β will be continuous; θ in (c) will be a homeomorphism.
(c) Suppose we retain the hypotheses of Theorem 8.1, with k = 1, except that we let K
be a subfield of R now, equipped with the absolute value obtained by restricting the
usual absolute value on R. Suppose we are in the situation of (ii). Then (a)–(d) and
their proof remain valid verbatim, and β is C1. In fact, Proposition 1.15 remains
valid when R is replaced with arbitrary subfields of R (the proof given in [2] applies
without changes).
Appendix: FCk-maps vs. SCk-maps in the real case
Theorem A.3 Suppose that E is a normed vector space over R, F a real locally convex
topological vector space, U ⊆ E an open subset, f : U → F a mapping, and k ∈ N0 ∪ {∞}.
If f is FCk, then f is SCk.
Proof. We may assume that k ∈ N0. The proof is by induction. The case k = 0 is trivial,
and the case k = 1 is a standard fact (see [5, 2.3.3], cf. also [7, Thm. 3.8.1]).
Induction step. Suppose that k ≥ 2, and suppose that every FCk−1-map is SCk−1. Let
f : E ⊇ U → F be an FCk-map. Then f is SCk−1 and hence SC1 in particular. Then,
f being SCk−1, so is f [1] on {(x, y, t) ∈ U [1] : t 6= 0}. It therefore only remains to show
that, for every x0 ∈ U and y0 ∈ E, the map f [1] is SCk−1 on some open neighbourhood of
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(x0, y0, 0). There is r > 0 such that B2r(x0) ⊆ U . Choose δ ∈ ]0, r[ such that δ < r2(‖y0‖+1) .
Then V := Br(x0)×B1(y0)× ]− δ, δ[⊆ U [1], and we have
f [1](x, y, t) =
∫ 1
0
df(x+ sty, y) ds =
∫ 1
0
h((x, y, t), s) ds for all (x, y, t) ∈ V , (32)
where h : V× ]− 2δ, 2δ[→ F , h((x, y, t), s) := df(x + sty, y) is an FCk−1-map. In view
of (32), we inductively deduce from [8, 8.11.2] that f [1]|V is an FCk−1-map, if F is a
Banach space. If, more generally, F is a complete locally convex space, then F = lim
←−
Fi
is a projective limit in the category of locally convex spaces of some projective system of
Banach spaces, and thus L(H,F ) = lim
←−
L(H,Fi) (which again is a complete locally convex
space), for every normed space H . A simple inductive argument now shows that a map g
from an open subset of a normed space to a projective limit F = lim
←−
Fi is an FC
k-map
if and only if πi ◦ g is FCk for each i, where πi : F → Fi are the limit maps. In the
situation we are interested in, πi ◦ f [1]|V = (πi ◦ f)[1]|V maps into a Banach space and
hence is an FCk−1-map, by what has already been shown, whence f [1]|V is an FCk−1-map
to the projective limit F . In the general case, when F is not necessarily complete, the
preceding shows that f [1]|V is FCk−1 as a mapping into the completion F˜ of F . Since
(f [1])′(x) = d(f [1])(x, •) for x ∈ V actually is a mapping into F (not only into F˜ ), and
likewise for the higher order differentials, we deduce that f [1]|V is FCk−1 as a mapping
into F also in the fully general case.
Now f [1]|V being an FCk−1-map, it is an SCk−1-map, by the induction hypothesis.
Thus f is SC1 with f [1] an SCk−1-map, and hence f is SCk. ✷
The author does not know whether, conversely, every SCk-map is FCk. For k = 1, this is
well-known [5, 2.3.3], but the generalization to higher k does not seem to be clear.
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