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Y. Tanimura: You are talking about fluctuation or noise. In the sum over processes you need to have both 
fluctuation and dissipation. The stochastic theory is neglecting the dissipation factor. You can get the sum over 
equilibrium states, only fluctuation was presented. I would like to ask for a comment on this, how is it about 
dissipation?  
 
S. Rice:  Yes, you are correct. The model which I suggested for the solvent fluctuation would be, in loose language, 
entirely in the reversible non-dissipative regime because we are talking only about the phase fluctuations and the 
idea is to examine whether there is a window in the time scale in which we can actually operate there. And at least 
from these calculations and from the experiment on sodium it appears that there is such a window. Presumably 
better interfering schemes might exploit different windows and might exploit them more efficiently. But you are 
right, that particular model, the one I suggested with only the phase fluctuations is dissipation free. 
  
R. Harris:  In this scheme by Brumer and Shapiro that you mentioned the adding of the amplitudes takes place 
because the photon fields are actually classical so if you make the photon fields weak you have to add probability 
because the single photon versus the three photons are actually orthogonal. So in a way that is the reverse in which 
quantum mechanics of the radiation takes over and you add probability. So that there is a cross-over. 
 
S. Rice:  Yes. In the infinitely dilute light limit that would fail. Yes. The analogue would be in the slit experiment 
when the light field is very dilute you get a single photon which goes some place and another one which goes 
another place and eventually you built up the diffraction pattern.  
 
A. Nitzan:  Two questions on two of these points:   The first point is sort of a fascinating question about an analogue 
of second law. In these coherent control experiments do we know what we invest? We know what we get but to 
define efficiency in the thermodynamic sense we also have to know what we invest. Is this an energy? Is there some 
effort involved in keeping the phase? Do you have any thoughts on that Stuart? 
  
S. Rice:  I think within slightly different terms. I use the second law to give an example of a case where the 
principles tell us that we can only be so efficient and no more, no better than a Carnot engine. But the objects which 
we are talking about here are not the same and I think of the efficiency of the measurement say by the population 
transfer. Let’s make it more specific. Is there some general law which says that we can never transfer more than X-
percent of the population no matter what we do, because that’s what I think of as an analogue of the second law. 
 
A. Nitzan:  Is this regarding what investment you have to make?  
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S. Rice:  No, you will include what investment you have to make, yes. Just as in thermodynamics, the efficiency is 
the ratio of the work to the heat put in. So the input is the heat and the work is the output. So here presumably you 
would have to have some measure of let’s say the field intensity with the initial population and the question would 
be: Is there any field intensity which will yield a 100% or will no field intensity yield a 100%. I don’t know if such a 
law exists, I am asking whether it exists. 
 
A. Nitzan:  The other point I want to ask about is point number 6 about controllability in open quantum systems. All 
the systems we have discussed are open to energy usually, so shall I take it that you mean now systems that are open 
to particles?  
 
S. Rice:  Any chemical reaction which gives fragments is going to be open to particles. So by open system I mean 
open with respect to particles as well. Not so much with respect to energy. 
 
A. Aspuru-Guzik:  My group has been working on number 3. I think the point at number 3 is actually efficient, in 
general quantum processes or quantum state estimations methods scale exponentially with the dimensionality of the 
system. So it is actually a challenge to come up with an efficient method that can characterize the important parts so 
you can achieve control. So I think that 3 is really a challenge and an interesting and well posed question. For the 
moment at least in the field of quantum information there are only few efficient state estimation methods for certain 
types of observables. So how to translate them to chemistry is something that will be very interesting. Let’s talk 
about quantum process tomography. Recently we tried to propose a scheme for doing process tomography in the 
context of ultrafast experiments. Quantum process tomography is an idea of quantum information field. You try to 
think about a quantum system as a black box with a certain number of inputs and outputs and you want to figure out 
how this black box works with respect to inputs and outputs. What we show is that you can actually have some sort 
of set of ultrafast experiments that mimic this black box setup and you can actually extract what would be the black 
box that changes the initial density matrix to the final density matrix for a photosynthetic open system. I want to 
stress that it is still inefficient. You need an exponential number of experiments as the number of levels increases. 
So, one needs to have a polynomial scaling method for the observables that are right. So, this is the reason why I 
like your question the way it is.  
 
S. Rice:  We conclude that as a kind of half way house between the two extremes that I mentioned. The one in 
which you more or less attack the full Hamiltonian and the one in which you subsume the effects of the 
surroundings into some assumption about the fluctuations or what have you. That is the equivalent circuit method in 
electrical engineering, right? I give you a box and I measure the impedance and the capacitance and I find out what 
the circuit is. 
 
A. Aspuru-Guzik:  Yes, I guess the philosophy there is that because you try to construct an explicit model for the 
environment you rather assume that the system and environment is what it is.  
 
S. Rice:  To what extent do you think that that method can be developed into a generic scheme, and by generic I 
mean transferable. So having done it for one system what we learn is applicable without redoing it for another 
system? 
 
A. Aspuru-Guzik:  At the moment the scheme is to characterize a black box, if you know the black box what you 
gain is that then you can compare it to a given model that you can come up with. And that is going to be where the 
scheme has to work. 
 
S. Rice:  No, I am not rejecting the scheme. In fact, it strikes me very much like the electrical engineering equivalent 
circuit. But it suggests that the lessons may not be fully transferrable from box to box.  
 
A. Aspuru-Guzik:  Yes I agree, that is why you need to come up with a model that describes the physics. 
 
H. Kauffmann:  I have a question in that context, in principle we have an input and we have an output  and we have 
the black box. So in principle and theoretically this is founded on the basis that you have to solve a convolution 
problem, which is very tedious, particularly when we have all these non-linear spectroscopy behind. So one would 
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have to solve a problem that is ill-posed due to the fact that you have noise. From this point of view I would never 
see really the truth that you will get out due to the fact that the problem is ill-posed and all this depends on the noise 
characteristics which in my opinion is not always in the hands of the experimentalists. 
 
S. Rice:  This is the kind of distinction between the practical world and the theoretical world. The fact is that the 
adaptive learning methodology that Rabitz introduced works. Nobody knows what the fields mean but I guarantee 
that for anything you try you will find a field that will give you an enhancement of some magnitude, maybe there is 
a better field, maybe not. The fact is that it works in the presence of all kinds of contamination and that would be 
sort of what would happen with the black box, you would learn how to do that one. The theoretical point of view, 
meaning understanding what the field is like, is much more difficult and it depends on all kind of details like the 
fluctuations in the fields or the imperfections, concentrations, and things like that. Those are distinct and they are not 
necessarily orthogonal.  
 
G.D. Scholes:  A philosophical question about the plot that you showed near the start of the talk of mobility of 
carriers versus temperature. Where at low temperatures you were saying it is more coherent, at high temperature 
there is hopping. So the question is: is the reason for the higher mobility because the carriers have this coherence in 
the system at low temperature or does it really come down to the amplitude of the fluctuations, the phonon 
fluctuations, rather than a direct result of coherence?  I am asking how to ask the question. 
 
S. Rice:  In the perfect system at zero temperature the limit of the mobility would be the effective mass which is 
determined by the curvature of the exciton band. It wouldn’t be infinite but it would be effectively very, very large. 
The general thinking is that almost any perturbation will reduce that mobility because it will scatter. The reduction 
at least in the conventional models, the Haken model and so on, all of these are just like electron conductivity in the 
metal, they are all reductions in the mobility because of the scattering because they only go in one direction. That is 
not necessarily always the case for excitation transfer as opposed to charge transfer. Several people, some of them in 
this room, have shown that the coupling of excitations to certain classes of collective excitations can in fact enhance 
the energy transfer. That is presumably part of what is happening in this fluctuation model that Aspuru Guzik has 
worked on.  
 
G. Fleming: Maybe that is related to the length scale of the fluctuations and if the fluctuations are strongly 
correlated between two sites that is very different than if they are completely uncorrelated as far as how the 
coherence is destroyed. I don’t know of any synthetic systems that have been designed to exploit that though it does 
seem that natural systems may well have that characteristic. 
 
B. Whaley:  I have a comment on this. In addition to considering the bounds between the fluctuations through 
phonons and the coherent motion due to an idealized band system, in the systems we are talking about today, we 
also have static disorder and also quantum localization due to the static disorder. Then there is a natural way in 
which the phonon fluctuations can help you, can improve the transport by allowing fluctuations to get out of the 
localization. 
 
S. Rice:  Yes. There are also other complications, there are also localized deformations, and all of this also depends 
upon the ratio of the coupling of the excitation to the lattice relative to the band width. If that becomes much too 
large, then you have local deformations. You form, e.g. excimers in the case of excitations or polarons, this traveling 
lattice deformations which have a very large effective mass. There are all kind of things that are happening in the 
manybody system, most of which we have not discussed or have not been discussed. 
 
A. Nitzan:  Just to clarify, this is addressed to Birgitta, when you said fluctuations help you in the presence of 
disorder, this makes a lot of sense. If I thought of mobility as a sum of coherent and incoherent paths, which is not 
necessarily the case, but if I thought in this way, do fluctuations help the coherent path or incoherent path?  
 
B. Whaley:  I don’t think of it as two separate terms, but it is more instructive to think of it as one combined term. 
 
A. Nitzan:   Fluctuations will help you but it is not necessarily a coherent issue? 
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B. Whaley:  Yes. It is a balance. 
 
R. Harris:  In the zeno effect as discussed lattice acts quantum mechanically in a way to preserve localized 
coherences. In other words it doesn’t act to really change the nature of the transfer of energy states. If you look at 
the example of a system that is localized and you only have an interaction that acts locally of course the energies 
eigenstates aren’t affected by that at all. So it stabilizes the localized state which is a superposition of the energy 
states. So the zeno effect is a way of preserving coherence. That is preserving states that are not eigenstates of the 
Hamiltonian. What do you say of that? 
 
S. Rice:  I have to think about that. 
 
S. Mukamel:  There were a few comments on the role of fluctuations, and I agree with the point of Abe that 
basically what happens is when there is disorder and coherent transport is not possible then fluctuations come to the 
help and allow for incoherent transport. But this is old news, we have an old theory that does this, this is the Förster 
theory. Förster theory is based on the fact that the overlap of lineshapes generates transport; this is exactly what we 
are talking about in this new terminology. 
 
R. Marcus:  One contentious area where this question of coherences has risen is in conduction along DNA, charge 
transfer along DNA. There are some results in the literature that appear to show that there are some oscillations in 
that behavior as you went along and that were sort of distributed over three or four units. This was in agreement with 
some prediction that Thomas Renger and I had when we didn’t have much sort of noise. But we put in noise and of 
course we got rid of that and at the time we did not know what was correct. I don’t know what the status of the 
experiments is now but at least at one time several years ago there was an example of this kind of oscillatory 
behavior which in a fact is an oscillation not in time but along the distance as you vary the yield of the product.  I 
don’t know what the status is of that now and certainly we have seen many experiments falter. But that may be 
another example that is still true. 
 
A. Buchleitner:  I come back to Brigitta Whaley’s question and Abe Nitzan’s comment on the localization. I often 
hear this argument that there is disorder and hence there is localization and there is no transport. Hence we need 
noise. This is correct only in the thermodynamic limit. If you look at the theory of localization you see that, if you 
have finite samples, you actually predict very strong - I mean exponential large - fluctuations and even in a purely 
coherent case.  I just want to be educated from the chemical community. I see this argument is around. You have 
disordered samples, hence you have no transport, hence you need noise. This is fine in the thermodynamic limit but 
is certainly wrong in finite samples. That is the statement. I would like to have some feedback on that. 
 
Y.C. Cheng:  The photosynthetic system does transport very well and yet it is highly disordered. In your talk you 
showed this coherent to incoherent transition in organic molecular crystals. I think in a lot of physical chemistry 
systems this is kind of a general phenomenon. What usually occurs is that in real world we are looking to something 
in between all coherent or all incoherent. My question is: do we actually understand or do we actually know for 
photosynthetic complexes where do we stand? In between or more towards the coherent or more towards the 
incoherent case? Is there any real experimental technique that can be used to verify such kind of behavior? We must 
know where we stand in that kind of parameter range. 
 
G. Fleming:  This confusion relates to drawing conclusions about mechanism from excessive averaging. Maybe we 
will talk about that later. 
 
R. Cogdell:  If you are in the photosynthetic world and you have to transfer energy from point A to point B to 
actually get the reaction sent to the work. If you got a completely coherent system to begin with and yet it is 
oscillating backwards and forwards between states at some point it has to get to where it is going. At what point do 
you lose that coherence to actually allow you to get the transport to go where you want it to go rather like in a 
chemical reaction where we have to expend energy to get unidirectionality? At what point does coherence come out 
of the picture and incoherence come in to actually get you to where you want to be? These efficiencies we have been 
hearing about seem to be oscillating reactions, you are getting nowhere, you are transferring between two things 
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oscillating. If you want to actually get somewhere, can you get there purely coherently or do you have to become 
incoherent to actually get there? 
  
G. Fleming:  To stay there you have to dephase or be trapped, it is the same. Stuart, do you want to say anything 
more on this? Isn’t it the same in every kind of quantum system, if you want to get a result you have to collapse the 
superposition.  
 
S. Rice:  A classic case would be molecular crystals in which you substitute a dilute deuterated species which acts as 
a trap typically and you have coherent transfer until you hit the trap at which point there would be a little bit of 
dissipation and there it would stay. That has been demonstrated by Robinson among others for quite a number of 
systems. 
 
G. Fleming:  To go back to your specific example in, for instance, the bacterial reaction center. One of the ways in 
which you collapse superpositions is to have a large coupling to the environment, to have a large reorganization 
energy. The reorganization energy associated with the special pair is much, much larger than with the accessory 
pigments. So as soon as the amplitude gets on the special pair then you are done, then you collapse the 
superposition. So it is actually designed that way. 
 
R. Harris:  Quantum mechanically, the point is you have to look, and that is what the environment does. 
 
R. Marcus:  I have another question and this may report directly to you Graham. Remember another example of 
coherence was in the photosynthetic reaction center where Marc and Britta have shown some oscillations. Has that 
stood up?  
 
G. Fleming:  Yes, but it is nuclear motion not electronic motion and whether it is along any coordinate that is 
relevant to electron transfer is to me not known. 
 
A. Olaya-Castro:  I have been thinking about your first question which I find very interesting. I know that in the 
context of solar cell technology there are estimated theoretical limits for the maximum quantum efficiency that you 
can get in those systems. So, for example, the maximum thermodynamic efficiencies are around 90%. But there is 
another limit that is lower.  
 
S. Rice:  It is called the Shockley–Queisser limit. 
 
A. Olaya-Castro:  But the key point behind these two is that the key concept behind these limits is the detailed 
balance condition in the system. I do find this very interesting because detailed balance is one of the key aspects in 
these photosynthetic systems. So whichever way they evolve depends whether it is by combining coherent and 
incoherent processes or whether it preferably is through an incoherent process. The key point is that they all need to 
satisfy the detailed balance condition. Probably this is a route to define this maximum possible quantum efficiency 
or other quantities that would be analogous to the second law that you were mentioning. 
 
