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ABSTRACT
Nous proposons d’utiliser un algorithme d’apprentissage particulier, les SVMs, pour résoudre des pro-
blèmes d’atteinte de cible en temps minimal. La cible correspond à un état souhaité, en sachant que le
système se détériore dans une certaine région de l’espace (lorsqu’il transgresse un ensemble de contraintes
de viabilité). Le bassin de capture au temps t correspond à l’ensemble des états qui peuvent atteindre la
cible en un temps inférieur ou égal à t, sans quitter l’ensemble des contrainte de viabilité. Les frontières
d’un bassin de capture au temps t correspondent alors aux contours d’une fonction valeur au temps t. Les
bassins de capture peuvent alors être utilisés pour définir une fonction de contrôle qui permet au système
d’atteindre la cible en un temps minimal. Nous proposons une nouvelle approche, basée sur les SVMs,
qui permettent d’approcher les bassins de capture successifs et définissons une procédure de contrôle qui
permet de contrôler le système afin qu’il atteigne la cible. Nous illustrons cette méthode sur un exemple
simple : le problème de la voiture sur la colline.
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1 Introduction
Les machines à vecteurs de support (SVMs) [18] sont une méthode de discrimination qui montre de
bonnes performances dans la résolution de problèmes variés tels que la reconnaissance de formes [6] ou la
catégorisation de textes [13]. Le classifieur est alors un hyperplan optimal défini dans un espace « déployé »,
construit à l’aide d’un nombre réduit de points : les vecteurs de support. Dans cet article, nous montrons
comment les SVMs peuvent être utilisées pour résoudre des problèmes d’atteinte de cible.
La théorie de la viabilité, initiée au début des années 1990 par Jean-Pierre Aubin et ses collabora-
teurs [1], se focalise sur le problème de viabilité : maintenir un système dynamique dans un ensemble de
contraintes, noté K. Ce problème est fréquent en économie [5], robotique[18] ou en écologie [14], cite-
Mullon2004. Le concept principal est le noyau de viabilité, noté V iab(K), qui correspond à l’ensemble
des points x pour lesquels il existe une fonction de contrôle t ← u(t) telle que l’ensemble de la trajectoire
partant de x reste indéfiniment dans K.
La théorie de la viabilité traite également du problème d’atteinte d’une cible. Un état capture la cible
lorsqu’il existe au moins une fonction de contrôle qui permette au système d’atteindre la cible en temps fini,
tout en restant à l’intérieur des contraintes de viabilité. L’ensemble des états capturant la cible est appelé
bassin de capture. A chaque état contenu dans le bassin de capture, on définit son temps minimal de capture,
qui correspond au temps minimal mis par la trajectoire pour atteindre la cible sans violer les contraintes.
Cette fonction correspond à celle obtenue en résolvant les équations Hamilton-Jacobi- Bellman (HJB) en
programmation dynamique [12]. Le bassin de capture d’un système correspond au noyau de viabilité du
système, auquel on a ajouté à la dynamique une dimension représentant le temps qui s’écoule. Le bassin
de capture permet de définir directement des politiques de contrôle, qui fournissent une trajectoire qui reste
toujours dans l’espace des contraintes, tout en atteignant la cible en temps minimal.
Il existe plusieurs algorithmes d’approximation de noyaux de viabilité et de bassins de capture. Par
exemple, Saint-Pierre [16] a développé un algorithme basé sur la discrétisation de l’espace d’état, qui four-
nit une approximation du noyau de viabilité comme un ensemble de points viables. [11] a proposé un
algorithme qui approche le noyau de viabilité en utilisant une méthode de discrimination. En général, ces
algorithmes souffrent de la malédiction de la dimensionnalité, qui limite leur utilisation pratique à des pro-
blèmes en petite dimension. En particulier, en les appliquant à des problèmes d’atteinte de cible, ajouter
d’une dimension supplémentaire au problème peut avoir augmenter significativement le temps de calcul.
Cet article propose une nouvelle méthode pour résoudre des problèmes d’atteinte de cible, qui évite
d’ajouter une dimension auxiliaire au système. Le principe est d’approcher itérativement les bassins de
capture à différents temps successifs t. Pour approcher le bassin de capture au temps t, nous utilisons
une grille de points qui couvre l’espace K, et étiquetons un point +1 lorsqu’il existe un contrôle qui lui
permet d’atteindre le bassin de capture au temps (t− δt), et −1 sinon. Nous utilisons ensuite les machines
à vecteurs de support pour calculer une frontière entre les points de la grille en fonction de leur étiquette.
L’algorithme fournit une approximation incluse dans les vrais bassins de capture et permet de définir un
contrôleur optimal, qui garantit d’atteindre la cible.
Cet article est divisé en 3 parties : la section 2 rappelle les principaux concepts de la théorie de la
viabilité et son application aux bassins de capture. Dans la section 3, nous proposons un nouvel algorithme
d’approximation de bassins de capture et de fonction de temps minimal et définissons un contrôleur optimal
qui garantit d’atteindre la cible. Nous appliquons les algorithmes sur un exemple d’application : le problème
de la voiture sur la colline. Pour terminer, nous donnons quelques pistes de travail.
2 Capturabilité
2.1 Définitions
La théorie de la viabilité traite également le problème d’atteinte d’une cible fermée C ∈ K, sans que le
système ne quitte jamais l’espace des contraintes K. Le système dynamique est défini par :
x′(t) ∈ F (x(t)) = {ϕ(x(t), u(t)), u(t) ∈ U(x(t))} . (1)
Les évolutions x(t) capturant la cible sont les évolutions viables dans K jusqu’à ce qu’elles atteignent la
cible C en temps fini :
∃τ ≥ 0 tel que
{
x(τ) ∈ C
∀t ∈ [0, τ ], x(t) ∈ K. (2)
Le bassin de capture CaptF (K,C) [2] du système pour F est l’ensemble de tous les états pour lesquels
il existe au moins une évolution qui permette d’atteindre la cible sans quitter K (figure 1). Considérons la
correspondance FI , qui coïncide partout avec F sauf dans la cible :
FI(x(t)) =

F (x(t)) si x /∈ C
Co(F (x(t)) ∪ {0}) si x ∈ ∂C
{0} si x ∈ int(C),
(3)
où Co est l’enveloppe convexe1 de (F (x(t)) ∪ {0}), ∂C est la frontière de la cible et int(C) est l’intérieur
de C. L’introduction de la correspondance FI permet d’écrire la relation suivante :
V iabFI (K) = CaptF (K,C) ∪ V iabF (K) (4)
Lorsque K est un répulseur (i.e. V iabF (K) = ∅), le bassin de capture coïncide avec le noyau de viabilité
du système (3). Cependant,K n’est en général pas un répulseur et une autre approche doit être utilisée pour
approcher le bassin de capture du système.
La fonction de temps minimal est la fonction qui associe à un état x0 ∈ K le temps minimal d’atteinte
de la cible C :
ϑKC (x0) = inf {τ ≥ 0|∃x(.) vérifiant (1), x(0) = x0, x(τ) ∈ C et ∀t ∈ [0, τ ] , x(t) ∈ K} . (5)
Cette fonction est la fonction valeur obtenue lorsque l’on résout les équations Hamilton-Jacobi-Bellman
(HJB) en programmation dynamique [12, 7] (pour plus de détails sur la fonction valeur et son approximation
dans la théorie du contrôle, le lecteur peut se référer à [4] ou [9]). Elle prend des valeurs dans R+ ∪ +∞,
en particulier ϑKC (x0) = 0 si x0 ∈ C et ϑKC (x0) = +∞ s’il n’existe aucune trajectoire qui permette à x0
d’atteindre la cible sans quitterK. Le bassin de capture de C viable dansK peut être alors défini en utilisant
la fonction de temps minimal :
CaptF (K,C) =
{
x|ϑKC (x) < +∞
}
. (6)
On peut également définir le bassin de capture en temps fini T :
CaptF (K,C, T ) =
{
x|ϑKC (x) ≤ T
}
. (7)
Afin de résoudre un problème de capture de cible dans une perspective de viabilité, on considère le
système dynamique auxiliaire suivant :
(x(t)′, y′(t)) ∈ FC(x(t), y(t)) =

F (x(t))× {−1} si x /∈ C
Co((F (x(t))× {−1}) ∪ ({0} × {0})) si x ∈ ∂C
{0} × {0} si x ∈ int(C).
(8)
La variable y(t) représente le temps qui s’écoule et prend ses valeurs dans R+. [12, 3] prouvent que, avec
H = K × R+, l’épigraphe2 de la fonction valeur ϑKC (.) est le noyau de viabilité de H pour l’inclusion
différentielle FC :
V iabFC (H) = εpi(ϑKC ), (9)
où εpi(ϑKC ) ∈ X × R+ est l’ensemble
{
(x, y) ∈ X × R+|ϑKC (x) ≤ y
}
.
1L’enveloppe convexe d’un ensemble de points X ∈ Rd est l’ensemble convexe minimal contenant X .









FIG. 1 – Exemple de bassin de capture (représenté en bleu). La cible C à atteindre est représentée en bleu
foncé et l’espace des contraintes est délimité par la ligne continue. x0 et y0 sont deux états initiaux, et
quelques évolutions possibles sont représentées par les flèches. x0 est un point qui capture la cible car il
existe au moins une évolution qui lui permet d’atteindre la cible sans quitterK (évolution capturant la cible
en vert), tandis que y0 est non viable : il n’existe aucune fonction de contrôle qui permette au système
d’atteindre la cible tout en restant dans K (évolutions non viables en rouge).
2.2 Contrôleur optimal pour atteindre la cible
Le bassin de capture d’un système est déterminant pour définir des politiques d’actions qui capturent
la cible. A partir d’un point appartenant à Capt(K,C), on sait qu’il existe une suite de contrôles qui va
permettre au système d’atteindre la cible, tout en restant dans K. La question est : comment choisir ces
contrôles ?
[12, 3] caractérisent l’épigraphe d’une fonction valeur V d’un problème de contrôle optimal comme le
noyau de viabilité d’un système auxiliaire. Approcher un bassin de capture permet d’estimer la fonction
valeur du problème discrétisé. La fonction valeur permet de déduire un contrôleur optimal : en tout état x,
le contrôle optimal u∗ est le contrôle qui permet d’atteindre le minimum de la fonction valeur :
u∗ = arg min
u∈U(x)
V (x). (10)
Cette caractérisation du bassin de capture permet d’approcher la fonction de temps minimal et de contrôler
ainsi le système afin qu’il atteigne la cible le plus rapidement possible.
En général, il n’existe pas de formule explicite pour déterminer le bassin de capture d’un système. Dans
la section suivante, nous proposons un algorithme utilisant les SVMs qui permet d’approcher le bassin de
capture d’un système, en travaillant directement dans l’espace d’état initial (système (1)).
3 Approximation de bassins de capture en utilisant des SVMs
3.1 Machines à vecteurs de support (SVMs)
Le but général de la discrimination est de construire une fonction qui permet de classer des exemples.
Il existe de nombreux algorithmes de discrimination, les SVMs [18] en sont une méthode particulière qui
montre de bonnes performances dans de nombreux domaines. Nous rappelons brièvement le principe des
SVMs. Pour plus de détail, le lecteur pourra se référer à [10] ou [17].
Considérons une base d’exemples S = {(x1, y1), (x2, y2), ..., (xn, yn)} où xi est un vecteur dans un
espace X ∈ RN et yi ∈ {−1,+1}. Dans le cas le plus simple, lorsque les données sont linéairement
séparables, on construit un hyperplan qui sépare les exemples positifs des exemples négatifs :
f(x) = w.x+ b = 0 (11)
où w ∈ RN , x ∈ X , b ∈ R et « . » signifiant produit scalaire.
La propriété remarquable des SVMs est que cet hyperplan est optimal, c’est-à-dire qu’il maximise la
distance minimale (marge) entre les exemples et le classifieur. Les points les plus proches, qui seuls sont
utilisés pour la détermination de l’hyperplan, sont appelés vecteurs de support (SV).
Dans le cas non linéairement séparable, on utilise une fonction noyau3.K(t, u), satisfaisant la condition
de Mercer4, qui permet de projeter les exemples dans un espace de redescription F de grande dimension et
de se ramener ainsi à un cas linéairement séparable.
Lorsque les données sont bruitées, on introduit un paramètre de régularisation C qui permet d’autoriser
les erreurs de classification. L’hyperplan séparateur est alors obtenu en résolvant le problème suivant :
max
∑n




0 ≤ αi ≤ C , i = 1 à n∑n
i=1 αiyi = 0
(12)




αiyiK(xi, x) + b) (13)
avec αi > 0 SV.
3.2 Notations
De la même façon que pour l’algorithme d’approximation d’un noyau de viabilité en utilisant une mé-
thode d’apprentissage supervisé, on discrétise le système dynamique dans le temps mais pas dans l’espace.
Considérons la correspondance F :
F (x) =

ϕ(x, u) si x /∈ C
0 si x ∈ C
u ∈ U(x),
(14)




On suppose que G est µ-Lipschitz. SoientK et C deux ensembles de X , C ⊂ K, on recherche le bassin de
capture du système. On discrétise K avec une grille Kh telle que :
∀x ∈ K, ∃xh ∈ Kh tel que ‖x− xh‖ ≤ β(h), (16)
3Il faut souligner que le terme noyau est employé ici avec une signification différente de celle utilisée dans la théorie de la
viabilité
4Une fonction K(t, u) respecte la condition de Mercer si pour toute fonction g(x) telle que
∫
g(x)2∂x est fini, on a∫ ∫
K(x, y)g(x)g(y)∂x∂y ≥ 0
et β(h)→ 0 lorsque h→ 0. Une telle grille existe car K est compact.
A chaque itération n, on définit un ensemble discret Cnh ⊂ Cn−1h ⊂ Kh, et un ensemble continu L(Cnh )
qui est une généralisation de cet ensemble discret, et qui constitue l’approximation du bassin de capture au
temps n.dt.
3.3 Algorithme d’approximation par l’intérieur
Dans cet algorithme, le bassin de capture au temps n.dt inclut son approximation. A chaque itéra-
tion, l’algorithme ajoute les points tels qu’il existe un contrôle qui permette de rentrer « franchement » à
l’intérieur de l’approximation précédente. La convergence de l’approximation par l’intérieur requiert une
condition sur la dynamique : un point x à l’intérieur du bassin de capture n + 1 doit être défini tel qu’il
existe y ∈ G(x) qui appartient à l’intérieur du bassin de capture n. De plus, les conditions sur la procédure
de discrimination sont plus strictes à l’intérieur de l’approximation.
A chaque itération, on constitue une base d’apprentissage S de l’ensemble des points xh étiquetés +1
si le point capture la cible et −1 sinon. On calcule une fonction SVM à partir de S pour obtenir la fonction
de classification fn et on définit l’ensemble Lnh comme suit :
Lnh = {x ∈ K tel que fn(x) ≥ 0} . (17)
On définit itérativement les ensembles Lnh :
Procédure 3.1 (Algorithme d’approximation d’un bassin de capture par l’intérieur)
On définit itérativement les ensembles Lnh tels que :
L0h = C,





Si la procédure de discrimination respecte les conditions suivantes :
∀x ∈ Lnh, d(x,Cnh ) ≤ β(h) (19)
∃λ ≥ 1 tel que ∀x ∈ K\Lnh, d(x,Kh\Cnh ) ≤ λβ(h), (20)
et si la dynamique est définie telle que :
∀x ∈ int(CaptG(K,C, n+ 1)),∃y ∈ G(x) tels que d(y,K\CaptG(K,C, n)) > 0, (21)
alors
∀n, Lnh ⊂ CaptG(K,C, n), (22)
∀n, Lnh → CaptG(K,C, n) lorsque h→ 0. (23)
La figure 2 illustre le passage de l’itération n à l’itération n + 1. La preuve de la convergence de
l’algorithme et les conditions que la fonction SVM doit respecter sont donnés dans [8].
A la première itération, la fonction f0 n’est pas définie analytiquement. En pratique, on pose :
C0h = {xh ∈ Kh tel que xh ∈ C} , (24)
et on calcule la première fonction SVM à partir de l’ensemble d’apprentissage S, constitué des points de
























FIG. 2 – Exemple de passage de l’itération n (figure (a)) à l’itération n+1 (figure (b)). Les approximations
du bassin de capture courant Lnh et L
n+1
h sont représentées en bleu. L’espace des contraintes est délimité par
la ligne continue et la cible C est représentée en bleu foncé. Les ensembles Cnh et C
n+1
h sont représentés par
les points « + » en jaune et les ensembles Kh\Cnh et Kh\Cn+1h par les points « - » en rouge. Les ensembles
Lnh et L
n+1




h . A l’itération n, on teste pour tous les points
xh ∈ Kh si ∃x ∈ G(xh) tel que d(x,K\Lnh) > µβ(h). Si oui, alors xh ∈ Cn+1h (point x0 par exemple sur la
figure), et sinon, xh /∈ Cn+1h (point y0 par exemple).
Utiliser des SVMs pour définir l’approximation courante d’un bassin de capture permet d’utiliser une
méthode d’optimisation pour chercher un contrôle viable. On évite ainsi l’augmentation exponentielle du
temps de calcul lorsque la dimension de l’espace des contrôles augmente. On recherche ici s’il existe au
moins un contrôle qui va permettre à un point d’atteindre l’approximation du bassin de capture au temps
précédent. Par construction, on a à l’itération n + 1, Cn+1h ⊂ Cnh (les points qui peuvent atteindre la cible
avant le temps n.dt sans quitter K vont pouvoir également l’atteindre avant le temps (n + 1).dt). Ainsi, il
suffit de tester uniquement les points xh ∈ Kh\Cnh pour définir l’ensemble Cn+1h : maximiser fn(xh) fournit
un contrôle qui permet à la trajectoire xh(.) d’atteindre Lnh, si un tel contrôle existe. A partir d’un point x, on
réalise une descente de gradient jusqu’à trouver la suite de contrôle (uj)j qui maximise la fonction fn(x) :
u∗ = arg max
u∈U(x)
fn(x+ ϕ(x, u)dt). (25)
3.4 Contrôleur optimal en utilisant les SVMs
Le but du contrôleur optimal est de choisir une fonction de contrôle qui permette au système d’atteindre
la cible en un temps minimal, sans violer les contraintes de viabilité. L’idée est de choisir le contrôle qui
pilote le système afin qu’il traverse les différents ensembles Lnh dans un ordre décroissant, en suivant la
direction de la plus grande pente.
Procédure 3.2 (Algorithme de contrôle optimal)
Considérons x ∈ LTh . Notons n(x) défini comme suit :
n(x) = argmax
n
x ∈ Lnh. (26)
et u∗(x) est tel que :
u∗i = arg max
u∈U(xi)
fn(i)−1(xi + ϕ(xi, u)dt). (27)
La fonction de contrôle u∗(x) converge vers une politique de contrôle qui minimise le temps maximal
d’atteinte de la cible, lorsque h et dt tendent vers 0.
La preuve que le système atteindra la cible sans jamais quitterK est directe : lorsque h et dt tendent vers
0, les frontières ∂Lnh tendent vers les contours de la fonction valeur associée à la solution HJB du problème
et la procédure choisit le contrôle qui maximise cette fonction valeur.
4 Exemple d’application : la voiture sur la colline
4.1 Définition du problème
On considère ici le fameux problème de la voiture sur la colline (en anglais « car on the hill »). La
description du problème est tirée de [15].
Le système est défini en deux dimensions : la position de la voiture x et sa vitesse x′. La voiture peut
être contrôlée à l’aide d’une variable de contrôle continue en une dimension : l’accélération a. Le but est de
garder la voiture dans un ensemble de contraintes données, tout en atteignant la cible aussi vite que possible.
Le but est d’atteindre le haut de la colline, avec une vitesse faible : C ∈ [0, 5; 0, 7] × [−0, 1; 0, 1].
La voiture doit rester dans l’ensemble de contraintes K = [−1; 1] × [−2; 2]. L’accélération est limitée
a ∈ [−4; 4].
L’évolution de la vitesse x′ est fonction de la position x :
x′′ =
a√





avec g = 9, 81 et :
H ′(x) =
{
x2 + x si x < 0
x/
√
1 + 5x2 si x ≥ 0. (29)
On considère le système dynamique en temps discret suivant :{
x(t+ dt) = x(t) + x′(t)dt
x′(t+ dt) = x′(t) + x′′(t)dt.
(30)
4.2 Approximation des bassins de capture et contrôle optimal
La figure 3 présente l’approximation du bassin de capture du système et des contours de la fonction
valeur. Si la vitesse est trop faible lorsque la voiture est dans la côte de la colline, même l’accélération
maximale ne suffit pas pour remonter la pente. La voiture doit redescendre pour accumuler assez de vitesse
et remonter ensuite jusqu’en haut de la colline. La figure 3 présente une trajectoire qui permet d’atteindre
la cible en un temps minimal, à partir du point x0 = (−0, 1; 0, 4).
FIG. 3 – Approximation du bassin de capture du problème de la voiture sur la colline. L’axe horizontal
représente la position x(t) et l’axe vertical la vitesse x′(t).K est le rectangle qui limite les points de la grille.
Le bassin de capture est représenté en bleu. Les différentes lignes de niveaux représentent les contours de
la fonction valeur approchée. La grille contient 71 points par dimension.
5 Conclusion
Nous avons proposé un algorithme d’approximation de bassins de capture et de fonction de temps mi-
nimal. L’utilisation de SVMs fournit une approximation parcimonieuse des bassins de capture et permet
d’utiliser une méthode d’optimisation pour trouver les contrôles qui capturent la cible. Ce dernier point est
particulièrement important pour traiter des problèmes dont l’espace des contrôles est en grande dimension.
De plus, nous obtenons une approximation par l’intérieur, ce qui garantit d’atteindre la cible, même si l’ap-
proximation n’est pas très fine.
Cette méthode pourrait être étendue au-delà des problèmes d’atteinte de cible. En effet, les problèmes de
programmation dynamique, dans lesquels il s’agit de trouver une politique d’action qui maximise une ré-
compense cumulée, peuvent être traité comme des problèmes de viabilité, en ajoutant une dimension supplé-
mentaire qui représente la récompense cumulée. Il est donc maintenant important d’identifier les conditions
dans lesquelles notre approche, évitant d’ajouter cette dimension supplémentaire, peut s’appliquer à de tels
problèmes.
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