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Abstract—We consider the problem of designing a fast de-
coder for antipodal uniquely decodable (errorless) code sets for
overloaded synchronous code-division multiple access (CDMA)
systems where the number of signals Kamax is the largest
known for the given code length L. The proposed decoder is
designed in a such a way that the users can uniquely recover
the information bits with a very simple decoder, which uses
only a few comparisons. Compared to maximum-likelihood (ML)
decoder, which has a high computational complexity for even
moderate code length, the proposed decoder has a much lower
computational complexity. Simulation results in terms of bit error
rate (BER) demonstrate that the performance of the proposed
decoder only has a 1− 2 dB degradation at BER of 10−3 when
compared to ML.
Index Terms—Uniquely decodable codes, overloaded CDMA,
overloaded binary and ternary codes.
I. INTRODUCTION
In the last decade, wireless communication service has
experienced explosive growth while communication technolo-
gies have progressed generation by generation. Code-division
multiple-access (CDMA) [1] was the basic technology for 3G
and for some 2G (IS-95) networks. With the rapid development
of mobile Internet and Internet of things (IoT), fast pace
increase in requirements are expected to be satisfied in the
5th generation (5G) and beyond wireless communications,
e.g., higher spectral efficiency, massive connectivity, lower
latency, etc. In such fast growing communication systems
in which a larger number of users transmit over a common
channel is a very challenging problem, due to the multiple-
access interference (MAI) created in overloaded systems.
These challenges can be addressed by the introduction of
the non-orthogonal multiple access (NOMA) techniques [49],
which can be categorized as power-based and code-based. The
few of the strong contenders of code-based NOMA are the
low-density spreading CDMA (LDS-CDMA) [50] and sparse
code multiple access (SCMA) [52], which are mainly for the
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uncoordinated IoT type systems. LDS-CDMA and SCMA can
be considered as a form of CDMA. Fundamentals of CDMA
will remain as the basic building block of such SCMA-like
systems.
In CDMA systems, each user is assigned a distinct spread-
ing code to access a common communication channel. At each
interval, each user multiplies its symbol by its spreading code
before transmission over the common channel. The detector of
the received user should know its own unique spreading code
in order to decode its own symbol from the sum of received
signals. Theses codes should be designed such that the cross-
correlations between the spreading code of the desired user and
the spreading codes of the other users are minimal. Pseudo-
noise (PN) sequences played an important role in spreading
each user’s messages, especially in asynchronous CDMA
systems. These PN sequences are statistically uncorrelated
and the sum of a large number of PN sequences results in
MAI that can be approximately modelled as a Gaussian noise
process according to the central limit theorem. In other words,
unlike synchronous CDMA, the signals of other users appear
as Gaussian noise to the signal of interest. It is well-known
for the under- or fully-loaded synchronous CDMA system
where the number of users K is lower than or equal to the
spreading gain or code (signature) length L, over a common
additive white Gaussian noise (AWGN) channel, the optimum
spreading codes can be obtained from the columns or rows of a
Hadamard matrix1. Moreover, for such systems the optimum
multiuser detector (MUD) is a simple linear matched filter
(MF).
On the other hand, in synchronous CDMA transmission
over the noiseless channels, when mutually orthogonal PN
sequences are used, the received signal is uniquely decodable
(UD) simply by using a bank of filters matched to each PN
sequence. A spreading code matrix of dimension L × K is
considered to be UD or “errorless”, in a noiseless channel for
all possible xi 6= xj ∈ {±1}K×1, Cxi 6= Cxj when i 6= j
[28]. Essentially, it means all yi = ACxi =
∑K
k=1 Ackxi,k
are unique for all possible distinct binary data vectors xi,
i = 1, 2, ..., 2K and can be uniquely decoded to recover the
information bits xi,k with a scalar amplitude of A > 0.
However, to meet the demand of increased bandwidth
efficiency, overloaded CDMA, where the number of users
1We recall that a Hadamard matrix of size L is an L × L matrix HL
with elements +1 or 1 and mutually orthogonal columns, HLH
T
L = LIL,
where IL is the size-L identity matrix. A necessary condition for a Hadamard
matrix to exist is that L ≡ 0 (mod 4), except for the trivial cases of L = 1
or L = 2.
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K is greater than the spreading gain L, may be required.
From our basic linear algebra, we know that the maximum
number of the orthogonal spreading codes for a given length
L must be exactly L. Therefore, finding suitable spreading
codes and decoding schemes for such overloaded systems is
a challenging optimization problem.
To address these challenges, numerous non-UD [2]-[14],
and UD [15]-[36] construction based code sets have been
proposed. Examples of such non-UD code sets are pseudo-
noise spreading (PN) [2], [3], OCDMA/OCDMA (O/O), [4]-
[5], PN/OCDMA (PN/O) [6], multiple-OCDMA (MO) [7],
improved O/O CDMA [8]. Those codes use two or multiple
sets of orthogonal signal waveforms, which makes it possible
to accommodate more users than the signature length L. As
a consequence of this, a significant level of the MAI exist
at the output of each user’s matched filter due to the cross-
correlation among different signatures. The cross-correlation
properties, of a code set, which are best defined by the term
total squared correlation (TSC), plays an important role in the
error performance. The TSC of a code set C is the sum of the
squared magnitudes of all the inner products of codes,
TSC(C)
△
=
K∑
i=1
K∑
i=1
|cHi cj |
2, (1)
where superscript “H” denotes Hermitian transpose, that is,
the conjugate transpose operation. TSC is lower bounded by
TSC(C) ≥ (KN/L), where N = max (K,L) for code
set C in the real or complex domain [9]-[11]. While for
real/complex-valued code sets the Welch bound is always
achievable, this is not the case in general for finite-alphabet
codes. Recently, new bounds were derived for the TSC of
antipodal and quaternary (alphabet {±1}, {1+ j,−1 + j, 1−
j,−1− j} ) code sets together with optimal set designs [12]-
[14]. Although TSC is considered to be a good metric for
underloaded synchronous CDMA systems it may not be a
proper figure of merit for overloaded synchronous CDMA
systems [33]. Since Welch bound equality (WBE) code sets
achieve the minimum total correlation do not necessarily
consider the MAI experienced by each individual user, but
instead determines the variance of the MAI over all users.
Some users may be affected by very large MAI variance and
different users may even have identical spreading codes, which
can degrade the overall decoding performance of the system.
Therefore, WBE (or minimum TSC) code in general is not a
proper choice for overloaded systems. Accordingly, the study
of the correlation level of spreading codes, individually or
group-wise is preferable to the TSC.
Although these code set designs provide a substantial
increase in system capacity the complexity of the optimal
detector is exponentially proportional to the number of users,
which prohibits its practical implementation. Various sub-
optimal detection techniques have been proposed with low
complexity. These suboptimal approaches can be classified
into two categories: linear and non-linear multiuser detectors.
Linear multiuser detectors include among others, MF, mini-
mum mean square error (MMSE), and zero-forcing (ZF), etc.
In a non-linear subtractive interference cancellation detector
the interference is first estimated and then it is subtracted from
the received signal before detection. The cancellation process
can be carried out either successively (SIC) [37], or in parallel
(PIC) [38]-[39]. In non-linear iterative detectors [40]-[44],
probabilistic data association (PDA) [45] aims to suppress the
MAI in each iteration in order to improve the overall error
performance. Suboptimal polynomial time detectors that are
based on the geometric approach are studied in [46]-[47].
In general, linear as well as non-linear detectors cannot
separate users in overloaded systems even in the case of
asymptotically vanishing noise. Therefore, we seek to design
spreading codes such that decoding can achieve asymptotically
zero probability of error multiuser detection when the signal-
to-noise (SNR) ratio becomes arbitrary large. The UD class
of codes that guarantee “errorless” communication in an
ideal (noiseless) synchronous CDMA/code-division multiplex-
ing (CDM) also shows a good performance in the presence of
noise. Finding the overloaded UD class of codes for noiseless
channel is directly related to the coin-weighing problem, one
of the Erdo¨s’s problem in [15]. It is a special case of a general
problem and in literature [16]-[20] authors used the term
detecting matrices. Lindstro¨m in [21] defines the same problem
as the detecting set of vectors. Given an integer q ≥ 2 and a
finite set alphabet M of rational integers, let vi for 1 ≤ i ≤ n
be L-dimensional (column) vectors with all components from
M such that the qn sums
n∑
i=1
ǫivi (ǫi = 0, 1, 2, . . . , q − 1) (2)
are all distinctly unique, then {v1, . . . ,vn} are detecting set of
vectors. Let Fq(L) be the maximal number of L-dimensional
vectors forming a detecting set. Let fq(n) be the minimal L for
a given n. The problem of determining fq(n) as a special case
when q = 2, M = {0, 1} that can be equivalently expressed
as a coin-weighing problem: what is the minimal number of
weighings on an accurate scale to determine all false coins in
a set of n coins. The choice of coins for a weighing must not
depend on results of previous weighings. This problem was
first introduced by So¨derberg and Shapiro [16] for n = 5. The
minimal number of weighings, L, has only been found for a
few different values of n in [22]. However, Lindstro¨m gives an
explicit construction of L× γ(L+1) binary (alphabet {0, 1})
and L×γ(L)+1 antipodal (alphabet {±1}) detecting matrices,
where γ(L) is the number of ones in the binary expansion of
all positive integers less than L. He also proved that the lower
bound in the case of M = {0, 1} or {±1} is
lim
n→∞
f2(n) logn
n
= 2. (3)
Cantor and Mills [18] constructed a class of 2k×(k+2)2(k−1)
ternary (alphabet {0,±1}) detecting matrices for k ∈ Z+,
which implies that in the case of M = {0,±1} the lower
bound is
lim
n→∞
f3(n) logn
n
≤ 2. (4)
In the literature, most of the explicit construction of UD
code sets are recursive. To the best of our knowledge, it
is worth mentioning that the maximum number of vectors
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of the explicit constructions of binary, antipodal and ternary
code sets are Kbmax = γ(L + 1), K
a
max = γ(L) + 1 and
Ktmax = (k + 2)2
(k−1), as shown in Table I, Table II and
Table III, respectively. The applications of such codes varies,
but typically is mostly seen in noiseless transmission channels.
As an example, they can be suitable for the multi-access adder
channels [27]-[31] and in wired communications, which can
double (or more) the bandwidth at modest/moderate expense
of the increase in computational cost. The authors in [32]
motivate overloaded binary UD code sets for the application
in code-division multiple-access fiber optical channels.
To the best of our knowledge, there is no known explicit
construction that generates code sets larger than Kbmax, K
a
max
and Ktmax for a given L. Several authors have proposed linear
decoders in noiseless scenarios for their explicit construction
achieving Kmax. For example, Martirossian and Khachatrian
[24] presented a linear decoder for their explicit construction
of binary code sets in the noiseless transmission channel. The
linear decoders, corresponding to their explicit construction
with Kmax of antipodal and ternary code set can be found
in [25], [26] and [27]-[29], respectively. Although such over-
loaded UD code sets theoretically facilitate a large capacity,
their decoding for noisy transmission has always been a
greater challenge to deal with. For the noisy channel, the
proposed decoders stand ineffective to provide an acceptable
error performance. In general, the efficiency of the whole
system is determined by the decoder, which must have a simple
design and perform comparably better in a noisy transmission
channel. In fact, in noisy channels, those code sets that have
Kmax vectors need a maximum-likelihood (ML) decoder to
determine the received vector, a process which is considered
NP-hard [48].
Recently, in [33], a class of antipodal code sequences, which
hierarchically possess cross-correlation, for overloaded CDM
systems with simplified two-stage ML detection has been
proposed. In addition to that other overloadedmatrices over the
ternary alphabet is introduced in [34] with fast logical decoder,
which requires a few comparisons. Similarly, in [35] the
authors propose overloaded code sets over the ternary alphabet
that has twin tree structured cross-correlation hierarchy with
a simple multi-stage detection. Yet another construction of
ternary codes that has K greater than those proposed in [34]
and [35] with a very fast decoder is proposed in [36]. The
primary reason for such low complexity decoders is that the
code sets are constructed with a certain criteria, which entails
lowering the maximum number of vectors K < Kmax, as
shown in Table III.
One can potentially take advantage of such codes’ structure
and decoding scheme and utilize them in NOMA schemes
[49] that recently have received significant attention for the
5G cellular networks. Low-density spreading CDMA (LDS-
CDMA) was introduced in [50] and [51] as a special approach
of CDMA for overloaded systems which satisfies the demand
of massive connectivity in 5G. In the LDS-CDMA system,
modulated symbols are spread over only the nonzero parts of
spreading codes, which are in the domain of {0,±1}. The
number of interfering users on each chip is much lower than
traditional CDMA. Recently, LDS has been further extended
to SCMA [52]. In the SCMA system, the QAM mapper and
the symbol spreader are combined to directly map incoming
data streams to multidimensional sparse complex codewords
selected from a codebook set. By making full use of the spar-
sity of codewords, MUD based on message passing algorithm
(MPA) can be used to separate symbols at the receiver with
acceptable complexity. Indeed, the permutation-based SCMA
system described in [53] utilizes the fundamentals of UD code
sets that are discussed in this article.
Multi-user shared access (MUSA) [54] is another NOMA
scheme via code domain multiplexing, which can be re-
garded as an improved scheme of CDMA. Different from
conventional CDMA, MUSA can realize overloading by using
low-correlation spreading sequences at the transmitter. The
spreading sequence is specifically designed to cope with heavy
overloading. At the receiver, SIC is performed to separate
superimposed symbols according to the received signal-to-
interference-plus-noise-power ratio (SINR) difference. An SIC
receiver reaches a good tradeoff between performance and
complexity. However, SIC suffers from the error propagation
problem and degrades the performance of NOMA transmis-
sion. To alleviate the error propagation problem of the SIC
receiver, a novel NOMA scheme pattern-division multiple
access (PDMA) was introduced in [55]-[56]. Joint optimiza-
tion of transmitting and receiving is considered with SIC
amenable pattern design at the transmitter side and SIC based
detection at the receiver side. At the transmitter, PDMA uses
nonorthogonal patterns which are designed to maximize the
diversity and minimize the overlaps of multiple users. Then,
multiplexing can be realized in code domain, power domain,
space domain or their combinations.
In this work, for the first time we consider the problem of
designing a fast decoder for antipodal UD code sets which
achieve the maximum number of users Kamax presented in
[26]. These recursive construction sets, which connect the
vector spaces to Galois extensions, provide one possible con-
struct out of all UD code sets which are distinct from other
known constructs, shown in Table II. The proposed decoder is
designed in a such a way that the user can uniquely recover
the information bits with a very simple decoder, which uses
only a few comparisons. In contrast to the ML decoder, the
proposed decoder has a much lower computational complexity.
Simulation results in terms of bit error rate (BER) demonstrate
that the proposed decoder has a degradation of only 1− 2 dB
compared to the ML decoder at a BER of 10−3.
The rest of the paper is organized as follows. In Section
II, we present the formulation of the uniquely decodable
code sets followed by their recursive construction in Section
III. The minimum distance of such code sets is presented
in Section IV followed by the noiseless decoding algorithm
(NDA) in Section V and fast decoding algorithm (FDA) in
Section VI. The complexity analysis is presented in Section
VII. After illustrating simulation results in Section VIII, a few
conclusions are drawn in Section IX.
The following notations are used in this paper. All boldface
lower case letters indicate column vectors and upper case
letters indicate matrices, ()T denotes transpose operation, C
denotes the set of all complex numbers, mod denotes the
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TABLE I
BINARY CODES
Year Authors and Publications n K
Decoder
Noiseless AWGN
1963 So¨derberg and Shapiro [16] L < γ(L+ 1) No No
1964 Lindstro¨m [23] L γ(L+ 1)† No No
1966 Cantor and Mills [18] 2k − 1 k2(k−1) No No
1989 Martirossian and Khachatrian [24] L γ(L+ 1) Yes No
† Code set constructions that achieve the maximum number of vectors Kmax are presented in
bold.
TABLE II
ANTIPODAL CODES
Year Authors and Publications n K
Decoder
Noiseless AWGN
1964 Lindstro¨m [23] L γ(L) + 1 No No
1987 Khachatrian and Martirossian [30] L γ(L) + 1 No No
1995 Khachatrian and Martirossian [25] 2k k2(k−1) + 1 Yes No
2012 Kulhandjian and Pados [26] 2k k2(k−1) + 1 Yes No
TABLE III
TERNARY CODES
Year Authors and Publications n K
Decoder
Noiseless AWGN
1966 Cantor and Mills [18] 2k (k+ 2)2(k−1) No No
1979 Chang and Weldon [27] 2k (k+ 2)2(k−1) Yes No
1982 Ferguson [28] 2k (k+ 2)2(k−1) Yes No
1984 Chang [31] 2k (k+ 2)2(k−1) No No
1998 Khachatrian and Martirossian [29] 2k (k+ 2)2(k−1) Yes No
2012 Mashayekhi and Marvasti [34] 2k 2(k+1) − 1 Yes Yes
2016 Singh et al. [35] 2k 2(k+1) − 2 Yes Yes
2018 Kulhandjian et al. [36] 2k 2(k+1) + 2(k−2) − 1 Yes Yes
modulo operation, rnd stands for round to the nearest integer
function, sgn denotes the sign function, | · | denotes complex
amplitude, ⌈.⌉ is the ceiling function and ⌊.⌋ is the flooring
function.
II. FORMULATION AND FOUNDATION DEVELOPMENT
We recall that an antipodal code set C ∈ {±1}L×K is
uniquely decodable over signals x ∈ {±1}K or x ∈ {0, 1}K ,
if and only if for any x1 6= x2, Cx1 6= Cx2 or, equivalently,
C(x1 − x2) 6= 0L×1. We can rewrite the unique decodability
necessary and sufficient condition as Null(C) ∩ {0,±2}K =
{0}K or in an equivalent manner
Null(C) ∩ {0,±1}K = {0}K . (5)
Let C ∈ {±1}L×f2(L) be the set of all possible antipodal
code sets that satisfy the UD condition (5), and f2(L) is the
maximal possible value. As a corollary, any UD code set of
C can be reduced to an L × K matrix, CL×K , where the
first L columns form a Hadamard matrix and still satisfy the
condition (5). It can be achieved simply by multiplying each
row or column by −1 and permuting the rows and columns
of the UD code set. The proposed constructs of UD code
sets in [20], [24], [25], and [29] are based on Hadamard
matrices. These constructs are very specific among all of the
sets in C. We know that Hadamard matrices have maximum
determinants and therefore we are interested in this work in
the matrices CL×K that can be written as CL×K = [HLVL],
where VL ∈ {±1}L×(K−L) and HL is a Sylvester-Hadamard
matrix of order L = 2p, p = 2, 3, ... . We recall that
the order-2 Sylvester-Hadamard matrix is H2 =
[
1 1
1 −1
]
and H2p+1 =
[
H2p H2p
H2p −H2p
]
, p = 1, 2, ... . Then, for any
p = 1, 2, ..., H2pH2p = 2
pI2p×2p , where IN×N is the size-N
identity matrix. By (5), for any z ∈ {0,±1}K − {0}K we
must have
[HLVL] z 6= 0L or (6a)
HLz1 6= −VLz2, (6b)
where z =
[
zT1 z
T
2
]T
, z1 ∈ {0,±1}
L, z2 ∈ {0,±1}
K−L
and 0L = {0}L. Obviously, there are 3L distinct points
created by the HL Hadamard matrix projection HLz1 and
up to 3K−L − 1 points created by the VL matrix in the L-
dimensional space by the operation VLz2. We need to design
a matrix VL ∈ {±1}L×(K−L) such that no hypercube point
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generated by VL coincides with hypercube point generated
by HL and zero vector 0L. We shall attempt to address the
following two questions: (i) What is the maximum number of
columns that we can append to a given Sylvester-Hadamard
HL and satisfy (6b)? (ii) If we know the maximum number
of columns K − L that we can append, how do we design
such a VL ∈ {±1}L×(K−L) to create the errorless code
C = [HLVL]? Notice that addressing question (i) it is
equivalent to finding f2(L) of C.
The design of the optimal VL (maximum number of
columns) for the case L = 4 is simple and can be found
working directly in the column space of C, which has a total
of only 24 = 16 points. Four points and their corresponding
antipodal points are used already by H4 and cannot be
entered in V4. The remaining eight possible candidates are
[−1, 1, 1, 1]T , [1,−1, 1, 1]T , [1, 1,−1, 1]T , [1, 1, 1,−1]T and
their four negatives. Any one, but no more, of these vectors
can define V4 ∈ {±1}
4×1.
In preparation for the general construction section that fol-
lows, we present four unique decodability conditions (propo-
sitions) that we have derived stemming from (6b). In the
presentation, each column vi in VL = [v1, ...,vK−L] is
partitioned into subvectors vi = [v
T
i,0, ...,v
T
i,M−1]
T , where
M = L/4 and vi,j ∈ {±1}4×1 for 0 ≤ j ≤M .
Proposition 1. Assume z1 6= 0L in (6b). The code C is not
uniquely decodable (not errorless) if and only if
[v0,0, ...,vN−1,0]A1N = H4AH,01N ′
[v0,1, ...,vN−1,1]A1N = H4AH,11N ′ (7)
...
...
[v0,M−1, ...,vN−1,M−1]A1N = H4AH,M−11N ′
for some A ∈ {0,±1}N×N that has at most one non zero
entry in each column and matrices AH,i ∈ {0,±1}4×N
′
i =
0, ...,M − 1, that have at most one non zero entry in each
column at the same position for all i = 0, ...,M−1 with values
[a0,j , ..., aM−1,j ]
T ∈ ±HM at column j, where N,N ′ ∈ N,
1N = {1}N×1 and 1N ′ = {1}N
′×1. 
Proposition 2. Assume z1 6= 0L in (6b). If
β0,0v0,0 ⊙ ...⊙ βN−1,0vN−1,0 = δ0hj
β0,1v0,1 ⊙ ...⊙ βN−1,1vN−1,1 = δ1hj (8)
...
...
β0,M−1v0,M−1 ⊙ ...⊙ βN−1,M−1vN−1,M−1 = δM−1hj
is not true for all [δ0, ..., δM−1]
T ∈ HM , hj ∈ H4, βi,j ∈
{0, 1}, 0 ≤ i ≤ N − 1, 0 ≤ j ≤ M − 1, β0,0 = β0,1 = ... =
β0,M−1, β1,0 = β1,1 = ... = β1,M−1, ..., βN−1,0 = βN−1,1 =
... = βN−1,M−1, where the ⊙ operator denotes element by
element multiplication of vi,j vectors, then (6b) is satisfied.

Proposition 3. Assume z1 = 0
L in (6b). The code C is not
uniquely decodable if and only if
[v0,0, ...,vN−1,0]A1N = 0
[v0,1, ...,vN−1,1]A1N = 0 (9)
...
...
[v0,M−1, ...,vN−1,M−1]A1N = 0
for some A ∈ {0,±1}N×N , where N ∈ N, 1 = {1}4×1,
0 = {0}4×1 and A has at most one ±1 entry in each column.

Proposition 4. Assume z1 = 0
L in (6b). If
β0,0v0,0 ⊙ ...⊙ βN−1,0vN−1,0 = δ1
β0,1v0,1 ⊙ ...⊙ βN−1,1vN−1,1 = δ1 (10)
...
...
β0,M−1v0,M−1...⊙ βN−1,M−1vN−1,M−1 = δ1
is not true for all δ ∈ {±1}, βi,j ∈ {0, 1}, 0 ≤ i ≤ N − 1,
0 ≤ j ≤ M − 1, β0,0 = β0,1 = ... = β0,M−1, β1,0 = β1,1 =
... = β1,M−1, βN−1,0 = βN−1,1 = ... = βN−1,M−1, then
(6b) is satisfied. 
III. ERRORLESS CODE SET CONSTRUCTION
We begin by trying to find the maximum
number of columns that can be appended to the
Sylvester-Hadamard matrix H8 while maintaining
the unique decodability property. We introduce the
notation H4 = [h0,h1,h2,h3], [a0, a1, a2, a3] ,[
[−1, 1, 1, 1]T , [1,−1, 1, 1]T , [1, 1,−1, 1]T , [1, 1, 1,−1]T
]
,
and the negation function x− , −x. We can see that vectors
{h0,h1,h2,h3, a0, a1, a2, a3} together with ⊙ operator
form a finite group (G,⊙). There exists an isomorphism ϕ,
shown in Table IV from G to finite additive Abelian group
(F24 ,+) of extended Galois field F24 , in other words G
is isomorphic to (F24 ,+), (G,⊙) ∼= (F24 ,+). From linear
algebra we know that there is an isomorphism from finite
additive groups (Fpn ,+) to vector fields (F
n
p ,+) and to Z
n
p ,
that is (Fpn ,+) ∼= (Fnp ,+)
∼= Znp [58].
Table IV maps the vectors h0, ...,h3, a0, .., a3 in their direct
and negated form to elements in F24 with primitive polynomial
α4 +α+1 = 0, where α is the primitive element in extended
Galois field GF(24). Notice carefully that operation of the
finite group G is ⊙, whereas the finite additive group F24
is +.
With the above formulation, we describe the columns
of VL, vi, i = 0, ...,K − L − 1, as two-dimensional
vectors fi = [fi,0 fi,1]
T , fi,0, fi,1 ∈ {0, 1, α, ..., α14},
i = 0, ...,K − L − 1, L = 8. By Propositions 2 and
4, no vector subset of [f0, f1, .., fK−L−1] can be of
the form [c, c]T , [c−, c]T , [c, c−]T , [c−, c−]T , where
c ∈ {0, 1, α, α2, α4, α5, α8, α10}. Consider all 28 = 256
possible antipodal columns of C reduced down to 128 by
the column-sign equivalence property. Partition the 128
vectors into three types of matrices, A, D, G as well as
H8. Then each type of matrices partition into equivalence
classes. We define an equivalence relation ∼ as such fi ∼ fj
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TABLE IV
ISOMORPHISMϕ : G 7→ F24
Antipodal Polynomial Power
h0 0 0
h2 1 1
h1 α α
h
−
0 α
2 α2
a1 α3 α3
h3 α+ 1 α4
h
−
1 α
2 + α α5
a
−
1 α
3 + α2 α6
a2 α3 + α+ 1 α7
h
−
2 α
2 + 1 α8
a3 α3 + α α9
h
−
3 α
2 + α+ 1 α10
a
−
3 α
3 + α2 + α α11
a
−
2 α
3 + α2 + α+ 1 α12
a0 α3 + α2 + 1 α13
a
−
0 α
3 + 1 α14
if [fi fj ] is appended to H8 matrix then the UD property of
combined matrix no longer holds. As an example, a family,
A1, of equivalence class can be defined as {[f ] : f ∈ A1}.
Therefore, we present all the family of equivalence classes
below: A1 =
[
α13 α14 α3 α3 α7 α7 α9 α9
0 0 α8 1 α5 α α10 α4
]
,
A2 =
[
α3 α6 α13 α13 α7 α7 α9 α9
0 0 α8 1 α10 α4 α α5
]
,
A3 =
[
α7 α12 α13 α13 α3 α3 α9 α9
0 0 α5 α α10 α4 α8 1
]
,
A4 =
[
α9 α11 α13 α13 α3 α3 α7 α7
0 0 α10 α4 α α5 α8 1
]
,
A5 =
[
0 0 1 α8 α α5 α4 α10
α13 α14 α3 α3 α7 α7 α9 α9
]
,
A6 =
[
0 0 1 α8 α α5 α4 α10
α3 α6 α13 α13 α9 α9 α7 α7
]
,
A7 =
[
0 0 1 α8 α α5 α4 α10
α7 α12 α9 α9 α13 α13 α3 α3
]
,
A8 =
[
0 0 1 α8 α α5 α4 α10
α9 α11 α7 α7 α3 α3 α13 α13
]
,
D1 =
[
0 0 1 α8
1 α8 0 0
]
, D2 =
[
0 0 α α5
α α5 0 0
]
,
D3 =
[
0 0 α4 α10
α4 α10 0 0
]
, D4 =
[
α13 α3 α7 α9
α13 α3 α7 α9
]
,
D5 =
[
α13 α3 α7 α9
α3 α13 α9 α7
]
, D6 =
[
α13 α3 α7 α9
α7 α9 α13 α3
]
,
D7 =
[
α13 α3 α7 α9
α9 α7 α3 α13
]
, G1 =
[
α14 α3 α7 α9
α9 α12 α6 α14
]
,
G2 =
[
α14 α3 α7 α9
α7 α11 α14 α6
]
, G3 =
[
α14 α3 α7 α9
α3 α14 α11 α12
]
,
G4 =
[
α14 α3 α7 α9
α13 α6 α12 α11
]
, G5 =
[
α α 1 1
α8 1 α5 α
]
,
G6 =
[
α4 α4 1 1
α8 1 α10 α4
]
, G7 =
[
α4 α4 α α
α5 α1 α10 α4
]
,
H8 =
[
0 α 1 α4 0 α 1 α4
0 α 1 α4 α2 α5 α8 α10
]
. No two vectors from
the same equivalence class can be included in the construction
of V8, since they will coincide with the [c, c]
T , [c−, c]T ,
[c, c−]T , [c−, c−]T forms, c ∈ {0, 1, α, α2, α4, α5, α8, α10}.
Certainly, H8 (and H
−
8 ) cannot be included in our design
set either. It can be shown that Ai0 +Ai1 = Dj0 or G8−j0 ,
Ai2 +Dj1 = Ai3 , Dj2 +Dj3 = Gj4 and Gj5 +Gj6 = Gj7 ,
where in ∈ {1, ..., 8}, 0 ≤ n ≤ 3, and jm ∈ {1, ..., 7},
0 ≤ m ≤ 7. This result, as proved rigorously in Appendix
B, establishes that the maximum number of vectors that we
can append to H8 and have uniquely decodable code C is
five. The possible V8 matrices with K − L = 5 columns,
where it achieves Kamax = γ(8) + 1 = 13 can be constructed
from (A,A,A,D,G), (A,A,D,D,D), (A,A,D,D,G),
(A,A,D,G,G), (A,D,D,D,D), (A,D,D,D,G),
(A,D,D,G,G), and (A,D,G,G,G) combinations only.
Next, we are ready to propose a general L× [γ(L) + 1] code
set design,2 when L = 2p, p = 3, 4, ... . Let us properly
select3
V8 =
[
α13 1 α α13 α3
0 0 0 α13 α6
]
(11)
and then recursively construct
VL =
[
VL/2 VL/2 R
VL/2 V
−
L/2 0L/2
]
, (12)
where VL/2 is the L/2 × [γ(L/2) + 1 − L/2] matrix con-
structed in the previous step, R = [r0, ..., rM−1]
T
with
ri =
[
0¯T4i, α
13, 1, α,0T4(M−1−i)
]T
, 0 ≤ i ≤M−1,M = L/8,
0¯q is the q-dimensional column vector with all elements zero
from the F24 , except at the qth position, which is 0
−, 0t is
all-zero t-dimensional column vector in F24 and 0L/2 is an
L/2×(L/2−1) all-zero matrix in F24 . By either Propositions
2 and 4 or Propositions 1 and 3, the resulting code construction
CL×γ(L)+1 = [HLVL] is errorless and of maximum known
size Kamax = γ(L) + 1.
An extension of our design to the case L′ = 0 (mod 4) and
L′ 6= 2p, p = 1, 2, ... . First, find the largest L = 2p such
that L < L′ ≤ 2L. Then, design VL according to (12). Find
m ∈ {1, 2, ...} such that L′ = L+ 4m and extend VL to
VL′ =
[
VL 0L
0′ R′
]
, (13)
where 0L of dimensions L × 3m and 0′ of dimensions
m × [γ(L) + 1 − L] are all-zero matrices in F24 and R
′ =[
r′0, ..., r
′
m−1
]T
with r′i =
[
0T3i, α
13, 1, α,0T3(m−1−i)
]T
, 0 ≤
i ≤ m − 1. The matrix CL′×[L′+γ(L)+1−L+7m] = [H
′
L′VL′ ]
is our proposed errorless code set, where H′L′ is created by
the first L′ rows and columns of the Sylvester-Hadamard
matrix H2L of order 2L. Compared with other recursive
methods, our method in (13) produces errorless codes4 C
of dimension L′ = 0 (mod 4) ∈ (L = 2p, 2p+1], and size
K ′ = [L′+ γ(L)+ 1−L+7m] < Kamax lower than the con-
structions proposed in [23], [30], which can achieve for certain
L′ = 0(mod4) values. Such constructions, however, require
derivation/knowledge of smaller size errorless constructions,
while our design in (13) is Sylvester-Hadamard explicit.
IV. MINIMUM DISTANCE OF CODE SETS
We define the distance among L-dimensional two vectors,
yi and yj for i 6= j to be
dL(yi,yj) =
L∑
t
|yi,t − yj,t|. (14)
2Since L = 2p , Kamax = γ(L) + 1 = p2
p−1 + 1, p = 3, 4, ... .
3In this design, V8 is chosen from the (A,D,D,D,G) combination.
4Note that the antipodal UD code sets CL×K ∈ C can be converted to
UD binary code sets, refer to Appendix A.
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C8×13 =

+ + + + + + + + − + + − +
+ − + − + − + − + + − + −
+ + − − + + − − + − + + +
+ − − + + − − + + − − + +
+ + + + − − − − + + + − −
+ − + − − + − + + + + + +
+ + − − − − + + + + + + −
+ − − + − + + − + + + + −

Fig. 1. Errorless signature set C for an overloaded system with L = 8 and
K = 13.
Then the general minimum distance of received vectors for a
given code set can be formulated by
dmin(C) = argmin
xi,xj∈{±1}
K
yi=Cxi,yj=Cxj
dL(yi,yj). (15)
Theorem 1. Let M ∈ {±1}L×K represent the set of
all antipodal matrices constructed by distinct columns, then
dmin(M) is equal to 4.
Proof. Assume that dmin(M) = dL(yn,ym), where yn =
Mxn and ym =Mxm. The difference vector y = yn−ym =
M(xn−xm) =Mx must have one non-zero element yc 6= 0,
yn,c 6= ym,c, and L− 1 zeros yt = 0, yn,t = ym,t for t 6= c to
achieve dmin. In other words, the number of ±2 in x must be
even, since the combination of odd numbers of ±1 can never
make zero. The minimum values of yn,c and ym,c with the
combination of±1 can only have 1−(−1) = 2 or −1−1 = −2
values. Therefore, we can have yn,c = 2 and ym,c = −2
or yn,c = −2 and ym,c = 2, which results in both cases
dmin(M) = |yn,c − ym,c| = 4.
Now that we proved that dmin(M) = 4, we will try to
find dmin(C) of our proposed UD code sets C ∈ C ⊂ M,
where C ∈ {±1}L×K is the set of all the UD code sets.
Based on our construction in (11), we first look at the
case of L = 8. Observe that the columns 9th and 12th,
[α13, 0]T and [α13, α13]T of the C all the elements are equal
except at the 5th element in which they differ. If we select
xn,9 6= xm,9, xn,12 6= xm,12, and xn,t = xm,t for all
t /∈ {9, 12} then yn,5 = 2 and ym,5 = −2 or yn,5 = −2 and
ym,5 = 2 will result in dL(yn,ym) = 4. With this specific
observation together with the Theorem 1, we conclude that
dmin(C) = 4. From this observation, we learn that if in a UD
code set any two columns differ at one element we assure that
dmin(C) = 4. Similarly, for L = 16 columns 17
th and 27th,
[α13, 0, α13, 0]T and [α13, 0, 0, 0]T differ in one element only.
Due to our recursive construction in (13) for L = 2p, where
p = 5, 6, ... columns p2(p−2) +3 and (p− 1)2(p−1) +3 differ
in one element only. Therefore, all the UD code set generated
by (13) has dmin(C) = 4.
V. NOISELESS DECODING ALGORITHM
In the following, we describe a recursive algorithm to
decode all multiplexed signals in the absence of noise. Suppose
that K signals contribute ±1 information bits, the multiplexed
signal vector is be expressed as
y = Cx =
K∑
i=1
xici, (16)
where y ∈ NL, N ∈ {±K,±(K− 2), ...}, C ∈ {±1}L×K is
the proposed code set, ci ∈ {±1}
K is the ith signal signature,
i = 1, · · · ,K , and x ∈ {±1}K is the information bit vector.
By the design of C, (16) has the property that all possible
2K bit-weighted sums of the ci signatures are distinct. This
means that we can recover x uniquely and correctly from y.
Consider the following equation
r =
1
2
(y +C1K×1) = Cx
′, (17)
where 1K×1 is the all-one vector and x
′ ∈ {0, 1}K×1 is the
affine transformation of x. Solving (16) is equivalent to solving
(17). Let n1 = L − 4(i − 1), n2 = n1 − L/2, n3 = n1 +
L/2, n4 = L/2 + 4i, n5 = n4 − 4, n6 = 4i, n7 = n6 − 4
and n8 = n4 + L/2, for i = 1 to L/8. In step 15, run the
NDA algorithm with the input r2 then another one with the
input r3 with dimension L/2 then combine all the outputs to
recover x′. The demultiplexing algorithm is given in direct
implementation form in Table V.
TABLE V
NOISELESS DECODING ALGORITHM (NDA)
Noiseless Decoding Algorithm (NDA)
Input: r = 1
2
(y +C1)
1: for i = 1 to L/8
2: mn3−1 ← r(n1) + r(n1 − 1) − [r(n2) + r(n2 − 1))]
3: if mn3−1(mod 4) = 2, x
′
n3−1
← 1; else x′n3−1 ← 0
4: mn3−2 ← r(n1) + r(n1 − 2) − [r(n2) + r(n2 − 2)]
5: if mn3−2(mod 4) = 2, x
′
n3−2
← 1; else x′n3−2 ← 0
6: mn3−3 ← r(n1) + r(n1 − 3) − [r(n2) + r(n2 − 3)]
7: −2(x′n3−1 + x
′
n3−2
)
8: if mn3−3(mod 4) = 2, x
′
n3−3
← 1; else x′n3−3 ← 0
9: for i = 1 to L/8− 1
10: mn8 ← r(n4 + 1) + r(n5 + 1) − [r(n6 + 1) + r(n7 + 1)]
11: −2(x′n7+1 + x
′
n6+1
);
12: if mn8 (mod 4) = 2, x
′
n8
← 1; else x′n8 ← 0
13: r1 ← r−CK−L/2:Kx
′
K−L/2:K
, r2 ← (r1,1:L/2 + r1,L/2+1:L)/2
14: r3 ← (r1,1:L/2 − r1,L/2+1:L)/2
15: NDA(r2), NDA(r3)
Output: xˆ
VI. FAST DECODING ALGORITHM IN AWGN
The recursive linear NDA decoder discussed in Section V is
not suitable for the noisy transmission channel. The received
vector form in the presence of noise can take the form
y = ACx+ n (18)
=
K∑
j=1
Acjxj + n, (19)
where A is the amplitude, cj ∈ {±1}L are signatures for 1 ≤
j ≤ K , x ∈ {±1}K is user data and n is the AWGN channel
noise vector. The objective of the receiver is the following;
given the received vector y and C recover the user data xˆ
such that the mean square error E{||x − xˆ||2} is minimized.
It is known that obtaining the ML solution is generally NP-
hard [48].
Our detection problem, where the overloaded signature
matrix has UD structure, can be solved efficiently if there is a
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C16×33 =

+ + + + + + + + + + + + + + + + − + + − + − + + − + − + + − + + +
+ − + − + − + − + − + − + − + − + + − + − + + − + − + + − − + + +
+ + − − + + − − + + − − + + − − + − + + + + − + + + + − + − + + +
+ − − + + − − + + − − + + − − + + − − + + + − − + + + − − − + + +
+ + + + − − − − + + + + − − − − + + + − − + + + − − + + + + − + +
+ − + − − + − + + − + − − + − + + + + + + + + + + + + + + + + + −
+ + − − − − + + + + − − − − + + + + + + − + + + + − + + + + + − +
+ − − + − + + − + − − + − + + − + + + + − + + + + − + + + + + − −
+ + + + + + + + − − − − − − − − − + + − + + − − + − + + + + + + +
+ − + − + − + − − + − + − + − + + + − + − − − + − + + + + + + + +
+ + − − + + − − − − + + − − + + + − + + + − + − − − + + + + + + +
+ − − + + − − + − + + − − + + − + − − + + − + + − − + + + + + + +
+ + + + − − − − − − − − + + + + + + + − − − − − + + + + + + + + +
+ − + − − + − + − + − + + − + − + + + + + − − − − − + + + + + + +
+ + − − − − + + − − + + + + − − + + + + − − − − − + + + + + + + +
+ − − + − + + − − + + − + − − + + + + + − − − − − + + + + + + + +

Fig. 2. Errorless signature set C for an overloaded system with L = 16 and K = 33 an overload factor of 106.25%.
function that maps y 7→ ŷ ∈ Λ ⊂ NL, where Λ is a Z-module
with rank L. It is equivalent to finding the closest point in a
lattice Λ, such that
ŷ = argmin
y′∈NL
dL(y,y
′). (20)
Gaining the knowledge of ŷ, one of the points in Λ generated
by C, we can obtain xˆ unique using NDA algorithm, since C
satisfies the unique decodability criteria (5). However, there is
no known polynomial algorithm to obtain ŷ from y.
Without loss of generality, our proposed simplified ML
approach uses the fact that C is generated by the seed matrix
given by
V8 =
[
α14 1 α α3 α3
0 0 0 α3 α6
]
, (21)
though it does not necessarily imply that our proposed fast
decoder cannot be applied to other recursive UD code sets.
It may only require a slight modification depending on a
given C matrix. We are ready to present the general form
of the fast decoding algorithm (FDA) for CL, L ∈ 2i, in
Table VI, where i ∈ {2, 3, ...}, the quantizer Q : R 7→ N ,
z1 = Q(y,−K,K) is a mapping of y ∈ R to the constellation
of {±K,±(K− 2), ...}. Furthermore, let integer n and vector
m denote the number of −1s and locations in xˆ, respectively.
Note that when z1 = K or z1 = −K only one comparison
is required. The algorithm proceeds by partitioning each row
dP (rc), recording n, K
′ the length of partition, L′ and R′ are
lengths of +1s and −1s in that specific partition of the row.
Whereas the table mLR keeps track of L and R, which are
the lengths of +1s and −1s of the row, nL, nR, the number
of −1s in the +1s and −1s locations of the row and mP (rc)
is the actual column indices of +1s and −1s at each row. The
functionmeP (dP (rc−1),m, n,K, rc,mLR,mP ) scans each
partition of the row with updated values and if it finds one or
more partitions completely identified the exact locations of
−1s, hence will skip partitioning further. Amin and Amax
are minimum and maximum calculated given partitions at
each row, at line 13 of FDA algorithm we define y′ =
y(rc)+2sgn(y(rc)−z(rc))cAL(rc, 1), uM(m,mLR, rc,mP )
updates m with the given updated parameters and function
fc(m,mLR) finds all the locations of −1s in m based on the
UD structure of C codes. In case the information in m do not
correspond to z, which is verified at the line 19 then it sets rc
to the row where the discrepancy happened and re-runs from
line 10 until it finds m that correspondence to z.
TABLE VI
FAST DECODER ALGORITHM (FDA)
Fast Decoder Algorithm (FDA)
Input: y
1: z1 ← Q(y1,−K,K)
2: if |z1| = K , xˆ← sgn(z1)1K
3: else
4: m← −1K , rc ← 1, n← (K − z1)/2
5: mLR(rc, 3)← n
6: dP (rc)← [n,K,mLR(rc, 1), mLR(rc, 2), mP (rc)]
7: cAL ← 0, z ← 0, sI ← 1, cT ← 1
8: while ( sI = 1 AND cT < Nc)
9: sI ← 0
10: while (rc < L, rc ← rc + 1)
11: [dP (rc), m]← meP (dP (rc − 1),m, n,K, rc, mLR,mP )
12: Amin ← minT (dP (rc)), Amax ← maxT (dP (rc))
13: z(rc)← Q(y′, Amin, Amax, 4)
14: cAL(rc, 2)← (Amin −Amax)/4 + 1
15: mLR(rc, 3)← (2n − z(rc)−
15: (mLR(rc, 2)−mLR(rc, 1)))/4
16: mLR(rc, 4)← n−mLR(rc, 3)
17: m← uM(m,mLR, rc, mP )
18: m← fc(m, mLR), tD ← z−C(−2m+ 1)
19: if tD /∈ 0, sI ← 1, rc ← id
20: cAL(rc + 1, 1)← cAL(rc + 1, 1) + 1
21: cT ← cT + 1
22: xˆ← −2m+ 1
Output: xˆ
VII. COMPLEXITY ANALYSIS
In this section, we discuss the complexity analysis of the
proposed NDA and FDA algorithms. The NDA decoder for
the noiseless transmission channels discussed in Section V
deciphers the data of all users at the receiver side in a recursive
manner. At each step, it performs addition and comparisons to
decipher the bits of the users. After L/8 number of execution
steps it calls the NDA algorithm recursively, using two smaller
vectors composed of the upper and lower L/2 elements of
the received vector. It continues until the length of the input
vectors is 8. The results of each recursive call are combined
with the other half and then returned. The algorithm returns
all of the decoded K bits, which results in linear complexity
O(K). As one would normally expect, the complexity of the
decoder in noisy channels is much higher than in noiseless
channels. However, the complexity of the proposed FDA
decoder in Section VI is not worse than NDA in terms of
the big O notation. It is important to state that the proposed
FDA requires neither any matrix inversion nor decomposition,
instead, only a few comparisons are performed in the quantizer
Q(·), i.e., multiplications and additions. The algorithm goes
through each row of the received vector to decode one or more
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users. Unlike the noiseless transmission, the FDA algorithm
can repeat the decoding process again from a row that had
previously been decoded by Nc times to improve the results.
As a result, it performs LNc times instead of L. Therefore,
the average complexity of FDA algorithm still remains linear
in K , O(K), since Nc is a constant.
VIII. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
antipodal UD code sequences generated by (21), which are
shown in Figs. 3, 4 and 5. In our simulations, we compare the
C4×5 =
[
+ + + + +
+ − + − −
+ + − − +
+ − − + +
]
Fig. 3. UD code set C with L = 4 and K = 5.
C8×13 =

+ + + + + + + + + + + + +
+ − + − + − + − − + − − −
+ + − − + + − − − − + + +
+ − − + + − − + − − − + +
+ + + + − − − − + + + + −
+ − + − − + − + + + + − +
+ + − − − − + + + + + + −
+ − − + − + + − + + + + −

Fig. 4. UD code set C with L = 8 and K = 13.
proposed decoder with the ML decoder and the probabilistic
association algorithm (PDA) proposed in [45] to decipher
the proposed code set sequences. In Figs. 6, 7 and 8, we
plot the BER performance averaged over the different users
for C4×5, C8×13 and C16×33, respectively. Due to the high
computational complexity of ML, we did not include it for the
case of L = 16. Even though the performance of the proposed
decoder is slightly worse than the ML decoder it is way more
simpler to implement and it is way less costly compared to
the ML decoder.
IX. CONCLUSION
In this paper, we have introduced a novel fast decoder algo-
rithm (FDA) for antipodal uniquely decodable (UD) code sets.
The proposed simple decoder uses only a few comparisons and
can allow the user to uniquely recover the information bits
at the receiver side. The proposed algorithm has much lower
computational complexity compared to maximum likelihood
(ML) decoder, which has a high complexity for even moderate
code length. Simulation results show that the performance of
the proposed decoder is almost as good as the ML decoder.
APPENDIX A
PROOF OF THE CONVERSION FROM Ca TO Cb
The proof of the conversion from the antipodal overloaded
UD code sets to binary UD code sets coined as optical CDMA
code sets are presented in [32].
Theorem 2. If there is an antipodal UD code set Ca ∈
{±1}L×K, then there is an equivalent binary UD code set
Cb ∈ {0, 1}L×K.
Proof. Suppose there is an antipodal UD code set CaL×K . By
corollary, if multiplying each row or column by −1 we can
assume that the entries of the first row of CaL×K are all 1s. Let
the conversion to the binary matrix CbL×K = (C
a
L×K +J)/2,
where J is the L×K all-one matrix. It is clear that CbL×K ∈
{0, 1}L×K, therefore, we now need to prove the following
Null(CbL×K) ∩ {0,±1}
K = {0}K statement. Assume that
CbL×Kz = 0L, which yields to (C
a
L×K +J)z = 0L and thus,
CaL×Kz = −Jz, where z ∈ {0,±1}
K×1. Since the entries of
the first row of CaL×K as well as the matrix J are all 1s, the
first entry of CaL×Kz must be equal to the first entry of -Jz. It
is only possible if the first entry of -Jz is 0. Thus, -Jz = 0L
which leads to z = 0L. As a consequence of UD code set
of CaL×K that satisfies unique decodability condition (5) the
expression CaL×Kz = 0L implies that z = 0L.
However, in general it is not necessarily true that any binary
(optical) code sets Cb of any size can be converted to UD code
sets Ca.
APPENDIX B
PROOF OF PROPOSITIONS
In order to prove Proposition 1-4, we will expose some very
interesting claims. One property of the Hadamard matrix is the
following, if we replace 1’s in Hadamard matrix with 0’s, and
replace the −1’s with 1’s we create L − 1 Hadamard binary
codes, since first column is zero vector [57]. Let the Hadamard
columns HL = [h0, ...,hL−1] be mapped into linear binary
codes BL = [b0, ...,bL−1]. There is an isomorphism between
binary addition and multiplication of {±1} elements. Con-
sequently, since binary addition of Hadamard linear codes is
in Hadamard code itself then it is equivalent to elementwise
multiplication of any Hadamard codes HL is also in HL.
Therefore some properties can be derived;
We denote the mapping of hi for i = 0, ..., L − 1
vectors into binary bi ∈ {0, 1}L vectors by bi = f(hi)
and inverse hi = f
−1(bi), where HL = [h0, ...,hL−1]
and BL = [b0, ...,bL−1]. Define the f(x) = (1 − x)/2
and the inverse f−1(y) = [(−1)y0 , ..., (−1)yL−1] functions.
Then, the jth column corresponds to linear combination of
bj = j1b1 + j2b2 + j4b4 + ... + j2pb2p , where j has
the binary representation j = j1 + 2j2 + 4j4 + ... + 2
pj2p
[57]. Here + is modular 2 summation and jl ∈ {0, 1} for
l = {1, 2, 4, ..., 2p}. Therefore, the resulting code is linear
code bk = ǫ0b0 + ǫ1b1 + ...+ ǫL−1bL−1 for all ǫi ∈ {0, 1},
where bk ∈ BL. Let us look at the problem and assume
TABLE VII
BINARY ADDITION AND {±1} MULTIPLICATION
Binary Bipolor
0 + 0 = 0 1 × 1 = 1
0 + 1 = 1 1 × -1 = -1
1 + 0 = 1 -1 × 1 = -1
1 + 1 = 0 -1 × -1 = 1
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C16×33 =

+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +
+ − + − + − + − + − + − + − + − − + − − − − + − − − − + − + + + +
+ + − − + + − − + + − − + + − − − − + + + − − + + + − − + + + + +
+ − − + + − − + + − − + + − − + − − − + + − − − + + − − − + + + +
+ + + + − − − − + + + + − − − − + + + + − + + + + − + + + − + + +
+ − + − − + − + + − + − − + − + + + + − + + + + − + + + + − − + −
+ + − − − − + + + + − − − − + + + + + + − + + + + − + + + − − − +
+ − − + − + + − + − − + − + + − + + + + − + + + + − + + + − − − −
+ + + + + + + + − − − − − − − − + + + + + − − − − − + + + + + + +
+ − + − + − + − − + − + − + − + − + − − − + − + + + + + + + + + +
+ + − − + + − − − − + + − − + + − − + + + + + − − − + + + + + + +
+ − − + + − − + − + + − − + + − − − − + + + + + − − + + + + + + +
+ + + + − − − − − − − − + + + + + + + + − − − − − + + + + + + + +
+ − + − − + − + − + − + + − + − + + + − + − − − + − + + + + + + +
+ + − − − − + + − − + + + + − − + + + + − − − − − + + + + + + + +
+ − − + − + + − − + + − + − − + + + + + − − − − − + + + + + + + +

Fig. 5. UD code set C with L = 16 and K = 33.
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Fig. 6. UD code set C4×5.
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Fig. 7. UD code set C8×13.
that Null(C) ∈ Z , where Z ∈ {0,±1}K excluding trivial
case {0}K and let z ∈ Z . Then the nullspace of C can be
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Fig. 8. UD code set C16×33 .
formulated as such
Cz = 0 (22a)
[HLVL] z = 0 (22b)
HLz1 +VLz2 = 0 (22c)
HLz1 = −VLz2. (22d)
Assume if z1 = 0 and for some z2 (22) is true, then (22) can
be expressed in terms of VL only as
VLz2 = 0. (23)
Claim 1. Elementwise multiplication of HL columns hj =
ǫ0h0⊙ ǫ1h1⊙ ...⊙ ǫL−1hL−1 for all possible 0 ≤ i ≤ L− 1,
ǫi ∈ {0, 1} is true, where hj ∈ HL.
Claim 2. If VL does not intersect 0 over the non-trivial
{0,±1} combinations and (22) is true, then β0v0 ⊙ β1v1 ⊙
... ⊙ βK−L−1vK−L−1 = αhj must be true for some βi ∈
{0, 1}, 0 ≤ i ≤ K − L − 1, α ∈ {±1}. However, if
β0v0 ⊙ β1v1 ⊙ ... ⊙ βK−L−1vK−L−1 = αhj for some
βi ∈ {0, 1}, 0 ≤ i ≤ K − L − 1, α ∈ {±1} is true then
it is not necessary that (22) is also true.
Claim 3. If (23) is true, then β0v0 ⊙ β1v1 ⊙ ... ⊙
βK−L−1vK−L−1 = ±1 must be true for some βi ∈ {0, 1},
0 ≤ i ≤ K −L− 1 and 1 is all one vector with L dimension.
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. , NO. , JUNE 2018 11
However, if β0v0 ⊙ β1v1 ⊙ ... ⊙ βK−L−1vK−L−1 = ±1 for
some βi ∈ {0, 1}, 0 ≤ i ≤ K − L − 1 is true then it is not
necessary that (23) is also true.
Claim 4. If VL does not satisfy (22) and (23) then multiplying
any column of VL by −1 still will not satisfy (22) and (23).
In Section II, we showed that in case of the L = 4 the
Kamax = 5 and all the possible candidates are [−1, 1, 1, 1]
T ,
[1,−1, 1, 1]T , [1, 1,−1, 1]T , [1, 1, 1,−1]T and their negatives
according to the Claim 4. Furthermore, we continue to present
more claims. Let vi ∈ {±1}4 for 0 ≤ i ≤ N − 1 then,
Claim 5. If β0v0 ⊙ β1v1 ⊙ ... ⊙ βN−1vN−1 = αhj and
α ∈ {±1}, hj ∈ H4 then ∀N ∈ N: [v0, ...,vN−1]Av1 =
H4AH1 is true for some βi ∈ {0, 1}, 0 ≤ i ≤ N − 1,
N ′ ∈ N not necessarily equal to N , Av ∈ {0,±1}N×N ,
AH ∈ {0,±1}4×N
′
, which have maximum one ±1 entry in
each column and 0’s elsewhere.
Claim 6. If 0 = N mod 2 and β0v0 ⊙ β1v1 ⊙ ... ⊙
βN−1vN−1 = ±1 then [v0, ...,vN−1]Av1 = 0 is true for
some βi ∈ {0, 1}, 0 ≤ i ≤ N − 1, Av ∈ {0,±1}N×N ,
which have maximum one ±1 entry in each column and 0’s
elsewhere. Except when N = 4 and v0 = [−1, 1, 1, 1]T ,
v1 = [1,−1, 1, 1]T , v2 = [1, 1,−1, 1]T , v3 = [1, 1, 1,−1]T .
We can generalize the above claims to formally formalize
the Proposition 1-4 and hence is the proof.
APPENDIX C
PROOF Kamax = 13 WHEN L = 8
For the case when L = 8, we prove that the maximum
number of columns we can add to H8 is actually K
a
max−L =
5. Note that all proposed one-to-one matrix constructions in
literature are C ⊂ N , where N is all possible antipodal UD
code sets for a given L. In order to prove for the maximum
number of possible vectors Kamax we should look at all
possible V and count how many structure of V hits any of the
forbidden lattice points Hmz1 and how many does not. If for
a given k we count the number of V that hits any forbidden
lattice points is equal to the total number of possible V vector
set, then we know that maximum number of columns of V
that does not hit any forbidden lattice points should be smaller
than k.
First, we transform antipodal vectors into polynomials with
integer coefficients Z[x], F : {±1}m 7→ Z[x]. Those poly-
nomials represent the row location and number of −1s or
+1s in any antipodal v ∈ {±1}m with dimension m. Let
the polynomial be
G(x) = a0x
0 + a1x
1 + a2x
2 + ...+ am−1x
m−1, (24)
where ai ∈ Z. Additions of v in vector space is equivalent
to the addition of Z[x] in polynomial space. Each antipodal
vectors, vj ∈ {±1}
m, where 0 ≤ j ≤ 2m − 1, we map it to
the corresponding polynomials Gjn(x) and G
j
p(x) to represent
the +1 and −1 of the vj . As an example, for m = 4,
the antipodal vector, v10 = [1,−1, 1,−1]T , is mapped to
G10n (x) = x
1+x3 andG10p (x) = x
0+x2 polynomials. Observe
that for any antipodal vector vj , the addition of polynomials,
Gjn(x) +G
j
p(x) = x
0 + x1 + ...+ xm−1. In order to visualize
polynomial additions in 2-dimensional Euclidean space we can
further transform Z[x] vector space into Λ ⊆ Z2 integer lattice,
H : Z[x] 7→ Z2. Let us define functions σjn(m) = G
j
n(m),
σjp(m) = G
j
p(m), which are the evaluations of polynomials
Gjn(x) and G
j
p(x) at m, where m is dimension of vector
vj . By setting the x-axis and y-axis to be G
j
n(x) and G
j
p(x),
we can build Λ ⊆ Z2 lattice points, since evaluations σjn(m)
and σjp(m) for each antipodal vj vectors are integers. Taking
the above example of antipodal vectors having dimension of
m = 4 the equivalent integer lattice points is shown in Table
VIII.
Let us define sublattices ΛH ⊆ Λ and ΛV ′ ⊆ Λ constructed
by vectors of [H4 −H4] and V′, where V′ ∈ {±1}4×8, v′i /∈
[H4 −H4] for 1 ≤ i ≤ 8. Just a reminder, for the antipodal
UD code set the goal is to construct V′ with the maximum
number of columns Kamax − L such that ΛH ∩ ΛV ′ = ∅.
Gn(x)
Gp(x)
80 84 10016 20
1
5
65
69
70
Fig. 9. Addition of lattice points in Λ ⊆ Z2, m = 4.
Fig. 9 demonstrates a hit, in other words ΛH ∩ΛV ′ 6= ∅ for
k = 2 and V′ = [v4,v14] =
[
[1, 1,−1, 1]T [1,−1,−1,−1]T
]
,
which is equivalent to [16, 69]
T
and [84, 1]
T
in ΛV ′ . If we
construct the third and the fourth columns to be v6 =
[1,−1,−1, 1]T and v12 = [1, 1,−1,−1]
T
, equivalently
[20, 65]T and [80, 5]T in ΛH of H4 adding them we get
[2, 0,−2, 0]T , which is shown as a lattice point [100, 70]T
in Fig. 9. Clearly, addition of [16, 69]
T
and [84, 1]
T
lattice
points also results [100, 70]
T
, hence, this is why intersection
of two sublattices is not an empty set. Therefore, it can be
shown that all possible
(
8
2
)
combination of two columns of
V′ will at least hit a lattice points of ΛH , which means that
ΛH ∩ ΛV ′ 6= ∅ for k = 2. Hence, |V′| = 1 for the case of
m = 4. Using this approach, we can construct sublattices ΛH
and ΛV ′ for the case of m = 8 and find the upper bound of k
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TABLE VIII
LATTICE POINTS FOR ALL ANTIPODAL VECTORS v WHENm = 4
j 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Gjn(m) 0 1 4 5 16 17 20 21 64 65 68 69 80 81 84 85
Gjp(m) 85 84 81 80 69 68 65 64 21 20 17 16 5 4 1 0
such that ΛH∩ΛV ′ = ∅. This creates a framework to search the
solution using geometric combinatorics (e.g. Minkowski sum,
Minkowski geometry of numbers [59]), partition and decom-
position of Λ into equivalence classes, formed by sublattices
and its cosets to prove the Kamax we can have for a given m
and how to generate those vectors in V′.
Polynomials of Gjn(x) and G
j
p(x) can also be represented
by their exponents in the above example G10n (x) → E
10
n =
{1, 3} and G10p (x) → E
10
p = {0, 2}. Therefore, our problem
of avoiding non-trivial combinations of V to hit any forbidden
lattice points becomes⊎
ht∈Hm
Eti 6=
⊎
vt∈V
Etj i, j ∈ {p, n}, (25)
avoiding V
⊎
vt∈V
Etj sums of multisets Ep or En of V to hit
any forbidden
⊎
ht∈Hm
Eti sum of multisets Ep or En of Hm.
Obviously, there are 3m forbidden multisets of Hm and we do
not want 3k − 1 multisets of V excluding trivial case hit any
of forbidden multisets. We can use multiset partition theories
and study bipolar vectors by their Ep and En representations
and prove the maximal number of k.
Note that in our matrix construction design of the vi’s
are distinct and not equal to any of columns of Hm or
−Hm. If however, any of vi ∈ ±Hm then the multiset of
vi hits the forbidden multiset of Hm. Such vi vectors can
never be included in vector set of UD codes. Additionally,
the vis can be replaced by −v without violating the uniquly
decodability property (22). Since all possible combinations of
vectors including −v of V do not hit any of the forbidden
multisets. In other words, if [HmV] ∈ N so is any number
of columns of V or Hm multiplied by −1.
One way to approach this problem is to classify all v bipolar
vectors into groups then use inclusion-exclusion principle.
There are 2m number of v’s that consist of |En| = i,
where i = {0, 1, ...,m} with all the combinations makes∑m
i=0
(
m
i
)
= 2m.
Let us divide the total number of m-dimensional bipolar
vectors into two classes; v ∈ B+m if 0 ≤ |En| < m/2, |En| =
m/2|Ep = {1, 2, ..} excluding m hi’s columns from Hm and
v ∈ B−m if m/2 < |En| ≤ m, |En| = m/2|En = {1, 2, ..}
excluding m −hi’s columns from −Hm. It’s clear that if any
v ∈ B+m then −v ∈ B
−
m. This narrows for our design to
consider only distinct vector sets and the total number of such
distinct vi’s to be considered in our V design is
∑m/2
i=0
(
m
i
)
−
m = 2m−1 −m. We need to construct from distinct vectors
v ∈ B+m such that they do not hit any forbidden multisets.
Therefore, the total possible number of V sets with k
columns is
(
2m−1−m
k
)
. Out of this total number of V sets
with k columns only some satisfy one-to-one condition when
appended to Hm. If all the possible V’s do not satisfy one-
to-one condition that means k exceeds the maximum number
of columns that can be added to Hm. Hence, we want to
count how many combinations of v ∈ B+m with k columns
hit the forbidden multisets. If the number of combination is
equal the total number of V sets then we know that k is not
the maximum. Counting that number will help us to prove the
maximum number of columns k.
We classify smartly B+m into different groups, so that any
combinations of vectors in similar group hits the forbidden
multisets and therefore, such v that belong to the same group
must be avoided in our design.
In our example, m = 8 and k = 2, we classify B+8
into groups and count how many V’s do not satisfy the
one-to-one condition out of
(
28−1−8
2
)
=
(
120
2
)
= 7140
possible vector sets. By looking at all possible combinations
of V = [vj1vj2 ] , |E
j1
n |, |E
j2
n | ∈ {1, ..., 8} we only consider
(|Ej1n |, |E
j2
n |) = {(1, 3), (2, 2), (3, 3), (4, 4)}. Since to hit
[h1 ± hi], where 2 ≤ i ≤ 8, the vectors [vj1vj2 ] must
have (|Ej1n |, |E
j2
n |) = (1, 3) and (|E
j1
n |, |E
j2
n |) = (2, 2).
We can easily show that if [vj1vj2 ] hit forbidden multisets
with (|Ej1n |, |E
j2
n |) = (1, 3) and (|E
j1
n |, |E
j2
n |) = (2, 2) then
[−vj1 −vj2 ] with (|E
j1
n |, |E
j2
n |) = (7, 5) and (|E
j1
n |, |E
j2
n |) =
(6, 6) hit [−h1∓hl] and l 6= i. Also, if [vj1vj2 ] hit forbidden
multisets with (|Ej1n |, |E
j2
n |) = (2, 2) then [−vj1vj2 ] and
[vj1 − vj2 ] with (|E
j1
n |, |E
j2
n |) = (2, 6) hit [±hl ± hp] and
i 6= l, p 6= i. Hitting [±hi ± hj ], where 2 ≤ i 6= j ≤ 8
multisets then vectors must have (|Ej1n |, |E
j2
n |) = (3, 5) and
(|Ej1n |, |E
j2
n |) = (4, 4). As we only work with distinct vectors
B+8 then (|E
j1
n |, |E
j2
n |) = (3, 5) that has [vj1 − vj2 ] is
equivalent to [vj1vj2 ] with (|E
j1
n |, |E
j2
n |) = (3, 3).
Now, let us classify (|Ej1n |, |E
j2
n |) = (1, 3), (|E
j1
n |, |E
j2
n |) =
(2, 2), (|Ej1n |, |E
j2
n |) = (3, 3), (|E
j1
n |, |E
j2
n |) = (4, 4) into
Ai’s, Di’s, Fi’s and Gi’s groups. We know that the total
number of vs with |En| = 1 is
(
8
1
)
= 8, |En| = 2 is(
8
2
)
= 28,|En| = 3 is
(
8
3
)
= 56 and |En| = 4 is
(
8
4
)
= 70.
Here is how we divide 56 of |En| = 3 and 8 of |En| = 1
into Ai’s, 1 ≤ i ≤ 8 groups.
A1 =

−1
1
1
1
1
1
1
1


1 1 1 1 1 1 1
−1 −1 −1 1 1 1 1
−1 1 1 −1 −1 1 1
−1 1 1 1 1 −1 −1
1 −1 1 −1 1 −1 1
1 −1 1 1 −1 1 −1
1 1 −1 −1 1 1 −1
1 1 −1 1 −1 −1 1
,
A2 =

1
−1
1
1
1
1
1
1


−1 −1 −1 1 1 1 1
1 1 1 1 1 1 1
−1 1 1 −1 −1 1 1
−1 1 1 1 1 −1 −1
1 −1 1 −1 1 −1 1
1 −1 1 1 −1 1 −1
1 1 −1 1 −1 −1 1
1 1 −1 −1 1 1 −1
,
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A3 =

1
1
−1
1
1
1
1
1


−1 −1 −1 1 1 1 1
−1 1 1 −1 −1 1 1
1 1 1 1 1 1 1
−1 1 1 1 1 −1 −1
1 −1 1 −1 1 −1 1
1 1 −1 1 −1 −1 1
1 −1 1 1 −1 1 −1
1 1 −1 −1 1 1 −1
,
A4 =

1
1
1
−1
1
1
1
1


−1 −1 −1 1 1 1 1
−1 1 1 −1 −1 1 1
−1 1 1 1 1 −1 −1
1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1
1 1 −1 1 −1 −1 1
1 1 −1 −1 1 1 −1
1 −1 1 1 −1 1 −1
,
A5 =

1
1
1
1
−1
1
1
1


−1 −1 −1 1 1 1 1
−1 1 1 −1 −1 1 1
1 −1 1 −1 1 −1 1
1 1 −1 1 −1 −1 1
1 1 1 1 1 1 1
−1 1 1 1 1 −1 −1
1 −1 1 1 −1 1 −1
1 1 −1 −1 1 1 −1
,
A6 =

1
1
1
1
1
−1
1
1


−1 −1 −1 1 1 1 1
−1 1 1 −1 −1 1 1
1 −1 1 −1 1 −1 1
1 1 −1 1 −1 −1 1
−1 1 1 1 1 −1 −1
1 1 1 1 1 1 1
1 1 −1 −1 1 1 −1
1 −1 1 1 −1 1 −1
,
A7 =

1
1
1
1
1
1
−1
1


−1 −1 −1 1 1 1 1
−1 1 1 −1 −1 1 1
1 −1 1 −1 1 −1 1
1 1 −1 1 −1 −1 1
1 −1 1 1 −1 1 −1
1 1 −1 −1 1 1 −1
1 1 1 1 1 1 1
−1 1 1 1 1 −1 −1
,
A8 =

1
1
1
1
1
1
1
−1


−1 −1 −1 1 1 1 1
−1 1 1 −1 −1 1 1
1 −1 1 −1 1 −1 1
1 1 −1 1 −1 −1 1
1 1 −1 −1 1 1 −1
1 −1 1 1 −1 1 −1
−1 1 1 1 1 −1 −1
1 1 1 1 1 1 1

equivalently we can write in multiset form as
A1 =
Ep = {1, 2, 3, 4, 5, 6, 7} En = {0}
Ep = {0, 4, 5, 6, 7} En = {1, 2, 3}
Ep = {0, 2, 3, 6, 7} En = {1, 4, 5}
Ep = {0, 2, 3, 4, 5} En = {1, 6, 7}
Ep = {0, 1, 3, 5, 7} En = {2, 4, 6}
Ep = {0, 1, 3, 4, 6} En = {2, 5, 7}
Ep = {0, 1, 2, 5, 6} En = {3, 4, 7}
Ep = {0, 1, 2, 4, 7} En = {3, 5, 6}
A2 =
Ep = {0, 2, 3, 4, 5, 6, 7} En = {1}
Ep = {1, 4, 5, 6, 7} En = {0, 2, 3}
Ep = {1, 2, 3, 6, 7} En = {0, 4, 5}
Ep = {1, 2, 3, 4, 5} En = {0, 6, 7}
Ep = {0, 1, 3, 5, 6} En = {2, 4, 7}
Ep = {0, 1, 3, 4, 7} En = {2, 5, 6}
Ep = {0, 1, 2, 5, 7} En = {3, 4, 6}
Ep = {0, 1, 2, 4, 6} En = {3, 5, 7}
A3 =
Ep = {0, 1, 3, 4, 5, 6, 7} En = {2}
Ep = {2, 4, 5, 6, 7} En = {0, 1, 3}
Ep = {1, 2, 3, 5, 7} En = {0, 4, 6}
Ep = {1, 2, 3, 4, 6} En = {0, 5, 7}
Ep = {0, 2, 3, 5, 6} En = {1, 4, 7}
Ep = {0, 2, 3, 4, 7} En = {1, 5, 6}
Ep = {0, 1, 2, 6, 7} En = {3, 4, 5}
Ep = {0, 1, 2, 4, 5} En = {3, 6, 7}
A4 =
Ep = {0, 1, 2, 4, 5, 6, 7} En = {3}
Ep = {1, 4, 5, 6, 7} En = {0, 1, 2}
Ep = {1, 2, 3, 6, 7} En = {0, 4, 7}
Ep = {1, 2, 3, 4, 5} En = {0, 5, 6}
Ep = {0, 1, 3, 5, 6} En = {1, 4, 6}
Ep = {0, 1, 3, 4, 7} En = {1, 5, 7}
Ep = {0, 1, 2, 5, 7} En = {2, 4, 5}
Ep = {0, 1, 2, 4, 6} En = {2, 6, 7}
A5 =
Ep = {0, 1, 2, 3, 5, 6, 7} En = {4}
Ep = {2, 3, 4, 6, 7} En = {0, 1, 5}
Ep = {1, 3, 4, 5, 7} En = {0, 2, 6}
Ep = {1, 2, 4, 5, 6} En = {0, 3, 7}
Ep = {0, 3, 4, 5, 6} En = {1, 2, 7}
Ep = {0, 2, 4, 5, 7} En = {1, 3, 6}
Ep = {0, 1, 4, 6, 7} En = {2, 3, 5}
Ep = {0, 1, 2, 3, 4} En = {5, 6, 7}
A6 =
Ep = {0, 1, 2, 3, 4, 6, 7} En = {5}
Ep = {2, 3, 5, 6, 7} En = {0, 1, 4}
Ep = {1, 3, 4, 5, 6} En = {0, 2, 7}
Ep = {1, 2, 4, 5, 7} En = {0, 3, 6}
Ep = {0, 3, 4, 5, 7} En = {1, 2, 6}
Ep = {0, 2, 4, 5, 6} En = {1, 3, 7}
Ep = {0, 1, 5, 6, 7} En = {2, 3, 4}
Ep = {0, 1, 2, 3, 5} En = {4, 6, 7}
A7 =
Ep = {0, 1, 2, 3, 4, 5, 7} En = {6}
Ep = {2, 3, 4, 5, 6} En = {0, 1, 7}
Ep = {1, 3, 5, 6, 7} En = {0, 2, 4}
Ep = {1, 2, 4, 6, 7} En = {0, 3, 5}
Ep = {0, 3, 4, 6, 7} En = {1, 2, 5}
Ep = {0, 2, 5, 6, 7} En = {1, 3, 4}
Ep = {0, 1, 4, 5, 6} En = {2, 3, 7}
Ep = {0, 1, 2, 3, 6} En = {4, 5, 7}
A8 =
Ep = {0, 1, 2, 3, 4, 6, 7} En = {7}
Ep = {2, 3, 4, 5, 7} En = {0, 1, 6}
Ep = {1, 3, 4, 6, 7} En = {0, 2, 5}
Ep = {1, 2, 5, 6, 7} En = {0, 3, 4}
Ep = {0, 3, 5, 6, 7} En = {1, 2, 4}
Ep = {0, 2, 4, 6, 7} En = {1, 3, 5}
Ep = {0, 1, 4, 5, 7} En = {2, 3, 6}
Ep = {0, 1, 2, 3, 7} En = {4, 5, 6}
We can prove that
E1i + E
t
i = E
t1
j + E
t2
j i, j ∈ {p, n}, (26)
holds only if vector t1, t2 ∈ Ah, where ht ∈ H8|t ∈ {2, ..., 8}
and h ∈ {1, ..., 8} and does not hold if t1 ∈ Ah1 and t2 ∈
Ah2 , where h1 6= h2. Therefore, we can conclude that we can
append two vectors v1 ∈ Aj and v2 ∈ Ai to Hm, which do
not hit any forbidden multisets by choosing any two vectors
from different groups 1 ≤ i 6= j ≤ 8.
Here is how we divide 28 of |En| = 2 into Di’s, 1 ≤ i ≤ 7
groups.
D1 =

−1 1 1 1
−1 1 1 1
1 −1 1 1
1 −1 1 1
1 1 −1 1
1 1 −1 1
1 1 1 −1
1 1 1 −1
,D2 =

−1 1 1 1
1 −1 1 1
−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
1 1 −1 1
1 1 1 −1
,
D3 =

−1 1 1 1
1 −1 1 1
1 −1 1 1
−1 1 1 1
1 1 −1 1
1 1 1 −1
1 1 1 −1
1 1 −1 1
, D4 =

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
,
D5 =

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
1 −1 1 1
−1 1 1 1
1 1 1 −1
1 1 −1 1
,D6 =

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
1 1 −1 1
1 1 1 −1
−1 1 1 1
1 −1 1 1
,
D7 =

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
1 1 1 −1
1 1 −1 1
1 −1 1 1
−1 1 1 1

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equivalently we can write in multiset form as
D1 =
Ep = {2, 3, 4, 5, 6, 7} En = {0, 1}
Ep = {0, 1, 4, 5, 6, 7} En = {2, 3}
Ep = {0, 1, 2, 3, 6, 7} En = {4, 5}
Ep = {0, 1, 2, 3, 4, 5} En = {6, 7}
D2 =
Ep = {1, 3, 4, 5, 6, 7} En = {0, 2}
Ep = {0, 2, 4, 5, 6, 7} En = {1, 3}
Ep = {0, 1, 2, 3, 5, 7} En = {4, 6}
Ep = {0, 1, 2, 3, 4, 6} En = {5, 7}
D3 =
Ep = {1, 2, 4, 5, 6, 7} En = {0, 3}
Ep = {0, 3, 4, 5, 6, 7} En = {1, 2}
Ep = {0, 1, 2, 3, 5, 6} En = {4, 7}
Ep = {0, 1, 2, 3, 4, 7} En = {5, 6}
D4 =
Ep = {1, 2, 3, 5, 6, 7} En = {0, 4}
Ep = {0, 2, 3, 4, 6, 7} En = {1, 5}
Ep = {0, 1, 3, 4, 5, 7} En = {2, 6}
Ep = {0, 1, 2, 4, 5, 6} En = {3, 7}
D5 =
Ep = {1, 2, 3, 4, 6, 7} En = {0, 5}
Ep = {0, 2, 3, 5, 6, 7} En = {1, 4}
Ep = {0, 1, 3, 4, 5, 6} En = {2, 7}
Ep = {0, 1, 2, 4, 5, 7} En = {3, 6}
D6 =
Ep = {1, 2, 3, 4, 5, 7} En = {0, 6}
Ep = {0, 2, 3, 4, 5, 6} En = {1, 7}
Ep = {0, 1, 3, 5, , 6, 7} En = {2, 4}
Ep = {0, 1, 2, 4, 6, 7} En = {3, 5}
D7 =
Ep = {1, 2, 3, 4, 5, 6} En = {0, 7}
Ep = {0, 2, 3, 4, 5, 7} En = {1, 6}
Ep = {0, 1, 3, 4, 6, 7} En = {2, 5}
Ep = {0, 1, 2, 5, 6, 7} En = {3, 4}
It can be proved that
E1i + E
t
i = E
t1
j + E
t2
j i, j ∈ {p, n}, (27)
and
Et
′
i + E
t′′
i = E
t1
j + E
t2
j i, j ∈ {p, n}, (28)
holds only if vector t1, t2 ∈ Dh, where ht,ht′ ,ht′′ ,∈
H8|t, t′, t′′ ∈ {2, ..., 8} and h ∈ {1, ..., 7} and does not hold
if t1 ∈ Dh1 and t2 ∈ Dh2 , where h1 6= h2. Therefore, we
can conclude that we can append two vectors v1 ∈ Dj and
v2 ∈ Di to Hm, which do not hit any forbidden multisets by
choosing any two vectors from different groups 1 ≤ i 6= j ≤ 7.
Dividing 56 of |En| = 3 into Fi, 1 ≤ i ≤ 8 groups is
equivalent exactly Ai’s. Similarly, we can prove that
Et
′
i + E
t′′
i = E
t1
j + E
t2
j i, j ∈ {p, n}, (29)
holds only if vector t1, t2 ∈ Fh, where ht′ ,ht′′ ,∈ H8|t′, t′′ ∈
{2, ..., 8} and h ∈ {1, ..., 8} and does not hold if t1 ∈ Fh1
and t2 ∈ Fh2 , where h1 6= h2. Therefore, we can conclude
that we can append two vectors v1 ∈ Fj and v2 ∈ Fi to Hm,
which do not hit any forbidden multisets by choosing any two
vectors from different groups 1 ≤ i 6= j ≤ 8.
Here is how we divide 70/2 − 7 = 28 of |En| = 4 into
Gi’s, 1 ≤ i ≤ 7 groups.
G1 =

1 1 1 1
−1 −1 1 1
−1 1 −1 1
−1 1 1 −1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1
−1 −1 −1 −1
,G2 =

1 1 1 1
−1 −1 1 1
−1 1 −1 1
−1 1 1 −1
1 −1 1 −1
1 −1 −1 1
−1 −1 −1 −1
1 1 −1 −1
,
G3 =

1 1 1 1
−1 −1 1 1
−1 1 −1 1
−1 1 1 −1
1 1 −1 −1
−1 −1 −1 −1
1 −1 −1 1
1 −1 1 −1
 G4 =

1 1 1 1
−1 −1 1 1
−1 1 −1 1
−1 1 1 −1
−1 −1 −1 −1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
,
G5 =

1 1 1 1
−1 −1 1 1
1 1 −1 −1
−1 −1 −1 −1
−1 1 −1 1
−1 1 1 −1
1 −1 −1 1
1 −1 1 −1
,G6 =

1 1 1 1
−1 −1 1 1
−1 −1 −1 −1
1 1 −1 −1
−1 1 −1 1
−1 1 1 −1
1 −1 1 −1
1 −1 −1 1
,
G7 =

1 1 1 1
−1 −1 −1 −1
−1 −1 1 1
1 1 −1 −1
−1 1 −1 1
1 −1 1 −1
−1 1 1 −1
1 −1 −1 1

equivalently we can write in multiset form as
G1 =
Ep = {0, 4, 5, 6} En = {1, 2, 3, 7}
Ep = {0, 2, 3, 6} En = {1, 4, 5, 7}
Ep = {0, 1, 3, 5} En = {2, 4, 6, 7}
Ep = {0, 1, 2, 4} En = {3, 5, 6, 7}
G2 =
Ep = {0, 4, 5, 7} En = {1, 2, 3, 6}
Ep = {0, 2, 3, 7} En = {1, 4, 5, 6}
Ep = {0, 1, 3, 4} En = {2, 5, 6, 7}
Ep = {0, 1, 2, 5} En = {3, 4, 6, 7}
G3 =
Ep = {0, 4, 6, 7} En = {1, 2, 3, 5}
Ep = {0, 2, 3, 4} En = {1, 5, 6, 7}
Ep = {0, 1, 3, 7} En = {2, 4, 5, 6}
Ep = {0, 1, 5, 6} En = {2, 3, 4, 7}
G4 =
Ep = {0, 5, 6, 7} En = {1, 2, 3, 4}
Ep = {0, 2, 3, 5} En = {1, 4, 6, 7}
Ep = {0, 1, 3, 6} En = {2, 4, 5, 7}
Ep = {0, 1, 2, 7} En = {3, 4, 5, 6}
G5 =
Ep = {0, 2, 6, 7} En = {1, 3, 4, 5}
Ep = {0, 2, 4, 5} En = {1, 3, 6, 7}
Ep = {0, 1, 5, 7} En = {2, 3, 4, 6}
Ep = {0, 1, 4, 6} En = {2, 3, 5, 7}
G6 =
Ep = {0, 3, 6, 7} En = {1, 2, 4, 5}
Ep = {0, 3, 4, 5} En = {1, 2, 6, 7}
Ep = {0, 1, 5, 6} En = {2, 3, 4, 7}
Ep = {0, 1, 4, 7} En = {2, 3, 5, 6}
G7 =
Ep = {0, 3, 5, 7} En = {1, 2, 4, 6}
Ep = {0, 3, 4, 6} En = {1, 2, 5, 7}
Ep = {0, 2, 5, 6} En = {1, 3, 4, 7}
Ep = {0, 2, 4, 7} En = {1, 3, 5, 6}
It can be proved that
Et
′
i + E
t′′
i = E
t1
j + E
t2
j i, j ∈ {p, n}, (30)
holds only if vector t1, t2 ∈ Gh, where ht′ ,ht′′ ,∈ H8|t′, t′′ ∈
{2, ..., 8} and h ∈ {1, ..., 7} and does not hold if t1 ∈ Gh1
and t2 ∈ Gh2 , where h1 6= h2. Therefore, we can conclude
that we can append two vectors v1 ∈ Gj and v2 ∈ Gi to
Hm, which do not hit any forbidden multisets by choosing
any two vectors from different groups 1 ≤ i 6= j ≤ 7. Note
that Ai’s group can be constructed from Ai’s and Di’s such
as A1 = {A2 + D1,A3 + D2,A4 + D3,A5 + D4,A6 +
D5,A7 +D6,A8 +D7}, A2 = {A1 +D1,A3 +D3,A4 +
D2,A5 +D5,A6 +D4,A7 +D7,A8 +D6}, A3 = {A1 +
D2,A2 +D3,A4 +D1,A5 +D6,A6 +D7,A7 +D4,A8 +
D5, }, A4 = {A1 +D3,A2 +D2,A3 +D1,A5 +D7,A6 +
D6,A7 +D5,A8 +D4}, A5 = {A1 +D4,A2 +D5,A3 +
D6,A4 +D7,A6 +D1,A7 +D2,A8 +D3}, A6 = {A1 +
D5,A2 +D4,A3 +D7,A4 +D6,A5 +D1,A7 +D3,A8 +
D2}, A7 = {A1 +D6,A2 +D7,A3 +D4,A4 +D5,A5 +
D2,A6 +D3,A8 +D1}, A8 = {A1 +D7,A2 +D6,A3 +
D5,A4 +D4,A5 +D3,A6 +D2,A7 +D1}. Also the Gi’s
group can be constructed from different combinations of Ai’s
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orDi’s groups. For example,G1 = {A1+A8,A2+A7,A3+
A6,A4+A5},G2 = {A1+A7,A2+A8,A3+A5,A4+A6},
G3 = {A1+A6,A2+A5,A3+A8,A4+A7}, G4 = {A1+
A5,A2 +A6,A3 +A7,A4 +A8}, G5 = {A1 +A4,A2 +
A3,A5 +A8,A6 +A7}, G6 = {A1 +A3,A2 +A4,A5 +
A7,A6+A8} ,G7 = {A1+A2,A3+A4,A5+A6,A7+A8}
and G1 = {D1 + D6,D2 + D5,D3 + D4}, G2 = {D1 +
D7,D2 +D4,D3 +D5}, G3 = {D1 +D4,D2 +D7,D3 +
D6}, G4 = {D1 +D5,D2 +D6,D3 +D7}, G5 = {D1 +
D2,D4+D7,D5+D6},G6 = {D1+D3,D4+D6,D5+D7}
and G7 = {D2 +D3,D4 +D5,D6 +D7}.
Now, let us count how many vector sets V = [vj1vj2 ] hit
forbidden multisets. We can easily count after classifying B+8
into groups as discussed above. Hence, the total number of
vector sets that hit forbidden matrices are :(
8
1
)
×7+
(
4
2
)
×7+
(
7
2
)
×8+
(
4
2
)
×7 = 56+42+168+42 = 308.
There are no other different combinations of two vectors
in B+8 that can hit the forbidden multisets. We find that
our computed number of comination that hits the forbidden
multiset 308 < 7140 is less than the total number of two
vectors combination sets, then we can claim that the maximum
number of vectors that can be added toH8 is (K
a
max−L) ≥ 2.
This method of classifying B+8 into groups not only helps us
to prove the maximum number of vectors but also on how
to construct such vector sets that posses unique decodability
property (22).
Similar computation can be carried out for the cases k =
3, 4, 5 and still claim that the number of computation is less
than the total number of k = 3, 4, 5 vectors combination sets.
We present an example of two such combinations below for
the case of k = 5,
V1=

−1 1 1 −1 1
1 −1 1 1 −1
1 1 −1 1 −1
1 1 1 1 −1
1 1 1 −1 −1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
,V2=

−1 1 1 1 −1
1 −1 1 1 −1
1 1 −1 −1 1
1 1 1 1 −1
1 1 1 −1 −1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

V1 =
Ep = {1, 2, 3, 4, 5, 6, 7} En = {0}
Ep = {0, 2, 3, 4, 5, 6, 7} En = {1}
Ep = {0, 1, 3, 4, 5, 6, 7} En = {2}
Ep = {1, 2, 3, 4, 5, 6, 7} En = {0, 4}
Ep = {0, 5, 6, 7} En = {1, 2, 3, 4}
V2 =
Ep = {1, 2, 3, 4, 5, 6, 7} En = {0}
Ep = {0, 2, 3, 4, 5, 6, 7} En = {1}
Ep = {0, 1, 3, 4, 5, 6, 7} En = {2}
Ep = {0, 1, 3, 4, 6, 7} En = {2, 5}
Ep = {2, 5, 6, 7} En = {0, 1, 3, 4}
In both construction examples V1 and V2, we cannot find
any 2 vector combinations that belong to the same Ai’s,
Di’s, Fi’s and Gi’s. Therefore, all possible combinations of
2 vectors do not hit any of forbidden multisets.
However, once we add any other vector v6 ∈ B
+
8 to the
above sets some of the combinations of resulting vector sets
hit one of the forbidden multisets. This means that if k = 6
we compute the number of combinations that hit the forbidden
multisets is equal exactly
(
28−1−8
6
)
=
(
120
6
)
= 3652745460.
Hence, the maximum number of vectors vi that can be
appended to H8 is f2(8) = 5. The proof is complete. Next,
we also show the different groups of such combinations.
Among all possible constructions here we show that we
can only have these group combinations (A,A,A,D,G),
(A,A,D,D,D), (A,A,D,D,G), (A,A,D,G,G),
(A,D,D,D,D), (A,D,D,D,G), (A,D,D,G,G) and
(A,D,G,G,G). We take each combinations and using the
rules developed in Section III, we show that we can not add
any more columns from any groups.
Combination 1 (A,A,A,D,G): This group combination
is such that distinct (A,A,A) produce
(
3
2
)
= 3 distinct D’s
different from existing D, and G’s by A +A = D/G rule.
Different A is also produced by A +D = A from existing
ones. With this new A it can produce another distinct
(
3
2
)
= 3
G’s. Total of six G’s are produced with (A,A,A,D) and
existing G we have seven G’s. This completes all seven
different G’s from each seven groups, hence we can not
add any other G to the existing combination. So three A’s
with D produce six distinct A’s and the A + A +A = A,
A + A + A + D = A produce another two distinct A’s.
Therefore, we can not add any more A to the exisiting
cominations. Now three A’s will produce three distinct D’s,
and three A’s with D, A + D = A, produce another three
disctinct D’s, plus the D that is in the combination that makes
a total of seven D’s. Therefore, we can add any more D’s to
the combination. Therefore, we proved that we can not add
any more A, D and G to the (A,A,A,D,G).
Combination 2 (A,A,D,D,D): This group combination is
such that distinct (D,D,D) produce
(
3
2
)
= 3 distinct G’s by
D+D = G rule, and thoseG’s must be different from created
by (A,A) A+A = G rule. Also each A must be different
from three distinct A’s created by D + A = A rule. Each
existing A’s with
(
3
2
)
= 3 distinct D+D+A = A produce
six distinct A’s and plus two existing A makes a total of
eight A’s. This completes all distinct A’s and we can not add
any more A to the combination. From existing combination
there are four distict D’s produced by A+A+D = D and
D+D+D = D rules as well as three existing D’s this make
total of seven distinct D’s. Hence we can not add any more D
to the combination. We have already seen that with existing
combinations we create six distintG’s and with (A,A,D) we
can create more G’s by A +A +D = G rule. This tells us
that we cannot add any more G’s. Therefore, we proved that
we cannot add any moreA, D and G to the (A,A,D,D,D).
Combination 3 (A,A,D,D,G): This group combination
is such that differentA’s created byA+D = A,A+D+D =
A, A +G = A, A +D +G = A, A +D +D +G = A
rules are distinct from existing A’s. Similarly, different D’s
created by A + A = D, A + A + G = D, D + G = D
rules are distinct from existing D’s and different G’s created
by A+A = G, A+D+A = G, A+A+D+D = G rules
are distinct from existing G’s. The combination produces six
distinct A’s by A+D+D = A, A+G = A, A+D = A
rules and with two existing A’s that makes a total of eight
A’s, hence we cannot add any more A to the combination.
There are five distinct D’s produced by A + A + D = D,
G+D = D, A+A = D rules and with two existing D’s that
makes a total of seven D’s, hence we cannot add any more
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D to the combination. And for the case of G the combination
produces six distinct G’s by D + D = G, A + A = G,
G+A+A = G, G+D+D = G, A+A+D+D = G,
G+A+A+D+D= G rules and with the existing G’s that
makes a total of seven G’s, hence we cannot add any more
G to the combination. Therefore, we proved that we can not
add any more A, D and G to the (A,A,D,D,G).
Combination 4 (A,A,D,G,G): This group combination
is such that differentA’s created by A+D = A, A+G = A,
A+G+G = A, A+D+G = A, A+D+G+G = A rules
are distinct from existing A’s. Similarly, different D’s created
by A +A = D, A +A +G = D, A +A +G +G = D
rules are distinct from existing D’s and different G’s created
by A + A = G, A + D + A = G rules are distinct from
existing G’s. The combination produces six distinct A’s by
A +D = A, A +D +G = A rules and with two existing
A’s that makes a total of eight A’s, therefore we cannot add
any more A to the combination. There are six distinct D’s
produced by A +A = D, G +D = D, D +G +G = D,
A+A+G = D rules and with the existing D’s that makes
a total of seven D’s, hence we cannot add any more D to the
combination. And for the case of G the combination produces
five distinctG’s byA+A = G, G+G = G,G+A+A = G
rules and with the existing G’s that makes a total of seven
G’s, hence we cannot add any more G to the combination.
Therefore, we proved that we can not add any more A, D and
G to the (A,A,D,G,G).
Combination 5 (A,D,D,D,D): This group combination
is such that all D’s are distinct and no D + D = D + D
is satisfied. The combination produces seven distinct A’s by
A+D = A, A+D+D = A rules and with the existing A
that makes a total of eightA’s, hence we cannot add any more
A to the combination. There are three distinct D’s produced
by D+D+D = D rules and with the existing D’s that makes
a total of seven D’s, hence we cannot add any more D to the
combination. And for the case of G the combination produces
seven distinct G’s by D +D = G, D + D + D + D = G
rules and with the existing G’s that makes a total of seven
G’s, hence we cannot add any more G to the combination.
Therefore, we proved that we can not add any more A, D and
G to the (A,D,D,D,D).
Combination 6 (A,D,D,D,G): This group combination
is such that different D’s created by D+G = D, D+D+
D = D rules are distinct from existing D’s and different G’s
created byD+D = G,A+D+D = G rules are distinct from
existing G’s. The combination produces seven distinct A’s by
A+D = A, A+G = A, A+D+G = A rules and with the
existing A that makes a total of eight A’s, hence we cannot
add any more A to the combination. There are four distinct
D’s produced by D +G = D, D +D +D +G = D rules
and with three existing D’s that makes a total of seven D’s,
hence we cannot add any more D to the combination. And
for the case of G the combination produces five distinct G’s
by D+D = G, D+D+G = G rules and with the existing
G that makes a total of seven G’s, hence we cannot add any
more G to the combination. Therefore, we proved that we can
not add any more A, D and G to the (A,D,D,D,G).
Combination 7 (A,D,D,G,G): This group combination
is such that different D’s created by D + G = D rules are
distinct from existing D’s and different G’s created by D +
D = G rules are distinct from existing G’s. The combination
produces seven distinct A’s by A + D = A, A + G = A,
A + D + D + G = A rules and with the existing A that
makes a total of eight A’s, hence we cannot add any more
A to the combination. There are five distinct D’s produced
by D + G = D, D + G + G = D rules and with two
existing D’s that makes a total of seven D’s, hence we cannot
add any more D to the combination. And for the case of G
the combination produces five distinct G’s by D +D = G,
G+G = G, D+D+G = G, D+G+G = G rules and
with the existing G that makes a total of seven G’s, hence
we cannot add any more G to the combination. Therefore, we
proved that we can not add any more A, D and G to the
(A,D,D,G,G).
Combination 8 (A,D,G,G,G): This group combination is
such that differentD’s created byD+G = D rules are distinct
from existing D’s and different G’s created by G+G = G
rules are distinct from existingG’s. The combination produces
seven distinct A’s by A+D = A, A+G = A, A+G+G =
A, A + D + G = A rules and with the existing A that
makes a total of eight A’s, hence we cannot add any more
A to the combination. There are six distinct D’s produced by
D+G = D, D+G+G = D, D+G+G+G = D rules
and with two existing D’s that makes a total of seven D’s,
hence we cannot add any more D to the combination. And
for the case of G the combination produces five distinct G’s
by G+G = G, G+G+G = G rules and with the existing
G that makes a total of seven G’s, hence we cannot add any
more G to the combination. Therefore, we proved that we can
not add any more A, D and G to the (A,D,G,G,G).
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