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CHAPTER I 
INTRODUCTION 
The production and trapping ot tree radicals in solids 
at low temperatures and the properties and behaviour ot these 
frozen tree radicals have been the subject of considerable interest 
in the last tew years. The current interest in this field 
arose to some extent trom the possibility ot obtaining high 
performance rocket tuels. Supplementing this have been the 
practical applications in a wide variety of industries 
dependent on chemical reactions which are free radical in nature. 
However, practical considerations apart, the challenge inherent. 
in a stuc\y ot the behaviour ot matter at very low temperatures 
and its bearing on a wide variety of fields like solid state 
PhYsics, biology, and astrophyaics have largely contributed to 
the stuclY ot trozen tree radicals. This stuclY has been made 
POssible in the last decade particularly by the wide availability 
or low temperature techniques. 
1.1. Ibe Characteristic Features ot Free Radicals 
A tree radical has been defined in ma~ ways. One of the 
most aeneral definitions of a tree radical is that it is a 
IDOlecule, or pert of a molecule, in which the normal chemical 
bind ins ha, been modit ied 80 that an unpaired electron . 
11 lett associ~ted with the system. In general, all compounds 
tend to have as low energy as possible and they do so by tol'lDing 
• • • 
saturated chemical bonds which censist of paired electron spins 
in the outer orbitals. This normal chemical binding is modified 
in a free radical so as to leave the outer orbitals with an 
unpaired electron. It tollows that a tree radical will in 
general show high chemical reactivity. Also the uncompensated 
spin motion of the odd electron will endow the free radical with 
a permanent magnetiC moment. Both these characteristic features 
ot free radicals, its high chemical reactivity and magnetism, 
could be employed tor their detection and stu~. 
1.2. Methods ot Investigation 
1.2.1. Chemical Method 
High chemical reactivity has otten been employed (e.g. 
in the mirror technique) to detect the presence ot free radicals. 
The nature of tree radicals can sometimes be established ~ 
analYSing the end products that are formed and quantitative 
results can be obtained by kinetic stUdies of the reactions. 
However, although these methods are applicable to free radicals 
in the gaseous state, they are not very suitable for low 
temperature studies, because at low temperatures matter is 
normally in the solid state and solids do not readily react 
chemically, However. in many instances it is possible to deduce 
trom the co~ounds found on warm-up what radicals must have been 
initially trapped. 
1.2.2. Magnetic Methods 
In view of the marked limitations inherent in chemiad 
methods of analysis at low temperatures,it was natural that 
physical methods should be widely exploited to this end. A 
specific physical property of a free radical is the peraanent 
magnetic moment associated with it. This would endow the free 
radicals with paramagnetism and, hence, a specimen containing 
free radicals would tend to move towards regions of high field 
strength when put into an inhomogeneous magnetic field. This 
force of attraction can, in effect, be measured accurately in 
a magnetic susceptibility balance and a precise quantitative 
estimate of free radical concentration made. Alternatively, 
the paramagnetic susceptibility may be measured by surrounding 
the specimen with a coil, the inductance of which is changed 
by the presence of free radicals. The coil forms part of a 
resonant circuit tuned at about I Mc/s. The change in the 
resonant frequency is proportional to the susceptibility of 
the substance introduced and thus gives a quantitative estimate 
of free radical concentration. 
It may be noted that the last one is a non-resonant 
dynamic method of measuring susceptibility. A resonant method 
can also be used to study free radicals. This is variously 
known as Electron MagnetiC Resonance (e.m,r.), Electron 
Paramagnetic Resonance (e.p,r,), Electron Spin Resonance (e.s,r.), 
or s4mply as Electron Resonance. 
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The basic principle of Electron Spin Resonance is as 
follows. 
If a free electron is assumed to be in a d.c. magnetic 
field of strength H, only two values for the component of the 
spin nn~~lar momentum, and, hence, of the magnetic moment, of 
the electron alo~g the directio~ of th~ magnetic field (taken 
here as the z-axis) are quantum-theoretically allowed. 
Corresponding to these two orientations, the changes in the 
energy of the syGte~ arc +t~~IH and -t~ztH, where f~t is 
the absolute value of the co~ponent of the magnetic moment along 
the direction of the masnetic field. Thus the energy 
difference b~twcen the two stateo of the system corresponding 
to its two allowed orie:ltations 5.n the maznetic field is 
It is thus seen that the energy levels diverge 
11nearly with increasing magnetic field. Although this 
linear diverg~nce has been derived here for the special case 
of a free electron, it holds in many case£o In such caees, 
the energy cer-~ration between the two (consecutive) levels can 
be written as 
M: ;: gf3H ...... (1.1) 
where ~ is the atomic unit of magnetic moment, called a Bohr 
Magneton, corresponding to one unit of angular momenta~ and is 
equal tolefh/4l1l!lc i.e. to 0.9273 x 10-20 ergs gauss-I, and g,' 
is the constant of proportionality; it is called the g-factor 
or spectroscopic splitting factor and is a measure ef the rate 
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of divergence of the energy levels concerned with increasing 
magnetic field. For a free electron, sr; = 21iJoz.'. so that 
,~, = is(3. 
Now it radiation ot frequency, ')J, is present such that 
h}J = flE ••••• (1.2) 
there will be absorption of energy. This is the phenomenon 
of Electron Spin Resonance. In most cases, where flE is 
proportional to H, the Bohr frequency condition as given above 
can be re-written as 
••••• U.3) 
This is the resonance relation for absorptIon of radiation 
due to transition between the successive Zeeman components of 
the system. The state of affairs is diagramatically shown 
.&.n Fig. (l.1). 
However, the radiation will not only induce absorption 
but emission as well. But, though the fractional number ot 
~stems undergoing induced transitions in either direction per 
unit time i. the lame, there will be more of them in the lower 
energy state than in the upper one when at equi1ibr,il~, and 
thus there will be a net absorption ot energy. For most 
cases where Maxwell-Boltzmann statistics Is obeyed the ratio 
• • 
of populations of the two states at TOK will be given by 
n uppe.r.. exp (-t.\E/k'l') H lower .- ••••• (1.4) 
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Two possibilities for increased absorption emerge from this 
relation. First, 6E should be kept as large as possible. 
This implies working at as high a value of the magnetic field 
as possible. The limit to this is set by the practical design 
considerations of the magnet. For the ordinarily available 
laboratory magnets with fields of a few g}logauss, the radiation 
frequency falls in the microwave region. ~ coincidence, this 
is experimentally a highly developed region of the electro-
magnetic spectrum. The second requirement is to work at low 
temperatures, and this is, indeed, done very frequently. 
Experimentally, the resonance can be observed by putting 
the specimen in the path of microwave radiation and noting the 
change in the transmit ted power as the magnetic field is swept 
through the resonance condition. In principle, either the 
frequency of the s+~ce or the magnetic field can be varied, 
the other being held constant. In practice, the latter is much 
easier and is almost always done. This is illustrated in 
Fig. (1.2). 
There is yet another way in which the magnetic properties 
of the free radicals can be made use of in their detection, 
The interconversion of ortho and para forms of the hydrogen 
molecule is ver,y slow under normal conditions of gaseous 
collision, but, if free radicals are present in the mixtare, 
they will produce very large magnetic perturbation. in the 
hydrogen molecules during collisions with them, and this will 
ENIRGY 
'-OWI. 
A.'O"IID 
MAGNITIC 'IILD __ ... ) 
,.G. •. ! ELICTRON "IIONANCI AT CONITAHT 
10,*1- '''IQUINey . 
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lead to increased rate of ortho-para interconversion. The 
catalytic action of free radicals on ortho-para conversion has 
been used to detect their presence in solid, liquid, and gaseous 
phases. 
1.2.3. Other Physical rllethods 
Apart from their specific characteristics, i.e. high 
reactivity and paramagnetism, the free radicals have other 
general properties like any other chemical species, and there 
are, accordingly, many physical methods that draw upon these 
general properties to study free radicals. Mention may be 
made, among these, of mass spectrometry, and spectroscopy in 
the visible and ultraviolet, infra-red, and microwave regions, 
of calorimetry, colorioetry, and x-ray and electron diffraction 
studies and of the measurements of the dielectric constant, 
index of . refraction, and thermal conductivity. 
Of these, the gr~ss methods such as thermal conductivity, 
index of refraction and calorimetry can be expected to yield 
quantitative results only if the percentage of radicals present 
is large. For the same reason, the direct influence of the 
free radicals on the x-ray diffraction effects is difficult 
to observe. However, x-ray diffraction methods have been widelY 
used to study the nature of the matrix structure in which the 
free radicals are trapped. Dielectric constant measurements, 
too, are of limited applicability; they can be used only if 
the tree radicals have permanent dipole moments, 
-- 8 -
Of the recaining methods, mass spectrometry and spectroscopy 
provide the most powerful tools for the study of free radicals. 
Mass spectrometry, wherever available, yields a complete analysis 
of the free radicals. The usual method is to introduce the gas 
containing the free radicals into the ionisation chamber and to 
subject them to electron bombardment. As the energy of the 
electrons is increased, the free radicals are ionised and the 
mass of the ions thus produced is determined. Due to very high 
resolutions available, the detailed chemical constitution of 
the species can be unambiguously determined. Ther.e is no 
confusion due to the presence of the stable molecules as these 
have much higher ionisation potentials. However, the ~thod 
is limited to free radicals in the gaseous state and only under 
suitable pressure conditions. 
limited application. 
This technique has, thus, a 
The optical spectra should, in principle, provide detailed 
information about free radicals. In most cases where free 
radicals are short-lived, either their life-tice is increased 
by freezing them at low temperatures or some high speed technique 
like flash photolysis is used. In the latter, the first flash 
produces the free radicals photochemically and the second. which 
follows immediately after, is used to record the absorption 
spectra of the radicals thus produced. The technique of flash-
photolysis is suitable for gaseous state studies. In the solid 
or liquid phase near room temperatures, the structure is often 
- 9 -
wiped out in the visible and ultraviolet range and one gets 
broad bands. However, at very low temperatures, where 
molecular motions are greatly di~inished, visible and ultraviolet 
spectroscopy is ver,y useful. Another difficulty in this 
region of the spectru~ is scattering, which, however, is greatly 
diminished at low temperatures. E~issi6n spectroscopy offers 
little difficulty so far as scattering is concerned, but it has 
a limited application since the radicals have first to be excited 
to higher states. Fluorescence and phosphorescence studies have 
been ver,y useful in the study of many free radicals. 
In the infra-red region, the scattering is a much less 
serious problem and characteristic lines corresponding to 
vibrational and rotational structure appear near room temperature. 
At low temperatures, the number of probable configurations which 
a complex molecule can take up is considerably reduced and, as 
a result, the spectra become simpler and sharper. At ver,y low 
temperatures, however, rotational motion is strongly quenched 
in many solids. It may be noted that transitions between 
rotational states will not occur unless the free radical has a 
permanent electric dipole moment. 
The logical extension of infra-red absorption spectroscopy 
is into the microwave region. In microwave spectroscopy, the 
analysis is the same as in infra-red spectroscopy, the absorptia\ 
being, in most cases, associated with rotational motion. The 
main practical difficulties are (1) introducing the radicals 
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into the absorption cell and (ii) rapid recombination due to 
the metal walls of the absorption cell or due to the Stark 
electrode. Special spectrometers have been designed to 
reduce these difficulties. 
It may be mentioned that electron resonance can be looked 
upon as a special branch of microwave spectroscopy. Whereas 
the 'gaseQua' microwave spectroscopy is concerned with transitions 
between "'distinct" energy states of the system, electron 
resonance deals with transitions between the Zeeman components 
of a particular energy state (usually the ground state), the 
Zeecan components being separated due to the perturbations of an 
external magnetic field. 
1.3. Merits of Electron !tesonance Spectroscopy 
Electron resonance spectroscopy can be used only when the 
system has a net magnetic moment. However, it is this selective 
restriction which makes it .0 useful for the study of free 
radicals. Electron resonance can thus be used to stuqy the 
paramagnetic free radical species to the exclusion of the surround-
ing diamagnetic matrix. Magnetic susceptibility measurements 
also have this property of specificity, but electron resonance 
has the added advantage in that it gives extra information which 
enables one to distinguish between different radical species. 
This is mainly due to the presence of hyperfine structure in the 
spectra of most radicals. In principle, the hyperfine structure 
gives not only the identity of the radical but also its detailed 
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structure and orbital configuration. In practice, however, the 
spectra cannot be unambiguously interpreted except in certain 
cases, and in the absence of any supporting evidence it is not 
always possible to rely too much on the electron resonance 
spectra. Nevertheless, the inforcation obtained from electron 
resonance spectroscopy is very valuable. 
1.4. Conclusion 
The theoretical advantages of electron resonance 
spectroscopy are its selectivity towards paracagnetic free 
radicals to the exclusion of the diamagnetic matrix and the 
ability to distinguish between different radicals and to give 
detailed orbital information about the free radicQls. The 
practical advantages are the sensitivity and ease of operation; 
the free radicals can be introduced into the absorption cavity 
without much difficulty and observations can be made without 
disturbing them to any extent. Taking into consideration 
these advantages, it seems clear that electron resonance 
spectroscopy is, on the whole, the best and the most conven-
ient way of studying frozen free radicals. The work described 
in this thesis is concerned with such a study. It describes 
and discusses e.s.r. spectroscopic investigations of some 
organic free radicals produced by photodissociation in low 
temperature glasses. 
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In the next chapter the general basic theory underlying the 
~rinciples anc analysis of electron resonance is discussed. 
Chapter III contains a discussion of relaxation effects anc 
line widths. In Chapter IV the principles of an electron 
resonance spectrograph are given along with the descri?tion 
of the actual spectrometers used and the experioental procedures 
for measuring the various parameters involved. Chapter V 
contains the description of experiments anc the experimental 
results. In the sixth and the final chapter the experi~cntal 
results are discussed in the light of theory and other 
supporting evidence, 
- 13 -
CHAPTER 11 
BASIC THEORY 
2.1. Electron Resonance of an Isolated Electron 
2.1.1. Spin and Magnetic fIloment of an Electron 
In the phenomenon of Electron Resonance, one is concerned 
with the interaction of the electron with radiation in the 
presence of a constant magnetic field. Before discussing this 
interaction, it is worthwhile investigating how an electron 
behaves in a constant magnetic field when no radiation is 
present. 
Since an electron is a charged particle, its motion in a 
field of force constitutes a current and hence this motion is, 
in general, associated with a magnetic moment. However, 
observations on the fine-structure of optical spectral lines 
and the anomalous Zeeman effect could not be explained on the 
basis of the orbital magnetic moment alone. This led 
Uhlenbeck and Goudsmit to postUlate a quanti sed "spin" motion 
to the electron. The concept of spin was incorporated injD 
quantum mechanics by Pauli. But whereas his theory explains 
the effects of spin in quantum-mechanical language, it says 
nothing about the nature of spin. It was Dirac who gave a 
really satisfactory theory of the electron spin. The existence 
of the spin and of the magnetic moment of the electron with 
their correct values, and rules tor spatial quantisation 
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follow directly from his relativistic quantum mechanics 
wiuhout the necessity of introducing them by an lad hoc' 
hypothesis. 
In relativistic considerations, time occurs on the same 
footing as the spatial coordinates. Hence Dirac assur.1ed u 
first order wave equation both in space and time (Dirac, 1947). 
It is now found that, in this representation, it is not the 
orbital angular momentum 1: but the o;>eratar -; = -r + 1f 
which commutes with the Hamiltonian i.e. 1, and not T, is a 
constant of motion. Thus relativisiticnlly the electron 
behaves as though it had a spin angular momentum Et in the 
classical sense. The operator S'" is such that in the non-
relativistic approximation in the z-representation, 
2 2 
sz' = h I 
1em2 
where I is a unit matriX. Thus Sz has the eigenvalues 
± -l !L. 
21r 
If the electron is in a magnetic field if, then the 
vector 1>" in the Hamiltonian has to be replaced by It +1..!:/7, 
c 
where ~ is the vector potential. In the non-relativistic 
approximation, this gives an extra term 
+ W. 7.it 
mc 
in the Hamiltonian. Thus the electron behaves in a magnetic 
- 15 -
field as though it had a magnetic mocent ( - 1£1-S) associated 
mc 
with it in the classical sense. 
The magnetogyric ratio, y, for a free electron is thus 
given by 
y =_hl 
mc 
This equation is usually written 
y=-ghl 
2mc 
where g, the spectroscopic splitting factor, is 2 for n free 
electron. 
However, with high accuracies attainable in microwave 
spectroscopy, it became clear that the value, 2, for the g-
factor of the free electron was in small error. The necessary 
correction was also introduced by Dirac. The error was due to 
the neglect of the interaction of the electron with radiation 
field (\'leisskopf, 1949). To take into account this interaction, 
it is necessary to quantise the electromagnetic field. The 
quantisation of the electromagnetic field is equivalent to that 
of a set of harmonic oscillators, and even in the lowest energy 
set, there is a net zero point electrocngnetic vibration. Now 
the magnetic moment of the Dirac electron can be considered as due 
to circular currents of radius h/mc. The zero point oscillations 
of the electromagnetic field influence these currents to a 
certain extent and this interaction causes a slight change of the 
- 16 -
magnetic moment. The g-factor, after correcting for interaction 
with the radiation field, is given by 
g = 2+ e2 
'TIhc 
i.e. g = 2.0023 
2.1.2. Quantum-Mechanical Description of E.S.R. 
••••• 
In an electron resonance experiment, the electron is 
(2.1.) 
essentially subjected to a nagnetic field H = (2HICOS ~,O,Ho). 
In the absence of the r.f. field, the Hamiltonian would be 
••••• 
(2.2.) 
The r.f. field, 2HICo~ which is perpendicular to the constant 
field Ho, may be considered to be a perturbation on the system 
The perturbation Ha~iltonian is, therefore, 
~ I = gf3SxHx = g"SxHl (exp ioot + exp - ioot) ••••• (2.3.) 
The effect of the perturbation can be investigated by Dirac's 
theory of variation of constants. 
The state function at 0 tiIle, t, can be written os 
o 0 
''Y = al(t)'¥. exp(-2'lrir1lt/h) + a2(t)\f,. exp(-2'lril'J2,t/h) (2.4. ) 
where ''V.O nnd·t~ are unperturbed time-independent state functions 
corresponding to the two possible spin orientations - t and 
+ t respectively anc! I'll and '-'12 are the corresponding energy 
values. The ats are functions of t alone and can be obtained 
from the equations (2.3.) and (2.4.) together with the perturbed 
- 17 -
time-dependent Schrtldinger equation 
..... (2.5. ) 
If thc system is assum.;;d to be in the state "t 0 at t = C, 
o i 
the ~robnbility 0f finding it in the statc~2a at t > 0 will be 
P _.L~ +1. = I- a 1. ( t) 12 
2 2 
= 4g2[32Ut 2 (tfsx l-t)2 [sin21T ('l'21 -~ .. ~.!:) 
('» _)))2 
21 
where V 21 = (~'12 - ~'Jl) /h and » = "J/21r. A plot of the function 
in thc squire brackets is shown in FiG. 2.1. It is seen that, 
for times not too short, the function has an appreciable value 
Thus there is a large probability 
for the electron to be found in th~ state I+t> if the frequency, 
)J, of the incident radiation is equal to or very close to 'V 21' 
This is the qt!antum-mechanicol description of electron reson-
ance, 
It is seen that the probability of a transition depends 
upon the transition moment g~(MSx I-i) as well. For the 
general case of spin, S, th.! transition moment is B~(i'.1'f Sxp.l). 
Since (m'l Sx 11'11) = 0 unless t1 = r.I' ± l, transitions arc allowed 
only when Ml = + 1. Because of the ~ermitian character of 
· ..-, ... --, o 
TT;'" le; T~l: """1 nrr g( AW t) ... -'~ \. .. 'i . ..1.1 ... "... .c.,)" ,,' ." 2 1 01" (gt b.w) 
. 2 ( Aw) 
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i,e, the probability of induced absorption is equal to that of 
induced emission. 
It may be noted that only the first-order perturbation 
has been considered above. Higher-order perturbation 
calculations allow some other types of transitions as well 
(e.g. double quantum transitions, ~ = ±2 transitions etc.) 
under suitable conditions. 
2.1.3. f~~al descri2tion. 
Although electron resonance is essentially a quantum-
mechanical process, it is interesting to see that it can be 
described classicallY at le~st in an elementary way. The 
classical description leads to results that are in agreement 
with those found qUf".ntvJl-mechanically and is very useful in 
bringing out certain essential points about the phenomenon 
in a simple Wt·y. 
Let us consider a system having a magnetic moment,r 
~ 
and an an~lar momentum M related by the equation 
••••• 
where y is the Jl1.~gnetogyric ratio. In a fixed f raae of 
reference A, the equation or motion is 
••••• (2.8.) 
~ Where H is the magnetic r ield as observed in frame A. If 
(dM/dt)~ denotes the time rate of change o~ angular momentum 
\ 
-l' .. 
as observed from a second frame of reference A' rotating with 
an angular velocity~relative to A, then 
••••• (2.9. ) 
From equations (~.7.), (2.8.), and (2.9.), one gets 
••••• 
(2.10.) 
Thus the effective magnetic field observed from the rotating 
frame AI is 
••••• (2.11.) 
~ ~ ~-+ In particular, if H has the constant value Ho and w =-yHOI 
the effective fieldlR! vanishes. In this case, therefore, 
the magnet! c Ir.oment "it would remain fixed or constant with 
respect to the rotating frame AI. Hence as observed from A, 
~ it will p~ecess about Ho with a precessional velocity 
This is the Larmor precession. 
y = - 8 W. 
2.:.1C 
Therefore 
••••• (2.12.) 
For an electron, ot course, 
w~ = g .w. H~ 
2mc ••••• 
(2.13.) 
ThusiOOb is a~ways alon8~ irrespective of the direction and 
sense of1t 
The following phYsical picture is helpful in understanding 
the Le~or precession of the electrons in a magnetic field. We 
consider a free ele.ctron spinning about its axis in the classical 
• le -
sense. The spinning charge would endow the electron with a 
magnetic moment, whereas the spinning mass would give rise to 
an angular momentum. The electron can thus be treated like a 
flywheel with a bar magnet along its axis. If this system is 
now placed in a steady magnetic field, with the magnet inclined 
at some angle to the field, the magnet would experience a torque 
tending to turn it into alignment with the magnetic field. 
The bar magnet would, however, not turn in this way because of 
the spinning angular momentum cs represented by the flywheel. 
It will therefore react to the torque by precessing about the 
field direction like a spinning top in a gravitational field. 
We next assume that the applied magnetic f Lld consis'~ So. of two 
parts, (i) a constant d.c. field Ho along the z-axis, and (ii) 
an a.c. field of magnitude HI<<Ho rotating in the xy plane 
with an angular velocity'1#along the z-axis. The effective 
field in a frame AI rotating with its xl-axis along HI will be 
••••• (2.14.) 
The field in the rotating frame AI is thus constant, it has 
a magnitude 
and makes an angle e with the z-direction such that 
tan e = H, 
Ho + w/y 
••••• 
(2.15.) 
••••• 
... 21 .. 
If one now considers another frame A" rotating about the 
--+ direction of He in the frame A' such that 
there would be no torque on the magnetic moment in this new 
frame A" and hence it will maintain its initial orientation 
relative to this frame. Thus the magnetic moment will 
~ precess about He in the frame AI. with the precessional velocity 
~=-ru:. However, since H1 <<HO , the angle e occurring in 
the equation (2.16.) will be very small and hence the magnetic 
moment will always be above the xy-plane. But if 0) is very 
close to -yHo(=Wo), e would be large and the magnetic moment 
would spend a considerable fraction of its time below the xy-
plane. This corresponds to the large quantum-mechanical 
probability of the electron being found in the spin-state It>. 
In particular, when 0) = wo, u: becomes identical with H? and the 
magnetic moment spends half its time above, and half below, the 
xy-plane. Thus the probability of transition is maximum in 
this case. This is the phenomenon of spin resonance, and is 
illustrated in Figs. 2.2{a) and 2.2(b) • It mny be noted that 
in the laboratory frame, at resonance, the magnetic moment will 
precess about both it and w., the first precession being much 
faster than the second. The resultant motion will be helical. 
The reason why appreciable tipping occurs only at resonance 
can be seen as follows. In a frame rotating about z-axis with 
H 
(H + w/Y) 
FIG. 2.2(a). EFFrl'IVE FIELD IN A ROTATING FRAME NEAR RESOI.dCE. 
H 
, 
\ 
\ 
I , H1 
~ I flIp \ I 
.." 
FIG. 2.2(b). Spin re80l'Wl01 ~ a rotating frame. 
angular velocity wo, the magnetic moment will not 'see' the 
~ 
field Ho. The only torque it would experience in this frame 
~ 
would be that due to Ht. ~ If the angular velocity, 00, of Hr 
~ is different from 0001 H, will also be rotating in this frame nnd 
the torque it would exert on the magnetic moment will vary in 
magnitude and direction. The resulting effect would be a slisht 
wobbling of the steady precessional motion in the laboratory 
frame. But if 00 = wo' the rotating field will be stationary 
in the rotating frame and will exert a constant torque, thus 
-+ ~ 
causing large oscillations in the angle between ~ and Hoo 
As seen earlier, the angle bet\'1een ~ and Ho depends on the 
probabilities of the electron being in the spin-states ~t> 
and l+i>. The probability of transition can thus be calculated 
from the geometry of the frames At and A". The probability of 
transition so calculated agrees with that derived quantum-
mechanically by Rabi (1937). Thus if a particle of spin f 
-4 
is in a steady magnetic field Ho with another perpendicular 
--+ .~ 
magnetic field HI rotating about Ho with angular velocity 00 
and if it is in the statel-f> at a time t = 0, then it is 
found that the probability of its being in the state ~> at 
some later time t is 
where Wo is the Lannor precession angular frequency and e is 
• I1 -
tan-I ~ and has been ass~ed small. 
Ho 
Finally it may be mentioned that it is not necessary 
to have a truly rotating r.f. field for the resonance to take 
place. An oscillating r.f. field, 2H,Coswt, which is equivalent 
to two oppositely rotating fields of magnitude Ht can be used 
instead. The component rotating in a direction opposite to 
that of Larmor precession does not contribute appreciably towards 
resonance. In fact, Bloch and Siegert (1940) have shown that 
use of an oscillating field alters the resonance condition from 
w = -yHo to 
••••• (2.18.) 
to a first order. 
2.2. Free atom (or ion). 
The electrons constituting a free ion will, in general, 
have orbital angular momenta and hence would have magnetic 
moments associated with their orbital motion. The resultant 
orbital angular momentum and the magnetic moment of the whole 
ion would be the vectorial sum of those of the individual 
electrons, and the latter may or may not add up to zero. The 
case where they have non-zero values is considered now. 
If one neglects the nuclear magnetism, the magnetic moment 
--to --.I) -to ~ ~ 
of the free atom may be written as J.L = J.Ls +~. ~ and J.Ls 
are given by the following relations: 
... , . 
-+ ~ ~ = - 21'S ••••• (2.19.) 
~ ~ 
~ = - I3L ••••• (2.20.) 
~ --+ \1hen Russell-Saundcrs coupling holds, Sand L are coupled to 
--+ to~ a resultant angular momentum J i.e. 
••••• (2.21.) 
The absolute magnitudes ot -t and (are constant, and they may 
~ be consdered as precessing unitorcly around J. 
According to equations (2.19.), (2.20.) and (2.21.), the 
-+ 
magnetic moment ~ is not generally parallel to the total angular 
~ .. ~~~~-+ 
momentull J. ilriting ~ = ~t + ~J. where J.lt. and ~l. are components 
-:). 
respectively parallel and perpendicular to J, one gets, as shown 
in Fig. (2.3.), 
~ ~ 4~ ~ -.-::t' ~1 = ~ Cos (L,J) + ~S Cos (S,J) 
--+ 
= - g~ J 
••••• (2.22. ) 
where 
••••• 
gJ is called the Lande g-tactor. For L = 0, gJ = 2 and tor S = 0, 
gJ = 1. However, it may be 
these values. For example, 
4Pt state g = 8/3. 
noted that gJ need not lie between 
for a 2Pl state g = 2/3 ond for a 
'2 
As a consequence ot the uniform precessional motion otiL 
--+ ~ 
about J, the time overage of ~ vanishes so that the time average 
J. 
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FIG. 2. ,. COUPLING OF SPIN AND ORBITAL ANGULAR MOMENTA 11 A FREE 
ATOM OR ION. 
.. .1 " 
~ ---+ 
of J.l. is given b~ ~f. The perpendicular part J.l.~ is not completely 
ineffective, however. In the quantuo-cechanical description, 
jj{j is constant with respect to time and corresponds to 
part in the matrix representation of ~in the scheme in which 
.~l 
lS IIIIIIIL In the first order perturbation, the level 
(S,L,J) gains an additional energy -~,zH(=gJ~tlJH) in the magnetic 
field H when the latter is apQlied along the z-axis. J.l.l. 
~ 
corresponds to the off liliiii part (connecting states with 
different J) and in the second order perturbation gives a 
term proportional to p2H2. However, this second order 
correction is small and is neglected here. The splitting of 
a level of a given J in a magnetic field is shown in Fig. (2.4.). 
No electric dipole transitions between these Zeeman levels is 
possible because of the parity restrictions. However, magnetic 
vani shlng if (nIJ - rJ' J) = 1. The frequency of the transitions 
6MJ = ± I is thus given by 
hl> = gi' tnlJ - (UJ-I)} If = si'H 
••••• (2.24.) 
It may be noted that in this case the spectroscopic splitting 
factor as defined by equation (1.1.) is the same as Land' 
g-factor as defined by equation (2.23.). 
2.3. Paramagnetic ion in a Crystal Lnttice 
Dc~ic'cs free atoms studied in t:1~ :!ClS~Ot:S siatl: 
some frozen atomic free radicals show e.s.r. spectra closely 
approximating those of free atoms. However, in most paramagnetic 
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salts in the solid state, the ion is bonded to the surrounding 
ligands in some way or another and these have profound effect on 
the energy states of the paracagnetic ion. One method of taking 
the effect of the ligands into account is to replace them by 
point charges or point dipoles and regard their interaction with 
the paracagnetic ion as arising from the electrostatic field of 
these charges or dipoles. The method is variously known as 
Cr,ystal Field Theory, Static Field Theor,y or Electrostatic 
Theory. 
The effect of the cr,ystal field is similar to that ot a 
Stark field in atomic spectroscopy. The actual behaviour of the 
ion will depend upon the strength of the cr,ystalline field 
interactions relative to the strength of the electronic coupling 
within the paramagnetic ion. It is convenient to make the 
followins classification on this basis: 
(1) Weak field: In this case the cr,ystalline interactions 
are much less than the spin-orbit interactions and thus are not 
-+ ~ 
suffiCiently strong to uncouple Land S. Thus J is a good 
quantum number and the effect of the cr,ystalline field is to 
lift the J degeneracy either wholly or partly. The rare 
earths, with well shielded 4f paramagnetic sub-shell, are good 
examples of this. 
(2) l'110derate field: In the intermediate field, the internal 
~ 
cr,ystalline interactions are sufficiently strong to uncouple L 
- 27 -
~ ~ -+ 
and S, but are not sufficient to prevent the individual I and s 
..... ~ 
vectors froe forming Land 5 respectively. The ions can therefore 
be treated as free ions subjected to strong perturbing forces. 
This situation is exeoplified in the ionically bounc elements 
of the iron group. 
(3) Strong field: Here the internal fields are sufficiently 
----t --+ 
strong to prevent the formation of Land S. It is no longer 
possible to treat the ion as a free ion perturbed by the crystal 
field since its spectroscopic ground state is altered completely 
by the crystal field interactions. The palladium group and the 
covalently bonded complexes of the iron group are representative 
of this case. 
The elements of the iron group were the first to be 
studied by electron resonance and they have been most extensively 
investigated, both theoretically and experimentally. Since the 
concepts used to describe their spectra are general and are 
applicable for the description of other systems as well, they 
are considered here in some detail. 
2.3.1. The Ctystal Field. 
Assuming that the potential of the crystal field 
satisfies Laplace's equation, it can be expressed in spherical 
harmonics. Thus 
v =L.. Am rIlyDl (6,rh) 
nm n n 'T , 
",u-,. 
where YIS are the spherical harmoncs and Als are their 
coefficients. The crystal field is treated as a perturbation. 
For d electrons, all the terms in the crystal field potential 
for whiah n>4 can be emitted while calculating the matrix 
elements occurring in the secular determinant. This is because 
the wave functions of the electrons can also be expanded in 
spherical harmoncs Y~ (6,~) and for d electrons I ::: 2. Thus 
I 
i m i" YI Yn YI d~nccessarily vanishes if n>4. Further, matrix elements 
of terms with odd values of n must vanish because they would 
change sign on inversion. Also the term with n ::: 0, which is a 
constant and shifts all the levels of a configuration by the same 
amount need not be considered. Thus the only terms in the expansion 
of the crystal field potential which are of significance are those 
with n ::: 2 and n ::: 4. The symmetries of some of the spherical 
0 harmonics are mentioned here. Yn (6,4» shows no dependence on <p 
and has axial symmetry. Spherical harmonics having m ::: ± 4, ± 3 
and ± 2 have tetragonal, trigonal and rhombic symmetry respectively. 
The combination Y: (6 ,~) + (S/14)t{y! (6,f) + v! (a ,<1»} has a cubic, 
or octahedral symmetry where the z-axis of the octahedron lies along 
the polar axis. 
As an example, the effect of a cubic cr,ystal field on the d 
wave functions is considered below. The matrix elements <1,m~:(a,.)ll,ml~ 
, 
vanishes unless ml ::: m + ml. Since the cubic field is 
described by terms having m ::: 0 or ± 4 only, the state p,o> will 
have non-zero matrix elements only to states with m ::: 0 or ± 4. Since 
no d wave functions have n ::: ± 4 the statef2,O> has a mat~ix element 
only with itself i.e. it is an eigenstate. Similary/2,1> and/2,-I> 
are eigenstotes but 
... ---------------~~--- .. --~~ -_._----,---
the same is not true of J2,±2>. For these, two mutually 
orthogonal linear coDbinations, I (/2,+2>-12,-2» and 
:rr 
I (12,+2>+ 12,-2», must be taken. A perturbation calculation shows 
~ 
that /2,+1>,12,-1> and I (~2,+2>+t2,-2» arc degenerate and 
,;,;z 
so are 12,0> and I (12,+2> - 12,-2». The first group is 
4 
referred to as rlE and the second as ar. 
The situation can be understoo~ in a simple way as 
follows. If a d electron is in an octahedral crystal field 
with pairs of negative charges or dipoles along x,y, and z,axes, 
then it can be seen from Fig. (2.5.), that d.xy, dyz , c XZ1 
orbitals have their ~ximum lobes pointing in between the 
ligands, whereas ~2_y2 and ~z2~ have their maximum lobes 
pointing towards them. Thus an electron will experience greater 
repulsion in the latter orbitals than in the former ones and the 
~ triplet (~, ~z' dzx) will have lower energy thau the ~ 
doublet (~2_y2 , d3z2~). 
The splitting of the d orbitals into It( and dE; groups 
with different energies results in the 'quenching of the orbital 
angular momentum'. Though the expectation value of i2 in the 
dE orbitals is 2(2+1), the expectation value of Lz in the three 
d~ orbitals is +1,0, and -1. Since the expectation value of 
Lz in the dy orbitals is zero, the d electron in the octahedral 
crystal field can never exhibit its full angular momentum. 
This is what is meant by 'quenching of orbital angular momentum.' 
d yz 
• 
. ----- ----~, 
• 
d 2 2 
3z - r 
FIG. 2.5. CHARGE CLOUDS ASSOCIATED WITH d-oRBITALS. 
( The dote represent negative ione of the octahedral complex). 
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The dE electron behaves as if it had an orbital angular momentum 
of one unit. Alternatively, the orbital degeneracy of the level 
may be put equal to 21' + 1 where l' gives the effective orbital 
angular oomentum. In the case of a d~ electron in an octahedral 
field, the orbital degeneracy is three and, hence, the effective 
orbital angular momentum is of onc unit. 
As another example of the qucndl.itlgoforbital angular mor.lentum, 
the (d~)3 configuration may be considered. In accordance with 
Hund's rule, one electron will go to each of the d~ orbitals. 
Because the three d~ orbitals are symmetrical about the origin, 
the orbital moments of the thrce electrons will balance to 
zero. Thus the effective L' will equal to zero, in contrast 
to the free d3 ion for which L equals three. 
In fact, it can be shown that a dE electron behaves like 
a p-electron with a positive charge (Xotani, 1960). Thus the 
magnetic properties of (de)n configuration can be discussed 
analogously to pn, if the magnetogyric ratio - ~ is replaced 
2mc 
by + .1&. 
2mc 
The corresponding coupling scheme for angular 
momenta and magnetic moments is illustratcd in Fig. (2.6.). 
Seall components of the cr,ystal field that are of lower 
symmetry, and spin-orbit interaction, will further lift the 
degeneracy of a d orbital. Two general theorems are ver,y 
helpful in determining the degeneracy of the ground state of 
the ion. 
" 
FIG. 2.6. COUPLING OF SPIN AND EFFECTIVE ORBITAL ANGULAR 
MOMER'l'UM IN d, ORBITALS. 
.. '1 ... 
(1) Kramer's TheoreD. This theorem states that in a system 
containing an odd number of electrons, an electric field, of any 
kind of symmetry whatsoever, cannot completely lift the degeneeracy 
of the system, but will leave each level with an even degeneracy. 
Kramer's degeneracy is related to the invariance of the 
system under time reversal, In the absence of an external 
cagnetic field, the Hamiltonian of the system remains unchanged 
\¥hen t is replaced by -to If K represents the operator of time 
reversal and 'frepresents SODe eigen-state of the system with 
eigen-value E, then 
so that K~ is also an eigen-solutlon of the SchrUdinger 
equation with the same eigenvalue S. It can be shown (Low, 
1960) that for n electrons, the operator of time reversal is 
K = in Sy} ~- C 
.,. '-Yn 
where C is the operator which replaces the function by its 
complex conjugate and Sy'S are y-components of spin functions. 
_ (0 -i ) 
Sy -
i 0 . 
If the two wave functions1r and K~~ are linearly dependent iI T 
i.e.IK" = a1' where aiB a complex number, then 
But 
so that 
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K2 = (in sYl ••• sY.n)2 = (_l)n.1.. 
1nl 2 = (_l)n 
This can be true, however, only for even n. Hence for odd 
n, K'P and1¥ are necessarily linearly independent and the energy 
state is degenerate. 
However in the presence of an external magnetic field, the 
time inversion as such is not a syrnoetry element and hence it 
does not co~ute with the Haniltonian. Hence the energy states 
are non-degenerate. An external magnetic field would, thus, 
lift Kramer s degeneracy, if any, 
(2) Jahn-Teller Theorem. The theorem of Jahn and Teller states 
that a non-linear molecule or complex which has a degenerate 
ground state will spontaneously distort so as to produce an 
asymmetr,y sufficient to reoove the degeneracy. 
The energy-distortion curves for the degenerate states 
may cross or touch or coincide (Fig. 2.7.). In the first case, 
as the levels split, one of thee would have lower energy and 
one higher than the centre of gravity which would remain the 
same as before distortion. Since any system tends to a state 
baving the minicuc possible energy, it would distort so as to 
remove the degeneracy and go over to the lower state. 
According to Jahn and Teller, the second case is not 
possible for real systems. The third case is that of Kramer s 
degeneracy. Thus a Jahn-Teller distortion cannot remove 
FIG. 2.7. JAHN-TELLER EFFECT IN RELATION TO ENERGY DISTORTION CURVES. 
The curves (a) cross (b) touch or(c) coincide. 
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Kramer s degeneracy. 
2.3.2. The Theoretical Hamiltonian 
The various teres in the Haniltonian of the free ion 
(neglecting nuclear hyperfine interactions) are listed below 
in decreasing ordcr of magnitude. They are: 
(a) The Couloob interaction of the electrons with the 
nucleus (assumed fixed) and with each other. In the non-
relativistic approxiootion, this is given by 
(~Z _~) N 2 2: + L e /.rkj 
k 20 ~ k>j::l 
~ 
electron and ~ is Here ~k is the linear I:lomentuo of the kth the 
radius vector extending froe the nucleus to the electron. The 
whole expression is summed over all N electrons; k anrJ j refer 
to the electron in the ion. 
This expression is treated by the self-consistent field 
method in which the electrons move independently of each other 
within the restrictions of the exclusion principle. Account is 
next taken of the correlations betwecn the electrons. This 
gives rise to the correlation energy terms 
which may be thought of as arising from ver,y large but fictitious 
magnetic interactions between the corresponding vectors. 
(b) The magnetic interactions between spins and orbits 
given by 
~ 
kj 
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For states of definite Land S of the SaDe configuration, the 
spin-orbit interaction can be written as 
where J\is the spin-orbit coupling constant. 
(c) The cagnetic dipolar interaction between the spins 
given by 
(d) Interaction with an external magnetic field given by 
The second term in this expression gives rise to diamagnetism 
and would not be considered further. 
The order of magnitude of these terms are 105 cm-l for the 
CoulorJb interactions, 102-103 cm-l for the spin-orbit coupling 
and I Cr.l-l for the magnetic spin-spin coupling. The interaction 
with the external magnetic field depends upon the strength of 
the latter and in usual electron resonance experiments it is 
of the order of I cm-I. 
For ions in a crystal lattice, there will be an extra 
term, V', due to the interaction of the electrons with the crystal 
... ~! -
• 
field. In the iron group hydrated salts, it is less than the 
Coulomb interactions but larger than the spin-orbit interactions. 
For states of a given Land 5, the totol perturbation Hamiltonian 
reduces to the fore 
(2.25.) 
in which certain constant teres, like -!fL(L+I)S(S+I), which 
3 
shift all levels equally have been omitted. 
2.3.3. Spin Hamiltonian 
The theoretical Haeiltonian can be thrown into a parametric 
fore using the method of Pryce (1950). The method is only 
applicable when the lowest orbital state is a singlet, and 
consists of a perturbation treatment in which the spin operators 
are treated ns non-coccuting algebraic quantities. 
A simple Hamiltonian of the form 
~ -4 -+ -+~ M = f3H. (L + 25) +7\ L.S (2.26.) 
can be used to illustrate this. Denoting the unperturbed 
ground state as 10> nnd the excited states as ,n>, nnd applying 
first order perturbation theory, one gets 
<oj~llo> = <o12f31.tlo> + <O1~1 +1\L.1,0> 
= 2f3H.1<0 rO> + <0/(f3"x +J\ Sx) Lx + (f3Hy +X Sy) Ly 
+ (f3Hz +i\Sz}Lz to> 
-+ -+ 
= 2f3H.S + (f3"x +~Sx)<OILxIO> + (r3Hy +ASy)<6tLyI6> 
-t~ 
= 2(3H.8 
- !6 -
since for a sinslet orbital state 
Considering the second order perturbation, one sets, 
(2.27.) 
(2.28.) 
It may be noted that, on evaluation of the matrix elements 
. -
<OILx\n> etc., the final expression would be quadratic in the 
components of it and? and will take the form 
where i, j = x,y,z and}\ij, fij and dij are factors. Thus, 
for the lowest orbital singlet one gets 
(2.29. ) 
which can also be written in the form 
where g = 28-1,1\ and D are tensors. The Hamiltonian so 
expressed in terms of spin operators only is called the Spin 
Hamiltonian. Though the expression (2.30) was derived for a 
simple theoretical Hamiltonian, it is Bufficiently general and 
holds for the Hamiltonian (2.25.) as well. 
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The spin-Hamiltonian may, alternatively, be considered 
as a phenomenological description of the system, the parameters 
g, D, andAbeing determined by the experimental results. Suit-
able theoretical models have then to be developed to account for 
the observed values of these constants. 
The spin-Hamiltonian can be used even in cases where the 
lowest level is orbitally degenerate. If transitions between 
25' + I levels are observed experimentally, Sf is defined as 
'effective' or 'fictitious' spin and is used in the spin Hamiltonian. 
For an orbital singlet lowest state, the splitting of the spin 
degeneracy is usually fairly small and the effective spin is 
equal to the actual spin. For an orbitally degenerate state, 
however, components of cr,ystal field of lower symmetr,y and spin-
orbit interaction usually produce a splitting of order 100 cm-I, 
and in accordance with Kramers and Jahn-Teller theorems, no 
resonance would be expected if the number of electrons is even 
and effective spin would be t if the number of electrons is odd. 
A sufficiently general spin Hamiltonian can be written 
in the component form as 
~ = ~(gzHzSz + gx"xSx + gy~Sy) + D (s! -
2 2 
+ E(Sx - .Sy) 
1/3 S(S + I)} 
••••• 
(2.31. ) 
in which the principal axes x, y, and z are assumed to be the 
same in all terms. The first term in the parentheses represents 
the splitting of the (28 + 1) multiplets by the applied magnetic 
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field. In this term gXl8y' gz are the values of the spectroscopic 
splitting factor g along the principal axes. The term 
D {s; - 1/3 S(S + I>} represents the initial splitting (i.e. with 
zero magnetic field) of the spin multiplet by an axially symmetric 
(trigonal or tetragonal) component of the crystalline field. 
2 2 
The ter~m E(Sx - Sy) represents possible initial splitting by the 
crystalline field components of still lower symmetry (rhombic). 
F~r an axially symmetric field, the spin Hamiltonian taltes 
the simple form 
••••• (2.32.) 
where the axis of symmetry is taken as the z-axis, and gl. = gz 
and gx = gy = gJ.' 
Fig. (2.8.) shows, as an example, the splitting of the 
energy levels by crystal and external magnetic fields in the 
case of Cr3+ ion. It is seen that the 'fine structure' of the 
transition arises from the 'zero field splitting' of the lowest 
orbital singlet. 
2.3.4. B.-factor 
~ ~ 
It is seen from the terms in Hand S in equation (2.31.) 
that the spin is no longer completely free. Either it can be 
regarded as having an anisotropic magnetic moment 
{gxSx, gySy, gzsz} or as freely precessing about the field 
{gxHx, gyHy, gzHzJ. 'For an arbitrary orientation ofitwHh 
FIG. 2.8. ENERGY LEVEL DIAGRAM OF Cr 3+ IN AN AXIAL FIELD. 
Free ion. Cubic Axial field 
tield. + spin-orbit 
coupling. 
Jfa&netic tield. 
.1 ... 
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direction cosines (1, ID, n) with respect to the coordinate system 
of the crystal field, the effective oognetic field about which 
the spin may be supposed to preccss freely would be 
2 2 2 2 2 2 l (gxl + gym + 8z n )~ H. This may be written as gU, so that 
(2.33.) 
~ 
If e and ~ are the polar and azimuthal angles of H in the 
crystal field coordinate system, equation (2.33.) can be written 
in the alternative form 
22222 
g = gu Cos e + g1. Sin e ••••• 
where si = g~ Cos2 ~ + g~ Sin2 ~ 
and g11 = gz 
~ 
The directJcn of the effective field, gU, is given by 
Cos'Y = g Cos e 
..J: 
g ••••• 
(2.34. ) 
(2.35.) 
~ 
where'fis the angle between the direction of gH and the z-axis. 
This is illustrated in Fig. (2.9.). 
If the term ~(gzHzSz + gxHx8x + gyHYSy) of the spin· 
Hamiltonian is transfomed to a coordinate system having the Zl 
~ 
axis along the direction of the effective field, gH, then it 
takes a simple form g~S~.H where g is given by equation (2.33.) 
(Low, 1960). In the strong magnetic field case, this can be 
written as ~M~ H, so that the resonant frequency for ~~ 
transitions would be given by the relation 
= + 1 
-
z 
t1lHC01 ' - - - - - - - - - - - fH 
NCOI. 
HIIN' 
'10.2.' ORIINTATION 0' THI ."ICTIYI MAGNlTIC 'IILD 
WITH """CT TO THI Z- AXil. 
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hV = g!3H. 
It is thus seen that the usage of the syobol g in the spin 
Hamiltonian is consistent with the definition of g-factor given 
in Chapter I. It is an experimentally defined quantity and 
ceasures the splitting between the 2S' + I levels in an external 
magnetic field, Ht applied at any angle with respect to the 
crystal field axes. 
2.3.5. Covalent bondiQ& 
So far the effects of the ligands on the metal ion have 
been taken account of by replacing the ligands with point charges 
or point dipoles. Thus the interactions have necessarily been 
assumed to be electrostatic in nature. In covalently bonded 
complexes this no longer applies. However, the electrostatic 
theor,y can still be applied (Van Vleck, 1935). The principal 
features of the orbital energy-level diagram for d electrons 
calculated from electrostatic theor,y agree with those obtained 
on the basis of the molecular orbital theory. In the latter, 
the metal and ligand orbitals are combined to give complete 
molecular orbitals. Since only those orbitals which transform 
as the same representation of the molecular point group can 
combine together to give molecular orbitals, the ligand orbitals 
are first combined among themselves to give symmetry orbitals so 
as to match those on the metal ion. 
A more general approach is that of 'Ligand Field Theory' 
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where the ligand field splittings are the result of a number of 
more or less independent mechanisms. The total splitting is 
thought of as the algebraic sum of a number of individual 
contributions, due to electrostatic effects, (f bonding, ~ bonding, 
etc. Even this, however, is not n completely satisfactory 
theory and a complete theory would be a molecular orbital one in 
which all the important electrostatic interactions are dealt 
with in deta H. 
In covalently bonded complexes, the covalent forces cause 
much larger splittings of the energy levels. In terms of the 
electrostatic theory, this corresponds to the strong field case. 
The energetic considerations compete with the requirements of 
the Hund's rule, and if the crystal field is sufficiently strong, 
~ -+ 
the coupling between individual lis and sls is broken down. 
Though the mechanisms postulated by the electrostatic and 
molecular orbital theories for the energy level splittings are 
inherently different, this does not prevent the use of spin 
Hamiltonian in the case of covalent bonding. In a phenomenological 
theory using Q spin Hamiltonian, one is concerned with the amount, 
nnd not the cause, of the energy level splittings. Thus a spin 
Hamiltonian can be used to describe formally the b~haviour of a 
covalently bonded complex as well. 
2.3.6. Nuclear HYperfine Interactions 
Many nuclei have electric and magnetic moments, which WQuld 
interact with the electrons. These interations would now be considered • 
• 
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2.3.6.1. Masnetic Interactions 
-..;. ~ 
The magnetic moment of a nucleus is given by J.IN = BNf3NI, 
where gN is the nuclear g-factor, ~ is a unit of magnetic 
moment, called the nuclear magneton, and is equal to ItJ.4n1'4C 
~ 
where M is the nuclear mass, and I is the vector representing 
the total angular momentum of the nucleus, commonly referred to 
as the nuclear spin. 
--)0 
I is made up of the orbital and intrinsic angular moments 
of the nucleons and hence the nuclear spin quantum number I is 
integral for nuclei with an even number of constituents and is 
half-integral for nuclei with an odd number. In parttcular, 
even-even nuclei have I = 0 in the ground state. 
The spin and orbital motions of the unpaired electrons 
produce a magnetic field at the nucleus. These give rise to 
the following interactions: 
(i) Dipolar interaction between the electron and the 
nuclear spins. The field due to the electron spin, treated as 
a dipole, at the nucleus is 
••••• 
and hence the interaction energy of the nucleus, treated a8 a 
dipole, in this field is 
!:~-+ ~ - ge~f:3e~ K. Sk. I 
rk3 
(2.37 .) 
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(ii) The interaction of the nucleus with the field, 
2~e ~/rk3, produced by tie orbital motion of the electron at 
the nucleus. The interaction energy is 
••••• (2.38.) 
(iii) The Fermi contact interaction 
••••• (2.39.) 
where &(;t) is the Dimcts delta-function. It is seen that 
this interaction vanishes unless the electron has a r L1ite 
probability density at the nucleus. 
Expression (2.39.) was derived by Fermi using Diracts 
relativistic theory, but the origin of the contact interaction 
can be simply illustrated in the case of one electron (Landau and 
Lifshitz. 19S"g). 
-+ The current density, j, due to the spin motion of the 
electron is given by 
7 = ge~ec tu cl d1~ ~ 
The magnetic field due to this current distribution at any 
point, P, will be given by 
where r is the distance of the point, P, trom the current 
....... ' 
element j dV, and the operator V refers to the coordinates of the 
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point p. 
and 
lYritingl'\f'? -: as r: one gets 
---to J -+ H = gef3e V (;t x curl F dV 
the integration gives 
.~ ~ 
H = 8rrgef3e F (0) 
3 
= 8rr &ef'e 1~(0)2,t 
3 
where F(O) and'¥(O) refer to these quantities at p. The 
~ 
interaction energy of the nucleus of magnetic moment 8N~I 
with this field is 
••••• (2.40.) 
This shows that the interaction vanishes unless the electron 
has a finite probability density at the nucleus. It may be 
noted that although the electron cannot stay permaneatly trapped 
in the nucleus, it can pass through it and this is sufficient 
to give rise to the Fermi interaction. 
Apart from these interactions of the nuclear spin with the 
unpaired electrons, the nuclear magnetic moment would also 
interact with the external magnetic field. This energy would 
be given by the expression 
••••• (2.41.) 
2.3.6.2. Electrostatic Interaction 
The electrostatic interaction of the nucleus with the 
electrons can be taken account of in the following way. The 
-~ -
potential of the field produced by a distribution of charges at 
an external point is 
••••• 
(2.42.) 
~ ~ 
where (r - RA) are the radius vectors from the charges eA to 
the point P where the potential is to be found. The origin of 
the coordinate system is chosen here at the electrical 'centre 
of gravity' of the system of charges. The potential • can be 
-7 
expanded in powers of RA and the expansion written as 
q = ~(l) + ~(2) + .(3) + ..• 
••••• (2.43.) 
The first term, +(1), gives the potential at the point P when all 
the charges are assumed to be concentrated at a point. This 
has alreaqy been taken account of in establishing the unperturbed 
Hamiltonian. The second term ~(2) , which represents the dipole 
field, vanishes for nuclei in the stationary state. The effect 
of the third term f(3) would be considered here. According to 
TQYlor's theorem it is given by 
where the sum goes over all charges; the index numbering the 
charges has been dropped here; Xa arc the components of the 
~ ~ 
vector~ nnd Xa those of R. Moreover, since the function! 
r 
satisfies the Laplace equation i.e. 
b0{3 a2 ( -'1'1) = 0 
. -r-aX(JiX---=--(3 - \ 
" i - 46 -
one gets 
••••• 
(2.~ ) 
where the tensor 
••••• 
is the quadrupole moment tensor of the system. It is a 
sYllIDetric tensor with f lve independent components. (+"r~~~ ~yvr..~~ k-
It the distribution of the charges is due to the proton.. f.y,..u.~). 
in the nucleus and if the electron of charge, -e, is assumed to 
be at the point P, then the mutual potential energy ot the ~stem 
due to the quadrupole moment term is 
••••• 
The quantum-mechanical quadrupole moment tensor operator 
can be obtained trom the classical expression b,y replacing 
(~ - R2SOfl) by its operator equivalent. This give. 
~ = C {i (Ialf3 + ~Icx) .SOfl r 1 ..... (2.41.) 
The expectation value of Qz~ tor the state 11 • I is usually 
called the 'quadrupole moment t and denoted a. Q. Expre8sins 
the constant C in terms ot Q, one gets 
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Thus the interaction energy becomes, from equations (2.46.) and 
(2.48.) I 
= e9 {i2 _ 3(~1)2} (Griffith, 1960) 
21(21 - 1) ;J r~ 
For many electrons, the interaction energy can be written in 
its final form as 
VQ = e2~ L 
21 21 - 1) j ••••• 
(2..49.) 
where Q has been expressed in co2. 
It may be noted that the expectation value of the 
quadrupole moment operator, Qz~, vanishes for states with 1=0 
and ± t. Thus only those nuclei that have a nuclear spin 
1>1 can have a finite quadrupole moment. 
2.3.6.3. Nuclear Terms in Spin Hamiltonian 
The nuclear interaction terms con be incorporated in the 
spin Hamiltonian by the method of pr,yce, treating the nuclear 
spin operators as non-commuting algebraic quantities. A 
sufficiently general sub-Hamiltonian giving the contributions of 
nuclear interactions to the spin Hamiltonian can be written a8 
\. 
, 
- 'is -
jl' ~ -4 ~ -+ -.~ = S.T.I + I.P.! - gN~H.I 
or in the component for~ as 
j( I = :. S 1 + A S I + i'. 5 1 x x x y y y z z z 
+ P~\I; - ~ 1(1 + 1) J + PI(I~ 
••••• 
2 
- 1 ) Y 
••••• 
(2.5C.) 
(2.51.) 
It may be mentioned that magnetic interactions between the nucleus 
and the electrons are generally of the order of lC-2 cm-I, and the 
nuclear quadrupole interactions and the direct interaction of the 
nuclear spin with the external cegnetic field are both of the 
order of 10-4 cm-I. 
2.4. Free Radicals 
The g-factor can be written as 
••••• (2.52.) 
Both the cor~'~ctions to g are now considered. 
(a) 8L:- ~ In the diatonic molecules, only the co~ponent of L 
along the internuclear axis is conserved. This is because the 
field of force is cylindrically symmetric. The situation is 
essentially the same as that of an atom in a strong electric 
field, which is here the electrostatic field of the two nuclei. 
The molecule will have a permanent orbital magnetic moment only 
along the internuclear axis. The perpendicular component will 
be of the high frequency type. 
- 4f} -
\'lhen the molecule is polyatomic and non-linear, the entire 
orbital coment of the molecule will be of this high frequency 
type, unless the molecule has unusual symmetr,y. 'rhis is 
because the existence of a cean magnetic moment for an atom or 
molecule in the absence of external fields implies the existence 
of at least a two-fold degeneracy (Van Vleck, 1932). Even for 
symmetrical molecules, if a cegeneracy exists, it will in geneml 
be lifted due to Jahn-Teller distortion. Hence the non-linear 
polyatomic free radicals will have practically no contribution 
from orbital magnetic moment and 8L = O. 
(b) 8LS:. This is given approxi~tely by the relation 
••••• (2.53.) 
where A is the spin-orbit coupling constant and ~ is the 
energy separation between the electronic ground state and the 
lower excited orbital state (vide equations 2.28. and 2.29.). 
In general,~ is small when the environment of the electron 
departs greatly from spherical symmetry, whereas it is often 
quite appreciable for atoms with their essentially spherical 
symmetr,y. For most organic free radicals, therefore, 
Ig - 8S I = gLS <0.01. 
However, in many free radicals containing sulphur and 
oxygen, considerable g-value shifts have been noted. This is 
presumably due to high electron affinity of these two atoms. 
The unpaired electron is considerably localise~ on these atoms 
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and, to that extent, is in atooic orbitals with consequential 
large spin-orbit coupling. 
2.4.1.1. Anisotropy of a-factor 
A trapped radical must of necessity have some electrostatic 
interaction with its trapping medium. The effect of the crystal 
fiel~ on the properties of an esbedded radical can be studicc. 
by examining the nature of the field immediately ~urrounding the 
radical in Q manner analogous to the treatment ~f ~aramagnetic 
ions. The crystal field would endow an anisotropy to the ~ 
factor. There would also be a built in anisotropy depending 
upon the symrnet~ of the radical itself. 8 is thus a tensor 
and its value in any direction is given by equation (2.33.). 
Since for a monoraciical I the ground state is a :Cramer s 
coublet, the effective spin = t, and the interaction of the 
unpaired electron with the external field is given by 
j:t 
H.S 
-+ ~ 
= H.g.S 
In any sample, which is not a sin81e crystal, one observes a 
resonance arising from either a superposition or an average of 
g values. Providing the anisotropy is small enough, the g-factor 
can be written as 
222 
8 = 1 gx + m By + n 8z ••••• (2.54.) 
where gXI gy, and gz are the components along the principal axes 
of the 8-tensor. The average g-value would then be given by 
••••• (2.54.) 
... 51 ... 
It ~y be noted that equation (2.54.) differs from the 
equation (2.33.) in that g in e~JQtion (2.54.) represents the 
effective magnetic field in the sam\:! direction as the exterr..al 
field. 
2.4.2. ~perfinc Intcr~~ 
The Hamiltonian for the h~l:.Jerf Ine interaction of the 
unpaired electron with one 'magnetic' nucleus can he written as 
2 2 ........ ...., 
1{'hf :"!-3Tr gI3c(3 "f (0) I.S 
3 
2(~ ~ -.. -+ -. ~ } 
+ slge(3 14 - 3 lL.!:.l.~s.,r.t 
r r 
••••• (2 .56.) 2e~2 
-r:r-' 
where 't 2 (O) is the electronic density at the nucleus and ITI 
is the nuclear g-factor referred to the Dohr magneton (3. 
2.4.2.1. Isotropic tl¥perfine Interac~ion 
4 ~ .... -+ ~ 
couples I anc S giving the total angular momentum F = I + S 
and thereby C'1USCS a zero-f Dd splitting of the electronic enerK! 
level into two hypcrfine energy levels, F = I ± it with an 
energy separation of 
6.11 = - F21 + J.)/2Jarr/3 818e(32",2(0) 
In an external mognetic field, the total spin Hamiltonian is 
&J --i>-. .....,........ ~~ 
.n :: 81(3 1.H + g (3 S.H + 26.\,1 I.S ••••• (2.57.) 
. 0 e 0 2W 
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The solution of equation (2.57.) is given by Breit-Rabi formula 
(Nafe and Nelson, 1948) 
~'l I-H- = - 6.W + 81(3 l'i1FHo 
_2 2(21 + 1) 
••••• 
(2.58. ) 
~ 
where r.l F is the magnetic quantum nur.lbcr of F and x = (Se - gI)JHo/6.U. 
There are thus altogether 2(21 + 1) states. 
In a field when the Zeeman energy is much larger than the 
h.f. energy i.e. when x»l, equation (2.58.) reduces approximately 
to 
••••• (2.59. ) 
where A = 26.~·1/ ( 2 1 + 1) • 
The selection rules for the limiting case are ~dI = 0 
and l!J,~ = ±l. There are, ther~~ore21 + 1 uniformly spaced lines 
symmetrically placed around the centre position defined by 
Fig. (2.le.) illustrates a h.r. spectrum of this 
type for S = i and I = 1. 
The case of more than one 'magnetic' nucleus is an eas,y 
extension of the above, The spin Hamiltonian in the strong-
field case is 
where the effective spin S = i as before. The energy cigen-
values are 
••••• 
(2.60.) 
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For transitions 6MI = 0, ~iS = ±l, the frequencies are given by 
••••• (2.61.) 
In general, there will be 1 (2Ii + 1) components. 
:Vhen the coupling constants for all nuclei are the same 
(Ai = A), equation (2.61.) can be written as 
hll = gf3H + l$.- Mi 
~ ••••• 
If in addition the spins of the equally coupling nuclei are also 
equal (i.e. Ii = I, Ai = A), the total spin T = ~ Mi = nI, so 
that 
hy = gf3H + AMr = gf3H + AnI ••••• (2.63.) 
and the hyperfine structure consists of (2T + 1) or (201 + 1) 
equally spaced components. 
If the equally coupling nuclei are protons (I = i> 
hll = g(3H + An 
T ••••• 
(2.64.) 
and there are (n + 1) equally spaced components. Fig. (2.11.) 
shows, as an illustration, the hyperfine splitting of the energy 
levels produced by two or three equally coupled protons. 
2.4.2.2. Dipolar HYperfine Structure 
The dipolar interaction energy between a nucleus and the 
unpaired electron spin can be,shown to be 
Wdip _ .. MI.S8IgS~ / 3Cos2.a - 1\ (3Cos'"e - .1) 
- 2 \: r3 lav 
(2.65.) 
-... -.,. 
where e and ex are the angles which Ho and r make respectively 
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with a molecular axis of symmetry (Frosch and Foley, 1952). 
The term < 3Cos2cx - 1) is obtained by averaging over the spatial 
r3 av 
part of the unpaired electronic wave function. This term vanishes 
if the electron is in an s-orbital. For a non-s orbital electron, 
the total energy is 
••••• (2.66. ) 
Equation (2.66.) depicts exactly the same type of spectruc 
as given by equation (2.59.) except that the h~f. separation in 
this case is a function of the orientation angle. 
For an unpaired electron having an admixture of sand non-s 
character, the coupling constant would be equal to h(s) + AI (non-s) • 
In the general case when L is not completely quenched and 
g-value shift and anisotropy are present, the situation can be 
describ~c phenomenologically by a spin Hamiltonian. Thus 
for axial syn~etr,y, 
jt = ~ [g" H S + g. (H S + H S)] + AI S 
z z • x x y y z z 
(2.67.) 
where z is along the axis of sycmetry and the direct nuclear 
interaction \"Jith the external f ielc has been neglected. The 
solution of equation (2.67.) is in general very complicated, but 
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in thc strong field case, it becomes 
••••• (2.68.) 
where 82 = o2Cos2e + ... 2sin2s 
ulI "'J.. 
••••• (2.69. ) 
The quadrupole interactions have not been considered here. 
This is because they are much weaker than r.lagnetic hyperfinc 
interactions and in most cases the hyperfine structure is due to 
protons which have no quadrupole moment. 
2.4.3. BYperfine spectr~-1ntensities for identical equivalent 
The hyperfinc spectral intensities in this case would depend 
on nuclear statistics. The total wave function''''' =~e'f'viri/n 
(electronic, vibrational, rotation, and nuclear) is symnetric or 
antisynrnetric with respect to a sYIiltletry operation (resulting 
in the exchange of hlo identical nuclei) according as the nuclear 
spin is even or odd. For hydrogen nuclei (I = t>, the total 
wave function \1ould be antisyr:unetric. Considering as an example 
a NH2 radical ~~e for a pz orbital would change sign with a rotation 
around the twofold axis whereasiv would not in the zero vibration 
~nil"\.~ towut "totcd~o~t IitClh j~O 
state. ThUsi'n would be synmetric and the intensity ratio of the 
h.f. components would be 1:1:1 (r.1cConnell, 1958). 
If, however, the rotation of NH2 radical be ~lenched, the 
antisymmetric'Vn would no longer be forbidden and the intensity 
ratio wou!d be 1:2:1 as sho~m in Fig. (2.12,). 
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In general, when the magnetic nuclei are equivalent in 
terms of h.f. coupling but non-identical in terms of syrncctr,y, 
the nuclear spin wave-function of the state (I) in the absence of 
a magnetic field can be written as 
(al + ~ + OJ + ••• ) 
••• 
etc. are the nuclear spin wave functions each 
corresponding to a different value of IDI' If there are n identical 
nuclei, the total nuclear spin wave function can be written as 
Hence the statistical weight of a given h.f. level would be 
given by the coefficients of the corresponding term in the above 
polynomial expansion. Thus for hydrogen nuclei (1 = t), the 
n 
total nuclear spin wave function would be (0::1 + a2) and the 
statistical weight fnctors of the h.f. levels, and hence the 
relative intensities of the h.f. spectral lines would be in the 
ratio of the binomial coefficients 
1, n, n(n - 1), 
2' 
••• 
11\-1)- -. 
nin - k + 1), 
i\ 
••• n, 1 (2.70.) 
RELAXATION EFFECTS AND LINE WIDTHS 
3.1.1. J.1icroscopic 'i'hcory 
3.1.1.1. Gpi~Lattice relax~ 
The naterial in which the paratmgnetic centres (henceforth 
referred to in this discussion as 'spins!) are er.meddcd is 
generally referrec to as the: lattice', whether it be solid, 
liquid or sas. 7he s~ins do of necessity interact with the lattice 
thougQ for oost fre~ radicals, the interaction is ver,y weak. 
The spin-lattice interactions are inportant in that they arc one 
of the factors deteroining line wi~ths and line shapes. They 
are considered in sooe detail below. 
If NI nnc Nu are respectively the numbers of spinG per 
c.c. in the lower and the upi.)er r.lOgnetic levels of a s;Jin doublet, 
and ~'Lt anc :'lJ, the u~)\1ard anG downward transition probabilities 
per unit time due to s~in-Iattice relaxation, then the rate of 
change of the excess nUT.'lber, n, in the lower state due to spin-
lattice relaxation is given by 
dn = 2Nu i'u, - 2N 1 'at 
dt ••••• 
(3.1.) 
The factor 2 occurs because each transition changes n by 2. 
For therr.ml equilibriuo, 
~" 
- ,:1.:) -
so that 
••••• 
(3.2. ) 
where i'l = mean of ~'JJ, + ~'l1' = ;J.. + ",,1' 
2 
!J. = r.laximum measurable component of the m<~gnetic moment 
of the spin 
and T = common temperature of the s~in ond the lattice when 
they are in thcrr.lfll equilibrium 
~~ (temperature of the lattice) since the heat 
capacity of the spin system is very small. 
Here it has been assumed that ~o/KT «1, which is true if it is 
less than l(1,QOG gauss anc T is greater than 20o!~. 
From ec;uations (3.1.) anc (3.2.) ,one Gets 
£.!l = 2:J(ne - n) 
clt 
••••• (3.3.) 
N 
where ne = }{lJHo = the value of n under equilibrium, fr being the 
KT 
total number, HI + Nu, of the spins ~)er c.c. The solution of 
equation (3.3.) is t 
2//1 (ne - n) = (ne - ni)e-' ••••• 
where ni is the value of n at t = O. Thus the approach to 
(3.4.) 
equilibrium is seen to be exponential with characteristic time 
Tl = ~~W. Equation (3.4.) can thus ~c re-written as 
- 19 ~ 
••••• 
(3.5.) 
In the presence of radiation, equation (3.1.) con be 
written as 
.9!! = 2 Nu~~ - 2N~·Jt + 2NuP - 2N,!P ••• ,. dt 1 1 
(3.6.) 
Substituting for ~~ and :.~ from equation (3.2,), one gets 
2!l = 2\,1 (ne - n) -2nP ., It' 
dt 
(3.7.) 
where ne = NJ.LHo as before. However, the cquilibriun value n~ 
KT" 
is given, from equation (3.7.), by 
(3.8 t) 
where Tl = L. Denoting the ratio n~ by Z, equation (3.7.) can 
2'" ., 
be re-\'lritte~1 es 
dn = 1 (n6 - n) 
dt TIZ 
The solution of this e~~lation is 
(n l - n) = (n t - n,) 
eel
-n 
••••• (3.9 -' 
••••• 
(3.10.) 
which shows that the approach to the steadY state in the ~resence 
of radiation is of the same exponential forn as that v/hen rediat.ion 
is absent, bu~ th~ characteristic tir.lc is now TIZ instead of just 
Tl' (The unsteady state can be introduced by suddenly changing 
the intensity of radiation or the strength of the steec1y maf,'1etic 
field. ) 
Spin Temperature:-
In the absence of radiation, the equilibrium value ne is given 
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by 
Here T is the common spin and lattice temperature under thermal 
equilibrium. ~1hen the radiation is present, the spin system 
can still be described formally by a Ispin temperature', TSI 
defined by the relation 
Ts is related to T by the relation 
••••• (3.11.) 
It may be noted, however, that, for spin greater than 
it the concept of spin temperature is less precisely defined; 
for there will be more than two states, and a unique value of Ts 
can be obtained only if the ratios of their populations are 
appropriately related. 
Saturation factor:-
From radiation theor,y, the probability of radiation-
induced transitions for s = i, is 
P.1 Lo..1 = 12..·21e(''))) a ...... -a _y n 
4: 
••••• 
Substituting for P from this into equation (3.8.), one gets 
Z = n' = I = I n; I +2PT1 "'!'"'l +t?~~H:':fT=-I-g~()J~) ••••• (3.13.) 
AtV ="'P res the saturation factor is given by . , 
As sho\m later, 
• 
• • Zt»es = 1 
-1 +y-2I"""'Hf-T-
I
-T
2
--
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••••• (3.14.) 
It may be noted that the saturation factor ~. is defined such 
that, the larger its value, the smaller is the acount of satur-
ation. 
3.1.1.2. Nature of the Spin-Lattice Relaxation mechanism 
~ccording to Kronig (1939), the thermal motion of the 
lattice alters the cr,ystalline electric field and thus acts on 
the spin system through spin-orbit coupling. The Fourier 
spectrum of this fluctuating cr,ystalline field may contain 
terms \vhich give rise to resonant transitions between the two 
states involved. 
Two mechanisms of this transfer of energy are possible: 
(1) Direct process, where a phonon of appropriate frequenc,y 
is directly absorbed by the spin system, and 
(2) ~n process, where energy is exchanged between the 
phonon and the spin system through inelastic scattering. 
Relaxation times for these mechanisms for s = tare 
given by the following expressions: 
Direct Process T1 = lo4.~4 secs 
1:.H4.T 
••••• 
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Ratum Pro cc s s 
••••• (3.1S.b) 
where ~ = the height of the next orbital level above the 
ground state, 
A = the spin-orbit cou~ling coefficient, 
and T = teD;.Jereture inoK. 
3.1.1.3. Spin-Spin Uelaxation 
In any asaecbly of spins, a particular spin woulc experience 
not only the external megnet field H! but also a s~all local field 
...... 
Hlocal due to the neighbouring spins. The local fide Vlould be 
of the order of ~/~3 where ~ is the magnetic dipole Dooent assoc-
iated with the neighbouring spin and r is the nearest-neighbour 
distance. If the s::>ins are identical, the distribution of 
their Lannor frequency would be over a range ~Wo' where 
~wd""'(Hlocnl. If two spins have precession frequencies 
c~iffering by S Wo and are initially in phase, then they will be 
out of phase in a time T~Nl/bWo. T2 thus re~resents the phase-
memory time. 
Two identical spins, j and k, will ~roduce t~gnetic fields 
at each other oscillating at the Larmor frequency. /.s a. result, 
they may outually induce transitions among each other. The 
energy for the transition of one s~in comes from the other; 
there is, in fact, a mutual exchange of energy in the process. 
It can be seen that the correct phasing for this • spin-exchange' 
process should occur periodically after a time interval of the 
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order of 1/0000 • The spin-exchange provides another ~chanism 
for spin relaxation. This relaxation mechanism is called spin-
spin rela;:,,;tion. 
3.1.2. Uacroscopic The<rr;y. The Bloch Formulation 
Bloch used a set of macrosco?ic equations to describe the 
variation of the components of the total magnetisation per unit 
volume in resonance experiments. Follovling him, one can 
investigate in a phenomenological way the behaviour of the 
s~in system in a magnetic field 
••• 0 •• (3.16.) 
Hz = Ho 
t · ~ If th~ meen~ 1C moment ~ is regarded as ~ quantu~-mechanical 
operator, its time derivative would be given b,y the commutator 
of the operator and the Hamiltonian3t. Since j:f.. = -it.H, 
--) ~ 
am: ~ = "(I h/'ar, the commutator gives, in conjuction with the 
commutation rules for angular momenta, 
-7 ~ ~ 
d~o.£ = ~p x H ••••• (3.17 ,,) 
dt 
(Here "( has been taken positive for oimplicity; if it is 
negative the sign of BY in equation (3.16.) is to be changed.) 
One can no~'! talte the expectation value and sum over all the 
moments in unit volume. Since the macroscopic magnetisation is 
defined aa 
it follows that 
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pt= L %p> 
unit 
vol 
-+ -+ -+ 
.ill! = yr.l x H 
dt 
••••• 
(3.18.) 
••••• 
(3.19.) 
Bloch phenomenologically introduced the relaxation times 
Tl and T2 in this equation in the following way. 
If tIo represents the equilibriutl magnetisation when the 
transverse rotating field has been withdral7n, the approach to 
equilibrium for the longitudinal cooponent Llz can be assumed to 
be given by 
(3.20.) 
where Tl is the characteristic time for 'lo~tudinal' relaxation. 
Similarly the approach to zero for the transverse component 
of the magnetisation on the withdrawal of the transverse rotating 
field can be postulated as:-
-+ .... d~1x,~ = y(m x H)x,y 
dt 
- Mr,y ••••• 
2 
(3.21.) 
where T2 is the characteristic time for 'transverse' relaxation. 
TI and T2 are thus called the 'longitudinal' and 'tranverse' 
relaxation times respectively. It may be noted that the law 
of the longitudinal 8.nd transverse relaxations has been introduced 
phenomenologically as a postUlate. The validity of this approach 
lies in the close agreement of the deductions based on these 
postulates with the results of the experiment. 
The equations (3.20.) and (3.21.) take a simpler form if 
transferred to a coordinate system rotatin8 about the z-axis 
-4 
with the r.f. field HI. If u and v represent the components 
~ --4 
of la along and perpendicular to the direction of HI' so that 
~1y = - u sin wt - VCos wt 
the equations (3.20.) and (3.21.) become, in the rotating frame, 
du + ~ + (Wo - (0) v • 0 
dt T2 
••••• (3.22. ) 
dhlz + I.iz - Llo - yH 1 V = 0 
dt T1 
• 
where Wo = yHo. The steady state solution of these equations 
is obtained by putting all the time derivatives equal to zero. 
gets 
••••• (3.23.) 
These equations represent the effects of the relaxation mechanisms 
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on the macroscopic magnetisation. As shown in Sec. 3.2., 
equations (3.23.) predict a Lorentzian line-shape if there is no 
saturation. In practice, line shapes are not always well 
approximated by a Lorentz-type curve. This, of course, ~epresents 
a licitation of the original phenonenological equations. 
3.1.2.1, Correlat~on of the macroscopic nnd the microscop~~ 
description~ 
For simplicity, only the case s = t is considered. The 
longitudinal magnetisation corresponcs to the excess of popula-
tion of the lower state and is given by r.1z = t !!.... y n, where n 21T 
is the excess popUlation in the lower state. Spin-lattice 
relaxation, which tends to reduce n, thus corresponds to the 
longitudinal relaxation of the macroscopic theory. In fact, 
as is seen from equation (3.3.) and the relation T1 = 1-, the 
2:1 
spin-lattice relaxntion tine is i(~cntical \,Iith the longitudinal 
relaxation tim~ defined by Bloch. Since the spin-exchange 
process does not lead to an over all reduction of the excess 
population, it does not contribute to the longitucinal relax-
ation. 
The transverse relaxation, on the other hand, arises 
from spin-spin interaction, which C:istributes the precession 
frequencies of the spins over a range of order yHloc ' llfter a 
time T ~ 1 ,the phase coherence of these precessions will 
yHloc 
be destroyed, and any initial transverse magnetisation will have 
decayed. The transverse relaxation time, thus, corresponds to 
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the phase-memory time of the microscopic theory. 
However, these considerations apply when the magnetic field 
fluctuations due to lattice or f.1olecular motion are slow. If 
molecular rotation nn~ diffusion are taking place rapidly so 
that the local field changes many times during a single rotation 
of the dipole in its precession, the local ficlc woul~ be averac~d 
out, and the mechani sm of decay of all component s Mx' l:ly, and 
Mz would become identical. 
3,2. ~~gnetic Susceptibilities 
3.2.1. D.C, Susceptibility 
For an assembly of identical weakly interacting spins of 
spin number S in thermal equilibrium at the spin temperature Ts 
-+ in a steady magnetic field H, the level IUs> will have a population 
of 
..... 
where No is the number of spins ;Jer c.c. The above approxim~ti~~ 
is valid since the energies of normal microwave frequencies 
correspond to temperatures of about lOK. The magnetic moment 
of all the s,ins of this level along the direction of It will 
therefore be 
The total magnetic moment along H due to all the levels would 
be given by 
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!-ItI = ~S Nosf3H p,lS + m!8(3] 
I.lS= -S (?S + 1) [I kTs] 
= Hog2(32H s(s + 1) 
. iTs 3 
so that the static voluoe susceptibility is 
••••• (3.25) 
3.2.2. High F~~~ency Susceptibi~it~ 
3.2.2.1. r:lacrosco.PJ.c Theo!l: 
A linearly oscillating high frequency magnetic field 
given by 
H = 2Hl Cos wt ••••• (3.26. ) 
would produce an in-phase nagnetisation 2"Hl Cos wt and an 
out-of-phase magnetisation ~iHl Sin wt. The mean rate of 
absorption of energy by the spin system per c.c. is given by 
crr/w 2rr/w 
p = ~ J H £Il = 4H~ W2 ( (-X I Simlt-iX!'Coswt)CoBWtdt 
2rr dt 21r J 
o 0 
2. 2 
= 2c4!' HI = 4rrv~' HI ••••• (3.27.) 
t:xpressions for 'X' and')G." can be obtained from Bloch 
equations (3.23.), which are valid for lin~arly oscillating 
field as well, provided the afJplitude 2Hl is small. Thus if 
of 
the oscillating field ZHICos wt is in the direction~x-exis, 
the in-phase component of fll,c is 
i MoY T2 rT2(Wo - w) 2H1Cos .wt J 
~ + ~(wo - w)2 + ?Hlr;~ 
, 
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~ anc}£' are th~refore given by 
(3.28.a.) 
(3.28.b.) 
where Xc (= ~o ) is the d.c. SUSCei)tibility. F is. (3.1.) shows 
a plot of the~e susceptibilities as a function of the dinension-
less ~product (Wo - W)T2. 
3.2.2.2. Microscopic Theory 
In an assembly of identical spins of spin number S, the 
excess population in the lower of the two adjacent magnetic 
levels Jr.ls> and /mS- l > is found fror:l equation (3.24.) to be 
n = Ho h)Jo 
(2S + 1) ITs 
where h~o is the energy separation between these two levels. 
The net power absorbed by transitions between these two levels 
is 
••••• (3.29.) 
"here the transition probability P'1'-+f,1 is given by 
II~S .. 5 .... 1 
Units of 
ix.-.T• 
1 
Unitaof 
iXfUltT• 
, 
X 
FIG. 3.1. '!'HE BLOCH SUSCEPTIBILITIFS. 
) 
where g(~) is the 
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normalised line shape function 
oC 
i.e. f S(v) clv= 1 
o 
(3.30. ) 
••••• (3.31.) 
The factor g(1,) ta!(es account of the processes which destroy 
the phase coherence between the inducine radiation enc~ the 
interacting spin. 
The total power absorbed ;;>er c.c. is obtaine~ by 
substituting froo equation (3.30.) into equation (3.29.) and 
sUr.lI!ling over ell levels. This gives 
? = ~lol:?(328(~J + I)J 21T2 11 ~H~g(tJ) ••••• 
[ ~3KTs -
(3.32.) 
COr.l];)aring this with equation (3.27.) ,one gets 
-x.' = :!! f~og 2(328 (S + l~ 1.10 g(1.I) 
2 3r.;r--~l·S 
= !!: 'Xo(Ts) Vo g(V) ••••• (3.33.) 
2 
~(Ts) 1 here, is the d.c. susceptibility corresponding to the 
spin temperature Ts. If there is saturation so that there is no 
thermal equilibrium between the lattice and the spin system, 
then Xo(Ts) = zXc" where)Go is the c:.c. susceptibility at the 
lattice teoperature T(= TsZ) in the absence of saturation. 
The high-frequency out-of-phase susceptibility then becomes 
!'!' = 1r XoZ Vog(1l) 
2 
••••• (3.34. ) 
The in-phase susceptibility can be found with the aid of 
, 
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Kronig-Kramers relations 
oC 
X' (lJ) = 2 (:VI~'~1JI)~'V' 
'TT } V' _1)2 
o 
ac 
X."(ll) = - 211 f~:'~'l1r)ctJr 
'TT \,l' -V 2 
o 
..... 
If the oscillating Dagnetic field is snail, so that 
2 2 
Y HITIT2 «1, there is no saturation nnc 
..... 
whereas from Bloch equations (3.28.), 
-x." = 'TTJb VO [T2 1 ..... i- + T~ 402(110 -1.I)2J 
(3.35. ) 
(3.36.) 
(3.37. ) 
Comparing 
given by 
equations (3.36.) and (3.37.), the line shape function is 
g(V) = 2T2 
••••• 
(3.38.) 
i--'-+-T""~"--1rr~Z"'(-v o--:--v-'T 
which is a Lorentzian function. The peak value is given by 
so that 
••••• (3.39.) 
This equation is in fact taken as the general definition of 
T2• '{'his (~ef inition is consistent with its usage in Bloch 
equations when the latter a~~ly. 
3.3. Line ~idth! 
3.3.1. pefi!ti~. 
Line widths are usually expressed as the frequency separ-
ation between half-power points. Since very often it is the 
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derivative of the curve that is experimentally traced, it is 
much easier to measure the frequency separation of the oeximum-
slope points of the absor~tion curve and sometimes this is quoted 
as the line width. 
Line width can be defined in another' way by making use 
of the normalisation of the line sha~e function; it is then 
def inec as ~.V= .;;.l--r.,..-,,--_ 
[g(V)]max 
Line shapes are much more difficult to calculate theoretically. 
Generally, different moments are calculatec for comparison with 
experiment. The nth moment is defined as 
:tre «~v}n-1>= Lcc g(V 11':.-11,)( V - Vo)nd ( V - Vo} (3.40. ) 
3.3.2. Mechanisms of Line Broadenina 
This arises from Hcisenberg's uncertainty principle. The 
spins in all levels except the lowest one have a finite 'life 
time' because of the probability of spontaneous emission. Thus 
all such levels have a finite energy spread, which gives rise to 
the finite widths of the corrcsponcing transitions. Classically, 
the natural line width may be thought of e.s due to radiation 
damping. The natural line shape is found to be Lorentzian, but 
as this line width varies as the cube of resonant frequency, it 
is very small in electron resonance experiments and is masked 
by other types of broadening. 
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3.3.2.2. Spin-Lattice and spin-Exchange Interactions 
Both of these have the effect of increasing the line 
width through the uncertainty principle by reducing the life-
time of thc statcs involved. But whereas the broa~ening due I 
I 
to spin-lattice interaction is tenperature dependent and can 
be reduced by working at low temperatures, the line-width I / 
due to spin-exchange process is tCQperaturc-independent. 
It may be noted that for most free radicals at low 
temperatures, the direct contribution of spin-lattice relaxation 
to line widths is negligible due to very small values of A and 
large values of 6 in the equations (3.15.). However, the spin-
lattice relaxation may affect the line widths in free radicals 
in another way. If the spin-lattice interaction is too weak, 
saturation sets in and leads to a broadening of the line (Sec. 
3.3.4.). 
3.3.2.3. Dipolar Interaction 
Dipolar spin-spin interaction can take place (a) between 
the unpaired electron and the spins of unpaired electrons of 
other radicals, (b) between unpaired electron and the nuclear 
spins in the same radical, and (c) the unpaired electron and 
the nuclear spins in the neighbouring radicals. The splittings 
dr~ 
of energy levels due to the factors (a) and (b) jA' often of 
the same order of magnitude whereas the interaction (c) is 
much weaker and is not considered here. Also it is sufficient 
to confine attention to the nearest neighbours only. 
, 
.. '4 ... 
The anisotropic dipolar hyperflne splitting is proportionnl 
to (3 Cos20-l) where e is the angle between a molecular axis 
of symmetry and the external oagnetic fielel H. In specir.1cns 
other than single crystals, n would have a random distribution 
and there would be a spread in the energy of the unpaired 
electron. 
The dipolar interaction between the el.cct!'on spins \'/ill 
also show a sir.1ilar (3 Cos2e-l) varLtion where e is now the 
angle between the line joining the two radicals and the 
external magnetic field. Hence, in a non-crystalline specimen: 
dipolar interaction between electron spins will also produce 
a similar broadening as the dipolar hypcrfine interaction. 
3.3.2.4. M0tio.~~wing. 
The above arGUments about dipolar broadening apply when 
the radicals are held rigidly in position or at least v:hen their 
motion is slow relative to the precession of the dipole. 
However, if the molecular motion and diffusion are rapid no 
that the local field changes many times during a aingle 
rotation of the dipole in its precession, the locnl field 
would he avc!:''lgecl out and the lines narrowed down. This process 
is known as 'motional narrowing I and has been described in 
detail b;:,' l'.1cConnell (1956). In case of internal rotation of 
groups, .1:ch :15 CH3 , the hyperf ine broadenin8 due to the protons 
of the rotating group would be avera8ed out whereas other protons 
would contribute their full broadenin8. This mechanism pro~~~ly 
x 
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accounts for the reduction of line widths from 25 to 10 gauss 
for most radicals trapped in low temperature hydrocarbon glasses 
(F~jimoto and Ingram, 1958). 
3.3.2.5. §!£hange narrowing, 
The isotropic exchanse interaction is represented by 
the term 
where the exchange integral, J12 , has an integrand depending 
on the extent to which the wave-functions of the two electrons 
overlap in space. Since the orbital wave functions are not 
sphcrically symmetric in crystals, the spin-orbit interaction 
gives rise to an anisotropic exchange interaction as well which 
can be reduced tv the form of Q Gipolar interaction. However, 
since spin-orbit interaction in free radicals is very small, 
anisotropic exchange can be neglected from the ~resent 
considerations. 
;\ number of complicated effects arise from exchan3c 
interaction under different conditions. Only one of these, 
which is relevant to the free radical studies is mentioned 
here. Van Vleck (1948) has shown that if the spins are all 
identical (i.e. have the same g-value and prcess about the same 
axis) and SI = t, the isotropic exchange interaction contributes 
to the fourth monent but not to the second moment. Since the 
total area of the line is constant, the effect is that the 
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centre part of the line is narrowed and the tails br03dened. 
This peaking of the line shape is called exchange narrowing. 
In almost all other cases exchange does contribute to the 
second moment and thus cause n broadening. It may be noted 
that exchange-narrowed lines have Lorentzian shape. 
3.3.2.6. Delocalisation Narrowing 
This is the rr.atational narrowing due to the delocalisation 
of the unpaired electron in a molecular orbital (Waiter et al., 
1956) • The motion of the unpaired electron in the delocalised 
orbital may average the dipolar interaction and produce a line 
narrowing. 
3.3.3. Homogeneous and Inhomogeneous Broadening 
At this stage, it is useful to discuss this classification 
due to Portis (1953). A homogeneously broadened line im,lies 
that energy absorbed from the microwave field is distributed 
to all the spins and thermal equilibrium of the spin system is 
maintained through resonance. 
In inhomogeneous broadening, the energy is transferred 
only to those spins whose local fields satisfy the resonance 
condition.. It is useful in this case to think of s~in 
packets having little or no interaction with each other and 
of width given by local fields. Then the overall response 
of the spin system will be a superposition of the individual 
responses of the spin packets. 
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The examples of the two mechanisms falling into the two 
cateeories are 
(i) homogeneous broadening: 
Interaction with the radiation field, spin-lattice 
interaction, spin-exchange process, e,"change interaction, 
molecular motion and electron delocalisation, etc. 
(ii) inhomogeneous broadening: 
r.1angetic field inhomogeneity, dipolar interaction between 
spins with different resonant frequencies, hyperfine interaction, 
g-value anisotropy, etc. 
3.3.4. Experimental Sources of Broadenin8 
3.3.4.1. Power Saturation Broadening 
For systems like free radicals that have long spin-
lattice relaxation times, spins, when excited, may not return 
to the ground level sufficiently quickly for thermal equilibrium 
to be maintained. This happens when the incident power is 
high. Since saturation is maximum at the peak of the resonance 
curve and falls off on both sides, the lines will be broadened 
on saturation. 
However, this is true of homogeneously broadened lines 
only. In the case of inhomoseneously broadened lines, each 
s~in packet will saturate individually and their peak heights 
would reduce by the same fraction. Hence the overall resonance 
curve which is the envelope. of individual resonances would 
decrease in height, but retain the same shape. 
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3.3.4.2. Inhomogeneous Field 
Since each of the spin packets \'Iill have different 
resonant frequencies, the overall line shape will be broadened. 
3.3.4.3. Modulation Broadenins 
Karplus (l948) showed that the modulation of the source 
or the sample are equivalent, and if either is modulated at a 
frequency," , then 'side bands' appear on both sides of the 
'true' resonance and separated from it by the modulation 
frequency 
• 
Classically, a high frequency modulation of the 
magnetic field may be thought of as a modulation of the Larmor 
frequency 
precessional/which would thus produce side-bands. These would 
be resolved or contribute to the line width, only if'; is of 
the order of or greater than the line width, and their mognitude 
is sutfior.ent to produce a noticeable effect. 
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CHAPTER IV 
EXPERIMENTAL TECHNIQUES 
4.1. Gener~ Discuqsion 
4.1.1. Principle of Detection 
It was seen in Chapter III that the high-frequency suscept-
ibility has an in-phase cornponent)Q and a quadrature component 
jC". The total susceptibility can thus be written as 
}f- = /--' - !:f-' ••••• 
The power absorbed per unit volume of the paramagnetic specimen 
is given by 
••••• 
(4.2. ) 
where 00 is the angular frequency and HI the amplitude of the r.f. 
field. Since the sample volume is limited by the region of 
homogeneity in the pole-gap of the magnet, a sufficiently large 
amount of power can be absorbed only if the sample is placed in a 
region of concentrated microwave power. This necessitates the 
use of a cavity. 
The working of a cavity spectrometer can be best explained 
in terms of its low frequency analogue where the cavity is replaced 
by a series tuned circuit consisting of an inductance, a capacitance 
and a resistance. The impedance of a coil containing the 
paramagnetic specimen can be written as 
••••• 
where L is the inductance of the empty coil and Ls is the 
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contribution of the specimen to the net inductance of the coil 
when f iUed. The subscript E in RE stands for electric loss 
and signifies that the dielectric losses have been included in RE" 
The ratio of Ls to L can be \1ritten as 
= 4rrX1Hf dV = 4rr~ 11 
r 2 \ 
J HldV 
••••• ( 4.4.) 
c 
where the f iHing factor"Yl = f ufdV / J'ufdV, the integrals being I S c 
taken over the sample volume and the inside volume of the coil 
respectively. Thus defined, the filling factor is a ratio of 
the energy stored in the empty space of the same volume and po~ition 
as the specimen to the energy stored in the whole of the empty 
coil. The impedance ZM then becomes 
ZM = RE + jooL + jw( 4rrJ.l,L - j 4n("iL} 
= RE + jwL + joo 4IT~"f + 00 4rr',x"lL 
The impedance of the coil far off magnetic resonance is 
as the susceptibilities are vanishingly small under this condition. 
Therefore, the change of impedance due to magnetic resonance in 
the specimen is 
(4.5.) 
The phenomenon of magnetic resonance can, thus, be described in 
terms of the passive elements 
••••• 
••••• 
(4.6.a.) 
( +.6.b.) 
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To observe the resonance phenomenon, bothX' and 1-" can, 
thus, be measured as a change of the impedance of the cavity. 
This impedance itself can be determined by observing either the 
wave reflected from the cavity or the wave transmitted through it. 
A reflection-cavity spectrometer incorporates the use of a 
microwave bridge whereby the resistive and the reactive components 
of the impedance looking at the cavity can be separated from each 
other. In a transmission-cavity spectrometer, on the other 
hand, only the resistive component can be measured, and so the 
microwave bridge is dispensed with. This makes it easier to 
operate a transmission-type spectrometer, especially when the 
conditions of experiment, like the variation of the cavity 
temperature, require frequent and quick tuning of the spectro-
meter. Moreover, the problem of avaiiing a superposition of 
absorption and dispersion signals does not arise. Hence 
transmission-type spectrometers were used for the work reported 
in this thesis and only these will be discussed. 
It may however, be noted that it is possible to observe 
both absorption and dispersion in a transmission cavity spectro-
meter by feeding an additional signal, taken from the sace source, 
to the detector without allowing it to pass through the cavity. 
ay suitably choosing the amplitude and phase of the additional 
signal, any combination of r' and 1" can be obtained. This 
technique is known as 'microwave bucking'. 
o - 82 -
4.1.2. Elementary Analysis of a Transmission-Type Spectrometer 
A low frequency analogue of the transmission-cavity 
spectrometer is shown in Fig. (4.1.), where the generatct. is 
represented by a voltage source with open circuit voltage VG 
in series with an internal resistance Rc, the load across which 
the signal is measured is represented by a resistance ~ and the 
cavity is represented by thc series tuned circuit, LCRE. 
The voltage transmission coefficient for this circuit, 
far removed from magnetic resonance, is given by 
TE :: VL :: R.L VC ':;RL~+~RG~+-R~E-' """!'+--:"j (,..W'"!"L----:l~) 
OI! 
whereas, near resonance, it is 
T - RL M - . ~RL--:-+-;Rc~+:"'"""\!::"RE-. -:"+&R'I":""":'"+ -;jr[ W~('rL-:+~~'TT"f')-_~l""/~-~ 
(, (, 
(4.7. ) 
(4.8.) 
Writing RL + Rc + RE as Rand (wL -l/WC)as X, it is seen that the 
ohange in VL at magnetic resonance is 
where (4.9.a.) 
and 
It is seen from e~~tions (4.9.) that the sensitivity is 
) 
'''' I , 
I 
I 
I 
I 
L ___ .-______ _ 
FIG. 4.1. LOW FREQUENCY ANALOGUE OF A TRANSMISSION -
CAVITY SPECTROMm'ER. 
) 
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maximum when the generator is tuned to the resonant cavity. 
Under this condition, equations (4.9.) become, using equations 
(4.6.) , 
and 
It is seen that(6VL)x is in phase with VL, whereas (6VL)~ is in 
quadrature to it. The increase in the modulus of VL due to 1" 
would, therefore, be of the first order, whereas that due tO)C1 
would be of the second order. Therefore, to a first order, 
a transmission-cavity spectrometer will not respond to the 
dispersion provided that the generator is tuned to the cavity. 
To carry the analysis further, the circuit losses may be 
described in terms of the Q factor. For the circuit of Fig. 
(4.1.), the following Q1s may be defined: 
the unloaded or isolated circuit Q, QUE = WOE L 
R.t: 
the extemal Q due to the generator, ~G = WoE L 
Ra 
the external Q due to the load, ~ = WOE L 
RL 
The subscript E in WOE signifies that the shift in resonant 
frequency due to the dielectric constant of the specimen has 
been taken into account. 
The total loss of the circuit when connected to the generator 
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and the load is represented by the loaded Q, QLE, given by 
••••• 
(4.11.) 
In terms of QLEI equation (4.7.) becomes 
••••• 
(4.12.) 
where TOE is the voltage transmission coefficient at circuit 
resonance, V =~E= 1 • Similarly, equation (4.8.) becomes 
21r..rLC 
Tp.l = TOS I 
1 ~ QLE + i QLEI~ - Vb~l •.••• 
QrJ \1J5~1 V I 
(4.13.) 
where the new resonant frequency is given by 
1,hM =VOE-.}t + £ = 1JOE 1 ~'bE(l - 21r"l~O 
L J 1. + 4rT''lX' (4.14.) 
and the magnetic Q, Qr,], is defined as Qr,: =~. Substituting 
ili"l 
for &1 from equation (4.6.a.), one gets 
••••• 
Fig. (4.2.) shows a plot of both rE and TM for a particular value 
of the external magnetic field. 
Finally, one gets, from equation (4.13.), 
?Cl - 1 
- ~4rT-1~Q-LE- ••••• 
Equation (4.16.) shows hOW,/-" may be measured at different 
magnetic fields to give the entire spectrum. 
In actual practice, the cavity has to be coupled to the 
TOI 
ITI 
~ 
.. 
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waveguide run through iris holes. The iris holes may be 
represented by low-frequency inductive coupling. It can be seen 
that the equivalent circuit of the spectrometer, when referred to 
the detector terminals, has the same form as the circuit in 
Fig. (4.1.). Thus the analysis given here applies to an actual 
spectroneter in its broad aspects. 
4.1.3. The Detection and Display Systen! 
Generally, either a bolometer or a crystal rectifier is 
used as the detector of the microwaves. Bolometers have high 
conversion loss at low powers and, hence, are unsuitable for 
free-radical work; because the free-radicals have long relax-
ation times a~d tend to saturate easily if too much microvmve 
pOlVer is employed. Therefore, for free-radical a.1d other stUdies 
where saturation is likely to occur, the crystal detector is 
almost always used. 
Several methods can be employed for the d~tection and 
display of the resonance absorption in a transmission cavity 
spectrometer and those corJmonly used are described below. 
(a) D.C. Detection. 
This method was used in earlier investigations, where 
the magnetic field was changed manually and the crystal output 
measured, point by pOint, with the help of a sensitive galvano-
meter. However, this method involves detection of small changes 
of power at a large power level and is unsuitable for small 
concentrations of paramagnetic centres. The sensitivity can 
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te improved by using a null-method incorporating the use of a 
d.c. bridge and a d.c. amplifier. However, drifts become an important 
problem with d,c. systems and an a.c. method is to be preferred. 
(b) Crystal-Video Detection. 
In this type of detection, a c,yclic variation of the magnetic 
field over a range large enough to cover the whole width of the 
line is used. The x-plates of an oscilloscope are fed, through 
a phase-shifter, from the source which provides the field 
modulation and the amplified signal from the detector is applied 
to the V-plates. Thus resonance absorption is directly displ~ed 
on an oscilloscope. There would be two traces on the OSCilloscope, 
one corresponding to the excursion of the modulation from a low 
to high magnetic field and the other to the excursion in the 
reverse direction. These two traces can be made to superimpose 
by adjusting the phase between the field-modulation voltage 
and the oscilloscope time base voltage. 
For a faithful reproduction of the line-shape, the ampli-
fier should be a wide-band one so as to allow all the important 
Fourier components of the signal to pass through. A bandwidth 
of about 10 to 20 times the modulation frequency is a reasonable 
choice. However, the large bandwidth adversely affects the signal-
to-noise ratio and a narrow band ~stem is to be preferred. 
(c) Small A;plitude Field Modulation. 
A narrow band ~stcm can be used if the amplitude of field 
modulation is considerably less than the line width. The 
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principle of small amplitude field modulation is as follows. 
Since the power output is proportional to the line-shape function, 
g(8), e~ressed in terms of the magnetic field, the output at any 
instant of time when the constant magnetic field is Ho and a 
modulation HmCos OOmt is applied can be calculated from a Taylor 
series expansion of g(n) about the value Ho: 
g(H) = g(Ho+HmC0SU\nt) = 8(Ho)+gl (Ho)HClCOSWrat+is"(Ho)U:;Co~t 
+ ••••••• ••••• (4.17.) 
It is seen that if the modulation amplitude is s~~ll enough, the 
a.c. part of the output is of frequency ~ and of amplitude 
21r 
proportional to the derivative of the line-shape function at the 
magnet field Ho. Thus the derivative of the entire spectruc can 
be traced out by measuring the aoplitude of the tiCle-var,ying 
output as a function of the external magnetic field. A narrow-
band amplifier tuned to the Clodulation frequcnqy ~ is used in 
~ 
order to filter out components of noise at frequencies outside 
a small range about wm. The circuit used to detect the amplitude 
2iT 
of the time-var,ying output is generally a phase-sensitive one in 
whioh case not only the amplitude but the sign of the derivative 
is also recorded. The phase-sensitive detector is generally 
followed by a circuit with adjustable time-constant to reduce the 
bandwidth further and the output is fed through a d.c. amplifier 
on to a pen recorder. In fact, the bandwidth of the detection 
aystem in this case is determined by that of the time-constant 
circuit (Feher, 1957) and the bandwidth of the narrow band 
... ee ... 
amplifier is irrelevant as long as the noise voltages are not so 
large as to saturate it. 
It is seen from equation (4.17.) that for high sensitivity, 
H m should be large. But this is precisely the condition for 
the other terms in the Taylor expansion to become inportant. Hence 
a large value of H would distort the line-shape. 
Cl However, 
since the exact reproduction of the line-shape is often not 
important, a compromise value of modulation amplitude equal to 
half the line-width is generally chosen. 
4.2.4. Sensitivity Considerations 
The general method of analysis for the consideration of 
sensitivity is to consider a low frequency analogue circuit referred 
to the detector terminals and to find the conditions for the 
maximum signal-to-noise ratio at the output of the display system. 
to detailed theory on the sensitivity of paramagnetic absorption 
techniques has been worked out by Feher (1957). Though some 
of the details of his observations have to be changed in the light 
of the recent developments, especially in regard to the detecting 
crysta~8 and the klystrons, his basic theory is quite compre-
hensive and valid and the present discussion is based on his 
paper. 
The first step Is to maximise the detector output with 
respect to the coupling of the resonant cavity to the wave-
guide run. It is found that for maximum detector output, the 
input and output coupling should be equal and given by the relation 
n2 :: r/R o 
for square-law detection and 
••••• 
(4.18.a .) 
• •••• 
for linear detection. Here Ro is the characteristic ir:lpedonce 
of the WBveguide, and r represents the resistive losses in the 
cavity and includes dielectric losses. The corresponding 
fractional changes in the detector output are, respectively, 
M!... ::-.§... 4rr "-' 'm P 27 1'0 
o 
• •••• (4.19.a.) 
and • •••• (4.19.b.) 
where Qo is the unloaded Q of the cavity. 
However, the optimum coupling optimises the detector 
output whereas it is the signal-to-noise ratio that needs to be 
improved. The conditions for this are now considered. 
If the detector is assumed to be an ideal resistor matched 
to the characteristic impedance Ro of the waveguide, then the 
noise voltage across it is 
Vru.zS :: J '2RokTL\1J ••••• (4.20.) 
because both the waveguide system and the tmtching resistor 
contribute to the noise. Assuming linear detection, for 
illustration, and equating the expression for V~MS from equation 
(4.20.) to that for the voltage change L\V in equation (4.19.b.), 
the absolute minimum detectable susceptibility 
1 
jtltmin.abs. :: ..1-~2 
1T"fJo t Po) 
is found to be 
••••• ( 4.21.) 
- 90 -
In the actual case of a crystal detector followed by an 
amplification and display system, the output noise power is 
increased by a factor of 
Ni/L + FA + tn - 1 
where Ni = the noise figure at the input of the crystal, 
L = the conversion loss of the crystal defined as 
llC where the conversion gain, C, is defined in the 
usual flay, 
FA = the noise figure of the amplifier, 
and tD = the noise temperature ratio of the cr,ystal detector. 
Also, the signal will be reduced by a factor of IlL due to the 
conversion loss in the crystal. The expression for the 
minimum detectable susceptibility then becomes 
j'min.actual = 2 ~Ni/L + FA + tn - l)LkT~V 
1T1Qo [ Po 
The factor 
-v It 
,A- min.actual ••••• 
" r min.abs. 
(4.22. ) 
(4.23. ) 
is defined as the 'sensitivity loss factor' and measures the loss 
of senstivity due to the detecting system. 
It is thus seen that the sensitivity of the spectrometer 
depends on the product 1Qo , the temperature T, the bandwidth 6V, 
the microWBve power Po and the sensitivity loss factor. The 
product 1Qo and the tel'lperature T are largely determined by the 
requirements, and the limitations, of the experiment. The 
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bandwidth is reduced by using phase-sensitive detection and is 
controlled by the time constant circuit. The limit to this is 
set by the rapidity with which the spectra are to be observed, 
and the stability of the equipnent. The microwave power has 
to be considered along with the sensitivity loss factor as it 
affects the noise temperature ratio and the conversion loss of 
the crystal. 
The sensitivity loss factor is now to be considered. 
Equation (4.22.) shows that three distinct parts of the 
spectrometer, i.e. the microwave run, the crystal detector, and 
the amplification and display system, contribute to the total 
noise and, hence, to the sensitivity loss factor. Any noise 
arising from the frequency instability of the cavity caused by 
thermal fluctuations or electromechanical vibrations affects 
)(." only to a second order, and to that extent need not be 
considered in a transmission-cavity spectrometer. Further, at 
the low power levels generally required for free radical studies, 
the klystron noise becomes much less than the crystal noise and 
is not of much importance. 
The excess crystal noise decreases inversely with the 
frequency of detection. The amplifier nOise, on the other hand, 
is negligible up to about 10Mcls but starts increasing with frequency 
above it. The optimum region for detection frequency for a 
particular crystal may be from about 10 Mcls to 100 Mc/s. How-
ever, there is another factor which limits the choice of such 
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high modulation frequencies. It has been seen in Chapter III, 
that a high frequency field modulation produces modulation 
broadening of the resonance lines. The modulation broadenins, 
in frequency units, is of the same order as the modulation 
frequency. Hence the upper limit to the modulation frequency 
is set by the homogeneity of the static magnetic field and the 
expected line widths of the sUbstance to be investigated. 
The rnicroruve power level also affects the cr,ystal noise. 
The excess crystal noise increases with increasing microvrove 
power but the conversion loss ~ecreases, and the crystal has to 
be operated near the minimum of the resultant curve. This, however, 
prevents the independent adjustment of power level according to 
the requirements of the sample. This difficulty may be overcome 
in a transmission-type spectrometer by 'buc~dngl microwave power 
from the klYstron into the cr,ystal through two directional 
couplers without allowing it to pass through the cavity. 
However, this makes the spectrometer sensitive both to absorption 
and dispersion and introduces complexities to that extent. 
4.2. Description of the Apparatus 
In the free radical wor!, of the type reported in this 
thesis, the specimen is available in large quantities anc it 
has to be contained in silica tubes. Under these conditions, an 
X-band spectrometer is preferable to a K or Q-band one inspite 
of the greater inherent sensitivity of the latter. This is 
because the silica tube would cause a signifieant dielectric loss 
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in the small-sized K- or Q- band cavity, and it is impossible to 
tube 
reduce the wall thickness of the silica/too much for reasons of 
mechanical strength. On the other hand, the availabi:ity of 
large quantities of the specimen cakes it possible to fill the 
large-sized X- band cavity effectively. The work described 
here was, ther3fore, carried out on an X- band spectrometer, 
though sor.le spectra were checked at K-band as well. The X-
band spectrometer will, therefore, be described in greater detail 
followed by a brief description of the ((-band spectrorneter. 
4.2.1. The X-band Spectrometer. 
The low voltage 723 A/a klystron is used as the source of 
microwave radiation. It has a power output of about 20 mW at 
about 9370 rile/sand is tunable mechanically over a range of about 
1000 Mc/s (B700 to 9600 Mc/s) and electronically l\Y about 40 MC/s 
between the half power points of a given mode. The valve 
operates with a cathode to resonator potential of 300 volts and 
with a resonator current of about 15 mA. The reflcctor-to-
cathode potential is variable from 10 to 150 volts and the diode 
(6 X 5) in the reflector circuit prevents the reflector from 
becoming positive with respect to the cathode, 
The voltages applied to the klystron are stabilised by 
means of the regulator tube 12EI in conjunction with the tube 
6SJ7 as the amplifier (Fig. 4.3.). There is an arrangement for 
providing a 50 c/s sweep to the reflector voltage for purposes 
of tuning (Figs. 4.3. and 4.4.). The klystron heater supply is 
... 'e"ecte, 
.'. 
FIG. 4.3. KLTSTRON POWER SUPPLY. 
JSOV 
FIG. 4.4. 5Oo/se PHASE -BHIrl'ER AND BLANKING CIRCUIT. 
from a 6-volt lead accumulator to eliminate any possible mains 
pick-up. No precautions have been taken for the stabilisation 
of frequency and power. However, an automatic frequency control, 
locking the klystron to the cavity would be a definite advant-
age. 
The klystron is coupled electrically to the waveguide 
through a probe inserted in the centre of the broadside of the 
waveguide at a distance ofl\g/4 from the shorted end. The 
coupling probe, which is connected to the cavity of the klystron, 
is electrically insulated from the waveguide so that the wave-
guide could be earthed irrespective of the earthing point in 
the klystron power supply. 
The klystron frequency is very sensitive to fluctuations 
of valve temperature and the change of frequency is about 0.25 Mcls 
per degree centigrade. The temperature of thc valve is stabil-
ised by immersing the "hole assembly in high voltage transformer 
oil. An fO-ring' rubber seal was placed between thc probe and 
the waveguide to prevent oil leaking into the waveguide run. 
Cold water can be circulated through a spiral of copper tubing 
immersed in the oil to keep the temperature of the bath down, 
though it has been noted that even without flowing water, the 
klystron settles down after some time and works satisfactorily. 
(b) The waycgyide run. 
To prevent coupling between the reflected waves from the 
waveguide bends and discontinuities and the klystron, a ferrite 
isolatoris included i~~ediat~ly after the klystron. The isolator 
has a fonvard attenuation of less than 1 db and backward 
attBnuation of about 30 db at the centre of its band; it has a 
bandwidth of aoe r:lc/s centred on 9350 filc/s and can handle 10 \'1 
in the fonvard direction with ordinar,y air convection cooling. 
The isolator is followed by a parallel-strip type attenuator 
and a three-hole directional coupler. I The directio~ouPler 
is used for monitoring pur~oses, but once the spectrometer has 
been aligned, it can be dispensed with, unless a frequency 
measurement of the microwave radiation is desired. 
American size brass waveguide of rectangular cross-section 
(0.900 x 0.400 in. internal diameter) is used throughout. 
two sections of the waveguide are coupled together, a Contar 
screwed ring coupler (with a choked and a plain flange together) 
is employed. ~'lhen this is not possible, the coupling is made 
through rectangular flat flanges which are firmly boltcC: 
together. The microwave run is generally broken at one of these 
flat flanges },,. u.dll~ .... tl th.in,)Ilica !lheet. in .between the two 
coupling flanges and placing insulating sleeves on the bolts. 
This serves to prevent the fon.mtion of any hWJ loops through 
the waveguide run. A block diagraI:l of the waveguide run, and 
the other parts of the spectroDeter is shown in Fig. (4.5 t ). 
(c) The Absorption Cavity. 
The absorption cavity is :.mde out of British size brass 
waveguide of cross-section (1.000 x 0.500 in. inside dioensions). 
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It is rectangular and operates in the H014 [lode. The choice 
of this oode is a coopror.lise between two factors, (1) high Q 
and (ii) large filling factor. The Q of the cavity is approx-
iootely given by 
Q :::::!voluoe of the cavit ••••• ( 4.24.) 
X surface area of the cavity 
where 6 is the skin depth. Hence, a high Q WQuld correspond 
to large ratios of volur.le to surface area i.e. to large nuober 
of loops in the cavity, whereas this would adversely affect the 
filling factor. TheI1014:0ode is found to be a reasonable 
cooprooise. The cavity is [lade sI ightly longer than the cal-
culated value and is ground down till the transoitted power is 
El DaxioWJ for the best tuning region of the klystron. 
The cavity lies horizontally in the field ga~ with its 
broad side vertical. It has a central hole in the top narroVl 
side. A brass tube about 2" long and of internal diaDeter 
slightly greater than that of the central hole is soldered 
vertically to the narrow face of the cavity concentric with the 
hole (Fig. 4.7.a.). A brass plunger of nearly the sar.le length 
fits inside the brass tube. There are three vertical groves 
on the outside of the plunger through two of which the high-
frequency field Dodulation coils can be inserted in the cavity 
and through the third a thin g-oarker tube can be inserted. 
The specioen tube, r.~de of silica and of about 5 cr.1. external 
diaoeter and 0.5 DD. wall thickness, is inserted into the cavity 
FIG. 4.7(a). SAMPLE CAVITY. 
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through a central hole in the plunger. Thus the specioen tube 
goes into the region of ::lflXir.1W-1 I:lagnetic field and oiniow-l 
electric f iele of the f.1icrowavc radiation. 
Two pieces of brass foil, 0.003 in. thick, are put across 
the cavity waveguide to fO~1 the end walls of the cavity. The 
cavity is coupled to the waveguide run on either side through 
centrally placed iris holes, one in each piece of the brass 
foil. The size of the holes is e.J,?irically adjusted 80 as to 
oaxioise the size of a signal on the oscilloscope. The plain 
flanges of the cavity and the WBveguide, with the brass foil 
in between, are f irlJly bol tee together. There are right angle 
upward bends in the vmveguide, one on either side of the cavity, 
so that the cavity can be ir.ltlersed in a low tet1perature bath 
if necessary. The bends are followed by t"o 'heat breaks' 
one on either side of the cavity again. These are thinned-
clown sections of w8veguide, with a wall thickness of 0.010 in. 
and fitted into a close fitting block of paxolin. The 'heat 
breaks' reduce the heat conduction from the low temperature bath 
down the waveguide. The whole assembly is shown in Figs. 
(4.7.a. and 4.7.b.). 
(d) The Detector. 
A metal-germanium crystal diode is used as the detector 
as these crystals have much better noise characteristics than 
the metal silicon ones. The crystal is held in a .ide arm of 
the waveguide and a pick-up stub is used to couple to the E-vector 
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of the wave, Power is matched into the coupling stub by the 
use of a shorting plunger approximately ~/4 army. The detected 
output is taken out through a waveguide-coaxial line transition. 
(e) The Display System. 
The output frDm the cr,ystal detector is fed into a 100 Kcls 
pre-amplifier, which is the low-noise first stage of the 100 Kcls 
narrow band amplifier. The input circuit is designed to match 
the impedance of the crystal (400 ohms) and is followed by a 
double triode in cascode (Fig. 4.9.). The gain of the pre-
aoplifier is about 1200. 
There is an arrangement for switching the cr,ystal output 
on to a wide-band aoplifier (Fig. 4.10.). This arrangement 
is necessar,y for the initial tuning up of the spectrometer and 
for cr,ystal video detection. 
wide-band amplifier allows the d.c. cr,ystal currenttolbe monitored. 
There is a separate input provided for the proton resonance 
meter. The out~ut from the wide-band amplifier is fed directly 
on to the Y plates of the oscilloscope. 
For phase-sensitive detection, the output from the pre-
amplifier is fed into a three-stage narrow band amplifier 
(Fig. 4.11.) having a bandwidth of about 1 Kc/s and a gain of 
about 106• 
This is followed by a phase-sensitive detector (Fig. 4.12.), 
which is a modification of Schuster's circuit (Schuster, 1951). 
The mixer value 6SN7 acts as a gote alternately opening and 
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shutting the two triodes. The gating action is controlled 
by the reference voltage \mich is of the same frequency as the 
Signal. The signal thus causes a s~oo~d-out voltage drop 
across the anode loads of 6SN7, positive on one of thel:! during 
one-half of the cycle and neeative on the other during the next 
half. Thus the points A and B in Fig. (4.12.) have a d.c. 
potential difference varying slowly according to the signal 
amplitude. The d.c. potential difference also depends on the 
phase of the signal with respect to the reference and is a 
r.Jaximum when the two are either in phase or 180 degrees out of 
phase. 
The output fron the phase-sensitive detector is fed thro~1h 
a time-constant network into a difference type a.c. amplifier 
and a cathode follower, Fig. (4.13.) and is then passed on to 
a oilliammeter and a pen-recorder connected in series. Thus 
the out-of-balance signal from the phase-sensitive detector, 
which is pro~ortional to the derivative of the absorption, 
appears as a change in current through the automatic recording 
meter. 
(f) r;lagnetic Field. 
The d.c. magnetic field is produced by a Ne\~ort TYpe A 
electromagnet with a soft iron yoke and 4"diameter mild steel 
pole pieces. The pole-gap is adjustable and is kept as narrow 
as possible for good homogeneity but wide enough to allow the 
use of a low temperature bath around the cavity. Each magnetising 
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coil has a resistance of 17.5 ohms and contains about 3550 
turns of double glass covered copper wire. The coils are 
connected in parallel and are fed from a Ne\~ort stabilised Power 
Unit (Type B4). -.'lith a pole gap of 1.75 in. and a field of 
about 3000 gauss, the field inhomogeneity over the sample volume 
is less than 2 gauss. The power su~ply hes a short term 
stability of about 1 in 104• The slow sweep of the main 
magnetic field is applied by changing the main magnetising 
current. This is effected by feeding the sweep terminals of 
the power supply from a motor driven 10 K potentiometer fed 
from an H.T. battery. ,I voltage sweep of about 20 volts is 
necessary to change the current by one ampere. 
For low-frequency high-amplitude field modulation as 
required for crJstal-video detection, high impedance auxiliary 
coils are mounted on the pole-pieces. They are wound with 
special heat and moisture resistance IPignam l covered copper 
wire (30 s.w.g.) so as to have tae maximum number of turns 
possible in the space available around the pole pieces. The 
auxiliary coils are fed from a Variac autotransformer and produce 
a field modulation depth of about 800 gauss at the main field 
of about 3000 gauss. 
The high-frequency low-amplitude field modulation for 
derivative recording is suppli0d by a single loop of wire placed 
inside the cavity (Fig. 4.7.a.) and fed froD a crystal controlled 
100 kcls oscillator through a power amplifier with a step-down 
~-~~-.----------
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matched and tuned output transformer (Fig. 4.14.). The high-
frequency field is parallel to the static field and its amplitude 
can be estimated by means of a search coil. The same oscillator 
unit also provides the reference voltage through an attenuator 
and a phase shifter for the phose-sensitive detector. 
(8) Low Temperature Set Up. 
The absorption cavity and the waveguide run designed 
for low tenperature \'Iorlc have alrea(],y been describeC:. For 
actual working at low temperatures, the cavity is imersed 
directly in a bath of liquid oxygen or liquid nitrogen. The 
coolant is contained in a rectangular brass box thermally 
insulated with polystrene foam on the outside. All the joints 
in the weveguide run are liberally coated with glycerol (to 
which some Iteepoll has been added) before being lowered down in 
the coolant. This provides a good low temperature seal and 
prevents the coolant leaking into the cavity, The rectangular 
trough is filled regularly with the help of a non-magnetic metal 
funnel. To prevent moisture condensing inside the cavity, 
moisture-free nitrogen gas is passed through it during the 
experimental run, If liquid nitrogen is used as the coolant, 
the flow of nitrogen gas through the cavity also prevents the 
condensation of oxygen in the cavity, The nitrogen gas is dried 
by bubling it through concentrated sulphuric acid and is precooled 
to the temperature of the coolant before being fed into the cavity, 
It enters into the waveguide run through two holes just below the 
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heat breaks and comes out through the central hole in the 
cavity designed fer the insertion of the sample tube. Thin 
mica windows are placed at the lower flange of the hent breaks 
to prevent nitrogen gas flowing out into the rest of the waveguide 
run. 
Only two temperatures (i.e. liquid o~gen and liquid 
nitrogen temperatures) are available with this perticular design 
of cavity 1 however 1 and it was thought desirable to develop a 
variable low-temperature cavity so that temperature variation 
of spectra could be studied. It was decided that the temperature 
of the cavity should be varied rather than that of the sample 
alone for reasons of thermal stability. Lhny different systems 
were tried utilising different ways of cooling the cavity and 
varying the different parameters of the cooling arrangements. 
The most satisfactory arrangement was found to be a cavity around 
which a spiral of narrow-bore copper tubing was soldered. A 
stream of nitrogen gas cooled by passing it through a very long 
and narrow coiled copper tubing immersed in liquid oxygen is 
passed through the tube around the cavity. The cavity is well 
insulated with polystrene foam as thick as possible consistent 
with the pole-gap, The temperature of the sample can be varied 
from room temperature to 1400X with this set-up without taking 
any special ,rec8utions regarding the mechanical strength of the 
pressure line. 
However, most free radicals that were studied decay to a 
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negligible concentration at tempe~~tures below l300 K and a ver,y 
simple arrangement was found to be much better and quite satis-
factory for temperature variations in this region. The usual 
cavity is, in this case, immersed in liquid o~8en or liquid 
nitrogen and the sample is lmrmed up above this temperature by 
passing vmrm nitrogen gas through the cavity. An arrangement 
for passing nitrogen gas through the cavity alreaqy exists but 
the flow line had to be modified to suit the different requirements. 
First of all, sulphuric acid cannot be used as a dr,ying agent for 
the flow speeds involved and this is replaced by some other 
~~ing arrangement. In fact, removal of moisture and carbon 
dioxide has been of great concern as the narrow tubes are ver,y 
liable to be blocked with the formation of ice or solid CO2 
at these low temperatures. A drying arrangcme:1t that has been 
found satisfactor,y consists of a tube of silica gel followed by 
a soda-lime tl.lbe and a low temperature trap. The latter 
consists of a number of wide-bore copper U-tubes filled with 
metal turnings and immersed in liquid oxygen or liquid nitrogen. 
f~ residual moisture or carbon dioxide is trapped on the large 
surface area provided by the metal turnings and the copper tube. 
A flowmeter is also included in the circuit and is used for 
relative indications of the flow rates. It consists of a variable 
constriction in Q rubber tube on both sides of which there are side 
tubes connected to the two ends of n silicon-oil manometer. The 
copper spiral tube which was used to precool the gas has been left 
- H)4-
in the circuit. This enables the gas to be ~recooled if necessar,y, 
or othervlise acts as a heat exchanger for the cold gas coming 
out of the low temperature trap. It can also be used, if necessar,y, 
to pre-\mrm the gas above rooe temperature before letting it into 
the cavity. 
It is possible by this method to raise the temperature of 
the sample conveniently by about 50°C i.e. up to about 1300 K if 
liquid nitrogen is used and 145°1( if liquid oxygen is used. In 
fact, it has been observed that even if the gas is precooled, 
the temperature of the sample depends ver,y much on the rate of 
gas flow and this should be borne in mind while making observ-
ations at fixed liquid oxygen and nitrogen temperatures. The 
temperature variation due to short term fluctuation of the gas 
flow is less than O.SoC. It ha,~ been noted that in the old 
cavity assembly, the level of liquid nitrogen fell considerably 
in the trough thus causing a frequency drift of the cavity and a 
temperature drift at the sample during a run. Also any filling 
of liquid nitrogen in the trough during a run caused much 
disturbance in the working of the spectrometer. The level 
changes and the corresponding temperature drifts are avoided in 
the present design by using a larger and better insulated trough, 
and a funnel held at a lower level and away from the cavity 
allows the coolant to be poured into the trough without much 
disturbance to the spectrometer. The temperature fluctuation. 
due to the fall of level in the trough is about O.50 K for low rates 
of gas flow and about 20 K for quite high flow rates. 
The tempelnture of the sample is measured with the help 
of a thermocouple, one junction of which is embedded in the sample, 
the other junction being immersed in liquid nitrogen. The 
thermocouple is introduced into the sample before freezing it for 
irradiation and its position in the sacplc tube is adjusted so as 
to be at the centre of the cavity. It hos been checlced thnt the 
thermocouple itself does not give any signals and the spectra of 
samples with and without the thermocouple have been compared to 
ensure this. Being almost at the elctric Dode, the thermocouple 
is not found to cause any appreciable damping. The thernlocouplc 
potentiometcr (Croydon) is calibrated in 10 ~V scale divisions, 
which correspond to about 0.50 C in this region. The accuracy 
of absolute tempernture determination depends on the tempe~nture 
of the reference bath, because the temperature of liquid nitrogen 
depends on the quantity of impurities (oxygen etc.) dissolved 
in it and may var,y by 3 or 40C. 
This method of changing the sample tempernture is in many 
ways more convenient thnn that of putting the sample tube in a 
dewer inside the cavity and cooling it by gas flow. The dcvmr 
assembly is ver,y fragile specially because of the narrow inlet anc 
outlet tubes. It introduces a large quantity of dielectric into 
the cavity in regions where the electric field is no longer ver,y 
small. Also unl.;;:ss an external high-frequency field modl,lation 
is used \dth the help of specially designed C'.avities, the modulation 
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coils would be further away from the electric node anc would thus 
cause much more da;;1ping of the microwave power. Unless special 
care is taken to sta~ilise the flow rate well, small fluctuations 
would cause relatively large changes of temperature of the sample 
because of its small heat capacity. A smaller sample tube and 
hence smaller quantities of the sample would have to be used and 
the narrow inl(!t and outlet tubes would be prone to blocl<asc due 
to ice foreation unless special care is taken to mal<e the gas 
sufficiently moisture-free. 
The straight forward systeo of passing warm nitrogen gas 
through the cavity does not have these disadvantages. Tnc sample is 
fairly well lockcd to the cavity and hence is stable a3flinst 
temperature fluctuations. Since only stall changes of temper-
ature are required, low rates of flow may be used; in fact, it 
has been observed that the rate of gas consumption in this method 
of temperature variation is considerably less than in most other 
methods. Fipally if the gas flow stops accidently due to 
blockage or otherwise, the temperature would be lowered down and 
the free radicals would stabilise rather than decay. Thus from 
the point of simplicity and practical convenience, this method 
is preferable to the alternative design. However, its range is 
limited and it is very desirable to have a variable temperature 
systcm covering a wide range. Cold nitrogen boiled off from a 
large liquid nitrogen dower by electric heating and passed throu~ 
COpper tubing wound around the cavity might achieve this. 
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4.2.2. The K-Band Spectrometcr 
The K-band spectrometer is also of transmission ty~e 
(Fig. 4.16.). The microwave radiation is generated by the reflex 
klystron tYi)e 21(33. It has a maximum porTer output of about 
40 ml/, and a mechanical frequency tuning range of about lay" and 
an electronic tuning range of a few tens of Uc/s, and operates 
at 9 ml~ plate current. The cathode-to-anodc potential is 2000 V 
and is supplied by a conventional series-stabilised power supply 
which also supplies variable voltagcs for the I'eflector and the 
grid (down to 600 V and 200 V respectively below the cathode). 
A diode in the reflector circuit prevents the reflector from 
becoming positive with respect to the cathode. There is also 
provision for a 50 cls sweep to be applied to the reflector voltage 
for tuning. The heater current is supplied by a 6v lead accumulator, 
and the anode of the klystron is earthed. The klystron is COOled 
by air-flaw from a small fan mounted close to it. 
The klystron is coupled directly into the waveguide and is 
matched into it by a tunable shorting plunger mounted diametrically 
opposite to thc output guide. It is locked to a transmission 
type cavity W8vemet~r by 33 Kc/s modulation of the reflector 
voltage. The cavity wavemeter operates in HOIP mode as this mode 
has a higher Q than that due to the dominant mode HUp. A 
clearance between the cylindrical walls of thc cavity and the 
tunable ,lunger prevents surface currents flowing from the curved 
to the flat surface of the cavity and thus suppresses the degenerate 
I. JSku. OSCILL.ATOR. 
2. KLySTRON. 
14. SAMPLE CAVITY. 
15. MATCHING UNIT. 
IS 
J. POWER SUPPLY. 
4. PHASE SHIFTER. 
16. 400ca.W.RROW BAND AMPLIFIE 
- 17. PHASE-SENSrrIVE DETECTOR. 
S. CAVITY WAVEMETER. '1. PHASE SHIFTER. 
,. PHASE-SENSITIVE DETECTOR.I'. 4OO~ .. 05CILLATOR. 
7. 0. C. AMPLIFIER. ZOo POWER AMPLIFIER. 
'. ATTENUATOR. 
t. ISOLATOR. 
11. NARROIr lAND MMlLIFIER. 
Il CRYSTAL DETECTOR. 
I Z.ATTENUAlOR • 
I S. MATCHING UNIT. 
ZI. SOca. SWEEP. 
22. PHASE SHIFTER. 
as. CRYSTAL DETECTOR. 
M.WlO£ MNO AMPLIFIEk. 
15. C.R.~. 
26. D. C. AMPLIFIER. n. PEN AtCORDER. 
FIG. 4.1' K- BAND SPECTROMETER. 
u 
- lee -
The cavity is coupled to the waveguide run through 
two iris holes, Ag apart, along tre central line on its narrow 
side and placed symmetrically about the axis of the cylinder. 
Such a feed suppresses the odd modes. The output coupling is 
through a single hole in the curved Durface of the cavity and 
lying in a plane ~arallel to the axis of the cylinder and 
making an angle of 450 to the central line of the main waveguide 
at a distance of "gl 4 from the end face of the cavity. The 
Hllpmode which has a node at this point will, thus, not couple 
power into the detecting arm. The free space wavelength is 
calculated from the observed values OfXg by the relation 
I = I + I • • • • • ( 4.25. ) 
j:J ~ ~ 
g c 
where the critical wavelength is 
;-.... = 1.64r 
c 
for the HOlp mode in a cavity of radius r. 
••••• (4.26. ) 
The wavemeter is followed by an attenuator and a three-
slot directional coupler for montoring purposes. After this is 
a squeeze-section phase-shifter (with a slot 10" long and 1/16" 
wide along the centre of the broad side) followed by the absorp-
tion cavity and another similar phase-shifter. 
The design of the cavity is radically different from that 
used in the X-band spectrometer and requires special mention. 
It is a cylindrical cavity with diameter as small as possible 
and long feeds so that it can be lowered directly into a tailed 
silvered dewar, Fig. (4.18.). It operates in HoIl mode so that 
the maximum of the microwave magnetic field lies along the axis. 
A tunable plunger forms the bottom surface of the cavity. The 
design of a cylindricul cavity for operation in the HOlp has 
already been discussed in connection with the cavity wavemeter. 
Thus a choke joint is not used between the plunger and the cavity 
wall; rather a clearance is left there. There is a central 
hole at the top to which a brass tube is soldered so that the 
sample tube can be lowered through it into the cavity. The 
cavity is excited through two iris holes on the top, one on each 
side of the central hole. The size of the coupling holes is 
adjusted empirically. The input and the output waveguides are 
almost vertical and have their narrow sides adjacent to each 
other. They are made of german silver so as to act as 
'heat breaks'. Because of the small diameter of the cavity, 
and the central hole at the top, the waveguide dimensions have 
to be smaller than those normally used at K-band. This 
necessitates the use of taper sections to minimise the 
reflections produced at the transition, and also the smaller 
waveguides are filled in with tapered push-fit distrene rods 
of rectangular cross-section so as to keep the critical wave-
length larger than 1.25 cm. Thin sheets of mica are inserted 
across the waveguides at the transition and sealed with Vaseline. 
o When working at temperatures below 90 X, the cavity is pumped 
FIG. 4.18. K - B!AND CAVITY. 
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out by a backing pump through an inlet tube in the middle of 
the broad side of one of the waveguides just below the mica 
windows. This prevents o~gen condensing inside the cavity. 
To work at low temperatures, the cavity is first tuned 
at room temperature and then detuned such that it will come in 
tune again on contraction at low temperatures. A tight-
fitting cup is placed over the lower end of the cavity and 
liberally smeared with glycerol-teepol mixture so as to form 
a good low temperature seal. 
The cr.ystal holder is at the end of the run and has a 
stub coupling for the cr.ystal and a WDveguide-coaxial line 
transition for the detector output. A IN26 silicon tungsten 
cr.ystal is used as the detector and a shorting plunger at 
the end of the waveguide matches power into the coupling stub. 
The waveguide run is broken at one point to prevent any formation 
of pick-up loops. A 400 cls phase-sensitive detection system 
is used, and there is an arrangement for cr.ystal-video display 
as well. 
The Newport T,ype D magnet with adjustable pole gaps is 
used with this spectrometer. The magnet is designed for single 
cr,ystal work and is mounted on a turn table. However, the 
orientation of the magnetic field does not affect the intensity 
of the resonance lines as the axial miorowave magnetic field 
in a vertically placed "ol~ cavity is always perpendicular to 
the horizontal d.c. magnetic field. The low frequen~ field 
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modulation (both 50 cls used for crystal-video and 400 cls 
for phase-sensitive detection) are applied externally through 
modulation coils mounted on the yoke. The magnet has a field 
homogeneity of at least 1 in 105 over 1 cm3 and is fed from a 
84 Newport current-stabilised Power Unit. 
4.3. Experimental Procedure 
4.3.1. Measurement of the Masnetic Field 
The main magnetic field is measured with the help of a 
proton resonance magnetometer. A crystal-video display of the 
proton resonance signal from water, clycerol, or paraffin wax 
on the oscilloscope is used to determine the magnetic field, 
from the measurement of the frequency of the proton resonance. 
The proton resonance frequency is related to the magnetic field 
by the relation 
H = 234.87 xV ••••• (4.27. ) 
where H is in B8uss and V is in Mc/s. 
The proton resonance meter actually used has a circuit 
due to Robinson, (Fig. 4.19.), and its frequency is measured 
with a heterodYne frequency meter (model LM-14, V.S. Navy), 
which has crystal controlled check points and is accurate to 
0.01% over a wide temperature range. Ordinary water is 
found to give a satisfactory signal, though some paramagnetic 
impurity may be mixed with water to decrease the relaxation 
time, if necessary. 
A calibration curve of the magnetic field against the 
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magnetising current is drawn and used unless an accurate 
determination is required. The magnetic field is taken through 
the complete cycle before each setting to avoid the hysterlsis 
effects and the magnetic field is set only from one direction 
i.e. either when the current is increasing or decreasing. 
4.3.2. Determination of H&perfine Splittinss and Line-Widths 
Determination of hyperfine splittings and line-widths 
involves the calibration of the field sweep. This can be 
effected by displaying the proton resonance signal on both 
sides of the electron resonance signal and measuring the proton 
resonance frequencies corresponding to both these settings. 
The proton resonance head is held outside the cavity but as 
close as possible to the sample under investigation. 
However, because of the inhomogeneity of the magnetic 
field and lack of space in the pole-gap, a simultaneous proton 
resonance measurement cannot always be made. A better method 
is to make use of the known hyperfine splittings of some standard 
substance. Pero~lamine disulphonate ions in benzene solution 
give three equally spaced lines of equal intensity (due to 
h.f. interaction with the nitrogen nucleus) with an over-all 
splitting of 26 gauss (Poke et al., 1952) and are ver,y suitable 
for this purpose, specially because the hyperfine splittings 
in many frozen free radicals are of the same order. Unfortun-
ately, these ions are not ver,y stable and, so, difficult to use 
for any length of time. 
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There is a third andmmpler, though less accurate, method 
for calibrating the fi~ld sweep. This utilises the difference 
in g-values of free radical signals from diphenylpicrylhydrezyl 
(DPPH) and ultramarine. The field separation between the two 
signals is given by 
••••• (4.28. ) 
and is found to be 43 gauss at about 9 ,400 r~lc/s. A variation 
of 100 filc/s in the klystron frequency corresponds to a change 
of about 0.4 guass in ~. Since the frequency of the non-
tunable cavity woulc not change by 100 Mc/s even on cooling, 
a value of 43 guass may be assumed for ~ if the klystron 
frequency is close to 9,400 Mc/s. The accuracy of this method 
may however be increased by calibrating ~ with a proton 
resonance meter at a known klystron frequency under favourable 
conditions an(l correcting the subsequent measurements for 
change of the klystron frequency according to the relation 
••••• (4.29. ) 
The klystron frequency can, of course, be measured with the 
help of a wavemeter fed through the monitoring directional 
coupler. 
4.3.3. Determination of g-Values 
Most of the free radicals have their g-factor close to 
the free-spin value. The following procedure is the one most 
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convenient for accurate determination of the g-value in such 
a case. A standard sample of known g-value (usually DPPH) is 
insertec into the cavity along 0 grove in the plunger Nhich 
carries the 100 Kcls modulation coils (Fig. 4.5.0.). If the 
field sweep is calibrated and the klystron frequency is measured 
the g-value separation can be determined from the relation 
~= 
g 
6H = 6H 
H - MI -h l-lJ""g(3~-""'6H:":": 
••••• (4.30.) 
where g and H refer to the corresponding quantities for the g-
marker (i.e. DPPH) and V is the klystron frequency. If the 
signal from the experimental sample overlaps that from DPPH, 
ultramarine may be used as a g-marker instead. However, the 
ultramarine signal is very wide and may overlap part of the 
signal under investigation. Also an accurate determination of 
the peak of the absorption curve would be difficult for a broa~ 
signal and, to that extent, the use of ultramarine as a g-marker 
will limit the accuracy of the results. 
4.3.4. Determination of Free-Radical Concentration 
The absolute magnitudes of free radical concentrations 
may be required for the stuqy of the mechanism of free radical 
production (e.g. in quantum yield determinations). The usual 
method is to compare the intensity of absorption of the sample 
under investigation with that of a standard sample. The usual 
standard substance is DPPH because it is quite stable in 
- 115 -
crystalline form and has one unpaired spin per molecule. However 
this is not suitable ~r'use for low concentration measurements, 
because of the difficulty of diluting it sufficiently. Also 
the DPPH radicals decay when diluted either in a liquid or a 
powder. 
The standards used in practice depend on the special 
conditions of experiment. Voevodsky (1958) has used a single 
cr,ystal of CuC12.2H20 weighing about I mg as a standard. If 
properly oriented, its spectrum will not overlap with that of 
the unknown sample and the spectra of both the samples could be 
traced simultaneously. The alternative to this is to place 
the standard free radical sample at a different maximum of the 
microwave magnetic field in the same cavity and to alter the 
static field at the standard sample with the help of local coils 
or mild steel discs (K~hnlein and ~Iuller, 1960). Wurster's 
blue gives a vcr,y nearly Lorentzian line and can be used if the 
absorption from the unknown is also Lorentzian. 
Hoskins and Pastor (1960) have found dextrose charred at 
560°C to be much superior to DPPH as a standard in many ways 
under a wide variety of conditions. The charred dextrose shows 
no variation in line width, g-value, spin-density, thermal 
relaxation time and stability over n wide range of temperature 
and has a line width of 0.6 gauss. 
o However, for ordinarly purposes, carbon formed at 500 C 
is quite satisfactor,y. It is calibrated against DPPH and diluted 
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by various amounts with calcium carbonate powder, which has been 
previously checked for the presence of any paramagnetic impurities. 
The samples having different free radical concentrations are 
cross-checked against each other to obtain quantitative agreement. 
For the actual determination of concentration, the integrated 
intensities of absorption from the unknown and the standard 
samples have to be compared. The area under the absorption 
curve is proportional to the product of the height of the 
absorption derivabive curve and the square of the width at cax-
imum height, and the constant of proportionality depends upon 
the line-shape. Hence if the lines to be compared are of 
identical shape, the ratio of (height x Width2) would give the 
relative concentration. If one of the lines has a Gaussian 
and the other a Lorentzian shape, and if both of them have 
identical areas, then it is found that 
••••• 
This relation may be used if either the unknown or the 
standard sample has a Gaussian shape and the other a 
( 4.31.) 
Lorentzian. Finally, it may be noted that for accurate measure-
ments, corrections have to be applied for the differences in the 
size, shape, position and dielectric properties of the two 
samples. 
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_CHAPTER V 
DESCRIPTION OF EXPERIMENTS AND EXPERIMENTAL 
RESULTS 
5.1. Production and Trapping of Free Radicals 
The experimental techniques generally used for the production 
of frozen free racicals fall into two classes, (a) decomposition 
of the parent molecules in the gns phase in a flow ~stem followed 
by rapic freezing, anc (b) 'in situ' decomposition of the frozen 
parent molecules. The decomposition of the ~orent molecules can 
be carried out by photolysis, radiolysis (y or X-rays), particle 
bombardment (electrons, neutrons, ions or atoms), electrical 
discharge (low frequenc.y, r.f., or microwave), and pyrolysis. 
Electrical discharge and pyrolysis are generally used for prod-
uction of free radicals in the gaseous phase whereas for 'in 
situ' production, rodiolysis anc photolysis are more common. 
In the gas phose production, however, undesired reactions may 
occur before condensation. In the case of 'in situ' production, 
high energy qunnta, X-rays. and y-rays, operate t.hrough secondary 
processes involving extremely high energies with a wide spread 
of values. Particle bombardment and electrical discharge also 
suffer from the same disadvantage. Thus many different kinds 
of species may be producec by these methods, making an analysis 
of the e.s.r. spectrum very difficult. Of all the methods, 
photolysis in situ provides the most suitable means of producing 
free radicals in low temperature solids. The available energy 
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is known and can be varied according to the requirements of the 
experiment. Fewer types of species are produced due to the low 
tnergies involved and the energy of the quanta cnn, in principle, 
be varied to give only one type of species provided secondary 
reactions do not take place. Knowledge of the photochemistry 
of the substance in the gaseous or the liquiG state can be invoked 
to facilitate the interpretation of the low temperature e.s.r. 
spectra and the mode of excitation can be postulated with some 
certainty. r:loreover, the photo,roduction of free radicals 
at low temperatures is not a veT complicated experimental 
procedure, the technique being quite straight forward. 
However, there are limitations to the ,hotolytic production 
as well. Not all substances can be decomposed photolytically. 
The quantum yield is generally small. Even in the substances 
that are known to decompose photolytically in the gaseous or the 
liquid state, the 'in situ' production of free radicals might be 
inhibited either due to de-excitation by the matrix or due to 
Franck-Rabinowitsch effect. That this effect may be very 
important is shown by the experiments of Sowden and Davidson 
(1956), where the quantum yield dropped radically when the 
photolysis was carried out at 770 K instead of at room temperature. 
The low quantum yield at the lower temperature was due to the 
high recombination probability of the dissociation products in 
the solid state. Unless the fragments produced by the primary 
decomposition have sufficient energy to diffuse away from the 
centre of prOduction, they may be constrained to remain in 
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proximity by the solid environment. If so, the probability of 
recombination becomes ver,y high. 
Inspite of these limitations, photolysis is, in general, 
the most satisfactory way of producing free radicals in low 
temperature glasses. For all th~ work reported in this 
thesis, ultra-violet irradiation was used to produce the 
photolysis. Two wavelengths were employed,J\2537 and )\3655. 
The source of A3655 is a 250 W medium pressure mercur,y arc 
lamp, with an arc gap of 1 cm. and enclosed in a fused quartz 
envelope. More than 9f1/~ of the emission from the lamp is 
confined in the region of the transitions 6s6d, 3Dl,2,3 - 6s6p,3P2 
(A,3662.88,A3654.83,A3650.15). The lamp is operated from 
the mains in series with a choke to prevent the system becoming 
unstable due to the arc operating in the region of negative 
resistance. The source of 2537 is a 600 VI low pressure mercury 
discharge lamp operated from a transformer with a secondary 
voltage of 5000 V. About 9a1J of the emission is confined to 
the transition 6~~,3pl t;,lSo{I\2536.52). Since it is 
the resonance radiation, it can be very easily self-reversed 
and the lamp has to be in the form of a thin and long tube 
along which a low pressure discharge is passed. In the lamp 
employed the discharge tube is in the fom of a spiral, wound 
so as to produce a luminous concave surface. This surface 
faccs an aluminised concave mirror placed coaxially with respect 
to the lamp. 
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The sample is contained in a silica tube witb an internal 
diameter of about 5mm and a wall thickness of about 0.5 mm. 
While irradiating it is kept icmersed in liquid nitrogen held 
in an unsilvered fused silica dewar. When cooled down to 
liquid nitrogen temperature, most substances formed trans-
parent, but heavily cracked, glasses. However, the cracking, 
if not too dense, is an a~vantage, because it proGuces ma~v 
internal reflections, thus increasing the interaction of light 
with the sample. The cracks also provide numerous sites for 
the free radicals. Some substances were opaque and white 
when cooled down to low temperatures. However, opacity to 
visible light does not necessarily imply opacity to the ultra-
violet radiation anc these substances also frequently showed 
e.s.r. spectra. ~'/hile irradiating, the sample was rotated 
frequently about a vertical axis, to ensure sufficient 
irradiation from all sides. 
5.2. Choice of Matrix 
The physical and chemical properties of the solid material 
in which the radicals are trapped arc of prime importance. 
Physioolly the solid should have sufficient rigidity, correct 
volatility and good thermal conductivity, and chemically it 
should be inert. For photoproduction of free radicals, the 
matrix should also be transparent to the photolYsing radiation 
at the temperature chosen. 
The rigidity of the matrix is ver,y important. If the 
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cedium is too soft, reconbination through diffusion would 
severely lioit the life-tioe of the radicals. If, on the other 
hand, it is too strong, the fragments would be prevented from 
flying apart and this would again lead to large recocbination 
probabilities and low quantun efficiency. The probability of 
Franck-Rabinowitsch recoobination will, of course, also depend 
strongly on the energy of the incident quanta. The thermal 
properties of the mediuo are also of great importance for the 
stabilisation of free radicals. If the thermal conductivity is 
poor, any energy that is degraded into heat will lead to local 
heating and will liberate the free radicals, thereby increasing 
the recombination probability. 
The suitability of a matrix depends largely on the 
reactivity of the species to be stabilised. For instance, 
hydrocarbon glasses such as ether - isopentane - alcohol (EPA) 
form good cstrices for optical spectroscopic studies of aromatic 
radicals, but are not suitable for the storage of ali~hatic 
radical s which can abstract hydrogen from these media. For the 
same reasons, the EPA glass cannot be used for the production of 
secon(~r,y radicals through the primary photolysis of highly 
photosensitive substances like hydrogen peroxide. 
Chemical reactivity has been the overriding consideration 
in choosing the media in the present work. To minioise the 
production of unwanted species, the parent molecules themselves 
are chosen to form the host lattice in all but a few cases. 
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The technique of production, is thus reduced to the sicple 
procedure of directly photo-irradiating the substance to be 
investigated in n silica tube. All the substances investigated 
fore satisfactory glasses near liquid nitrogen tecperatures. 
5.3. Plan of the \'Jor~ 
The present work arose out of the expericents performed 
by Fujimoto and Ingram (1958), on the secondary radicals produced 
in aliphatic alcohols by the pricary photolysis of H202 • The 
spectra from these substances were studied at three readily 
available temperatures and some ohangesin spectra were observed. 
In particular the difference in spectra of isopropanol at 770 K 
and at IIOoK CQulc be explained on the assucption of the 
quenching of internal rotation of the cethyl groups. However, 
a controlled chanee of temperature of the sample was not possible 
in this work Elnd the radical s had to be freshly prepared each 
time for observation at the three different tecperotures. As 
an extension to this work, the following steps were planned: 
(a) to check if the primary photolysis of the alcohols also 
contributed to the production of free radicals; if so, to use 
only the pricary photolysis for free radical production in order 
to minimise the numner of the different species produced; 
(b) to incorporate a variable temperature cavity, so 
that a controlled variation of the temperature of observation 
could be possible; 
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(c) to investigate the change of spectra of saturated 
and unsaturated aliphatic alcohols with temperature over as wide 
a range of temperature as possible, with particular regard to the 
reversibility, or otherwise, of spectra with respect to change 
of temperature; 
(d) to study other substances likely to give simple radicals 
with two or three methyl groups with a view to seeing if any 
change in the rotation of the methyl groups could be observed; 
(e) to investigate if the line broadening is reduced by 
diluting the substance under investigation in a non-proton 
diamagnetic matrix; this is important in view of the fact that 
some spectra seemed to show some unresolved structure. 
(r) to see if free radical s can be produced .in singl c 
crystals of simple molecules bJ' u.v. irradiation; this would 
reduce the h.r. dipolar broadening and would also enable an 
analysis of the anisotropic h.f. interactions to be made. The 
work performed along these lines is reported below. The low 
temperature cavity has alreaqy been described in Chapter IV under 
the discussion of the .p.xperi.entol teohniQ!.l" .,. i\ 
5.4. PrimarY Photolysis 
It was founc that a satisfactory quantum yield of 
alcohol radicals was obtainable by primary photolysis alone, 
both at "2537 and at)\.3655, though the irradiation times were 
relatively longer than those when hydrogen peroxide was added. 
Hence all the work on alcohols reported here was carried out without 
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adding any photo-sensitive substance like hYdrogen peroxide 
to the sample under investigation. It was, however, noticed 
that the spectra obtained by primary photolysis were, in almost 
all cases, basically similar to those obtained with hydrogen 
peroxide. 
5.5. Change of Spectra with Temperature 
The substances investigate~ for change in spectra with 
temperature can be grouped into the following classes: 
(a) Substances likely to give simple free radicals with 
two or three methYl groups. The substances investigated in 
this group were climethYlamine, (CH3)2 Nil, and tert.-butyl chloride, 
(CH3)3 CCl. 
(b) Saturated aliphatic alcohols. Only the lower members 
of the series were investigated. These were methanol, CH30H, 
ethanol, CH3 .CRz0H, n-propanol, CH3 .CRz.CH20H, iso-propanol, 
(CH3)2.CHOH, and n-butanol, CH3.(CH2)2.CHon. 
(c) Unsaturated aliphatic alcohol. The only unsaturated 
ala .. l investigated was allyl alcohol, CH2:CH.CH2oH. 
(d) Substitute~ hydr·ocarbons. Chloroform, CHC1 3, and 
carbon tetrachloride, CCI 4, were the two substances investigated 
under this category. 
It was found that, on warming, all the saturated alcohols 
gave a highly unsymmctrical signal before they completely 
decayed. The allyl alc~bol, and, chloroform and tetrachloride, 
were investiaated to check if the unsYmmetrical signal was 
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associated with the functional group, OH, or was due to the 
alkYl radical itself. 
To studY the change in spectra with temperature, the samples 
were u.v. irradiated at liquid nitrogen temperature for a few 
hours so as to allow a reasonable concentration of free radicals 
to build uP. All the substances mentioned above were irra~iated 
withl\2537 and most of them were also irradiated with~55. 
Spectra of the same irradiated samples were recorded at different 
temperatures, the lntter being measured both before and after 
each run with the help of a thermocouple as described in 
Chapter IV. The samples were re-cooled to the lowest available 
temperature at the various stages of warming-up so as to find 
whether the change of spectra with temperature was reversible or 
not. 
5.6. The Diamagnetic Dilution of the Matrix 
Two techniques for the diamagnetic dilution of the matrix 
were investigated, (a) dilution with a non-proton chemical 
solvent, and (b) condensation of a mixture of the substance 
under investisation and SOIRe chemically inert gas with zero or 
small nuclear magnetism. 
Carbon tetrachloride was chosen as the non-proton solvent. 
Chloroform, CH C13 , and iso-propylamine, (CH3)2CH.NH2, were 
soluble in carbon tetrachloride and the solution as such was 
used for irradiation. Iso-propanol and solution of ammonia in 
water did not mix with carbon tetra chloride and the mixture was 
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shaken well before freezing at liquid nitrogen temperature for 
-4 irradiation. About 10 moles of hydrogen peroxide were mixed 
with the sacple, wherever necessary for the production of free 
radicals. Different dilutions between 1:4 and 1:1;'; were tried. 
For the inert gas matrix technique, krypton \vas chosen as 
it has a higher melting point (116°K) compared with that of 
argon (84P[C). This was important because liquid nitrogen which 
was used as the coolant for the condensation has a temperature 
Xenon which has a still higher melting point (161oK) 
is much more expensive. The isotopes of krypton having any 
nuclear mugnetism (rVl nuclear magneton) have together a rel-
ative amundance of only 120/0. Ammonia was used as the parent 
substance for the production of free radicals. 4\ stream of 
ammonia gas from a dewar of liquid ammonia was allowed to mix 
with krypton from a I-litre I-atmospheric pressure flask. The 
quantities of the two gases in the mixture were read with the 
help of a mercury-manometer attached to the mixing chamber. 
A dilution of I: 4 was used. The total pressure of the mixture 
was one atmosphere. After the mixture was allowed to stand 
for some time, it was condensed in the sample tube by immersing 
the lower end of the sample tube in liquid nitroeen. 
It was found that eVen after a long time, the condensation 
was very meagre though sufficient condensation took place if only 
ammonia wns condensed. The condensed sample did not show aqy 
spectra on irradiation, because of the insufficient deposition 
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of the mixture. 
Carbon dioxide was also used as the diluting substance, 
as it has a sublimation point (1930 K) close to the melting point 
of ammonia (1990 K). However, ammonia reacted with carbon dioxide 
an~ a white opaque solid was deposited along the walls of the 
mixing chamber and the saD~le tube. It could be ammonium 
carbonate, (NH4) 2 C03, or ammonium carbamate, NH4C02NH2 , both 
the reactions being possible in the presence of moisture. The 
small deposit in the sample tube again did not show any spectra 
on irradiation. The 1\2537 meroury line was used for all the 
irradiation reported in this section. 
5.7. Single CEYstal Irradiation 
Single crystals of a1llllonium magnesium sulphate, 
(NH4)2S04.f':IgS04.GH20, were grown, and irradiated with A2537 
both at room temperature and at 770 K for about three hours 
each. For room temperature work, the crystal was mounted on 
a plastic rod with the help of vaseline or Idurofix'. The 
cement was, however, not satisfactory for low temperature work 
and the crystal was tied to the rod with the help of a fine 
thread. The irradiated crystal, however, showed no signals 
at ,either temperature. A single crystal of glycine was also 
irradiated with A2537. No signallWas obtained after 24 hours 
of u.v. irradiation, though 18 hours of irradiation with 40 kV 
~-rays gave a large sisnal. 
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5.8. Purity of the Chemicals 
The chemicals used in these experiments were of the 
'aoalar' grade if available from the British Drug House Limited. 
The absolute ethyl alcohol was of spectroscopic grade and wes 
supplied by James Burrough Limited. No attempts were made for 
further purification of the chemicals. 
5.9. Recorded $pectra 
The spectra obtained from the various irradiated substances 
at different temperatures are given in Fig •• (5.1.) - (5.9.). 
In all cases except that of allyl alcohol, the spectra did not 
recover the low temperature structure when cooled down from 
higher temperatures; rather they retained the structure 
corresponding to the temperature to which they had been warmed 
up. Thus the change of spectra with temperature was found to 
be irreversible in all these cases. Hence the spectra obtained 
when the samples were cooled down after warming have not been 
reproduced here. However the allyl alcohol showed some inter-
esting features when cooled down at different stages of warming 
up and these spectra have therefore been included. 
Some spectra from substances diluted with carbon 
tetrachloride have been given along with the ones from undiluted 
(Figs. 5.10-5.13.). 
specimens' ~. ~ I. In general, when no signals were observed, 
the recordings have not been reproduced. 
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Table 1 
Details ot Experiments on the Chanse of Spectra 
with Temperature 
Fig.No. Substance Chemical Wavelength Time Gain 
investigated Formula of U.V. of Setting 
radi,tion irradiation of the 
( A) (hours) amplifier 
5.1, Dimethylamine (CH3)2·NH 2537 9i 4.0 
5.2. tert. Butyl Chloride (CH3) .CCI 2537 7i 70 
3 
5.3. (a) Methanol CH3·OH 2537 5i 45 
5.3.(b) Methanol CH3 ·OH 3655 5~' 70 
5.4.(a) Ethanol CH3·~·OH 2537 5 20 
5.4. (b) Ethanol CH3·C~.OH 3655 4 70 
5.5.(a) n-Propanol CH3·~·~·OH 2537 3 1.. .. 
!:_5.~b) n-Propanol CH3·~·~·OH 3655 4 60 
5.6. n-Butanol CH3,{C~)3·0H 2537 6i 30 
S.7.(a) iso-Propanol (CH3)2·CH.OH 2537 5t 55 
5.7.(b) iso-Propanol (CH3)2·CH.OH 3655 5i 70 
5,":".(c) iso-Propanol (CH3)2·CH.OH 3655 4 55 
5.8.(a) Allyl alcohol ~:CH.~.OH 2537 7t 70 
5.a.(b) l.lly 1 '1 cohol cr'2:rne~ .OH 4~37 .., 70 • 
5.a. (c) Allyl alcohol CH :CH.CH2,i>H ·2 . • 2537 a 70 
5.9. 
. , 
ai Chloroform CHC13 2537 70 
All substances were irradiate~ without 92~ at liquid nitrogen 
t. empereture. 
r 
Fig. No. 
5.l0,{a) 
5,10, (b) 
5.l0.(c) 
5.11.(a) 
5.ll.(b) 
5.l2,(a) 
5.l2.(b) 
. ) 
5.13. (a) 
5,13. (b) 
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Table 2 
Details of Experiments on the Dilution of 
Sample 
Irradiated 
(CH3)2·CH.N~ 
(CH3)2.CH •NH2 + CC1 4 
l CH) nl'''' + CCl 
" 3 2· .... '··1 .. '2 4 
NH3 (in water) 
NH3 (in water) 
+ CC14 
(CH3)2,CH.OH 
(CH3)2,CH.OH 
+ CC14 
CHC1) 
CHCl3 + CCl 4 
the Matrix 
Dilution 
= ratio of 
volumes 
1:4 
1:8 
1:6 
1:10 
1:10 
Time of 
irradiation 
(hours) 
2 
2 
2 
3 
3 
3 
3 
2 
2 
Gain setting 
of the amplifier 
40 
20 
10 
60 
60 
75 
75 
70 
70 
All the oubstances were irradiated with 2537 at 77oK. 
-4 About 10 moles of H202were added in the case of 
isopropylamine, ammonia and isopropanol. Carbon 
tetrachloride by itself did not give a signal. 
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Table 3 
Gain settine and relative gain of the narrow band amplifier. 
Gain Setting Relative Gain 
10 1 
20 4 
30 10 
10 20 
50 40 
60 76 
70 108 
SI-IrK 2 
3 92.5-9~ 
5 97-ttiK 6 
7 
FIG. 5.1. DIMFJrHYLAMlNE. Wavelength 25"57. 
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--r -
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7 
• 
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3 11-8L!K 4 
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7 86-86.5~ 
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It 
FIG. 5.5(b). n - PROPAlOL. Wavelength 3655. 
It 
~H 
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13 119-122.!I< 14 
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-
99-d1<. 
100-1011< 
112-114.~ 
I 27.5-1 3Ls-K 
5 
FIG. 5.7(a). 180 - PROPANOL. Wavelength 25Y1. 
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" 
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FIG. 5.7(b). 1eo ~ PROPANOL. Wavelength 3655. 
3 
5 12115 -f2' . 6 
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FIG. 5.8(a). ALLYL ALCOHOL. Wavelength 2537. 
FIG. 5.8(a). ALLYL ALCOHOL. Wavelensth 2537. 
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rIG. 5.8(b). ALLYL AWOHOL. Wavelength 25'37. 
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FIG. 5.9. CHLOROFORM. Wavelength 2537. 
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CHAPTER VI 
DISCUSSION 
6.1. Production of Free Radicals in Alcohols 
For the photodissociation of any molecule, two conditions 
must be met: 
(1) the energy of the quanta must be equal to or greater 
than the dissociation energy of the bond which is ruptured, and 
(2) the light used for irradiation must be absorbed b,y the 
substance. 
The dissociation may take place through any of the following 
processes: 
(a) the molecule is excited to a repulsive state (for 
the two fragments), 
(b) in the excited electronic state, the vibrational 
level to which excitation takes place lies above the dissociation 
limit, so that the molecule dissociates on its outward vibrational 
excursion. 
(c) the excited electronic state crosses another state 
of the type (a) or (b), so that at the point of crossing the 
molecule passes from one state to the other. 
Direct e,:cit:ltion into the vibrational continuum of the ground 
electro~"lic state is not possible because of the selection rules. 
Now it is known that alcohols do not.absorb in the regions 
ot i\ 2537 and i\3655 (Waters, 1948). However, as seen in Chapter 
V, large concentrations (1015 _1018 per gm.) ot free radicals 
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were observed in the low temperature photolysed alcohol glasses. 
The mechanisms which could be responsible for this are, 
(i) primary photolysis of alcohol molecules due to 
modifications of selection rules in the solid state due to the 
cr,ystal fields of the matrix, 
(ii) secondary reactions due to the primary photolysis 
of impurities, and 
(iii) photo-sensitisation due to absorbed oxygen or the walls 
ot the sample tube. 
For primary photolysis, the quantum ot energy absorbed 
must be equal to or greater than the bond dissociation energy. 
Table 1 gives an idea of the magnitudes of the bond dissociation 
energies involved vis-a-vis the energy of the quanta. 
Bond 
CHa - H 
CH3 - H 
CH3 - CH3 
CH3 - OH 
~.~ - OH 
o - H 
Table I 
(Cottrell, 1958) 
Bond dissociation 
energy (Kcal/mole) 
88 
101 
83 
"'90 
""'90 
101 
Wavelength energy 
(Kcal/mole) 
)\2537 112.6 
1\3655 78.1 
It is thus seen that the energy of ~3655 per quantum is in all 
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probability less than any of the bond dissociation energies 
involved. The dissociation energy of the weakest bond, C - C, 
comes quite close to the quantal energy of "3655. However, 
methenol vmich is photolysed byj\3655 does not have any C - C 
bonds. Moreover, in other alcohols, the present work and other 
evidences also indicate, breakage of other than C - C bonds. 
In the light of these considerations, primary photolysis does 
not seem to be the main mechanism for free radical production. 
The secondary radical production by the primary photolysis 
of impurities, particularly aldehydes and ketones (~O.Ogr~, could 
give spin concentrations of about 1018 per gm. However, 
spectroscopic grade ethyl alcohol also gave free radical concen-
trations of the same order as obtained from other alcohols. 
This sugges~that the photolysis of impurities is again not the 
main contributory factor for the free radical production in 
alcohol glasses. Water which is present as an impurity in ethyl 
and other alcohols would not undergo primary photolysis, as water 
does not absorb in this region (Goodeve and Stein, 1931). 
The most likely mechanism for the production of tree radicals 
in these glasses seems to be photosensitisation due to absorbed 
oxygen. Liquid oxygen shows absorption bands in both the regions 
(A 2537 and A.'3655) • The energy of the oxygen molecules can then 
be transfered to the alcohol molecules by collisions of the second 
kind. This process can lead to a large free radical concentration 
even if a small amount of oxygen were absorbed. Photosensitisation 
due to the walls of the sample tube seems to be another 
possibility. However, in the solid state at low temperatures, 
this mechanism would be confined to the surface of the sample, 
Making a liberal assumption that tha molecules within 100 AO 
from the wall would be able to exchange energy with it, the number 
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of free radicals produced comes out to be about 10 spins per 
gm., a value less than the observed ones in many cases. However, 
the effective range of 100 AO has been rather arbitrarily chosen 
~nd the excitation might propagate to longer distances. 
6.2. Change of Spectra with Temperature. 
The e.s.r of a free radical at low temperatures may 
change with temperature either due to a physical or a chemical 
change, or both, taking place inside the sample. An assembly 
of frozen free radicals in a matrix is, of necessity, in an 
unstable state, though the passage to the stable state is yer.y 
slow. A rise of temperature helps in, and hastens, this 
process. The passage to the stable state may involve two types 
of chemical changes, (a) the decay of free radicals by recomb-
ination, and (b) conversion of one species into another prior 
to decay. In the first case, i~ different species of free-
radicals are initially produced and if their decay rates are 
different and are affected to different extents by changes of 
temperature r then the overall spectrum will show a change in 
structure as it is warmed uP. In the seconc case, the relative 
proportion of the two species will again be different at different 
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temperatures and hence the overall spectrum would change as 
the specimen is warmed uP. Because of the unidirectional nature 
of the passage from the unstable to the stable state, these chemical 
changes would be irreversible with respect to change of ternper-
ature. Physical changes (e.g. quenching of internal rotation) 
would, on the other hand, be reversible in this respect. If 
both physical and chemical changes occur, then if the specimen is 
warmed up and cooled dOfm again, the spectra obtained on recooling 
would resemble neither the initial spectrum nor the spectrum 
corresponding to the higher temperatur~. 
In all the substances investigated, except allyl alcohol, 
the changes in spectra were found to be irreversible with respect 
to changes of temperature. In dimet~lamine, no first order 
change in the structure of the spectrum was observed. However, 
on recooling, the initial size of the spectrum \~s not restored, 
thereb,y showing that radicals had decayed on warm-up. Absence 
of any change in the structure of the spectruc indicates that only 
one species of free radicals is primarily responsible for the 
spectrum. 
In all other cases, a change in the structure of the spectrum 
wa8 noted on warming. In all the saturated alcohols except 
methanol, some components of the spectra seemed to grow whereas 
the other components decayed. This suggests that interconversion 
of the species is taking place. The chemi~l nature of the 
changes in the spectrum is further confirmed by the fact that in 
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almost all cases, at sODe temperatures, the spectra changed with 
the passage of time even though the specimen was held at the same 
temperature. This is 9articularly noticeable in Figs. (S.4.a.), 
(5.5.a.), (5.5.b.), (5.6.), (5.7.a.) and (S.7.b.). The fact that 
the change in s~)ectra with the passage of tiDe is more pronounced 
at certain tcmperatures shows that the properties of the glass 
change discontinuously. 
The spectra froo allyl alcohol show interesting changes 
with temperature; the~~ will be described when discussing 
spectra from individual sUbstances. 
6.3. MechanisDs of h.f. Interactions in Free Radicals 
.. ~
The products of the photolysis of low tcmperature glasses can, 
in principl~, be identified by the hyperfine structure in their 
electron resonance spectra. In glasses, however, the anisotropic 
hyperfine interaction only produces a broadening of the line and it 
is only the isotropic part that gives rise to a hyperfine structure. 
For the isotropic hyperfine interaction to take place, it is 
essential that the unpaired electron should have a finite 
probability density at the magnetic nuclei. The majorities of 
the radicals supposed to be responsible for the observed spectra 
in the present case have, in their conventional structures, 
vanishing probability densiti~s at the protons (the only magnetic 
nuclei in the case of alcohols), but they still show hyJc~fine 
structure. Before taking up the discussion of the individual 
spectra, therefore, it is \rorthwhile discussing the mechanisms 
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responsible for these 'anomalous' hyperfine structures in the 
free radical e.s.r. spectra. The mechanisms were first investigated 
both, theoretically and experimentally, for aromatic free radicals. 
For simplicity, they will be considered here for the case of 
hypothetical fra~ents abstracted from the aromatic radicals. 
The mechanisms ere basically the same for both aromatic and 
aliphatic radicals, and, with slight modifications, the theor,y 
can b~ appli~d to the latter. 
The contact hyperfine Hamiltonian can be written as 
1.1 2 ("~~~ 
·JtN = ¥ gegI" fo(rKN) Bk·IN ••••• (6.1.) 
where k refers to the electrons and N to the nucleus. Only 
one magnetic nucl~us has been considered here for convenience. 
In 8 strong magnetic field, where the coupling between the 
el~ctron s?ins and nuclear spins are much weaker than the coupling 
of these with thc external magnetic field, the expression for the 
contact hyperfine Hamiltonian can be written in terms of only the 
z-components of spin, as 
j4.N = err ge8I,,2 L. S( rkN) 'kz. INz k ••••• (6.2.) 
This is because the expressions Sx1x +Syly(= t(8+1_ +8_1+» 
give rise tonon-diagnol terms only in the z-representation. 
The Hamiltonian Ncan also be writtcn in terms of the 
coupling constant an as 
••••• (6.3.) 
where 8z il the total z-component of the electron spin angular 
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momentum. The coupling constant aN can be expressed in terms 
of the quantities occuring in the equation (6.2.) by taking the 
expectation values of both the expressions (1) and (2) in the 
el~ctronic ground state. This gives 
aN = 8rrgeBI(32 < i'1If&cr;N)8kZ/'lI l > 
3h - <"*ll'zl'Vl> 
••••• 
(6.4. ) 
This expression thus predicts a non-vanishing h.f. interaction 
only when the electron orbital has a finite value at the nucleus 
in question. However, the aromatic free-radicals, which have 
the unpaired el~ctron in the ~-orbitals in the Huckel approxi-
mation show isotropic hyperfine interactions with the 'in-plene' 
protons. ayperfine interaction with methyl-group protons of 
th~ aromatic free radicals have also been observed. This 
anomalous behaviour is explained in th~ first case by invoking 
configaration interaction and in the second case by hyper-
conjugation. These two mechanisms ar~ described below. 
6.3.1. 'In-Plaae' Protons 
Venkataramnn and Fraenkel (1956) pointed out that the 
isotropic hyperfine interaction of the unpaired electron with the 
ring protons in p-benzosemiquinone ion was due to ~-~trensmission 
ot spin ~olarisation arising trom contisuration interaction. 
For an illustration at this mechanism, a hypothetical fragment 
CH, abstracted trom an aromatic radical, is considered here. It 
is assumed that, in the zeroth order, the single unpaired electron 
is in a pure 2p orbital on the carbon atom and the two paired 
,I, z 
:.: .: 
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electrons are in the~- bonding orbital. The occurrence of 
unpaired spin density at the proton can be explained in terms 
of three approximate descriptions of molecular electronic 
structure. These are (i) valence bond, (ii) molecular 
orbital, and (iii) unrestricted Hartree-Foek approximations. 
All the three iaethods have been considered in detail by McConnell 
and Chestnut (1958) and would only briefly be described here. 
6.3.1.1. Valence-Bond Approximation 
In valence bond approximation, the ~- ~transcission of 
spin-polarisation takes place through exchange coupling between 
different atomic orbitals. This would mix the ground state 
wave-function with the excited state wave-functions. Th6 
zero-order valence bond wave-functions that are mixed due to 
exchange interactions must be eizenfunctions for Sz = + t (or -i> 
and 52 = 3/4. The following three spin-orbital configurations 
have Sz = +t: 
~l = Aphs0D(3 
4>2 = Aphsa(3a 
4>3 = Aphs{3oa 
••••• 
(6.5.) 
Here p denotes the Pz orbital on the carbon atom, h the sp2 
trigonal planar hybrid orbital centered on the carbon atom and 
directed towards the proton and s the s-orbital on the proton. 
The expression phs0D(3 stands for p(l)h(2)s(3) a(1)a(Z)a(3), 
etc. A is the antisymmetrisation and renormalisation operator 
and is given by 
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A= 1 L(-l)"f p (KOf p ••••• (6.6.) 
where K is the total number of electrons in the wavefunction to be 
antisymmetrised and "f is even or odd according as the permutation 
P is even or odd. 
The linear combinations of the functions (6.5,) tbat are 
eigenfunctions of S2 corresponding to the cigcnvaluc 3/4 are 
and 
••••• 
(6.7.) 
o 
The wavefunction~l corresponds to the ground-state electronic 
o 
conf iguration of the CH fragment whereas''I'2 represents an excited 
electron configuration. The ground-state wavefunCtiOn''I'~ gives 
no contact hyperfine coupling with the proton. This coupling 
can arise through a eixture of ~ and~i which coecs about 
through an atomic exchange coupling mechanism. The first-
order perturbation theory gives the following for the 'mixed l 
ground-state wavefunction,'Y 1, 
'Yl =''¥~ +A'f~ ••••• (6.8.) 
where A = ~21; ~121 = <~ rj:tll"f~>; llW = W2 - ill 
7F (6.9.) 
Here~1 is the 
and '1 are the 
respect! vely • 
electron repulsion term in the Hamiltonian and W2 
o 0 
energy eigen-values for the states \f2 and'jll 
Here it has been assumed that I"f2«I. Explicit 
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calculation shows that 
Jph = <pe 1) h(2) e2 h(1) p(2) > 
r12 
where 
and Jps = <p(1) s(2) e
2 s(1) p(2» 
-
r12 
Equations (6.4.) and (6.12.), therefore, together give 
aCH = (-1) (Jph - Jps) aH ••••• 
6,'il 
where 
aH = 8tr gegI~2 Is(O) 12 
3h 
(6.10. ) 
(6.11.) 
Here the overlap integral So = <h t.> has been neglected. If 
this is not done, the expression for aCH is mGdified by a factor 
(1 - S!) in the denominator. 
6.3.1.2. Molecular Orbital TheorY 
In a molecular orbital description of the CH fragment, the 
~-bonding orbital is a linear combination of the atomic and 
hybrid orbital., sand h: 
er = 1 . (s + h) (6.12.) 
1 
[2(1 + So)la 
Equal proportions of sand h in equation (6.12.) imply neglect of 
ionic character of the CH bond. This has been assumed for 
simplicity. 
The lowest energy configuration is given by 
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~ = A GO p a{3cx 
... '.'. (6.13.) 
This configuration, however, does not give any contact hyperfine 
splitting due to the proton, but the admixture of higher configur-
ations does. The excited configuration that admixes with the 
ground-state configuration must have the same symmetry as .'¥~ 
and it must be an eigenfunction of Sand 52 with eigen-values 
z 
+t (or - t) and 3/4 respectively. Further, it should not be 
o 
much separated in energy from~l' There are two such 
conf igurations: 
and 
.\¥~ = 1 A (f (f * p ( 2a'l13 - a{3cx - (3cn) ••••• 
1b 
~o = 1 A a-(f* p(a{3cx - (3a:x) 3.n- ••••• 
(6.14.) 
(6.15.) 
wherefflll is the normalised antibonding orbital orthagonal to 
and given by 
(f* = 1 (s - h) 
[2(1 - So) ]t ••••• (6.16.) 
Of the wavefunctions'P2 and 'Y~, the latter corresponds to a 
combination of the singlet (f(f * with the doublet p and would 
lead to no hyperfine interaction, Hence only the admixture 
o Of~2 need be considered. The 'mixed' ground-state wavefunction 
would therefore be 
••••• 
)\is evaluated by a variational calculation. If the 
variational parameter J\. is assumed to be small, i.e. if 
(6.17.) 
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Equations (6.4.) and (6.17.), then, give 
aCH = 32:rrl\.8eg I(32(f(O) (f* (0) m 
••••• 
Also from equations (6.12.) and (6.16.), one gets 
(f(0) cr*(O) = t 1 1 ~(O) 12 - Ih(O) 12 ] 
(1 _ 82)2 
o 
(6.18.) 
(6.19.) 
(6.20.) 
Finally, ?\is found, by explicit calculation, to be given 
by 
(6.22.) 
so that a - 1 I 
CH - - ]" -------
(1 - S~) Jph - Jps Cl AW H 
assuming 
6.3.1.3. Unrestricted Hartree-Fock Method 
In a Hartree-Fock selt-consistent field method, the 
energy of the CH fragment is minimised using an aDtisymmetrised 
variational function 
••••• (6.23.) 
Here, d" and (J I are two CH bonding orbitals which are varied 
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independently of one another to minimise the ground-state 
energy. The functions (f and er I have been taken to be 
different in order to take the correlation of the Qrelectrons 
with the unpaired electron into account; the era electron 
has spin parallel to the unpaired electron spin and the cr'~ 
electron has spin antiparallel to it. To this extent, er 
and (Tt will be identical if the ar~ interaction is neglected. 
The function, ~ , however, is not an eigenfunction of 
82 • Two doublet eigenfunctions can be generated from~: 
1ft = I 
J2(l + 82) A(r(J t p (a(3cx - {3cxX) ••••• (6.24.) 
iJt2 = 1 
J6(1 - 82) 
(6.25.) 
where the overlap integral 8 is 
5 = < (J" ICT' > ••••• (6.26.) 
Now if (f ""IT' interaction is neglected, <1"= (f' , so that '1"1 
becomes identical with ~ and 'It 2 does not exist. t'/hen (f.4lT 
interaction is a signUicant perturbation, (f=j=.(ff and '1'2 
mixes in with "1- The 'mixed' ground-state wave function 
is 
'\f' :: "f 1 +~'JI2 ••••• (6.27.) 
When I A '2«1, one gets 
aCH = !!!! gegI~2 2)\. 
3 J3 (l - 54) 
( l<Tt (0) /2 - Itf(O) 12) (6.28.) 
AI a first approximation, (f and (ft oould be regarded as 
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different linear combinations ot s and h, so that 
l<r' (0) /2 - 10(0)12 would again be proportional to 1S(0)12. 
Thus it is seen that the unrestricted Hartree-Foek method 
of describing the indirect hyperfine splittings involves 
essentially the same qualitative ideas as those of the valence 
bond and molecular orbital methods. 
6.3.1.4. Unpaired Electron Distribution and HYperfine 5plittinss 
50 far it has been assumed that in the zeroth order approx-
imation the unpaired electron is confined to the Pz orbital on 
the carbon atom. However, if the delocalisation of the 
unpaired Pz electron takes place as in an aromatic radical, 
the unpaired electron distribution has to be considered. The 
ope rat or, p, represent ing the spin c!ensi ty in the atomic 
orbital)C on the nucleus N is defined by the operator equation 
f ~ 'kz = L... ~;x.. (k) Skz kz k ••••• (6.29.) 
where ~~(k) is a three dimensional step-function such that 
~X (k) = I when the electron k is in an atomic orbital 1- on 
the nucleus N and ~(k) = 0 elsewhere. 
In an aromatic radical in the zeroth order, the unpaired 
electron is contained in the ~-orbital. Hence orbital)G , 
in this case, stands f or the Pz orbital o.n~ the carbon nuclei. 
The hyperfine splitting constant is then given by 
••••• (6.30.) 
where PH is the spin density in the Pz orbital on the carbon 
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nucleus Nand Q is the hyperfine coupling constant (equivalent 
of aCH of sections (6.3.1. (1,2,3.». 
It may be noted that PN may have negative values as well, 
subject to the restriction that for a monoradical 
!:R = 1 N N ••••• (6.31.) 
(UcConnell and Chestnut, 1958). Since the hyperfine splitting 
sign of the 
of an electron resonance line is independent of the/coupling 
constant aN' the total spread of the hyperfine spectrum will be 
••••• (6.32.) 
This is greoter than the value of Q obtained on neglecting the 
spin unpairing as repr'~sented by the negative spin density. 
6.3.2. MethYl Group Protons 
The contact hyperfine interaction of the unpaired electron 
of methyl substituted aromatic radicals with the methyl group 
protons is finite because of hyperconjugation. The effect of 
hyperconjugation in producing an odd electron density at the 
methyl group protons can be discussed either by valence bond 
(filcLachlan, 1958), or by mol;ecular orbital (Bersohn, 1956; 
Chestnut, 1958) theor,y. As a simple model for illustrating 
the effect of hyperconjugation, a hypothetical radical consisting 
of a methyl group attached to a trigonal planar carbon atom 
is considered here. The conventional structure in which the 
unpaired electron is in a 2prr atomic orbital is assumed. 
- 148 -
6.3.2.1. Valence-Bond Theory 
Fig. (6.1.) shows the atomic orbitals of a radical in 
which the odd electron occupics the 2 orbital of a trigonal 
z 
carbon atom with three cop1anar sp2 bonds to one of which a 
methyl group is joined. All the filled atomic orbitals not 
shown in the diagram are disregarded. The 'normal' structure 
would be represented by 
't = (tlhl)(t2h2)(t3h3)(t4Cl)P ••••• (6.33. ) 
where the electrons in the atomic orbitals within a parenthesis 
are paired togejher. This description neglects all exchange 
integrals except those bclonging to the four main bonds. 
However, the orbital p will have 
the orbitals tIt t 2 • t3 nnd cl' 
structures 
some exchange integrals with 
This will mix'Vo with the 
.'t = (tlhl)(t2h2)(t3h3)(clP)t4 
'¥l = (tiP) (t2~) (t3h3) (t 4 C1)hl 
\¥2 = (tlhl ) (t2P)(t3h3)(t4,cI)h2 
If3 = (tlhl)(t2h2)(t3P)(t4~1)h3 
••••• (6.34.) 
Exchange interactions not included in equation (6.34.) have 
negligible spatial overlap between the corresponding orbitals. 
The structures corresponding to ~quQtion (6.34.) are shown in 
Fig. (6.2.>. 
The correct zeroth-order eigenfunctions will be orthogonal 
combinations of "fo, 'Vb 'V2' '113 and "fI c and are obtained by the 
FIG. 6.1. ORBITAW FOR VALENCE BOND CALCULATION. 
FIG. 6.2. BASIC RESONANT STRUCTURES. 
H 
" / tt--<=c 
" 
"-
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diagnolisation of the matrix [j.lij - WSij]. This leads to 
the following zeroth-order wave functions: 
~ = '/lo 
<\>1 = L ('16 - 2"t) 
,[3 
4>2 = 'Vo - 2/3 (tl +'f'2 + 't 3) 
~ = L (,'/t'l + wt2 + w2 'P 3) 
3,J3 
~ = L ('fil + w2t2 + w'V3) 
.J3 
where w = exp(2rri/3) 
••••• 
The true wavefunction for the ground state can, then, be 
written as 
A perturbation calculation gives (rJcLachlan, 1958) 
(6.35.) 
~ ='Yo + J(cIP) [te - tro]+ L J(trP) err - it] (6.37.) 
2J( cl t.' r=I,2 ,32J( trh) 
as the true W8vetunction. Here Jts are the exchange 
integrals. 
Finally, the function ~ leads to the spin densities 
± J(tIP) 
2J(i.t1l) 
in the orbitals hI and tl of the C-H bond and 
± J(cIP) 
2J(cl t 4) 
••••• 
••••• 
(6.38.) 
(6.39.) 
- 150 -
in the orbitals t4 and cl of the C-C bond. The total spin 
density in each bond is zero. 
So far the odd electron in the orbital p has been assumed 
always to have spin a. If, however, the part of the molecule 
containing the trigonally hybridised carbon atom resonates 
between various structures with different spins in the orbital 
p, then the spin polarisation induced on the methyl proton is 
found to be proportional to the unperturbed spin density in p. 
The expression for the spin density at each proton thus 
becomes 
PH = J(tlP) P 
2J{tlh) p ••••• 
wherep' is the spin density in orbital P. The hyperfine p 
(6.40.) 
splitting constant aH for a methyl proton is thus given by 
the relation 
••••• (6.41.) 
It is thus seen that the hyperfine structure due to 
methyl protons arises in the same way as that due to protons 
directly attached to the trigonally hybridised carbon atom: 
exchange coupling between non-bonded atomic orbitals mOdifiee 
the conventional pairing scheme for the electrons in the bonds 
and allows the unpaired spin to move on to a proton. 
If the methyl group rotates rapidly about the C-C bond, 
the three protons become equivalent and the spin density at 
the proton is proportional to the average value of the exchange 
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.integral J( tIP) • This is t (Jo + JI ) where Jo and JI are 
the values of this exchange integral when the CHI bond is 
respectively perpendicular and parallel to the nodal plane 
of P. Neglecting Jl which will be very small, the spin 
density on each proton becomes 
p ••••• 
p 
6.3.2.2. Molecular Orbital TheorY 
(6.42.) 
To elucidate the hyperconjugative contact hyperfine 
interaction according to molecular orbital theory a hypothetical 
• 
:>e-CH3 radical, extracted from a methylated aromatic radical 
is again considered. 
If the z-axis is taI~en along the C-C bond and the x and 
y axes are chosen with respect to the three H-atoms as shown 
in Fig. (6.3.), then the Is orbitals of the H-atoms can be 
combined to give the orbitals 
eT. = I (a + b + c) zJ3 
~ = I (28 - b - c) 
x/6 
~ = I (b - c) 
y -J2 
••••• (6.43.) 
where a,b,c are the Is orbitals on the H-atoms 1~2,3. The 
first of these has a o--type symmetry about the z-axis and the 
other two have ~-type &yJIIDetry about the yz and zx planes 
relPectively. The methyl group carbon can now be _ diagOl1o..llJH 
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hybridised. One of the two hybrids «(11) is directed towards 
the ring and the other (Gr2)is directed towards the centre of the 
equilateral triangle formed by the methyl hydrogens. The 
orbitals formed by a combination of Grz and 012 would then 
represent a localised (f bond between C and H3• Similarly P:'t 
and Py of the methyl group carbon combine with ~x and ~y of H3 
respectively to give ~-type bonds between C and H3• The CH3 
group can, thus, be treated as a triple bond conjugated with the 
aromatic hydrocarbon. 
The ring carbon is assumed to be trigonally hybridised. 
The C-C bond is again taken as the z-axis and the plane of the 
trigonal bonds is taken as the y' z-plane. The axes xlan~ yl 
have been assumed to be rotated by an angle e relative to the x,y 
axes (Fig. 6.4.) of the CH3 group for the sake of generality. 
The unpaired electron will predominantly occupy the Px' orbital 
on this ring carbon. 
The ~-type H 3 group orbital which wUl match the sYlllDetry 
of the Px' orbital of the unpaired electron will be 
~x Coli3 + 'lTy Sin e ••••• (6.44.) 
and the corresponding orbital for the methyl carbon will be 
Px Cose + Py Sin e 
••••• (6.45.) 
The complete 'IT-type orbital occupied by the unpaired electron, 
would, therefore, be given by 
Pl = Px' + kl (~xCos8 + 'lTySin e) 
••••• (6.46.) 
• 
\ 
\ 
1 '\ ,-----------~ 
I I ' 
FIG. 6.3. 
~' 
I 
FIG. 6.4. 
ROO'ATION OF THE JWl'BYL GROUP. 
, 
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The wavefunction p~ may now be used to determine the 
expectation value of the hyperfine Hamiltonian, 
2 ..... ~ C' -.,. ~ ~ gegI~ ~ S.In o(r - rn) 
3 n 
••••• 
Only expectation value of S(r+ -~) need be calculated. 
(6.47. ) 
Considering only the first order terms, one gets, from equation 
(6.46.) , 
(P~ I (S(;! - ~n) I P~) = k~(1Tx I ~'(~ -7n) /1Tx)CoS2e 
+ k~(1Ty I S(;: - ;:> l1Ty> Sin2e (6.48.) 
so that the hyperfine coupling constant for the nth proton 
becomes 
••••• (6.49 .) 
+ (1Ty I8(j7 - ~)I1Ty)Sin2e 
The matrix elements of the delta-function occurring in equation 
(6.49.) can be calculated with the help of the equations (6.43.>. 
Finally, if the methyl group is rotating rapidly, all the 
protons become equivalent and the average values of Sin2a and cos2e. 
(!), have to be substituted in equation (6.49.). 
6.4. Spectra from Individual Substances 
spectra of 
A stuqy of the change of/the different substances with 
temperature shows that, in the majority of the cases, the observed 
spectra are due to more than one free radical species that, in 
general, decay at different rates. There is also evidence of 
interconversion among these species. This, together with the 
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lack of sufficient resolution in the spectra of these glasses, 
makes an analysis of the chemical processes involved extremely 
difficult. Any inference about the nature of all the species 
taking part in these chemical processes can, therefore, be only 
speculative rather than conclusive. However, the species 
mainly responsible for the observed spectrum near liquid nitrogen 
temperature can, quite often, be more definitely identified. 
Sometimes, when the central part of the spectrum from the main 
species has been too much mOdified due to the overlap of spectra 
from other species, the number of h.f. components has been 
determined by a measurement of the total spread of the h.f. 
spactrum an~ the separation of the adjacent components in the 
outer wings. This, of course, implies equal coupling with the 
interacting protons. 
As even a small error in the derivative tracing due to the 
non-linearity of the field sweep or 8 drift of the base line 
produces 8 large effect in the integrated absorption curve, 
the paramet~rs of the derivative -.pectra have been directlY 
used, wherever possible, to determine the parameters ot the 
e.s.r spectrum. The hyperfine component lines have been a8sumed 
to be Gaussian in shape for the analysis. The component lines 
in the spectrum of the main species have all been assumed to have 
the same linewidth. ~~enever the spectra are well-resolved, 
this assumption i8 seen to be justified on measurement. The 
8pectra from the individual substances are described below. 
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6.4.1. Dimethylnmine (CH3)2 NB 
A 25/30~ w/v solution of dimethylamine in water was 
irradiated with .A2537 • The spectrum is seen to consist of 
seven hyperfine components. The ratio of the peak-to-peak 
heighe in the derivative curve is given below along with the 
theoretically calculated intensity ratios for equal coupling with 
six protons: 
Experimental ratio: 1.5:6.5 : 14.8:20: 15.2: 6.5: 0.65 
Theoretical ratio: 1 : 6 15:20: 15: 6: 1 
It is thus seen that the unpaired electron is interacting with 
six nearly equivalent protons. As the response of the pen-
recorder to small signals is not very reliable, the intensities 
of the central components rather than those of the extremities 
have been compared with the theoretical values. fi comparison 
that of 
of the theoretical intensity ratio with/the peak-to-peak height of 
the derivative curve io justi~if the widths of the component 
lines are equal and are sufficiently less than their separation. 
Both these conditions are found to be satisfied in the present 
cQse. 
The observed separation between the adjacent components 
is 29 gauss. The field separation between the maximum-slope 
points of a hyperfine component is 10 gauss, and, asauming the 
line sha,e to l>e~ Gaussian, this gives a value of 10 x2 In2ci14 
gauss for the line width (between half-power points) of the 
hyperfine cumponents. 
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No first order change in the ~perfine structure of the 
spectrum is observed on reising the temperature of the sample. 
This indicates that only one type of species is primarily 
responsible for the spectrum. That the reduction in the size 
of the signal on warcing is not only due to the Boltzmann factor 
is shown by the fact that, on recooling the sample to the lowest 
attainable temperature, the original size of the signal is not 
restored. Thus the spectra obtainec froe dimet~lamine at 
different temperatures provide a gooe example of the simple 
decay of a single species on warming. 
The seven line spectrum with the intenstty ratios very 
nearly equal to those predicted theoretically for six equivalent 
protons suggests that it is du~ to the (CH3) N radical. As sum-2 
ing a trigonal planar ~bridisation of the nitrogen atom with 
the lone pair in one of the dr orbitals, the unpaired electron 
in the ~z orbital and the two CH3 groups attached to the two 
remaining~ orbitals, equal hYperconjusative overlap of the 
unpaired electron with the six protons implies that free 
rotation of the two methyl groups is taking place over the whole 
rang~ of temperature. The much weaker hYperfine coupling due 
to the nitrogen nucleus is not resolved. 
The production of the (cn3)2N redical on the photolYSis of 
dirnethYlamine has also been postUlated by Bamford (1937). The 
products of the photolysis of dimethYlamine are mainly hydrogen 
and e polymer. Bamford has suggested the following mechanism 
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(CH3) 2NH + h-o -+( CHa) 2N + H 
H + (CH3) 2NH ~ (CH3)N + H2 
2(CH3) N~(CH3) NH + CH3NCH2 2 2 
followed by the polymerisation of the radical ~13NCH2' 
A stuqy of the observed e.B,r. spectrum and the 
supportins chemical evidence suggest that the seven-line spectrum 
is due to the (CH3)2N radical. The slight asymmet~ observed 
in the e. s,r. spectra may .be due to the presence of CH3NCH2 
radical. 
6.4.2. tert. Butyl Chloride (CH3)3CCl 
Since the dissociation energy for the C-Cl bond (about 
80 Kcal/mole) is much less than that for the C-H bond (about 
100 Kcel/mole), the photolysis of (CH3)3.CCI might be expected 
to give (CH3)3C redicals, However, on irradiation with}\2537, 
tert. Butyl Chloride gives an asyrncetrical three line spectrum, 
with a separation ot about 16 guess between the adjacent components. 
Thus the odd electron is seen to interact with only two protons. 
It is evident that the radical 
is being forced, The interaction of the odd electron with 
the protons on the same carbon atom takes place through config-
uration interaction, Since no first-order interaction can 
take place between the unpaired electron and the other 
; 
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protons, this radical will give rise to a three line spectrum. 
No major changes in the spectra with temperature were 
observed, though some change in the relative heights of the 
peaks in the derivative curve was noticed. This change in 
the relative heights was irreversible with respect to the changes 
of temperature. The asymmetr,y of the spectrum may be du~ to the 
presence of a species giving a singlellne.slightly displaced 
from the centre of the three line spectrum. The change in the 
relative heights of the peaks may be due to the growth of this 
single line spectrum on warming. Two bumps are also observed, 
one on either side of the three line spectrum. These may be due 
to the presence of other radical species or due to ver,y weak 
coupling with the remaining protons in the other methyl groups. 
The formation of the CH3 
CH3)C-Cl 
~ 
rather than the (CH3)3C radical on photolysis in low temperature 
glasses may be explained to be due to the cage effect. The 
heavy chlorine atom may not be able to escape the Franc},-
Rabinowitsch cage. If so, the recombination probability will 
be high end the quantum yield 10". On the other hand the hydro-
gen atom, being much lighter, will easily escape recombination 
6.4.3. Methanol CH30H 
i'/hen irradiated "lth ~ 2537, methanol shows an inner triplet 
and an outer doublet in its spectrum. 
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The hyperfine components in the inner triplet have a 
line width of about 17 gauss and the adjacent components have 
n separation of about 20 gauss. The signal is slightly 
asymmetric and the asymmetry increases as the temperature is 
raised. That this is a chemical change is shown by its 
irreversibility with respect to chnnge of tempcrature. As 
the tem~erature is raised, a single line spectrum seems to grow 
near the centre of the overall spectrum. In fact, this growth 
of the central single line on warming is a recurrent feature 
in the spectra of most of the substances that were investi-
gated. 
The triplet has also been observcd by Luck and Gorqy 
(1956), batheson and Smaller (1958), and Zeldcs and Livingston 
(1959) on high energy irradiation of methanol. Luck and Gorqy 
observed a hyperfine splitting of 15 gauss, whereas ~latheson 
and Smaller found it to be 18 gauss. 
The outer doublet has a splitting ot about 140 gauss. 
The two components of the doublet are not s,ymmetrical and the 
narrow one has a line width of 14 gauss. A large splitting 
of 140 gauss implies that the unpaired electron is interacting 
with only one proton and that there is a very large spin-density 
in the s-orbital of this proton. 
This unsymcetrical doubl~t has also been observed by the 
EPn staff of Varian Associates (1960), but their inner spectrum 
was a quartet (assigned to be due to the CH 3 radical) rather than 
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a triplet. A splitting in excess of 120 gauss was observed, 
The splitting did not change when CH30D was irradiated. This 
shows that the outer doublet is not due to the OH radical. 
Patat investigated the photolysis of methyl alcohol at 
ordinar,y temperatures in the region from 1800 - 2000 AO 
(steacie,1954a). Formaldehyde was found to be one of the 
products of the photolysis. The following primary processes 
were proposed by him: 
CH3 OH + hV---) C~ OH + H 
~ CH
3
0 + H 
~CH3 + OH 
However, no H-atoms are detectable in the photolysis of ethanol 
(Noyes and Leighton, 19411 Steacie, 1954b) , and the process is 
probably a dissociation into an ethyl and a hydroxyl radical: 
~H5 OH + hV~ ~H5 + OH 
B,y analogy the reaction 
CH30H + hV~CH3 + OH 
seems to be the most likely mechanism in the photolysis of 
methanol. 
It is, therefore, postulated that the primar,y reaction 
in the photolysis nt low temperatures is also 
The OH radical abstracts H from CH30H: 
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The inner triplet is postulated to be due to the CH20H radical. 
Since the OH radical is sufficiently mobile, there will be a 
relatively quick build up of the ~ 011 radical. 
The CH3 radical would initiate the following reactions: 
CH3 + CH30H ---'t CH4 + CH30 
(Steacie. 1954,c) 
This explains the formation of formaldc~de as a reaction 
product. 
The outer doublet is due to a small radical having one 
proton such that the unpaired electron is largely localised on 
it sO as to give a splitting of 140 gau... Since the experiments 
of the EPR staff of Varian Associates indicate that this radical 
is not OH, the other small one-proton radical likely to occur ia 
CHO. This ndical DIlY be produced by the photolysis of HCHO: 
flCHO + hv = H + CBO 
(Steacie, 1954,d) 
H + HCBO = 1-'2 + CBO 
It may be noted that the outer doublet was not observed 
by Fujimoto and lngram (1958). Since the production ot ~OH 
radical in their experiments was due to the proton extraction by 
the OH radical (obtained by the primary photolysis of ~~), 
not enough CH3 radicals would have been p~esent in their sample 
to give formalde~de and the CUO radical. 
It is seen that as the temperature ia raised a central single 
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line seems to grow while the overall signal decays. This 
single line may be due to the CH30 radical. Presence of the 
CH3 radicals is another possibility which could lead to the 
asymmetrical shape of the spectrum at the higher temperatures. 
The change of the spectrum with temperature when J\3655 is 
employed for photo-irradiation is similar, in the broad aspects, 
to thQt~ when A 2537 is employed, though the quantum yield~ i, 
much smaller in the forcer case as expected. It is noticed 
that the spectrum at about 920 K obtained on irradiation with 
~537 corresponds to the spectrum at about 82°' obtained on 
)\3655 irradiation. This is due to the fact that )\2537 can 
maintain a predominant concentration of CH20H radicals during 
irradiation, whereas the small ~quantum yield at A3655 allows 
appreciable proportions of the other radicals to be b~ilt 
up QS well during irradiation. 
6.4.4. Ethanol ~H5 OR 
The spectrum obtained from ethanol irradiated atA2537 
shows a quintet with a ver,y strong singlet in the centre. The 
se~aration of the adjacent hyperfine components in the quintet 
is 20 gauss and the overall spread is about 85 gauss. The 
latter agrees fairly well with 89 gauss and 93 gauss spread of 
the quintet observed by rlatheson and Smaller (1958), and Luck 
and Gorqy (1956), respectively on high energy irradiation of 
ethanol. 
\ ' , If', I +. I ,1 
The overall spectrum obtained on irradiation of ethanol 
./ I 
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with}\3655 seems to be a superposition of a quintet, a central 
singlet, and another component spectrum (indicated by the peaks 
a,b in Fig. 5.4.(b).1). The last one will henceforth be referred 
to as the (a,b) spectrum. 
~'lith the passage of time, but with the sample held at the 
initial temperature (820 K), the (a,b) spectrum decays and the 
singlet 
centraV grows stronger until the spectrum starts resembling that 
obtained on irradiation with}\2537. \ However, the resemblance 
is never quite cocplete and the final decay of the free-radicals 
is seen to be somewhat different in the two cases. 
The photolysis of ethanol at liquid nitrogen temperature 
was also investigated by Voedvodsky et al (1954). They used 
C'"d3I,IU and CH3CHO to produce the primary radicals and the 
e.s.r spectra was investigated both during irradiation and upon 
light extinction. They observed a quartet during irradiation 
and an additional central peak upon light extinction. The 
two spectra were reversible in this respect. The following 
mechanism was postulated to explain these observations: 
I + CH3 CH29H---? HI + CH3CI~O 
CH3 C~O + h1J pCR3 + HCHO 
The presence of the additional line on light extinction was 
explained to be due to the ethoxy radical (CH3CHzO) which is 
thermoqynamicaUy more stable than the methyl radical. The 
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incomplete disappearance of the quartet on light extinction 
was assumed to be due to the reverse reaction being hindered by 
the lattice defect sites where the free radicals are trapped. 
However, in the present work, the spectra definitely show 
a quintet at least on irradiation with }\2537. Since no H-atoms 
are detected in the photolysis of ethanol at 2000 AO (Nayes and 
Leighton, 1941; Steacie, 1954 b) at ordinary temperatures, it is 
reasonable to postulate the following mechanism for the photolysis 
in the present case: 
The radical CH3 C"z0H gives rise to the quintet. 
The ethoxy radical may be produced by the reaction 
Since the spin density at the carbon atom would be strongly 
attenuated due to the oxygen atom, a.M the h.r. coupling to the protons o~! 
the 
I ~QrbQn will be an order of magnitude smaller (about 2 or 3 
gauss), and there would be practically no h.f. interaction with the prot0nfl~ 
on the 
I the ~-carbon. The small splitting of 2 or 3 gauss will, 
however, Dot be resolved, and the ethoxy radical can thus give 
rise to a singlet spect~~. Alternatively, the singlet 
spectrum could be due to a peroxide radical. In this case the 
spin-density at the ~carbon would be almost completely quenched. 
The peroxicle radical may be formed in the presence of absorbed 
oxygen by the follOWing mechanism: 
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(a) CH3 ClIz0H + hv ~ CH3~ + OH 
CH3 CHz0H + OH~CH3CHOH + Hz0 
(b) Presence of aldehydes among the products of 
photolysis of ethanol suggests the s~.ep 
CH3C"z + CH3CHOH~C2H6 + CH3CHO 
(c) Aldehyde and o~gcn give, in the ~resence of 
alcohol: 
CH3 CHO + hv -) CH3 + CHO 
(Bower, 1949) 
CH3CO + O2 ~ CH3CO.02 
CH3CO.02 + CH3~OH ~2CH3.COOH + H 
(d) Finally, the photolysis of CH3 .COOH gives 
CH3.COOH ~ CH3COO + H 
The central singlet line is seen to be more intense relative to 
the quintet when )\2537 is employed for irradiation, than it is 
when A. 3655 is employed. This suggests that the central 
singlet line is the result of a second photolysis, like the one 
assumed above to explain the presence of the pero~ radical. 
However, there is no definite evidence for the central singlet 
to be either due to the ethoxy or the peroxy radicals and the 
mechanism proposed above is only a suggestion. 
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6.4.5. n-Propanol CH3(CI7,)2OH 
The spectra from n-Propanol on irradiation with ~537 and 
/\3655 are both similar to the one obtained with ethanol on long 
wavelength irradiation. At low temperatures, the overall spectrum 
seems to be a superposition of a five or six line spectrum, a 
central single line, and the (a,b) spectrum. 
A measurement of the overall spread of the five or six line 
spectrum and the separation between the adjacent component 
lines in its wings indicates that it is actually a six-line 
spectrum. The separation between the adjacent lines is about 
20 gauss. It is postulated that this spectrum is due to the 
radical CH3.CH.~OH where the unpaired electron prioarily 
interacts with the protons on the adjacent carbons only. The 
hyperfine interaction of the unpaired electron with these protons 
is hyperconjugative whereas that with the proton on the same 
carbon is through configuration interaction. This explains 
the unequal coupling in the two cases. 
The spectrum obtained on irradiation withA3655 is similar 
to that obtained when ~2537 is employed, except that the (a,b) 
spectrum is much stronger in the case of long wavelength 
irradiation. Further, the (a,b) spectrum is seen to decay 
considerably with the passage of time while the sample is main-
tained at the lowest available temperature. In the spectra ot 
the sample obtained on irradiation with either W8velensth, the 
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(s,b) spectrum decays and the central singlet grows with rising 
temperature and the spectra from both these samples at the 
higher temperaturesar~ almost identical. 
6.4.6. n-Butanol CH3(CH2)30H 
The spectra from n-Butanol on irradiation with 7\2537 
is seen to be similar to that from n-Propanol except thnt the 
(a,b) spectrum does not seeo to be present. Measurements of the 
overall spread and the separation of the adjacent components in 
the wings indicate thnt a six line spectrum is present. This 
is attributed to the radical, CH3.CH. C"2'CH2 OH, where the coupling 
is primarily to the protons on the adjacent carbons only, 
there being no mechanism for the first-order interaction of the 
unpaired electron with protons on the ~~carbon. The separation 
between the adjacent component lines in the wings is found to be 
20 gauss. 
6.4.7. iso-Propanol (CH3)2CHOH 
'iThen irradiated withl\2537, iso-Propanol shows a seven-line 
spectrum where the central component is masked by another single 
line spectrum. This single line spectrum is much weaker than 
that observed in the spectra of ethanol, n-propanol and 
n-butanol. The single line spectrum is again seen to grow with 
temperature and in this process, it considerably modifies the 
appearance of the overall spectrum in the central region, some-
times making it look like a six-line and sometimes a seven line 
spectrum. The spectra obtained at different temperatures on 
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irradiation withA3655 also show fairly similar features. That 
these changes of spectra are chemical in nature is sholm by 
their irreversibility with respect to changes of temperature. 
The observed separation of the hyperfine components is 18 gauss 
and the overall spread 110 gauss. The seven-line spectrum can 
be explained to arise from the hyperconjugative coupling of the 
unpaired electron with the protons of the methyl groups in the 
radical (CH3)2eCOH, if the methyl groups are assumed to rotate 
freely. The species giving rise to the central spectrum is, 
however, difficult to identify. 
6.4.8. ~IXI Alcohol CH2:CH.CH20H 
The spectra of cllyl alcohol obtained on irradiation with 
.i\2537 shows interesting features. When the scmple is 
recooled to the lowest attainable temperature at various stages 
of warming, the spectra obtained correspond neither to the initial 
low temperature spectrum, nor to the temperature to which the 
sample has been warmed, but to intemediatc temperatures. This 
shows that both the chemical and the physical changes are 
responsible for the observed change of spectra with temperature. 
As seen in Figs. 5.8. (a,b, and c), the spectrum near SOoK 
corresponds to two species one of which decays rapidly on 
warmlns and is not restored on recooling. The spectra No. 6 
in Fis. 5.8.(a), obtained at about 960 " is the most ~etrical 
ot all and relembles that observed by FuJimoto and Ingram (1958) 
on irrad1ation with"3655 in presence ot Hz~. The spin den8l.ties 
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on the three carbon atoms in the radical CH2 :CH.CH OH are 
theoretically found to be 0.622,-0.231, and 0.622 respectively 
et al., 
(Lefkovits! 1955). The smaller splitting due to the proton on 
the central carbon atom is not resolved in the present case, and 
only the quartet due to the protons on the end carbon atoms is 
observed. 
Uhen the temperature is raised still further, the peak 
c (Fig. 5.8.a) is seen to develop. A comparison with the similar 
growth of a central spectrum in other alcohols indicates the 
growth of a new species but the equal splittings between the 
peaks c and b, and d and e,suggest that the growth of the peak c 
is due to a physical process resulting in the change of coupling 
carbon 
constants due to the proton on the central/atom. On raising 
the temperature still further the spectrum gradually takes on a 
highly asymmetrical shape 'Figs. (5.8.a.) and (5.8.b.) like 
other alcohol, but at a temperature of about 1200K the resolution 
improves considerably showing well resolved spectra Figs. (5.8.a.) 
and (5.8.b.). This improvement in the resolution is associated 
with the onset of some form of motional narrowing at this 
temperature. In general recooling results in some loss in 
resolution as expected. 
6.4.9. Chloroform CHC13 
The spectrum from chloroform obtained on irradiation 
withl'2537 shows a ver,y poor resolution, though there are 
indications of a triplet ~ci .. present. The spectrum i8 allo 
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seen to change considerably with temperature and beoomes highly 
asymmetric at the higher temperatures. The poorly resolved 
spectrum together with its change with temperature suggest that 
a number of species arc present. 
The reaction 
does not seem likely to occur, inspite of the low dissociation 
energies of the C-CI bonds, The Cl radical being a heavy one 
is not likely to escape the Franck-Rabinowitsch cage and the two 
fragments would have a Inrge probability of recombination if this 
reaction takes place. This is also supported by the fact that 
CC14 did not show any e.s.r. signal on photolysis at low 
temperatures. 
The following mechanism is, therefore, proposed: 
CHCl3 + hV ~ CC13 + H 
followed by the secondar,y reactions 
H + CHC13 ~ HCI + CHC12 
H + CHC12~ CH2Cl2 
H + CH2C12~ CH2Cl + H 
H + ~Cl---7CH3Cl 
(Steacie, 1954, e) 
The radicals present in this sequence may be responsible for the 
poorlY resolved overall spectrum. 
6.5. Dilution ot the n~trix and Single CEXstal Irradiation 
The spectra in Fig. (10) - (13) f show that, on dilution with 
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CCI 4, the signals are, in some cases, larger, and, in the other 
cases, smaller than those obtained ... \~nhoat-
The increase in the size ot the signals may be due to the tact 
that the matrix becomes less rigid on dilution with CCl4 so as 
to provide a weaker 'cage'. The decrease in the signal strength 
may be either due to the reduction in the number of parent colecules 
per c.c. or because the matrix becomes so soft as to allow a 
larger number ot the photolysis products to recombine. The 
resolution is not seen to improve, "in any case, due to dilution 
dh CCI4• ;In tact, it is seen to worsen in some cases. This 
may be due to the tact that CCl4 itself reacts it H atoms are 
present in the glass as a result of the photolysis ot the actual 
substance investigated. The superposition of spectra from these 
radicals would adversely affect the resolution to some extent. 
In the case of the dilution with a ra'J'e gas by condensation 
ot the mixture, it is noted that the tcchRiqbb used is not 
powerful enough to condense enough krypton which has a boiling 
point rather close to liquid nitrogen. It is thought that 
condensation under high pressures would be helpful. Another 
difficulty is the unequal condensation of the two substances. 
Condensation directly from slow and narrow streams of the 
two substances would give a more uniform lQix.fW'~ 
The fact that no spectra are observed from the single 
cr,ystals on irradiation with ultraviolet light, together with the 
fact that X-ray irradiation gives large signals, indicate. that 
- -~~----
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u.v. irradiation is not strong enough to eject the free radical 
tragments out of the cage. 
Conclusions 
The work described in this thesis is mainlY concerned with 
the investigation of the change at spectra of aliphatic 
alcohols and some other substances with temperature, with 
particular rega~ to the possibility ot a change in the rotation 
of the methyl groups in these radicals. The variable low 
temperature cavity developed tor this purpose has been described 
in Chapter Ill. In all the substances except allyl alcohol, 
the changes in the spectra have been found to be irreversible 
with respect to the changes of temperature. The changes that 
have been observed are thus shown to be chemical in nature. 
The observed spectra and their change indicate that more than one 
tree radical species are taking part. These species have 
different rotes of de~ and there is also evidenee of inter-
conversion among thee. Un~er these condItions, a 
definite analysis of the nature of the species responsible tor 
the observed changes of spectra is not possible. Almost all 
the substance. including chloroform show a highlY a~tric 
spectrum on warming. This unsyDlDetrical spectrum is found in 
the case ot allYl alcohol as well, though on further warming 
it changes into a well-resolved spectrum. It has not been 
pOllible to identity the species responsible tor this asymmetric 
line. However, it seeJU to be due to the Ilow rotation ot a 
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molecule containing an o~gen atom. The axis of rotation could 
then become the axis for g-value variation and the asymmetrical 
line could be obtained with a peak at the gL position and a 
shoulder at thc g position. Alternatively the asymmetrical 
" line could arise from the overlap of two species with slightly 
different g-values or due to anisotropic hYpcrfine interaction. 
A comparison of the observec 'splitting' in the asymmetrical line 
at different microwave frequencies will be helpful in deciding 
whether the asymmetry is due to g-value variation or anisotropic 
hYperfinc interaction. 
Some experiments were also performed on the dilution of 
the matrix with substances having zero or ver,y small nuclear 
magnetism. The experiments indicate that chemicals like CCl 4 
and CO2 are not suitable because of the possibility of these 
reacting chemically. Experiments on the condensation of the mix-
ture of the specimen and some inert sas were not conclusive. 
Single cr,ystal stUdies indicated that u.v. irradiation of single 
crystals was not likely to produce reasonable concentrations of 
free radicals. 
The results obt'ined from these experiments suggest that 
the following points need fUrther investigation: 
(a) The mechanism of the photolytic decomposition of 
alcohols at the wavelengths employed. Degassing the sample 
before irradiation would indicate whether the production of 
free ra~cals is due to photosensitisation by absorbed oxygen. 
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Floating the sample in liquid nitrogen during irradiation and 
observation would decide if this is due to surface effects, 
whereas e measurement of the OQximuo av~ilQbla concentration of 
free radicals on prolonged irradiation would tell whether the 
photolysis is due to the primary decocposition of impurities. 
Cb) The nature of the free radical species present and the 
chemical processes taking place during and after photolysis. 
Some spectra change lfith time even at the lowC!st available 
temperature. This indicates that these reactions start taking 
place as soon as the irradiation is switched off. The 
development of e variable temperature cavity with provision 
for 'in situ' irradiation will be helpful in the stucb' of tt.c 
growth of radicals with irradiation time at different temperatures 
and their decay on light extinction. 
(c) The origin of the asymmetrical line obtained from 
most samples on warming up. A comparison of the splittings 
observed at X- and K- or Q- bands would be helpful. 
(d) Further development of the rare gas dilution 
technique. Condensation from slow and narrow streams of the 
substances required to be mixed may lead to a more efficient 
mixing. 
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