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LOGICS OF LEFT VARIABLE INCLUSION AND PŁONKA
SUMS OF MATRICES
S. BONZIO, T. MORASCHINI, AND M. PRA BALDI
Abstract. The paper aims at studying, in full generality, logics
defined by imposing a variable inclusion condition on a given
logic `. We prove that the description of the algebraic counter-
part of the left variable inclusion companion of a given logic ` is
related to the construction of Płonka sums of the matrix models
of `. This observation allows to obtain a Hilbert-style axiomati-
zation of the logics of left variable inclusion, to describe the struc-
ture of their reduced models, and to locate them in the Leibniz
hierarchy.
1. introduction
It is always possible to associate with an arbitrary propositional
logic `, two new substitution-invariant consequence relations `l
and `r, which satisfy respectively a left and a right variable inclu-
sion principle, as follows:
Γ `l ϕ⇐⇒ there is ∆ ⊆ Γ s.t. Var(∆) ⊆ Var(ϕ) and ∆ ` ϕ,
and
Γ `r ϕ ⇐⇒
{
Γ ` ϕ and Var(ϕ) ⊆ Var(Γ), or
Σ ⊆ Γ, with Σ a set of inconsistency terms for `.
Accordingly, we say that the logics `l and `r are, respectively, the
left and the right variable inclusion companions of `, sometimes also
referred to as contaiment logics.
Prototypical examples of variable inclusion companions are found
in the realm of three-valued logics. For instance, the left and the
right variable inclusion companions of classical (propositional) logic
are respectively paraconsistent weak Kleene logic (PWK for short) [33,
40], and Bochvar logic [7]. The fact that these logics coincide with
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the variable inclusion companions of classical logic was shown in
[20, 62]. Remarkably, both PWK and Bochvar logic feature the pres-
ence of a non-sensical, infectious truth value [61, 21], which made
them a valuable tool in modeling reasonings with non-existing ob-
jects [55], computer-programs affected by errors [27] as well as re-
cent developments in the theory of truth [23] and philosophy of
logic [8].
Recent work [10] linked PWK to the algebraic theory of regular
varieties, i.e. equational classes axiomatized by equations ϕ ≈ ψ
such that Var(ϕ) = Var(ψ). The representation theory of regular
varieties is largely due to the pioneering work of Płonka [51], and
is tightly related to a special class-operator Pł(·) nowadays called
Płonka sums. Over the years, regular varieties have been studied
in depth both from a purely algebraic perspective [52, 39, 34, 35]
and in connection to their topological duals [32, 11, 60, 9, 46]. The
machinery of Płonka sums has also found useful applications in
the study of the constraint satisfaction problem [2] and database
semantics [47, 56] and in the application of algebraic methods in
computer science [13].
One of the main results of [10] states that the algebraic counter-
part of PWK is the class of Płonka sums of Boolean algebras. This
observation led us to investigate the relations between left variable
inclusion companions and Płonka sums in full generality.1 Our
study is carried on in the conceptual framework of abstract alge-
braic logic [22, 28, 29].
We begin by generalizing the construction of Płonka sums from
algebras to logical matrices (Section 3). This allows us to condense
the connection between left variable inclusion principles and Płonka
sums in the following slogan: The left variable inclusion companion
`l of a logic ` is complete w.r.t. the class of Płonka sums of matrix
models of ` (Corollary 15).
As a matter of fact, left variable inclusion companions `l are es-
pecially well-behaved in case the original logic ` has a partition func-
tion [59], a feature shared by the vast majority of non-pathological
logics in the literature. The importance of partition functions is
reflected both at a syntactic and at a semantic level. Accordingly,
on the one hand we present a general method to transform every
Hilbert-style calculus for a finitary logic ` with a partition func-
tion into a Hilbert-style calculus for `l (Theorem 24). On the other
1A similar investigation of right variable inclusion companions is developed in
[12].
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hand, partition functions can be exploited to tame the structure of
the matrix semantics ModSu(`l) of `l, given by the so-called Suszko
reduced models of `l. In particular, we obtain a full description
of ModSu(`l) in case ` is a finitary equivalential logic with a parti-
tion function (Theorems 31 and 38). We close our investigation by
determining the location of `l in the Leibniz hierarchy (Section 6).
2. Preliminaries
Abstract Algebraic Logic. For standard background on universal
algebras and abstract algebraic logic we refer the reader respectively
to [1, 14, 24, 48] and [4, 5, 6, 22, 28, 29, 30, 63]. In this paper, algebraic
languages are assumed not to contain constant symbols. Moreover,
unless stated otherwise, we work within a fixed but arbitrary alge-
braic language. We denote algebras by A, B, C . . . respectively with
universes A, B, C . . . A class of algebras is a variety if is axiomatized
by equations. Given a class of algebras K, we denote by V(K) the
variety generated by K. Let Fm be the algebra of formulas built
up over a countably infinite set Var of variables. Given a formula
ϕ ∈ Fm, we denote by Var(ϕ) the set of variables really occurring
in ϕ. Similarly, given Γ ⊆ Fm, we set
Var(Γ) =
⋃{Var(γ) : γ ∈ Γ}.
A logic is a substitution invariant consequence relation `⊆ P(Fm)×
Fm, namely for every substitution σ : Fm→ Fm,
if Γ ` ϕ, then σ[Γ] ` σ(ϕ).
Given ϕ,ψ ∈ Fm, we write ϕ a` ψ as a shorthand for ϕ ` ψ and
ψ ` ϕ. Moreover, we denote by Cn` : P(Fm) → P(Fm) the closure
operator associated with `. A logic ` is finitary when the following
holds for all Γ ∪ {ϕ} ⊆ Fm:
Γ ` ϕ⇐⇒ ∃∆ ⊆ Γ s.t. ∆ is finite and ∆ ` ϕ.
A matrix is a pair 〈A, F〉 where A is an algebra and F ⊆ A. In
this case, A is called the algebraic reduct of the matrix 〈A, F〉. We
denote by I, S,P and Psd respectively the class operators of isomor-
phic copies, substructures, direct products and subdirect products,
which apply both to classes of algebras and classes of matrices.
Every class of matrices M induces a logic as follows:
Γ `M ϕ⇐⇒ for every 〈A, F〉 ∈ M and homomorphism h : Fm→ A,
if h[Γ] ⊆ F, then h(ϕ) ∈ F.
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A logic ` is complete w.r.t. a class of matrices M when it coincides
with `M.
A matrix 〈A, F〉 is a model of a logic ` when
if Γ ` ϕ, then for every homomorphism h : Fm→ A,
if h[Γ] ⊆ F, then h(ϕ) ∈ F.
A set F ⊆ A is a (deductive) filter of ` on A, or simply a `-filter,
when the matrix 〈A, F〉 is a model of `. We denote by F i`A the set
of all filters of ` on A, which turns out to be a closure system. More-
over, we denote by FgA` (·) the closure operator of `-filter generation
on A.
Let A be an algebra and F ⊆ A. A congruence θ of A is compatible
with F when for every a, b ∈ A,
if a ∈ F and 〈a, b〉 ∈ θ, then b ∈ F.
It turns out that there exists the largest congruence of A which is
compatible with F. This congruence is called the Leibniz congruence
of F on A, and it is denoted by ΩAF.
Let A be an algebra, F ⊆ A and ` be a logic. The Suszko congru-
ence of F on A, is defined as
∼
ΩA` F :=
⋂{ΩAG : F ⊆ G and G ∈ F i`A}.
Let A be an algebra. A function p : An → A is a polynomial function
of A if there are a natural number m, a formula ϕ(x1, . . . , xn+m), and
elements b1, . . . , bm ∈ A such that
p(a1, . . . , an) = ϕA(a1, . . . , an, b1, . . . , bm)
for every a1, . . . , an ∈ A.
Lemma 1. [28, Thm. 4.23] Let A be an algebra, F ⊆ A and a, b ∈ A.
〈a, b〉 ∈ ΩAF ⇐⇒ for every unary pol. function p : A→ A,
p(a) ∈ F if and only if p(b) ∈ F.
Lemma 2. [28, Thm. 5.32] Let ` be a logic, A be an algebra, F ⊆ A and
a, b ∈ A.
〈a, b〉 ∈ ∼ΩA` F ⇐⇒ for every unary pol. function p : A→ A,
FgA` (F ∪ {p(a)}) = FgA` (F ∪ {p(b)}).
The Leibniz and Suszko congruences allow to associate two dis-
tinguished classes of models to logics. More precisely, given a logic
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`, we set
Mod(`) := {〈A, F〉 : 〈A, F〉 is a model of `};
Mod∗(`) := {〈A, F〉 ∈ Mod(`) : ΩAF is the identity};
ModSu(`) := {〈A, F〉 ∈ Mod(`) : ∼ΩA` F is the identity}.
The above classes of matrices are called, respectively, the classes of
models, Leibniz reduced models, and Suszko reduced models of `. It
turns out that ModSu(`) = PsdMod∗(`).
Trivial matrices will play a useful role in the whole paper. More
precisely, a matrix 〈A, F〉 is trivial if F = A. We denote by 〈1, {1}〉
the trivial matrix, where 1 is the trivial algebra. Observe that the
latter matrix is a model (resp. Leibniz and Suszko reduced model)
of every logic. Moreover, if ` is a logic and 〈A, F〉 ∈ ModSu(`) is a
trivial matrix, then 〈A, F〉 = 〈1, {1}〉.
Given a logic `, we set
Alg(`) = {A : there is F ⊆ A s.t. 〈A, F〉 ∈ ModSu(`)}.
In other words, Alg(`) is the class of algebraic reducts of matrices
in ModSu(`). The class Alg(`) is called the algebraic counterpart of
`. For the vast majority of logics `, the class Alg(`) is the class of
algebras intuitively associated with `.
Lemma 3. [28, Lemma 5.78] Let ` be a logic defined by a class of matrices
M. Then Alg(`) ⊆ V(K), where K is the class of algebraic reducts of M.
Lemma 4. Let ` be a logic and e, δ ∈ Fm. The following are equivalent:
(i) Alg(`)  e ≈ δ;
(ii) ϕ(e,~z ) a` ϕ(δ,~z ), for every formula ϕ(v,~z ).
Proof. See [28, Lemma 5.74(1)] and [28, Theorem 5.76]. 
Now, we turn out attention to a fundamental topic in abstract
algebraic logic, that is the so-called Leibniz hierarchy, see for example
[28, 57, 36, 37, 38]. We review only the material which is necessary
for the present purpose. A logic ` is protoalgebraic if there is a set of
formulas ∆(x, y) such that
∅ ` ∆(x, x) and x,∆(x, y) ` y.
Remarkably, ` is protoalgebraic if and only if Mod∗(`) = ModSu(`).
A logic ` is equivalential if there is a set of formulas ∆(x, y) such
that for every 〈A, F〉 ∈ Mod(`),
〈a, b〉 ∈ ΩAF ⇐⇒ ∆A(a, b) ⊆ F, for all a, b ∈ A.
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In this case, ∆(x, y) is said to be a set of congruence formulas for `. Re-
markably, ` is equivalential if and only if Mod∗(`) is closed under
S and P. Consequently, every equivalential logic is protoalgebraic.
A logic ` is truth-equational if there is a set of equations τ (x) such
that for all 〈A, F〉 ∈ Mod∗(`),
a ∈ F ⇐⇒ A  τ (a), for all a ∈ A.
In this case, τ (x) is said to be a set of defining equations for `.
Finally, a logic ` is algebraizable when it is both equivalential and
truth-equational. In this case, Alg(`) is called the equivalent algebraic
semantics of `.
Płonka sums. For standard information on Płonka sums we refer
the reader to [52, 51, 53, 59]. A semilattice is an algebra A = 〈A,∨〉,
where ∨ is a binary commutative, associative and idempotent oper-
ation. Given a semilattice A and a, b ∈ A, we set
a ≤ b⇐⇒ a ∨ b = b.
It is easy to see that ≤ is a partial order on A.
Definition 5. A directed system of algebras consists of:
(i) a semilattice I = 〈I,∨〉;
(ii) a family of algebras {Ai : i ∈ I} with disjoint universes;
(iii) a homomorphism fij : Ai → Aj, for every i, j ∈ I such that
i ≤ j;
moreover, fii is the identity map for every i ∈ I, and if i ≤ j ≤ k,
then fik = f jk ◦ fij.
Let X be a directed system of algebras as above. The Płonka sum of
X, in symbols Pł(X) or Pł(Ai)i∈I , is the algebra defined as follows.
The universe of Pł(Ai)i∈I is the union
⋃
i∈I Ai. Moreover, for every
n-ary basic operation f and a1, . . . , an ∈ ⋃i∈I Ai, we set
fPł(Ai)i∈I (a1, . . . , an) := f Aj( fi1 j(a1), . . . , fin j(an))
where a1 ∈ Ai1 , . . . , an ∈ Ain and j = i1 ∨ · · · ∨ in.
Observe that if in the above display we replace f by any complex
formula ϕ in n-variables, we still have that
ϕPł(Ai)i∈I (a1, . . . , an) = ϕAj( fi1 j(a1), . . . , fin j(an)).
Notation: Given a formula ϕ, we will often write ϕPł instead of
ϕPł(Ai)i∈I when no confusion shall occur.
The theory of Płonka sums is strictly related with a special kind
of operation:
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Definition 6. Let A be an algebra of type ν. A function · : A2 → A
is a partition function in A if the following conditions are satisfied
for all a, b, c ∈ A, a1, ..., an ∈ An and for any operation g ∈ ν of arity
n > 1.
P1. a · a = a
P2. a · (b · c) = (a · b) · c
P3. a · (b · c) = a · (c · b)
P4. g(a1, . . . , an) · b = g(a1 · b, . . . , an · b)
P5. b · g(a1, . . . , an) = b · a1 ·... ·an
The next result makes explicit the relation between Płonka sums
and partition functions:
Theorem 7. [51, Thm. II] Let A be an algebra of type ν with a partition
funtion ·. The following conditions hold:
(1) A can be partitioned into {Ai : i ∈ I} where any two elements
a, b ∈ A belong to the same component Ai exactly when
a = a · b and b = b · a.
Moreover, every Ai is the universe of a subalgebra Ai of A.
(2) The relation ≤ on I given by the rule
i ≤ j⇐⇒ there exist a ∈ Ai, b ∈ Aj s.t. b · a = b
is a partial order and 〈I,≤〉 is a semilattice.
(3) For all i, j ∈ I such that i ≤ j and b ∈ Aj, the map fij : Ai →
Aj, defined by the rule fij(x) = x · b is a homomorphism. The
definition of fij is independent from the choice of b, since a · b =
a · c, for all a ∈ Ai and c ∈ Aj.
(4) Y = 〈〈I,≤〉, {Ai}i∈I , { fij : i ≤ j}〉 is a directed system of algebras
such that Pł(Y) = A.
It is worth remarking that the construction of Plonka sums pre-
serves the validity of the so-called regular identities, i.e. identities of
the form ϕ ≈ ψ such that Var(ϕ) = Var(ψ) (for details, see [53, 51]).
3. The left variable inclusion companion of a logic
The definition of directed system can be extended, as follows, to
logical matrices:
Definition 8. A directed system of matrices consists of:
(i) a semilattice I = 〈I,∨〉;
(ii) a family of matrices {〈Ai, Fi〉}i∈I with disjoint universes;
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(iii) a homomorphism fij : Ai → Aj such that fij[Fi] ⊆ Fj, for
every i, j ∈ I such that i ≤ j;
moreover, fii is the identity map for every i ∈ I, and if i ≤ j ≤ k,
then fik = f jk ◦ fij.
Given directed system of matrices X as above, we set
Pł(X) := 〈Pł(Ai)i∈I ,
⋃
i∈I
Fi〉.
The matrix Pł(X) is the Płonka sum of the directed system of matri-
ces X. Given a class M of matrices, we denote by Pł(M) the class of
all Płonka sums of directed systems of matrices in M. The following
observation is a routine computation:
Lemma 9. SPł(M) ⊆ Pł(S(M)) and PPł(M) ⊆ Pł(P(M)), for every
class of matrices M.
Definition 10. Let ` be a logic. The left variable inclusion companion
of ` is the relation `l⊆ P(Fm)× Fm defined for every Γ∪{ϕ} ⊆ Fm
as
Γ `l ϕ⇐⇒ there is Γ′ ⊆ Γ s.t. Var(Γ′) ⊆ Var(ϕ) and Γ′ ` ϕ.
It is immediate to check that `l is indeed a logic and that `l⊆ `.
We will often refer to the left variable inclusion of a logic simply as
its variable inclusion companion.
Example 11. Let ` be propositional classical logic. Then `l is the
logic known as Paraconsistent Weak Kleene, PWK for short, origi-
nally introduced in [40]. This logic is equivalently defined, syntacti-
cally, by imposing the variable inclusion constrain, as in Definition
10, to classical logic or, semantically via the so-called weak Kleene ta-
bles with two of the three truth values as designated (see [10, 20]).
Example 12. The left variable inclusion companions of Strong Kleene
logic and of the logic of Paradox (introduced in [54]) have been in-
troduced and discussed in [61]. They are semantically defined, by
adding a nonsensical truth value to the (single) matrix inducing
Strong Kleene and the logic of Paradox, respectively.
In [10], it is shown that an algebraic semantics for PWK is ob-
tained via Płonka sums of Boolean algebras. We shall show that
this idea can be generalized to the variable inclusion companion of
any logic `.
Lemma 13. Let ` be a logic and X be a directed system of models of `.
Then Pł(X) is a model of `l.
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Proof. Suppose that Γ `l ϕ and consider a homomorphism v : Fm→
Pł(Ai)i∈I such that v[Γ] ⊆
⋃
i∈I Fi. By the definition of `l, there
exists ∆ ⊆ Γ such that Var(∆) ⊆ Var(ϕ) and ∆ ` ϕ. Consider an
enumeration Var(ϕ) = {x1, . . . , xn}. There are i1, . . . , in ∈ I such
that v(x1) ∈ Ai1 , . . . , v(xn) ∈ Ain . We set j := i1 ∨ · · · ∨ in.
Now, consider a homomorphism g : Fm→ Aj such that
g(xm) = fim j(v(xm)), for every m ≤ n.
We claim that g[∆] ⊆ Fj. To prove this, consider an arbitrary formula
δ ∈ ∆. Since Var(∆) ⊆ {x1, . . . , xn}, we can assume that Var(δ) =
{xm1 , . . . , xmk} ⊆ {x1, . . . , xn} for some k ≤ n. Set l := im1 ∨ · · · ∨ imk .
From the definition of Pł(X) we have that
v(δ) = δPł(v(xm1), . . . , v(xmk)) = δ
Al( fim1 l(v(xm1)), . . . , fimk l(v(xmk))).
Since v(δ) ∈ ⋃i∈I Fi, this implies that
δAl( fim1 l(v(xm1)), . . . , fimk l(v(xmk))) ∈ Fl. (1)
Now observe that l ≤ j. Therefore there is a homomorphism fl j : Al →
Aj such that fl j[Fl] ⊆ Fj. Together with (1), this implies that
g(δ) =δAj( fim1 j(v(xm1)), . . . , fimk j(v(xmk)))
=δAj( fl j ◦ fim1 l(v(xm1)), . . . , fl j ◦ fimk l(v(xmk)))
= fl jδAl( fim1 l(v(xm1)), . . . , fimk l(v(xmk)))
∈ fl j[Fl] ⊆ Fj.
This establishes our claim.
Recall that ∆ ` ϕ. Since 〈Aj, Fj〉 is a model of ` and by the claim
g[∆] ⊆ Fj, we conclude that g(ϕ) ∈ Fj. But this means that
v(ϕ) = ϕPł(v(x1), . . . , v(xn))
= ϕAj( fi1 j(v(x1)), . . . , fin j(v(xn)))
= g(ϕ) ∈ Fj ⊆
⋃
i∈I
Fi.
Hence we conclude that Pł(X) is a model of `l as desired. 
Recall that 1 is the trivial algebra. The following construction
originates in [44]. Given an algebra A, there is always a directed
system of algebras given by A and 1 equipped with the identity
endomorphisms and the unique homomorphism f : A → 1. We
denote by A⊕ 1 the Płonka sum of this directed system. Observe
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that A⊕ 1 is the algebra with universe A∪ {1} and basic operations
f defined as follows:
f A⊕1(a1, . . . , an) :=
{
f A(a1, . . . , an) if a1, . . . , an ∈ A
1 otherwise.
Observe that the above construction can be lifted to matrices.
More precisely, given an arbitrary matrix 〈A, F〉, there is always a
directed system of matrices given by 〈A, F〉 and 〈1, {1}〉 equipped
with the identity endomophisms and the unique homomorphism
f : A → 1. The Płonka sum of this system is the matrix 〈A⊕ 1, F ∪
{1}〉.
Theorem 14. Let ` be a logic and M be a class of matrices containing
〈1, {1}〉. If ` is complete w.r.t. M, then `l is complete w.r.t. Pł(M).
Proof. In the light of Lemma 13 it will be enough to show that if
Γ 0l ϕ, then Γ 0Pł(M) ϕ. To this end, suppose that Γ 0
l ϕ. Define
Γ+ := {γ ∈ Γ : Var(γ) ⊆ Var(ϕ)}
Γ− := {γ ∈ Γ : Var(γ) * Var(ϕ)}.
Clearly Γ = Γ+ ∪ Γ−. Since Γ 0l ϕ, we know that Γ+ 0 ϕ. Together
with the fact that ` is complete w.r.t. M, this implies that there exists
a matrix 〈A, F〉 ∈ M and a homomorphism v : Fm → A such that
v[Γ+] ⊆ F and v(ϕ) /∈ F.
Since 〈A, F〉, 〈1, {1}〉 ∈ M, we have that 〈A⊕ 1, F ∪ {1}〉 ∈ Pł(M).
Now, consider the homomorphism g : Fm → A⊕ 1 defined for ev-
ery variable x ∈ Var as follows:
g(x) :=
{
v(x) if x ∈ Var(ϕ)
1 otherwise.
From the definition of A⊕ 1 it follows that
g[Γ−] ⊆ {1} ⊆ F ∪ {1}
g(γ) = v(γ) for every γ ∈ Γ+ ∪ {ϕ}.
Together with the fact that v[Γ+] ⊆ F and v(ϕ) /∈ F, this implies
that
g[Γ] = g[Γ+ ∪ Γ−] ⊆ F ∪ {1} and g(ϕ) /∈ F ∪ {1}.
Hence we conclude that Γ 0Pł(M) ϕ as desired. 
Corollary 15. Let ` be a logic. The variable inclusion companion `l is
complete w.r.t. any of the following classes of matrices:
Pł(Mod(`)), Pł(Mod∗(`)), Pł(ModSu(`)).
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Proof. Observe that ` is complete w.r.t. any of the classes Mod(`),
Mod∗(`), ModSu(`). Moreover any of these classes contains the
(trivial) matrix 〈1, {1}〉. Thus we can apply Theorem 14. 
4. Logics with a partition function and axiomatizations
Definition 16. A logic ` has a partition function if there is a formula
x · y, in which the variables x and y really occur, such that x ` x · y
and the operation ·A is a partition function for every A ∈ Alg(`). In
this case, x · y is a partition function for `.
Remark 17. By Lemma 4, the above Definition can be rephrased in
purely logical terms, by requiring that x ` x · y and that
ϕ(e,~z ) a` ϕ(δ,~z ) for every formula ϕ(v,~z ),
for every identity of the form e ≈ δ in P1., . . . , P5. 
Example 18. Logics with a partition function abound in the litera-
ture. Indeed, it is easy to check that the term x · y := x ∧ (x ∨ y)
is a partition function for every logic ` such that every algebra in
Alg(`) has a lattice reduct. Such examples include all modal and
substructural logics. On the other hand, x · y := (y → y) → x is
a partition function for all logics ` such that Alg(`) has a Hilbert
algebra reduct [25]. 
Remarkably, the presence of a partition function is inherited by
the variable inclusion companion of a logic.
Lemma 19. Let ` be a logic. The operation · is a partition function for `
if and only if it is a partition function for `l.
Proof. From Remark 17 the fact that · is a partition function for `
is witnessed by the validity of some inferences ϕ ` ψ such that
Var(ϕ) ⊆ Var(ψ). Hence these inferences also hold in `l. With
another application of Remark 17 we conclude that · is a partition
function for `l.
The other direction follows from the inclusion `l⊆ `. 
The following result is the generalization of Theorem 7 to the
setting of logical matrices.
Theorem 20. Let ` be a logic with a partition function ·, and 〈A, F〉 be
a model of ` such that A ∈ Alg(`). Conditions (1-4) of Theorem 7 hold.
Moreover, setting Fi := F ∩ Ai for every i ∈ I, the triple
X = 〈〈I,≤〉, {〈Ai, Fi〉}i∈I , { fij : i ≤ j}〉
is a directed system of matrices such that Pł(X) = 〈A, F〉.
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Proof. In the light of Theorem 7, it will be enough to show that
fij[Fi] ⊆ Fj for every i, j ∈ I such that i ≤ j. To this end, consider
a ∈ Fi and b ∈ Aj with i ≤ j. Since · is a partition function for `,
we have x ` x · y. Together with the fact that 〈A, F〉 ∈ Mod(`) and
a ∈ F, this implies that a ·A b ∈ F. Observe that a ·A b ∈ Aj by (2)
in Theorem 7 and, therefore, that a ·A b ∈ Fj. Hence, by (3), we have
that fij(a) = a ·A b ∈ Fj. 
Definition 21. Let ` be a logic with a partition function ·, and 〈A, F〉
be a model of ` such that A ∈ Alg(`). The Płonka fibers of 〈A, F〉 are
the matrices {〈Ai, Fi〉}i∈I given in the above result.
Lemma 22. Let ` be a finitary logic with partition function · and 〈A, F〉 ∈
Mod(`l), with A ∈ Alg(`l). Then, the Płonka fibers of 〈A, F〉 are models
of `.
Proof. Let 〈Ai, Fi〉 be a Płonka fiber of 〈A, F〉 and Γ ` ϕ, with Γ a
finite set. Then consider a homomorphism v : Fm → Ai such that
v[Γ] ⊆ Fi. Then, there are cases: either Γ is empty or not. First, sup-
pose Γ = ∅. Then clearly ∅ `l ϕ. Since Ai is a subalgebra of A and
〈A, F〉 is a model of `l, this implies that v(ϕ) ∈ F ∩ Ai = Fi. Then
consider the case where Γ is non-void. Then there are γ1, . . . ,γn ∈
Fm such that Γ = {γ1, . . . ,γn}. Since · is a partition function, we
have x ` x · y. In particular, this implies that ϕ ` ϕ · (γ1 · (γ2 ·
. . . (γn−1 ·γn) . . . )). Then Γ ` ϕ · (γ1 · (γ2 · . . . (γn−1 ·γn) . . . )). Since
the variable inclusion constraint holds for this inference, we obtain
that
Γ `l ϕ · (γ1 · (γ2 · . . . (γn−1 · γn) . . . )).
Since Ai is a subalgebra of A and 〈A, F〉 is a model of `l, this implies
that
v(ϕ · (γ1 · (γ2 · . . . (γn−1 · γn) . . . ))) ∈ Ai ∩ F = Fi.
Since v(ϕ) and v(γ1 · (γ2 · . . . (γn−1 · γn) . . . ))) belong to Ai, this
implies that
v(ϕ) = v(ϕ) · v(γ1 · (γ2 · . . . (γn−1 · γn) . . . )))
= v(ϕ · (γ1 · (γ2 · . . . (γn−1 · γn) . . . )))
and, therefore, that v(ϕ) ∈ Fi, as desired. 
By a Hilbert-style calculus with finite rules we understand a (pos-
sibly infinite) set of Hilbert-style rules, each of which has finitely
many premises.
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Definition 23. Let H be a Hilbert-style calculus with finite rules
that determines a logic ` with a partition function ·. Let Hl be the
Hilbert-style calculus given by the following rules:
∅B ψ (H1)
γ1, . . . ,γn B ϕ · (γ1 · (γ2 · . . . (γn−1 · γn) . . . )) (H2)
xB x · y (H3)
χ(e,~z )CB χ(δ,~z ) (H4)
for every
(i) ∅B ψ rule in H;
(ii) γ1, . . . ,γn B ϕ rule in H;
(iii) equation e ≈ δ in the definition of partition function, and
formula χ(v,~z ).
Theorem 24. Let ` be a logic with partition function · defined by a
Hilbert-style calculus with finite rules H. Then Hl is a complete Hilbert-
style calculus for `l.
Proof. Let `Hl be the logic determined by Hl. We begin by showing
that `Hl ⊆`l. It will be sufficient to show that every rule in Hl
holds in `l. This is clear for (H1). Moreover, the rules (H3, H4) are
valid in `l, because · is a partition function for `l by Lemma 19. It
only remains to prove that (H2) holds in `l. To this end, consider
a rule γ1, . . . ,γn B ϕ in H. Clearly we have that γ1, . . . ,γn ` ϕ.
Since · is a partition function for `, we have x ` x · y. In particular,
ϕ ` ϕ · (γ1 · (γ2 · . . . (γn−1 · γn) . . . )). Hence we conclude that
γ1, . . . ,γn `l ϕ · (γ1 · (γ2 · . . . (γn−1 · γn) . . . )),
as desired.
To prove `l⊆`Hl , we reason as follows. Consider 〈A, F〉 ∈ ModSu(`Hl
). Observe that clearly A ∈ Alg(`Hl). Moreover, · is a partition
function in `Hl by Remark 17 and (H3,H4). Hence we can apply
Theorem 20, obtaining that 〈A, F〉 = Pł(X), where X is the directed
system of matrices 〈I, {〈Ai, Fi〉}i∈I , { fij : i ≤ j}〉 given in the state-
ment of Theorem 20. Thanks to the rules of Hl we can replicate
the construction in the proof of Lemma 22 obtaining that each fiber
〈Ai, Fi〉 is a model of `. This observation, together with the fact that
〈A, F〉 = Pł(X) and Corollary 15, implies that 〈A, F〉 is a model of
`l. Hence we conclude that ModSu(`Hl) ⊆ Mod(`l). This implies
that `l⊆`Hl . 
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The proof of the above result establishes the following:
Corollary 25. If ` is a finitary logic with a partition function, then
ModSu(`l) ⊆ Pł(Mod(`)).
Example 26. A Hilbert-style calculus for PWK is axiomatized, fol-
lowing Definition 23, as follows (ϕ→ ψ is a shorthand for ¬ϕ ∨ ψ):
∅B (ϕ ∨ ϕ)→ ϕ (A1)
∅B ϕ→ (ϕ ∨ ψ) (A2)
∅B (ϕ ∨ ψ)→ (ψ ∨ ϕ) (A3)
∅B (ϕ→ ψ)→ ((γ ∨ ϕ)→ (γ ∨ ψ)) (A4)
∅B (ϕ ∧ ψ)→ ¬(¬ϕ ∨ ¬ψ) (A5)
∅B¬(¬ϕ ∨ ¬ψ)→ (ϕ ∧ ψ) (A6)
ϕ, ϕ→ ψB ψ ∧ (ψ ∨ (ϕ ∧ (ϕ ∨ (ϕ→ ψ)))) (R1)
ϕB ϕ ∧ (ϕ ∨ ψ) (R2)
χ(e,~z )CB χ(δ,~z ) (R*)
Notice that Axioms (A1)–(A6), together with the rule of Modus
Ponens, provide a Hilbert-style calculus for propositional classical
logic. (R1) and (R2) are obtained by setting x · y := x ∧ (x ∨ y) as
partition function for classical logic. Note, moreover, that (R*) is in
fact a rule scheme, summarizing an infinity of rules. 
5. Suszko reduced models of `l
In this section we investigate the structure of the Suszko reduced
models ModSu(`l) of the variable inclusion companion `l of a logic
` (with partition function). To this end, we rely on the following
technical observation:
Lemma 27. Let ` be a logic with a partition function ·, and X = 〈 〈I,≤
〉, {〈Ai, Fi〉}i∈I , { fij : i ≤ j}〉 a directed system of models of `. Given an
upset J ⊆ I, we define for every i ∈ I,
Gi :=
{
Ai if i ∈ J
Fi otherwise.
Then
⋃
i∈I Gi is a `l-filter on Pł(Ai)i∈I .
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Proof. It is clear that the matrices {〈Ai, Gi〉 : i ∈ I} give naturally rise
to a directed system of matrices, when equipped with the homo-
morphisms in X. Moreover, by assumption each 〈Ai, Gi〉 is a model
of `. Thus ⋃i∈I Gi is a `l-filter on Pł(Ai)i∈I by Lemma 13. 
The following result identifies the Płonka sums of matrices in
ModSu(`) that belong to ModSu(`l).
Theorem 28. Let ` be a logic with a partition function ·, and let X =
〈〈I,≤〉, {〈Ai, Fi〉}i∈I , { fij : i ≤ j}〉 be a directed system of matrices in
ModSu(`). The following conditions are equivalent:
(i) Pł(X) ∈ ModSu(`l).
(ii) For every n, i ∈ I such that 〈An, Fn〉 is trivial and n < i, there
exists j ∈ I s.t. n ≤ j, i  j and Aj is non-trivial.
Proof. (i)⇒(ii): Suppose that Pł(X) ∈ ModSu(`l), and consider n, i ∈
I such that 〈An, Fn〉 is trivial and n < i. The fact that 〈An, Fn〉 is both
trivial and belongs to ModSu(`) implies that An is the trivial algebra.
Then 〈An, Fn〉 = 〈1, {1}〉. Moreover, set a := fni(1). Since n < i, we
know that a 6= 1. Together with the fact that Pł(X) ∈ ModSu(`l), this
implies that there is a `l-filter G of Pł(Ai)i∈I such that
⋃
i∈I Fi ⊆ G
and 〈a, 1〉 /∈ ΩPł(Ai)i∈I G. Thus, by Lemma 2, there is a formula
ϕ(x,~z) and elements ~c ∈ ⋃i∈I Ai such that
ϕPł(a,~c ) ∈ G ⇐⇒ ϕPł(1,~c ) /∈ G. (2)
We can assume w.l.o.g. that all the elements in the sequence~c belong
to the same component Ak of the Płonka sum Pł(Ai)i∈I .2
2More precisely, if ~c = c1, . . . , cm and c1 ∈ Ap1 , . . . , cm ∈ Apm , then we set
k := p1 ∨ · · · ∨ pm and replace ci by fpik(ci).
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We claim that indeed ϕPł(1,~c ) /∈ G. Suppose the contrary to-
wards a contradiction. Then ϕPł(1,~c ) ∈ G. First observe that
ϕPł(a,~c ) = ϕAi∨k( fi,i∨k(a), fk,i∨k(~c )) (3)
= ϕAi∨k( fi,i∨k ◦ fn,i(1), fk,i∨k(~c )) (4)
= ϕAi∨k( fn∨k,i∨k ◦ fn,n∨k(1), fn∨k,i∨k ◦ fk,n∨k(~c )) (5)
= fn∨k,i∨k ϕAn∨k( fn,n∨k(1), fk,n∨k(~c )) (6)
= fn∨k,i∨k ϕPł(1,~c ) (7)
= fn∨k,i∨k(ϕPł(1,~c )) ·Ai∨k fi,i∨k(a) (8)
= ϕPł(1,~c) ·Pł a (9)
∈ G. (10)
The above equalities are justified as follows: (5) is a consequence of
the fact that X is a directed system of matrices and that n∨ k ≤ i∨ k
(since n ≤ i), (8) follows from the fact that x ·Pł y is the projection
on the first component on the algebra Ai∨k. Condition (10) follows
from the fact that ϕPł(1,~c ) ∈ G, G is a `l-filter and, by Lemma 19
· is a partition function for `l, hence x `l x · y. Hence we have
that ϕPł(a,~c ), ϕPł(1,~c ) ∈ G, which contradicts (2), establishing the
claim.
From the claim and (2) we get that ϕPł(a,~c ) ∈ G and ϕPł(1,~c ) /∈
G. Set j := n ∨ k and m := k ∨ i. We claim that j is such that: (A)
n ≤ j, (B) Aj is non trivial and (C) i  j. We proceed to prove (A, B,
C).
(A): Since j = n ∨ k, we have that n ≤ j.
(B): Observe that
ϕPł(1,~c ) = ϕAj( fnj(1), fkj(~c )) ∈ Aj.
Together with ϕPł(1,~c ) /∈ G, this implies that ϕPł(1,~c ) ∈ Aj r G.
On the other hand, since Fn = An, we have that
fnj(1) ∈ fnj[Fn] ⊆ Fj ⊆ Aj ∩ G.
Thus both Aj ∩ G and Aj r G are non-empty. We conclude that Aj
is non-trivial.
(C): Suppose, by contradiction, that i ≤ j. In particular, this im-
plies that m = j (indeed, i ≤ j = n ∨ k, thus i ∨ k ≤ n ∨ k, i.e.
m ≤ j; on the other hand, since n < i then n ∨ k ≤ i ∨ j, i.e. j ≤ m).
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Therefore we have that
ϕPł(1,~c ) = ϕAj( fnj(1), fkj(~c )) (11)
= ϕAj( fij ◦ fni(1), fkj(~c )) (12)
= ϕAj( fij(a), fkj(~c )) (13)
= ϕAm( fim(a), fkm(~c )) (14)
= ϕPł(a,~c ) ∈ G. (15)
The above equalities are justified as follows. (12) follows from the
fact that i ≤ m = j. (13) is a consequence of a = fni(1). (14)
from j = m and (15) from m = i ∨ k. This establishes the above
equalities, yielding that ϕPł(1,~c ) ∈ G. But this contradicts the fact
that ϕPł(1,~c ) /∈ G.
Hence (A), (B) and (C) hold establishing our claim. In particular,
this implies that j ∈ I satisfies the condition in the statement.
(ii)⇒(i): By Lemma 13 we know that Pł(X) is a model of `l. It
only remains to prove that it is Suszko reduced. To this end, let θ
be the Suszko congruence of Pł(X).
Observe that, in order to prove that θ is the identity, it will be
enough to show that it does not identify distinct elements in com-
ponents of the Płonka sum which are comparable with respect to
the order ≤. To prove this, suppose indeed that θ does not identify
different elements in components of the Płonka sum which are com-
parable. Then consider two different elements a, b ∈ A = ⋃i∈I Ai.
There exist i, j ∈ I such that a ∈ Ai and b ∈ Aj. If i and j are
comparable, then by assumption 〈a, b〉 /∈ θ. Then consider the case
where i and j are incomparable. Set k := i ∨ j. Clearly we have that
i, j < k. In particular, we have that b · b = b ∈ Aj and a · b ∈ Ak and,
therefore, b ·Pł b 6= a ·Pł b. Since j and k are comparable, this implies
that 〈b ·Pł b, a ·Pł b〉 /∈ θ. In particular, this means that 〈a, b〉 /∈ θ as
well. As a consequence we conclude that θ is the identity.
By the above observation, to prove that θ is the identity, it will be
enough to show that it does not identify elements in components of
the Płonka sum Pł(X) which are comparable with respect to ≤. To
this end, consider two different elements a, b ∈ A such that a ∈ Ai
and b ∈ Aj with i ≤ j. We have two cases: either i = j or i < j.
First consider the case where i = j, that is a, b ∈ Ai. By assump-
tion, we have that 〈Ai, Fi〉 ∈ ModSu(`). Therefore we can assume
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w.l.o.g. that there is a `-filter Gi on Ai such that Fi ⊆ Gi, some el-
ements ~c ∈ Ai, and a formula ϕ(x,~z) such that ϕAi(a,~c ) ∈ Gi and
ϕAi(b,~c ) /∈ Gi. For every l 6= i, define
Gl :=
{
Al if i ≤ l
Fl otherwise.
An analogous argument to the one described in the proof Lemma
27 shows that G :=
⋃
i∈I Gi is a `l-filter on Pł(Ai)i∈I . Moreover,
observe that
ϕPł(a,~c) = ϕAi(a,~c) ∈ G
ϕPł(b,~c) = ϕAi(b,~c) /∈ G.
We conclude that 〈a, b〉 /∈ θ.
Then we consider the case where i < j. We have cases: either Ai is
trivial or not. If Ai is non-trivial, then Fi 6= Ai as 〈Ai, Fi〉 ∈ ModSu(`
). Then for every l ∈ I, we define
Gl :=
{
Al if i < l
Fl otherwise.
By Lemma 27 we know that G :=
⋃
i∈I Gi is a `l-filter on Pł(Ai)i∈I .
Then choose an element c ∈ Ai r Fi. We have that
c ·Pł a = c ·Ai a = c ∈ Ai r Fi = Ai r Gi
and c ·Pł b ∈ Aj = Gj. Therefore, c ·Pł a /∈ G and c ·Pł b ∈ G. Hence
we conclude that 〈a, b〉 6∈ θ, as desired.
Then we consider the case where Ai is trivial. We have cases:
either Fi = ∅ or Fi = Ai. First suppose that Fi = ∅. Iterating the
argument in the previous paragraph (taking c := a) we obtain that
〈a, b〉 /∈ θ. Then consider the case where Fi = Ai. Observe that
in this case 〈Ai, Fi〉 is a trivial matrix. Therefore we can apply the
assumption, obtaining an element k ∈ I such that Ak is non-trivial,
i < k and j  k. Then for every l ∈ I we define
Gl :=
{
Al if k ∨ j ≤ l
Fl otherwise.
By Lemma 27 we know that G :=
⋃
i∈I Gi is a `l-filter on Pł(Ai)i∈I .
Since Ak is non-trivial and 〈Ak, Fk〉 ∈ ModSu(`), there is c ∈ Akr Fk.
Since k < k ∨ j, we have that
c ·Pł a = c ·Ak fik(a) = c ∈ Ak r Fk = Ak r Gk
c ·Pł b ∈ Aj∨k = Gj∨k.
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Hence we conclude that c ·Pł a /∈ G and c ·Pł b ∈ G. But this means
that 〈a, b〉 /∈ θ. 
Theorem 28 identifies the Suszko reduced models of `l that can
be expressed in terms of Płonka sums of Suszko reduced models of
`. It is natural to wonder whether it is true that all Suszko reduced
models of `l are of this kind. Example 42 shows that this does not
hold in general. A full characterization of the class of Suszko re-
duced models can be given for the (left) variable inclusion compan-
ions of logics which have stronger properties, such as equivalential
and finitary, or having inconsistency terms. These descriptions are
addressed in the following subsections.
5.1. Equivalential logics. It turns out that, in the setting of finitary
equivalential logics `, the class of matrices ModSu(`l) has a very
transparent description in terms of Płonka sums, as we proceed to
prove (see Theorem 31).
Lemma 29. Let ` be an equivalential finitary logic with a partition func-
tion. Then
Mod∗(`l) ⊆ Pł(Mod∗(`)).
Proof. Recall from Lemma 19 that also `l has a partition function.
Then consider 〈A, F〉 ∈ Mod∗(`l) and let
X = 〈〈I,≤〉, {〈Ai, Fi〉}i∈I , { fij : i ≤ j}〉
be the directed system of matrices given in Theorem 20. We know
that Pł(X) = 〈A, F〉. Moreover, by Lemma 22, we know that each
fiber of X is a model of `. It only remains to prove that the fibers of
X are Leibniz reduced.
We claim that
⋃
i∈IΩAi Fi is a congruence of A. To show this,
let ∆(x, y) be a set of congruence formulas for `. Then consider
an n-ary basic operation λ and elements a1, . . . , an, b1, . . . , bn ∈ A
such that 〈aj, bj〉 ∈ ⋃i∈IΩAi Fi, for all 1 ≤ j ≤ n. This implies that
are indexes m1, . . . , mn ∈ I such that aj, bj ∈ Amj , for all j ≤ n,
and moreover that 〈aj, bj〉 ∈ ΩAmj Fmj . The fact that ∆ is a set of
congruence formulas for ` implies that
∆Pł(aj, bj) = ∆
Amj (aj, bj) ⊆ Fmj .
Set k := m1 ∨ · · · ∨mn. We have that⋃
j≤n
∆Ak( fmjk(aj), fmjk(bj)) ⊆ Fk (16)
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From the fact that ∆ is a set of congruence formulas for ` it follows
that (recall that λ is an n-ary arbitrary operation)⋃
j≤n
∆(xj, yj) ` ∆(λ(~x),λ(~y)). (17)
Together with (16) and (17), the fact that 〈Ak, Fk〉 is a model of `
implies that
∆Ak(λPł(a1, . . . , an),λPł(b1, . . . , bn))
= ∆Ak(λ( fm1k(a1), . . . , fmnk(an)),λ( fm1k(b1), . . . , fmnk(bn)))
⊆ Fk.
Together with the fact that ∆ is a set of congruence formulas for `,
this implies that
〈λPł(~a),λPł(~b)〉 ∈ ΩAk Fk ⊆
⋃
i∈I
ΩAi Fi.
This establishes the claim.
Since each ΩAi Fi is compatible with Fi, we know that the congru-
ence
⋃
i∈IΩAi Fi is compatible with F. In particular, this implies that⋃
i∈IΩAi Fi ⊆ ΩAF. Since ΩAF is the identity relation, we conclude
that so is each ΩAi Fi. Hence we obtain that 〈Ai, Fi〉 ∈ Mod∗(`) for
every i ∈ I and, therefore, that
〈A, F〉 = Pł(X) ⊆ Pł(Mod∗(`)).
We conclude that Mod∗(`l) ⊆ Pł(Mod∗(`)), as desired. 
Corollary 30. If ` is an equivalential finitary logic with a partition func-
tion, then
ModSu(`l) ⊆ Pł(Mod∗(`)) = Pł(ModSu(`)).
Proof. First recall that ModSu(`) = Mod∗(`), since ` is equivalen-
tial. Thus it will be enough to prove that ModSu(`l) ⊆ Pł(Mod∗(`)).
We have that
ModSu(`l) = PsdMod∗(`l) (18)
⊆ SPMod∗(`l) (19)
⊆ SPPł(Mod∗(`)) (20)
⊆ Pł(SPMod∗(`)) (21)
= Pł(Mod∗(`)). (22)
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The non-trivial inclusions above are justified as follows: (20) is a
consequence of Lemma 29, (21) follows from Lemma 9, and (22)
from the fact that Mod∗(`) is closed under S and P, since ` is
equivalential. Hence we conclude that ModSu(`l) ⊆ Pł(Mod∗). 
We are now ready to provide a full characterization of the Suszko
reduced models of the variable inclusion companion of a finitary
equivalential logic (with partition function.
Theorem 31. Let ` be an equivalential and finitary logic with a partition
function, and 〈A, F〉 be a matrix. The following conditions are equivalent:
(i) 〈A, F〉 ∈ ModSu(`l).
(ii) There exists a directed system of matrices X ⊆ Mod∗(`) indexed
by a semilattice I such that 〈A, F〉 = Pł(X) and for every n, i ∈ I
such that 〈An, Fn〉 is trivial and n < i, there exists j ∈ I s.t.
n ≤ j, i  j and Aj is non-trivial.
Proof. This is a consequence of Theorem 28 and Corollary 30. 
Example 32. Observe that all substructural logics [31, 49] are fini-
tary, equivalential, and have a partition function. The same holds
for all local and global consequences of normal modal logics [43].
As a consequence, the above result provides a description of the
Suszko reduced models of the left variable inclusion companions
of all substructural and modal logics (when the latter are under-
stood as local and global consequences of normal modal logics
[3, 17, 42]). 
5.2. Inconsistency terms. The following definition originates in [45],
but see also [15, 58]:
Definition 33. A logic ` has a set of inconsistency terms if there is a
set of formulas Σ such that σ[Σ] ` ϕ for every substitution σ and
formula ϕ.
Example 34. For any formula ϕ, the set {¬(ϕ → ϕ)} is a set of
inconsistency terms for all superintuitionistic logics, all axiomatic
extensions of MTL-logic [19, 26] including Łukasiewicz logic [18],
and all local and global consequences of normal modal logics. 
Remark 35. Observe that if ` has a set of inconsistency terms, then
` has a set of inconsistency terms only in variable x. If, moreover,
` is finitary, then it has a finite set of inconsistency terms only in
variable x. 
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The goal of this section is to show that if ` is a logic with a set
of inconsistency terms, then the description of the Suszko reduced
models of its variable inclusion companion can be substantially im-
proved (see Theorems 28 and 31), as we show in this section.
The next result discloses the semantic meaning of inconsistency
terms. It should be observed that algebraic versions of it first ap-
peared in [41] and [16] in the setting of varieties and quasi-varieties
of algebras respectively.
Lemma 36. Let ` be a logic. The following are equivalent:
(i) ` has a set of inconsistency terms Σ.
(ii) If 〈A, F〉 ∈ Mod(`) is non-trivial, then it has no trivial submatrix.
Proof. (i)⇒(ii): Suppose that ` has a set of inconsistency terms Σ.
We can assume w.l.o.g. that Σ is in variable x only. Suppose, in
view of a contradiction, that there is a non-trivial matrix 〈A, F〉 ∈
Mod(`) with a trivial submatrix 〈B, B〉. Since 〈A, F〉 is non trivial,
there exists an element a ∈ Ar F. Consider any homomorphism
v : Fm→ A such that v(x) = b and v(y) = a, where b is any element
of B. Since Σ = Σ(x) and 〈B, B〉 is a submatrix of 〈A, F〉, we have
that v[Σ] ⊆ B ⊆ F. Together with the fact that Σ ` y, this implies
that a = v(y) ∈ F, which is a contradiction.
(ii)⇒(i): Let Fm(x) be the set of formulas in variable x only. We
show that Fm(x) is a set of inconsistency terms for `. To this end,
consider a substitution σ and a formula ψ. It is enough to show
that σ[Fm(x)] ` ψ. Let ϕ := σ(x). Observe that σ[Fm(x)] coincides
with the universe of the subalgebra SgFm(ϕ) of Fm generated by ϕ.
Consider the matrices
M1 :=〈Fm, Cn`(SgFm(ϕ))〉
M2 :=〈SgFm(ϕ), SgFm(ϕ)〉.
Clearly, M1 is a model of ` and M2 a trivial submatrix of M1. By the
assumption, we get that M1 is a trivial matrix, i.e. Fm = Cn`(SgFm(ϕ)).
Hence we conclude that
ψ ∈ Fm = Cn(SgFm(ϕ)) = Cn`(σ[Fm(x)]).
Clearly this implies that σ[Fm(x)] ` ψ, as desired. 
Remarkably, Theorem 28 can be substantially improved for logics
possessing a set of inconsistency terms (whose presence is essential,
as shown in Example 43):
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Theorem 37. Let ` be a logic with a partition function and a set of incon-
sistency terms. For every directed system X of matrices in ModSu(`), the
following conditions are equivalent:
(i) Pł(X) ∈ ModSu(`l).
(ii) X contains at most one trivial component.
Proof. For the sake of simplicity, throughout the proof we set
X = 〈〈I,≤〉, {〈Ai, Fi〉}i∈I , { fij : i ≤ j}〉.
First we claim that if a component 〈An, Fn〉 of X is trivial, then so is
〈Ak, Fk〉, for every k > n. To prove this, consider a trivial component
〈An, Fn〉 of X and k > n. Observe that
fnk[An] = fnk[Fn] ⊆ Fk.
Then 〈 fnk[An], fnk[Fn]〉 is a trivial submatrix of 〈Ak, Fk〉. Since ` has
a set of inconsistency terms, we can apply Lemma 36 obtaining that
〈Ak, Fk〉 is trivial. This establishes the claim.
(i)⇒(ii): Suppose, in view of a contradiction, that Pł(X) ∈ ModSu(`l
) and that X contains two distinct trivial components 〈1n, {1n}〉 and
〈1k, {1k}〉 (their algebraic reducts are trivial, as the components of
X belong to ModSu(`)). Set 〈A, F〉 := Pł(X). Observe that, for every
formula ϕ(x,~z ) in which x really occurs, and every tuple ~c ∈ A, we
have that
ϕA(1n,~c ), ϕA(1k,~c ) ∈ F.
To prove this, observe that the element ϕA(1n,~c ) belongs to a com-
ponent 〈Al, Fl〉 of X with n ≤ l. By the previous claim, we know
that 〈Al, Fl〉 is trivial and, therefore, that ϕA(1n,~c ) ∈ Fl ⊆ F, as de-
sired. A similar argument shows that ϕA(1k,~c ) ∈ F as well. Hence
for every unary polynomial function p of A we have that
FgA`l(F ∪ {p(1n)}) = FgA`l(F ∪ {p(1k)}).
By Lemma 2 this implies that 〈1n, 1k〉 ∈ ∼ΩA` F. Since 〈A, F〉 ∈
ModSu(`l), this implies that 1n = 1k, which is a contradiction.
(ii)⇒(i): Suppose that X contains at most one trivial matrix. If
X contains no trivial component, then, by Theorem 28, we obtain
that Pł(X) ∈ ModSu(`l). Then consider the case where X contains
exactly one trivial component. By the claim we obtain that this
component is the maximum of 〈I,≤〉. Again, with an application of
Theorem 28, we conclude that Pł(X) ∈ ModSu(`l). 
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The assumption on the existence of a set of inconsistency terms
for the logic ` in the above theorem is essential, as shown in Exam-
ple 43.
Drawing consequences from Theorem 37, we obtain a very trans-
parent description of the Suszko reduced models of the variable in-
clusion companion of a finitary equivalential logic with a partition
function and inconsistency terms:
Theorem 38. Let ` be an equivalential and finitary logic with a partition
function and inconsistency terms, and 〈A, F〉 be a matrix. The following
conditions are equivalent:
(i) 〈A, F〉 ∈ ModSu(`l).
(ii) There exists a directed system of matrices X ⊆ Mod∗(`) with at
most one trivial component such that 〈A, F〉 = Pł(X).
Proof. This is a combination of Theorems 37 and 31. 
Example 39. It is worth to observe that the above result provides a
full description of the Suszko reduced models of the left variable in-
clusion companions of most well-known logics, including all logics
mentioned in Example 34. 
6. Classification in the Leibniz hierarchy
We conclude this work by investigating the location of logics of
variable inclusion in the Leibniz hierarchy. To this end, recall that a
logic ` is inconsistent if Γ ` ϕ for every Γ∪{ϕ} ⊆ Fm. Equivalently,
` is inconsistent if ∅ ` x for some variable x. A logic is consistent
when it is not inconsistent.
Theorem 40. Let ` be a logic.
(i) If ` is consistent, then `l is not protoalgebraic.
(ii) If ` is finitary, algebraizable and has a partition function, then `l
is truth-equational.
Proof. (i): We reason by contraposition. Suppose that `l is protoal-
gebraic. Then there is a set of formulas ∆(x, y) such that ∅ `l
∆(x, x) and x,∆(x, y) `l y. Thus, the definition of `l implies that
there is a subset Σ(y) ⊆ ∆(x, y) such that Σ(y) ` y. Since ∅ `l
∆(x, x), we have that ∅ `l Σ(y). From Σ(y) ` y and ∅ `l Σ(y) it
follows that ∅ `l y. By the definition of `l we conclude that ∅ ` y
and, therefore, that ` is inconsistent.
(ii): Suppose that ` is finitary, algebraizable and has a partition
function. In particular, ` is truth-equational with set of defining
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equations τ (x). We will show that τ (x) is a set of defining equations
for `l as well. To this end, consider 〈A, F〉 ∈ Mod∗(`l). Since ` is
finitary, equivalential and with a partition function, we can apply
Lemma 29 obtaining that there exists a directed system of matrices
X ⊆ Mod∗(`) such that 〈A, F〉 = Pł(X). For the sake of simplicity,
we set
X = 〈〈I,≤〉, {〈Ai, Fi〉}i∈I , { fij : i ≤ j}〉
and assume w.l.o.g. that 〈A, F〉 = Pł(X). Consider an element a ∈
A. There is i ∈ I such that a ∈ Ai. We have that
A  τ (a)⇐⇒ Ai  τ (a)⇐⇒ a ∈ Fi ⇐⇒ a ∈ F. (23)
The above equivalences are justified as follows. The first one follows
from the fact that A = Pł(Ai)i∈I . The second one follows from
the fact that 〈Ai, Fi〉 ∈ Mod∗(`) and that τ (x) is a set of defining
equations for `. The last one follows from the observation that
〈A, F〉 = Pł(X).
By (23) we obtain that for every a ∈ A,
A  τ (a)⇐⇒ a ∈ F.
Hence we conclude that τ (x) is a set of defining equations for `l
and, therefore, `l is truth-equational. 
In [10, Theorem 48] it is proved that the variety of involutive
bisemilattices, i.e. the closure under Plonka sums of the variety of
Boolean algebras [50], is not the equivalent algebraic semantics of
any algebraizable logic. This result can be strengthened as follows:
Theorem 41. Let K be a class of algebras containing two trivial algebras
and closed under Płonka sums. There is no protoalgebraic logic ` such that
Alg(`) = K.
Proof. Suppose, in view of a contradiction, that there are a class of
algebras K containing two trivial algebras and closed under Płonka
sums, and a protoalgebraic logic ` such that Alg(`) = K. Let
1a, 1b ∈ K be distinct trivial algebras and consider the directed sys-
tem obtained by the homomorphism fab : 1a → 1b (a ≤ b in the
semilattice order of the indexes). Let A = 1a ⊕ 1b be the Płonka
sum of this directed system. Clearly A ∈ K. Therefore there is
F ⊆ A such that 〈A, F〉 ∈ ModSu(`). As Alg(`) contains a non-
trivial algebra, it is not difficult to see that x 0 y. Since ` is pro-
toalgebraic, there is a set of formulas ∆(x, y) such that ∅ ` ∆(x, x)
and x,∆(x, y) ` y. Since x 0 y and x,∆(x, y) ` y, we conclude that
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∆(x, y) 6= ∅. Then consider ϕ(x, y) ∈ ∆(x, y). Since ∅ ` ∆(x, x), we
conclude that ∅ ` ϕ(x, x).
Now, observe that the variable x really occurs in ϕ(x, x), since we
do not allow the presence of constant symbols in this paper. Hence
we obtain that
ϕA(1a, 1a) = 1a and ϕA(1b, 1b) = 1b.
Together with the fact that ∅ ` ϕ(x, x), this implies that A =
{1a, 1b} is the smallest `-filter on A. In particular, this implies that
A is the unique `-filter on A. Since F is a `-filter on A, we conclude
that A = F. Hence 〈A, A〉 is a Suszko reduced model of `. This
implies that A is trivial, which is false. 
Appendix
Aim of this section is showing that some of the assumptions are
indeed essential in order to prove certain results. In particular, the
following example shows that, in general, there can be Suszko re-
duced models of the logic `l that are not Płonka sums of Suszko
reduced models of `.
Example 42. Consider the logic ` determined by the following class
of matrices:
M := {〈A, F〉 : A is a distributive lattice and F is an upset}.
Let A1 be the three element lattice a < b < c and let F1 = {b, c}.
Moreover, let A2 be the four-element Boolean lattice (with universe
{0, d, e, 1} with 0 as bottom element), and let F2 = A2r {0}. Clearly
both 〈A1, F1〉 and 〈A2, F2〉 are models of ` (as they belong to M).
However, it is easy to see that 〈A1, F1〉 /∈ ModSu(`). Now, let
f : A1 → A2 be any of the two embeddings of A1 into A2. Clearly
these two matrices plus f give rise to a directed system X of ma-
trices (of course one should pedantically add the identity endomor-
phisms) depicted in the following figure. We denote by 〈B, G〉 the
Płonka sum Pł(X).
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Since 〈A1, F1〉 and 〈A2, F2〉 are models of `, by Lemma 13 〈B, G〉
is a model of `l. We now show that it is indeed Suszko reduced.
Elements belonging to the algebra A1, as for example b and c (any
other pair of elements in A1 is distinguished by the identity func-
tion), can be distinguished by means of the function ∧B, the filter G
and the element e, as follows:
b ∧B e = d ∧A2 e = 0 6∈ G
c ∧B e = 1∧A2 e = e ∈ G.
One can reason similarly (using G as filter) for pairs of elements
belonging to A2 (we illustrate the only interesting case):
d ∧B b = d ∧A2 d = d ∈ G
e ∧B b = e ∧A2 d = 0 6∈ G.
On the other hand, pairs of elements belonging to different alge-
bras are distinguished by considering the filter H := F1 ∪ A2 on B
(the fact that it is a filter is guaranteed by Lemma 27) , the function
∧B and the element a. Consider, for instance, the elements b and d:
b ∧B a = a 6∈ H;
d ∧B a = d ∧A2 0 = 0 ∈ H.
This is enough to show that 〈B, G〉 is Suszko reduced.
To conclude the example we need to disprove that 〈B, G〉 is a
Płonka sum of any Suszko reduced models of `. Suppose that
〈B, G〉 is the Płonka sum of a directed system Y of Suszko reduced
models 〈B1, G1〉, . . . , 〈Bn, Gn〉 of `. First observe that n ≤ 2. Sup-
pose the contrary towards a contradiction. Then n > 3. We choose
three elements b1 ∈ B1, b2 ∈ B2 and b3 ∈ B3. Clearly b1, b2 and b3
are different. Moreover, for every 1 ≤ i < j ≤ 3 we have that either
bi ·B bj 6= bi or bj ·B bi 6= bj, where · indicates the partition function,
i.e. x · y := x ∧ (x ∨ y). It is easy to see that no such three elements
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exist in B, which is a contradiction. Hence n ≤ 2. We have cases.
If n = 1, then 〈B1, G1〉 = 〈B, G〉. In particular, this implies that
〈B, G〉 ∈ ModSu(`) and, therefore, B ∈ Alg(`). By Lemma 3 this
implies that B is a lattice, which is false. Thus, the only possible
case is that n = 2. Now, by Lemma 3 we know that B1 and B2 are
distributive lattices. Since the only way of partitioning B into two
subalgebras that are distributive lattices is {A1, A2}, we conclude
that w.l.o.g. B1 = A1 and B2 = A2, i.e. 〈B, G〉 can not be the Płonka
sum of any Suszko reduced models of `. 
Example 43. The statement of Theorem 37 is in general false for
logics without a set of inconsistency terms, as witnessed by the fol-
lowing example based on CL∧∨, the conjunction and disjunction
fragment of classical propositional logic (which does not possess
a set of inconsistency terms). In particular, it happens to have a
Suszko reduced model of `l, which is the Płonka sum of a directed
system of Suszko reduced models of ` containing two trivial matri-
ces.
Let ` be the ∧,∨-fragment of classical propositional logic. More-
over, let 1 be the trivial lattice and L2 = 〈{⊥,>},∧,∨〉 the 2-element
distributive lattice (with ⊥< >). Consider the directed system X of
matrices formed by 6 copies of the matrix 〈L2, {>}〉 and two trivial
matrices 〈1, {1}〉 sketched in the following figure (lines represent
lattice order in the Płonka fibers, arrows, the homomorphisms, and
circles, filters in any fiber).
•
• • •
• •
• • •
• • •
1 1
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Clearly each matrix in X, which contains two trivial matrices, is
a Suszko reduced model of `. Moreover, by applying Theorem 28,
one immediately checks that Pł(X) ∈ ModSu(`l). 
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