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xKurzfassung
Fahrerassistenzsysteme gewinnen immer mehr an Bedeutung und weisen steigende Kom-
plexität und Vernetzung auf. Die Hauptantriebe dafür sind die Regulierungen und das
beabsichtigte autonome Fahren. Eng verbunden damit steigt ebenfalls der Bedarf, die-
se Systeme objektiv zu bewerten und zu validieren. Aufgrund der hohen Komplexität
stößt aber die Bewertung der Fahrerassistenzsysteme auf Systemebene an ihre Grenzen.
Alternativ dazu kann ein Fahrerassistenzsystem in die Teilsysteme Umfelderfassung, Si-
tuationsinterpretation und Funktion unterteilt werden. Diese Teilsysteme können dann
separat und unabhängig bewertet werden.
Für die Bewertung der Fahrerassistenzsysteme wird im allgemeinen eine Vergleichsbasis
benötigt. Speziell für die Bewertung der FAS-Umfeldwahrnehmung werden Referenzsys-
teme benötigt, deren Messdaten als Ground-Truth angenommen und als Vergleichsbasis
herangezogen werden. Aus diesem Grund müssen diese Referenzsysteme bestimmte An-
forderungen erfüllen. Nach Analyse des Stands der Technik wurde festgestellt, dass zum
einem keine Anforderungen an solche Systeme umfassend definiert sind und zum anderem
diese Systeme nicht ausreichend überprüft und kritisch analysiert werden. Die Fragestel-
lung der Terminologie und Begriffsdefinitionen wurde auch nicht ausreichend behandelt.
Zudem konnte im Stand der Technik keine etablierte metrikbasierte Bewertung der Um-
feldwahrnehmung identifiziert werden.
In dieser Arbeit werden Begriffe anwendungsübergreifend und konsistent mit angrenzen-
den Disziplinen definiert und eingeführt. Die Anforderungen an ein Referenzsystem für
die Umfeldwahrnehmung wurden systematisch und abstrakt hergeleitet und formuliert.
Darüber hinaus wird ein Konzept für die Validierung eines solchen Referenzsystems er-
arbeitet, welches auf der Aufteilung des Referenzsystems in dessen Teilaspekte basiert.
Mithilfe des validierten Referenzsystems wird ein Konzept für die Bewertung der objektba-
sierten Umfeldwahrnehmung entwickelt, bei dem die Sensorobjekte den Referenzobjekten
zugeordnet werden und darauf aufbauend Metriken für die Detektions- und Verfolgungs-
fähigkeit erzeugt werden.
Diese vorgestellten Konzepte werden im praktischen Teil umgesetzt. Hierfür werden zu-
erst die Anforderungen an ein Referenzsystem ausgehend von zwei Stand-der-Technik-
Umfeldsensoren abgeschätzt. Anschließend wird die Umsetzung eines konkreten INS/DG-
PS basierten Referenzsystems vorgestellt. Die Validierungsmethode des Referenzsystems
wird auf dieses Referenzsystem angewendet. Abschließend wird mithilfe dieses validier-
ten Referenzsystems die objektbasierte Umfeldwahrnehmung eines Lidars exemplarisch
bewertet.
xi
Abstract
Advanced Driver Assistance Systems (ADAS) are subject to continuous improvement
and optimization towards autonomous driving. Not only are new functions constantly
introduced to the market but also basic and established functions are rolled out with
high volume to meet changing and challenging standards and regulations. Consequently,
ADAS is becoming more complex and its evaluation at system level, only in a black-
box approach, is becoming insufficient and reaching its limits. In order to overcome this
problem, an Advanced Driver Assistance System can be decomposed into its subsystems
(environmental perception, situation interpretation and function). These subsystems can
then be evaluated separately, in addition to the evaluation at system level.
For the evaluation of ADAS, Ground-Truth data is needed. Especially for the environmen-
tal perception part, focus of this work, reference systems are needed, which can provide
Ground-Truth data as a basis for a metric-based objective evaluation. Thus, these re-
ference systems shall meet certain requirements in order to be considered as a trustful
source of Ground-Truth data. During the analysis of the state of the art, major gaps we-
re identified. The requirements to be met by reference systems for ADAS environmental
perception are not addressed and the quality of the used reference systems was not criti-
cally evaluated and checked. For the evaluation of the ADAS environmental perception,
no establisched approch for a metric based evaluation could be identified. Furthermore,
the terminology used for ADAS environmental perception evaluation was indeterminate
and imprecise. As a contribution to address these gaps, quantitative and qualitative re-
quirements to be met by the reference systems for ADAS environmental perception are
defined and derived in this work. A validation approach of the reference system, based on
the divide-and-conquer principle, is also presented. In addition, a special focus was put on
the terminology. Accordingly, the metrology related definitions were introduced, adopted
to the evaluation of the ADAS environmental perception and used throughout the entire
work. Using the reference system, a metric-based evaluation for the object-based environ-
mental perception system, is introduced. This covers both the aspects of the measurement
accuracy as well as the detection and tracking capabilities.
In the practical part, an INS/DGPS-based reference system, selected and implemented
based on concrete requirements derived from two state of the art sensors, is described.
The proposed validation approach was applied on this system in order to discuss and
prove the fulfillment of the defined requirements. As an example, a Lidar object-based
environmental perception system was evaluated based on this reference system and the
defined metrics.
1Teil I
Einführung: Motivation, Begriffe und
Grundlagen
21 Motivation und Hintergrund
1.1 Hintergrund
Fahrerassistenzsysteme, im Sinne vom ersten Automatisierungsgrad L1 und teilautoma-
tisierte Systeme im Sinne vom zweiten Automatisierungsgrad L2 nach der Definition von
BAST (2012), gewinnen in der modernen Mobilität und im modernen Verkehr zuneh-
mend an Bedeutung. Heutzutage werden immer mehr Fahrerassistenzfunktionen, moti-
viert durch die Regulierungen1, serienmäßig angeboten. Laut NHTSA (2016) haben sich
mehr als 99% der im amerikanischen Markt tätigen Automobilhersteller dazu verpflichtet,
ab dem Jahr 2022 die automatische Notbremsfunktion serienmäßig anzubieten. Ebenso hat
das europäische Parlament (vgl. European Parliament (2017)) ein Gesetz verabschiedet,
um den serienmäßigen Einsatz der sicherheitsrelevanten Fahrerassistenzsysteme zu favo-
risieren. Im gleichen Kontext wird das EuroNCAP Bewertungsschema (vgl. EuroNCAP
(2017)) fortlaufend um mehr sicherheitsrelevante Fahrerassistenzfunktionen erweitert, um
einen breiteren Einsatz dieser Funktionen zu fordern.
Während ihrer Entwicklung unterliegen diese Systeme verschiedenen Absicherungs- und
Überprüfungsprozessen, um ihre Zuverlässigkeit und Akzeptanz beim Kunden zu garan-
tieren. Diese Akzeptanz der Fahrerassistenzsysteme spielt eine entscheidende Rolle bei der
Entwicklung und Einführung der Fahrfunktionen mit höherem Automatisierungsgrad in
die Richtung des vollautomatisierten Fahrens. Zum einen wird ein Großteil der Arbeiten
durch die Produktion und den Verkauf von Fahrerassistenzsystemen finanziert. Zum an-
deren wird der Fortschritt in diesem Bereich vielfach durch die praktischen Erfahrungen
mit Fahrerassistenzsystemen motiviert.
Im aktuellen Stand der serienmäßigen Systeme liegt der Fokus hinsichtlich der Kundenak-
zeptanz und -zufriedenheit überwiegend auf der Vermeidung von Falschauslösungen (engl.
False Positive). Der Aspekt der Use-Case-Performance (True Positive) spielt ebenfalls ei-
ne entscheidende Rolle bei der Differenzierung und Akzeptanz dieser Systeme und wird
hauptsächlich durch die Regulierungen und den Marktwettbewerb gefördert. Ein Fehler
im Feld im Sinne von keiner Systemreaktion wird jedoch vom Fahrer heutzutage leichter
toleriert und akzeptiert als eine sicherheitsrelevante Falschauslösung.
Mit der Entwicklung in die Richtung Fahrfunktionen mit höherem Automatisierungsgrad
wird sich diese Situation stark ändern, sodass weitere Aspekte für die Akzeptanz von
1Insbesondere NHTSA (vgl. NHTSA (2015)) und EuroNCAP (vgl. EuroNCAP (2015)).
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automatisierten Systemen ebenfalls entscheidend werden. Dies hängt mit dem höheren
Grad der Verantwortung hinsichtlich der Quer- und Längsführung sowie der Umgebungs-
beobachtung, die vom Fahrer zum System übergeben wird, zusammen. Somit wird von
einem System ab der dritten Automatisierungsstufe nach der Definition von BAST (2012)
durchgehend erwartet, gemäß der Systemspezifikationen adäquat zu agieren, um die Fah-
rerfunktion sicher umzusetzen. Eine ausbleibende Systemreaktion (auch False Negative
genannt) ist somit nicht mehr tolerierbar.
Aus diesem Grund werden die Anforderungen an die Umfelderfassungssysteme als Teil
dieser automatisierten Systeme immer härter. Verbunden damit steigt ebenfalls der Be-
darf, die Absicherungsprozesse solcher Systeme kontinuierlich weiterzuentwickeln und zu
verbessern.
Die Thematik der Absicherung der Fahrerassistenzsysteme wird von Winner & Wolf
(2009) angesprochen. Es wurde verdeutlicht, dass mithilfe der gängigen Methoden, die
auf realen Testfahrten mit dem Gesamtsystem basieren, die Ziele nicht erreicht werden
können. Winner (2015) diskutiert die Absicherung des autonomen Fahrens und beleuchtet
die Problematik der Absicherung der Umfeldwahrnehmung.
Angefangen vom Test der maschinellen Perzeption über den Test des ge-
wünschten wie auch des fehlerhaften Funktionsverhaltens bis hin zur Akzep-
tanzbewertung fehlen Konzepte, die eine wirtschaftlich vertretbare Durchfüh-
rung erlauben.(Winner 2015)
Als möglicher Ausweg aus diesem Testdilemma wird vonWinner &Wolf (2009) empfohlen,
auf die Aufteilung eines Fahrerassistenzsystems gemäß Abbildung 1.1 zurückzugreifen.
Fahrerassistenzsystem A
Umfeldwahrnehmung FunktionSituationsanalyse
 Sensoranbindung
 Merkmalsextraktion
 Objektbildung
 Objektverfolgung
 Situations-
interpretation
 Situationserkennung
 Verhaltens-
generierung
 Ausführung
Abbildung 1.1: Grobe Architektur eines Fahrerassistenzsystems mit einer objektbasier-
ten Umfeldwahrnehmung, in Anlehnung an Bouzouraa u. a. (2010) und
Winner & Wolf (2009)
Die Aufteilung in die drei oben gezeigten Domänen hat den Vorteil einer Ent-
kopplung der Bewertung: Eine Änderung im Sensorbereich kann allein auf der
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Perzeptionsmetrik zertifiziert werden, ohne dass es erforderlich wäre, die an-
deren zwingend mit zu zertifizieren. Aus gleichem Grunde kommt es zu einer
entsprechenden Modularisierung bei der Entwicklung der autonomen Fahrzeu-
ge. (Winner & Wolf 2009)
Analog dazu formuliert Winner (2015, 2016) die gleiche These als Beitrag für die Lö-
sung der Absicherungsproblematik des autonomen Fahrens. Mit dieser Aufteilung können
einzelne Teilsysteme eines Fahrerassistenzsystems separat und unabhängig voneinander
bewertet werden mit dem Ziel, die Wirkungskette (Umfeldwahrnehmung, Situationsana-
lyse, Funktion) in ihrer Gesamtheit zu bewerten und zu validieren. Werden die einzelnen
Komponenten nicht ausreichend und rechtzeitig systematisch abgesichert und erst bei der
Systemintegration (als black-box) getestet, so besteht die Gefahr, dass Probleme spät im
Entwicklungsprozess entdeckt werden. Diese müssen dann auf die einzelnen Komponenten
heruntergebrochen werden. Dadurch entstehen zusätzliche Zeit- und Kostenaufwände.
1.2 Die Evaluation und deren Einsatz im
FAS-Entwicklungsprozess
Nachfolgend wird auf den Einsatz der Evaluation im allgemeinen und speziell der Evalua-
tion der Umfeldwahrnehmung im Entwicklungsprozess der Fahrerassistenzsysteme einge-
gangen, um die Vorteile der Evaluation der Umfeldwahrnehmung als eigenständige Kom-
ponente eines Fahrerassistenzsystems zu zeigen.
Um die Qualität eines Umfeldwahrnehmungssystems fortlaufend zu evaluieren und zu
verbessern, soll die Evaluation begleitend zum Entwicklungsprozess verwendet werden.
Nach Maurer (2013) und Reichel (2013) setzt sich der Entwicklungsprozess eines Fah-
rerassistenzsystems aus einer Spezifikationsphase, einer Umsetzungsphase und einer Ab-
sicherungsphase zusammen. Die Evaluation kann in diesen drei Entwicklungsphasen ge-
winnbringend eingesetzt werden.
Spezifikationsphase In der Spezifikationsphase neuer Fahrerassistenzsysteme werden
die Anforderungen an die Umfeldwahrnehmung aus den Anforderungen an die Funkti-
on hergeleitet. Schon während dieser frühen Phase kann eine quantitative Evaluation
dazu dienen, die Erfüllung der Spezifikation durch ein bestimmtes Sensorsystem zu ve-
rifizieren. Somit kann, abhängig von den Bewertungsergebnissen der reinen Umfeldwahr-
nehmung, diese Spezifikation validiert oder angepasst werden, ohne dass eine komplette
FAS-Funktion entwickelt werden muss. Dadurch kann rechtzeitig die Machbarkeit der
beabsichtigten Funktionen durch ein bestimmtes Sensorsystem analysiert und beurteilt
werden. In dieser Phase wird überwiegend die vergleichende Evaluation (Was ist
besser?) (Hegner (2003)) verwendet, um unterschiedliche Wettbewerbssysteme mitein-
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ander zu vergleichen. Zudem kann durch die Verwendung einer objektiven Evaluation
(bewertende Evaluation, Wie gut?) (Hegner (2003)) der Abstimmungsprozess zwi-
schen dem Zulieferer und dem Automobilhersteller verbessert werden, indem die objektive
Bewertung des Umfeldwahrnehmungssystems als Grundlage für die Abstimmung der zu
erfüllenden Anforderungen herangezogen wird.
Diese Maßnahmen tragen zur Effizienz der Entwicklung bei, indem Kosten und Zeit re-
duziert werden.
Umsetzungsphase Für die Entwicklung der Wahrnehmungssysteme und Algorithmen
ist eine genaue und detaillierte Kenntnis des verwendeten Sensorsystems von großer Be-
deutung. Diese Kenntnisse können mithilfe einer objektiven Evaluation gewonnen werden,
indem Sensoreigenschaften und Effekte analysiert werden. Die Ergebnisse dieser Analyse
können dann in Form eines Interpretationsmodells integriert werden, um eine situations-
abhängige Interpretation der Sensordaten zu ermöglichen.
Darüber hinaus können diese Effekte und Eigenschaften in Form eines Simulationsmo-
dells2 nachgebildet werden, um eine Simulation des gesamten Wahrnehmungssystems oder
eines Teilsystems zu realisieren. Durch den Einsatz einer objektiven Evaluation für die
Analyse dieser Effekte und Eigenschaften können die Ergebnisse der simulierten Umfeld-
wahrnehmung und somit der gesamten Simulation (Hardware in the Loop, Vehicle in the
Loop, Software in the Loop . . . ) verbessert werden, wie es von Brahmi (2010) gezeigt
wurde. Hier finden die bewertende Evaluation (Wie gut?) (Hegner (2003)) und die
analysierende Evaluation (Warum schlecht?) (Hegner (2003)) Verwendung.
Absicherungsphase In der Absicherungsphase kann die objektive Evaluation eingesetzt
werden, um die finale Leistung eines Umfeldwahrnehmungssystems zu messen und zu
beurteilen. Diese Evaluation wird auch sehr oft im Rahmen der Abnahmetests eingesetzt
und dient dazu, über die Erteilung der Systemfreigabe zu entscheiden. Darüber hinaus
können die Ergebnisse dieser bewertenden Evaluation (Wie gut?) (Hegner (2003))
für die Verbesserung nachfolgender Systeme und für die Auswahl zukünftiger Teilsysteme
verwendet werden.
In diesem Kontext beschäftigt sich diese Arbeit mit der Evaluation der objektbasierten
Umfelderfassung als Teilsystem eines Fahrerassistenzsystems mit dem Ziel, eine metrik-
basierte Bewertung der Umfeldsensorik und Algorithmik zu ermöglichen.
2Dieses Modell wird in der Literatur auch als inverses Sensormodell bezeichnet (vgl. Dietmayer u. a.
2015, S. 470).
62 Stand der Technik
Zahlreiche Arbeiten haben sich mit dem Thema der Bewertung von Fahrerassistenzsys-
temen auf Systemebene beschäftigt, wobei das gesamte Systemverhalten analysiert und
bewertet wird. Für diesen Zweck wurden verschiedene Methoden und Werkzeuge ent-
wickelt, die auf Simulation und realen Testfahrten basieren. Im Gegensatz dazu gibt es
nur wenige Arbeiten, die sich mit der Bewertung der FAS-Umfeldwahrnehmung als ei-
nem eigenständigen Teilsystem eines Fahrassistenzsystems und als unabhängigem Unter-
suchungsgegenstand beschäftigt haben. In einer Studie und Taxonomie über Testverfah-
ren für Fahrerassistenzsysteme haben Stellet u. a. (2015) existierende Testverfahren für
die Umfeldwahrnehmung identifiziert und analysiert. Dabei wurde herausgefunden, dass
die existierenden Ansätze überwiegend anwendungsspezifisch und nicht allgemein gültig
sind.
Im folgenden wird der Stand der Technik für die Bewertung der Umfeldwahrnehmung
näher analysiert. Dabei bezieht sich die nachfolgende Analyse nur auf die veröffentlichten
Arbeiten und Informationen, die sich direkt oder indirekt mit der Thematik der Bewertung
der FAS-Umfeldwahrnehmung beschäftigen3.
2.1 Bewertung der Leistungsfähigkeit intelligenter
Systeme: National Institute of Standards and
Technology (NIST)
Obwohl das Hauptaugenmerk auf der Umfeldwahrnehmung für Fahrerassistenzsysteme
liegt, ist es hilfreich den Stand der Technik in angrenzenden Disziplinen, wie der Robotik,
zu berücksichtigen.
NIST legt sehr großen Wert auf die metrikbasierte Evaluation von intelligenten Systemen
und somit auch ihre Teilsysteme. Madhavan (2009) sensibilisiert darauf wie folgt:
To design and develop capable, dependable, and affordable intelligent systems,
their performance must be measurable. Scientific methodologies for standar-
dization and benchmarking are crucial for quantitatively evaluating the per-
3Der Autor nimmt an, dass die in diesem Bereich tätigen Unternehmen intern ihre eigene Validierungs-
methoden haben. Diese werden in der Regel jedoch nicht veröffentlicht.
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formance of emerging robotic and intelligent systems technologies. There is
currently no accepted standard for quantitatively measuring the performance
of these systems against user-defined requirements; and furthermore, there is
no consensus on what objective evaluation procedures need to be followed to
understand the performance of these systems.
Mit dem Ziel, eine metrikbasierte Evaluation des Umfeldwahrnehmungsteils zu entwickeln,
haben NIST Forscher ein Test- und Prüfsystem entwickelt, welches erlaubt, dynamische
und statische Objekte (Roboter, Fahrzeuge und Fußgänger) zu lokalisieren und daraus
die Vergleichsdaten für die zu bewertenden Umfelderfassungsalgorithmen zu generieren.
Dabei wird eine Positionsmessgenauigkeit von 20 cm erreicht (vgl. Madhavan u. a. (2009)),
die heutzutage von vielen Umfeldsensoren bereits übertroffen wird4. Bei der Bewertung
werden die Klassifikations-, Detektions- und Verfolgungsfähigkeit beurteilt.
Im Rahmen der von Madhavan u. a. (2010) Madhavan u. a. (2012) organisierten Work-
shops Performance Metrics for Intelligent Systems (PerMIS) wurden mehrere Arbeiten
vorgestellt, die sich allgemein mit der Bewertung intelligenter und autonomer Systeme
beschäftigen. Nur ein kleiner Teil5 dieser Arbeiten war der Bewertung der Umfeldwahr-
nehmung solcher Systeme gewidmet.
Brunner & Thierry (2010) haben Metriken für kamerabasierte Umfeldwahrnehmung für
unbemannte Fahrzeuge untersucht, um ungünstige Umweltbedingungen zu erkennen und
bei der Verwendung der entsprechenden Kamerabilder zu berücksichtigen. Somit lag der
Fokus nicht auf der Bewertung der Umfeldwahrnehmung, sondern auf der Verbesserung
der Integrität des Kamerasystems, indem mithilfe der Metriken Bilder mit schlechter Qua-
lität nicht oder nur eingeschränkt verwendet werden.
Huang u. a. (2010) präsentieren ein Werkzeug (engl. Framework) für die Bewertung der
unbemannten Systeme. Die Bewertung der Umfeldwahrnehmung wird dabei nur am Ran-
de erwähnt, während der Fokus auf der Bewertung der Missionserfüllung auf Systemebene
liegt. Kang u. a. (2010) haben ein Bewertungssystem für die kamerabasierte Objekterken-
nung entwickelt, welches sich aus einer Datenbank und Bewertungsmetriken zusammen-
setzt. Dadurch können verschiedene Algorithmen in einem Benchmarking miteinander
verglichen werden. Dabei beurteilen die verwendeten Metriken nur die Klassifikationsper-
formance. In einem ähnlichen Kontext haben Godil u. a. (2010) ein Benchmarking System
für die Wiedererkennung von 3D Konturen (engl. 3D Shape Retrieval) entwickelt. Hierbei
wird die Klassifikationsperformance als Grundlage des Vergleiches herangezogen. Ebenso
in einem Benchmarking Kontext haben Creed u. a. (2012) ein Werkzeug für die Bewer-
tung der von Robotern erstellten zweidimensionalen Karten entwickelt. Dabei werden die
Referenzkarte und die zu bewertende Karte benötigt, um aus deren Vergleich eine Metrik
zu generieren, die für die Bewertung der Konsistenz und Genauigkeit dient. Im Rahmen
eines Wettbewerbs (2011 Solutions in Perception Challenge) haben Marvel u. a. (2012a)
4Brahmi (2010) stellt bei der Analyse des LRR3 Radarsensors von Robert Bosch GmbH (2010)) eine
Messgenauigkeit des radialen Abstands im Bereich 5 cm bis 10 cm fest.
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ein Evaluierungssystem entwickelt, um die teilnehmenden Teams basierend auf der Leis-
tungsfähigkeit ihrer Algorithmen zu beurteilen. Dabei werden die Messgenauigkeit und
die Objekterkennungsrate6 als Grundlage für die Bewertung herangezogen. Während die
Messgenauigkeit durch den Vergleich der vom jeweiligen Algorithmus bestimmten Ob-
jektposition und Lager mit der durch einen mechanischen Aufbau eingestellten Position
und Lager erfolgt, wird die Objekterkennungsrate durch Vergleich des Erkennungsergeb-
nisses mit dem Vorwissen über den Versuchsaufbau bestimmt. Kopp u. a. (2010) haben
ein Ultra-Breitband-basiertes (engl. UWB: Ultra-wideband) Lokalisierungssystem entwi-
ckelt, um die 3D-Position eines Objekts, welches mit vier stationären Funkgeräten kom-
muniziert, zu bestimmen. Für die Bewertung dieses Systems wurde ein Referenzsystem
herangezogen, welches im Artikel nicht beschrieben wurde. Dabei wird angenommen, dass
die Messunsicherheit7 5mm beträgt. Als Metrik für die Bewertung der Messgenauigkeit
wurden der maximale und mittlere Fehler sowie die Streuung um den Mittelwert heran-
gezogen.
Für die Bewertung der Fußgängererkennung für die autonome Roboternavigation haben
Shackleford u. a. (2010) ein Verfahren entwickelt, um die Sollposition zu generieren. Dafür
werden verschiedene Lidar Sensoren und ein Detektions- und Verfolgungsalgorithmus ver-
wendet. Für die Validierung dieses Systems wird ein weiteres Lidarbasiertes System her-
angezogen, dessen Eigenschaften nicht ausreichend beschrieben wurden. Analog zu diesem
Verfahren haben Chang u. a. (2010) ein Verfahren für die Bewertung einer kamerabasier-
ten Poseschätzung (6 DoF) statischer Objekte entwickelt. Dabei kann die Bewertung mit
oder ohne Referenzdaten erfolgen. Während bei der Verwendung der Referenzdaten, die
aus einem Lasertracker stammen, die systematischen und stochastischen Fehler ermittelt
werden, beschränkt sich die Bewertung ohne Referenzdaten auf die Messwiederholbarkeit
in Form einer Streuung um den Mittelwert. Ebenso mit dem Ziel, die Poseschätzung sta-
tischer Objekte zu bewerten, haben Marvel u. a. (2012b) zusätzlich zum Lasertracker zwei
weitere mechanische Systeme entwickelt, um ein skalierbares System für die Bewertung
zu ermöglichen. Für die Poseschätzung von bewegten Objekten haben Lau u. a. (2010) ein
um den dynamischen Fall erweitertes Verfahren im Vergleich zu Chang u. a. (2010) ent-
wickelt. Hierfür werden die Referenzdaten dadurch generiert, dass ein Objekt ausgehend
von einer bekannten Position und Lage entlang einer vordefinierten Trajektorie bewegt
wird. Das Vergleichsergebnis der Poseschätzung des Lasertrackers mit den Referenzda-
ten wird anschließend für die Kalibrierung des Messsystems herangezogen, um dessen
Messgenauigkeit im dynamischen Fall zu erhöhen.
Zusammenfassung
Obwohl das Ziel dieser Forschungsaktivitäten einheitliche Evaluationsmethoden zu entwi-
ckeln und durchzusetzen war, kann angemerkt werden, dass viele Methoden und Werkzeu-
6Im Sinne von richtigen und falschen Erkennungen.
7Es wurde auch nicht spezifiziert, welche Kenngröße dafür verwendet wird.
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ge anwendungsspezifisch sind. Zudem wurden überwiegend Arbeiten für die Evaluation
des kompletten intelligenten Systems auf Entscheidungs- und Handlungsebene durchge-
führt und weniger auf der Ebene der Umfelderfassung. Selbst aus den wenigen Arbeiten,
die sich mit der Bewertung der Umfeldwahrnehmung beschäftigt haben, konnten keine
allgemeingültigen Konzepte erkannt werden, die sich auf die Bewertung der Umfeldwahr-
nehmung für Fahrerassistenzsysteme übertragen lassen. Darüber hinaus wurden diese Ar-
beiten und Aktivitäten um das Thema Performance Metrics for Intelligent Systems nicht
fortgesetzt, sodass seit dem Jahr 2012 keine weiteren Publikationen in diesem Rahmen
erschienen sind.
2.2 Stand der Technik für die Evaluation der
FAS-Umfeldwahrnehmung
Nachdem auf den Stand der Technik in angrenzenden Disziplinen, am Beispiel des National
Institute of Standards and Technology, eingegangen wurde, wird nachfolgend der Stand
der Technik der Evaluation der Umfeldwahrnehmung analysiert. Dabei werden die rele-
vanten Arbeiten in die vier Kategorien: Deutsche Förderprojekte, industrielle Forschung
und Forschungsarbeiten an deutschen Universitäten sowie Benchmarking-Datensätze ein-
geteilt.
2.2.1 Bewertung der FAS-Umfeldwahrnehmung in den deutschen
Förderprojekten
INVENT8 war eine vom Bundesministerium für Bildung und Forschung geförderte For-
schungsinitiative mit dem Ziel, die Verkehrssicherheit und den Verkehrskomfort zu er-
höhen. Das Projekt Fahrumgebungserfassung und Interpretation (FUE) als Teil dieser
Forschungsinitiative widmete ein Arbeitspaket der Validierung der Fahrumgebungserfas-
sung und Interpretation. Dabei wurde das Konzept eines umfassenden Umfeldmodells
eingeführt, welches erlaubt, die multisensorielle Umgebungserfassung von den Funktionen
und Applikationen zu entkoppeln.
Bei der Evaluation der einzelnen Sensoren werden die angegebenen Spezifikationen9 als
Grundlage genommen und die gemessene Leistung entsprechend beurteilt. Nachteil dieser
Annahme ist die Tatsache, dass oftmals die angegebenen Spezifikationen der Sensoren
entweder nicht realistisch sind oder nur bei bestimmten Bedingungen gelten.
Des Weiteren wird bei der Validierung zwischen der Online-Visualisierung und der Oine-
Validierung10 unterschieden. Die Online-Visualisierung basiert auf der subjektiven Beur-
8INVENT - INtelligenter VErkehr und Nutzergerechte Technik INVENT-Konsortium (2001).
9Angaben vom Sensorhersteller.
10Diese Begriffe wurden im Ergebnisbericht verwendet von INVENT (2005).
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teilung des Systems durch den Entwickler oder den Tester. Aufgrund fehlender Objek-
tivität kann diese Variante für eine sorgfältige Evaluation keinen großen Beitrag leisten,
obwohl sie an einigen Stellen hilft, Probleme schnell zu identifizieren.
Bei der Oine-Validierung werden Daten aus realen Messfahrten und vordefinierten Sze-
narien gesammelt und analysiert. Für die Erzeugung der Referenzdaten wird jedoch ein
manuelles Markieren der Objekte verwendet, was Qualitätseinbußen der Referenzdaten
zur Folge haben kann.
Obwohl in diesem Projekt die Evaluation der Umfelderfassung als eigenständiges FAS-
Teilsystem im Vordergrund stand, war darin kein systematisches Vorgehen bei der Ent-
wicklung, Validierung und Anwendung der Evaluationsmethoden zu erkennen.
Die Forschungsinitiative Ko-FAS11 hatte als Ziel, mithilfe von kooperativen Systemen
wesentliche Beiträge zur Steigerung der Verkehrssicherheit zu leisten. Das Teilprojekt
Ko-PER (Kooperative Perzeption) strebte eine Erweiterung der fahrzeuglokalen Umfel-
derfassung um Umfeldinformationen weiterer Netzwerkteilnehmer (Infrastruktur und Ver-
kehrsteilnehmer) an, um eine vollständige Erfassung der Fahrumgebung zu ermöglichen.
Die wichtigsten Voraussetzungen für die fahrzeugübergreifende Umfelderfassung sind zum
einen die genaue Fahrzeug-Eigenlokalisierung und zum anderen die zuverlässige fahrzeug-
lokale Umfeldwahrnehmung.
Die Eigenlokalisierung erfolgte in diesem Projekt mithilfe von digitalen Karten und sa-
tellitenbasierter Positionsbestimmung des Fahrzeugs. Diese Lokalisierungsmethode wurde
von einer landmarkenbasierten Lokalisierung mittels Lidar- und Kamerasystemen unter-
stützt. Gleichzeitig wurden weitere Lokalisierungsansätze untersucht, die auf kooperativen
Sensoren (Ko-TAG12) und kooperativen satellitenbasierten Positionierung beruhen. Für
die Bewertung der Leistungsfähigkeit der einzelnen Eigenlokalisierungsansätze wurden
INS/DGPS-basierte Vergleichssysteme herangezogen, deren Qualität jedoch nicht infrage
gestellt und validiert wurde.
Neben der Qualität der Fahrzeug-Eigenlokalisierung trägt die Qualität der fahrzeugloka-
len Umfeldwahrnehmung entscheidend zur Leistungsfähigkeit der fahrzeugübergreifenden
Umfelderfassung bei. Aus diesem Grund muss die Qualität der Umfelderfassung sowohl
lokal als auch fahrzeugübergreifend als Fusion der einzelnen Umfelderfassungsergebnisse
evaluiert werden. Im Rahmen dieses Teilprojekts wurde jedoch überwiegend die fahr-
zeugübergreifende Umfelderfassung mithilfe eines INS/DGPS-basierten Systems auf die
Lokalisierungsgenauigkeit untersucht. Auch hier wurde die Qualität dieses Vergleichssys-
tems nicht untersucht und validiert.
Das Teilprojekt Ko-KOMP (Kooperative Komponenten) beschäftigte sich mit der Ent-
wicklung und Umsetzung spezieller Test- und Validierungsmethoden, um den Nutzen von
kooperativen Fahrzeugsicherheitssystemen zu erforschen. Hierfür wurden nicht-destruktive
Testmethoden (vgl. Schulte (2013)) entwickelt, um die Funktionen ISA (Intersection As-
11Kooperative Sensorik und kooperative Perzeption für die Präventive Sicherheit im Straßenverkehr Ko-
FAS Konsortium (2009).
12Ko-TAG: Kooperative Transponder, Teilprojekt von Ko-FAS.
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sist), RCTA (Rear Cross Traffic Alert), FCW (Forward Collision Warning) und EBA
(Emergency Brake Assist) zu bewerten. Diese Methoden beschränkten sich jedoch nur
auf die Assistenzfunktionen als Komplettsystem und behandelten somit die Umfelder-
fassung nicht als eigenständigen Untersuchungsgegenstand. Darüber hinaus wurden die
verwendeten Methoden und Werkzeuge nicht infrage gestellt, um die Aussagekraft der
Bewertungsergebnissen zu gewährleisten.
Zusammenfassend lässt sich feststellen, dass die Ko-FAS-Forschungsinitiative auf die Be-
wertung der Ergebnisse der einzelnen umfelderfassungsbezogenen Teilprojekte großen
Wert gelegt hat. Jedoch wurden die verwendeten Bewertungssysteme und -methoden an
sich nicht untersucht und validiert. Vielmehr haben die Teilprojekte auf bereits vorhan-
dene Validierungsmethoden (hauptsächlich INS/DGPS Systeme) zurückgegriffen und die
Messgenauigkeit als einzigen Vertreter der Umfelderfassungsqualität für die Bewertung
herangezogen.
Das aktuell laufende und vom Bundesministerium für Wirtschaft und Energie (BMWi)
geförderte Verbundprojekt PEGASUS13 hat als Ziel, die wesentlichen Lücken im Bereich
des Testens bis hin zur Freigabe hochautomatisierter Fahrfunktionen zu schließen. Dieses
Projekt setzt sich aus vier Teilprojekten zusammen (Szenarienanalyse und Qualitätsma-
ße, Umsetzungsprozesse, Testen und Ergebnisreflektion und Einbettung). In keinem dieser
Teilprojekte wird allerdings der Bewertung der Umfeldwahrnehmung als einem eigenstän-
digen Teilsystem ein dediziertes Arbeitspaket gewidmet14.
Auch das bilaterale Forschungsprojekt15 zwischen der Continental AG und der TU Darm-
stadt PRORETA hat die Thematik der Bewertung der Umfeldwahrnehmung als einem
unabhängigen Untersuchungsgegenstand nicht adressiert.
2.2.2 Bewertung der FAS-Umfeldwahrnehmung in der
industriellen Forschung und Entwicklung
Bewertung von Fahrerassistenzsystemen mittels der Vehicle in the
Loop-Simulation
Wie an dem Titel seiner Dissertation zu erkennen ist, präsentiert Bock (2008) das Vehicle-
in-the-Loop (VIL) System als Mittel für die Bewertung von Fahrerassistenzsystemen. Das
VIL-Konzept verbindet das reale Fahrzeug mit dem virtuellen Umfeld, sodass die kun-
denerlebbaren FAS-Funktionen auf eine simulierte Verkehrsumgebung reagieren können
und somit eine Funktionserprobung von Fahrerassistenzsystemen direkt in einem Fahr-
zeug auf nicht-öffentlichen Straßen ermöglicht wird. Die simulierte Umgebung wird dem
13PEGASUS (2017).
14Diese Aussage basiert auf der Beschreibung der Teilprojekte sowie den auf Pegasus-publications ver-
fügbarer Veröffentlichungen am 04.02.2018.
15PRORETA 1 (2002) bis 4 (seit 2015) (PRORETA (2017)).
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Fahrer mithilfe einer speziellen Videobrille Optical see through Head Mounted Display
während der Fahrt auf einer realen Strecke eingeblendet. Die reale Umgebung (zum Bei-
spiel Fahrbahn, Straßenbebauung) bleibt somit während der Fahrt sichtbar.
Dieses Konzept hatte als Ziel, die FAS-Funktionen in ihrer Gesamtheit zu bewerten, und
erlaubt somit keine Bewertung der einzelnen Teilsysteme einer FAS-Funktion gemäß der
von Winner & Wolf (2009) vorgeschlagenen Unterteilung. Darüber hinaus wird bei dieser
Lösung die reale Umfelderfassung durch die Verwendung von Sensorsimulationsmodellen
überbrückt. Aus diesem Grund kann dieses Konzept keine Aussage über die Güte der
Umfeldwahrnehmung als Teil einer FAS-Funktion liefern.
Starke & Hänsel (2011) und Berg (2014) haben Beiträge zur Weiterentwicklung des ur-
sprünglichen Vehicle-in-the-loop-Konzepts von Bock (2008) geleistet. Diese Weiterent-
wicklungen beschränkt sich aber auf die Mensch-Maschine-Schnittstelle und beschäftigten
sich nicht mit dem Teilsystemsystem der simulierten Umfelderfassung.
Tracking von Verkehrsteilnehmern im Kontext von Multisensorsystemen
Lindl (2009) stellt Methoden und Werkzeuge vor, um die Umfelderfassung zu bewerten.
Dabei wird eine semi-automatische Generierung der Referenzdaten mithilfe eines Kame-
rasystems verwendet, bei der Objekte aus einem Kamerabild zu diskreten Zeitpunkten
(Keyframes) manuell markiert und die Zustandsgrößen dazwischen automatisch inter-
poliert werden (vgl. Tatschke u. a. (2007)). Nachteile dieses Verfahrens sind zum einen
die Verwendung der aus dem originären Wahrnehmungsprozess stammenden Sensorda-
ten als Vergleichsbasis und zum anderen die Ungenauigkeiten der manuellen Markierung.
Zusätzlich wird dedizierte Sensorik, die auf INS/DGPS basiert, für die Erzeugung der
Referenzdaten verwendet, um die Ergebnisse der Umfelderfassung zu bewerten. Die Be-
wertung erfolgt zunächst mithilfe von speziell dafür entwickelten Metriken, die die Güte
der Klassifikation und die Messgenauigkeit beschreiben. In dieser Arbeit wurden die Fra-
gestellungen nach den Anforderungen an die dedizierte Referenzsensorik und nach deren
Validierung nicht adressiert.
Bewertung von kamerabasierten Fußgängererkennungssystemen
Smith u. a. (2011) haben sich mit der Evaluation der Fußgängererkennungsleistung von
nah- und infrarotbasierten Nachtsichtsystemen beschäftigt. Aufgrund der komplementä-
ren Eigenschaften dieser beiden Technologien (nah- und ferninfrarot) und der situations-
abhängigen Stärken und Schwächen, wurde die Idee des einfachen Vergleichs als nicht
zielführend erachtet. Stattdessen wurden Referenzdaten erzeugt, um dagegen die Mess-
ergebnisse beider Systeme zu vergleichen. Darüber hinaus wurde ein Fusionssystem aus
beiden Teilsystemen mithilfe der Referenzdaten bewertet, die durch ein manuelles Mar-
kieren der Fußgänger im Kamerabild gewonnen werden.
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Durch das hier verwendete Verfahren können aber nur Informationen über das Vorhan-
densein eines Fußgängers und nicht über die genaue Position und Dynamik des erkannten
Fußgängers gewonnen werden. Somit ist dieses Verfahren nur für die Ermittlung der False
Positive, False Negative sowie True Positive Raten gut geeignet, welche für informierende
und warnende FAS-Funktionen unter Umständen ausreichend sind. Im Gegensatz dazu
ist für aktiv eingreifende Fahrerassistenzsysteme die Bewertung der Positions- und Dy-
namikdaten relevanter Fußgänger unabdingbar. Ein ähnlicher Ansatz bei der Bewertung
der Erkennung beweglicher Objekte mithilfe eines PMD-Sensors (Photonic Mixer Device)
wurde von Kastner u. a. (2011) verwendet16. Neben den bereits erwähnten Limitierungen
dieses Ansatzes wird eine Monokamera für die Erzeugung der Referenzdaten verwendet,
die die Szene aus einem anderen Blickwinkel als der zu bewertende Sensor erfasst.
Keller u. a. (2011) hatten als Ziel, die Vorteile der stereokamerabasierten Fußgängerer-
kennung im Vergleich zur monokamerabasierten Variante zu quantifizieren. Dazu wurde
ebenfalls ein manuelles Markieren der Kamerabilder für die Erzeugung der Ground-Truth
Informationen verwendet. Die Entfernung der erkannten Fußgänger wird im Vergleich zur
der von Smith u. a. (2011) verwendeten Methode durch ein präziseres Markieren der Form
(engl. shape labeling) ermittelt. Die somit gesammelten Mess- und Referenzdaten wurden
im Rahmen des Daimler Stereo-Vision Pedestrian Detection Benchmark-Projekts17 frei
zugänglich gemacht, um verschiedene Fußgängererkennungssysteme mit einheitlichen Re-
ferenzdaten bewerten zu können. Ähnlich wie bei Enzweiler & Gavrila (2009) lag bei
Keller u. a. (2011) auch der Fokus auf der Bewertung der Erkennungsrate als Metrik für
Leistungsfähigkeit des zu untersuchenden Systems. Für aktiv eingreifende FAS-Systeme
ist neben einer hohen Erkennungsrate auch die Messgenauigkeit sehr entscheidend und
muss quantitativ bewertet werden.
Lidarbasierte Referenzsysteme
Klandt & Radimirsch (2011) beschreiben ein Referenzsystem, das auf dem 3D-Lidar
Velodyne-HDL-64E (Velodyne, Inc. (2013)) basiert und für die Bewertung der Erkennung
von Parklücken herangezogen wird. Der verwendete Referenzsensor liefert 3D-Punktwolken,
die hauptsächlich Abstandsinformationen über Umgebungsobjekte beinhalten, die sich im
360◦-Fahrzeugumfeld18 und in einer Reichweite von bis zu 120m befinden.
Aufgrund der Fähigkeit dieses Systems, gleichzeitig die Eigenbewegung des Fahrzeugs zu
schätzen und Parklücken zu vermessen, kann es für die Bewertung der Fahrzeugodome-
trie, die während eines Parkmanövers wesentlich ist, und für die Bewertung der Erkennung
von Parklücken durch Ultraschall-Sensoren herangezogen werden. Die Einschränkungen
16Anwendbar für 3D-Tiefensensoren: Stereokamera, time-of-flight und 3D-Lidar
17Vgl. Enzweiler & Gavrila (2009).
18Ursprünglich hat der Sensor bedingt durch die Anordnung der Laserstrahlen einen Blindbereich in
unmittelbarer Nähe des Fahrzeugs, dieser lässt sich aber mithilfe von Trackingsansätzen künstlich
abdecken.
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(a) Velodyne-64E (b) Erkannte Parklücke
Abbildung 2.1: Referenzsensor (Velodyne, Inc. (2013)) für die Parklückenerkennung
(Klandt & Radimirsch (2011))
dieses Systems bestehen hauptsächlich in der niedrigen Messrate (max. 15Hz) und in der
messprinzipbedingten Begrenzung der erreichbaren Genauigkeit der Dynamikmessgrößen.
Die Geschwindigkeit und die Beschleunigung der erkannten Objekte können prinzipiell
nur durch zeitliche Ableitung der direkten Abstandsmessgrößen gewonnen werden.
Der Kern dieses Systems, der Velodyne-Lidar, wurde in zahlreichen Projekten für das au-
tonome Fahren eingesetzt. Laut Morgan Hill (2007) verwendeten fünf der sechs Finalisten,
die die DARPA Urban Challenge erfolgreich abgeschlossen haben, den Velodyne-Sensor.
Im Projekt Stadtpilot (2011), welches in Zusammenarbeit der TU Braunschweig und dem
deutschen Zentrum für Luft- und Raumfahrt durchgeführt wurde, wird dieser Sensor für
die Unterstützung der Umfelderfassung verwendet. Wünsche (2008) beschreibt ebenfalls
die Verwendung des Velodyne-Sensors für die autonome Navigation eines Forschungsfahr-
zeugs. Die Weiterentwicklung des Velodyne-Sensor-basierten Systems in Richtung eines
Referenzsystems für die Umfelderfassung wird nach Wünsche (2008) angestrebt.
Basierend auf dem gleichem Sensor haben Yu u. a. (2014) ein belegungskartenbasiertes
Umfeldwahrnehmungssystem entwickelt, welches als Referenzsystem (Ground-Truth) prä-
sentiert wird. Dieses System nutzt die Messdaten des Velodyne-Sensors für die Erstellung
einer Belegungskarte mithilfe von Ansätzen der Evidenztheorie19. Diese Ansätze werden
auch für die herkömmlichen Umfeldwahrnehmungssysteme herangezogen (wie zum Bei-
spiel von Steinmeyer (2014)). Auch in dieser Arbeit wurde die Qualität des entwickelten
Systems nicht quantifiziert und validiert. Des Weiteren wurden keine Anforderungen an
das Referenzsystem gestellt.
Ponte Müller u. a. (2013) präsentieren ein Lidarbasiertes Referenzsystem, bei dem der Re-
ferenzsensor20 auf der gleichen Art und Weise wie die zu bewertende Sensoren im Frontbe-
reich des Fahrzeugs montiert wird. Dieser verfügt über eine eingebettete Objektbildung,
sodass als Rechteck modellierte Objekte direkt ausgegeben und zum Vergleich mit den zu
bewertenden Sensoren herangezogen werden können.
19Eine Einführung in die Evidenztheorie (Dempster-Shafer) geben Beierle & Kern-Isberner (2006).
20Der SICK LD-MRS4 von SICK AG (2016).
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Bei der Evaluierung dieses Systems haben Ponte Müller u. a. (2013) Limitierungen hin-
sichtlich der Messgenauigkeit festgestellt, die den Einsatz dieses Systems auf bestimmte
Szenarien einschränken. Außerdem wurden bei dieser Arbeit die Anforderungen an das
Referenzsystem nicht hergeleitet. Stattdessen wurde ausgehend vom Stand der Technik
versucht, existierende Ansätze zu identifizieren und daraus resultierend einen alternativen
Ansatz zu entwickeln. Zudem wurde von Ponte Müller u. a. (2013) auf den Einsatz dieses
Referenzsystems in einer metrikbasierten Bewertung nicht eingegangen.
Kamerabasierte Referenzsysteme für Fahrerassistenzsysteme
Mählisch u. a. (2014) präsentieren ein kamerabasiertes Referenzsystem für die Bewertung
der Umfeldwahrnehmung für automatisiertes Parken. Dabei erfasst ein Kamerasystem die
für das automatisierte Parken relevante Umgebung aus der Vogelperspektive. Die Patent-
anmeldung (Mählisch u. a. (2016)) beschreibt dieses Verfahren in allgemeingültiger Form
und ohne direkten Bezug zu bestimmten Anwendungen. Das Hauptaugenmerk dieses Pa-
tents liegt auf der Generierung der für die Bewertung der Umfeldwahrnehmung heran-
gezogenen Daten. Hierfür erfasst eine Kamera die Umgebung aus der Vogelperspektive.
Dabei kann die Kamera stationär, montiert an unbeweglichen Bauwerken wie zum Beispiel
Brücken, Gebäude, Türme etc., oder mobil, montiert an einem beweglichen Bauwerk oder
einem Flugobjekt, sein (vgl. Mählisch u. a. (2016)). Mit speziell an den relevanten Fahr-
zeugen (oder Objekten) angebrachten Marken werden zum einen die relevanten Objekte
erkannt und zum anderen die Positionen der erkannten Objekte relativ zum Egofahr-
zeug ermittelt. Die Hauptmotivation dieses Verfahrens ist die Senkung des Aufwands bei
der Generierung der Referenzdaten. Die Anforderungen, die ein Referenzsystem für die
Umfeldwahrnehmung erfüllen soll, die Problematik der Validierung solcher Systeme und
deren Einsatz in einer metrikbasierten Bewertung wurden nicht oder nicht ausreichend
behandelt.
Krajewski u. a. (2018) haben ein System für die Erfassung von Verkehrsteilnehmern, Ver-
kehrszeichen und Fahrstreifenmarkierungen auf bestimmten Abschnitten der deutschen
Autobahn entwickelt, welches auf einer an einem Flugkörper montierten Kamera basiert.
Wahrend die Erkennung der bewegten Verkehrsteilnehmer mithilfe von Computer-Vision-
Algorithmen erfolgt, werden die Verkehrszeichen und Fahrstreifenmarkierungen manu-
ell markiert und extrahiert. In einem Nachbearbeitungsschritt werden die Position, Ge-
schwindigkeit und Beschleunigung der erkannten Objekte durch eine Vorwärts-Rückwärts-
Filterung berechnet, um den zeitlichen Verlauf dieser Größen zu bestimmen und bestimm-
te Fahrmanöver (wie z.B. Spurwechsel) zu erkennen. Die somit erzeugten Daten werden als
Datensatz von 45000 km (highD) kommerziell zur Verfügung gestellt und können für die
Analyse der Fahrmanöverhäufigkeit auf der Autobahn herangezogen werden. Die Verwen-
dung solcher Daten für die Bewertung der FAS-Umfeldwahrnehmung ist nicht möglich,
weil das zu bewertende System nicht zum Einsatz kommt und somit kein Vergleich mög-
lich ist. Um diese Methode für die Bewertung der FAS-Umfeldwahrnehmung verwenden
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zu können, muss einer der Verkehrsteilnehmer, die vom mobilen Kamerasystem erfasst
werden, mit dem zu bewertenden Umfeldwahrnehmungssystem ausgestattet sein.
2.2.3 Bewertung der FAS-Umfeldwahrnehmung in den
Forschungsarbeiten an deutschen Universitäten
Filtersynthese zur simultanen Minimierung von Existenz-, Assoziations- und
Zustandsunsicherheiten in der Fahrzeugumfelderfassung mit heterogenen
Sensordaten
Mählisch (2009) entwickelte ein Verfahren zur gleichzeitigen Behandlung der Objektdetek-
tion, Datenassoziation und Zustandsschätzung für die Umfelderfassung, was eine simul-
tane Schätzung der Existenz-, Assoziations- und Zustandsunsicherheiten ermöglicht. Für
die Bewertung der Detektionsleistung des entwickelten Algorithmus wurde ein manuelles
Markieren (engl. Labeling) der Objekte einzelner Kamerabilder im Rahmen einer ROC-
Analyse (engl. Receiver Operating Characteristics21) herangezogen. Zur Assoziation der
detektierten Objekte mit den Referenzmarkierungen wurden Deckungs- und Abstands-
kriterien verwendet. Obwohl diese Methode mehrere Vorteile aufweist, können durch das
manuelle Markieren keine hochgenauen Referenzdaten gewonnen werden, da zum einen
die ursprünglichen Daten aus dem zu bewertenden System stammen und zum anderen
das manuelle Markieren fehleranfällig ist.
Darüber hinaus verwendet Mählisch (2009) ein INS/DGPS-basiertes Referenzsystem, um
das Messrauschen der für die Eigenbewegungsschätzung verwendeten Raddrehzahl- und
Gierratensensoren zu modellieren. Ziel der Verwendung des Referenzsystems in dieser
Arbeit war nicht die Bewertung der Umfelderfassung, sondern die Modellierung der Fahr-
zeugdynamiksensoren.
Mählisch (2009) präsentierte ebenfalls ein Verfahren, um die Konsistenz für Filterver-
fahren mit gewichteten Innovationen analog zum NIS-Test (engl. Normalized Innovation
Squared) zu überprüfen. Die Ergebnisse dieser Untersuchung werden aber für die Op-
timierung der Filterparameter (Mess- und Prozessrauschenmatrizen) und nicht für die
Bewertung der Umfelderfassungsalgorithmen herangezogen.
Universität der Bundeswehr München : Institut für Technik Autonomer
Systeme
Zahlreiche Arbeiten zum Thema autonomes Fahren wurden durch die Forschungsgruppe
Technik Autonomer Systeme der Universität der Bundeswehr München im Rahmen des
Projektes CoTeSys (Cognition for Technical Systems) durchgeführt. Das Forschungs-
fahrzeug MuCAR-3 (beschrieben von Himmelsbach u. a. (2009)) verwendet verschiedene
21Abhängigkeit zwischen Richtig-Positiv-Rate und Falsch-Positiv-Rate (vgl. Lohninger (2012)).
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Wahrnehmungssysteme und Ansätze, um das autonome Fahren in unstrukturierten Um-
gebungen zu erproben.
Fries &Wünsche (2014) entwickelten ein monokamerabasiertes Wahrnehmungssystem, um
eine autonome Kolonnenverfolgung in einer unstrukturierten Umgebung zu ermöglichen.
Die Bewertung dieses Wahrnehmungssystems wurde mithilfe eines INS/DGPS-basierten
Referenzsystems durchgeführt, indem die gemessenen relativen Positions- und Dynamik-
daten des Zielfahrzeugs mit denen des Referenzsystems verglichen wurden.
Das hierfür verwendete Referenzsystem wurde nicht kritisch beurteilt und validiert. Dar-
über hinaus wurden für die Bewertung der für die Objekterkennung verwendeten Klas-
sifikatoren synthetische Kameradaten im Rahmen einer ROC-Analyse (engl. Receiver
Operating Characteristics22) herangezogen. Diese Bewertung diente zum Vergleich ver-
schiedener Klassifikationsalgorithmen miteinander, jedoch nicht zur Bewertung der abso-
luten Qualität einzelner Algorithmen im Vergleich zu einem Referenzsystem. Dies liegt
daran, dass die synthetischen Kameradaten für diesen Zweck nicht besonders geeignet
sind.
Im gleichen Projekt wurde ebenfalls ein lidarbasiertes Umfeldwahrnehmungssystem auf
Basis des Velodyne-HDL-64E-Sensors entwickelt. Dieses System, beschrieben von Him-
melsbach u. a. (2008), wurde dadurch bewertet, dass die Trajektorie des Egofahrzeugs mit
der des Zielfahrzeugs verglichen wurde (vgl. Müller u. a. (2009)). Hierfür wurden beide
Fahrzeuge mit INS/DGPS Systemen ausgestattet. Problematisch bei dieser Bewertungs-
methode ist die fehlende Trennung zwischen dem Wahrnehmungs-, Trajektorienplanungs-
und Fahrzeugführungsteil, sodass eine Bewertung des eigenständigen Wahrnehmungssys-
tems nicht möglich war.
Ruprecht-Karls-Universität Heidelberg: HCI Heidelberg Collaboratory for Image
Processing
Kondermann (2013) und Meister (2014) gehen bei der Thematik der Erzeugung und Ver-
wendung der Referenzdaten für die Bewertung des maschinellen Sehens und der Bildver-
arbeitung im Vergleich zum Stand der Literatur systematisch vor. Die Unabdingbarkeit
der Referenzdaten für die Bewertung der Umfeldwahrnehmungssysteme wird deutlich als
These formuliert. Dabei bezeichnet der Begriff Referenzdaten nicht zwingend die Re-
ferenzdaten, sondern die Daten oder die Erkenntnisse, die für die Evaluation der zu be-
wertenden Systeme herangezogen werden. Daraus resultierend werden drei Arten von
Referenzdaten identifiziert:
• Referenzdaten ohne Ground-Truth: Bei dieser Variante werden Messdaten des
zu bewertenden Systems gesammelt und ohne jegliche Ground-Truth Information
händisch analysiert und von Experten qualitativ beurteilt. Diese Methode ist für
den Machbarkeitsnachweis geeignet, jedoch nicht für die quantitative und objektive
22Abhängigkeit zwischen Richtig-Positiv-Rate und Falsch-Positiv-Rate (Vgl. Lohninger (2012)).
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Bewertung eines Systems.
• Referenzdaten mit schwacher Ground-Truth (weak Ground-Truth): In die-
ser Kategorie unterscheidet Kondermann (2013) zwischen zwei Ansätzen, dem More
Data-Ansatz (engl. More Data Approach) und dem Labeling-Ansatz (engl. Anno-
tations and semiautomatic Ground-Truth). Während beim More Data-Ansatz die
gleichen Algorithmen auf besserer und teurer Hardware getestet und somit Re-
ferenzdaten gesammelt werden23, werden beim Labeling-Ansatz die gesammelten
Messdaten des zu bewertenden Systems angereichert, indem sie händisch markiert
und um diskrete Ground-Truth Informationen erweitert werden.
• Referenzdaten mit Ground-Truth: Auch hier identifiziert Kondermann (2013)
zwei Methoden, um Referenzdaten zu erzeugen. Die erste Methode besteht darin,
hochgenaue Referenzsysteme zu verwenden, die in der Lage sind, Referenzdaten
für das zu bewertende System zu liefern. Im Bereich des maschinellen Sehens und
der Bildverarbeitung sind hochgenaue 3D-Lidar ein etablierter Vertreter dieser Re-
ferenzsysteme. Alternativ können die Referenzdaten synthetisch erzeugt werden,
indem künstliche Bilder generiert und in das zu bewertenden System eingespeist
werden.
Meister u. a. (2012) verwenden ein stereokamerabasiertes Referenzsystem für die Bewer-
tung kamerabasierter Umfeldwahrnehmungssysteme. Um die Leistung verschiedener Al-
gorithmen bei unterschiedlichen Umweltbedingungen jedoch in den gleichen Szenen und
Umgebungen bewerten zu können, erfolgt die Aufnahme der Messdaten mithilfe eines
INS/DGPS-Systems24 positionsgetriggert. Dieses wird zugleich für die Eigenbewegungs-
und Positionsschätzung des Kamerasystems herangezogen. Meister u. a. (2012) legen den
Fokus auf die Erzeugung der Referenzdaten und weniger auf deren Verwendung für die
Bewertung der Umfeldwahrnehmungssysteme.
Technische Universität Braunschweig: Institut für Verkehrssicherheit und
Automatisierungstechnik
Wegener (2013) beschäftigte sich mit der metrologischen Qualität der Fahrzeugortung.
Dabei wurde die Eignung des GUM25-Verfahrens für die Bewertung der Messqualität
satellitenbasierter Fahrzeugortungssysteme untersucht. Das GUM-Verfahren ist insbeson-
dere für die Ermittlung zeitinvarianter Messgrößen unter Laborbedingungen geeignet und
müsste somit um den dynamischen Fall, bei dem zeitvariante Messgrößen von Interesse
sind, erweitert werden. Die Grundbegriffe der Metrologie wurden angesichts der Fahr-
zeugortung eingeführt, um eine Grundlage für ein gemeinsames Verständnis zu schaffen.
23Beispiele dafür sind Middlebury benchmarks (vgl. Baker u. a. (2011)) und Kinect-Fusion Systeme (vgl.
Izadi u. a. (2011)).
24NAV440 der Firma Crossbow (2013).
25Guide to the Expression of Uncertainty in Measurement gemäß JCGM-100 (2008).
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Darüber hinaus wurden Anforderungen an Referenzsysteme für die Fahrzeugortung her-
geleitet.
Für die Anwendung des GUM-Verfahrens auf die Fahrzeugortung wurde ein Referenz-
system entwickelt, bei dem ein Fahrzeug entlang einer mit Permanentmagneten ausge-
statteten Strecke automatisch längs- und quergeführt wird. Aufgrund der Kenntnis der
absoluten Positionen dieser Magneten kann während der Durchfahrt des Testfahrzeugs
und mithilfe von zusätzlichen Messsystemen26 die Sollposition der GPS-Antenne berech-
net und somit die Qualität der Fahrzeugortung bewertet werden. Die Limitierungen die-
ses Systems bestehen in der begrenzten Fahrzeugmaximalgeschwindigkeit (max. 30 km/h)
und der Beschränkung der Testfahrten auf die speziell entwickelte Teststrecke.
Darüber hinaus entwickelte Wegener (2013) ein mobiles Referenzsystem für Fahrzeugor-
tung basierend auf dem lokalen Positionsmesssystem LPM der Firma Abatec-AG (vgl.
Resch u. a. (2012)). Mithilfe dieses Systems können Objekte lokalisiert werden, indem sie
mit einem Transponder ausgestattet und ihre Sendesignale von mehreren sekundären und
einer zentralen Basisstation empfangen und ausgewertet werden. Ist die GPS-Position des
Objekts von Interesse, so müssen die Basisstationen georeferenziert werden, damit aus
den relativen Positionen auf die absoluten Referenzdaten rückgeschlossen werden kann.
Wegener (2013) hat versucht, Fragestellungen zu beantworten, die in der vorliegenden
Arbeit wiederzufinden sind, insbesondere die Anwendbarkeit der metrologischen Begriffe
und die Notwendigkeit der Herleitung der Anforderungen an die Referenzsysteme. Wäh-
rend der Fokus bei Wegener (2013) auf der Bestimmung der absoluten Fahrzeugpositionen
liegt, sind bei der vorliegenden Arbeit und der FAS-Umfelderfassung die relativen Größen
von Interesse. Wegener u. a. (2012))27 haben Anforderungen an die Referenzsysteme für
die Fahrzeugortung in einer generischen Art und Weise definiert, sodass sie sowohl für
absolut als auch für relativ messende Lokalisierungssysteme ihre Gültigkeit behalten.
2.2.4 Benchmarking-Datensätze für die Bewertung der
FAS-Umfeldwahrnehmung
Karlsruhe Institute of Technology: KITTI Vision Benchmark Suite (Geiger u. a.
(2013))
Das Ziel dieses Projekts war es, Referenzdaten zu erzeugen und Bewertungsmethoden zu
entwickeln und zur Verfügung zu stellen, um dadurch verschiedene Umfeldwahrnehmungs-
systeme (Stereo, optischer Fluss, visuelle Eigenbewegungsschätzung, Objekterkennung
und Fahrstreifenerkennung) zu bewerten. Als Plattform wurde das Forschungsfahrzeug
Annieway28 für die Erzeugung und Sammlung der Referenzdaten verwendet. Den Kern
26Lichtschranke für die Signalisierung der Durchfahrt und ein laserbasiertes System für Bestimmung der
Fahrzeugwinkellage.
27Diese ist aus einer Zusammenarbeit im Rahmen der vorliegenden Dissertation entstanden.
28Beschrieben von Kammel u. a. (2007).
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dieses Referenzsystems bilden ein INS/DGPS Lokalisierungssystem und der Velodyne-
Sensor.
Für Anwendungen, die auf dem optischen Fluss und Stereo basieren, werden die Referenz-
daten dadurch gewonnen, dass für jeden Zeitpunkt das aktuelle Bild mit weiteren Bildern
(5 vorher und 5 nachher) angereichert wird und die somit akkumulierten Punktwolken
in das Bild projiziert werden. Die mithilfe des Lokalisierungssystems gemessene Trajek-
torie wird als Referenztrajektorie für die Eigenbewegungsschätzung herangezogen. Zur
Erzeugung der Referenzdaten für die Bewertung der Objekterkennung werden Fahrzeuge
und Fußgänger manuell markiert. Ebenfalls wurden Referenzdaten für die Bewertung der
Fahrstreifenerkennung durch ein manuelles Markieren erzeugt.
Abhängig von der Anwendung wurden spezielle Bewertungsmethoden entwickelt und zur
Verfügung gestellt, um mithilfe der identischen Eingangs- und Referenzdaten verschiede-
ne Umfeldwahrnehmungssysteme metrikbasiert zu bewerten und untereinander zu ver-
gleichen. Die Bewertung der Objekterkennung basiert hauptsächlich auf der Bewertung
der Positions- und Orientierungsmessgenauigkeit durch den Vergleich der Mess- und Re-
ferenzdaten (vgl. Geiger u. a. (2012)).
Dieses Projekt adressiert die Problematik der Bewertung der FAS-Umfeldwahrnehmung
und entwickelte zahlreiche Methoden und Werkzeuge für die Erzeugung der Referenzda-
ten und deren Nutzung in einer metrikbasierten Evaluation. Jedoch wurde die Qualität
der somit erzeugten Referenzdaten nicht untersucht. Zudem wurden bei der Bewertung
der Objekterkennung die Aspekte der Objektverfolgung durch die verwendeten Metriken
nicht umfassend berücksichtigt.
CityScapes Datensatz (Cordts u. a. (2016))
Cordts u. a. (2016) haben ein Evaluationswerkzeug bestehend aus mehreren Datensätzen
und einem Benchmarking für die Bewertung von kamerabasierten Umfeldwahrnehmungs-
systemen, die die Technik der semantischen Segmentierung (engl. Semantic Segmentation)
verwenden, entwickelt. Dabei wurden die Daten in komplexen städtischen Umgebungen
durch Stereokameras aufgenommen und in einer Nachbearbeitung pixel- oder instanzwei-
se29 (vgl. Cordts u. a. (2016)) annotiert, um eine Referenz-Segmentierung zu erzeugen.
Obwohl dieses Werkzeug eine verbesserte Qualität im Vergleich zu anderen ähnlichen
Datensätzen (u.a. verglichen zu KITTI Vision Benchmark Suite (Geiger u. a. (2013)) hin-
sichtlich der Komplexität und der Diversität der Fahrumgebungen aufweist, adressiert
es nur eine Variante der Umfeldwahrnehmung, nämlich die kamerabasierte schematische
Segmentierung.
29Instanz kann vereinfacht als die aus der Szene erkannten und annotierten Elemente wie z.B. Auto oder
Straßenschild erklärt werden.
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TUBS Road User Dataset (Plachetka u. a. (2018))
Plachetka u. a. (2018) haben einen Datensatz namens TUBS Road User Dataset ba-
sierend auf dem Velodyne-HDL-64E-Sensor und vier Kameras entwickelt. Im Vergleich
zum KITTI-Datensatz wird dabei nicht nur der Frontbereich, sondern nahezu ein 360◦-
Sichtbereich abgedeckt. Hierfür werden die relevanten Umgebungsobjekte automatisch
oder manuell annotiert, wobei die manuelle Erzeugung der Ground-Truth Daten auf der
automatischen Annotation aufbaut. Dem Datensatz zugrundeliegenden Messdaten stam-
men dabei aus Messfahrten in Braunschweig-Innenstadt (vgl. IFR TU-BS (2019)).
Dieser Datensatz kann sowohl für die Bewertung30 als auch für das Anlernen (engl. trai-
ning) von Erkennungs- und Klassifikationsalgorithmen verwendet werden.
Auch in dieser Arbeit standen die Fragestellungen nach der Anforderung und der Validie-
rung von Referenzsystemen für die FAS-Umfeldwahrnehmung nicht im Vordergrund.
30Zur Zeit der Verfassung dieser Arbeit ist ein Wettbewerb auf Basis dieses Datensatzes geplant (vgl.
IFR TU-BS (2019) am 17.02.2019).
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3 Problemstellung und Zielsetzung
Das Thema der Evaluation der Umfelderfassung wurde in der Literatur nur teilweise
und an verteilten Stellen behandelt. Viele Arbeiten haben Methoden und Werkzeuge ent-
wickelt, um ihre eigenen Ergebnisse zu bewerten und zu validieren. Diese entwickelten
Methoden und Werkzeuge sind an den eigenen Bedarf angepasst und haben meistens
keinen Anspruch auf Allgemeingültigkeit und Wiederverwendbarkeit, sodass eine weite-
re Nutzung nicht ohne Weiteres möglich ist. Zudem war kein systematisches Vorgehen
zu erkennen, bei dem Anforderungen an die Evaluationsmethoden gestellt, die Evaluati-
onsmethoden validiert und die Umfelderfassung metrikbasiert objektiv bewertet werden.
Darüber hinaus wurden die Thematik der Terminologie und begriichen Definitionen und
insbesondere der Zusammenhang mit angrenzenden Disziplinen der messtechnischen Me-
trologie nicht umfassend behandelt.
Zusammenfassend lassen sich folgende offenen Themenbereiche identifizieren:
1. Terminologie und Begriffsdefinitionen: Die Thematik der Evaluation der Um-
felderfassung ist ein querschnittliches und interdisziplinäres Thema, bei dem die
begriiche Klarheit und Einheitlichkeit eine große Rolle spielt.
Die Grundlage allgemeingültiger Bewertungsmethoden kann erst geschaffen wer-
den, nachdem Begriffe anwendungsübergreifend und konsistent mit angrenzenden
Disziplinen definiert und eingeführt werden. Die Analogien und die Unterschiede
zwischen den umfelderfassungsbezogenen Begriffen und denen der messtechnischen
Metrologie müssen ebenfalls klar identifiziert werden.
2. Nicht ausreichend definierte Anforderungen: Um eine bestimmte Evaluati-
onsmethode für die Bewertung der FAS-Umfelderfassung heranzuziehen, müssen
bestimmte Anforderungen erfüllt werden, um die Zuverlässigkeit der Bewertungs-
ergebnisse zu gewährleisten. Diese Anforderungen müssen systematisch und mög-
lichst abstrakt hergeleitet und formuliert werden, um eine Allgemeingültigkeit zu
ermöglichen. Liegen solche Anforderungen vor, so kann die Auswahl geeigneter Eva-
luationsmethoden oder die Validierung bestehender Evaluationsmethoden und Re-
ferenzsysteme systematisch erfolgen. Bei den Arbeiten, die sich mit der Bewertung
der FAS-Umfeldwahrnehmung beschäftigt haben, wurden diese Anforderungen gar
nicht oder nicht genügend spezifiziert. Vielmehr wurden Systeme herangezogen, die
sich durch hohe Qualität der Hardware im Vergleich zum zu bewertenden System
auszeichnen.
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3. Fehlende Infragestellung der Evaluationssysteme: Um ein System fair und
objektiv zu bewerten, müssen die dafür verwendeten Evaluationsmethoden sorgfältig
analysiert und überprüft werden. Anderenfalls besteht die Gefahr, dass aufgrund von
falschen Annahmen über die Messdaten des Vergleichssystems das zu bewertende
Systeme fälschlicherweise schlechter oder besser bewertet wird. Keine der im Ab-
schnitt 2 (Stand der Technik) vorgestellten Arbeiten behandelte diese Fragestellung.
Vielmehr wurden die verwendeten Evaluationsmethoden und Vergleichssysteme als
gegeben angenommen und nicht infrage gestellt.
4. Aussagekräftige metrikbasierte Bewertung: Für eine objektive Bewertung
der FAS-Umfelderfassung werden Metriken benötigt, die verschiedene Aspekte der
Leistungsfähigkeit eines Umfelderfassungssystems beschreiben. Viele Arbeiten be-
schränken die metrikbasierte Bewertung auf die Messgenauigkeitskenngrößen. Für
ein objektbasiertes FAS-Umfeldwahrnehmungssystem besteht die Leistungsfähigkeit
sowohl in der Messgenauigkeit als auch in der Klassifizierungs-, Detektions- und Ver-
folgungsfähigkeit.
Die Zielsetzung dieser Arbeit ist es, einen Beitrag zur Beantwortung dieser offenen Fra-
gestellungen zu leisten.
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4 Struktur der Arbeit
Die vorliegende Arbeit setzt sich aus vier Teilen zusammen und ist wie in Abbildung 4.1
dargestellt gegliedert.
Teil III: Auswahl, Umsetzung, Validierung und Einsatz eines konkreten 
Referenzsystems
Teil I: Einführung: Motivation, Begriffe und Grundlagen
1. Motivation und 
Hintergrund
2. Stand der Technik
3. Problemstellung und 
Zielsetzung
5. Begriffsdefinitionen 
und Grundlagen
4. Struktur der 
Arbeit
6. Funktionale 
Architektur
13. Umsetzung eines INS/DGPS 
basierten Referenzsystems
12. Konkrete 
Anforderungen an das 
Referenzsystem
14. Validierung des 
INS/DGPS basierten 
Referenzsystems
15. Bewertung der objektbasierten 
Umfeldwahrnehmung mithilfe des INS/DGPS 
basierten Referenzsystems 
Teil II: Referenzsystem: Anforderungen, Validierung und Einsatz
8. Anforderungen an ein 
Referenzsystem für die FAS-
Umfeldwahrnehmung
7. Kategorisierung von 
Referenzsystemen
9. Gegenüberstellung 
von Referenzsystemen
10. Validierung eines Referenzsystems: 
Referenz der Referenz
11. Bewertung der Objektbasierten 
Umfeldwahrnehmung
Teil IV: Zusammenfassung und Ausblick
Abbildung 4.1: Struktur der Arbeit
Im ersten einführenden Teil werden die Motivation und der Hintergrund der Arbeit er-
läutert. Dabei wird auf die Einsatzbereiche der Evaluation der Umfeldwahrnehmung im
Entwicklungsprozess der Fahrerassistenzsysteme eingegangen, um deren Nutzen und de-
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ren Vorteile zu zeigen. Darauffolgend wird der Stand der Technik analysiert, um die offe-
nen Fragestellungen zu identifizieren. Der Fokus liegt dabei auf der Bewertung der FAS-
Umfeldwahrnehmung. Aus dieser Analyse wurden vier offene Fragestellungen identifiziert.
Anschließend werden die theoretischen Grundlagen und die Begriffe, die für diese Arbeit
relevant sind, im fünften Kapitel erläutert. Bereits hier erfolgt ein Beitrag für die Beant-
wortung der offenen Fragestellung nach der Terminologie und den Begriffsdefinitionen im
Kontext der Umfeldwahrnehmung und deren Bewertung. Die Einführung wird mit der
Einbettung des Referenzsystems in die Funktionale Architektur der Umfeldwahrnehmung
abgeschlossen. Diese Einbettung ist für die Eingrenzung des Referenzsystems gegenüber
dem zu bewertenden System im Bezug auf die Schnittstellen und die Abstraktionsebenen
notwendig. Hierdurch werden mögliche Einflüsse auf die Anforderungen an ein Referenz-
system für die Umfeldwahrnehmung identifiziert.
Der zweite Teil dieser Arbeit hat als Ziel, einen Beitrag für die Beantwortung der restlichen
drei identifizierten Fragestellungen zu liefern. Zuerst werden im Kapitel 8 die Anforde-
rungen an die Referenzsysteme für die Umfeldwahrnehmung hergeleitet. Hierfür werden
im Kapitel 7 zuerst die Referenzsysteme basierend auf dem jeweiligen Umsetzungskon-
zept in drei Kategorien eingeteilt. Die Anforderungen wurden dabei so hergeleitet und
formuliert, dass sie bis auf die Anforderungen an die Kalibrierfähigkeit für alle drei Ka-
tegorie der Referenzsysteme gelten. Basierend auf dieser Kategorisierung und der a priori
Erfüllung der definierten Anforderungen erfolgt im Kapitel 9 eine Gegenüberstellung der
Referenzsysteme. Kapitel 10 beschäftigt sich mit der Validierung der Referenzsysteme
für die Umfeldwahrnehmung basierend auf der Erfüllung der definierten Anforderungen
und mithilfe von zusätzlichen Systemen (Referenz der Referenz ). Die Fragestellung der
Bewertung einer objektbasierten Umfeldwahrnehmung wird abschließend im Kapitel 11
behandelt. Hierfür werden die Definition und die Berechnung der geeigneten Metriken
beschrieben. Dabei wird nicht nur Messgenauigkeit, sondern auch die Klassifzierungs-,
Detektions- und Verfolgungsfähigkeit berücksichtigt.
Im dritten Teil wird die praktische Umsetzung der vorgestellten Ansätze beschrieben.
Hierfür werden im Kapitel 12 die Anforderungen an ein Referenzsystem für die Bewer-
tung der objektbasierten Umfeldwahrnehmung ausgehend von zwei Stand der Technik
Sensoren (Long Range Radar und Laserscanner) definiert. Darauf aufbauend und unter
Berücksichtigung der im Kapitell 9 vorgenommenen Gegenüberstellung der Referenzsyste-
me wird die konkrete Umsetzung eines INS/DGPS-basierten Referenzsystems vorgestellt.
Die Beschreibung dieses System dient u.a. dazu, die Erfüllung der zuvor definierten An-
forderungen hervorzuheben. Anschließend werden die Validierungsmethoden auf dieses
Referenzsystem angewendet. Experimentelle Ergebnisse der vorgestellten Bewertung ei-
ner objektbasierten Umfeldwahrnehmung werden im abschließenden Kapitel dieses Teils
vorgestellt.
Im vierten und abschließenden Teil werden die Beiträge dieser Arbeit zusammengefasst.
Die Geltungsbereiche und Einschränkungen der in dieser Arbeit vorgestellten Ansätze
werden ebenfalls erläutert und daraus resultierend wird ein Ausblick über die Erweite-
rungsmöglichkeiten gegeben.
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5 Begriffsdefinitionen und
Grundlagen
5.1 Begriffsdefinitionen
5.1.1 FAS-bezogene Begriffe
Fahrerassistenzsysteme
Ein Fahrerassistenzsystem kann nach Maurer (2012) als ein redundant-paralleles System
definiert werden. Dabei erledigen Mensch und Maschine gewisse Aufgaben redundant-
parallel, und die Umgebung wird mittels der maschinellen Wahrnehmung erfasst. Das
Fahrerassistenzsystem leistet somit dem Fahrer bei seiner Fahraufgabe Beistand. Dabei
kommt es zur Arbeitsteilung zwischen dem Menschen und der Automatik nach Kraiss &
Hamacher (2001) gemäß Abbildung 5.1.
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Abbildung 5.1: Varianten der Arbeitsteilung zwischen Mensch und Automatik nach Kraiss
& Hamacher (2001), F iauto: Funktion i automatisch ausgeführt; F
i
manuell:
Funktion i manuell ausgeführt
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Kabitzsch (2011) definiert ein System als eine Gesamtheit interagierender oder abhängi-
ger Elemente, die als eine funktionale Einheit angesehen werden kann und sich in dieser
Hinsicht gegenüber der Umgebung abgrenzt. In diesem Zusammenhang zeigt Abbildung
5.2 die Abgrenzung eines Fahrerassistenzsystems gegenüber seiner Umgebung und die ge-
genseitige Wechselwirkungen nach Kopf (2005). Sowohl der Fahrer als auch das Assistenz-
system erfassen die relevanten Informationen in der Umgebung und können das Fahrzeug
steuern. Der somit beeinflusste Fahrzeugzustand wirkt gleichzeitig auf das Assistenzsys-
tem und den Fahrer. Die Kommunikation zwischen dem Fahrer und dem Assistenzsystem
erfolgt über die Mensch-Maschine-Schnittstelle. Diese Darstellung beschreibt lediglich den
Wirkkreis Fahrer-Fahrzeug-Umgebung hinsichtlich Schnittstellen und Ein- und Ausgänge,
jedoch nicht die Arbeitsaufteilung und die zeitlichen Abläufe.
Umgebung
Assistenzsystem
Fahrer
FahrzeugMensch-Maschine-Schnittstelle
Sensoren
Sinnesorgane
Abbildung 5.2: Assistenzsysteme im Wirkkreis Fahrer-Fahrzeug-Umgebung nach Kopf
(2005)
Maschinelle Umfeldwahrnehmung
Im Vergleich zu einem reinen Messverfahren, bei dem der Wert einer physikalischen Grö-
ße direkt bestimmt wird (vgl. Brahmi (2013)), wird bei einer maschinellen Wahrnehmung
versucht, diese Messwerte unter Verwendung von Hypothesen und Annahmen zu interpre-
tieren. In diesem Kontext definiert Hofmann (2004) die maschinelle Umfeldwahrnehmung
wie folgt:
Maschinelle Wahrnehmung beinhaltet neben der reinen Extraktion von Merk-
malen aus einem Sensorsignal auch eine Vorstellung über die Gestalt und
das aspektabhängige Erscheinungsbild im Situationskontext und Vorstellun-
gen über das zeitliche Verhalten von Objekten und Subjekten.
Durch die maschinelle Umfeldwahrnehmung entsteht ein Abbild der Umgebung, welches
von den weiteren Teilsystemen eines Fahrerassistenzsystems weiterverarbeitet wird.
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Szene
Ulbrich u. a. (2015) definieren eine Szene als
eine Momentaufnahme des Umfelds, welche die Szenerie, dynamische Ele-
mente, die Selbstrepräsentation aller Akteure und Beobachter wie auch die
Verknüpfung dieser Entitäten umfasst. Einzig eine Szenenrepräsentation in ei-
ner simulierten Welt kann allumfassend sein (objektive Szene, Ground Truth).
In der realen Welt ist sie immer unvollständig, fehlerbehaftet, unsicherheits-
behaftet und aus der Perspektive eines oder mehrerer Beobachter (subjektive
Szene).
Ein Akteur bezeichnet dabei ein selbst handelndes Element, während ein Beobachter ein
wahrnehmendes Element innerhalb oder außerhalb der Szene bezeichnet. In dieser Arbeit
wird der Begriff Szene als Bezeichnung der Momentaufnahme der Umgebung des Ego-
fahrzeugs verwendet, die sich aus den stationären (Szenerie) und dynamischen Elementen
zusammensetzt. Dabei sind nicht nur das Vorhandensein der Elemente , sondern auch die
Bestimmung der relevanten Merkmale dieser Elemente von Interesse. Dieser Aspekt ent-
spricht dem Selbstrepräsentationsteil der Szene (vgl. Ulbrich u. a. (2015)). Ein wichtiger
Aspekt in dieser Definition ist die Unterscheidung zwischen objektiver und subjektiver
Szene. In dieser Arbeit wird die Szene immer aus den Perspektiven des Referenzsystems
und des zu bewertenden Systems beobachtet, die beide die reale Welt abbilden sollen.
Diese Abbildung kann aber nur subjektiv erfolgen. Da das Referenzsystem jedoch als
Vergleichsbasis herangezogen wird, sollte seine Abbildung der realen Szene objektiver als
diejenige des zu bewertenden Systems angesehen werden können.
Die kontinuierliche zeitliche Folge mehrerer Szenen wird nachfolgend als Szenario bezeich-
net.
Fahrbahn und Fahrstreifen
BAST (2014) definiert die Fahrbahn als
der für den Kfz-Verkehr Teil einer befestigten Straße. Sie besteht aus einem
oder mehreren Fahrstreifen, die unterschiedliche Funktionen haben (zum Bei-
spiel Hauptfahrstreifen, 1. Überholstreifen, Linksabbiegestreifen, Zusatzstrei-
fen, ...) sowie den Bordrinnen (offene und geschlossene Rinnen).
Die Fahrstreifen, als Bestandteil der Fahrbahn, werden von BAST (2014) als markierte
Bereiche, die die Fahrbahn unterteilen und der Führung des Straßenverkehrs dienen 
definiert.
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Objekte
ErdWare (2018) definiert ein Objekt als
ein raumbezogenes Element [...], dem eine Geometrie und Thematik [...] zu-
geordnet werden kann. [...] Jedes Objekt gehört zu einer Objektklasse, deren
Eigenschaften das Objekt kennzeichnen.
Somit setzt sich die Szene eines Fahrzeugs aus sehr vielen Objekten zusammen. Relevant
für die objektbasierte Umfeldwahrnehmung sind jedoch die Objekte, die Handlungen und
Entscheidungen einer Fahrerassistenzfunktion beeinflussen können. Unter diese Kategori-
en fallen die Objekte, die vom Fahrerassistenzsystem erkannt und berücksichtigt werden
müssen, um bestimmte Handlungen durchzuführen (zum Beispiel Geschwindigkeitshal-
ten, Abstandshalten, Verzögern, Beschleunigen, Fahrstreifenhalten (bzw. Wechsel) oder
Ausweichen). Bei diesen Entscheidungen und Handlungen kann es sich um aktive oder
passive Fälle handeln, wobei es beim passiven Fall erst nach Situationsanalyse entschie-
den wird, nichts zu unternehmen. Diese Unterscheidung ist analog zur von Abendroth
& Bruder (2015) eingeführten Beschreibung des menschlichen Informationsverarbeitungs-
systems bezüglich der Fahraufgabe:
Signale aus der Umgebung (z. B. Charakteristik der Fahrstrecke, andere Ver-
kehrsteilnehmer, Wetter- und Sichtbedingungen) sowie vom Fahrzeug (z. B.
Anzeigen, Stell- und Bedienelemente und die Fahrzeugdynamik) werden von
den menschlichen Rezeptoren aufgenommen, aufbereitet und auf der Stufe
der Informationsverarbeitung i. e. S. (Kognition) weiterverarbeitet. Hier wird
entschieden, ob eine Information zu einer Handlung führt (aktiver Fall) oder
erduldet wird (passiver Fall).
Beispiele dieser Objekte sind Verkehrsteilnehmer (Fahrzeuge, Radfahrer und Fußgän-
ger) und Infrastrukturelemente (Leitplanken, Pfosten, Fahrstreifenmarkierungen, Schil-
der, Brücken, Straßenoberfläche31, Bordsteine usw.). In bestimmten Fällen muss ein Fah-
rerassistenzsystem die Entscheidung treffen, ob auf einen Gegenstand, der weder zu den
Verkehrsteilnehmern noch zu den Infrastrukturelementen gehört (wie zum Beispiel eine
Cola-Dose oder eine auf der Straße liegende Box), reagiert werden soll. Diese Gegenstän-
de können somit auch als Objekte bezeichnet werden. Diese Definition der Objekte geht
von einer Abbildung der realen Welt und einer subjektiven Szene aus. Zusammenfassend
bezeichnet der Begriff Objekt in dieser Arbeit ein Element aus der Szene, welches für
die Situationsanalyse und für die Verhaltensgenerierung einer Fahrfunktion relevant sein
kann. Es kann dabei punktförmig oder ausgedehnt sein.
31Darunter fallen nicht nur Erhöhungen, sondern auch Löcher.
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5.1.2 Evaluation und Bewertung
Angewandt auf Software-Ergonomie verwendet Hegner (2003) eine aus der pädagogischen
Psychologie stammende Definition der Evaluation und beschreibt sie als
Sammeln und Kombinieren von Daten mit einem gewichteten Satz von Ska-
len, mit denen entweder vergleichende oder numerische Beurteilungen erlangt
werden sollen.
Im gleichen Kontext definiert Ziegler (1993) die Evaluation als
ein systematisches Sammeln, Auswerten und Interpretieren von Daten, um
eine reliable und valide Bewertung der Benutzungsschnittstelle zu ermögli-
chen. Dabei wird aus den Ergebnissen der Evaluation abgeleitet, ob ein vorab
definiertes Designziel erreicht ist bzw. ob und wo weitere Verbesserungsmög-
lichkeiten ausgeschöpft werden können.
Analog dazu bezeichnet die Evaluation in dieser Arbeit einen Prozess, bei dem systema-
tisch Informationen gesammelt, ausgewertet und interpretiert werden, um einen Unter-
suchungsgegenstand zu begutachten. Die Bewertung kann somit als ein Schritt im Eva-
luationsprozess angesehen werden, bei dem basierend auf den zuvor gesammelten Daten
die Qualität des Untersuchungsgegenstands beurteilt wird. Darüber hinaus unterscheidet
Hegner (2003) zwischen einer formativen und einer summativen Evaluation. Demnach
wird die formative Evaluation während des Entwicklungsprozesses iterativ durchgeführt.
Dabei werden quantitative Daten ermittelt, um das Erreichen definierter Entwicklungszie-
le zu überprüfen. Abhängig von den Evaluationsergebnissen werden geeignete Maßnahmen
eingeleitet, um den Untersuchungsgegenstand zu verbessern. Im Gegensatz zur formati-
ven Evaluation wird die summative Evaluation zur Bewertung der finalen Qualität eines
Systems eingesetzt. Die dabei gewonnenen Evaluationsergebnisse können für die Optimie-
rung nachfolgender Systeme verwendet werden, jedoch nicht für das fertig entwickelte.
Dadurch können auch verschiedene Systeme miteinander verglichen werden.
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5.1.3 Definition der metrologischen Begriffe
Als Beitrag für die Beantwortung der offenen Fragestellung nach der Terminologie und Be-
griffsdefinitionen für die Evaluation der Umfeldwahrnehmung werden in diesem Abschnitt
die metrologischen Begriffe definiert. Dabei werden die Analogien und die Unterschiede
zwischen den umfelderfassungsbezogenen Begriffen und denen der messtechnischen Me-
trologie analysiert. Für diesen Zweck werden vier Normen als Grundlage herangezogen,
die die benötigten Begriffe umfassend berücksichtigt und definiert haben. Nachfolgend
werden die berücksichtigten Begriffe in zwei Kategorien unterteilt: messungs- und mess-
genauigkeitsbezogene Begriffe.
Definition der messungsbezogenen Begriffe
Messung DIN 1319-1 (1995) definiert eine Messung als Ausführen von geplanten Tä-
tigkeiten zum quantitativen Vergleich der Messgröße mit einer Einheit.
In der Regel liefert eine Messung in der Umfelderfassung je nach den zur Verfügung ste-
henden Zugriffsmöglichkeiten und Schnittstellen eines Sensors die Rohdaten, denen keine
Interpretationen oder Modellannahmen zugrunde liegen. Zum Beispiel wird bei einem Li-
dar die Laufzeit (engl. Time-of-Flight ToF) direkt gemessen, während bei einem Radar die
Frequenzverschiebung des zurückreflektierten Signals durch die Identifikation der Peaks
im Spektrum hergeleitet wird. Aus diesen beiden Informationen kann in einem weiteren
Schritt jeweils der Abstand eines Reflektionspunkts hergeleitet werden. In der Umfelder-
fassung stellt die Messung der erste Schritt der kompletten Verarbeitungskette dar.
Messgröße und Messobjekt Laut DIN 1319-1 (1995) ist die Messgröße die physika-
lische Größe, der die Messung gilt [...]. Die Messgröße muss nicht unmittelbar Gegenstand
der Messung sein. Sie kann auch indirekt über bekannte physikalische oder festgelegte ma-
thematische Beziehungen mit denjenigen Größen zusammenhängen, denen unmittelbare
Messungen gelten. Ein Messobjekt definiert DIN 1319-1 (1995) als Träger der Mess-
größe und kann dabei ein Körper, ein Vorgang oder ein Zustand sein. Eine Messgröße
beschreibt somit eine Eigenschaft des Messobjekts, die mit einem Wert und einer Ein-
heit ausgedrückt werden kann. Unter Berücksichtigung der im Abschnitt 5.1.1 eingeführ-
ten Definition eines Objekts in der Umfeldwahrnehmung sind die Objekte in der Szene
Träger der Messgrößen, deren Schätzung eine Aufgabe des Umfeldwahrnehmungssystems
darstellt. Des Weiteren wird laut DIN 1319-1 (1995) zwischen statischen und dynami-
schen Messungen unterschieden. Die statische Messung wird als eine Messung, wobei
eine zeitlich unveränderliche Messgröße nach dem Messprinzip gemessen wird, das nicht
auf der zeitlichen Änderung anderer Größen beruht definiert. Eine Messung, wobei die
Messgröße entweder zeitlich veränderlich ist, oder ihr Wert sich abhängig vom gewählten
Messprinzip wesentlich aus zeitlichen Änderungen anderer Größen ergibt wird als eine
dynamische Messung bezeichnet.
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Bei der Umfelderfassung bewegen sich in der Regel das Egofahrzeug und andere Verkehrs-
teilnehmer. Somit kommt überwiegend die dynamische Messung zum Einsatz. Dies kann
einen direkten Einfluss auf die Analysemethoden der Messergebnisse haben.
Messprinzip, Messmethode und Messverfahren Das Messprinzip wird von DIN 1319-
1 (1995) als physikalische Grundlage der Messung  definiert. Das Messprinzip erlaubt
es, anstelle der Messgröße eine andere Größe zu messen, um aus ihrem Wert eindeutig
den der Messgröße zu ermitteln. Beispiele dafür sind der Dopplereffekt und die Laufzeit
(ToF).
Die Messmethode hingegen wird als Spezielle, vom Messprinzip unabhängige Art des
Vorgehens bei der Messung  definiert.
Das Messverfahren setzt sich aus dem Messprinzip und der Messmethode zusammen und
wird als praktische Anwendung eines Messprinzips und einer Messmethode definiert.
Wiederholbedingungen sind nach DIN 55350-13 (1987) die bei der Gewinnung von-
einander unabhängiger Ermittlungsergebnisse geltende Bedingungen, bestehend in der wie-
derholten Anwendung des festgelegten Ermittlungsverfahrens am identischen Objekt durch
denselben Beobachter in kurzen Zeitabständen mit derselben Geräteausrüstung am selben
Ort. Die Wiederholbarkeit bezeichnet dabei die Durchführung der gleichen Messung
unter den gleichen Bedingungen und mit dem gleichen Messgegenstand. Bei der Umfeld-
wahrnehmung ist dies nur bei einer statischen Messung, bei der die Messgrößen sich zeitlich
nicht verändern, möglich. Aufgrund der dynamischen Fahrszenarien ist diese Wiederhol-
barkeit nicht gegeben. In diesem Fall spricht man von der Reproduzierbarkeit einer
Messung, wobei die Messergebnisse unter ähnlichen Bedingungen gewonnen werden.
Merkmal und Merkmalswert DIN 55350-12 (1989) definiert ein Merkmal als Eigen-
schaft zum Erkennen oder zum Unterscheiden von Einheiten [...]. Das Unterscheiden dient
dabei sowohl der Abgrenzung als auch der Untersuchung einer Grundgesamtheit. Damit
verbunden wird der Merkmalswert als der Erscheinungsform des Merkmals zugeordneter
Wert definiert. Für die Beschreibung eines Messobjekts müssen die Art des betrachteten
Merkmals (zum Beispiel Abstand, Klasse usw.) und die Art der Merkmalswerte (zum
Beispiel 5m, Fahrzeug usw.) festgelegt und bestimmt werden.
Definition der messgenauigkeitsbezogenen Begriffe
Das Ziel der Messaufgabe ist es, einen Messwert zu liefern, der der Realität (dem wahren
Wert) am nächsten ist. Die Abweichung zur Realität ist ein Maß für die Messqualität.
Für die Beschreibung dieser Messqualität wird die Definition der nachfolgenden Begriffe
benötigt. Dabei wird ein Bezugswert benötigt als Vergleichsbasis, um ein Messergebnis
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zu beurteilen. Dieser Bezugswert kann der wahre Wert, der richtige Wert oder der
Erwartungswert sein.
Wahrer Wert wird von DIN 55350-13 (1987) als tatsächlicher Merkmalswert unter den
bei Ermittlung herrschenden Bedingungen definiert. Der wahre Wert hat einen theoreti-
schen Charakter, weil er sich nur bei Vermeidung sämtlicher Arten der Messfehler oder
aus theoretischen Überlegungen ergeben kann. Die Ermittlung des wahren Werts durch
Messverfahren ist somit naturgemäß nicht möglich.
Richtiger Wert bezeichnet nach DIN 55350-13 (1987) den Wert für Vergleichszwe-
cke, dessen Abweichung vom wahren Wert für den Vergleichszweck als vernachlässigbar
betrachtet wird . Er wird als Näherung für den wahren Wert herangezogen und kann
aus Referenzmaterialien oder Referenzverfahren ermittelt werden. Aufgrund der Schwie-
rigkeit, den wahren Wert zu bestimmen, wird der richtige Wert für Bewertungszwecke
herangezogen. In dieser Arbeit wird dafür der Begriff Referenzwert verwendet.
Erwartungswert definiert DIN 55350-13 (1987) als das mittlere Ermittlungsergebnis,
welches aus der unablässig wiederholten Anwendung des unter vorgegebenen Bedingungen
angewendeten Ermittlungsverfahrens gewonnen werden könnte.
Stehen weder der wahre noch der richtige Wert zur Verfügung, so kann der Erwartungswert
als Vergleichs- und Bewertungsgrundlage herangezogen werden.
Referenzdaten werden von JCGM-200 (2012) als die Daten, die aus bekannten Quellen
stammen und hinsichtlich der Messgenauigkeit kritisch evaluiert und überprüft wurden,
definiert. Mathematisch stellen die Referenzdaten eine Folge von richtigen Werten dar.
Referenzobjekt Werden die Definitionen des Messobjekts (Träger der Messgröße), des
wahren und richtigen Werts und der Referenzdaten kombiniert, so kann ein Referenzobjekt
wie folgt definiert werden:
Ein Referenzobjekt ist ein Objekt, dessen Merkmalswerte als Referenzdaten
vorliegen.
In der Regel trägt ein Messobjekt mehrere Messgrößen, die aber nicht alle in der be-
nötigten Güte der Referenzdaten von einem bestimmten Messsystem bestimmt werden
können. Für die Umfeldwahrnehmung ist jedoch nur eine Untermenge dieser Messgrößen
von Bedeutung. Bei einem Referenzobjekt muss daher der richtige Wert von mindestens
einer Messgröße vorliegen. Abbildung 5.4 veranschaulicht diese Idee am Beispiel eines
Fahrzeugs als Referenzmessobjekt.
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Alle Messgrößen (Attribute) 
eines Objekts (Fahrzeug z.B.)
Durch das zu 
bewertende 
System bestimmte 
Messgrößen 
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  Position
 Geschwindigkeit
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 Alter
 Beschleunigung
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Abbildung 5.3: Veranschaulichung der Untermengen der Messgrößen eines Objekts am
Beispiel eines Fahrzeugs
Messabweichung ist nach DIN 55350-13 (1987) gleichbedeutend mit der Ergebnisab-
weichung, wenn das Ermittlungsverfahren ein Messverfahren ist. Somit wird die Messab-
weichung nach DIN 55350-13 (1987) als Unterschied zwischen einem Messergebnis und
dem Bezugswert, wobei dieser je nach Festlegung oder Vereinbarung der wahre, der richtige
oder der Erwartungswert sein kann, definiert.
Mögliche Quellen für Messabweichungen sind in Abbildung 5.4 zusammengefasst.
Wahrer Wert Messwert
Abbildung 5.4: Zusammenspiel möglicher Messfehlerquellen
Durch Vergleich der zu analysierenden Messgröße mit einem der oben definierten Bezugs-
werte kann die Messabweichung ermittelt werden. In dieser Arbeit wird der richtige Wert
(Referenzwert) als Vergleichsgrundlage verwendet.
Die Messabweichung setzt sich aus einem systematischen und einem zufälligen Anteil
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zusammen:
Systematische Messabweichung ist laut DIN 55350-13 (1987) der Bestandteil der
Ergebnisabweichung, der im Verlauf mehrerer Festlegungen konstant bleibt oder sich in
einer vorhersehbaren Weise ändert.
Zufällige Messabweichung ist laut DIN 55350-13 (1987) der Bestandteil der Ergeb-
nisabweichung, der im Verlauf mehrerer Festlegungen in einer unvorhersehbaren Weise
schwankt.
Dementsprechend lässt sich ein Messergebnis x gemäß 5.1 ausdrücken.
xmess = xwahr︸ ︷︷ ︸
wahrer Wert
+ εsys︸︷︷︸
systematischer Fehler
+ εzuf︸︷︷︸
zufälliger Fehler
(5.1)
Die statistische Analyse der Messabweichung ermöglicht es, Aussagen über die Qualität
der Messung zu treffen. Die Genauigkeit ist dabei ein wichtiger Vertreter der Qualitäts-
merkmale.
Genauigkeit ist nach DIN 55350-13 (1987) die qualitative Bezeichnung für das Ausmaß
der Annäherung von Ermittlungsergebnissen an den Bezugswert, wobei dieser je nach Fest-
legung oder Vereinbarung der wahre, der richtige oder der Erwartungswert sein kann.
Die Genauigkeit besteht aus zwei Teilaspekten: der Richtigkeit und der Präzision.
Richtigkeit ist nach DIN 55350-13 (1987) die qualitative Bezeichnung für das Ausmaß
der Annäherung des Erwartungswerts des Ermittlungsergebnisses an den Bezugswert, wo-
bei dieser je nach Festlegung oder Vereinbarung der wahre oder der richtige Wert sein
kann. Als quantitatives Maß für die Richtigkeit wird die systematische Ergebnisabwei-
chung verwendet, die sich als Unterschied zwischen dem Mittelwert der Ermittlungser-
gebnisse und dem richtigen Wert ergibt. Diese Differenz wird gemäß 5.2 berechnet.
Messabweichungsys =
1
N
N∑
i=1
(xi)︸ ︷︷ ︸
Mittelwert
− xBezug︸ ︷︷ ︸
Bezugswert
(5.2)
Der Mittelwert ergibt sich aus wiederholter Anwendung des Ermittlungsverfahrens, wobei
die gesuchte Messgröße mehrfach bestimmt wird.
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Präzision ist nach DIN 55350-13 (1987) die qualitative Bezeichnung für das Ausmaß
der gegenseitigen Annäherung voneinander unabhängiger Ermittlungsergebnisse bei mehr-
facher Anwendung eines festgelegten Ermittlungsverfahrens unter vorgegebenen Bedingun-
gen.
Während die Richtigkeit ein Maß für die systematische Messabweichung darstellt, be-
schreibt die Präzision den zufälligen (stochastischen) Anteil der Messabweichung.
Als Maß für die Präzision kann bei einer Normalverteilung die Streuung (s)32 der Mess-
größen gemäß 5.3 herangezogen werden.
s =
√√√√√ N∑
i=1
(xi − x)2
N − 1 (5.3)
Dabei bezeichnet x das arithmetische Mittel.
Bei der Bestimmung der Richtigkeit und der Präzision wird das Ermittlungsverfahren
mehrfach angewendet, um die für die statistische Auswertung benötigte Anzahl der Mes-
sungen zu gewinnen. Dabei spielen die Wiederholbarkeit und Reproduzierbarkeit eine
große Rolle.
Obwohl die Genauigkeit nur qualitativ beschrieben werden kann, liegt es nahe, sie als
quantitatives Maß heranzuziehen, welches auf zwei Komponenten, Richtigkeit und Prä-
zision, aufbaut. Die Genauigkeit kann somit durch die Angabe der Richtigkeit und der
Präzision der Messung gemäß 5.4 beschrieben werden33.
Genauigkeit =Messabweichungsys ± Streuung (5.4)
Bei dieser Darstellung ist meistens die Streuung mit einer Wahrscheinlichkeitsangabe ver-
knüpft, die die Wahrscheinlichkeit, dass der Messwert innerhalb eines angegebenen Kon-
fidenzbereichs liegt, beschreibt.
Abbildung 5.5 zeigt, wie die Richtigkeit und Präzision zur Genauigkeit beitragen, und wie
diese Aspekte interpretiert werden können.
Die Streuung ist dabei durch das Maß CEP9034 angegeben, welches besagt, dass bei 90%
der Messwiederholungen die Messwerte innerhalb eines Kreises mit einem gegebenen Ra-
dius und mit dem Mittelwert als Mittelpunkt liegen. Je kleiner der Radius, desto besser ist
die Präzision. Die Verwendung dieses Maßes ist für die Beschreibung von zweidimensio-
nalen Messfehlern gut geeignet. Alternativ kann die Streuung bei gaußverteilten Fehlern
durch die Standardabweichung beschrieben werden.
32Empirische Standardabweichung.
33Beide Werte müssen nicht konstant sein und können vom Arbeitspunkt abhängen.
34CEP: Circular Error Probable ( deutsch: Streukreisradius).
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Abbildung 5.5: Veranschaulichung von Richtigkeit und Präzision; •: Messwert, +: Mittel-
wert, ×: wahrer Wert, CEP90: 90% aller Messungen liegen innerhalb des
Kreises, dessen Radius (Streukreisradius) ein Maß für die Streuung ist.
Zusammenfassung
In diesem Abschnitt wurden metrologische Begriffe in Bezug auf die Umfeldwahrnehmung
eingeführt. Diese wurden zuerst in messungs- und qualitätsbezogene Begriffe eingeteilt.
Dabei bezeichnet eine Messung die Durchführung bestimmter Schritte, um den Merkmals-
wert eines Messobjekts (Träger der Messgröße) zu bestimmen.
Dadurch, dass jede Messung fehlerbehaftet ist, liefert diese nur eine Schätzung des wahren
Werts, der einen theoretischen Charakter besitzt. Wird diese Messung jedoch von einem
Referenzsystem gewonnen, so kommt der richtige Wert zum Einsatz , dessen Abwei-
chung vom wahren Wert für den Vergleichszweck als vernachlässigbar betrachtet wird 35.
Der richtige Wert stellt somit die Grundlage der Referenzdaten dar, die von einem Refe-
renzobjekt getragen werden.
Durch Vergleich der Referenzdaten mit den Daten des zu bewertenden Systems kann
die Messabweichung als Qualitätsmaß beurteilt werden. Hierfür wird zwischen der syste-
matischen und der zufälligen Messabweichung unterschieden. Während die systematische
Messabweichung eine Aussage über die Richtigkeit einer Messung liefert, stellt die zu-
fällige Messabweichung ein Maß für die Präzision der Messung dar. Die Messgenauigkeit
ergibt sich somit als Summe der Richtigkeit und der Präzision.
35Laut DIN 55350-13 (1987).
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5.2 Grundlagen
5.2.1 Koordinatensysteme
Je nach Anwendungsfall eignen sich unterschiedliche Koordinatensysteme, um die Positi-
on, Orientierung und Dynamik eines Objekts zu beschreiben. Zudem ist für die Umfeld-
wahrnehmung die relative Lage der Ziel-Objekte zum Egofahrzeug von Interesse. Demzu-
folge müssen geeignete Koordinatensysteme dafür herangezogen werden.
Geodätisches Koordinatensystem WGS84
World-Geodetic-System 1984 (WGS84) ist das Standard-Koordinatensystem für die GPS
Messungen. Es ist kein übliches kartesisches Koordinatensystem, sondern ein Koordina-
tensystem, welches einen Punkt in der Nähe der Erdoberfläche durch einen geografischen
Längengrad (Longitude: λ), einen geografischen Breitengrad (Latitude: ϕ) und eine Hö-
he h beschreibt. Der Koordinatenursprungspunkt liegt im Massezentrum eines Ellipsoids,
welches der gesamten Erdgestalt angenähert wird. Diese ellipsoidischen Koordinaten wer-
den gemäß Abbildung 5.6 wie folgt beschrieben.
λ
φ
h
Ellipsoid
Äquator-
Ebene
Greenwich
-Meridian
Nordpol
Abbildung 5.6: Geodätisches Weltsystem 1984 (WGS84)
• Längengrad λmisst den Rotationswinkel (−180◦ . . .+180◦) zwischen dem Greenwich-
Meridian und dem Messobjekt.
• Breitengrad ϕ beschreibt den Winkel (−90◦ . . . + 90◦) zwischen der Äquatorebene
und dem auf dem Referenzellipsoid normalen Vektor, der durch das Messobjekt
verläuft.
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• Höhe h bezeichnet die lokale vertikale Distanz zwischen dem Messobjekt und dem
Referenzellipsoid.
Das WGS84-Koordinatensystem modelliert die Erdoberfläche als ein Rotationsellipsoid.
Kartesische Koordinatensysteme
Kartesische Koordinatensysteme sind durch drei orthonormale Einheitsvektoren beschrie-
ben, wobei zwischen rechtshändigen und linkshändigen Systemen gemäß Abbildung 5.7
unterschieden wird.
X
Y
Z
(a) rechtshändig
X
Y
Z
(b) linkshändig
Abbildung 5.7: Kartesische Koordinatensysteme
Diese Koordinatensysteme können raumfest oder mitbewegt sein.
Lokales North-East-Down und North-West-Up Diese lokalen Koordinatensysteme
werden meistens in der Navigation verwendet und beschreiben Position, Ausrichtung und
Dynamik eines Objekts relativ zu den Erdpolen (Nord, Süd) und zu einem bestimmten
Ursprung. Sie genügen der Definition von rechtshändigen Systemen. Die Achsen vom
North-East-Down sind wie folgt definiert:
• X-Achse: zeigt in Richtung Norden.
• Y-Achse: zeigt in Richtung Osten.
• Z-Achse: ist senkrecht auf der XY-Ebene und zeigt nach unten.
Mitbewegte North-East-Down und North-West-Up Koordinatensysteme 36 Im Ver-
gleich zu den lokalen North-East-Down- und North-West-Up-Koordinatensystemen wird
der Ursprung des mitbewegten Koordinatensystems im Fahrzeug definiert. Der Vorteil
36Auch Vehicle Carried NED/NWU genannt.
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Abbildung 5.8: Lokale und mitbewegte Koordinatensysteme
dieser Variante besteht darin, relative kartesische Messgrößen direkt aus geodätischen
Messgrößen relativ zum Fahrzeug zu beziehen.
In der Fahrzeugtechnik und der Luftfahrt haben sich jeweils das DIN 70000 (vgl. DIN ISO
8855 (2013)) und das LN 930037 (vgl. LN 9300 (1976)) Koordinatensystem etabliert.
DIN 70000 Das DIN 70000 Koordinatensystem ist ein rechtshändiges Koordinatensys-
tem, bei dem die X-Achse in Längsrichtung nach vorne, die Y-Achse nach links und die
Z-Achse nach oben zeigen. Dementsprechend werden die Rotationswinkel, basierend auf
der Rechte-Hand-Regel, wie folgt definiert:
• Wank-Winkel (Roll): Rotationswinkel um die X-Achse
• Nick-Winkel (Pitch): Rotationswinkel um die Y-Achse
• Gier-Winkel (Yaw): Rotationswinkel um die Z-Achse
In dieser Arbeit verwendet das Umfelderfassungssystem ein DIN 70000 konformes Koordi-
natensystem, welches nachfolgend als Umfeldsensorkoordinatensystem (USK) bezeichnet
wird und wie folgt definiert ist:
• Orientierung: gemäß DIN 70000
• Ursprung: Mitte der Fahrzeughinterachsen projiziert auf den Boden
LN 9300 Bei einem LN 9300 Koordinatensystem zeigt die X-Achse nach vorne, die
Y-Achse nach rechts und die Z-Achse nach unten. Die Rotationswinkel sind wie folgt
definiert:
37Auch bekannt als Airborne Koordinatensystem.
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• Roll: Rotationswinkel um die X-Achse
• Pitch: Rotationswinkel um die Y-Achse
• Yaw: Rotationswinkel um die Z-Achse
Y
X
Z
X
Y
Z
LN9300
USK
Abbildung 5.9: LN 9300 und DIN 70000 Koordinatensysteme
Aufgrund der Nutzung von Koppelnavigationssystemen wird in dieser Arbeit zusätz-
lich ein weiteres Koordinatensystem verwendet, welches nachfolgend Navigationskoordi-
natensystem genannt wird. Der Ursprung dieses Koordinatensystems ist ein hardware-
spezifischer Bezugspunkt des Navigationsmesssystems. Zusätzlich wird ein weiteres Ko-
ordinatensystem verwendet, welches gemäß ISO 4130 festgebunden an der Fahrzeugka-
rosserie definiert wird und als Bezug für die Koordinaten sämtlicher Punkte im and am
Fahrzeug herangezogen wird. Dieses Koordinatensystem wird in dieser Arbeit als Kon-
struktionskoordinatensystem (KKOS) bezeichnet und wird beim Kalibrierungsschritt (im
Abschnitt 13.3.1) benötigt. Abbildung 5.10 zeigt die Orientierung dieser beiden Koordi-
natensysteme.
y
x
z
NAV-KOS
y
x
z
KKOS
Abbildung 5.10: Das Konstruktionskoordinatensystem (KKOS) und Navigationskoordi-
natensystem (NAV-KOS)
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5.2.2 Satellitengestützte Koppelnavigation
Die Aufgabe der hier adressierten Navigation besteht darin, die Position, Orientierung und
Dynamik eines mobilen Objekts bezüglich eines definierten Koordinatensystems im Laufe
der Zeit zu bestimmen. Diese Aufgabe kann auf unterschiedliche Weisen gelöst werden.
Die Techniken, die dafür am häufigsten verwendet werden, sind zum einen die satelliten-
gestützte Navigation und zum anderen die Trägheitsnavigation. Diese beiden Techniken
weisen komplementäre Eigenschaften auf und lassen sich gewinnbringend kombinieren.
Im Folgenden werden die Eigenschaften dieser beiden Techniken und ihre Kombination
zu einer integrierten Navigation erläutert.
Satellitengestützte Navigationssysteme (Global Navigation Satellite Systems:
GNSS)
Die satellitengestützten Navigationssysteme GPS38, GLONASS39 und Galileo40 sind drei
Ausführungen der GNSS-Funknavigation. Im Folgenden wird auf das GPS Navigations-
system näher eingegangen, wobei die Beschreibung und Eigenschaften sich leicht auf die
beiden anderen Systeme übertragen lassen.
Funktionsprinzip Beim GPS umlaufen 28 Satelliten die Erde auf sechs verschiedenen
Bahnen, die so gewählt sind, dass von jedem Beobachtungspunkt auf der Erde mindes-
tens vier Satelliten gleichzeitig gesehen werden können. Die Satelliten sind mit Atomuh-
ren ausgestattet und sind somit untereinander synchronisiert. Für die reine geometrische
Positionsbestimmung würden drei Satelliten ausreichen. Jedoch müssen für die reale Posi-
tionsbestimmung basierend auf Laufzeitmessungen mindestens vier Satelliten (vier Glei-
chungen) sichtbar sein, damit die 3D-Position und der zeitliche Fehler der lokalen Uhr des
Empfängers (vier Unbekannte) berechnet werden können.
GPS besteht aus drei Segmenten:
• Das Weltraumsegment besteht aus den 28 Satelliten, die ihre Daten und Signale
auf den Trägerfrequenzen 1575,2MHz (L1) und 1227,6MHz (L2) übertragen.
• Das Kontrollsegment besteht aus einem Hauptquartier (Master Control Stati-
on) sowie fünf Monitorstationen und drei Bodenkontrollstationen. Zu den Aufgaben
des Kontrollsegments gehören die Berechnung und die Beobachtung der Bahnda-
ten (Ephemeriden) sowie die Synchronisierung und die Übermittlung der groben
Bahndaten (Almanach) der Satelliten.
38Global Positioning System: amerikanisches Navigationssystem.
39Global Navigation Satellite System: russisches Navigationssystem.
40Europäisches Navigationssystem.
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• Das Benutzersegment: mithilfe der Laufzeitmessungen kann der jeweilige Ab-
stand zu den Satelliten bestimmt werden. Basierend auf diesen Abständen und den
bekannten Positionen der Satelliten kann der Empfänger seine geografische Breite
(Latitude : ϕ), seine geografische Länge (Longitude : λ), seine Höhe h über Ellipsoid
sowie die Zeit t berechnen.
Bei der Bestimmung der GNSS Position tragen verschiedene Fehlerquellen zum gesam-
ten Messfehler bei. Diese Fehlerquellen können wie folgt eingeteilt werden (vgl. Zogg
(2001)).
• Satellitenuhren: Trotz der Verwendung von Atomuhren kann es zu geringfügi-
gen Zeitfehlern kommen. Diese bewirken aber einen großen Positionsfehler (10 ns
Zeitfehler bewirken einen Positionsfehler von ca. 3 m).
• Satellitenbahnen (Ephemeridendaten): Die Position der Satelliten kann nur
mit einer Unsicherheit von ca. 1. . . 5m bestimmt werden. Da diese Positionen zu-
sammen mit den Laufzeiten für die Berechnung der Position des Empfängers her-
angezogen werden, wirkt ihr Messfehler direkt auf die Genauigkeit der Positionsbe-
stimmung.
• Signalausbreitung: Die Annahme der Ausbreitung der Satellitensignale mit Licht-
geschwindigkeit wird durch die ionosphärischen und troposphärischen Effekte ver-
letzt. Während in der Ionosphäre die Ausbreitung und Verzögerung des Signals fre-
quenzabhängig sind und dadurch der verursachte Fehler durch die Nutzung der L1
und L2 Frequenzen reduziert werden kann, erfahren die Signale in der Troposphäre
eine frequenzunabhängige Verschiebung, sodass weitere Methoden verwendet wer-
den müssen, um diesen Messfehler zu reduzieren.
• Empfänger Zeitfehler: Bei der Laufzeitmessung ist die Ankunftszeit beim GPS-
Empfänger entscheidend. Ein Fehler der internen Uhr des Empfängers resultiert
somit in einem Fehler der Positionsbestimmung.
• Mehrwegreflexion (Multipath): Zusätzlich zu den direkten Signalen empfängt
ein GPS-Empfänger Störsignale, die an umgebenden Oberflächen und Gegenstän-
den reflektiert werden und eine erhöhte Laufzeit aufweisen. Diese Überlagerung führt
zu einer Verfälschung der direkten Satellitensignale und somit der Positionsbestim-
mung.
Tabelle 5.1 fasst die typischen GPS Fehlerquellen sowie ihre Beiträge zum Positionsfehler
zusammen.
Erhöhung der Messgenauigkeit Um die Genauigkeit der Positionsbestimmung zu er-
höhen, müssen die Einflüsse der einzelnen Fehlerquellen reduziert werden. Abhängig von
diesen Fehlerquellen werden unterschiedliche Verfahren eingesetzt, die oft für die maxi-
male Verminderung des gesamten Fehlers kombiniert werden. Die meist verwendeten und
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Fehlerquelle Positionsfehler
Satellitenuhren 2,1m
Ephemeridendaten 2,1m
Einfluss der Ionosphäre 4,0m
Einfluss der Troposphäre 0,7m
Empfänger Zeitfehler 0,5m
Multipath 1,4m
Tabelle 5.1: Typische GPS Fehlerquellen und ihre Beiträge zum Positionsfehler nach Zogg
(2001)
etablierten Verfahren sind laut Grewal u. a. (2007):
• Fehlermodelle und Zweifrequenzmessung L1/L2: Um den Einflüssen der io-
nosphärischen und troposphärischen Störungen entgegenzuwirken, werden geophy-
sikalische Fehlermodelle verwendet, um die dazugehörigen Messfehler teilweise zu
kompensieren. Aufgrund der Frequenzabhängigkeit der ionosphärischen Störungen
kann eine Zweifrequenzmessung (L1/L2) zur Verminderung des Einflusses der Iono-
sphäre eingesetzt werden. Durch Vergleich der Ankunftszeiten der L1 und L2 Signale
kann die Verzögerung bestimmt werden und somit der Einfluss der Ionisation kom-
pensiert werden.
• Differential-GPS (DGPS): Bei DGPS werden Korrektursignale durch Referenz-
stationen an GPS Empfänger übertragen, die ihre Positionen korrigieren können. Für
die Echtzeitanwendungen (RT-DGPS) werden die Korrekturdaten entweder von ei-
genen lokalen Basisstationen oder von kommerziellen Referenzstationen an die GPS
Empfänger übermittelt. Die Übertragung der Korrekturdaten erfolgt entweder über
einen Mobilfunkkanal oder mittels UHF-Datenfunksysteme. Wird diese Technik in
Kombination mit einer Messung der Trägerphase und den oben genannten Maß-
nahmen eingesetzt, so kann laut Stephenson u. a. (2011) eine Messgenauigkeit der
Positionsbestimmung von ca. 2 cm erreicht werden.
Qualitätsmaße in der Satellitengestützten Navigation Als zusätzliche Information
liefern die satellitengestützten Navigationssysteme qualitätsbezogene Größen, die mit der
Anzahl der sichtbaren Satelliten sowie ihrer geometrischen Konstellation zusammen hän-
gen.
• Geometrische Konstellation Laut Zogg (2001) hängt die Qualität der Positions-
bestimmung von der relativen Lage der verwendeten Satelliten zu einander ab. Lie-
gen die verwendeten Satelliten zu nahe bei einander, so wird eine Verschlechterung
der Positionsbestimmung erwartet. Nach Grewal u. a. (2007) wird der Positionsbe-
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stimmungsfehler (zum Beispiel wegen der Fehler der Satellitenuhren) bei naheliegen-
den Satelliten zusätzlich vergrößert. Das verwendete Maß dafür wird nach Grewal
u. a. (2007) DOP (Dillution of Precision) genannt. Das übergeordnete Maß wird
dabei GDOP genannt (Global Dillution of Precision) und setzt sich aus einem po-
sitionsbezogenen Teil (PDOP) und einem zeitbezogenen Teil (TDOP) zusammen.
Der positionsbezogene Teil setzt sich wiederum aus einem horizontalen (HDOP)
und einem vertikalen (VDOP) Teil zusammen. Je niedriger der Wert dieser Maße,
desto günstiger ist die Satellitenkonstellation und somit besser die erwartete Posi-
tionsbestimmung. Diese Maße werden nicht nur zur Beschreibung der Messqualität
verwendet, sondern als Grundlage für die Auswahl der Satelliten herangezogen, falls
mehr als vier Satelliten zur Verfügung stehen.
• Anzahl der Satelliten Theoretisch werden mindestens vier Satelliten benötigt,
um die Position berechnen zu können. Je mehr Satelliten zur Verfügung stehen, de-
sto günstiger ist es, die Position mit erhöhter Genauigkeit, aufgrund der Möglichkeit
die Satelliten mit der besten geometrischen Konstellation auszuwählen, zu ermitteln.
Systeme, die in der Lage sind, aus verschiedenen satellitengestützten Navigations-
systemen (e.g. GPS und GLONAS) Satellitensignale gleichzeitig auszuwerten, sind
in dieser Hinsicht aufgrund der höheren Anzahl der verfügbaren Satelliten41 vorteil-
haft.
Trägheitsnavigationssystem (Inertial Navigation System: INS)
Funktionsprinzip Bei einem Trägheitsnavigationssystem werden Drehratensensoren (Gy-
roskope) und Beschleunigungssensoren eingesetzt, um die 3D Rotations- und Beschleu-
nigungsanteile eines Trägerobjekts zu bestimmen. Aus diesen Messungen wird mittels
geeigneter Algorithmen der zeitliche Verlauf der Position, der Geschwindigkeit und der
Orientierung bestimmt. Die Hardware eines Trägheitsnavigationssystems besteht aus ei-
ner inertialen Messeinheit42, die in Abbildung 5.11 schematisch dargestellt wird.
Bei den sogenannten Strapdown-Systemen wird die inertiale Messeinheit an das Trägerob-
jekt starr gekoppelt, sodass sich ihre Messgrößen auf die Beschleunigung und Drehraten
des Objekts (zum Beispiel eines Fahrzeugs) direkt übertragen lassen. Die Technologie und
die Qualität der eingesetzten Beschleunigungs- und Drehratensensoren sind entscheidend
für die Qualität der gesamten Messergebnisse des Trägheitsnavigationssystems. Als Maß
für die Qualität dieser Sensoren kann die Bias-Stabilität herangezogen werden. Aufgrund
der zeitlichen Integration wächst der Messfehler mit der Zeit. Dieser Zusammenhang kann
laut Grewal u. a. (2007) bezogen auf den Positionsfehler gemäß 5.5 modelliert werden.
σposition ≈ C × |t− t0| (5.5)
41Verglichen mit einem einzigen System und zur gleichen Zeit.
42Inertial Measurement Unit (IMU).
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Abbildung 5.11: Schematischer Aufbau einer inertialen Messeinheit
C bezeichnet dabei eine unbekannte positive Konstante, die die Qualität des Trägheits-
navigationssystems charakterisiert und besagt, wie schnell der Fehler wächst. Um den
2D-Positionsfehler zu beschreiben, kann die spezielle Metrik CEPrate, die zeitliche Ände-
rung des Streukreisradius, herangezogen werden. Somit können laut Grewal u. a. (2007)
die Beschleunigungs- (Accelerometers) und Drehratensensoren (Gyroscopes) sowie das
gesamte INS in drei Kategorien, gemäß Tabelle 5.2, eingestuft werden.
Leistungsklasse
System bzw. Sensor Hoch Mittel Niedrig Metrik Einheit43
INS ≤ 0.185 ≈ 1.85 ≥ 18.5 CEPrate km/h
Gyroskop ≤ 10−3 ≈ 10−2 ≥ 10−1 Bias-Stabilität deg/h
Akzelerometer ≤ 10−1 ≈ 1 ≥ 10 Bias-Stabilität µg
Tabelle 5.2: Leistungsklassen der Beschleunigungs-, Drehratensensoren und des Trägheits-
navigationssystems (INS) in Anlehnung an Grewal u. a. (2007). CEP: Circular
Error Probability.
Integrierte GNSS-INS Navigation
Wie im Abschnitt 5.2.2 beschrieben, weisen die GNSS und die Trägheitsnavigationssyste-
me komplementäre Eigenschaften auf. Somit liegt es nahe, diese beiden Navigationsmetho-
43Die Einheiten der Bias-Stabilität entsprechen der sogenannten Allan-Variance Methode für die Cha-
rakterisierung von Beschleunigungs- und Drehratensensoren (vgl. El-Sheimy u. a. (2008)).
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den gewinnbringend zu kombinieren, um die Qualität des gesamten Systems zu erhöhen.
Das Grundprinzip einer solchen Integration, die Vor- und Nachteile der jeweiligen Systeme
sowie die Vorteile der Kombination werden in Abbildung 5.12 gezeigt.
DGPS
+ Absolute (Langzeit) Genauigkeit
+ Zeitunabhängige Genauigkeit
- Instabilität (Abriss)
- Niedrige Messrate
- Keine Lagebestimmung (nur 
Position und Geschwindigkeit)
INS
+ Relative (Kurzzeit) Genauigkeit
- Zeitabhängige Genauigkeit
+ Stabilität (keine Abrisse)
+ Hohe Messrate
+ Lagenbestimmung (3D-
Rotationswinkel)
INS/DGPS
+ Hohe Genauigkeit
+ Stabilität (keine Abrisse)
+ Hohe Messrate
+ Lagenbestimmung
Abbildung 5.12: Grundprinzip der INS/DGPS Integration und Vorteile der Kombination
in Anlehnung an Strang u. a. (2008) und Grewal u. a. (2007)
Durch eine geeignete Kombination der satellitengestützten Navigation (hier DGPS) mit
dem Trägheitsnavigationssystem in ein integriertes GNSS-INS Navigationssystem lassen
sich die Positions-, Lage- und Bewegungsinformationen eines mit diesem integrierten Sys-
tem ausgestatteten Körpers fortlaufend und mit einer höheren Genauigkeit und Messrate
als nur mithilfe eines satellitengestützten Navigationssystems bestimmen.
Für die Fusion der DGPS-Daten mit den INS-Daten werden verschiedene Ansätze verfolgt,
die sich in der Tiefe der Integration und der Datenfusion unterscheiden. Diese Integrati-
onsstrategien können gemäß Abbildung 5.13 und laut ERAU (2009)44 in die Kategorien:
loosely-, tightly- und deeply coupled eingeteilt werden.
44Im Stand der Technik sind unterschiedliche Bezeichnungen für INS-DPGS Integrationsstrategien zu
finden. Schmidt & Phillips (2011) diskutiert diese Strategien mit hohem Detaillierungsgrad. Für den
Zweck dieser Arbeit ist allerdings die grobe Aufteilung ausreichend.
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Abbildung 5.13: Die unterschiedlichen INS/DGPS Integrationsstrategien
Die Qualität des gesamten Systems hängt somit von der Integrationsstrategie ab. Schmidt
& Phillips (2010) haben nachgewiesen, dass die gesamte Qualität des INS/DGPS Systems
in der Regel mit der steigenden Tiefe der Integration verbessert werden kann.
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6 Funktionale Architektur
Nachfolgend wird auf die Funktionale Architektur eines Referenzsystems für die Umfeld-
wahrnehmung im Gesamtkontext der funktionalen Architektur der Fahrerassistenzsyste-
me eingegangen. Dieser einführende Abschnitt ist für die Einbettung des Referenzsystems
in den gesamten Kontext der Umfeldwahrnehmung und für seine Eingrenzung gegenüber
dem zu bewertenden System im Bezug auf die Schnittstellen und die Abstraktionsebenen
notwendig.
Die von Ulbrich u. a. (2017) vorgestellte funktionale Architektur für das Autonome Fah-
ren ist auch auf das voll-, -hoch und teilautomatisierte Fahren45 anwendbar. Ebenso gilt
sie für die gängigen Fahrerassistenzsysteme. Diese Architektur ist eine Weiterentwicklung
der von Matthaei & Maurer (2015) eingeführten funktionalen Architektur.
Abbildung 6.1 zeigt die Erweiterung dieser Architektur um ein Referenzsystem für die
Umfeld- und Selbstwahrnehmung. Dabei bezeichnet der Begriff Selbstwahrnehmung (vgl.
Matthaei & Maurer (2015)) die Eigenbewegungs- und Zustandsschätzung des Fahrzeuges,
welches mit dem autonomen, automatisierten oder assistierenden System ausgerüstet ist.
Diese funktionale Architektur berücksichtigt den 3-Ebenen-Hierarchie Ansatz von Donges
(1999), bei dem die Fahraufgabe in die drei Teilaufgaben Navigation, Führung und Stabi-
lisierung unterteilt wird. Um die Ebenen der Fahraufgaben dementsprechend zu erfüllen
und zu bedienen, wird die Umfeld- und Selbstwahrnehmung ebenfalls in drei Abstrakti-
onsebenen unterteilt46 (vgl. Matthaei & Maurer (2015)):
• Merkmalsextrahierung und modellbasierte Filterung
• Kontext- und Szenemodellierung47
• Umfeldmodellierung auf Fahrbahnebene (Road-level)
Die von Matthaei & Maurer (2015) eingeführte funktionale Architektur wurde u.a. um die
Lokalisierung und Kartenbereitstellung als zusätzliche Säule erweitert, die wiederum auf
den drei unterschiedlichen Abstraktionsebenen den Umfeldwahrnehmungskomponenten
(in der mittleren Säule) Informationen liefern kann. Auf der Ebene der Merkmalsextra-
hierung kann diese zusätzliche Quelle Informationen über die stationären Objekte (wie
45Gemäß der Definition von BAST (2012) und 2025AD (2016).
46Mit aufsteigendem Abstraktionsgrad.
47Nach der Definition von Ulbrich u. a. (2015).
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z.B. Fahrstreifenmarkierungen und Straßenschilder) der Umgebung liefern und kann so-
mit den Sichtbereich der eingesetzten Sensoren künstlich erweitern.
Die Merkmalsextrahierung und modellbasierte Filterung (bezeichnet in Abbildung 6.1 mit
Merkmalsextrahierung und modellbasierte Filterung) als unterste Ebene der Umfeld- und
Selbstwahrnehmung kann verschiedene Repräsentationen liefern. Während das Umfeld
durch eine objekt48- oder belegungskartenbasierte49 Repräsentation beschrieben werden
kann, wird die Selbstwahrnehmung durch die Eigenbewegungsschätzung beschrieben.
Abhängig vom Informationsgehalt und Grad der Sensordatenverarbeitung können vom zu
bewertenden Umfeldwahrnehmungssystem in der jeweiligen Repräsentation (objekt- oder
belegungskartenbasierte) Rohdaten (zum Beispiel einzelne Entfernungen eines Lasersen-
sors oder Reflexionen eines Radarsensors), zusammengefasste und verarbeitete Messdaten
einzelner Sensoren (zum Beispiel Position und Lage eines Objekts) oder fusionierte Daten
aus verschiedenen Sensoren zur Verfügung gestellt werden. Das Format dieser Daten kann
je nach Anwendung unterschiedlich sein. Auf dieser gleichen Ebene der Umfeldwahrneh-
mung wird ein Referenzsystem herangezogen, welches Referenzdaten für den Vergleich
und die Bewertung des Umfeldwahrnehmungssystems zur Verfügung stellt. Eine Grund-
voraussetzung für diesen Vergleich und somit für die Bewertung ist, dass sich das Refe-
renzsystem und das zu bewertende System auf die gleiche Zeitbasis beziehen. Um diese
zu erfüllen, soll die Herstellung des zeitlichen Bezugs entweder auf der Seite des Referenz-
systems oder des zu bewertenden Systems erfolgen. Ob diese Herstellung möglich ist und
wie sie umzusetzen ist, kann nur anhand der physikalischen und HW/SW Architektur des
Gesamtsystems (bestehend auf dem Referenzsystem und dem zu bewertenden System)
entschieden werden50.
In der Regel müssen die Daten und Schnittstellen des Referenzsystems an das Format des
zu bewertenden Umfeldwahrnehmung angepasst werden, ohne dass diese geändert werden
müssen. Das Referenzsystem muss somit in der Lage sein, diese Anpassung zu unterstüt-
zen, indem die Referenzdaten im gleichen Format und in gleicher Repräsentation wie das
zu bewertende System erzeugt werden. Jedoch werden bei der Herstellung des zeitlichen
Bezugs auf der Seite des zu bewertenden Systems in der Regel dessen Messdaten um zu-
sätzliche Informationen (Zeitstempel) erweitert und nicht modifiziert (bzw. verfälscht). Zu
dieser Herstellung des zeitlichen Bezugs gehört wie von Brahmi u. a. (2013) beschrieben
die korrekte51 Zeitstempelung der Messdaten des zu bewertenden Systems.
Zusätzlich zu den Referenzdaten, die das Referenzsystem liefert, werden Informationen
über die Güte dieser Daten für den Vergleich mit den Messdaten des zu bewertenden
Systems benötigt. Dieser Aspekt wird in dieser Arbeit als Anforderung an die Selbstein-
schätzung des Referenzsystems im Abschnitt 8 näher beschrieben.
48Sowohl die Objektverfolgung im Sinne von Verkehrsteilnehmer als auch die Fahrstreifenmarkierungs-
verfolgung gehören zur objektbasierten Repräsentation (vgl. Dietmayer u. a. (2015).
49Auch von Dietmayer u. a. (2015) als rasterbasierte Repräsentation genannt.
50Dieser Aspekt wird im Abschnitt 7 näher diskutiert.
51Inklusive Kompensation der Latenzzeit.
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7 Kategorisierung von
Referenzsystemen
In der Regel wird ein Referenzsystem mit dem Ziel eingesetzt, Referenzdaten zu gewinnen,
die für die Bewertung der objektbasierten Umfeldwahrnehmung herangezogen werden.
Diese Bewertung erfolgt durch den Vergleich dieser Referenzdaten mit den Messdaten des
zu bewertenden Systems. Die Referenz- und Sensordaten können respektive vereinfacht
durch die Zustandsvektoren ~XrA und ~XsA für jedes Objekt beschrieben werden. Um
miteinander verglichen werden zu können, müssen sich diese beiden Zustandsvektoren auf
das gleiche Koordinatensystem A beziehen. Die Referenzdaten können dabei, abhängig von
der Umsetzung des Referenzsystems, auf unterschiedlichen Wegen erzeugt werden. Nach
aktuellem Stand der Technik können drei Kategorien identifiziert werden, die mögliche
Realisierungen von Referenzsystemen umfassen. Diese Kategorisierung basiert auf dem
Funktionsprinzip und der Umsetzung der jeweiligen Referenzsysteme.
7.1 Kategorie I: Referenzsysteme basierend auf einem
fahrzeugmitgeführten
Umgebungserfassungssystem
In dieser Kategorie wird das Egofahrzeug mit einem Sensor oder einem Sensorsystem aus-
gestattet, welches im Vergleich zum zu bewertenden System höhere Qualität aufweist und
aufgrund dessen als Quelle für den richtigen Wert herangezogen werden kann. Dabei
dient das mit dem Referenzsystem ausgestattete Egofahrzeug als Akteur und Beobachter
innerhalb der relevanten Szene (vgl. 5.1.1). Das Referenzumfelderfassungssystem kann je
nach Anwendungsfall ausgewählt werden. Mögliche Beispiele der fahrzeugmitgeführten
Referenzumfelderfassungssysteme in dieser Kategorie sind 360◦-Laserscanner-Sensoren52,
ein 360◦-Fusionssensorsystem oder ein Sensor, der für einen bestimmten Zweck als Quelle
für den richtigen Wert verwendet werden kann. Für die Bewertung der Radialgeschwin-
digkeitsmessung eines Kamerasystems kann zum Beispiel ein Radarsensor herangezogen
werden, welcher die Geschwindigkeit mithilfe des Dopplereffekts bestimmen kann.
52Zum Beispiel Velodyne 3D-Laserscanner (vgl. Velodyne, Inc. (2013)).
7.2 Kategorie II: Referenzsystem basierend auf einem fahrzeugfremden
Umgebungserfassungssystem
54
Typischer Ablauf der Referenzdatenerzeugung
Systeme dieser Kategorie sind in der Lage, aus einem egofahrzeugspezifischen Blickpunkt
und Blickwinkel die relevanten Objekte zu erfassen, die in der Regel gleichzeitig ebenfalls
vom zu bewertende System erfasst werden. Folgende Schritte werden benötigt, um die
endgültigen Referenzdaten ~XrA zu erzeugen:
1. Erzeugung der Referenzdaten ~XrB der relevanten Objekte im referenzsystemspezi-
fischen Koordinatensystem B.
2. Umrechnung der Referenzdaten in das Koordinatensystem des zu bewertenden Sys-
tems A und Erzeugung der endgültigen Referenzdaten ~XrA.
7.2 Kategorie II: Referenzsystem basierend auf einem
fahrzeugfremden Umgebungserfassungssystem
Bei dieser Variante befindet sich das Referenzumfelderfassungssystem außerhalb des Ego-
fahrzeugs und ist in der Lage, die für ein bestimmtes Fahrszenario relevanten Objekte
zu erfassen. Aus dieser Erfassung werden die Referenzdaten (richtige Werte) erzeugt und
zur Bewertung des originären Umfelderfassungssystems herangezogen. Mögliche Beispiele
solcher Referenzsysteme sind Laserscanner- oder Kamerasysteme, welche eine bestimmte
Szene aus einer geeigneten Perspektive erfassen, um daraus als Referenzdaten die relative
Positionierung (und ggf. Bewegung) des Egofahrzeugs relativ zu den relevanten Zielob-
jekten zu erzeugen.
Innerhalb dieser Kategorie kann anhand der Mobilität des fahrzeugfremden Umfelder-
fassungssystems zwischen zwei Ausführungsvarianten unterschieden werden. Ist das Re-
ferenzumfelderfassungssystem an einem festen Ort montiert, so können nur Szenen, die
innerhalb deren Erfassungsbereichs liegen, erfasst werden. Ein Beispiel dafür ist ein la-
serscannerbasiertes Referenzsystem für die Bewertung der Umfelderfassung für Parkas-
sistenzsysteme. Bei der zweiten Unterkategorie ist das Referenzumfelderfassungssystem
in der Lage, sich zu bewegen und dabei die aus Sicht des Egofahrzeugs relevante Sze-
ne fortlaufend zu erfassen. Es entstehen somit Positions- und Bewegungsinformationen
über die relevanten Szenenobjekte (inklusive das Egofahrzeug) relativ zum Referenzum-
felderfassungssystem, die zunächst für die Erzeugung der Referenzdaten aus Sicht des
Egofahrzeugs herangezogen werden. Ein Beispiel dieser Variante sind fliegende Kamera-
systeme, welche aus der Vogelperspektive die Umgebung eines fahrenden Egofahrzeugs
fortlaufend erfassen.
Eine mögliche Umsetzung dieser Variante wird von Mählisch u. a. (2016) beschrieben. Ei-
ne praktische Implementierung ist jedoch nach Literatur Recherche nicht bekannt.
In beiden Fällen dient das Referenzsystem als Beobachter, welcher die Szene als Ganzes
von außen betrachtet (gemäß Abschnitt 5.1.1).
7.3 Kategorie III: Referenzsystem basierend auf globaler Lokalisierung und
Interfahrzeugkommunikation
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Typischer Ablauf der Referenzdatenerzeugung
Systeme dieser Kategorie sind in der Lage, aus einem egofahrzeugfremden Blickpunkt
und Blickwinkel die relevanten Objekte inklusive das mit dem zu bewertenden System
ausgestattete Egofahrzeug zu erfassen. Folgende Schritte werden benötigt, die endgültigen
Referenzdaten ~XrA zu erzeugen:
1. Erzeugung der Zustandsvektoren ~Xr
ego
B und ~X
i
B über das Egofahrzeug und über die
relevanten Objekte im referenzsystemspezifischen Koordinatensystem B.
2. Erzeugung der endgültigen Referenzdaten ~XrA aus ~Xr
ego
B und ~X
i
B.
7.3 Kategorie III: Referenzsystem basierend auf
globaler Lokalisierung und
Interfahrzeugkommunikation
Diese Kategorie basiert auf der globalen Lokalisierung, deren Aufgabe darin besteht, die
Positions- und Bewegungsdaten relevanter statischer und dynamischer Objekte einer Fahr-
szene (einschließlich des Egofahrzeugs) bezogen auf ein globales Koordinatensystem zu be-
stimmen. Die relevanten Objekte können je nach Anwendung festgelegt werden. In einem
weiteren Schritt werden aus diesen Informationen Referenzdaten aus Sicht des Egofahr-
zeugs erzeugt. Bei dieser Kategorie übernimmt kein einzelner Akteur direkt die Aufgabe
der Szenebeobachtung. Stattdessen dient das Egofahrzeug erst nach Erhalt der benötigten
Daten über die relevanten Akteure als gleichzeitiger Beobachter und Akteur innerhalb der
Szene.
Während die globale Lokalisierung bei dieser Kategorie der Referenzsysteme unabding-
bar ist, wird die Interfahrzeugkommunikation nur benötigt, um während der Messfahrt
die Referenzdaten zu erzeugen und die Lokalisierungsmessdaten aller relevanten Zielob-
jekte zentral aufzuzeichnen. Steht keine solche Kommunikation zur Verfügung, so müssen
die lokal aufgezeichneten Daten in einem Nachbearbeitungsschritt zusammengeführt wer-
den, um daraus die Referenzdaten erzeugen zu können. Die meist eingesetzte Variante
dieser Kategorie ist eine Kombination der satellitengestützten Koppelnavigation und der
WLAN-basierten Interfahrzeugkommunikation.
Typischer Ablauf der Referenzdatenerzeugung
In dieser Kategorie werden im ersten Schritt alle relevanten Objekte inklusive das mit dem
zu bewertenden System ausgestattete Egofahrzeug bezogen auf ein globales Koordinaten-
system lokalisiert. Diese Schritte werden benötigt, um die endgültigen Referenzdaten ~XrA
zu erzeugen:
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1. Erzeugung der Zustandsvektoren ~Xegoglob und ~X
i
glob über das Egofahrzeug und über
die relevanten Objekte im globalen Koordinatensystem.
2. Erzeugung der Referenzdaten ~XrC der relevanten Objekte im referenzsystemspezi-
fischen Koordinatensystem C.
3. Umrechnung der Referenzdaten in das Koordinatensystem des zu bewertenden Sys-
tems A und Erzeugung der endgültigen Referenzdaten ~XrA.
7.4 Zusammenfassung
Obwohl sich die drei vorgestellten Kategorie aus Umsetzungssicht stark unterscheiden,
lassen sich Gemeinsamkeiten erkennen. Bei Kategorie I und Kategorie III bewegt sich das
Referenzsystem mit dem zu bewertenden System fortlaufend mit. Während das Referenz-
system in Kategorie I, welches sich entweder aus nur einem Referenzsensor oder aus einem
Referenzsensorsystem von zusammenhängenden Referenzsensoren zusammensetzt, das zu
bewertende System fortlaufend begleiten, setzt sich das Referenzsystem der Kategorie III
aus verschiedenen Lokalisierungssystemen, die sich jeweils mit dem zu bewertenden Sys-
tem aber auch mit den relevanten dynamischen Objekten mitbewegen.
Sowohl bei Kategorie II und Kategorie III erfolgt die Generierung der Referenzdaten in-
direkt. Zuerst werden alle relevante Objekte einschließlich das mit dem zu bewertenden
System ausgestattete Fahrzeug (Egofahrzeug) bezogen auf ein globales Koordinatensys-
tem erfasst. Danach werden die relevanten Objekte auf das Koordinatensystem des zu
bewertenden Systems bezogen, um deren Referenzdaten zu generieren. Im Gegensatz da-
zu entstehen bei einem Referenzsystem der Kategorie I die Referenzdaten direkt in einem
fahrzeuglokalen Koordinatensystem. Das globale Koordinatensystem entspricht bei Kate-
gorie II dem Koordinatensystem des verwendeten Referenzsystems (wie z.B. des statio-
nären Laserscanners oder des mobilen Kamerasystems) und bei Kategorie III z.B. dem
GPS-Koordinatensystem. Aus diesen Ähnlichkeiten und Unterschieden können sich un-
terschiedliche Anforderungen an das Referenzsystem hinsichtlich der Fähigkeit der extrin-
sischen Kalibrierung ergeben. Während bei den Referenzsystemen der Kategorien I und
III das Koordinatensystem der Referenzdaten bekannt sein muss, kann bei den Referenz-
systemen der Kategorien II auf die extrinsische Kalibrierung verzichtet werden, denn das
Referenzsystem und das zu bewertende System erfassen die Umgebung aus unterschied-
lichen Perspektiven und die Generierung der Referenzdaten erfolgt durch Umrechnungen
der im Koordinatensystem des Referenzsystems vorliegenden Positions- und Bewegungs-
daten der erkannten Objekte (Egofahrzeug + Zielobjekte).
Analog zur Klassifikation der Sensoren in extero- und interozeptive53 Sensoren (vgl. Kru-
se (2013)) kann bei dieser Kategorisierung der Referenzsysteme unterschieden werden, ob
das Referenzsystem ein Teil der Szene ist oder nicht. Beschreibt das Referenzsystem den
53Analog dazu unterscheiden Hertzberg u. a. (2012) zwischen proprio- und interozeptiven Sensoren.
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Zustand der Szene von innerhalb, so kann es als interozeptiv bezeichnet werden. Erfolgt
die Beschreibung im Gegensatz von außerhalb der Szene, so kann das Referenzsystem
als exterozeptiv bezeichnet werden. Nach dieser Definition können Referenzsysteme der
Kategorie I als interozeptiv und Referenzsysteme der Kategorie II als exterozeptiv be-
zeichnet werden. Referenzsysteme der Kategorie III weisen hingegen eine Mischung aus
interozeptiven und exterozeptiven Aspekten auf. Die einzelnen Fahrzeuge, die mit dem Lo-
kalisierungssystem ausgestattet sind, haben einen interozeptiven Charakter, tragen jedoch
nur zum Teil zur Erzeugung der Referenzdaten bei. Erst mit der Nutzung des globalen
Lokalisierungssystems, welches eher einen exterozeptiven Aspekt hat, können die Refe-
renzdaten erzeugt werden. Selbst das Koppelnavigationssystem, welches in der Regel für
die Lokalisierung der einzelnen Fahrzeuge verwendet wird, weist interozeptive (durch die
Trägheitsnavigation) und exterozeptive (durch die Satellitennavigation) Aspekte auf.
Abbildung 7.4 veranschaulicht die Zuordnung der drei Kategorien zu den Klassen intero-
zeptiv und interozeptiv.
Kategorie
I
Kategorie
II
Kategorie
III
interozeptiv exterozeptiv
Abbildung 7.1: Einteilung der Referenzsysteme in die Klassen interozeptiv und
exterozeptiv
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8 Anforderungen an ein
Referenzsystem für die
FAS-Umfeldwahrnehmung
Damit ein als Vergleichsbasis dienendes System als Referenzsystem für die Bewertung der
FAS-Umfeldwahrnehmung bezeichnet werden kann, muss es bestimmte Anforderungen
erfüllen. Diese Anforderungen können zunächst in qualitative und quantitative Anfor-
derungen unterteilt werden. Während die Erfüllung der qualitativen Anforderungen mit
Ja/Nein beantwortet werden kann, müssen bei den quantitativen Anforderungen numeri-
sche Kennzahlen angegeben und definiert werden. Die folgenden Anforderungen wurden
im Rahmen dieser Arbeit sowohl aus praktischer Erfahrung mit verschiedenen Referenz-
systemen als auch aus theoretischen Überlegungen abgeleitet.
8.1 Qualitative Anforderungen
8.1.1 Mobilität
Aufgrund der Mobilität des zu bewertenden Sensorsystems und seines Einsatzes unter
verschiedenen Bedingungen muss das Referenzsystem auch in verschiedenen Umgebungen
einsetzbar sein. Die Mobilitätsanforderung kann entweder durch die Portierbarkeit oder
durch die Selbstmobilität erfüllt werden.
Portierbarkeit Das Referenzsystem muss beweglich sein und darf nicht an einem be-
stimmten Ort fixiert werden, damit es als portierbar bezeichnet werden kann. Anderenfalls
können nur die an diesem Ort herrschenden Bedingungen berücksichtigt werden, die nicht
für alle möglichen Bedingungen repräsentativ sein können. Mithilfe eines portierbaren
Referenzsystems lassen sich die Sensorsysteme unter Berücksichtigung unterschiedlicher
Bedingungen und Umwelteinflüssen untersuchen.
Selbstmobilität Bezeichnet die Fähigkeit des Referenzsystems, sich während der Mess-
fahrt zu bewegen und dabei das zu bewertende System zu begleiten.
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In Summe muss ein Referenzsystem entweder portierbar oder selbstmobil sein, um die
Mobilitätsanforderung zu erfüllen und eine Bewertung des Sensorsystems unter verschie-
denen Bedingungen zu ermöglichen. Die Selbstmobilität kann als weiche Mobilitätsbe-
dingung interpretiert werden, während die Portierbarkeit als harte Bedingung angesehen
werden kann. Dementsprechend muss ein Referenzsystem mindestens portierbar sein, um
die Mobilitätsanforderung zu erfüllen.
Tabelle 8.1 fasst die Mobilitätsanforderung in Abhängigkeit von der Portierbarkeit und
der Selbstmobilität zusammen.
selbstmobil nicht selbstmobil
portierbar mobil mobil
nicht portierbar nicht möglich nicht mobil
Tabelle 8.1: Mobilität in Abhängigkeit von Portierbarkeit und Selbstmobilität
Ein Beispiel eines selbstmobilen Referenzsystems ist ein fahrzeugmitgeführtes INS/DGPS
(gemäß Kategorie III in Kapitel 7) oder ein Laserscanner-System (gemäß Kategorie I in
Kapitel 7). Die Mobilität ist auch bei einem portierbaren und nicht selbstmobilen Referen-
zumfelderfassungssystem (Kategorie II in Kapitel 7) gegeben, wobei das Referenzsystem
in verschiedenen Umgebungen eingesetzt werden kann.
8.1.2 Selbsteinschätzung
Da die Daten des Referenzsystems als die richtigen Werte angenommen und für den Ver-
gleich herangezogen werden, muss ihre Qualität stets überprüft und plausibilisiert werden.
Aus diesem Grund muss das Referenzsystem zusätzlich zu seinen Nutzdaten weitere Infor-
mationen über seine Messqualität in Form einer Selbsteinschätzung zur Verfügung stellen.
Eine mögliche Form dieser Information kann die Messstandardabweichung sein.
Darüber hinaus muss diese Selbsteinschätzung mit der realen Messqualität übereinstim-
men. Anderenfalls besteht die Gefahr, entweder schlechte Messdaten des Referenzsys-
tems als Referenzdaten für den Vergleich heranzuziehen (das Referenzsystem überschätzt
sich) oder tatsächlich gute Referenzdaten zu verwerfen (das Referenzsystem unterschätzt
sich). Die Anforderungen an die Übereinstimmung der Selbsteinschätzung mit der realen
Messqualität impliziert automatisch die Anforderung, dass die als Maß für die Selbst-
einschätzung verwendete Größe (wie z.B. die Messstandardabweichung) mit der realen
Messqualität korreliert. Ist diese Anforderung nicht erfüllt, kann die Selbsteinschätzung
aufgrund des fehlenden Zusammenhangs zur realen Messqualität nicht sinnvoll verwendet
werden.
8.1 Qualitative Anforderungen 60
8.1.3 Kalibrierfähigkeit
Für die Bewertung der Umfeldwahrnehmung wird die Szene immer aus den Perspektiven
des Referenzsystems und des zu bewertenden Systems beobachtet. In der Regel erfolgen
diese Beobachtungen aus verschiedenen Blickwinkeln und Blickpunkten. Für die Refe-
renzsysteme der Kategorien I und III, bei denen das Referenzsystem an das Egofahrzeug
montiert wird, muss es daher möglich sein, die genaue Einbauposition und Einbaula-
ge des Referenzsystems sowie dessen Bezugskoordinatensystem zu kennen. Aus diesem
Grund muss das Referenzsystem in der Lage sein, extrinsisch kalibriert zu werden. Das
Ziel dieser Kalibrierung ist es, die Transformationsparameter in Form einer homogenen
Transformationsmatrix gemäß A.5 zu bestimmen. Mithilfe dieser Transformation lassen
sich die im referenzsystemspezifischen Koordinatensystem B vorliegenden Referenzdaten
~XrB in die endgültigen Referenzdaten ~XrA bezogen auf das Koordinatensystem A des zu
bewertenden Systems gemäß 8.1 umrechnen.
~XrA =
ARB ~XrB (8.1)
Erst nach diesem Schritt können die Referenz- und Messdaten sinnvoll verglichen wer-
den.
Wird die Kalibrierung nicht oder nicht ausreichend genau durchgeführt, so ergeben sich
Abweichungen zwischen den Referenz- und Sensormessdaten, die zu einer verfälschten Be-
wertung des Sensorsystems führen. Die Kalibrierungsgenauigkeit trägt somit zur gesamten
Messgenauigkeit des Referenzsystems bei.
8.1.4 Geeignete Fahrzeugumgebungsrepräsentation
Das Ziel der Fahrzeugumfeldwahrnehmung ist es, eine Fahrzeugumgebungsrepräsentation
zu erstellen und den nachgeschalteten Komponenten einer Fahrerassistenz- oder Fahr-
funktion zur Verfügung zu stellen. Eine Fahrzeugumgebungsrepräsentation wird dabei
von Dietmayer u. a. (2015) wie folgt definiert:
Unter einer Fahrzeugumgebungsrepräsentation, häufig auch als Fahrzeugum-
feldmodell bezeichnet, versteht man eine dynamische Datenstruktur, in der
alle relevanten Objekte und Infrastrukturelemente in der Nähe des eigenen
Fahrzeugs möglichst korrekt in Ort und Zeit in einem gemeinsamen Bezugs-
system enthalten sind.
Die Form und der Inhalt dieser Repräsentation hängen von der Funktion ab. Diese Abhän-
gigkeit kann entweder direkt oder indirekt sein. Während in einer funktionsorientierten
und komponentenbasierten Architektur die Anforderungen an die Form und den Inhalt
der Fahrzeugumgebungsrepräsentation direkt durch die Funktion (wie z.B. Notbremsas-
sistent, Adaptive Cruise Control oder Spurhalteassistent) festgelegt werden, wird bei einer
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modularen Architektur angestrebt, diese direkte Kopplung aufzulösen. Dieser Ansatz wird
von Dietmayer u. a. (2015) beschrieben. Trotz dieser Entkopplung hängen weiterhin die
Form und der Inhalt dieser Fahrzeugumgebungsrepräsentation von den einzelnen Funktio-
nen indirekt ab, indem sie nicht aus den Anforderungen an die jeweilige Funktion, sondern
aus den funktionsübergreifenden Anforderungen hergeleitet werden.
Um das Umfeldwahrnehmungssystem zu bewerten, muss das Referenzsystem in der La-
ge sein, die gleiche Fahrzeugumgebungsrepräsentation zur Verfügung zu stellen. In der
Regel bedarf es Anpassungen der ursprünglichen Fahrzeugumgebungsrepräsentation des
Referenzsystems, um diese vergleichbar mit der Fahrzeugumgebungsrepräsentation des zu
bewertenden Systems zu machen. Diese Anpassung darf jedoch keine Einbuße der Qualität
der Referenzdaten verursachen, indem die restlichen Anforderungen an das Referenzsys-
tem weiterhin erfüllt werden müssen.
Um dieses zu veranschaulichen, kann das Beispiel eines laserscannerbasierten Referenz-
systems (aus der Kategorie I) berücksichtigt werden. Wird angenommen, dass das zu
bewertende Umfeldwahrnehmungssystem eine objektbasierte Repräsentation verwendet,
bei der die Objekte als Rechteck (engl. rectangular bounding box) modelliert werden, so
kann nicht davon ausgegangen werden, dass die auf den einzelnen Entfernungen basierten
Messgenauigkeitsangaben weiterhin gültig bleiben.
Im aktuellen Stand der Technik ist die objektbasierte Repräsentation aufgrund der Eig-
nung für die meist verbreiteten Assistenzfunktionen (wie z.B. Notbremsassistent, Adaptive
Cruise Control oder Spurhalteassistent) die am häufigsten eingesetzte Variante. Bei die-
ser Repräsentation werden die Objekte im Sichtbereich des Sensorsystems als Rechteck
modelliert und durch einen Zustandsvektor von Attributen beschrieben. Die wesentlichen
Attribute können gemäß Gleichung 8.2 durch einen Zustandsvektor ~Xsensmin
54 beschrieben
werden.
~Xsensmin :=
(
ID x y vx,y Ψ l b RefID
)
(8.2)
Dabei beschreibt das Attribut Ψ (Gierwinkel) die relative Ausrichtung des Objekts zum
Egofahrzeug, während l und b respektive die Länge und die Breite des Objekts bezeich-
nen. Das Attribut RefID bezeichnet den Punkt, auf den sich die Sensormessungen bei
ausgedehnten Objekten beziehen und ist für eine korrekte Interpretation der Positions-
messung sowohl für die Funktion als auch für die Bewertung notwendig. Das Attribut ID
wird benötigt, um verschiedene Objekte zu unterscheiden und über die Zeit zu verfolgen.
Somit muss das Referenzsystem in der Lage sein, die relevanten Objekte aus dem Umfeld
durch einen Zustandsvektor ~Xref mit dem gleichen Inhalt wie ~Xsensmin zu beschreiben.
54Dabei bezeichnet min den minimalen Umfang der Beschreibung.
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8.2 Quantitative Anforderungen
8.2.1 Zuverlässigkeit
In Anlehnung an DIN 40041 (1990), die die Zuverlässigkeit als die  Fähigkeit, Anforderun-
gen unter bestimmten Bedingungen und während eines gegebenen Zeitraumes zu erfüllen 
definiert, kann die Zuverlässigkeitsanforderung an das Referenzsystem hergeleitet werden.
Hierfür muss das Referenzsystem in der Lage sein, Messdaten mit der geforderten Qua-
lität in einem bestimmten Zeitintervall zu liefern. Dieses Zeitintervall ist von der Dauer
einer Messfahrt abhängig, bei der gleichzeitig die Referenz- und Sensordaten gesammelt
werden.
8.2.2 Sichtbereich
Das Referenzsystem muss im gesamten spezifizierten Sichtbereich (Field of View, FOV)
des zu bewertenden Sensorsystems gültige Messdaten liefern. Besonders herausfordernd
wird diese Anforderung beim Einsatz von Rundumsicht- und Multisensorsystemen. Somit
ergibt sich die Anforderung an den Sichtbereich des Referenzsystems gemäß 8.3.
FOVvolumeRef ≥ FOVvolumeSensor (8.3)
Ist diese Anforderung nicht erfüllt, so besteht die Gefahr, dass das zu bewertende Sensor-
system Objekte detektiert, die nicht im Sichtbereich des Referenzsystems liegen und somit
vom Referenzsystem nicht erfasst werden können. Das kann zu einer falschen Bewertung
des Sensorsystems führen.
8.2.3 Zeitverhalten
Die Aufgabe eines Referenzsystems besteht darin, die Realität möglichst genau abzu-
bilden, indem bestimmte relevante Größen und Signale gemessen und als Referenzdaten
herangezogen werden. Hierfür müssen sich als erstes, wie bereits im Abschnitt 6 erkannt,
das Referenzsystem und das zu bewertende System auf die gleiche Zeitbasis beziehen, um
den Vergleich der Referenz- mit den Messdaten zu ermöglichen. Hierdurch ergibt sich die
erste Anforderung an das Referenzsystem bezüglich der Nutzung (bzw. Unterstützung)
einer gemeinsamen Zeitbasis. Ist diese Voraussetzung erfüllt, so spielen weitere Aspekte
des Zeitverhaltens des Referenzsystems eine entscheidende Rolle bei der Bewertung eines
Sensorsystems. Sind bestimmte Kriterien nicht erfüllt, so besteht die Gefahr, zum einen
die Realität mit nicht ausreichender Genauigkeit abzubilden und zum anderen den Sens-
ordaten die Referenzdaten nicht korrekt zuzuordnen. Für diese beiden Artefakte sind die
zwei Aspekte, Latenzzeit und Messzykluszeit des Referenzsystems, ausschlaggebend.
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Neben der qualitativen Anforderung an die Nutzung einer gemeinsamen Zeitbasis werden
nachfolgend die Aspekte der Latenzzeit und der Zykluszeit als quantitative Anforderungen
hergeleitet.
Latenzzeit Um als Referenzdaten angenommen werden zu können, müssen die Messda-
ten des Referenzsystems richtig zeitgestempelt werden. Hierfür muss folgende Bedingung
|Tmeas − Ts| ≤ εmax (8.4)
erfüllt werden. Dabei bezeichnen Tmeas den wahren Messzeitpunkt, Ts den vom Referenz-
system gesetzten Zeitstempel und εmax den maximal tolerierbaren Zeitstempelfehler. Da
jedes System eine Latenzzeit aufweist, muss das Referenzsystem entweder den Zeitstempel
gemäß Gleichung 8.4 intern setzen oder seine Latenzzeit als zusätzliche Information dem
nachgeschalteten Verarbeitungsprozess zur Verfügung stellen, sodass nach einer Zeitstem-
pelkorrektur die Gleichung 8.4 erfüllt werden kann. Ein unbekannter Zeitstempelfehler
wirkt sich direkt auf die Messgenauigkeit aus.
Zykluszeit Das Referenzsystem misst die für die Bewertung benötigten Größen und Si-
gnale an diskreten Zeitpunkten. Demzufolge muss die Messfrequenz des Referenzsystems
so gewählt werden, dass sehr kleine Änderungen der zu messenden physikalischen Größe
detektiert werden können und das Signal mit ausreichender Genauigkeit rekonstruiert wer-
den kann. Dementsprechend muss die Messfrequenz des Referenzsystems fref zumindest
das Shannon-Nyquist-Abtasttheorem fref ≥ 2 fFzg erfüllen. Dabei bezeichnet fFzg die
höchste Frequenzkomponente im Frequenzspektrum des betrachteten Messsignals. Das
Referenzsystem und das zu bewertende Sensorsystem messen in der Regel asynchron.
Für einen direkten Vergleich müssen daher ihre Messdaten synchronisiert werden. Da-
bei kommt es zur Rekonstruktion des Messsignals, um daraus die zum Zeitpunkt der
Sensormessung die passende Referenzmessung zu generieren. Die Messfrequenz des Refe-
renzsystems muss somit nicht nur das Shannon-Nyquist-Abtasttheorem erfüllen, sondern
auch größer als die Messfrequenz des zu bewertenden Systems fSen sein. In Summe lässt
sich die Anforderung an die Messfrequenz des Referenzsystems gemäß 8.5 definieren.
fref ≥ max(2 · fFzg, fSen) (8.5)
Darüber hinaus ist die Dynamik der Kraftfahrzeugsignale durch die begrenzte Brems-
und Beschleunigungsfähigkeit eines Kraftfahrzeugs bestimmt und limitiert. Mithilfe ei-
ner Spektralanalyse ausgewählter Fahrzeugsignale, die die Dynamik des Schwerpunktes
eines Kraftfahrzeugs beschreiben, kann eine obere Grenze der Frequenzkomponenten ab-
geschätzt werden. Die Simulationssignale der Fahrzeugdynamik wurden mithilfe des Fahr-
zeugsimulationsmodels VI-CARREALTIME von VI-Grade (2007), welches für die Ent-
wicklung von Fahrdynamikregelungssystemen eingesetzt wird, generiert. Wie in Abbil-
dung 8.1 gezeigt, kann diese Grenzfrequenz mit 10Hz angenähert werden.
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Die hier gezeigten Signale besitzen die höchste Dynamik unter verschiedenen untersuchten
Fahrzeugsignalen (Position und Geschwindigkeit) und können somit für die Abschätzung
der Grenzfrequenz herangezogen werden. Laut dieser Analyse muss die Messfrequenz des
Referenzsystems fref mindestens 20Hz betragen, um das Shannon-Nyquist-Theorem zu
erfüllen. Somit kann die Anforderung an die Messfrequenz des Referenzsystems gemäß 8.6
formuliert werden.
fref ≥ max(20Hz, fSen) (8.6)
Ist die Messfrequenz des zu bewertenden Systems höher als die aus der spektralen Analyse
und dem Shannon-Nyquist-Abtasttheorem hergeleiteten Frequenz von 20Hz, so gilt diese
als minimale Messfrequenz des Referenzsystems, damit immer eine aktuelle Referenzmes-
sung der Sensormessung zugeordnet werden kann. Ist dies nicht der Fall, so wird die gleiche
Referenzmessung für den Vergleich mit verschiedenen Sensormessungen herangezogen.
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8.2.4 Messgenauigkeit
Einer der entscheidenden Aspekte eines Referenzsystems ist seine Messgenauigkeit. Die
Anforderungen an die Messgenauigkeit des Referenzsystems können aus der angeforderten
oder erwarteten Messgenauigkeit des Sensorsystems hergeleitet werden. Im Allgemeinen
muss die Genauigkeit des Referenzsystems eine Größenordnung besser als die des Sen-
sorsystems sein (vgl. Roddeck (2012)). Dadurch, dass die Leistungsfähigkeit der Umfeld-
sensoren fortlaufend verbessert wird und Messgenauigkeiten im Zentimeterbereich erzielt
oder angestrebt sind, kann dieser Regel nicht unabhängig von der konkreten Anwendung
befolgt werden. Stattdessen wird in dieser Arbeit ein Faktor (α > 1) verwendet.
Herleitung der Genauigkeitsanforderungen
Bei der Herleitung der Genauigkeitsanforderungen an das Referenzsystem kann ein Top
Down Ansatz verfolgt werden, bei dem von Funktionsanforderungen ausgegangen wird.
Dabei definieren die verschiedenen FAS-Funktionen ihre Anforderungen an die Messge-
nauigkeit des zu verwendenden Sensorsystems. Alternativ können die spezifizierten Mess-
genauigkeiten des zu bewertenden Systems für die Herleitung Genauigkeitsanforderun-
gen an das Referenzsystem herangezogen werden. Werden Anforderungen an eine direkte
Messgrößen xsensi des zu bewertenden Sensorsystems gemäß 8.7
|∆xsensi | ≤ |∆xmaxi | (8.7)
definiert, so können die Anforderungen an das Referenzsystem mithilfe eines zu definie-
renden Faktors α gemäß 8.8 hergeleitet werden.∣∣∆xref i∣∣ ≤ |∆xmaxi|α (8.8)
Wobei ∆xsensi den Fehler der Sensormessgröße xsensi und ∆xmaxi den maximalen, aus der
Funktionsanforderung stammenden, tolerierbaren Fehler dieser Messgröße bezeichnen.
8.3 Einsatzbereiche der Referenzsysteme im
Entwicklungsprozess
Wie im Abschnitt 1.2 beschrieben, können die Referenzsysteme im Rahmen einer Evalua-
tion in verschiedenen Phasen der FAS-Entwicklung eingesetzt werden. Dementsprechend
kann ein Referenzsystem entweder in der Spezifikationsphase, in der Umsetzungsphase
oder in der Absicherung eingesetzt werden. Während die vorgestellten qualitativen An-
forderungen unabhängig vom Einsatzbereich gelten, hängt die Herleitung der konkreten
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quantitativen Anforderungen, insbesondere bezüglich der Messgenauigkeit, stark vom be-
absichtigten Einsatzbereich des Referenzsystems ab.
In der Spezifikationsphase wird das Referenzsystem für die vergleichende Evaluation
(Was ist besser?) und bewertende Evaluation (Wie gut?) (Hegner (2003)) ver-
wendet, um geeignete Sensorsysteme auszuwählen. Hierfür muss die Messgenauigkeit des
Referenzsystems mindestens so hoch wie die aus den beabsichtigten Funktionen definierten
Spezifikationen des Sensorsystems. Zusätzlich zur vergleichenden und bewertenden Eva-
luation wird das Referenzsystem in der Umsetzungsphase für die analysierende Evalua-
tion (Warum schlecht?) (Hegner (2003)) eingesetzt. Hierbei wird das Referenzsystem
für detaillierte Analyse der Sensoreffekte sowie für die Beurteilung der Leistungsfähig-
keit der verschiedenen Entwicklungsständen in einer formativen Evaluation55 eingesetzt.
Aus diesen Gründen muss das Referenzsystem härtere Anforderungen 56 an die Mess-
genauigkeit erfüllen. Wird das Referenzsystem für die Erstellung und Validierung von
Sensorsimulationsmodellen eingesetzt, um in der Absicherungsphase das komplette Fah-
rerassistenzsystem oder die Fahrfunktion in der Simulation57 zu validieren, so ergeben
sich noch härtere Anforderungen an dessen Messgenauigkeit.
55Gemäß der im Abschnitt 5.1.2 eingeführten Definition.
56Verglichen zum Einsatz in der Spezifikationsphase in einer vergleichenden Evaluation (Was ist
besser?) oder bewertenden Evaluation (Wie gut?).
57Zusätzlich zu den realen Tests
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9 Gegenüberstellung von
Referenzsystemen
Nachdem die Referenzsysteme in drei Kategorien eingeteilt und die Anforderungen an die
Referenzsysteme hergeleitet wurden, werden nachfolgend basierend darauf die Referenz-
systeme gegenübergestellt.
Um ein Referenzsystem umzusetzen, welches in der Lage ist, die zuvor definierten An-
forderungen zu erfüllen, müssen mögliche Realisierungen diskutiert und gegenübergestellt
werden. Für diesen Zweck wird nachfolgend aus jeder Kategorie (gemäß Abschnitt 7) eine
Umsetzungsvariante hinsichtlich der a priori Erfüllung der zuvor definierten Anforderun-
gen58 (gemäß Abschnitt 8) analysiert. Hierfür werden die system- und realisierungsbeding-
ten Eigenschaften und Limitierungen für die Gegenüberstellung herangezogen.
Zusätzlich zu den bereits definierten qualitativen Anforderungen wird ein neuer Begriff
Szenenabdeckung eingeführt. Dieser ist ein Maß dafür, über wie viele Objekte aus einer
relevanten Szene Referenzdaten erzeugt werden können. Somit bestimmt die Szenenabde-
ckung, in welchen Fahrszenarien die Referenzdaten komplett oder nur teilweise gewonnen
werden können. Diese Anforderung wurde als solche im Abschnitt 8 nicht explizit erwähnt,
da diese implizit durch die Anforderungen an den Sichtbereich and die Messgenauigkeit
mit abgedeckt wird. Für diese a priori Analyse hilft diese Anforderung jedoch, verschie-
dene Systeme miteinander zu vergleichen.
Der Aspekt der Nutzung und Unterstützung einer gemeinsamen Zeitbasis wird aufgrund
des qualitativen Charakters und der starken Abhängigkeit von der Architektur des Refe-
renzsystems ebenfalls für die Gegenüberstellung herangezogen. An welcher Stelle die Re-
ferenzdaten aufgenommen und verarbeitet werden entscheidet maßgeblich darüber, wie
leicht die Anforderung an eine gemeinsame Zeitbasis erfüllt werden kann. Während bei
Kategorie I und III die Referenz- und Sensordaten im Egofahrzeug gesammelt werden,
werden die Referenzdaten bei Kategorie II an erster Stelle außerhalb des Egofahrzeugs ge-
neriert und aufgenommen. Aus diesem Grund weist Kategorie II einen Nachteil gegenüber
I und III diesbezüglich auf59.
58Es werden überwiegend die qualitativen Anforderungen für die a priori Analyse herangezogen, da sie
mit JA/Nein beantwortet werden können.
59Aufgrund der Überschaubarkeit des Zusammenhangs mit den Kategorien wird dieses Ergebnis direkt
auf die Zusammenfassung übertragen.
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Umgebungserfassungssystem
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9.1 Kategorie I: Referenzsysteme basierend auf einem
fahrzeugmitgeführten
Umgebungserfassungssystem
Als Vertreter dieser Kategorie wird ein auf dem 3D-Laserscanner Velodyne-HDL-64E ba-
siertes Referenzsystem berücksichtigt. Abgesehen vom Reifegrad der im Abschnitt 2.2.2
beschriebenen Systeme, die auf dem Velodyne-Sensor basieren, weist dieser vielverspre-
chende Eigenschaften, aber auch systematische Limitierungen auf.
Mobilität Dadurch, dass der Velodyne-Sensor an das Egofahrzeug montiert und mitbe-
wegt wird, ist er in der Lage, die für das zu bewertende Systeme relevante Szene fortlau-
fend zu erfassen. Somit ist die Mobilität des Velodyne-Sensor-basierten Referenzsystems
im Sinne von Portierbarkeit und Selbstmobilität gegeben.
Sichtbereich Der intrinsische Sichtbereich des Velodyne-Sensors ist durch die Anzahl
und Anordnung der einzelnen Laserstrahlen bestimmt und lässt sich durch einen Kreissek-
tor beschreiben. Aufgrund der Fähigkeit, sich um die eigene Achse zu drehen, ergibt sich
ein horizontaler Sichtbereich von 360◦. Durch den vertikalen Öffnungswinkel von 26,8◦
ergibt sich jedoch ein Blindbereich, welcher von der Einbauhöhe und -position abhängig
ist. Somit kann der Sichtbereich durch einen Kreisring beschrieben werden, dessen Radius
der maximalen Reichweite von 120m entspricht (nach Velodyne, Inc. (2013)). Abbildung
9.1 zeigt exemplarisch den typischen Einbau des Velodyne-Sensors und den dadurch ent-
standenen Sichtbereich.
26,8°
Blindbereich Blindbereich
Abbildung 9.1: Typischer Einbau des Velodyne-Sensors und des dazugehörigen
Sichtbereiches
Szenenabdeckung Auf Rohdatenebene ist der Velodyne-Sensor in der Lage, die kom-
plette Szene mit sämtlichen Verkehrsteilnehmern und Infrastrukturelementen als Punkt-
wolken zu erfassen. Limitierend und entscheidend für die Erzeugung der relevanten Refe-
9.2 Kategorie II: Referenzsystem basierend auf einem fahrzeugfremden
Umgebungserfassungssystem
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renzobjekte aus den Punktwolken ist jedoch die Leistungsfähigkeit der eingesetzten Ob-
jektbildungsalgorithmen.
Messfrequenz Bei einer geeigneten Einstellung der Rotationsgeschwindigkeit kann der
Velodyne-Sensor die Umgebung mit einer Frequenz von 20Hz abtasten. Aufgrund der kon-
stanten Datenrate sinkt aber die horizontale Winkelauflösung (von 0,0864◦ bei 5Hz auf
0,3456◦ bei 20Hz). Die im Abschnitt 8.2.3 hergeleitete Anforderung an die Mindestmess-
frequenz kann somit nur auf Kosten der Messgenauigkeit erfüllt werden.
Messgenauigkeit Obwohl die Rohdaten nach Spezifikation eine hohe Messgenauigkeit
aufweisen, ist die erreichbare Messgenauigkeit der Objektattribute, die als Referenzmess-
größen herangezogen werden, durch die Leistungsfähigkeit der eingesetzten Objektbil-
dungsalgorithmen maßgeblich bestimmt. Besonders herausfordernd dabei sind die abge-
leiteten Messgrößen, die messprinzipbedingt nicht direkt gemessen werden können (wie
zum Beispiel die Relativgeschwindigkeit).
Ponte Müller u. a. (2013) untersuchten den Einsatz eines Laserscanners als Referenzsys-
tem. Dabei wurden die oben beschriebenen Limitierungen hinsichtlich Messgenauigkeit
bestätigt. Verglichen mit dem Velodyne-Sensor weist der von Ponte Müller u. a. (2013)
verwendete Laserscanner einen eingeschränkten Sichtbereich und eine niedrigere Messfre-
quenz auf60.
9.2 Kategorie II: Referenzsystem basierend auf einem
fahrzeugfremden Umgebungserfassungssystem
Als Vertreter dieser Kategorie wird ein statisches laserscannerbasiertes Referenzsystem
für die Diskussion herangezogen61.
Mobilität Solche Referenzsysteme sind in der Regel zwar portierbar, können aber wäh-
rend der Messfahrt nicht mitbewegt werden und sind somit nicht selbstmobil. Aus die-
sem Grund ergibt sich eine Einschränkung hinsichtlich des Einsatzes in unterschiedlichen
Fahrszenarien und Umgebungen.
6085◦ bis 110◦ und 12,5Hz laut SICK AG (2016).
61Dem Autor ist keine konkrete Umsetzung eines solchen Referenzsystems bekannt. Aus diesem Grund
basiert die Diskussion auf theoretischen Überlegungen und Erkenntnissen über typische Laserscanner,
die zum Beispiel von SmartGeoMetrics Houston (2017) beschrieben und gegenübergestellt werden.
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Sichtbereich Der Sichtbereich solcher Systeme hängt stark von der konkreten Ausle-
gung ab. Hierzu tragen der intrinsische Sichtbereich und die Einbauposition (Ausrichtung
und Einbauhöhe) entscheidend bei. Dadurch, dass der Laserscanner und somit sein Sicht-
bereich statisch sind, ergibt sich eine Einschränkung bei der Durchführung von dynami-
schen Fahrszenarien, bei denen die relevanten Umgebungsobjekte (inkl. Egofahrzeug) den
Sichtbereich verlassen können.
Szenenabdeckung Analog zum beschriebenen Beispiel der Kategorie I hängt die Sze-
nenabdeckung solcher Referenzsysteme stark von der Fähigkeit aus den physikalischen
Objekten, die im Sichtbereich vorhanden sind, Referenzobjekte zu generieren. Limitie-
rend dabei sind die Leistungsfähigkeit der eingesetzten Objektbildungsalgorithmen und
das physikalische Messprinzip, welches auf der Laufzeitmessung basiert und keine direkte
Messung der Relativgeschwindigkeit ermöglicht.
Messfrequenz Dadurch, dass die hochauflösenden 3D-Laserscanner primär nicht für
die Erfassung dynamischer Vorgänge sondern statischer Umgebungen konzipiert wurden,
weisen sie in der Regel niedrige Messfrequenzen auf, welche die fehlerfreie Rekonstruktion
der dynamischen Messgrößen erschwert.
Messgenauigkeit Analog zu Kategorie I weisen die Rohdaten solcher Systeme eine hohe
Messgenauigkeit auf. Die erreichbare Messgenauigkeit der Objektattribute, die als Refe-
renzmessgrößen herangezogen werden, ist jedoch durch die Leistungsfähigkeit der einge-
setzten Objektbildungsalgorithmen maßgeblich bestimmt und limitiert. Das auf der Lauf-
zeitmessung basierende Messprinzip und die Einschränkung bezüglich der Messfrequenz
wirken sich auf die Messgenauigkeit ebenfalls negativ aus.
9.3 Kategorie III: Referenzsystem basierend auf
globaler Lokalisierung und
Interfahrzeugkommunikation
Die meist eingesetzte Variante dieser Referenzsysteme ist das INS/DGPS-basierte Re-
ferenzsystem. Die globale Lokalisierung basiert dabei auf der Kombination der Inertial-
sensorik mit der Satellitennavigation (auch Satellitengestützte Koppelnavigation genannt
wie im Abschnitt 5.2.2 beschrieben), während die Interfahrzeugkommunikation WLAN-
basiert erfolgt. Hierfür werden das Ego- und die Zielfahrzeuge mit der entsprechenden
Messtechnik ausgestattet, die die Aufgabe der Lokalisierung und der Kommunikation
übernimmt.
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Mobilität Die satellitengestützte Koppelnavigationsmesstechnik lässt sich in die Fahr-
zeuge integrieren und kann somit das zu bewertende System begleiten, um in verschiede-
nen Umgebungen und Szenarien eingesetzt zu werden. Somit ist die Mobilität im Sinne
von Portierbarkeit und Selbstmobilität gegeben.
Sichtbereich Der Sichtbereich solcher Systeme ist zum einen durch die satellitengestütz-
te Koppelnavigation und zum anderen durch die WLAN-Kommunikation bestimmt. Wird
eine geeignete WLAN-Antenne62 eingesetzt, so kann eine hohe Reichweite (≥ 300m) und
ein großer Öffnungswinkel von 360◦ erzielt werden. Diese Kommunikation ist in der Regel
für den Online-Betrieb notwendig, bei dem die absoluten Messdaten jedes Fahrzeugs an
das Egofahrzeug geschickt werden, um dort die Referenzdaten in Echtzeit zu erzeugen.
Besteht die Möglichkeit, die absoluten Messdaten lokal aufzunehmen und die Referenz-
daten erst im Oine-Betrieb zu erzeugen, so stellt die WLAN-Kommunikation keinen
limitierenden Faktor mehr dar und ergibt sich ein Sichtbereich, der nur von der Verfüg-
barkeit der Satellitensignale abhängig ist. Aufgrund der Verwendung der GPS-Signale
kann ein solches System in bestimmten Anwendungen nicht eingesetzt werden, wo keine
GPS Signale empfangen werden können (wie z.B. in Parkhäusern und Tunneln).
Szenenabdeckung Um Referenzdaten über die relevanten Objekte einer Szene zu ge-
nerieren, müssen diese in der Regel mit der entsprechenden Messtechnik ausgestattet
werden. Aus Kosten- und Aufwandsgründen kann jedoch nur eine limitierte Anzahl von
Objekten gleichzeitig mit der INS/DGPS-Messtechnik ausgestattet werden. Aus diesem
Grund weist dieses System eine Limitierung hinsichtlich der Szenenabdeckung auf.
Messfrequenz Die typische Messfrequenz der meist eingesetzten satellitengestützten
Koppelnavigationssysteme (nach IMAR-Navigation (2010), OXTS (2016) und GeneSys
(2017))63 beträgt 100Hz. Somit kann die im Abschnitt 8.2.3 hergeleitete Anforderung an
die Mindestmessfrequenz durch diese Systeme erfüllt werden.
Messgenauigkeit Wie im Abschnitt 5.2.2 beschrieben kann durch geeignete Auswahl
des satellitengestützten Koppelnavigationssystems eine hohe Messgenauigkeit erreicht wer-
den64. Dabei kommt es sowohl auf die Qualität der Hardware als auch auf die eingesetzte
Technik der Korrekturdaten und die Integrationsstrategie zwischen der Inertialsensorik
und der Satellitennavigation an.
62Wie z.B. die WLAN-Antenne GP-2400 von WiMo-GmbH (2017)).
63Durch die Literaturrecherche wurde festgestellt, dass diese 3 Varianten im Bereich der Fahrerassistenz-
system am meisten eingesetzt werden.
64Laut Stephenson u. a. (2011) und der Spezifikationen der meist eingesetzten INS/DGPS Systeme (iTrace
von IMAR-Navigation (2010) , ADMA von GeneSys (2017) und RT-Range OXTS (2016)) kann eine
Messgenauigkeit von 2 cm erwartet werden.
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9.4 Zusammenfassung
Tabelle 9.1 fasst das Ergebnis der diskutierten Lösungsmöglichkeiten zusammen. Hierfür
werden die drei Kategorien hinsichtlich der ausgewählten Aspekte (Mobilität, Sichtbe-
reich, Szenenabdeckung, Messfrequenz, Messgenauigkeit und gemeinsame Zeitbasis) ge-
genübergestellt. Die Bewertung dieser einzelnen Aspekte erfolgt hierbei relativ zueinander
und berücksichtigt den aktuellen Stand der Technik65
Unter der Voraussetzung, dass die vorgestellten Aspekte gleich wichtig sind, wird ersicht-
lich, dass die INS/DGPS-Variante als Basis eines Referenzsystems für die objektbasierte
Umfeldwahrnehmung am besten geeignet ist.
Variante Mobilität FOV Sz. Abd. Messfrequenz Genauigkeit Zeitbasis
Kategorie I ++ + ++ - o ++
Kategorie II - o + - o o
Kategorie III ++ ++ + ++ ++ ++
Tabelle 9.1: Gegenüberstellung der Lösungsmöglichkeiten für die Umsetzung eines Refe-
renzsystems; ++ sehr gut, + gut, o neutral, - schlecht, FOV: Field of View
(Sichtbereich), Sz. Abd.:Szenenabdeckung
Diese Gegenüberstellung ist in Abbildung 9.2 als Kiviat-Diagram dargestellt.
FOV
MobilitätSz. Abd.
Freq
Genauigkeit Zeitbasis
Kategorie I
Kategorie II
Kategorie III
Abbildung 9.2: Gegenüberstellung als Kiviat Diagram , FOV: Field of View (Sichtbe-
reich), Sz. Abd.:Szenenabdeckung, Freq: Messfrequenz
65Ein verbesserter Velodyne könnte zukünftig z.B. eine höhere Messfrequenz und eine gute Objektbildung
aufweisen.
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10 Validierung eines
Referenzsystems: Referenz der
Referenz
10.1 Konzept
Bei der Validierung des Referenzsystems handelt es sich theoretisch um die Referenz der
Referenz, wobei alle zuvor erwähnten Aspekte und Anforderungen (gemäß Kapitel 8)
gelten müssen. Ein solches physikalisches System ist in der Praxis nur mit einem sehr
großen Aufwand realisierbar. Als Ausweg wird in dieser Arbeit ein Teile-und-herrsche
 (engl. Divide-and-conquer vgl. Logof tu (2010)) ähnliches Verfahren eingesetzt. Dabei
wird, anstatt ein gesamtes neues Referenzsystem zu finden oder zu entwickeln, das zu
validierende Referenzsystem in dessen Teilaspekte unterteilt, die einzeln validiert werden
können. Diese Teilaspekte können aus den geltenden und im Abschnitt 8 definierten An-
forderungen an das Referenzsystem definiert werden. Das Prinzip dieser Validierung ist
in Abbildung 10.1 gezeigt.
Zu validierendes
Referenzsystem
Teilaspekt nTeilaspekt iTeilaspekt 1
ValidierungValidierungValidierung
Validierungs-
methode n
Validierungs-
methode i
Validierungs-
methode 1
Virtuelles Referenzsystem des Referenzsystems
Abbildung 10.1: Prinzip der Validierung des Referenzsystems durch die Validierung der
einzelnen Teilaspekte.
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10.2 Erfüllung der Anforderungen
10.2.1 Mobilität
Die Fragestellung nach der Mobilität eines bestimmten Referenzsystems kann anhand
der Zuordnung in die vorgestellten Kategorien I, II oder III direkt beantwortet werden.
Während Referenzsysteme der Kategorien I und III selbstmobil und portierbar sind, sind
Referenzsysteme der Kategorie II nur portierbar. Kann die Zuordnung nicht eindeutig
gemacht werden, so muss geprüft werden, ob die Selbstmobilität und Portierbarkeit gemäß
deren Definition im Abschnitt 8.1.1 gegeben sind. Hierfür sind die Funktionsweise und
Eigenschaften des Referenzsystems entscheidend.
10.2.2 Selbsteinschätzung
Die Erfüllung der Anforderung an die Selbsteinschätzung muss zweistufig geprüft werden.
Zuerst muss sichergestellt werden, ob das Referenzsystem überhaupt in der Lage ist, die
Selbsteinschätzung als zusätzliche Information zu den Nutzdaten zur Verfügung zu stel-
len. Ist dies der Fall, so muss die Übereinstimmung der Selbsteinschätzung mit der realen
Messqualität analysiert werden. Hierfür muss eine Möglichkeit geschaffen werden, bei der
die reale Messqualität und die Selbsteinschätzung des zu validierenden Systems gleichzei-
tig vorliegen. Durch Vergleich dieser beiden Informationen kann herausgefunden werden,
ob die als Maß für die Selbsteinschätzung ausgegebene Größe (in der Regel die Stan-
dardabweichung) sinnvoll verwendet werden kann. Dementsprechend kann es zwischen
folgenden zwei Fällen unterschieden werden.
Nicht sinnvoll verwendbare Selbsteinschätzung
Ist die zur Verfügung gestellte Selbsteinschätzung unabhängig vom realen Messfehler, so
liegt abhängig vom Wert dieser Selbsteinschätzung (beschrieben durch die Messstandard-
abweichung z.B.) (gemäß der Definition im Abschnitt 8.1.2) entweder eine Unter- oder
Überschätzung vor.
Diese Fälle sind in Abbildung 10.2 (a) und (b) schematisch dargestellt. Weist der Wert der
Standardabweichung eine große Streuung auf, so kann keine Aussage über die Überein-
stimmung der Selbsteinschätzung mit der realen Messqualität getroffen werden und lässt
sich die Selbsteinschätzung nicht sinnvoll verwenden. Dieses Verhalten ist in Abbildung
10.2 (c) schematisch dargestellt.
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Abbildung 10.2: Nicht sinnvoll verwendbare Selbsteinschätzung
Sinnvoll verwendbare Selbsteinschätzung
Bei einer sinnvollen Selbsteinschätzung kann ausgehend von der Selbsteinschätzung auf
die Qualität der Messung hinsichtlich der Genauigkeit zurückgeschlossen werden. Dieser
Zusammenhang kann dabei linear oder stufenweise sein. Diese Fälle sind in Abbildung
10.3 schematisch dargestellt.
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Abbildung 10.3: Sinnvoll verwendbare Selbsteinschätzung
Liegt ein eindeutig linearer Zusammenhang vor, so kann von einer Korrelation zwischen
der Selbsteinschätzung und der realen Messunsicherheit ausgegangen werden. Eine po-
sitive Korrelation (wie in Abbildung 10.3 (a) dargestellt) ist gleichbedeutend mit einer
korrekten und realistischen Selbsteinschätzung. Bei einer negativen Korrelation (Abbil-
dung 10.3 (b)) hingegen liegen gleichzeitig eine Unter- und Überschätzung vor. Obwohl
dieser Fall selten vorkommt, kann die Selbsteinschätzung nach einer Korrektur sinnvoll
für die Beurteilung der Messgenauigkeit herangezogen werden.
Liegt kein linearer Zusammenhang vor, so muss aus der Selbsteinschätzung auf einen
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Bereich zurückgeschlossen werden, indem die Messunsicherheit liegt, damit die Selbstein-
schätzung sinnvoll eingesetzt werden kann. Dieser Fall ist in Abbildung 10.3 (c) dargestellt.
In diesem Fall können Bereiche der Messunsicherheit identifiziert werden, deren Breite mit
steigendem Wert der Standardabweichung auch steigt. Liegt die Standardabweichung im
Bereich I zum Beispiel, so kann von einer maximal tolerierbaren Messunsicherheit ausge-
gangen werden.
Je nach Anwendung und geforderter Messgenauigkeit des Referenzsystems können ba-
sierend auf der Selbsteinschätzung Bereiche definiert werden, bei denen die Messdaten
verwendet oder verworfen werden sollen.
10.2.3 Kalibrierfähigkeit
Für die Referenzsysteme der Kategorien I und III, bei denen das Referenzsystem an das
Egofahrzeug montiert wird, gilt die Anforderung an die Kalibrierfähigkeit. Für die Erfül-
lung dieser Anforderung sind die Funktionsweise und Eigenschaften des Referenzsystems
entscheidend.
In der Regel wird für die extrinsische Kalibrierung des Referenzsystems ein externes Sys-
tem benötigt, welches in der Lage ist, den Bezug zwischen dem Koordinatensystem des
Referenzsystems und des zu bewertenden Systems herzustellen. Zusätzlich zur Kalibrier-
fähigkeit muss noch die Genauigkeit der Kalibrierung validiert werden. Hierfür werden
weitere Validierungsmethoden benötigt, die für die Beurteilung der Kalibrierungsgenauig-
keit einen Soll-Ist-Vergleich ermöglichen. Entscheidend dabei ist, alle möglichen Ursachen
der Abweichung zwischen dem Soll- und Istwert bis auf die Kalibrierungsgenauigkeit aus-
zuschließen. In der Realität ist es aber meistens nicht machbar, alle möglichen Ursachen
der Abweichung bis auf die Kalibrierungsgenauigkeit auszuschließen. Aus diesem Grund
muss der Soll-Ist-Vergleich so durchgeführt werden, dass der Effekt der möglichen Ur-
sachen minimiert wird. Eine mögliche Lösung ist die Durchführung dieses Vergleichs im
Stillstand, sodass die latenzzeit- und fahrzeugdynamikbezogenen Effekte ausgeschlossen
werden können. Außerdem muss für die Auswertung der Abweichung zwischen dem Soll-
und Istwert nur der systematische Anteil herangezogen werden. Denn ein Kalibrierfehler
führt zu einem deterministischen Messfehler.
10.2.4 Fahrzeugumgebungsrepräsentation
Bei der Anforderung an eine geeignete Fahrzeugumgebungsrepräsentation müssen zwei
Aspekte berücksichtigt werden. Zuerst muss sichergestellt werden, dass das Referenzsys-
tem in der Lage ist, die gleiche Fahrzeugumgebungsrepräsentation wie das zu bewertende
Systeme zur Verfügung zu stellen. Hierfür ist die detaillierte Kenntnis der Funktionsweise
und der Architektur66 des Referenzsystems entscheidend. Als nächstes muss sicherge-
66Sowohl die physikalische als auch die Funktionale und SW-HW Architektur.
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stellt werden, dass trotz der notwendigen Anpassung der ursprünglichen Fahrzeugum-
gebungsrepräsentation des Referenzsystems die Anforderung an die Messgenauigkeit des
Referenzsystems weiterhin erfüllt bleibt. Während die Erfüllung der Anforderung an eine
geeignete Fahrzeugumgebungsrepräsentation analytisch durch detaillierte Beschreibung
des Referenzsystems erfolgen kann, muss die Erfüllung der Messgenauigkeitsanforderung
quantitativ erfolgen. Diese Validierung wird im Abschnitt 10.2.8 diskutiert.
10.2.5 Zuverlässigkeit
Wie im Abschnitt 8.2.1 formuliert ist die Zuverlässigkeit des Referenzsystems gegeben,
falls in einer bestimmten Zeit Referenzdaten mit der geforderten Qualität geliefert werden
können. Diese Zeit ist von der Dauer einer Messfahrt abhängig, bei der gleichzeitig die
Referenz- und Sensordaten gesammelt werden.
Nach Bestätigung der Übereinstimmung der Selbsteinschätzung mit der tatsächlichen
Messqualität kann diese als Maß für die Messgenauigkeit der Referenzdaten herangezogen
werden. Wird nach der Analyse der Selbsteinschätzung und abhängig von der geforder-
ten Messgenauigkeit ein Limit für die Selbsteinschätzung (zum Beispiel in Form einer
Standardabweichung) festgelegt, so kann dieses als Kriterium für die Gültigkeit der Re-
ferenzdaten eingesetzt werden. Durch Aufsummieren der Zeit, in der dieses Limit nicht
überschritten wird, kann die Zuverlässigkeit des Referenzsystems beurteilt werden. Die an-
geforderte Zeit ist dabei stark anwendungsabhängig. Während bei typischen Euro-NCAP-
Testfällen die Durchläufe nur wenige Minuten dauern, kann sich eine ACC-Folgefahrt auf
der Autobahn über mehrere Stunden erstrecken. Abhängig von der Kategorie des Refe-
renzsystems kann die Zuverlässigkeit orts- und/oder zeitabhängig sein. In diesem Fall soll
die Untersuchung diese Aspekte berücksichtigen, indem sie zu unterschiedlichen Zeiten
und an verschiedenen Orten durchgeführt wird.
10.2.6 Sichtbereich
Die Erfüllung der Anforderung an den Sichtbereich kann auch analytisch diskutiert wer-
den. Hierfür ist die Zuordnung des Referenzsystems in die jeweilige Kategorie hilfreich.
Wie aus der Anforderung gemäß Gleichung 8.3 im Abschnitt 8.2.2 hervorgeht, hängt der
minimale Sichtbereich des Referenzsystems vom Sichtbereich des zu bewertenden Systems
ab. Aus den typischen Sichtbereichen der Stand-der-Technik-Sensoren, die in Tabelle 10.1
zusammengefasst sind, wird ersichtlich, dass die Sensorreichweite maximal 250m beträgt,
während der spezifizierte Öffnungswinkel maximal 160◦ in Azimut und 28◦ in Elevation
beträgt.
67Winner (2009).
682x 6dB-Keulenbreite
69Jeweils für die Entry- und Premium-Variante.
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Sensor Reichweite [m] Azimut [◦] Elevation [◦]
LRR3, Bosch 67 250 30 1068
ARS40069 (A.D.C GmbH (2016)) 170, 250 45, 60 18, 2068
Delphi 4.Gen 67 200 90 968
SRR, Hella 67 55 120 1870
MRR (Robert Bosch GmbH (2011)) 160 150 2668
Lidar (Continental A.D.C GmbH (2012)) 10 27 12
Stereo-Kamera (Robert Bosch GmbH (2012)) 50 45 28
Tabelle 10.1: Sichtbereiche der Stand-der-Technik Sensoren
Bei einer Multi-Sensor-Variante kann durch geeignete Kombination von Sensoren ein Öff-
nungswinkel von 360◦ in Azimut erreicht werden.
10.2.7 Timing
Latenzzeit
Für die Validierung der Anforderung an die Latenzzeit des Referenzsystems muss diese
zuerst gemessen werden. Hierfür ist neben der detaillierten Kenntnis der Funktionsweise
und der Architektur des Referenzsystems ein weiteres Referenzsystem für die Latenz-
zeitmessung notwendig. In der Regel setzt sich die Latenzzeit aus einer Verarbeitungs-
und einer Übertragungszeit zusammen. Die Messung der gesamten Latenzzeit kann somit
durch die Messung dieser beiden Komponenten ermöglicht werden, indem gezielte und
einfach umzusetzende Messmethoden eingesetzt werden.
Zykluszeit
Die Anforderung an die Zykluszeit des Referenzsystems basiert auf dem Shannon-Nyquist-
Abtasttheorem. Für die Erfüllung dieser Bedingung müssen die Zykluszeiten des zu be-
wertenden Systems und des Referenzsystems mit einander verglichen werden.
Bei dem Shannon-Nyquist-Abtasttheorem handelt es sich jedoch um eine notwendige und
nicht hinreichende Bedingung. Ist diese Bedingung erfüllt, so hängt die Güte der Re-
konstruktion von der Interpolationsfunktion zwischen den diskreten Messzeitpunkten ab.
Diese Interpolation wird benötigt, da das zu bewertende Sensorsystem relativ zum Re-
ferenzsystem asynchrone Messungen liefert. Für die Synchronisierung der Mess- und Re-
ferenzdaten werden die Referenzdaten auf die Messzeitpunkte des Sensors interpoliert.
70-10dB
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Somit kann erwartet werden, dass der Interpolationsfehler mit steigender Messfrequenz
des Referenzsystems sinkt.
Für die Quantifizierung dieses Effekts soll der Interpolationsfehler, der bei der Verwen-
dung einer linearen Interpolationsfunktion entsteht, abgeschätzt werden. Hierfür werden
verschiedene Simulationssignale mit der Frequenz des Referenzsystems abgetastet, um
fiktive Referenzmessungen zu erzeugen. Für die Erzeugung der Simulationssignale kann
ein Fahrzeugsimulationsmodell (wie zum Beispiel VI-CARREALTIME von VI-Grade
(2007)) verwendet werden. Am Ausgang des Simulationsmodells stehen verschiedene Si-
gnale zur Verfügung, die mit einer hohen Abtastrate (1MHz) erzeugt wurden. Die somit
mit 1MHz erzeugten Messwerte stellen in dieser Untersuchung die absoluten Referenzda-
ten dar. Gemäß der in 5.1.3 definierten Begriffe entsprechen diese Messwerte dem wahren
Wert, während die mit der Frequenz des Referenzsystems erzeugten Messwerte dem rich-
tigen Wert entsprechen. Dies kann damit begründet werden, dass der Fokus bei dieser
Untersuchung auf der Abschätzung der Abweichungen, die bei Verwendung unterschiedli-
cher Abtastfrequenzen entstehen, liegt. Aufgrund der Nutzung der gleichen Signale für die
Bestimmung der interpolierten Referenzwerte (richtige Werte) und der absoluten 1Mhz-
Referenzesswerte (wahre Werte) ist der Abbildungsgrad der Realität durch die Simulation
hinsichtlich der Genauigkeit der Simulationssignale nicht ausschlaggebend. Somit ist das
Ziel dieser Untersuchung, die Abweichung zwischen den auf die Sensormesszeitpunkte in-
terpolierten Referenzmesswerten (den wahren Werten) und den aus der Simulation stam-
menden richtigen Werten zu bestimmen und die Größenordnung des Interpolationsfehlers,
der bei Verwendung eines Referenzsystems mit einer gegebenen Messfrequenz entsteht, ab-
zuschätzen. Für diese simulationsbasierte Untersuchung kann das Sensorsystem mit der
Messzykluszeit TCycleSens modelliert werden.
TCycleSens := Tconst + τ (10.1)
Dabei bezeichnen Tconst und τ respektive den konstanten und den variablen Anteil der
Zykluszeit. Für jeden Sensor-Messzeitpunkt tj,Sen werden die Referenzmesszeitpunkte ti,ref
und ti+1,ref gesucht, sodass
ti,ref ≤ tj,Sen ≤ ti+1,ref (10.2)
gilt. Das Prinzip dieser Untersuchung ist in Abbildung 10.4 dargestellt.
Der entsprechend synchronisierte Messwert refi,interp wird gemäß 10.3 berechnet.
refi,interp = refi +
refi+1 − refi
ti+1,ref − ti,ref (tj,Sen − ti,ref ) (10.3)
Somit kann der Interpolationsfehler als
εi = SimGT,i − refi,interp (10.4)
geschätzt werden. SimGT,i bezeichnet dabei den aus der Simulation stammenden Mess-
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Abbildung 10.4: Abschätzung der Interpolationsfehler: ti,ref und tj,sensor bezeichnen re-
spektive die Messzeitpunkte der Referenz- und Sensormessdaten. Durch
die Interpolation der Referenzmessdaten entsteht ein Interpolationsfehler
εi.
wert, der als wahrer Wert bei dieser Untersuchung gilt. Aufgrund der kontrollierten Gene-
rierung der Simulationsdaten und ihrer Verwendung ausschließlich für die Untersuchung
des zeitlichen Verhaltens können diese als wahre Messwerte angenommen werden. Diese
Interpolationsfehler können zur Verfälschung der Referenzdaten und somit der Bewer-
tungsergebnisse führen. Für die Bewertung eines abstandsmessenden Sensors wird in der
Regel der Mittlere Fehler herangezogen. Aus diesem Grund wird der Root-Mean-Square
Fehler (RMSE) als Maß für die Interpolationsqualität der gesamten Messsequenz gemäß
10.5 herangezogen.
rms =
√√√√ 1
n
n∑
i=1
ε2i (10.5)
10.2.8 Validierung der Messgenauigkeit
Bei der Validierung der Messgenauigkeit des Referenzsystems ist die Herausforderung der
Referenz der Referenz besonders schwierig zu bewältigen. Theoretisch sollte ein weiteres
Referenzsystem geschaffen werden, dessen Messgenauigkeit eine Größenordnung besser
sein muss. Ist die Messgenauigkeit des zu validierenden Referenzsystems nicht besonders
hoch, so kann diese Anforderung mit verfügbaren Systemen und Methoden erfüllt wer-
den. Ist dies nicht der Fall, so müssen speziell für diesen Zweck entwickelte Systeme und
Methode verwendet werden. Liegt z.B. die Positionsmessgenauigkeit des zu validierenden
Referenzsystems im Zentimeterbereich, so müsste die Messgenauigkeit des neuen Refe-
renzsystems im Millimeterbereich liegen. Ein solches System ist in der Praxis nur mit
einem sehr großen Aufwand realisierbar.
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Eine mögliche Lösung besteht darin, die Messgenauigkeit des zu validierenden Referenz-
systems in einer vereinfachten, jedoch repräsentativen Testumgebung zu validieren. Die für
diese Validierung verwendete Methode zeichnet sich in dieser vordefinierten Testumgebung
durch eine höhere Messgenauigkeit aus. Dadurch lässt sich diese Validierungsmethode mit
tragbarem Aufwand umsetzten und deren Komplexität beherrschen.
In der Regel können diese Systeme und Methoden in drei Kategorien eingeteilt werden:
Oine-Nachbearbeitung Bei bestimmten Systemen lässt sich die Messgenauigkeit der
Referenzdaten durch Nachbearbeitung (engl. Postprocessing) verbessern. Ein Beispiel da-
für ist die rechenaufwendige Vorwärts-Rückwärts-Filterung, die auf GPS-basierten Syste-
men angewendet werden kann. Diese Methode ist für Systeme, denen für die Erzeugung
der Referenzdaten nicht genug Rechenressourcen zur Verfügung stehen, geeignet. Wird
die Messgenauigkeit der somit erzeugten Referenzdaten dadurch um einen ausreichenden
Faktor verbessert, so können diese für die Validierung der ursprünglichen Referenzdaten
herangezogen werden.
Bessere Systeme Diese Systeme basieren auf dem gleichen Prinzip wie das zu validie-
rende Referenzsystem, zeichnen sich jedoch durch eine bessere Hardware und Software
aus. Diese resultieren wiederum in der Regel in eine bessere Messgenauigkeit. Ein Beispiel
dafür ist die Möglichkeit, ein Trägheitsnavigationssystem einer höheren Klasse (gemäß
Tabelle 5.2) zusammen mit einem rechenaufwendigen Algorithmus einzusetzen. Diese Me-
thode wurde z.B. von Kennedy u. a. (2006) für die Validierung der Messgenauigkeit eines
INS/DGPS Systems eingesetzt.
Orthogonale Systeme Im Vergleich zum zu validierenden Referenzsystem basiert ein
solches System auf einem orthogonalen Funktionsprinzip. Der Vorteil des Einsatzes solcher
Systeme ist die Möglichkeit, die prinzipbedingten Schwächen des zu validierenden Systems
bezüglich der Messgenauigkeit gezielt zu untersuchen. Zum Beispiel kann ein INS/DG-
PS System für die Validierung eines Laserscanner basierten Referenzsystems eingesetzt
werden.
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11 Bewertung der objektbasierten
Umfeldwahrnehmung
Im nachfolgendem Kapitel wird die Fragestellung der Bewertung einer objektbasierten
Umfeldwahrnehmung mithilfe eines Referenzsystems behandelt. Hierfür werden die De-
finition und die Berechnung der geeigneten Metriken beschrieben. Dabei wird nicht nur
die Messgenauigkeit, sondern die Klassifzierungs-, Detektions- und Verfolgungsfähigkeit
berücksichtigt.
11.1 Einführung und Konzept
Die im Abschnitt 5.1.1 eingeführte Definition der Objekte geht von einer Abbildung der
realen Welt und einer subjektiven Szene aus. Wie von Ulbrich u. a. (2015) erwähnt, können
nicht alle möglichen Objekte aus einer Szene zu einem bestimmten Entwicklungszeitpunkt
erkannt und klassifiziert werden. Durch die klare Festlegung der vom Umfeldwahrneh-
mungssystem zu detektierenden Objekte71 kann jedoch der Umfang der Bewertung klar
definiert werden, indem mögliche Klassen der Referenzobjekte festgelegt werden. Dar-
über hinaus können unterschiedliche Erscheinungsbilder der Objekte aus Sicht des zu
bewertenden Systems und des Referenzsystems entstehen. Für eine klare Trennung wer-
den die Begriffe Referenzobjekt und Sensorobjekt nachfolgend verwendet, um zwischen
den Objekten, die vom zu bewertenden System und denjenigen die vom Referenzsystem
ausgegeben werden, unterscheiden zu können.
Das hier vorgestellte Konzept für die Bewertung der Objektbildung geht von einem Refe-
renzsystem, welches die definierten Anforderungen gemäß Abschnitt 8 erfüllt, aus.
In einem ersten Schritt werden die Messdaten des Referenz- und Sensorsystems für ein
bestimmtes Szenario eingefahren und gesammelt. Anschließend erfolgt aufgrund der Asyn-
chronität der Messdaten eine zeitliche Synchronisierung der Mess- und Referenzdaten, bei
der die Referenzdaten auf die Messzeitpunkte des Sensorsystems interpoliert werden. Der
letzte Vorverarbeitungsschritt besteht darin, für jeden Zeitschritt die Mess- und Referenz-
daten basierend auf bestimmten Kriterien zu assoziieren, um einen direkten Vergleich zu
71Z.B. In Form eines Pflichtenhefts.
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ermöglichen. Die Bewertung erfolgt dann auf Basis dieser Assoziation und deren zeitlichen
Verlaufs. Eine Übersicht der Bewertungsschritte ist in Abbildung 11.1 gegeben72.
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Assoziation
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Sensor 
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Abbildung 11.1: Verarbeitungsschritte für die Bewertung der Sensor-Objektbildung
11.2 Schritte und Ablauf der Bewertung
Im Folgenden werden die Verarbeitungsschritte erläutert und die metrikbasierte Bewer-
tung der Objektbildung vorgestellt.
11.2.1 Datenvorverarbeitung und Assoziation der Referenz- und
Sensormessdaten
Der Hauptvorverarbeitungsschritt besteht darin, die Sensor- und Referenzdaten zeitlich
zu synchronisieren. Hierfür werden gemäß Gleichung 10.3 die Referenzmesswerte auf die
Sensormesspunkte mithilfe einer linearen Interpolation prädiziert. Dabei bleiben die ur-
sprünglichen Sensormessdaten unverändert. Darüber hinaus müssen sich die Sensor- und
Referenzdaten auf das gleiche Koordinatensystem beziehen.
Als Ergebnis dieser Vorverarbeitungsschritte liegen nun eine Referenz- und eine Sensorob-
jektliste vor, die die gleichen Objektattribute als Messgrößen enthalten und sich auf das
gleiche Koordinatensystem und die gleichen Messzeitpunkte beziehen. Für jedes Objekt
wird aus diesen Messgrößen jeweils eine Untermenge als Vektor ~Xref und ~Xsens gemäß
11.1 für die Durchführung der Assoziation herangezogen.
~Xsens,ref :=
(
ID x y vx,y Ψ l b RefID
)t
sens,ref
(11.1)
Dabei bezeichnet die Größe RefID den Punkt, auf dem sich die Sensormessungen bei aus-
gedehnten Objekten beziehen, während Ψ , l und b respektive den Gierwinkel, die Länge
und die Breite des Objekts bezeichnen. Dieser Ansatz wurde von Schüler (2015) einge-
führt und wird in Abbildung 11.2 veranschaulicht.
72Eine detaillierte Dokumentation der metrikbasierten Bewertung wird von Gassner (2013), in einer im
Rahmen dieser Dissertation entstandenen Abschlussarbeit, gegeben.
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Abbildung 11.2: Bezugspunkt der Sensormessungen
Mit dieser erweiterten Betrachtung wird dafür gesorgt, dass sich die Sensor- und Refe-
renzmessung auf den gleichen Referenzpunkt beziehen, indem die Referenzmessung auf
den gemeinsamen Referenzpunkt transformiert wird. Abhängig von der Klasse des Ob-
jekts werden verschiedene Maße für die Assoziation herangezogen. Dabei wird zwischen
ausgedehnten und punktförmigen Objekten unterschieden.
Assoziation bei punktförmigen Objekten
Als Maß für die Assoziation gilt der euklidische Abstand zwischen der Referenz- und der
Sensorabstandsmessung. Hierfür wird in jedem Zeitschritt die Abweichung ~εji gemäß 11.2
zwischen jedem Referenzobjekt Rj und jedem Sensorobjekt Si gebildet.
~εji =
(
ε1
ε2
)
=
(
x
y
)
ref,j
−
(
x
y
)
sens,i
(11.2)
Anschließend wird aus den Komponenten dieses Vektors ~εji der euklidische Abstand gemäß
11.3 gebildet.
eji =
√
ε21 + ε
2
2 (11.3)
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Assoziation bei ausgedehnten Objekten
Bei Objekten mit einer zweidimensionalen Ausdehnung (Länge und Breite) wird basie-
rend auf dem Überlappungsbereich zwischen dem Referenz- und dem Sensorobjekt über
die Assoziation entschieden. Abbildung 11.3 zeigt das Prinzip des Überlappungskriteri-
ums.
Sensorobjekt
Referenzobjekt
Überlappungsbereich
Erweitertes
Referenzobjekt
Abbildung 11.3: Bestimmung des Überlappungsgrads
Dabei wird das Referenzobjekt zusätzlich ausgedehnt, um die sensorspezifischen Effekte
und Messfähigkeiten zu berücksichtigen. Der Überlappungsgrad wird dann aus dem Ver-
hältnis des Teils des Sensorobjekts, das sich im erweiterten Bereich des Referenzobjekts
befindet, und der Gesamtfläche des Sensorobjekts gebildet. Sowohl die gemessene Positi-
on (x,y) und die Ausrichtung als auch die geschätzte Länge und Breite des Sensorobjekts
fließen in die Bestimmung des Überlappungsgrads ein.
Erläuterung zur zusätzlichen Ausdehnung des Referenzobjekts Diese Ausdehnung
hat zwei Gründe: Zum einem muss ein Toleranzbereich definiert werden, in dem der Sen-
sormessfehler erwartet und akzeptabel ist und zum anderen haben in der Regel die zu be-
wertenden Sensoren, prinzipbedingt, eine bevorzugte Messrichtung. Um diesen Effekt zu
berücksichtigen und unterschiedliche richtungsabhängige Toleranzbereiche zu definieren,
werden die Länge und Breite des Referenzobjekts unabhängig von einander ausgedehnt.
Bei einem Radarsensor wird erwartet, dass der longitudinale Abstand x aufgrund des phy-
sikalischen Messprinzips gut gemessen wird. Im Gegensatz dazu wird der laterale Abstand
y aufgrund eingeschränkter Winkelmessfähigkeit nur mit geringer Genauigkeit bestimmt.
Aus diesen Gründen liegt es nahe, die Breite des Referenzobjekts mehr als die Länge
auszudehnen. Umgekehrt wird bei einem Kamerasystem73 die Länge des Referenzobjekts
mehr als die Breite ausgedehnt.
Um über die Assoziation zu entscheiden, wird abhängig von der Objektklasse der euklidi-
sche Abstand oder der Überlappungsgrad mit den entsprechenden Schwellwerten vergli-
73Das gilt in der Regel für Monokameras.
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chen. Diese Schwellwerte können basierend auf den zuvor definierten Anforderungen an
die Sensormessgenauigkeit hergeleitet werden.
Als Ergebnis dieses Assoziationsschritts entsteht in jedem Zeitschritt eine Matrix A, die
binäre Assoziationsentscheidungen enthält.
A =
a1,1 · · · a1,n... . . . ...
am,1 · · · am,n

︸ ︷︷ ︸
n Sensorobjekte × m Referenzobjekte
(11.4)
Diese Zuordnung sowie ihre zeitliche Entwicklung stellen die Grundlage für die metrikba-
sierte Bewertung der Objektbildung dar.
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Das Ergebnis der Assoziation wird nachfolgend als Identifikationsgraph bezeichnet und
enthält den zeitlichen Verlauf der Zuordnung der Sensorobjekte zu den Referenzobjekten.
Ein illustratives Beispiel dieses Identifikationsgraphs ist in Abbildung 11.4 gezeigt.
Zeit
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SensorObjekt2
SensorObjekt3
SensorObjekt4
SensorObjekt5
SensorObjekt6
Referenzobjekt 1
Referenzobjekt 3
Referenzobjekt 2
Abbildung 11.4: Illustratives Beispiel dieses Identifikationsgraphs. Obwohl die Objekte
nur zeitdiskret ausgegeben werden, sind in diesem Beispiel zur Illustra-
tion die dazugehörigen Balken durchgezogen eingezeichnet.
Jedes Referenzobjekt, welches sich im spezifizierten Sichtfeld des Sensorsystems befin-
det, wird durch einen schwarzen Balken gekennzeichnet. Die Sensorobjekte, die einem
Referenzobjekt zugeordnet wurden, werden abhängig von der Objekt-ID farblich kodiert
in den Graph eingezeichnet. Ein ähnlicher Ansatz, welcher sich aber auf kamerabasierte
Fußgängererkennungssysteme beschränkt und auf einem manuellen Markieren von Refe-
renzobjekten basiert, wird von Smith u. a. (2005) beschrieben. Im Idealfall müsste jeder
schwarze Balken von einem einzigen farbigen Balken komplett abgedeckt werden. Die
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Analyse der Abweichungen zu diesem theoretischen Fall ermöglicht die Beurteilung der
Objektbildungsqualität.
Seien R(k) = {R1, . . . ,Rj, . . . ,Rm} und S(k) = {S1, . . . , Si, . . . , Sn} die Mengen der
Referenz- und Sensorobjekte, die in einem Zeitschritt k der Analyse zur Verfügung stehen.
Als Assoziationsergebnis im Zeitschritt k entsteht für jedes Referenzobjekt Rj eine Liste
{Rj ↔ S(k)} der zugeordneten Sensorobjekte und für jedes Sensorobjekt Si eine Liste
{Si ↔ R(k)} der Referenzobjekte, mit denen dieses Sensorobjekt assoziiert wurde.
Basierend auf diesen Listen werden Metriken für die Bewertung der Objektbildung be-
rechnet. Ziel dieser Metriken ist es, die Qualität der Objektbildung hinsichtlich der Mess-
genauigkeit und der Objektverfolgung quantitativ zu bewerten.
11.3.1 Definition und Berechnung der Metriken
Die definierten und verwendeten Metriken können in die Kategorien Objekterkennungs-
fähigkeit und Objektverfolgungsfähigkeit eingeteilt werden. Während bei der Objekter-
kennungsfähigkeit die Messgenauigkeit und die Güte der Umgebungsabbildung beurteilt
werden, werden bei der Objektverfolgungsfähigkeit die Kontinuität und Stabilität der
Objektverfolgung bewertet.
Metriken für die Objekterkennungsfähigkeit
Diese Metriken stammen zum Teil aus den klassischen Klassifikationsaufgaben, wobei die
Entscheidung eines Klassifikators mit einem bekannten Sollwert verglichen werden (vgl.
Sokolova u. a. (2006)). Während die Maße True Positive, False Negative und False Positive
gemäß ihrer etablierten Definition in der Literatur in dieser Arbeit verwendet werden,
werden die Maße Multiple Object und Multiple Track in dieser Arbeit für die Bewertung
der Objektbasierten Umfeldwahrnehmung in einer generischen Form neu eingeführt.
Abbildung 11.5 fasst die möglichen Assoziationsergebnisse zusammen und zeigt ein bei-
spielhaftes Zuordnungsergebnis.
Auf Basis dieser Darstellung und der Assoziationslisten lassen sich folgende Metriken
definieren und berechnen.
Multiple Track MT Werden verschiedene Sensorobjekte im selbem Zeitschritt dem glei-
chen physikalischen Referenzobjekt zugeordnet, so liegt ein Fehler der Kategorie Multiple
Track MT vor. Ein solcher Fehler tritt überwiegend bei ausgedehnten physikalischen Ob-
jekten (wie einem LKW) auf. Die Auftretenshäufigkeit dieses Falls kann gemäß Gleichung
11.5 für jedes Referenzobjekt Rj, dem mehrere Sensorobjekte gleichzeitig zugeordnet wur-
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Abbildung 11.5: Assoziationsergebnis;  Referenz , - - - Sensor
den, ermittelt werden.
MTj =
N∑
k=1
MTj(k),mit MTj(k) =
1 wenn |{Rj ↔ S(k)}| > 10 sonst (11.5)
Die gesamte Auftretenshäufigkeit dieses Falls für sämtliche Referenzobjekte ergibt sich
anschließend gemäß
MTj =
m∑
j=1
MTj (11.6)
Dabei bezeichnen N die Anzahl der Messzeitpunkte und m die Anzahl der Referenzob-
jekte, die sich im Sichtbereich des Sensors zum Zeitpunkt k befinden. Im Identifikations-
graphen bedeutet dieser Fall eine Überlappung mehrerer farbiger Blöcke mit dem gleichen
schwarzen Balken. Ein möglicher Effekt dieses Fehlers könnte eine falsche Abschätzung
der Objektabmessungen und somit eine Verfälschung des Klassifikationsergebnisses sein,
falls diese Abmessungen in die Klassifikation einfließen. Entsteht aufgrund dieser Zer-
splitterung des Referenzobjekts ein Objekt mit einer fehlerhaften Position, so kann es zu
falschen Reaktionen der Fahrfunktion kommen.
Multiple Object MO Im Gegensatz zu MT werden bei einem MO-Fehler mehrere Re-
ferenzobjekte dem gleichem Sensorobjekt zugeordnet. Dieser Fall tritt überwiegend auf-
grund eingeschränkter Trennfähigkeit eines Sensorsystems auf. Dabei werden mehrere be-
nachbarte physikalische Objekte als ein einzelnes Sensorobjekt zusammengefasst. Analog
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zu 11.674 wird die Auftretenshäufigkeit des MO-Fehlers gemäß 11.7 berechnet.
MO =
N∑
k=1
(
n∑
i=1
MOi(k)),mit MOi(k) =
1 wenn |{Si ↔ R(k)}| > 10 sonst (11.7)
Dabei bezeichnen N die Anzahl der Messzeitpunkte und n die Anzahl der vom Sensor de-
tektierten Objekten im Zeitpunkt k. Im Identifikationsgraphen wird ein MO-Fehler daran
erkannt, dass am gleichen Zeitpunkt mehrere schwarze Balken von gleichfarbigen Blö-
cken verdeckt werden. Darüber hinaus können die Gegebenheiten, bei denen dieser Fehler
auftritt, näher untersucht werden, sodass aus den Messgrößen der zusammengefassten
Referenzobjekte auf die Trennfähigkeitsgrenzen (Abstand, Winkel, Geschwindigkeit) des
Sensorsystems zurückgeschlossen werden kann. In der Regel wird die Trennfähigkeit ei-
nes Sensorsystems gezielt mithilfe spezieller Methoden (vgl. Brahmi (2010)) untersucht.
Entsteht aufgrund dieser Verschmelzung mehrerer Referenzobjekte ein größeres Objekt an
einer Stelle, die in der Realität frei ist, so kann es zur falschen Bremsung der Fahrfunktion
kommen.
True Positive TP Wird ein Referenzobjekt vom Sensorsystem als ein einziges Objekt
erkannt, so liegt ein True Positive TP vor.
Die TP-Auftretenshäufigkeit für jedes Referenzobjekt Rj wird wie folgt berechnet.
TPj =
N∑
k=1
TPj(k),mit TPj(k) =
1 wenn |{Rj ↔ S(k)}| = 10 sonst (11.8)
In diesem Fall wird die Messgenauigkeit bewertet, indem die Abweichung ~εji = ~Xrefj −
~Xsensi =
ε1...
εn
 zwischen den Referenz- und Sensormessgrößen über die Zeit berechnet
und analysiert wird. Basierend auf der Definition der Messgenauigkeit im Abschnitt 5.1.3
werden die deterministischen und stochastischen Fehleranteile gemäß Gleichung 11.9 be-
74Eine Berechnung dieser Metrik für jedes Sensorobjekt (jede Sensor ID) ist nicht sinnvoll: im Gegensatz
zum Referenzobjekt, deren ID über die Messzeit konstant bleibt, kann der zu bewertende Sensor
die gleiche ID in unterschiedlichen Zeiten für unterschiedliche Objekte verwenden. Das passiert zum
Beispiel wenn ein Objekt ausstirbt und später seine ID einem neuem Objekt vergeben wird.
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rechnet.
~µij =
1
N
k2∑
k=k1
~εij(k)
~sij =
√√√√√k=k2∑k=k1(~εij(k)− ~µij)2
N − 1 (11.9)
Dabei bezeichnen k1 und k2 die Start- und Endzeitpunkte des Intervalls, in dem einem
Referenzobjekt Rj das Sensorobjekt Si zugeordnet wird.
Das Auftreten von True Positive hängt von der Assoziation sehr stark ab und kann, falls
der Assoziationsschwellwert nicht passend gewählt wird, verfälscht werden. Wird dieser zu
klein gewählt, so kann eine Assoziation aufgrund einer großen Messabweichung scheitern.
Eine mögliche Abhilfe besteht darin, diesen Schwellwert aus den Anforderungen an die
Messgenauigkeit des Sensorsystems herzuleiten.
False Negative FN Wird einem Referenzobjekt kein Sensorobjekt zugeordnet, so kann
davon ausgegangen werden, dass das Referenzobjekt vom Sensorsystem übersehen wurde.
Diese Entscheidung hängt wiederum vom Assoziationsschwellwert ab. Die Auftretenshäu-
figkeit eines solchen Fehlers wird für jedes Referenzobjekt Rj wie folgt bestimmt.
FNj =
N∑
k=1
FNj(k),mit FNj(k) =
1 wenn {Rj ↔ S(k)} = ∅0 sonst (11.10)
Grafisch bedeutet ein FN-Fehler einen von keinem farbigen Block verdeckten Abschnitt
des schwarzen Balkens.
Mit der Einführung der Fahrfunktionen mit höheren Automatisierungsgrad ist dieser
Aspekt für die Akzeptanz von automatisierten Systemen sehr entscheidend. Ein vom Er-
fassungssystem nicht detektiertes Objekt führt systematisch zu fehlender Systemreaktion,
welche bei einem System ab der dritten Automatisierungsstufe nach der Definition von
BAST (2012) nicht mehr tolerierbar sein kann.
False Positive FP Erkennt ein Sensorsystem ein nicht physikalisch vorhandenes Objekt,
so liegt ein FP-Fehler vor. Diese Art von Fehler wird als Geisterobjekt bezeichnet. Für
die Erkennung solcher Fälle ist im Vergleich zu den bereits vorgestellten Metriken eine
besondere Betrachtung notwendig75.
75Dieser Fall ist aus dem Identifikationsgrapgh nicht zu erkennen.
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Das Prinzip dieser Betrachtung ist in Abbildung 11.6 zusammengefasst.
Referenz-
objekt2Referenzobjekt1
Geisterobjekt
Sensorobjekt
Referenz-
objekt3
Sensorsichtbereich
Referenzbereich
Egofahrzeug
Abbildung 11.6: Betrachtung für die Erkennung von Geisterobjekten
Um für das Auftreten eines Geisterobjekts zu entscheiden, müssen folgende Bedingungen
gleichzeitig erfüllt sein:
• Das Sensorobjekt wurde keinem Referenzobjekt zugeordnet.
• Das Sensorobjekt befindet sich im "Referenzbereich", einem von den Referenzob-
jekten gebildeten Bereich76.
Wie oft dieser Fall auftritt, kann gemäß Gleichung 11.11 ermittelt werden.
FP =
N∑
k=1
(
n∑
i=1
FPi(k)),mit FPi(k) =
1 wenn {Si ↔ R(k)} = ∅0 sonst (11.11)
Um über einen FP-Fehler entscheiden zu können, muss zum einen das Fahrumfeld durch
das Referenzsystem perfekt abgebildet und zum anderen ein reales Objekt klar definiert
werden. Gelingt es, durch klare Anforderungen (zum Beispiel Radar Cross Section RCS)
an die vom Sensorsystem zu erkennenden Objekte eine Klasse nicht erwünschter Objekte
zu definieren, so kann das Auftauchen dieser Objekte als FP bezeichnet werden.
76Die Konstruktion dieses Bereich erfolgt mithilfe der Matlab (MATWORKS 2016) Implementierung der
Convex-Hull Methode.
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Im Gegensatz zu einem nicht detektierten Objekt, welches systematisch zu fehlender Sys-
temreaktion führt, hängt die Systemreaktion bei der Erkennung von Geisterobjekten von
der Fahrsituation ab. Prinzipiell wird jedoch vom Umfelderfassungssystem angestrebt, die
Erkennungsrate solcher Geisterobjekte möglichst gering zu halten.
Der Geltungsbereich und die Limitierungen einer sinnvollen Verwendung dieser Metriken
hängen somit sehr stark vom Abbildungsgrad des Fahrumfeldes durch das Referenzsystem
ab.
Metriken für die Objektverfolgungsfähigkeit
Sowohl die Situationsinterpretation als auch der Funktionsteil, der für das Treffen und
die Umsetzung der Entscheidung (beschleunigen, bremsen, ausweichen usw.) zuständig
ist, hängen sehr stark vom Ausgang des Umfelderfassungssystems ab. Dabei wird vom
Umfelderfassungssystem eine über mehrere Messzeitschritte hinweg stabile und konsis-
tente Abbildung der Umgebung erwartet. Hierfür werden alle erkannten Objekte mit IDs
versehen, die im Idealfall bei gleichen Objekten über die Zeit konstant bleiben. Basierend
darauf berechnen die nachgeschalteten Komponenten spezielle Größen, die zur Auswahl
des relevanten Objekts und für die Verhaltensgenerierung herangezogen werden. Hierfür
ist die zeitliche Entwicklung dieser Größen und deren Überschreitung bestimmter Limits
für die Systemreaktion ausschlaggebend. Eine instabile Objektverfolgung kann somit zum
einen zu einer späten oder gar fehlenden Auslösung der Systemreaktion und zum anderen
zu einem frühzeitigen Abbruch dieser Reaktion führen.
ID-Stabilität OP (Object Purity) Ein Maß für die Stabilität kann durch die Metrik ID-
Stabilität (OP) ausgedrückt werden. Diese Metrik sagt aus, wie lange ein Referenzobjekt
Rj als ein gleichbleibendes Sensorobjekt erkannt wurde. Als passendes Sensorobjekt SID
wird das Objekt gewählt, welches dem Referenzobjekt Rj am häufigsten zugeordnet wurde
und eine gleichbleibende ID besitzt. Diese wird als Beste-ID bezeichnet. Die ID-Stabilität
(OP) lässt sich wie folgt berechnen.
OPj =
N∑
k=1
TPij(k)
TPj +MTj
,mit TPij(k) =
1 wenn {Rj ↔ S(k)} = {SID}0 sonst (11.12)
Mit Gleichung 11.12 wird das Verhältnis aus der Zeit, in der das Referenzobjekt Rj als
Sensorobjekt SID erkannt wurde, und der gesamten Zeit, in der das Referenzobjekt Rj
mit beliebiger ID erkannt wurde, gebildet.
Bei dieser Berechnungsvariante kommt es auf die Gesamtlänge der einzelnen gleichfarbi-
gen Blöcke an, die einen schwarzen Balken verdecken, und weniger auf die Kontinuität
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dieser. Abbildung 11.7 zeigt zwei Fälle, bei denen die Metrik OP den gleichen Wert hat,
obwohl sich die Kontinuität der Objektverfolgung unterscheidet.
Zeit
(a) OP = 65%
Zeit
(b) OP = 65%
Abbildung 11.7: Illustration des Kontinuitätsunterschieds bei gleichem OP-Wert
Somit liegt es nahe, die Kontinuität der Verfolgung in die Berechnung einzubeziehen,
indem eine angepasste Variante der Metrik Object Purity die Metrik OP ` unter Berück-
sichtigung der Anzahl der Unterbrechungen der Verfolgung (:= Anzahl der ID-Blöcke)
gemäß Gleichung 11.13 berechnet wird.
OP ‘j =
OPj
Anzahl Blo¨cke
(11.13)
Die Entscheidung, welche Variante der Object Purity Metrik verwendet werden soll, hängt
von den Funktionsanforderungen an die Objektverfolgung ab.
Zeitliche Abdeckung CV (Coverage) Während für die Metrik ID-Stabilität nur die
Beste-ID berücksichtigt wird, werden bei der Metrik Coverage CV alle Sensorobjekte
herangezogen, die dem Referenzobjekt Rj zugeordnet wurden.
CVj =
TPj
TPj + FNj +MTj
(11.14)
Mit Gleichung 11.14 wird das Verhältnis aus der Zeit, in der das Referenzobjekt Rj als ein
einziges Sensorobjekt erkannt wurde, und der gesamten Zeit, in der das Referenzobjekt
Rj hätte erkannt werden sollen, gebildet. Analog zur Metrik ID-Stabilität kann bei der
Metrik CV die Kontinuität der Verfolgung mit einbezogen werden, indem die angepasste
Metrik CV ` wie folgt berechnet wird.
CV ‘j =
CVj
Anzahl Blo¨cke
(11.15)
11.4 Zusammenfassende metrikbasierte Bewertung
Die Leistungsfähigkeit eines Umfelderfassungssystems kann nicht mit einem einzelnen Kri-
terium (Messgenauigkeit, Erkennungsrate usw.) beschrieben werden. In der Regel müssen
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verschiedene Aspekte für die Bewertung einbezogen werden. Die vorgestellten Aspekte
der Objekterkennungsfähigkeit, der Objektverfolgungsfähigkeit und der Messgenauigkeit
können kombiniert für die Beurteilung der Leistungsfähigkeit eines Umfelderfassungs-
systems herangezogen werden. Eine mögliche Zusammenfassung dieser Beurteilung kann
mithilfe des Kiviat-Diagrams erfolgen. Hierfür müssen zuerst die berechneten Metriken
auf eine geeignete diskretisierte Skala übertragen werden. Der Zusammenhang zwischen
dem numerischen Wert der Metrik und der Skala kann dabei abhängig von der Metrik
proportional (je kleiner desto besser: Kategorie I) oder indirekt proportional (je größer
desto besser : Kategorie II) sein. Diese Übertragung ist in Abbildung 11.8 vereinfacht
dargestellt.
Schlecht (0) neutral (1) gut (2)
minimaler Wert maximaler Wert
Sehr gut (3)
Schlecht (0)gut (2) neutral (1)Sehr gut (3)
Metriken der Kategorie I
Metriken der Kategorie II
Abbildung 11.8: Übertragung der numerischen Metriken auf diskretisierte Skalen
Die für die Bewertung herangezogenen Aspekte und die dazugehörigen Metriken sind in
Tabelle 11.1 zusammengefasst.
Tabelle 11.1: Die Aspekte und die dazugehörigen Metriken für die Bewertung
Aspekt Metrik Kategorie (I/II)
Genauigkeit 2D-Abstandsmessgenauigkeit I
Objekterkennungsfähigkeit
Multiple Object I
Multiple Track I
False Positive I
False Negative I
Objektverfolgungsfähigkeit
Coverage (Zeitliche Abdeckung) II
Object Purity II
Eine beispielhafte zusammenfassende Bewertung ist in Abbildung 11.9 als Kiviat-Diagrams
dargestellt. Für eine sinnvolle Erstellung einer solchen Zusammenfassung kommt es auf die
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Auswahl der Metriken und die Übertragung deren numerischer Werte auf die diskretisierte
Skala an. Hierfür wird in der Regel Expertenwissen bezüglich der beabsichtigten Fahrfunk-
tionen, die auf die zu bewertende Umfelderfassung aufbauen, benötigt. Dieses Wissen wird
benötigt, falls aus dieser Bewertung eine absolute Beurteilung eines Umfelderfassungssys-
tems gewünscht ist. Für eine relative Bewertung, bei der verschiedene Systeme verglichen
werden, ist diese Art der Zusammenfassung jedoch besonders gut geeignet, wenn diese für
die Erfassung der gleichen (oder ähnlichen) Szene eingesetzt wurden.
MO
MT
FN
FP
OP
CV
Genauigkeit
System I
System II
Abbildung 11.9: Beispielhafte zusammenfassende Bewertung als Kiviat Diagram. MO:
Multiple Object, MT: Multiple Target, FN: False Negative, FP: Fal-
se Positive, OP: Object Purity (ID-Stabiliät), CV: Coverage (zeitliche
Abdeckung)
Für den Vergleich verschiedener Entwicklungsständen oder verschiedener Umfeldwahr-
nehmungssysteme kann diese Methode angewendet werden, indem die zusammenfassen-
de Bewertung jedes Systems im gleichen Kiviat-Diagram angezeigt wird. Beispielweise
können somit die Objektbildung eines Radars, eines Lidars und einer Fusion miteinan-
der verglichen werden. Dadurch, dass die gesammelten und bewerteten Messdaten aus
der gleichen Umgebung und unter den gleichen Bedingungen aufgenommen wurden, kön-
nen die festgestellte Unterschiede direkt auf die Leistungsfähigkeit der einzelnen Systeme
(Radar, Lidar und Radar-Lidar Fusion) zurückgeführt werden. Darüber hinaus können
weitere Entwicklungsstände dieser Systeme in der gleichen Art und Weise bewertet wer-
den, ohne die Messdaten neu aufzunehmen. Hierfür sollen nicht nur die Messdaten, die die
Objektlisten enthalten, sondern auch die Rohdaten der einzelnen Sensoren aufgenommen
werden.
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11.5 Limitierungen und Geltungsbereich
Um die vorgestellten Metriken sinnvoll zu verwenden, muss sichergestellt werden, dass
ihre Berechnung korrekt durchgeführt wurde. Diese Berechnung basiert auf der genauen
Kenntnis des realen Fahrumfeldes. Somit hängt die Aussagekraft dieser Metriken vom
Grad der Abbildung des realen Fahrumfeldes durch das Referenzsystem ab. Um diese
Aussagekraft zu analysieren, wird die Fahrumgebung in die Kategorien kontrollierte Um-
gebung und unkontrollierte Umgebung eingeteilt.
Kontrollierte Umgebung Bei einer kontrollierten Umgebung entsteht ein perfektes Ab-
bild des Fahrumfeldes durch das Referenzsystem. Dies kann dadurch erreicht werden, dass
alle sich im Fahrumfeld befindlichen Objekte referenziert werden. Somit stehen Informa-
tionen über alle dynamischen und statischen Objekte im Fahrumfeld zu jedem Zeitschritt
zur Verfügung. In diesem Fall können alle vorgestellten Metriken sinnvoll berechnet und
verwendet werden.
Unkontrollierte Umgebung Eine unkontrollierte Umgebung besteht sowohl aus stati-
schen und dynamischen Referenzobjekten als auch aus unbekannten Objekten, von denen
keine Referenzdaten vorliegen. In diesem Fall ist die Aussagekraft der Metriken nur be-
grenzt gegeben. Während für jedes Referenzobjekt die Metriken Multiple Track, False
Negative und True Positive sowie Object Purity und Coverage ermittelt und sinnvoll
verwendet werden können, ist keine Aussage über False Positive und Multiple Object
möglich, da es nicht ausgeschlossen werden kann, dass das Sensorsystem Objekte erkennt,
die nicht Teil des Referenzdatensatzes sind. In diesem Fall beziehen sich die ermittelbaren
Metriken nur auf die einzelnen Referenzobjekte und nicht auf die Gesamtheit der Ob-
jekte, die vom Sensorsystem erkannt wurden. Die vom Abbildungsgrad des Fahrumfeldes
abhängigen Limitierungen und Geltungsbereiche der vorgestellten Metriken fasst Tabelle
11.2 zusammen.
Metrik kontrollierte Umgebung unkontrollierte Umgebung
Multiple Track uneingeschränkt nur für bekannte Referenzobjekte
Multiple Object uneingeschränkt nicht möglich
True Positive uneingeschränkt nur für bekannte Referenzobjekte
False Negative uneingeschränkt nur für bekannte Referenzobjekte
False Positive uneingeschränkt nicht möglich
Object Purity uneingeschränkt nur für bekannte Referenzobjekte
Coverage uneingeschränkt nur für bekannte Referenzobjekte
Tabelle 11.2: Limitierungen und Geltungsbereiche der vorgestellten Metriken
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12 Konkrete Anforderungen an das
Referenzsystem
Nachdem im zweiten Teil die Herleitung und die Validierung der Anforderungen kon-
zeptionell erläutert wurden, wird in diesem Abschnitt die Anwendung der vorgestellten
Konzepte und Methoden auf ein konkretes Referenzsystem vorgestellt. Hierfür werden
die Anforderungen an das Referenzsystem basierend auf zwei zu bewertenden Umfelder-
fassungssensoren aus dem Stand der Technik definiert: dem Laserscanner SCALA (Ibeo
Automotive (2017)) und dem Long Range Radar LRR3 (Robert Bosch GmbH (2010)).
Wie im Abschnitt 8.3 gezeigt wurde, hängen die quantitativen Anforderungen an das
Referenzsystem stark vom Einsatzbereich ab. Aus diesem Grund werden die quantitati-
ven Anforderungen in diesem Abschnitt abgeschätzt77. Die betrachteten Sensoren werden
überwiegend für die Funktionen Notbremsassistent und Adaptive Cruise Control einge-
setzt. Aus diesem Grund fließen Teilaspekte dieser Funktionen in die Abschätzung der
Anforderungen ein.
12.1 Qualitative Anforderungen
Mobilität
Die betrachteten Umfelderfassungssensoren werden an die Fahrzeuge montiert und mit-
bewegt und kommen somit unter verschiedenen Bedingungen zum Einsatz. Aus diesem
Grund muss das Referenzsystem auch in verschiedenen Umgebungen einsetzbar und somit
mobil sein. Die Mobilitätsanforderung kann entweder durch die Portierbarkeit oder durch
die Selbstmobilität erfüllt werden.
Selbsteinschätzung
Das Referenzsystem muss in der Lage sein, die Selbsteinschätzung als zusätzliche Informa-
tion zu den Nutzdaten zur Verfügung zu stellen. Die als Maß für die Selbsteinschätzung
verwendete Größe muss darüber hinaus sinnvoll verwendet werden können, sodass daraus
77Eine Herleitung der konkreten quantitativen Anforderungen würde den Rahmen dieser Arbeit sprengen.
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auf die Messunsicherheit des Referenzsystems zurückgestoßenen werden kann. Die Selbst-
einschätzung des Referenzsystems muss somit gemäß Abschnitt 10.2.2 sinnvoll verwendet
werden können.
Kalibrierfähigkeit
Die Anforderung an die Kalibrierfähigkeit hängt von der Kategorie des eingesetzten Refe-
renzsystems ab. Während für die Referenzsysteme der Kategorien I und III die Kalibrier-
fähigkeit unabdingbar ist, können Referenzsysteme der Kategorie III ohne Kalibrierung78
eingesetzt werden.
Geeignete Fahrzeugumgebungsrepräsentation
Wie im Abschnitt 6 beschrieben, kann das Umfeld durch eine objekt- oder belegungskar-
tenbasierte Repräsentation beschrieben werden. Wie bei den meistverbreiteten Stand der
Technik Umfeldsensoren und Umfeldfusionssystemen liefern die betrachteten Sensoren ei-
ne objektbasierte Repräsentation, bei der die Objekte im Sichtbereich des Sensorsystems
als Rechteck modelliert und durch einen Zustandsvektor ~Xsens von Attributen gemäß 12.1
beschrieben werden.
~Xsens :=
(
ID x y vx,y ψ l b RefID Dyn Kl
)
(12.1)
Dabei bezeichnet das Attribut RefID gemäß Abschnitt 11.2.1 den Punkt, auf dem sich
die Sensormessungen bei ausgedehnten Objekten beziehen. Das Attribute Dyn beschreibt
die Klasse der relativen Bewegung (z.B. stationär, angehalten, entgegenkommend oder
vorausfahrend) zwischen dem Egofahrzeug und dem Objekt. Das Attribute Kl sagt da-
bei aus, zu welcher Klasse das erkannte Objekt gehört (z.B. Fahrzeug, Lkw, Fahrrad,
Fußgänger oder Punktobjekt bei nicht ausgedehnten Objekten). Das Ergebnis des zu be-
wertenden Umfeldwahrnehmungssystems ist eine Objektliste, bei der jedes Objekt i durch
einen Zustandsvektor ~Xsens,i beschrieben wird. Um dieses Ergebnis bewerten zu können,
muss somit das Referenzsystem in der Lage sein, die Objekte durch die gleiche Repräsen-
tation zu beschreiben.
Bei der Umfeldrepräsentation muss ebenfalls die Anzahl und Art der aus Funktionssicht
relevanten Objekte berücksichtigt werden. Während für die Notbremsfunktion in der Re-
gel ein einzelnes Objekt zu einem bestimmten Zeitpunkt relevant sein kann, werden für die
Adaptive Cruise Control Funktion in der Regel bis zu sechs Objekten79 gemäß Abbildung
12.1 benötigt.
Dabei sind diese Objekte unterschiedlich wichtig. Während die Geschwindigkeitsregelung
78Im Sinne von extrinsischen Kalibrierung gemäß der Definition im Abschnitt 8.1.3.
79Zwei auf dem Ego-Fahrstreifen, zwei auf dem rechten und zwei auf dem linken Fahrstreifen.
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Abbildung 12.1: Relevante Objekte für Adaptive Cruise Control
primär basierend auf den vorausfahrenden Objekten auf dem Ego-Fahrstreifen erfolgt,
werden die Objekte auf den Nachbarstreifen für die vorausschauende Reaktion bei Fahr-
streifenwechselsituationen benötigt. Für diese Fahrstreifenwechselsituationen ist in der
Regel ein relevantes Objekt je Nachbarfahrstreifen von Bedeutung. Aus diesem Grund
muss das Referenzsystem in der Lage sein, bis zu vier dynamischen Objekten gleichzeitig
zu erfassen und als Referenzobjekte zur Verfügung stellen.
12.2 Quantitative Anforderungen
Zuverlässigkeit
Wie im Abschnitt 8.2.1 beschrieben kann die Anforderung an die Zuverlässigkeit als eine
prozentuale Zahl, die das Verhältnis von der Zeit mit geforderter Messgenauigkeit zur
Gesamtzeit einer Messung beschreibt, formuliert werden. Die Zeit der Messung und die-
ses Verhältnis sind dabei stark anwendungsabhängig. Bei kurzen Messungen (wie z.B.
bei typischen Euro-NCAP Testfällen) soll dieses Verhältnis 100% betragen. Bei längeren
Messungen (wie z.B. bei einer ACC-Folgefahrt auf der Autobahn) kann hingegen ein nied-
rigeres Verhältnis von z.B. 80% akzeptiert werden. Dies kann damit begründet werden,
dass in der Regel die für die Bewertung wesentlichen Aspekte durch die Zeitabschnitte
mit gültigen Referenzdaten abgedeckt werden können. Darüber hinaus kann davon aus-
gegangen werden, dass die zu bewertenden Eigenschaften eines Sensor(system)s in der
Regel nicht zeitabhängig ist, und die Dauer der Messungen überwiegend für die Erhöhung
der statistischen Aussagekraft benötigt werden. Um die benötigte Menge der Messdaten
zu sammeln, muss bei einem Verhältnis kleiner als 100% mit einem Überhang gerechnet
werden. Zum Beispiel müsste bei einer Benötigten Datenmenge von 1000 km und einem
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Verhältnis von 80% eine Datenmenge von 1250 km gesammelt werden.
Sichtbereich
Die für den Sichtbereich relevanten Eigenschaften der betrachteten Sensoren sind in Tabel-
le 12.1 zusammengefasst. Dementsprechend muss das Referenzsystem einen Sichtbereich
von mindestens 250m und 146◦ abdecken.
Sensor Reichweite [m] Azimuth [◦] Elevation [◦]
LRR3 (Robert Bosch GmbH (2010)) 250 30 10
SCALA (Ibeo Automotive (2017)) 80 146 3.2
Tabelle 12.1: Sichtbereich der betrachteten Sensoren
Zeitverhalten: Timing
Wie im Abschnitt 8.2.3 eingeführt setzt sich das Zeitverhalten des Referenzsystems aus
der Latenzzeit und der Messzykluszeit zusammen. Während die Anforderung an die Mess-
zykluszeit aus der Frequenz fFzg der Fahrzeugsignale mit der höchsten Dynamik und der
Messfrequenz fSen der zu bewertenden Systeme gemäß Gleichung 8.5 hergeleitet wird, ist
die Anforderung an die Latenzzeit unabhängig von den zu bewertenden Systemen80.
Messzykluszeit Die Messfrequenzen der Sensoren sind in Tabelle 12.2 zusammengefasst.
Sensor Messfrequenz [Hz]
LRR3, Bosch (Robert Bosch GmbH (2010)) 12.5
Laser Scanner SCALA (Ibeo Automotive (2017)) 25
Tabelle 12.2: Messfrequenz der betrachteten Sensoren
Die Anforderung an die Mindestmessfrequenz des Referenzsystems kann somit gemäß
Gleichung 12.2 formuliert werden.
fref ≥ max (2.fFzg := 2.10Hz, fSen := max (12.5Hz, 25Hz)) ≡ 25Hz (12.2)
80Insbesondere wenn die Latenzzeit der zu bewertenden Systeme nicht angegeben ist.
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Latenzzeit Die Anforderung an die maximal tolerierbare Latenzzeit kann aus dem ma-
ximal tolerierbaren Zeitstempelfehler εmax hergeleitet werden. Dieser kann wiederum aus
dem maximal tolerierbaren Positionsmessfehler hergeleitet werden. Geht man von einem
maximal tolerierbaren Messfehler des relativen Abstands von |∆xmax| = 0, 5 cm, der durch
den Zeitstempelfehler entstehen darf, aus, so kann der maximal tolerierbare Zeitstempel-
fehler gemäß Gleichung 12.3 hergeleitet werden.
εmax =
|∆xmax|
Vmax
= 0, 9ms (12.3)
Dabei wird eine relative Geschwindigkeit von Vmax = 200 km/h als Worst-Case Betrach-
tung angenommen81.
Messgenauigkeit
Die Messgenauigkeit des Referenzsystems soll für verschiedene Messgrößen definiert wer-
den. Die Menge dieser Messgrößen und die entsprechenden Genauigkeitsanforderungen
können dabei basierend auf den zu bewertenden Sensoren definiert werden. Das zu bewer-
tende Umfeldwahrnehmungssystem verwendet eine objektbasierte Umfeldrepräsentation,
bei der die Objekte jeweils durch einen Zustandsvektor gemäß Gleichung 12.1 beschrie-
ben werden. Abhängig vom Umfang der Bewertung kann festgelegt werden, welche der
im Zustandsvektor enthaltenen Messgrößen bewertet werden sollen. Nach diesem Schritt
kann für die ausgewählten Messgrößen die vom Referenzsystem geforderte Messgenau-
igkeit gemäß der im Abschnitt 8.2.4 vorgestellten Methode abgeschätzt werden. Dabei
wird zwischen direkten und indirekten Messgrößen unterschieden. Besonders herausfor-
dernd ist die Abschätzung der Referenzmessgenauigkeit der Messgrößen, bei denen die
erwartete Messgenauigkeit des zu bewertenden Systems nicht (oder nicht ausreichend)
bekannt ist. In diesem Fall können Annahmen getroffen werden, um die Anforderung an
die Messgenauigkeit der betroffenen Messgröße zu definieren. Für die Abschätzung der
Messgenauigkeit des Referenzsystems aus der erwarteten Messgenauigkeit des zu bewer-
tenden Systems wird ein Faktor α gemäß Abschnitt 8.2.4 benötigt.
Abstands- und Geschwindigkeitsmessung Bei den betrachteten Sensoren ist eine Mess-
genauigkeit des radialen Abstands von 10 cm angegeben. Die Winkelmessgenauigkeit hin-
gegen ist nur für den Radarsensor spezifiziert. Diese wird jedoch in verschiedenen Quellen
unterschiedlich angegeben. Während Winner (2009) eine Winkelmessgenauigkeit von 0.1◦
angibt82, geht Lutz (2015) von einer Winkelmessgenauigkeit von 0.2◦ aus. Diese fehlen-
den und unterschiedlichen Angaben deuten auf die Unklarheit der angegebenen Sensor-
spezifikationen hin. Während sich diese angegebenen Positionsmessgenauigkeiten auf ein
81Diese Worst-Case Annahme berücksichtigt eine typische ACC und EBA Funktionsauslegung.
82Die Angaben stammen dabei aus den Spezifikationen der Hersteller.
12.2 Quantitative Anforderungen 103
Polarkoordinatensystem beziehen, werden die Objekte am Ausgang der objektbasierten
Umfeldrepräsentation durch ihre 2D-Positionen in einem kartesischen Koordinatensystem
beschrieben. Darüber hinaus beziehen sich diese Messgenauigkeitsangaben in der Regel auf
ungetrackte Punktziele, während die objektbasierte Umfeldrepräsentation ausgedehnte
Objekte über die Zeit verfolgt und durch eine Rechteck beschreibt. Bedingt durch diese
Modellannahmen und die zeitliche Verfolgung und Filterung verlieren diese Messgenauig-
keitsangaben der objektbasierten Umfeldrepräsentation ihre Gültigkeit. Aus dem Funkti-
onsprinzip des betrachteten Radarsensors wird jedoch erwartet, dass die Verschlechterung
der Messgenauigkeiten beim Übergang von Punktzielen auf getrackte und durch Rechteck
beschriebene Objekte beim radialen Abstand geringer als bei der Winkelbestimmung sein
wird. Dies kann damit begründet werden, dass der Radar den radialen Abstand direkt
aus der Frequenzverschiebung bestimmt, während der Winkel mit komplexen Verfahren
geschätzt wird. Somit wird der höhere Wert für die Winkelmessgenauigkeit angenommen.
Aus diesen Gründen und unter Berücksichtigung der Kosten- und Machbarkeitsaspekte
des Referenzsystems, wird in dieser Arbeit ein Faktor α := 5 für die Abschätzung der
Positions- und Winkelmessgenauigkeit des Referenzsystem aus den Messgenauigkeitsan-
gaben der betrachteten Sensoren angenommen. Somit soll das Referenzsystem den ra-
dialen Abstand mit einer Messgenauigkeit von 2 cm und den den relativen Winkel mit
einer Messgenauigkeit von 0.04◦ messen. Analog dazu beziehen sich die angegebenen
Geschwindigkeitsmessgenauigkeiten ebenfalls auf die radiale Relativgeschwindigkeit der
Punktziele, während die objektbasierte Umfeldrepräsentation die longitudinale und late-
rale Relativgeschwindigkeit der getrackten Objekte verwendet. Aufgrund der Verwendung
des Dopplereffekts für die Geschwindigkeitsmessung ist jedoch die erwartete Geschwin-
digkeitsmessgenauigkeit sehr hoch. Aus diesem Grund kann ein Faktor α := 2 für die
Abschätzung der Geschwindigkeitsmessgenauigkeit des Referenzsystems aus den Mess-
genauigkeitsangaben der betrachteten Sensoren verwendet werden. Für die vorgestellte
Objektrepräsentation werden die longitudinale und die laterale Komponente vx und vy
der Relativgeschwindigkeit für die Beschreibung der relativen Bewegung in einem kartesi-
schen Koordinatensystem verwendet. Diese werden aus dem relativen Winkel Az und der
relativen Radialgeschwindigkeit gemäß Gleichung 12.4 bestimmt.
vx = vr · cos(Az)
vy = vr · sin(Az) (12.4)
Die Messgenauigkeit dieser Größen hängt somit von der Messgenauigkeit der Winkelbe-
stimmung und der Radialgeschwindigkeit ab. Aus diesem Grund kann davon ausgegangen
werden, dass die erreichbare Messgenauigkeit im besten Fall der Messgenauigkeit der re-
lativen Radialgeschwindigkeit entspricht. Mit dieser Annahme erhöht sich der Anspruch
und die Anforderung an die Messgenauigkeit der relativen Geschwindigkeit.
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Objektabmessungen Die Messgenauigkeiten der Objektabmessungen liegen für die be-
trachteten Sensoren entweder nicht vor. Alternativ kann die Abschätzung der Messge-
nauigkeit aus der Funktionssicht erfolgen. Die betrachteten Sensoren werden primär für
den Notbremsassistenten und für Adaptive Cruise Control eingesetzt, wobei die Objekt-
klasse der erkannten Objekte für die Funktionsaktivierung eine große Rolle spielt. Die
Objektabmessungen fließen in der Regel in diese Klassifikation ein und haben somit einen
indirekten Einfluss. Darüber hinaus kann die Breite eines potentiellen vorausfahrenden
oder entgegenkommenden Kollisionsobjekts für die Kollisionsvermeidung durch Auswei-
chen eine entscheidende Rolle spielen. Bei querenden Objekten wird die Länge aus Sicht
des Sensors zu Breite und daher auch für die Funktionsauslösung entscheidend .Aus diesem
Grund werden für die Messgenauigkeit der Länge und Breite jeweils 5 cm angenommen.
Klassifikation: Objekt- und Bewegungsklasse Im Gegensatz zu bisherigen Größen,
die einen bestimmten numerischen Wert in einem kontinuierlichen Wertebereich anneh-
men, handelt es sich bei der Klassifikation um diskrete Werte. Aus diesem Grund kann der
Begriff der Messgenauigkeit hier nicht direkt verwendet werden. Stattdessen kann die Gü-
te der Klassifikation durch Erkennungsraten beschrieben werden. Diese liegen jedoch für
die betrachteten Sensoren nicht vor. Alternativ kann die Abschätzung aus Funktionssicht
erfolgen. Wird angestrebt, das Referenzsystem für die Bestimmung der Erkennungsrate
der zu bewertenden Sensoren heranzuziehen, so muss die Referenzklassifikation immer
korrekt sein. Somit muss das Referenzsystem eine Erkennungsrate von 100% aufweisen.
Die Messgenauigkeitsanforderungen sind in Tabelle 12.3 zusammengefasst.
Messgröße
Messgenauigkeit Sensor Messgenauigkeit
LRR3 SCALA Referenzsystem
Abstand
r 10 cm 10 cm 2 cm
Winkel 0.2◦ n.a 0.04◦
Geschwindigkeit Vr 0.12m/s n.a 0.06m/s (vx, vy)
Abmessungen
Länge n.a n.a 5 cm
Breite n.a n.a 5 cm
Klassifikation
Objektklasse n.a n.a 100%
Bewegungsklasse n.a n.a 100%
Tabelle 12.3: Zusammenfassung der Messgenauigkeitsanforderung (n.a: nicht angegeben)
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12.2.1 Zusammenfassung
Die abgeschätzten Anforderungen an das Referenzsystem fasst Tabelle 12.4 zusammen.
Aspekt Anforderung
Mobilität selbstmobil
Selbsteinschätzung gültig gemäß 10.2.2
Kalibrierung Kalibrierfähigkeit bei Klasse I und III (8.1.3)
Fahrzeugumgebungsrepräsentation Objektbasiert (8.1.4)
Zuverlässigkeit ≥ 80% bzw. 100%
Reichweite ≥ 250m
Öffnungswinkel Azimut ≥ 146◦
Öffnungswinkel Elevation ≥ 10◦
Messfrequenz ≥ 25Hz
Latenzzeit ≤ 0, 9ms
Messgenauigkeit Tabelle 12.3
Tabelle 12.4: Zusammenfassung der abgeschätzten Anforderungen an das Referenzsystem
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13 Umsetzung eines INS/DGPS
basierten Referenzsystems
Nachdem die Anforderungen an das Referenzsystem für die Umfeldwahrnehmung ausge-
hend vom Laserscanner SCALA (Ibeo Automotive (2017)) und dem Long Range Radar
LRR3 (Robert Bosch GmbH (2010)) abgeschätzt wurden, wird im nachfolgenden Ab-
schnitt die Umsetzung eines Referenzsystems exemplarisch illustriert.
13.1 Auswahl des Referenzsystems
Die Auswahl des bestimmten Referenzsystems basiert auf der im Abschnitt 9.4 vorgenom-
men Gegenüberstellung und der Leistungsabschätzung gemäß den definierten konkreten
Anforderungen. Die bei der Gegenüberstellung festgestellten system- und realisierungs-
bedingten Eigenschaften und Limitierungen sind nach der Abschätzung der konkreten
Anforderungen weiterhin gültig. Eine Gegenüberstellung der möglichen Lösungsvarianten
ist in Abbildung 13.1 analog zum Abschnitt 9.4 dargestellt.
FOV
MobilitätSz. Abd.
Freq
Genauigkeit Zeitbasis
Kategorie I
Kategorie II
Kategorie III
Abbildung 13.1: Gegenüberstellung als Kiviat Diagram für die Auswahl des Referenz-
systems, FOV: Field of View (Sichtbereich), Sz. Abd.:Szenenabdeckung,
Freq: Messfrequenz. Kategorie III: INS/DGPS
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Darüber hinaus wird die Eignung des INS/DGPS basierten Referenzsystems durch die
hohe Anforderung an die Abstands- und Geschwindigkeitsmessgenauigkeit sowie an den
Sichtbereich hervorgehoben. Dementsprechend wird nachfolgend die Umsetzung eines IN-
S/DGPS basierten Referenzsystems der Kategorie III näher beschrieben. Zum einen ist
diese detaillierte Beschreibung für die nachfolgende Diskussion der Anforderungserfül-
lung durch dieses Referenzsystem notwendig, zum anderen dient sie dazu, Transparenz
im Entstehungsprozess der Referenzdaten zu schaffen. Letzteres wird durch Definition der
Referenzdaten durch JCGM-200 (2012) hervorgehoben, indem die Quelle der Referenzda-
ten möglichst bekannt sein muss83.
13.2 Funktionsprinzip und Architektur
Das eingesetzte Referenzsystem basiert auf einem satellitengestützten Koppelnavigati-
onssystem, welches sich durch eine hohe Hardware-Qualität und tiefe Integration des
Trägheitsnavigations- und des Satellitennavigationssystems (gemäß Kapitel 5.2.2) im Ver-
gleich zu alternativen Systemen auf dem Markt auszeichnet (vgl. Brahmi (2013) und
Strasser u. a. (2010)). Das Funktionsprinzip dieses Referenzsystems wird in Abbildung
13.2 gezeigt.
GPS-Satellit
WLAN
Inertial-Navigationssystem 
(INS) mit DGPS
DGPS-Basisstation
A priori Vermessung
statischer Objekte
stat.
Objekt
Position
Sensor
Abbildung 13.2: Funktionsprinzip des Referenzsystems nach Strasser u. a. (2010)
Ein satellitengestütztes Koppelnavigationssystem liefert in der Regel absolute Messdaten,
die die Position, Ausrichtung und Dynamik eines Trägerobjekts beschreiben. Die FAS-
Sensoren hingegen liefern Messungen relativ zu Objekten der Fahrumgebung. Um die
83JCGM-200 (2012) definiert Referenzdaten als data obtained from an identified source, critically eva-
luated, and verified for accuracy.
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vergleichbaren Referenzdaten zu erzeugen, werden mehrere Fahrzeuge mit einem satelli-
tengestützten Koppelnavigationssystem und einer WLAN-Kommunikation ausgestattet,
damit aus den absoluten Messdaten des jeweiligen Fahrzeugs relative Referenzmessdaten
gewonnen werden können. Zusätzlich zu den dynamischen Objekten können die Referenz-
daten statischer Objekte erzeugt werden, indem ihre absoluten GPS Positionen vermessen
und für die Generierung der relativen Referenzmessdaten herangezogen werden. Die phy-
sikalische Architektur des INS/DGPS Systems zeigt Abbildung 13.3.
INS-DGPS
IMU
Rechner
GPS 
CAN
WLAN Router
UHF 
Funkmodem
GPRS 
Modem
Abbildung 13.3: Physikalische Architektur des INS/DGPS Systems; GPRS/UHF Modem:
für den Empfang der Korrekturdaten über Mobilfunkkanal oder von lo-
kalen Basisstationen, IMU: Inertial Measurement Unit
Den Kern des Systems bildet die Integrationseinheit, die die Signale der GPS Antenne und
die Korrekturdaten empfängt, verarbeitet und anschließend mit den Messdaten der iner-
tialen Messeinheit fusioniert. Die Korrekturdaten können wahlweise über Mobilfunknetz
oder von lokal installierten Basisstationen empfangen werden. Die HW-SW Architektur
des Referenzsystems ist in Abbildung 13.4 dargestellt.
Ziel-Fahrzeug
WLAN
Ego-Fahrzeug
  
HW-
Anbindung
Daten-
vorverarbeitung
Daten-
austausch
WLAN
Referenzgenerierung
Daten-
speicherung
Statische 
Objekte
HW-
Anbindung
Daten-
austausch
Daten-
vorverarbeitung
Abbildung 13.4: Hardware-Software Architektur des Referenzsystems
Dabei erfolgt die softwareseitige Umsetzung mithilfe der FAS-Entwicklungsumgebung
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ADTF84. Die Ausgangsdaten der Integrationseinheit werden einer Rechnereinheit per
CAN übertragen, wo sie in einem Vorverarbeitungsschritt in eine definierte Datenstruk-
tur umgewandelt werden. In diesem Schritt wird auch der Zeitstempel gesetzt, der auf
der GPS-Zeit basiert. Im Zielfahrzeug werden nach diesem Schritt die Daten per WLAN
versendet. Auf der Gegenseite, dem Egofahrzeug, werden diese Daten empfangen und
zusammen mit den korrespondierenden Daten des Egofahrzeugs für die nachfolgende Er-
zeugung der Referenzmessgrößen aufgenommen. In der Regel werden sämtliche Daten für
eine Nachbearbeitung auf dem Rechner des Egofahrzeugs gespeichert.
13.3 Erzeugung der Referenzmessgrößen
Das Referenzsystem ist in der Lage, Referenzmessdaten sowohl für dynamische als auch
für statische Objekte zu generieren. Während für die dynamischen Objekte die Zielfahr-
zeuge mit dem INS/DGPS System ausgestattet werden, werden statische Objekte vor der
Referenzmessfahrt mithilfe eines DGPS-Messgeräts vermessen und als statische Objekte
mit den dazugehörigen Attributen in einer Datenbank abgelegt. Der Prozess der Refe-
renzdatengenerierung ist, wie aus Abbildung 13.5 hervorgeht, in einen Online- und einen
Oine-Teil unterteilt.
OfflineOnline
Target1
Target2
Target3
Statitsches 
Objekt1
WLAN
Ego Daten
Dynamische 
Objekte
Statische 
ObjekteStatische 
Objekte
Statitsches 
Objekt2
Ego DatenDynamische 
Objekte
Datenvorverarbeitung 
und Berechnung der
 Referenzdaten
Abbildung 13.5: Generierungsprozess der Referenzmessdaten
Während im Online-Teil die statischen Objekte vermessen und nach Kalibrierung der
satellitengestützten Koppelnavigationssysteme die Messdaten eingefahren und aufgenom-
men werden, werden im Oine-Teil aus diesen aufgenommenen Messdaten die Referenz-
messgrößen für die Bewertung der Sensorsysteme erzeugt.
Das satellitengestützte Koppelnavigationssystem liefert Informationen zur Position, Ori-
entierung und Dynamik des Trägerfahrzeugs. Diese Informationen beziehen sich auf un-
84Automotive Data and Time Triggered Framework (vgl. Elektrobit (2015)).
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terschiedliche Koordinatensysteme. Diese Messgrößen, ihre Bedeutung und ihre Bezugs-
systeme sind in Tabelle 13.1 aufgelistet.
Tabelle 13.1: Messgrößen des INS/DGPS Systems
Messgröße Bedeutung Koordinatensystem
llh85
λ Längengrad
WGS84ϕ Breitengrad
h Höhe
v
vx Nordgeschwindigkeit
North-East-Downvy Ostgeschwindigkeit
vz Geschwindigkeit nach unten
a
ax Beschleunigung in X
NAV-KOSay Beschleunigung in Y
az Beschleunigung in Z
ω
ωx Drehrate um X
NAV-KOSωy Drehrate um Y
ωz Drehrate um Z
Winkel
β Pitch: Winkel um X
NAV-KOSγ Roll:Winkel um Y
-ψ Azimut: Winkel um -Z
Statische Referenzobjekte sind durch ihre absolute GPS Position und Geometrie gekenn-
zeichnet und werden in einer Datenbank abgelegt und zur Laufzeit eingelesen. In jedem
Bearbeitungsschritt werden diese durch jeweils einen Zustandsvektor gemäß Tabelle 13.1
beschrieben.
Nachfolgend werden die benötigten Schritte für die Erzeugung der Referenzdaten erläu-
tert.
13.3.1 Kalibrierung
Um die korrekten Referenzmessdaten zu erzeugen, müssen die ursprünglichen Messdaten
des satellitengestützten Koppelnavigationssystems, die sich auf das Koordinatensystem
und den Bezugspunkt der inertialen Messeinheit beziehen, in das Umfeldsensorkoordina-
tensystem transformiert werden. Hierfür muss die Einbauposition der inertialen Messein-
heit im Fahrzeug eingemessen werden. Für diesen Zweck wird ein optisch-elektronisches
85longitude, latitude, height.
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Tachymeter86 verwendet. Die Idee dahinter besteht darin, bereits im Konstruktionskoordi-
natensystem des Fahrzeugs bekannte Karosseriepunkte (PKi···nKKOS) und einen Gehäusepunkt
der inertialen Messeinheit einzumessen. Daraus entstehen die Koordinaten des Gehäuse-
punkts P IMUgKKOS, die unter Kenntnis der Abmessungen der inertialen Messeinheit in die
Koordinaten des Bezugspunkts der inertialen Messeinheit P IMUKKOS transformiert werden
können. Diese Koordinaten müssen nun in das Umfeldsensorkoordinatensystem gemäß
Gleichung 13.1 transformiert werden. Die Transformationsparameter dazu werden aus
den fahrzeugspezifischen Informationen berechnet.
P IMUUSK =
USK
RKKOS ·P IMUKKOS + tKKOS,USK (13.1)
Dabei bezeichnet tKKOS,USK den Translationsvektor zwischen dem Konstruktionskoordi-
natensystem und dem Umfeldsensorkoordinatensystem. Abbildung 13.6 veranschaulicht
das Prinzip dieser extrinsischen Kalibrierung des Trägheitsnavigationssystems.
IMU
Bezugspunkt
Messpunkt
Punkt 1 Punkt 2 Punkt 3
Abbildung 13.6: Prinzip der extrinsischen Kalibrierung des Trägheitsnavigationssystems;
IMU:inertiale Messeinheit
Während für das Zielfahrzeug aus diesem Ergebnis der Translationsvektor zwischen dem
Bezugspunkt der inertialen Messeinheit und der geometrischen Mitte des Fahrzeugs87
berechnet wird, wird für das Egofahrzeug die Einbauposition der inertialen Messeinheit
im Umfeldsensorkoordinatensystem P IMUUSK benötigt.
86Tachymeter der Firma Leica Geosystems (2008).
87Für die spätere Transformation auf jeden beliebigen Punkt am Fahrzeug.
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Darüber hinaus wird mithilfe dieser Kalibrierungsmethode der Hebelarm zwischen der
GPS-Antenne und dem Bezugspunkt der inertialen Messeinheit bestimmt, um das Ergeb-
nis der automatischen Hebelarmkalibrierung des satellitengestützten Koppelnavigations-
systems zu plausibilisieren und zu kontrollieren.
13.3.2 Ablauf der Erzeugung der Referenzdaten
Der Ablauf zum Erzeugen der Referenzdaten ist in Abbildung 13.7 zusammengefasst.
a, ω,nwu=
nwu Rnav · a, wnav (13.2)
vnwu =
nwuRned · vnwu (13.3)
rned =
nedRwgs84 · llh (13.4)
rnwu =
nwuRned · rnwu (13.5)
Hebelarme
Pe, tpoinwu = P
ins
nwu +
nwu Rusk · Lpoiusk (13.6)
P tegousk =
usk Rnwu · (Ptpoinwu − Pepoinwu) (13.7)
Ptego
Pe,tinsnwu
Pe,tpoinwu
Abbildung 13.7: Ablauf der Erzeugung der Referenzdaten; Pe, tpoinwu bezeichnet beispiels-
weise den Zustandsvektor des relevanten Punktes (engl. Point of Inte-
rest POI) jeweils vom Ego- Pe und Zielfahrzeug Pt bezogen auf dem
North-West-Up Koordinatensystem. uskRnwu bezeichnet dabei die Rota-
tionsmatrix vom North-West-Up Koordinatensystem (nwu) ins Umfeld-
sensorkoordinatensystem (usk)
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Die benötigten Rechenschritte, um aus absoluten Messungen (gemäß Tabelle 13.1) relative
Messgrößen zu erzeugen, werden nachfolgend zusammengefasst.
Transformation aller absoluten Messungen ins North-West-Up-Koordinatensystem
Zuerst werden alle Messgrößen des Ego- und Zielfahrzeugs, die durch einen Zustandsvektor
gemäß Tabelle 13.1 beschrieben sind, in das North-West-Up-Koordinatensystem, dessen
Ursprung auf dem Bezugspunkt des im Egofahrzeug eingebauten inertialen Navigations-
systems liegt, transformiert. Hierfür werden zuerst die Beschleunigungen (a), Drehraten
(ω) vom Navigationskoordinatensystem ins North-West-Up-Koordinatensystem gemäß
13.2 und Anhang B.0.1 transformiert. Der ursprüngliche Geschwindigkeitsvektor bezieht
sich auf das North-East-Down-Koordinatensystem und wird gemäß 13.3 transformiert.
Anschließend werden die absoluten GPS-Koordinaten gemäß 13.4 und 13.5 transformiert.
Bereits in diesem Schritt wird die relative Position der Bezugspunkte beider inertialen
Navigationssysteme zu einander erzeugt, indem die geodätischen Koordinaten des Be-
zugspunkts des inertialen Navigationssystems im Egofahrzeug als Basis für die Transfor-
mation der geodätischen Koordinaten des Zielfahrzeugs in das kartesische North-West-
Up-Koordinatensystem, gemäß Anhang A.1, herangezogen werden. Somit wird die Basis
für die Transformation der geodätischen Koordinaten fortlaufend mitbewegt, sodass der
Abstand zur Basis im Laufe der Zeit begrenzt werden kann. Somit wird der Einfluss der
Erdkrümmung im Vergleich zur Verwendung eines fixen Ursprungs für die Transformation
minimiert.
Umrechnung des Bezugspunkts unter Einbeziehung der Einbauposition des iner-
tialen Navigationssystems Im einem zweiten Schritt werden die bei der Kalibrierung
ermittelten Hebelarme Lpoiusk eingesetzt, um die zuvor berechneten Zustandsvektoren auf
die Bezugspunkte zu transformieren, die für die Generierung der Referenzmessgrößen re-
levant sind. Während im Egofahrzeug der Translationsvektor zwischen dem Bezugspunkt
des inertialen Navigationssystems und dem Ursprung des für die spätere Verwendung re-
levanten Umfeldsensorkoordinatensystems verwendet wird, wird für das Zielfahrzeug der
Translationsvektor zwischen dem Bezugspunkt des inertialen Navigationssystems und des
relevanten Bezugspunkts (zum Beispiel Mitte des Fahrzeughecks) herangezogen. Als Er-
gebnis liegen für das Ego- und Zielfahrzeug jeweils ein Zustandsvektor Pe, tpoinwu über die
Position und Dynamik des jeweiligen Bezugspunkts (Ursprung des Umfeldsensorkoordi-
natensystems für das Egofahrzeug und Mitte des Fahrzeughecks für das Zielfahrzeug)
im North-West-Up Koordinatensystem des Egofahrzeugs vor. Die Transformation erfolgt
dabei gemäß 13.6 und wird im Anhang B.0.2 näher beschrieben.
Umrechnung der relativen Lage des Zielfahrzeugs zum Egofahrzeug bezogen auf
dem Ego-Umfeldsensorkoordinatensystem In einem letzten Schritt wird aus den vor-
liegenden Zustandsvektoren Pe, tpoinwu durch Bildung und Transformation deren Differenz
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in das Zielkoordinatensystem, das Umfeldsensorkoordinatensystem, der Referenzzustands-
vektor gemäß 13.7 und Anhang B.0.3 gebildet, welcher die Position und Dynamik des Ziel-
fahrzeug im Umfeldsensorkoordinatensystem des Egofahrzeugs beschreibt. Diese Trans-
formationsschritte werden in Abbildung 13.8 graphisch veranschaulicht.
Ego Hebelarm
Target relativ 
zum Ego: initial
Abbildung 13.8: Graphische Darstellung der Haupttransformationen für die Erzeugung
der relativen Messgrößen; INS: inertiales Navigationssystem, USK:
Umfeldsensorkoordinatensystem
Diese Umrechnung wird für maximal vier dynamische Objekte und 40 stationäre Objekte
für jeden Zeitschritt durchgeführt, um eine Referenzobjektliste zu erzeugen. Im Anhang
B werden die benötigten Rechenschritte und Koordinatentransformationen erläutert, die
für die Erzeugung der Referenzdaten aus den Messdaten der einzelnen satellitengestützten
Koppelnavigationssysteme durchgeführt werden.
13.4 Umfeldrepräsentation des Referenzsystems
Durch die beschriebenen Schritte für die Erzeugung der Referenzdaten werden die dy-
namischen88 Größen Referenzdaten x, y, vx, vy und Bewegungsklasse (DynProp) für jedes
Referenzobjekt generiert. Die statischen Attribute (ID, Länge, Breite und Klasse) sind für
jedes Referenzobjekt aus dem Vorwissen über die Konfiguration bekannt und liegen somit
eindeutig und fehlerfrei in jedem Messzyklus vor. Das Referenzobjekt wird somit (analog
zum Sensorobjekt) gemäß Gleichung 13.8 durch einen Zustandsvektor ~Xref beschrieben.
~Xref :=
(
ID x y vx,y ψ l b RefID Dyn Kl
)
(13.8)
88Dynamische Größen können sich im Laufe der Zeit ändern, während statische Größen über die Zeit für
eine gegebene Konfiguration konstant bleiben.
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Die Größe RefID wird je nach relativer Ausrichtung zwischen dem Egofahrzeug und dem
Referenzobjekt gesetzt. Somit entspricht diese Repräsentation derjenigen des zu bewer-
tenden Systems.
13.5 Gemeinsame Zeitbasis, Messfrequenz und
Zeitstempelung
Die Aufnahme und Verarbeitung der für die Erzeugung der Referenzdaten benötigten
Messdaten erfolgt im gleichen Rechner, der auch die Messdaten der zu bewertenden Sen-
soren empfängt. Somit kann die Zeit dieses Rechners als gemeinsame Zeitbasis verwendet
werden, um den für den Vergleich und die Bewertung notwendigen zeitlichen Bezug zwi-
schen den Sensor- und Referenzdaten herzustellen.
Die Messfrequenz des Referenzsystems beträgt 100Hz, sodass alle 10ms neue Referenz-
daten generiert werden. Für die Zeitstempelung dieser Daten wird ein spezieller Syn-
chronisierungsmechanismus verwendet. Dieser basiert auf einem globalen Triggersignal,
welches bei jeder vollen UTC-Sekunde erzeugt und ausgegeben wird. Dieses Signal wird
auch Pulse Per Second (PPS) genannt. Die Zeitangaben der berechneten Daten beziehen
sich auf dieses Signal, sodass der absolute GPS-Zeitstempel der Messdaten berechnet und
zur Verfügung gestellt werden kann. Dies wird dadurch erreicht, dass jedes Datenpaket
die vergangene Zeit seit dem letzten PPS Signal enthält. Die Voraussetzungen für die
korrekte Setzung des Zeitstempels ist die verzögerungsfreie Übertragung dieses Signals an
die Recheneinheit. Dies ist durch die Entkopplung des Zeitsynchronisierungsmoduls von
dem restlichen Teil des Systems gewährleistet.
13.6 Limitierungen des Referenzsystems
13.6.1 Einschränkung des Einsatzbereichs
Aufgrund der Nutzung der Navigationssatellitensignale für die Positionsbestimmung ist
das Referenzsystem auf die Anwesenheit direkt sichtbarer Satelliten angewiesen. Demzu-
folge kann dieses System in Bereichen ohne Satellitenempfang wie zum Beispiel Parkhäu-
sern und Tunneln nicht eingesetzt werden. Aufgrund der Nutzung des inertialen Navigati-
onssystems können kurze Tunneldurchfahrten überbrückt werden, indem nur die Dynamik
des Fahrzeugs und die zuletzt gültige Satellitennavigationsposition zur Bestimmung der
finalen (fusionierten) Position während dieser Zeit herangezogen werden. Allerdings kann
dies nur auf Kosten der Positionsgenauigkeit aufgrund der prinzipbedingten, zeitlichen
Drift des inertialen Navigationssystems erfolgen. Der aus dieser Drift resultierende Positi-
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onsfehler steigt mit der Zeit und hängt gemäß Abschnitt 5.2.2 von der Qualität der Hard-
ware und der Integrationstiefe des satellitengestützten Koppelnavigationssystems ab.
13.6.2 Zeit- und ortsabhängige Verfügbarkeit
Während die Verfügbarkeit einen qualitativen Charakter hat (ob die Positionsbestimmung
möglich ist oder nicht) hat die Zuverlässigkeit einen quantitativen Charakter und hängt
von der erreichbaren Qualität des Positionsbestimmung zusammen ab. Selbst wenn Sa-
telliten sichtbar sind, hängt ihre geometrische Konstellation vom Ort und von der Zeit
der Messung ab. Wie in Abschnitt 5.2.2 erwähnt, wirkt sich diese Konstellation direkt auf
die Qualität der Positionsbestimmung aus. Atmosphärische Effekte können auch einen
negativen Einfluss auf die Verfügbarkeit und Zuverlässigkeit der Navigationsdaten haben.
Aufgrund der Nutzung der kommerziellen Korrekturdaten, die über Mobilfunknetz für die
differentielle Positionsbestimmung empfangen werden, kann deren Verfügbarkeit ebenfalls
einen Einfluss auf die Verfügbarkeit und Zuverlässigkeit des gesamten Systems haben.
13.6.3 Erhöhter Kostenaufwand für Multiobjektszenarien
Während die Referenzierung stationärer Objekte89 praktisch ohne zusätzlichen Kosten-
aufwand möglich ist, wird für jedes dynamische Referenzobjekt ein INS/DGPS benötigt,
welches mitbewegt wird. Demzufolge steigt der Kostenaufwand mit steigender Anzahl
der dynamischen Referenzobjekte linear an. Während dieser Arbeit konnten bis zu fünf
satellitengestützten Koppelnavigationssysteme gleichzeitig eingesetzt werden, sodass Re-
ferenzdaten über vier dynamische Referenzobjekte erzeugt werden können.
13.7 Anforderungen an die Bedienung des
Referenzsystems
Neben den technischen Anforderungen an das Referenzsystem, die für den Auswahl eines
bestimmten Systems gemäß 13.1 herangezogen werden, ergeben sich auch Anforderungen
an die Bedienung des Referenzsystems, die in diesem Abschnitt kurz zusammengefasst
werden sollen. Dabei umfasst der Begriff Bedienung die Kalibrierung, die Konfiguration
sowie die aktive Nutzung des Systems für die Gewinnung der Referenzdaten. Dement-
sprechend ergeben sich Anforderungen an die Kalibrierung und Konfiguration sowie an
die Nutzung des Systems, um den maximalen Grad der Erfüllung der Anforderungen zu
erreichen
89Theoretisch beliebig viele, da nur die absolute GPS Position jedes Objekts nur einmal benötigt wird.
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13.7.1 Anforderungen an die Kalibrierung und Konfiguration
Für die Berechnung der Referenzdaten werden gemäß Abschnitt 13.3 die Einbauposition
der inertialen Messeinheit sowie die geometrischen Parameter und 3D-Koordinaten von
bestimmten Karosseriepunkten des Fahrzeugs benötigt. Aus diesem Grund soll bei der Be-
stimmung dieser Informationen sorgfältig vorgegangen werden. Für diesen Zweck wurde
in dieser Arbeit eine Schritt-für-Schritt Anleitung erstellt, die vom Bediener des Referenz-
systems berücksichtigt werden muss. Nach der extrinsischen Kalibrierung und Konfigura-
tion muss das INS-DGPS Referenzsystem ebenfalls intrinsisch kalibriert werden. Hierfür
muss das Fahrzeug bestimmte dynamische Manöver nach Vorgaben vom Hersteller90 des
INS/DGPS Systems gefahren werden. Dieser Vorgang ist derart gestaltet, dass nur bei
einer erfolgreichen Kalibrierung das System für die normale Nutzung aktiviert wird und
kann somit hinsichtlich einer möglichen fehlerhaften Bedienung als risikoarm eingestuft
werden.
13.7.2 Anforderungen an die Nutzung des Systems
Wie bei der Kalibrierung und Konfiguration soll bei der Nutzung des Referenzsystems
ebenfalls dafür gesorgt werden, dass bestimmte Vorgaben eingehalten werden. Diese Vor-
gaben können als Anforderungen an den Einsatz und die Nutzung des Referenzsystems
bezeichnet werden. Demnach sollen ungünstige Bedingungen für die Satellitennavigation
und Datenkommunikation vermieden werden, indem das System nur an Orten eingesetzt
wird, wo Signale von mindestens vier Satelliten empfangen werden können und wo der
Empfang der Korrekturdaten und der Datenaustausch zwischen dem Ego- und Zielfahr-
zeugen ohne Unterbrechungen möglich ist. Aus diesem Grund soll dafür gesorgt werden,
dass dieses Referenzsystem bevorzugt in Orten mit freier Sicht zum Himmel eingesetzt
wird. Der Bediener des Systems soll somit den Empfang aller nötigen Daten (GPS-Signale,
Korrekturdaten und WLAN-Daten der Zielfahrzeuge) fortlaufend beobachten. Für die
korrekte Nutzung des Referenzsystems wurde in dieser Arbeit ebenfalls eine Anleitung er-
stellt. Darüber hinaus wurde eine Check-liste für die Vorbereitung des Referenzsystems
erstellt. Diese befindet sich im Anhang E.
Bei dieser Fragestellung handelt sich sich u.a. um die menschliche Zuverlässigkeit bei der
Bedienung technischer Systeme. Speziell für die Bedienung von Geschwindigkeitsmessan-
lagen für die Verkehrsüberwachung hat sich Smykowski (2018) mit diesem Thema be-
schäftigt. Dabei behandelt Smykowski (2018) primär Fragestellungen nach der Bedienung
des zu validierenden Messsystems, während in dieser Arbeit die Bedienung des Referenz-
systems im Vordergrund steht.
90Der Hersteller stellt hierfür ein Werkzeug für die Anweisung des Fahrers und die Visualisierung des
Kalibrierungszustands zur Verfügung.
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14 Validierung des INS/DGPS
basierten Referenzsystems
Wie im Abschnitt 10.1 vorgestellt basiert die Validierung des Referenzsystems auf der Er-
füllung der definierten Anforderungen und mithilfe der Unterteilung des Referenzsystems
in dessen Teilaspekte.
14.1 Erfüllung der qualitativen Anforderungen
Das satellitengestützte Koppelnavigationssystem bildet den Kern des Referenzsystems
und ist somit für die Erfüllung der Anforderungen sehr entscheidend und wird aus diesem
Grund überwiegend für die Diskussion der Erfüllung Anforderungen herangezogen.
Mobilität
Das betrachtete satellitengestützte Koppelnavigationssystem kann in beliebige Fahrzeuge
eingebaut und mitbewegt werden. Die Mobilität im Sinne von Selbstmobilität und Por-
tierbarkeit ist durch definierte und festgelegte Software- und Hardware-Schnittstellen für
die Integration des Referenzsystems in die Testfahrzeuge gewährleistet. Die Integration
wird durch einen modularen Aufbau des Referenzsystems besonders erleichtert, indem das
System in drei funktionale Module (Rechnereinheit, IMU-Einheit und Stromversorgungs-
einheit91) unterteilt wird.
Selbsteinschätzung
Dieses Referenzsystem ist in der Lage, zusätzlich zu den Nutzmessdaten Informationen
über die geschätzte Messqualität in Form einer Standardabweichung (oder Varianz) zu
liefern. Für die Überprüfung der Übereinstimmung der geschätzten mit der tatsächlichen
Messqualität wird eine Messmethode benötigt, bei der der zeitliche Verlauf des Messfeh-
lers bekannt ist. Zu diesem Zweck wurde eine Testmethode entwickelt, die es ermöglicht,
91Beschrieben im Anhang D.
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in einem bestimmten Zeitintervall den Zusammenhang zwischen dem Messfehler und der
Selbsteinschätzung zu untersuchen. Diese Testmethode wird in 14.2 detailliert beschrie-
ben. Abbildung 14.1 zeigt, dass die ausgegebene Selbsteinschätzung in Form der Messva-
rianz92 mit der tatsächlichen Messgenauigkeit prinzipiell übereinstimmt.
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Abbildung 14.1: Übereinstimmung der Selbsteinschätzung (grün, Links) mit der realen
Messgenauigkeit (blau, rechts): beispielhaftes Ergebnis
Der Anstieg der Messabweichung korreliert richtigerweise mit dem Anstieg der Varianz
als Selbsteinschätzung der Messqualität. Der Grund für den Anstieg der Messabweichung
sind die GPS-ungünstigen Bedingungen und Störung des GPS-Satellitensignals aufgrund
der an Fahrbahnrändern existierenden Bäume. Um die Selbsteinschätzung dieses Refe-
renzsystems gemäß der im Abschnitt 10.2.2 beschriebenen Methode bewerten zu können,
muss der Zusammenhang zwischen der Selbsteinschätzung (in Form der Standardabwei-
chung) und dem realen Messfehler analysiert werden. Die Daten dafür wurden während
der im Abschnitt 14.2 beschriebenen Messfahrt gesammelt. Das Ergebnis dieser Analyse
ist in Abbildung 14.2 gezeigt.
Das hier festgestellte Verhalten entspricht der Kategorie der stufenweise-gültigen Selbst-
einschätzung (gemäß Abbildung 10.3 (c)). Somit kann die Standardabweichung als Indi-
kator für die Messunsicherheit herangezogen werden. Liegt diese unter 4 cm so kann eine
Messunsicherheit von ≈ ±3 cm (Bereich I in Abbildung 14.2) erwartet werden. Im Be-
reich III steigt die Messunsicherheit bis auf ≈ 8 cm und liegt die Standardabweichung im
Bereich ≈ 5 cm bis ≈ 7 cm.
92Für die Selbsteinschätzung können entweder die Standardabweichung oder die Varianz herangezogen
werden.
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Abbildung 14.2: Übereinstimmung der Selbsteinschätzung mit der realen Messgenauig-
keit: statistische Analyse für 55000 Messzyklen (entpricht ca. 9min).
Die Breite des Unsicherheitsbereichs steigt mit steigendem Wert der
Standardabweichung.
Geeignete Umfeldrepräsentation und Kalibrierfähigkeit
Wie im Abschnitt 13.3 ausführlich beschrieben, ist dieses Referenzsystem in der Lage,
eine Objektbasierte Umfeldrepräsentation zur Verfügung zu stellen, bei der die relevanten
Objekte aus der Umgebung als Rechteck modelliert und durch einen Zustandsvektor ge-
mäß Gleichung 13.8 beschrieben werden. Dieser Zustandsvektor besteht aus dynamischen
Referenzdaten (für die Beschreibung der Position und Dynamik x, y, vx, vy und der Bewe-
gungsklasse DynProp) und statischen Attributen (Länge, Breite und Klasse). Während
sich die dynamischen Größen im Laufe der Zeit ändern können, bleiben statische Größen
über die Zeit für eine gegebene Konfiguration konstant. Die statischen Attribute (Länge,
Breite und Klasse) sind für jedes Referenzobjekt aus dem Vorwissen über die Konfigurati-
on bekannt und liegen somit eindeutig und fehlerfrei93 in jedem Messzyklus vor. Unter der
Voraussetzung, dass die Geschwindigkeit des Egofahrzeugs und Relativgeschwindigkeiten
der Referenzobjekte fehlerfrei bestimmt werden, kann davon ausgegangen werden, dass
die Bewegungsklasse (DynProp) ebenfalls fehlerfrei und eindeutig bestimmt wird. Somit
liegt der Fokus für die Validierung der Genauigkeit der Objektattribute auf der Positions-
und Geschwindigkeitsmessgenauigkeit.
Wie im Abschnitt 13.3.1 beschrieben, ist das Referenzsystem in der Lage, extrinsisch
kalibriert zu werden und erfüllt somit die Anforderung an die Kalibrierfähigkeit.
93Mit der bestmöglichen Genauigkeit aus den Konstruktionsdaten und den Eigenschaften der Referenz-
objekte.
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14.2 Erfüllung der quantitativen Anforderungen
Zuverlässigkeit
Die Zuverlässigkeit des Referenzsystems ist gegeben, wenn in einer bestimmten Zeit Re-
ferenzdaten mit der geforderten Qualität geliefert werden können. Diese Zeit entspricht
der Dauer einer Messfahrt, bei der die Referenzdaten für die Bewertung gesammelt wer-
den. Nach Bestätigung der Übereinstimmung der Selbsteinschätzung mit der tatsächlichen
Messqualität kann diese für die Plausibilisierung und die Gültigkeitsüberprüfung der Re-
ferenzdaten herangezogen werden.
Aufgrund der im Abschnitt 13.6.1 erwähnten Limitierung kann die Zuverlässigkeit des
INS/DGPS basierten Referenzsystems zeit- und ortsabhängig sein. Während die Nutzung
des Referenzsystems auf offenen Straßen mit freier Sicht zum Himmel und bei kontinu-
ierlich verfügbaren Korrekturdaten in der Regel ohne Einschränkung der Zuverlässigkeit
möglich ist, muss für den Einsatz in geschlossenen Testgeländen sichergestellt werden,
dass es zu keinen Abschattungen durch Bäume oder Gebäude kommt. Auf Testgeländen
entspricht die durch die Zuverlässigkeitsanforderung bestimmte Zeit der Dauer typischer
Referenzmessfahrten, bei denen die Referenz- und Sensormessdaten für ein bestimmtes
Fahrszenario (Folgefahrt, Ausweichmanöver usw.) gesammelt werden.
Um die Zuverlässigkeit exemplarisch zu untersuchen, wurde die zeitliche Entwicklung der
Qualität der Referenzdaten anhand der Selbsteinschätzung (in Form einer Standardab-
weichung) analysiert. Hierfür wurden Referenzdaten verschiedener Messfahrten auf einem
abgesperrten Prüfgelände unter für GPS günstigen Bedingungen gesammelt und aus-
gewertet. Dabei wird die Standardabweichung
√
σr des Abstands r zwischen Ego- und
Zielfahrzeug als Qualitätsmaß herangezogen. Als Referenzmessungen liegen der laterale
und longitudinale Abstand (x und y) sowie die dazugehörigen Varianzen (σx und σy) vor.
Die Standardabweichung
√
σr des radialen Abstands r =
√
x2 + y2 lässt sich mithilfe des
gaußschen Fehlerfortpflanzungsgesetzes gemäß Gleichung 14.1 berechnen.
√
σr =
√(
∂r
∂x
)2
σx2 +
(
∂r
∂y
)2
σy2
=
√
x2σx2 + y2σy2
x2 + y2
(14.1)
Basierend auf den im Abschnitt 10.2.2 festgestellten Ergebnisse kann die Grenze für die
Standardabweichung (als Indikator für die höchste Messungenauigkeit) auf 4 cm gesetzt
werden, damit eine Messunsicherheit von ≈ ±3 cm garantiert werden kann (Bereich I in
Abbildung 14.2). Die Grenze für den Bereich II wird ebenfalls basierend auf dem Ergebnis
in Abbildung 14.2 dabei auf 5.5 cm gesetzt. Das Ergebnis von vier Messfahrten wird in
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Abbildung 14.3 zusammengefasst.
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Abbildung 14.3: Verteilung der Standardabweichung auf die Bereiche I, II und III bei vier
typischen Messfahrten im Testgelände
Dabei werden pro Messfahrt die Standardabweichungen dem jeweiligen Bereich (I, II oder
III) zugeordnet. Während Bereich I der höchsten Messgenauigkeit entspricht, kann Be-
reich II als akzeptabel angesehen werden. Werden prozentuale Anteile der Bereiche I und
II zusammengezählt and als akzeptabel angesehen, so wird bei diesen Messfahrten eine
Zuverlässigkeit von 100% erreicht94.
Sichtbereich
Aufgrund der verwendeten Technik der satellitengestützten Koppelnavigation weist das
Referenzsystem zunächst eine hohe Verfügbarkeit auf. Für den Empfang der Korrekturda-
ten können entweder kommerzielle Dienste oder lokal installierte Basisstationen verwendet
werden, wodurch es insgesamt zu einer großen Abdeckung kommt. Sobald mehr als ein
Fahrzeug mit dem Referenzsystem ausgestattet wird, kommt die WLAN-Kommunikation
zum Einsatz. Dabei werden entweder Richt- oder Rundstrahlantennen, die unterschiedli-
che Sichtbereiche abdecken, verwendet. Während die erste Variante in der Regel bei der
Referenzierung einzelner Sensoren zum Einsatz kommt, wo der Sichtbereich sich durch
94Aus diesen wenigen Ergebnissen kann noch keine endgültige Aussage über die Zuverlässigkeit gemacht
werden. Dafür würden viel mehr Messungen und Wiederholungen auf Testgeländen und auf offenen
Straßen benötigt. Diese müssten zu verschiedenen Tageszeiten und auf verschiedenen Straßentypen
und an verschiedenen Orten (Autobahn, Landstraße, Innenstadt usw.) durchgeführt werden. Dieser
Umfang würde den Rahmen dieser Arbeit sprengen und wurde daher nicht berücksichtigt. Stattdessen
wurde exemplarisch gezeigt, wie diese Untersuchungen durchzuführen sind.
14.2 Erfüllung der quantitativen Anforderungen 123
einen Kegel beschreiben lässt, wird bei Multisensorsystemen die Rundstrahlantennenva-
riante herangezogen, die nahezu einen Bereich von 360◦ um das Egofahrzeug abdecken
kann. Beim Einsetzten einer geeigneten WLAN-Antenne95 kann eine hohe Reichweite (≥
300m) und ein großer Öffnungswinkel von 360◦ erzielt werden. Sind sämtliche INS/DGPS
Systeme in der Lage, die Messungen zeitsynchron durchzuführen und aufzunehmen, so
kann theoretisch auf die WLAN-Übertragung verzichtet werden und es würde sich ein
unendlicher Referenzsichtbereich ergeben. In diesem Fall können aber die Referenzmess-
daten nicht online visualisiert und überwacht werden, da sie erst im Nachgang (Postpro-
cessing) erzeugt werden. Im aktuellen Stand der Technik wird im Regelfall die Variante
mit der Datenübertragung eingesetzt. Aus diesem Grund werden die Eigenschaften dieser
Übertragung für die Diskussion der Sichtbereichsanforderung herangezogen. Aufgrund der
Verwendung der GPS-Signale kann dieses Referenzsystem jedoch in bestimmten Bereichen
(wie zum Beispiel in Parkhäusern und Tunneln) nicht eingesetzt werden. In diesem Fall
kann logischerweise die Anforderung an den Sichtbereich nicht erfüllt werden.
Timing
Latenzzeit Für die Quantifizierung der Zeitverzögerung wurde die Zeit vom Entstehen
des PPS-Signals bis zum Anfang der Ankunft der Daten auf dem Daten-Bus gemessen.
Abbildung 14.4 zeigt den Messaufbau und das Ergebnis.
INS/DGPS
ÜbertragungPPS-Modul
Digitales Oszilloskop
PPS
PPS CAN Daten
Abbildung 14.4: Zeitverzögerung vom Entstehen des Pulse-Per-Second-(PPS) Signals bis
zur Ankunft der CAN Daten
95Wie z.B. die WLAN-Antenne GP-2400 von WiMo-GmbH (2017)).
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Die gemessene Verzögerung von ≈ 10µs zeigt, dass das verwendete INS/DGPS System
eine vernachlässigbare intrinsische96 Latenzzeit aufweist. Wird die CAN-Übertragungszeit
zu dieser intrinsischen Latenzzeit gezählt, so kann eine Gesamtlatenzzeit von ≈ 0.4ms97
erwartet werden.
Darüber hinaus wurde das PPS-Signal mithilfe eines im Rahmen dieser Arbeit entwickel-
ten Masterzeitgebers98 analysiert, der auch in der Lage ist, ein PPS-Signal bei jeder vollen
UTC-Sekunde zu erzeugen und auszugeben. Hierfür wurden die steigenden Flanken beider
Signale miteinander verglichen. Abbildung 14.5 zeigt das Ergebnis dieses Vergleichs.
Masterzeitgeber
MicrokontrollerGPS-Modul
INS/DGPS
-System
Digital Oscilloscope
Ref-PPS Master-PPS Daten
Master-PPS
Ref-PPS
~0,12μs
1μs
GPS-Daten
PPS
Abbildung 14.5: Vergleich der Pulse Per Second Signale (PPS) beider Systeme
Dieses Ergebnis zeigt, dass die PPS-Signale beider Systeme synchron generiert und aus-
gegeben werden. Somit sind die INS/DGPS Systeme als Teil des Referenzsystems in der
Lage, über Fahrzeuge (Systeme) hinweg synchrone Messdaten zur Verfügung zu stellen.
Messfrequenz Das betrachtete Referenzsystem misst mit einer Frequenz von fref =
100Hz, die das zuvor definierte Anforderung gemäß 12.2 erfüllt.
(fref := 100Hz) ≥ (25Hz) (14.2)
Nach der im Abschnitt 10.2.7 eingeführten Methode wurde für die Quantifizierung des
Interpolationsfehlers in einer simulationsbasierten Untersuchung das Sensorsystem mit
96Nur vom INS System verursachte Latenzzeit. Dazu kommt die CAN-Übertragungszeit.
9710µs + 154bits/500.000bits/s:0.308ms bei einen CAN-Bus mit 29-bit Arbitrierungsfeld.
98Beschrieben im Anhang F.
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der Messzykluszeit TCycleSens modelliert.
TCycleSens := 40ms + τ (14.3)
Wobei τ , der variable Anteil der Zykluszeit, mit einem gaußverteilten Signal τ = N(2, 4)
mit einem Mittelwert von 2ms und einer Standardabweichung von 4ms angenähert wird.
Die Referenz-Messzeitpunkte entsprechen dabei der Messfrequenz des Referenzsystems
(100Mhz). Die Simulationsergebnisse ausgewählter Fahrzeugsignale sind in Tabelle 14.1
zusammengefasst und den Spezifikationen eines typischen satellitengestützten Koppelna-
vigationssystems gegenübergestellt.
Signal X Y Geschwindigkeit
RMSE 0,1cm 0,01cm 10−5m/s
INS/DGPS99 2cm 2cm 10−3m/s
Tabelle 14.1: Geschätzte Interpolationsfehler im Vergleich zu den INS/DGPS Spezifika-
tionen (vgl. IMAR-Navigation (2010); RMSE: Root-Mean-Square Fehler.
Die abgeschätzten Interpolationsfehler der 2D-Position liegen unter 0,5 cm. Die Interpola-
tionsfehler des Geschwindigkeitssignals liegen weit unter der von Eigenbewegungssensoren
erreichbaren Genauigkeit. Somit kann der durch die Interpolation verursachte Messfehler
gegenüber der erreichbaren Messgenauigkeit des Referenzsystems vernachlässigt werden.
Validierung der Kalibrierungs- und Messgenauigkeit
Wie aus dem Abschnitt 8.1.3 hervorgeht, trägt die Kalibrierungsgenauigkeit zur gesam-
ten Messgenauigkeit des Referenzsystems bei. Aus diesem Grund werden nachfolgend die
Validierung der Kalibrierungs- und Messgenauigkeit zusammen betrachtet.
Bei der Validierung der Kalibrierungsgenauigkeit soll das Referenzsystem auf systemati-
sche und grobe Messfehler untersucht werden. Diese Messfehler können zum einem aus der
intrinsischen Messungenauigkeit des satellitengestützten Koppelnavigationssystem und
zum anderen aus fehlerhafter Kalibrierung und Konfiguration des Gesamtsystems stam-
men. Aufgrund der bei dem Hersteller des satellitengestützten Koppelnavigationssystems
durchgeführten intrinsischen Kalibrierung und Kompensation der systematischen Fehlern,
kann nachfolgend davon ausgegangen werden, dass der entstandene Messfehler aus fehler-
hafter Kalibrierung und/oder Konfiguration des Gesamtsystems stammt.
Während die statische Validierung der Kalibrierungsgenauigkeit im Stillstand des Ego-
fahrzeugs und bei Verwendung eines stationären Referenzobjekts erfolgt, wird die dyna-
mische Validierung der Messgenauigkeit während einer Fahrt mit einem Ego- und einem
Zielfahrzeug durchgeführt. In beiden Fällen wird die komplette Kette von der absoluten
99IMAR-Navigation (2010).
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Positionsbestimmung über die Kalibrierung und Konfiguration bis hin zur Berechnung
der relativen Referenzdaten überprüft. Dies wird dadurch erreicht, dass das gleiche Re-
ferenzsystem, bestehend aus dem satellitengestützten Koppelnavigationssystem und der
Generierung der Referenzdaten für die Validierung herangezogen wird. Dadurch, dass die
Selbsteinschätzung zuvor validiert wurde, werden bei der Validierung der Messgenauigkeit
nur Referenzmessungen betrachtet, bei denen die geschätzte Messqualität entsprechend
hoch ist.
Statische Validierung der Kalibrierungsgenauigkeit Für die statische Validierung der
Kalibrierungsgenauigkeit wird ein statisches DGPS-Messsystem100, welches in der Lage ist,
RTK-DGPS Langzeitmessungen mit voreingestellter Messqualität durchzuführen, heran-
gezogen. Abbildung 14.6 zeigt die zwei Hauptschritte dieser Validierung: die Vermessung
der statischen Punkte und das Anfahren dieser für den Soll/Ist Vergleich.
(a) Oine Vermessung (b) Soll/Ist Vergleich
Abbildung 14.6: Vermessung der statischen Punkten (a) und das Anfahren dieser für den
Soll/Ist Vergleich (b)
Zuerst werden ortsfeste Landmarken mit dem DGPS-System vermessen und als punktför-
mige Objekte modelliert. Danach wird ein mit dem Referenzsystem ausgestattetes Fahr-
zeug an diese vermessene Position gefahren und zum Stillstand gebracht. An dieser Positi-
on werden die Messdaten des Referenzsystems gesammelt und unter Berücksichtigung der
DGPS-Sollposition verarbeitet. Durch den Vergleich der Soll- mit der Ist-Position kann
die Kalibrierungsgenauigkeit beurteilt werden. Hierfür wird der Referenzpunkt als stati-
sches Objekt interpretiert, dessen relativer radialer Abstand zum Egofahrzeug berechnet
wird. In diesem speziellen Fall entspricht dieser Abstand genau dem gesuchten Messfehler.
Hierfür muss der Hebelarm so eingestellt werden, dass die Verschiebung zwischen dem Be-
zugspunkts des inertialen Navigationssystems und der Mitte der Fahrzeugfront dadurch
100Vgl. TOPCON (2012).
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beschrieben wird.
Diese Untersuchung wurde für verschiedene Referenzpunkte durchgeführt101. Das Ergeb-
nis dieser Überprüfung ist in Tabelle 14.2 zusammengefasst (vgl. Koch (2013))102.
Punkt RTK-DGPS Messfehler Messfehler
Standardabweichung [m] Mittelwert [m] Streuung [m]
Punkt1 0,019 0,02 0,003
Punkt2 0,017 0,03 0,001
Punkt3 0,016 0,01 0,003
Punkt4 0,02 0,03 0,005
Tabelle 14.2: Messabweichung zwischen der Soll und Ist Position bei 4 Referenzpunkten
Die Größe RTK-DGPS Standardabweichung in Tabelle 14.2 wird dabei aus dem RTK-
DGPS Messsystem zur Verfügung gestellt und bezeichnet die erzielte Messgenauigkeit bei
der Langzeitmessung des jeweiligen stationären Punktes. Dabei wurden nur Messungen
mit einer maximal akzeptablen Standardabweichung von 2 cm übernommen. Die Größe
Mittelwert bezeichnet den gemittelten Wert des aus dem Referenzsystem berechneten
radialen Abstands, während die Größe Streuung deren Streuung über die Messwieder-
holungen darstellt.
Aufgrund der möglichen Fehlern, die bei der Durchführung dieses Versuchs entstehen
können, kann diese Methode nicht für die Validierung der absoluten Messgenauigkeit her-
angezogen werden. Dies liegt daran, dass der Fehler, der bei der Positionierung der Mitte
der Fahrzeugfront auf den stationären Referenzpunkts in der gleichen Größenordnung
wie die erwartete Messgenauigkeit des Referenzsystems liegt. Um jedoch grobe Fehler im
gesamten System auszuschließen, ist diese Methode gut geeignet und soll vor jeder Refe-
renzmessung durchgeführt werden.
Besonderes Augenmerk liegt bei Erarbeitung dieser Methode auf der Möglichkeit, die
Überprüfung mit einem niedrigen Aufwand durchführen zu können, damit der entwick-
lungsbegleitende Einsatz des Referenzsystems erleichtert wird.
101Eine Übersicht der Referenzpunkte ist in Anhang I gegeben.
102Eine im Rahmen dieser Dissertation entstandene Abschlussarbeit.
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Dynamische Validierung der Messgenauigkeit Im Gegensatz zur vorgestellten sta-
tischen Validierung der Kalibrierungsgenauigkeit, die vor jeder Referenzmessung durch-
geführt werden soll, hat die nachfolgende dynamische Validierungsmethode als Ziel, die
erreichbare Messgenauigkeit grundlegend zu untersuchen. Hierfür wird wie im normalen
Betrieb die relative Lokalisierung des Ego- und Zielfahrzeugs während einer Fahrt heran-
gezogen. Um die Messergebnisse des Referenzsystems in diesem Fall zu validieren, wird
die relative Position der beiden Fahrzeuge über die Messzeit konstant gehalten. Das Ziel-
fahrzeug wird hierfür mit dem Egofahrzeug über eine starre Stange verbunden und zieht
dieses mit, sodass der relative Abstand während der Fahrt zwischen den beiden Verbin-
dungspunkten konstant gehalten werden kann. Das Prinzip dieser Validierungsmethode
zeigt Abbildung 14.7.
Ego
Abbildung 14.7: Validierungsprinzip der relativen Positionierung im dynamischen Fall
Der somit eingeprägte und bekannte Abstand stellt in diesem Versuch die absolute Re-
ferenz dar und wird für die Bewertung des vom Referenzsystem berechneten Abstands
herangezogen. Somit wird die Positionsbestimmung des gesamten Referenzsystems, be-
stehend aus zwei INS/DGPS-Systemen und der Referenzdatengenerierung, überprüft.
Im Vergleich zum normalen Betrieb, bei dem die Hebelarme so eingestellt werden, dass
der Referenzabstand zwischen dem Ursprung des Ego-Umfeldsensorkoordinatensystems
und der Mitte der zugewandten Seite des Zielfahrzeugs (e.g. Mitte des Hecks) ausgegeben
wird, müssen bei dieser Validierungsmethode die Hebelarme so eingestellt werden, dass der
Abstand zwischen den beiden Verbindungspunkten für einen direkten Vergleich mit dem
Sollabstand ausgegeben wird. Hierfür wird der Verbindungspunkt am Egofahrzeug mithil-
fe der in 13.3.1 beschriebenen Kalibrierungsmethode eingemessen und in die Berechnung
des angepassten Hebelarms miteinbezogen. Beim Zielfahrzeug wird die Fahrzeuglänge um
die Länge des Verbindungsteils künstlich verlängert, sodass der Verbindungspunkt als
neue Mitte des Zielfahrzeughecks interpretiert wird. Abbildung 14.8 veranschaulicht die
Anpassung der Hebelarmtransformationen für die Erzeugung des direkten Abstands zwi-
schen den Verbindungspunkten.
Durch diese Anpassung der Hebelarmtransformationen kann der Effekt der Ausrichtung
beider Fahrzeuge zueinander ausgeschlossen werden. Hierfür wird im Egofahrzeug das
Koordinatensystem, auf das sich die relative Messung bezieht, auf den Verbindungspunkt
der Schleppstange gesetzt. Im Zielfahrzeug wird analog dazu der Hebelarm zwischen dem
Bezugspunkt des inertialen Navigationssystems und dem Verbindungspunkt der Schlepp-
stange mithilfe der in 13.3.1 beschriebenen Kalibrierungsmethode bestimmt und für die
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Abbildung 14.8: Anpassung der Hebelarmtransformationen für die Erzeugung des direk-
ten Abstands zwischen den Verbindungspunkten
Transformation herangezogen. Nach den im Abschnitt 5.1.3 eingeführten Definitionen
handelt es sich bei dieser Untersuchung darum, den richtigen mit dem wahren Wert zu
vergleichen. Dabei stellt der vom Referenzsystem gemessene Abstand (zwischen dem Ego-
und Zielfahrzeug) den richtigen Wert dar, während der wahre Wert dem durch die Ab-
schleppstange konstant gehaltenen Abstand entspricht. Für diesen Vergleich wird der
radiale Abstand aus den vom Referenzsystem gelieferten longitudinalen und lateralen
Abständen (x und y) gebildet. Ein Beispielergebnis dieser Validierungsmethode bei einer
zweiminütigen Messfahrt auf einem geschlossenen Testgelände ist in Abbildung 14.9 ge-
zeigt.
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Abbildung 14.9: Vergleich des Referenzabstands mit dem Sollabstand 2,9m. Die grüne
Linie entspricht dem unteren Toleranzbereich 2,9m - 2 cm.
Dieses Ergebnis zeigt, dass das umgesetzte Referenzsystem prinzipiell die versprochene
Genauigkeit von (2 cm) bei der Positionsbestimmung erreichen kann.
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Die wiederholten Messergebnisse aus drei Messfahrten sind in Abbildung 14.10 zusam-
mengefasst. Dabei dauert jede Messfahrt zwei Minuten.
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(a) Erster Durchlauf
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(b) Zweiter Durchlauf
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(c) Dritter Durchlauf
Abbildung 14.10: Vergleich des radialen Abstands mit dem Sollabstand 2,9m. Die gestri-
chelten Linien definieren den Toleranzbereich von ± 2 cm.
Aus diesem Ergebnis wird ersichtlich, dass die Messfehlertoleranzbereich nicht immer ein-
gehalten wird. Eine statistische Analyse der akkumulierten Abweichung zwischen dem er-
warteten und dem gemessenen Abstand zeigt jedoch, dass der mittlere Messfehler 1,45 cm
beträgt und somit im Toleranzbereich liegt. Als Maß für die Streuung kann die Standard-
abweichung herangezogen werden. Diese liegt bei 1,40 cm. Das Ergebnis dieser Analyse
wird in Abbildung 14.11 gezeigt.
Mit diesem Ansatz konnte ebenfalls die Messgenauigkeit der relativen Geschwindigkeit
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Abbildung 14.11: Statistische Analyse der über alle Messungen akkumulierten Abweichun-
gen zwischen dem erwarteten und dem gemessenen Abstand
validiert werden, indem analog zur Validierung der Abstandsmessgenauigkeit die vom
Referenzsystem gemessene Relativgeschwindigkeit mit der erwarteten Relativgeschwin-
digkeit verglichen wird. Diese entsprechen gemäß der Definitionen im Abschnitt 5.1.3
respektive dem wahren und dem richtigen Wert. Der Messfehler der Relativgeschwindig-
keit wird dabei aus der Abweichung zwischen der erwarteten Geschwindigkeit (0) und
der gemessenen Relativgeschwindigkeit gewonnen. Das Ergebnis dieser Validierung ist in
Abbildungen 14.12 und 14.13 gezeigt.
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Abbildung 14.12: Messabweichung der longitudinalen Geschwindigkeit: Mittelwert≈ 0,
Std. Abweichung=0.0074m/s
In beiden Fällen sind die statistischen Kenngrößen: die Standardabweichung und der RM-
SE (Root Mean Square Error) gleich und unter dem erwarteten Limit von 0.6m/s. Dieses
Ergebnis zeigt, dass das Referenzsystem prinzipiell in der Lage ist, die Relativgeschwindig-
keit mit der geforderten Messgenauigkeit zu messen. Wie im Abschnitt 12.2 beschrieben
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Abbildung 14.13: Messabweichung der lateralen Geschwindigkeit: Mittelwert≈ 0, Std. Ab-
weichung=0.0426m/s
hängt die Messgenauigkeit der Relativgeschwindigkeit des zu bewertenden Systems von
der radialen Relativgeschwindigkeit und relativen Winkel, aber nicht vom relativen Ab-
stand ab. Aus diesem Grund können die durch diesen speziellen Aufbau festgestellten
Ergebnisse für die Validierung der Relativgeschwindigkeitsmessung herangezogen werden.
Bei dieser Methode weisen das Ego- und Zielfahrzeug keine Relativgeschwindigkeit auf,
so dass a priori die erzielten Ergebnisse nicht verallgemeinert werden können. Allerdings
wird unter Berücksichtigung des Funktionsprinzips des Referenzsystems keine Abhängig-
keit zwischen der relativen Geschwindigkeit und Geschwindigkeitsmessgenauigkeit erwar-
tet.
14.3 Zusammenfassung
Für die Validierung des Referenzsystems wurde die Erfüllung der zuvor im Abschnitt 12
definierten Anforderungen systematisch untersucht. Dafür wurden entweder theoretische
Überlegungen, quantitative Untersuchungen oder externe Messsysteme und Methoden
herangezogen, je nachdem ob die Anforderung einen qualitativen oder quantitativen Cha-
rakter hat.
Besonders herausfordernd ist die Validierung der Positionsmessgenauigkeit dieses Re-
ferenzsystems unter der Kenntnis der Größenordnung der erwarteten Messgenauigkeit
(≈ 2 cm). Theoretisch sollte dafür ein weiteres Referenzsystem herangezogen werden, des-
sen Messgenauigkeit eine Größenordnung besser sein müsste (≈ 2mm). Als Ausweg wurde
in dieser Arbeit ein Verfahren entwickelt, welches es erlaubt, den relativen Abstand zwi-
schen dem Ego- und Zielfahrzeug während einer (Abschlepp-) Fahrt konstant zu halten
(auf 2.9m). Mit diesem Versuch konnte auch der Aspekt der Selbsteinschätzung unter-
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sucht werden, indem die Übereinstimmung der vom Referenzsystem ausgegebenen Mes-
sunsicherheitskenngrößen (in Form der Standardabweichung) mit der tatsächlichen Mess-
genauigkeit analysiert wird.
Wird die erreichbare Messgenauigkeit mit diesem Versuch validiert, so kann dieses Ergeb-
nis auf die Messgenauigkeit bei größeren relativen Abständen und bei der Verwendung
mehrerer Referenzobjekte übertragen werden. Dies kann damit begründet werden, dass
zum einen die Anforderung an die Messgenauigkeit im Nahbereich härter als im Fern-
bereich ist und zum anderen beim verwendeten Referenzsystem prinzipbedingt keine ab-
standsabhängige Messgenauigkeit zu erwarten ist.
Die Ergebnisse der Validierung sind in Tabelle 14.3 zusammengefasst.
Aspekt Anforderung Validierung
Mobilität selbstmobil Ja
Selbsteinschätzung gültig gemäß 10.2.2 10.3 (c)
Kalibrierung Kalibrierfähigkeit Ja
Umfeldrepräsentation Objektbasiert Ja
Zuverlässigkeit ≥ 80% bzw. 100% 100%103
Reichweite ≥ 250m ≥ 300m
Öffnungswinkel ≥ 146◦ 360◦
Messfrequenz ≥ 25Hz 100Hz
Latenzzeit ≤ 1.8ms ≤ 0.4ms
Messgenauigkeit vx, vy 0.06m/s 0.074m/s, 0.042m/s
Abstandsmessgenauigkeit 2 cm 1.45 cm im Mittel
Länge, Breite 10 cm, 5 cm 0, 0104
DynProp, Klasse 100% 100%
Tabelle 14.3: Zusammenfassung der Validierungsergebnisse
Darüber hinaus wurde im Rahmen dieser Arbeit ein Konzept für die Validierung der Mess-
genauigkeit bei höheren Relativabständen im Stillstand erarbeitet, welches auch bei der
Verwendung mehrerer Referenzobjekte eingesetzt werden kann. Dieses basiert auf dem bei
der Kalibrierung verwendeten Tachymeter und wird im Anhang H.2 beschrieben. Diese
Methode ist für eine separate Validierung der lateralen und longitudinalen Messgenauig-
keit gut geeignet. Im Gegensatz dazu erlaubt es die verwendete Methode, nur den radialen
Abstand zu validieren. Um auch den dynamischen Fall abzudecken, wurde im Rahmen
dieser Arbeit ebenfalls ein Konzept für die Überprüfung der Kalibrierungsgenauigkeit des
Referenzsystem während der Fahrt erarbeitet. Dieses basiert auf einem Landmarkenka-
merasystem und wird im Anhang H.1 beschrieben.
103Während der vier Messfahrten.
104Die Abmessungen werden aus den 3D-Konstruktionsdaten des jeweiligen Fahrzeugs verwendet.
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15 Bewertung der objektbasierten
Umfeldwahrnehmung mithilfe des
INS/DGPS basierten
Referenzsystems
15.1 Experimentelle Ergebnisse
Nachfolgend werden experimentelle Ergebnisse der vorgestellten Bewertung der Objekt-
bildung gezeigt. Dabei liegt der Fokus auf der Klassifzierungs-, Detektions- und Verfol-
gungsfähigkeit. Die Bewertung der Positions- und Geschwindigkeitsmessgenauigkeit des
Long Range Radar LRR3 (Robert Bosch GmbH (2010)) mithilfe des vorgestellten IN-
S/DGPS basierten Referenzsystems wird von Brahmi (2013) beschrieben.
Die vorgestellte Bewertungsmethode wurde auf das SCALA (Ibeo Automotive (2017))
laserbasierte Sensorsystem angewendet. Dabei wurden die Messdaten aus dem in Abbil-
dung 15.1 gezeigten Fahrszenario gewonnen.
Stillstand
Traffic cone 1...4Leitplanke
Abbildung 15.1: Abbildung des Fahrszenarios. Das Egofahrzeug wird dabei in verschiede-
nen Positionen dargestellt, um den zeitlichen Ablauf zu veranschaulichen.
Bei diesem Fahrszenario fährt das Egofahrzeug auf ein stehendes Zielfahrzeug (target_2
in Abbildung 15.1) und vier davor platzierte Pylonen zu und kommt kurz vor den Py-
lonen zum Stillstand. Vier weitere Fahrzeuge (target_3 bis target_6 in Abbildung 15.1)
stehen am rechten Fahrbahnrand. Die stehenden Fahrzeuge und die Pylonen wurden vor
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der Messfahrt mithilfe des DGPS-Messsystems statisch vermessen, sodass die dazugehöri-
gen Referenzmessgrößen während der Fahrt und bei der Nachbearbeitung erzeugt werden
können (wie im Abschnitt 13.3 beschrieben). Dabei wurden die Fahrzeuge als Rechtecke
und die Pylonen als Punktziele modelliert. Der Identifikationsgraph, als Grundlage der
metrikbasierten Bewertung dieses Fahrszenarios ist in Abbildung 15.2 gezeigt.
Start Messung Ende Messung
Abbildung 15.2: Zeitlicher Verlauf der Zuordnung der Sensorobjekte zu den Referenzob-
jekten: links sind Referenzobjekte aufgelistet und rechts sind die vom
Umfeldwahrnehmungssystem vergebenen IDs farblich codiert.
Aus diesem Graphen ist zu erkennen, dass die Pylonen (Traffic Cone 1-4) nicht durchge-
hend vom Sensorsystem erkannt wurden. Ebenso weisen die seitlich stehenden Fahrzeuge
(target_4 bis 6) eine niedrige Abdeckung auf, die durch eine mögliche Verdeckung er-
klärt werden kann. Bis auf bei Traffic Cone 3 und 4 und bei target_5 treten bei allen
Referenzobjekten Multiple-Track(MT)-Fehler auf. Bei dem sich auf der Ego-Fahrstreifen
befindlichen Zielobjekt (target_2) fällt die hohe Anzahl an Verfolgungslücken auf. Ein
Multiple-Objekt(MO)-Fehler tritt ebenfalls bei 22 s auf, wo target_5 und target_6 als
ein einziges Objekt vom Sensorsystem erkannt und ausgegeben werden. Zusätzlich zum
globalen Identifikationsgraphen können einzelne besonders wichtige Referenzobjekte her-
vorgehoben werden, um eine detaillierte Analyse zu ermöglichen. Das Assoziationsergebnis
des Zielfahrzeugs (target_2) ist in Abbildung 15.3 ersichtlich.
Abbildung 15.3: Assoziationsergebnis für das Zielobjekt (target_2)
Daran kann deutlich erkannt werden, dass die Objektverfolgung erhebliche Unterbrechun-
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gen aufweist. Zum einen wird das Referenzobjekt in bestimmten Zeitintervallen nicht
erkannt (False Negative FN) und zum anderen wird es mit unterschiedlichen IDs abwech-
selnd ausgegeben. Diese ID-(In)Stabilität kann je nach Funktionsauslegung eine deutliche
Auswirkung haben. Die automatisierte metrikbasierte Bewertung liefert als Ergebnis eine
Übersicht der berechneten Metriken für Objekterkennungs- und verfolgungsfähigkeit. Das
Ergebnis für dieses Szenario ist in Abbildung 15.4 zusammengefasst105.
Abbildung 15.4: Metriken für die Objekterkennungs- und verfolgungsfähigkeit im vorge-
stellten Fahrszenario. MT: Multiple Track, OP: Object Purity und CV:
Coverage. OP ` und CV ` sind die angepassten Varianten, die die Unter-
brechungen berücksichtigen
Diese Metriken bestätigen die Beobachtungen, die anhand des Identifikationsgraphs ge-
macht werden konnten. Bei target_2 ergibt sich ein deutlicher Unterschied zwischen den
beiden Varianten der Metriken Object Purity und Coverage, der durch die Unterbrechun-
gen der Objektverfolgung erklärt werden kann.
Die somit entstandenen Metriken erlauben es, wie mit den experimentellen Ergebnissen
gezeigt wurde, Schwachstellen hinsichtlich der Objekterkennungsfähigkeit und Objektver-
folgungsfähigkeit automatisch zu identifizieren und aufzudecken.
105Die Anfangszeitpunkte der Datenaufnahme und der Bewertung können dabei unterschiedlich sein, denn
der Vergleich und die Assoziation der Referenzdaten mit den Sensordaten nur erfolgen, wenn das
jeweilige Referenzobjekt sich innerhalb des spezifizierten Sichtbereichs des zu bewertenden Systems
befindet. Die Datenaufnahme startet dabei früher.
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Die Bewertung der Fahrerassistenzsysteme kann aufgrund der steigenden Komplexität
nur auf Systemebene nicht effizient erfolgen. Aus diesem Grund stand in dieser Arbeit
die Bewertung der FAS-Umfeldwahrnehmung als Teil eines Fahrerassistenzsystems im
Vordergrund. Durch die Analyse der Literatur zum Thema der Bewertung der FAS-
Wahrnehmung mithilfe von Referenzsystemen konnten hauptsächlich vier offene Frage-
stellungen identifiziert werden.
Die Thematik der Terminologie und begriichen Definitionen und insbesondere der Zu-
sammenhang mit angrenzenden Disziplinen der messtechnischen Metrologie wurde in der
Literatur nicht umfassend behandelt. In dieser Arbeit wurden die Analogien und die Un-
terschiede zwischen den umfelderfassungsbezogenen Begriffen und denen der messtechni-
schen Metrologie angegangen, indem metrologische Begriffe und ihre Bedeutung für die
FAS-Umfeldwahrnehmung erläutert wurden. Besonderes Augenmerk lag dabei auf den
Begriffen der Messgenauigkeit (Richtigkeit und Präzision) und des Bezugswerts (wahrer
Wert, richtiger Wert und Erwartungswert).
Die Fragestellung nach den Anforderungen an ein Referenzsystem für die Umfeldwahrneh-
mung wurde ebenfalls im Stand der Technik nicht ausführlich behandelt. Zudem wurden
die als Referenzsystem verwendeten Vergleichssysteme nicht systematisch validiert und
kritisch hinterfragt. Um einen Beitrag für die Beantwortung dieser offenen Fragestellun-
gen zu liefern, wurden in dieser Arbeit Anforderungen an ein Referenzsystem für die
FAS-Umfeldwahrnehmung definiert und hergeleitet, die sowohl quantitative als auch qua-
litative Aspekte berücksichtigen. Darüber hinaus wurde ein Konzept für die Validierung
eines solchen Referenzsystems erarbeitet, welches auf der Aufteilung des Referenzsystems
in dessen Teilaspekte und der Erfüllung der zuvor definierten Anforderungen basiert.
Mithilfe des validierten Referenzsystems wurde ebenfalls ein Konzept für die Bewertung
der objektbasierten Umfeldwahrnehmung entwickelt, bei dem die Sensorobjekte den Refe-
renzobjekten zugeordnet werden und darauf aufbauend Metriken für die Detektions- und
Verfolgungsfähigkeit erzeugt werden. Diese Metriken wurden als Teil des Konzepts ein-
geführt und definiert. Darüber hinaus wurde diskutiert, inwieweit diese Metriken abhän-
gig von der Abdeckung der Fahrszenarien durch das Referenzsystem sinnvoll verwendet
werden können und wie sie für eine zusammenfassende Bewertung eines Umfeldwahrneh-
mungssystems kombiniert werden können.
Diese vorgestellten Konzepte wurden in einem praktischen Fall umgesetzt. Hierfür wur-
den zuerst die Anforderungen an ein Referenzsystem ausgehend aus zwei Stand der Tech-
nik entsprechenden und auf dem Markt erhältlichen Umfeldsensoren abgeschätzt. An-
schließend wurde basierend auf einer Gegenüberstellung verschiedener Kategorien von
Referenzsystemen die Umsetzung eines konkreten INS/DGPS basierten Referenzsystems
vorgestellt. Die vorgestellte Methode für die Validierung des Referenzsystems wurde auf
dieses Referenzsystem mithilfe von speziell dafür entwickelten Methoden und Werkzeugen
angewendet. Das somit validierte Referenzsystem wurde exemplarisch für die Bewertung
einer objektbasierten Umfeldwahrnehmung eines Laserscanners herangezogen.
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Neben der objektbasierten Umfeldwahrnehmung- und Repräsentation wird zunehmend die
belegungskartenbasierte106 Variante eingesetzt, um neue Fahrerassistenzsysteme Richtung
autonomes Fahren zu ermöglichen107. Für diese Umfeldrepräsentation müssen ebenfalls
Evaluationsmethoden entwickelt werden.
Als zukünftige Erweiterungen und Weiterentwicklungen kann das INS/DGPS Referenz-
system um ein lidarbasiertes Referenzsystem erweitert werden, um Informationen über
unterschiedlich relevante Objekte der Fahrumgebung mit unterschiedlicher Qualität zu
gewinnen. Dabei können zwei Klassen von Referenzobjekten entstehen, die sich an der
Herkunft und somit an der Qualität der Referenzdaten unterscheiden. Abhängig von der
Funktion und dem dazugehörigen Testszenario kann entschieden werden, welche Objekte
mit welcher Qualität referenziert werden sollen. Zum Beispiel könnten für eine ACC Funk-
tion drei relevanten Objekte mit dem INS/DGPS System ausgestattet werden, während
weitere Objekte vom lidarbasierten Referenzsystem erfasst werden. Beide Systeme können
sich somit gewinnbringend und kostengünstig kombinieren um ein skalierbares Referenz-
system umzusetzen und Multi-Objekt Szenarien besser abzudecken. Herausfordernd dabei
sind die Entwicklung einer Ground-Truth-tauglichen lidarbasierten Objektbildung und
die Synchronisierung beider Quellen der Referenzdaten.
Für die Bewertung der Positionsmessgenauigkeit wird meistens die Form der Zielfahr-
zeuge als Rechteck angenommen. Für kontur- und formschätzende Sensoren muss jedoch
die wahre Gestalt der Zielfahrzeuge berücksichtigt werden. Hierzu können die 3D-Modelle
(CAD) der Zielfahrzeuge mit der Referenzposition kombiniert und in die Bewertung mit-
einbezogen werden. Eine prototypische Umsetzung dieser Kombination wurde in dieser
Arbeit bereits durchgeführt (s. Abbildung 15.5).
INS/DGPS
Target-Fzg 
3D Modell
Kombination
(Pose+Geometrie)
RefPose
Gemoetrie
Ref3DPointCloud
Abbildung 15.5: Kombination der Referenzposition mit dem 3D-Modell
Obwohl die FAS-Wahrnehmung eine Schlüsselkomponente in einem Fahrerassistenzsystem
darstellt, hängt die Qualität des gesamten Systems ebenfalls von der Situationsinterpre-
tation ab. Aus diesem Grund sollen für dieses Teilsystem Bewertungsmethoden entwickelt
werden, um die Leistung des Gesamtsystems fortlaufend zu evaluieren und optimieren.
106Vgl. Weiherer 2015 und Schüler 2015.
107Für die klassischen Funktionen der Fahrerassistenzsysteme (ACC und Notbremsfunktionen) ist die
objektlistenbasierte Repräsentation ausreichend.
140
Anhang
141
A Koordinatentransformationen
A.1 Transformation geodätischer in kartesische
Koordinaten
Die ellipsoidischen Koordinaten (λ, ϕ, h) können in kartesische Koordinaten transformiert
werden, um die Verarbeitung der Koordinaten in einem Fahrzeugkoordinatensystem zu
ermöglichen. Diese Transformation wird gemäß Gleichungen A.1, A.2, A.3 und A.4 be-
schrieben.
NE =
REa√(
1− e2. sin2 (ϕbase)
) (A.1)
ME =
REa (1− e2)
(1− e2. sin2 (ϕbase))3/2
(A.2)
East = −West = (λ− λbase) . (NE + h) . cos (ϕbase) (A.3)
North = (ϕ− ϕbase) . (ME + h) (A.4)
Die verwendeten Parameter und ihre jeweilige Bedeutung sind in Tabelle A.1 zusammen-
gefasst.
Parameter Bedeutung Wert
REa Äquatorradius 6,378,137.0 m
e Exzentrizität 0.08181919
NE Querkrümmungsradius eq.A.1
ME Meridiankrümmungsradius eq.A.2
λbase Längengrad vom Ursprung frei wählbar
ϕbase Breitengrad vom Ursprung frei wählbar
Tabelle A.1: Transformationsparameter
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A.2 Transformation von kartesischen Koordinaten
Für die kartesische Koordinatentransformation werden homogene Transformationen ba-
sierend auf der Roll-Pitch-Yaw Definition verwendet. Diese setzen sich aus drei Rotatio-
nen und einer Translation zusammen, wenn Positionen zwischen verschiedenen Koordi-
natensystemen transformiert werden. Richtungsvektoren hingegen werden nur mit drei
Rotationen ins neue Koordinatensystem transformiert. Für die Transformation von Ge-
schwindigkeiten und Beschleunigungen wird neben der konventionellen Rotation ein aus
der relativen Drehrate der beiden Koordinatensystemen resultierender Rotationsanteil
benötigt.
Homogene Transformationsmatrix Die homogene Transformationsmatrix BTA setzt
sich aus einer Rotationsmatrix BRA und einem Translationsvektor tA,B gemäß A.5 zu-
sammen.
B
TA :=
[
B
RA tA,B
0 1
]
(A.5)
Dabei ergibt sich tA,B aus den Koordinaten des Ursprungs des Koordinatensystems A
ausgedruckt im Koordinatensystem B.
Die Rotationsmatrix BRA ergibt sich aus drei aufeinanderfolgenden Rotationen um die
X-Achse (Roll : γ), Y-Achse (Pitch : β) und die Z-Achse (Y aw : ψ), damit das Zielkoordi-
natensystem B die gleiche Orientierung wie das Startkoordinatensystem A aufweist. Dabei
müssen die Vorzeichen der Winkel der Rechten-Hand-Regel entsprechen. Diese Rotationen
werden durch die Rotationsmatrizen, Rx(γ), Ry(β) und Rz(ψ) beschrieben.
Rx(γ) =
1 0 00 cosγ −sinγ
0 sinγ cosγ
 (A.6)
Ry(β) =
 cosβ 0 sinβ0 1
−sinβ 0 cosβ
 (A.7)
Rz(ψ) =
cosψ −sinψ 0sinψ cosψ 0
0 0 1
 (A.8)
Die 3D-Rotationsmatrix BRA von A nach B ergibt sich wie folgt.
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B
RA = Rz.Ry.Rx
=
cosψ · cosβ cosψ · sinβ · sinγ − sinψ · cosγ sinψ · sinγ + cosψ · sinβ · sinγsinψ · cosβ cosψ · cosγ + sinψ · sinβ · sinγ sinψ · sinβ · sinγ − cosψ · sinγ
−sinβ sinγ · cosβ cosγ · cosβ

(A.9)
Aufgrund der Orthogonalität von BRA gilt:
A
RB =
B
R
−1
A =
B
R
T
A (A.10)
Transformation von Geschwindigkeit und Beschleunigung bei relativer Drehrate
Weisen das Start- und Zielkoordinatensystem eine relative Drehrate zueinander auf, so
muss die konventionelle Rotationsmatrix um einen Drehratenanteil ergänzt werden, um
die Geschwindigkeit und Beschleunigung richtig zu transformieren. Wenn B eine Drehrate
~ωB,A =
( wx
wy
wz
)
relativ zu A aufweist und BRA bekannt ist, so kann die erweiterte Rotati-
onsmatrix BR˜A108 berechnet werden.
Wird ein Punkt P durch einen Ortsvektor ~rPA und eine Geschwindigkeit ~v
P
A in A beschrie-
ben, so kann seine Geschwindigkeit in B ~vPB mithilfe des Transport-Theorems nach Schaub
& Junkins (2003) ermittelt werden.
~vPB =
BRA (~vPA + ~ωB,A × ~rPA) (A.11)
Weist der Punkt P zusätzlich noch eine Beschleunigung ~aPA in A auf, so kann diese wie
folgt in B transformiert werden109
~aPB =
BRA (~aPA + 2 ~ωB,A × ~vPB + ~ωB,A × (~ωB,A × ~vPA)) (A.12)
108Die ausführliche Herleitung dieser Matrix wird im Abschnitt 13.3 gezeigt.
109Vorausgesetzt ω˙ = 0.
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B Erzeugung der Referenzdaten
B.0.1 Transformation ins Umfeldsensor- und ins mitbewegte
North-West-Up Koordinatensystem
Transformation vom Navigations- ins Umfeldsensorkoordinatensystem Um die im
Navigationskoordinatensystem (NAV) erzeugten Messgrößen ins Umfeldsensorkoordina-
tensystem (USK) zu transformieren, wird die Transformationsmatrix USKRNAV gemäß
Gleichung B.1 bestimmt. Das Zielkoordinatensystem muss in diesem Fall um die Z-Achse
um 90◦ in Uhrzeigersinn gedreht werden, um die gleiche Orientierung wie das Navigati-
onskoordinatensystem zu haben (daher −pi
2
).
USK
RNAV = Rz(−pi
2
) =
cos(−pi2 ) −sin(−pi2 ) 0sin(−pi
2
) cos(−pi
2
) 0
0 0 1
 =
 0 1 0−1 0 0
0 0 1
 (B.1)
Somit lassen sich aUSK , ωUSK und AngleUSK berechnen.
aUSK =
USK
RNAV · aNAV (B.2)
ωUSK =
USK
RNAV ·ωNAV (B.3)
AngleUSK =
USK
RNAV ·AngleNAV (B.4)
WGS84- und North-East-Down- ins North-West-Up Koordinatensystem Wie in
A.1 beschrieben, werden die ellipsoidischen Koordinaten in lokale kartesische Koordi-
naten transformiert. Der Basispunkt für diese Transformation ist die aktuelle Position
von Egofahrzeug (λbase und ϕbase). Daraus resultiert der Ortsvektor ~rNED =
( xN
yE
zD
)
. Die-
se 3D-Position und der Geschwindigkeitsvektor ~vNED =
( vN
vE
vD
)
werden nun ins NWU-
Koordinatensystem transformiert. Dazu muss die Transformationsmatrix NWURNED be-
stimmt werden. Diese lässt sich gemäß Gleichung B.5 herleiten. Das Zielkoordinatensys-
tem (NWU) muss in diesem Fall um 180◦ um die X-Achse gedreht werden, um die gleiche
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Orientierung wie das Startkoordinatensystem (NED) zu haben.
NWU
RNED = Rx(pi) =
1 0 00 cos(pi) −sin(pi)
0 sin(pi) cos(pi)
 =
1 0 00 −1 0
0 0 −1
 (B.5)
Dementsprechend lassen sich ~rNWU und ~vNWU berechnen.
~rNWU =
NWU
RNED ·~rNED (B.6)
~vNWU =
NWU
RNED ·~vNED (B.7)
Transformation der Beschleunigung und Drehrate von USK ins NWU Das Um-
feldsensorkoordinatensystem und das NWU-Koordinatensystem haben die gleiche Ori-
entierung, wenn das Fahrzeug nach Norden ausgerichtet ist und waagerecht steht. Die
gemessenen Nick-, Wank- und Gierwinkel (γ, β und ψ) beschreiben die Abweichung zu
dieser Lage. Basierend auf der Definition in A.2 können diese Winkel für die Transformati-
onsmatrix vom Umfeldsensorkoordinatensystem ins NWU-Koordinatensystem gemäß B.8
direkt herangezogen werden.
NWU
RUSK =
cosψ · cosβ cosψ · sinβ · sinγ − sinψ · cosγ sinψ · sinγ + cosψ · sinβ · sinγsinψ · cosβ cosψ · cosγ + sinψ · sinβ · sinγ sinψ · sinβ · sinγ − cosψ · sinγ
−sinβ sinγ · cosβ cosγ · cosβ

(B.8)
Somit können aNWU und ωNWU wie folgt berechnet werden:
aNWU =
NWU
RUSK · aUSK (B.9)
ωNWU =
NWU
RUSK ·ωUSK (B.10)
Nach diesen Rechenschritten liegt nun ein Zustandsvektor PINSNWU vor, der Informationen
über den Punkt INS im Koordinatensystem NWU enthält.
PINSNWU =

r
v
a
ψ
ω

INS
NWU
(B.11)
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B.0.2 Hebelarmtransformation
Nachdem im Abschnitt B.0.1 die Umrechnung der Messgrößen ins NWU-Koordinatensystem
beschrieben wurde, werden nun diese Rechenschritte auf die Datensätze des Ego- und
Zielfahrzeugs angewandt. Der Basispunkt liegt stets auf dem INS-Messpunkt des Ego-
fahrzeugs. Somit können die beiden Zustandsvektoren Pe INSNWU und Pt
INS
NWU für die Be-
rechnung des relativen Zustandsvektors PTargetEgo herangezogen werden.
Die Hebelarme Le INSUSK und Lt
INS
USK werden mithilfe des Kalibrierverfahrens bestimmt
und beziehen sich auf das jeweilige Umfeldsensorkoordinatensystem des Ego- und Tar-
get -Fahrzeugs und werden benötigt, um die ursprünglichen Messgrößen auf weitere Be-
zugspunkte zu transformieren.Ursprünglich enthalten die Hebelarmvektoren Le und Lt
lediglich die 3D-Koordinaten r POIUSK . Diese werden gemäß B.12 so erweitert, dass diese die
gleiche Dimension wie P INSNWU (gemäß B.11) bekommen.
LPOIUSK =

rPOIUSK
v := 0
a := 0
ψ := 0
ω := 0

POI
USK
(B.12)
Hebelarmtransformation des Egofahrzeugs Der Zustandsvektor Pe INSNWU beschreibt
die Position und Dynamik des INS-Messpunkts des Egofahrzeugs relativ zu dessen NWU-
Koordinatensystem. Der Hebelarm Le INSUSK liegt im Umfeldsensorkoordinatensystem vor
und muss in NWU-Koordinatensystem transformiert werden, sodass Pe POINWU
110 gemäß
Abbildung B.1 und Gleichung B.13 berechnet werden kann.
Y
X
Z
Abbildung B.1: Hebelarmtransformation im Ego; LeverEGO is der Translationsvektor zwi-
schen dem Ursprung des Umfeldkoordinatensystems und dem Bezugs-
punkt der inertialen Messeinheit im Egofahrzeug
110Point of Interest: Ursprung Umfeldsensorkoordinatensystem.
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Pe POINWU = Pe
INS
NWU + Le
INS
NWU
= Pe INSNWU +
NWU
R˜USK ·Le INSUSK (B.13)
Wie in A.2 beschrieben, können die einzelnen Komponenten des Zustandsvektors wie folgt
berechnet werden.
rPOINWU = r
INS
NWU +
NWU
RUSK · rPOIUSK (B.14)
vPOINWU = v
INS
NWU +
NWU
RUSK (v
POI
USK + ω × rPOIUSK) (B.15)
aPOINWU = a
INS
NWU +
NWU
RUSK (a
POI
USK + 2ω × vPOIUSK + ω × (ω × vPOIUSK)) (B.16)
Wobei ω := ωNWU,USK die Drehrate des Fahrzeugs bezüglich des NWU Koordinatensys-
tems bezeichnet.
Hebelarmtransformation des Zielfahrzeugs Der Zustandsvektor Pt INSNWU beschreibt
die Position und Dynamik des INS Messpunkts des Zielfahrzeugs relativ zu NWU des
Egofahrzeugs. Der Hebelarm Lt INSUSK liegt in USK des Zielfahrzeugs vor und muss ins
NWU-Koordinatensystem transformiert werden, sodass Pt POINWU gemäß Abbildung B.2
berechnet werden kann.
Abbildung B.2: Hebelarmtransformation des Zielfahrzeugs. Die Rechenschritte werden in
C.1 detailliert beschrieben. INSNWU und TNWU sind die Translations-
vektoren zwischen dem Bezugspunkt der inertialen Messeinheit im Ego-
fahrzeug und respektive dem Bezugspunkt der inertialen Messeinheit im
Egofahrzeug und der Mitte des Zielfahrzeughecks
Die Berechnung ist analog zum Egofahrzeug und als Ergebnis wird Pt POINWU für die weitere
Verarbeitung zur Verfügung gestellt.
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B.0.3 Erzeugung der relativen Messgrößen
Aus Pt POINWU und Pe
POI
NWU kann jetzt das Endergebnis P
Target
Ego berechnet werden, was
die Position, Orientierung und Dynamik des Zielfahrzeugs relativ zum Egofahrzeug be-
schreibt. Diese Umrechnung wird durch Abbildung B.3111 und Gleichung B.17 beschrie-
ben.
y
z x
Abbildung B.3: Berechnung der Targetdaten relativ zum Egofahrzeug. Die Rechenschritte
werden in C.2 detailliert beschrieben. TEGOUSK beschreibt die Position
der Mitte des Zielfahrzeughecks relativ zum Umfeldkoordinatensystem
des Egofahrzeugs.
PTargetEgo =
USK
R˜NWU(Pt
POI
NWU −Pe POINWU) (B.17)
Wobei USKR˜NWU die erweiterte Rotationsmatrix (von North-West-Up- zu Umfeldsensor-
koordinatensystem) bezeichnet, die sich analog zu den Gleichungen B.14, B.15 und B.16
berechnen lässt und in C.2 detailliert beschrieben wird.
111Zur Veranschaulichung bezieht sich die Abbildung nur auf die 2D Position. Die Umrechnungen berück-
sichtigen aber ebenfalls die relative Orientierung, die Geschwindigkeit und die Beschleunigung.
149
C Koordinatentransformationen für
die Erzeugung der Referenzdaten
C.1 Hebelarmtransformation: Veranschaulichung im
2-D Fall
In diesem Abschnitt wird die Berechnung der erweiterten Rotationsmatrix NWUR˜USK
ausführlich erläutert. Es werden die Rotation (ψ) und die Drehrate ωNWU,USK =
( 0
0
dψ
)
um die Z-Achse betrachtet. Die Rotationsmatrix NWURUSK ergibt sich durch Einsetzen
von β = 0 und γ = 0 in B.8.
NWU
RUSK =
cos(ψ) −sin(ψ) 0sin(ψ) cos(ψ) 0
0 0 1
 (C.1)
Gemäß Gleichungen B.14, B.15 und B.16 lassen sich rPOINWU , v
POI
NWU und a
POI
NWU wie folgt
berechnen.  rxry
rz

POI
NWU
=
 rxry
rz

INS
NWU
+
cos(ψ) −sin(ψ) 0sin(ψ) cos(ψ) 0
0 0 1

 LxLy
Lz

INS
USK
(C.2)
[
vx
vy
]POI
NWU
=
[
vx
vy
]INS
NWU
+NWUR'USK
=0︷ ︸︸ ︷
·
[
Lvx
Lvy
]INS
USK
+NWUR'USK ·
=ω×L︷ ︸︸ ︷[
−dψ ·Ly
dψ ·Lx
]
(C.3)
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mit NWUR'USK =
[
cos(ψ) −sin(ψ)
sin(ψ) cos(ψ)
]
[
vx
vy
]POI
NWU
=
[
vx
vy
]INS
NWU
+
[
−sin(ψ) · dψ −cos(ψ) · dψ
cos(ψ) · dψ −sin(ψ) · dψ
][
Lx
Ly
]
(C.4)
[
ax
ay
]POI
NWU
=
[
ax
ay
]INS
NWU
+NWUR'USK
=0︷ ︸︸ ︷
·
[
Lax
Lay
]INS
USK
+2 ·NWUR'USK ·
=ω×Lv︷ ︸︸ ︷[
−dψ ·Lvy
dψ ·Lvx
]
+NWUR'USK ·
=ω×ω×L︷ ︸︸ ︷[
−dψ2 ·Lx
−dψ2 ·Ly
]
(C.5)
[
ax
ay
]POI
NWU
=
[
ax
ay
]INS
NWU
− 2.dψ
[
sin(ψ) cos(ψ)
−cos(ψ) sin(ψ)
][
Lvx
Lvy
]
+dψ2
[
−cos(ψ) sin(ψ)
−sin(ψ) −cos(ψ)
][
Lx
Ly
]
(C.6)
Die erweiterte Rotationsmatrix NWUR˜USK kann nun kompakt dargestellt werden.
rx
ry
vx
vy
ax
ay

POI
NWU
=

cψ −sψ 0 0 0 0
sψ cψ 0 0 0 0
−sψ · dψ −cψ · dψ cψ −sψ 0 0
cψ · dψ −sψ · dψ sψ cψ 0 0
−cψ · dψ2 sψ · dψ2 −2sψ · dψ −2cψ · dψ cψ −sψ
−sψ · dψ2 −cψ · dψ2 2cψ · dψ −2sψ · dψ sψ cψ

︸ ︷︷ ︸
NWUR˜USK

Lx
Ly
Lvx
Lvy
Lax
Lay

+

rx
ry
vx
vy
ax
ay

INS
NWU
(C.7) ψdψ
rz

POI
NWU
=
 00
Lz
+
 ψdψ
rz

INS
NWU
(C.8)
Wobei cψ ≡ cosψ und sψ ≡ sinψ.
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C.2 Erzeugung der Referenzgrößen:
Veranschaulichung im 2-D Fall
Für die Berechnung der erweiterten Rotationsmatrix USKR˜NWU werden USKRNWU und
die Drehrate ωUSK,NWU benötigt.
USK
RNWU =
NWU
R
−1
USK =
NWU
R
T
USK =
 cos(ψ) sin(ψ) 0−sin(ψ) cos(ψ) 0
0 0 1
 (C.9)
ωUSK,NWU =
 00
−dψ
 (C.10)
Analog zu C.7 und gemäß C.11 und C.12 lassen sich USKR˜NWU und P
Target
Ego berechnen.

rx
ry
vx
vy
ax
ay

Target
Ego
=

cψ sψ 0 0 0 0
−sψ cψ 0 0 0 0
−sψ · dψ cψ · dψ cψ sψ 0 0
−cψ · dψ −sψ · dψ −sψ cψ 0 0
−cψ · dψ2 −sψ · dψ2 −2sψ · dψ 2cψ · dψ cψ sψ
sψ · dψ2 −cψ · dψ2 −2cψ · dψ −2sψ · dψ −sψ cψ

︸ ︷︷ ︸
USKR˜NWU
(
PTargetNWU −PEgoNWU
)
(C.11) ψdψ
ry

Target
Ego
=
 ψdψ
ry

Target
NWU
−
 ψdψ
rz

Ego
NWU
(C.12)
Nach diesen Rechenschritten liegt für jedes Referenzobjekt j ein Referenz-Zustandsvektor
P
Targetj
Ego vor. Diese Referenzobjekte werden zu einer Referenzobjektliste zusammenge-
fasst.
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D Messtechnik und
Versuchsfahrzeug
Das INS/DGPS-System ist modular aufgebaut und setzt sich aus:
• Messtechnik-Einheit: setzt sich aus der IMU, zwei Modems für den Empfang der
Korrekturdaten und einem WLAN-Router zusammen.
• Stromversorgung: besteht aus einer Fahrzeugbatterie und einer Batterie-Management
Einheit. Diese Einheit ist bei Fahrzeugen, die eine geeignete Stromversorgung zur
Verfügung stellen, optional.
• Rechnereinheit: Kern dieser Einheit ist ein Rechner, auf dem die Entwicklungs-
umgebung ADTF läuft. Dieser wird zur Messdatensammlung und Visualisierung
verwendet.
Abbildung D.1 zeigt den modularen Aufbau, sowie die Integration ins das Versuchsfahr-
zeug.
Rechner-Einheit
Messzechnik-
Einheit 
Stromversorgung
Abbildung D.1: Modulare Aufbau des INS/DGPS-Systems und Fahrzeugintegration
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E Checkliste für die Vorbereitung
des Referenzsystems
To Do Beschreibung Notizen 
O Checkliste ausgedruckt? Ist doch logisch! 
O Sitzschinenadapter in neue 5cm versetzte Bohrungen befestigt?  
O 
Sitzschinenadapter mit Unterlegscheiben und original Schrauben 
befestigt? 
 
O Schrauben des Sitzschinenadapter fest?  
O Stromversorgung von allen Komponenten in Ordnung (Dioden an)?  
O Sicherungen für Messtechnik-Einheit zum Ersatz eingepackt?  
O 
Alle Komponenten (WLAN, UHF, ASCOS,iTrace) in Messtechnik 
Einheit? 
 
O 
Steckverbindungen in der Messtechnik-Einheit auf Richtigkeit überprüft 
(GPS, WLAN, UHF, ASCOS)? 
 
O 
Steckverbindungen in der Messtechnik-Einheit gegen lockern mit 
Kabelbinder befestigt? 
 
O 
Nicht benötigte Steckverbindungen in der Messtechnik-Einheit gegen 
Kurzschluss isoliert? 
 
O 
USB-Verbindung je nach Verwendung angeschlossen? 
(Für Computer-Einheit USB-Buchse in Fahrtrichtung / Für anderen 
Computer oder Notebook USB-Buchse an Schalterseite anschliessen) 
 
O LEDs des ASCOS in Messtechnik-Einheit von außen sichtbar?  
O Messtechnik-Einheit an Winkel des Sitzschienenadapter ausgerichtet?  
O Messtechnik-Einheit an Sitzschienenadapter fest verschraubt?  
O Dachträger montiert?  
O Schrauben des Dachträger fest?   
O Antennen auf Dachträger fest?  
O Anschlüsse der Koaxialleitungen für die Antennen fest verschraubt?  
O 
Ist Dachträger in richtiger Richtung installiert? (WLAN-Richtantenne 
rechts ) 
 
O Wenn Energieversorgungs-Einheit benutzt: Batterie vollgeladen?  
O 
Wenn Energieversorgungs-Einheit benutzt: Batterie-Sicherungen 
überprüft? 
 
O 
Wenn Energieversorgungs-Einheit benutzt: Roter Hauptschalter an der 
richtigen Stellung? 
 
O Wenn Computer-Einheit benutzt: Korrekte Software installiert?    
O Alle verwendeten Einheiten korrekt mit befestigungsklammern fixiert?  
O 
Benötigte Harting-Stecker-Kabel angeschlossen? (Energieversorgungs-
Einheit->Messtechnik-Einheit  |  Messtechnik-Einheit-> Computer-
Einheit? ) 
 
O 
Wenn Energie aus Fahrzeug verwendet wird: Adapterkabel Messtechnik-
Einheit->Spannungsklemmen angeschlossen? 
 
 
Abbildung E.1: Checkliste für die Vorbereitung des Referenzsystems
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F Masterzeitgeber
Für die Verifikation der Zeitsynchronisierungsqualität des verwendeten INS/DGPS Sys-
tems wurde im Rahmen dieser Arbeit ein Masterzeitgeber entwickelt, der auch auf der
UTC Zeit basiert. Dieser setzt sich aus einem für Timing Anwendungen optimierten GPS
Module der Familie uBlox EVK-6T der Firma uBLOX 112 und einem 8-bit Mikrokontroler
113 zusammen. Das GPS Modul generiert bei jeder vollen UTC Sekunde einen Pulse (Pulse
per Second: PPS), welcher unmittelbar zum Mikrokontroler gesendet wird. Kurz danach
werden die Informationen über die UTC Zeit über eine serielle Schnittstelle übertragen, die
vom Mikrokontroller verarbeitet114 und in CAN-Botschaften umgewandelt werden. Beim
nächsten PPS werden die bereits vorbereiteten CAN-Botschaften vom Mikrokontroller
auf den CAN-Bus mit der höchsten Priorität gesendet, Diese signalisieren den anderen
Bus-Teilnehmern über die aktuelle UTC Zeit. Das Funktionsprinzip des Masterzeitgebers
ist in Abbildung F.1 gezeigt.
Algorithm-μC
Send ISR
Send timing message
 
Timing
Application GPS Module
+
GPS Antenna
RS232
PPS
Receive ISR
Create timing 
message
Abbildung F.1: Funktionsprinzip des Masterzeitgebers (ISR: Interrupt Service Routine)
112UBLOX (2011).
113AVR AT90CA128, ATMEL-AVR (2008).
114Dadurch, dass die Nutzdaten erst nach dem PPS ankommen, sind diese immer latenzbehaftet. Um disem
Effekt entgegenzuwirken, wird die Zeit der nächsten Sekunde im Voraus berechnet und vorbereitet.
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G INS/DGPS System
In dieser Arbeit wird das iTraceRT-F400-E INS/DGPS System der Firma iMAR Navi-
gation verwendet. Die Abbildungen G.1 und G.2 zeigen die technische Daten und die
Eigenschaften dieses Systems.
Abbildung G.1: iTrace-f400-E: technische Daten, IMAR-Navigation (2010)
Abbildung G.2: iTrace-f400-E, IMAR-Navigation (2010)
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H Validierungsansätze
H.1 Validierung der relativen Positionierung im
Stillstand
Für die Validierung der relativen Lokalisierung wird ein optisch-elektronisches Tachyme-
ter115, welches eine hochgenaue Distanz- und Winkelmessung ermöglicht, herangezogen.
Hierfür werden zwei mit dem INS/DGPS System ausgestattete Fahrzeuge relativ zuein-
ander positioniert und relativ zum Tachymeter vermessen. Daraus entstehen jeweils die
Ausrichtung und Position des jeweiligen Fahrzeugs relativ zum Tachymeter. Anschließend
wird die relative Lage der beiden Fahrzeuge bestimmt und mit den Messergebnissen des
Referenzsystems verglichen. Das Prinzip dieser Validierungsmethode ist in Abbildung H.1
dargestellt.
Abstand
. . .
. . .
Ego
Target
Abbildung H.1: Validierungsprinzip der relativen Positionierung im statischen Fall
In der Ausgangssituation liegen die Koordinaten EjEgo und T
i
Target ausgewählter Karosse-
riepunkte des Ego- und Zielfahrzeugs im jeweiligen Umfeldsensorkoordinatensystem vor.
115Kombination von optischen Theodolit und elektro-optischen Distanzmesser der Firma Leica Geosystems
(2008).
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Mithilfe der in 13.3.1 beschriebenen Vermessungsmethode werden die Punkte des Ziel-
fahrzeugs T iTarget ins Koordinatensystem des Egofahrzeugs transformiert. Somit entstehen
korrespondierende Punktmengen T iTarget und T
i
Ego. Hierbei handelt es sich um ein inverses
Koordinatentransformationsproblem, bei dem die Transformationsparameter, die T iTarget
in T iEgo gemäß H.1 überführen, bestimmt werden müssen. Die Transformationsmatrix
Ego
TTarget setzt sich dabei aus der Rotationsmatrix ERT 116 und dem Translationsvektor
tT,E zusammen.
T iEgo =
E
RT ·T iTarget + tT,E
=
[
R tT,E
0 1
]
︸ ︷︷ ︸
T
·T iTarget (H.1)
Um dieses Problem zu lösen, wird ein von Oltmann (2012) beschriebener Algorithmus, der
auf einer Singulärwertzerlegung einer aus der [R,t] Repräsentation abgeleiteten Matrix
basiert, verwendet.
In einem ersten Schritt werden die Schwerpunkte der Punktmengen mithilfe der arithme-
tischen Mittelwerte TarithEgo und TarithTarget berechnet.
TarithEgo =
1
n
n∑
i=1
T iEgo
TarithTarget =
1
n
n∑
i=1
T iTarget (H.2)
Danach werden die Koordinaten bezüglich der berechneten Schwerpunkte normiert:
T˜ iEgo = T
i
Ego − TarithEgo
T˜ iTarget = T
i
Target − TarithTarget (H.3)
Aus diesen normierten Koordinaten wird eine neue Matrix M gemäß H.4 gebildet.
M =
n∑
i=1
(
T˜ iEgo
)
·
(
T˜ iTarget
)Tr
(H.4)
Anschließend wird auf die Matrix M eine Singulärwertzerlegung angewendet.
SV D(M) = U ·S ·V T (H.5)
Die gesuchte Rotationsmatrix ERT errechnet sich aus dem Ergebnis der Singulärwertzer-
116Für die Lesbarkeit wird EgoRTarget mit ERT bezeichnet.
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legung gemäß H.6.
E
RT = U ·
1 0 00 1 0
0 0 det(U ·V T )
 ·V T (H.6)
Im zweidimensionalen Fall ist der Gierwinkel ψ um die Z-Achse für die relative Ausrich-
tung des Ego- und Zielfahrzeugs zueinander bestimmend. Dieser Winkel lässt sich aus der
Rotationsmatrix ERT gemäß H.8 bestimmen.
ψ = arctan
(
E
RT (2, 1)
ERT (1, 1)
)
(H.7)
Der Translationsvektor tT,E lässt sich durch die Umstellung der Transformationsgleichung
berechnen:
tT,E = TarithEgo − ERT ·TarithTarget (H.8)
Die somit gewonnenen Sollwerte für den Gierwinkel und den relativen Abstand können
für den Vergleich mit den Messergebnissen des Referenzsystems herangezogen werden.
H.2 Überprüfung der Messgenauigkeit im
dynamischen Fall
Für die Validierung der absoluten Positionierung des Referenzsystems im dynamischen
Fall wird ein Stereo-Kamera basiertes Validierungssystem, welches ursprünglich für die
Analyse von schnellen Bewegungsvorgängen verwendet wird, eingesetzt. Mithilfe von ko-
dierten Marken ist das Stereokamerabasierte System in der Lage, ein fahrendes Fahrzeug
zu detektieren und zu lokalisieren, sodass seine absolute GPS Position und Ausrichtung er-
mittelt und für den Vergleich mit den Messergebnissen des Referenzsystems herangezogen
werden können. Abbildung H.2 zeigt den Aufbau des stereokamerabasierten Validierungs-
systems.
Inbetriebnahme und Kalibrierung des Systems In einem ersten Schritt werden 4 ko-
dierte Marken (1-4) in Form eines Vierecks auf den Boden angebracht und befestigt. Die
absoluten GPS-Positionen dieser Marken werden mithilfe eines geodätischen Messsystems
bestimmt und in die Recheneinheit des Stereokamerabasierten Systems eingespeist. Nach
diesem Schritt ist das System in der Lage, sich relativ zum WGS84 Koordinatensystem
zu lokalisieren. In einem weiteren Schritt wird das mit dem Referenzsystem ausgestattete
Fahrzeug mit vier weiteren kodierten Marken auf dem Dach versehen, deren Positionen
mithilfe der in 13.3.1 vorgestellten Kalibriermethode relativ zum Fahrzeugkoordinaten-
system bestimmt werden. Diese Positionen werden ebenfalls in der Recheneinheit des
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Abbildung H.2: Aufbau des Stereo-Kamera basierten Validierungssystems
Stereokamerasystems für jedes zu untersuchende Referenzsystem hinterlegt.
Ablauf einer typischen Validierungsmessung Nachdem sich das Stereokamerasystem
mithilfe der statischen Marken kalibriert hat, wird auf ein Triggersignal gewartet, welches
das Durchfahren eines Fahrzeugs signalisiert. Dies geschieht mithilfe einer Lichtschranke,
die vom durchfahrenden Fahrzeug unterbrochen wird. Daraufhin startet das Stereoka-
merasystem unmittelbar die Bildaufnahme, deren Anfang mithilfe eines Time-Masters,
mit der UTC-Zeit gestempelt wird. Durch Vergleich der relativen Positionen und Aus-
richtungen der Fahrzeugmarken mit denen der statischen Marken können die absoluten
WGS84-Positionen und Ausrichtungen des Fahrzeugs ermittelt werden.
Für eine Online-Visualisierung und eine Sammlung der Messdaten, werden die Messer-
gebnisse des Stereokamerasystems an das Fahrzeug per WLAN übertragen, wo sie als
Messdaten eines fiktiven Zielobjekts interpretiert werden, sodass die Soll-Ist-Abweichung
direkt durch die gemäß C.2 berechneten relativen Messgrößen ermittelt werden kann.
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I Statische Referenzpunkte
(a) Referenzpunkt 1, std:0.019m
(b) Referenzpunkt 2, std:0.017m
(c) Referenzpunkt 3, std:0.016m
(d) Referenzpunkt 4, std:0.02m
Abbildung I.1: Übersicht der statischen Referenzpunkte
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