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Wstęp
Teoria procesów stochastycznych to jeden z najistotniejszych działów teorii
prawdopodobieństwa. Rozwój obu tych teorii przyczynił się do sformalizowania
wielu abstrakcyjnych pojęć matematyki teoretycznej, np. z zakresu teorii miary
i całki. Jednak nie mniejszą rolę procesy stochastyczne odgrywają przy budo-
waniu modeli probabilistycznych różnorakich zjawisk przyrodniczych czy ekono-
micznych.
W tej rozprawie będziemy zajmować się jedynie niewielkim fragmentem tej
teorii, jakim są kawałkami deterministyczne procesy Markowa (KDPM), a do-
kładniej semiukładami dynamicznymi ze skokami. Jest to niezwykle ważna klasa
procesów mająca liczne zastosowania, m. in. w modelowaniu procesów urodzin
i śmierci, ekspresji genu czy fragmentacji. KDPM to proces z czasem ciągłym
{X(t)}t­0, dla którego istnieje rosnący ciąg tzw. momentów skoków (tn). Pomię-
dzy dwoma kolejnymi skokami proces jest deterministyczny. Dokładną definicję
podamy w rozdziale 1.
Omawiane procesy Markowa badamy z wykorzystaniem teorii silnie ciągłych
półgrup nieujemnych operatorów zwężających {P (t)}t­0 (półgrupy podstochastycz-
ne) na przestrzeni L1 funkcji całkowalnych względem ustalonej miary m. Roz-
dział 2 poświęcimy na zdefiniowanie wielu niezbędnych nam pojęć, jak operatory
stochastyczne i gęstości niezmiennicze. Przywołamy także wyniki pozwalające po-
dać warunki dostateczne (oparte na [56, 57]) na istnienie i jednoznaczność gęstości
niezmienniczej dla operatorów przejścia. Przytoczymy również pojęcie półgrupy
podstochastycznej i zacytujemy twierdzenia o asymptotyce takich półgrup.
Problem istnienia gęstości niezmienniczych dla półgrup podstochastycznych
omówimy obszernie w rozdziale 3. Rozpoczniemy od twierdzenia perturbacyjnego
Kato-Voigta pozwalającego uzyskać tzw. półgrupę minimalną {P (t)}t­0. Korzy-
stając z wyników uzyskanych w [62] otrzymujemy, że dla łańcucha (X(tn))n­0
istnieje jedyny operator liniowy K (operator stochastyczny) na L1, który spełnia
warunek: jeżeli rozkład zmiennej losowej X(0) ma gęstość f , tzn.
Pr(X(0) ∈ B) =
∫
B
f(x)m(dx), B ∈ B(E),
to X(t1) ma gęstość Kf . Związki pomiędzy gęstościami niezmienniczymi operato-
ra K oraz gęstościami niezmienniczymi półgrupy minimalnej {P (t)}t­0 są głów-
nym tematem tego rozdziału. Kluczowe są tu twierdzenia 3.5 i 3.12, a wynikający
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z nich wniosek 3.14, jest naszym głównym narzędziem używanym w dowodzie
twierdzenia 4.2. Podaje ono warunki wystarczające na istnienie jedynej gęstości
niezmienniczej dla kawałkami deterministycznego procesu Markowa. Czytelnika
zachęcamy do porównania twierdzeń 3.5 i 3.12 (wraz z wnioskami 3.11 i 3.13)
z [20, twierdzeniami 1 i 2] oraz [51, twierdzeniem 5]. W naszych wynikach nie
musimy zakładać, że proces jest niewybuchający, a miary niezmiennicze, których
poszukujemy są absolutnie ciągłe. Ponadto, w [51] półgrupa podstochastyczna
jest uzyskiwana za pomocą twierdzenia Descha [24], które z naszego punktu wi-
dzenia jest szczególnym przypadkiem twierdzenia 3.1. Ta część rozprawy oparta
jest przede wszystkim na artykule [14].
Rozdział 4 poświęcimy zagadnieniu istnienia gęstości niezmienniczych dla se-
miukładów ze skokami. Jest to kluczowy problem dla wielu zastosowań procesów
stochastycznych [23, 48, 39]. Jednym z głównych wyników jest, wspomniane już,
twierdzenie 4.2. Oznaczmy symbolem Px rozkład procesu startującego w punkcie
X(0) = x. Jeżeli dla pewnego t > 0 i dla pewnego x ze zbioru o dodatniej mierze
m absolutnie ciągła składowa rozkładu Lebesgue’a miary Px(X(t) ∈ ·) jest nie-
trywialna, to półgrupa {P (t)}t­0 jest częściowo całkowa jak w [54]. Dzięki temu
możemy połączyć twierdzenie 4.2 z [54, twierdzeniem 2] (zacytowanym tu jako
twierdzenie 2.9) i uzyskać asymptotyczną stabilność półgrupy {P (t)}t­0 (twier-
dzenie 4.6), tzn. fakt, że gęstość X(t) zbiega do gęstości niezmienniczej w L1
niezależnie od gęstości X(0). Warto podkreślić, że dla tego wyniku warunek (4.3)
jest nie tylko wystarczający, ale i konieczny. W sekcji 4.2 podamy warunki do-
stateczne na istnienie gęstości niezmienniczych i częściową całkowość półgrupy
{P (t)}t­0 w formie ułatwiającej praktyczne zastosowanie, czyli zapisane za po-
mocą lokalnych charakterystyk semiukładów ze skokami. W końcowej sekcji roz-
działu 4 pokażemy jak w naszym języku zapisywać układy dynamiczne z losowym
przełączaniem (opisane w [54, 4, 10]). Uzyskamy jeden semiukład określony na
produkcie M × I, gdzie M jest pewnym podzbiorem Rd, a I jest skończonym lub
przeliczalnym zbiorem wskaźników. Również ten rozdział powstał na podstawie
publikacji [14].
W ostatnich dwóch rozdziałach zaprezentujemy sposób zastosowania naszych
wyników do analizy modeli biologicznych. Będzie to dwuwymiarowy model eks-
presji genu z tzw. burstingiem (rozdział 5) oraz proces fragmentacji (rozdział 6).
Rozdział 5 prezentuje wyniki pochodzące z [14], natomiast rozdział 6 oparty jest
na publikacji [15]. Nasz warsztat może być więc stosowany przy analizie procesów
biologicznych opisanych za pomocą KDPM, jak np. w [31, 41, 42, 43] dla ekspresji
genu z tzw. burstingiem, w [40, 16, 69, 59] do dynamiki z przełączeniami czy w
innych przypadkach [58].
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Rozdział 1
Wprowadzenie
Badamy klasę kawałkami deterministycznych procesów Markowa KDPM, któ-
re nazywamy semiukładami dynamicznymi ze skokami. Zgodnie z definicją w
[22, 23] KDPM bez aktywnych barier jest określony przez trzy lokalne charak-
terystyki (pi, ϕ,P), gdzie pi jest semiukładem opisującym deterministyczne części
procesu, ϕ(x) jest intensywnością skoku z x, a P(x, ·) jest rozkładem stanu osią-
gniętego przez ten skok. Rozpatrujemy semiukłady dynamiczne czy po prostu
semiukłady, które uzyskujemy jako rozwiązania równań różniczkowych zwyczaj-
nych
(1.1) x′(t) = g(x(t)),
gdzie g : Rd → Rd jest odwzorowaniem ciągłym i (lokalnie) lipschitzowskim.
Załóżmy, że E jest takim borelowskim podzbiorem Rd, że dla każdego x0 ∈ E
rozwiązanie x(t) równania (1.1) z warunkiem początkowym x(0) = x0 istnieje, a
ponadto x(t) ∈ E dla wszystkich t ­ 0. Oznaczmy to rozwiązanie jako pitx0. Wów-
czas odwzorowanie (t, x0) 7→ pitx0 jest borelowskie i spełnia zależność pi0x = x,
pit+sx = pit(pisx) dla x ∈ E, s, t ∈ R+. Natomiast mówiąc o skokach rozpatrujemy
rodzinę odwzorowań mierzalnych Tθ : E → E, θ ∈ Θ, gdzie Θ jest przestrzenią
metryczną z miarą borelowską ν oraz rodzinę funkcji mierzalnych pθ : E → [0,∞),
θ ∈ Θ, spełniających ∫
Θ
pθ(x)ν(dθ) = 1, x ∈ E,
tak, że jądro stochastyczne P jest postaci
(1.2) P(x,B) =
∫
Θ
1B(Tθ(x))pθ(x)ν(dθ), x ∈ E,
dla B ∈ B(E), gdzie B(E) jest σ-ciałem zbiorów borelowskich na E. W uprosz-
czeniu oznacza to, że jeśli wartość procesu wynosi x, to z prawdopodobień-
stwem pθ(x) wykonamy skok do punktu Tθ(x). Zakładamy, że odwzorowania
(θ, x) 7→ Tθ(x) i (θ, x) 7→ pθ(x) są mierzalne, a zatem jądro stochastyczne okre-
ślone w (1.2) jest dobrze zdefiniowane, a funkcja intensywności ϕ : E → [0,∞)
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jest mierzalna oraz
(1.3) lim
t→∞
∫ t
0
ϕ(pisx)ds = +∞ dla wszystkich x ∈ E.
Opiszemy teraz krótko konstrukcję KDPM {X(t)}t­0 o charakterystykach
(pi, ϕ,P) (szczegóły np. w [22, 23]). Zdefiniujmy funkcję
(1.4) Fx(t) = 1− exp{−
∫ t
0
ϕ(pisx)ds}, t ­ 0, x ∈ E,
i zauważmy, że założenia nałożone na ϕ implikują, że Fx jest dystrybuantą nie-
ujemnej i skończonej zmiennej losowej dla każdego x ∈ E. Niech t0 = 0 oraz niech
X(0) = X0 będzie zmienną losową o wartościach w E. Dla każdego n ­ 1 możemy
wybrać nty moment skoku tn jako nieujemną zmienną losową spełniającą
Pr(tn − tn−1 ¬ t|Xn−1 = x) = Fx(t), t ­ 0.
Zdefiniujmy
X(t) =
{
pit−tn−1(Xn−1) dla tn−1 ¬ t < tn,
Xn dla t = tn,
gdzie nte położenie Xn po skoku jest taką zmienną losową o wartościach w zbiorze
E, że
Pr(Xn ∈ B|X(tn−) = x) = P(x,B),
oraz X(tn−) = limt↑tn X(t) = pitn−tn−1(Xn−1). W ten sposób trajektoria procesu
jest zdefiniowana dla wszystkich t < t∞ := limn→∞ tn, a t∞ nazywamy czasem
wybuchu. Aby rozszerzyć definicję dla dowolnego czasu t przyjmijmy X(t) = ∆
dla t ­ t∞, gdzie ∆ /∈ E jest pewnym dodatkowym stanem reprezentującym
tzw. punkt cmentarny (cemetery point) procesu. KDPM {X(t)}t­0 nazywamy
minimalnym KDPM odpowiadającym (pi, ϕ,P). Mówimy, że jest niewybuchający
jeżeli Px(t∞ = ∞) = 1 dla m-prawie wszystkich (m-p.w.) x ∈ E, gdzie Px
jest rozkładem procesu startującego w X(0) = x. Operator wartości oczekiwanej
względem rozkładu Px oznaczamy Ex.
Zagadnienie istnienia i jednoznaczności niezmienniczej miary probabilistycz-
nej dla procesu {X(t)}t­0 w porównaniu do podobnego problemu dla łańcucha
(X(tn))n­0 był omawiany w [20] w kontekście ogólnych KDPM z barierami i pod
pewnymi technicznymi założeniami. Czytelnika odsyłamy również do [26, 21],
gdzie poruszany jest temat równoważności pomiędzy własnościami stabilnościo-
wymi procesów ciągłych oraz związanych z nimi procesów dyskretnych. W niniej-
szej rozprawie skupiamy się na istnieniu absolutnie ciągłych miar niezmienniczych
oraz używamy wyników uzyskanych w [62]. Z tego powodu musimy założyć, że
semiukład {pit}t­0 spełnia warunek pit(E) ⊆ E dla wszystkich t ­ 0 (co impli-
kuje, że nie ma aktywnych barier) oraz że jądro stochastyczne P opisujące skoki
wyznacza operator przejścia P na L1 (patrz (2.1)) i w ten sposób możemy użyć
[62, twierdzenia 5.2]. W szczególności jądro P , określone jak w (1.2) pozwala
skonstruować wiele interesujących przykładów.
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Rozdział 2
Operatory i półgrupy
podstochastyczne
2.1 Operatory podstochastyczne
Niech (E, E ,m) będzie σ-skończoną przestrzenią mierzalną. Rozważać będzie-
my przestrzeń funkcji całkowalnych L1 = L1(E, E ,m). Oznaczmy przez D(m) ⊂
L1 zbiór wszystkich gęstości na E, tzn.
D(m) = {f ∈ L1+ : ‖f‖ = 1}, gdzie L1+ = {f ∈ L1 : f ­ 0},
a ‖ · ‖ oznacza normę w L1:
‖f‖ =
∫
E
|f(x)|m(dx), f ∈ L1.
Operator liniowy P : L1 → L1 taki, że P (D(m)) ⊆ D(m) nazywamy stochastycz-
nym lub Markowa [39]. Nazywamy go podstochastycznym, jeżeli P jest nieujemną
kontrakcją, tzn. Pf ­ 0 oraz ‖Pf‖ ¬ ‖f‖ dla wszystkich f ∈ L1+.
Niech P : E×E → [0, 1] będzie (stochastycznym) jądrem przejścia, tzn. P(x, ·)
jest miarą probabilistyczną dla każdego x ∈ E, a funkcja x 7→ P(x,B) jest
mierzalna dla każdego B ∈ E oraz niech P będzie operatorem stochastycznym na
L1. Jeżeli
(2.1)
∫
E
P(x,B)f(x)m(dx) =
∫
B
Pf(x)m(dx)
dla wszystkich B ∈ E , f ∈ D(m), to P nazywamy operatorem przejścia odpowia-
dającym P .
Operator stochastyczny P na L1 nazywamy częściowo całkowym, jeżeli istnieje
taka funkcja mierzalna p : E × E → [0,∞), że∫
E
∫
E
p(x, y)m(dx)m(dy) > 0 i Pf(x) ­
∫
E
p(x, y)f(y)m(dy)
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dla m-p.w. x ∈ E i dla każdej gęstości f . Jeśli p dodatkowo spełnia∫
E
p(x, y)m(dy) > 0
dla m-p.w. x ∈ E, to P nazywamy operatorem preharrisowskim.
Przypomnijmy, że mierzalne odwzorowanie T : E → E nazywamy niesingu-
larnym względem m, gdy miara m◦T−1 jest absolutnie ciągła względem miary m,
tzn. m(T−1(B)) = 0 dla m(B) = 0. Jeżeli T : E → E jest niesingularne, wówczas
istnieje jedyny operator stochastyczny T̂ : L1 → L1 spełniający∫
B
T̂ f(x)m(dx) =
∫
T−1(B)
f(x)m(dx)
dla wszystkich B ∈ E i f ∈ D(m). Operator T̂ zwykle jest nazywany [39] opera-
torem Frobeniusa-Perrona związanym z T .
Przykład 2.1. Jeżeli T : E → E jest różnowartościowe i niesingularne względem
miary m, to
T̂ f(x) = 1T (E)(x)f(T−1(x))
d(m ◦ T−1)
dm
(x) dla m-p.w. x ∈ E,
gdzie d(m ◦ T−1)/dm jest pochodną Radona-Nikody´ma miary m ◦ T−1 względem
miary m:
m(T−1(B)) =
∫
B
d(m ◦ T−1)
dm
(x)m(dx), B ∈ E .
Przykład 2.2 (Iterowany układy funkcyjny). Niech T1, . . . , Tn będą niesingular-
nymi przekształceniami przestrzeni E oraz niech p1(x), . . . , pn(x) będą takimi
nieujemnymi funkcjami mierzalnymi określonymi na E, że p1(x)+ · · ·+pn(x) = 1
dla każdego x ∈ E. Weźmy punkt x. Wybierzmy przekształcenie Ti z prawdo-
podobieństwem pi(x). Położenie punktu x po zadziałaniu układu jest określone
przez Ti(x). Zatem rozpatrujemy następujące jądro przejścia
P(x,B) =
n∑
i=1
pi(x)δTi(x)(B)
dla wszystkich x ∈ E oraz zbiorów mierzalnych B. Jeżeli f ∈ D(m) to
∫
E
P(x,B)f(x)m(dx) =
n∑
i=1
∫
T−1i (B)
pi(x)f(x)m(dx) =
n∑
i=1
∫
B
T̂i(pif)(x)m(dx),
gdzie T̂1, . . . , T̂n są operatorami Frobeniusa-Perrona związanymi odpowiednio z
T1, . . . , Tn. Wówczas stochastyczny operator przejścia na L1 odpowiadający P
jest postaci
Pf =
n∑
i=1
T̂i(pif).
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Przykład 2.3. Rozważmy rodzinę mierzalnych przekształceń Tθ : E → E, θ ∈ Θ,
gdzie Θ jest przestrzenią metryczną z miarą borelowską ν, oraz rodzinę funkcji
mierzalnych pθ : E → [0,∞), θ ∈ Θ spełniającą∫
Θ
pθ(x)ν(dθ) = 1, x ∈ E,
tak, że jądro stochastyczne P jest postaci (1.2). Jeżeli f ∈ D(m) to∫
E
P(x,B)f(x)m(dx) =
∫
E
∫
Θ
1B(Tθ(x))pθ(x)ν(dθ)f(x)m(dx)
=
∫
Θ
∫
E
1B(Tθ(x))pθ(x)f(x)m(dx)ν(dθ)
=
∫
Θ
∫
E
1B(x)T̂θ(pθf)(x)m(dx)ν(dθ)
=
∫
E
1B(x)
∫
Θ
T̂θ(pθf)(x)ν(dθ)m(dx),
gdzie T̂θ jest operatorem Frobeniusa-Perrona związanym z Tθ. Wówczas stocha-
styczny operator przejścia P odpowiadający P , jak w (1.2), jest postaci
(2.2) Pf =
∫
Θ
T̂θ(pθf)ν(dθ), f ∈ L1.
Możemy rozszerzyć operator podstochastyczny P poza przestrzeń L1 w nastę-
pujący sposób. Jeżeli 0 ¬ fn ¬ fn+1, fn ∈ L1, n ∈ N, wówczas fn jest punktowo
p.w.-zbieżny, a jego granicę oznaczamy supn fn. Dla f ­ 0 definiujemy
Pf = sup
n
Pfn dla f = sup
n
fn, fn ∈ L1+.
Zauważmy, że Pf jest niezależny od konkretnego ciągu przybliżeń fn oraz, że Pf
może być nieskończony (patrz np. [30, str. 6]). Ponadto, jeżeli P jest operatorem
przejścia odpowiadającym P , to własność (2.1) jest zachowana dla wszystkich
nieujemnych i mierzalnych f .
2.2 Gęstości niezmiennicze
Nieujemną, mierzalną funkcję f∗ nazywamy podniezmienniczą (niezmienniczą)
dla operatora podstochastycznego P , gdy Pf∗ ¬ f∗ (Pf∗ = f∗). Zauważmy, że
jeżeli f∗ jest podniezmienniczą gęstością dla operatora stochastycznego P , to f∗
jest niezmiennicza dla P . Istotnie, jeżeli f∗ jest podniezmiennicza dla operatora
P , to f∗ − Pf∗ ­ 0. Funkcja f∗ jest gęstością, a P jest stochastyczny, więc∫
E
(f∗(x)− Pf∗(x))m(dx) = ‖f∗‖ − ‖Pf∗‖ = 0.
Zatem f∗ = Pf∗.
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Operator podstochastyczny P nazywamy średnio ergodycznym gdy
lim
N→∞
1
N
N−1∑
n=0
P nf istnieje dla wszystkich f ∈ L1
i asymptotycznie stabilnym gdy istnieje taka gęstość niezmiennicza f∗, że
lim
n→∞ ‖P
nf − f∗‖ = 0 dla f ∈ D(m).
Zauważmy, że operator asymptotycznie stabilny jest średnio ergodyczny. Jeżeli
operator podstochastyczny ma gęstość podniezmienniczą f∗ oraz f∗ > 0 p.w., to
operator ten jest średnio ergodyczny (patrz np. [36, lemat 1.1, twierdzenie 1.1]).
Mówimy, że operator stochastyczny jest ściśle średnio ergodyczny, jeżeli ist-
nieje taka gęstość niezmiennicza f∗, że
(2.3) lim
N→∞
1
N
N−1∑
n=0
P nf = f∗‖f‖ dla wszystkich f ∈ L1+.
W szczególności, gdy P ma jedyną gęstość niezmienniczą f∗ oraz f∗ > 0 p.w., to
P jest ściśle średnio ergodyczny (patrz np. [39, twierdzenie 5.2.2]). Również ope-
rator asymptotycznie stabilny jest ściśle średnio ergodyczny. Ponadto, poniższy
wynik pokazuje, że operator o tej własności nie może mieć niecałkowalnej funkcji
podniezmienniczej. Dla dowolnej mierzalnej funkcji f nośnik f jest określony jako
supp f = {x ∈ E : f(x) 6= 0},
z dokładnością do zbiorów miary m zero.
Lemat 2.1. Załóżmy, że operator stochastyczny P jest ściśle średnio ergodyczny
z gęstością niezmienniczą f∗. Jeżeli f˜∗ jest podniezmiennicza dla P i m(supp f∗∩
{x : f˜∗(x) <∞}) > 0, to f˜∗ ∈ L1.
Dowód. Dla dowodu nie wprost załóżmy, że f˜∗ 6∈ L1. Ponieważ m(supp f˜∗) > 0,
możemy zdefiniować domkniętą podprzestrzeń przestrzeni L1 następująco
L1∗ = {f ∈ L1 : supp f ⊆ supp f˜∗}.
Przyjmijmy oznaczenie
(f ∧ g)(x) = inf{f(x), g(x)}, x ∈ L1.
Dla dowolnej funkcji f ∈ L1+ spełniającej warunek supp f ⊆ supp f˜∗ zdefiniujmy
funkcję fk jako
fk = f ∧ kf˜∗, k ∈ N
i zauważmy, że limk→∞ fk = f oraz
P (f ∧ kf˜∗) ¬ kf˜∗, k ∈ N.
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Oznaczając Pf = limk→∞ P (fk) otrzymujemy Pf(x) = 0, jeśli tylko f˜∗(x) = 0.
A zatem P (L1∗) ⊆ L1∗. Operator P jest stochastyczny, więc supp f∗ ⊆ supp f˜∗.
Miaram jest σ-skończona, z czego wynika, że istnieje taki wstępujący ciąg zbiorów
Bl, l ­ 1, że Bl ⊆ supp f˜∗, m(Bl) <∞ dla wszystkich l ­ 1 oraz
supp f˜∗ =
⋃
l­1
Bl.
Zdefiniujmy teraz następująco rodzinę funkcji fk,l
fk,l = f˜∗ ∧ k1Bl , k, l ­ 1
i zauważmy, że limk→∞ fk,l = f˜∗1Bl dla l ­ 1. Z podniezmienniczości funkcji f˜∗
mamy
P nfk,l ¬ P nf˜∗ ¬ f˜∗, n ∈ N.
Łącząc powyższą zależność z faktem, że operator P jest ściśle średnio ergodyczny
otrzymujemy
f˜∗ ­ lim inf
N→∞
1
N
N−1∑
n=0
P nf˜∗ ­ lim inf
N→∞
1
N
N−1∑
n=0
P nfk,l = f∗‖fk,l‖, k, l ­ 1.
Stosując twierdzenie Lebesgue’a o zbieżności monotonicznej uzyskujemy
lim
k→∞
‖fk,l‖ =
∫
E
lim
k→∞
fk,l(x)m(dx) =
∫
Bl
f˜∗(x)m(dx), l ∈ N.
Wykorzystując fakt, że ciąg zbiorów Bl jest wstępujący i uwzględniając hipotezę
nie wprost dostajemy
lim
l→∞
∫
Bl
f˜∗(x)m(dx) =
∫
supp f˜∗
f˜∗(x)m(dx) = +∞,
co prowadzi do sprzeczności z założeniem m(supp f∗ ∩ {x : f˜∗(x) <∞}) > 0.
Aby dowieść, że operator ma jednoznacznie wyznaczoną, ściśle dodatnią gę-
stość niezmienniczą użyjemy podejścia zaprezentowanego w [56, 57]. Operator
stochastyczny P nazywamy wymiatającym ze zbioru B ∈ E gdy
lim
n→∞
∫
B
P nf(x)m(dx) = 0 dla wszystkich f ∈ D(m).
Niech E∗ ⊂ E będzie daną rodziną mierzalnych podzbiorów zbioru E. Opera-
tor stochastyczny P nazywamy wymiatającym z rodziny zbiorów E∗ gdy P jest
wymiatający z każdego zbioru B ∈ E∗.
Z lematu 2 oraz twierdzenia 2 z [56] otrzymujemy następujący wynik. Jego
uogólnienia można znaleźć w [55].
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Twierdzenie 2.2. Niech E będzie przestrzenią metryczną oraz niech E = B(E)
będzie σ-ciałem zbiorów borelowskich przestrzeni E. Załóżmy, że P jest operato-
rem przejścia odpowiadającym stochastycznemu jądru przejścia P spełniającym
następujące warunki:
(a) nie ma zbiorów P -pochłaniających, tzn., nie istnieje taki zbiór B ∈ E, że
m(B) > 0, m(E \B) > 0 oraz P(x,B) ­ 1B(x) dla m-p.w. x ∈ E,
(b) dla każdego x0 ∈ E istnieją takie δ > 0, nieujemna funkcja mierzalna η
spełniająca
∫
η(y)m(dy) > 0 oraz dodatnia liczba całkowita n, że
Pn(x,B) ­ 1B(x0,δ)(x)
∫
B
η(y)m(dy)
dla m-p.w. x ∈ E i dla wszystkich B ∈ B(E), gdzie B(x0, δ) jest kulą o środku
w x0 i promieniu δ.
Wówczas albo P jest wymiatający ze zbiorów zwartych w E albo P ma gęstość
niezmienniczą f∗. W drugim przypadku f∗ jest wyznaczona jednoznacznie i f∗ > 0
p.w.
Aby wykluczyć wymiatanie możemy zastosować warunek typu Fostera-Lapu-
nowa [48, 53].
Lemat 2.3. Niech P będzie operatorem przejścia odpowiadającym stochastyczne-
mu jądru przejścia P. Załóżmy, że zachodzi następujący warunek:
(c) istnieją zbiór B0, dwie dodatnie stałe c1, c2 i nieujemna funkcja mierzalna V
taka, że m(x : V (x) <∞) > 0 oraz
(2.4)
∫
E
V (y)P(x, dy) ¬ V (x)− c1 + c21B0(x), x ∈ E.
Wówczas
lim inf
N→∞
1
N
N−1∑
n=0
∫
B0
P nf(x)m(dx) ­ c1
c2
> 0
dla wszystkich takich f ∈ D(m), że ∫E V (x)f(x)m(dx) < ∞. W szczególności P
nie jest wymiatający ze zbioru B0.
Dowód. Przedstawimy dowód w oparciu o [60]. Operator P jest stochastyczny,
więc dla dowolnej gęstości f mamy P nf ∈ D(m), n ­ 0. Pokażemy najpierw, że∫
E V (x)P
nf(x)m(dx) <∞, n ­ 0 oraz
(2.5) c2
∫
B0
P nf(x)m(dx) ­ c1 +
∫
E
V (x)(P n+1f(x)− P nf(x))m(dx), n ­ 0.
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Istotnie, stosując własność (2.1) oraz założenie (2.4) do dowolnej gęstości f otrzy-
mujemy∫
E
V (x)Pf(x)m(dx) =
∫
E
∫
E
V (y)P(x, dy)f(x)m(dx)
¬
∫
E
V (x)f(x)m(dx)− c1 + c2
∫
B0
f(x)m(dx).
Stąd i z faktu, że
∫
E V (x)f(x)m(dx) <∞ wnioskujemy, że∫
E
V (x)Pf(x)m(dx) <∞
oraz
c2
∫
B0
f(x)m(dx) ­ c1 +
∫
E
V (x)(Pf(x)− f(x))m(dx).
Teraz wystarczy przeprowadzić rozumowanie indukcyjne. Sumując stronami nie-
równość (2.5) i dzieląc przez N i przez c2 uzyskujemy
1
N
N−1∑
n=0
∫
B0
P nf(x)m(dx) ­ c1
c2
+
1
c2N
∫
E
V (x)(PNf(x)− f(x))m(dx).
Funkcja V jest nieujemna, więc szacujemy
1
N
N−1∑
n=0
∫
B0
P nf(x)m(dx) ­ c1
c2
− 1
c2N
∫
E
V (x)f(x)m(dx),
co daje
lim inf
n→∞
1
N
N−1∑
n=0
∫
B0
P nf(x)m(dx) ­ c1
c2
> 0.
W dalszej części przeprowadzimy dowód nie wprost. Przypuśćmy więc, że dla
dowolnej gęstości f mamy
lim
n→∞
∫
B0
P nf(x)m(dx) = 0.
Zatem
lim
n→∞
1
N
N−1∑
n=0
∫
B0
P nf(x)m(dx) = 0,
co przeczy temu, że c1
c2
> 0.
Niech E∗ ⊂ E będzie daną rodziną mierzalnych podzbiorów zbioru E. Mówimy,
że nieujemna i mierzalna funkcja f∗ jest lokalnie całkowalna względem E∗ jeśli∫
B
f∗(x)m(dx) <∞ dla wszystkich B ∈ E∗.
Lemat 2.4 ([56, wniosek 3]). Załóżmy, że P jest stochastycznym operatorem
preharrisowskim bez gęstości niezmienniczej. Jeżeli P posiada taką funkcję pod-
niezmienniczą f∗, że f∗ > 0 p.w. i f∗ jest lokalnie całkowalna względem rodziny
E∗, to operator P jest wymiatający z rodziny zbiorów E∗.
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2.3 Półgrupy operatorów
Rodzinę podstochastycznych (stochastycznych) operatorów {P (t)}t­0 na prze-
strzeni L1, która jest C0-półgrupą, tzn.
(1) P (0) = I (operator identycznościowy);
(2) P (t+ s) = P (t)P (s) dla każdych s, t ­ 0;
(3) Dla każdej f ∈ L1 odwzorowanie t 7→ P (t)f jest ciągłe: dla każdego s ­ 0
lim
t→s+
‖P (t)f − P (s)f‖ = 0;
nazywamy półgrupą podstochastyczną (stochastyczną).
Niech {P (t)}t­0 będzie półgrupą podstochastyczną na L1. Generatorem infini-
tezymalnym półgrupy {P (t)}t­0 jest z definicji operator A z dziedziną D(A) ⊂ L1
określony następująco
D(A) = {f ∈ L1 : lim
t↓0
1
t
(P (t)f − f) istnieje},
Af = lim
t↓0
1
t
(P (t)f − f), f ∈ D(A).
Operator A jest domknięty, a D(A) jest zbiorem gęstym w L1. Jeżeli dla pewnej
liczby rzeczywistej λ operator λ − A := λI − A jest różnowartościowy, na, oraz
(λ−A)−1 jest ograniczonym operatorem liniowym, wówczas mówimy, że λ należy
do zbioru rezolwenty ρ(A), a R(λ,A) := (λ−A)−1 nazywamy rezolwentą operatora
A w punkcie λ. Jeżeli A jest generatorem półgrupy podstochastycznej {P (t)}t­0,
to (0,∞) ⊂ ρ(A) i otrzymujemy całkową reprezentację
R(λ,A)f =
∫ ∞
0
e−λsP (s)f ds dla f ∈ L1.
Operator λR(λ,A) jest podstochastyczny oraz R(µ,A)f ¬ R(λ,A)f dla µ > λ >
0, f ∈ L1+. Dla ogólnej teorii półgrup podstochastycznych odsyłamy do [7, 58].
Dla danego operatora (A,D(A)) symbolami ker(A) oraz Im(A) oznaczać bę-
dziemy odpowiednio jądro oraz obraz tego operatora. Mamy
ker(A) = {f ∈ D(A) : Af = 0}, Im(A) = {Af : f ∈ D(A)}.
Lemat 2.5. Niech {P (t)}t­0 będzie półgrupą podstochastyczną z generatorem
(A,D(A)) oraz niech f ∈ L1. Wówczas następujące warunki są równoważne:
(1) P (t)f = f dla wszystkich t > 0,
(2) f ∈ ker(A),
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(3) λR(λ,A)f = f dla pewnego λ > 0 (dla wszystkich λ > 0).
Dowód. Jeżeli P (t)f = f dla wszystkich t > 0, to
lim
t→0
1
t
(P (t)f − f) = 0,
czyli f ∈ D(A) i Af = 0, a implikację odwrotną otrzymujemy z warunku
(2.6) P (t)f = f +
∫ t
0
P (s)Afds
zachodzącego dla wszystkich f ∈ D(A) oraz t > 0.
Jako, że
(2.7) AR(λ,A)f = λR(λ,A)f − f
dla wszystkich f ∈ L1, to AR(λ,A)f = 0 oraz R(λ,A)f ∈ D(A), czyli f =
λR(λ,A)f ∈ D(A) i Af = λAR(λ,A)f = 0. Z całkowej reprezentacji operatora
rezolwenty oraz z (1) wnosimy, że zachodzi (3) dla wszystkich λ > 0.
Podamy teraz charakteryzację elementów z obrazu generatora.
Twierdzenie 2.6 ([38, twierdzenie 3.1]). Niech (A,D(A)) będzie generatorem
półgrupy podstochastycznej {P (t)}t­0. Wówczas
Im(A) = {f ∈ L1 : sup
t­0
∥∥∥∫ t
0
P (s)f ds
∥∥∥ <∞}
W oparciu o [67, rozdział VIII.4] udowodnimy następujący rezultat.
Lemat 2.7. Niech {P (t)}t­0 będzie półgrupą podstochastyczną z generatorem
(A,D(A)). Wówczas f ∈ Im(A) wtedy i tylko wtedy, gdy
(2.8) lim
λ↓0
λR(λ,A)f = 0.
Dowód. Jeżeli spełnione jest (2.8), to
lim
λ↓0
‖f − AR(λ,A)f‖ = lim
λ↓0
‖λR(λ,A)f‖ = 0,
czyli f ∈ Im(A). Załóżmy teraz, że dla ustalonego ε > 0 znajdziemy takie g ∈
Im(A), że ‖f − g‖ ¬ ε. Skoro operator λR(λ,A) jest podstochastyczny, to
‖λR(λ,A)f‖ ¬ ‖λR(λ,A)g‖+ ‖λR(λ,A)(f − g)‖ ¬ ‖λR(λ,A)g‖+ ε.
Z drugiej strony, znajdziemy takie g1 ∈ D(A), że g = Ag1. Jako że
‖λR(λ,A)g‖ = ‖λ(λR(λ,A)g1 − g1)‖ ¬ 2λ‖g1‖,
to otrzymujemy
lim sup
λ↓0
‖λR(λ,A)f‖ ¬ ε,
co, wobec dowolności ε, kończy dowód.
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2.4 Asymptotyka półgrup
Mówimy, że nieujemna i mierzalna funkcja jest podniezmiennicza (niezmienni-
cza) dla półgrupy podstochastycznej {P (t)}t­0 jeżeli jest podniezmiennicza (nie-
zmiennicza) dla każdego operatora P (t).
Lemat 2.8 ([39, wniosek 7.12.1]). Niech {P (t)}t­0 będzie półgrupą stochastyczną.
Jeżeli dla pewnego s > 0 operator P (s) ma gęstość niezmienniczą f∗, to
f˜∗ =
1
s
∫ s
0
P (t)f∗dt
jest gęstością niezmienniczą dla półgrupy {P (t)}t­0.
Półgrupę stochastyczną {P (t)}t­0 nazywamy asymptotycznie stabilną jeżeli
ma taką gęstość niezmienniczą f∗, że
lim
t→∞ ‖P (t)f − f∗‖ = 0 dla wszystkich f ∈ D(m),
natomiast częściowo całkową, jeżeli dla pewnego s > 0, operator P (s) jest czę-
ściowo całkowy.
Twierdzenie 2.9 ([54, twierdzenie 2]). Niech {P (t)}t­0 będzie częściowo całkową
półgrupą stochastyczną. Załóżmy, że półgrupa {P (t)}t­0 ma tylko jedną gęstość
niezmienniczą f∗. Jeżeli f∗ > 0 p.w., to półgrupa {P (t)}t­0 jest asymptotycznie
stabilna.
Uogólnienia twierdzenia 2.9 można znaleźć w [55] jak również w [58]. Zauważ-
my, że jeśli półgrupa {P (t)}t­0 jest asymptotycznie stabilna, to dla każdego s > 0
operator P (s) jest ściśle średnio ergodyczny. Zatem z wniosku 2.1 wynika
Wniosek 2.10. Załóżmy, że półgrupa stochastyczna {P (t)}t­0 jest asymptotycz-
nie stabilna z gęstością niezmienniczą f∗. Jeżeli f˜∗ jest podniezmiennicza wzglę-
dem {P (t)}t­0 oraz m(supp f∗ ∩ {x : f˜∗(x) <∞}) > 0, to f˜∗ ∈ L1.
Półgrupę stochastyczną {P (t)}t­0 nazywamy wymiatającą ze zbiorów rodziny
E∗ jeśli
lim
t→∞
∫
B
P (t)f(x)m(dx) = 0 dla wszystkich f ∈ D(m), B ∈ E∗.
Twierdzenie 2.11 ([39, twierdzenie 7.11.1]). Niech E∗ ⊂ E będzie rodziną zbio-
rów mierzalnych, a {P (t)}t­0 półgrupą stochastyczną. Jeżeli dla pewnego s > 0
operator P (s) jest wymiatający ze zbiorów rodziny E∗, to półgrupa {P (t)}t­0 jest
wymiatająca ze zbiorów rodziny E∗.
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Półgrupę podstochastyczną {P (t)}t­0 nazywamy silnie stabilną jeżeli
lim
t→∞P (t)f = 0 dla wszystkich f ∈ L
1.
Zauważmy, że półgrupa stochastyczna nie może być silnie stabilna, gdyż zacho-
wuje normę elementów nieujemnych. Twierdzenie ergodyczne dla półgrup oraz
addytywność normy w L1 dają następującą charakteryzację (zobacz [19, twier-
dzenia 2.1, 7.7]).
Twierdzenie 2.12 ([19]). Niech {P (t)}t­0 będzie półgrupą podstochastyczną na
L1 z generatorem (A,D(A)). Wówczas {P (t)}t­0 jest silnie stabilna wtedy i tylko
wtedy, gdy Im(A) jest gęsty w L1.
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Rozdział 3
Istnienie gęstości
niezmienniczych dla półgrup
stochastycznych
3.1 Twierdzenie perturbacyjne Kato
W tej części rozważamy problem istnienia gęstości niezmienniczych dla pół-
grup podstochastycznych na L1. Przywołajmy najpierw kilka oznaczeń oraz uogól-
nienie twierdzenia perturbacyjnego Kato [35].
W całym tym rozdziale zakładamy, że P jest operatorem stochastycznym
na L1, ϕ : E → [0,∞) jest funkcją mierzalną oraz, że {S(t)}t­0 jest półgrupą
podstochastyczną z takim generatorem (A,D(A)), że
(3.1) D(A) ⊆ L1ϕ i
∫
E
Af(x)m(dx) = −
∫
E
ϕ(x)f(x)m(dx)
dla f ∈ D(A)+ = D(A) ∩ L1+, gdzie
L1ϕ = {f ∈ L1 :
∫
E
ϕ(x)|f(x)|m(dx) <∞}.
Naszym punktem wyjścia będzie następujący wynik generowania [35, 64, 2, 5, 7]
dla operatora
(3.2) Gf = Af + P (ϕf) dla f ∈ D(A).
Twierdzenie 3.1. Istnieje taka półgrupa podstochastyczna {P (t)}t­0 na L1, że
generator (G,D(G)) półgrupy {P (t)}t­0 jest rozszerzeniem operatora opisanego
równaniem (3.2), tzn.,
D(A) ⊆ D(G) i Gf = Gf dla f ∈ D(A),
generator G półgrupy {P (t)}t­0 jest scharakteryzowany przez
(3.3) R(λ,G)f = lim
n→∞R(λ,A)
n∑
k=0
(P (ϕR(λ,A)))kf, f ∈ L1, λ > 0,
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i półgrupa {P (t)}t­0 jest minimalna, tzn. jeżeli {P¯ (t)}t­0 jest inną półgrupą z
generatorem będącym rozszerzeniem operatora (G,D(A)), to P¯ (t)f ­ P (t)f dla
każdej funkcji f ∈ L1+.
Ponadto następujące warunki są równoważne:
(1) {P (t)}t­0 jest półgrupą stochastyczną.
(2) Generator G jest domknięciem operatora (G,D(A)).
(3) Dla pewnej liczby λ > 0 i dla wszystkich f ∈ L1
(3.4) lim
n→∞ ‖(P (ϕR(λ,A)))
nf‖ = 0.
Podamy teraz równoważne warunki na to aby minimalna półgrupa {P (t)}t­0
była stochastyczna.
Twierdzenie 3.2 ([62]). Niech λ > 0. Następujące warunki są równoważne:
(1) {P (t)}t­0 jest półgrupą stochastyczną.
(2) Operator P (ϕR(λ,A)) jest średnio ergodyczny.
(3) Istnieje taka funkcja f ∈ L1+, że f > 0 p.w. oraz spełniony jest warunek (3.4).
(4) m{x ∈ E : fλ(x) > 0} = 0, gdzie
(3.5) fλ(x) = lim
n→∞(P (ϕR(λ,A)))
∗n1(x),
a (P (ϕR(λ,A)))∗ jest operatorem sprzężonym do operatora P (ϕR(λ,A)).
Uwaga 3.3. Można pokazać, że (patrz np. [61]) operator (G,D(A)) jest generato-
rem półgrupy {P (t)}t­0 wtedy i tylko wtedy, gdy dla pewnej liczby λ > 0
lim
n→∞ ‖(P (ϕR(λ,A)))
n‖ = 0.
W szczególności, powyższy warunek jest spełniony, gdy ϕ jest ograniczona.
Wykorzystywać będziemy również operator podstochastyczny K : L1 → L1
określony następująco
(3.6) Kf = lim
λ↓0
P (ϕR(λ,A))f dla f ∈ L1.
Twierdzenie 3.4 ([62]). Niech K będzie jak w (3.6).
(1) Operator K jest stochastyczny wtedy i tylko wtedy, gdy półgrupa {S(t)}t­0
generowana przez A jest silnie stabilna.
(2) Jeżeli K jest średnio ergodyczny, to półgrupa minimalna {P (t)}t­0 z twier-
dzenia 3.1 jest stochastyczna.
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3.2 Istnienie gęstości niezmienniczych dla pół-
grupy minimalnej
W rozdziale tym analizujemy związki pomiędzy gęstościami niezmienniczy-
mi operatora K określonego zależnością (3.6) oraz gęstościami niezmienniczymi
półgrupy minimalnej {P (t)}t­0. Nasz pierwszy główny wynik w tej sekcji jest
następujący.
Twierdzenie 3.5. Załóżmy, że operator K ma gęstość podniezmienniczą f∗ oraz
niech
(3.7) f ∗ = sup
λ>0
R(λ,A)f∗.
Wówczas f ∗ jest podniezmiennicza dla półgrupy {P (t)}t­0. W szczególności, je-
śli f ∗ ∈ L1 i półgrupa {P (t)}t­0 jest stochastyczna, to półgrupa ta ma gęstość
niezmienniczą.
Dowód. Niech fλ = R(λ,A)f∗ dla λ > 0. Jako, że R(λ,A) jest rezolwentą pół-
grupy podstochastycznej, mamy fλ ­ 0, fλ ↑ f ∗ oraz f ∗ jest nietrywialna. Z
definicji (3.6) wynika, że P (ϕR(λ,A))f∗ ¬ Kf∗ ¬ f∗. Mamy D(A) ⊆ D(G) i
Gf = Af + P (ϕf) dla f ∈ D(A). Zatem
GR(λ,A)f = λR(λ,A)f + P (ϕR(λ,A))f − f
dla każdej funkcji f ∈ L1, co implikuje, że Gfλ ¬ λfλ dla każdej liczby λ > 0.
Półgrupa e−µtP (t) ma generator (G− µ,D(G)), zatem
f − e−µtP (t)f =
∫ t
0
e−µsP (s)(µ−G)fds
dla wszystkich t, µ > 0 i f ∈ D(G). Jako, że (µ − G)fλ ­ (µ − λ)fλ ­ 0 dla
wszystkich µ ­ λ > 0, więc otrzymujemy
fλ − e−µtP (t)fλ ­ 0
dla każdego µ ­ λ > 0 i t > 0. Konsekwentnie
P (t)fλ ¬ eµtfλ ¬ eµtf ∗.
Przechodząc po obu stronach do punktowych granic, gdy λ ↓ 0 a następnie prze-
chodząc z µ ↓ 0 otrzymujemy, że f ∗ jest podniezmiennicza dla P (t). W końcu,
jeżeli P (t) jest stochastyczna oraz f ∗ ∈ L1, to ‖f ∗‖ > 0 i f ∗/‖f ∗‖ jest gęstością
niezmienniczą dla P (t).
Podamy teraz użyteczną obserwację.
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Wniosek 3.6. Jeżeli operator K ma gęstość podniezmienniczą f∗ i f∗ > 0 p.w.,
to półgrupa {P (t)}t­0 jest stochastyczna oraz f ∗ zdefiniowane jak w (3.7) spełnia
f ∗ > 0 p.w.
Dowód. Jako, że Kf∗ ¬ f∗ i f∗ > 0 p.w., to operator K jest średnio ergodyczny.
Zatem {P (t)}t­0 jest stochastyczna. Mamy f ∗ ­ R(λ,A)f∗ dla λ > 0. Jako,
że R(λ,A) jest nieujemnym i ograniczonym operatorem o gęstym obrazie, więc
otrzymujemy R(λ,A)f∗ > 0 p.w.
Uwaga 3.7. Zauważmy, że jeżeli półgrupa {P (t)}t­0 ma gęstość niezmienniczą f˜
oraz f˜ > 0 p.w., to {P (t)}t­0 jest stochastyczna. Aby to potwierdzić sprawdzimy,
że spełniony jest warunek (3) twierdzenia 3.1. Z [62, uwagi 3.3] otrzymujemy, że
‖R(1, G)f‖ = lim
n→∞ ‖R(1, A)
n∑
k=0
(P (ϕR(1, A)))kf‖
= lim
n→∞(‖f‖ − ‖(P (ϕR(1, A)))
n+1f‖)
dla wszelkich f ∈ L1+. Z drugiej strony mamy R(1, G)f˜ = f˜ , co dowodzi tego, że
f˜ ∈ L1+, f˜ > 0 p.w. i f˜ spełnia równość (3.4).
Uwaga 3.8. Założenie o całkowalności podniezmienniczej funkcji f∗ w twierdze-
niu 3.5 jest istotne, co pokazuje następujący przykład [35, przykład 4.3]. Niech E
będzie zbiorem liczb całkowitych i niech m będzie miarą liczącą na E = Z, czyli
L1 = l1(Z). Rozważmy Af = −ϕf , gdzie ϕ jest taką funkcją nieujemną, że
∑
k∈Z
1
ϕ(k)
<∞.
Półgrupa postaci
S(t)f(x) = e−tϕ(x)f(x),
generowana przez Af = −ϕf , f ∈ L1ϕ, ma operator rezolwenty R(λ,A)f =
f/(λ+ ϕ), λ > 0. Niech P będzie operatorem Frobeniusa-Perrona odpowiadają-
cym T (x) = x + 1 tak, że Pf(x) = f(x − 1). Mamy K = P oraz Kf∗ = f∗ dla
f∗ ≡ 1. Zatem f ∗ = supλ>0R(λ,A)f∗ = 1/ϕ i f ∗ ∈ l1(Z). Operator
Gf(x) = −ϕ(x)f(x) + ϕ(x− 1)f(x− 1),
o maksymalnej dziedzinie Dmax = {f ∈ l1(Z) : Gf ∈ l1(Z)} jest rozszerzeniem
generatora G półgrupy {P (t)}t­0 (patrz np. [35, twierdzenie 1.1]). Mamy więc
f ∗ ∈ Dmax oraz Gf ∗ = 0. Udowodnimy, w oparciu o warunek (4) twierdzenia 3.2,
że półgrupa {P (t)}t­0 nie jest stochastyczna. Pokażemy więc, że
(3.8) m{x ∈ E : lim
n→∞(P (ϕR(1, A)))
∗n1E(x) > 0} > 0.
Zauważmy, że
(P (ϕR(1, A)))∗f(x) =
ϕ(x)
1 + ϕ(x)
f(x+ 1),
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dla każdej ograniczonej funkcji f . Stąd i z nierówności ln(1 + z) ­ z1+z , z ­ 1
uzyskujemy
(P (ϕR(1, A)))∗n1E(x) =
n−1∏
k=0
ϕ(x+ k)
1 + ϕ(x+ k)
­ exp
(
−
n−1∑
k=0
1
ϕ(x+ k)
)
,
co kończy dowód (3.8) wobec własności funkcji ϕ. Zatem f ∗ 6∈ D(G), bo w prze-
ciwnym wypadku f ∗ byłaby ściśle dodatnią gęstością niezmienniczą dla półgrupy
{P (t)}t­0, z czego, na mocy uwagi 3.7, wynikałoby, że {P (t)}t­0 jest stochastycz-
na.
Teraz przedyskutujemy problem całkowalności f ∗ zadanej przez (3.7).
Wniosek 3.9. Niech f ∗ będzie zdefiniowane tak, jak w (3.7). Jeśli 0 ∈ ρ(A), to
f ∗ ∈ L1. W szczególności, jeżeli funkcja ϕ jest odgraniczona od 0, to f ∗ ∈ L1.
Dowód. Jeśli 0 ∈ ρ(A), to R(0, A) = −A−1 jest operatorem ograniczonym oraz
R(0, A) = supλ>0R(λ,A), co implikuje, że f ∗ ∈ L1. Przypuśćmy teraz, że istnieje
dodatnia stała ϕ taka, że ϕ ­ ϕ. Z własności (3.1) wynika, że∫
E
Af(x)m(dx) ¬ −ϕ‖f‖
dla wszystkich f ∈ D(A)+. Zatem operator (A+ ϕ,D(A)) jest generatorem pół-
grupy podstochastycznej {T (t)}t­0 (patrz np. [61, lemat 4.3]). Z drugiej strony,
T (t) = eϕtS(t) dla każdego t > 0, co dowodzi, że ‖S(t)f‖ ¬ e−ϕt‖f‖ dla wszyst-
kich f ∈ L1 i t > 0. Zatem 0 ∈ ρ(A).
Generator A może nie mieć ograniczonego operatora odwrotnego, ale jeże-
li półgrupa {S(t)}t­0 jest silnie stabilna, to A zawsze ma gęsto zdefiniowany
operator odwrotny. Teraz przywołamy jego definicję i podamy potrzebne dalej
własności. Niech operator R0 : D(R0)→ L1 będzie zdefiniowany przez
R0f =
∫ ∞
0
S(s)f ds := lim
t→∞
∫ t
0
S(s)f ds,
D(R0) = {f ∈ L1 :
∫ ∞
0
S(s)f ds istnieje}.
(3.9)
Lemat 3.10. Niech (R0,D(R0)) będzie określony przez (3.9). Wówczas Im(R0) ⊆
D(A), AR0f = −f dla f ∈ D(R0) oraz
D(R0) ⊆ Im(A) = {f ∈ L1 : sup
t­0
∥∥∥∫ t
0
S(s)f ds
∥∥∥ <∞},
gdzie Im(A) = {Af : f ∈ D(A)} jest obrazem operatora A.
Ponadto, jeżeli półgrupa {S(t)}t­0 jest silnie stabilna, to D(R0) jest gęsty,
Im(A) ⊆ D(R0), R0Af = −f dla f ∈ D(A) oraz
R0f = lim
λ↓0
R(λ,A)f, f ∈ D(R0).
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Dowód. Dla dowodu pierwszej części lematu, ustalmy dowolnie f ∈ D(R0). Wte-
dy S(t)f ∈ D(R0), t ­ 0. więc
(S(t)− I)R0f =
∫ ∞
t
S(s)f ds−
∫ ∞
0
S(s)f ds = −
∫ t
0
S(s)f ds.
Funkcja s 7→ S(s)f jest ciągła, a zatem
1
t
∫ t
0
S(s)f ds→ S(0)f = f, t ↓ 0.
Czyli R0f ∈ D(A), AR0f = −f , a charakteryzacja obrazu Im(A) wynika z twier-
dzenia 2.6.
Aby dowieść drugiej części lematu, załóżmy, że półgrupa {S(t)}t­0 jest silnie
stabilna, a f ∈ D(A). Mamy
S(t)f − f =
∫ t
0
S(s)Af ds dla f ∈ D(A),
więc z silnej stabilności {S(t)}t­0 otrzymujemy
−f = lim
t→∞(S(t)f − f) = limt→∞
∫ t
0
S(s)Af ds,
co pokazuje, że Af ∈ D(R0) oraz R0Af = −f . Z twierdzenia 2.12 wnioskujemy,
że Im(A) jest gęsty, a zatem gęsty jest również D(R0).
W końcu, ustalmy f ∈ D(R0) oraz λ > 0. Mamy
R0f −R(λ,A)f = R0f +R(λ,A)AR0f
= R0f + AR(λ,A)R0f
= λR(λ,A)R0f.
Z lematu 2.7 dostajemy
lim
λ↓0
λR(λ,A)R0f = 0,
co kończy dowód.
Teraz możemy udowodnić następujący prosty fakt.
Wniosek 3.11. Niech (R0,D(R0)) będzie zdefiniowane jak w (3.9). Załóżmy,
że operator K jest stochastyczny. Wówczas K jest jednoznacznie wyznaczonym
i ograniczonym rozszerzeniem gęsto zdefiniowanego operatora (P (ϕR0),D(R0)).
Ponadto, jeśli f∗ jest gęstością niezmienniczą dla K, to f ∗ = supλ>0R(λ,A)f∗ ∈
L1 wtedy i tylko wtedy, gdy f∗ ∈ D(R0), co determinuje, że f ∗ = R0f∗ oraz
f ∗ ∈ D(A).
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Dowód. Mamy Im(R0) ⊆ D(A) i D(A) ⊆ L1ϕ. Niech f ∈ D(R0)+. Z (3.1) wynika,
że
‖ϕR0f‖ =
∫
ϕ(x)R0f(x)m(dx) = −
∫
AR0f(x)m(dx).
Jako, że AR0f = −f , więc otrzymujemy ‖ϕR0f‖ = ‖f‖. Operator mnoże-
nia Mϕ : L1ϕ → L1 zdefiniowany jako Mϕf = ϕf dla f ∈ D(Mϕ) = L1ϕ jest
domknięty. Jako, że R0f = limλ↓0R(λ,A)f oraz R0f ∈ L1ϕ, otrzymujemy, że
limλ↓0 ϕR(λ,A)f = ϕR0f . Zatem Kf = P (ϕR0f) i teza wynika z lematu 3.10.
3.3 Twierdzenia odwrotne
Udowodnimy twierdzenie częściowo odwrotne do twierdzenia 3.5.
Twierdzenie 3.12. Załóżmy, że półgrupa {P (t)}t­0 ma gęstość podniezmienni-
czą f˜∗ ∈ D(G). Wówczas P (ϕf˜∗) < ∞ p.w. i P (ϕf˜∗) jest podniezmiennicza dla
operatora K. Ponadto, jeśli ϕf˜∗ ∈ L1, to f˜∗ ∈ D(A).
Dowód. Ustalmy λ > 0 i niech f0 = λf˜∗ − Gf˜∗. Jako, że e−λtP (t)f˜∗ ¬ f˜∗ dla
każdego t > 0, więc otrzymujemy Gf˜∗ ¬ λf˜∗. Zatem f0 ∈ L1+. Zdefiniujmy
fn =
n∑
k=0
(P (ϕR(λ,A)))kf0 i f˜n = R(λ,A)fn, n ­ 0.
Z równania (3.3) wynika, że
lim
n→∞ f˜n = limn→∞R(λ,A)fn = R(λ,G)(f0) = f˜∗.
Mamy 0 ¬ fn ¬ fn+1 ∈ L1+, n ­ 0 oraz supn fn < ∞ p.w. (patrz np. [7, lemat
6.17]). Ponadto, 0 ¬ f˜n ¬ f˜n+1 ∈ D(A), n ­ 0 i supn f˜n = f˜∗ ∈ L1+. Zatem
otrzymujemy
P (ϕf˜n) = P (ϕR(λ,A))fn = fn+1 − f0 ∈ L1+,
co daje
(3.10) P (ϕf˜∗) = sup
n
P (ϕf˜n) = sup
n
fn − f0.
W konsekwencji, P (ϕf˜∗) < ∞ p.w. Jako, że λR(λ,A) jest podstochastyczny,
więc operator R(λ,A) może zostać rozszerzony na przestrzeń nieujemnych funkcji
mierzalnych przyjmując
R(λ,A)f = sup
n
R(λ,A)fn, jeśli f = sup
n
fn.
Implikuje to nierówność
R(λ,A)P (ϕf˜∗) ¬ R(λ,A)f = f˜∗.
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Jako, że ϕR(λ,A)P (ϕf˜n) ¬ ϕR(λ,A)P (ϕf˜n+1) ∈ L1+, więc wnioskujemy, że
P (ϕR(λ,A))(P (ϕf˜∗)) = sup
n
P (ϕR(λ,A)P (ϕf˜n)) ¬ P (ϕf˜∗),
co daje nam K(P (ϕf˜∗)) ¬ P (ϕf˜∗) i kończy dowód pierwszej części tezy. Załóżmy
teraz, że ϕf˜∗ ∈ L1. Wynika stąd, że P (ϕf˜∗) ∈ L1 oraz, korzystając z (3.10),
f ∈ L1. Zatem f˜∗ = R(λ,A)f ∈ D(A).
Wniosek 3.13. Załóżmy, że półgrupa {P (t)}t­0 ma gęstość niezmienniczą f˜∗.
Wówczas P (ϕf˜∗) jest podniezmiennicza dla operatora K. Ponadto, jeżeli ϕf˜∗ ∈ L1
oraz K jest stochastyczny, to ‖ϕf˜∗‖ > 0 i P (ϕf˜∗)/‖ϕf˜∗‖ jest gęstością niezmien-
niczą dla K.
Dowód. Z lematu 2.5 dostajemy f˜∗ ∈ D(G) i Gf˜∗ = 0. Z twierdzenia 3.12 otrzy-
mujemy, że f˜∗ ∈ D(A), a zatem Gf˜∗ = Af˜∗ + P (ϕf˜∗) = 0. Przypuśćmy, że
‖P (ϕf˜∗)‖ = 0. Wówczas Af˜∗ = 0, skąd wynika, że f˜∗ ∈ ker(A). Wiemy, że A
generatorem półgrupy {S(t)}t­0, a operator K jest stochastyczny. Z twierdze-
nia 3.4 wnosimy, że półgrupa {S(t)}t­0 jest silnie stabilna. Zatem ker(A) = {0} i
wnioskujemy stąd, że f˜∗ = 0, co stoi w sprzeczności z faktem, że ‖f˜∗‖ = 1 i jedno-
cześnie kończy dowód tego, że f∗ jest gęstością. Ponieważ K jest stochastyczny,
więc podniezmiennicza f∗ jest niezmiennicza.
Przedstawiamy następujący wynik, który jest użyteczny w połączeniu z twier-
dzeniem 2.9.
Wniosek 3.14. Załóżmy, że operator K jest stochastyczny i ściśle średnio er-
godyczny z gęstością niezmienniczą f∗. Wówczas półgrupa {P (t)}t­0 jest stocha-
styczna, może mieć co najwyżej jedną gęstość niezmienniczą oraz ϕf˜∗ ∈ L1 dla
dowolnej gęstości niezmienniczej f˜∗. Ponadto, jeżeli R0f∗ ∈ L1, gdzie R0 jest
zdefiniowane jak w (3.9), to R0f∗/‖R0f∗‖ jest jedyną gęstością niezmienniczą dla
półgrupy {P (t)}t­0.
Dowód. Korzystając z twierdzenia 3.12 otrzymujemy, że jeśli f jest gęstością nie-
zmienniczą dla {P (t)}t­0, to P (ϕf) <∞ p.w. oraz K(P (ϕf)) ¬ P (ϕf). Z wnio-
sku 2.1 mamy P (ϕf) ∈ L1, a stąd wynika, że ϕf ∈ L1. Zatem f ∈ D(A) i
z wniosku 3.13 otrzymujemy, że f∗ = P (ϕf)/‖ϕf‖ jest gęstością niezmienniczą
dla K. Przypuśćmy, że półgrupa {P (t)}t­0 ma dwie gęstości niezmiennicze f1, f2.
Mamy więc Gf1 = 0 = Gf2 i Gf = Af + P (ϕf) dla f ∈ D(A). Jako, że f∗ jest
jedyną gęstością niezmienniczą dla operatora K, więc otrzymujemy
P (ϕf1)
‖ϕf1‖ =
P (ϕf2)
‖ϕf2‖ .
Wynika stąd, że
Af1
‖ϕf1‖ =
Af2
‖ϕf2‖ .
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Operator K jest stochastyczny, zatem ker(A) = {0} na podstawie twierdzenia 3.4.
Konsekwentnie
f1
‖ϕf1‖ =
f2
‖ϕf2‖
oraz f1 = f2, ponieważ ‖f1‖ = ‖f2‖ = 1. Ostatnia część wynika z twierdzenia 3.5.
Uwaga 3.15. Zauważmy, że jeżeli funkcja ϕ jest ograniczona, to we wniosku 3.14
można pominąć założenie, że operator K jest średnio ergodyczny. Rzeczywi-
ście, wówczas automatycznie otrzymujemy, że półgrupa jest stochastyczna oraz
P (ϕf) ∈ L1 dla wszystkich f ∈ L1+. W zamian możemy założyć tylko, że operator
K ma jednoznacznie wyznaczoną gęstość niezmienniczą f∗.
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Rozdział 4
Gęstości niezmiennicze dla
kawałkami deterministycznych
procesów Markowa
4.1 Półgrupy minimalne dla KDPM
Przywołajmy najpierw zależność pomiędzy minimalnymi KDPM a minimal-
nymi półgrupami przedstawioną w [62, sekcji 5.2] (patrz również [58]). Niech
{X(t)}t­0 będzie minimalnym KDPM na E o charakterystykach (pi, ϕ,P) i niech
m będzie σ-skończoną miarą na E = B(E). Załóżmy, że P : L1 → L1 jest takim
operatorem przejścia odpowiadającym P , że półgrupa {S(t)}t­0, z generatorem
(A,D(A)) spełniającym (3.1) jest taka, że
(4.1)
∫
E
e−
∫ t
0
ϕ(pirx)dr1B(pitx)f(x)m(dx) =
∫
B
S(t)f(x)m(dx)
dla wszystkich t ­ 0, f ∈ L1+, B ∈ E . Zauważmy, że jeśli ϕ spełnia warunek (1.3),
to półgrupa {S(t)}t­0 jest silnie stabilna, gdyż dla f ∈ L1+ mamy z (4.1) i twier-
dzenia Lebesgue’a o zbieżności monotonicznej
lim
t→∞ ‖S(t)f‖ =
∫
E
lim
t→∞ e
−
∫ t
0
ϕ(pirx)dr1B(pitx)f(x)m(dx) = 0.
Zgodnie z twierdzeniem 3.1 istnieje minimalna półgrupa podstochastyczna
{P (t)}t­0, której generator jest rozszerzeniem operatora D(A) 3 f 7→ Af +
P (ϕf). Półgrupę {P (t)}t­0 z twierdzenia 3.1 będziemy określali jako minimalną
półgrupę na L1 odpowiadającą (pi, ϕ,P). Następujący wynik łączy twierdzenie 5.2
oraz wniosek 5.3 z [62].
Twierdzenie 4.1 ([62]). Niech (tn) będzie ciągiem kolejnych momentów skoku
i t∞ = limn→∞ tn będzie momentem wybuchu dla {X(t)}t­0. Wówczas zachodzą
następujące tezy:
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(1) Operator K zdefiniowany jak w (3.6) jest operatorem przejścia odpowiadają-
cym dyskretnemu procesowi Markowa (X(tn))n­0 z jądrem stochastycznym
(4.2) K(x,B) =
∫ ∞
0
P(pisx,B)ϕ(pisx)e−
∫ s
0
ϕ(pirx)drds, x ∈ E,B ∈ B(E).
(2) Dla dowolnego B ∈ B(E), gęstości f i t > 0∫
B
P (t)f(x)m(dx) =
∫
E
Px(X(t) ∈ B, t < t∞)f(x)m(dx).
(3) Półgrupa {P (t)}t­0 jest stochastyczna wtedy i tylko wtedy, gdy
m{x ∈ E : Px(t∞ <∞) > 0} = 0.
W tym przypadku, jeśli rozkład X(0) ma gęstość f0, to X(t) ma gęstość P (t)f0
dla wszystkich t > 0.
Oto nasz główny wynik w tym rozdziale:
Twierdzenie 4.2. Załóżmy, że łańcuch (X(tn))n­0 posiada tylko jedną niezmien-
niczą miarę probabilistyczną µ∗ absolutnie ciągłą względem m. Jeżeli gęstość f∗ =
dµ∗/dm jest ściśle dodatnia p.w. wówczas proces {X(t)}t­0 jest niewybuchający
i może mieć co najwyżej jedną niezmienniczą miarę probabilistyczną absolutnie
ciągłą względem m. Ponadto, jeżeli
(4.3) E(t1) :=
∫
E
Ex(t1)f∗(x)m(dx) <∞,
gdzie Ex oznacza operator wartości oczekiwanej względem rozkładu Px określają-
cego proces startujący w punkcie X(0) = x, to proces {X(t)}t­0 ma dokładnie
jedną gęstość niezmienniczą i jest ona ściśle dodatnia p.w.
Podamy najpierw pomocnicze lematy.
Lemat 4.3. Niech K będzie operatorem przejścia odpowiadającym jądru stocha-
stycznemu zadanemu równaniem (4.2). Wówczas
(4.4) Kf = P (ϕR0f), f ∈ D(m),
gdzie
(4.5) R0f(x) =
∫ ∞
0
S(t)f(x)dt, f ∈ D(m), x ∈ E.
Ponadto
(4.6) ‖ϕR0f‖ = ‖f‖ = 1 i ‖R0f‖ =
∫
E
Ex(t1)f(x)m(dx) dla f ∈ D(m),
gdzie t1 jest pierwszym momentem skoku procesu {X(t)}t­0.
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Dowód. Jako, że P jest operatorem przejścia odpowiadającym P , więc aproksy-
mując równanie (4.1) i stosując twierdzenie Fubiniego otrzymujemy∫
B
P (ϕR0f)(x)m(dx) =
∫
E
P(x,B)ϕ(x)R0f(x)m(dx) =
∫
E
K(x,B)f(x)m(dx)
dla wszystkich B ∈ B(E) i f ∈ D(m). Podstawiając B = E dostajemy∫
E
ϕ(x)R0f(x)m(dx) =
∫
E
f(x)m(dx) = 1.
Z twierdzenia Fubiniego oraz z (4.1) dla B = E i dla f ∈ L1+ mamy
‖R0f‖ =
∫ ∞
0
‖S(t)f‖dt =
∫ ∞
0
∫
E
e−
∫ t
0
ϕ(pirx)drf(x)m(dx)dt
=
∫
E
∫ ∞
0
e−
∫ t
0
ϕ(pirx)drdtf(x)m(dx).
Rozkład zmiennej t1 jest postaci (1.4). Zatem
Ex(t1) =
∫ ∞
0
Px(t1 > t)dt =
∫ ∞
0
e−
∫ t
0
ϕ(pirx)drdt,
co kończy dowód.
Lemat 4.4. Niech K będzie operatorem przejścia odpowiadającym jądru stocha-
stycznemu zadanemu równaniem (4.2) i niech {P (t)}t­0 będzie minimalną półgru-
pą odpowiadającą (pi, ϕ,P). Załóżmy, że K ma gęstość niezmienniczą f∗. Wów-
czas f ∗ = R0f jest podniezmiennicza dla półgrupy {P (t)}t­0,∫
E
ϕ(x)f ∗(x)m(dx) =
∫
E
f∗(x)m(dx) = 1,
oraz każda gęstość niezmiennicza f˜∗ półgrupy {P (t)}t­0 spełnia m(supp f˜∗ ∩ {x :
R0f∗(x) <∞}) > 0.
Dowód. Podstawiając f = f∗ otrzymujemy∫
E
ϕ(x)R0f∗(x)m(dx) =
∫
E
f∗(x)m(dx) = 1,
skąd wnioskujemy, że ϕ(x)R0f∗(x) < ∞ dla m-p.w. x ∈ E. Zatem suppϕ ⊆
{x : R0f∗(x) < ∞}. Z wniosku 3.14 otrzymujemy, że ϕf˜∗ ∈ L1 dla dowolnej
gęstości niezmienniczej f˜∗ dla półgrupy {P (t)}t­0. To, na podstawie wniosku 3.13
implikuje, że m(supp f˜∗ ∩ suppϕ) > 0. Z twierdzenia 3.5 wynika, że f ∗ = R0f∗
jest podniezmiennicza dla półgrupy {P (t)}t­0. W konsekwencji m(supp f˜∗ ∩ {x :
R0f∗(x) <∞}) > 0.
Zauważmy, że z warunku (3) twierdzenia 4.1 wynika, że procesX jest niewybu-
chający. Twierdzenie 4.2 jest bezpośrednią konsekwencją następującego wyniku.
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Twierdzenie 4.5. Niech K będzie operatorem przejścia odpowiadającym jądru
stochastycznemu zadanemu równaniem (4.2). Załóżmy, że K ma jedyną gęstość
niezmienniczą f∗ i taką, że f∗ > 0 p.w. Wówczas półgrupa minimalna {P (t)}t­0
odpowiadająca (pi, ϕ,P) jest stochastyczna i może mieć co najwyżej jedną gęstość
niezmienniczą. Ponadto, jeśli spełniony jest warunek (4.3), to półgrupa {P (t)}t­0
ma jedyną gęstość niezmienniczą i jest ona ściśle dodatnia p.w.
Dowód. Jako, że operator stochastyczny K ma jedyną gęstość niezmienniczą f∗
oraz f∗ > 0 p.w., więc K jest ściśle średnio ergodyczny. Zatem pierwsza teza
wynika z wniosku 3.14. Jeżeli ponadto spełniony jest warunek (4.3), to wówczas
R0f∗ ∈ L1 na mocy lematu 4.3. Zatem f˜∗ = R0f∗/ ‖R0f∗‖ jest jednoznacznie
wyznaczoną gęstością niezmienniczą dla {P (t)}t­0.
Tę sekcję zakończymy poniższą charakteryzacją asymptotyki półgrupy mini-
malnej.
Twierdzenie 4.6. Załóżmy, że łańcuch (X(tn))n­0 posiada tylko jedną niezmien-
niczą miarę probabilistyczną µ∗ absolutnie ciągłą względem m. Załóżmy również,
że gęstość f∗ = dµ∗/dm jest ściśle dodatnia p.w. i półgrupa minimalna {P (t)}t­0
jest częściowo całkowa. Wówczas {P (t)}t­0 jest asymptotycznie stabilna wtedy i
tylko wtedy, gdy jest spełniony warunek (4.3).
Dowód. Półgrupa {P (t)}t­0 jest stochastyczna. Jeżeli spełniony jest warunek
(4.3), to twierdzenia 4.2 i 2.9 implikują asymptotyczną stabilność. Jeżeli półgrupa
jest asymptotycznie stabilna, to z lematu 4.4 i z wniosku 2.10 otrzymujemy, że
R0f∗ ∈ L1, co daje warunek (4.3).
4.2 Warunki wystarczające na istnienie gęstości
niezmienniczej
Przypomnijmy, że we wprowadzeniu założyliśmy, że E jest borelowskim pod-
zbiorem Rd, na którym określony jest semiukład pi. Odwzorowanie (t, x0) 7→ pitx0
jest borelowskie, a także pi0x = x oraz pit+sx = pit(pisx), x ∈ E, s, t ∈ R+.
Rozważmy także przestrzeń metryczną Θ z miarą borelowską ν. Na przestrzeni
tej określamy skoki za pomocą funkcji mierzalnych Tθ : E → E, θ ∈ Θ oraz
pθ : E → [0,∞), θ ∈ Θ spełniających∫
Θ
pθ(x) ν(dθ) = 1, x ∈ E.
Zakładamy, że odwzorowania (θ, x) 7→ Tθ(x) oraz (θ, x) 7→ pθ(x) są mierzalne,
natomiast funkcje pit : E → E i Tθ : E → E są niesingularne względem miary
Lebesgue’a m na E. Funkcja ϕ : E → R jest ciągła i spełnia warunek (1.3). Niech
także L1 = L1(E,B(E),m).
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Jądro stochastyczne K w równaniu (4.2) jest opisane zależnością
K(x,B) =
∫ ∞
0
∫
Θ
1B(Tθ(pisx))pθ(pisx)ν(dθ)ϕ(pisx)e
−
∫ s
0
ϕ(pirx)drds
dla x ∈ E,B ∈ B(E), i może być przedstawione w postaci
(4.7) K(x,B) =
∫
Θ×(0,∞)
1B(T(θ,s)(x))k(θ,s)(x)ν(dθ)ds,
gdzie
(4.8) T(θ,s)(x) = Tθ(pisx) i k(θ,s)(x) = pθ(pisx)ϕ(pisx)e
−
∫ s
0
ϕ(pirx)dr
dla wszystkich (θ, s) ∈ Θ× (0,∞), x ∈ E. Operator przejścia K na L1 związany
z jądrem K przyjmuje postać, zgodnie z przykładem 2.3
Kf =
∫
Θ×(0,∞)
T̂(θ,s)(k(θ,s)f)ν(dθ)ds, f ∈ L1,
gdzie T̂(θ,s) jest operatorem Frobeniusa-Perrona dla odwzorowania T(θ,s).
Mając θn = (θ1, . . . , θn) ∈ Θn oraz sn = (s1, . . . , sn) ∈ (0,∞)n określamy
(θn, sn) jako ciąg (θn, sn) = (θn, sn, . . . , θ1, s1). Indukcyjnie definiujemy transfor-
macje T(θn,sn) dla n ­ 1 za pomocą następujących warunków:
T(θ1,s1)(x) = T(θ1,s1)(x),
T(θn+1,sn+1)(x) = T(θn+1,sn+1)(T(θn,sn)(x)).
Podobnie definiujemy nieujemne funkcje k(θn,sn):
k(θ1,s1)(x) = k(θ1,s1)(x),
k(θn+1,sn+1)(x) = k(θn+1,sn+1)(T(θn,sn)(x))k(θn,sn)(x).
W konsekwencji otrzymujemy, że n–ta iteracja jądra stochastycznego Kn jest
postaci
Kn(x,B) =
∫
Θn×(0,∞)n
1B(T(θn,sn)(x))k(θn,sn)(x)νn(dθn)dsn,
gdzie νn = ν × . . .× ν oznacza produkt miary ν na Θn.
W dalszej części tego rozdziału zakładamy, że oba odwzorowania (θ, x) 7→
Tθ(x) oraz (θ, x) 7→ pθ(x) są ciągłe, podobnie jak funkcja intensywności ϕ. Po-
nadto, niech dla każdych x ∈ E i θn ∈ Θn przekształcenie sn 7→ T(θn,sn)(x) będzie
różniczkowalne w sposób ciągły i niech ∂
∂sn
T(θn,sn)(x) oznacza jego pochodną.
Lemat 4.7. Niech x0 ∈ E. Załóżmy, że istnieje taki ciąg (θn, sn) ∈ Θn×(0,∞)n,
że k(θn,sn)(x0) > 0, a rząd macierzy pochodnych ∂∂snT(θn,sn)(x0) jest równy d. Wów-
czas istnieje taka stała c0 > 0 oraz takie zbiory otwarte Ux0, Uy0 zawierające od-
powiednio x0 oraz y0 = T(θn,sn)(x0), że dla wszystkich B ∈ B(E) i x ∈ E zachodzi
nierówność
Kn(x,B) ­ c01Ux0 (x)m(B ∩ Uy0).
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Dowód. Zaadaptujemy na nasze potrzeby dowód lematu 6.3 z publikacji [10].
Jeżeli rząd macierzy ∂
∂sn
T(θn,sn)(x0) jest równy d, to z sn = (s1, . . . , sn) może-
my wybrać d zmiennych si1 , . . . , sid w taki sposób, że pochodna przekształce-
nia (si1 , . . . , sid) 7→ T(θn,sn)(x0) jest odwracalna. W takim przypadku określamy
u = (si1 , . . . , sid) i bierzemy v jako pozostałe współrzędne s
n. Wówczas, z dokład-
nością do kolejności współrzędnych, możemy zapisać sn jako (u, v). Ponadto przyj-
mijmy oznaczenie w dla θn. Z założenia otrzymujemy, że istnieje takie (u¯, v¯, w¯),
że k(w¯,(u¯,v¯))(x0) > 0 i rząd ∂∂(u,v)T(w,(u,v))(x0) jest równy d dla u = u¯, v = v¯, w = w¯.
Identyfikujemy więc każdy z sn z tym szczególnym wyborem współrzędnych u i v.
Jako że rząd jest funkcją półciągłą z dołu, więc rząd ∂
∂(u,v)T(w,(u,v))(x) jest równy
d w otoczeniu u¯, v¯, w¯, x0. Dla (u, v) określamy odwzorowanie Q = Qx,w wzorem
Q(u, v) = (T(w,(u,v))(x), v).
Zatem, wyznacznik macierzy
[
∂
∂(u,v)Q
]
jest niezerowy w otoczeniu u¯, v¯, w¯, x0.
Możemy zapisać jądro Kn w postaci
Kn(x,B) =
∫
Θn×(0,∞)n
1B×(0,∞)n−d(Q(u, v))k(w,(u,v))(x)ν
n(dw)dudv
dla wszystkich x ∈ E i B ∈ B(E). Korzystając z ciągłości możemy znaleźć taką
dodatnią stałą c oraz takie zbiory otwarte Ux0 ⊂ E, Uu¯ ⊂ (0,∞)d, Uv¯ ⊂ (0,∞)n−d
i Uw¯ ⊂ Θn, że k(w,(u,v))(x)| det[ ∂∂(u,v)Q]|−1 ­ c dla x ∈ Ux0 , u ∈ Uu¯, v ∈ Uv¯,
w ∈ Uw¯. Przyjmujemy oznaczenie Uz dla wskazania, że punkt z należy do Uz.
Ponadto, dla y0 = T(w¯,(u¯,v¯))(x0) możemy znaleźć taki zbiór otwarty Uy0 ⊂ E, że
Uy0×Uv¯ ⊂ Q(Uu¯×Uv¯). Zatem dla każdego x ∈ Ux0 i dla każdego zbioru B ∈ B(E)
mamy
Kn(x,B) ­ c
∫
Uw¯
∫
Uu¯×Uv¯
1B×Uv¯(Q(u, v))
∣∣∣∣∣det
[
∂Q
∂(u, v)
]∣∣∣∣∣ dudvνn(dw).
Podstawiając z1 = T(w,(u,v))(x) oraz z2 = v, uzyskujemy
Kn(x,B) ­ c
∫
Uw¯
∫
Q(Uu¯×Uv¯)
1B(z1)1Uv¯(z2)dz1dz2ν
n(dw).
Z doboru zbioru Uy0 otrzymujemy
Kn(x,B) ­ c
∫
Uw¯
∫
Uy0×Uv¯
1B(z1)1Uv¯(z2)dz1dz2ν
n(dw) = c0
∫
B
1Uy0 (y)m(dy),
gdzie c0 = cmn−d(Uv¯)νn(Uw¯), a mn−d(Uv¯) jest n−d–wymiarową miarą Lebesgue’a
zbioru Uv¯, gdy d < n, natomiast w przeciwnym razie mn−d(Uv¯) = 1.
Największą trudność w zastosowaniu lematu 4.7 stanowi obliczenie rzędu ma-
cierzy ∂
∂sn
T(θn,sn)(x0). Opiszemy teraz dwie możliwości uczynienia tych obliczeń
prostszymi.
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Uwaga 4.8. Korzystając z ciągłości pochodnych względem s1, . . . , sn i przecho-
dząc do granicy, gdy każda z si zmierza do zera z prawej strony, granica pochodnej
∂
∂sn
T(θn,sn)(x0) przyjmuje postać
(4.9)[
T ′θn(yn−1) . . . T
′
θ1
(y0)g(y0)
∣∣∣T ′θn(yn−1) . . . T ′θ2(y1)g(y1)∣∣∣ · · · ∣∣∣T ′θn(yn−1)g(yn−1)] ,
gdzie y0 = x0 oraz yi są zadane indukcyjnie przez yi = Tθi(yi−1) dla i = 1, 2, . . . , n.
Przekształcenia Tθ, θ ∈ Θ oraz odwzorowanie g są określone wprost, więc rząd
macierzy postaci (4.9) może zostać uzyskany dużo łatwiej, niż rząd ∂
∂sn
T(θn,sn)(x0).
Ponadto, półciągłość rzędu z dołu pozwala nam znaleźć sn o dodatnich współ-
rzędnych.
Uwaga 4.9. Przypuśćmy, że Θ jest otwartym podzbiorem przestrzeni Rk dla pew-
nego dodatniego k oraz, że ν jest miarą Lebesgue’a. Załóżmy ponadto, że prze-
kształcenia (θn, sn, x) 7→ T(θn,sn)(x) są różniczkowalne w sposób ciągły. Wówczas,
dla danego x ∈ E możemy rozpatrywać pochodną przekształcenia (θn, sn) 7→
T(θn,sn)(x). Pochodna ta może zostać zapisana jako
∂T(θn,sn)(x)
∂(θn, sn)
=
[
∂T(θn,sn)(x)
∂(θ1, s1)
∣∣∣∣∣∂T(θn,sn)(x)∂(θ2, s2)
∣∣∣∣∣ · · ·
∣∣∣∣∣∂T(θn,sn)(x)∂(θn, sn)
]
.
Lemat 4.7 pozostaje w mocy pod założeniem, że rząd macierzy ∂
∂(θn,sn)T(θn,sn)(x)
(zamiast ∂
∂sn
T(θn,sn)(x)) jest równy d. Podobnie jak w [47], możemy wprowadzić
oznaczenie
Ξn := Ξn(x, (θn+1, sn+1)) =
[
∂T(θ,s)(y)
∂y
]
y=T(θn,sn)(x)
θ=θn+1,s=sn+1
,
Ψn := Ψn(x, (θn+1, sn+1)) =
[
∂T(θ,s)(y)
∂(θ, s)
]
y=T(θn,sn)(x)
θ=θn+1,s=sn+1
,
(4.10)
gdzie pochodne są obliczane w punkcie T(θn,sn)(x) i dla θ = θn+1, s = sn+1. U nas
T(θn,sn)(x) = x dla n = 0. Zatem macierz ∂∂(θn,sn)T(θn,sn)(x) może zostać przepisana
w postaci
∂T(θn,sn)(x)
∂(θn, sn)
= [Ξn−1 · · ·Ξ1Ψ0|Ξn−1 · · ·Ξ2Ψ1| · · · |Ξn−1Ψn−2|Ψn−1] .
Podamy teraz warunki wystarczające, dzięki którym założenia twierdzenia 2.2
będą spełnione dla operatora przejścia K odpowiadającego takiemu jądru K, jak
w równaniu (4.7). Dla każdego x ∈ E definiujemy zbiór
O+(x) = {T(θn,sn)(x) : rząd ∂T(θ
n,sn)(x)
∂sn
jest równy d, a
k(θn,sn)(x) > 0 dla (θn, sn) ∈ Θn × (0,∞)n, n ­ 1}.
(4.11)
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Wniosek 4.10. Przyjmijmy, że O+(x) 6= ∅ dla każdego x ∈ E. Załóżmy ponadto,
że nie ma zbiorów K-pochłaniających. Zatem, albo operator K jest wymiatającym
ze zwartych podzbiorów E, albo K posiada jedyną gęstość niezmienniczą f∗. W
tym drugim przypadku, f∗ > 0 p.w.
Uwaga 4.11. Zauważmy. że jeżeli istnieje nietrywialny zbiór K-pochłaniający, to
istnieje również taki nietrywialny zbiór B, że⋃
n­1
⋃
(θn,sn)∈Θn×(0,∞)n
T(θn,sn)(B) ⊂ B.
Można to zapisać inaczej jako ⋃
x∈B
O(x) ⊂ B,
gdzie O(x) = ⋃n­1On(x) oraz
On(x) = {T(θn,sn)(x) : (θn, sn) ∈ Θn × (0,∞)n}, n ­ 1.
Gdy wiemy już, że dla operatora K istnieje jedyna i niezmiennicza gęstość,
to możemy zastosować twierdzenie 4.6 do udowodnienia asymptotycznej stabilno-
ści półgrupy {P (t)}t­0. Musimy sprawdzić, że półgrupa {P (t)}t­0 jest częściowo
całkowa. Nasz następny wynik podaje na to prosty warunek.
Lemat 4.12. Niech x0 ∈ E, t > 0 oraz n ­ 1. Określmy
∆nt = {sn = (s1, . . . , sn) ∈ (0,∞)n : s(n) := s1 + . . .+ sn < t}
i przyjmijmy, że istnieje taki ciąg (θn, sn) ∈ Θn×∆nt , że k(θn,sn)(x0) > 0 i rząd ma-
cierzy ∂
∂sn
pit−s(n)T(θn,sn)(x0) jest równy d. Wówczas istnieje taka stała c0 > 0 oraz
takie zbiory otwarte Ux0, Uy0 zawierające odpowiednio x0 i y0 = pit−s(n)T(θn,sn)(x0),
że dla wszystkich B ∈ B(E) oraz x ∈ E mamy
(4.12) Px(X(t) ∈ B) ­ c01Ux0 (x)m(B ∩ Uy0).
W szczególności, półgrupa {P (t)}t­0 jest częściowo całkowa.
Dowód. Zauważmy, że jeżeli x spełnia równanie Px(t∞ <∞) = 0, to
Px(X(t) ∈ B) =
∞∑
k=0
Px(X(t) ∈ B, tk ¬ t < tk+1).
Zatem, aby sprawdzić czy warunek (4.12) jest spełniony, wystarczy wykazać, że
(4.13) Px(pit−tnX(tn) ∈ B, tn ¬ t < tn+1) ­ c01Ux0 (x)m(B ∩ Uy0).
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Mamy
Px(pit−tnX(tn) ∈ B, tn ¬ t < tn+1)
=
∫
Θn×(0,∞)n
1∆nt (s
n)1B(pit−s(n)T(θn,sn)(x))ψt−s(n)(T(θn,sn)(x))k(θn,sn)(x)νn(dθn)dsn,
gdzie ψ jest dodatnią i ciągłą funkcją określoną wzorem ψt(x) = e
−
∫ t
0
ϕ(pirx)dr
dla x ∈ E, t ­ 0. Uzyskujemy więc nierówność (4.13) w sposób analogiczny do
przedstawionego w dowodzie lematu 4.7.
Podobnie jak w uwagach 4.8 i 4.9, możemy uprościć obliczanie rzędu wyrażenia
∂
∂sn
pit−s(n)T(θn,sn)(x0).
Uwaga 4.13. Analogicznie do uwagi 4.8, granica pochodnej ∂
∂sn
pit−s(n)T(θn,sn)(x0),
gdy s1, . . . , sn, t zmierzają do zera, jest postaci
(4.14)
[
T ′θn(yn−1) . . . T
′
θ1
(y0)g(y0)−g(yn) |· · · |T ′θn(yn−1)g(yn−1)−g(yn)
]
,
gdzie y0 = x0 oraz yi = Tθi(yi−1) dla i = 1, 2, . . . , n. Podobne podejście do
sprawdzenia ”warunku rzędu” zostało użyte w [54, wniosku 3.1] oraz [57] jak
również w [4] i [10].
W przypadku gdy Θ jest otwartym podzbiorem przestrzeni Rk i możemy roz-
ważać pochodną względem θ ∈ Θ, mamy
∂pit−s(n)T(θn,sn)(x)
∂(θn, sn)
=
[
∂pit−s(n)T(θn,sn)(x)
∂(θ1, s1)
∣∣∣∣∣ · · ·
∣∣∣∣∣∂pit−s(n)T(θn,sn)(x)∂(θn, sn)
]
dla x ∈ E. Używając oznaczeń jak w definicji (4.10) i określając dodatkowo
pochodne
Υn := Υn(x, (θn, sn), k) =
[
∂pisy
∂(θk, sk)
]
s=t−s(n)
y=T(θn,sn)(x)
=
[
0| − g(T(θn,sn)(x))
]
,
Υx,n := Υx,n(x, (θn, sn)) =
[
∂pisy
∂y
]
s=t−s(n)
y=T(θn,sn)(x)
,
uzyskujemy
(4.15)
∂pit−s(n)T(θn,sn)(x)
∂(θn, sn)
= [Υn + Υx,nΞn−1 · · ·Ξ1Ψ0| · · · |Υn + Υx,nΞn−1Ψn−2|Υn + Υx,nΨn−1] .
4.3 Układy dynamiczne z losowym przełącza-
niem
Pokażemy teraz jak za pomocą przygotowanego warsztatu zapisywać takie
układy dynamiczne z losowym przełączaniem, jak zostały opisane w [54, 4, 10].
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Niech I oznacza zbiór skończony lub przeliczalny. Rozważmy rodzinę lokalnie
lipschitzowskich funkcji gi : Rd → Rd, i ∈ I oraz równanie różniczkowe
(4.16)
{
x′(t) = gi(t)(x(t)),
i′(t) = 0.
Załóżmy, że istnieje taki zbiór M ⊂ Rd, że dla wszystkich i0 ∈ I oraz x0 ∈ M
rozwiązanie x(t) równania x′(t) = gi0(x(t)) z warunkiem początkowym x(0) = x0
istnieje oraz x(t) ∈ M dla wszystkich t ­ 0. Oznaczmy to rozwiązanie jako
pii0t (x0). Wówczas ogólne rozwiązanie układu (4.16) może zostać zapisane w po-
staci
pit(x0, i0) = (pii0t (x0), i0), (x0, i0) ∈M × I.
To daje nam jeden semiukład na E = M×I, który jest generowany przez równanie
różniczkowe
(x′(t), i′(t)) = g(x(t), i(t)),
gdzie funkcja g : Rd × I → Rd+1 jest postaci
g(x, i) = (gi(x), 0), x ∈ Rd, i ∈ I.
Niech m będzie produktem miary Lebesgue’a md na przestrzeni Rd i miary liczącej
ν na Θ = I. Definiujemy przekształcenie Tj : Rd × I → Rd × I, j ∈ I, jako
Tj(x, i) = (x, j), x ∈ Rd, i, j ∈ I.
Każde z przekształceń jest niesingularne względem m, ponieważ
m(T−1j (B × {i})) =
{
md(B)ν({j}), i = j,
0, i 6= j.
Załóżmy, że qj(x, i), j 6= i są nieujemnymi funkcjami ciągłymi spełniającymi
warunek
∑
j 6=i qj(x, i) < ∞ dla wszystkich i ∈ I, x ∈ Rd. Wówczas możemy
określić funkcję intensywności ϕ jako
ϕ(x, i) =
∑
j 6=i
qj(x, i)
oraz gęstości pj, j ∈ I, jako pi(x, i) = 0 i
pj(x, i) =
{
1, ϕ(x, i) = 0, j 6= i,
qj(x,i)
ϕ(x,i) , ϕ(x, i) 6= 0, j 6= i.
Jako szczególny przypadek układu dynamicznego z losowym przełączaniem moż-
na rozważyć standardowy proces urodzeń i śmierci przez wzięcie qi+1(x, i) = bi,
qi−1(x, i) = di i qj(x, i) = 0 dla j < i−1 lub j > i+1. Wówczas ϕ(x, i) = bi+di <
∞.
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Na podstawie równań (4.8) możemy zapisać wprost wzory dla gęstości
k(j,s)(x, i) = qj(piisx, i)e
−
∫ s
0
ϕ(piirx,i)dr
oraz dla przekształcenia
T(j,s)(x, i) = Tj(piisx, i) = (pi
i
sx, j).
Dla każdego n otrzymujemy następującą ogólną postać T(θn,sn)(x0, i0) dla θn =
(i1, . . . , in) oraz sn = (s1, . . . , sn):
T(θn,sn)(x0, i0) = (piin−1sn ◦ . . . ◦ pii1s2 ◦ pii0s1x0, in).
Równość tę możemy zapisać jako
T(θn,sn)(x0, i0) = (xn, in),
gdzie
xn = piin−1sn ◦ . . . ◦ pii1s2 ◦ pii0s1x0 = piin−1sn (xn−1).
Korzystając z tego oznaczenia możemy przeformułować definicję zbioru z równa-
nia (4.11) w następujący sposób
O+(x0, i0) = {(xn, in) ∈ E : rząd ∂xn
∂sn
jest równy d, a
qin(xn, in−1) . . . qi1(x0, i1) > 0 dla i1, . . . , in ∈ I, s1, . . . , sn > 0, n ­ 1}.
Dla takiego semiukładu dynamicznego ze skokami możemy zmodyfikować dowód
lematu 4.7, aby uzyskać następny wynik dla odpowiadającego temu semiukładowi
operatora K.
Wniosek 4.14. Załóżmy, że O+(x, i) 6= ∅ dla wszystkich (x, i) ∈ E = M ×
I. Przyjmijmy ponadto, że nie istnieją zbiory K–pochłaniające. Wówczas albo
operator K jest wymiatający ze zwartych podzbiorów E albo K ma jedyną gęstość
niezmienniczą f∗. W tym drugim przypadku, f∗ > 0 p.w. W szczególności, jeżeli
zbiór M jest zwarty, to operator K ma jedyną gęstość niezmienniczą.
Aby sprawdzić, czy rząd ∂xn
∂sn
jest równy d, możemy użyć uwagi 4.8 lub nawia-
sów Liego jak w [4, twierdzenie 3], [10, twierdzenie 4.4]. Warto wspomnieć, że w
[10] zakłada się, że zbiór M jest zwarty.
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Rozdział 5
Dwuwymiarowy model ekspresji
genu z burstingiem
W tym rozdziale przeanalizujemy szczególny przypadek dwuwymiarowego pro-
cesu Markowa X(t) = (X1(t), X2(t)) o wartościach w przestrzeni E = [0,∞)2.
Niech X1 i X2 oznaczają odpowiednio liczbę molekuł mRNA i białek. Zakładamy,
że cząsteczki białek rozpadają się w tempie γ2 oraz, że proces translacji protein
z mRNA przebiega w tempie β2. Molekuły mRNA rozpadają się w tempie γ1, co
jest przerywane w losowych momentach
0 < t1 < t2 < . . . < tn < tn+1 < . . .
kiedy nowe cząsteczki mRNA są produkowane z intensywnością ϕ zależną przy-
najmniej od obecnego poziomu białek X2. W każdej chwili tk produkowana jest
losowa liczba θk cząsteczek mRNA i dzieje się to w sposób niezależny od wszyst-
kiego innego zgodnie z rozkładem o gęstości h. Zatem pθ(x) = h(θ). Natomiast
przekształcenie Tθ jest zadane wzorem
Tθ(x1, x2) = (θ + x1, x2), θ ∈ (0,∞).
Stąd wnioskujemy, że jądro skoku jest postaci
P((x1, x2), B) =
∫ ∞
0
1B(θ + x1, x2)h(θ)dθ,
a więc operator przejścia P przyjmuje następującą formę
Pf(x1, x2) =
∫ x1
0
f(z, x2)h(x1 − z)dz.
Semiukład dynamiczny jest określony przez rozwiązania układu równań
dx1
dt
= −γ1x1, dx2
dt
= −γ2x2 + β2x1,
i może zostać wyrażony następującym wzorem
pit(x1, x2) = (x1e−γ1t, x2e−γ2t + x1ϑ(t)),
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gdzie
ϑ(t) =
β2
γ1 − γ2 (e
−γ2t − e−γ1t).
Jeżeli γ1 > γ2, to mamy pit(E) ⊆ E dla wszystkich t ­ 0, a przekształcenie T(θ,s)
przyjmuje postać
T(θ,s)(x1, x2) = (θ + x1e−γ1s, x2e−γ2s + x1ϑ(s)).
Założenie γ1 > γ2 jest uzasadnione z punktu widzenia biologicznego, patrz na
przykład [68] i odwołania tam zamieszczone, gdzie można znaleźć wzmianki o
zaobserwowanym u bakterii (E. coli) szybkim procesie rozpadu mRNA. Produk-
cja cząsteczek mRNA może zostać opisana za pomocą gęstości wykładniczej o
średniej b
h(θ) =
1
b
e−θ/b, θ > 0,
podczas gdy intensywność ϕ jest funkcją Hilla zależną wyłącznie od drugiej współ-
rzędnej,
ϕ(x1, x2) =
κ1 + κ2xN2
1 + κ3xN2
,
gdzie N, κ1 > 0, a κ2, κ3 ­ 0 są stałymi. Jeżeli κ3 = 0, to dodatkowo zakładamy,
że N ¬ 1 oraz γ2 > bβ2κ2/(γ1 − γ2). Pokażemy, że minimalna półgrupa {P (t)}t­0
jest asymptotycznie stabilna.
Biorąc Θ = (0,∞) i przyjmując, że ν jest miarą Lebesgue’a na (0,∞) możemy
zapisać jądro stochastyczne K tak, jak w równaniu (4.7). Za pomocą wniosku 4.10
wykażemy, że operator przejścia K odpowiadający jądru K ma jedyną gęstość
niezmienniczą, która dodatkowo jest ściśle dodatnia p.w.
Najpierw musimy sprawdzić założenia wniosku 4.10. Funkcja k(θ,s)(x) okre-
ślona jak w równaniu (4.8) jest ściśle dodatnia dla wszystkich x ∈ E i θ, s > 0,
ponieważ zarówno ϕ jak h są ściśle dodatnie. Uwzględniając uwagę 4.9, rozpatru-
jemy pochodną ∂
∂(θn,sn)T(θn,sn)(x) zamiast
∂
∂sn
T(θn,sn)(x). Mamy
Ξk =
[
e−γ1sk+1 , 0
ϑ(sk+1), e−γ2sk+1
]
, Ψk =
[
1,
g(pisk+1T(θk,sk)(x))0,
]
,
gdzie
g(x) =
( −γ1x1
−γ2x2 + β2x1
)
dla x = (x1, x2).
Dla dowolnych θ1, s1 > 0 możemy obliczyć
∂T(θ1,s1)(x)
∂(θ1, s1)
= [Ψ0] =
[
1, −γ1x1e−γ1s1
0, −γ2x2e−γ2s1 + x1 β2γ1−γ2 (γ1e−γ1s1 − γ2e−γ2s1)
]
.
Rząd macierzy ∂
∂(θ1,s1)T(θ1,s1)(x) jest równy 2 wtedy i tylko wtedy, gdy
−γ2x2e−γ2s1 + x1 β2
γ1 − γ2 (γ1e
−γ1s1 − γ2e−γ2s1) 6= 0.
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Jeżeli powyższy warunek nie jest spełniony, to musimy rozważyć T(θ2,s2)(T(θ1,s1)(x)).
Otrzymujemy
∂T(θ2,s2)(x)
∂(θ2, s2)
= [Ξ1Ψ0|Ψ1]
=
[
e−γ1s2 , e−γ1s2g1(pis1x) 1, g1(pis2T(θ1,s1)(x))
ϑ(s2), ϑ(s2)g1(pis1x) + e
−γ2s2g2(pis1x) 0, g1(pis2T(θ1,s1)(x))
]
i patrząc na pierwszą i trzecią kolumnę widzimy, że rząd ∂
∂(θ2,s2)T(θ2,s2)(x) wynosi
2. Wynika stąd, że O+(x) 6= ∅ dla każdego x ∈ E.
Teraz udowodnimy, że nie istnieją zbiory K-pochłaniające. Uwzględniając
uwagę 4.11 wystarczy wykazać, że (0,∞)2 ⊂ O(x) dla m-p.w. x ∈ E. Załóż-
my najpierw, że punkt x = (x1, x2) jest taki, że x2 < β2x1/γ2. Wówczas jego
trajektoria ma kształt przedstawiony na rysunku 5.1(a). Szary obszar pokry-
wa zbiór O1(x) i widzimy, że kolejne iteracje dają resztę. Przyjmijmy teraz, że
x2 > β2x1/γ2. Wtedy zbiór O1(x) jest taki, jak został przedstawiony na rysunku
5.1(b).
x2
x1
x2 =
β2
γ2
x1
x = (x1, x2)
(a)
x2
x1
x2 =
β2
γ2
x1
x = (x1, x2)
(b)
Rysunek 5.1: Graficzne przedstawienie zbioru O1(x)
Wniosek 4.10 implikuje, że albo operator K jest wymiatający ze zbiorów zwar-
tych albo K ma jedyną gęstość niezmienniczą f∗. Aby wykluczyć wymiatanie,
zastosujemy do operatora K wniosek 2.3 biorąc
V (x) = V (x1, x2) = x1
β2
γ1 − γ2 + x2.
Otrzymujemy
V (X(t1))− V (X(0)) = β2
γ1 − γ2 θ1 − V (X(0))(1− e
−γ2t1).
Uwzględniając fakt, że t1 ma dystrybuantę jak w równaniu (1.4), uzyskujemy
Ex(1− e−γ2t1) = γ2
∫ ∞
0
e−γ2te−
∫ t
0
ϕ(pis(x))dsdt.
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Zatem mamy∫
E
V (y)K(x, dy)− V (x) = Ex(V (X(t1))− V (X(0)))(5.1)
=
∫ ∞
0
W (t, x)e−
∫ t
0
ϕ(pis(x))dsdt,
gdzie
W (t, x) =
bβ2
γ1 − γ2ϕ(pitx)− V (x)γ2e
−γ2t.
Zauważmy, że funkcja W jest ograniczona z góry przez stałą, a W (t, x) zmierza
do −∞ gdy ‖x‖ → ∞ dla każdego t. Funkcja ϕ ma dodatnie ograniczenie dolne
ϕ, więc otrzymujemy
∫ ∞
0
e−
∫ t
0
ϕ(pis(x))dsdt ¬ 1
ϕ
dla wszystkich x ∈ E.
Z lematu Fatou wynika, że
(5.2) lim sup
‖x‖→∞
∫ ∞
0
W (t, x)e−
∫ t
0
ϕ(pis(x))dsdt < 0.
Funkcja w równaniu (5.1) jest ciągła, a zatem ograniczona na zbiorach zwar-
tych. W związku z tym zależność (5.2) implikuje, że warunek (2.4) jest spełniony.
Kończy to dowód istnienia jedynej gęstości niezmienniczej dla operatora K.
Teraz przyjrzymy się procesowi X = {X(t)}t­0. Macierze Υn oraz Υx,n z
uwagi 4.13 są postaci
Υn =
[
0, −g(T(θn,sn)(x))0,
]
, Υx,n =
[
e−γ1(t−s(n)), 0
ϑ(t− s(n)), e−γ2(t−s(n))
]
.
Zatem ∂
∂(θ2,s2)pit−s(2)T(θ2,s2)(x) możemy przedstawić następująco
∂pit−s(2)T(θ2,s2)(x)
∂(θ2, s2)
= [Υ2 + Υx,2Ξ1Ψ0|Υ2 + Υx,2Ψ1]
=
[
e−γ1(t−s1), ∗ e−γ1(t−s(2)), ∗
e−γ1s2ϑ(t− s(2)) + e−γ2(t−s(2))ϑ(s2), ∗ ϑ(t− s(2)), ∗
]
,
gdzie pierwsza i trzecia kolumna są liniowo zależne, a pozostałe kolumny są dla
obliczeń nieistotne. Warto w tym momencie zwrócić uwagę na to, że zamiast
macierzy (4.14), której wszystkie kolumny są parami liniowo zależne, musieli-
śmy zastosować zależność (4.15). Z lematu 4.12 uzyskujemy fakt, że półgrupa
{P (t)}t­0 odpowiadająca procesowi X jest częściowo całkowa. Z twierdzenia 4.6
wynika więc, że półgrupa {P (t)}t­0 jest asymptotycznie stabilna.
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Rozdział 6
Proces fragmentacji
6.1 Proces fragmentacji jako skokowy proces Mar-
kowa
Fragmentacja to zjawisko rozpadania się cząstek w całe spektrum mniejszych
cząsteczek charakterystyczne dla wielu procesów przebiegających naturalnie po-
cząwszy od degradacji polimerów [71] w chemii do biologicznego rozpadu agrega-
tów [1]. Stochastyczny model fragmentacji został po raz pierwszy zaprezentowany
w [29] i od tego czasu był intensywnie badany za pomocą różnych metod probabi-
listycznych (patrz [11, 34, 65, 66] wraz z referencjami). Istnieje również podejście
z wykorzystaniem metod deterministycznych, za pomocą równań transportu oraz
metod z zakresu analizy funkcjonalnej ([46, 45, 8, 3, 27, 7, 50]), które wykorzy-
stamy tutaj.
Oznaczmy symbolem c(t, x) liczbowe zagęszczenie cząsteczek o masie (rozmia-
rze) x > 0 w chwili t > 0. Równanie
(6.1)
∂c(t, x)
∂t
=
∫ ∞
x
b(x, y)a(y)c(t, y)dy − a(x)c(t, x), t, x > 0,
z warunkiem początkowym
(6.2) c(0, x) = c0(x), x > 0,
opisuje ewolucję tego zagęszczenia. W równaniu tym, niech a(x) będzie tempem
rozpadu cząsteczek o masie x, a b(x, y) niech oznacza tempo powstawania czą-
steczek o masie x z tych o masie y. Zarówno a, jak i b są nieujemnymi funkcjami
borelowskimi. Aby całkowita masa została zachowana, funkcja b powinna spełniać
warunek ∫ y
0
b(x, y)xdx = y i b(x, y) = 0 dla x ­ y.
Rozważamy przypadek, gdy a(x) = xα, natomiast b jest jednorodna, tzn. ist-
nieje taka funkcja borelowska h : (0, 1)→ R+, że
(6.3) b(x, y) =
1
y
h
(
x
y
)
dla 0 < x < y i
∫ 1
0
h(r)rdr = 1.
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Niech teraz E oznacza przedział otwarty (0,∞), E = B(0,∞) niech będzie σ-
ciałem podzbiorów borelowskich (0,∞), a L1 = L1(E, E ,m) niech będzie prze-
strzenią funkcji całkowalnych względem miary m(dx) = x dx z normą
‖f‖ =
∫ ∞
0
|f(x)|xdx.
Jeżeli a(x) = xα, gdzie α ­ 0, to całkowita masa jest zachowana [45, 5]. Zatem,
jeśli
c0 ∈ D(m) := {f ∈ L1 : f ­ 0, ‖f‖ = 1},
to c(t, ·) ∈ D(m) dla wszystkich t > 0. Jeśli natomiast α < 0, to rozwiązania
gubią masę zgodnie z tzw. zjawiskiem “rozpadania się”[44, 33, 6, 9].
Niech εn, θn, n ∈ N, będą ciągami niezależnych zmiennych losowych, gdzie
dla każdego n ∈ N zmienna εn ma rozkład wykładniczy o średniej 1, natomiast
θn mają ten sam rozkład zadany dystrybuantą H określoną na przedziale (0, 1)
następująco
(6.4) H(r) = Pr(θ1 ¬ r) =
∫ r
0
h(z)zdz, r ∈ (0, 1).
Jeśli Y0 jest dodatnią zmienną losową niezależną od θn, n ∈ N, to ciąg
Yn = θnYn−1, n ­ 1,
określa dyskretny w czasie proces Markowa ze stochastycznym jądrem przejścia
(6.5) P(x,B) =
∫ 1
0
1B(zx)h(z)zdz, x > 0, B ∈ B(0,∞).
Pokażemy, że operator przejścia P na L1 odpowiadający P jest określony nastę-
pująco
(6.6) Pf(x) =
∫ ∞
x
1
y
h
(
x
y
)
f(y) dy, x > 0.
W naszym przypadku zastosujemy wzór (2.2) dla przestrzeni (0, 1) z miarą Lebes-
gue’a ν i do funkcji pz, Tz : (0,∞)→ (0,∞) zadanych następująco pz(x) = h(z)z,
Tz(x) = zx. Operator Frobeniusa-Perrona Tˆz jest postaci Tˆzf(x) = 1z2f
(
x
z
)
,
z ∈ (0, 1), x > 0, a zatem
Pf(x) =
∫ 1
0
1
z2
pz
(
x
z
)
f
(
x
z
)
dz =
∫ 1
0
1
z
h(z)f
(
x
z
)
dz
Zmieniając zmienne otrzymujemy
Pf(x) =
∫ ∞
x
1
y
h
(
x
y
)
f(y) dy.
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Załóżmy najpierw, że α ­ 0. Definiujmy trajektorię procesu {Y (t)}t­0 o po-
czątku w punkcie Y (0) = Y0 = x:
(6.7) Y (t) = Yn, τn ¬ t < τn+1, n ­ 0,
gdzie τn są chwilami skoków
τ0 = 0, τn := σn + τn−1, n ­ 1,
a σn są momentami zatrzymania określonymi następująco
σn :=
εn
a(Yn−1)
=
εn
Y αn−1
, n ­ 1.
Proces {Y (t)}t­0 jest minimalnym KDPM na (0,∞) o charakterystykach (pi, a,P),
gdzie pitx = x dla t, x > 0, a(x) = xα, a P jest jak w (6.5). Zauważmy, że (patrz
na przykład [62, rozdział 6.1]) jeżeli gęstość Y (0) spełnia równanie
(6.8) Pr(Y (0) ∈ B) =
∫
B
c0(x)x dx
gdzie c0 ∈ D(m), to
(6.9) Pr(Y (t) ∈ B) =
∫
B
c(t, x)x dx dla wszystkich t > 0, B ∈ B(0,∞),
gdzie c jest rozwiązaniem równania (6.1) z warunkiem początkowym c0.
Zanim pokażemy jak można określić proces fragmentacji dla α < 0 udowod-
nimy pomocniczy lemat, z którego skorzystamy również w następnym rozdziale.
Równość według rozkładu będziemy oznaczać symbolem d=.
Lemat 6.1. Niech εn, θn, n ∈ N, będą ciągami niezależnych zmiennych losowych,
gdzie εn mają rozkład wykładniczy o średniej 1, a θn mają identyczne rozkłady
z dystrybuantą H zadaną wzorem (6.4). Załóżmy, że α > 0. Wówczas zmienna
losowa Z∞ określona następująco
(6.10) Z∞ =
∑
k­1
εk
k−1∏
j=1
θαj
jest skończona p.w. oraz spełnia warunek
Z∞
d= θα0Z∞ + ε0,
z niezależnymi Z∞, θ0, ε0, gdzie θ0, ε0, Z∞ są niezależne oraz θ0
d= θ1, ε0
d= ε1.
Ponadto rozkład zmiennej Z∞ jest jedynym rozkładem stacjonarnym łańcucha
Markowa (Zn)n­0 zdefiniowanego równością
Zn = θαnZn−1 + εn, n ­ 1.
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Dowód. Zauważmy, że po prawej stronie równania (6.10) bierzemy iloczyn, który
dla k = 1 jest równy 1. Jako, że zmienne losowe θj, εj są nieujemne, więc Z∞
jest dobrze zdefiniowaną zmienną losową o wartościach w [0,∞]; co więcej, jest
skończona p.n. (patrz [32, twierdzenie 2.1] dla naszego wyboru θj, εj). Jako, że
−∞ ¬ E(log θ1) < 0 oraz E(log(max{ε1, 1}) <∞, więc szereg w równaniu (6.10)
jest zbieżny p.n. na mocy [63, twierdzenia 1.6] oraz
Z∞
d= θα0Z∞ + ε0,
gdzie θ0, ε0, Z∞ są niezależne oraz θ0
d= θ1, ε0
d= ε1. Łańcuch Markowa (Zn)n­0 ma
na mocy [63, twierdzenia 1.5] jedyny rozkład stacjonarny, który jest rozkładem
zmiennej Z∞.
Zakończymy ten rozdział konstrukcją skokowego procesu Markowa {Y (t)}t­0
związanego z równaniem fragmentacji (6.1) z a(x) = xα oraz α < 0. Trajektoria
procesu Y (t) o początku w Y (0) = Y0 jest określona warunkiem (6.7) tak długo,
jak t ∈ [τn, τn+1) dla pewnego n. Jako, że
Y α0 τn = Y
α
0
n∑
k=1
εk
Y αk−1
=
n∑
k=1
εk
k−1∏
j=1
θ−αj , n ­ 1
oraz −α > 0, więc widzimy, podobnie jak w dowodzie lematu 6.1, że granica
lim
n→∞Y
α
0 τn =
∞∑
k=1
εk
k−1∏
j=1
θ
|α|
j =: I∞
istnieje i jest skończona p.n. Zatem czas wybuchu procesu określony jako τ∞ =
limn→∞ τn, jest skończony p.n. Ciąg Yn, n ­ 0 jest nierosnący i zbieżny do 0 p.n.
Możemy zatem przyjąć, że Y (t) = 0 dla t ­ τ∞ oraz Y −α0 I∞ jest pierwszą chwilą
w której Y (t) osiąga 0. W przypadku, gdy α > 0 mamy I∞ = Z∞.
Niech α ∈ R. Proces {Y (t)}t­0 można również przedstawić następująco. Niech
{Z(t)}t­0 będzie złożonym procesem Poissona postaci
(6.11) Z(t) = −
N(t)∑
j=1
log θj, t > 0,
gdzie {N(t)}t­0 jest procesem Poissona z chwilami skoków τ˜n = ∑nj=1 εj, n ­ 1.
Wówczas {Y (t)}t­0 może zostać przedstawiony w postaci [18, 34]
Y (t) = Y0e−Z(ρ(Y
−|α|
0 t)), t ­ 0,
gdzie ρ jest zmianą czasu określoną wzorem
ρ(t) = inf{r ­ 0 :
∫ r
0
e−|α|Z(s)ds > t}, t ­ 0.
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Zauważmy, że ∫ ρ(t)
0
e−|α|Z(s)ds = t
wtedy i tylko wtedy, gdy t < I∞ lub ρ(t) = +∞ w przeciwnym przypadku. Zmien-
na losowa I∞ jest przykładem tak zwanego funkcjonału wykładniczego (patrz np.
[18])
I∞ =
∫ ∞
0
e−|α|Z(s)ds.
Łatwo to zobaczyć, jeśli zauważymy, że N(s) = k dla t ∈ [τ˜k, τ˜k+1), gdzie τ˜0 := 0,
εk+1 = τ˜k+1 − τ˜k, k ­ 0 oraz∫ ∞
0
e−|α|Z(s)ds =
∑
k­0
∫ τ˜k+1
τ˜k
k∏
j=1
θ
|α|
j ds = τ˜1 +
∑
k­1
(τ˜k+1 − τ˜k)
k∏
j=1
θ
|α|
j = I∞.
6.2 Istnienie rozwiązań samopodobnych dla pro-
cesu fragmentacji
Dla α > 0 możemy przedstawić [49, 27] rozwiązanie c równania fragmentacji
(6.1) jako
c(t, x) = γ(t)2u(log γ(t), γ(t)x), x, t > 0, gdzie γ(t) = (1 + t)1/α,
a u jest rozwiązaniem następującego równania całkowo-różniczkowego
(6.12)
∂u(t, x)
∂t
= −1
x
∂
∂x
(x2u(t, x))− ϕ(x)u(t, x) + P (ϕu(t, ·))(x).
Tutaj funkcja ϕ jest zdefiniowana w następujący sposób
ϕ(x) = αxα, x > 0.
a operator liniowy P na przestrzeni L1 jest jak w (6.6). W szczególności, jeżeli u∗
jest rozwiązaniem stacjonarnym równania (6.12), to
(6.13) c∗(t, x) = γ(t)2u∗(γ(t)x), t ­ 0, x > 0, γ(t) = (1 + t)1/α
nazywane jest rozwiązaniem samopodobnym równania (6.1).
Nasz główny wynik w tym rozdziale jest następujący.
Twierdzenie 6.2. Niech a(x) = xα, gdzie α > 0 i niech b spełnia równanie
(6.3) Wówczas istnieje samopodobne rozwiązanie c∗ wyrażające się zależnością
(6.13), gdzie c∗(t, ·) ∈ D(m), t ­ 0. Ponadto każde rozwiązanie c równania (6.1)
z warunkiem początkowym c0 ∈ D(m) spełnia warunek
lim
t→∞
∫ ∞
0
|c(t, x)− c∗(t, x)|x dx = 0
wtedy i tylko wtedy, gdy
(6.14)
∫ 1
0
log z h(z)zdz > −∞.
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Szczególne rozwiązania samopodobne zostały uzyskane różnymi metodami w
[52, 70]. W celu zgłębienia tematyki probabilistycznego podejścia do samopodob-
nej fragmentacji, odsyłamy czytelnika do [11] wraz z referencjami. W literaturze
matematycznej rozwiązania samopodobne oraz asymptotyka równania fragmenta-
cji były rozpatrywane za pomocą metod analitycznych (patrz [27]), gdzie istnienie
samopodobnego rozwiązania zostaje wykazane pod założeniem, że∫ 1
0
zkh(z)dz <∞
dla pewnego k < 1, natomiast zbieżność jest wykazana dla k ¬ α i przy zacho-
waniu dodatkowych warunków regularnościowych. Dowód naszego wyniku jest
oparty o reprezentację rozwiązań równania (6.1) za pomocą gęstości procesu Mar-
kowa {Y (t)}t­0. Skonstruujemy taki proces Markowa {X(t)}t­0, że spełnione jest
równanie
(6.15) Y (t) = (1 + t)−1/αX(log(1 + t)1/α) dla wszystkich t ­ 0,
gdzie {Y (t)}t­0 jest procesem zadanym przez (6.7). Ten kawałkami determini-
styczny proces Markowa ma dobre własności asymptotyczne, co pokażemy w sek-
cji 6.3 używając twierdzenia 4.6.
Właściwości asymptotyczne równań typu fragmentacji wzrostu były badane
i ulepszane w wielu pracach (niedawne wyniki np. w [50] i [13]). Jednak żaden
z tych wyników nie pozwala nam podać warunku koniecznego i wystarczające-
go (6.14). Przypadek w którym α = 0 jest rozpatrywany w [25] oraz [13]. Gdy
α > 0, to wiadomo ([12]), że proces {1/Y (t)}t­0 jest przykładem tak zwane-
go samopodobnego procesu Markowa o rosnących trajektoriach i na podstawie
[12, twierdzenia 1] wiadomo, że t1/αY (t) jest zbieżny według rozkładu do zmien-
nej losowej Y∞, która jest niezdegenerowana gdy spełniony jest warunek (6.14).
Nasze metody pozwalają uzyskać zbieżność gęstości (1 + t)1/αY (t), skąd wynika
zbieżność według rozkładu i pozwalają zidentyfikować rozkład zmiennej Y∞ jako
rozkład stacjonarny procesu {X(t)}t­0 absolutnie ciągły względem m i z gęsto-
ścią u∗. Jeżeli warunek (6.14) nie jest spełniony, to wówczas Y∞ jest równa 0. Pod
koniec sekcji 6.4 opisujemy jak w naszymi metodami uzyskać tego typu granice.
Dalsze badania asymptotyki w tym przypadku są przedstawione w [17]. Samopo-
dobne procesy Markowa były również używane w [34] celem badania zachowania
rozwiązań równania fragmentacji dla dużych czasów, gdy α < 0.
6.3 Dowód twierdzenia 6.2
Trajektoria procesu {X(t)}t­0 o początku w punkcie X(0) = X0 = x może
być określona jako
X(t) = et−tnXn, tn ¬ t < tn+1, n ­ 0,
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gdzie tn są chwilami skoków
(6.16) t0 := 0, tn = log
(
εn
Xαn−1
+ 1
)1/α
+ tn−1,
a Xn = X(tn) są pozycjami ”po skokach”
(6.17) Xn = θn
(
εn +Xαn−1
)1/α
, n ­ 1.
Zapiszemy teraz proces {X(t)}t­0 stosując oznaczenia z rozdziału 1 i określimy
półgrupę minimalną {P (t)}t­0 odpowiadającą temu procesowi zdefiniowaną w
rozdziale 4. Pozwoli nam to udowodnić twierdzenie 6.2 wykorzystując asympto-
tyczną stabilność półgrupy {P (t)}t­0, którą wykażemy za pomocą twierdzenia 4.6.
Proces {X(t)}t­0, przedstawiający fragmentację ze wzrostem jest minimal-
nym, kawałkami deterministycznym procesem Markowa [62, rozdział 6.2] o cha-
rakterystykach (pi, ϕ,P), gdzie
ϕ(x) = αxα i pitx = etx, x > 0, t ­ 0.
Jest to szczególny przypadek semiukładu dynamicznego ze skokami, gdzie skoki
są określone przez odwzorowania Tθ(x) = θx, a gęstości przez pθ(x) = h(θ)θ dla
x ∈ E = (0,∞), θ ∈ Θ = (0, 1). Zauważmy, że dla α < 0 mamy
Y (t) = (1 + t)−1/αX(log(1 + t)−1/α), t ­ 0,
gdzie odpowiadający kawałkami deterministyczny proces Markowa {X(t)}t­0 ma
charakterystyki (pi, ϕ,P) z
ϕ(x) = |α|xα, pitx = e−tx, x > 0, t ­ 0
oraz równanie ewolucyjne jak w [62, rozdziale 6.3] lub w [1, rozdziale 4].
Teraz, gdy X(0) = Y (0) oraz Y (0) spełnia (6.8), to
Pr(X(t) ∈ B) =
∫
B
P (t)c0(x)xdx dla wszystkich t > 0, B ∈ B(0,∞),
gdzie {P (t)}t­0 jest półgrupą stochastyczną na L1 oraz u(t, x) = P (t)c0(x) jest
rozwiązaniem równania (6.12) z warunkiem początkowym u(0, x) = c0(x), patrz
[62, rozdział 6.2]. Stąd oraz z (6.15) wynika, że rozwiązanie c równania (6.1) z
warunkiem początkowym c0 może zostać przedstawione jako
(6.18) c(t, x) = γ(t)2P (log γ(t))c0(γ(t)x), t > 0, x > 0, gdzie γ(t) = (1+t)1/α.
Zatem jeżeli półgrupa {P (t)}t­0 jest asymptotycznie stabilna z gęstością nie-
zmienniczą u∗, to
lim
t→∞
∫ ∞
0
|c(t, x)− γ(t)2u∗(γ(t)x)|x dx = lim
t→∞ ‖P (log γ(t))c0 − u∗‖ = 0.
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W konsekwencji dowód twierdzenia 6.2 sprowadza się do zbadania asymptotycznej
stabilności półgrupy {P (t)}t­0.
Najpierw pokażemy, że są spełnione wszystkie założenia twierdzenia 4.6. Na-
stępnie, w lemacie 6.6 udowodnimy, że warunki (4.3) i (6.14) są równoważne.
Lemat 6.3. Dla każdego t > 0 operator P (t) jest preharrisowski. W szczególności,
półgrupa {P (t)}t­0 jest częściowo całkowa.
Dowód. Jako, że półgrupa {P (t)}t­0 jest stochastyczna, więc z punktu (3) twier-
dzenia 4.1 otrzymujemy m(y : Py(t∞ < ∞) > 0) = 0, gdzie t∞ = limn→∞ tn.
Zauważmy, że jeżeli y jest takie, że Py(t∞ <∞) = 0, to
Py(X(t) ∈ B) =
∞∑
n=0
Py(X(t) ∈ B, tn ¬ t < tn+1)
oraz X(t) = et−tnX(tn) dla t ∈ [tn, tn+1), n ­ 0. Dla n = 1 mamy
Py(et−t1X(t1) ∈ B, t1 ¬ t < t2)
=
∫ 1
0
∫ t
0
1B(etθy)ψt−s(θesy)h(θ)θϕ(esy)ψs(y)dsdθ,
gdzie ψt(y) = e
−
∫ t
0
ϕ(ery)dr. Zmiana zmiennych x = etθy prowadzi do
Py(et−t1X(t1) ∈ B, t1 ¬ t < t2) =
∫
B
p(x, y)xdx,
gdzie
p(x, y) = 1(0,ety)(x)h
(
x
ety
)
1
(ety)2
∫ t
0
ψt−s(es−tx)ϕ(esy)ψs(y)ds
dla x, y > 0. Zatem∫
B
P (t)f(x)m(dx) =
∫ ∞
0
Py(X(t) ∈ B)f(y)m(dy)
­
∫ ∞
0
∫
B
p(x, y)m(dx)f(y)m(dy)
dla każdej f ∈ D(m) i wszystkich zbiorów borelowskich B. Stąd natomiast wy-
nika, że
P (t)f(x) ­
∫ ∞
0
p(x, y)f(y)m(dy), f ∈ D(m).
Zauważmy teraz, że∫ ∞
0
p(x, y)m(dy) > 0 dla m-p.w. x ∈ (0,∞),
co kończy dowód.
Wykorzystywać będziemy następujący lemat.
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Lemat 6.4. Załóżmy, że ξ i θ są niezależnymi zmiennymi losowymi, gdzie ξ ma
gęstość fξ na (0,∞) podczas, gdy θ ma gęstość fθ na (0, 1). Wówczas gęstość fξθ
zmiennej losowej ξθ jest zadana wzorem
fξθ(x) =
∫ ∞
x
fθ
(
x
r
) 1
r
fξ(r)dr, x > 0.
i jest dodatnia p.w., gdy fξ jest dodatnia p.w.
Dowód. Dystrybuanta Fξθ zmiennej losowej ξθ może zostać zapisana następująco
Fξθ(x) = Pr(ξθ ¬ x) = Pr
(
θ ¬ x
ξ
)
=
∫ ∞
0
∫ x
r
0
fθ(y)fξ(r)dydr, x > 0.
Jako, że fθ znika na zewnątrz (0, 1), więc weźmy r ­ x. Otrzymujemy
Fξθ(x) =
∫ ∞
x
∫ x
r
0
fθ(y)fξ(r)dydr, x > 0.
Zmieniając zmienne oraz kolejność całkowania uzyskujemy
Fξθ(x) =
∫ x
0
∫ ∞
x
fθ
(
y
r
) 1
r
fξ(r)drdy, x > 0.
Zatem gęstość fξθ jest postaci
fξθ(x) =
∫ ∞
x
fθ
(
x
r
) 1
r
fξ(r)dr, x > 0.
Przypuśćmy teraz, że fξθ(x) = 0. Wówczas fθ
(
x
r
)
1
r
fξ(r) = 0 dla p.w. r ­ x > 0,
skąd wynika, że fθ
(
x
r
)
= 0 dla p.w. r ­ x > 0. To natomiast prowadzi do
sprzeczności z faktem iż fθ jest gęstością na (0, 1).
Lemat 6.5. Niech εn, θn, n ∈ N, będą ciągami niezależnych zmiennych losowych,
gdzie εn mają rozkład wykładniczy o średniej 1, a θn mają identyczne rozkłady z
dystrybuantą H zadaną wzorem (6.4). Wówczas zmienna losowa
(6.19) X∞ =
∑
k­1
εk
k∏
j=1
θαj
1/α
jest skończona p.w. oraz spełnia warunek
(6.20) X∞
d= θ0(ε0 +Xα∞)
1/α
z niezależnymi X∞, θ0, ε0, gdzie θ0
d= θ1 i ε0
d= ε1. Ponadto
(6.21) EXα∞ =
Eθα0
1− Eθα0
,
a rozkład µ∗ zmiennej X∞ jest absolutnie ciągły względem m z ściśle dodatnią gę-
stością f∗. Jest on jedynym rozkładem stacjonarnym łańcucha Markowa (Xn)n­0
zdefiniowanego równością (6.17).
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Dowód. Z równości (6.17) wynika, że
Xαn = εnθ
α
n +X
α
n−1θ
α
n , n ­ 1.
Poprzez iterowanie tego równania otrzymujemy
Xαn = εnθ
α
n + εn−1θ
α
n−1θ
α
n + . . .+ ε1
n∏
j=1
θαj +X
α
0
n∏
j=1
θαj .
Jako, że θαj ∈ [0, 1], j ­ 1, więc widzimy, że ciąg
∏n
j=1 θ
α
j , jako monotoniczny, jest
zbieżny p.n. Z mocnego prawa wielkich liczb wynika, że ciąg ten jest zbieżny do
zera. Łatwo zauważyć, że
Xαn −Xα0
n∏
j=1
θαj
d= ξn, n ­ 1,
gdzie
ξn = ε1θα1 + ε2θ
α
2 θ
α
1 + . . .+ εn
n∏
j=1
θαj ,
i ciąg ξn jest zbieżny p.n. do Xα∞, gdzie X∞ jest określony równaniem (6.19).
Zatem jeśli łańcuch Markowa (Xn)n­0 ma rozkład stacjonarny, to musi to być
rozkład X∞.
Niech zmienna losowa Z∞ będzie określona jak w (6.10). Zauważmy teraz, że
θα0Z∞
d= Xα∞.
Co więcej, zmienna losowa Xα∞+ ε0 ma taki sam rozkład, co zmienna losowa Z∞.
W związku z tym, rozkład zmiennej X∞ jest jedynym rozkładem stacjonarnym
łańcucha Markowa (Xn)n­0. Następnie zauważmy, że rozkład zmiennej Z∞, bę-
dący splotem dwóch rozkładów, z czego jeden jest absolutnie ciągły względem
miary Lebesgue’a, jest absolutnie ciągły. Zatem ma on gęstość fZ∞ . Ponieważ
X∞
d= θ0Z1/α∞ , a gęstość zmiennej Z
1/α
∞ wyraża się wzorem αx
α−1fZ∞(x
α), więc
zmienna losowa X∞ również ma gęstość fX∞ . Wynika stąd, że f∗(x)x = fX∞(x)
dla x > 0. Aby wykazać, że f∗ jest dodatnia p.n. wystarczy (na mocy lematu
6.4) pokazać, że fZ∞ jest dodatnia p.w. Uwzględniając fakt, że Z∞
d= Xα∞ + ε0,
otrzymujemy
fZ∞(x) =
∫ x
0
e−(x−y)fXα∞(y)dy,
co dowodzi, że fZ∞ jest dodatnia na przedziale (x0,∞), gdzie x0 ­ 0. Aby za-
kończyć dowód pozostało nam pokazać, że x0 = 0. Z tożsamości (6.10) wynika,
że fZ∞(x) spełnia następujące równanie
fZ∞(x) =
∫ x
0
∫ ∞
z
gα
(
z
y
)1
y
fZ∞(y)dye
−(x−z)dz,
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gdzie gα jest gęstością zmiennej losowej θα0 . Zmieniając kolejność całkowania uzy-
skujemy
fZ∞(x) =
∫ ∞
0
∫ min{x,y}
0
gα
(
z
y
)1
y
e−(x−z)dzfZ∞(y)dy.
Przypuśćmy, że x0 > 0. Wówczas dla każdego x < x0 i każdego y > x0 otrzymu-
jemy ∫ x
0
gα
(
z
y
)1
y
e−(x−z)dz = 0.
Wynika stąd, że dla każdego r < 1 mamy
∫ r
0 gα(t)dt = 0, co jest sprzeczne z tym,
że
∫ 1
0 gα(t)dt = 1 i dowodzi, że x0 = 0. Stąd gęstość f∗ jest dodatnia p.w.
W końcu, zauważmy, że 0 ¬ Eθα0 < 1. W zasadzie jako, że θα0 ∈ [0, 1], więc
Eθα0 ∈ [0, 1]. Przypuśćmy, że Eθα0 = 1. Wówczas θα0 = 1 p.w., co implikuje, że
θ0 = 1 p.w. Zatem θ0 nie ma gęstości, co prowadzi do sprzeczności. Z (6.19)
możemy obliczyć
EXα∞ =
∑
k­1
Eεk
k∏
j=1
Eθαj =
∑
k­1
k∏
j=1
Eθα0 =
∑
k­1
(Eθα0 )
k =
Eθα0
1− Eθα0
,
co daje (6.21) i kończy dowód.
Z lematów 6.3 oraz 6.5 wynika, że wszystkie założenia twierdzenia 4.6 są speł-
nione. Twierdzenie 6.2 jest rezultatem połączenia twierdzenia 4.6 z następującym
lematem.
Lemat 6.6. Zmienna losowa t1 określona w równaniu (6.16) spełnia warunek
(4.3) wtedy i tylko wtedy, gdy E log θ1 > −∞, a w tym przypadku
E(t1) = E(− log θ1) = −
∫ 1
0
log z h(z)zdz.
Dowód. Mamy t1 = 1α log
ε1+Xα0
Xα0
, gdzie ε1 oraz X0 są niezależne. To prowadzi do
1
α
log ε1 − logX0 ¬ t1 ¬ 1
α
(ε1 +Xα0 − 1)− logX0.
Aby obliczyć pierwszy moment t1 weźmy X0
d= X∞. Zmienna Xα0
d= Xα∞ jest cał-
kowalna na mocy równania (6.21) oraz E log ε1 = −γ, gdzie γ jest liczbą Eulera-
Mascheroniego, więc t1 ma skończony pierwszy moment wtedy i tylko wtedy, gdy
|E logX∞| <∞. Otrzymujemy
E(t1) =
∫ ∞
0
∫ ∞
0
log
(
y
xα
+ 1
) 1
α
e−ydyf∗(x)m(dx)
=
∫ 1
0
∫ ∞
0
∫ ∞
0
(
log θ(y + xα)
1
α − log x− log θ
)
e−ydyf∗(x)m(dx)dθ
= E logX∞ − E logX∞ − E log θ1 = −E log θ1.
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Ponadto z warunku (6.20) wynika, że
logXα∞
d= α log θ0 + log ε0 + log
(
1 +
Xα∞
ε0
)
­ α log θ0 + log ε0.
Z drugiej strony mamy
logXα∞
d= α log θ0 + log(ε0 +Xα∞) ¬ α log θ0 + ε0 +Xα∞ − 1.
Zatem
E log θ0 +
1
α
E log ε0 ¬ E logX∞ ¬ E log θ0 + 1
α
EXα∞,
co implikuje, że E log θ1 > −∞ wtedy i tylko wtedy, gdy |E logX∞| <∞ i kończy
dowód.
6.4 Przykłady i uzupełnienia związane z proce-
sem fragmentacji
Udowodniliśmy, że jednorodne równanie fragmentacji ma rozwiązanie samo-
podobne wtedy i tylko wtedy, gdy E(log θ1) > −∞, gdzie θ1 jest zmienną losową
z dystrybuantą H określoną jak w równaniu (6.4). W tym przypadku równanie
(6.12) ma całkowalne rozwiązanie stacjonarne. W tym rozdziale podamy wzór
rozwiązania stacjonarnego wyrażonego za pomocą gęstości zmiennej losowej Z∞
zdefiniowanej równaniem (6.10).
Używając oznaczeń z rozdziału 4.1 zauważmy, że f∗ w lemacie 6.5 jest je-
dyną gęstością niezmienniczą operatora stochastycznego K odpowiadającemu ją-
dru stochastycznemu K procesu Markowa (Xn)n­0 określonego warunkiem (6.17),
więc
f∗ = P (ϕf ∗), gdzie f ∗ = R0f∗,
a R0 jest jak w lemacie 4.3. Jeśli w równaniu (4.6) weźmiemy f = f∗, to otrzy-
mujemy, że
(6.22)
∫ ∞
0
ϕ(x)f ∗(x)m(dx) =
∫ ∞
0
f∗(x)m(dx) = 1.
Z lematu 4.3 wynika, że E(t1) = ‖f ∗‖. Zatem, z lematu 6.6 wynika, że ‖f ∗‖ =
E(− log θ1).
Z drugiej strony, f∗(x)x jest gęstością zmiennej losowej X∞
d= θ0Z1/α∞ , gdzie
θ0
d= θ1 oraz operator P odpowiada operacji mnożenia przez θ1. Wówczas gęstość
zmiennej Z1/α∞ spełnia warunek
αxα−1fZ∞(x
α) = ϕ(x)f ∗(x)x.
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W konsekwencji, jeżeli E(− log θ1) <∞, to półgrupa {P (t)}t­0 ma jedyną gęstość
niezmienniczą u∗ i jest ona zadana wzorem
u∗(x) =
f ∗(x)
‖f ∗‖
=
fZ∞(x
α)
E(− log θ1)x2 .
Udowodniliśmy w ten sposób, co następuje:
Lemat 6.7. Jeśli spełniony jest warunek (6.14) lub równoważnie zachodzi wa-
runek E(− log θ1) < ∞, to rozwiązanie samopodobne równania (6.1) z twierdze-
nia 6.2 jest postaci
c∗(t, x) =
fZ∞((1 + t)x
α)
E(− log θ1)x2 , x, t > 0,
gdzie funkcja fZ∞ jest gęstością zmiennej losowej Z∞ określonej wzorem (6.10).
Ta forma samopodobieństwa rozwiązania powinna być zestawiona z założe-
niem skalowalności z [70, równania (15)], gdzie funkcja Φ odpowiada funkcji fZ∞ .
Teraz podamy dający się dokładnie rozwiązać przykład, znany już od publi-
kacji [52].
Przykład 6.1. Rozważmy funkcję h(z) = βzβ−2, gdzie β > 0. Wówczas θ1
d= U1/β,
gdzie U jest zmienną losową z rozkładem jednostajnym na [0, 1]. Zmienna Z∞ ma
rozkład gamma z parametrem kształtu 1 + β/α (patrz np. [63, przykład 3.8]),
więc mamy
fZ∞(x) =
1
Γ(1 + β/α)
xβ/αe−x, x > 0,
gdzie Γ jest funkcją gamma. Stąd wynika, że
u∗(x) =
β
Γ(1 + β/α)
xβ−2e−x
α
=
α
Γ(β/α)
xβ−2e−x
α
.
Zauważmy, że u∗(x)x jest gęstością uogólnionego rozkładu gamma z parametrami
(α, β, 1).
Zmienna losowa Z∞ może zostać wyrażona jako funkcjonał wykładniczy
Z∞
d=
∫ ∞
0
e−αZ(t)dt
złożonego procesu Poissona {Z(t)}t­0 jak w (6.11). Wykładnik Laplace’a φ(q)
procesu {Z(t)}t­0, zdefiniowany jako
E(e−qZ(t)) = e−tφ(q), t > 0,
jest postaci
φ(q) = E(1− θq1) =
∫ 1
0
(1− zq)zh(z)dz, q > 0.
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Zatem z [18, wniosku 3.3] wynika, że zmienna losowa Z∞ jest wyznaczona przez
swoje momenty
E(Zn∞) =
n!∏n
k=1 φ(αk)
=
n!∏n
k=1 E(1− θαk1 )
, n = 1, 2, . . . .
Teraz przedstawimy dwa przykłady, gdzie zmienna losowa Z∞ jest określona
przez swoje momenty.
Przykład 6.2. Przypomnijmy, że zmienna losowa θ ma rozkład beta z parametrami
(a, b), a, b > 0, gdy ma gęstość postaci
fθ(x) =
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1, x ∈ (0, 1).
Wówczas
E(θr) =
Γ(a+ b)
Γ(a)Γ(b)
∫ 1
0
xrxa−1(1− x)b−1dx = Γ(r + a)Γ(a+ b)
Γ(a)Γ(r + a+ b)
dla wszystkich r > 0. W przykładzie 6.1 zmienna losowa θ d= θ1 ma rozkład beta
z parametrami (β, 1), więc mamy
E(θαq) =
Γ(αq + β)Γ(β + 1)
Γ(β)Γ(αq + β + 1)
=
β
αq + β
,
a odpowiadająca jej zmienna losowa Z∞ ma momenty
E(Zn∞) =
n∏
k=1
(k + β/α) =
Γ(n+ 1 + β/α)
Γ(1 + β/α)
, n = 1, 2, . . .
Przypuśćmy teraz, że θ jest iloczynem dwóch niezależnych zmiennych losowych o
rozkładzie beta z parametrami odpowiednio (β1, 1) i (β2, 1). Wówczas
E(θαq) =
β1
αq + β1
β2
αq + β2
, q > 0,
co oznacza, że
E(Zn∞) =
n∏
k=1
(k + a1)(k + a2)
k + a1 + a2
,
gdzie
(6.23) a1 =
β1
α
, a2 =
β2
α
.
Zatem
E(Zn∞) =
Γ(n+ 1 + a1)Γ(1 + a1 + a2)
Γ(1 + a1)Γ(n+ 1 + a1 + a2)
Γ(n+ 1 + a2)
Γ(1 + a2)
co dowodzi tego, że Z∞ jest iloczynem dwóch zmiennych losowych, z których
jedna ma rozkład beta z parametrami (1 + a1, a2), a druga ma rozkład gamma z
parametrem kształtu 1 + a2.
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Uwaga 6.8. Łatwo zauważyć, że jeśli Z∞ = θξ, gdzie θ oraz ξ są niezależnymi
zmiennymi losowymi, θ ma rozkład beta z parametrami (1+a1, a), a ξ ma rozkład
gamma z parametrem kształtu 1+a2, to gęstość zmiennej losowej Z∞ jest postaci
fZ∞(x) =
Γ(1 + a1 + a)
Γ(1 + a1)Γ(1 + a2)
e−xxa2U(a, 1 + a2 − a1, x), x > 0,
gdzie U jest funkcją hipergeometryczną konfluentną drugiego rodzaju
U(a, b, x) =
1
Γ(a)
∫ ∞
0
e−xssa−1(1 + s)b−a−1ds, a, x > 0, b ∈ R.
Przykład 6.3. Rozważmy teraz, podobnie jak w [70], funkcję
h(z) = pβ1zβ1−2 + (1− p)β2zβ2−2, z ∈ (0, 1),
gdzie β1, β2 > 0, p ∈ [0, 1]. Uzyskujemy
E(θαq) = p
β1
αq + β1
+ (1− p) β2
αq + β2
,
a stąd mamy, że
1− E(θαk) = p αk
αk + β1
+ (1− p) αk
αk + β2
,
Prowadzi to do
E(Zn∞) =
n∏
k=1
(k + a1)(k + a2)
k + pa2 + (1− p)a1
=
Γ(n+ 1 + a1)
Γ(1 + a1)
Γ(n+ 1 + a2)
Γ(1 + a2)
Γ(1 + pa2 + (1− p)a1)
Γ(n+ 1 + pa2 + (1− p)a1) ,
gdzie a1, a2 są takie, jak w (6.23). Możemy założyć, że β2 > β1 oraz p > 0.
Wówczas p(a2 − a1) > 0 i otrzymujemy
E(Zn∞) =
Γ(n+ 1 + a1)Γ(1 + a1 + p(a2 − a1))
Γ(1 + a1)Γ(n+ 1 + a1 + p(a2 − a1))
Γ(n+ 1 + a2)
Γ(1 + a2)
,
co pokazuje, że Z∞ jest iloczynem dwóch niezależnych zmiennych losowych, z
których jedna ma rozkład beta z parametrami (1 + a1, p(a2 − a1)), a druga ma
rozkład gamma z parametrem kształtu 1 + a2.
Rozdział ten zakończymy komentarzem odnośnie zachowania rozwiązań rów-
nania fragmentacji, gdy E(log θ1) = −∞.
Lemat 6.9. Jeżeli warunek (6.14) nie jest spełniony, to wówczas dla każdego
rozwiązania c równania (6.1) z warunkiem początkowym c0 ∈ D(m) mamy
lim
t→∞
∫ ∞
x0/γ(t)
c(t, x)x dx = 0 dla wszystkich x0 > 0.
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Dowód. Jeśli E(− log θ1) = ∞, to f ∗ nie jest całkowalna, a półgrupa {P (t)}t­0
nie ma gęstości niezmienniczej, ponieważ gdyby istniała, to byłaby ona wielokrot-
nością f ∗, co wynika z wniosków 3.13 i 3.14. Zatem z lematu 2.8 wiemy, że dla
żadnego s > 0 operator P (s) nie ma gęstości niezmienniczej. Na mocy lematu 6.3
oraz wniosku 2.4 uzyskujemy, że operator P (s) jest wymiatający, co w połącze-
niu z twierdzeniem 2.11 skutkuje tym, że półgrupa {P (t)}t­0 jest wymiatająca z
każdego zbioru B spełniającego warunek∫
B
f ∗(x)m(dx) <∞.
Mamy ϕ(x) = αxα ­ ϕ(x0) > 0 dla każdego x ­ x0 > 0. Stąd i z równania (6.22)
widzimy, że f ∗ jest całkowalna na przedziałach B = (x0,∞), x0 > 0. W efekcie,
lim
t→∞
∫ ∞
x0
P (t)c0(x)xdx = 0,
co w połączeniu z warunkiem (6.18) kończy dowód.
Uwaga 6.10. Warto zauważyć, że każde rozwiązanie c równania (6.1) z warunkiem
początkowym c0 ∈ D(m) spełnia warunek
lim
t→∞
∫ ∞
x0
c(t, x)xdx = 0 dla każdego x0 > 0.
Aby to pokazać, trzeba zwrócić uwagę na to, że jeśli warunek (6.14) nie jest
spełniony, to jest to konsekwencją wniosku 6.9, ponieważ γ(t) ­ 1 oraz c ­ 0.
Natomiast w przypadku gdy warunek (6.14) jest spełniony, to∫ ∞
x0
c(t, x)xdx ¬
∫ ∞
0
|c(t, x)− c∗(t, x)|xdx+
∫ ∞
x0
c∗(t, x)xdx
i na mocy twierdzenia 6.2 oraz całkowalności u∗ prawa strona zbiega do zera, gdy
t→∞.
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Rozdział 7
Podsumowanie
Rozprawę tę poświęciliśmy zagadnieniu istnienia gęstości niezmienniczych dla
kawałkami deterministycznych procesów Markowa. Dokonaliśmy analizy tego pro-
blemu w oparciu o teorię półgrup stochastycznych, która, z naszego punktu wi-
dzenia, była niezwykle użyteczna. Wychodząc od twierdzenia perturbacyjnego
Kato-Voigta uzyskaliśmy półgrupę minimalną, dla której gęstości niezmiennicze
związaliśmy z gęstościami niezmienniczymi operatora stochastycznego K. Przy-
pomnieliśmy zależności między półgrupami stochastycznymi a KDPM, co pozwo-
liło nam uzyskać warunki wystarczające na istnienie jedynej gęstości niezmienni-
czej dla semiukładów dynamicznych ze skokami (twierdzenie 4.2). Aby uzyskać
gęstość niezmienniczą stosowaliśmy alternatywę Foguela w wersji z twierdzenia
2.2 i warunek typu Fostera-Lapunowa (lemat 2.3). Ważne dla zastosowań warun-
ki dostateczne podaliśmy w rozdziale 4.2 (wniosek 4.10, uwagi 4.8 i 4.9). Bezpo-
średnio z tych wyników korzystaliśmy analizując model ekspresji genu z burstin-
giem. Istotne było także pytanie o asymptotyczną stabilność półgrupy minimalnej
{P (t)}t­0. Rezultaty dotyczące tego problemu przedstawiliśmy w twierdzeniu 4.6
i zilustrowaliśmy przykładem opisującym proces fragmentacji.
W rozprawie poszukiwaliśmy absolutnie ciągłych miar niezmienniczych. Ba-
zowaliśmy na wynikach z pracy [62], więc konieczne dla nas było założenie, że
semiukład {pit}t­0 spełnia warunek pit(E) ⊆ E dla wszystkich t ­ 0, a także, że
jądro stochastyczne P wyznacza operator przejścia P na L1. Nie wymagaliśmy
natomiast, żeby proces był niewybuchający, jak w [20] i [23].
Uzyskane przez nas wyniki można stosować do bardziej zaawansowanych mo-
deli, niż przedstawione w rozdziałach 5 i 6. Warto tu przywołać np. publikację
[58]. Ciekawym rozwinięciem analizowanego przez nas zagadnienia będzie otrzy-
manie twierdzeń o istnieniu miar niezmienniczych dla KDPM, w których oprócz
losowych skoków występują także skoki wymuszone, np. osiągnięciem danego po-
ziomu (jak w przypadku produkcji subtyliny [37]), czy dojściem do brzegu obszaru
(jak w przypadku bilardów [28]).
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