A radio labeling of a graph G is a mapping f : and d(u, v) the distance between u and v in G. The radio number of G is the smallest integer k such that G has a radio labeling f with max{f (v) : v ∈ V (G)} = k. We give a necessary and sufficient condition for a lower bound on the radio number of trees to be achieved, two other sufficient conditions for the same bound to be achieved by a tree, and an upper bound on the radio number of trees. Using these, we determine the radio number for three families of trees.
Introduction
In a graph model for the channel assignment problem, the transmitters are represented by the vertices of a graph; two vertices are adjacent or at distance two apart in the graph if the corresponding transmitters are very close or close to each other. Motivated by this problem Griggs and Yeh [9] introduced the following distance-two labeling problem: An L(2, 1)-labeling of a graph G = (V (G), E(G)) is a function f from the vertex set V (G) to the set of nonnegative integers such that |f (u) − f (v)| ≥ 2 if d(u, v) = 1 and |f (u) − f (v)| ≥ 1 if d(u, v) = 2, where d(u, v) is the distance between u and v in G. The span of f is defined as max{f (u) − f (v) : u, v ∈ V (G)}, and the minimum span over all L(2, 1)-labelings of G is called the λ-number of G, denoted by λ(G). The L(2, 1)-labeling and other distance-two labeling problems have been studied by many researchers in the past two decades; see [5] and [22] .
It has been observed that interference among transmitters may go beyond two levels. Motivated by the channel assignment problem for FM radio stations, Chartrand et al. [7] introduced the following radio labeling problem. Denote by diam(G) the diameter of G, that is, the maximum distance among all pairs of vertices in G.
and w are adjacent and T − ww consists of two equal-sized components. We view T as rooted at its weight centre W (T ): if W (T ) = {w}, then T is rooted at w; if W (T ) = {w, w } (where w and w are adjacent), then T is rooted at w and w in the sense that both w and w are at level 0. In either case, if in T the unique path from a weight centre to a vertex v ∈ W (T ) passes through a vertex u (possibly with u = v), then u is called an ancestor of v, and v is called a descendent of u. If v is a descendent of u and is adjacent to u, then v is a child of u. Let u ∈ W (T ) be adjacent to a weight centre. The subtree induced by u and all its descendent is called a branch at u. Two branches are called different if they are at two vertices adjacent to the same weight centre, and opposite if they are at two vertices adjacent to different weight centres. Note that the latter case occurs only when T has two weight centres. Define 
Radio number of trees
A radio labeling of T is an injective mapping f from V (T ) to the set of nonnegative integers; we can always assume that f assigns 0 to some vertex. Thus f induces a linear order of the vertices of T , namely The following result is essentially the same as [14, Theorem 3] , because when T has a unique weight centre, say w, we have L(T ) = w T (w) = w(T ), and when T has two weight centres, say w and w , the number of vertices in each of the two components of T − ww is equal to p/2 ([14, Lemma 2] ) and L(T ) + p/2 = w T (w) = w T (w ) = w(T ). However, we give a proof of Lemma 3.1 as it will be used in the proof of Theorem 3.2 and subsequent discussion. 
Proof It suffices to prove that any radio labeling of T has span no less than the right-hand side of (2) . Suppose that f is an arbitrary radio labeling of T . We order the vertices of
Summing up these p − 1 inequalities, we obtain
Case 1: T has one weight centre.
In this case, we have δ(u i , u i+1 ) = 0 for 0 ≤ i ≤ p − 2 by the definition of the function δ. Since T has only one weight centre, u 0 and u p−1 cannot be the root (weight centre) of T simultaneously. Hence
Thus, by (1) and Lemma 2.1(a),
This together with (3) yields span(
Case 2: T has two weight centres. By Lemma 2.1(a), we have φ(
Combining this with (3) we obtain span(
The next result gives a necessary and sufficient condition for the equality in (2) along with an optimal radio labeling. It will be crucial for our subsequent discussion. Theorem 3.2. Let T be a tree with order p and diameter d ≥ 2. Denote ε = ε(T ). Then
holds if and only if there exists a linear order u 0 , u 1 , . . . , u p−1 of the vertices of T such that (a) u 0 = w and u p−1 ∈ N (w) when W (T ) = {w}, and {u 0 , u p−1 } = {w, w } when W (T ) = {w, w };
Moreover, under this condition the mapping f defined by
is an optimal radio labeling of T .
We need some preparations in order to prove Theorem 3.2. Given a radio labeling f of a tree T , define
where p = |V (G)|, d = diam(T ) and ε = ε(T ) as before. Obviously, the values of x i 's rely on f .
Proof By Lemma 2.1 and the definition of a radio labeling, we have
Lemma 3.4. Let T be a tree with order p and diameter d ≥ 2. Denote ε = ε(T ). Let f be an injective mapping from V (T ) to the set of nonnegative integers, and let u 0 , u 1 , . . . , u p−1 be the vertices of T ordered in such a way that
. Then f is a radio labeling of T if and only if for any 0 ≤ i < j ≤ p − 1,
that is,
Proof We have
Thus, if f is a radio labeling of T , then by (1), for any i, j with 0 ≤ i < j ≤ p − 1,
Conversely, if f satisfies (8), then by (10) and (1) and the definition of
and hence f is a radio labeling of T . 2
Proof of Theorem 3.2 Necessity: Suppose that (4) holds. Let f be an optimal labeling of T with the corresponding ordering of vertices given by 0 = f
Thus from the proof of Lemma 3.1 all inequalities there for f must be equalities. More explicitly, we have
In the former case, we may assume without loss of generality that L(u 0 ) = 0 and L(u p−1 ) = 1 (that is, u 0 = w and u p−1 is adjacent to w), because the mapping span(f ) − f is also an optimal radio labeling of T . In either case, by (1), we have
Since f is a radio labeling, it satisfies (9) . So the right-hand side of (9) must be non-positive and (5) follows. Sufficiency: Suppose that a linear order u 0 , u 1 , . . . , u p−1 of the vertices of T satisfies (5), and f is defined by (6) and (7) . By Lemma 3.1 it suffices to prove that f is a radio labeling of T and span(f )
Thus, by (6) and (7), we have 0 = f (u 0 ) < f (u 1 ) < · · · < f (u p−1 ). By (7), we have x i = 0 for 0 ≤ i ≤ p − 2. Thus, for 0 ≤ i < j ≤ p − 1, the left-hand side of (9) is equal to 0. On the other hand, by (5), the right-hand side of the same equation is non-positive. Therefore, f satisfies (9) and so is a radio labeling of T . The span of f is given by
This together with (2) implies (4) and that f is an optimal radio labeling of T . 2 Remark 3.5. In general, it seems difficult to decide whether a general tree satisfies the conditions in Theorem 3.2, and if it satisfies these conditions how we can find the linear order meeting (a)-(b) in Theorem 3.2. Nevertheless, these may be achieved for some special families of trees such as the ones in the next section. Consider the following properties: (A i ) u i and u i+1 are in different branches when W (T ) = {w} and in opposite branches when
if u i and u j are in the same branch.
It can be verified that any linear order
In fact, one can show (A i ) by taking j = i+1 in (5) and using Lemma 2.1. Clearly, (B 0 ) and
w }, and hence (B i ) holds. Using (1) and (5), one can show that (C ij ) holds for 1 ≤ i < j ≤ p − 1.
Inspired by the properties above, one may try to test whether the vertices of a given tree T can be ordered in such a way that (a) and (b) in Theorem 3.2 are satisfied, and to produce such a linear order if it exists, by using the following procedure:
(iii) Choose a vertex u 1 (in any branch) other than u 0 and u p−1 such that property (B 1 ) is respected.
(iv) In general, suppose that u 0 , u 1 , . . . , u t have been put in order such that (A i ) holds for 0 ≤ i ≤ t − 1, (B i ) holds for 0 ≤ i ≤ t, and (C ij ) holds for 1 ≤ i < j ≤ t. If t = p − 2, stop and output the linear order u 0 , u 1 , . . . , u p−1 . If t < p − 2, choose u t+1 from V (T ) \ {u 0 , u 1 , . . . , u t , u p−1 } such that (A t ), (B t+1 ) and (C i,t+1 ), 1 ≤ i < t + 1 are respected, and continue the process with the longer sequence u 0 , u 1 , . . . , u t , u t+1 , if such a vertex u t+1 exists. (It can be verified that (
) If no such a vertex u t+1 exists, one may try to choose a different u i for some i ≤ t and run the procedure for the sequence u 0 , u 1 , . . . , u i .
It can be proved that, if we terminate with t = p − 2, then the linear order u 0 , u 1 , . . . , u p−1 produced above satisfies (a) and (b) in Theorem 3.2 and therefore the radio number of T is given by (4) .
Obviously, the procedure above is not an algorithm, but it can be easily modified to give an enumerative algorithm by considering all possible choices for u t+1 in each iteration. Though this algorithm is likely to be exponential in general (as it requires enumeration of a large number of possibilities), it may be efficient for some families of trees with special structures or small orders.
We now present two sets of sufficient conditions for (4) to hold. These conditions are easier to verify than (5) in some cases and will be used in the next section. 
and one of the following holds:
Then rn(T ) is given by (4) and f defined in (6)- (7) is an optimal radio labeling of T .
Proof It suffices to prove that the linear order u 0 , u 1 , . . . , u p−1 satisfies (5). Denote by S i,j the right-hand side of (5) with respect to this order. In view of (1), we may assume j − i ≥ 2.
Case 2:
Suppose (a), (b) and (d) hold. Then, for 0
The proof of Theorems 3.2 and 3.6 implies the following result which will be used in the next section.
Theorem 3.7. Let T be a tree with order p and diameter d ≥ 2. Denote ε = ε(T ). Then, for any linear order u 0 , u 1 , . . . , u p−1 of the vertices of T satisfying (5), or (b) and one of (c) and (d) in Theorem 3.6, the mapping f given by (6) and (7) is a radio labeling of
and span(f ) is equal to this upper bound.
Radio number for three families of trees
In this section we use Theorems 3.2, 3.6 and 3.7 to determine the radio number for three families of trees. We continue to use the terminology and notation in the previous section.
Banana trees
A k-star is a tree consisting of k leaves and another vertex joined to all leaves by edges. We define the (n, k)-banana tree, denoted by B(n, k), to be the tree obtained by joining one leaf of each of n copies of a (k − 1)-star to a single root (which is distinct from all vertices in the k-stars). See Fig. 1 for an illustration. It is clear that B(n, k) has diameter 6 and exactly one weight centre if n ≥ 2.
Theorem 4.1. Let n ≥ 5 and k ≥ 4 be integers. Then rn(B(n, k)) = n(k + 6) + 1.
Proof
The order and total level of B(n, k) are given by p = nk + 1 and L(B(n, k)) = 3n(k − 1) respectively. Plugging these into (2), we obtain rn(B(n, k)) ≥ n(k + 6) + 1. We now prove that this lower bound is tight by giving a linear order of the vertices of B(n, k) satisfying (5). Let w are joined by edges to a common vertex w, which is the unique weight centre of B(n, k).
We give a linear order u 0 , u 1 , u 2 , . . . , u p−1 of the vertices of B(n, k) as follows. We first set u 0 = w. Next, for 1 ≤ t ≤ p − 1, let
Note that u p−1 = w n k is adjacent to w and for 1 ≤ i ≤ p − 2, u i and u i+1 are in different branches so that φ(u i , u i+1 ) = 0.
Claim: The linear order u 0 , u 1 , . . . , u p−1 above satisfies (5). To prove this consider any two vertices u i , u j of B(n, k) with 0 ≤ i < j ≤ p − 1. Since the diameter of B(n, k) is 6, the right-hand side of (5) is given by S i,j :=
It is easy to verify that (5) holds when i = 0. We assume i ≥ 1 in the sequel.
Case 2: i ≤ n < j. We have L(u i ) = 2 and L(u t ) ≤ 3 for i < t ≤ j and hence
Case 3: n < i < j ≤ p − n − 1. We have L(u t ) = 3 for i ≤ t ≤ j and hence
Case 5:
So far we have proved the claim above. Therefore, by Theorem 3.2, we have rn(B(n, k)) = n(k + 6) + 1 and moreover the labeling given by (6)- (7) (applied to the current case) is an optimal radio labeling of B(n, k).
2
The reader is referred to Fig. 1 for an illustration of naming, ordering and labeling of the vertices of B(5, 4) by using the procedure in the proof of Theorem 4.1. w /u /11 3 3 w /u /14 4 4 w /u /17 5 5 w /u /20 
Firecracker trees
We define the (n, k)-firecracker tree, denoted by F (n, k), to be the tree obtained by taking n copies of a (k − 1)-star and identifying a leaf of each of them to a different vertex of a path of length n − 1 (see Fig.  2-3 ). It is clear that F (n, k) has one or two weight centres depending on whether n is odd or even.
Theorem 4.2. Let n, k ≥ 3 be integers. Denote ε = ε(F (n, k)), which is 1 if n is odd and 0 if n is even. Then
Proof F (n, k) has order p = nk, diameter d = n + 3 and total level
Plugging these into (2), we obtain that the right-hand side of (12) is a lower bound for rn (F (n, k) ). In what follows we prove that this lower bound is tight by giving a linear order u 0 , u 1 , u 2 , . . . , u p−1 of the vertices of F (n, k) satisfying (5). Let w Case 1: n is odd. In this case, F (n, k) has only one weight centre, namely w = w
, if i > (n + 1)/2.
Note that u p−1 = w (n+3)/2 k is adjacent to w and for 1 ≤ i ≤ p − 2, u i and u i+1 are in different branches so that φ(u i , u i+1 ) = 0.
Claim 1: The linear order u 0 , u 1 , . . . , u p−1 above satisfies (5). In fact, for any two vertices u i , u j with 0 ≤ i < j ≤ p − 1, the right-hand side of (5) is
, where d = n + 3 ≥ 6 is the diameter of F (n, k). If j = i + 1 or i = 0, then it is straightforward to verify that (5) 
This completes the proof of the claim.
Case 2: n is even. In this case, F (n, k) has two weight centres, namely w = w n/2 k and w = w n/2+1 k . We set u 0 = w and u p−1 = w. For 1 ≤ t ≤ p − n + 1, let
Note that u p−1 = w n/2 k is adjacent to w and for 1 ≤ i ≤ p − 2, u i and u i+1 are in opposite branches so that φ(u i , u i+1 ) = 0 and δ(u i , u i+1 ) = 1.
Claim 2: The linear order u 0 , u 1 , . . . , u p−1 above satisfies (5). In fact, for any two vertices u i , u j with 0 ≤ i < j ≤ p − 1, the right-hand side of (5) is
This completes the proof of Claim 2.
In summary, in each case above we have defined a linear order u 0 , u 1 , . . . , u p−1 of the vertices of F (n, k) which satisfies (5) . Therefore, by Theorem 3.2, rn(F (n, k)) is given by (4) which is exactly the right-hand side of (12) in the case of firecracker trees. The labeling given by (6)- (7) (applied to the current situation) is an optimal radio labeling of F (n, k). 
Caterpillars
A tree is called a caterpillar if the removal of all its degree-one vertices results in a path, called the spine.
Denote by C(n, k) the caterpillar in which the spine has length n − 3 and all vertices on the spine have degree k, where n ≥ 3 and k ≥ 2. Note that ε(C(n, k)) = 1 when n is odd and ε(C(n, k)) = 0 when n is even. Note also that C(n, 2) = P n is the path with n vertices.
Theorem 4.3. Let n ≥ 4 and k ≥ 2 be integers. Denote ε = ε(C(n, k)). Then
In the special case when k = 2, Theorem 4.3 gives the following known result. 
The radio number of C(n, k) for even n was considered in [12] . However, the formula in [12, Theorem 2.3] seems incorrect -it is bigger by one than the actual value of rn(C(n, k)) shown in (13) . (We have taken into account that the radio number defined in [12] is bigger than the usual definition by one.) For example, rn(C(10, 4) = 105 as shown in Fig. 5 , while [12, Theorem 2.3] gives 106.
Plugging these into (2), we obtain
Denote by v 2 . . . v n−1 the spine of C(n, k). Choose v 1 and v n to be distinct degree-one vertices of C(n, k) adjacent to v 2 and v n−1 , respectively. For each 2 ≤ i ≤ n − 1, denote by v i,j , 1 ≤ j ≤ k − 2 the neighbours of v i not on the path v 1 v 2 . . . v n−1 v n . Case 1: n = 2m + 1 is odd. In this case, C(n, k) has only one weight centre, namely v m+1 , and so ε = 1. We first prove
by using Theorem 3.7. To this end we define a linear order u 0 , u 1 , . . . , u p−1 of the vertices of C(n, k) as follows.
Relabel the remaining vertices on the spine by setting
We obtain u 5 , . . . , u n−2 in this way. Set
to obtain u n−1 , . . . , u p−3k+4 . Finally, set
to obtain u p−3k+5 , . . . , u p−1 . Claim 1: The linear order u 0 , u 1 , . . . , u p−1 above satisfies condition (5). In fact, denoting the right-hand side of (5) with respect to the order above by S i,j , we have
It is easy to verify that (5) is satisfied if j = i + 1, or i = 0, or i = p − 1. If j ≥ i + 3, then for 1 ≤ i < j ≤ n − 2, u t with i ≤ t ≤ j − 2 satisfies (b) and (c) in Theorem 3.6 and hence (5) is satisfied; for i ≤ n − 2 < j or n − 2 ≤ i < j ≤ p − 3k + 4, we have L(u t ) + L(u t+1 ) ≤ m + 2 for i ≤ t ≤ j − 1 and hence S i,j ≤ (j − i)(m + 2 − (2m + 1)) + (2m + 1) 
Since L(u 0 ) + L(u p−1 ) = 2, we obtain (16) immediately from Theorem 3.7 and Claim 1. In view of (15) and (16) , it remains to prove rn(C(n, k)) = 
We obtain u 1 , . . . , u n−2 in this way. Let to obtain u n−1 , . . . , u p−2 . Note that {u 0 , u p−1 } = {v m , v m+1 } = W (C(n, k)) and u i and u i+1 are in opposite branches for 1 ≤ i ≤ p − 1. It remains to prove the following: Claim 2: The linear order u 0 , u 1 , . . . , u p−1 above satisfies condition (5). In fact, denoting the right-hand side of (5) with respect to the order above by S i,j , we have S i,j = j−1 t=i (L(u t ) + L(u t+1 ) − 2m + 1) + 2m. It is easy to verify that (5) is satisfied when j = i + 1, or i = 0, or i = p − 1. If j ≥ i + 3, then for n = 4 we have L(u t ) + L(u t+1 ) ≤ m for i ≤ t ≤ j − 1 and hence S i,j ≤ (j − i)(m − (2m − 1)) + 2m ≤ 3(−m + 1) + 2m = −m + 3 ≤ 1 ≤ d(u i , u j ); and for n ≥ 6 we have L(u t )+L(u t+1 ) ≤ m+1 for i ≤ t ≤ j−1 and hence S i,j ≤ (j−i)(m+1−(2m−1))+2m ≤ 3(−m+2)+2m = −m + 6 ≤ 3 ≤ d(u i , u j ). If j = i + 2 ≥ 3, then S i,j = L(u i ) + 2L(u i+1 ) + L(u i+2 ) − 2m + 2. If both u i and u j are on the path v 1 v 2 . . . v n , then they satisfy (b) and (d) in Theorem 3.6 and hence satisfy (5) . If u i is on the path v 1 v 2 . . . v n but u j is not, then S i,j = 2 ≤ d(u i , u j ) since L(u t ) + L(u t+1 ) ≤ m for every t. If neither u i nor u j is on the path v 1 v 2 . . . v n , then either L(u i ) + 2L(u i+1 ) + L(u i+2 ) ≤ 2m or L(u i ) + 2L(u i+1 ) + L(u i+2 ) ≤ 2m + 1, and hence S i,j = 2 ≤ d(u i , u j ) or S i,j = 3 ≤ d(u i , u j ), respectively. This completes the proof of Claim 2.
So far we have completed the proof of (13) . Moreover, by Theorems 3.2 and 3.7, the labeling given by (6)- (7) with respect to the linear order above is an optimal radio labeling of C(n, k).
2 Using 1 + 2x + 3x
