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Derivation of anisotropic dissipative fluid dynamics from the Boltzmann equation
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1Institut fu¨r Theoretische Physik, Johann Wolfgang Goethe–Universita¨t,
Max-von-Laue-Str. 1, D–60438 Frankfurt am Main, Germany
Fluid-dynamical equations of motion can be derived from the Boltzmann equation in terms of an
expansion around a single-particle distribution function which is in local thermodynamical equilib-
rium, i.e., isotropic in momentum space in the rest frame of a fluid element. However, in situations
where the single-particle distribution function is highly anisotropic in momentum space, such as the
initial stage of heavy-ion collisions at relativistic energies, such an expansion is bound to break down.
Nevertheless, one can still derive a fluid-dynamical theory, called anisotropic dissipative fluid dynam-
ics, in terms of an expansion around a single-particle distribution function, fˆ0k, which incorporates
(at least parts of) the momentum anisotropy via a suitable parametrization. We construct such
an expansion in terms of polynomials in energy and momentum in the direction of the anisotropy
and of irreducible tensors in the two-dimensional momentum subspace orthogonal to both the fluid
velocity and the direction of the anisotropy. From the Boltzmann equation we then derive the set of
equations of motion for the irreducible moments of the deviation of the single-particle distribution
function from fˆ0k. Truncating this set via the 14-moment approximation, we obtain the equations
of motion of anisotropic dissipative fluid dynamics.
PACS numbers: 12.38.Mh, 24.10.Nz, 47.75.+f, 51.10.+y
I. INTRODUCTION
Fluid dynamics is the effective theory for the long-wavelength, small-frequency dynamics of a given system. As
such, it finds widespread application in many different areas of physics. Its basic equations represent nothing but the
conservation of particle number1 and energy-momentum, i.e., in special-relativistic notation:
∂µN
µ = 0 , ∂µT
µν = 0 , (1)
where Nµ is the particle four-current and T µν is the energy-momentum tensor. These five equations are not closed,
since they involve in general 14 unknowns, the four components of the particle four-current and the ten components of
the (symmetric) energy-momentum tensor. Closure, and thus a unique solution, is possible under certain simplifying
assumptions.
The most drastic assumption is to reduce Nµ and T µν to the so-called ideal-fluid form,
Nµ0 = n0 u
µ , T µν0 = e0 u
µuν − P0∆µν , (2)
where n0, e0, and P0 are the particle number density, the energy density, and the thermodynamic pressure, respectively,
uµ = γ(1,v) is the fluid four-velocity [v is the fluid three-velocity and γ = (1− v2)−1/2, such that uµuµ = 1, in units
where c = 1 and where the metric tensor is gµν = diag(+,−,−,−)], and ∆µν = gµν − uµuν is the projector onto the
three-dimensional subspace orthogonal to uµ, ∆µνuν = uµ∆
µν = 0. Now the equations of motion (1) contain only six
unknowns, and providing a thermodynamic equation of state (EoS) of the form P0(e0, n0) closes them.
The microscopic picture underlying ideal fluid dynamics is that the fluid is in local thermodynamical equilibrium,
e.g. for dilute gases at each space-time point xµ the single-particle distribution function assumes the form
f0k (α0, β0Eku) = [exp(−α0 + β0Eku) + a]−1 . (3)
Here, α0 = µβ0, where µ is the chemical potential associated with the particle density n0, β0 = 1/T is the inverse
temperature (in units where kB = 1) and Eku ≡ kµuµ, where kµ = (k0,k) is the particle four-momentum. In the
local rest (LR) frame of the fluid, uµLR = (1, 0, 0, 0), Eku =
√
k2 +m20 is the (relativistic on-shell) energy of a particle
with mass m0. In local thermodynamical equilibrium the quantities α0, β0, and u
µ are functions of xµ. In global
thermodynamical equilibrium, they assume constant values at all xµ. The quantity a = 1 for Fermi–Dirac and a = −1
for Bose–Einstein statistics, respectively. Boltzmann statistics is obtained in the limit a→ 0. Equation (3) represents
1 At relativistic energy scales, pair-creation processes require that particle-number conservation is replaced by net-charge conservation.
Bearing this in mind, for the sake of notational simplicity, we nevertheless keep the former in the present work.
2the well-known Ju¨ttner distribution function [1, 2], which for a = 0 is identical to the relativistic Maxwell-Boltzmann
distribution function.
The particle four-current and the energy-momentum tensor are simply the first and second moments of f0k,
Nµ0 = 〈kµ〉0 , T µν0 = 〈kµkν〉0 , (4)
where (in units where ~ = 1)
〈· · · 〉0 =
∫
dK (· · · ) f0k . (5)
Here, dK = gd3k/[(2π)3k0], where g counts the number of internal degrees of freedom. Inserting Eq. (3) into Eq. (4) it
can be shown that Nµ0 and T
µν
0 assume the ideal-fluid form (2). The thermodynamic variables e0, P0, n0 are functions
of α0, β0, such that, together with the three independent components of u
µ, there are in total five independent
quantities, which (for given initial conditions) are uniquely determined by the five equations of motion (1).
In general, the equations of motion (1) can also be closed by providing nine additional equations involving no
further unknowns than the 14 components of Nµ and T µν . However, the choice of these additional equations needs
further assumptions. One possibility is to use the second law of thermodynamics, which requires that any closed
system approaches global thermodynamical equilibrium. If the microscopic processes driving the system towards
equilibrium happen on space-time scales that are much smaller than the ones on which the fluid-dynamical fields Nµ,
T µν vary, it is reasonable to assume that the system will rapidly approach a state which is sufficiently close to local
thermodynamical equilibrium. In other words, defining
δNµ ≡ Nµ −Nµ0 , δT µν ≡ T µν − T µν0 , (6)
the deviations of particle four-current and energy-momentum tensor from the ideal-fluid form become small, |δNµ| ≪
|Nµ0 |, |δT µν| ≪ |T µν0 |. As explained above, Nµ0 and T µν0 are completely determined by five independent quantities (for
a given equation of state P0(e0, n0)). Therefore, δN
µ and δT µν involve in total nine independent quantities. Thus,
one has to specify nine additional equations in order to close the equations of motion (1). These 14 equations then
define a theory of dissipative (or viscous) fluid dynamics.
Unlike ideal fluid dynamics, in dissipative fluid dynamics the fluid four-velocity, and thus the choice of the LR frame
of the fluid, is not uniquely defined. The two most popular choices are the Eckart frame [3], where
uµ =
Nµ√
NαNα
(7)
is proportional to the flow of particles, and the Landau frame [4], where
uµ =
T µνuν√
uαTαβTβγuγ
(8)
is proportional to the flow of energy. In the Eckart frame, the nine independent variables, or dissipative currents,
which enter besides n0, e0, and u
µ, are the bulk viscous pressure Π (which is the difference between the isotropic
pressure P = − 13∆µνT µν and the thermodynamic pressure P0 = − 13∆µνT µν0 , Π ≡ P − P0, or, equivalently, up to a
factor −1/3 is equal to the trace of δTµν , Π = − 13∆µνδT µν), the shear-stress tensor πµν [which is the trace-free part
of δT µν , πµν = ∆µναβδT
αβ , where ∆µναβ =
1
2 (∆
µ
α∆
ν
β+∆
µ
β∆
ν
α)− 13∆µν∆αβ ], and the energy diffusion current Wµ (which
is the flow of energy relative to the flow of particles, Wµ = ∆µαδTαβu
β). In the Landau frame, the latter is replaced
by the particle diffusion current V µ (which is the flow of particles relative to the flow of energy, V µ = ∆µαδNα).
Providing equations for the dissipative currents closes the equations of motion (1) and defines a theory of dissipative
fluid dynamics. However, there is considerable freedom in choosing these additional equations. Using the second law
of thermodynamics one can show [5] that, to leading order, the dissipative currents must be proportional to gradients
of α0, β0, and u
µ, e.g. in the Landau frame,
Π = −ζ ∂µuµ ,
V µ = κn∆
µν∂να0 ,
πµν = 2η∆µναβ∂
αuβ , (9)
where ζ is the bulk-viscosity, η the shear-viscosity, and κn the particle-diffusion coefficient, respectively. Equations (9)
are the relativistic analogues of the Navier-Stokes equations [3, 4]. Since the dissipative currents are of first order in
gradients, one also speaks of a first-order theory of dissipative fluid dynamics. Note that the dissipative currents are
3expressed solely in terms of the quantities α0, β0, and u
µ, which are already present in ideal fluid dynamics. Inserting
Eqs. (9) into the equations of motion (1) thus closes the latter.
Unfortunately, directly using Eqs. (9) in the equations of motion (1) renders them parabolic, leading to an unstable
and acausal theory [6], at least in the relativistic case. The reason is that, in Eqs. (9), the dissipative currents (the left-
hand sides of these equations) react instantaneously to the dissipative forces (the right-hand sides). This unphysical
behavior can be cured [7] by assuming a non-vanishing relaxation time for the dissipative currents, as suggested in
Refs. [5, 8–11]. In its most simple form, these equations read
τΠDΠ+Π = −ζ ∂µuµ ,
τn∆
µνDVν + V
µ = κn∆
µν∂να0 ,
τπ∆
µν
αβDπ
αβ + πµν = 2η∆µναβ∂
αuβ , (10)
where D ≡ uµ∂µ is the comoving derivative and τΠ, τn, and τπ are the relaxation times associated with the individual
dissipative currents. Note that these equations promote the dissipative currents to dynamical variables, which relax
towards their Navier-Stokes values (9) on timescales given by τΠ, τn, and τπ, respectively. On account of the Navier-
Stokes equations (9), the dissipative currents themselves are already of first order in gradients. Since the equations
(10) contain derivatives of the dissipative currents, these equations are formally of second order in gradients. One
refers to formulations of dissipative fluid dynamics which contain terms of second order in gradients as second-order
theories of dissipative fluid dynamics.
The microscopic picture behind dissipative fluid dynamics is that the single-particle distribution function fk is,
albeit not identical to the local-equilibrium form (3), still sufficiently close to it, i.e.,
fk = f0k + δfk , (11)
with the deviation δfk from local thermodynamical equilibrium being small, |δfk| ≪ 1. The equations of motion of
dissipative fluid dynamics can be derived from this microscopic picture using the Boltzmann equation [12, 13],
kµ∂µfk = C [f ] , (12)
where C[f ] is the collision integral. Employing the microscopic definitions of the particle four-current and the energy-
momentum tensor,
Nµ = 〈kµ〉 , T µν = 〈kµkν〉 , (13)
where, analogous to Eq. (5),
〈· · · 〉 =
∫
dK (· · · ) fk , (14)
the equations of motion (1) are nothing but the zeroth and first moments of the Boltzmann equation (assuming
that the collision integral respects particle-number and energy-momentum conservation). Closure of the equations
of motion (1) can be achieved by considering higher moments of the Boltzmann equation. This strategy has been
pioneered by the authors of Refs. [9–11]. Honoring their work, the resulting equations [the most simple form of which
reads as given in Eqs. (10)] are commonly referred to as Israel-Stewart (IS) equations. Similar approaches have been
pursued in Refs. [14–16].
Recently, following the original idea of Grad [17], the deviation δfk has been expanded in a set of orthogonal
polynomials in energy, Eku = k
µuµ, and irreducible tensors in momentum, 1, k
〈µ〉, k〈µkν〉, . . ., where the angular
brackets denote the symmetrized and, for more than one Lorentz index, tracefree projection orthogonal to uµ, for
details see Refs. [12, 18]. Subsequently, the equations of motion of dissipative fluid dynamics have been derived by a
systematic truncation (based on power counting in Knudsen and inverse Reynolds numbers) of the set of moments of
the Boltzmann equation [18–20]. The lowest-order truncation gives the IS equations (10), including all other terms
that are of second order in gradients (equivalent to terms of second order in either Knudsen or inverse Reynolds
number, or of first order in the product of these). The advantage of this approach is that it can be systematically
improved and applied to situations where the Knudsen or inverse Reynolds numbers are not small [21].
As a power series in gradients (or in Knudsen and inverse Reynolds number), the range of applicability of dissipative
fluid dynamics is (at least formally) restricted to situations where the deviation δfk of the single-particle distribution
function fk from the one in local thermodynamical equilibrium, f0k, is small. There are, however, situations where
gradients, or δfk, respectively, become so large that a power-series expansion is expected to break down. In this
case, one should modify the above described approach to (dissipative) fluid dynamics, explicitly taking into account
deviations from local thermodynamical equilibrium to all orders. One of these situations is the initial stage of
4ultrarelativistic heavy-ion collisions. In this case, the gradient of the fluid velocity in beam (z−)direction is of the
order of the inverse lifetime of the system, ∂zvz ∼ 1/t [22], which can in principle become arbitrarily large as one
approaches the moment of impact of the colliding nuclei (at t = 0). This large gradient is reflected in a single-particle
distribution function which is highly anisotropic in the z−direction in momentum space.
Fluid dynamics for anisotropic single-particle distribution functions have been studied a long time ago [23]. Inci-
dentally, the physics motivation was very similar to the case described above, namely to account for momentum-space
anisotropies in the initial stage of heavy-ion collisions, although at that time the available beam energies were orders
of magnitude smaller. Recently, Florkowski, Martinez, Ryblewski, and Strickland [24–31] proposed a formulation of
anisotropic fluid dynamics based on a single-particle distribution function, which is anisotropic in momentum space
and whose specific form is motivated by the gluon fields created in the initial stages of a heavy-ion collision [32]. In
this formulation, fk is assumed to have a spheroidal shape in the LR frame, which is deformed in the z−direction with
respect to a spherically symmetric f0k. The degree of anisotropy is quantified by a single parameter. On the other
hand, having in mind applying their formalism to the evolution of the fluid in the mid-rapidity region of a heavy-ion
collision, where there is no conserved net-charge, the authors of Refs. [24–31] assumed that there is no parameter
like α0 which controls the particle-number (or more precisely, net-charge) density. Thus, besides energy-momentum
conservation [the second equation (1)], a single additional equation is necessary to close the system of equations of
motion. The simplest possibility is the zeroth moment of the Boltzmann equation, with the collision integral taken in
relaxation-time approximation [25]. Another possibility is the entropy equation (with a non-vanishing source term,
as entropy must grow in non-equilibrium situations) [27]. But in principle, also higher moments of the Boltzmann
equation could serve to determine the anisotropy parameter [33–35].
In this formulation of anisotropic fluid dynamics, while the anisotropy parameter is a function of space-time, the
form of the single-particle distribution function as a function of the anisotropy parameter always remains the same.
Even though one may generalize this idea by introducing additional parameters to capture the anisotropy to an even
better degree [36], this does not change the fact that one is always restricted by the chosen form of the anisotropic
distribution function. In this sense, this approach is rather a generalization of ideal fluid dynamics, where it is
assumed that the single-particle distribution always has the form (3), than of dissipative fluid dynamics. Even so,
when compared to ideal fluid dynamics, this approach includes dissipative effects due to the anisotropic single-particle
distribution function.
Generalizing dissipative fluid dynamics to a theory of anisotropic dissipative fluid dynamics, one should take an
anisotropic single-particle distribution function, called fˆ0k in the following, as the starting point for an expansion of
the general single-particle distribution function, i.e.,
fk ≡ fˆ0k + δfˆk . (15)
While this looks similar to Eq. (11), the rationale behind an expansion around fˆ0k instead of around f0k as in Eq.
(11) is the following: in the case of a pronounced anisotropy, δfk in Eq. (11) may be of similar magnitude (or even
larger) than f0k, i.e., an expansion around the local equilibrium distribution (3) converges badly. However, taking
a suitably chosen fˆ0k, we ensure that |δfˆk| ≪ |δfk|, so that the convergence properties of the series expansion are
vastly improved.
This strategy has been applied in Ref. [37] to derive equations of motion for anisotropic dissipative fluid dynamics
(or, as called there, “viscous anisotropic hydrodynamics”), based on the method presented in Refs. [17, 38]. However,
the form of δfˆk was a simple linear function of the tensors 1, k
µ, kµkν with 14 unknown coefficients. These were then
expressed in terms of the 14 fluid-dynamical variables Nµ, T µν (or an equivalent set of variables) via a linear mapping
procedure (which employs the so-called Landau-matching conditions and the choice of LR frame). This strategy is
analogous to that of Ref. [11] for the derivation of “ordinary” dissipative fluid dynamics.
The disadvantages of this approach were explained in the introduction of Ref. [18], the main one being that it is not
systematically improvable. In order to provide an improvable framework in the case of “ordinary” dissipative fluid
dynamics, it was essential to use a set of orthogonal polynomials in energy, Eku = k
µuµ, and irreducible tensors in
momentum, 1, k〈µ〉, k〈µkν〉, . . ., in the expansion of δfk. This set was used for an expansion of δfˆk in deriving equations
of motion for anisotropic dissipative fluid dynamics in Ref. [39]. However, in the case of anisotropic dissipative fluid
dynamics, besides uµ there is an additional space-like four-vector, lµ, which defines the direction of the anisotropy (as
explained above, usually taken to be the z−direction) and can be chosen to be orthogonal to uµ, lµuµ = 0. In place
of δfk in Eq. (11), one now needs to expand δfˆk in Eq. (15). This expansion involves orthogonal polynomials in the
two variables Eku and the particle momentum in the direction of the anisotropy, Ekl = −kµlµ, as well as irreducible
tensors which are orthogonal to both uµ and lµ. A derivation of anisotropic dissipative fluid dynamics along these lines
is the main goal of the present paper. In this way, we provide a systematically improvable framework for anisotropic
dissipative fluid dynamics.
This paper is organized as follows. In Sec. II we introduce the tensor decomposition of fluid-dynamical variables
5with respect to the time-like fluid four-velocity uµ and the space-like four-vector lµ (lµlµ = −1), which is usually
chosen to point into the direction of the spatial anisotropy. In Secs. III and IV we study two limiting cases of this
tensor decomposition. The first is the well-known ideal-fluid limit where only tensor structures proportional to uµ and
∆µν appear in the moments of the single-particle distribution function [12, 13]. The second is the anisotropic case,
where the single-particle distribution function also depends on lµ besides uµ and where tensor structures proportional
to uµ, lµ, their direct product, and the two-space projector orthogonal to both uµ and lµ [40–43],
Ξµν ≡ ∆µν + lµlν = gµν − uµuν + lµlν , (16)
appear in the moments of the single-particle distribution function. In Sec. V we present the expansion of the single-
particle distribution function fk around the anisotropic state fˆ0k. In analogy to Refs. [12, 18], this is done in terms of
an orthogonal basis of irreducible tensors in momentum space. However, in contrast to previous work, these tensors
are not only orthogonal to uµ but also to lµ. Then, in Sec. VI, taking moments of the Boltzmann equation we derive
the equations of motion for the irreducible moments of the single-particle distribution function up to tensor-rank
two. These equations are not yet closed and need to be truncated in order to derive the fluid-dynamical equations of
motion in terms of conserved quantities, i.e., the particle four-current Nµ and the energy-momentum tensor T µν . In
Sec. VII, we study the explicit form of the collision integral. Finally, in Sec. VIII we give the derivation of the fluid-
dynamical equations of motion in the 14–moment approximation. Section IX concludes this work with a summary
and an outlook. Details of our calculations are delegated to various appendices.
We adopt natural units, ~ = c = kB = 1, throughout this work. The symmetrization of tensor indices is denoted
by ( ) around Greek indices, e.g., A(µν) = (Aµν +Aνµ) /2 while [ ] means the antisymmetrization of indices, i.e.,
A[µν] = (Aµν −Aνµ) /2. The projection of an arbitrary four-vector Aµ onto the directions orthogonal to uµ will
be denoted by 〈 〉 around Greek indices, A〈µ〉 = ∆µνAν . The projection of an arbitrary four-vector Aµ onto the
directions orthogonal to both uµ and lµ will be denoted by { } around indices, A{µ} = ΞµνAν . Projections of higher-
rank tensors will be denoted in a similar manner. In case of an arbitrary anisotropy the four-momentum of particles
is kµ = Ekuu
µ + Ekll
µ + k{µ}, where k{µ} = Ξµνkν are the components of the momentum orthogonal to u
µ and lµ.
II. FLUID-DYNAMICAL VARIABLES
In this section we introduce the tensor decomposition of the fluid-dynamical variables with respect to the time-like
fluid four-velocity uµ, as well as the decomposition with respect to both uµ and the space-like four-vector lµ. Details
of the calculation can be found in Apps. A and B.
Equation (13) gives the microscopic definition of the particle 4-current and the energy-momentum tensor in terms
of the first and second moment of the single-particle distribution function fk. Using Eqs. (A17), (A29), and the fact
that the energy-momentum tensor is symmetric, the tensor decomposition of Nµ and T µν with respect to uµ and ∆µν
reads
Nµ ≡ 〈kµ〉 = nuµ + V µ , (17)
T µν ≡ 〈kµkν〉 = e uµuν − P ∆µν + 2W (µu ν) + πµν , (18)
where the angular brackets denote the momentum-space average defined in Eq. (14). On the one hand, the various
quantities appearing in the tensor decomposition on the right-hand side can be expressed in terms of different projec-
tions of the particle four-current and the energy-momentum tensor. On the other hand, employing Eqs. (B1), (B7),
these quantities can be identified as moments of the single-particle distribution function fk. Following this strategy,
the scalar coefficients in Eqs. (17), (18), i.e., the particle density n, the energy density e, and the isotropic pressure
P , read
n ≡ 〈Eku〉 = Nµuµ , (19)
e ≡ 〈E2ku〉 = T µνuµuν , (20)
P ≡ −1
3
〈∆µνkµkν〉 = −1
3
T µν∆µν , (21)
while the particle and energy-momentum diffusion currents V µ and Wµ, respectively, are
V µ ≡
〈
k〈µ〉
〉
= ∆µνN
ν , (22)
Wµ ≡
〈
Ekuk
〈µ〉
〉
= ∆µαT
αβuβ . (23)
6Both are orthogonal to the flow velocity, V µuµ = W
µuµ = 0. Finally, the shear-stress tensor
πµν ≡
〈
k〈µ k ν〉
〉
= ∆µναβT
αβ , (24)
is the part of the energy-momentum tensor that is symmetric, πµν = πνµ, traceless, πµνgµν = 0, and orthogonal to
the flow velocity πµνuµ = 0. Here ∆
µν
αβ is the projection tensor defined in Eq. (A14), such that k
〈µkν〉 = ∆µναβk
αkβ.
The particle four-current and the energy-momentum tensor can also be decomposed with respect to uµ, the space-
like four-vector lµ, and the projection tensor Ξµν . Using Eqs. (A18), (A34) and the fact that the energy-momentum
tensor is symmetric, we obtain
Nµ = nuµ + nl l
µ + V µ⊥ , (25)
T µν = e uµuν + 2M u(µ l ν) + Pl l
µlν − P⊥ Ξµν + 2W (µ⊥uu ν) + 2W (µ⊥l l ν) + πµν⊥ . (26)
Here, in addition to the previously defined quantities, we have denoted the part of the particle diffusion current in the
lµ direction by nl, while the particle diffusion current orthogonal to both four-vectors is denoted by V
µ
⊥ . The pressure
in the transverse direction is denoted by P⊥, while the pressure in the longitudinal direction is Pl. The projection
of the energy-momentum tensor in both uµ and lν direction is denoted by M . The projection in either the uµ or lµ
direction and orthogonal to both directions is denoted by Wµ⊥u or W
µ
⊥l, respectively. The only rank-two tensor in
the subspace orthogonal to both distinguished four-vectors is given by the ”transverse” shear-stress tensor πµν⊥ . Note
that the various subscripts u (for projection onto the direction of uµ), l (for projection onto the direction of lµ) and
⊥ (for projection onto the direction ”perpendicular” to both uµ and lµ) serve as reminders of the directions that the
various quantities are projected onto.
These newly defined quantities can either be expressed in terms of different projections of the conserved particle
four-current and energy-momentum tensor or, with the help of Eqs. (B3), (B8), identified as moments of fk, i.e.,
nl ≡ 〈Ekl〉 = −Nµlµ , (27)
M ≡ 〈EkuEkl〉 = −T µνuµlν , (28)
Pl ≡
〈
E2kl
〉
= T µν lµlν , (29)
P⊥ ≡ −1
2
〈Ξµνkµkν〉 = −1
2
T µνΞµν , (30)
and
V µ⊥ ≡
〈
k{µ}
〉
= ΞµνN
ν , (31)
Wµ⊥u ≡
〈
Ekuk
{µ}
〉
= ΞµαT
αβuβ , (32)
Wµ⊥l ≡
〈
Eklk
{µ}
〉
= −ΞµαTαβlβ , (33)
πµν⊥ ≡
〈
k{µ k ν}
〉
= ΞµναβT
αβ . (34)
From these definitions it is evident that V µ⊥uµ = V
µ
⊥ lµ = 0 as well as W
µ
⊥uuµ =W
µ
⊥ulµ = 0 and W
µ
⊥luµ = W
µ
⊥llµ = 0.
The transverse shear-stress tensor πµν⊥ is the part of the energy-momentum tensor that is symmetric, π
µν
⊥ = π
νµ
⊥ ,
traceless, πµν⊥ gµν = 0, and orthogonal to both preferred four-vectors, π
µν
⊥ uµ = π
µν
⊥ lµ = 0. Here Ξ
µν
αβ is the projection
tensor defined in Eq. (A15), such that k{µkν} = Ξµναβk
αkβ .
Note that the latter decomposition of the conserved quantities with respect to uµ, lµ, and Ξµν was, to our knowledge,
already given by Barz, Ka¨mpfer, Luka´cs, Martina´s, and Wolf as early as the late 1980’s [23], and was later on
used in Refs. [42, 43]. Recently, Florkowski, Martinez, Ryblewski, and Strickland [24–31] proposed the so-called
anisotropic hydrodynamics formalism based on a specific distribution function that has an anisotropic spheroidal
shape in momentum space in the LR frame [32]. This particular ansatz leads to a less general form of the energy-
momentum tensor, which only features a pressure anisotropy, Pl 6= P⊥, while other terms listed in Eqs. (27) – (34)
vanish equivalently. This was later improved in Ref. [37] based on Eq. (15) but the decomposition still differs from Eqs.
(25), (26). For example π˜µν from Eq. (25g) of Ref. [37] is not orthogonal to the four-vector specifying the direction
of the anisotropy (i.e., in our case lµ).
Comparing Eq. (21) to Eqs. (29) – (30) the longitudinal and transverse pressure components are related to the
isotropic pressure as
P =
1
3
(Pl + 2P⊥) . (35)
7This result is independent on how far off the system is from local thermodynamical equilibrium. In case that P =
P⊥ = Pl the pressure is isotropic, but the system may not be in local thermodynamical equilibrium, because the bulk
viscous pressure
Πiso ≡ P − P0 , (36)
may be non-zero. Here, P0 is the pressure in local thermodynamical equilibrium.
Furthermore, not only the isotropic pressure separates into two parts but also the diffusion currents V µ and Wµ
are split according to the direction defined by lµ and the direction perpendicular to it,
V µ = nl l
µ + V µ⊥ , (37)
Wµ = M lµ +Wµ⊥u . (38)
Finally, using Eq. (A16), we can show that
πµν = πµν⊥ + 2W
(µ
⊥l l
ν) +
1
3
(Pl − P⊥) (2 lµlν + Ξµν) . (39)
Equations (35) – (39) relate the fluid-dynamical quantities decomposed with respect to uµ, ∆µν to those decomposed
with respect to uµ, lµ, and Ξµν . Note that, in terms of independent degrees of freedom, these two decompositions
are completely equivalent. In general, Nµ has four while T µν has ten independent components. The decomposition
with respect to (a given four-vector) uµ and the projector ∆µν also contains 14 independent dynamical variables.
These are the three scalars n, e, and P , the two vectors V µ and Wµ, each with three independent components, while
the shear-stress tensor πµν has five independent components. On the other hand, the decomposition with respect to
(given) uµ, lµ, and Ξµν has the six scalars n, e, nl, M , Pl, and P⊥, the three vectors V
µ
⊥ , W
µ
⊥u, and W
µ
⊥l, with two
independent components each, whereas the shear-stress tensor in the transverse direction, πµν⊥ , possesses only two
independent components.
So far, the four-vectors uµ and lµ were arbitrary quantities. However, commonly the (time-like) four-vector uµ is
supposed to have a physical meaning, namely the fluid four-velocity. In this case, it becomes a dynamical quantity
with three independent degrees of freedom. The choice of the fluid four-velocity is not unique. The two most popular
choices to fix the LR frame of the fluid have already been discussed in the Introduction, the Eckart frame [3], Eq. (7),
which follows the flow of particles, and the Landau frame [4], Eq. (8), which follows the flow of energy. Consequently,
in the Eckart frame, there is no diffusion of particles (or charges) relative to uµ, so that
V µ = 0 , V µ⊥ = 0 , nl = 0 , (40)
where we used Eq. (37). In the Landau frame, the energy diffusion current vanishes,
Wµ = 0 , Wµ⊥u = 0 , M = 0 , (41)
where we used Eq. (38). In both cases, three of the 14 independent fluid-dynamical variables are replaced by the
three independent components of uµ, so the total number of independent variables is still 14.
It is also possible to assign a physical meaning to the (so far fixed) four-vector lµ. This vector would then become
a dynamical variable with two independent components. A clever choice of frame could then be used to eliminate two
of the 14 independent fluid-dynamical variables and replace them with the two independent components of lµ. This
is, however, not what is commonly done. In the initial stage of a heavy-ion collision, the single-particle distribution
function is highly anisotropic in the beam (z–) direction. Therefore, lµ is usually taken to be
lµ = γz(v
z , 0, 0, 1) , (42)
see Refs. [27, 29, 30] and Eq. (A7). Here, vz is the z–component of the fluid three-velocity v, and γz = (1− v2z)−1/2.
One can easily convince oneself that lµlµ = −1 and lµuµ = 0. Since vz is uniquely determined by uµ, this choice of
lµ does not represent a new dynamical quantity, and lµ is completely fixed once uµ is known.
III. LOCAL THERMODYNAMICAL EQUILIBRIUM
In this section, we discuss the moments of the single-particle distribution function in local thermodynamical equi-
librium. The equilibrium moments of tensor-rank n are defined as
Iµ1···µni =
〈
Eiku k
µ1 · · · kµn〉
0
, (43)
8where the angular brackets denote the average over momentum space defined in Eq. (5). The subscript i on this
quantity reflects the power of Eku in the definition of the moment. Due to the fact that the equilibrium distribution
function depends only on the quantities α0, β0, and the flow velocity u
µ, the equilibrium moments can be expanded
in terms of uµ and the projector ∆µν as
Iµ1···µni =
[n/2]∑
q=0
(−1)q bnq Ii+n,q ∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn) , (44)
where n, q are natural numbers while the sum runs over 0 ≤ q ≤ [n/2]. Here, [n/2] denotes the largest integer which
is less than or equal to n/2. The symmetrized tensors ∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn) are discussed in App. C.
The symmetrization yields
bnq =
n!
2qq! (n− 2q)! (45)
distinct terms, see App. C. Finally, Inq are the so-called relativistic thermodynamic integrals that only depend on the
equilibrium variables α0 and β0,
Inq (α0, β0) =
(−1)q
(2q + 1)!!
〈
En−2qku
(
∆αβkαkβ
)q〉
0
, (46)
where the double factorial is defined as (2q + 1)!! = (2q + 1)!/ (2qq!). Note that the thermodynamic integrals with
index q = 0 are directly given by the moments (43) of rank zero,
Ii0 ≡ Ii . (47)
Analogously, the thermodynamic integrals with index q = 1 can be obtained from a projection of the moments (43)
of rank two,
Ii+2,1 ≡ −1
3
Iµνi ∆µν = −
1
3
(
m20 Ii − Ii+2
)
, (48)
where we made use of the explicit form of ∆µν , of the on-shell condition k
µkµ = m
2
0, and again employed Eq. (43).
The so-called auxiliary thermodynamic integrals are defined as [11]
Jnq ≡
(
∂Inq
∂α0
)
β0
=
(−1)q
(2q + 1)!!
∫
dK En−2qku
(
∆αβkαkβ
)q
f0k (1− af0k) . (49)
Note that (
∂Inq
∂β0
)
α0
= − (−1)
q
(2q + 1)!!
∫
dK En+1−2qku
(
∆αβkαkβ
)q
f0k (1− af0k) ≡ −Jn+1,q . (50)
Using the definition (4) of the conserved quantities and Eqs. (43) – (45),
Nµ0 ≡ Iµ0 = I10 uµ , (51)
T µν0 ≡ Iµν0 = I20 uµuν − I21∆µν . (52)
Tensor-projecting these quantities, we obtain
I10 ≡ Nµ0 uµ = n0 = 〈Eku〉0 ≡ I1 , (53)
I20 ≡ T µν0 uµuν = e0 =
〈
E2ku
〉
0
≡ I2 , (54)
I21 ≡ −1
3
T µν0 ∆µν = P0 = −
1
3
〈∆µνkµkν〉0 ≡ −
1
3
(
m20 I0 − I2
)
. (55)
Here we used Eqs. (19) – (21), the explicit form of ∆µν , as well as Eq. (43). We note that the left- and right-hand
sides of these equations are consistent with the relations (47) and (48). Using Eqs. (53) – (55), we see that the tensor
decompositions (51) and (52) correspond to the usual ideal-fluid form (2) of the conserved quantities.
9IV. ANISOTROPIC STATE
In this section, we discuss the case where the single-particle distribution function has an anisotropic shape in
momentum space. Let us assume that this function differs from the local equilibrium distribution function (3) such
that it is a function of the scalars αˆ, βˆu, and βˆl as well as of two distinct four-vectors, the flow velocity u
µ and the
vector lµ parametrizing the direction of the anisotropy. All these quantities are functions of xµ. Such distribution
functions are common in plasma physics where the presence of magnetic fields introduces a momentum anisotropy
and so the particle momenta parallel and perpendicular to the magnetic field are different; as in the case of the bi-
Maxwellian, the drifting Maxwellian, or the loss-cone distribution functions [44]. Analogously, βˆl can be thought of as
an additional parameter characterizing the temperature difference between the directions parallel and perpendicular
to the z–axis.
As discussed in the Introduction, we will denote the anisotropic single-particle distribution function as fˆ0k =
fˆ0k
(
αˆ, βˆuEku, βˆlEkl
)
. At this point, the functional dependence on βˆlEkl does not need to be specified. All we need
to know is that this combination of variables parametrizes the momentum anisotropy.
We will also assume that
lim
βˆl→0
fˆ0k
(
αˆ, βˆuEku, βˆlEkl
)
= f0k
(
αˆ, βˆuEku
)
, (56)
i.e., that in the limit of vanishing anisotropy the single-particle distribution function assumes the local-equilibrium
form (3). The assumption (56) has no impact on our formulation of anisotropic dissipative fluid dynamics, it is merely
physically natural. We furthermore demand that(
∂fˆ0k
∂αˆ
)
βˆu,βˆl
= fˆ0k
(
1− afˆ0k
)
. (57)
This further constraint on the form of fˆ0k is naturally respected in the limit of vanishing anisotropy, cf. Eq. (3).
There is no real physical reason that we should require it also for βˆl 6= 0, but it simplifies the following calculations.
For instance, the spheroidal distribution function proposed in Ref. [32] and used in Refs. [24–31] satisfies the above
constraints and can be used for explicit calculations.
In analogy to Eq. (43) we now introduce a set of generalized moments of fˆ0k of tensor-rank n,
Iˆµ1···µnij ≡
〈
EikuE
j
kl k
µ1 · · · kµn
〉
0ˆ
, (58)
where, similarly to Eqs. (5) and (14),
〈· · · 〉0ˆ =
∫
dK (· · · ) fˆ0k , (59)
and the subscripts i and j denote the powers of Eku and Ekl, respectively. These generalized moments can be
expanded in terms of the two four-vectors uµ, lµ, and the tensor Ξµν ,
Iˆµ1···µnij =
[n/2]∑
q=0
n−2q∑
r=0
(−1)q bnrq Iˆi+j+n,j+r,q Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn) , (60)
where n, r, and q are natural numbers; r counts the number of four-vectors lµ and q the number of Ξ projectors in
the expansion. The symmetrized tensor products Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn) are discussed in
App. C. The symmetrization yields
bnrq ≡ n!
2qq! r! (n− r − 2q)! (61)
distinct terms, see App. C. Finally, the generalized thermodynamic integrals Iˆnrq are defined as
Iˆnrq
(
αˆ, βˆu, βˆl
)
=
(−1)q
(2q)!!
〈
En−r−2qku E
r
kl (Ξ
µνkµkν)
q
〉
0ˆ
, (62)
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where the double factorial of an even number is (2q)!! ≡ 2qq!. The corresponding generalized auxiliary thermodynamic
integrals are defined with the help of Eq. (57) and similarly to Eq. (49),
Jˆnrq ≡
(
∂Iˆnrq
∂αˆ
)
βˆu,βˆl
=
(−1)q
(2q)!!
∫
dK En−r−2qku E
r
kl (Ξ
µνkµkν)
q fˆ0k
(
1− afˆ0k
)
. (63)
As in Eqs. (47) and (48) one can easily show that, in the case q = 0, comparison of Eqs. (58) and (62) leads to
Iˆi+j,j,0 ≡ Iˆij , (64)
while for q = 1, using the explicit form of Ξµν and the on-shell condition kµkµ = m
2
0, comparison of Eqs. (58) and
(62) yields
Iˆi+j+2,j,1 ≡ −1
2
Iˆµνij Ξµν = −
1
2
(
m20 Iˆij − Iˆi+2,j + Iˆi,j+2
)
. (65)
Note that these quantities can also be used in (local) thermodynamic equilibrium, see for example Eq. (122). The
conventional relativistic thermodynamic integrals (46), (49) are then recovered as linear combinations of those defined
in Eqs. (62), (63), as shown in App. D. Furthermore, also note that the moment defined in the first line of Eq. (66)
of Ref. [37] is (because of the ∆ instead of the Ξ projector in the integrand) not equivalent to the one defined in Eq.
(58).
It is instructive to explicitly write down the tensor decomposition of the generalized moments (60) of fˆ0k. The
conserved quantities read
Nˆµ ≡ Iˆµ00 = Iˆ100 uµ + Iˆ110 lµ , (66)
Tˆ µν ≡ Iˆµν00 = Iˆ200 uµuν + 2 Iˆ210 u(µ l ν) + Iˆ220 lµlν − Iˆ201 Ξµν . (67)
The coefficients can be obtained by appropriate tensor projections of these quantities. According to Eqs. (19), (20)
and Eqs. (27) – (30) we obtain
Iˆ100 ≡ Nˆµuµ = nˆ = 〈Eku〉0ˆ ≡ Iˆ10 , (68)
Iˆ110 ≡ −Nˆµlµ = nˆl = 〈Ekl〉0ˆ ≡ Iˆ01 , (69)
Iˆ200 ≡ Tˆ µνuµuν = eˆ =
〈
E2ku
〉
0ˆ
≡ Iˆ20 , (70)
Iˆ210 ≡ −Tˆ µνuµlν = Mˆ = 〈EkuEkl〉0ˆ ≡ Iˆ11 , (71)
Iˆ220 ≡ Tˆ µν lµlν = Pˆl =
〈
E2kl
〉
0ˆ
≡ Iˆ02 , (72)
Iˆ201 ≡ −1
2
Tˆ µνΞµν = Pˆ⊥ = −1
2
〈
Ξαβkαkβ
〉
0ˆ
≡ −1
2
(
m20 Iˆ00 − Iˆ20 + Iˆ02
)
. (73)
Note that eˆ, Pˆl, and Pˆ⊥ are related to each other, see Eq. (73), hence they are not independent variables.
In general, the conserved quantities (66), (67) contain eleven unknowns: the scalar quantities nˆ, eˆ, nˆl, Mˆ , Pˆl, and
Pˆ⊥, and the vectors u
µ (three independent components) and lµ (two independent components). At the end of Sec. II,
we had already discussed our choice of lµ which is completely determined by uµ, so there remain nine unknowns. The
choice of a LR frame (Eckart or Landau) eliminates either nˆl or Mˆ , hence leaving eight unknowns. However, once
fˆ0k
(
αˆ, βˆuEku, βˆlEkl
)
is specified, the remaining five scalar unknowns (nˆ, eˆ , Pˆl, Pˆ⊥, and – depending on the choice of
the LR frame – either nˆl or Mˆ) are not independent variables anymore; they are functions of the three independent
variables αˆ, βˆu, βˆl. This reduces the number of independent variables to six. Five constraints are provided by the five
equations of motion ∂µNˆ
µ = 0 and ∂µTˆ
µν = 0. In the ideal-fluid limit, βˆl → 0, and the system of equations of motion
is closed. For arbitrary βˆl, however, we need an additional equation of motion to close the system of equations. This
will effectively describe the decay of the momentum anisotropy of the distribution function and the approach of the
system to local thermal equilibrium. This auxiliary equation can be provided, for example, from the higher moments
of the Boltzmann equation as is usually done in kinetic theory.
It is instructive to repeat this discussion from a slightly different perspective. For very large times, any closed
system described by the Boltzmann equation will reach global thermodynamical equilibrium. If, in this process,
the system first reaches local thermodynamical equilibrium, the evolution towards global equilibrium is governed
by ideal fluid dynamics. In this case, it is advantageous to explicitly exhibit the equilibrium EoS P0(e0, n0) in the
fluid-dynamical equations of motion. Usually, this is done via the Landau matching conditions. These conditions
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require that particle density n and energy density e in a general non-equilibrium state are equal to those of a fictitious
(local) thermodynamical equilibrium state, n = n0(α0, β0), e = e0(α0, β0). These equations implicitly determine the
intensive parameters α0, β0 in the distribution function (3) pertaining to the fictitious (local) equilibrium state.
Analogously, for the anisotropic state the Landau matching conditions read nˆ
(
αˆ, βˆu, βˆl
)
= n0 (α0, β0) and
eˆ
(
αˆ, βˆu, βˆl
)
= e0 (α0, β0), which is equivalent to
(
Nˆµ −Nµ0
)
uµ = 0 , (74)(
Tˆ µν − T µν0
)
uµuν = 0 , (75)
where Nµ0 and T
µν
0 were defined in Eq. (2). These dynamical matching conditions will determine the two parameters
of a fictitious equilibrium state, α0 = α0(αˆ, βˆu, βˆl) and β0 = β0(αˆ, βˆu, βˆl), as function of the three scalar parameters
αˆ, βˆu, βˆl pertaining to the anisotropic state.
In principle, there are infinitely many possibilities to extend an equilibrium distribution function by an additional
free parameter, βˆl, each one resulting in a different set of thermodynamical relations, i.e., the latter are not universal.
For example, choosing βˆl as a free intensive variable that is related to some new conjugate extensive quantity, as in Ref.
[23], we recover the conventional laws of thermodynamics only in the equilibrium limit, βˆl → 0. Therefore, without
specifying the exact form of the anisotropic distribution function we cannot derive any thermodynamic relation, and
in particular the EoS, from kinetic theory.
Using the Landau matching conditions (74), (75) the tensor decomposition of the conserved quantities reads
Nˆµ = n0 u
µ + nˆl l
µ , (76)
Tˆ µν = e0 u
µuν + 2 Mˆ u(µ l ν) + Pˆl l
µlν − Pˆ⊥ Ξµν . (77)
The equilibrium EoS is now introduced by writing the isotropic pressure (35) in the form
Pˆ ≡ 1
3
(
Pˆl + 2Pˆ⊥
)
≡ P0 (α0, β0) + Πˆ
(
αˆ, βˆu, βˆl
)
, (78)
which at the same time defines the bulk viscous pressure Πˆ with respect to the pressure in local equilibrium and hence
can be used to eliminate either Pˆl or Pˆ⊥ in Eq. (77).
Making the connection to the equilibrium EoS is advantageous when the system is close to the ideal-fluid limit.
However, for the anisotropic state it does not solve the problem that the five conservation equations do not determine
all independent variables. We are thus left with six independent variables, say n0, e0, and Pˆl (or Πˆ) and the three
components of uµ, which means that we must supply one additional equation of motion.
As mentioned above, the tensor decompositions (76), (77) were obtained previously in Refs. [24–31] based on the
distribution function given in Ref. [32]. This spheroidal single-particle distribution function leads to nˆl = Mˆ = 0,
hence exclusively to a pressure anisotropy. Furthermore, in these refs. the case of vanishing αˆ was considered, which
for a massless ideal gas EoS also leads to a vanishing bulk viscous pressure. This also leaves the freedom to use the
zeroth moment of the Boltzmann equation as additional input to close the equations of motion.
V. EXPANSION AROUND THE ANISOTROPIC DISTRIBUTION FUNCTION
In principle, fk is a solution of the Boltzmann equation. However, if we are only interested in the low-frequency,
large-wavenumber limit of the latter, we may consider the (much simpler) fluid-dynamical equations of motion. In
order to derive them from the Boltzmann equation, the method of moments is particularly well suited [11, 17, 18],
where fk is expanded around the distribution function f0k of a fictitious (local) equilibrium state. The corrections are
written in terms of the irreducible moments of δfk ≡ fk − f0k. Then, the infinite set of moments of the Boltzmann
equation provide an infinite set of equations of motion for these irreducible moments. Conventional dissipative fluid
dynamics then emerges by truncating this set and expressing the irreducible moments in terms of the fluid-dynamical
variables, for more details see Ref. [18].
Here we will follow the same strategy, except expanding fk around fˆ0k instead of f0k, see also Refs. [37, 45].
Nevertheless, at each step it is instructive to also recall the conventional expansion of fk around f0k. Hence,
fk = f0k + δfk ≡ fˆ0k + δfˆk , (79)
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where it is implicitly assumed that the corrections δfk, δfˆk fulfill |δfk| ≪ f0k and |δfˆk| ≪ fˆ0k. The rationale behind
the expansion around fˆ0k instead of around f0k is that, in the case of a pronounced anisotropy, |δfˆk| ≪ |δfk|, so that
the convergence properties of the former series expansion are vastly improved over those of the latter. Without loss
of generality we write these corrections as follows,
δfk = f0k (1− af0k)φk , (80)
δfˆk = fˆ0k
(
1− afˆ0k
)
φˆk , (81)
where φk and φˆk are measures of the deviation of fk from f0k or fˆ0k, respectively.
We recall [18, 19] that φk can be expanded in terms of a complete and orthogonal set of irreducible tensors
1, k〈µ〉, k〈µ k ν〉, k〈µ kνk λ〉, · · · , where
k〈µ1 · · · k µℓ〉 = ∆µ1···µℓν1···νℓ kν1 · · · kνℓ . (82)
The symmetric and traceless projection tensor ∆µ1···µℓν1···νℓ is defined in Eq. (E1). By definition, this tensor and thus
k〈µ1 · · · k µℓ〉 are orthogonal to uµ. For an arbitrary function F(Eku) the irreducible tensors satisfy the following
orthogonality condition∫
dK F(Eku) k
〈µ1 · · · k µℓ〉k〈ν1 · · · k νn〉 = ℓ! δℓn
(2ℓ+ 1)!!
∆µ1···µℓν1···νℓ
∫
dK F(Eku)
(
∆αβkαkβ
)ℓ
, (83)
for the proof see App. F. The expansion of φk in terms of a complete and orthogonal set of irreducible tensors (82)
now reads
φk =
∞∑
ℓ=0
Nℓ∑
n=0
c〈µ1···µℓ〉n k〈µ1 · · · kµℓ〉P (ℓ)kn . (84)
Here, the sum over n runs in principle from zero to infinity, but in practice we have to truncate it at some natural
number Nℓ. Furthermore, c
〈µ1···µℓ〉
n are coefficients given in Eq. (26) of Ref. [18], and the polynomials in Eku are
defined as
P
(ℓ)
kn =
n∑
i=0
a
(ℓ)
ni E
i
ku . (85)
Finally, we can write the distribution function as
fk = f0k + f0k (1− af0k)
∞∑
ℓ=0
Nℓ∑
n=0
ρµ1···µℓn k〈µ1 · · · kµℓ〉H(ℓ)kn , (86)
see Eq. (30) of Ref. [18]. Here,
H(ℓ)kn =
W (ℓ)
ℓ!
Nℓ∑
i=n
a
(ℓ)
in P
(ℓ)
ki , (87)
with W (ℓ) = (−1)ℓ/J2ℓ,ℓ, while the irreducible moments of δfk are defined as
ρµ1···µℓi ≡
〈
Eikuk
〈µ1 · · · k µℓ〉
〉
δ
, (88)
where
〈· · · 〉δ ≡ 〈· · · 〉 − 〈· · · 〉0 =
∫
dK (· · · ) δfk . (89)
One can easily show substituting Eq. (86) into Eq. (88) and using the orthogonality condition (83) and the definition
of the auxiliary thermodynamic integrals (49) that all irreducible moments are linearly related to each other [for more
details see, Eq. (72) of Ref. [20]],
ρµ1···µℓi ≡ (−1)ℓ ℓ!
Nℓ∑
n=0
ρµ1···µℓn γ
(ℓ)
in , (90)
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where
γ
(ℓ)
in =
W (ℓ)
ℓ!
Nℓ∑
n′=n
n′∑
i′=0
a
(ℓ)
n′na
(ℓ)
n′i′Ji+i′+2ℓ,ℓ . (91)
Note that these relations are also valid for moments with negative i, hence it is possible to express the irreducible
moments with negative powers of Eku in terms of the ones with positive i, for details see, Eq. (65) of Ref. [18].
Similarly, the correction φˆk to the anisotropic state is expanded in terms of another complete, orthogonal set of
irreducible tensors, 1, k{µ}, k{µ k ν}, k{µ kνk λ}, · · · , where
k{µ1 · · · k µℓ} = Ξµ1···µℓν1···νℓ kν1 · · · kνℓ . (92)
Here, the symmetric and traceless projection tensor Ξµ1···µℓν1···νℓ is defined in Eq. (E7). By definition, this tensor and thus
k{µ1 · · · k µℓ} are orthogonal to both uµ and lµ. For an arbitrary function of both Eku and Ekl, say Fˆ(Eku, Ekl), the
irreducible tensors satisfy the following orthogonality condition,∫
dK Fˆ(Eku, Ekl) k
{µ1 · · · k µℓ}k{ν1 · · · k νn} = δℓn
2ℓ
Ξµ1···µℓν1···νℓ
∫
dK Fˆ(Eku, Ekl)
(
Ξαβkαkβ
)ℓ
, (93)
for the proof see App. F. The expansion of φˆk now reads
φˆk =
∞∑
ℓ=0
Nℓ∑
n=0
Nℓ−n∑
m=0
c{µ1···µℓ}nm k{µ1 · · · kµℓ}P (ℓ)knm . (94)
Here, similarly to Eq. (84), Nℓ truncates the (in principle) infinite sums over n and m at some natural number.
Furthermore, c
{µ1···µℓ}
nm are some coefficients that will be determined later, while the P
(ℓ)
knm form an orthogonal set of
polynomials in both Eku and Ekl,
P
(ℓ)
knm =
n∑
i=0
m∑
j=0
a
(ℓ)
nimjE
i
kuE
j
kl , (95)
where a
(ℓ)
nimj are coefficients that are independent of Eku and Ekl. These multivariate polynomials in Eku and Ekl
are constructed to satisfy the following orthonormality relation,∫
dK ωˆ(ℓ)P
(ℓ)
knmP
(ℓ)
kn′m′ = δnn′δmm′ , (96)
where the weight is defined as
ωˆ(ℓ) =
Wˆ (ℓ)
(2ℓ)!!
(
Ξαβkαkβ
)ℓ
fˆ0k
(
1− afˆ0k
)
. (97)
The normalization constant Wˆ (ℓ) and the coefficients a
(ℓ)
nimj can be found via the Gram-Schmidt orthogonalization
procedure, see App. G. Note that for m = 0, the multivariate polynomials P
(ℓ)
knm defined in Eq. (95) naturally reduce
to the polynomials P
(ℓ)
kn , for more details see App. G.
Finally, in complete analogy to the expansion (86), the distribution function can be written as
fk = fˆ0k + fˆ0k
(
1− afˆ0k
) ∞∑
ℓ=0
Nℓ∑
n=0
Nℓ−n∑
m=0
ρˆµ1···µℓnm k{µ1 · · · kµℓ}Hˆ(ℓ)knm . (98)
Here we introduced the irreducible moments of δfˆk,
ρˆµ1···µℓij ≡
〈
EikuE
j
kl k
{µ1 · · · k µℓ}
〉
δˆ
, (99)
where
〈· · · 〉δˆ ≡ 〈· · · 〉 − 〈· · · 〉0ˆ =
∫
dK (· · · ) δfˆk . (100)
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Note the differences to the irreducible moments (88): apart from the weight factor δfˆk instead of δfk they carry two
indices i and j, to indicate the different powers of Eku and Ekl and finally, the irreducible tensors k
{µ1 · · · k µℓ} appear
instead of k〈µ1 · · · k µℓ〉. Furthermore, the coefficients Hˆ(ℓ)knm are defined as
Hˆ(ℓ)knm =
Wˆ (ℓ)
ℓ!
Nℓ−m∑
i=n
Nℓ−i∑
j=m
a
(ℓ)
injmP
(ℓ)
kij . (101)
For the proof of Eq. (98) we first determine the coefficients c
{µ1···µℓ}
nm in Eq. (94). With the help of Eqs. (93), (94),
and (96) one can prove that
c{µ1···µℓ}nm ≡
Wˆ (ℓ)
ℓ!
〈
P
(ℓ)
knmk
{µ1 · · · k µℓ}
〉
δˆ
. (102)
Inserting this into Eq. (94) and employing Eq. (95), we obtain
φˆk =
∞∑
ℓ=0
Wˆ (ℓ)
ℓ!
Nℓ∑
n=0
Nℓ−n∑
m=0
n∑
i=0
m∑
j=0
a
(ℓ)
nimj ρˆ
µ1···µℓ
ij k{µ1 · · · kµℓ}P (ℓ)knm , (103)
where we have used the definition (99) of ρˆµ1···µℓij . Now, by renaming n ↔ i and m ↔ j and cleverly reordering the
sums, we obtain Eq. (98) with Hˆ(ℓ)knm as defined in Eq. (101).
Note that, similarly to Eq. (90), once we truncate the expansion at some finite Nℓ, any irreducible moment of δfˆk
with corresponding tensor rank is linearly related to the moments that appear in the truncated expansion,
ρˆµ1···µℓij ≡ (−1)ℓ ℓ!
Nℓ∑
n=0
Nℓ−n∑
m=0
ρˆµ1···µℓnm γ
(ℓ)
injm , (104)
where
γ
(ℓ)
injm =
Wˆ (ℓ)
ℓ!
Nℓ−m∑
n′=n
Nℓ−n
′∑
m′=m
n′∑
i′=0
m′∑
j′=0
a
(ℓ)
n′nm′ma
(ℓ)
n′i′m′j′ Jˆi+i′+j+j′+2ℓ,j+j′,ℓ . (105)
We also remark that the irreducible moments with negative powers i and j of Eku and Ekl, respectively, can be
expressed in terms of the ones with positive indices.
VI. EQUATIONS OF MOTION FOR THE IRREDUCIBLE MOMENTS
The space-time evolution of the single-particle distribution function fk of a single-component, weakly interacting,
dilute gas is given by the relativistic Boltzmann equation (12). Considering only binary collisions, the collision term
on the right-hand side is
C [f ] =
1
2
∫
dK ′dPdP ′
[
Wpp′→kk′fpfp′ (1− afk) (1− afk′)−Wkk′→pp′fkfk′ (1− afp) (1− afp′)
]
. (106)
Here the factors 1−afk represent the corrections from quantum statistics. The factor 1/2 appears if the colliding par-
ticles are indistinguishable. The invariant transition rate Wkk′→pp′ satisfies detailed balance, Wkk′→pp′ = Wpp′→kk′ ,
and is symmetric with respect to exchange of momenta, Wkk′→pp′ =Wk′k→pp′ =Wkk′→p′p.
In order to derive equations of motion for the irreducible moments of δfˆk, we proceed along the lines of Ref. [18],
except that we express the derivatives using Eq. (A22) instead of Eq. (A19) and thus we rewrite the Boltzmann
equation (12) as an evolution equation for the correction δfˆk instead of δfk,
Dδfˆk = −Dfˆ0k + E−1ku
(
EklDlfˆ0k + EklDlδfˆk − kµ∇˜µfˆ0k − kµ∇˜µδfˆk
)
+ E−1kuC
[
fˆ0k + δfˆk
]
. (107)
Here D = uµ∂µ, Dl = −lµ∂µ, and ∇˜µ = Ξµν∂ν .
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Now we form moments of Eq. (107), which leads to an infinite set of equations of motion for the irreducible moments
(99). Defining
Dρˆ
{µ1···µℓ}
ij ≡ Ξµ1···µℓν1···νℓ Dρˆν1···νℓij , (108)
as well as
C{µ1···µℓ}ij = Ξµ1···µℓν1···νℓ
∫
dK EikuE
j
kl k
ν1 · · · kνℓC [f ] , (109)
we obtain, after a long, but straightforward calculation, the equation of motion for the irreducible moments of tensor-
rank zero
Dρˆij = Ci−1,j −DIˆij +DlIˆi−1,j+1 +
(
i Iˆi−1,j+1 + j Iˆi+1,j−1
)
lαDu
α −
[
(i− 1) Iˆi−2,j+2 + (j + 1) Iˆij
]
lαDlu
α
+
1
2
[
m20 (i− 1) Iˆi−2,j − (i+ 1) Iˆij + (i− 1) Iˆi−2,j+2
]
θ˜ − 1
2
[
m20 j Iˆi−1,j−1 − j Iˆi+1,j−1 + (j + 2) Iˆi−1,j+1
]
θ˜l
+Dlρˆi−1,j+1 − ∇˜µρˆµi−1,j +
[
(i− 1) ρˆµi−2,j+1 + j ρˆµi,j−1
]
lα∇˜µuα + (i ρˆi−1,j+1 + j ρˆi+1,j−1) lαDuα
− [(i− 1) ρˆi−2,j+2 + (j + 1) ρˆij ] lαDluα + i ρˆµi−1,jDuµ − (i− 1) ρˆµi−2,j+1Dluµ
− j ρˆµi,j−1Dlµ + (j + 1) ρˆµi−1,jDllµ +
1
2
[
m20 (i− 1) ρˆi−2,j − (i+ 1) ρˆij + (i− 1) ρˆi−2,j+2
]
θ˜
− 1
2
[
m20 j ρˆi−1,j−1 − j ρˆi+1,j−1 + (j + 2) ρˆi−1,j+1
]
θ˜l + (i− 1) ρˆµνi−2,j σ˜µν − j ρˆµνi−1,j−1σ˜l,µν , (110)
where θ˜ = ∇˜µuµ, θ˜l = ∇˜µlµ, σ˜µν = ∂{µuν}, and σ˜µνl = ∂{µlν}.
Similarly, the time-evolution equation for the irreducible moments of tensor-rank one is
Dρˆ
{µ}
ij = C{µ}i−1,j −
1
2
∇˜µ
(
m20 Iˆi−1,j − Iˆi+1,j + Iˆi−1,j+2
)
+
1
2
[
m20 i Iˆi−1,j − (i+ 2) Iˆi+1,j + i Iˆi−1,j+2
]
ΞµαDu
α − 1
2
[
m20 j Iˆi,j−1 − j Iˆi+2,j−1 + (j + 2) Iˆi,j+1
]
ΞµαDl
α
− 1
2
[
m20 (i− 1) Iˆi−2,j+1 − (i+ 1) Iˆi,j+1 + (i− 1) Iˆi−2,j+3
]
ΞµαDlu
α
+
1
2
[
m20 (j + 1) Iˆi−1,j − (j + 1) Iˆi+1,j + (j + 3) Iˆi−1,j+2
]
ΞµαDll
α
+
1
2
[
(i − 1)
(
m20 Iˆi−2,j+1 − Iˆi,j+1 + Iˆi−2,j+3
)
+ j
(
m20 Iˆi,j−1 − Iˆi+2,j−1 + Iˆi,j+1
)]
lα∇˜µuα
+
1
2
[
m20 i ρˆi−1,j − (i+ 2) ρˆi+1,j + i ρˆi−1,j+2
]
ΞµαDu
α − 1
2
[
m20 j ρˆi,j−1 − j ρˆi+2,j−1 + (j + 2) ρˆi,j+1
]
ΞµαDl
α
− 1
2
[
m20 (i− 1) ρˆi−2,j+1 − (i+ 1) ρˆi,j+1 + (i− 1) ρˆi−2,j+3
]
ΞµαDlu
α
+
1
2
[
m20 (j + 1) ρˆi−1,j − (j + 1) ρˆi+1,j + (j + 3) ρˆi−1,j+2
]
ΞµαDll
α
− 1
2
∇˜µ (m20 ρˆi−1,j − ρˆi+1,j + ρˆi−1,j+2)+ ΞµαDlρˆαi−1,j+1
+
1
2
[
(i− 1) (m20 ρˆi−2,j+1 − ρˆi,j+1 + ρˆi−2,j+3)+ j (m20 ρˆi,j−1 − ρˆi+2,j−1 + ρˆi,j+1)] lα∇˜µuα
+
[
i ρˆµi−1,j+1 + j ρˆ
µ
i+1,j−1
]
lαDu
α + ρˆij,ν ω˜
µν + ρˆi−1,j+1,ν ω˜
µν
l
+
1
2
[
m20 (i− 1) ρˆµi−2,j − (i + 2) ρˆµij + (i− 1) ρˆµi−2,j+2
]
θ˜ − 1
2
[
m20 j ρˆ
µ
i−1,j−1 − j ρˆµi+1,j−1 + (j + 3) ρˆµi−1,j+1
]
θ˜l
+
1
2
[
m20 (i− 1) ρˆi−2,j,ν − (i+ 1) ρˆij,ν + (i− 1) ρˆi−2,j+2,ν
]
σ˜µν
− 1
2
[
m20 j ρˆi−1,j−1,ν − j ρˆi+1,j−1,ν + (j + 2) ρˆi−1,j+1,ν
]
σ˜µνl −
[
(i− 1) ρˆµi−2,j+2 + (j + 1) ρˆµij
]
lαDlu
α
− Ξµα∇˜ν ρˆανi−1,j − (i− 1) ρˆµνi−2,j+1Dluν + (j + 1) ρˆµνi−1,jDllν + i ρˆµνi−1,jDuν − j ρˆµνi,j−1Dlν
+
[
(i− 1) ρˆµνi−2,j+1 + j ρˆµνi,j−1
]
lα∇˜νuα + (i − 1) ρˆµνλi−2,j σ˜νλ − j ρˆµνλi−1,j−1σ˜l,νλ , (111)
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where ω˜µν = ΞµαΞνβ∂[αuβ] and ω˜
µν
l = Ξ
µαΞνβ∂[αlβ].
Finally, the equation of motion for the irreducible moments of tensor-rank two is
Dρˆ
{µν}
ij = C{µν}i−1,j
+
1
4
{
m40 (i− 1) Iˆi−2,j − 2m20
[
(i+ 1) Iˆij − (i− 1) Iˆi−2,j+2
]
− 2 (i+ 1) Iˆi,j+2 + (i+ 3) Iˆi+2,j + (i− 1) Iˆi−2,j+4
}
σ˜µν
− 1
4
{
m40 j Iˆi−1,j−1 − 2m20
[
j Iˆi+1,j−1 − (j + 2) Iˆi−1,j+1
]
− 2 (j + 2) Iˆi+1,j+1 + j Iˆi+3,j−1 + (j + 4) Iˆi−1,j+3
}
σ˜µνl
+
1
4
{
m40 (i− 1) ρˆi−2,j − 2m20 [(i+ 1) ρˆij − (i− 1) ρˆi−2,j+2]− 2 (i+ 1) ρˆi,j+2 + (i+ 3) ρˆi+2,j + (i− 1) ρˆi−2,j+4
}
σ˜µν
− 1
4
{
m40 j ρˆi−1,j−1 − 2m20 [j ρˆi+1,j−1 − (j + 2) ρˆi−1,j+1]− 2 (j + 2) ρˆi+1,j+1 + j ρˆi+3,j−1 + (j + 4) ρˆi−1,j+3
}
σ˜µνl
+
1
2
[
m20 i ρˆ
{µ
i−1,j − (i+ 4) ρˆ{µi+1,j + i ρˆ{µi−1,j+2
]
Du ν} − 1
2
[
m20 j ρˆ
{µ
i,j−1 − j ρˆ{µi+2,j−1 + (j + 4) ρˆ{µi,j+1
]
Dl ν}
+
1
2
Ξµναβ
[
(i− 1) (m20 ρˆαi−2,j+1 − ρˆαi,j+1 + ρˆαi−2,j+3)+ j (m20 ρˆαi,j−1 − ρˆαi+2,j−1 + ρˆαi,j+1)] lγ∇˜βuγ
− 1
2
Ξµναβ
[
m20 (i− 1) ρˆαi−2,j+1 − (i+ 3) ρˆαi,j+1 + (i− 1) ρˆαi−2,j+3
]
Dlu
β
+
1
2
Ξµναβ
[
m20 (j + 1) ρˆ
α
i−1,j − (j + 1) ρˆαi+1,j + (j + 5) ρˆαi−1,j+2
]
Dll
β
− 2 ω˜ {µλ ρˆ ν}λij − 2 ω˜ {µl,λ ρˆ ν}λi−1,j+1 −
1
2
∇˜{µ
(
m20 ρˆ
ν}
i−1,j − ρˆ ν}i+1,j + ρˆ ν}i−1,j+2
)
+ ΞµναβDlρˆ
αβ
i−1,j+1 +
[
i ρˆµνi−1,j+1 + j ρˆ
µν
i+1,j−1
]
lαDu
α − [(i− 1) ρˆµνi−2,j+2 + (j + 1) ρˆµνij ] lαDluα
+
1
2
[
m20 (i− 1) ρˆµνi−2,j − (i+ 3) ρˆµνij + (i− 1) ρˆµνi−2,j+2
]
θ˜ +
2
3
[
m20 (i− 1) ρˆκ{µi−2,j − (i+ 2) ρˆκ{µij + (i− 1) ρˆκ{µi−2,j+2
]
σ˜ ν}κ
− 1
2
[
m20 j ρˆ
µν
i−1,j−1 − j ρˆµνi+1,j−1 + (j + 4) ρˆµνi−1,j+1
]
θ˜l − 2
3
[
m20 j ρˆ
κ{µ
i−1,j−1 − j ρˆκ{µi+1,j−1 + (j + 3) ρˆκ{µi−1,j+1
]
σ˜
ν}
l,κ
− Ξµναβ∇˜λρˆαβλi−1,j + i ρˆµνγi−1,jDuγ − j ρˆµνγi,j−1Dlγ − (i− 1) ρˆµνλi−2,j+1Dluλ + (j + 1) ρˆµνλi−1,jDllλ
+
[
(i− 1) ρˆµνλi−2,j+1 + j ρˆµνλi,j−1
]
lα∇˜λuα + (i− 1) ρˆµνλκi−2,j σ˜λκ − jρˆµνλκi−1,j−1σ˜l,λκ . (112)
Since the fluid-dynamical equations of motion do not contain quantities of tensor rank higher than two, we do not
explicitly quote the equations of motion for the irreducible moments ρˆ
{µ1···µℓ}
ij with ℓ ≥ 3. The equations of motion
of relativistic dissipative fluid dynamics for an anisotropic reference state can now be obtained from these general
equations for different values of i and j. This will be further elaborated in Sec. VIII.
VII. COLLISION INTEGRALS
In order to derive the fluid-dynamical equations, we still need to consider the collision terms (109), which appear
in Eqs. (110) – (112). Exchanging integration variables (p,p′)↔ (k,k′), we can rewrite Eq. (109) as
C{µ1···µℓ}ij =
1
2
∫
dKdK ′dPdP ′fkfk′ (1− afp) (1− afp′)Wkk′→pp′
(
EipuE
j
plp
{µ1 · · · pµℓ} − EikuEjklk{µ1 · · · k µℓ}
)
.
(113)
As a consequence of the conservation of particle number as well as energy and momentum in binary collisions, we
have
C00 = C10 = C01 = C{µ}00 = 0 (114)
for any distribution function fk.
Now inserting the distribution function from Eq. (98) into Eq. (113) and neglecting terms proportional to δfˆkδfˆk′
we obtain
C{µ1···µℓ}ij = Cˆ{µ1···µℓ}ij + Lˆ{µ1···µℓ}ij . (115)
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Here,
Cˆ{µ1···µℓ}ij ≡
1
2
∫
dKdK ′dPdP ′Wkk′→pp′fˆ0kfˆ0k′(1 − afˆ0p)(1 − afˆ0p′)
(
EipuE
j
plp
{µ1 · · · pµℓ} − EikuEjklk{µ1 · · · k µℓ}
)
.
(116)
In local thermodynamical equilibrium, i.e., replacing fˆ0k by f0k, such a collision integral vanishes due to the symmetry
of the collision rate, Wkk′→pp′ = Wpp′→kk′ , and energy conservation in binary elastic collisions, Epu + Ep′u =
Eku +Ek′u. However, for the anisotropic state characterized by fˆ0k this is a priori not the case. Thus, if we consider
the fluid dynamics of such a system, without additional corrections from the irreducible moments of δfˆk, as was done
in Refs. [24–31], the microscopic collision dynamics contained in the term (116) is solely responsible for the approach
towards local thermodynamic equilibrium.
Let us now turn to the second term in Eq. (115) and, in order to simplify the discussion, consider the case of
Boltzmann statistics, a = 0. Then,
Lˆ{µ1···µℓ}ij =
1
2
∞∑
r=0
Nr∑
n=0
Nr−n∑
m=0
ρˆν1···νrnm
∫
dKdK ′dPdP ′Wkk′→pp′fˆ0kfˆ0k′
×
(
k{ν1 · · · kνr}Hˆ(r)knm + k′{ν1 · · · k′νr}Hˆ
(r)
k′nm
)(
EipuE
j
plp
{µ1 · · · pµℓ} − EikuEjklk{µ1 · · · k µℓ}
)
. (117)
In analogy to Eqs. (50) and (51) of Ref. [18], this expression can be rewritten as, see App. F for details,
Lˆ{µ1···µℓ}ij ≡
Nℓ∑
n=0
Nℓ−n∑
m=0
ρˆµ1···µℓnm A(ℓ)injm , (118)
where
A(ℓ)injm =
1
2
∫
dKdK ′dPdP ′Wkk′→pp′fˆ0kfˆ0k′
×
(
k{µ1 · · · kµℓ}Hˆ(ℓ)knm + k′{µ1 · · · k′µℓ}Hˆ
(ℓ)
k′nm
)(
EipuE
j
plp
{µ1 · · · pµℓ} − EikuEjklk{µ1 · · · k µℓ}
)
. (119)
Similar to the tensor Cˆ{µ1···µℓ}ij in Eq. (116), the coefficients A(ℓ)injm contain information about the microscopic inter-
actions. The difference is that the tensor Lˆ{µ1···µℓ}ij is linearly proportional to the irreducible moments ρˆµ1···µℓnm . This
means on the one hand that Lˆ{µ1···µℓ}ij = 0 if we consider a state characterized by fˆ0k without corrections ∼ δfˆk, such
as in Refs. [24–31]. On the other hand, the linear proportionality of Lˆ{µ1···µℓ}ij to ρˆµ1···µℓnm means that the coefficients
A(ℓ)injm are inversely proportional to the relaxation time scales for the irreducible moments.
In the remainder of this section, we discuss a widely used simplification for the collision integral, the so-called
relaxation-time approximation (RTA) [46]. In this case, the full collision integral is replaced by the following rela-
tivistically invariant expression [47],
C [f ] ≡ −Eku
τrel
(fk − f0k) = −Eku
τrel
(
fˆ0k + δfˆk − f0k
)
, (120)
where we used Eq. (79) and τrel is the so-called relaxation time, which is assumed to be independent of the particle
four-momenta and determines the time scale over which fk relaxes towards f0k. In our case this approximation
translates with the help of Eq. (109) and the definitions (58), (99) into
C{µ1···µℓ}i−1,j = −
1
τrel
(
Iˆ{µ1···µℓ}ij + ρˆ{µ1···µℓ}ij − I{µ1···µℓ}ij
)
, (121)
where we defined the generalized moments of the local equilibrium distribution function f0k of tensor-rank ℓ,
lim
βˆl→0
Iˆµ1···µℓij ≡ Iµ1···µℓij =
〈
EikuE
j
klk
µ1 · · · kµℓ
〉
0
, (122)
for more details see App. D. Note that for symmetry reasons Iµ1···µℓij ≡ 0 for all odd j. For the scalar collision integrals,
this simplifies to
Ci−1,j = − 1
τrel
(
Iˆij + ρˆij − Iij
)
. (123)
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However, for any ℓ ≥ 1, Iˆ{µ1···µℓ}ij = I{µ1···µℓ}ij = 0, and we have
C{µ1···µℓ}i−1,j = −
1
τrel
ρˆ
{µ1···µℓ}
ij , ℓ ≥ 1 . (124)
This means that, in RTA, for any ℓ ≥ 1 we have Cˆ{µ1···µℓ}ij ≡ 0 and A(ℓ)injm = −δinδjm/τrel.
VIII. FLUID-DYNAMICAL EQUATIONS OF MOTION
In this section, we derive the fluid-dynamical equations of motion from the equations of motion for the irreducible
moments, Eqs. (110) – (112). We split the discussion into two subsections. In the first, we derive the conservation
equations for particle number and energy-momentum. These equations are special, since for them the collision
integrals vanish identically. In the second subsection, we discuss the remaining equations which are necessary to close
the system of equations of motion. As expected, these equations correspond to relaxation equations for the dissipative
quantities.
A. Conservation equations
For the conservation equations, the collision integrals vanish on account of particle-number and energy-momentum
conservation in binary collisions, cf. Eq. (114). We shall show below that, from this equation, we can identify
(i) the conservation equation for particle number as the equation of motion (110) for (i, j) = (1, 0), because C00 = 0,
(ii) the conservation of energy as the equation of motion (110) for (i, j) = (2, 0), because C10 = 0,
(iii) the conservation equation for the momentum in lµ direction as the equation of motion (110) for (i, j) = (1, 1),
because C01 = 0, and
(iv) the conservation equation for the momentum in the direction transverse to lµ as the equation of motion (111)
for (i, j) = (1, 0), because C{µ}00 = 0.
In order to prove this, we first have to write the respective equations for the irreducible moments of δfˆk in terms
of the usual fluid-dynamical variables. Using Eq. (99), the definition of δfˆk, and Eqs. (19), (20), (27) – (29) and (31)
– (34), as well as Eqs. (68) – (72) we obtain
ρˆ10 = n− nˆ , (125)
ρˆ20 = e − eˆ , (126)
ρˆ01 = nl − nˆl , (127)
ρˆ11 =M − Mˆ , (128)
ρˆ02 = Pl − Pˆl , (129)
ρˆµ00 = V
µ
⊥ , (130)
ρˆµ10 =W
µ
⊥u, (131)
ρˆµ01 =W
µ
⊥l , (132)
ρˆµν00 = π
µν
⊥ . (133)
Inserting these identities into Eq. (110) for (i, j) = (1, 0) leads to the conservation equation for particle number,
∂µN
µ ≡ Dn−Dlnl + n θ˜ + nl θ˜l + n lµDluµ − nl lµDuµ − V µ⊥Duµ − V µ⊥Dllµ + ∇˜µV µ⊥ = 0 . (134)
Analogously, inserting them into Eq. (110) for (i, j) = (2, 0) we obtain the energy conservation equation,
uν∂µT
µν ≡ De−DlM + (e+ P⊥) θ˜ +Mθ˜l + (e+ Pl) lµDluµ − 2M lµDuµ
− 2Wµ⊥uDuµ −Wµ⊥uDllµ +W ν⊥lDluν −Wµ⊥l lν∇˜µuν + ∇˜µWµ⊥u − πµν⊥ σ˜µν = 0 . (135)
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Repeating this for Eq. (110) in the case (i, j) = (1, 1) yields the conservation of momentum in lµ direction,
lν∂µT
µν ≡ −DM +DlPl −Mθ˜ + (P⊥ − Pl) θ˜l − 2M lµDluµ + (e+ Pl) lµDuµ
+Wµ⊥lDuµ + 2W
µ
⊥lDllµ −Wµ⊥uDlµ +Wµ⊥l lν∇˜µuν − ∇˜µWµ⊥l − πµν⊥ σ˜l,µν = 0 . (136)
Finally, using Eq. (111) for (i, j) = (1, 0), we obtain the conservation of momentum in the direction transverse to lµ,
Ξαν ∂µT
µν ≡ −∇˜αP⊥ +DWα⊥u − ΞανDlW ν⊥l +
3
2
Wα⊥u θ˜ +
3
2
Wα⊥l θ˜l +W
α
⊥u lµDlu
µ −Wα⊥l lµDuµ
+ (e+ P⊥) (Du
α + lαlνDu
ν) +M (Dlα + uαlνDu
ν)−M (Dluα + lαlνDluν)
+ (P⊥ − Pl) (Dllα + uαlνDluν) +W⊥u,ν (σ˜αν − ω˜αν) +W⊥l,ν (σ˜ανl − ω˜ανl )
− πµα⊥ Duµ − πµα⊥ Dllµ + Ξαν ∇˜µπµν⊥ = 0 . (137)
Of course, the conservation equations (134) – (137) also follow from taking the four-derivative of the tensor decom-
positions (25) and (26) and projecting onto the directions given by uµ, lµ, and Ξµν . Note that irreducible moments
of higher tensor rank, like ρˆµνλij do not appear in Eq. (137), since the coefficients of these terms in Eq. (111) vanish
for i = 1 and j = 0.
Now we need to find the connection between the actual state of the fluid to a fictitious anisotropic state where the
single-particle distribution function is given by fˆ0k, i.e., we need to determine the three intensive quantities αˆ, βˆu,
and βˆl of this state in terms of the fluid-dynamical variables of the actual state. As usual, we impose the Landau
matching conditions for particle-number and energy density n = nˆ(αˆ, βˆu, βˆl) and e = eˆ(αˆ, βˆu, βˆl), which are equivalent
to (
Nµ − Nˆµ
)
uµ ≡ ρˆ10 = 0 , (138)(
T µν − Tˆ µν
)
uµuν ≡ ρˆ20 = 0 . (139)
Since these are only two constraints, but we have three intensive quantities, we require an additional matching
condition. In analogy to the Landau matching conditions (138), (139), we may assume that(
T µν − Tˆ µν
)
lµlν ≡ ρˆ02 = 0 , (140)
meaning that the pressure in the direction of the anisotropy is equal to its value in the fictitious anisotropic reference
state, i.e., Pl = Pˆl(αˆ, βˆu, βˆl), and hence any correction from δfˆk to this pressure component vanishes. However, the
choice for the third matching condition is not unique [neither are the usual Landau matching conditions (138), (139),
see e.g. Refs. [48, 49]], because we could have demanded for example also the equivalence of the transverse pressures,
P⊥ = Pˆ⊥(αˆ, βˆu, βˆl), together with Eqs. (138), (139) to infer the parameters αˆ, βˆu, and βˆl. Another alternative could
be to enforce nˆl = nl, or Mˆ =M , or even P⊥ − Pl = Pˆ⊥ − Pˆl as advocated in Ref. [37].
Furthermore, there is the choice of the LR frame of the fluid. Eckart’s definition (40) leads to
ρˆµ00 = 0 , ρˆ01 ≡ −nˆl , (141)
which is equivalent to V µ⊥ = 0 and nl = 0. On the other hand, Landau’s definition (41) implies
ρˆµ10 = 0 , ρˆ11 ≡ −Mˆ , (142)
which leads to Wµ⊥u = 0 and M = 0. Thus, for both choices of the LR frame, we obtain a simplification of
the conservation equations (134) – (137), as several terms vanish identically. Note that the functional form of the
anisotropic distribution function might explicitly lead to nˆl = 0 and/or Mˆ = 0, as is the case in Refs. [24–26, 31]. In
this case, using nˆl = nl or Mˆ = M as an additional dynamical matching condition would be meaningless.
Finally, note that we may also introduce the bulk viscous pressure, but now with respect to the anisotropic state
instead of the local equilibrium state, i.e.,
Π ≡ P − Pˆ
(
αˆ, βˆu, βˆl
)
= −1
3
〈∆µνkµkν〉δˆ = −
m20
3
ρˆ00 . (143)
Using Eqs. (35), (36), and (78) we obtain
Π ≡ 1
3
[(
Pl − Pˆl
)
+ 2
(
P⊥ − Pˆ⊥
)]
=
1
3
(Pl + 2P⊥)− P0 − Πˆ ≡ Πiso − Πˆ , (144)
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which can be used to express either Pl or P⊥ by Π in the conservation equations (134) – (137). Also note that this
equation is equivalent to Eq. (28) of Ref. [37] with the following identification of quantities: Π ≡ Π˜, Πˆ ≡ ΠAHYDRO,
and Πiso ≡ Π.
With the matching conditions (138) – (140), Landau’s choice (142) for the LR frame, and the bulk viscous pressure
(144) replacing the transverse pressure P⊥, the conservation equations (134) – (137) simplify,
0 ≡ Dnˆ+ nˆ
(
lµDlu
µ + θ˜
)
−Dlnl + nl
(
θ˜l − lµDuµ
)
− V µ⊥ (Duµ +Dllµ) + ∇˜µV µ⊥ , (145)
0 = Deˆ+
(
eˆ+ Pˆl
)
lµDlu
µ +
(
eˆ+ Pˆ⊥ +
3
2
Π
)
θ˜ +Wµ⊥l
(
Dluµ − lν∇˜µuν
)
− πµν⊥ σ˜µν , (146)
0 =
(
eˆ+ Pˆl
)
lµDu
µ +DlPˆl +
(
Pˆ⊥ − Pˆl + 3
2
Π
)
θ˜l +W
µ
⊥l
(
Duµ + 2Dllµ + lν∇˜µuν
)
− ∇˜µWµ⊥l − πµν⊥ σ˜l,µν , (147)
0 =
(
eˆ+ Pˆ⊥ +
3
2
Π
)
ΞανDu
ν − ∇˜α
(
Pˆ⊥ +
3
2
Π
)
+
(
Pˆ⊥ − Pˆl + 3
2
Π
)
ΞανDll
ν − ΞανDlW ν⊥l +Wα⊥l
(
3
2
θ˜l − lµDuµ
)
+W⊥l,ν (σ˜
αν
l − ω˜ανl )− πµα⊥ (Duµ +Dllµ) + Ξαν ∇˜µπµν⊥ . (148)
These five equations contain 14 unknowns: the scalar quantities αˆ, βˆu, βˆl (which determine the quantities nˆ, nˆl, eˆ, Pˆl,
Pˆ⊥), nl, and Π, the three independent components of the fluid four-velocity u
µ, the two independent components of
V µ⊥ , the two independent components of W
µ
⊥l, and the two independent components of π
µν
⊥ . Thus, we need to specify
nine additional equations of motion. This will be done in the next subsection, resorting again to the system (110) –
(112) of equations of motion for the irreducible moments.
B. Relaxation equations in the 14-moment approximation
In this subsection, we outline the derivation of the nine additional equations of motion which close the system of
conservation equations (134) – (137). As advertised above, to this end we again use the equations of motion (110) –
(112) for the irreducible moments.
We will also make use of the fact that
dnˆ =
∂nˆ
∂αˆ
dαˆ+
∂nˆ
∂βˆu
dβˆu +
∂nˆ
∂βˆl
dβˆl , (149)
deˆ =
∂eˆ
∂αˆ
dαˆ+
∂eˆ
∂βˆu
dβˆu +
∂eˆ
∂βˆl
dβˆl . (150)
Replacing the total derivatives with comoving derivatives, making use of the conservation equations (145) –
(148), and neglecting terms of third order in dissipative quantities such as Π, nl, V
µ
⊥ , W
µ
⊥l, π
µν
⊥ , or in gradients
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of nˆ, nˆl, eˆ, Pˆl, Pˆ⊥, u
µ, lµ, we derive the following equations for the comoving derivatives of αˆ and βˆu:
Dαˆ =
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1{[
∂nˆ
∂βˆu
(eˆ + Pˆl)− ∂eˆ
∂βˆu
nˆ
]
lµDlu
µ +
[
∂nˆ
∂βˆu
(eˆ + Pˆ⊥)− ∂eˆ
∂βˆu
nˆ
]
θ˜ − ∂(eˆ, nˆ)
∂(βˆu, βˆl)
Dβˆl
+
∂eˆ
∂βˆu
[
Dlnl − eˆ+ Pˆ⊥
eˆ+ Pˆl
nl θ˜l − ∇˜µV µ⊥ −
nl
eˆ+ Pˆl
(
∂Pˆl
∂αˆ
Dlαˆ+
∂Pˆl
∂βˆu
Dlβˆu +
∂Pˆl
∂βˆl
Dlβˆl
)
+
V µ⊥
eˆ+ Pˆ⊥
(
∂Pˆ⊥
∂αˆ
∇˜µαˆ+ ∂Pˆ⊥
∂βˆu
∇˜µβˆu + ∂Pˆ⊥
∂βˆl
∇˜µβˆl
)
+
eˆ+ Pˆl
eˆ+ Pˆ⊥
V µ⊥Dllµ
]
+
∂nˆ
∂βˆu
[
3
2
Π θ˜ +Wµ⊥l
(
Dluµ − lν∇˜µuν
)
− πµν⊥ σ˜µν
]}
, (151)
Dβˆu =
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1{[
∂eˆ
∂αˆ
nˆ− ∂nˆ
∂αˆ
(eˆ+ Pˆl)
]
lµDlu
µ +
[
∂eˆ
∂αˆ
nˆ− ∂nˆ
∂αˆ
(eˆ+ Pˆ⊥)
]
θ˜ − ∂(eˆ, nˆ)
∂(βˆl, αˆ)
Dβˆl
− ∂eˆ
∂αˆ
[
Dlnl − eˆ+ Pˆ⊥
eˆ + Pˆl
nl θ˜l − ∇˜µV µ⊥ −
nl
eˆ+ Pˆl
(
∂Pˆl
∂αˆ
Dlαˆ+
∂Pˆl
∂βˆu
Dlβˆu +
∂Pˆl
∂βˆl
Dlβˆl
)
+
V µ⊥
eˆ+ Pˆ⊥
(
∂Pˆ⊥
∂αˆ
∇˜µαˆ+ ∂Pˆ⊥
∂βˆu
∇˜µβˆu + ∂Pˆ⊥
∂βˆl
∇˜µβˆl
)
+
eˆ+ Pˆl
eˆ+ Pˆ⊥
V µ⊥Dllµ
]
− ∂nˆ
∂αˆ
[
3
2
Π θ˜ +Wµ⊥l
(
Dluµ − lν∇˜µuν
)
− πµν⊥ σ˜µν
]}
, (152)
where we have employed the notation
∂(X,Y )
∂(x, y)
≡ ∂X
∂x
∂Y
∂y
− ∂X
∂y
∂Y
∂x
(153)
for the Jacobi determinant of partial derivatives. Note that the comoving derivatives Dαˆ, Dβˆu depend also on the
comoving derivative of the non-equilibrium parameter Dβˆl, which is determined by a relaxation equation, see below.
In this work, the form of fˆ0k will not be explicitly specified. Thus, we cannot explicitly compute the transport
coefficients of anisotropic dissipative fluid dynamics. For this reason, we leave the establishment of a systematically
improvable framework for this theory following the approach of Ref. [18] to future work. Here, we restrict ourselves
to the derivation of the equations in the simplest possible case: the 14-moment approximation, i.e., N0 = 2, N1 =
1, N2 = 0. This assumption simplifies the discussion tremendously, since we no longer have to find the eigenmodes
of the linearized Boltzmann equation as done in Ref. [18]. All we need to do is to close the system of equations of
motion (110) – (112) by employing Eq. (105) in order to express the irreducible moments entering these equations in
terms of the variables entering the conservation equations (134) – (137):
ρˆij ≡ ρˆ00 γ(0)i0j0 + ρˆ01 γ(0)i0j1 + ρˆ02 γ(0)i0j2 + ρˆ10 γ(0)i1j0 + ρˆ11 γ(0)i1j1 + ρˆ20 γ(0)i2j0
= − 3
m20
Π γ
(0)
i0j0 + (nl − nˆl)γ(0)i0j1 − Mˆ γ(0)i1j1 , (154)
ρˆµij ≡ −
(
ρˆµ00 γ
(1)
i0j0 + ρˆ
µ
01 γ
(1)
i0j1 + ρˆ
µ
10 γ
(1)
i1j0
)
= −
(
V µ⊥ γ
(1)
i0j0 +W
µ
⊥l γ
(1)
i0j1
)
, (155)
ρˆµνij ≡ 2ρˆµν00 γ(2)i0j0 = 2πµν⊥ γ(2)i0j0 , (156)
where we used Eqs. (125) – (133), the Landau matching conditions (138), (139) together with the third matching
condition (140), the choice (142) of LR frame, and the definition (143) of the bulk viscosity.
In addition, since the conservation equations (134) – (137) only involve quantities up to tensor rank two, we neglect
irreducible tensor moments of rank higher than two, i.e., ρˆµ1···µℓij = 0 for ℓ ≥ 3 in Eqs. (111), (112), cf. Ref. [19].
Finally, since we want to derive relaxation equations for the dissipative quantities, we need to choose pairs of indices
(i, j) in Eqs. (125) – (133), for which the collision integrals C{µ1···µℓ}i−1,j do not vanish. This choice is not unique, as any
values for the indices (i, j) are possible (except those that correspond to the conservation equations) and lead to a
closed system of equations of motion. In the following, for the sake of simplicity the case where the indices (i, j) take
the lowest possible values will be considered.
Following this procedure, we obtain:
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(i) from Eq. (110) for (i, j) = (0, 0) the relaxation equation for the bulk viscous pressure Π,
DΠ = −m
2
0
3
C−1,0 − ζ¯l lµDluµ − ζ¯⊥ θ˜ − ζ¯⊥l θ˜l − κ¯ΠαDlαˆ− κ¯ΠuDlβˆu − κ¯Πl Dlβˆl + τ¯Πl Dβˆl
− (β¯ΠΠ Π+ β¯Πn nl) lµDluµ − (δ¯ΠΠ Π− δ¯Πn nl) θ˜ − (ǫ¯ΠΠΠ− ǫ¯Πn nl) θ˜l
+ǫ¯ΠΠDlΠ− ℓ¯Πn Dlnl − ℓ¯ΠV ∇˜µV µ⊥ − ℓ¯ΠW ∇˜µWµ⊥l
+
(
τ¯ΠΠα Π− τ¯Πnα nl
)
Dlαˆ+
(
τ¯ΠΠu Π− τ¯Πnu nl
)
Dlβˆu +
(
τ¯ΠΠl Π− τ¯Πnl nl
)
Dlβˆl
− (τ¯ΠV α V µ⊥ + τ¯ΠWαWµ⊥l) ∇˜µαˆ− (τ¯ΠV u V µ⊥ + τ¯ΠWuWµ⊥l) ∇˜µβˆu − (τ¯ΠV l V µ⊥ + τ¯ΠWlWµ⊥l) ∇˜µβˆl
+
(
λ¯ΠV V
µ
⊥ + λ¯
Π
W W
µ
⊥l
)(
Dluµ − lν∇˜µuν
)
+
(
λ¯ΠV l V
µ
⊥ + ℓ¯
Π
W W
µ
⊥l
)
Dllµ + λ¯
Π
π π
µν
⊥ σ˜µν , (157)
where we have made use of Eqs. (151), (152). Due to the anisotropy, there are now two (instead of one) bulk
viscosity coefficients [42, 43]: one coefficient multiplying lµDlu
µ for the fluid expansion in the direction of the
anisotropy, and one multiplying θ˜ for the expansion in the direction transverse to lµ. A third bulk viscosity
coefficient, ζ¯⊥l, is related to the gradient of l
µ in the direction transverse to both uµ and lµ. Note that there
are first-order terms in the equation for the bulk viscosity which are proportional to gradients in lµ-direction of
the variables αˆ, βˆu, and βˆl and which do not appear in the isotropic case. There is also a term ∼ Dβˆl which
couples the relaxation equation for the bulk viscous pressure to that for the anisotropy parameter βˆl, see item
(iii) below. The transport coefficients appearing in Eq. (157) are listed in Appendix H1.
Finally, let us comment on the collision term −m20 C−1,0/3. Although it is complicated in general, we expect
that it is dominated by a term similar in structure to the RTA (123),
− m
2
0
3
C−1,0 ∼ 1
τΠ
[
m20
3
(
Iˆ00 − I00
)
−Π
]
, (158)
where we have indicated the characteristic relaxation time for the bulk viscous pressure by τΠ. The last term
∼ −Π/τΠ reflects the nature of Eq. (157) as relaxation equation for the bulk viscous pressure: the bulk viscous
pressure relaxes towards its Navier-Stokes value (given by the first-order terms in Eq. (157) on a time scale ∼ τΠ.
This term already appears in the isotropic case [18]. However, the first term ∼ Iˆ00 − I00 is new: it represents
an additional force that drives the system towards the isotropic limit.
(ii) from Eq. (110) for (i, j) = (0, 1) the relaxation equation for the diffusion current nl in the direction of the
anisotropy,
Dnl = C−1,1 + κ¯nαDlαˆ+ κ¯nuDlβˆu + κ¯nl Dlβˆl + ζ¯nl lµDluµ − ζ¯n⊥ θ˜ − ζ¯n⊥l θ˜l − V µ⊥Dlµ
− (β¯nΠΠ+ β¯nn nl) lµDluµ + (δ¯nΠΠ− δ¯nn nl) θ˜ − (ǫ¯nΠΠ+ ǫ¯nn nl) θ˜l
−ℓ¯nΠDlΠ+ ℓ¯nnDlnl + ℓ¯nV ∇˜µV µ⊥ + ℓ¯nW ∇˜µWµ⊥l
− (τ¯nΠα Π− τ¯nnα nl)Dlαˆ− (τ¯nΠuΠ− τ¯nnu nl)Dlβˆu − (τ¯nΠl Π − τ¯nnl nl)Dlβˆl
+(τ¯nV α V
µ
⊥ + τ¯
n
WαW
µ
⊥l) ∇˜µαˆ+ (τ¯nV u V µ⊥ + τ¯nWuWµ⊥l) ∇˜µβˆu + (τ¯nV l V µ⊥ + τ¯nWlWµ⊥l) ∇˜µβˆl
− (λ¯nV u V µ⊥ + λ¯nWuWµ⊥l)Dluµ + (λ¯nV⊥ V µ⊥ + λ¯nW⊥Wµ⊥l) lν∇˜µuν − (2 ℓ¯nV V µ⊥ + λ¯nWlWµ⊥l)Dllµ
−λ¯nππµν⊥ σ˜µν − λ¯nπlπµν⊥ σ˜l,µν , (159)
where we have employed Eqs. (147) and (148). The transport coefficients in Eq. (159) are listed in App. H 2.
Note that the last term in the first line couples the relaxation equation for nl to the time evolution of l
µ.
We also comment on the collision term C−1,1. Again, we make the assumption that it is dominated by a term
similar in structure to the RTA (123),
C−1,1 ∼ − 1
τn
(
Iˆ01 + ρˆ01 − I01
)
≡ − 1
τn
(nl − I01) , (160)
where we have indicated the characteristic relaxation time for the diffusion current nl by τn. For symmetry
reasons I01 ≡ 0, so that we are left with a term ∼ −nl/τn, which is needed such that Eq. (159) is a relaxation
equation for nl.
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(iii) from Eq. (110) for (i, j) = (0, 2) an evolution equation for the anisotropic pressure in the longitudinal direction
Pˆl,
DPˆl = C−1,2 + κ¯lαDlαˆ+ κ¯luDlβˆu + κ¯llDlβˆl + ζ¯ll lµDluµ − ζ¯l⊥ θ˜ − ζ¯l⊥l θ˜l − 2Wµ⊥lDlµ
− (β¯lΠΠ− β¯ln nl) lµDluµ + (δ¯lΠΠ− δ¯ln nl) θ˜ + (ǫ¯lΠΠ− ǫ¯ln nl) θ˜l
−ℓ¯lΠDlΠ+ ℓ¯lnDlnl + ℓ¯lV ∇˜µV µ⊥ + ℓ¯lW ∇˜µWµ⊥l
− (τ¯ lΠαΠ− τ¯ lnα nl)Dlαˆ− (τ¯ lΠuΠ− τ¯ lnu nl)Dlβˆu − (τ¯ lΠlΠ− τ¯ lnl nl)Dlβˆl
+
(
τ¯ lV α V
µ
⊥ + τ¯
l
WαW
µ
⊥l
) ∇˜µαˆ+ (τ¯ lV u V µ⊥ + τ¯ lWuWµ⊥l) ∇˜µβˆu + (τ¯ lV l V µ⊥ + τ¯ lWlWµ⊥l) ∇˜µβˆl
− (λ¯lV u V µ⊥ + λ¯lWuWµ⊥l)Dluµ + (λ¯lV u V µ⊥ + λ¯lW⊥Wµ⊥l) lν∇˜µuν − 3 (ℓ¯lV V µ⊥ + ℓ¯lW Wµ⊥l)Dllµ
−λ¯lππµν⊥ σ˜µν − λ¯lπlπµν⊥ σ˜l,µν . (161)
The transport coefficients appearing in this equation are listed in App. H 3. As in the previous case, there is a
term (the last in the first line) which couples the relaxation equation for Pˆl to the time evolution of l
µ. Using
DPˆl =
∂Pˆl
∂αˆ
Dαˆ+
∂Pˆl
∂βˆu
Dβˆu +
∂Pˆl
∂βˆl
Dβˆl (162)
on the left-hand side as well as Eqs. (151), (152), it is straightforward to rewrite Eq. (161) into a relaxation
equation for the parameter βˆl.
Finally, let us comment on the collision integral C−1,2. Let us again assume that this is dominated by an
RTA-like term,
C−1,2 ∼ − 1
τl
(
Pˆl − I02
)
. (163)
If we then neglect all other terms on the right-hand side of Eq. (161), this equation tells us that the longitudinal
pressure Pˆl relaxes towards its value in local thermodynamical equilibrium, I02 ≡ P0/3.
(iv) from Eq. (111) for (i, j) = (0, 0) the relaxation equation for V µ⊥ = ρˆ
µ
00,
DV
{µ}
⊥ = C{µ}−1,0 + κ¯α∇˜µαˆ+ κ¯u∇˜µβˆu + κ¯l∇˜µβˆl + ζ¯Vu
(
ΞµνDlu
ν − lν∇˜µuν
)
+ ζ¯Vl Ξ
µ
νDll
ν − nlΞµνDlν
−β¯VΠ Π
(
ΞµνDlu
ν − lν∇˜µuν
)
− (β¯VΠl Π− β¯Vnl nl)ΞµνDllν + β¯Vn nl ΞµνDluν − β¯Vn⊥ nl lν∇˜µuν
+
(
δ¯VV V
µ
⊥ + δ¯
V
W W
µ
⊥l
)
θ˜ +
(
ǫ¯VV V
µ
⊥ + ǫ¯
V
W W
µ
⊥l
)
θ˜l
+ℓ¯VΠ ∇˜µΠ− ℓ¯Vn ∇˜µnl − ℓ¯VV ΞµνDlV ν⊥ − ℓ¯VW ΞµνDlW ν⊥l − ℓ¯Vπ Ξµν ∇˜απαν⊥
+
(
τ¯VΠαΠ− τ¯Vnα nl
) ∇˜µαˆ+ (τ¯VΠu Π− τ¯Vnu nl) ∇˜µβˆu + (τ¯VΠlΠ− τ¯Vnl nl) ∇˜µβˆl
− (τ¯VV α V µ⊥ + τ¯VWαWµ⊥l)Dlαˆ− (τ¯VV u V µ⊥ + τ¯VWuWµ⊥l)Dlβˆu − (τ¯VV l V µ⊥ + τ¯VWlWµ⊥l)Dlβˆl
− (λ¯VV u V µ⊥ + λ¯VWuWµ⊥l) lνDluν + (λ¯VV⊥ V⊥,ν + δ¯VW W⊥l,ν) σ˜µν
+V⊥,ν ω˜
µν +
(
ℓ¯VV V⊥,ν + ℓ¯
V
W W⊥l,ν
)
(σ˜µνl − ω˜µνl )
−τ¯Vπα πµν⊥ ∇˜ναˆ− τ¯Vπu πµν⊥ ∇˜ν βˆu − τ¯Vπl πµν⊥ ∇˜ν βˆl + λ¯Vπu πµν⊥
(
Dluν − lα∇˜νuα
)
+ λ¯Vπl π
µν
⊥ Dllν , (164)
where we have employed Eqs. (147) and (148). The last term in the first line couples the relaxation equation
for V µ⊥ to the time evolution of l
µ. The transport coefficients appearing in Eq. (164) are listed in App. H 4. In
RTA, the collision term C{µ}−1,0 ∼ −V µ⊥/τV , such that Eq. (164) is a relaxation-type equation for V µ⊥ .
(v) from Eq. (111) for (i, j) = (0, 1) the relaxation equation for the energy-momentum flow in the direction of the
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anisotropy Wµ⊥l,
DW
{µ}
⊥l = C{µ}−1,1 − κ¯Wα ∇˜µαˆ− κ¯Wu ∇˜µβˆu − κ¯Wl ∇˜µβˆl + 2η¯Wu ΞµνDluν − 2η¯W⊥ lν∇˜µuν + 2η¯Wl ΞµνDllν
−
[(
τ¯Wl −
3
2
Π
)
Ξµν + π
µν
⊥
]
Dlν
−β¯WΠ ΠΞµνDluν + β¯WΠ⊥Π lν∇˜µuν −
(
β¯WΠl Π− β¯Wnl nl
)
ΞµνDll
ν + β¯Wn nl
(
ΞµνDlu
ν − lν∇˜µuν
)
+
(
δ¯WV V
µ
⊥ + δ¯
W
W W
µ
⊥l
)
θ˜ +
(
ǫ¯WV V
µ
⊥ + ǫ¯
W
W W
µ
⊥l
)
θ˜l
+ℓ¯WΠ ∇˜µΠ− ℓ¯Wn ∇˜µnl − ℓ¯WV ΞµνDlV ν⊥ − ℓ¯WW ΞµνDlW ν⊥l − ℓ¯Wπ Ξµν ∇˜απαν⊥
+
(
τ¯WΠαΠ− τ¯Wnα nl
) ∇˜µαˆ+ (τ¯WΠuΠ− τ¯Wnu nl) ∇˜µβˆu + (τ¯WΠl Π− τ¯Wnl nl) ∇˜µβˆl
− (τ¯WV α V µ⊥ + τ¯WWαWµ⊥l)Dlαˆ− (τ¯WV u V µ⊥ + τ¯WWuWµ⊥l)Dlβˆu − (τ¯WV l V µ⊥ + τ¯WWlWµ⊥l)Dlβˆl
− (λ¯WV u V µ⊥ + λ¯WWuWµ⊥l) lνDluν + (δ¯WV V⊥,ν + λ¯WW⊥W⊥l,ν) σ˜µν
+W⊥l,ν ω˜
µν +
(
λ¯WV l V⊥,ν + λ¯
W
WlW⊥l,ν
)
σ˜µνl −
(
ℓ¯WV V⊥,ν + ℓ¯
W
W W⊥l,ν
)
ω˜µνl
−τ¯Wπα πµν⊥ ∇˜ν αˆ− τ¯Wπu πµν⊥ ∇˜ν βˆu − τ¯Wπl πµν⊥ ∇˜ν βˆl + λ¯Wπu πµν⊥ Dluν − λ¯Wπ⊥ lα∇˜νuα + 2ℓ¯Wπ πµν⊥ Dllν .(165)
The transport coefficients in this equation are listed in App. H 5. The term in the second line couples the
relaxation equation for Wµ⊥l to the time evolution of l
µ. In RTA, the collision term C{µ}−1,1 ∼ −Wµ⊥l/τW , such
that Eq. (165) is a relaxation-type equation for Wµ⊥.
(vi) from Eq. (112) for (i, j) = (0, 0) the relaxation equation for the transverse shear-stress tensor πˆµν⊥ ,
Dπ
{µν}
⊥ = C{µν}−1,0 + 2η¯ σ˜µν + 2η¯l σ˜µνl − 2W {µ⊥lDlν}
−δ¯ππ πµν⊥ θ˜ − 2ℓ¯ππ πµν⊥ θ˜l − τ¯ππ πλ{µ⊥ σ˜ν}λ − 2ℓ¯ππ πλ{µ⊥ σ˜ν}l,λ +
(
λ¯πΠΠ− λ¯πn nl
)
σ˜µν +
(
λ¯πΠl Π− λ¯πnl nl
)
σ˜µνl
+2π
λ{µ
⊥ ω˜
ν}
λ + 2ℓ¯
π
π π
λ{µ
⊥ ω˜
ν}
l, λ + ℓ¯
π
V ∇˜{µV ν}⊥ + ℓ¯πW ∇˜{µW ν}⊥l + ℓ¯ππ Ξµναβ Dlπαβ⊥
+
(
τ¯πV α V
{µ
⊥ + τ¯
π
WαW
{µ
⊥l
)
∇˜ν}αˆ+
(
τ¯πV u V
{µ
⊥ + τ¯
π
WuW
{µ
⊥l
)
∇˜ν}βˆu +
(
τ¯πV l V
{µ
⊥ + τ¯
π
WlW
{µ
⊥l
)
∇˜ν}βˆl
+τ¯ππα π
µν
⊥ Dlαˆ+ τ¯
π
πu π
µν
⊥ Dlβˆu + τ¯
π
πl π
µν
⊥ Dlβˆl + λ¯
π
π π
µν
⊥ lαDlu
α
−λ¯πV V {µ⊥
(
Dlu
ν} − lα∇˜ν}uα
)
− λ¯πWuW {µ⊥lDluν} + λ¯πW⊥W {µ⊥l lα∇˜ν}uα
−
(
λ¯πV l V
{µ
⊥ + λ¯
π
WlW
{µ
⊥l
)
Dll
ν} . (166)
The transport coefficients in this equation are listed in App. H 6. The last term in the first line couples the
relaxation equation for πµν⊥ to the time evolution of l
µ. In RTA, the collision term C{µν}−1,0 ∼ −πµν⊥ /τπ, such that
Eq. (166) is a relaxation-type equation for πµν⊥ .
We conclude this section by a couple of remarks:
(a) In the relaxation equations (157), (159), (161), (164), (165), and (166), at a given order (in gradients and
dissipative quantities) all terms appear which are allowed by Lorentz symmetry. In principle, the corresponding
transport coefficients are all independent quantities. However, close inspection reveals that several of them are
proportional (or identical) to other coefficients. At this stage, we perceive this to be an artifact of the 14-moment
approximation (but we cannot exclude that this will persist also at higher order in the moment expansion).
(b) The power-counting scheme in the relaxation equations (157), (159), (161), (164), (165), and (166) is similar to
that of Ref. [18], i.e., in terms of powers of Knudsen and inverse Reynolds numbers. Note, however, that the
latter are now proportional to the bulk viscous pressure (144) and the dissipative quantities defined in Eqs. (27)
– (34). At this point, let us remark that the collision integral (116) drives the relaxation of fˆ0k towards the
local equilibrium distribution f0k. Thus, for a strong anisotropy it can in principle become arbitrarily large and
is thus not part of the above power-counting scheme.
(c) In the particular case of an anisotropic fluid specified by fˆ0k alone, i.e., when the dissipative quantities with
respect to the anisotropic reference state vanish ρˆµ1···µℓij = 0, there is only one additional equation needed for
closure. This is so, since in general nˆl, Pˆl, and Πˆ are not independent variables. Furthermore, in case the form
of fˆ0k leads to nˆl = Mˆ = Πˆ = 0 we are left with an equation for Pˆl.
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(d) Our approach is analogous to the method given in Ref. [18], with the exception that now the reference state is
different from the local thermodynamic equilibrium state. Therefore, due to this specific functional difference,
anisotropic fluid dynamics embodies an arbitrary local momentum-space anisotropy and hence extends the ideal
fluid-dynamical approach of a local equilibrium distribution function. This in turn also means that, when
compared to ideal fluids, such anisotropic fluids correspond to a specific class of dissipative fluids with an
additional independent variable. More specifically, anisotropic fluids require the knowledge of the equation of
state specified by fˆ0k and only after that can one proceed with the solution of the more general equations of
anisotropic dissipative fluid dynamics. Furthermore, compared to the usual dissipative fluid-dynamical approach,
in anisotropic dissipative fluid dynamics there are only eight additional dissipative quantities which ”relax” to
the anisotropic state characterized by six independent variables.
IX. CONCLUSIONS AND OUTLOOK
Anisotropic fluid dynamics allows for a macroscopic description of systems when the microscopic single-particle
distribution exhibits a strong anisotropy in momentum space in the local rest frame of the fluid. In this paper, starting
from the relativistic Boltzmann equation, we have derived the equations of motion for the irreducible moments of
the deviation of the single-particle distribution function from a given anisotropic reference state. These equations of
motion are given in Eqs. (110) – (112) up to tensor-rank two. For the derivation, we constructed a new orthogonal
basis in terms of multivariate polynomials in both energy Eku and in momentum Ekl in the direction of the anisotropy,
specified by the space-like four-vector lµ, as well as irreducible tensors in momentum space orthogonal to both the
fluid four-velocity uµ and lµ.
We then derived the equations of anisotropic dissipative fluid dynamics in the Landau frame, Eqs. (145) – (148),
(157), (159), (161), (164), (165), and (166), from the equations of motion for the irreducible moments in the 14-moment
approximation, substituting the irreducible moments by the fluid-dynamical variables, Eqs. (156).
Our treatment is general in the sense that we did not specify the form of the anisotropic single-particle distribution
function. This, however, is mandatory before one can explicitly compute the transport coefficients and solve the
equations of motion. We will leave this study to future work.
Besides applications to heavy-ion collisions, we envisage that the framework introduced here will also be useful in
formulating a theory of relativistic dissipative magneto-hydrodynamics [42, 43]. In this case, the magnetic-field vector
Bµ = 12ǫ
µναβFαβuν assumes the role of l
µ.
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Appendix A: Tensor decompositions with respect to fluid flow and the direction of anisotropy
The velocity of fluid-dynamical flow is specified in terms of the time-like four-vector
uµ (t,x) = γ (1, vx, vy, vz) , (A1)
which is taken to be normalized,
uµuµ = 1 . (A2)
Hence, the Lorentz-gamma factor is γ =
(
1− v 2)−1/2, and the four-flow velocity contains only three independent
components: the three components of the fluid three-velocity v = (vx, vy, vz).
In order to specify the direction of a possible anisotropy in a given system, we define a space-like four-vector lµ,
lµlµ = −l2 , (A3)
26
where l2 > 0 characterizes the strength of the anisotropy. Note that lµ ≡ zµ in the notation of Refs. [31, 37].
Furthermore, lµ is taken to be orthogonal to the four-flow velocity,
uµlµ = 0 . (A4)
An anisotropy could be caused by an external magnetic field. In this case, lµ would be conveniently chosen to point
into the direction of this field. In the context of heavy-ion collisions, this four-vector would be chosen to point into
the direction of the beam axis (usually the z–axis).
In general, a space-like four-vector can be written in the form
lµ (t,x) = l γl (1, ℓ
x, ℓy, ℓz) , (A5)
where γl ≡ (ℓ 2 − 1)−1/2 follows from the normalization condition (A3). If one is only interested in the direction of
the anisotropy, and not its magnitude, lµ can be normalized to one, i.e., l ≡ 1. The orthogonality of the normalized
lµ to the flow velocity (A4) gives the constraint
uµlµ ≡ γγl(1− v · ℓ ) = 0 , (A6)
which may serve to express one component of lµ by the others, provided the corresponding component of uµ does not
vanish. Thus, in general a normalized lµ has two independent components. For instance, for purely longitudinal flow
uµ = γz(1, 0, 0, v
z), with γz ≡
(
1− v2z
)−1/2
, and one can determine ℓz from Eq. (A6) as ℓz = 1/vz. Without loss of
generality it is possible to set ℓx = ℓy = 0, such that lµ is completely specified,
lµ = γl (1, 0, 0, 1/v
z) ≡ γz (vz, 0, 0, 1) . (A7)
One may use this form even if the flow is three-dimensional, since it still fulfills the requirements (A3) (with l = 1)
and (A4) [27, 29, 30]. In the co-moving frame or LR frame of matter, uµLR = (1, 0, 0, 0), (independent of the physical
meaning of the four-velocity), hence the direction of the anisotropy corresponds to the longitudinal or z–direction of
the coordinate system, lµLR = (0, 0, 0, 1).
In fluid dynamics, one usually introduces a tensor
∆µν ≡ gµν − uµuν , (A8)
which is symmetric ∆µν = ∆νµ and projects onto the three-dimensional space orthogonal to the four-flow velocity of
matter, ∆µνuµ = 0, ∆
µ
µ = 3. Since l
µ is already orthogonal to uµ, cf. Eq. (A4), we have ∆µν lν ≡ lµ.
An anisotropy in a system singles out another direction besides the direction of fluid flow. In our case, this is
the direction characterized by lµ. Thus, it is natural to generalize the projection operator (A8) to a new symmetric
projection operator onto the two-dimensional subspace orthogonal to both uµ and lµ [40–43],
Ξµν ≡ gµν − uµuν + lµlν = ∆µν + lµlν , (A9)
where Ξµν = Ξνµ, Ξµνuν = Ξ
µν lν = 0, and Ξ
µ
µ = 2. Note also that ∆
µνΞµν = 2.
Let us briefly remind the reader of our notational conventions (see Sec. I). The projection of an arbitrary four-vector
Aµ orthogonal to uµ will be denoted by
A〈µ〉 = ∆µνAν , (A10)
while the projection orthogonal to both uµ and lµ will be denoted by
A{µ} = ΞµνAν . (A11)
The corresponding projections of arbitrary rank-two tensors are defined as
A〈µν〉 = ∆µναβA
αβ , (A12)
A{µν} = ΞµναβA
αβ , (A13)
where the corresponding symmetric, orthogonal, and traceless projection operators are
∆µναβ =
1
2
(
∆µα∆
ν
β +∆
µ
β∆
ν
α
)
− 1
3
∆µν∆αβ , (A14)
Ξµναβ =
1
2
(
ΞµαΞ
ν
β + Ξ
µ
βΞ
ν
α
)
− 1
2
ΞµνΞαβ , (A15)
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while the projection operators for higher-rank tensors following are specified in App. E.
We remark that one can trade the orthogonal projection (A14) for the projection (A15),
∆µναβ = Ξ
µν
αβ − 2l(αΞ(µβ)l ν) +
1
6
(Ξαβ + 2lαlβ) (Ξ
µν + 2lµlν) , (A16)
which can be obtained by inserting ∆µν = Ξµν − lµlν , cf. Eq. (A9), into Eq. (A14).
The tensor decomposition of a four-vector with respect to uµ and ∆µν reads
Aµ = Aνuν u
µ +A〈µ〉 , (A17)
while that with respect to uµ, lµ, and Ξµν reads
Aµ = Aνuν u
µ −Aν lν lµ +A{µ} . (A18)
Analogously, the tensor decomposition of the four-gradient with respect to uµ and ∆µν reads
∂µ = uµD +∇µ , (A19)
where the comoving time-derivative and the four-gradient are defined as,
D = uµ∂µ , (A20)
∇µ ≡ ∆µν∂ν = ∂〈µ〉 . (A21)
In the LR frame D is the time derivative, DLR = (∂/∂t, 0, 0, 0), while ∇µLR = (0, ∂/∂x, ∂/∂y, ∂/∂z) is the three-
gradient.
Similarly, we decompose ∂µ with respect to u
µ, lµ, and Ξµν as
∂µ = uµD + lµDl + ∇˜µ , (A22)
where
Dl = −lµ∂µ , (A23)
∇˜µ ≡ Ξµν∂ν = ∂{µ} . (A24)
Comparing Eq. (A19) to Eq. (A22) it is immediately apparent that in the anisotropic case the usual gradient operator
is split into two parts,
∇µ = lµDl + ∇˜µ , (A25)
where according to the specific choice of Eq. (A7) in the LR frame Dl,LR = (0, 0, 0, ∂/∂z) corresponds to the derivative
in the direction of the anisotropy, while ∇˜µLR = (0, ∂/∂x, ∂/∂y, 0) is the spatial derivative in the remaining transverse
directions orthogonal to both uµ and lµ.
Note that on account of the normalization and orthogonality conditions (A2), (A3), and (A4), we have the identities
uν∂µuν = u
νDuν = u
νDluν = u
ν∇˜µuν = 0 , (A26)
lν∂µlν = l
νDlν = l
νDllν = l
ν∇˜µlν = 0 , (A27)
as well as
uν∂µlν = −lν∂µuν , uνDlν = −lνDuν , uνDllν = −lνDluν , uν∇˜µlν = −lν∇˜µuν . (A28)
The decomposition of a rank-two tensor with respect to uµ and ∆µν reads
Aµν = Aαβuαuβ u
µuν +∆µαAαβu
β uν +∆νβAαβu
α uµ +
1
3
Aαβ∆αβ ∆
µν +∆µναβA
αβ +∆µα∆
ν
βA
[αβ] . (A29)
Applying this to the gradient of the four-flow velocity, we obtain with Eq. (A26) the well-known relativistic Cauchy-
Stokes formula,
∂µuν = uµDuν +
1
3
θ∆µν + σµν + ωµν , (A30)
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where
θ ≡ ∇µuµ (A31)
is the expansion scalar,
σµν ≡ ∂〈µ u ν〉 = ∆µναβ∂αuβ =
1
2
(∇µuν +∇νuµ)− 1
3
θ∆µν (A32)
is the shear tensor and
ωµν ≡ ∆µα∆νβ∂[αuβ] =
1
2
(∇µuν −∇νuµ) (A33)
is the vorticity.
The tensor decomposition of a rank-two tensor with respect to uµ, lµ, and Ξµν reads
Aµν = Aαβuαuβ u
µuν +Aαβ lαlβ l
µlν −Aαβuαlβ uµlν −Aαβuβlα uν lµ
+ ΞµαAαβu
β uν + ΞνβAαβu
α uµ − ΞµαAαβlβ lν − ΞνβAαβlα lµ
+
1
2
AαβΞαβ Ξ
µν + ΞµναβA
αβ + ΞµαΞ
ν
βA
[αβ] . (A34)
With this decomposition we obtain the counterpart of the relativistic Cauchy-Stokes formula (A30),
∂µuν = uµDuν + lµDluν +
1
2
θ˜Ξµν − lβlν∇˜µuβ + σ˜µν + ω˜µν , (A35)
where we have again made use of Eq. (A26). Note that −lβlν∇˜µuβ = −lβl(µ ∇˜ν)uβ + lβl[µ ∇˜ν]uβ can in principle also
be further separated into a symmetric and an antisymmetric part. In Eq. (A35) we defined the following quantities
in the subspace orthogonal to both uµ and lµ: the transverse expansion scalar
θ˜ ≡ ∇˜µuµ , (A36)
the transverse shear tensor
σ˜µν ≡ ∂{µu ν} = ∇˜(µu ν) − 1
2
θ˜Ξµν + lβl
(µ ∇˜ν)uβ , (A37)
and the transverse vorticity
ω˜µν ≡ ΞµαΞνβ∂[α uβ] = ∇˜[µ u ν] − lβl[µ ∇˜ν]uβ . (A38)
Note that the shear tensor (A32) and vorticity (A33) are orthogonal to the flow velocity, i.e., σµνuν = ω
µνuν = 0,
but σµν lν 6= 0, ωµν lν 6= 0, while the transverse shear tensor (A37) and the transverse vorticity (A38) are orthogonal
to both four-vectors, σ˜µνuν = σ˜
µν lν = 0 and ω˜
µνuν = ω˜
µν lν = 0.
The expansion scalars (A31) and (A36) are related to each other through Eq. (A25),
θ = lµDlu
µ + θ˜ . (A39)
The shear tensors (A32) and (A37) are symmetric by definition and related to each other through Eq. (A16),
σµν = σ˜µν + l(µΞ
ν)
β Dlu
β − lβl(µ ∇˜ν)uβ + 1
6
(
θ˜ − 2lβDluβ
)
(Ξµν + 2lµlν) . (A40)
Finally, the vorticities (A33) and (A38) are antisymmetric and related via
ωµν = ω˜µν + l[µDlu
ν] + lβl
[µ ∇˜ν]uβ . (A41)
Similarly to the Cauchy-Stokes formulae (A30) and (A35) for ∂µuν we also need the decompositions of ∂µlν ,
∂µlν ≡ uµDlν + 1
3
θl∆µν + uβuν∇µlβ + σl,µν + ωl,µν
= uµDlν + lµDllν +
1
2
θ˜l Ξµν + uβuν∇˜µlβ + σ˜l,µν + ω˜l,µν , (A42)
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where uβuν∇µlβ = uβu(µ∇ν)lβ − uβu[µ∇ν]lβ and we defined the quantities
θl ≡ ∇µlµ , (A43)
θ˜l ≡ ∇˜µlµ , (A44)
σµνl ≡ ∂〈µ l ν〉 = ∇(µ l ν) −
1
3
θl∆
µν − uβu(µ∇ν)lβ , (A45)
σ˜µνl ≡ ∂{µ l ν} = ∇˜(µ l ν) −
1
2
θ˜l Ξ
µν − uβu(µ ∇˜ν)lβ , (A46)
ωµνl ≡ ∆µα∆νβ∂[α lβ] = ∇[µ l ν] + uβu[µ∇ν]lβ , (A47)
ω˜µνl ≡ ΞµαΞνβ∂[α lβ] = ∇˜[µ l ν] + uβu[µ ∇˜ν]lβ . (A48)
Note that σµνl uν 6= 0 and ωµνl uν 6= 0, but σ˜µνl uν = σ˜µνl lν = 0 and ω˜µνl uν = ω˜µνl lν = 0. The relationships between the
various quantities are
θl = θ˜l , (A49)
σµνl = σ˜
µν
l + l
(µΞ
ν)
β Dll
β +
1
6
θ˜l (Ξ
µν + 2lµlν) , (A50)
ωµνl = ω˜
µν
l + l
[µΞ
ν]
β Dll
β . (A51)
Appendix B: Tensor decomposition of four-momentum
In this appendix, we apply the result of App. A to derive the tensor decomposition of four-momentum kµ =(
k0, kx, ky, kz
)
. According to Eq. (A17),
kµ = Ekuu
µ + k〈µ〉 , (B1)
where
Eku = k
µuµ , k
〈µ〉 = ∆µνkν . (B2)
The physical meaning of these quantities becomes apparent in the LR frame: Eku,LR = k
0 is the energy while
k
〈µ〉
LR = (0, k
x, ky, kz) is the three-momentum.
Analogously, one can tensor-decompose kµ using Eq. (A18),
kµ = Ekuu
µ + Ekll
µ + k{µ} , (B3)
where
Ekl = −kµlµ , k{µ} = Ξµνkν . (B4)
Comparing Eqs. (B2) and (B3), it is obvious that k〈µ〉 = Ekll
µ + k{µ}. In the LR frame and with the choice (A7) for
lµ, the quantities defined in Eq. (B4) are Ekl,LR = (0, 0, 0, k
z), i.e., the component of three-momentum in lµ–direction,
and k
{µ}
LR = (0, k
x, ky, 0), i.e., the components of three-momentum orthogonal to lµ.
For on-shell particles,
kµkµ ≡ E2ku + k〈µ〉k〈µ〉
= E2ku − E2kl + k{µ}k{µ} = m20 , (B5)
where m0 is the rest mass of the particle, while
k〈µ〉k〈µ〉 = ∆
αβkαkβ , k
{µ}k{µ} = Ξ
αβkαkβ . (B6)
From Eq. (A29)
kµkν = E2kuu
µuν +
1
3
k〈α〉k〈α〉∆
µν + 2Ekuk
(〈µ〉u ν) + k〈µ k ν〉 , (B7)
while from Eq. (A34)
kµkν = E2kuu
µuν + E2kll
µlν + 2EkuEklu
(µ l ν) + 2Ekuk
({µ} u ν) + 2Eklk
({µ} l ν) +
1
2
k{α}k{α} Ξ
µν + k{µ k ν} , (B8)
where we used ∆µναβk
αkβ = k〈µ k ν〉 and Ξµναβk
αkβ = k{µ k ν}. Higher-rank tensors formed from dyadic products of kµ
can be decomposed in a similar manner.
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Appendix C: Thermodynamic integrals and properties
In this appendix, we compute the thermodynamic integrals Ii+n,q and Iˆi+j+n,j+r,q in Eqs. (44) and (60). They are
obtained by suitable projections of the tensors Iµ1···µni and Iˆµ1···µnij .
Let us first focus on the integrals Ii+n,q. The coefficient bnq in Eq. (44) is defined as the number of distinct terms
in the symmetrized tensor product
∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn) ≡ 1
bnq
∑
Pnµ
∆µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn , (C1)
where the sum runs over all distinct permutations of the n indices µ1, . . . , µn. The total number of permutations of
n indices is n!. There are q projection operators ∆µiµj and n − 2q factors of uµk . Permutations of the order of the
∆µiµj and of the uµk among themselves do not lead to distinct terms, so we need to divide the total number n! by
q!(n − 2q)!. Finally, since ∆µiµj is a symmetric projection operator, a permutation of its indices does not lead to a
distinct term. Since there are q such projection operators, there are 2q permutations that also do not lead to distinct
terms. Hence, the total number of distinct terms in the symmetrized tensor product is
bnq ≡ n!
2qq! (n− 2q)! =
n! (2q − 1)!!
(2q)! (n− 2q)! , (C2)
which is identical to Eq. (A2) of Ref. [11].
In order to obtain the thermodynamic integrals Ii+n,q by projection of the tensors Iµ1···µni , it is advantageous to
use the orthogonality relation
∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn)∆(µ1µ2 · · ·∆µ2q′−1µ2q′uµ2q′+1 · · ·uµn) =
(2q + 1)!!
bnq
δqq′ , (C3)
cf. Eq. (A.3) of chapter VI.1 of Ref. [12]. Since later on we will generalize this result to the case involving l’s and Ξ’s,
we give the proof in some detail. First, it is clear that if q 6= q′ there are terms where a uµi gets contracted with a
∆µiµj , which gives zero. The existence of the Kronecker delta is thus easily explained and we only need to prove Eq.
(C3) for q = q′. Second, as the same set of indices is symmetrized on both tensor products, it actually suffices to keep
the set of indices fixed on one tensor, say in the order µ1, . . . , µ2q, µ2q+1, . . . , µn, and symmetrize only the one on the
other,
∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn)∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn)
= ∆µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn 1
bnq
∑
Pnµ
∆µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn , (C4)
where we used Eq. (C1). Among the terms in the sum over all distinct permutations, only those survive where the
indices on the u’s are µ2q+1, . . . , µn, just as in the term in front of the sum. (Otherwise, a uµi will be contracted with
a ∆µiµj , which gives zero.) Permutations among these indices do not lead to distinct terms. Using uµuµ = 1, we thus
obtain
∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn)∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn)
=
1
bnq
∆µ1µ2 · · ·∆µ2q−1µ2q
∑
P2qµ
∆µ1µ2 · · ·∆µ2q−1µ2q , (C5)
where the sum now runs only over the distinct permutations of 2q indices µ1, . . . , µ2q on the ∆ projectors. There are
in total (2q)!/(2qq!) ≡ (2q − 1)!! distinct terms, so that we obtain
∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn)∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn)
=
(2q − 1)!!
bnq
∆µ1µ2 · · ·∆µ2q−1µ2q∆(µ1µ2 · · ·∆µ2q−1µ2q) . (C6)
The proof of Eq. (C3) is completed by proving that
∆µ1µ2 · · ·∆µ2q−1µ2q∆(µ1µ2 · · ·∆µ2q−1µ2q) = 2q + 1 , (C7)
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cf. Eq. (A.4) of chapter VI.1 of Ref. [12]. This is done by complete induction. Since ∆µ1µ2∆µ1µ2 = ∆
µ1
µ1 = 3, Eq. (C7)
obviously holds for q = 1. Now suppose it holds for q. Then we have to show that it also holds for q+1. In this case,
using the definition of the symmetrized tensor,
∆µ1µ2 · · ·∆µ2q+1µ2q+2∆(µ1µ2 · · ·∆µ2q+1µ2q+2)
=
2q+1(q + 1)!
(2q + 2)!
∆µ1µ2 · · ·∆µ2q+1µ2q+2
∑
P2q+2µ
∆µ1µ2 · · ·∆µ2q+1µ2q+2 . (C8)
Consider the contraction of ∆µ2q+1µ2q+2 with the sum over distinct permutations of 2q+2 indices µ1, . . . , µ2q+2. There is
one term in the sum where both indices are on the same ∆ projector. This term is∼ ∆µ2q+1µ2q+2∆µ2q+1µ2q+2 ≡ 3. Then,
there are 2q terms where the indices µ2q+1 and µ2q+2 are on different projectors, say ∆µ2q+1µj∆µiµ2q+2 . Contracting
with ∆µ2q+1µ2q+2 gives a term ∼ ∆µiµj , where both indices are from the set µ1, . . . , µ2q. Putting this together and
using Eq. (C7) gives
∆µ1µ2 · · ·∆µ2q+1µ2q+2∆(µ1µ2 · · ·∆µ2q+1µ2q+2)
=
2(q + 1)
(2q + 2)(2q + 1)
2qq!
(2q)!
∆µ1µ2 · · ·∆µ2q−1µ2q (2q + 3)
∑
P2qµ
∆µ1µ2 · · ·∆µ2q−1µ2q
=
2q + 3
2q + 1
∆µ1µ2 · · ·∆µ2q−1µ2q∆(µ1µ2 · · ·∆µ2q−1µ2q) ≡ 2q + 3 , q.e.d. . (C9)
With the orthogonality relation (C3), we now easily find by projecting Eq. (44) that
Ii+n,q ≡ (−1)
q
(2q + 1)!!
Iµ1···µni ∆(µ1µ2 · · ·∆µ2q−1µ2quµ2q+1 · · ·uµn)
=
(−1)q
(2q + 1)!!
∫
dK Ei+n−2qku (∆
µνkµkν)
q
f0k , (C10)
where we used the definition (43) of the tensor Iµ1···µni . With the definition of the thermodynamic average 〈. . .〉0, the
second line yields Eq. (46).
Now we compute the thermodynamical integrals Iˆi+j+n,j+r,q in Eq. (60). In that equation, we introduced the
symmetrized tensor products
Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn) ≡ 1
bnrq
∑
Pnµ
Ξµ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn ,
(C11)
where bnrq is the number of terms in the sum over distinct permutations of the n indices µ1, . . . , µn. Again there
are in total n! different permutations of the indices. There are q projection operators Ξµiµj , r factors of lµk , and
n− r − 2q factors of uµm . Permutations of the order of the Ξµiµj , the lµk , and of the uµm among themselves to not
lead to distinct terms. Likewise, permutations of the two indices of the symmetric projection operator Ξµiµj do not
lead to distinct terms. Thus the total number of distinct terms in the symmetrized tensor product is
bnrq ≡ n!
2q q! r! (n− r − 2q)! =
n! (2q − 1)!!
(2q)! r! (n− r − 2q)! . (C12)
A suitable projection of the tensor Iˆµ1···µnij is now found by employing the orthogonality relation
Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn)Ξ(µ1µ2 · · ·Ξµ2q′−1µ2q′ lµ2q′+1 · · · lµ2q′+r′uµ2q′+r′+1 · · ·uµn)
= (−1)r (2q)!!
bnrq
δqq′δrr′ . (C13)
In order to prove this relation, we first note that the Kronecker deltas are easily explained by the fact that if q 6= q′
or r 6= r′, there are terms where a uµi or an lµj are either contracted with each other or with projection operators
Ξµiµk , Ξµjµm , which gives zero. We thus need to prove Eq. (C13) only for q = q
′, r = r′. Again, since both sets of
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indices are symmetrized, we may keep one set fixed, i.e.,
Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn)Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn)
=
1
bnrq
Ξµ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn
∑
Pnµ
Ξµ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn
=
1
bnrq
(−1)rΞµ1µ2 · · ·Ξµ2q−1µ2q
∑
P2qµ
Ξµ1µ2 · · ·Ξµ2q−1µ2q
=
1
bnrq
(−1)r (2q)!
2qq!
Ξµ1µ2 · · ·Ξµ2q−1µ2qΞ(µ1µ2 · · ·Ξµ2q−1µ2q) , (C14)
where in the next-to-last step we used the fact that only those permutations in the sum are non-vanishing where the
indices µ2q+1, . . . , µ2q+r are on l’s and µ2q+r+1, . . . µ2n are on u’s. Then, we exploited u
µuµ = 1 and l
µlµ = −1. We
now prove by complete induction that
Ξµ1µ2 · · ·Ξµ2q−1µ2qΞ(µ1µ2 · · ·Ξµ2q−1µ2q) =
(2qq!)2
(2q)!
. (C15)
This holds obviously for q = 1, since Ξµ1µ2Ξµ1µ2 = Ξ
µ1
µ1 ≡ 2 ≡ 22/2. We now assume that Eq. (C15) holds for q and
prove it for q + 1:
Ξµ1µ2 · · ·Ξµ2q+1µ2q+2Ξ(µ1µ2 · · ·Ξµ2q+1µ2q+2)
=
2q+1(q + 1)!
(2q + 2)!
Ξµ1µ2 · · ·Ξµ2q+1µ2q+2
∑
P2q+2µ
Ξµ1µ2 · · ·Ξµ2q+1µ2q+2 . (C16)
Consider the contraction of Ξµ2q+1µ2q+2 with the sum over distinct permutations of 2q+2 indices µ1, . . . , µ2q+2. There is
one term in the sum where both indices are on the same Ξ projector. This term is ∼ Ξµ2q+1µ2q+2Ξµ2q+1µ2q+2 ≡ 2. Then,
there are 2q terms where the indices µ2q+1 and µ2q+2 are on different projectors, say Ξµ2q+1µjΞµiµ2q+2 . Contracting
with Ξµ2q+1µ2q+2 gives a term ∼ Ξµiµj , where both indices are from the set µ1, . . . , µ2q. Putting this together and
using Eq. (C15) gives
Ξµ1µ2 · · ·Ξµ2q+1µ2q+2Ξ(µ1µ2 · · ·Ξµ2q+1µ2q+2)
=
2(q + 1)
(2q + 2)(2q + 1)
2qq!
(2q)!
Ξµ1µ2 · · ·Ξµ2q−1µ2q (2q + 2)
∑
P2qµ
Ξµ1µ2 · · ·Ξµ2q−1µ2q
=
2q + 2
2q + 1
Ξµ1µ2 · · ·Ξµ2q−1µ2qΞ(µ1µ2 · · ·Ξµ2q−1µ2q)
=
2(q + 1)
2q + 1
(2qq!)2
(2q)!
=
[2(q + 1)]2
(2q + 2)(2q + 1)
(2qq!)2
(2q)!
=
[2q+1(q + 1)!]2
(2q + 2)!
, (C17)
which is Eq. (C15) for q + 1. Now we insert Eq. (C15) into Eq. (C14) and obtain
Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn)Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn)
=
1
bnrq
(−1)r (2q)!
2qq!
(2qq!)2
(2q)!
=
1
bnrq
(−1)r2qq! . (C18)
With (2q)!! = 2qq!, we obtain Eq. (C13), q.e.d.
The thermodynamic integrals Iˆi+j+n,j+r,q are now obtained by a projection of Eq. (60). The orthogonality relation
(C13) leads to the result
Iˆi+j+n,j+r,q ≡ (−1)
q+r
(2q)!!
Iˆµ1···µnij Ξ(µ1µ2 · · ·Ξµ2q−1µ2q lµ2q+1 · · · lµ2q+ruµ2q+r+1 · · ·uµn)
=
(−1)q
(2q)!!
∫
dKEi+n−r−2qku E
j+r
kl (Ξ
µνkµkν)
q fˆ0k , (C19)
where we used the definition (58) of the tensor Iˆµ1···µnij . With the definition of the average 〈. . .〉0ˆ, the second line
yields Eq. (62).
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Note that since Eiku = (k
µuµ)
i
and Ejkl = (−kµlµ)j the tensors (43), (58) immediately follow from the projection
of higher-rank tensors on tensors built from u’s and l’s,
Iµ1···µni = u(µ1 · · ·uµi)I(µ1···µn+i)0 , (C20)
Iˆµ1···µnij = (−1)j u(α1 · · ·uαi lβ1 · · · lβj)Iˆ(α1···αiβ1···βjµ1···µn)00 . (C21)
Other useful relations are obtained from contracting two indices of the tensors (43), (58) with a ∆ resp. a Ξ
projector,
Iµ1···µni ∆µn−1µn = m20 Iµ1···µn−2i − Iµ1···µn−2i+2 , (C22)
Iˆµ1···µnij Ξµn−1µn = m20 Iˆµ1···µn−2ij − Iˆµ1···µn−2i+2,j + Iˆµ1···µn−2i,j+2 . (C23)
The conventional and the generalized thermodynamic integrals (46), (49), (62), and (63) obey useful recursion
relations, which are given here. Replacing
(
∆αβkαkβ
)q+1
=
(
∆αβkαkβ
)q (
m20 − E2ku
)
in Eq. (46) we obtain for
0 ≤ q ≤ n/2,
In+2,q = m
2
0 Inq + (2q + 3) In+2,q+1 , (C24)
Jn+2,q = m
2
0 Jnq + (2q + 3)Jn+2,q+1 . (C25)
Correspondingly, using Ξµνkµkν = m
2
0 − E2ku + E2kl in Eq. (62) we get
Iˆn+2,r,q − Iˆn+2,r+2,q = m20 Iˆnrq + (2q + 2) Iˆn+2,r,q+1 , (C26)
Jˆn+2,r,q − Jˆn+2,r+2,q = m20 Jˆnrq + (2q + 2) Jˆn+2,r,q+1 . (C27)
For n = r = q = 0 Eqs. (C24), (C26) read
I20 = m
2
0 I00 + 3I21 , (C28)
Iˆ200 = m
2
0 Iˆ000 + Iˆ220 + 2Iˆ201 . (C29)
In the massless limit this leads to the familiar relations e0 = 3P0 and eˆ = Pˆl + 2Pˆ⊥.
Appendix D: Thermodynamic integrals in the equilibrium limit
In this appendix we derive some properties of the generalized moments (58) and the corresponding generalized
thermodynamic integrals (62) in the limit of local thermodynamic equilibrium, see Eq. (122).
The generalized moments (122) can also be expanded in terms of the four-vectors uµ, lµ, and Ξµν , just as in Eq.
(60), where the corresponding thermodynamic integrals are defined similarly to Eq. (62),
Inrq =
(−1)q
(2q)!!
∫
dKEn−r−2qku E
r
kl (Ξ
µνkµkν)
q f0k . (D1)
Making use of Eq. (A9), of the binomial theorem, and of the definition of the double factorial for even arguments it
is straightforward to obtain a relation between the thermodynamical integrals Inq and Inrq,
Inq =
(−1)q
(2q + 1)!!
∫
dK En−2qku
(
Ξµνkµkν − E2kl
)q
f0k
=
1
(2q + 1)!!
q∑
r=0
2q−rq!
r!
In,2r,q−r . (D2)
E.g. for q = 0, 1, 2 we have
In0 = In00 , (D3)
In1 =
1
3
(2In01 + In20) , (D4)
In2 =
1
15
(8In02 + 4In21 + In40) . (D5)
Note that the corresponding auxiliary thermodynamical integrals Jnrq may be defined similarly to Eq. (63), and
obviously will lead to analogous relations.
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Furthermore, using df0k/dEku = −β0f0k(1 − af0k), after an integration by parts Eq. (49) can be rewritten as a
relation between the conventional thermodynamic and auxiliary integrals,
β0Jnq = In−1,q−1 + (n− 2q) In−1,q . (D6)
Similarly, for the auxiliary thermodynamical integrals Jnrq we obtain (as long as r ≥ 2, q ≥ 1)
β0Jnrq ≡ In−1,r,q−1 + (n− r − 2q) In−1,r,q (D7)
= (r − 1) In−1,r−2,q + (n− r − 2q) In−1,r,q .
Comparing the right-hand sides, we obtain the identity
In−1,r,q−1 = (r − 1) In−1,r−2,q . (D8)
E.g., for n = 3, r = 2, and q = 1 we obtain the equivalence of the longitudinal and transverse pressures in thermody-
namical equilibrium,
I220 = I201 . (D9)
The main thermodynamic relations are also obtained from integration by parts, namely
dInq (α0, β0) ≡
(
∂Inq
∂α0
)
β0
dα0 +
(
∂Inq
∂β0
)
α0
dβ0
= Jnqdα0 − Jn+1,qdβ0 , (D10)
and similarly
dInrq (α0, β0) ≡
(
∂Inrq
∂α0
)
β0
dα0 +
(
∂Inrq
∂β0
)
α0
dβ0
= Jnrqdα0 − Jn+1,r,qdβ0 . (D11)
Appendix E: Irreducible projection operators
In this appendix, we present the irreducible projection operators necessary to derive the irreducible moments of
δfk or δfˆk. We start by recalling the definition of the irreducible projection operators in the first case [12, 18, 20],
∆µ1···µnν1···νn =
[n/2]∑
q=0
C(n, q)
1
Nnq
∑
PnµP
n
ν
∆µ1µ2 · · ·∆µ2q−1µ2q∆ν1ν2 · · ·∆ν2q−1ν2q∆µ2q+1ν2q+1 · · ·∆µnνn . (E1)
Here, [n/2] denotes the largest integer less than or equal to n/2, the coefficients C(n, q) are defined as
C(n, q) = (−1)q (n!)
2
(2n)!
(2n− 2q)!
q!(n− q)!(n− 2q)! , (E2)
and the second sum in Eq. (E1) runs over all distinct permutations PnµPnν of µ- and ν-type indices. The coefficient in
front of this sum is just the inverse of the total number of these distinct permutations,
Nnq ≡ 1
(n− 2q)!
(
n!
2qq!
)2
. (E3)
This number can be explained as follows: (n!)2 is the number of all permutations of µ- and ν-type indices. In order
to obtain the number of distinct permutations, one has to divide this by the number (2q)2 of permutations of µ- and
ν-type indices on the same ∆ projectors (where only projectors with only µ- and only ν-type indices are considered),
and by the number (q!)2 of trivial reorderings of the sequence of these projectors. Finally, one also has to divide by
the number (n− 2q)! of trivial reorderings of the sequence of projectors with mixed indices.
The projectors (E1) are symmetric under exchange of µ- and ν-type indices,
∆µ1···µnν1···νn = ∆
(µ1···µn)
(ν1···νn)
, (E4)
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and traceless with respect to contraction of either µ- or ν-type indices,
∆µ1···µnν1···νn gµiµj = ∆
µ1···µn
ν1···νn g
νiνj = 0 for any i, j . (E5)
Moreover, upon complete contraction,
∆µ1···µnµ1···µn ≡ ∆µ1···µnν1···νngµ1ν1 · · · gµnνn = 2n+ 1 , (E6)
cf. Eq. (23) in chapter VI.2 of Ref. [12].
Analogously, in the case where we decompose tensors with respect to both uµ and lµ the irreducible projection
operators read
Ξµ1···µnν1···νn =
[n/2]∑
q=0
Cˆ(n, q)
1
Nnq
∑
PnµP
n
ν
Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q−1ν2qΞµ2q+1ν2q+1 · · ·Ξµnνn . (E7)
The coefficient in front of the sum over distinct permutations is the same as in Eq. (E1). The coefficient Cˆ(n, q) will
be determined below. Just as the projectors (E1), the projectors (E7) are also symmetric under the interchange of µ-
and ν-type indices,
Ξµ1···µnν1···νn = Ξ
(µ1···µn)
(ν1···νn)
, (E8)
and traceless with respect to contraction of either µ- or ν-type indices,
Ξµ1···µnν1···νn gµiµj = Ξ
µ1···µn
ν1···νn g
νiνj = 0 for any i, j . (E9)
This relation forms the basis for the determination of the coefficients Cˆ(n, q), as we shall show now. [The calculation
closely follows that given in Ref. [12] for the coefficients C(n, q), cf. Eq. (E2).]
Without loss of generality, let us consider the contraction (E9) of the projector (E7) with respect to the two indices
µ1, µ2. For the following arguments, it is advantageous to replace the sum over distinct permutations PnµPnν of the n
µ– and ν–type indices by the sum over all permutations P¯nµ P¯nν (with in total (n!)2 different terms). In the various
terms of this sum, the indices µ1, µ2 can appear in four different ways (for the sake of notational simplicity, we omit
the other Ξ projectors in these terms):
(i) Ξµ1µiΞµjµ2
×gµ1µ2−−−−−−−−→ Ξµiµj 2q(2q − 2) terms ,
(ii) Ξµ1µ2 −−−−−−−−→ 2 2q terms ,
(iii) Ξµ1µiΞµ2νj −−−−−−−−→ Ξµiνj 2 · 2q(n− 2q) terms ,
(iv) Ξµ1νi Ξ
µ2
νj −−−−−−−−→ Ξνiνj (n− 2q)(n− 2q − 1) terms .
The arrow symbolizes contraction with gµ1µ2 , with the corresponding result shown to the right of the arrow. On the
far right we also denoted the number of times that such terms occur in the sum over all permutations. Computing
this number is a simple combinatorial exercise: for case (i), the index µ1 can appear in 2q different positions and the
index µ2 in the remaining 2q− 2 positions. For case (ii), there are 2q different positions for the index µ1, but then the
position of µ2 is fixed. For case (iii), there are 2q positions for µ1 and n− 2q positions for µ2. Interchanging µ1 ↔ µ2
gives another factor of 2. Finally, for case (iv) there are n − 2q positions for µ1 and n − 2q − 1 remaining positions
for µ2.
The cases (i) – (iii) generate terms of the form
Ξµ3µ4 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q−1ν2qΞµ2q+1ν2q+1 · · ·Ξµnνn , (E10)
while case (iv) generates terms of the form
Ξµ3µ4 · · ·Ξµ2q+1µ2q+2Ξν1ν2 · · ·Ξν2q+1ν2q+2Ξµ2q+3ν2q+3 · · ·Ξµnνn . (E11)
Note that, because of the contraction of µ1, µ2, only n− 2 indices of the µ–type are to be permutated. Collecting all
terms (i) – (iv) with the correct prefactors, Eq. (E9) reads
0 =
[n/2]∑
q=0
Cˆ(n, q)
1
(n!)2
∑
P¯n−2µ P¯nν
{
2q [2q − 2 + 2 + 2(n− 2q)] Ξµ1µ2 · · ·Ξµ2q−3µ2q−2Ξν1ν2 · · ·Ξν2q−1ν2qΞµ2q−1ν2q+1 · · ·Ξµn−2νn
+ (n− 2q)(n− 2q − 1)Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q+1ν2q+2Ξµ2q+1ν2q+3 · · ·Ξµn−2νn
}
, (E12)
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where we relabelled the µ–type indices µi → µi−2. We now observe that the q = 0–term does not contribute to the
first term in curly brackets, while the q = [n/2]–term does not contribute to the last term (no matter whether n is
even or odd). Thus, we may write
0 =
1
(n!)2
∑
P¯n−2µ P¯nν


[n/2]∑
q=1
Cˆ(n, q) 2q (2n− 2q)Ξµ1µ2 · · ·Ξµ2q−3µ2q−2Ξν1ν2 · · ·Ξν2q−1ν2qΞµ2q−1ν2q+1 · · ·Ξµn−2νn
+
[n/2]−1∑
q=0
Cˆ(n, q) (n− 2q)(n− 2q − 1)Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q+1ν2q+2Ξµ2q+1ν2q+3 · · ·Ξµn−2νn

 . (E13)
Substituting q → q − 1 in the second sum, we observe that the product of the Ξ–projectors is actually identical in
both sums, so that we obtain
0 =
[n/2]∑
q=1
[
Cˆ(n, q) 2q (2n− 2q) + Cˆ(n, q − 1) (n− 2q + 2)(n− 2q + 1)
]
× 1
(n!)2
∑
P¯n−2µ P¯nν
Ξµ1µ2 · · ·Ξµ2q−3µ2q−2Ξν1ν2 · · ·Ξν2q−1ν2qΞµ2q−1ν2q+1 · · ·Ξµn−2νn . (E14)
In order to fulfill this relation, we have to demand that the term in brackets vanishes, which leads to the recursion
relation
Cˆ(n, q) = − (n− 2q + 2)(n− 2q + 1)
2q(2n− 2q) Cˆ(n, q − 1) . (E15)
If we set
Cˆ(n, 0) ≡ 1 forall n , (E16)
the solution is
Cˆ(n, q) = (−1)q 1
2qq!
n!
(n− 2q)!
(2n− 2q − 2)!!
(2n− 2)!! = (−1)
q 1
4q
(n− q)!
q!(n− 2q)!
n
n− q , (E17)
where we used the definition of the double factorial for even numbers.
Upon complete contraction,
Ξµ1···µnµ1···µn ≡ Ξµ1···µnν1···νn gν1µ1 · · · gνnµn = 2 . (E18)
In order to prove this relation, it is advantageous to first prove the recursion relation
Ξµ1···µnν1···νn g
νj
µi = Ξ
µ1···µn−1
ν1···νn−1 , (E19)
valid for any i, j and n > 1. Equation (E18) then immediately follows on account of Ξµ1···µnµ1···µn = Ξ
µ1
µ1 = 2.
Equation (E19) is proved as follows. First note that, since Ξµ1···µnν1···νn is symmetric in all indices, we may without loss
of generality choose i = j = n in Eq. (E19). Then, as already done in the derivation of Eq. (E17), it is advantageous
to replace in Eq. (E7) the sum over distinct permutations PnµPnν by the sum over all permutations P¯nµ P¯nν (with in
total (n!)2 different terms). Inserting this into the left-hand side of Eq. (E19), we see that contraction of the indices
µn, νn generates five different types of terms:
(i) ΞµiµnΞνjνn
×gνnµn−−−−−−−−→ Ξµiνj 2q · 2q terms ,
(ii) ΞµiµnΞµjνn −−−−−−−−→ Ξµiµj 2q(n− 2q) terms ,
(iii) ΞνiνnΞ
µn
νj −−−−−−−−→ Ξνiνj 2q(n− 2q) terms ,
(iv) Ξµnνj Ξ
µi
νn −−−−−−−−→ Ξµiνj (n− 2q)(n− 2q − 1) terms ,
(v) Ξµnνn −−−−−−−−→ 2 (n− 2q) terms .
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The number of terms is easily explained as follows: in case (i), there are 2q possible positions for the index µn and 2q
possible positions for the index νn. In cases (ii) and (iii), there are 2q resp. n−2q positions for the index µn and n−2q
resp. 2q positions for the index νn. In case (iv), there are n− 2q positions for the index µn and a remaining n− 2q− 1
positions for the index νn. Finally, in case (v) there are n− 2q possibilities (equal to the number of projectors with
mixed indices) to have the indices µn and νn occurring at the same projector. One observes that upon contraction,
in case (i) (and after suitably relabelling indices) one generates terms of the form
Ξµ1µ2 · · ·Ξµ2q−3µ2q−2Ξν1ν2 · · ·Ξν2q−3ν2q−2Ξµ2q−1ν2q−1 · · ·Ξµn−1νn−1 ,
i.e., terms with q − 1 projectors Ξµiµj , q − 1 projectors Ξνiνj , and n− 2q + 1 projectors Ξµiνj . On the other hand, in
all other cases (ii) – (v) one generates terms of the form
Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q−1ν2qΞµ2q+1ν2q+1 · · ·Ξµn−1νn−1 ,
i.e., terms with q projectors Ξµiµj , q projectors Ξνiνj , and n− 2q − 1 projectors Ξµiνj .
To proceed, it is advantageous to consider the case of n even and n odd separately. Let us first focus on the
(somewhat simpler) case of n even, where [n/2] ≡ n/2. Collecting the results obtained so far, the left-hand-side of
Eq. (E19) can be written as
Ξµ1···µnν1···νn g
νn
µn =
n/2∑
q=0
Cˆ(n, q)
1
(n!)2
∑
P¯n−1µ P¯
n−1
ν
[
(n− 2q)(n+ 2q + 1)Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q−1ν2qΞµ2q+1ν2q+1 · · ·Ξµn−1νn−1
+ 4q2 Ξµ1µ2 · · ·Ξµ2q−3µ2q−2Ξν1ν2 · · ·Ξν2q−3ν2q−2Ξµ2q−1ν2q−1 · · ·Ξµn−1νn−1
]
. (E20)
We now note that the first term in brackets does not contribute for q = n/2, while the second term does not contribute
for q = 0,
Ξµ1···µnν1···νn g
νn
µn =
n/2−1∑
q=0
Cˆ(n, q) (n− 2q)(n+ 2q + 1) 1
(n!)2
∑
P¯n−1µ P¯
n−1
ν
Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q−1ν2qΞµ2q+1ν2q+1 · · ·Ξµn−1νn−1
+
n/2∑
q=1
Cˆ(n, q) 4q2
1
(n!)2
∑
P¯n−1µ P¯
n−1
ν
Ξµ1µ2 · · ·Ξµ2q−3µ2q−2Ξν1ν2 · · ·Ξν2q−3ν2q−2Ξµ2q−1ν2q−1 · · ·Ξµn−1νn−1 . (E21)
Substituting the summation index q → q + 1 in the second sum, we observe that the product of projectors becomes
identical to the one in the first sum, so that we can write
Ξµ1···µnν1···νn g
νn
µn =
n/2−1∑
q=0
[
Cˆ(n, q) (n− 2q)(n+ 2q + 1) + Cˆ(n, q + 1) 4(q + 1)2
]
× 1
(n!)2
∑
P¯n−1µ P¯
n−1
ν
Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q−1ν2qΞµ2q+1ν2q+1 · · ·Ξµn−1νn−1 . (E22)
With the definition (E17) one now convinces oneself that
1
n2
[
Cˆ(n, q) (n− 2q)(n+ 2q + 1) + Cˆ(n, q + 1) 4(q + 1)2
]
= Cˆ(n− 1, q) . (E23)
Reverting the sum over all permutations of n − 1 indices of µ– and of ν–type to the one over distinct permutations
and using the definition (E7) and the fact that for even n one has n/2−1 = [(n−1)/2], one then arrives at Eq. (E19).
Let us now consider the case of n odd, where [n/2] = [(n− 1)/2] = (n− 1)/2. For q < (n− 1)/2, the arguments of
the previous case of n even can be taken over unchanged. However, when q = (n− 1)/2 things become more subtle:
in the cases (ii), (iii), and (iv), one observes that after contraction of the indices, no further projectors of the type
Ξµiνj occur. We thus treat the case q = (n− 1)/2 separately. Collecting the results obtained so far, the left-hand-side
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of Eq. (E19) can be written as
Ξµ1···µnν1···νn g
νn
µn =
(n−1)/2−1∑
q=0
Cˆ(n, q)
1
(n!)2
∑
P¯n−1µ P¯
n−1
ν
[
(n− 2q)(n+ 2q + 1)Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q−1ν2qΞµ2q+1ν2q+1 · · ·Ξµn−1νn−1
+ 4q2 Ξµ1µ2 · · ·Ξµ2q−3µ2q−2Ξν1ν2 · · ·Ξν2q−3ν2q−2Ξµ2q−1ν2q−1 · · ·Ξµn−1νn−1
]
+ Cˆ
(
n,
n− 1
2
)
1
(n!)2
∑
P¯n−1µ P¯
n−1
ν
[
2nΞµ1µ2 · · ·Ξµn−2µn−1Ξν1ν2 · · ·Ξνn−2νn−1
+ (n− 1)2 Ξµ1µ2 · · ·Ξµn−4µn−3Ξν1ν2 · · ·Ξνn−4νn−3Ξµn−2νn−2 · · ·Ξµn−1νn−1
]
. (E24)
Noting that the term in the second line does not contribute for q = 0, we may combine the terms in the second and
fourth line to a sum that runs from q = 1 to (n− 1)/2. Substituting q → q+1 in that sum, we observe that this sum
can be combined with the one in the first line, similar to Eq. (E22). With Eq. (E23) this yields
Ξµ1···µnν1···νn g
νn
µn =
(n−1)/2−1∑
q=0
Cˆ(n− 1, q) 1
[(n− 1)!]2
∑
P¯n−1µ P¯
n−1
ν
Ξµ1µ2 · · ·Ξµ2q−1µ2qΞν1ν2 · · ·Ξν2q−1ν2qΞµ2q+1ν2q+1 · · ·Ξµn−1νn−1
+ Cˆ
(
n,
n− 1
2
)
2
n
1
[(n− 1)!]2
∑
P¯n−1µ P¯
n−1
ν
Ξµ1µ2 · · ·Ξµn−2µn−1Ξν1ν2 · · ·Ξνn−2νn−1 . (E25)
With Eq. (E17) one proves that
2
n
Cˆ
(
n,
n− 1
2
)
= Cˆ
(
n− 1, n− 1
2
)
. (E26)
Then, the last term in Eq. (E25) just represents the missing q = (n− 1)/2–term of the sum and we again obtain Eq.
(E19), q.e.d.
Note that relations (E6) and (E18) mean that the projection of an arbitrary tensor of rank n with respect to either
(E1) or (E7), i.e., Aν1···νn∆µ1···µnν1···νn or A
ν1···νnΞµ1···µnν1···νn , has 2n+ 1 or 2 independent tensor components, respectively.
In order to prove this, we note that an arbitrary tensor Aµ1···µnd of rank n in d-dimensional space-time has d
n
independent components, because each of the n indices can assume d distinct values. Now consider a rank-n tensor
which is completely symmetric with respect to the interchange of indices. This tensor can be constructed from the
arbitrary tensor Aµ1···µnd via symmetrization,
A
(µ1···µn)
d =
1
n!
∑
Pµ
Aµ1···µnd , (E27)
where the sum over Pµ runs over all n! permutations of the µ-type indices. The number of independent tensor
components of such a symmetric tensor is given by the number of combinations with repetition to draw n elements
from a set of d elements,
Ndn
(
A
(µ1···µn)
d
)
=
(n+ d− 1)!
n! (d− 1)! . (E28)
Let us now demand in addition that this tensor is traceless,
0 = A
(µ1···µn)
d,tr gµn−1µn ≡ A(µ1···µn−2)d , (E29)
where the right-hand side defines a new symmetric tensor of rank n− 2. According to Eq. (E28), this tensor has
Ndn
(
A
(µ1···µn−2)
d
)
=
(n+ d− 3)!
(n− 2)! (d− 1)! (E30)
independent components. This is also the number of constraints by which the number of independent components of
the original symmetric tensor A
(µ1···µn)
d is reduced, if we demand that it is traceless in addition to being symmetric.
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Thus, the number of independent components of a symmetric traceless tensor is
Ndn
(
A
(µ1···µn)
d,tr
)
= Ndn
(
A
(µ1···µn)
d
)
−Ndn
(
A
(µ1···µn−2)
d
)
=
(n+ d− 1)!
n! (d− 1)! −
(n+ d− 3)!
(n− 2)! (d− 1)! =
(n+ d− 3)!
n! (d− 2)! (2n+ d− 2) . (E31)
Let us now require in addition that such a symmetric traceless tensor is orthogonal to a given four-vector uµ,
0 = A
(µ1···µn)
d,tr,orthouµn ≡ A(µ1···µn−1)d,tr . (E32)
The right-hand side defines a new symmetric traceless tensor of rank n− 1 which, according to Eq. (E31), has
Ndn
(
A
(µ1···µn−1)
d,tr
)
=
(n+ d− 4)!
(n− 1)! (d− 2)! (2n+ d− 4) (E33)
independent components. This number reduces the number of independent components of the original symmetric
traceless tensor, if we demand in addition that it is orthogonal to uµ; thus the latter has
Ndn
(
A
(µ1···µn)
d,tr,ortho
)
= Ndn
(
A
(µ1···µn)
d,tr
)
−Ndn
(
A
(µ1···µn−1)
d,tr
)
=
(n+ d− 3)!
n! (d− 2)! (2n+ d− 2)−
(n+ d− 4)!
(n− 1)! (d− 2)! (2n+ d− 4)
=
(n+ d− 4)!
n! (d− 3)! (2n+ d− 3) (E34)
independent components. Comparing this equation to Eq. (E31) we realize that the orthogonality constraint (E32)
has effectively reduced the number of dimensions by one unit, d→ d− 1. Subsequently demanding orthogonality to
another four-vector lµ would reduce the number of dimensions by another unit, etc.
Now taking d = 4, Eq. (E34) tells us that any symmetric traceless tensor of rank n, which is orthogonal to uµ, has
N4n(A
(µ1···µn)
4,tr,ortho) = 2n+ 1 independent components. If this tensor is in addition orthogonal to another four-vector l
µ,
then Eq. (E34) applies replacing d = 4 by d = 3, and we obtain N3n(A
(µ1···µn)
3,tr,ortho) = 2 independent components. This
result is independent of the tensor rank n.
In the following, we list the irreducible projection operators which are necessary for the derivation of Eqs. (110) –
(112). In the case of rank-one tensors, the irreducible projection operator (E1) is trivially given by
∆µ1ν1 = C(1, 0)
1
N10 ∆
µ1ν1 , (E35)
with C(1, 0) = N10 = 1. Analogously, the irreducible projection operator (E7) is
Ξµ1ν1 = Cˆ(1, 0)
1
N10 Ξ
µ1ν1 , (E36)
with Cˆ(1, 0) = N10 = 1.
For rank-two tensors, the irreducible projection operator (E1) is
∆µ1µ2ν1ν2 = C(2, 0)
1
N20 (∆
µ1ν1∆ν2µ2 +∆µ1ν2∆ν1µ2) + C(2, 1)
1
N21 ∆
µ1µ2∆ν1ν2
= ∆µ1(ν1 ∆ν2)µ2 − 1
3
∆µ1µ2∆ν1ν2 . (E37)
Analogously, the irreducible projection operator (E7) reads
Ξµ1µ2ν1ν2 = Cˆ(2, 0)
1
N20 (Ξ
µ1ν1Ξν2µ2 + Ξµ1ν2Ξν1µ2) + Cˆ(2, 1)
1
N21 Ξ
µ1µ2Ξν1ν2
= Ξµ1(ν1 Ξν2)µ2 − 1
2
Ξµ1µ2Ξν1ν2 . (E38)
We also give the irreducible projection operators for rank-three tensors:
∆µ1µ2µ3ν1ν2ν3 =
1
3
(
∆µ1ν1∆µ2(ν2 ∆ν3)µ3 +∆µ1ν2∆µ2(ν1 ∆ν3)µ3 +∆µ1ν3∆µ2(ν2 ∆ν1)µ3
)
− 3
5
∆(µ1µ2 ∆µ3)(ν3 ∆ν1ν2) , (E39)
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and
Ξµ1µ2µ3ν1ν2ν3 =
1
3
(
Ξµ1ν1Ξµ2(ν2 Ξν3)µ3 + Ξµ1ν2Ξµ2(ν1 Ξν3)µ3 + Ξµ1ν3Ξµ2(ν2 Ξν1)µ3
)
− 3
4
Ξ(µ1µ2 Ξµ3)(ν3 Ξν1ν2) . (E40)
Finally, for rank-four tensors, we obtain for the irreducible projection operators:
∆µ1µ2µ3µ4ν1ν2ν3ν4 =
1
4!
∑
P4µP
4
ν
∆µ1ν1∆µ2ν2∆µ3ν3∆µ4ν4 − 3
14
∆(µ1µ2 ∆µ3)(ν3 ∆ν1ν2∆ν4)µ4
− 3
14
∆(µ1µ2 ∆µ4)(ν3 ∆ν1ν2∆ν4)µ3 − 3
14
∆(µ1µ3 ∆µ4)(ν3 ∆ν1ν2∆ν4)µ2
− 3
14
∆(µ2µ3 ∆µ4)(ν3 ∆ν1ν2∆ν4)µ1 +
3
35
∆µ1(µ2 ∆µ3µ4)∆ν1(ν2 ∆ν3ν4) , (E41)
and
Ξµ1µ2µ3µ4ν1ν2ν3ν4 =
1
4!
∑
P4µP
4
ν
Ξµ1ν1Ξµ2ν2Ξµ3ν3Ξµ4ν4 − 1
4
Ξ(µ1µ2 Ξµ3)(ν3 Ξν1ν2Ξν4)µ4
− 1
4
Ξ(µ1µ2 Ξµ4)(ν3 Ξν1ν2Ξν4)µ3 − 1
4
Ξ(µ1µ3 Ξµ4)(ν3 Ξν1ν2Ξν4)µ2
− 1
4
Ξ(µ2µ3 Ξµ4)(ν3 Ξν1ν2Ξν4)µ1 +
1
8
Ξµ1(µ2 Ξµ3µ4)Ξν1(ν2 Ξν3ν4) . (E42)
In both expressions, the first sum runs over all distinct permutations of the four µ- and the four ν-type indices.
The irreducible projection operators (E1) acting on tensors formed by the n−adic product of a four-vector, i.e.,
Aµ1···µn = Aµ1 · · ·Aµn , lead to the following expressions for n = 1, . . . , 4
A〈µ1〉 = ∆µ1ν1Aν1 , (E43)
A〈µ1 Aµ2〉 = ∆µ1µ2ν1ν2Aν1Aν2 = A
〈µ1〉A〈µ2〉 − 1
3
∆µ1µ2
(
∆αβAαAβ
)
, (E44)
A〈µ1 Aµ2Aµ3〉 = ∆µ1µ2µ3ν1ν2ν3Aν1Aν2Aν3 = A
〈µ1〉A〈µ2〉A〈µ3〉 − 3
5
∆(µ1µ2 A 〈µ3〉)
(
∆αβAαAβ
)
, (E45)
A〈µ1 Aµ2Aµ3Aµ4〉 = ∆µ1µ2µ3µ4ν1ν2ν3ν4Aν1Aν2Aν3Aν4
= A〈µ1〉A〈µ2〉A〈µ3〉A〈µ4〉 − 3
14
∆(µ1µ2 A 〈µ3〉)A〈µ4〉
(
∆αβAαAβ
)
− 3
14
∆(µ1µ2 A 〈µ4〉)A〈µ3〉
(
∆αβAαAβ
)− 3
14
∆(µ1µ4 A 〈µ3〉)A〈µ2〉
(
∆αβAαAβ
)
− 3
14
∆(µ4µ2 A 〈µ3〉)A〈µ1〉
(
∆αβAαAβ
)
+
3
35
∆µ1(µ2 ∆µ3µ4)
(
∆αβAαAβ
)2
. (E46)
Similarly, for the irreducible projection operators (E7) we obtain
A{µ1} = Ξµ1ν1Aν1 , (E47)
A{µ1 Aµ2} = Ξµ1µ2ν1ν2Aν1Aν2 = A
{µ1}A{µ2} − 1
2
Ξµ1µ2
(
ΞαβAαAβ
)
, (E48)
A{µ 1Aµ2Aµ3} = Ξµ1µ2µ3ν1ν2ν3Aν1Aν2Aν3 = A
{µ1}A{µ2}A{µ3} − 3
4
Ξ(µ1µ2 A{µ3})
(
ΞαβAαAβ
)
, (E49)
A{µ1 Aµ2Aµ3Aµ4} = Ξµ1µ2µ3µ4ν1ν2ν3ν4Aν1Aν2Aν3Aν4
= A{µ1}A{µ2}A{µ3}A{µ4} − 1
4
Ξ(µ1µ2 A{µ3})A{µ4}
(
ΞαβAαAβ
)
− 1
4
Ξ(µ1µ2 A{µ4})A{µ3}
(
ΞαβAαAβ
)− 1
4
Ξ(µ1µ4 A{µ3})A{µ2}
(
ΞαβAαAβ
)
− 1
4
Ξ(µ4µ2 A{µ3})A{µ1}
(
ΞαβAαAβ
)
+
1
8
Ξµ1(µ2 Ξµ3µ4)
(
ΞαβAαAβ
)2
. (E50)
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Appendix F: Orthogonality properties and conditions
In this appendix, we derive the orthogonality conditions (83) and (93). The derivation utilizes the relations
k〈µ1 · · · k µℓ〉k〈µ1 · · · kµℓ〉 =
ℓ!
(2ℓ− 1)!!
(
∆αβkαkβ
)ℓ
, (F1)
and
k{µ1 · · · k µℓ}k{µ1 · · · kµℓ} =
1
2ℓ−1
(
Ξαβkαkβ
)ℓ
. (F2)
The first relation is proved as follows. We first note that
k〈µ1 · · · k µℓ〉k〈µ1 · · · kµℓ〉 = ∆µ1···µℓβ1···βℓ∆α1···αℓµ1···µℓ kα1 · · · kαℓkβ1 · · · kβℓ = ∆α1···αℓβ1···βℓ kα1 · · · kαℓkβ1 · · · kβℓ . (F3)
Now we insert the explicit form (E1) of the projection operator and note that the contraction of all indices with the
momenta reduces the second sum (including the prefactor 1/Nnq) to just a factor of (∆αβkαkβ)ℓ,
k〈µ1 · · · k µℓ〉k〈µ1 · · · kµℓ〉 =
[ℓ/2]∑
q=0
C(ℓ, q)
(
∆αβkαkβ
)ℓ
. (F4)
The Legendre polynomials Pℓ(z) have the representation [50]
Pℓ(z) =
1
2ℓ
[ℓ/2]∑
q=0
(−1)q (2ℓ− 2q)!
q!(ℓ− q)!(ℓ − 2q)! z
ℓ−2q ≡ 1
2ℓ
(2ℓ)!
(ℓ!)2
[ℓ/2]∑
q=0
C(ℓ, q) zℓ−2q . (F5)
Since for all ℓ
1 ≡ Pℓ(1) = 1
2ℓ
(2ℓ)!
(ℓ!)2
[ℓ/2]∑
q=0
C(ℓ, q) , (F6)
we derive the identity
[ℓ/2]∑
q=0
C(ℓ, q) =
2ℓ(ℓ!)2
(2ℓ)!
=
ℓ! 2ℓ−1(ℓ− 1)!
(2ℓ− 1)! ≡
ℓ!
(2ℓ− 1)!! , (F7)
where we have used the definition of the double factorial for odd numbers. Inserting this into Eq. (F4) proves Eq.
(F1).
We now prove Eq. (F2). Analogously to Eq. (F4) we obtain
k{µ1 · · · k µℓ}k{µ1 · · · kµℓ} =
[ℓ/2]∑
q=0
Cˆ(ℓ, q)
(
Ξαβkαkβ
)ℓ
. (F8)
The Chebyshev polynomial of the first kind Tℓ(z) has the representation [51]
Tℓ(z) =
ℓ
2
[ℓ/2]∑
q=0
(−1)q (ℓ− q − 1)!
q!(ℓ − 2q)! (2z)
ℓ−2q = 2ℓ−1
[ℓ/2]∑
q=0
(−1)q 1
4q
(ℓ− q)!
q!(ℓ − 2q)!
ℓ
ℓ− q z
ℓ−2q . (F9)
Since Tℓ(1) = 1 for all ℓ [51], we obtain with Eq. (E17)
[ℓ/2]∑
q=0
Cˆ(ℓ, q) =
1
2ℓ−1
, q.e.d. . (F10)
The orthogonality condition (83) is obtained from an integral of the type
M
〈µ1···µℓ〉
〈ν1···νn〉
=
∫
dK F(Eku) k
〈µ1 · · · k µℓ〉k〈ν1 · · · kνn〉 , (F11)
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which is a tensor of rank (ℓ+ n) that is (separately) symmetric under the permutation of µ-type and ν-type indices.
In Appendix A of Ref. [18] it is proven that tensors of this type must obey the relation
M
〈µ1···µℓ〉
〈ν1···νn〉
= δℓnM∆µ1···µℓν1···νn , (F12)
where M is an invariant scalar that can be computed by completely contracting the indices of M 〈µ1···µℓ〉〈ν1···νn〉 ,
M≡ 1
∆µ1···µℓµ1···µℓ
∫
dK F(Eku) k
〈µ1 · · · k µℓ〉k〈µ1 · · · kµℓ〉
=
ℓ!
(2ℓ+ 1)!!
∫
dK F(Eku)
(
∆αβkαkβ
)ℓ
, (F13)
where we have used Eqs. (E6) and (F1). This proves Eq. (83).
Similarly one derives Eq. (93). We define a rank-(ℓ+ n) tensor
Mˆ
{µ1···µℓ}
{ν1···νn}
=
∫
dK Fˆ(Eku, Ekl) k
{µ1 · · · k µℓ}k{ν1 · · · kνn} , (F14)
which is (separately) symmetric under permutations of the µ- and ν-type indices and depends solely on the fluid
four-velocity uµ and the four-vector lµ. Therefore, Mˆ
{µ1···µℓ}
{ν1···νn}
must be constructed from tensor structures made of uµ,
lµ, and Ξµν . Furthermore, Mˆ
{µ1···µℓ}
{ν1···νn}
must be orthogonal to uµ as well as to lµ, which implies that it can only be
constructed from combinations of the projection operators Ξµν , and henceforth the rank of the tensor, ℓ+n, must be
an even number. Now, following the arguments presented in Appendix A of Ref. [18] one can prove that
Mˆ
{µ1···µℓ}
{ν1···νn}
= δℓn MˆΞµ1···µℓν1···νn , (F15)
where Mˆ is a scalar. This is the analogue to Eq. (F12). Using Eqs. (E18) and (F2), we finally obtain
Mˆ ≡ 1
Ξµ1···µℓµ1···µℓ
∫
dK Fˆ(Eku, Ekl) k
{µ1 · · · k µℓ}k{µ1 · · · kµℓ}
=
1
2ℓ
∫
dK Fˆ(Eku, Ekl)
(
Ξαβkαkβ
)ℓ
. (F16)
Finally, we also prove Eq. (118). We first rewrite the collision integral (117) as
Lˆ{µ1···µℓ}ij ≡
∞∑
r=0
Nr∑
n=0
Nr−n∑
m=0
ρˆν1···νrnm (Ainjm)µ1···µℓν1···νr , (F17)
where, following similar arguments as above, the tensor (Ainjm)µ1···µℓν1···νr can be shown to possess the property
(Ainjm)µ1···µℓν1···νr = δℓr A
(ℓ)
injm Ξ
µ1···µℓ
ν1···νr . (F18)
Substituting this into Eq. (F17) leads to Eq. (118).
Appendix G: The polynomial coefficients in the 14-moment approximation
Here we construct the complete set of orthonormal polynomials in both Eku andEkl using the Gram-Schmidt orthog-
onalization procedure in the 14-moment approximation, i.e., whereN0 = 2, N1 = 1, andN2 = 0, cf. Refs. [18, 19]. With
Eq. (94), one observes that we only need to determine the polynomials P
(0)
k00, P
(0)
k01, P
(0)
k02, P
(0)
k10, P
(0)
k11, P
(0)
k20, P
(1)
k00, P
(1)
k01,
P
(1)
k10, and P
(2)
k00.
Using the orthonormality condition (96) for n = m = n′ = m′ = 0 and Eq. (63) we first obtain the value of the
normalization constant in Eq. (97):
Wˆ (ℓ) =
(−1)ℓ
Jˆ2ℓ,0,ℓ
. (G1)
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Then, the orthonormality condition (96) can be written with the help of Eqs. (63) and (95) as
Jˆ2ℓ,0,ℓ δnn′δmm′ =
n∑
i=0
m∑
j=0
n′∑
r=0
m′∑
s=0
a
(ℓ)
nimj a
(ℓ)
n′rm′s Jˆi+r+j+s+2ℓ,j+s,ℓ . (G2)
From this equation, we will successively construct the polynomials.
(i) P
(0)
k00, P
(1)
k00, P
(2)
k00: For any ℓ and n = n
′ = m = m′ = 0, we obtain from Eq. (G2)
1 = a
(ℓ)
0000 ≡ P (ℓ)k00 . (G3)
This determines the polynomials P
(0)
k00, P
(1)
k00, and P
(2)
k00.
(ii) P
(0)
k10: Consider Eq. (G2) for ℓ = 0, n = n
′ = 1, m = m′ = 0, as well as for ℓ = 0, n = 1, n′ = 0, m = m′ = 0.
Solving these two equations for the coefficients a
(0)
1000 and a
(0)
1100 leads to the result
a
(0)
1000
a
(0)
1100
= − Jˆ100
Jˆ000
,
(
a
(0)
1100
)2
=
Jˆ2000
Dˆ10
, (G4)
where
Dˆnq = Jˆn−1,0,qJˆn+1,0,q − Jˆ2n0q . (G5)
This uniquely determines the polynomial P
(0)
k10 = a
(0)
1000 + a
(0)
1100Eku.
(iii) P
(0)
k20: Consider Eq. (G2) for ℓ = 0, n = n
′ = 2, m = m′ = 0, for ℓ = 0, n = 2, n′ = 1, m = m′ = 0, and for
ℓ = 0, n = 2, n′ = 0, m = m′ = 0. From these three equations one obtains
a
(0)
2000
a
(0)
2200
=
Dˆ20
Dˆ10
,
a
(0)
2100
a
(0)
2200
=
Gˆ12
Dˆ10
,
(
a
(0)
2200
)2
=
Jˆ000Dˆ10
Jˆ200Dˆ20 + Jˆ300Gˆ12 + Jˆ400Dˆ10
, (G6)
where
Gˆnm = Jˆn00Jˆm00 − Jˆn−1,0,0Jˆm+1,0,0 . (G7)
This uniquely determines the polynomial P
(0)
k20 = a
(0)
2000 + a
(0)
2100Eku + a
(0)
2200E
2
ku.
(iv) P
(1)
k10: Consider Eq. (G2) for ℓ = 1, n = n
′ = 1, m = m′ = 0, as well as for ℓ = 1, n = 1, n′ = 0, m = m′ = 0.
From these two equations one obtains
a
(1)
1000
a
(1)
1100
= − Jˆ301
Jˆ201
,
(
a
(1)
1100
)2
=
Jˆ2201
Dˆ31
, (G8)
which uniquely determines the polynomial P
(1)
k10 = a
(1)
1000 + a
(1)
1100Eku.
(v) P
(0)
k01: Consider Eq. (G2) for ℓ = 0, n = n
′ = 0, m = m′ = 1, as well as for ℓ = 0, n = n′ = 0, m = 1, m′ = 0.
From these two equations one obtains
a
(0)
0010
a
(0)
0011
= − Jˆ110
Jˆ000
,
(
a
(0)
0011
)2
=
Jˆ2000
Dˆ110
, (G9)
where we defined
Dˆnrq = Jˆn−1,r−1,qJˆn+1,r+1,q − Jˆ2nrq . (G10)
This uniquely determines the polynomial P
(0)
k01 = a
(0)
0010 + a
(0)
0011Ekl.
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(vi) P
(0)
k02: Consider Eq. (G2) for ℓ = 0, n = n
′ = 0, m = m′ = 2, for ℓ = 0, n = n′ = 0, m = 2, m′ = 1, and for
ℓ = 0, n = n′ = 0, m = 2, m′ = 0. From these three equations one obtains
a
(0)
0020
a
(0)
0022
=
Dˆ220
Dˆ110
,
a
(0)
0021
a
(0)
0022
=
Gˆ1122
Dˆ110
,
(
a
(0)
0022
)2
=
Jˆ000Dˆ110
Jˆ220Dˆ220 + Jˆ330Gˆ1122 + Jˆ440Dˆ110
, (G11)
where we defined
Gˆnrmp = Jˆnr0Jˆmp0 − Jˆn−1,r−1,0Jˆm+1,p+1,0 . (G12)
This uniquely determines the polynomial P
(0)
k02 = a
(0)
0020 + a
(0)
0021Ekl + a
(0)
0022E
2
kl.
(vii) P
(1)
k01: Consider Eq. (G2) for ℓ = 1, n = n
′ = 0, m = m′ = 1 and for ℓ = 1, n = n′ = 0, m = 1, m′ = 0. From
these two equations one obtains
a
(1)
0010
a
(1)
0011
= − Jˆ311
Jˆ201
,
(
a
(1)
0011
)2
=
Jˆ2201
Dˆ311
, (G13)
which uniquely determines the polynomial P
(1)
k01 = a
(1)
0010 + a
(1)
0011Ekl.
(viii) P
(0)
k11: Consider Eq. (G2) for ℓ = 0, n = n
′ = 1, m = m′ = 1, for ℓ = 0, n = n′ = 1, m = 1, m′ = 0, for ℓ = 0,
n = 1, n′ = 0, m = m′ = 1, and for ℓ = 0, n = 1, n′ = 0, m = 1, m′ = 0. From these four equations one obtains
a
(0)
1010
a
(0)
1111
= − Jˆ310Gˆ2210 − Jˆ210Dˆ210 − Jˆ200Gˆ2221
Jˆ210Gˆ2100 − Jˆ200Dˆ110 − Jˆ100Gˆ2111
, (G14)
a
(0)
1011
a
(0)
1111
= − Jˆ310Gˆ2100 + Jˆ200Gˆ1121 + Jˆ100Dˆ210
Jˆ210Gˆ2100 − Jˆ200Dˆ110 − Jˆ100Gˆ2111
, (G15)
a
(0)
1110
a
(0)
1111
= − Jˆ320Gˆ2100 − Jˆ310Dˆ110 − Jˆ210Gˆ2111
Jˆ210Gˆ2100 − Jˆ200Dˆ110 − Jˆ100Gˆ2111
, (G16)
and
1(
a
(0)
1111
)2 = Jˆ420Jˆ000 +
(
a
(0)
1010
a
(0)
1111
)2
+
Jˆ220
Jˆ000
(
a
(0)
1011
a
(0)
1111
)2
+
Jˆ200
Jˆ000
(
a
(0)
1110
a
(0)
1111
)2
+ 2
Jˆ210
Jˆ000
a
(0)
1010
a
(0)
1111
+ 2
Jˆ320
Jˆ000
a
(0)
1011
a
(0)
1111
+ 2
Jˆ310
Jˆ000
a
(0)
1110
a
(0)
1111
+ 2
Jˆ100
Jˆ000
a
(0)
1010a
(0)
1110(
a
(0)
1111
)2 + 2 Jˆ110Jˆ000
a
(0)
1010a
(0)
1011(
a
(0)
1111
)2 + 2 Jˆ210Jˆ000
a
(0)
1011a
(0)
1110(
a
(0)
1111
)2 . (G17)
In this equation, we refrained from explicitly inserting the coefficients (G14) – (G16), because the resulting
expression becomes too unwieldy. With Eqs. (G14) – (G17), the polynomial P
(0)
k11 = a
(0)
1010+a
(0)
1011Ekl+a
(0)
1110Eku+
a
(0)
1111EkuEkl is uniquely determined.
We remark that the results for m = 0 are formally similar to the polyomials P
(ℓ)
kn with coefficients a
(ℓ)
ni from Eq. (85),
see for example Eqs. (91) – (99) of Ref. [19]. The reason is that the polynomials P
(ℓ)
kn are the m = 0 case of the more
general multivariate polynomials P
(ℓ)
kn0.
Finally, with these results we can explicitly compute the Hˆ(ℓ)knm coefficients from Eq. (101) for the cases relevant
for the 14-moment approximation.
Appendix H: Transport coefficients
In this appendix, we list the expressions for the transport coefficients in Eqs. (157), (159), (161), (164), (165), and
(166), as obtained in the 14-moment approximation.
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1. Bulk viscous pressure, Eq. (157)
Using Eq. (153) the three bulk viscosity coefficients in Eq. (157) are
ζ¯l =
m20
3

Iˆ−2,2 − Iˆ00 − nˆlγ(0)−2,0,2,1 − Mˆ γ(0)−2,1,2,1 +
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1[
∂(Iˆ00, nˆ)
∂(βˆu, αˆ)
(eˆ + Pˆl)− ∂(Iˆ00, eˆ)
∂(βˆu, αˆ)
nˆ
]
 , (H1)
ζ¯⊥ =
m20
6
{
−m20 Iˆ−2,0 − Iˆ00 − Iˆ−2,2 + nˆl
(
m20 γ
(0)
−2,0,0,1 + γ
(0)
−2,0,2,1
)
+ Mˆ
(
m20 γ
(0)
−2,1,0,1 + γ
(0)
−2,1,2,1
)
+ 2
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1[
∂(Iˆ00, nˆ)
∂(βˆu, αˆ)
(eˆ+ Pˆ⊥)− ∂(Iˆ00, eˆ)
∂(βˆu, αˆ)
nˆ
]
 , (H2)
ζ¯⊥l =
m20
3
(
−Iˆ−1,1 + nˆl γ(0)−1,0,1,1 + Mˆ γ(0)−1,1,1,1
)
. (H3)
The diffusion coefficients are
κ¯Πα =
∂ζ¯⊥l
∂αˆ
, κ¯Πu =
∂ζ¯⊥l
∂βˆu
, κ¯Πl =
∂ζ¯⊥l
∂βˆl
. (H4)
The coefficient which couples the relaxation equation for the bulk viscous pressure to the one for the variable βˆl is
τ¯Πl ≡
m20
3
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ, nˆ)
∂(βˆl, βˆu, αˆ)
, (H5)
where the last factor is a generalization of Eq. (153) to (3 × 3) matrices,
∂(Iˆ00, eˆ, nˆ)
∂(βˆl, βˆu, αˆ)
=
∂Iˆ00
∂αˆ
∂(eˆ, nˆ)
∂(βˆl, βˆu)
− ∂Iˆ00
∂βˆu
∂(eˆ, nˆ)
∂(βˆl, αˆ)
+
∂Iˆ00
∂βˆl
∂(eˆ, nˆ)
∂(βˆu, αˆ)
. (H6)
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Finally, the coefficients in front of the second-order terms are
β¯ΠΠ = 1− γ(0)−2,0,2,0 , β¯Πn =
m20
3
γ
(0)
−2,0,2,1 , (H7)
δ¯ΠΠ =
1
2

1 +m20 γ(0)−2,0,0,0 + γ(0)−2,0,2,0 +m20
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, nˆ)
∂(βˆu, αˆ)

 , (H8)
δ¯Πn =
m20
6
(
m20 γ
(0)
−2,0,0,1 + γ
(0)
−2,0,2,1
)
, (H9)
ǫ¯ΠΠ = γ
(0)
−1,0,1,0 , ǫ¯
Π
n =
m20
3

γ(0)−1,0,1,1 + eˆ + Pˆ⊥eˆ+ Pˆl
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H10)
ℓ¯Πn =
m20
3

γ(0)−1,0,1,1 +
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H11)
ℓ¯ΠV =
m20
3

γ(1)−1,0,0,0 −
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , ℓ¯ΠW = m
2
0
3
γ
(1)
−1,0,0,1 , (H12)
τ¯ΠΠα =
∂ǫ¯ΠΠ
∂αˆ
, τ¯ΠΠu =
∂ǫ¯ΠΠ
∂βˆu
, τ¯ΠΠl =
∂ǫ¯ΠΠ
∂βˆl
, (H13)
τ¯Πnα =
m20
3

∂γ
(0)
−1,0,1,1
∂αˆ
− ∂Pˆl/∂αˆ
eˆ+ Pˆl
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H14)
τ¯Πnu =
m20
3

∂γ
(0)
−1,0,1,1
∂βˆu
− ∂Pˆl/∂βˆu
eˆ + Pˆl
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H15)
τ¯Πnl =
m20
3

∂γ
(0)
−1,0,1,1
∂βˆl
− ∂Pˆl/∂βˆl
eˆ + Pˆl
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H16)
τ¯ΠV α =
m20
3

∂γ
(1)
−1,0,0,0
∂αˆ
+
∂Pˆ⊥/∂αˆ
eˆ+ Pˆ⊥
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H17)
τ¯ΠV u =
m20
3

∂γ
(1)
−1,0,0,0
∂βˆu
+
∂Pˆ⊥/∂βˆu
eˆ + Pˆ⊥
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H18)
τ¯ΠV l =
m20
3

∂γ
(1)
−1,0,0,0
∂βˆl
+
∂Pˆ⊥/∂βˆl
eˆ + Pˆ⊥
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H19)
τ¯ΠWα =
∂ℓ¯ΠW
∂αˆ
, τ¯ΠWu =
∂ℓ¯ΠW
∂βˆu
, τ¯ΠWl =
∂ℓ¯ΠW
∂βˆl
, (H20)
λ¯ΠV =
m20
3
γ
(1)
−2,0,1,0 , λ¯
Π
W =
m20
3

γ(1)−2,0,1,1 −
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, nˆ)
∂(βˆu, αˆ)

 , (H21)
λ¯ΠV l =
m20
3

γ(1)−1,0,0,0 − eˆ+ Pˆleˆ+ Pˆ⊥
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, eˆ)
∂(βˆu, αˆ)

 , (H22)
λ¯Ππ =
m20
3

2 γ(2)−2,0,0,0 +
[
∂(eˆ, nˆ)
∂(βˆu, αˆ)
]−1
∂(Iˆ00, nˆ)
∂(βˆu, αˆ)

 . (H23)
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2. Diffusion current in lµ-direction, Eq. (159)
The diffusion coefficients in Eq. (159) are
κ¯nα =
∂Iˆ−1,2
∂αˆ
− nˆ
eˆ+ Pˆl
∂Pˆl
∂αˆ
− ∂
∂αˆ
(
nˆl γ
(0)
−1,0,2,1 + Mˆ γ
(0)
−1,1,2,1
)
, (H24)
κ¯nu =
∂Iˆ−1,2
∂βˆu
− nˆ
eˆ+ Pˆl
∂Pˆl
∂βˆu
− ∂
∂βˆu
(
nˆl γ
(0)
−1,0,2,1 + Mˆ γ
(0)
−1,1,2,1
)
, (H25)
κ¯nl =
∂Iˆ−1,2
∂βˆl
− nˆ
eˆ+ Pˆl
∂Pˆl
∂βˆl
− ∂
∂βˆl
(
nˆl γ
(0)
−1,0,2,1 + Mˆ γ
(0)
−1,1,2,1
)
. (H26)
The transport coefficients that couple the evolution of nl to the expansion scalars are
ζ¯nl = Iˆ−2,3 − nˆl γ(0)−2,0,3,1 − Mˆ γ(0)−2,1,3,1 , (H27)
ζ¯n⊥ =
1
2
[
m20 Iˆ−2,1 + Iˆ−2,3 − nˆl
(
m20 γ
(0)
−2,0,1,1 + γ
(0)
−2,0,3,1
)
− Mˆ
(
m20 γ
(0)
−2,1,1,1 + γ
(0)
−2,1,3,1
)]
, (H28)
ζ¯n⊥l =
1
2
[
m20 Iˆ−1,0 − nˆ+ 3 Iˆ−1,2 − nˆl
(
m20 γ
(0)
−1,0,0,1 + 3 γ
(0)
−1,0,2,1
)
− Mˆ
(
m20 γ
(0)
−1,1,0,1 + 3 γ
(0)
−1,1,2,1
)]
+
nˆ(Pˆ⊥ − Pˆl)
eˆ+ Pˆl
. (H29)
The second-order transport coefficients are
β¯nΠ =
3
m20
γ
(0)
−2,0,3,0 , β¯
n
n = 2− γ(0)−2,0,3,1 , (H30)
δ¯nΠ =
3
2m20
(
m20 γ
(0)
−2,0,1,0 + γ
(0)
−2,0,3,0
)
, δ¯nn =
1
2
(
1 +m20 γ
(0)
−2,0,1,1 + γ
(0)
−2,0,3,1
)
, (H31)
ǫ¯nΠ =
3
2
[
nˆ
eˆ+ Pˆl
− 1
m20
(
m20 γ
(0)
−1,0,0,0 + 3 γ
(0)
−1,0,2,0
)]
, ǫ¯nn =
1
2
(
m20 γ
(0)
−1,0,0,1 + 3 γ
(0)
−1,0,2,1
)
, (H32)
ℓ¯nΠ =
3
m20
γ
(0)
−1,0,2,0 , ℓ¯
n
n = γ
(0)
−1,0,2,1 , ℓ¯
n
V = γ
(1)
−1,0,1,0 , ℓ¯
n
W = γ
(1)
−1,0,1,1 +
nˆ
eˆ+ Pˆl
, (H33)
τ¯nΠα =
∂ℓ¯nΠ
∂αˆ
, τ¯nΠu =
∂ℓ¯nΠ
∂βˆu
, τ¯nΠl =
∂ℓ¯nΠ
∂βˆl
, τ¯nnα =
∂ℓ¯nn
∂αˆ
, τ¯nnu =
∂ℓ¯nn
∂βˆu
, τ¯nnl =
∂ℓ¯nn
∂βˆl
, (H34)
τ¯nV α =
∂ℓ¯nV
∂αˆ
, τ¯nV u =
∂ℓ¯nV
∂βˆu
, τ¯nV l =
∂ℓ¯nV
∂βˆl
, τ¯nWα =
∂γ
(1)
−1,0,1,1
∂αˆ
− nˆ
(eˆ+ Pˆl)(eˆ + Pˆ⊥)
∂Pˆ⊥
∂αˆ
, (H35)
τ¯nWu =
∂γ
(1)
−1,0,1,1
∂βˆu
− nˆ
(eˆ+ Pˆl)(eˆ + Pˆ⊥)
∂Pˆ⊥
∂βˆu
, τ¯nWl =
∂γ
(1)
−1,0,1,1
∂βˆl
− nˆ
(eˆ + Pˆl)(eˆ+ Pˆ⊥)
∂Pˆ⊥
∂βˆl
, (H36)
λ¯nV u = γ
(1)
−2,0,2,0 , λ¯
n
Wu = γ
(1)
−2,0,2,1 , λ¯
n
V⊥ = 1 + λ¯
n
V u , λ¯
n
W⊥ = λ¯
n
Wu −
nˆ
eˆ + Pˆl
, (H37)
λ¯nWl = 2 ℓ¯
n
W −
nˆ
eˆ+ Pˆl
Pˆ⊥ − Pˆl
eˆ+ Pˆ⊥
, λ¯nπ = 2 γ
(2)
−2,0,1,0 , λ¯
n
πl = 2 γ
(2)
−1,0,0,0 −
nˆ
eˆ + Pˆl
. (H38)
3. Longitudinal pressure, Eq. (161)
The first-order diffusion coefficients in Eq. (161) are
κ¯lα =
∂Iˆ−1,3
∂αˆ
− ∂
∂αˆ
(
nˆl γ
(0)
−1,0,3,1 + Mˆ γ
(0)
−1,1,3,1
)
, (H39)
κ¯lu =
∂Iˆ−1,3
∂βˆu
− ∂
∂βˆu
(
nˆl γ
(0)
−1,0,3,1 + Mˆ γ
(0)
−1,1,3,1
)
, (H40)
κ¯ll =
∂Iˆ−1,3
∂βˆl
− ∂
∂βˆl
(
nˆl γ
(0)
−1,0,3,1 + Mˆ γ
(0)
−1,1,3,1
)
, (H41)
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while the viscosity coefficients are
ζ¯ll = Iˆ−2,4 − 3 Pˆl − nˆl γ(0)−2,0,4,1 − Mˆ γ(0)−2,1,4,1 , (H42)
ζ¯l⊥ =
1
2
[
m20 Iˆ−2,2 + Pˆl + Iˆ−2,4 − nˆl
(
m20 γ
(0)
−2,0,2,1 + γ
(0)
−2,0,4,1
)
− Mˆ
(
m20 γ
(0)
−2,1,2,1 + γ
(0)
−2,1,4,1
)]
, (H43)
ζ¯l⊥l = m
2
0 Iˆ−1,1 + 2 Iˆ−1,3 − nˆl
(
m20 γ
(0)
−1,0,1,1 + 2 γ
(0)
−1,0,3,1
)
− Mˆ
(
m20 γ
(0)
−1,1,1,1 + 2 γ
(0)
−1,1,3,1
)
. (H44)
The second-order transport coefficients are
β¯lΠ =
3
m20
γ
(0)
−2,0,4,0 , β¯
l
n = γ
(0)
−2,0,4,1 , (H45)
δ¯lΠ =
3
2m20
(
m20 γ
(0)
−2,0,2,0 + γ
(0)
−2,0,4,0
)
, δ¯ln =
1
2
(
m20 γ
(0)
−2,0,2,1 + γ
(0)
−2,0,4,1
)
, (H46)
ǫ¯lΠ =
3
m20
(
m20 γ
(0)
−1,0,1,0 + 2 γ
(0)
−1,0,3,0
)
, ǫ¯ln = m
2
0 γ
(0)
−1,0,1,1 + 2 γ
(0)
−1,0,3,1 , (H47)
ℓ¯lΠ =
3
m20
γ
(0)
−1,0,3,0 , ℓ¯
l
n = γ
(0)
−1,0,3,1 , ℓ¯
l
V = γ
(1)
−1,0,2,0 , ℓ¯
l
W = γ
(1)
−1,0,2,1 , (H48)
τ¯ lΠα =
∂ℓ¯lΠ
∂αˆ
, τ¯ lΠu =
∂ℓ¯lΠ
∂βˆu
, τ¯ lΠl =
∂ℓ¯lΠ
∂βˆl
, τ¯ lnα =
∂ℓ¯ln
∂αˆ
, τ¯ lnu =
∂ℓ¯ln
∂βˆu
, τ¯ lnl =
∂ℓ¯ln
∂βˆl
, (H49)
τ¯ lV α =
∂ℓ¯lV
∂αˆ
, τ¯ lV u =
∂ℓ¯lV
∂βˆu
, τ¯ lV l =
∂ℓ¯lV
∂βˆl
, τ¯ lWα =
∂ℓ¯lW
∂αˆ
, τ¯ lWu =
∂ℓ¯lW
∂βˆu
, τ¯ lWl =
∂ℓ¯lW
∂βˆl
, (H50)
λ¯lV u = γ
(1)
−2,0,3,0 , λ¯
l
Wu = γ
(1)
−2,0,3,1 , λ¯
l
W⊥ = 2 + λ¯
l
Wu , λ¯
l
π = 2 γ
(2)
−2,0,2,0 , λ¯
l
πl = 4 γ
(2)
−1,0,1,0 . (H51)
4. Diffusion current in the direction perpendicular to uµ and lµ, Eq. (164)
The diffusion coefficients in Eq. (164) are
κ¯α =
1
2
∂
∂αˆ
[
−m20 Iˆ−1,0 + nˆ− Iˆ−1,2 + nˆl
(
m20 γ
(0)
−1,0,0,1 + γ
(0)
−1,0,2,1
)
+ Mˆ
(
m20 γ
(0)
−1,1,0,1 + γ
(0)
−1,1,2,1
)]
− nˆ
eˆ+ Pˆ⊥
∂Pˆ⊥
∂αˆ
, (H52)
κ¯u =
1
2
∂
∂βˆu
[
−m20 Iˆ−1,0 + nˆ− Iˆ−1,2 + nˆl
(
m20 γ
(0)
−1,0,0,1 + γ
(0)
−1,0,2,1
)
+ Mˆ
(
m20 γ
(0)
−1,1,0,1 + γ
(0)
−1,1,2,1
)]
− nˆ
eˆ+ Pˆ⊥
∂Pˆ⊥
∂βˆu
, (H53)
κ¯l =
1
2
∂
∂βˆl
[
−m20 Iˆ−1,0 + nˆ− Iˆ−1,2 + nˆl
(
m20 γ
(0)
−1,0,0,1 + γ
(0)
−1,0,2,1
)
+ Mˆ
(
m20 γ
(0)
−1,1,0,1 + γ
(0)
−1,1,2,1
)]
− nˆ
eˆ+ Pˆ⊥
∂Pˆ⊥
∂βˆl
, (H54)
while the viscosity coefficients are
ζ¯Vu =
1
2
[
m20 Iˆ−2,1 + Iˆ−2,3 − nˆl
(
m20 γ
(0)
−2,0,1,1 + γ
(0)
−2,0,3,1
)
− Mˆ
(
m20 γ
(0)
−2,1,1,1 + γ
(0)
−2,1,3,1
)]
, (H55)
ζ¯Vl =
1
2
[
m20 Iˆ−1,0 − nˆ+ 3Iˆ−1,2 − nˆl
(
m20 γ
(0)
−1,0,0,1 + 3γ
(0)
−1,0,2,1
)
− Mˆ
(
m20 γ
(0)
−1,1,0,1 + 3γ
(0)
−1,1,2,1
)]
+
nˆ
eˆ+ Pˆ⊥
(Pˆ⊥ − Pˆl) . (H56)
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The second-order transport coefficients are
β¯VΠ =
3
2m20
(
m20γ
(0)
−2,0,1,0 + γ
(0)
−2,0,3,0
)
, β¯VΠl =
3
2m20
(
m20γ
(0)
−1,0,0,0 + 3γ
(0)
−1,0,2,0
)
− 3
2
nˆ
eˆ+ Pˆ⊥
eˆ+ Pˆl
eˆ+ Pˆ⊥
, (H57)
β¯Vn =
1
2
(
1 +m20γ
(0)
−2,0,1,1 + γ
(0)
−2,0,3,1
)
, β¯Vn⊥ = 1− β¯Vn , β¯Vnl =
1
2
(
m20γ
(0)
−1,0,0,1 + 3γ
(0)
−1,0,2,1
)
, (H58)
δ¯VV =
1
2
(
m20 γ
(1)
−2,0,0,0 + γ
(1)
−2,0,2,0
)
− 1 , δ¯VW =
1
2
(
m20 γ
(1)
−2,0,0,1 + γ
(1)
−2,0,2,1
)
, (H59)
ǫ¯VV =
3
2
γ
(1)
−1,0,1,0 , ǫ¯
V
W =
3
2
γ
(1)
−1,0,1,1 +
1
2
nˆ
eˆ+ Pˆ⊥
+
nˆ
eˆ+ Pˆl
, (H60)
ℓ¯VΠ =
3
2m20
(
m20 γ
(0)
−1,0,0,0 + γ
(0)
−1,0,2,0
)
− 3
2
nˆ
eˆ+ Pˆ⊥
, ℓ¯Vn =
1
2
(
m20 γ
(0)
−1,0,0,1 + γ
(0)
−1,0,2,1
)
, (H61)
ℓ¯VV =
2
3
ǫ¯VV , ℓ¯
V
W = γ
(1)
−1,0,1,1 +
nˆ
eˆ+ Pˆ⊥
, ℓ¯Vπ = 2γ
(2)
−1,0,0,0 −
nˆ
eˆ+ Pˆ⊥
, (H62)
τ¯VΠα =
3
2m20
∂
∂αˆ
(
m20 γ
(0)
−1,0,0,0 + γ
(0)
−1,0,2,0
)
+
3
2
nˆ
(eˆ+ Pˆ⊥)2
∂Pˆ⊥
∂αˆ
, (H63)
τ¯VΠu =
3
2m20
∂
∂βˆu
(
m20 γ
(0)
−1,0,0,0 + γ
(0)
−1,0,2,0
)
+
3
2
nˆ
(eˆ+ Pˆ⊥)2
∂Pˆ⊥
∂βˆu
, (H64)
τ¯VΠl =
3
2m20
∂
∂βˆl
(
m20 γ
(0)
−1,0,0,0 + γ
(0)
−1,0,2,0
)
+
3
2
nˆ
(eˆ+ Pˆ⊥)2
∂Pˆ⊥
∂βˆl
, (H65)
τ¯Vnα =
∂ℓ¯Vn
∂αˆ
, τ¯Vnu =
∂ℓ¯Vn
∂βˆu
, τ¯Vnl =
∂ℓ¯Vn
∂βˆl
, τ¯VV α =
∂ℓ¯VV
∂αˆ
, τ¯VV u =
∂ℓ¯VV
∂βˆu
, τ¯VV l =
∂ℓ¯VV
∂βˆl
, (H66)
τ¯VWα =
∂γ
(1)
−1,0,1,1
∂αˆ
− nˆ
eˆ+ Pˆ⊥
1
eˆ+ Pˆl
∂Pˆl
∂αˆ
τ¯VWu =
∂γ
(1)
−1,0,1,1
∂βˆu
− nˆ
eˆ+ Pˆ⊥
1
eˆ+ Pˆl
∂Pˆl
∂βˆu
, (H67)
τ¯VWl =
∂γ
(1)
−1,0,1,1
∂βˆl
− nˆ
eˆ+ Pˆ⊥
1
eˆ+ Pˆl
∂Pˆl
∂βˆl
, λ¯VV u = 1 + γ
(1)
−2,0,2,0 , λ¯
V
Wu = γ
(1)
−2,0,2,1 , λ¯
V
V⊥ =
1
2
+ δ¯VV , (H68)
τ¯Vπα = 2
∂γ
(2)
−1,0,0,0
∂αˆ
+
nˆ
(eˆ+ Pˆ⊥)2
∂Pˆ⊥
∂αˆ
τ¯Vπu = 2
∂γ
(2)
−1,0,0,0
∂βˆu
+
nˆ
(eˆ+ Pˆ⊥)2
∂Pˆ⊥
∂βˆu
, (H69)
τ¯Vπl = 2
∂γ
(2)
−1,0,0,0
∂βˆl
+
nˆ
(eˆ+ Pˆ⊥)2
∂Pˆ⊥
∂βˆl
, λ¯Vπu = 2 γ
(2)
−2,0,1,0 , λ¯
V
πl = 2 γ
(2)
−1,0,0,0 −
nˆ
eˆ+ Pˆ⊥
eˆ + Pˆl
eˆ+ Pˆ⊥
. (H70)
5. Shear-tensor component in lµ-direction, Eq. (165)
The diffusion coefficients appearing in Eq. (165) are
κ¯Wα =
1
2
∂
∂αˆ
[
m20 Iˆ−1,1 + Iˆ−1,3 − nˆl
(
m20 γ
(0)
−1,0,1,1 + γ
(0)
−1,0,3,1
)
− Mˆ
(
m20 γ
(0)
−1,1,1,1 + γ
(0)
−1,1,3,1
)]
, (H71)
κ¯Wu =
1
2
∂
∂βˆu
[
m20 Iˆ−1,1 + Iˆ−1,3 − nˆl
(
m20 γ
(0)
−1,0,1,1 + γ
(0)
−1,0,3,1
)
− Mˆ
(
m20 γ
(0)
−1,1,1,1 + γ
(0)
−1,1,3,1
)]
, (H72)
κ¯Wl =
1
2
∂
∂βˆl
[
m20 Iˆ−1,1 + Iˆ−1,3 − nˆl
(
m20 γ
(0)
−1,0,1,1 + γ
(0)
−1,0,3,1
)
− Mˆ
(
m20 γ
(0)
−1,1,1,1 + γ
(0)
−1,1,3,1
)]
, (H73)
while the viscosity coefficients are
η¯Wu =
1
4
[
m20 Iˆ−2,2 + Pˆl + Iˆ−2,4 − nˆl
(
m20 γ
(0)
−2,0,2,1 + γ
(0)
−2,0,4,1
)
− Mˆ
(
m20 γ
(0)
−2,1,2,1 + γ
(0)
−2,1,4,1
)]
, (H74)
η¯W⊥ = η¯
W
u −
1
4
(
m20 Iˆ00 − eˆ+ 3Pˆl
)
, (H75)
η¯Wl =
1
2
[
m20 Iˆ−1,1 + 2 Iˆ−1,3 − nˆl
(
m20 γ
(0)
−1,0,1,1 + 2γ
(0)
−1,0,3,1
)
− Mˆ
(
m20 γ
(0)
−1,1,1,1 + 2γ
(0)
−1,1,3,1
)]
. (H76)
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The coefficient coupling Eq. (165) to the time evolution of lµ is
τ¯Wl =
1
2
(
m20 Iˆ00 − eˆ+ 3Pˆl
)
. (H77)
The second-order transport coefficients are
β¯WΠ =
3
2m20
(
m20γ
(0)
−2,0,2,0 + γ
(0)
−2,0,4,0
)
, β¯WΠ⊥ = β¯
W
Π −
3
2
, β¯WΠl =
3
2m20
(
m20γ
(0)
−1,0,1,0 + 2γ
(0)
−1,0,3,0
)
, (H78)
β¯Wn =
1
2
(
m20γ
(0)
−2,0,2,1 + γ
(0)
−2,0,4,1
)
, β¯Wnl = m
2
0γ
(0)
−1,0,1,1 + 2γ
(0)
−1,0,3,1 , (H79)
δ¯WV =
1
2
(
m20 γ
(1)
−2,0,1,0 + γ
(1)
−2,0,3,0
)
, δ¯WW =
1
2
(
m20 γ
(1)
−2,0,1,1 + γ
(1)
−2,0,3,1
)
− 1 , (H80)
ǫ¯WV =
1
2
(
m20 γ
(1)
−1,0,0,0 + 4γ
(1)
−1,0,2,0
)
, ǫ¯WW =
1
2
(
m20 γ
(1)
−1,0,0,1 + 4γ
(1)
−1,0,2,1
)
, (H81)
ℓ¯WΠ =
3
2m20
(
m20 γ
(0)
−1,0,1,0 + γ
(0)
−1,0,3,0
)
, ℓ¯Wn =
1
2
(
m20 γ
(0)
−1,0,1,1 + γ
(0)
−1,0,3,1
)
, (H82)
ℓ¯WV = γ
(1)
−1,0,2,0 , ℓ¯
W
W = γ
(1)
−1,0,2,1 , ℓ¯
W
π = 2γ
(2)
−1,0,1,0 , (H83)
τ¯WΠα =
∂ℓ¯WΠ
∂αˆ
, τ¯WΠu =
∂ℓ¯WΠ
∂βˆu
, τ¯WΠl =
∂ℓ¯WΠ
∂βˆl
, τ¯Wnα =
∂ℓ¯Wn
∂αˆ
, τ¯Wnu =
∂ℓ¯Wn
∂βˆu
, τ¯Wnl =
∂ℓ¯Wn
∂βˆl
, (H84)
τ¯WV α =
∂ℓ¯WV
∂αˆ
, τ¯WV u =
∂ℓ¯WV
∂βˆu
, τ¯WV l =
∂ℓ¯WV
∂βˆl
, τ¯WWα =
∂ℓ¯WW
∂αˆ
, τ¯WWu =
∂ℓ¯WW
∂βˆu
, τ¯WWl =
∂ℓ¯WW
∂βˆl
, (H85)
λ¯WV u = γ
(1)
−2,0,3,0 , λ¯
W
Wu = 2 + γ
(1)
−2,0,3,1 , λ¯
W
W⊥ =
1
2
+ δ¯WW , (H86)
λ¯WV l =
1
2
(
m20 γ
(1)
−1,0,0,0 + 3γ
(1)
−1,0,2,0
)
, λ¯WWl =
1
2
(
m20 γ
(1)
−1,0,0,1 + 3γ
(1)
−1,0,2,1
)
, (H87)
τ¯Wπα =
∂ℓ¯Wπ
∂αˆ
, τ¯Wπu =
∂ℓ¯Wπ
∂βˆu
, τ¯Wπl =
∂ℓ¯Wπ
∂βˆl
, λ¯Wπu = 2 γ
(2)
−2,0,2,0 , λ¯
W
π⊥ = λ¯
W
πu − 1 . (H88)
6. Shear tensor in the direction perpendicular to uµ and lµ, Eq. (166)
The shear viscosity coefficients in Eq. (166) are
η¯ =
1
8
[
3eˆ− 2Pˆl −m40 Iˆ−2,0 − 2m20
(
Iˆ00 + Iˆ−2,2
)
− Iˆ−2,4 + nˆl
(
m40 γ
(0)
−2,0,0,1 + 2m
2
0 γ
(0)
−2,0,2,1 + γ
(0)
−2,0,4,1
)
+ Mˆ
(
m40 γ
(0)
−2,1,0,1 + 2m
2
0 γ
(0)
−2,1,2,1 + γ
(0)
−2,1,4,1
)]
, (H89)
η¯l =
1
2
[
−m20 Iˆ−1,1 − Iˆ−1,3 + nˆl
(
m20 γ
(0)
−1,0,1,1 + γ
(0)
−1,0,3,1
)
+ Mˆ
(
m20 γ
(0)
−1,1,1,1 + γ
(0)
−1,1,3,1
)]
. (H90)
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The second-order transport coefficients are
δ¯ππ =
3
2
+m20 γ
(2)
−2,0,0,0 + γ
(2)
−2,0,2,0 , ℓ¯
π
π = 2γ
(2)
−1,0,1,0 , τ¯
π
π =
4
3
(
δ¯ππ −
1
2
)
, (H91)
λ¯πΠ =
3
4m20
[
m40 γ
(0)
−2,0,0,0 + 2m
2
0
(
γ
(0)
−2,0,2,0 + 1
)
+ γ
(0)
−2,0,4,0
]
, (H92)
λ¯πn =
1
4
(
m40 γ
(0)
−2,0,0,1 + 2m
2
0 γ
(0)
−2,0,2,1 + γ
(0)
−2,0,4,1
)
, (H93)
λ¯πΠl =
3
m20
(
m20 γ
(0)
−1,0,1,0 + γ
(0)
−1,0,3,0
)
, λ¯πnl = m
2
0 γ
(0)
−1,0,1,1 + γ
(0)
−1,0,3,1 , (H94)
ℓ¯πV =
1
2
(
m20 γ
(1)
−1,0,0,0 + γ
(1)
−1,0,2,0
)
, ℓ¯πW =
1
2
(
m20 γ
(1)
−1,0,0,1 + γ
(1)
−1,0,2,1
)
, (H95)
τ¯πV α =
∂ℓ¯πV
∂αˆ
, τ¯πV u =
∂ℓ¯πV
∂βˆu
, τ¯πV l =
∂ℓ¯πV
∂βˆl
, τ¯πWα =
∂ℓ¯πW
∂αˆ
, τ¯πWu =
∂ℓ¯πW
∂βˆu
, τ¯πWl =
∂ℓ¯πW
∂βˆl
, (H96)
τ¯ππα =
∂ℓ¯ππ
∂αˆ
, τ¯ππu =
∂ℓ¯ππ
∂βˆu
, τ¯ππl =
∂ℓ¯ππ
∂βˆl
, λ¯ππ = 2γ
(2)
−2,0,2,0 − 1 , (H97)
λ¯πV =
1
2
(
m20 γ
(1)
−2,0,1,0 + γ
(1)
−2,0,3,0
)
, λ¯πWu =
1
2
(
m20 γ
(1)
−2,0,1,1 + γ
(1)
−2,0,3,1
)
− 3
2
, λ¯πW⊥ = λ¯
π
Wu + 2 , (H98)
λ¯πV l =
1
2
(
m20 γ
(1)
−1,0,0,0 + 5γ
(1)
−1,0,2,0
)
, λ¯πWl =
1
2
(
m20 γ
(1)
−1,0,0,1 + 5γ
(1)
−1,0,2,1
)
. (H99)
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