The literature on institutions and economic growth has showed that different institutions or policy designs affects productivity growth and international R&D spillovers. By changing the level of competition and/or affecting resources allocation, institutions can have a significant impact on firms' incentives to innovation. In this paper we test whether the existing institutional variation among European countries explains differences in innovation intensity. Our findings show that stronger regulation in the product market and greater protection of property rights favour innovation activity across Europe, whereas rigidity in the labor market affects negatively firms' incentives to innovate. These results highlight the importance of institutions in shaping innovation, thereby providing a contribution to the design of economic policy.
Introduction
There has been a recent growing interest on the importance of institutions as a means to explain various economic phenomena. For instance, Djankov et al. (2002) and Desai et al. (2003) investigate the impact of institutions on entrepreneurial activity and firm dynamics, Alesina et al. (2005) on investment, Griffith et al. (2007) on unemployment, Coe et al. (2008) on productivity and international R&D spillovers. These papers find that the institutional environment plays a relevant role in explaining different economic outcomes. In particular, those economies with more regulated markets and higher corruption levels tend to underperform relatively to economies with less restrictive regulation and a better legal environment.
To understand cross-country differences in innovation still is a relevant issue in the literature as it is essential to the design of public policies. Previous evidence shows that these differences are largely explained by differences in national innovation systems (e.g. public investment in R&D and education) and also by industry-specific characteristics (Furman et al., 2002) . Mathieu and Potterie (2008) 
explored this issue by
investigating to what extent differences in innovation performance are more driven by structural factors, such as technological specialization, than by intrinsic national policies. Their results suggest that taking into account the technological specialization of countries drastically reduces the observed macroeconomic differences in relative R&D efforts. At the same time, some evidence of the impact of institutions on innovation shows that these effects are important to understand cross-country differences in innovation activity. Nelson's (1993) contribution on national innovation systems provides an important illustration on the relevance of institutional environment in shaping countries' innovation performance and, recently, Nelson (2008) discusses the relationship between institutions and institutional change and technological advance. Besides the national innovation systems approach, some recent literature made an attempt to connect institutions to technological change by focusing on the impact of institutions such as the regulatory framework and the legal system of a country, on innovation. In particular, Bassanini and Ernst (2002) investigated the impact of product and labour market regulation on innovation by using a set of OECD indicators on the regulatory 3 framework on a cross-section of 18 OECD countries and 18 manufacturing industries.
Their results show an unambiguous negative association between R&D intensity and non-tariff barriers and inward-oriented economic regulation and a positive association with stronger protection of intellectual property rights. Also, they found a positive association between more flexible labour markets and R&D intensity. Griffith et al. (2006) explored the impact of product market reform on innovation across industries and EU countries. Their approach is, however, different from Bassanini and Ernst (2002) as they consider the effect of product market reforms on the level of available profits, or rents, to be the key channel through which institutional environment affects firms' incentives to innovate. Griffith's et al. (2006) findings suggest that product market reforms implemented under the European Single Market Programme (SMP) led to an increase in competition which in turn led to an increase in R&D investment in manufacturing industries. Interestingly, their results also indicate a direct and negative effect of these reforms on R&D intensity and TFP growth in some high-tech industries with heavy reliance on public procurement. Recently, Kanwar (2007) found evidence showing that the strength of intellectual property protection had a positive impact on business enterprise R&D expenditure.
In this paper we integrate these literatures by focusing on the specific impact of the institutional environment on innovation, by considering a set of country-specific regulatory and legal indicators and the intensity of innovating firms in the European Union (EU). Our work adds to this literature by highlighting the relevance of national institutions in determining innovation through the use of a richer set of institutional indicators and by focusing our analysis in the EU countries. Two main reasons justify the interest of focusing the analysis on the EU countries. First, different types of institutions or policies maximize growth at different stages of technological development (Aghion, 2005) . It is reasonable to expect that (1) different institutions or policy design affects productivity growth differently depending upon a country's or industry's distance to the technological frontier; and (2) a country's distance to the technological frontier affect the type of organizations we observe in this country (e.g. bank versus market finance, vertical integration versus outsourcing). By focusing the analysis on the EU countries we are looking at a relatively homogenous set of countries, thus isolating the country-specific effect of institutions on innovation. The second reason is that over the last decade there has been some convergence in the regulatory environment in the EU as a result of the Single Market Program. As such, it is pertinent to investigate to what extent the existing institutional variation between EU countries explains differences in innovation performance. To be able to examine the impact of institutions on innovation, we merge data from the Fourth Community Innovation Survey (CIS4) with data on measures of regulation in the product markets, the labor markets, and the legal system, collected from various sources. Our main findings show that stronger regulation in the product market and greater protection of property rights favours innovation activities across Europe, whereas rigidity in the labor market has a negative impact on innovation.
The remainder of the paper is organized as follows. Section 2 discusses the ways through which institutions can affect innovation. Section 3 describes our data and presents the empirical model. Section 4 describes the econometric approach and discusses the empirical results. Section 5 concludes.
Institutions and innovation
The term "institutions" has been used in the literature to represent different aspects of economic, legal, political and social activity, which makes difficult to provide a single definition. Following Nelson (2008) , who identify institutions as a device to explain "prevalent methods of doing things in contexts where actions and interactions of several parties determine what is achieved" (p. 2), in this paper we focus our attention on a set of administrative and economic practices and policies aimed at regulating the product, labor and capital markets, as well as on the legal and judicial systems, which disclose structures and forces that shape and hold in place the institutional environment affecting innovation activities. As such, our approach to institutions relates closely to the strand that sees institutional change as the rulemaking, or the creation of formal laws that define the playing field, enabling certain groups and retarding the efforts of others (Hwang and Powell, 2005) . While these aspects of regulation do not cover all regulatory dimensions, they include some of the most important to influence innovation.
Product market regulation
Anti-trust policy is one of the dimensions of product market regulation that is expected to most influence innovation. As anti-trust policy is aimed at reducing market power and market concentration, thus leading to an increase in competition, it will in turn have an impact on firms' incentive to innovate. Although the level of competition has been largely recognized in the literature as one of the main determinants of innovation, economic theory has provided some contradictory results with respect to the relationship between competition and innovation. According to Schumpeter's (1942) seminal contribution, more competition reduces firms' incentives to innovate as the monopolistic rents resulting from innovation are eroded. Nearly 20 years later Arrow (1962) argued that firms in more competitive market have higher incentives to innovate than a monopolist due to the profits replacement effect, i.e., the difference between post-innovation and pre-innovation profits. The possibility of an inverted-U relationship between competition and innovation, however, was first noted by Scherer (1967) when observing a positive relationship between patenting activity and firm size, with a diminishing impact at larger sizes when allowing for nonlinearities. Recently, Dubey and Wu (2002) showed that innovation is discouraged by too much or too little competition, and occurs only when the industry is of intermediate size. Their argument is that if there are too many firms in the industry, competition will force the price of their current (low-quality) product to be low. Then any firm which innovates will be able to sell the new (high-quality) product only if it is also priced low enough to remain attractive in comparison. But this low price may not even cover the cost of innovation. Thus too much competition can lead to an equilibrium in which no firm innovates. On the other hand, if there are too few firms in the industry enjoying high (e.g. monopolistic or duopolistic) profits, this too can inhibit innovation. For any firm will then opt to innovate only when its profit from the new product exceeds its current profit by at least the cost of innovation. But since current profits are already high, profits from the new product will need to be huge, which may be infeasible on account of bounds on consumers' willingness-to-pay. Aghion et al. (2005) proposed a model that reconciles the opposite views of too much and too little competition by predicting an inverted-U pattern in the relationship between competition and innovation and showing the opposite effects that competition 6 can have on innovation incentives in different types of industries. Whereas traditional industrial organization models of product differentiation and monopolistic competition (Salop, 1977; Dixit and Stiglitz, 1977) only explain the decreasing part of the inverted-U curve by predicting that more intense product market competition discourages innovation by reducing post entry rents, model accounts also for the increasing part of the curve. They follow Arrow's (1962) view in that innovation incentives depend upon the difference between post-innovation and pre-innovation rents of incumbent firms and where competition may increase the incremental profits from innovating, thereby encouraging R&D investments. Aghion et al. (2005) argue that this is more likely in industries where incumbent firms are operating at similar technological levels and thus engage in what they call "escaping competition" innovation. Consequently, industries that are characterized by "neckand-neck" competition, renovation rents should be especially reduced by product market competition. On the other hand, in industries where innovations are made by laggard firms with already low initial profits, product market competition will mainly affect post innovation rents, and therefore the Schumpeterian effect of competition should dominate. More specifically, when competition is low, a larger equilibrium fraction of industries involve neck-and-neck competing incumbents, so that overall the escape-competition effect is more likely to dominate the Schumpeterian effect. On the other hand, when competition is high, the Schumpeterian effect is more likely to dominate, because a larger fraction of industries in equilibrium have innovation being performed by laggard firms with low initial profits (Aghion et al., 2005, p. 702) .
Empirical evidence on the impact of increased competition on innovation suggests that it varies across industries Griffith et al., 2006) .
Besides the direct impact on competition, stricter anti-trust laws could also lead to smaller average firm size, which, in turn, would imply lower concentration and more competition, all else equal (Kumar et al., 1999) . In this case, it could be argued that stricter anti-trust laws may have a negative impact on innovation as firm size is usually positively correlated with innovation. However, the extent to which anti-trust policy is successful in reducing market concentration has also been questioned in the literature (see Mitton, 2008) . Furthermore, Maxwell (1998) shows that regulation could reduce firm incentives to innovate in the presence of minimum quality standards. The existence of a minimum quality setting may discourage adoption of quality-cost reducing innovations if the innovating firm correctly anticipates that a regulator will raise the minimum standard once an innovation has been discovered. Such regulatory actions reduce the profitability of innovation.
Another important aspect of product market regulation is entry regulation, of which start-up costs are a relevant component. Start-up costs correspond to costs and procedures to comply with government requirements to start a business and most of them are sunk costs. If these costs are high they become a barrier to entry making difficult for entrepreneurs to start a new business, thereby hindering the introduction of innovations. Existing theories of regulation provide different predictions with respect to the impact of these costs on economic activity and who benefits from regulation. The public interest theory (Pigou, 1938) holds that a government must intervene in the market to correct market failures and protect the public interest.
Therefore, stricter entry regulation should be associated with socially superior outcomes. The public choice theory has two main strands. One sees regulation as a means of large incumbent firms to maintain their rents (e.g. Stigler, 1971) , which is the regulator capture theory. As such, an increase in regulation means less competition, and higher market power for incumbents, preventing new entrants innovation.
Another strand argues that regulation is for the benefit of politicians and bureaucrats (e.g. De Soto, 1990) . In this case regulation serves no social purpose and is a means for regulators to collect bribes, in any case also raising the costs of entry.
To date, the more compilling empirical evidence on the regulation of entry was provided by Djankov et al. (2002) . Based upon a large panel of countries, their results showed that: (1) countries with more regulation of entry have a larger unofficial economy and higher corruption levels; (2) countries with more limited governments, governments more open to competition, and greater political rights have lighter regulation of entry; (3) competition in countries with more regulation is less intense. Antunes and Cavalcanti (2007) provided additional evidence by testing Friedman's et al. (2000) prediction that it is not tax rates per se that induce entrepreneurs to go underground, but bureaucracy and a weak legal system. Their results showed that: (1) both high start-up costs and weak financial contract enforcement explain differences in the size of the shadow economy across countries, with contract enforcement having a larger coefficient; when using independent estimates of enforcement and regulation costs, results indicated that: (2) start-up costs rather than limited contract enforcement in financial contracts accounted for the difference in the size of the hidden economy between Mediterranean Europe (Portugal, Spain and Italy) and the United States; (3) in countries with very weak enforcement, credit market imperfection explained roughly 50% of the difference in the informal industry size, while regulation costs explain the other half.
In brief, entry costs may affect incentives to innovation through two ways. First, these costs may shift resources to the unofficial economy. As firms in the hidden economy have more difficulty in getting credit and attracting highly skilled labor, they will tend to remain small in order to avoid formal-industry minimum-wage requirements (Rauch, 1991) . Second, entry costs may reduce potential competition, allowing incumbents to grow or increase their profits, which in turn may or not lead to more innovation. Summing up, product market regulation may affect firms' incentives to innovation in various ways, where, ultimately, the most relevant way is by changing the competition level within the market. However, economic theory does not provide an ambiguous indication to the type of relationship between competition and innovation, therefore the answer to the question of whether more or less competition is more conducive to innovation remains of empirical nature.
Labor market regulation
Labor market regulation can assume various forms such as legislation relating hiring and firing, training, wage rates, policies towards unemployment. As these regulations are aimed at influencing the labor market, it is natural to expect them to impact on innovation also. For example, one can expect that training and education policies will impact positively on innovation by altering the stock of human capital in a given country. Among labor market regulation, employment protection has been pointed out as influencing innovation. Two opposite effects might be expected from employment rigidity. On one hand, rigid hiring and firing regulations increase the bargaining power of unions making more difficult to the firm to adjust wages after the innovation has taken place, or making more difficult for firms to adjust to new technologies as these may require reallocation of staff or downsizing, or even discourage firms from experimenting with new technologies (see Bassanini and Ernst (2002) for a discussion).
On the other hand, some argue that stringent layoff regulations are an incentive for employers to invest on training thus increasing employees' motivation and productivity (Boone, 2002) or they might decrease the need to maximise current wages, as the employee has a longer time horizon (Acemoglu, 1997). Furthermore, Saint-Paul (2002) showed that countries with rigid labor markets will tend to produce relatively secure goods, at a late stage of their product life cycle, thereby leading to a specialization in "secondary innovations" which improves existing products, rather than "primary innovations" which introduces new products.
Empirical evidence is mixed. Bassinini and Ernst (2002) found that employment protection policies impact on innovation depends on industrial relations regimes (e.g. bargaining arrangements, business associations, business codes of conduct, etc.) and the technology level of the industry concerned. On balance, their results suggest that strict employment protection policies are likely to negatively affect R&D intensity, especially in high-tech industries of countries where industrial relation systems are relatively decentralized. These differences may reflect differences in the innovation process across industries as well as the role of industrial relations arrangements in affecting how firms satisfy the need for skilled labor to cope with innovation. Koeniger (2005) , despite finding evidence that suggested a negative association between dismissal costs and R&D intensity across countries, also found a positive association within countries over time, which could be explained by a positive innovation effect for incumbent firms. Recently, Falk et al. (2008) provided evidence on the impact of employment protection policy on contract enforcement behavior by focusing on dismissal barriers, and bonus pay. Dismissal barriers were shown to have a strong negative impact on worker performance, and market efficiency, by interfering with firms' use of firing threat as an incentive device. Furthermore, dismissal barriers also distort the dynamics of worker effort levels over time, cause firms to rely more on the spot market for labor, and create a distribution of relationship lengths in the market that is more extreme, with more very short and more very long relationships. The introduction of a bonus pay option dramatically changes the market outcome. Firms are observed to substitute bonus pay for threat of firing as an incentive device, almost entirely offsetting the negative incentive and efficiency effects of dismissal barriers.
Nevertheless, contract enforcement behavior remains fundamentally changed, because the option to pay bonuses causes firms to rely less on long-term relationships. As these results show that market outcomes are the result of a complex interplay between contract enforcement policies and the institutions in which they are embedded, they also strongly suggest that rigidity in the labor market has a negative impact on innovation as it brings additional constraints to firms.
Legal system and intellectual property protection
Another institution that has been found relevant in determining innovation is the legal system and, in particular, the strength of intellectual property rights (IPRs) of a country. There is a vast literature examining the costs and benefits of IPRs protection and their effects on innovation and growth (see Hall (2007) for a survey on patent effectiveness in encouraging innovation and current controversies in patent policy). In endogenous growth models (Romer, 1990; Aghion and Howitt, 1992 ) the protection of IPRs is essential in order to protect the rents of innovators against imitation, therefore to guarantee the return to innovation. Eicher and Garci-Peñalosa (2008) went a step further by explaining endogenous differences in intellectual property rights across countries via private incentives to invest in property rights with multiple equilibria.
Their model allows identifying an institutional threshold of best practices in terms of intellectual property protection, where weak investment in IPR quality eventually leads to large-scale misappropriation of the returns to innovation and a fall in R&D activity as the economy reverts to the no-growth. Studies at the industry-and firm level also provide arguments along the same line where an effective legal system and property rights protection are expected to have a positive impact on innovation because it encourages new economic activity and foster the growth of new firms and business by allowing a reduction in idiosyncratic risk (Laeven and Woodruff, 2007) and the formation of larger firms (Rajan and Zingales, 1998) .
Empirical evidence on the impact of the legal system and property rights on innovation is still scarce. Nonetheless, the existing empirical evidence shows a positive relationship between the quality of the legal system and strenght of property rights and innovation (Bassanini and Ernst, 2002; Kanwar, 2007) .A vast number of studies argue that stronger IPRs are an incentive to innovation, even though some defend that the patent system could delay innovation (Bessen, 2005) . Furthermore, as noted by Hall (2007): (1) strengthening a patent system (lengthening the patent term, broadening subject matter coverage or available scope, improving enforcement) unambiguously results in an increase in patenting and also in the use of patents as a tool of firm strategy; (2) an increase in innovation due to patents is likely to be centered in some industries, namely pharmaceutical, biotechnology, medical instrument industries, and possibly specialty chemicals. Given this evidence and the previous discussion we expect more stringent legal systems to have a positive effect on innovation particularly on industries that use patents as their appropriation strategy.
Capital market regulation
Capital markets imperfections might arise due to adverse selection and moral hazard problems, which make external finance expensive or even unavailable to the firm.
Financial constraints are one of the main reasons that prevent new firms from attaining their optimal initial size (Cabral and Mata, 2003) and might be particularly relevant in high-tech industries. According to Carpenter and Petersen (2002) this is so because returns from high-tech investment are highly uncertain, therefore R&D projects have a low probability of financial success. Also, substantial information asymmetries are likely to exist between firms and potential investors. These arise because high-tech investments are difficult to evaluate and frequently embody new knowledge, consequently, insiders will have much better information than outsiders about the prospects of the firm's investments, and due to appropriation problems firms limit the amount of information they provide to suppliers of funds. Finally, high-tech investments often have limited collateral value because most of R&D investment is predominantly salary payments, which has little salvage value in the event of failure, and physical investments designed to embody R&D results are likely to be firm specific.
Start-ups may also have more difficulty to access credit as liquidity constraints become more severe as firm size decreases. Stiglitz and Weiss (1981) observed that the market for credit is exceptional in that the price of the good-the rate of interest, is not necessarily at a level that equilibrates the market. They attribute this to the fact that interest rates influence not only demand for capital but also the risk inherent in different classes of borrowers. As the interest rate rises, so does the riskiness of borrowers, leading suppliers of capital to rationally decide to limit the quantity of loans they make at a particular of interest rate. Petersen and Rajan (1992) (Bottazzi and Da Rin, 2002; Cassar, 2004; Audrestch and Elston, 2006) . Whereas venture capital is found to be important to firm creation, some studies fail to show a positive impact on their growth (e.g. Bottazzi and Da Rin, 2002) . Indeed, recent evidence (Becker and Hellmann, 2000) seems to support the results found by (Cressy, 1996) where the lack of human capital is more important than financial constraints to start-ups'survival.
Given the importance of capital markets, such regulations such as legal investor protection and credit bureaus, are also expected to have a significant impact on incumbents' performance as well as on start-ups. According to Cabral and Mata (2003) an increase in financial development will reduce concentration. Davis and Henrekson (1997) argue that regulations restricting capital access favor larger established firms at the expense of smaller entrants. On the other hand, Kumar et al. (1999) argue that financial development can have two effects on the firm size distribution: it promotes growth of existing firms, but also promotes entry of new firms (as shown in Rajan and Zingales, 1998) . Mitton (2008) argues that while the effect of financial development on average firm size is ambiguous, it should unambiguously reduce concentration, as long as the availability of finance promotes growth equally across the size distribution.
Based on cross-country determinants of private credit Djankov et al. (2007) found that both creditor protection through the legal system and information sharing institutions are associated with higher ratios of private credit to GDP. They also found that credit rises after improvements in creditor rights and in information sharing.
The impact of credit market regulation on innovation is also difficult to pin down, as the literature offers different arguments. On one hand, better financial development and information sharing seems to be favorable to new entrants and/or small firms, particularly in industries with more technology based start-ups, which in turn may lead to an increase in competition. On the other hand, some credit regulations may be more favorable to incumbent firms, thus allowing them to grow, and, possibly, leading to an increase in concentration.
The previous discussion on ways through which institutions can affect innovation has made clear that it is difficult to establish at the theoretical level the effects that product, labor and capital markets regulation can have on innovation. A similar problem has been noted by Alesina et al. (2005) on the relationship between regulation and investment and by Mitton (2008) on the relationship between regulation and concentration. As regulation will change competition levels, its effects on innovation will most likely vary across industries as firms'incentives to innovate largely depend upon the competitive environment and the characteristics of technology. In the end, the answer has to be found empirically.
Data, empirical model and variables

Data
Our data came from different sources. Our main data source is the Fourth Community Innovation Survey (CIS4) which covers the years 2002 to 2004 and most EU countries.
The main advantage of using these data is that the definitions of variables and the methodology used in collecting the data are consistent across countries. Our sample is restricted to manufacturing industry and due to data availability the countries included in the final sample are: Belgium, Denmark, Germany, Greece, France, Italy, Portugal, The Netherlands, Spain and Sweden. Access to CIS4 firm level data is subject to strong restrictions, thus we only have access to 2-digit level NACE (Nomenclature Génerale des Activités Économiques dans les Communautés Européennes) classification data. From the CIS4 we collected data on employment, R&D expenses and the number of firms that introduced innovations, either in product or process, in
2004.
This data was then merged with data on countries' institutional environment, which were collected from various sources, namely the Doing Business Database, Governance Indicators Database, both from World Bank, and from the OECD Indicators of Product Market Regulation Database. Both World Bank and OECD have produced several indicators aimed at measuring the institutional and regulatory environments of countries that in some cases are equivalent. The choice of each indicator was determined by both content and data availability, thus whenever possible we chose indicators that did not overlap in terms of content. In particular, we consider synthetic indicators of the stringency of regulations in the labor and product market regulation, regulation of entry, the degree of enforcement of laws and regulations, and the degree of quality of information in capital markets. We supplemented our data with patent data from OECD Patent and R&D Databases, from 1991 to 2002, and with gross domestic production (GDP) and population data collected from OECD Statistics.
Empirical model and variables
In order to investigate the effect of country-level variation in institutions on innovation in Europe we rely on a cross-section of 20 2-digit manufacturing industries 1 in 10 countries of the EU. In this way we control for industrial heterogeneity in a context where technologies are relatively homogenous yet there is variation in institutional regimes at the country level. Our estimation equation is thus specified by: The parameters of interest are the β coefficients on the institutional indicators.
Regulations and laws affecting the quality of anti-trust policy and regulation, financial institutions, reliability of legal and judicial system will affect markets for goods and services as they will impact on the level of competition and the way resources are allocated. Thereby, these will impact on incentives to innovation. As indicators for product market regulation we include ERegul, a summary index of economic regulation that captures aspects of inward and outward-oriented economic regulation, such as state control, legal barriers to entry, price controls, tariff and non-tariff trade barriers, and ARegul, a summary index of administrative regulation, which captures administrative barriers on start-ups, features of the licensing and permit system, by small firms whose technology comes from suppliers of equipment and material. We expect the specialized suppliers and science based industries to have higher intensity of innovative firms than the supplier dominated and scale intensive industries. This taxonomy main limitation, as any other taxonomy, relates to the fact that these boundaries are not always straightforward. Nevertheless, it still is an important yardstick to describe differences in technological regimes across industries. Table 1 lists the definition of each variable used in the empirical analysis, exact source and time period, and the expected impact on innovation activity according to previous discussion on Section 2.
Insert Table 1 here Table 2 reports some descriptive statistics of the dependent variable and regressors we use in the empirical analysis. Part I of the table reports some summary statistics, whereas Part II reports correlation coefficients among selected variables. The data listed in Table 2 shows that differences in innovation, measured by the proportion of innovative firms, across Europe are quite significant as shown by the large standard deviation of the variable Innov. Another interesting feature is that European countries differ more with respect to their R&D expenditures than in GDP per capita. The data also shows some variation with respect to institutions across EU countries. In particular, EU countries seem to differ most in employment regulation, followed by regulation on capital markets, and less with respect to the cost of entry. The correlation coefficients show that GDP per capita has a negative correlation with heavier regulatory environments (ERegul, ARegul, Entry) as well as with more rigid labor markets, and a positive correlation with better legal and judicial systems and more information sharing (Law and Credit). The correlation coefficients between institutional factors are not high, except for the correlation between Law and ERegul (-0.826) and
Law and Entry (0.832), which means that overall there is not an overlap in the measurement of variables.
Insert Table 2 here 4. Econometric model and results
Econometric model
The nature of the dependent variable, the proportion of innovating firms in industry i of country j, shall suggest us to apply the econometric method proposed by Papke and Wooldridge (1996) . Their main assumption applied to (1) will be that, for all i and j
where G(.) is a known cumulative distribution satisfying 0<G(z)<1 for all z ∈ R. This ensures that the predicted values of the proportion of innovating firms in industry i of country j lie in the interval (0,1). The two most common choice for G(.) are the logistic distribution and the standard normal cumulative function. However, based on Gourieroux et al. (1984) and McCullagh and Nelder (1989) , Papke and Wooldridge (1996) propose to estimate the unknown parameters by a quasi-likelihood method, which only requires the validity of the mean function (see, equation (2)) and the choice of a cumulative distribution that is a member of the linear exponential family, regardless of if it is or not the true distribution. If these two conditions hold, then the quasi-maximum likelihood estimator (QMLE) of β, α, and γ provide consistent estimates of the unknown parameters.
The dependent variable, Innovij, is, however, a special case as it is a proportion of a count variable -number of innovating firms -from a group of known size -total number of observed firms. The Papke-Wooldrigde method ignores the information on group size. Although they have argue that, under the imposed assumptions, "the method … need not be less efficient than methods that used information on group size" (p. 621), we use a QMLE estimator that takes into account the nature of the dependent variable and allow us to control for group size. Thus, the QMLE Poisson estimator, using group size as the exposure control, follows as the natural choice from the above arguments. The empirical model is then defined as
where innij is the number of innovating firms in industry i of country j and nij the total number of observed firms in industry i of country j -the measure of group size. The advantage of this alternative approach is to use information on group size and allow us to discriminate between equal values of the proportion of innovating firms. Further, it maintains the computational simplicity of the Papke-Wooldrige method and estimates have a similar interpretation. From model (1) in Table 3 we can see that institutional variation explains differences in the intensity of innovative firms across European countries along with 3 Other authors have addressed the possibility that regulation itself may respond to such industry specific technological opportunities, generating an endogeneity problem for the regulation variable in models that do not control for such shocks. For example, Alesina et al. interests. These results could also be interpreted as being a consequence of the fact that our final sample is biased towards French civil law countries, which have the tradition of regulating entry of new firms, dispute resolution in courts, and other activities more heavily than do common law countries (Ardagna and Lusardi, 2008; La Porta et al. 1998 , Djankov et al. 2002 .
Results
Labor market regulation and protection of property rights are also important institutions in determining innovation in European countries. That is, the variable Employment, a proxy for labor markets rigidity, has a negative and significant effect on innovation, a finding that has important policy implications, and Law, a proxy for the quality of the judicial system and protection of property rights, has a positive effect on innovation. The magnitude of the coefficients implies that, ceteris paribus, in countries that have a rigid labor market the intensity of innovation decreases 1.89 for a unit increase in the indicator of employment rigidity and, on the other hand, innovation intensity increases 1.18 for a unit increase in the indicator for the quality of the judicial system and protection of property rights. These results are also consistent with previous empirical evidence (Bassanini and Ernst, 2002; Kanwar, 2007) . Finally, the capital markets' indicator, Credit, although not significant in the first model, is significant at the 10% level on the last model. We discuss its impact on innovation later.
The country-level results of model (1) demonstrate the average correlation between institutions and other relevant innovation determinants but it does not take into account structural differences across industries. Model (2) controls for these differences by including a set of dummy variables that classify industries according to Pavitt's taxonomy as discussed in Section 3.2. The omitted group is the supplier dominated industries, which are representative of the more traditional industries and less intensive innovative industries. All the coefficients estimates of the dummy variables have a positive value and are highly significant and, as expected, the science based industries have the largest coefficient, followed by the specialized suppliers and scale intensive industries, respectively.
As discussed in Section 2, the literature suggests that the effects of institutions on innovation may differ across different types of industries. To test for these effects, we interact the country-level institutional factors with the industry dummies. Since product market regulation is aimed to influence competition, its effects on firms'
incentives to innovation may vary across different industries because these incentives largely depend on the competitive environment. Previous evidence found a negative effect of the increase in competition on high-tech industries (Griffith et al., 2006) and that the effect of competition on innovation depends on whether the technology level among competitors is identical or not . Furthermore, regulation may influence the intensity of innovative firms in a given industry as it may also influence the average firm size. However, the literature does not provide a clear indication of the direction of the effect of regulation on firm size, and the empirical evidence on the relationship between firm size and innovation is ambiguous. As such, we interact our three indicators of product market regulation with all industry dummies and let the data tell us how the institutions' interaction with industry characteristics impact on innovation. We further include interaction terms between the other three institutional indicators and the science based and specialized industries dummy variables, which are the most innovation intensive industries. Although, employment rigidity seems to have an overall negative effect on innovation, its effect may differ across industries with different technological regimes. Specifically, if the competencies required to implement innovations are rarely available inside the firm, the adjustment cost imposed by hiring and firing restrictions will be high. Conversely, if the competencies required to carry on the innovation process are more easily developed in-house, these adjustment costs will be relatively low (Bassanini and Ernst, 2002) . Also, the protection of property rights will be more relevant in industries in which the main appropriation strategy is through patents (e.g. pharmaceuticals) versus a strategy based on secrecy, more common in process innovation. Finally, the need to use the capital market might be stronger in industries characterized by short product cycles where it is more common to find technology based start-ups (e.g. biotechnology).
Model (3) and that economic regulation has a stronger impact on specialized suppliers industries.
Also, law enforcement and property rights protection has a stronger effect on specialized suppliers, whereas employment protection is more relevant to science based industries. The negative estimate for the variable Credit means that the availability of more credit information is having a negative effect on innovation, which is particularly true on the science based industries. This negative effect can be interpreted as the result of an increase in competition faced by incumbents as small firms and new entrants benefit from the increase in information sharing. The fact that this effect is stronger in the science based industries supports this interpretation, since technology based start-ups are more common among these industries.
Finally, the estimates of the other explanatory variables are all very significant, except for the coefficient of the variable R&D, which looses statistical significance when we control for industry-specific effects. It is worth noting that a country's knowledge stock has the strongest effect on innovation, followed by the country's income. At the industry-level, the negative sign of the coefficient of Size means that innovation is not driven by the importance of the industry, measured by its total turnover. On the other hand, the non-significance of the coefficient of the variable R&D, after we control for industry-specific effects, implies that differences in the technological regime are more important to explain differences in the intensity of innovation than R&D expenditures.
Conclusions
In this paper we tested whether institutional variation is important to explain differences in the intensity of innovation across industries in EU countries. Our focus was on a set of regulatory practices and policies that are aimed at regulating labor, product and capital markets, as well as on the legal and judicial system of the countries. Since theoretical contributions do not provide a clear cut prediction on the relationship between institutions and innovation, ultimately the answer has to come from the data. Our empirical results show that institutional variation is relevant to explain differences in the intensity of innovation in the manufacturing industries of EU countries. Furthermore, results are robust after controlling for industry-and countryspecific characteristics. We found a positive effect of more product market regulation on innovation, which seems to corroborate the public choice theory argument that more regulation is a means of large incumbent firms to maintain their rents. A similar argument seems to explain the negative impact of capital market regulation, measured by the availability of more credit information, particularly in the science based industries. The evidence found also suggests that more rigid labor market regulation has a negative effect, whereas stricter protection of property rights has a positive impact on firm's incentive to innovation, which corroborates previous empirical evidence. Finally, our findings confirm that institutions have different impacts across industries and highlight the importance of distinguishing between these effects on policy design. 
