The stochastic Euler scheme is known to converge to the exact solution of a stochastic differential equation with globally Lipschitz coefficients and even with coefficients which grow at most linearly. For super-linearly growing coefficients convergence in the strong and numerically weak sense remained an open question. In this article we prove for many stochastic differential equations with super-linearly growing coefficients that Euler's approximation does not converge neither in the strong L p -sense nor in the numerically weak sense to the exact solution. Even worse, the difference of the exact solution and of the numerical approximation diverges to infinity in the strong L p -sense and in the numerically weak sense.
Introduction
An important numerical scheme for simulating stochastic differential equations (SDEs) is Euler's method (see e.g. [14, 20] ) (a.k.a. Euler-Maruyama scheme). If the coefficients of an SDE are globally Lipschitz-continuous, then standard results (e.g. Chapter 10 and 14 in [14] ) show convergence of the Euler approximation in the strong and numerically weak sense to the exact solution of the SDE. It remained an open question whether the Euler approximation also converges in the strong or numerically weak sense if the coefficients are not globally Lipschitz-continuous, see e.g. Section 1 in [8] . In this paper we answer this question to the negative. More precisely we prove for a large class of SDEs with super-linearly growing coefficient functions that both the distance in the strong L p -sense and the distance between the p-th absolute moments of the Euler approximation and of the exact solution of the SDE diverges to infinity for any p ∈ [1, ∞). Thus the Euler scheme does in the strong and numerically weak sense not produce an appropriate approximation of the exact solution of such an SDE.
For clarity of exposition we concentrate in this section on the following prominent example (also considered in [19, 21, 23] ). Let (X t ) t≥0 be the unique strong solution of the one-dimensional SDE
where (W t ) t≥0 is an one-dimensional standard Brownian motion and σ > 0, 
for every k = 0, . . . , N − 1 and every N ∈ N := {1, 2, . . .}. We will prove in Section 2 that the L p -distance of the exact solution X T and of the numerical approximation Y N N diverges to infinity as N tends to infinity, that is, lim
for every p ∈ [1, ∞), see equation (11) . Thus strong convergence of the Euler approximation fails to hold. In addition numerically weak convergence (see e.g. Section 9.4 in [14] ) (not to be confused with stochastic weak convergence) fails to hold, that is,
for every p ∈ [1, ∞), see equation (13) . Please note that this divergence of the Euler approximation is not a special property of equation (1) . We establish this divergence for a large class of SDEs with super-linearly growing coefficients in Section 3. Moreover our estimates are easily adapted to prove divergence of other numerical schemes such as the Milstein scheme. For simplicity we restrict ourselves to the Euler scheme. Presence of noise, however, is essential. In the deterministic case, e.g. (1) and (2) with σ = 0, the Euler scheme does converge and both (3) and (4) 
and therefore
Thus Y N N grows double-exponentially fast in N. Now in the presence of noise (σ > 0) there is an exponentially small event that the Brownian motion leaves the interval [−2N, 2N]. On this event the deterministic dynamics lets the approximation grow double-exponentially fast. Consequently as being double-exponentially large over-compensates that the event has an exponentially small probability, the L 1 -norm of the Euler approximation is unbounded in N.
Having sketched why the Euler scheme diverges for many SDEs whose coefficient functions are not linearly bounded we take a short and incomplete look into the literature where we concentrate on the non-globally Lipschitz case and on relatives of the Euler scheme. It is a classical result (e.g. [14, 20] A number of authors obtain convergence for modified Euler schemes. Milstein and Tretyakov (2005) consider a modified Euler scheme for nonglobally Lipschitz coefficients. They obtain numerically weak convergence by discarding trajectories of the Brownian motion which leave a sufficiently large sphere. As we have seen above, these trajectories are responsible for the divergence of the absolute moments. Lamba et al (2007) prove strong convergence of an Euler scheme with an adaptive time-stepping algorithm for locally Lipschitz-continuous coefficients. A completely different adaptive time-stepping algorithm with focus on long time approximation is proposed by Lemaire (2007) . For results on implicit Euler schemes consult e.g. Hu (1996) or also Talay (2002) and the references therein. Finally, showed strong convergence of an implicit Euler scheme via the instructive condition cited above.
Simulations do not always reveal the divergence of the Euler approximation. See Table 1 for simulations in which the approximate value is within distance two of the exact value. To understand this consider the deterministic case, that is, (1) and (2) with σ = 0. Then the approximation explodes if |x 0 | > 2N/T . Consequently in the case σ = 1 = T it is likely that the approximation diverges if the Brownian path reaches level √ 2N. The probability hereof is bounded above by
for every N ∈ N, where we have used the reflection principle and a standard estimate, see e.g. Theorem 21.19 in [13] . Thus the probability that we see an explosion of the approximation is negligible for N ≥ 100, say. Even more if the simulation is repeated N 2 times, say, then the probability to see an explosion is bounded above by about 2N 2 e −N for every N ∈ N, which is again negligible for N ≥ 100, say. Therefore even in a large number of simulations it is unlikely to encounter an approximation which diverges.
The rest of this article is organized as follows. To clearly present the idea of this article, we exemplify the divergence of the Euler scheme for the SDE (1) 
A simple counterexample
Fix T > 0 and let (Ω, F , P) be a probability space on which a scalar standard Brownian motion W : [0, T ]×Ω → R with continuous sample paths is defined. Then, in this section, we consider the SDE (1) with σ = 1 and x 0 = 0, i.e.
for every t ∈ [0, T ]. More precisely, let X : [0, T ] × Ω → R be the pathwise unique stochastic process with continuous sample paths, that satisfies
for every t ∈ [0, T ] and every ω ∈ Ω (see e.g. Theorem 2.4.1 in [18] for existence and uniqueness of such a process). Then the Euler scheme denoted by
is in the setting of equation (7) given by Y N 0 (ω) = 0 and
for every k = 0, 1, . . . , N − 1, every N ∈ N and every ω ∈ Ω. We now show the divergence of Euler's method (9) for the SDE (7). Theorem 1. Let T > 0, the solution X of (8) and the Euler approximation Y N k , k = 0, 1, . . . , N, N ∈ N, be as above. Then
Remark: Due to Jensen's inequality Theorem 1 in particularly implies
for every p ∈ [1, ∞). In addition since the exact solution
as N → ∞ due to equation (11) . Therefore we obtain
for every p ∈ [1, ∞). ⋄ Proof of Theorem 1. First of all we define r N := max 3 N T , 1 for every N ∈ N. Then we consider the sets
Note that Ω N ∈ F for every N ∈ N. Let now N ∈ N be arbitrary. Then we claim
for every k = 1, 2, . . . , N. We prove equation (14) by induction on k = 1, 2, . . . , N. In the base case k = 1 we have
for every ω ∈ Ω N due to the definition of the Euler scheme (see equation (9)) and due to the definition of the set Ω N . Therefore we assume that equation (14) holds for one k ∈ {1, 2, . . . , N − 1}. In particular we obtain
for every ω ∈ Ω N . Due to the definition of the set Ω N , we also have
for every ω ∈ Ω N . Hence, equation (9) and equation (17) imply
for every ω ∈ Ω N . Therefore equation (16) implies
for every ω ∈ Ω N , since T N r N − 2 ≥ 1 by definition. Therefore the induction hypothesis, i.e. that equation (14) holds for k, implies
for all ω ∈ Ω N , which indeed shows that equation (14) holds for k +1. Hence, we have shown equation (14) for every k = 1, 2, . . . , N and since N ∈ N was arbitrary, we obtain Y
for every ω ∈ Ω N and every N ∈ N. This yields
for every N ∈ N. Since
for every N ∈ N due to Lemma 1 in Section 5 below, we obtain
for every N ∈ N. This shows
Since, as mentioned above, the exact solution X : [0, T ] × Ω → R of the SDE (7) satisfies E |X T | < ∞ (see e.g. Theorem 2.4.1 in [18] ), we obtain
which is the assertion.
Further counterexamples
Throughout this section assume the following setting. Fix T > 0 and let (Ω, F , P) be a probability space with normal filtration (F t 
has a solution X : [0, T ] × Ω → R. More precisely we assume that X : [0, T ] × Ω → R is a predictable stochastic process satisfying
and 
for every k = 0, 1, . . . , N −1, every N ∈ N and every ω ∈ Ω. Now we formalise the main result of this article which asserts the divergence of Euler's method for the SDE (26) with super-linearly growing coefficients.
Theorem 2. Assume that the setting above is fulfilled with P [ g(ξ) = 0 ] > 0 and let C ≥ 1, β > α > 1 be constants such that
for all |x| ≥ C. If the exact solution of (26)
where
Condition (30) should be read as follows. Either the drift function or the diffusion function grows in a higher order than linearly and the remaining function grows slower than that. More formally it suffices to show that either
for all |x| ≥ C or
for all |x| ≥ C and for some constants β > 1, β > α ≥ 0, C > 0. Please note that our estimates need β > 1. A super-linear drift function such as f (x) = x log x is too small for our estimates. The assumption that the diffusion function does not vanish on the starting point ensures presence of noise in the first time step. The proof of Theorem 2 is deferred to Section 5. In the remainder of this section we apply Theorem 2 to a selection of examples. Please note that the coefficients in the following examples are locally Lipschitz-continuous and satisfy an appropriate one-sided Lipschitz condition. Therefore the p-th absolute moment in each example is finite for every p ∈ [1, ∞) according to Theorem 2.4.1 in [18] . For every example we check that assumption (30) is satisfied. Thus both the distance in the strong L p -sense and the distance between the p-th absolute moments of the Euler approximation and of the exact solution diverges to infinity for any p ∈ [1, ∞) in each of the following examples.
The introductory example The example in Section 1 is
where σ > 0. The dominating coefficient is the drift function with dominating exponent β = 3. The diffusion function has exponent zero and we may choose α = 0. The constant C in equation (32) can be chosen as C = max(1, σ).
Stochastic Ginzburg-Landau equation
The Ginzburg-Landau equation is from the theory of superconductivity. It has been introduced by Ginzburg and Landau (1950) [5] to describe a phase transition. Its stochastic version with multiplicative noise can be written as
where η ≥ 0, λ, σ > 0. Its solution is known explicitly (see e.g. Section 4.4 in [14] )
for t ≥ 0. Since
for all |x| ≥ max 1,
, the constants in equation (32) can be chosen as
Stochastic Verhulst equation
The Verhulst equation is an ordinary differential equation and is a simple model for a population with competition between individuals. Its stochastic version with multiplicative noise can be written as
where η, λ, σ > 0. Its solution is known explicitly (see e.g. Section 4.4 in [14] ) and is given by
for t ≥ 0. The dominant exponent of the drift function is two and of the diffusion function is one. Thus we may choose β = 2 and α = 1. The constant C in equation (32) can be chosen as C = max σ,
Feller diffusion with logistic growth The branching process with logistic growth (see e.g. [16] ) is a stochastic Verhulst equation with Feller noise. It solves
where λ, K, σ > 0. There is no explicit solution for this equation. However it features the following self-duality
where E x refers to the starting point X 0 = x, see [10] . As constants for equation (32) serve β = 2, α = 1, C = max(1,
Ohta-Kimura model The Ohta-Kimura model ( [22] ) is a population model with two types, fixed total population and random selection. Its diffusion equation is
where σ > 0. Since
for all |x| ≥ 2, Theorem 2 applies with β = 2, α = 0 and C = max(2, 2 σ ) in equation (33). Note that this is an example with the diffusion function being the dominant coefficient.
Simulations
In this section we present simulations which illustrate the dichotomy between the double-exponential growth of the deterministic dynamics (for some initial values) and the exponentially small probability of the event that the noise is sufficiently large. For this purpose we choose an equation with an explicit solution to compare with. Consider the Stratonovich equation are such that the Euler approximation produces the value "NaN" (NaN is the IEEE arithmetic representation for "not-a-number", here this is due to an operation "Inf − Inf" where Inf is the IEEE arithmetic representation for positive infinity). In contrast to this the Monte Carlo simulations in the cases σ ∈ {2, 4, 5} are all finite. As explained in the introduction the Euler approximation grows double-exponentially fast only on an event of an exponentially small probability. For σ ∈ {2, 4, 5} this probability is so small that none of the simulation runs produced a large trajectory. The last but one column in Table 1 exemplifies a parameter setting in which the event of large growth has a probability such that in some Monte Carlo simulations no explosion occurs and in some Monte Carlo simulations at least one explosion in 10 5 runs occurs. The values in Table 1 are either within radius two of the true value or "NaN". This is due to the double-exponential growth of the deterministic system for some initial values. If the simulation starts to grow, then it reaches "NaN" very quickly. We encountered similar behaviour for other exponents greater than two. In order to see double-exponential growth of the Euler approximation in a plot we consider an exponent close to one. More precisely we plot the Monte Carlo simulation of the first absolute moment of the Euler approximation of X 10 where 
see Figure 1 (see also Table 2 ). Please note that the graph resembles an exponential function and that the y-axis is logarithmic. Thus the growth of the graph in Figure 1 is indeed close to a double-exponential function. In addition we should mention that some fine-tuning was necessary to obtain suitable parameters for which the simulated absolute moment grows but is not "NaN".
5 Proofs Lemma 1. Let (Ω, F , P) be a probability space and let Z : Ω → R be an F /B(R)-measurable mapping which is standard normal distributed. Then we have
(46)
for every x ∈ [0, ∞).
Proof of Lemma 1. We have
for every x ∈ [0, ∞). Moreover, we have
Proof of Theorem 2. First of all we have P[ |g(ξ)| > 0 ] > 0. Therefore there exists a real number K > 1, such that
Then we define
and consider the sets Ω N ∈ F given by
for every N ∈ N. Note that
for every N ∈ N due to the definition of r N , N ∈ N. Let now N ∈ N be arbitrary. Then we claim
for every k = 1, 2, . . . , N. We prove equation (53) by induction on k ∈ {1, 2, . . . , N}. In the base case k = 1 we have
for every ω ∈ Ω N due to equation (29) and equation (51). For the induction step k → k + 1 we assume that equation (53) holds for one k ∈ {1, 2, . . . , N − 1}. In particular we obtain
for every ω ∈ Ω N , since r N ≥ 2. We also have
for every ω ∈ Ω N due to equation (29) and equation (51). Therefore equation (55) and equation (30) yield
for every ω ∈ Ω N where the last step follows from equation (52). Hence the induction hypothesis yields
for every ω ∈ Ω N , which proves equation (53) 
Hence, since E |X T | p < ∞, we have
