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ABSTRACT
Hearing aids suffer from the problem of acoustic feedback that limits the gain provided by
hearing aids. Moreover, the output sound quality of hearing aids may be compromised in the
presence of background acoustic noise. Digital hearing aids use advanced signal processing to
reduce acoustic feedback and background noise to improve the output sound quality. However, it
is known that the output sound quality of digital hearing aids deteriorates as the hearing aid gain is
increased. Furthermore, popular subband or transform domain digital signal processing in modern
hearing aids introduces analysis-synthesis delays in the forward path. Long forward-path delays
are not desirable because the processed sound combines with the unprocessed sound that arrives at
the cochlea through the vent and changes the sound quality.
In this dissertation, we employ a variable, frequency-dependent gain function that is lower at
frequencies of the incoming signal where the information is perceptually insignificant. In addition,
the method of this dissertation automatically identifies and suppresses residual acoustical feedback
components at frequencies that have the potential to drive the system to instability. The suppressed
frequency components are monitored and the suppression is removed when such frequencies no
longer pose a threat to drive the hearing aid system into instability. Together, the method of this
dissertation provides more stable gain over traditional methods by reducing acoustical coupling
between the microphone and the loudspeaker of a hearing aid. In addition, the method of this
dissertation performs necessary hearing aid signal processing with low-delay characteristics. The
central idea for the low-delay hearing aid signal processing is a spectral gain shaping method
(SGSM) that employs parallel parametric equalization (EQ) filters. Parameters of the parametric EQ
filters and associated gain values are selected using a least-squares approach to obtain the desired
spectral response. Finally, the method of this dissertation switches to a least-squares adaptation
scheme with linear complexity at the onset of howling. The method adapts to the altered feedback
path quickly and allows the patient to not lose perceivable information. The complexity of the
least-squares estimate is reduced by reformulating the least-squares estimate into a Toeplitz system
and solving it with a direct Toeplitz solver.
The increase in stable gain over traditional methods and the output sound quality were evaluated
with psychoacoustic experiments on normal-hearing listeners with speech and music signals. The
results indicate that the method of this dissertation provides 8 to 12 dB more hearing aid gain
than feedback cancelers with traditional fixed gain functions. Furthermore, experimental results
obtained with real world hearing aid gain profiles indicate that the method of this dissertation
provides less distortion in the output sound quality than classical feedback cancelers, enabling the
use of more comfortable style hearing aids for patients with moderate to profound hearing loss.
Extensive MATLAB simulations and subjective evaluations of the results indicate that the method
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Hearing aids provide frequency-dependent amplification of incoming signals to compensate for
hearing loss in hearing-impaired patients. A typical hearing loss is a sensorineural hearing loss
at higher frequencies with normal hearing at lower frequencies. Approximately, 10% (30 million
people) of the US population suffers from some hearing loss and most of them need hearing aids.
However, only a small portion of that population wear hearing aids [1]. There are several reasons
why hearing aids have not penetrated a significant segment of the potential market. Among various
reasons, the acoustic feedback problem is one of the biggest concerns for many hearing aid users.
The acoustic feedback is present mostly because of a vent that provides patients comfort from
the acoustic pressure difference at the ear drum. An adaptive filter is often used to continuously
estimate the feedback path and cancel the acoustic feedback in hearing aids [2]. Figure 1.1 shows
the block diagram of a typical digital hearing aid with a single microphone where thin and thick
lines indicate scalar and vector quantities, respectively. It is common to implement the system in a
transform or subband domain [3] where each band operates at a slower rate than the full band rate.
Throughout the dissertation, we assume discrete time signal processing, withm and n denoting the
time indices for the subband domain and fullband signals, respectively. The signal transformation
results in spectrally distributed signals at a decimated rate.
Digital hearing aids use discrete signal samples of the microphone signal u(n) and the speaker
signal x(n) to perform the necessary signal processing for hearing-impaired listeners. Such pro-
cesses include adaptive feedback cancellation, noise suppression, hearing loss compensation and
dynamic range compression (DRC) applied on the spectrally distributed signals. In general, a
hearing aid performs compensation of hearing loss, noise suppression to reduce ambient noise in the
incoming signal and DRC to provide a comfortable listening experience in the forward path [4, 5].
In Figure 1.1, the gain function g(m), where the entries of the gain vector are the gain values for the
subbands, may vary with time and is designed to perform all three operations. We refer to DRC and
noise suppression as dynamic signal processing in this dissertation. In Figure 1.1, due to the closed
loop nature of the hearing aid system, a decorrelator is used to decorrelate the reference signal x(n)
















































































































































3The use of a decorrelator can in general improve the adaptive filter estimate of the feedback
path.1 Introducing a delay in the forward path is the most popular decorrelation method employed
in hearing aids due to its simplicity [6, 7]. Delays in the forward path can result in improved
adaptive filter performance and additional stable gains [7–9]. There are also several shortcomings
to the use of delays as decorrelators. They include slower convergence with longer delays [7–9],
smaller decorrelation of tonal signals in the input signal such as voiced segments in speech [10]
and coloration effects at the cochlea for longer delays (usually greater than 4 ms to 8 ms) [10].
Many researchers have proposed the use of additional decorrelators such as adding probe noise [6],
frequency shifting [10] and continuous phase shifting [11] along with the delay in the forward path
to alleviate some of the above difficulties. The broadband variable gain function gc in Figure 1.1
can be used to adjust the overall output sound level in changing acoustic environments and is often
available to hearing aid users as a volume control on the face plate of the hearing aid.
Processing the signals in transform or subband domain results in three advantages: easy ad-
justment of the gain value gi(m) in the i
th band, faster adaptive filter convergence and overall
computational savings [12]. Adaptive feedback cancellation improves the output sound quality and
provides an additional gain over the critical gain2 for which the hearing aid is stable [3, 6, 13, 14].
The additional gain made possible by feedback cancellation is termed the added stable gain (ASG).
Dynamic signal processing provides better output sound quality by reducing background noise with
comfortable output sound levels [13, 15].
Together, the classical subband scheme discussed above provides added stable gain with good
output sound quality. However, when the amplification in a hearing aid is more than the limits of the
added stable gain, the hearing aid becomes unstable or the quality of the signal degrades to below
acceptable levels [6]. A major source of this loss of performance of the system is the presence of
residual feedback components in the signal. If acoustical feedback components are reduced, the
stability and the output sound quality of a hearing aid can be further improved. Many researchers
have proposed to change the characteristics of the signal in the forward path by changing its phase,
shifting its frequency components or modifying its spectral magnitude with a notch filter to suppress
the feedback and hence provide added stable gains [6, 16].
Although these methods keep the hearing aid stable, the output sound quality degrades as
the signal characteristics are changed. In this dissertation, we present an approach that alters
the hearing aid gain in the forward path to enhance the stability of the hearing aid system. The
1The feedback path is the combined response of the speaker, the microphone and the acoustic feedback.
2Critical gain refers to the maximum amplification for which the output signal quality is acceptable without feedback
cancellation.
4method of this dissertation modifies the hearing aid gain in two ways for reducing the acoustical
coupling between the loudspeaker and the microphone. First, the hearing aid gain values g(m)
are reduced intermittently at perceptually redundant components of the incoming signal. Research
in psychoacoustics has shown that humans have difficulty hearing weak signals that fall in the
frequency (frequency masking) or time vicinity (temporal masking) of stronger signals [17–21].
Such components do not contribute to the understanding of speech regardless of whether they are
amplified or not. Such redundancies were successfully used in the past in the area of coding and
noise suppression [22–24]. Second, the forward path gain is reduced at frequencies in the signal that
are more likely to drive the system to unstable behavior. We refer to the frequencies so identified as
the offending frequencies (OF). If offending frequencies are detected accurately and gain is reduced
in a narrowband frequency region around these frequencies, the gain reduction is not audible for a
few offending frequencies [25, 26]. This approach is similar to methods for controlling acoustical
feedback in public address (PA) systems using narrowband parametric equalization (EQ) filters
[27].
The offending frequencies are detected as they begin to develop instabilities in the system. The
gain is reduced with narrowband parametric equalization (EQ) filters. While offending frequency
suppression results in more stable hearing aids, the changes in offending frequencies are not tracked
in traditional methods [26]. This can result in unwanted gain reductions at several frequencies in
the signal over long periods of time. Traditionally, in public address (PA) systems, parametric
EQ filters are reset (removed from the forward path) periodically and new offending frequencies
are detected upon reset. However, this is not the most desired method because until the offending
frequencies are reset, there may be unnecessary distortion in the system. In this dissertation, we
develop a method that monitors the adaptive feedback canceller coefficients to reset the parametric
EQ filters when the offending frequencies change. The offending frequency suppression and reset
method provide a substantial amount of added stable gain with minimal impact on the perceptual
quality of the output signal.
The classical subband-based method discussed earlier is a simple and computationally efficient
way of implementing necessary signal processing for digital hearing aids. However, transform
domain signal processing introduces an undesirable broadband delay in the forward path [4,28,29].
This is in addition to the processing delays such as analog-to-digital converter (ADC) and digital-
to-analog converter (DAC) delays that are unavoidable in any realization of the hearing aid and
the delay due to the decorrelator. Typically, the ADC/DAC adds 0.4 − 2 ms of delay in hearing
aids [30]. In practice, these time delays cause coloration effects when a hearing-aid user is talking.
The talker’s own voice reaches the cochlea with minimal delay via bone conduction and through
5the hearing-aid vent and interacts with the delayed and amplified sound produced by the hearing
aid signal processing to produce the coloration effect. Broadband delays as short as 4 to 8 ms have
been reported to be detectable and to degrade the perceived output sound quality [31–33]. This
dissertation presents a digital hearing aid design that retains the benefits of transform domain signal
processing with a small forward path delay.
Our method accomplishes this objective by combining a low-delay spectral gain shaping method
(SGSM) with a low-delay adaptive feedback cancellation system in the hearing aid. The low-
delay SGSM uses a set of parallel second-order parametric equalization (EQ) IIR filters [34, 35]
to obtain the desired response. The desired response depends on the prescribed hearing aid gain
to compensate for the hearing loss, amount of noise suppression and dynamic range compression.
The parametric EQ filters are known for their low group delays and are widely used in professional
audio systems for audio equalization [36–38]. The coefficients of a parametric EQ filter are selected
in this dissertation to match properties of the human auditory system that are relevant to hearing aid
design [39].
The hearing aid signal processing structure presented in this dissertation employs an off-the-
forward-path adaptive feedback cancellation system in the frequency domain similar to the system
proposed by Morgan et al. [40] for acoustic echo cancellation. The feedback canceller employs a
two-stage process. First, the adaptive filter estimates the feedback path using a frequency domain
implementation of the filtered-XLMS algorithm [14]. Second, the estimated coefficients are used
to cancel the feedback signal in the time domain. Separation of the estimation of the feedback path
and cancellation of the feedback allows the system to use delays in the adaptation process without
inserting delays in the cancellation process.
Finally, the method of this dissertation improves upon the howling scenario due to rapid or
sudden change in the acoustic feedback path [13]. This problem is annoying and occurs often
in a daily routine whenever a reflective surface such as a telephone receiver is brought near the
face plate of the hearing aid, and in many other ways [13, 14, 41]. The majority of the feedback
canceller systems employ gradient adaptive algorithms. They have relatively low computational
complexity and therefore can be implemented within the small chip areas available in hearing aids.
Unfortunately, gradient adaptive filters have slow convergence characteristics and may not be able
to track the high rate of build up of the output signal during times of sudden or rapid changes in the
feedback path, thus giving rise to howling behavior [13]. One approach to tackling this problem is
to use a howling detector to sense the start of howling. In order to avoid prolonged howling, the gain
function of the hearing aid is reduced when howling is detected. Subsequently, the gain is increased
slowly while the adaptive filter estimates the altered feedback path and the hearing aid system is
6stable [13]. The problem with this approach is that the gain has to be increased gradually over
several seconds to keep the hearing aid system stable and produce an output with low distortion.
This may cause the patient to miss some information because of inadequate sound pressure levels
at the eardrum while ramping up the gain function. It is highly desirable to develop an adaptive
filter with fast convergence and low computational complexity to suppress howling in hearing aids.
It is well known that least-squares adaptive filters converge faster than gradient-based algorithms
in general [42–44]. However, even the most efficient least-squares algorithms [12, 42] have much
higher computational complexity than most gradient adaptive filters. In our approach, we use the
least-squares method to obtain an initial estimate of the altered feedback path immediately after
howling is detected and switch to a gradient algorithm after a predetermined number of iterations.
The computational complexity of the least-squares adaptive filter is comparable to that of the
gradient algorithm because we make use of the efficiencies available during the initialization of the
LS estimation process. The least-squares problem Ax = B, where A is an N ×N known Toeplitz
matrix, B is an N × 1 known vector and x is an N × 1 unknown vector can be solved in O(N2)
operations using a direct Toeplitz solver [45–51]. These operations are spread over N iterations
in our approach to maintain the linear complexity of the adaptive filter. Feedback cancellation is
not performed during the LS adaptation process immediately after howling is detected. During the
transition period, the hearing aid gain is reduced and increased periodically so as to prevent the
hearing aid from becoming unstable. The gain is reduced for short durations so that the user will
not perceive a loss of information because of the posttemporal masking effect [39].
1.1 Organization of the dissertation
The rest of this dissertation is organized as follows. Chapter 2 reviews the background literature
for the research presented in this dissertation. Some of the popular decorrelators used in digital
hearing aids for adaptive feedback cancellation are evaluated in Chapter 3. An experimental method
for MATLAB simulations that is suitable for testing adaptive feedback cancellation algorithms
employed in hearing aids is also developed in Chapter 3. The adaptive gain processing is described
and compared against the classical methods with fixed gain functions in Chapter 4. The low-delay
structure employed in this dissertation and relevant signal processing is described and evaluated in
Chapter 5. Chapter 6 formulates the howling suppression algorithm using a least-squares approach
and presents the experimental results from MATLAB simulations to demonstrate the capability
of the howling suppression algorithm. The perceptually motivated signal processing method that
combines the methods presented in Chapters 4, 5 and 6 is described in Chapter 7. Concluding
remarks and future work for this research are discussed in Chapter 8.
CHAPTER 2
BACKGROUND
In this chapter, we present the background for the research presented in this dissertation. The
work in the dissertation provides a better feedback control solution than the state-of-the-art tech-
niques. The acoustic feedback control for hearing aids has been a topic of research for over 30
years [6, 52, 53]. In this chapter, we will briefly go through the different types of feedback control
algorithms presented to date in the literature to the best of the author’s knowledge. This research
also improves upon the gain shaping methods in hearing aids. We will discuss various gain shaping
methods presented in literature for hearing aids. Finally, this research is motivated by signal
processing techniques used in the human auditory system. We present details about the human
auditory signal processing relevant to this research in Section 2.3.
2.1 Acoustic feedback control for hearing aids
In this section, we illustrate various methods described in the literature for feedback control
in hearing aids. Let the frequency response of the forward path of a hearing aid be G(ejω). It
can be said that sound arriving at the hearing aid microphone is amplified in accordance with a
frequency response G(ejω) in the forward path. The amplified sound at the receiver gets fed back
to the microphone through transfer function H(ejω) and re-amplified in a closed loop. As a result,
the digital hearing aid works in a closed loop structure with the closed loop response G(ejω)/(1−
G(ejω)H(ejω)). If the open loop gain
Γo(e
jω) = G(ejω)H(ejω) (2.1)
meets the Nyquist criteria (2.2, 2.3) [54,55] at some frequency ωosc for many consecutive iterations,
the hearing aid system is prone to instability and may oscillate at those frequencies. The Nyquist
criteria are given by
|Γ(ωosc)| ≥ 1 (2.2)
∠Γ(ωosc) = n× π for n = 0, 2, 4, · · · · · · (2.3)
8The oscillation may occur at one frequency or at a band of frequencies depending on the nature
of the feedback path and the gain profile in the forward path. The oscillation results in a narrow
bandwidth peak in the output spectrum that causes whistling in the hearing aid. Moreover, if the
Nyquist criteria sustain for many iterations, it causes the output of the hearing aid to grow in an
unbounded fashion creating the howling.
One way to avoid howling is to modify the forward path response so that the Nyquist conditions
are not satisfied in consecutive iterations. Many researchers have proposed such techniques by
modifying the magnitude and phase in the forward path of hearing aids to provide additional hearing
aid gain. Such techniques are discussed in Sections 2.1.1 and 2.1.2. Some other techniques identify
the feedback path and cancel the feedback signal to enhance the hearing aid system stability. These
methods are known as adaptive feedback cancellation and are discussed in Section 2.1.3
2.1.1 Oscillation suppression by modifying forward path magnitude response
In this method, a notch filter is used in the forward path of a hearing aid to reduce the gain
at frequencies where oscillations are likely to occur [52]. The notch filter is used in the forward
path of the hearing aid in cascade with the amplifier. The authors of [56] have suggested that the
oscillation frequencies may be identified at the time of hearing aid fitting. Once the frequencies are
identified, narrow notches are placed in the forward path using a digital notch filter. After manually
tuning the notch filters, authors in [56] demonstrated 8 to 10 dB of gain above the critical gain.
Unfortunately, the oscillation frequencies are not fixed over time. If the earmold moves a little
bit in the ear, or the patient moves his/her jaw, wears a hat, or brings a telephone receiver near
his/her ear, the characteristics of the feedback path, and consequently, the oscillation frequencies,
can change. To circumvent problems due to change in the feedback path, researchers have used
adaptive notch filters to continuously monitor large spectral peaks in the output signal [57–59].
Results in [57–59] have shown up to 4 dB of additional gain above the critical gain. Evaluations
of the adaptive notch filter (ANF) in [6] have suggested that the method employing ANFs is not
suitable for detecting oscillation frequencies at low frequencies.
2.1.2 Oscillation suppression using phase variation
Feedback oscillation occurs if the sound gets larger every time it goes around the loop. If the
characteristics of the sound coming back to the microphone is different from those of the original
input so that frequency components of the input signal and the feedback signal do not remain
continuously in phase with each other, they may not add up constructively. Consequently, the
chances of the system going into oscillations are greatly reduced. Authors in [60–62] suggested
to continuously modify the phase response with all-pass filters at oscillation frequencies so that a
9negative feedback is maintained. Published results in the literature have indicated that continuous
phase variation can provide 2 to 6 dB of additional gain without deteriorating the output sound
quality.
2.1.3 Adaptive feedback cancellation
The methods given in Sections 2.1.1-2.1.2 do not reduce feedback. Instead, they modify the
open loop gain so that instability in a hearing aid system can be avoided and more additional stable
gain can be provided to the hearing aid user. On the other hand, adaptive feedback cancellation
techniques estimate the feedback signal and the estimated feedback signal is subtracted from the
output of the microphone. Adaptive feedback cancellation (AFC) is one of the most attractive
approaches to reducing acoustic feedback in digital hearing aids [5, 6, 13, 52, 59, 63]. In adaptive
feedback cancellation, digital hearing aids use adaptive filters to estimate acoustic feedback and
cancel it in the digital domain [6,63]. A block diagram of a typical digital hearing aid with adaptive
feedback cancellation (AFC) is shown in Figure 2.1.
The input signal v(n) is corrupted by the feedback signal f(n) and is picked up by the mi-
crophone. An adaptive filter w(n) is used to estimate the feedback signal using the reference
signal x(n) and the primary input signal u(n) to produce the signal y(n). The adaptive filter w(n)
estimates the combined response of the speaker, the microphone and the acoustic feedback. It is
desired that the signal y(n) be close to the feedback signal f(n) so that the output of the hearing
aid is close to the input signal v(n). The gain function G of the hearing aid is typically frequency
dependent. The output limiter (OL) limits the amplitude of the output signal x(n) which is used
here in place of an output compression limiter (OCL) for simplicity [7]. The OCL reduces the gain
of the system to mitigate clipping [13,64]. Due to the closed loop nature of the hearing aid system,

















Figure 2.1: Simplified block diagram of a digital hearing aid with AFC.
10
a delay in the forward path or in the cancellation path is the most popular decorrelation method
employed in hearing aids due to its simplicity [6,7]. Bustamante et al. [56] were the first to suggest
the use of a delay to estimate the feedback path. Use of delays can result in improved adaptive filter
performance in steady state, as shown analytically by Siqueria et al. [7]. Siqueria et al. in [7] have
also shown that the delay in the forward path provides more bias reduction than the delay in the
cancellation path.
Adaptive filters model the feedback path with a finite impulse response filter withN coefficients.
In what follows, we denote the coefficient vector as w(n). Among the many gradient adaptive
filters available, the normalized least-mean-squares (NLMS) algorithm is the most popular scheme
in hearing aids due to its simplicity. The update equations for the NLMS adaptation for estimating
the feedback path are given in Table 2.1. In the update equations, α is a small positive constant
that controls the adaptation speed of the system and ǫ is another small positive constant designed
to prevent singularities [36]. The adaptive feedback cancellation described above improves the
output sound quality and provides amplification levels larger than the critical gain [6]. However,
there are also shortcomings to the use of delays as decorrelators. They include slower convergence
with longer delays [7], smaller decorrelation of tonal signals in the input signal such as voiced
segments in speech [10, 65] and coloration effects at the cochlea for longer delays (usually greater
than 4 ms to 8 ms) [10]. A number of researchers have proposed and evaluated variations of
adaptive feedback cancellation techniques to reduce the requirement of delay and distortions at
low frequencies [6, 8, 10, 13, 14, 59, 66].
Various types of decorrelators have been suggested in literature to reduce the requirements of
the forward path delay [6]. These decorrelators include intermittent probe noise [67–70], phase
modulation [11] and frequency compression [10]. While the use of probe noise reduces the require-
ments of the delay, often, the power of the probe noise required to get sufficient decorrelation is
large and so noise can be heard at the output of the hearing aid. This is annoying to the user and
hence not a preferred method except for profoundly hearing impaired patients who are not affected
by the additional noise. The use of phase modulation or frequency compression also reduces the
Table 2.1: Update equations for the classical adaptive feedback canceller.
x(n) =
[
x(n) x(n− 1) · · · x(n−N + 1)
]T
e(n) = u(n)− y(n) = u(n)−wT (n)x(n)





delay requirements and can improve output sound quality for tonal components in the input signals.
Frequency-dependent phase modulation can be achieved with all-pass filters [16, 71]. Frequency
shifting is done with Hilbert transform [36] or compression of the spectrum with the sampling
approach [10, 72]. It must be mentioned that the increased use of decorrelators may harm the
output sound quality of hearing aids [11,16,72]. It is reported that frequency shifting up to 5 Hz or
slow phase modulation is not perceivable by human ears [11, 39].
In another improvement for AFC in hearing aids, Kates [73] suggested constraining the magni-
tude of the adaptive filter coefficients [73] to stop the divergence of the adaptive filter coefficients
when tonal signals are input to the hearing aid. In a different implementation of adaptive feedback
cancellation, a noncontinuous adaptive feedback cancellation (AFC) was proposed to improve the
hearing aid stability and to provide more feedback cancellation [6,59,74,75]. It was argued that the
noncontinuous AFC would be less susceptible to the instability problems because it is implemented
in the open loop. The block diagram of the noncontinuous AFC is shown in Figure 2.2. In this
method, the forward signal path is broken and the adaptive filter is adapted with some predetermined
condition. Such adaptation was first proposed by Graupe et al. [74]. The adaptation is performed
at turn on, periodically and/or when a threshold change in the gain is sensed. Kates [59] proposed
adaptation using probe noise when strong oscillations are detected. The oscillation is detected using
an adaptive notch filter (ANF). Maxwell and Zurek [6] proposed the adaptation in quiet intervals
or at the onset of oscillations. The quiet intervals are detected using an energy-based voice activity
detector (VAD).
There are several problems associated with the noncontinuous AFC. First, since the adaptation
is not carried out all the time, it compromises the output sound quality of the hearing aid. Second,
























Figure 2.2: A block diagram of noncontinuous acoustic feedback cancellation in hearing aids.
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the output sound quality will be poor. Moreover, the intermittent probe signal introduced into the
signal to help the adaptive filter to adapt reduces the signal-to-noise ratio and may not be acceptable
to the hearing aid user. Greenberg et al. [2] evaluated continuous and noncontinuous AFC with
different signals, vent conditions and feedback paths. The results in [2] indicate that the continuous
adaptive feedback cancellation is the better choice for the feedback reduction in hearing aids than
its noncontinuous counterpart.
A few researchers have suggested feedback cancellation with an adaptive filter for limited
frequencies - band-limited adaptive feedback cancellation, to provide smaller distortions at low-
frequencies in the output sound [8,76]. In this approach, adaptive feedback cancellation is done for
frequencies in which oscillations are likely to occur. Such frequencies are determined at the time of
hearing aid fitting based on the Nyquist criteria. The idea of the band-limited adaptation is attractive
for speech signals, because most of the correlated part of speech is at low frequencies, while
oscillation normally occurs at high frequencies. In addition, band-limited signals will have lower
spectral dynamics compared to original signals. Consequently, the band-limited algorithm should
have faster convergence than wide-band algorithms. The band-limited algorithm may improve
the output sound quality if the feedback path contains oscillation frequencies in higher frequency
regions. However, it is not suitable for all types of hearing aids and may not work well if the
feedback path is changing frequently during the operation of hearing aids.
In a significant contribution towards improving adaptive feedback cancellation in hearing aids,
Hellgren et al. [77] proposed an idea for adaptive feedback cancellation to reduce the bias of the
adaptive filter in hearing aids using a filtered-XLMS type adaptive filter [63]. Hellgren et al. showed
that the bias in the adaptive filter estimate with the NLMS adaptive filter can be reduced if the mean
of the square filtered error E[(ew(n))
2] is minimized. The error e(n) is filtered through a filter
Lw(n) to obtain the filtered error ew(n), where Lw(e
jω) is a whitening filter and is the inverse of the
filter that generates the input signal v(n) from a white noise signal or an impulse train signal [78].
The block diagram of adaptive feedback cancellation with the filtered-XLMS algorithm is shown
in Figure 2.3.
Spriet et al. [79] proposed a two-channel identification approach to identify L−1w (e
jω) with
the assumption that the input signal v(n) is an autoregressive signal of fixed order, i.e. the filter
L−1w (e
jω) is a fixed order all pole filter [12]. Spriet et al. used two FIR adaptive filters A(ejω) and
B(ejω) to simultaneously identify Lw(e
jω) and −Lw(e
jω)H(ejω). The adaptation is performed to


























Figure 2.3: Block diagram adaptive feedback cancellation using a filtered-XLMS adaptive filter.
where xt(n) =
[
x(n) x(n− 1) · · · x(n−N −Ma + 2)
]T
, A(n) is a column vector of
length Ma, ut(n) =
[
u(n) u(n− 1) · · · u(n−Ma + 1)
]T
, and B(n) is a column vector of
length N +Ma − 1. A block diagram of the two-channel filtered-XLMS (TC-FXLMS) algorithm
proposed by Spriet et al. is shown in Figure 2.4. Minimizing error et(n) results in a nonlinear
optimization. This dependency is effectively ignored by the authors by neglecting the second






















Figure 2.4: Block diagram of the adaptive feedback cancellation with the two-channel
filtered-XLMS algorithm (TC-FXLMS).
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adaptive filter for a given delay with the two-channel approach. However, the two-channel FXLMS
algorithm approximates the feedback path transfer function H(ejω) with an IIR transfer function
whose poles are the zeros of the adaptive filter A(ejω). Therefore, it is necessary for the stability
of the system that the zeros of A(ejω) are inside the unit circle. Ensuring this condition can be
computationally complex for the higher order of the adaptive filter A(ejω) [80].
2.2 Spectral gain shaping in hearing aids
In addition to acoustic feedback control, hearing aids provide frequency-dependent gain to
hearing aid users. Furthermore, they modify frequency-dependent gain in the forward path of
hearing aids to perform dynamic signal processing. In this section, we discuss some of the methods
used in the literature for spectral gain shaping in hearing aids.
2.2.1 Frequency domain implementation
As stated earlier, hearing aids provide frequency-dependent hearing aid gain. Moreover, dy-
namic signal processing is done in the frequency domain. This makes frequency domain im-
plementation a logical choice for hearing aids. Kaelin et al. [13, 81] have implemented hearing
aids in the frequency domain that can perform necessary frequency-dependent hearing aid signal
processing. In addition, they also investigated the use of the frequency domain block-based LMS
(FBLMS) adaptive filters for feedback reduction in digital hearing aids based on the “overlap-save”
method. The block diagram of the hearing aid structure in the frequency domain employing the
FBLMS algorithm for adaptive feedback cancellation is shown in Figure 2.5. To better understand
description of this algorithm, the following notation is used. Let x(k, n) defined as



























Figure 2.5: A block diagram of the hearing aid structure employing the FBLMS algorithm.
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represents the kth frame of the input signal x(n). In (2.5),Nf is the frame size in number of samples
and ∆K represents the shift between successive frames. Let the discrete fourier transform (DFT)




denote the vector of all frequency components X(k, i) in frame k by X(k). In the implementation
of Kaelin et al. [13], the reference signal x(n) and the desired signal u(n) is segmented into 2N
point vectors with N point overlap and used to update the adaptive filter coefficients in frequency
domain. The hearing aid gain and dynamic signal processing can be performed by adjusting gain
of frequency bins g(k, i) of a forward path signal. The adaptive feedback cancellation algorithm
at block k is summarized in Table 2.2. In Table 2.2, the variables W(k) and g(k) are the vector
representations of the adaptive filter coefficients and the hearing aid gain in the frequency domain,
respectively. The variable d2 = D/N is the normalized delay.
While the frequency domain implementation of hearing aids provides a computationally effi-
cient implementation, it adds long delays in the forward path which is not acceptable for hearing
Table 2.2: Adaptive feedback cancellation with FBLMS adaptive filter.
Definitions
S(0) ... A vector of length 2N with small positive constant
W(0) ... A vector of length 2N with all zeros
µ0 ... Suitable adaptation constant









y(k) = the last N elements of IFFT(Y(k))






W(k + 1) =W(k) + µ0S(k)X(k)E(k)
W(k + 1) = FFT
([
the first N elements of IFFT(W(k + 1))
0
])
Qf (k, i) = E(k, i) + (−1)
jE(k − 1, i) for i = 0, · · · , 2N − 1
X(k + 1, i) = g(k, i)Qf (k − d2, i) for i = 0, · · · , 2N − 1





denotes element-by-element multiplication of vectors
• 0 denotes column vector of length N
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aids [31]. The requirement of long delays in the forward path almost makes the above imple-
mentation unusable for practical purposes in hearing aids. The delay in the forward path for a
frequency domain implementation can be reduced using partitioned FBLMS type algorithms [12].
An implementation of partitioned FBLMS adaptive filter for hearing aids is suggested in [82].
2.2.2 Subband domain implementation
The complete signal processing of hearing aids can also be implemented in subband domain as
well [3, 36, 83]. Uniform or nonuniform subbands can be used [36, 84, 85]. Nonuniform subband
whose bandwidths are equivalent to auditory filter bandwidths across frequency are believed to per-
form better noise reduction [86,87]. However, often nonuniform subbands implementation requires
additional complexity and processing delays [88]. Even though the low-delay implementation of the
nonuniform subbands are available [88], uniform subbands are a more popular choice for hearing
aid implementation due to their simplicity [3, 9].
In most subband structures, a block-based structure is used where first, samples are collected
into a frame and then, a transformation is applied to convert them into subband signals. There
are many transformations used in the literature such as Discrete Fourier Transform (DFT), Modu-
lated Lapped Transform (MLT), Generalized DFT (GDFT), Discrete Hartley Transform (DHT) and
Discrete Cosine Transform (DCT) [3, 36, 83]. These transformations differ in the implementation
efficiency, side band attenuation and type of the output signal (real vs. complex valued). Any of the
transformations is sufficient; however, the subband implementation with GDFT is a popular choice
for hearing aids as it produces odd stacked complex valued subbands which can be efficiently im-
plemented with the FFT algorithm and bandwidths are uniform across frequencies which are easier
to visualize [9, 28, 89]. A subband-based system employing M subbands, which are created with
oversampled Generalized Discrete Fourier Transform (GDFT) filter banks is shown in Figure 2.6.




























Figure 2.6: Block diagram showing the signal processing components of a typical digital hearing
aid in the subband domain implementation.
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pling rate of the system. The GDFT filter banks are known for their computationally efficient
implementation via FFT [9, 83, 90]. Let ui(m) denote subband domain signal in band i at time
m for the microphone, then, u(m) denotes a vector containing all subband domain signals such
that u(m) =
[
u0(m) u1(m) · · · uM−1(m)
]T
. Other signals follow a similar notation in the
subband domain for this dissertation. Gain compensation for hearing loss and adaptive feedback
cancellation are done in the subband domain. Gain compensation is done by adjusting the subband
gain values gi(m) based on a frequency dependent audiogram of the hearing-impaired listener.
Finally, adaptive feedback cancellation is done with a normalized adaptive least-mean-squares
(NLMS) algorithm in each subband. Subband adaptive filters together model a full band feedback
path that is approximated with a linear impulse response with N coefficients. Let wi(m) represent
the adaptive filter coefficient vector for the ith subband and containNs = [N/L] coefficients, where
the operation [a] returns the integer part of the real number a. If N is not a multiple of L, modeling
the adaptive filter with Ns coefficients in subband is not an exact but close approximation of the
impulse response with N coefficients in full band. The update equations for the NLMS adaptation
in the ith subband for themth subband sample to estimate the feedback path are given in Table 2.3.
In Table 2.3, α is a small positive constant that controls the adaptation speed of the system and ζ is
another small positive constant designed to avoid a divide-by-zero [12, 91, 92].
2.2.3 Low-delay implementation
Researchers have recognized requirements for low-delay in various areas of audio signal pro-
cessing and have proposed low-delay implementations for audio signal processing [36]. In the
subband-based methods, long prototype filters are needed to achieve a sufficient stopband attenua-
tion, which results in a high signal delay. One approach to achieve a reduced delay is to design the
prototype lowpass filter of the DFT filter-bank by numerical optimization with the design target
to reduce the aliasing distortions with constrained signal delay [93, 94]. A lower signal delay
Table 2.3: Update equations for a subband-based adaptive feedback cancellation system.
xi(m) =
[
















wi(m+ 1) = wi(m) + µi(m)ei(m)xi(m)
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can be achieved by the concept of the filter-bank equalizer (FBE) proposed in [95, 96]. In this
method, the adaptation of the coefficients is performed in the (uniform or nonuniform) short-term
frequency domain while the actual filtering is performed in the time domain. Smaller delays are
obtained by approximating the time-domain filter of the FBE by a filter of lower degree. These
methods reduce requirements of delay compared to the analysis-synthesis filter banks; however,
they still possess broadband delays. In a related approach, Kates et al. [4] used frequency warping
using an all-pass transformation1 for dynamic range compression in hearing aids. Implementations
with all-pass transformed elements need fewer frequency channels for the same low frequency
resolution. However, these systems require a higher computational complexity in comparison to
the corresponding uniform filterbank (with delay elements) [36].
2.3 Human auditory signal processing
The field of psychoacoustics has made significant progress toward characterizing human au-
ditory perception. In many areas of signal processing, perceptually irrelevant signal information
is used to improve the output sound quality [23, 97–99]. Research in psychoacoustics has shown
that humans can have difficulty hearing weak signals that fall in the frequency (frequency mask-
ing) or time vicinity (temporal masking) of stronger signals [17, 24, 100]. Irrelevant information
is identified during signal analysis by incorporating several psychoacoustic principles, including
absolute hearing thresholds, critical band frequency analysis, simultaneous masking, the spread of
masking along the basilar membrane, and temporal masking. This section reviews psychoacoustic
fundamentals that are used in this research.
2.3.1 Absolute threshold of hearing
The absolute threshold of hearing at a frequency is the minimum amount of energy of a pure tone
at that frequency that can be detected by a human ear in a noiseless environment. These thresholds
HT (f) at various frequencies f are approximated by a nonlinear function construed based on the
average of a few normal-hearing listeners thresholds. One such model [101] approximates the
absolute threshold of hearing using the nonlinear function
HT (f) = 3.64(f/1000)
−0.8 − 6.5e−0.6(f/1000−3.3)
2
+ 10−3(f/1000)4dB SPL (2.6)
where f is the frequency in Hz.
1This transformation is achieved by substituting all delay elements of the discrete filters by all-pass filters z−1 →
z−1−αf
1−αfz−1
, where αf is a positive number that determines the amount of frequency warping.
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2.3.2 Critical bands
Defining critical bands is an important step in perceptual modeling. A critical band is a band
of frequencies that the human auditory system treats similarly. We describe a psychoacoustic
experiment to illustrate this phenomenon. Researches have found that the perceived loudness of
a narrow band noise source remains at a constant level as the bandwidth of the source is increased
up to the critical bandwidth. Physiologically speaking, neurons associated with in band frequencies
are tuned together more than neurons associated with the out of band frequencies.
A critical band is characterized by its center frequency and bandwidth that varies along the
frequency axis. The width of critical bands increases as frequency increases. Center frequencies
and bandwidths of various critical bands had been determined by many researchers with different
psychoacoustic experiments [17,24,101,102]. In this dissertation, we use Zwicker’s data [102] for
the center frequency and bandwidth of a critical band. These values are listed in Table 2.4.
Table 2.4: Parameters of critical bands.



























It can be seen from Table 2.4 that width of critical bands increases progressively. For a nor-
mal listener, critical bandwidths can be conveniently approximated as a function of frequency f
(Hz) [101] as





Critical bands can also be treated as a nonuniform filter bank that is a set of band pass filters with
bandwidths shown in Table 2.4. A band pass filter improves the signal-to-noise ratio by removing
out-of-band noise. This improves hearing ability of listeners in noisy environments [17, 103]. A
width of one critical band is commonly referred to as “one Bark” in the literature. The following
equation is used to convert frequency f in Hz to frequency HB(f) Bark






2.3.3 Masking and spreading function
Masking is a phenomenon in which a sound renders another sound (usually weaker) inaudible.
The sound that renders the maskee inaudible is known as the masker whereas the sound that is
inaudible is known as the maskee. Masking can occur in time or in frequency. If a sound masks
another sound that occurs at a different time, it is known as temporal masking. Temporal masking
can be further categorized into forward and backward masking in which the maskee can occur
before or after the masker, respectively. In frequency masking, a sound at a frequency masks sound
at another frequency at softer levels than the masker. Frequency masking is used more often in audio
signal processing than temporal masking due to the simplicity of its implementation [24, 39, 97].
For the purpose of calculating masking thresholds, it is helpful to distinguish between two types
of masking, namely tone-masking-noise and noise-masking-tone [104, 105]. In the first case, a
tone occurring at the center of a critical band masks noise of any subcritical2 bandwidth if the noise
spectrum is below a predictable threshold. In the second case, the nature of the masker and the
maskee are reversed. From a psychophysical point of view, this phenomenon can be explained as
follows. The presence of a strong noise or tone masker creates an excitation of sufficient strength
on the basilar membrane at the critical band location to effectively block transmission of a weaker
signal. In addition, interband masking has also been observed, i.e. a masker centered within one
critical band has some predictable effect on detection thresholds in other critical bands. This effect,
2Within a critical band.
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also known as the spread of masking, is often modeled by an approximately triangular spreading
function which has slopes of +25 and −10 dB per Bark. A convenient analytical expression for the
spread of masking is given by [24]:
SF (x) = 15.81 + 7.5(x+ 0.474)− 17.5
√
1 + (x+ 0.474)2 dB (2.9)
where x has units of Barks and SF (x) is expressed in dB. After critical band analysis is done and
the spread of masking has been accounted for, masking thresholds are established by the following
relation [106]
TNH = ET − 14.5−B
N
C (2.10)
T TH = EN −KC (2.11)
where TNH and T
T
H , respectively, are the noise and tone masking thresholds due to tone-masking-
noise and noise-masking-tone, EN and ET are the critical band noise and tone masker energy
levels, and BNC is the critical band number. The parameter KC , has typically been set between
3 and 5 [104]. Masking thresholds are commonly referred to as just noticeable distortion (JND).
In Figure 2.7, we show the masked signal below the masking threshold in the shaded area. In
Figure 2.7, we consider the case of a single masking tone occurring at the center of a critical
band. Physiologically speaking, it can be said that the masking threshold shown in Figure 2.7 is
hypothetically the excitation of the tone along the basilar membrane.
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Figure 2.7: Schematic representation of in-band frequency masking due to a tone.
CHAPTER 3
EVALUATION OF VARIOUS DECORRELATORS
Due to the closed loop nature of the hearing aid system, a decorrelator Dc in the forward path,
as shown in Figure 3.1, is used to decorrelate the reference signal x(n) from the input signal u(n).
The use of a decorrelator can in general improve the adaptive filter estimate of the feedback path.
Introducing a delay in the forward path is the most popular decorrelation method employed in
hearing aids due to its simplicity [6, 7]. However, there are also several shortcomings to the use
of delays as decorrelators. They include slower convergence with longer delays [7], smaller
decorrelation of tonal signals in the input signal such as voiced segments in speech [10, 107]
and coloration effects at the cochlea for longer delays (usually greater than 4 ms to 8 ms) [10].
Many researchers have proposed the use of additional decorrelators such as adding probe noise [6],
frequency shifting [10] and continuous phase shifting [11] along with the delay in the forward path
to alleviate some of the above difficulties.
Portions of this chapter are reprinted, with permission, from
• Ashutosh Pandey and V. John Mathews, “Improving adaptive feedback cancellation in digital
hearing aids through offending frequency suppression,” in Proc. IEEE Intl. Conf. on Acous-


















Figure 3.1: Simplified block diagram of a digital hearing aid with adaptive feedback cancellation
employing a decorrelator in the forward path.
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In this chapter, we present a thorough evaluation of the different methods for decorrelating
the reference and primary inputs to the adaptive feedback canceller through MATLAB simulations
and subjective tests. Decorrelators studied in this chapter for digital hearing aids are described in
Section 3.1. Section 3.2 presents MATLAB simulations and results from subjective evaluations for
some of the most popular decorrelators employed in hearing aid systems.
3.1 Decorrelators
Available decorrelators in the literature include adding probe-noise, constant frequency shift,
continuous phase shifting, delay in the forward path and delay in the cancellation path [7]. Siqueria
et al. [7] showed that delays in the forward path were more beneficial than delays in the can-
cellation path. Moreover, it was shown that power levels of probe noise needed to reasonably
reduce the adaptive filter bias were high and degrade the output sound quality (reduced SNR)
significantly [7, 11]. Therefore, we do not study the effects of the probe noise and decorrelation
delay in the cancellation path in this chapter. Effect of forward path delay values, frequency shifting
and phase shifting are explored in this chapter in terms of added stable gain and subjective quality
of output sound. Delay in the forward path is implemented with a delay line on the error signal
e(n).
3.1.1 Frequency shifting
The frequency shift is employed in the forward path at the error signal e(n) as shown Figure 3.2.
In Figure 3.2, hl is the Hilbert transform operation, Nl is the number of sample delays introduced
into the lower path in Figure 3.2 by the Hilbert transform operator and ωs is the desired frequency
Figure 3.2: The frequency shifter employed in this dissertation.
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shift in the spectrum of the error signal e(n). Details can be found in Chapter 8 of [36]. The authors
of [10] have argued that shifting the spectrum up to 5 Hz does produce audible artifacts.
3.1.2 Phase modulation
Phase shifting is implemented in the forward path of a hearing aid with a second-order all-pass
filter Ap(z) with transfer function
Ap(z) =
−d+ c(1− d)z−1 + z−2





, c = −cos(ωc) (3.2)
where ωc controls the center frequency of the phase change and ωd controls the amount of delay
across the center frequency. As ωd becomes smaller, the transition width of the phase response
becomes narrower. The parameters ωc and ωd were varied as suggested in [11] to implement the
continuous phase shifting and to minimize audible artifacts in the output sound. Specifically, the
process of coefficients variation included slow variation of the parameter ωc between 0.25π and
π radians/second and scaling of the parameter ωd as ωd = (π − ωc)/2. The phase shifting was
not implemented for the frequency region corresponding ωc = 0 ∼ 0.25π radians/second (low
frequencies) to avoid audible artifacts. The scaling was done to reduce amount of delay towards
low frequencies and vice versa.
3.2 Results and discussion
This section presents the results from MATLAB simulations of the hearing aid algorithms to
demonstrate the performance of the adaptive feedback cancellation with different decorrelators. A
subjective evaluation of the output sound quality for all methods fromMATLAB simulations is also
presented. The sampling frequency fs used for all experiments was 16000 Hz. In the next set of
experiments, the adaptive feedback cancellation (AFC) was performed in MATLAB for the phase
modulation and frequency shifting decorrelator along with forward path delay values of 2 ms, 4
ms and 8 ms. Only the 2 ms delay was used with the frequency shifting and phase modulation
decorrelators to evaluate additional benefits provided by these decorrelators.
The true feedback path was simulated using a 192-tap FIR filter in parallel with a homoge-
neous quadratic degree of nonlinearity. The nonlinearity simulates the nonlinear distortions in
the loudspeakers and A/D converters in a hearing aid system. The harmonic signal strength was
40 dB below that of the output of the linear component. Coefficients for the linear component
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of the feedback path were obtained from measurements of an inside-the-ear (ITE) hearing aid.
The critical gain for the acoustic feedback model used in this chapter was 36.4 dB. The feedback
canceller employed a linear FIR system model with 128 coefficients. This undermodeling attempts
to capture the practical situation where it is very difficult to exactly model the feedback path in the
system. Other parameters used in the adaptive filter were α = 0.001 and ǫ = 10−3. The output
signal x(n) was clipped if the level became greater than 80 dBu.
A frequency shifting of −3 Hz was used for the frequency shift decorrelator. The frequency
shifting was implemented using a 33-tap Hilbert transformer designed with the MATLAB filter
design toolbox. For the phase shift decorrelator, the parameter ωc was modulated by 0.0002fs as
suggested in [11]. The input signals to the hearing aid were clean speech waveforms taken from
the TIMIT database. Colored noise samples, with the power spectral density reducing at the rate of
3 dB per octave as frequency increases, were added to the input signal to create the signal-to-noise
ratio of 40 dB. This noise model was chosen to represent the hardware noise due to circuits/sensors
in the hearing aid.
To evaluate effectiveness of various decorrelators, adaptive feedback cancellation was per-
formed at several different hearing aid gain values for all the decorrelators. The initial value
of hearing aid gain was set to 20 dB below the target gain. Subsequently, the gain was slowly
increased for 20 seconds at the rate of 1 dB/second to reach the target gain level. The adaptive
feedback cancellation experiment ran for 80 seconds in each case. The last 10 seconds of the
experiment were deemed as the steady state. The performance indicators from the steady state
were used to judge performances of various schemes. The performance indicators are the average
misalignment (MSL) in the adaptive filter estimates during the steady state, and subjective ratings
of residual feedback components and loudness of the steady state output signal on a scale of 0− 5,
as described in Table 3.1.
Loudness ratings refer to the volume of the words in each sentence. The misalignment in dB at
time n is calculated from the estimated adaptive coefficients vectorw(n) and the firstN coefficients
Table 3.1: Description of user ratings for feedback and loudness.
Ratings Feedback Loudness
0 Loud howling Inaudible
1 Loud continuous whisting Soft
2 Soft continuous whistling Somewhat soft
3 Soft intermittent whistling Comfortable
4 No audible feedback, acceptable quality Somewhat loud
5 No audible feedback, good quality Extremely loud
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where ‖.‖F is the Frobenius norm of a vector. Five subjects participated for subjective evaluations
and they rated each system’s output on 6 speech signals. During the test, the recorded speech signals
were played in a random order through a loudspeaker in a quiet environment.
The performance indicators for all the schemes for 7 distinct gain values are summarized in
Table 3.2. In Table 3.2, the misalignment value of 0, the feedback rating of 0 or the loudness
rating of 5 indicate that the system went into instability for that hearing aid gain. The subjective
ratings of residual feedback and loudness for the input signal to the hearing aid were 4.34 and
3.08, respectively. The following conclusions can be drawn based on performance indicators in
Table 3.2. First, the adaptive filter estimate got better (misalignment reduced) as the hearing aid
gain increased for all methods when the hearing aid system was stable. However, the output sound
quality deteriorated as indicated by the feedback ratings for traditional methods. Moreover, at
higher gains (greater than 47 dB), the misalignment increased for traditional decorrelation methods.
This is because there were tonal signals due to residual feedback components in the forward path
that deteriorated the performance of the adaptive filter.
The results of Table 3.2 also suggest that the adaptive filter estimate got better with increase in
the forward path delay and with the use of the phase and frequency shifter. Nonetheless, this did
not translate into additional hearing aid gains when compared to a 2 ms delay with no additional
decorrelator employed. The frequency shifting was the most effective decorrelator in terms of
reducing misalignment. The phase shifter provided higher gains than the use of forward path delay
alone. This was possible because changing phase in the forward path reduced the buildup of some
acoustical feedback components in successive iterations. However, the output sound quality at the
higher gain values was rated below acceptable levels. The phase shifter yielded slightly better
output sound quality at gain values of 45 dB, 47 dB and 49 dB than the other approaches.
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Table 3.2: Performance indicators for different schemes.
Gain (dB) 45 47 49 51 53 55 57
Delay MSL -13.3 -19.0 -22.7 -22.1 0 0 0
2 ms Feedback 3.9 3.68 2.57 2.45 0 0 0
Loudness 3.24 3.27 3.72 3.91 5 5 5
Delay MSL -16.0 -22.3 -22.5 -21.4 0 0 0
4 ms Feedback 3.88 3.55 2.23 1.98 0 0 0
Loudness 3.23 3.21 3.69 4.02 5 5 5
Delay MSL -23.7 -29.6 -27.9 0 0 0 0
8 ms Feedback 3.85 3.62 2.16 0 0 0 0
Loudness 3.19 3.24 3.92 5 5 5 5
Freq. MSL -24.5 -29.6 -28.0 0 0 0 0
shift Feedback 3.95 3.56 2.81 0 0 0 0
Loudness 3.21 3.13 3.73 5 5 5 5
Phase MSL -22.3 -27.5 -27.8 -25.8 0 0 0
shift Feedback 4.04 3.78 3.04 2.19 0 0 0





This chapter presents algorithms to modify the forward path gain in digital hearing aids to
provide additional amplification and better output sound quality. This approach employs a variable,
frequency-dependent gain function that is lower at frequencies of the incoming signal where the
information is perceptually insignificant. We refer to this as adaptive gain processing in this
dissertation. In addition, this chapter presents a method that automatically identifies and suppresses
residual acoustical feedback components at frequencies that have the potential to drive the system
to instability. This is termed offending frequency suppression in this dissertation. The suppressed
frequency components are monitored and the suppression is removed when such frequencies no
longer pose a threat to drive the hearing aid system into instability.
Portions of this chapter are reprinted, with permission, from
• Ashutosh Pandey, V. John Mathews and Michael Nilsson, “Adaptive gain processing to im-
prove feedback cancellation in digital hearing aids,” in Proc. IEEE Int. Conf. on Acoustics,
Speech and Signal Processing, vol. 5, Las Vegas, NV, April 2008, pp. 357-360. c©[2008]
IEEE.
• Ashutosh Pandey and V. John Mathews, “Improving adaptive feedback cancellation in digital
hearing aids through offending frequency suppression,” in Proc. IEEE Int. Conf. on Acous-
tics, Speech and Signal Processing, vol. 5, Dallas, TX, March 2010, pp. 173-176. c©[2010]
IEEE.
• Ashutosh Pandey and V. John Mathews, “Offending frequency suppression with a reset algo-
rithm to improve feedback cancellation in digital hearing aids,” in Proc. IEEE Int. Conf. on
Acoustics, Speech and Signal Processing, vol. 5, Prague, Czech, May 2011. c©[2011] IEEE.
• Ashutosh Pandey and V. John Mathews, “Adaptive gain processing with offending frequency
suppression for digital hearing aids,” submitted to IEEE Trans. on Audio, Speech and Lan-
guage Processing, Dec. 2010. c©[2010] IEEE.
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The rest of the chapter is organized as follows. The gain processing methods - adaptive gain
processing and offending frequency suppression with the reset algorithm to remove offending
frequency suppression filters are presented and discussed in Section 4.1. In Section 4.2, the perfor-
mance of both gain processing algorithms is evaluated and compared in MATLAB as well as from
real time implementations.
4.1 Hearing aid gain processing methods
In the traditional system described in Section 2.2.2, the hearing aid gain in the forward path
does not change over time. The methods of this chapter alter the hearing aid gain in the forward
path with the hearing aid gain values and parametric EQ filters. A block diagram of the new
scheme employing the gain processing methods of this chapter is shown in Figure 4.1. First, the
system applies adaptive gain processing (AGP) by calculating the masking thresholds from the
target amplified signal Q(m), and uses that to modify the gain values in the each subband. The
modified gain values are referred to as ga(m). The modified gain values ga(m) and prescribed gain
values g(m) are also used to modify step size for NLMS adaptation. The details of modifying gain
values ga(m) and step size control are presented in Section 4.1.1.
Second, the new scheme identifies potential offending frequencies from the microphone signal.
The forward path gain is reduced in narrowband frequency bands at those frequencies using para-
metric EQ filters, as shown in Figure 4.1. The change in offending frequencies is monitored with
a reset algorithm that uses subband adaptive filter coefficients wi(m). The offending frequency
suppression (OFS) and the reset methods are described in Section 4.1.2.
4.1.1 Adaptive gain processing
The adaptive gain processing (AGP) utilizes the information about masking thresholds in the
target amplified signal. We describe the steps involved in finding the masking thresholds in Sec-
tion 4.1.1.1. Gain and step size control schemes that result in low artifacts and low distortions in
the output signals are discussed later in the section.
4.1.1.1 Calculation of masking thresholds
Masked signal components are considered as ”‘irrelevant information” and it is shown in lit-
erature that even well trained human ears do not hear these components. In this chapter, we do
not consider the contribution of temporal masking because it is usually difficult to quantify [17].
Spectrally masked components used in this chapter are identified with psychoacoustic principles







































































































































































































































Calculation of the masking thresholds Ti(m) for the m
th frame and ith subband involves defin-
ing critical bands on the power spectrum Pi(m) of the speech signal. The power spectrum is
calculated from the spectrum of the target amplified signalQi(m) using speech pressure level (SPL)
normalization [24]. Subsequently, tonal and noise maskers are identified in each critical band which
are above the hearing threshold [17, 24, 102]. If two or more maskers are close to each other in a
critical band, only the strongest masker is kept and others are discarded. Details of the masking
model and estimation of the maskers can be found in [24, 108]. After identifying the maskers,
the masking effects due to these maskers are calculated using a spreading function [102]. Finally,
the global masking threshold Ti(m) is calculated for each subband by combining the individual
masking thresholds of all the maskers identified in the previous steps.
4.1.1.2 Gain adjustment with Ti(m)
The adaptive gain processing algorithm reduces the hearing aid gain at subbands where the
instantaneous signal energy (|Qi(m)|
2) is below the global masking threshold Ti(m). However, a
large reduction in the gain may produce artifacts due to aliasing [13]. Consequently, the algorithm
reduces the gain by no more than some preselected fraction η, where 0 < η < 1 from frame to
frame. Similarly, we also limit the minimum gain at a frequency to avoid unnatural artifacts in the
output. The adaptive gain processing maintains the gain to prescribed levels as soon as the signal
strength is above the masking threshold. It must be mentioned that the AGP increases the hearing
aid gain to prescribed levels as soon as the signal strength is above the masking threshold in the
current frame irrespective of the gain value in the previous frame. We have not experienced any
artifacts due to sudden changes; however, a gradual increase in gain similar to what is employed
for reducing the hearing aid gain can be used if needed. The algorithm for varying the gain gai (m)
is summarized in Table 4.1.
Table 4.1: Adaptive gain processing
Initialization







gai (m) = p
r









In Table 4.1, ηm < 1 is a positive constant that determines the minimum permissible gain based
on the prescribed gain value gi(m) for the i
th subband.
4.1.1.3 Step size control for adaptive gain processing
It is intuitive to see that the better the adaptive filter estimates the feedback path, the more stable
is the hearing aid system. Interestingly, for fixed step size α, the error between the adaptive filter
estimate and the true feedback path in a hearing aid system shown in Figure 2.6 depends on the
hearing aid gain [3, 13]. Let us define the coefficient error vector in the adaptive filter estimate for
band i at timem as









represents true feedback path coefficient vector for band i.
For the derivations, we assume the feedback path is time-invariant. The steady state misalignment
E[|w˜i|
2] is approximated by α
2g2i (m)
as shown in [3]. In fixed gain systems, the gain value gi(m) is
constant over time. Consequently, the steady state misalignment does not change. However, the
adaptive gain processing varies the subband gain values gai (m) depending on the input signal. If the
hearing aid gain is reduced in a band, the error in the adaptive filter estimate (misalignment) will
increase. Subsequently, if the gain is increased suddenly in that band, the adaptive filter will take
sometime to adapt to the new (better) estimate. In order to avoid the readaptation of adaptive filter,
we vary the adaptation parameter to keep the misalignment independent of the hearing aid gain
change due to the adaptive gain processing. The variable adaptation parameter αai (m) is based on
the current hearing aid gain value gai (m) and prescribed hearing aid gain value gi(m). This scheme
will avoid additional error in the adaptive filter coefficients when hearing aid gain is reduced for a
short period of time. Based on the above two gain values, the adaptation parameter αai (m) and the
NLMS update for band i at timem for the adaptive gain processing is done as shown in Table 4.2.
Table 4.2: Update equations for a subband-based adaptive feedback cancellation system
employing the adaptive gain processing.












4.1.2 Offending frequency suppression
The offending frequency suppression method presented in this chapter identifies offending
frequencies that are likely to drive the hearing aid system into instability and uses parametric EQ
filters [27, 109] to reduce gain at those frequencies. The acoustic feedback components are known
to grow steadily in successive time intervals whereas the audio components behave otherwise.
Therefore, if energy in a subband is increasing in successive time intervals, it is likely that there
exists an offending frequency within the frequency range of that subband. The offending frequency
within that subband is accurately estimated with an adaptive notch filter whose center frequency
is constrained to the frequency range of the subband. Adaptive notch filters can identify offending
frequencies because they behave like tonal signals [25, 110–113].
At high gains, as the hearing aid system nears unstable behavior, the energy in the signal
components at and around the offending frequencies increases in the forward path of the hearing
aid and creates spectral peaks. The adaptive notch filter (ANF) tracks and identifies such spectral
peaks. In the presence of such spectral peaks, the ANFs will converge to the offending frequencies
and stay in their vicinities till the energy in such spectral components reduces. The variability of the
coefficients of the ANF will be smaller when the system is tracking a strong frequency component
than when the input signal does not contain strong spectral peaks.
The adaptive notch filters can also be implemented in the subband without loss of performance.
However, we chose to implement the ANFs in the fullband. M adaptive notch filters are used
to monitor frequency ranges for M subbands. Similarly, M energy growth monitoring values,
one from each subband, are used for detection of an offending frequency. The detection method
immediately starts to look for another offending frequency after detection of an offending frequency
in a subband. More details are provided in Section 4.1.2.1. Upon detection of an offending
frequency, a parametric EQ filter is used to suppress it. The parametric EQ filter employed in
this work is a second-order IIR filter that is specified by three parameters - the center frequency
fp, the depth of suppression p < 1 and the quality factor q [114, 115]. The parameters p and q
are fixed in our implementation whereas the parameter fp is derived from the adaptive notch filter.





a0 + a1z−1 + a2z−2
(4.2)
can be calculated from the parameters p, q and fp as given in Table 4.3. The variable fs in Table 4.3
represents the sampling frequency.
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4.1.2.1 Detection of offending frequencies
As stated earlier, the offending frequencies are detected independently for each subband. In this
section, we explain offending frequency detection in the ideal frequency range of the ith subband -







is the lower frequency and fui =
2π(i+1)
M
is the upper frequency of the band
i, i = 0 · · ·M−1. By monitoring frequency ranges associated with all subbands, we can detect any
offending frequency occurring in the operating frequency range of the hearing aid.
The energy growth monitoring and ANF tracking for the ith frequency range (f li to f
u
i ) work
independently in the subband and fullband, respectively. The energy growth monitoring is per-
formed for each subband microphone signal ui(m) whereas the adaptive notch filter works with
the fullband microphone signal u(n). Let the microphone signal energy in band i at time m be
P ui (m) = u
T (m)u(m), where ui(m) =
[
ui(m) ui(m− 1) · · · ui(m−Ns + 1)
]T
. The
relative change in the microphone energy between two successive time intervals P∆i (m) defined as
P∆i (m) =
P ui (m)− P
u
i (m− 1)
P ui (m− 1)
along with the estimated microphone signal energy P ui (m) and the estimated background noise
signal power P bi (m) are used by the counter γ
r
i (m) to monitor the energy growth for the i
th subband
at time m. Larger values of the counter γri (m) makes the band i more probable to contain an
offending frequency.
The counter is incremented if the microphone signal P ui (m) is at least Tb times larger than the
background noise power1 P bi (m) for band i. Otherwise, it is reset to 0 to indicate that the system
is stable. If the energy in the microphone signal is higher than the predetermined multiple of the
the background noise power and the energy in the microphone signal at time m is greater than
1In this chapter, the background noise is estimated with the minimum statistics method according to [116]. In
Table 4.4, the constant δb > 1 is the slow rising constant, λu is an averaging constant and Pui (m) is the average
microphone signal for band i at timem. These quantities are required in the minimum statistics method.
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the energy at time m − 1, i.e. the relative change in the energy P∆i (m) is positive, the energy
growth counter value is incremented by Γu > 0. On the other hand, the energy growth counter
γri (m) is reduced by an amount Γl < 0, if the relative change is smaller than a predetermined
negative constant νl. This is because sudden decrease in the energy is not a characteristics of the
acoustic feedback components at the onset of instability. Additionally, if the relative change in
energy P∆i (m) is negative, however the change is small, say νu < 0, the energy growth counter
is still increased by Γu. This is because a small change in energy may indicate early stages of
howling [117]. In other situations, where the relative change in energy P∆i (m) lies between νl and
νu, the energy growth counter is modified with a number that is linear interpolation between Γl and
Γu. The amount of change in the energy growth counter at timem for a given P
∆
i (m) is defined by





i (m) > νu
Γl ; P
∆
i (m) < νl
Γu−Γl
νu−νl
(P∆i (m)− νl) + Γl ;otherwise
The complete energy growth calculation is described in Table 4.4. It is easy to see from Table 4.4
that if the microphone signal P ui (m) is sufficiently above (Tb times) the noise floor P
b
i (m) and
the relative change in energy is positive or close to zero in successive time indexes, the energy
growth counter γri (m) grows. On the other hand, if it is relatively negative (< νu), the energy
growth counter will tend to a minimum value γrm. If the energy growth counter γ
r
i (m) exceeds a
predetermined threshold Tr, one of the two criteria for band i to have an offending frequency is
fulfilled. The other criterion is determined using adaptive notch filters as described in the following
text.
The microphone signal u(n) in Figure 4.1 is used as the input signal to the adaptive notch
filter for calculating the center frequency for each parametric EQ filter employed to suppress an
offending frequency. In addition, the adaptive notch filters are also used to detect onset of instability
along with the energy growth counters. We employ a second-order notch filter with input-output
relationship of the form
Ha(z) =
1− a(n)z−1 + z−2
1− ρa(n)z−1 + ρ2z−2
(4.3)
to suppress the offending frequencies for band i. The ANF adjusts to the center frequency of
the notch filter by adjusting parameter ai(n) such that at time n, the output power of the notch
filter zi(n) is reduced [25]. The parameter ai(n) is constrained to adapt between [2cos(2πf
u
i ),
2cos(2πf li )] to track the frequency range of the i
th subband - [f li , f
u
i ]. The update equations for the
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Table 4.4: Adaptive notch filtering and detection for frequencies in the ith band.
Adaptive notch filter update
si(n) = u(n) + ρai(n− 1)si(n− 1)− ρ
2si(n− 2)
zi(n) = si(n)− ai(n− 1)si(n− 1) + si(n− 2)
Pi(n) = λsPi(n− 1) + (1− λs)s
2
i (n− 1)






2cos(2πf li ) ; ai(n) > 2cos(2πf
l
i )





ami (n) = λma
m
i (n− 1) + (1− λm)ai(n)
γai (n) =
{
γai (n− 1) + 1 ; |ai(n)− a
m
i (n)| < δq
0 ;otherwise
Energy growth monitor
P ui (m) = u
T (m)u(m)
P ui (m) = λuP
u
i (m− 1) + (1− λu)P
u
i (m)
P bi (m) = min(δbP
b





γri (m− 1) + Φ(P
∆
i (m)) ; P
u









Offending frequency detection (when n = Lm)
ifγai (n) > Ta and γ
r
i (m) > Tr
⇒ Offending frequency detected




⇒ γai (n) = 0, γ
r
i (m) = γ
r
m
adaptive notch filter realized in direct-form II are summarized in Table 4.4. In Table 4.4, λs is a
suitable averaging constant, αa is the step size for adaptation and ǫa is a small positive constant to
prevent singularities. The second parameter we employ to detect onset of instability is the variability
of the coefficients of the notch filter. It has been observed [117] that the adaptive filters coefficients
show little variability in the presence of the strong tonal signals. The variability of the parameter
ai(n) from the mean of its past values a
m
i (n) is monitored with a counter γ
a
i (n).
The mean ami (n) is estimated by averaging past values of ai(n) with a single pole IIR filter
with an averaging constant λm. If the parameter ai(n) does not vary significantly from its mean
as determined by a preselected threshold δq, the counter γ
a
i (n) grows; otherwise it is reset to
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0. If the counter γai (n) gets larger than a predetermined threshold Ta, and the energy growth
counter γri (m) becomes larger than a predetermined threshold Tr, the system determines that the
hearing aid may go unstable (howl) at or around the notch frequency. When both thresholds are
exceeded, a parametric EQ filter whose center frequency is derived from the current value of ami (n)
as 1
2π




i (m) are reset to 0.
4.1.2.2 Resetting offending frequency suppression filters
The offending frequency suppression method places parametric EQ filters to suppress offending
frequencies when they are detected. In practice, new offending frequencies appear because the
acoustic feedback path of the hearing aid and the signal characteristics change [41]. The feedback
path of the hearing aid changes if a person moves closer to a reflective surface, brings a telephone
receiver close to the face plate of a hearing aid, wears a hat etc. While new offending frequencies
will appear inevitably during the operation of a hearing aid, it is possible that some of the old
offending frequencies are no longer problematic. In other words, if parametric EQ filters at those
old frequencies are removed from the loop, the system will not go into instability.
Traditionally, commercial offending frequency suppression methods in PA systems employ peri-
odic reset of offending frequencies to remove unnecessary parametric EQ filters. In this chapter, we
use analysis of the adaptive filter coefficients to reset offending frequencies - remove the parametric
EQ filters. Furthermore, we monitor each subband independently to track the changes in different
frequency regions. The reset method calculates relative change in the current adaptive filter estimate
from its older estimates. If the relative change between the current and old estimates is small, we
assume no change in the feedback path. Therefore, offending frequencies are not modified. On the
other hand, if the change is larger than a predetermined threshold, the offending frequencies are
reset - parametric EQ filters are removed.
The reset algorithm uses two measurements of the adaptive filter coefficients wi(m). First, a
long-term average Li(m) of the coefficients for the i
th band at time m is estimated using a single
pole IIR filter with averaging constant λl, 0 < λl < 1. This is treated as a measure of the past
stable path of the feedback path at time m. A short-term average Mi(m) of the adaptive filter
coefficients for the ith band at time m is also estimated with an averaging constant λh where the
averaging constant is such that 0 < λh < λl < 1. The short-term average is treated as a measure
of the current state of the feedback path. If the distance between the short-term average differs
significantly from the long-term average for a few iterations, say To, the system assumes that the
feedback path has changed for that band. In this event, any parametric EQ filters that fall in the
frequency range of that band are removed. The reset algorithm for the ith band at timem is listed in
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Table 4.5: Monitoring ith band to estimate change in the feedback path.
Initialization
Li(0) ... A column vector of length Ns with all zeros
Mi(0) ... A column vector of length Ns with all zeros
γoi (0) ... 0
Reset algorithm
Li(m) = λlLi(m− 1) + (1− λl)wi(m)




LTi (m))Li(m) + ǫr
γoi (m) =
{
γoi (m− 1) + 1 ; κi(m) > δo
0 ;otherwise
Detection
if γoi (n) > To
⇒ Remove all parametric EQs between frequencies f li and f
u
i
Table 4.5. In Table 4.5,Di(m) is the distance vector and κi(m) is the normalized distance between
the long-term and short-term average measurements. The normalized distance κi(m) remains close
to 0 if the feedback path is relatively stationary and increases in magnitude when there are changes
in the feedback path. The variable γoi (m) counts the number of times the normalized distance has
been more than a predetermined threshold δo to trigger reset process.
4.2 Results and discussion
This section presents the results from MATLAB simulations and real time implementations
of the hearing aid algorithms to demonstrate the performance of the chapter’s gain processing
approaches and the classical scheme described in Section 2.2.2 with fixed gain function. Both
methods were evaluated in terms of output sound quality and added stable gain. The true feedback
path was simulated using a 192-tap FIR filter in parallel with a homogeneous quadratic nonlinearity.
The nonlinearity simulates the nonlinear distortions in the loudspeakers and A/D converters in
a hearing aid system. The harmonic signal strength was 40 dB below that of the output of the
linear component. Coefficients for the linear component of the feedback paths were obtained from
measurements of an inside-the-ear (ITE) hearing aid.
The ITE hearing aid consisted of two FG-3653 omni-directional microphones and a receiver.
The output of the microphones and input to the receiver were available at the face plate of the
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hearing aid as CS44 plugs. We used a standard EXPRESSfit hearing aid programming cable to
drive and access microphones and the speaker of the hearing aid. The programming cable was
connected to an interface board through an 8-pin mini-DIN plug that provided the required power to
the programming cable and amplified the signals. Two feedback paths were used in the experiments.
In estimating the feedback paths, the ITE hearing aid was fitted into the earpiece of a Knowles
Electronic Manikin for Acoustic Research (KEMAR) that was placed in a quiet location. A large
white board on a stand was placed parallel to the face plate of the ITE hearing aid at different
distances to create different feedback paths. The white board worked as a reflective surface and
was chosen to see the effect of reflective surfaces on the hearing aid feedback paths. The reflective
surface was 100 cm and 5 cm away for the first and second feedback path, respectively. Impulse
and magnitude responses of the two feedback paths are shown in Figure 4.2.
The feedback canceller employed a linear FIR system model with 128 coefficients. This un-
dermodeling and the model mismatch attempt to capture the practical situation where it is very
difficult to exactly model the feedback path in the system. Our prior work has indicated similar
levels of performance during simulation and real-time implementations of other hearing aids. The
signal processing was done at a sampling rate of fs = 16000 Hz in all experiments in this section.


































Figure 4.2: Impulse and magnitude responses of the two feedback path models used in the
simulations.
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Parameters of the subband design were M = 128, L = 16 and Lp = 128. Parameters for the
adaptive feedback cancellation were α = 0.001, d1 = 0, gc = 1 and ζ = 10
−7. Parameters for the
hearing aid gain processing were η = 0.95 and ηm = 0.1.
The speech input signals to the hearing aid in experiments were 6 clean speech waveforms of
length 80 seconds taken from the TIMIT database. The peak value of the speech input signals used
in experiments was approximately−6 dBu. In experiments where music signals were used, 6music
waveforms of length 80 seconds from the album “18 till I die” by Bryan Adam were chosen. The
music signals were resampled at 16000 Hz for the experiments in this chapter. The gain of each
music file was adjusted so that the peak value is no more than −6 dBu for the input music signals.
Colored noise samples, with the power spectral density reducing at the rate of 3 dB per octave as the
frequency increases, were added to simulate a noisy signal with 40 dB signal-to-noise ratio. This
noise model was chosen to represent the hardware noise due to circuits/sensors in the hearing aid.
The maximum hearing aid gain value used in the experiments was 61 dB. The output was clipped
if the output signal became greater than 80 dBu.
To assess performance of the fixed gain system and the method of this chapter, four hearing aid
profiles - mild-gently sloping loss2, moderate-flat loss, moderate-steeply sloping loss and profound-
gently sloping loss – as shown in Figures 4.3a - 4.3d were used. The hearing loss thresholds
across various frequency ranges are determined at the time of hearing aid fitting with the pure tone
audiogram, commonly at frequencies 125, 250, 500, 1000, 1500, 2000, 3000, 4000, 6000 and 8000
Hz [3]. A digital hearing aid attempts to provide the insertion gain for a hearing aid patient for a
given hearing loss profile. The shape of the insertion gain does not necessarily follow the shape
of the hearing aid loss profile and depends on the prescription method. The insertion gains for the
hearing loss profiles used in this chapter were obtained with the NAL-RP prescription [118] and
are shown in Figures 4.3a - 4.3d. In addition, we also used many flat3 insertion gain values to find
added stable gains for all methods.
Unless stated otherwise, the initial value of hearing aid gain was set to 20 dB below the target
gain. Subsequently, the gain was slowly increased for 20 seconds at the rate of 1 dB/second to
reach the target gain level. The adaptive feedback cancellation experiment ran for 80 seconds in
each case. The last 10 seconds of the experiment were deemed as the steady state. Psychoacoustic
measures were obtained from the steady state signals to judge the performances of various schemes.
In some cases, we also employed the perceptual evaluation of speech quality (PESQ) measure [119]
2In the definition of a hearing loss profile, the first word suggests the degree of hearing loss and the second
hyphenated word suggests the hearing loss shape across frequency [52].







































































































































































































Figure 4.3: Hearing loss profile and insertion gain of, (a) mild-gently sloping hearing loss (b)
moderately-flat hearing loss (c) moderate-steeply sloping hearing loss (d) profound-gently sloping
hearing loss.
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to obtain an easy-to-compute quantitative measure of perceptual quality of the signals. PESQ is an
objective measure that analyzes a test speech signal after temporal alignment with a corresponding
reference signal based on psychoacoustic principles. PESQ provides perceptual quality rating of a
speech segment between−0.5 and 4.5 and can be interpreted as follows. The highest score indicates
that the speech signal contains no audible distortions and it is virtually identical to the clean speech
segment. The PESQ scores between −0.5 and 1 indicate that the distortions and residual noise in
the speech signal are very high and the segment sound unacceptably annoying. The ratings of 4, 3,
2 can be interpreted as “good quality,” “slightly annoying” and “annoying” respectively.
We also performed an informal subjective evaluation of the steady state data. The subjects
evaluated the feedback canceled audio for the amount of residual feedback components and loud-
ness perception as outlined in Section 3.2 of Chapter 3. To obtain psychoacoustic measures, six
normal-hearing listeners participated in the listening test. In order to work with normal-hearing
listeners, the output of the hearing aid system was further processed with long linear-phase filters
that equalized for the effects of the insertion gain of the hearing aid. The processed sounds were
presented to subjects in both ears with a pair of headphones in a quiet place. Before the subjects
started the experiment, they were provided with an example of the clean sound as well as example
sounds of various types of artifacts for listening. The subjects always had access to the clean audio
while rating the processed sounds.
The global masking thresholds T(m) for different subbands for one signal frame from a MAT-
LAB simulation are shown in Figure 4.4. The feedback path model 1 was used in this experiment.
The hearing aid gain was flat 5 dB above the critical gain. It can be seen from Figure 4.4 that there
were many frequency components below the masking threshold in this simulation. This indicates
that the algorithm is able to reduce the gain for a large number of input signal components without
reducing the perceptual quality of the output of the hearing aid.
In the first experiment, we demonstrate the ability of the system to detect and suppress offending
frequencies. We disabled the adaptive feedback canceller to evaluate the behavior of the offending
frequency detection algorithm. Feedback path 1 was used for this experiment and the hearing aid
gain was set flat at 36.1 dB which is 0.5 dB above the critical gain for the feedback path. The
parameters for detection of offending frequencies with adaptive notch filters and energy growth
monitoring were ρ = 0.95, αa = 0.005, λs = 0.99, ǫa = 10
−5, λm = 0.99, δq = 0.05, Ta = 750,
νu = −0.01, νl = −0.1, Γu = 1, Γl = −4, γ
r
m = −20, Tr = 75, δb = 1.0003, λu = 0.99 and
Tb = 6. Parameters of the parametric EQ filters to suppress offending frequencies upon detection
were p = 0.5012 (−6 dB) and q = 5. The maximum number of parametric EQ filters were set to
12 in order to limit perceptual distortions in the output sound. Figures 4.5a - 4.5c show signals with
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Figure 4.4: Masking thresholds at various subbands.
and without suppression against the desired signal. Clearly, the offending frequency suppression
method quickly stopped the system from going into instability. Figure 4.5d shows the adaptive
notch filter tracking during the operation for the subband where an offending frequency occurred. It
can be seen that, once howling started, the adaptive notch filter converged to the offending frequency
and tracking became less variable. During instability, both the energy monitoring counter and the
ANF tracking counter grew, as shown in Figure 4.5e. In Figure 4.5e, scaled down values of the
ANF tracking counter are shown for better presentation of both counters (γai and γ
r
i ) on one axis.
However, this does not affect the performance. In fact, the energy monitoring criterion was fulfilled
before the the ANF tracking criterion was met. However, the offending frequency was not detected
until the ANF variance became smaller, as indicated by the ANF tracking counters.
In the next experiment, we evaluate the offending frequency suppression scheme in terms of
speed of detection and output sound quality. The output sound quality was judged with the PESQ
measure from the steady state output sound. The speed of the offending frequency suppression
method was calculated with the maximum time to recover from instability (mTRI) measure. The
mTRI is an estimate of the duration of the longest howling occurrence. Howling occurrences were
manually identified according to the method described in [120]. Let the duration of the jth howling
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Figure 4.5: Signals and counters demonstrating ability of the offending frequency suppression
method - (a) desired signal (b) signal without suppression (c) signal with offending frequency (d)
ANF tracking (e) energy monitoring and ANF tracking counters in band 28.




where Nh is the number of offending frequencies detected. The parameters for the reset algorithm
were λl = 0.999, λh = 0.7, ǫr = 10
−12, δo = 0.1 and To = 10. In this simulation, profile 4 and
the six speech input signals of 80 seconds were used. Three acoustic feedback cases were studied.
In the first case, feedback path 1 was used for the whole 80 seconds. Feedback path 2 was used for
the whole experiment in the second case. In the third case, the experiment started with feedback
path 1 and after 40 seconds, it was switched to feedback path 2. For the three feedback cases
discussed above, Table 4.6 lists the total number of howling occurrences (Nh), mTRI and mean
PESQ values. Table 4.6 also lists the average number of offending frequencies per experiment that
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Table 4.6: Measures for the OFS with and without reset algorithm.
Measures With reset Without reset
Case 1 Case 2 Case 3 Case 1 Case 2 Case 3
N sh 1 3 3 3 5 8
Nh 19 30 48 18 30 44
mTRI (s) 0.2 0.2 0.4 0.1 0.2 0.4
PESQ 3.8 3.8 3.8 3.7 3.7 3.5
remained for the different feedback cases in the steady state (N sh) with and without the use of the
reset algorithm. Clearly, the number of steady state offending frequencies are typically smaller than
the total number of howling occurrences (Nh) during the experiment for the reset algorithm because
some of the offending frequencies get reset.
The howling occurrences (Nh) in Table 4.6 indicate that ramping up gain to the target gain in
the beginning and the feedback path change created several instances of howling. The number of
howling occurrences were the most for the feedback case 3 because of the feedback path change.
The effects of such occurrences were mitigated by the OFS method. The instability was detected
in less than 0.5 second in all the experiments. The use of the reset algorithm yielded fewer number
of parametric EQ filters in the steady state (N sh) than without the reset algorithm. However, this did
not compromise the output sound quality as indicated by the PESQ values. On the contrary, use of
the reset algorithm yielded slightly better output sound quality.
The number of offending frequencies (OFs) and the output signal during the experiment for the
feedback situation 3 and profile 4 are shown in Figures 4.6a and 4.6b, respectively. Figure 4.6a also
shows a zoomed in view of two half a second long intervals - one at the beginning of the experiment
and the other when the feedback path changed, to better understand the changes in the number of
offending frequencies. It can be seen that two offending frequencies were detected in the beginning
when the hearing aid gain was ramping up to the desired value. These frequencies were reset later
on. The third offending frequency that was detected later and was not reset during the course of
the simulations as the adaptive filter was close to the steady state behavior at that time. When the
feedback path changed, offending frequencies were detected, suppressed and reset several times.
Finally, the output signal in Figure 4.6b suggests that the offending frequency detection during the
gain increase was quick enough to keep the system stable. However, the feedback path change sent
the system into instability for a short period of time, as shown in the 0.5 second long inset plot in
Figure 4.6b.
In the next experiment, we explore added stable gains for various schemes - adaptive gain
processing (AGP), offending frequency suppression (OFS), combined gain processing that includes
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Figure 4.6: With the OFS method - (a) number of offending frequencies and (b) the output signal.
adaptive gain processing with offending frequency suppression (AGP+OFS), and the fixed gain
processing (FGP) method. The gain processing methods - AGP, OFS and (AGP+OFS) - modified
the forward path hearing aid gain along with the adaptive feedback cancellation. On the other hand,
the hearing aid gain was fixed during the course of the experiment for the fixed gain processing
method. The fixed gain processing method incorporated adaptive feedback cancellation for cancel-
ing the acoustic feedback. The feedback path 1 was used for this evaluation. The psychoacoustic
measures, feedback and loudness ratings, for all the schemes at various flat hearing aid gain values
are summarized in Figure 4.7. In Figure 4.7, the feedback rating (FR) of 0 or the loudness rating
(LR) of 5 indicate that the system went into howling for that hearing aid gain. The subjective
ratings of residual feedback and loudness for the input signal to the hearing aid were 4.1 and 3.1,
respectively. The following conclusions can be drawn from psychoacoustic measures in Figure 4.7.
The output sound quality deteriorated as indicated by the feedback ratings for fixed gain methods
as the hearing aid gain was increased. The gain processing methods of this chapter, individually
and combined, maintained the output sound quality at higher hearing aid gains than the fixed gain
method by suppressing unwanted acoustical feedback components. According to the feedback
ratings in Figure 4.7, it can be said that the fixed gain processing provided approximately 11 dB
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Figure 4.7: Subjective ratings for various methods - (a) feedback ratings (b) loudness ratings.
of added stable gain, the adaptive gain processing (AGP) provided 15 dB of added stable gain,
the offending frequency suppression provided up to 19 dB of added stable gain and the combined
gain processing (AGP+OFS) could provide 23 dB of added stable gain without deteriorating the
sound quality due to the residual acoustic feedback. Furthermore, according to the loudness ratings
in Figure 4.7, the adaptive gain processing did not reduce loudness for all stable hearing aid gains,
whereas the OFS and the combined gain processing (AGP+OFS) had slightly lower loudness ratings
at higher gains before becoming unstable. The reduction in loudness in the OFS and AGP+OFS
was due to use parametric EQ filters. Our studies indicate that the use of 6 − 8 parametric EQ
filters did not affect loudness of the output sound. Comparing the ratings for the combined gain
processing (AGP+OFS) at hearing aid gain values of 55 - 59 dB with the fixed gain processing at
the hearing aid gain of 47 dB, it can be said that the combined gain processing presented in this
chapter provided 8 to 12 dB additional gain over traditional fixed gain processing with good output
sound quality.
To better understand the gain processing methods of the chapter, we compare the power spectra
of the output produced with the fixed gain method and with the adaptive gain processing (AGP)
method for a flat hearing aid gain of 49 dB, as shown in Figure 4.8. At this gain value, the
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Figure 4.8: Comparison of the output spectra of the two methods.
fixed gain system was close to instability. The spectra were estimated using the Welch method by
dividing data into frames of 512 samples with 256 sample overlap. There are noticeable differences
between the spectra of the output of the fixed gain system and the input speech, especially at fre-
quencies near 3500 and 5500 Hz. These differences were due to residual feedback components that
caused ringing/howling behavior in the output signal. The output of the combined gain processing
scheme (AGP+OFS) did not exhibit residual feedback or howling effects. Specifically, the build-up
near 5500 Hz frequencies was reduced just with the adaptive gain processing and with no use of
parametric EQ filters. On the other hand, parametric EQ filters were used to reduce gain near
3500 Hz frequencies along with adaptive gain processing to eliminate the ringing/howling effects.
Together, the combined gain processing (AGP+OFS) completely eliminated the residual feedback
components, as indicated by the feedback rating in Figure 4.7. The gain processing resulted in
slightly lower spectra than the input signal spectra, especially at higher frequencies. However,
these reductions did not reduce loudness according to loudness ratings in Figure 4.7.
In the next experiment, the fixed gain system was evaluated against the adaptive gain processing
(AGP), offending frequency suppression (OFS) and combined gain processing (AGP+OFS) on
four hearing aid gain profiles using speech and music signals. Feedback path 2 was used for this
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experiment. The average subjective ratings for various profiles with all methods are summarized
in Table 4.7. In Table 4.7, all methods provided good output sound quality for profiles 1 and 2 for
both types (speech and music) of input signals. The fixed gain processing provided good output
sound quality for profile 3 with speech signals; however, there were soft whisting sounds in the
output signal when music signals were input to the hearing aid system. On the other hand, all gain
processing methods (AGP, OFS and AGP+OFS) yielded good output sound quality for both types
of input signals with hearing aid gain profile 3.
Finally, the fixed gain processing had significant residual feedback components in the the output
sound for the hearing aid profile 4, as indicated by the feedback ratings in Table 4.7. Use of the
gain processing methods improved the output sound quality in every situation. Specifically, the gain
processing methods suppressed the residual feedback components for it to be inaudible with every
gain processing method except with the adaptive gain processing for music signals. The adaptive
gain processing (AGP) produced output sound with intermittent residual feedback components in it
when the input to the hearing aid system was the music signal and gain profile 4 was used.
It is interesting to note that the traditional fixed gain system could not provide enough feedback
cancellation in the case of profound hearing loss gain profile (profile 4) for an ITE hearing aid4 used
in the experiment. Often, audiologists suggest the use of behind-the-ear hearing aids for patients
with profound hearing loss [52]. The results in Table 4.7 indicate that the method of this chapter
4The feedback path was derived from an ITE.
Table 4.7: Performance measures for various schemes.
Profile Signal Measures Fixed AGP OFS AGP+OFS
1 SPEECH FR 3.9 3.9 3.9 3.9
LR 3.3 3.2 3.2 3.2
MUSIC FR 3.9 3.9 3.9 3.9
LR 3.2 3.2 3.3 3.2
2 SPEECH FR 3.9 3.9 3.9 3.9
LR 3.2 3.3 3.2 3.2
MUSIC FR 3.9 3.9 3.9 3.9
LR 3.2 3.2 3.2 3.2
3 SPEECH FR 3.9 3.9 3.9 3.9
LR 3.2 3.2 3.2 3.2
MUSIC FR 3.1 4.0 3.9 3.9
LR 3.3 3.2 3.2 3.2
4 SPEECH FR 2.2 3.9 3.7 4.0
LR 3.9 3.2 3.3 3.2
MUSIC FR 0 2.9 3.8 3.9
LR 5 3.4 3.2 3.2
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will enable a patient with profound hearing loss to use an ITE hearing aid which is not possible
otherwise. Consequently, the methods of this chapter not only provide additional added stable gain
but also enable patients to use more comfortable style hearing aids which is a big concern for many
patients [52].
In the next experiment, the combined gain processing (AGP+OFS) was evaluated against the
classical fixed gain processing method with a real-time feedback path. The experimental setup used
to obtain coefficients of the feedback paths, as described earlier in this section, was used for this
experiment. The white board was placed parallel to the face plate of the ITE hearing aid at 100
cm in this experiment. The gain processing methods of this chapter and the feedback cancellation
algorithm with the fixed gain were implemented using an ADSP-21364 processor. With the above
setup, output of the hearing aid system was recorded with a sound card for both schemes.
Residual feedback ratings and loudness ratings of the recorded data with both schemes were
obtained with subjective evaluations. The average subjective ratings for both methods at different
flat hearing gain values are summarized in Table 4.8. As can be seen from the table, the ratings
for the feedback and the loudness obtained from the test for combined gain processing at 18
dB above the critical gain (CG) is approximately the same as those for the fixed gain at 10 dB
above the CG. The output sound had significant residual acoustic feedback components for the
fixed gain method at 12 dB above the CG. On the other hand, the good output sound quality
was obtained with the combined gain processing (AGP+OFS) for gain values of 18 dB above the
critical gain (CG). The output sound at 20 dB above the CG for the combined gain processing
(AGP+OFS) exhibited intermittent ringing. The output sound quality was unacceptable due to
substantial acoustic feedback components for the combined gain processing at 22 dB above the
CG. The low perceptual ratings for the fixed gain processing at gain values 12 dB and higher along
with the acceptable performance of the gain processing methods (AGP+OFS) for hearing aid gain
values 18 dB and lower indicates the viability of the hearing aid system presented in this chapter.
Table 4.8: Average ratings for the two schemes.
Gain above CG (dB) 8 10 12 14 16 18 20 22 24
Fixed gain Feedback 4.0 4.0 2.2 0 0 0 0 0 0
processing Loudness 3.2 3.1 3.6 5 5 5 5 5 5
AGP+OFS Feedback 4.0 3.9 4.1 3.8 4.0 3.8 3.2 2.3 0
Loudness 3.1 3.1 3.0 3.2 3.1 3.2 3.2 3.7 5
CHAPTER 5
LOW-DELAY SIGNAL PROCESSING FOR
DIGITAL HEARING AIDS
In this chapter, we present the low-delay structure to reduce the delay requirement in the
forward path. The low-delay structure provides frequency-dependent amplification for hearing loss
compensation with low forward path delays and performs dynamic signal processing such as noise
suppression and dynamic range compression. In addition, the low-delay structure also employs an
off-the-forward-path, frequency domain adaptive filter to perform acoustic feedback cancellation.
Portions of this chapter are reprinted, with permission, from
• Ashutosh Pandey and V. John Mathews, “Low-delay signal processing for digital hearing
aids,” in IEEE Trans. on Audio, Speech and Language Processing, vol. 19, no. 4, May 2011,
pp. 699-710. c©[2011] IEEE.
The rest of the chapter is organized as follows. The low-delay structure is described in Sec-
tion 5.1. In Section 5.2, the performance of the hearing aid system of this chapter is evaluated and
compared with the structure described in Section 2.2.2 using MATLAB simulations. This section
also contains design discussions and the results of subjective evaluations of the two systems.
5.1 Low-delay hearing aid structure
The block diagram of the low-delay digital hearing aid system is shown in Figure 5.1 where
vector quantities are drawn in thicker lines. In the low-delay structure, an optional delay dm is
included in the forward path. The extra delay may help increase the added stable gain for a hearing-
aid patient if needed. The low-delay structure performs some of the signal processing in the time
domain on a sample-by-sample basis and others in the frequency domain on a block-by-block basis.
In particular, the spectral gain shaping and estimation of the whitening filter coefficients Lw(n)
are done on a sample-by-sample basis. The low-delay spectral gain shaping incorporates both
dynamic signal processing and hearing loss compensation. The feedback cancellation is performed
using an off-the-forward-path, filtered-XLMS adaptive filter [14] in the frequency domain. The
notations used in this chapter for the frequency domain block-based signal processing algorithm




























Figure 5.1: Block diagram of the low-delay structure.
low-delay hearing aid signal processing in the following sections. Section 5.1.1 provides details of
the low-delay spectral gain shaping method. The adaptive feedback cancellation associated with
the low-delay structure is described in Section 5.1.2.
5.1.1 Low-delay spectral gain shaping
Even though the estimated hearing loss profile measured at the time of hearing aid fitting does
not change at least until the patient is evaluated again, our system performs spectral gain shaping on
a block-by-block basis. This is because, in addition to hearing loss compensation, the spectral gain
shaping system also incorporates noise suppression and dynamic range compression. Let T (ejω)
represent the magnitude of the desired spectral gain shaping function in any given block of the input
signal. IfWn(e
jω) is the noise suppression response, T (ejω) is given by







O(.) represents the dynamic compression operation and Bl(e
jω) is the desired hearing loss com-
pensation. Given T (ejω) at Nl + 1 different frequencies ωi, i = 0 · · ·Nl, the spectral gain shaping
system consists of J equalization filters, as shown in Figure 5.2. The coefficients ceqi , i = 0 · · · J
are selected as a least-squares approximation of the desired overall spectral characteristics of the










































is minimized, whereHeqk (e
jωi) is the frequency response of the kth EQ filter in the parallel structure,
ω−i = −ωi, H
eq
k (e
−jωi) = (Heqk (e




jω) is a minimum phase system whose magnitude response is the same as
T (ejω). This particular transfer function can be obtained by a spectral factorization of T (ejω).
Our implementation utilizes a computationally efficient algorithm employing the discrete Hilbert
transform as described in [121, 122]. It is known that for all causal and stable systems that have
the same magnitude response, the minimum phase system has the minimum group delay [123].
Therefore, matching to a minimum phase transfer function reduces the overall group delay of the
low-delay spectral gain shaping filter block shown in Figure 5.2. In (5.2) ceq0 adjusts the average
frequency response to match the desired spectral response. The least-squares solutions to the above










1 , · · · , c
eq
J shown in Figure 5.2,
Teq = [ Tm(e





−jωNl ) Heq2 (e






















jω(Nl−1)) · · · HeqJ (e
jω(Nl−1))
1 Heq1 (e
jωNl ) Heq2 (e




−1HHeq in (5.3) can be determined off-line once the parametric filters and
the frequencies ω0, ω1 · · ·ωNl are known. These parameters are typically specified at the time of
hearing aid fitting.
While a variety of equalization filters can be used for spectral gain shaping, this work employs
second order peaking filters derived from analog peaking filters with transfer function [114,124]
H(s) =
s2 + peqs+ 1
s2 + qs+ 1
(5.4)
where q represents the quality factor and pe is the filter gain at the center frequency Ω = 1 rad/s.
This filter has gain close to 1 at most frequencies and shows a boost or attenuation at frequencies in
the vicinity of its center frequency. The maximum gain (when pe > 1) occurs at the center frequency
and is given by pe. Table 4.3 displays the computations involved in calculating the coefficients of
the equivalent discrete-time filter when the center frequency is specified in the analog domain [34].





a0 + a1z−1 + a2z−2
(5.5)
and fs denotes the sampling frequency and the conversion from analog to discrete-time was per-
formed using the bilinear transformation.
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In this work, we designed the EQ filters in the spectral gain shaping system to match the auditory
filters in the ear. An auditory filter refers to a band of frequencies that the human auditory system
treats similarly during sound processing [3, 39]. The frequency band associated with each auditory
filter is referred to as the critical band of that filter. Psychoacoustic research has indicated that there
are approximately 25 auditory filters in the audible frequency range. Each equalization filter was
selected with the center frequency to match the center of a critical band. Similarly, the quality factor
qi for the i





where fc,i is the center frequency of the i
th critical band and ∆fcr,i is the bandwidth of the i
th
critical band. The value of pe is chosen heuristically to keep the overall forward-path delay small
and reasonably accurately match the spectral response with the gain values ceqi , i = 1 · · · J . In the
experimental results presented later in the chapter, the EQ filters were selected to match the auditory
filters and center frequencies were selected to match the auditory filters of a human with normal
hearing. The design can be extended to match the auditory filters of hearing-impaired patients in a
similar manner; however, the auditory filter shapes must be estimated separately for each patient.
5.1.2 Adaptive feedback cancellation
In this section, we describe the adaptive feedback cancellation algorithm employed in the
hearing aid for the low-delay structure. The adaptive feedback cancellation is performed in the
frequency domain with the filtered signals ew(n) and xw(n) shown in Figure 5.1. The filtered
signals are used in the adaptation process to reduce the bias in the estimate of an adaptive filter
as suggested by Hellgren [14]. The filtered signals are created by filtering the full band signals
with the whitening filter Lw(n) [125, 126]. The whitening filter coefficients are estimated with the
one-step forward linear predictor filter p(n) as shown in Figure 5.3. In the z-domain, the whitening
filter Lw(z) can be related to the predictor filter p(z) as Lw(z) = 1 − z
−1p(z) [12]. The linear
predictor filter p(n) is an FIR filter of order Ma, whose coefficients are estimated by minimizing
the forward prediction error of the error signal e(n).
The linear predictor filter attempts to estimate the time-varying auto-regressive model for the
input signal of a hearing aid [127]. The input signals in hearing aids are audio signals such as
speech/music that are highly nonstationary. Therefore, it is imperative that the linear predictor
filter quickly adapt to the correct model as the input signal is varying. In this research, we use
recursive least-squares type algorithms which are known for their faster convergence compared









Figure 5.3: Obtaining the whitening filter coefficients with a forward linear predictor.
this case, the additional computational complexity in obtaining the predictor coefficients is smaller
compared to the overall computational complexity in implementing the hearing aid system because
the order of the predictor filter Ma is usually small in practice. Specifically, the linear predictor
coefficients are obtained using the weighted recursive least-squares (WRLS) algorithm with a
variable forgetting factor as suggested by Milosavljevic et al. [126, 128, 129].
The variable forgetting factor (VFF) is used to improve the tracking capability of the WRLS
algorithm which is in particular helpful for nonstationary signals such as speech/music. The forget-
ting factor is adjusted depending on the signal stationarity, using the modified generalized likelihood
ratio algorithm (MGLR) [126]. The MGLR algorithm provides information about the signal sta-
tionarity by computing a discrimination function Ds(n). The discrimination function signifies the
speed and the amount of change in the signal. At time n, the discrimination function Ds(n) uses
the last 2I samples of a signal, I being an integer, to indicate the signal stationarity as
Ds(n) = Ls(n− 2I + 1, n)− Ls(n− 2I + 1, n− I)
−Ls(n− I + 1, n) (5.7)
where Ls(c, d) is the logarithmic function for the interval [c, d] defined as
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In (5.8), the variable ew(n) is defined in Table 5.1. If the value of Ds(n) calculated by equation
(5.7) becomes smaller than a valueDmin, it is set toDmin. Similarly, if the value ofDs(n) becomes
larger than a value Dmax, it is set to Dmax. Subsequently, the forgetting factor λ(n) is chosen so
that λ(n) = λmin whenDs(n) = Dmin; λ(n) = λmax whenDs(n) = Dmax and linear interpolation
between them if Dmin < Ds(n) < Dmax. The limits on the forgetting factor values are such that
0 < λmin ≤ λ(n) ≤ λmax < 1. The complete algorithm for determining the linear predictor
coefficients with the VFF-WRLS at time n is summarized in Table 5.1.
In Table 5.1, Ψ(n) is a Ma ×Ma matrix which is recursively updated. The whitened signals
ew(n) and xw(n) are used to estimate the feedback path with an adaptive filter in the frequency do-
main using a block-based-least-mean-squares algorithm (FBLMS) [12]. The adaptive filter models
the feedback path with an FIR filter containing N coefficients. Furthermore, signals are segmented
intoNf point vectors withN −1 point overlap for adaptive filtering. The FBLMS algorithm for the
kth block is summarized in Table 5.2. In Table 5.2, µ0 is a step-size parameter and the S(k,m)s are
the power estimates of the samples of the reference signal,XW (k,m)s, for the adaptive filter in the
frequency domain. Table 5.2 also lists the sample-by-sample processing done in the forward path
based on the adaptive filter update obtained from the block processing. We denote the adaptive filter
coefficient vector in time domain at time n asw(n). The variableW(k) is the vector representations
of the adaptive filter coefficients in the frequency domain.
Table 5.1: Finding linear predictor coefficients using WRLS with VFF.
z(n) =
[
e(n− 1) e(n− 2) · · · e(n−Ma)
]T
ew(n) = e(n)− z
T (n)p(n)







λ(n) + zT (n)Ψ(n)z(n)






Table 5.2: Delayless adaptive feedback cancellation.
Initialization
S(0) ... A vector with small positive constant
W(0) ... A vector with all zeros
Sample Processing Iterations (for n = 1, 2 · · · )
x(n) =
[
x(n) x(n− 1) · · · x(n−N + 1)
]T
e(n) = u(n)−wT (n)x(n)
ew(n) = Lw(n)
[




x(n) x(n− 1) · · · x(n−Ma)
]T
Block Processing Iterations (for n = R, 2R, · · · where k = n/R)
ew(k) =
[
ew(kR) ew(kR + 1) · · · ew((kR +R− 1)
]T










W (k, i) for i = 0, · · · , Nf − 1
W(k + 1) = FFT
([
the first N elements of IFFT(W(k + 1))
0
])
S(k + 1) = βS(k) + (1− β)XW (k + 1)
⊙




• 0 denotes column vector of length N − 1
5.2 Results and discussion
This section presents results fromMATLAB simulations of the hearing aid algorithms to demon-
strate the performance of the low-delay approach and the subband-based algorithm described in
Section 2.2.2. Both methods were evaluated in terms of processing delays and output sound quality.
The true feedback path was simulated using a 192-tap FIR filter in parallel with a homogeneous
quadratic nonlinearity. The nonlinearity simulates the nonlinear distortions in the loudspeakers and
A/D converters in a hearing aid system. The harmonic signal strength was 40 dB below that of the
output of the linear component. Coefficients for the linear component of the feedback path were
obtained from measurements of an inside-the-ear (ITE) hearing aid. The ITE hearing aid consisted
of two FG-3653 omni-directional microphones and a receiver. The output of the microphones and
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input to the receiver were available at the face plate of the hearing aid as CS44 plugs. We used
a standard EXPRESSfit hearing aid programming cable to drive and access microphones and the
speaker of the hearing aid. The programming cable was connected to an interface board through
an 8-pin mini-DIN plug that provided required power to the programming cable and amplified the
signals. The critical gain1 for the acoustic feedback model used in this chapter was 36.4 dB. The
feedback canceller employed a linear FIR system model with 128 coefficients. This undermodeling
attempts to capture the practical situation where it is very difficult to exactly model the feedback
path in the system. The signal processing was done at a sampling rate of fs = 16000 Hz in all
experiments in this section.
The subband-based system performs various signal processing in a hearing aid system with
a fixed delay known as the analysis-synthesis filter bank (AS-FB) delay [83]. The AS-FB delay
depends on the prototype filter length Lp, spectral resolution for the filter bankM and decimation
ratio L. Generally, for linear-phase prototype filters commonly used in hearing aids and employed
in this chapter, the AS-FB delay increases as spectral resolution increases, i.e.M increases. In this
chapter, four subband designs S1, S2, S3 and S4 with spectral resolutions of 500, 250, 125 and 62.5
Hz were used to compare performance against the low-delay method. Parameters of the subband
designs S1, S2, S3 and S4 were M = 32, L = 4, Lp = 32 (S1); M = 64, L = 8, Lp = 64 (S2);
M = 128, L = 16, Lp = 128 (S3); andM = 256, L = 32, Lp = 256 (S4), respectively. A relatively
low down-sampling ratio L was used in all designs to avoid aliasing and keep the analysis-synthesis
delay as small as possible for the subband designs. The prototype filter coefficients were generated
with the least-squares design given in [28]. The AS-FB delays for S1, S2, S3 and S4 were 2, 4, 8
and 16 ms, respectively.
Unlike the subband method, delay dt(ω) in the low-delay system for a frame depends on the








In the above equation, we assume without loss of generality that the phase of the low delay
system at ω = 0 is 0. Moreover, for the low delay method, group delay in a frame depends on the
magnitude of the spectral gain shaping function T (ejω) and is different for each frame. Since the
maximum group delay dmg in a frame is always larger than or equal to dt(ω) for that frame, we used
1Critical gain refers to the maximum amplification for which the output signal quality is acceptable without feedback
cancellation.





the maximum of all dmg values in an experiment from different frames to characterize delay in the
low-delay method. We refer to the maximum of all group delay values in an experiment as dmax.
In the simulations, we explored dmax values that provided comparable or better performance than
the four subband designs S1, S2, S3 and S4. Different components of the hearing aid system were
evaluated separately prior to evaluation of the complete system.
For every experiment in this section, four hearing aid profiles - mild-gently sloping loss,3
moderate-flat loss, moderate-steeply sloping loss and profound-gently sloping loss – as shown in
Figures 5.4a - 5.4d, were used. The hearing loss thresholds across various frequency ranges are
determined at the time of hearing aid fitting with the pure tone audiogram, commonly at frequencies
125, 250, 500, 1000, 1500, 2000, 3000, 4000, 6000 and 8000 Hz [3]. A digital hearing aid attempts
to provide the insertion gain for a hearing aid patient for a given hearing loss profile. The shape of
the insertion gain does not necessarily follow the shape of the hearing aid loss profile and depends
on a prescription method. The insertion gains for the hearing loss profiles used in this chapter were
obtained with the NAL-RP prescription [118] and are shown in Figures 5.4a - 5.4d.
The perceptual quality of the output speech was measured in each simulation using the per-
ceptual evaluation of speech quality (PESQ) measures [119]. PESQ is an objective measure that
analyzes a test speech signal after temporal alignment with corresponding reference signal based on
psychoacoustic principles. PESQ uses differences in the loudness spectra of the reference and test
signal to calculate perceptual quality of the test signal. PESQ provides perceptual quality rating of a
speech segment between−0.5 and 4.5 and can be interpreted as follows. The highest score indicates
that the speech signal contains no audible distortions and it is virtually identical to the clean speech
segment. The PESQ scores between −0.5 and 1 indicate that the distortions and residual noise in
the speech signal are very high and the segment sound unacceptably annoying. The ratings of 4, 3,
2 can be interpreted as “good quality,” “slightly annoying” and “annoying,” respectively. Besides
PESQmeasures, the output sound quality of the complete system for all methods was also evaluated
subjectively by normal-hearing listeners.
5.2.1 Low-delay spectral gain shaping method
In the first experiment, we demonstrate the spectral gain shaping capability of the low-delay
hearing aid system and study the effect of the frequency dependent delay of the low-delay system.
Specifically, we simulated the coloration effect in hearing aids due to the hearing aid signal pro-
cessing and studied the effectiveness of the low-delay method to reduce the coloration effect with
3In the definition of a hearing loss profile, the first word suggests the degree of hearing loss and the second


























































































































































































































Figure 5.4: Hearing loss profile and insertion gain of, (a) mild-gently sloping hearing loss (b)
moderately-flat hearing loss (c) moderate-steeply sloping hearing loss (d) profound-gently sloping
hearing loss, matched with the low-delay SGSM.
63
a psychophysical experiment. Additionally, we also evaluated the low-delay method in a binaural
listening situation.
For all the experiments in this section, we used auditory parameters for normal-hearing listeners
because these data are well known and documented. Auditory parameters for hearing-impaired
listeners, on the other hand, must be measured for each patient individually. We employed 21 filters
to model the auditory system based on the critical band models for a healthy human as described
in [39]. The center frequencies and quality factors for the equalization filters in each parallel section
of our system were selected as illustrated in Section 5.1. The parameter pe was set to 20 dB for all
filters. This choice provided good magnitude match and small group delays for the hearing loss
profiles used in the experiments.
Spectral gain shaping was accomplished using the least-squares method by minimizing the sum
of errors over 63 equally spaced frequencies in the operating frequency range (0 − 8000 Hz). The
resulting insertion gains are plotted against the desired gains in Figure 5.4. It can be seen that the
spectral gain shaping achieved by the method closely matches the desired frequency response for
all four hearing aid gain profiles. The group delays associated with the low-delay SGSM in the





























Figure 5.5: Group delay of the low-delay system for four different hearing aid gain profiles used
in the simulations.
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It can be seen from Figure 5.5 that the maximum group delay dmg among the four hearing
aid gain profiles over all frequencies is less than 2.0 ms. While the low-delay method produces
substantially smaller delays across frequency compared to the broadband analysis-synthesis delay,
the delay is variable across frequency for the low-delay method. It is not clear if this will mitigate
coloration effects in hearing aids. We performed a psychophysical experiment on normal-hearing
(NH) listeners to evaluate the effect of nonlinear phase in the low-delay method and broadband
delays in the subband methods in terms of the coloration effect. Degradation in the sound quality
due to the coloration effect depends on the amount of the unprocessed sound combining with
the processed. This in turn depends on several factors such as the hearing aid gain profile, type
of hearing aid fitting [130, 131] etc. In order to get various degrees of the coloration effect,
we simulated the coloration effect by adding two sounds - processed and unprocessed, where the
attenuation in the unprocessed sound was controlled, as shown in Figure 5.6.
The unprocessed signal was simply an attenuated original sound where the attenuation modeled
loss in the original sound while traveling through bones and a hearing aid earmold. In creating the
processed sound, the hearing aid gain was provided with either the low-delay method or with the
subband methods. The magnitude response of the gain function in the hearing aid was compen-
sated with a long linear-phase filter because the subjects for the experiment were normal-hearing
listeners. We call this the inverse HA gain filter. The delay due to the inverse HA gain filter
was compensated in the unprocessed sound so that only delays due to amplification methods under
evaluation remained in the combined signal. The combined sounds were created from six 5 seconds
long speech files at 3 attenuation levels 0 dB, −5 dB and −20 dB. The combined sounds were
presented in a random order to 6 normal-hearing listeners through a pair of headphones in both ears
at a quiet place. The subjects were asked to rate the combined sound on a scale of 1 to 5 for the
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Figure 5.6: Block diagram to simulate coloring effects.
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Table 5.3: Description of coloration ratings to the subject.
Ratings Processed sound quality
1 Sounds different from original with strong echo
2 Sounds different from original, with weak echo
3 Sounds different from original with tonal shifts
4 Sounds different from original but acceptable
5 Sounds same as original, no perceptible change
of degradation due to the coloration effect before starting the test. The subjects had access to the
original sound at all times while rating the corresponding combined sound and were encouraged to
listen to both before rating the combined sound.
The coloration ratings with 95% confidence intervals for the low-delay (LD) method and the
subband methods S1, S2, S3 and S4 at different attenuation levels are listed in Table 5.4. As
expected, the coloration effect reduced as the attenuation increased for all systems. The coloration
effect was the smallest for the subband design S1 among all the subband methods, indicating that
the coloration effect increased with delay. This is in agreement with other findings [32,33,130,131].
Furthermore, the coloration effect for the low-delay method was the least for all attenuation levels.
This confirms that the low-delay method mitigates the problem of coloration effects in hearing aids.
Based on the above experiment, it can be said that the nonlinear phase with the low-delay
method does not degrade audio quality in monaural listening situations or if the phase responses are
the same in both ears. However in practice, a hearing aid patient may wear a hearing aid in only one
ear or can have binaural hearing aid fittings with different hearing aid gain profiles in each ear. In
Table 5.4: Ratings for coloration effects for various methods at different attenuation levels in the
unprocessed path.
Profile Attenuation Method
levels (dB) S1 S2 S3 S4 LD
0 3.4±0.3 2.5±0.4 1.9±0.6 1.4±0.1 4.9±0.1
1 -5 4.0±0.4 3.6±0.4 2.4±0.6 1.5±0.2 4.8±0.1
-20 4.8±0.1 4.8±0.2 4.9±0.2 4.6±0.2 4.9±0.1
0 3.5±0.4 2.6±0.5 1.8±0.5 1.2±0.1 4.8±0.1
2 -5 4.2±0.4 3.5±0.5 2.3±0.5 1.4±0.2 4.8±0.1
-20 4.8±0.1 4.8±0.2 4.9±0.1 4.5±0.3 4.9±0.1
0 3.4±0.3 2.4±0.3 1.8±0.4 1.3±0.2 4.5±0.3
3 -5 3.4±0.4 2.4±0.3 1.8±0.4 1.3±0.3 4.9±0.2
-20 4.9±0.1 4.8±0.2 4.9±0.1 4.6±0.2 4.9±0.1
0 3.4±0.3 2.5±0.4 1.9±0.5 1.4±0.2 4.9±0.1
4 -5 4.1±0.4 3.5±0.6 2.6±0.5 1.4±0.2 4.8±0.2
-20 4.8±0.1 4.8±0.2 4.9±0.1 4.5±0.2 4.9±0.1
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these situations, the hearing aid patient will have different phase responses if the low-delay method
is employed. The human auditory system uses phase difference cues between two ears along with
other cues to localize sound in space [132]. Therefore, it is important to understand the effect of
different phase responses in both ears on the sound quality and localization abilities.
We performed a psychophysical experiment to assess effects of different phase responses in
both ears due to the subband method and the low-delay method. The assessment was done in
terms of the output sound quality and sound source localization abilities in the binaural listening
situation. For this experiment, stereophonic sounds were used that appeared to come from a certain
direction in space. A directional stereophonic sound was created by filtering a monophonic sound
through head-related-transfer-functions (HRTFs) for the left and right channel corresponding to a
direction in space. The head-related-transfer-functions were obtained from the MIT Media Labs
HRTF set [133]. Five such stereophonic sounds were created that represented sounds coming from
directions (0,0), (0,45), (0,90), (0,-45) and (0,-90).4 Subsequently, phase responses corresponding
to different subband methods or the low-delay method for various hearing aid profiles were added
to simulate phase distortions due to these methods.
All subjects were first trained with the unprocessed stereophonic sounds (without additional
phase response, just with the HRTFs) to localize sounds until they became comfortable. Subse-
quently, stereophonic sounds with additional phase responses corresponding to various methods
were presented randomly to subjects through a pair of headphones binaurally in a quiet place. Six
subjects participated in the experiment. The subjects were asked to guess the location of the sound
among the five locations after listening the stereophonic sound. They were also asked to rate the
sound quality according to the description in Table 5.3. The subjects were asked to ignore the
directionality when rating the sound quality. Many combinations of the processing between the left
and the right channels were tested. For each case, the mean values with 95% confidence intervals
of the percentage of correct responses in the sound direction localization, the maximum error in the
sound direction localization and the output sound quality are listed in Table 5.5.
In Table 5.5, LD profile 1 stands for the phase response corresponding to the hearing aid gain
profile 1 for the low-delay method. Similar names have been used for the other profiles also. For
the subband methods, only profile 1 was used because the phase distortion should be the same
regardless of the hearing aid gain profile. It can be seen that the errors in localization for all
hearing aid profiles in any combination for the low-delay method were comparable to the error
in localization with the unprocessed sound. Audio quality ratings for the low-delay method suggest
4The first number is the elevation angle in degrees and the second number is the azimuth angle in degrees.
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Table 5.5: User ratings in the binaural listening situation.
Phase distortions Percentage Maximum Stereo audio
Left Right correct Error (degrees) ratings
Unprocessed Unprocessed 88±6 45 4.8±0.1
S1 (2 ms) Unprocessed 26±12 180 4.6±0.2
S2 (4 ms) Unprocessed 23±12 180 4.4±0.2
S3 (8 ms) Unprocessed 26±15 180 1.9±0.3
S4 (16 ms) Unprocessed 26±15 180 1.3±0.1
S1 (2 ms) S1 (2 ms) 90±6 45 4.8±0.1
S2 (4 ms) S2 (4 ms) 88±6 45 4.7±0.2
S3 (8 ms) S3 (8 ms) 93±5 45 4.8±0.1
S4 (16 ms) S4 (16 ms) 88±6 45 4.8±0.1
LD Profile 1 Unprocessed 92±6 45 4.8±0.1
LD Profile 2 Unprocessed 88±6 45 4.7±0.2
LD Profile 3 Unprocessed 93±5 45 4.7±0.1
LD Profile 4 Unprocessed 90±6 45 4.8±0.1
LD Profile 2 LD Profile 1 88±6 45 4.8±0.1
LD Profile 3 LD Profile 1 88±6 45 4.8±0.1
LD Profile 4 LD Profile 1 90±6 45 4.7±0.1
LD Profile 3 LD Profile 2 88±5 45 4.8±0.1
LD Profile 4 LD Profile 2 93±5 45 4.8±0.1
LD Profile 4 LD Profile 3 88±5 45 4.8±0.1
that the added phase response due to the low-delay spectral gain shaping did not produce any
unpleasant artifacts and the overall audio quality in the binaural listening situation was good. For
the subband methods, the error in localization was small when the same subband method was used
in both ears. However, if the subband method was used in one ear, the localization errors were
very large. Even for the subband method S1 with the smallest delay, the localization error was as
much as 180 degrees in some cases. The audio quality was acceptable for the subband methods
S1 and S2, but the audio quality degraded significantly for the subband methods S3 and S4 where
subjects perceived echo in the sound. Comparing the subjective ratings and the localization errors
of the low-delay method with the subband methods with the broadband analysis-synthesis delay at
all frequencies used in most hearing aids [9, 12] indicates that the low-delay method accomplishes
the goal of reducing the forward path delay without sacrificing the ability to achieve desired gain
profiles.
5.2.2 Noise suppression
In this section, we study the noise suppression capability of the low-delay method and compare
the results with those of subband designs. In order to study the effect of noise suppression only, we
disabled the adaptive feedback cancellation in this set of simulations, i.e. f(n) = y(n) = 0,
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and e(n) = v(n). Three male and three female speech segments of length 20 seconds were
used as input signals in this experiment. Car noise segments taken from the noisy speech corpus
(NOIZEUS) [134] at 3 different signal-to-noise ratios were added to the input signals to create
the noisy signals. Postfilter weights were calculated according to the method given in the Ap-
pendix B and the gain was applied with the subband method and the low-delay spectral gain
shaping method. Parameters for the noise suppression postfilter weights calculations were αp = 0.8
and ǫn = 1.00055. PESQ measures were obtained for the noise suppressed speech segments.
PESQ values from the noise suppressed speech segments for the low-delay method and all subband
designs for the four hearing aid gain profiles are listed in Table 5.6. Table 5.6 also lists dmax for the
low-delay method and the AS-FB delay for the subband designs S1, S2, S3 and S4.
The AS-FB delay only depends on the filter-bank while group delays in the low-delay method
depend on the hearing aid gain profile as well as postfilter weights for noise suppression. The
results in Table 5.6 indicate that all methods improved the output sound quality. PESQ values in
Table 5.6 suggest that better noise suppression was achieved as spectral resolution increased for
the subband method. However, improvements became less noticeable with the increase in spectral
resolution. Perceptual quality ratings of the output sound for designs S3 and S4 were very similar.
The output sound quality with the subband design S2 was slightly poorer than the subband designs
S3 and S4 but was acceptable in most cases. This difference was more prominent for lower input
signal-to-noise ratios. The subband design S1 yielded the worst output sound quality among all
subband designs. If we consider the AS-FB delay and the noise suppression capability for various
subband designs, the subband designs S2 and S3 are more practical choices than designs S1 and
Table 5.6: Measures of speech enhancement from noise suppression.
Input Output
SNR PESQ Profile PESQ dmax(ms)
S1 S2 S3 S4 LD S1 S2 S3 S4 LD
0 1.9 1 2.0 2.4 2.8 2.9 2.7 2 4 8 16 1.7
2 2.0 2.5 2.8 2.9 2.8 2 4 8 16 1.6
3 1.9 2.4 2.8 2.8 2.8 2 4 8 16 2.0
4 1.9 2.4 2.8 2.8 2.7 2 4 8 16 1.6
10 2.80 1 2.9 3.6 3.8 3.8 3.9 2 4 8 16 1.7
2 3.0 3.6 3.8 3.9 3.9 2 4 8 16 1.7
3 3.0 3.5 3.8 3.9 3.9 2 4 8 16 2.0
4 3.0 3.5 3.8 3.9 3.8 2 4 8 16 1.6
20 3.5 1 3.6 3.9 4.0 4.0 4.1 2 4 8 16 1.9
2 3.6 3.9 4.0 4.0 4.0 2 4 8 16 2.0
3 3.6 3.8 4.1 4.1 4.1 2 4 8 16 2.1
4 3.6 3.8 4.0 4.0 4.0 2 4 8 16 1.7
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S4 for a hearing aid system. This is because the subband design S4 requires long delay with
little improvement over the subband design S3 whereas the noise suppression performance for the
subband design S1 falls below acceptable levels in many cases evaluated here.
PESQ ratings in Table 5.6 also indicate that the low-delay method produced similar perceptual
output speech quality as the subband designs with high spectral resolution such as S3 and S4.
Nonetheless, the low-delay method required much smaller delays than the subband designs S3
and S4, as indicated by the dmax values in Table 5.6. It can be concluded from these results that
even the maximum delay at any frequency for the low-delay method is smaller than the broadband
delays introduced by the conventional subband based methods while exhibiting noise suppression
capabilities comparable to the subband systems with longer AS-FB delays.
5.2.3 Adaptive feedback cancellation
Adaptive feedback cancellation was implemented in MATLAB for the low-delay structure and
the subband-based structure. Noise suppression was disabled for this experiment to assess only the
feedback cancellation capability of both structures. Parameters for the frequency domain adaptive
feedback cancellation used in the low-delay structure were N = 128, ∆K = 128, β = 0.98,
µ0 = 0.02 and Nf = 256. Parameters for the subband-based method were αsub = 0.001 and
ζ = 10−7. Finally, parameters for the forward linear predictor to estimate the whitening filter were
Ma = 5, λmin = 0.99, λmax = 0.999, Dmin = 200, Dmax = 1000 and I = 256. The broadband
gain was set to unity, i.e. gc = 1.
The input signals to the hearing aid were 6 clean speech waveforms of length 80 seconds taken
from the TIMIT database. Colored noise samples, with the power spectral density reducing at the
rate of 3 dB per octave as the frequency increases, were added to simulate a noisy signal with
40 dB signal-to-noise ratio. This noise model was chosen to represent the hardware noise due to
circuits/sensors in the hearing aid. The initial value of the hearing aid gain was set to 20 dB below
the target gain at all frequencies. Subsequently, the gain was slowly increased for 20 seconds at the
rate of 1 dB/second to reach the target gain level. The adaptive feedback cancellation experiment
ran for 80 seconds in each case. The last 10 seconds of the experiment were deemed as the steady
state. PESQ measures from the steady state were used to judge performance of adaptive feedback
cancellation capability for all methods in this section.
Figure 5.7 shows the PESQ values for all methods considered as a function of the processing
delay in the system. The forward path delays were adjusted with parameters dm for the low-delay
method and d1 for the subband method in addition to the minimum delay produced by these methods
for spectral gain shaping. Figure 5.7 shows that all subband designs yielded similar perceptual
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Figure 5.7: Misalignment (dB) as function of forward path delays for the subband and low-delay
methods.
output sound quality for all profiles irrespective of the forward path delay values. Increase in the
forward path delay did not increase the perceptual quality of the output sound. The output sound
quality for profiles 1 to 3 was very good for all subband designs. On the other hand, the output
sound quality for profile 4 was degraded for all subband designs. This is because the strength of
the residual feedback components in the processed signal is larger for profile 4 than that for other
profiles due to its higher gain requirements.
In case of the low-delay method, the output sound quality was unacceptable if the broadband
delay was set to 0, as shown by the low PESQ values for the first data point in the low-delay method
graph of Figure 5.7 for all profiles. The low-delay structure required at least 1 ms of the broadband
delay for profiles 1 to 3 and at least 2 ms of delay for profile 4 to perform satisfactory adaptive
feedback cancellation with good output sound quality. With these broadband delay values, total
maximum processing delay dmax for the low-delay method during these experiments was less than
3 ms. We used the minimum acceptable broadband delay values for the low-delay method obtained
from the simulations in this subsection for evaluating the complete system in the next section. We
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used no additional broadband delay in the subband designs for the complete system evaluation.
Without additional delay in the subband designs, the overall delay is equal to the AS-FB delay.
5.2.4 Evaluation of the complete system
In earlier sections, we evaluated the individual components of the hearing aid system. This
process also helped us identify parameter values that resulted in acceptable performance in practical
situations for these components. In this section, we evaluate the complete system that includes
amplification, adaptive feedback cancellation and dynamic signal processing. Six 80 seconds long
input speech signals described in the previous section were used in this experiment. Additionally,
car noise was added to the speech signals to create signal-to-noise of 10 dB. The output sound
quality in the steady state was subjectively evaluated for all methods. The perceived output sound
quality of the hearing aid system for both structures was assessed with normal-hearing listeners as
well as with the PESQ measure. In order to work with normal-hearing listeners, the output of the
low-delay system was further processed with long linear-phase filters that equalized for the effects
of the insertion gain of the hearing aid.
To assess sound quality, six subjects participated in the listening test. The processed sounds
were presented to them in both ears with a pair of headphones in a quiet place. Subjects rated
each system under test on a scale from 1 to 5, where 5 corresponded to listening directly to clean
speech, and 1 corresponded to a signal of such poor quality that it was deemed unacceptable.
Specifically, a rating of 1 indicates continuous loud artifacts, a rating of 2 indicates continuous
low-level artifacts, 3 indicates intermittent low-level noticeable artifacts, and ratings of 4-5 indicate
very good to excellent speech quality. Artifacts were explained to subjects as degradations in the
speech signals. The output speech signals suffered from a variety of degradations such as the
presence of residual background noise, ringing due to residual feedback and waterfall sounds.5
Roughly speaking, ratings in the range 0-2 indicate unacceptable quality and ratings of 3-4 indicate
tolerable degradations. Subjects could switch between the input and the processed output for a
direct comparison to perfect quality. Before the subjects started the experiment, they were provided
with an example of the clean sound as well as example sounds of various types of artifacts for
listening. The subjects always had access to the clean audio while rating processed sounds.
The total maximum forward path delay at any time during an experiment was used to character-
ize the delay in the system. In case of the low-delay method, the maximum forward path delay is
the addition of the broadband delay and dmax required for dynamic signal processing. On the other
5An artifact due to short term spectral changes in noise suppression systems. It is also sometimes referred to as
swirling.
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hand, the maximum forward path delay for the subband method is the addition of the broadband
delay and the AS-FB delay.
The mean values with 95% confidence intervals of the user ratings, PESQ values and processing
delays for all methods are listed in Table 5.7. PESQ values reported here exhibit similar trends as
the user ratings for all hearing aid profiles and methods. This validates the use of PESQ values for
earlier experiments and for the selection of the parameters of the hearing aids algorithms. Results
in Table 5.7 indicate that the subband designs S2, S3 and S4 yielded good output sound quality for
profiles 1 to 3. The output sound quality with the subband designs S3 and S4 was rated better than
with the subband design S2 for the above profiles. Output sound quality ratings for the subband
design S1 indicated more artifacts than any other method for profiles 1 to 3. This is mostly due
to the lower spectral resolution in the subband design S1. The low-delay method also yielded
good output sound quality that was comparable to the subband designs S2, S3 and S4. However,
the low-delay method resulted in lower delay values compared to subband designs S2, S3 and S4.
The processing delay for the subband design S1 is comparable to that of the low-delay method.
However, the subband design S1 produced considerably more artifacts in the output than compared
to the low-delay method.
For profile 4, the output sound quality was more degraded compared to other profiles for all
methods. This is because profile 4 has higher insertion gain that leads to additional residual
acoustical feedback components in the output sound. The hearing aid signal processing is limited
in suppressing the acoustic feedback components to provide a better output sound quality for the
feedback path used in this chapter. A hearing aid that has higher critical gain than the feedback
Table 5.7: Output sound quality for the combined system for both methods.
Profile Measures Method
S1 S2 S3 S4 LD
User ratings 3.2±0.3 3.8±0.4 4.1±0.4 4.1±0.3 4.1±0.4
1 PESQ 2.9 3.6 3.8 3.8 3.8
Max delay(ms) 2 4 8 16 2.0
User ratings 3.3±0.3 3.7±0.3 4.0±0.4 4.1±0.3 4.1±0.4
2 PESQ 3.0 3.6 3.8 3.9 3.9
Max delay(ms) 2 4 8 16 1.7
User ratings 3.3±0.2 3.7±0.5 4.0±0.4 4.1±0.3 4.0±0.3
3 PESQ 3.0 3.5 3.8 3.9 3.9
Max delay(ms) 2 4 8 16 2.3
User ratings 2.7±0.4 3.3±0.3 3.4±0.4 3.3±0.4 3.3±0.3
4 PESQ 2.6 3.1 3.3 3.3 3.3
Max delay(ms) 2 4 8 16 3.9
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path used in this chapter may provide better output sound quality for profile 4. Audiologist often
attempt to alter the feedback path response to improve audio quality for patients who require high
levels of amplification [52]. This discussion is out of the scope of this chapter. Based on the above
discussion, it can be said that the low-delay method performed as good as subband designs with
high spectral resolutions with much lower processing delays. The work in this chapter paves the
way for an alternative solution to the widely used subband method for implementing hearing aid






This chapter presents the howling suppression algorithm that adapts to the altered feedback path
quickly and allows the patient to not lose perceivable information. A howling detection method is
used to detect the onset of howling and the howling suppression method is employed. The howling
suppression method changes the hearing aid gain function immediately after howling detection in
such a way that the system operates in a stable manner and the distortions caused are not perceived
because of temporal masking.
Portions of this chapter are reprinted, with permission, from
• Ashutosh Pandey and V. John Mathews, “Howling suppression in hearing aids using least-
squares estimation and perceptually motivated gain control ,” in Proc. IEEE Int. Conf. on
Acoustics, Speech and Signal Processing, vol. 5, Toulouse, France, May 2006, pp. 149-152.
c©[2006] IEEE.
The rest of the chapter is organized as follows. Section 6.1 describes a howling detection
algorithm. The new howling suppression algorithm is detailed in Section 6.2. In Section 6.3,
the performance for the new algorithm is evaluated and compared with a competing structure using
MATLAB simulations.
6.1 Howling detection
The design of the howling detector used in this chapter referring to Figure 2.1 in Chapter 2 is
based on a simple correlation analysis of the error signal e(n) and its delayed version e(n−D). If
the adaptive filter matches the feedback path closely, we expect the error signal e(n) and its delayed
version e(n − D) to be relatively uncorrelated. When the feedback path is suddenly changed or
the adaptive filter is unable to track the feedback path, the feedback signal f(n) is not cancelled,
implying that the feedback signal f(n) is present in the error signal e(n). When howling occurs,
f(n) typically has dominant sinusoidal components, making e(n) and e(n − D) relatively more
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correlated. Consequently, the cross-correlation between e(n) and e(n − D) may be used as a









|e(n− i)e(n−D − i)|
(6.1)
and computed over a segment of length Lh for this purpose.
6.2 Howling suppression algorithm
The basic idea of howling suppression is as follows. The hearing aid employs an NLMS
adaptive filter for estimating and canceling the feedback path. The system is also equipped with
the howling detector described in Section 6.1. The adaptive filter coefficients stops adapting and
coefficients are reset to zero as soon as howling is detected. ForN samples after howling detection,
we do not update the coefficients of the filter so that the dominant spectral components created
by the howling activity do not affect the new updates. The least-squares algorithm described in
the next subsection is employed to adapt the coefficients for the next N + d − 1 samples, where
d << N . The gain function of the hearing aid is varied during the transition period in a manner that
would allow the overall system to behave in a stable manner and at the same time allow the patient
to mask the distortion caused by the variations. This process is described in Section 6.2.2. After
the transition period of 2N + d− 1 samples after howling detection, the coefficients obtained using
the LS estimate are copied to the adaptive filter coefficients and the NLMS adaptation is resumed.
6.2.1 Least-squares estimation after howling detection
Let the data matrixX(n) and the desired response vector d(n) be defined as
X(n) =
[





d(1) d(2) · · · d(n)
]T
(6.3)
where x(n) is defined in (2.4). It is well known that the optimal least-squares coefficients vector
wˆ(n) that minimizes ‖ d(n)−XT (n)wˆ(n) ‖2 is given by
wˆ(n) = Ψ−1(n)θ(n) (6.4)
where Ψ(n) = X(n)XT(n) and θ(n) = X(n)d(n). In what follows, we assume that Ψ(n) is
invertible when n = N . The data matrixX(N) is a square matrix that will also be invertible in this
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case. The extension of the results to the case when Ψ(n) is a singular matrix is not difficult. At




= (XT (n))−1d(n) (6.5)
Since XT (n) is a Toeplitz matrix, (6.5) can be solved in 2N2 + 8Nlog2(N) − N arithmetic
operations as shown in the Appendix A [45]. These many operations are expensive to implement in
one iteration. Fortunately, we can solve a large portion of the algorithm inN−1 iterations as we get
successive samples with a maximum 4N operations during any iteration, as shown in step 2 of the
Appendix A. After N iterations, 8Nlog2N + N operations are left to complete the computations
in (6.5). We complete these operations in the next d iterations where d is a number of the order
of 2log2N so that approximately 4N operations are completed during each iteration. Therefore,
we can obtain the initial estimate of the altered feedback path with the least-squares method in
2N + d− 1 iterations with linear complexity.
6.2.2 Gain processing
The gain function of the hearing is reduced by a constant β for the firstN samples after howling
is detected to reduce the effect of the dominant spectral components created in the signal by the
howling action. In all the simulations presented in the next section, we used β = 0.01. The gain is
increased and kept at the prescribed level for the patient in the next N + d samples. Maintaining
a high gain at these samples helps to obtain a better estimate of the altered feedback path with the
least-squares method [12, 13]. The gain is reduced for the next D samples because these samples
were generated during the transition period with no feedback cancellation and a high gain and
therefore may contain many unwanted spectral components of the feedback. Alternating low and
high gain values for short periods of times allows stable operation of the system. Furthermore,
since gain values are altered for short periods, the distortions may not be perceivable because of the
temporal masking effect of the human auditory system [39].
6.3 Results and discussion
This section presents the results from MATLAB simulations of the hearing aid algorithms
to demonstrate the performance of the chapter’s howling suppression algorithm and the classical
scheme described in Section 2.1.3 with delay in the forward path as the decorrelator. Simulations
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were conducted in MATLAB with the feedback path obtained from an in-the-ear hearing aid. The
impulse response of the feedback path was modeled using a FIR filter with 256 coefficients. The
critical gain of the feedback path was 37 dB. An FIR adaptive filter with 256 taps was used to
estimate the feedback path. The gain and delay used for simulations were set to 50 dB and 128
samples, respectively, in all simulations presented here. The howling detector declared the onset of
howling whenever the correlation factor in (6.1) exceeded 0.9.
In the simulations, we introduced a sudden change in the feedback path by negating all coef-
ficients of the feedback path sometime after the adaptive filter has reached the steady state. The
howling detector sensed howling in about 652 samples (approximately 40 ms) after this change.
The classical method reduces the gain as soon as howling is detected by 40 dB and increases it
slowly back to the prescribed gain over the subsequent 50000 iterations. In simulations involving
the method of this chapter, the gain is reduced by 40 dB intermittently during the transition period,
as explained in Section 6.2.2. The parameter d was chosen to be 16. Figure 6.1 shows the output
waveforms (normalized to have similar amplitude ranges for the three subplots) after the onset
of howling for both schemes. It is clear that the classical scheme does not provide sufficient





























Figure 6.1: Scaled output signals after howling detection: (a) the desired output (b) with the new
scheme (c) with slowly increasing gain.
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amplification. The method of this chapter appears to reproduce the input signal reasonably faithfully
at the output. We can see that the effect of the delay in howling detection in both Figures (6.1b) and
(6.1c) for a very short duration at the beginning of the plots. There are slight differences between
the signals in Figures (6.1a) and (6.1b). This is due to build up of uncancelled feedback during the
transition period. However, these differences are not perceptually bothersome because they occur
over very short durations. As can be expected, the classical scheme produced relatively faint output
during the transition period, leading to some lack of intelligibility. The classical method attained
the maximum gain in about 50000 iterations (3.125 sec) whereas the transient period for the new
scheme was less than 657 iterations (0.0375 sec) for N = 256.
The outputs of the two schemes are compared in the frequency domain in Figure 6.2. The
spectrum was calculated for the signals shown in Figure 6.1. The new scheme matches the desired
response closely whereas the conventional scheme produces a significant amount of distortions in
the process of ramping up the gain. These distortions occur because of the slow convergence of the
classical scheme. On the other hand, the new scheme adapts to the altered feedback path quickly
and therefore cancels out most of the undesired spectral components of the feedback. Figure 6.3
displays the misalignment between the true feedback path and the estimated feedback path just prior






















Output spectrum of the classical scheme
Output spectrum of the new scheme
Figure 6.2: Comparision of the output spectra of the two schemes.
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With the new scheme







Figure 6.3: Misalignment around the onset of howling for the two schemes.





At the beginning of the plot, the system was adapted to the feedback path and the misalignment
was low. The misalignment increased suddenly when the feedback path changed. With the first
method, convergence was quite slow, as can be seen from the dashed line curve in Figure 6.3. With
the new scheme, the misalignment did not change during the transition period because the adaptive
filter was not updated. The new scheme accurately estimated the altered feedback path during the
transition period and updated the adaptive filter at the end of the transition period, thus suddenly
reducing the misalignment in a very short time (approximately 32 ms).
CHAPTER 7
PERCEPTUALLY MOTIVATED LOW-DELAY
HEARING AID GAIN PROCESSINGWITH
HOWLING SUPPRESSION
In this chapter, we combine algorithms in Chapters 4, 5 and 6 to present the low-delay percep-
tually motivated signal processing (PMSP) method for digital hearing aids. A block diagram for
the perceptually motivated signal processing (PMSP) for digital hearing aids with a microphone
and a loudspeaker is shown in Figure 7.1. The PMSP can perform necessary signal processing
for digital hearing aids with low-delay requirements and can provide higher hearing aid gains than
possible with the state-of-the-art methods. The PMSP method is capable of handling sudden or
rapid feedback path changes with low distortions in the output sound.
The rest of this chapter is organized as follows. The perceptually motivated signal processing
(PMSP) method developed in this research is described in Section 7.1. Section 7.2 presents results
and discussions from evaluations of the PMSP method.
7.1 Perceptually motivated signal processing
The perceptually motivated signal processing (PMSP) uses the low delay spectral gain shaping
method (SGSM) to reduce delay requirements in the forward path. The adaptive feedback can-
cellation with the filtered-XLMS algorithm is performed as described in Table 5.1 and Table 5.2.
Furthermore, the spectral analysis is performed on the error signal e(n) and the microphone signal
u(n) to obtain spectrally distributed signal vectors E(k′) andU(k′), respectively. The spectral data
follow the frequency domain block-based notations described in Section 5.1 of Chapter 5. The spec-
tral analysis obtains new values every r samples atNg frequencies in the operating frequency range,
with k′ denoting the time indices for signals after spectral analysis. The band i, i = 0 · · ·Ng− 1, of







. Among various available choices for
the spectral analysis, we chose parallel-polyphase-network (PPN) based methods [95,96,135]. The





















































































































































































































































































This type of spectral analysis has been used by other researchers for similar structures where
spectral weights are calculated offline and filtering is done in the time domain [95]. The spec-
trally distributed signal vectors E(k′) and U(k′) are used to find masking thresholds, the noise
suppression filter and parameters of the output compression limiter. The noise suppression filter
is calculated as described in Appendix B. The masking thresholds T (k′, i), i = 0 · · ·Ng − 1 are
calculated from the target amplified signal valuesQ(k′, i), i = 0 · · ·Ng− 1, as shown in Figure 7.1.
Subsequently, the masking threshold for the ith frequency bin T (k′, i) is used to calculate the
modified hearing aid gain value ga
′
(k′, i) for this frequency bin. With the knowledge of the noise
suppression filter values, the modified prescribed gain values and the output compression values,
the desired spectral gain response T (ejω) is given by









O(.) represents the dynamic compression operation and Bl(e
jω) is the desired hearing loss com-
pensation and ga
′
(ejω) is the modified hearing aid gain function due to the adaptive gain processing.
The modified hearing aid gain function ga
′
(ejω) can be derived from the modified hearing aid gain
values ga
′
(k′, i). Given T (ejω) at Nl + 1 different frequencies ωi, i = 0 · · ·Nl, the low-delay gain
shaping method calculates the ceq values according to equation (5.3). Similarly, the spectral values
U(k′, i), i = 0 · · ·Ng − 1 for the microphone signal u(n) are used for energy monitoring to detect
offending frequencies. The adaptive notch filters are used as described in Section 4.1.2.1 to monitor
frequency range of the ith band.
The reset algorithm works on the frequency domain adaptive filters coefficientsW(k, j), j =
0 · · ·Nf − 1. The reset algorithm monitors the j
th frequency bin of the adaptive filter coefficient





reset algorithm also calculates a reinitialization indicator to start the howling suppression algorithm.
The reinitialization indicator is set when at leastN rf out ofNf bins deem the feedback path change.
The feedback path change in the reset algorithm is described in Section 4.1.2.2.
Finally, the step size of the adaptive filter is modified based on the prescribed gain vector g and
the modified prescribed gain vector ga(k). The prescribed gain values in the vector g remains the
same over time and can be calculated at the time of the hearing aid fitting from the audiogram of a
patient. The Nf modified hearing aid gain values g
a(k, j), j = 0 · · ·Nf − 1 at time k are calculated
from the Ng modified gain values at g
a′(k′, i), i = 0 · · ·Ng − 1 by suitably interpolating Nf values
fromNg values. With the above description, the complete perceptually motivated signal processing
is listed in Table 7.1.
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Table 7.1: Update equations for the perceptually motivated low-delay signal processing.
Initialization
Ψ(0) ... A diagonal matrix with large numbers
S(0) ... A vector with small positive constant
W(0) ... A vector with all zeros
gai (0) = gi(0) ... for each band i
Li(0) ... A column vector of length Ns with all zeros
Mi(0) ... A column vector of length Ns with all zeros
γoi (0) ... 0
Sample Processing Iterations (for n = 1, 2 · · · )
x(n) =
[
x(n) x(n− 1) · · · x(n−N + 1)
]T
e(n) = u(n)−wT (n)x(n)
ew(n) = Lw(n)
[




x(n) x(n− 1) · · · x(n−Ma)
]T
Finding Linear Predictor Coefficients
z(n) =
[
e(n− 1) e(n− 2) · · · e(n−Ma)
]T
ew(n) = e(n)− z
T (n)p(n)







λ(n) + zT (n)Ψ(n)z(n)





Adaptive notch filter update
si(n) = u(n) + ρai(n− 1)si(n− 1)− ρ
2si(n− 2)
zi(n) = si(n)− ai(n− 1)si(n− 1) + si(n− 2)
Pi(n) = λsPi(n− 1) + (1− λs)s
2
i (n− 1)






2cos(2πf li ) ; ai(n) > 2cos(2πf
l
i )





ami (n) = λma
m
i (n− 1) + (1− λm)ai(n)
γai (n) =
{
γai (n− 1) + 1 ;|ai(n)− a
m
i (n)| < δq
0 ;otherwise
Spectral Gain Update (for n = r, 2r · · · , k′ = n/r, i = 0 · · ·Ng − 1)
pr(k′, i) =
{
















P u(k′, i) = |U(k′, i)|2 and P u(k′, i) = λuP u(k
′ − 1, i) + (1− λu)P
u(k′, i)
P b(k′, i) = min(δbP
b(k′ − 1, i), P u(k′, i))
γr(k′, i) =
{
γr(k′ − 1, i) + Φ(P∆(k′, i)) ;P u(k′, i) > TbP
b(k′, i)
0 ;otherwise
γr(k′, i) = max(γr(k′, i), γrm)
Offending frequency detection (when n = rk′)
if γai (n) > Ta and γ
r(k′, i) > Tr




⇒ γai (n) = 0, γ
r(k′, i) = γrm
Frequency domain adaptive filtering (for n = R, 2R · · · , k = n/R, j = 0 · · ·Nf − 1)
ew(k) =
[
ew(kR) ew(kR + 1) · · · ew((kR +R− 1)
]T














W (k, j) for j = 0, · · · , Nf − 1
W(k + 1) = FFT
([
the first N elements of IFFT(W(k + 1))
0
])
S(k + 1) = βS(k) + (1− β)XW (k + 1)
⊙
X∗W (k + 1)
Reset algorithm
L(k, j) = λlL(k − 1, j) + (1− λl)W (k, j)
M(k, j) = λhM(k − 1, j) + (1− λh)W (k, j)
D(k, j) = L(k, j)−M(k, j) and κ(k, j) =
|D(k, j)|2
|L(k, j)|2 + ǫr
γo(k, j) =
{
γo(k − 1, j) + 1 ;κ(k, j) > δo
0 ;otherwise
Detection
if γo(k, j) > To











1 ;γo(k, j) > To
0 ;otherwise
if BTr (k)B(k) > N
r
f
⇒ Recalculate adaptive filter coefficients using the howling suppression method in Section 6.2
•
⊙
denotes element-by-element multiplication and 0 denotes column vector of length N − 1.
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7.2 Results and discussion
This section presents the results from MATLAB simulations of the hearing aid algorithms to
demonstrate the performance of the perceptually motivated signal processing (PMSP) method and
the classical scheme described in Section 2.2.2. The parameters for the classical subband method
were M = 128, L = 16, Lp = 128. Both methods were evaluated in terms of the output sound
quality and the hearing aid stability. The sampling frequency fs used for all experiments was 16000
Hz. The true feedback path was simulated using a 192-tap FIR filter in parallel with a homogeneous
quadratic nonlinearity, as described in Section 3.2. Coefficients for the linear component of the
feedback paths were obtained from measurements of an inside-the-ear (ITE) hearing aid, as shown
in Figure 4.2. The description of these feedback paths are provided in Section 4.2. Three feedback
cases, as described in Section 4.2, were studied for both methods. Four hearing aid gain profiles
shown in Figures 4.3a - 4.3d were used for evaluations of the both methods. Some of the parameters
for the PMSP method were Tr = 150, δb = 1.0002, Tb = 6, λl = 0.99, λh = 0.7, λu = 0.9
ǫr = 10
−4, δo = 0.1, To = 10, r = 8, N
r
f = 32, gc = 2 and Ng = 64. Other parameters that were
used in the experiment, but not mentioned here, were the same as given in Chapters 4, 5 and 6.
Six 80 seconds long input speech signals were used in this experiment. Additionally, car noise
was added to the speech signals to create a signal-to-noise-ratio of 10 dB. The output sound quality
in the steady state was subjectively evaluated for both methods. The perceived output sound quality
of the hearing aid system for both structures was assessed with normal-hearing listeners. In order
to work with normal-hearing listeners, the output of both methods was further processed with long
linear-phase filters that equalized for the effects of the insertion gain of the hearing aid. To assess
sound quality, six subjects participated in the listening test. The processed sounds were presented
to them in both ears with a pair of headphones in a quiet place. Subjects rated each system under
test on a scale from 1 to 5 as described in Section 5.2.4. The mean values with 95% confidence
intervals of the user ratings, mTRI values and the processing delays for the PMSP method and the
classical subband based method in the three feedback cases and four hearing aid gain profiles are
listed in Table 7.2. In Table 7.2, “ST” indicates that the system was stable during the experiment and
“US” indicates the system went into howling and did not became stable. When the system went into
instability, user ratings were not obtained for that experiment. User ratings in Table 7.2 indicate that
the classical method and the PMSP method yielded good output sound quality for profiles 1 to 3 in
the steady state. In transient situations of the experiments, both methods were stable for the profiles
1 and 2 in all the feedback cases. The classical method went into instability for 0.6 second for the
feedback case 3 when the hearing aid gain profile 3 was used. For the same situation (feedback case
3 and profile 3), the PMSP method kept the hearing aid system stable, as indicated by the mTRI
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Table 7.2: Output sound quality for the perceptually motivated signal processing method and the
classical method.
Profile Measures Feedback situation
1 2 3
PMSP Classical PMSP Classical PMSP Classical
User ratings 4.1±0.3 4.0±0.4 4.0±0.4 4.1±0.3 4.0±0.3 4.1±0.3
1 mTRI ST ST ST ST ST ST
Max delay(ms) 2.1 8 2.3 8 2.0 8
User ratings 4.1±0.3 4.0±0.4 4.1±0.3 4.0±0.3 4.1±0.4 4.1±0.3
2 mTRI ST ST ST ST ST ST
Max delay(ms) 1.9 8 2.1 8 2.1 8
User ratings 4.0±0.3 4.1±0.4 4.0±0.3 4.1±0.4 4.0±0.4 4.1±0.3
3 mTRI ST ST ST ST ST 0.6
Max delay(ms) 2.1 8 2.4 8 2.3 8
User ratings 4.0±0.3 US 4.1±0.4 US 4.1±0.4 US
4 mTRI 0.1 US 0.1 US 0.3 US
Max delay(ms) 4.2 8 3.9 8 4.1 8
values in Table 7.2. In each situation, the PMSP method required lower delay values compared to
the classical subband design. The classical subband method was unstable for all the feedback cases
when the hearing aid gain profile 4 was used. On the other hand, the PMSP system was stable and
the output sound quality was good in the steady state as indicated by the user ratings in Table 7.2
for all the three feedback cases. The PMSP method was briefly unstable during transient periods
for the feedback case 3 and the hearing aid gain profile 4. However, the instability was detected
and suppressed in less that 0.3 second. Finally, it is clear from Table 7.2 that the overall hearing aid




This dissertation presented methods for modifying the forward path gain in a hearing aid to
improve adaptive feedback cancellation efficiency. The gain modification is based on perceptual
redundancy in the input signal and gain reductions in narrowband frequency regions with parametric
EQ filters. MATLAB simulations with speech and music signals indicate that the gain modifications
presented in this dissertation provide 8−12 dB of additional stable gain over traditional approaches.
The reset algorithm successfully eliminated unnecessary filters placed in the signal path during
the transient periods. Psychophysical experiments suggest that this dissertation’s method also
delivers perceptually better output sound quality without compromising loudness in the output
sound. Consequently, the method of this dissertation may be a better alternative to currently used
techniques for hearing aid signal processing.
A major advantage of the method of this dissertation is that it reduces broadband delays in the
forward path for signal processing in hearing aids. The key element of the low-delay hearing aid
structure presented in this dissertation is the spectral gain shaping method that utilizes parametric
equalization filters. Results of extensive performance evaluation presented in the dissertation reveal
that the low-delay signal processing used in this work requires much smaller forward path delays
than a state-of-the-art subband-based method. A comparison of our implementations of this system
has indicated that the low-delay structure has comparable or lower computational complexity than
subband realizations evaluated in this dissertation. This work paves the way for an alternative solu-
tion to the widely used subband method for implementing hearing aid signal processing algorithms
and reducing the unwanted effects of the long and broadband forward path delays.
Finally, a novel howling suppression scheme based on the least-squares method is presented
in this dissertation. This scheme has faster convergence than conventional howling suppression
methods. The least-squares estimate used in the howling suppression method is implemented with
a linear complexity. The system also employs a perceptually motivated gain control algorithm that
allows stable operation. The distortions occurring during the transition period are kept below the
perceptual threshold of the listener because they are masked by the temporal masking phenomenon
in the human auditory system.
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8.1 Future work
In the adaptive gain processing, we only considered frequency-based masking models. Tempo-
ral masking can be included in the work to get more added stable gains. Several models on temporal
masking are available in the literature [99, 136–138]. Many of these models were developed to
achieve higher efficiency in audio coding by reducing redundant components. These models can
be included to adaptively change gain of the hearing aid for the input signal if it is masked due to
components that occurred earlier in time. Furthermore, the computational efficiency of the adaptive
gain processing can be improved using low-complexity masking models [98, 139, 140].
In this research, we have used auditory models from the normal-hearing listeners. The normal-
hearing auditory model was used because it is straight-forward to implement and provides us with
the benefits of the methods presented in this dissertation. On the other hand, modeling hearing-
impaired auditory systems is challenging because it depends on the degree and the type of hearing
loss and is substantially different from normal-hearing listeners [141–145]. Specifically, auditory
filters are wider for hearing-impaired listeners than normal-hearing listeners [146,147], the additive
masking effect is larger in hearing-impaired listeners than in normal-hearing listeners [148,149] and
the growth of masking is more gradual in hearing-impaired listeners [150–153]. We believe that
the benefits will be even greater and more suitable for hearing-impaired listeners if the auditory
models for hearing-impaired listeners are used. Researchers have developed mathematical models
that can predict some of the parameters for the hearing-impaired auditory systems [154–157]. These
models can be used for the processing developed in this dissertation to provide greater benefits to
hearing-impaired listeners on an individual basis.
The computational load of the hearing aid structure in this dissertation can be further reduced
by incorporating the parametric EQ bank into the low-delay spectral gain shaping. This can be
achieved by incorporating the frequency response of a parametric EQ filter into the desired response
at the time of optimization in the low-delay spectral gain shaping. Finally, the computational
complexity of the howling suppressor presented in the dissertation can be further reduced using
superfast Toeplitz solvers [158–162].
APPENDIX A
SOLVING LINEAR TOEPLITZ SYSTEMS
In this appendix, we present an algorithm to solve the N linear Toeplitz equations for N = 2k
where k is a positive integer [45]. The algorithm requires 2N2+8N log2N −N operations to solve
it. Consider the the set of linear equations given by equation (A.1)
XT (n)wˆ(n) = d(n) (A.1)
where XT (n) is a N × N Toeplitz matrix and its (j, k)th entry is x(n − N + 1 + (j − k)). d(n)
(6.3) is a N × 1 vector. Now, we define some notations that will be used in the algorithm presented
here. “∼” on a column vector represents reverse order of entries. 0N×1 is a column vector with N
zeros. The steps of the algorithm are given below.
Step 1. Initialization:
λ0 = x(n−N + 1)
a0 = b0 = r0 = s0 = Null vector

























































denotes element by element multiplication of vectors.
iii) Compute IFFTs
u = IFFT(uf ), v = IFFT(vf )
p(m) = v(m),q(m) = u(m+N) for 1 ≤ m ≤ N
p(m) = q(m) = 0 for N + 1 ≤ m ≤ 2N
iv) Desired Output
xf = afe(m)p(m) + (−1)
mbfe(m)q(m) for 1 ≤ m ≤ 2N (A.8)







In this appendix, we briefly describe a method to determine the postfilter weightsWn(k, ωl) [36]
to reduce noise in a band of frequencies centered around ωl at time k for audio signal X(k, ωl).
These weights are obtained from the instantaneous spectral power Px(k, ωl) = |X(k, ωl)|
2. Sub-
band components are used to obtain instantaneous spectral power in each band whereas off-the-
forward-path discrete Fourier transform (DFT) is used to obtain spectral power to generate the
postfilter weights for the low-delay method. Given the instantaneous spectral power in the lth band,
the postfilter weight that represents the amount of suppression for that band is calculated as
Wn(k, ωl) =
ξˆ(k, ωl)
1 + ξˆ(k, ωl)
(B.1)
where ξˆ(k, ωl) denotes estimate of the a priori signal-to-noise ratio and is calculated using a
decision-directed approach as
ξˆ(k, ωl) = αp
|Pˆx
c
(k − 1, ωl)|
2
E(|P nx (k − 1, ωl)|
2)
+ (1− αp)max(γ(k, ωl)− 1, 0) (B.2)









(k, ωl − 1) is an estimate of the power of the clean audio in the last time frame given by
Pˆx
c
(k − 1, ωl) =Wn(k − 1, ωl)Px(k − 1, ωl) (B.4)
and P nx (k − 1, ωl) is an estimate of the background noise power estimated as
P nx (k, ωl) = min(ǫnP
n
x (k − 1, ωl), Px(k, ωl)) (B.5)
where ǫn is a constant such that ǫn > 1.
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