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A presente tese de doutorado introduz uma metodologia de s´ıntese modular de supervisores
para sistemas h´ıbridos que assegura um comportamento na˜o bloqueante e minimamente res-
tritivo para o sistema sob supervisa˜o. Os sistemas h´ıbridos considerados possuem dinaˆmicas
cont´ınuas e dinaˆmicas a eventos discretos, sendo que a dinaˆmica discreta e´ definida por even-
tos gerados quando varia´veis do espac¸o de estado cont´ınuo alcanc¸am uma superf´ıcie de limiar,
forc¸ando enta˜o transic¸o˜es no estado discreto. A dinaˆmica cont´ınua e´ determinada em func¸a˜o
do estado discreto atual do sistema. O objetivo de supervisa˜o consiste em restringir a selec¸a˜o
de dinaˆmicas cont´ınuas de forma que a sequ¨eˆncia de eventos esteja contida em um conjunto
de sequ¨eˆncias permitidas (especificac¸a˜o de controle). Os supervisores sa˜o projetados (sepa-
radamente) usando uma abordagem puramente discreta. Este trabalho contribui ainda para
a consolidac¸a˜o da abordagem monol´ıtica de s´ıntese de supervisores para sistemas h´ıbridos e
estende resultados anteriores atrave´s da considerac¸a˜o de linguagens marcadas. A introduc¸a˜o
do conceito de supervisor marcador para sistemas h´ıbridos permite que a determinac¸a˜o do
que deve ser uma tarefa fique a cargo do supervisor (da especificac¸a˜o). Nesta tese estuda-se
tambe´m os problemas que surgem quando o projeto de supervisores (seja na abordagem mono-
l´ıtica ou na abordagem modular) e´ feito com base em uma aproximac¸a˜o para o comportamento
lo´gico do sistema h´ıbrido. Estabelece-se uma condic¸a˜o sob a qual se pode garantir que um
supervisor sintetizado com base em um modelo aproximado para a planta h´ıbrida e´ tambe´m
uma soluc¸a˜o para o problema original. Exemplos sa˜o utilizados para ilustrar a metodologia
proposta e provas matema´ticas sa˜o apresentadas para comprovar os resultados obtidos.
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The present thesis introduces a methodology for the modular synthesis of supervisors for
hybrid systems which guarantees a nonblocking and minimally restrictive behavior for the
system under supervision. The class of hybrid systems considered is such that threshold-
crossing events in the continuous state space force discrete state transitions. The continuous
dynamics are determined by a discrete condition, which depends on the current discrete state
of the system. The objective of the supervision is to restrict the selection of the continuous
dynamics in such a way that the sequence of events be contained in a set of allowed sequences
(control specifications). The supervisors are (individually) designed by using a purely dis-
crete framework. This work contributes also to consolidate the monolithic approach to the
supervisor synthesis for hybrid systems and extends previous results by considering marked
languages. The introduction of a marking supervisor for hybrid systems allows the determi-
nation of what is a task in the hybrid system to be in charge of the supervisor (specification).
This thesis is also concerned with the problems that arrive when the design of supervisors
(in the monolithic or modular approach) is based on an approximated model for the logical
behavior of the hybrid systems. It establishes a condition under which one can guarantee that
a supervisor synthesized for an approximated model for the hybrid system is also a solution for
the original problem. Examples are presented in order to illustrate the proposed methodology
and mathematical proofs demonstrate the obtained results.
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Cap´ıtulo 1
Introduc¸a˜o
O presente trabalho traz contribuic¸o˜es a` teoria de controle superviso´rio de sistemas h´ıbri-
dos, particularmente a` abordagem modular de controle.
Este cap´ıtulo esta´ dividido da seguinte forma: na pro´xima sec¸a˜o apresenta-se o objeto de
estudo desta tese e citam-se alguns trabalhos desenvolvidos sobre o tema aqui abordado; na
Sec¸a˜o 1.2 enumeram-se as principais contribuic¸o˜es deste trabalho; e, por fim, na Sec¸a˜o 1.3
mostra-se a forma com que este documento esta´ organizado.
1.1 Objeto de Estudo e Trabalhos Relacionados
Os sistemas h´ıbridos constituem uma ampla classe de sistemas dinaˆmicos formada por
sistemas que possuem tanto dinaˆmicas cont´ınuas quanto dinaˆmicas discretas. Os formalis-
mos existentes para estes sistemas mostram-se adequados para o tratamento de uma grande
variedade de problemas, de forma que os mesmos teˆm sido considerados nas mais diversas
aplicac¸o˜es: na aviac¸a˜o, por exemplo, no controle de tra´fego ae´reo e nos sistemas de controle
de aeronaves; em aplicac¸o˜es automotivas como, por exemplo, os sistemas de controle de tra´-
fego em rodovias e os sistemas de controle de ve´ıculos inteligentes; em sistemas de controle
de armazenagem e distribuic¸a˜o de petro´leo e ga´s; em sistemas de manufatura; na robo´tica; na
eletroˆnica de poteˆncia; no controle de processos qu´ımicos em geral; entre muitas outras.
Tendo em vista que proporcionam um rico contexto para a definic¸a˜o de va´rios tipos de pro-
blemas, nos u´ltimos anos os sistema h´ıbridos foram amplamente estudados por pesquisadores
das a´reas de computac¸a˜o e de controle. Muitos resultados importantes foram apresentados na
literatura, com diferentes enfoques e para as variadas classes de sistemas h´ıbridos.
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Na classe de sistemas h´ıbridos considerada neste trabalho, a dinaˆmica discreta e´ definida
por eventos gerados quando varia´veis do espac¸o de estados cont´ınuo (ou func¸o˜es destas) al-
canc¸am uma superf´ıcie de limiar, forc¸ando enta˜o transic¸o˜es no estado discreto. A dinaˆmica
cont´ınua, por sua vez, e´ determinada por uma condic¸a˜o discreta, func¸a˜o do estado discreto
atual do sistema. Na literatura, estes sistemas sa˜o chamados de sistemas h´ıbridos dirigidos
por eventos de limiar (threshold-event-driven hybrid systems) (Gonza´lez et al., 2001).
Em termos globais, neste trabalho trata-se do controle superviso´rio de sistemas h´ıbridos,
sendo que o objetivo da supervisa˜o consiste em restringir as transic¸o˜es de estado discreto do
sistema h´ıbrido de tal forma que todas as poss´ıveis sequ¨eˆncias de eventos gerados pela planta
(sistema h´ıbrido) estejam contidas em um dado conjunto de sequ¨eˆncias de eventos especificado
pelo projetista (linguagem desejada para o sistema sob supervisa˜o). Assim, neste trabalho o
supervisor e´ um sistema de dinaˆmica puramente discreta que observa os sinais da planta h´ıbrida
e, em resposta, aplica sinais a esta para restringir o seu comportamento. O problema tratado
aqui considera que a planta a ser controlada possui natureza h´ıbrida, podendo ser considerado
como uma generalizac¸a˜o do problema considerado em (Cury et al., 1998), (Raisch e O’Young,
1998), (Cury e Krogh, 1999), (Koutsoukos et al., 2000) e (Antsaklis e Koutsoukos, 2002),
nos quais a natureza h´ıbrida adve´m da utilizac¸a˜o de um supervisor puramente discreto para
controlar uma planta cont´ınua. Problemas semelhantes de controle superviso´rio para sistemas
h´ıbridos foram considerados em (Moor et al., 1998), (Moor e Raisch, 1999) e (Moor, Raisch
e O’Young, 2002) para sistemas com dinaˆmicas cont´ınuas em tempo discreto. O problema
de controle superviso´rio de sistemas h´ıbridos considerando a natureza h´ıbrida da planta foi
estudado tambe´m em (Gonza´lez, 2000) e (Gonza´lez et al., 2001).
Nesta tese, utiliza-se o mesmo paradigma de modelagem empregado em (Gonza´lez
et al., 2001) e uma se´rie de resultados obtidos naquele trabalho sa˜o considerados aqui. Muitos
deles, entretanto, tiveram que ser adaptados e outros foram estendidos para o contexto deste
trabalho.
Entretanto, o enfoque espec´ıfico desta tese consiste na abordagem modular de controle su-
perviso´rio de sistemas h´ıbridos. Nesta abordagem projeta-se um controlador individual para
atender cada um dos componentes da especificac¸a˜o global, e os supervisores modulares sa˜o
implementados de forma concorrente no intuito de que a ac¸a˜o conjunta destes garanta o cum-
primento da especificac¸a˜o global. Ale´m deste trabalho, a s´ıntese modular de supervisores para
sistemas h´ıbridos foi abordada apenas em (Moor, Davoren e Raisch, 2001). Entende-se enta˜o
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que o estado da arte neste tema consiste na unia˜o das contribuic¸o˜es obtidas nestes dois traba-
lhos. Existem diferenc¸as significativas entre estes, a comec¸ar pela abordagem empregada na
modelagem do sistema h´ıbrido. Em (Moor, Davoren e Raisch, 2001) o problema e´ formulado
usando a teoria comportamental de sistemas (Willems, 1991), enquanto que aqui a formulac¸a˜o
e´ feita por interme´dio da teoria de sistemas condic¸a˜o/evento (Sreenivas e Krogh, 1991). Por
sua vez, a maior contribuic¸a˜o deste trabalho e´ a garantia de sempre se obterem supervisores
modulares que levam a uma soluc¸a˜o o´tima. Estas e outras diferenc¸as existentes entre o pre-
sente trabalho e o de Moor, Davoren e Raisch (2001) sa˜o discutidas com mais propriedade no
Cap´ıtulo 4.
Na abordagem proposta neste trabalho, para a realizac¸a˜o da s´ıntese de supervisores, seja
na abordagem monol´ıtica, seja na modular, deve-se obter um modelo discreto que represente
o comportamento lo´gico da planta h´ıbrida. Este comportamento e´ dado pelas sequ¨eˆncias de
eventos e dinaˆmicas cont´ınuas adotadas nos instantes de ocorreˆncia destes eventos, conforme
sera´ visto em detalhes no Cap´ıtulo 3. A obtenc¸a˜o de modelos lo´gicos para os sistemas h´ıbridos
e´, entretanto, um dos maiores problemas relacionados ao controle superviso´rio destes sistemas.
Segundo Chase et al. (1993), em geral, um modelo com nu´mero finito de estados para um
sistema h´ıbrido na˜o existe ou e´ computacionalmente dif´ıcil de ser obtido. Cury et al. (1998)
propo˜em a obtenc¸a˜o de um modelo de estados finitos cujo comportamento lo´gico conte´m
o comportamento sequ¨encial exato da planta h´ıbrida. Todavia, a utilizac¸a˜o deste modelo
aproximado gera alguns problemas, conforme discutido no Cap´ıtulo 6. Deve-se ressaltar que
o estudo de metodologias para a obtenc¸a˜o destas aproximac¸o˜es na˜o sera´ contemplado no
contexto deste trabalho. Considera-se enta˜o que o modelo lo´gico (aproximado ou exato) da
planta h´ıbrida e´ fornecido ou e´ obtido por interme´dio de uma ferramenta computacional. Assim
como em (Gonza´lez, 2000) e (Gonza´lez et al., 2001), utilizou-se uma ferramenta de verificac¸a˜o
para obtenc¸a˜o de um modelo aproximado para o sistema h´ıbrido.
Na sequ¨eˆncia, apresenta-se um suma´rio das principais contribuic¸o˜es desta tese.
1.2 Resumo das Contribuic¸o˜es
De forma bastante sucinta, pode-se dizer que as principais contribuic¸o˜es desta tese sa˜o:
• a consolidac¸a˜o da abordagem monol´ıtica para a s´ıntese de supervisores para uma classe
de sistemas h´ıbridos;
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• a extensa˜o da teoria de controle superviso´rio de sistemas h´ıbridos para linguagens mar-
cadas;
• a proposic¸a˜o de uma metodologia de s´ıntese modular de supervisores para sistemas h´ı-
bridos que garante a otimalidade da soluc¸a˜o; e
• o estabelecimento de condic¸o˜es sob as quais se pode garantir que supervisores sintetizados
com base em um modelo aproximado para a planta h´ıbrida sa˜o uma soluc¸a˜o tambe´m
para a planta real (h´ıbrida).
Estas contribuic¸o˜es foram apresentadas a` comunidade cient´ıfica por interme´dio das seguin-
tes publicac¸o˜es: (Leal e Cury, 2002), (Leal e Cury, 2004a), (Leal e Cury, 2004b), (Leal e
Cury, 2004c) e (Leal e Cury, 2005).
Ale´m disso, durante a realizac¸a˜o deste trabalho, participou-se ativamente no desenvolvi-
mento de algoritmos para a s´ıntese modular de supervisores para sistemas h´ıbridos, algoritmos
estes que foram desenvolvidos e implementados no contexto da dissertac¸a˜o de mestrado de Ro-
drigues (2004). Desta forma, entende-se que a ferramenta obtida com a implementac¸a˜o destes
algoritmos consiste numa contribuic¸a˜o indireta do presente trabalho.
1.3 Organizac¸a˜o do Documento
O restante deste documento esta´ organizado conforme segue:
No Cap´ıtulo 2 apresenta-se uma introduc¸a˜o aos sistemas h´ıbridos, fazendo um breve his-
to´rico da evoluc¸a˜o de seu estudo ao longo das u´ltimas de´cadas e discute-se sobre algumas das
abordagens existentes nas perspectivas das comunidades de controle e de computac¸a˜o. Por fim,
enumeram-se alguns exemplos de aplicac¸a˜o de sistemas h´ıbridos e descrevem-se brevemente
algumas ferramentas que podem ser utilizadas para a modelagem, simulac¸a˜o, verificac¸a˜o e/ou
s´ıntese de controladores para este tipo de sistema.
No Cap´ıtulo 3 e´ feita a formulac¸a˜o de um problema de controle superviso´rio para sistemas
h´ıbridos, apresentando-se a classe de sistemas h´ıbridos tratada ao longo de todo o documento.
Tal formulac¸a˜o e´ feita por interme´dio do formalismo de sistemas condic¸a˜o/evento (Sreenivas e
Krogh, 1991), mas a resoluc¸a˜o do problema proposto e´ obtida pela resoluc¸a˜o de um problema
equivalente apresentado no domı´nio de sistemas a eventos discretos (SEDs). Um exemplo
simples e´ utilizado de forma a ilustrar a metodologia de resoluc¸a˜o apresentada.
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No Cap´ıtulo 4 trata-se do tema central deste trabalho, o controle superviso´rio modular de
sistemas h´ıbridos. Da mesma forma que no Cap´ıtulo 3, formula-se o problema de controle por
interme´dio do paradigma de sistemas condic¸a˜o/evento, mas sua resoluc¸a˜o e´ feita no domı´nio
de SEDs. Apresenta-se enta˜o uma metodologia para a soluc¸a˜o de problemas de s´ıntese de
supervisores modulares para sistemas h´ıbridos e estabelecem-se condic¸o˜es sob as quais tal me-
todologia leva a uma soluc¸a˜o o´tima, ou seja, condic¸o˜es sob as quais se obte´m supervisores cuja
ac¸a˜o conjunta e´ na˜o bloqueante e minimamente restritiva. O exemplo utilizado no Cap´ıtulo 3
e´ retomado para a resoluc¸a˜o por interme´dio da abordagem modular, permitindo enta˜o que os
resultados sejam comparados. Apresenta-se ainda um novo problema, baseado num sistema de
controle de trens em uma malha ferrovia´ria, e soluciona-se o mesmo utilizando a abordagem
modular proposta.
No Cap´ıtulo 5 discute-se sobre a existeˆncia de soluc¸o˜es o´timas para a abordagem modular.
Estabelece-se enta˜o uma metodologia para a s´ıntese modular que sempre leva a uma soluc¸a˜o
o´tima. Assim, se um dado problema de controle superviso´rio definido para um sistema h´ıbrido
tem soluc¸a˜o por interme´dio da abordagem monol´ıtica, certamente o mesmo resultado e´ obtido
por interme´dio da metodologia de s´ıntese modular proposta neste cap´ıtulo.
No Cap´ıtulo 6 trata-se dos problemas que surgem quando a s´ıntese de supervisores e´
feita com base em um modelo aproximado para o comportamento lo´gico do sistema h´ıbrido.
Estabelecem-se enta˜o condic¸o˜es sob as quais se pode garantir que os supervisores sintetizados
com base em um modelo aproximado para a planta h´ıbrida sa˜o tambe´m uma soluc¸a˜o para o
problema original, quer seja na abordagem monol´ıtica, quer seja na abordagem modular.
Finalmente, no Cap´ıtulo 7 apresentam-se as principais concluso˜es deste trabalho e as pers-
pectivas de extensa˜o dos resultados obtidos nesta tese.
Cap´ıtulo 2
Sistemas Hı´bridos
2.1 Introduc¸a˜o
Um sistema e´ dito ser cont´ınuo no tempo se seus estados variam continuamente com o
tempo, ou seja, se suas varia´veis sa˜o func¸o˜es cont´ınuas do tempo. De um modo geral, os
sistemas cont´ınuos teˆm suas varia´veis medidas continuamente no tempo, podendo enta˜o ser
modelados por equac¸o˜es diferenciais. Entretanto, um sistema de natureza cont´ınua pode ter
suas varia´veis medidas apenas em instantes discretos no tempo, por interme´dio de amostragens,
dando origem aos chamados sistemas a dados amostrados ou sistemas de tempo discreto, os
quais podem ser modelados por equac¸o˜es a diferenc¸as. Em ambos os casos, a varia´vel tempo (t
no caso cont´ınuo e k no caso discreto) e´ naturalmente uma varia´vel independente que aparece
como o argumento das func¸o˜es entrada, estado e sa´ıda.
Outros sistemas, estes de natureza bastante diferente dos sistemas cont´ınuos, sa˜o os cha-
mados Sistemas a Eventos Discretos (SEDs). Antes de introduzir uma definic¸a˜o para estes
sistemas, vamos apresentar o conceito de evento. Um evento pode ser identificado com uma
ac¸a˜o (aperto de uma tecla), uma ocorreˆncia espontaˆnea (pane em uma ma´quina) ou o resultado
de va´rias condic¸o˜es satisfeitas em um dado instante (um equipamento termina uma operac¸a˜o).
Estes eventos na˜o dependem diretamente da varia´vel tempo e podem ocorrer a qualquer ins-
tante. Um sistema a eventos discretos (SED) e´ um sistema a estado discreto dirigido por
eventos, ou seja, um SED e´ um sistema em que o estado assume valores num conjunto discreto
enumera´vel, e cuja evoluc¸a˜o depende inteiramente da ocorreˆncia de eventos discretos ass´ıncro-
nos no tempo. Embora o termo SED seja muito semelhante e ocasione confuso˜es destes com os
sistemas de tempo discreto (a dados amostrados), tais sistemas sa˜o de naturezas bastante dis-
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tintas. Note que nos sistemas a eventos discretos os estados so´ podem mudar de um valor para
outro quando ocorrem eventos, independentemente do instante em que tais eventos ocorrem.
Por outro lado, em um sistema a dados amostrados os estados variam em intervalos de tempo
predeterminados, ou seja, nos instantes nos quais sa˜o colhidas as amostras, independendo da
ac¸a˜o de eventos.
Uma terceira classe consiste nos chamados sistemas h´ıbridos. Genericamente, o termo
h´ıbrido refere-se a` combinac¸a˜o de dois tipos de objetos ou metodologias fundamentalmente
diferentes. Segundo Pettersson e Lennartson (1996), um sistema que combina redes neurais
artificiais com lo´gica nebulosa pode ser visto como h´ıbrido (Jou et al., 1999). Um sistema
modelado pela interconexa˜o entre sistemas com paraˆmetros concentrados e paraˆmetros dis-
tribu´ıdos tambe´m pode ser visto como um sistema h´ıbrido. Na a´rea de controle, um tipo de
sistema h´ıbrido muito conhecido e´ o sistema de controle digital de processos cont´ınuos. Nestes,
uma planta cont´ınua, descrita por equac¸o˜es diferenciais, e´ controlada por um controlador de
tempo discreto, descrito por equac¸o˜es a diferenc¸as. Tais sistemas sa˜o h´ıbridos no sentido de
combinarem sinais de tempo cont´ınuo com sinais de tempo discreto (Lemmon et al., 1999).
Os sistemas h´ıbridos aos quais nos referimos neste trabalho sa˜o sistemas que possuem tanto
dinaˆmicas cont´ınuas quanto dinaˆmicas de eventos discretos, sendo que, ale´m de coexistirem,
estas tambe´m interagem entre si. Na˜o apenas o sistema pode ter uma caracter´ıstica h´ıbrida,
mas a especificac¸a˜o sobre o comportamento desejado para o mesmo tambe´m pode ser h´ıbrida.
No passado, os sistemas h´ıbridos eram frequ¨entemente abordados de forma que as dinaˆmi-
cas dirigidas a eventos eram estudadas separadamente das dinaˆmicas dirigidas pelo tempo. As
te´cnicas dispon´ıveis para a modelagem, ana´lise e s´ıntese de controladores, bem como as ferra-
mentas associadas a estas te´cnicas, na˜o eram capazes de tratar conjuntamente tais dinaˆmicas.
As primeiras eram geralmente modeladas por autoˆmatos ou redes de Petri e as u´ltimas por
equac¸o˜es diferenciais ou a diferenc¸as. Assim, sistemas de natureza h´ıbrida eram convertidos
em entidades puramente cont´ınuas ou puramente discretas, de acordo com o objetivo a ser
alcanc¸ado (Nerode e Kohn, 1993). Entretanto, na maioria dos casos na˜o triviais estas duas di-
naˆmicas interagem de forma significativa, tal que na˜o podem ser desacopladas efetivamente por
nenhum tipo de abstrac¸a˜o e precisam ser analisadas simultaneamente. Assim, para entender
com profundidade o comportamento de um sistema e/ou para alcanc¸ar especificac¸o˜es de alto
desempenho, em geral torna-se necessa´rio modelar e analisar conjuntamente tais dinaˆmicas,
bem como suas interac¸o˜es.
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Tendo em vista que na maioria das vezes as te´cnicas e ferramentas existentes se mostravam
inadequadas para o tratamento de sistemas h´ıbridos, pesquisadores ligados a` teoria de controle
e a` cieˆncia da computac¸a˜o foram levados a repensar e reelaborar conceitos, modelos e te´cnicas
existentes de forma a serem aplicados aos sistemas h´ıbridos. Sendo assim, conceitos ba´sicos tais
como os de observabilidade, controlabilidade e estabilidade foram revistos pela comunidade de
controle, assim como te´cnicas de verificac¸a˜o de programas foram revistas pelos pesquisadores
da computac¸a˜o, por exemplo.
O restante do cap´ıtulo esta´ organizado como segue. Na pro´xima sec¸a˜o e´ feita uma breve
revisa˜o histo´rica sobre os sistemas h´ıbridos, mostrando a evoluc¸a˜o de seu estudo ao longo de
mais de 50 anos. Na Sec¸a˜o 2.3 sa˜o apresentadas as principais abordagens existentes para o tra-
tamento de problemas relacionados aos sistemas h´ıbridos sob as perspectivas das comunidades
de controle e de cieˆncia da computac¸a˜o, comunidades estas que teˆm contribu´ıdo fortemente
para o desenvolvimento de resultados sobre o tema. Na Sec¸a˜o 2.5 sa˜o citados alguns exem-
plos de aplicac¸a˜o de sistemas h´ıbridos. Por fim, na Sec¸a˜o 2.6 sa˜o apresentadas as principais
concluso˜es do estudo feito neste cap´ıtulo.
2.2 Breve Histo´rico
Muito embora o estudo de sistemas h´ıbridos tenha se tornado popular apenas recentemente,
va´rios tipos de sistemas que recaem nesta categoria ja´ foram estudados anteriormente. Siste-
mas dinaˆmicos descont´ınuos foram objeto de estudo sistema´tico na antiga Unia˜o Sovie´tica e em
outros pa´ıses do leste europeu por um longo per´ıodo, comec¸ando no final dos anos 40. Muito
desta teoria foi desenvolvida com estreita ligac¸a˜o com a teoria de controle, a qual proporcionou
diversos exemplos motivacionais, tais como controles com rele´s e controle “bang-bang”. Expo-
sic¸o˜es sistema´ticas de resultados desta pesquisa esta˜o dispon´ıveis em va´rios livros, dentre os
quais pode-se citar os de Andronov e Chaikin (1949), Tsypkin (1984) e Filippov (1988). Mais
tarde, no final dos anos 60, alguns pesquisadores tais como Kalman et al. (1969) discutiram
metodologias matema´ticas para estudar sistemas com dinaˆmicas cont´ınuas e discretas.
Ale´m do controle com rele´s e do controle “bang-bang”, outros campos importantes de
estudos ancestrais de controle h´ıbrido sa˜o o controle com estrutura varia´vel (Utkin, 1992),
o controle por modos deslizantes (Utkin, 1977; Young e O¨zgu¨ner, 1999) e o controle digital
(Franklin et al., 1990; Kuo, 1992; A¨strom e Wittenmark, 1997).
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A primeira refereˆncia direta que se conhece sobre sistemas h´ıbridos e´ o trabalho visiona´rio
de Witsenhausen (1966). Nele, o autor trata um problema de controle o´timo para uma classe
de sistemas h´ıbridos com dinaˆmica de tempo cont´ınuo. Este trabalho foi seguido por Pavlidis
(1967), o qual estudou a estabilidade de sistemas com impulsos utilizando func¸o˜es de Lyapunov,
e por Rozenvasser (1967), o qual apresentou equac¸o˜es gerais de sensibilidade com relac¸a˜o
a um paraˆmetro para sistemas descont´ınuos de Equac¸o˜es Diferenciais Ordina´rias (EDOs).
Fahrland (1970) foi o primeiro autor a defender o desenvolvimento de linguagens de simulac¸a˜o
para sistemas que combinam dinaˆmicas cont´ınuas com dinaˆmicas de eventos discretos. A
incorporac¸a˜o de dinaˆmicas discretas na simulac¸a˜o de sistemas cont´ınuos foi iniciada por Cellier
(1979), o qual foi um dos primeiros a introduzir um conceito de estruturac¸a˜o para sistemas
h´ıbridos. A seguir, Johnson (1981) abordou modelos anal´ıticos de processos com mu´ltiplos
esta´gios e Thompson (1982) estudou a utilizac¸a˜o de setores coˆnicos para a ana´lise de sistemas
h´ıbridos. Baseado na teoria de autoˆmatos, Wimpey (1982) utilizou controladores de estados
finitos para processos cont´ınuos de tempo discreto.
Segundo Antsaklis (2000a), a partir do final dos anos 80 houve uma renovac¸a˜o do interesse
pelo tema junto a` comunidade de sistemas de controle. Tal renovac¸a˜o foi motivada, em parte,
(i) pelo desenvolvimento da teoria de controle de SEDs, que ocorreu no final dos anos 80; (ii)
pelo surgimento do controle adaptativo, nos anos 70 e 80; e (iii) pelo interesse renovado em
formulac¸o˜es do controle o´timo.
Motivado pelo problema de modelagem de sistemas com histerese, Tavernini (1987) utilizou
autoˆmatos diferenciais para modelar sistemas h´ıbridos e apresentou soluc¸o˜es para problemas
com valor inicial e suas aproximac¸o˜es nume´ricas. Ezzine e Haddad (1989) examinaram es-
tabilidade, controlabilidade e observabilidade de uma classe restrita de sistemas h´ıbridos, os
sistemas lineares chaveados.
Go¨llu¨ e Varaiya (1989) utilizaram como exemplo um controlador de disco de computador
(disk drive) para estudar a consisteˆncia de uma estrutura de controle com mu´ltiplas camadas.
Neste trabalho os autores utilizaram uma interface para acoplar as partes cont´ınua e discreta
do sistema h´ıbrido. Peleties e DeCarlo (1988) discutiram um exemplo de utilizac¸a˜o de um
recurso pesqueiro com o intuito de demonstrar o modelo proposto para sistemas h´ıbridos.
Neste modelo, uma rede de Petri foi utilizada para representar os aspectos de eventos discre-
tos (gerenciamento) do sistema h´ıbrido, enquanto os aspectos de tempo cont´ınuo (produc¸a˜o e
colheita) foram capturados por uma equac¸a˜o diferencial na˜o linear de primeira ordem. Logo
2.2. Breve Histo´rico 10
depois, os mesmos autores apresentaram outro trabalho semelhante, onde uma rede de Petri
modelava o sistema de tomada de decisa˜o, um modelo baseado em equac¸o˜es diferenciais re-
presentava o sistema de tempo cont´ınuo e uma interface transmitia informac¸o˜es entre os dois
componentes do sistema h´ıbrido (Peleties e DeCarlo, 1989).
Benveniste e Guernic (1990) introduziram a linguagem Signal para especificac¸a˜o e controle
de sistemas dinaˆmicos h´ıbridos. Ramadge (1990) e Chase et al. (1993) analisaram de forma
qualitativa os tipos de comportamentos que podem ser exibidos quando dinaˆmicas cont´ınuas
e discretas interagem.
Em paralelo houve um crescente interesse pelos sistemas h´ıbridos entre cientistas da com-
putac¸a˜o e estudiosos de lo´gica. O advento de computadores digitais fez com que os sistemas
h´ıbridos se tornassem muito comuns, pois sempre que um dispositivo digital interage com o
mundo cont´ınuo, o comportamento envolve fenoˆmenos h´ıbridos que precisam ser analisados
e compreendidos. De fato, sempre que o comportamento de um programa de computador
depende de valores de varia´veis cont´ınuas, precisa-se de metodologias de sistemas h´ıbridos
para garantir a correc¸a˜o do programa. Surgiram enta˜o alguns trabalhos sobre verificac¸a˜o de
sistemas de tempo real e de sistemas reativos (Joseph, 1988; Alur et al., 1990; Benveniste e
Berry, 1991; Ernberg et al., 1991; Manna e Pnueli, 1991; de Bakker et al., 1992). Na mesma
e´poca, Maler et al. (1992) introduziram os diagramas de estados h´ıbridos (hybrid statecharts)
para a especificac¸a˜o de comportamentos h´ıbridos, e ilustraram a metodologia por interme´dio
do exemplo do “gato e rato”. Esta mesma abordagem foi utilizada posteriormente por Manna
e Pnueli (1993).
Os primeiros encontros sobre sistemas h´ıbridos ocorreram no in´ıcio dos anos 90. Organi-
zado por Robert L. Grossman e Anil Nerode, o primeiro workshop sobre sistemas h´ıbridos foi
realizado junto ao Instituto de Cieˆncias Matema´ticas da Universidade de Cornell, nos Estados
Unidos, em junho de 1991. Pouco mais de um ano depois, em outubro de 1992, na Universidade
Te´cnica de Lyngby, na Dinamarca, foi realizado o segundo workshop sobre sistemas h´ıbridos.
Inspirado nestes dois eventos, em 1993 foi editado o primeiro volume sobre sistemas h´ıbridos da
se´rie Lecture Notes in Computer Science, intitulado Hybrid Systems (Grossman et al., 1993).
A partir da´ı o tema despertou grande interesse junto a` comunidade cient´ıfica e enta˜o surgiram
muitos trabalhos importantes. Na sequ¨eˆncia vieram os t´ıtulos Hybrid Systems II (Antsaklis
et al., 1995), Hybrid Systems III: Verification and Control (Alur, Henzinger e Sontag, 1996),
Hybrid Systems IV (Antsaklis et al., 1997) e Hybrid Systems V (Antsaklis et al., 1999), to-
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dos resultantes de workshops. Nesse interme´dio, em marc¸o de 1997, na cidade de Grenoble –
Franc¸a, ocorreu o evento denominado Hybrid and Real-Time Systems (Maler, 1997). Em abril
de 1998, na Universidade de Berkeley, na Califo´rnia – USA, ocorreu o primeiro de uma se´rie
de workshops internacionais sobre sistemas h´ıbridos intitulados Hybrid Systems: Computation
and Control (HSCC) (Henzinger e Sastry, 1998). Outras confereˆncias da se´rie HSCC foram
realizadas posteriormente nos seguintes locais e datas: em Nijmegen – Pa´ıses Baixos, em 1999
(Vaandrager e van Schuppen, 1999), em Pittsburgh, Pennsylvania – USA, em 2000 (Lynch
e Krogh, 2000), em Roma – Ita´lia, em 2001 (Benedetto e Sangiovanni-Vincentelli, 2001), em
Stanford, California – USA, em 2002 (Tomlin e Greenstreet, 2002), em Praga – Repu´blica
Checa, em 2003 (Wiedijk et al., 2003), na Philadelphia, Pennsylvania – USA, em 2004 (Alur e
Pappas, 2004) e em Zurich – Su´ıc¸a, em 2005 (Morari e Thiele, 2005). Em 2006 a confereˆncia
sera´ realizada em Santa Barbara, California – nos Estados Unidos.
Existe ainda uma confereˆncia organizada pela IFAC – International Federation on Automa-
tic Control, denominada IFAC conference on Analysis and Design of Hybrid Systems (ADHS).
A primeira confereˆncia da se´rie foi realizada em 2003 em Saint Malo – Franc¸a (Engell, 2003)
e a pro´xima sera´ realizada em junho de 2006 na cidade de Alghero – Ita´lia.
Outras publicac¸o˜es deram especial atenc¸a˜o para problemas relacionados a sistemas h´ı-
bridos, dentre as quais pode-se citar (Pnueli e Sifakis, 1995), (Antsaklis e Lemmon, 1998b),
(Antsaklis e Nerode, 1998b), (Evans e Savkin, 1999), (Morse et al., 1999b), (Antsaklis, 2000b),
(Lygeros et al., 2002) e (Lygeros, 2004), entre outras.
Existem ainda va´rias teses de doutorado que abordam o tema sistemas h´ıbridos, tais como
os trabalhos de Cellier (1979), Thompson (1982), Barton (1992), Peleties (1992), Anders-
son (1994), Deshpande (1994), Branicky (1995), Puri (1995), Lygeros (1996), Livadas (1997),
Mosterman (1997), Davoren (1998), Tomlin (1998), Chutinan (1999), Fa´bia´n (1999), Petters-
son (1999), Sipma (1999) e Zad (1999). Mais recentemente, Dang (2000), Gonza´lez (2000),
Koo (2000), Djenini (2001), Tabuada (2001), Fehnker (2002), Palomino Bean (2002), Hedlund
(2003), Ivancic (2003), Miranda (2003), Villani (2003), da Silva Jr. (2004), Juloski (2004),
Girard (2004), Shaikh (2004), Thomas (2004), Corona (2005), Frehse (2005a), e Julius (2005)
publicaram suas teses sobre sistemas h´ıbridos.
Recentemente, van der Schaft e Schumacher (2000) lanc¸aram um livro intitulado “An
Introduction to Hybrid Dynamical Systems”, que, conforme o nome sugere, se trata de um
livro introduto´rio sobre sistemas h´ıbridos. Nele os autores tratam da modelagem, ana´lise e
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controle de sistemas h´ıbridos e mostram va´rios exemplos deste tipo de sistema.
Para uma boa revisa˜o sobre o tema sugere-se a leitura dos artigos estendidos (surveys) pu-
blicados por Labinaz et al. (1997), Antsaklis et al. (1998), Krogh (2000), Antsaklis e Koutsou-
kos (2003) e Krogh (2002), entre outros. Para uma revisa˜o mais ra´pida e superficial consultar
os trabalhos de Antsaklis e Lemmon (1998a), Antsaklis e Nerode (1998a), Morse et al. (1999a)
e Antsaklis (2000a).
2.3 Abordagens para Sistemas Hı´bridos
Tendo em vista a ampla a´rea de abrangeˆncia dos sistemas h´ıbridos, muitas foram as abor-
dagens e os enfoques dados ao seu estudo nos temas modelagem, ana´lise, s´ıntese e simulac¸a˜o.
Em termos amplos, as abordagens diferem em relac¸a˜o a (i) se e´ dada maior eˆnfase a`s dinaˆmicas
cont´ınuas ou a`s dinaˆmicas discretas, e (ii) se a busca e´ por resultados de ana´lise e s´ıntese ou
se o interesse e´ apenas na ana´lise ou na simulac¸a˜o destes sistemas. Em um extremo do espec-
tro existem abordagens que buscam estender a teoria cla´ssica de sistemas de tempo cont´ınuo
(descritos por equac¸o˜es diferenciais ordina´rias) de forma a incluir varia´veis de tempo discreto
ou varia´veis que exibem saltos, ou ainda estender resultados para sistemas com chaveamentos.
Tipicamente estas abordagens sa˜o eficientes para tratar com dinaˆmicas cont´ınuas complexas e
enfatizam resultados sobre estabilidade. No outro extremo do espectro esta˜o as abordagens ba-
seadas em modelos e me´todos provenientes da cieˆncia da computac¸a˜o e que visam estender as
metodologias de verificac¸a˜o de SEDs para o contexto de sistemas h´ıbridos. Tipicamente, estas
abordagens sa˜o capazes de tratar de dinaˆmicas discretas complexas, descritas por autoˆmatos
de estados finitos, e enfatizam resultados de ana´lise (verificac¸a˜o) e metodologias de simulac¸a˜o.
Ao longo do espectro acima citado, existem ainda muitas outras metodologias que combinam
conceitos de sistemas de controle cont´ınuo com conceitos da teoria de controle superviso´rio de
SEDs de forma a obter resultados de ana´lise e de s´ıntese para sistemas h´ıbridos.
A seguir, dividem-se as diferentes abordagens nas perspectivas das comunidades de controle
e de cieˆncia da computac¸a˜o.
2.3.1 Perspectiva da Teoria de Controle
Na comunidade de controle, abordagens de modelagem, ana´lise e projeto de controladores
para sistemas h´ıbridos estenderam a teoria de sistemas dinaˆmicos para incluir modos discretos
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de operac¸a˜o. Assim, sistemas chaveados (Morse, 1997) e sistemas com dinaˆmicas descont´ınuas
(Filippov, 1988), por exemplo, podem ser tratados como sistemas h´ıbridos com estruturas
especiais.
Na verdade, pode-se entender o controle com estrutura varia´vel, controle por modos desli-
zantes, controle por rele´s, controle por chaveamento de ganhos e o controle com lo´gica nebulosa
como exemplos de sistemas de controle h´ıbrido. A caracter´ıstica comum a todos estes esque-
mas de controle e´ sua natureza de chaveamento; com base na evoluc¸a˜o da planta (sistema de
tempo cont´ınuo a ser controlado) e/ou no progresso do tempo, o supervisor chaveia de um
regime de controle para outro (van der Schaft e Schumacher, 2000, p. 140).
A estrutura mais comumente encontrada dentre a classe de sistemas chaveados e´ a mostrada
na Figura 2.1. Neste caso, baseado nos sinais de entrada e sa´ıda da planta, o supervisor deve
decidir qual dos controladores deve ser usado.
+
Planta
C1
C2
Cn
yref yu
−
Supervisor
Figura 2.1: Estrutura de controle para sistemas chaveados.
Tendo em vista que esta estrutura tem sido utilizada com sucesso na pra´tica ha´ muitas
de´cadas, va´rios pesquisadores voltaram a atenc¸a˜o para a sua modelagem e ana´lise. Desde
enta˜o, um importante tema de pesquisa junto a` comunidade de controle tem sido a exten-
sa˜o de definic¸o˜es e condic¸o˜es para a estabilidade de sistemas cont´ınuos para o contexto de
sistemas h´ıbridos (Branicky, 1998; Ye et al., 1998; Liberzon e Morse, 1999; Michel, 1999; Mi-
chel e Hu, 1999; DeCarlo et al., 2000; Davrazos e Koussoulas, 2001; Pettersson e Lennart-
son, 2003; Hespanha, 2004) e sistemas chaveados (Fang et al., 2004; Xie e Wang, 2005). Com
o intuito de aplicar os resultados teo´ricos sobre estabilidade de sistemas h´ıbridos, alguns pes-
quisadores utilizam conceitos de estabilidade de Lyapunov combinados com me´todos compu-
2.3. Abordagens para Sistemas H´ıbridos 14
tacionais baseados em desigualdades lineares matriciais – LMIs, ver por exemplo os trabalhos
de Johansson (1999), Pettersson (1999), Li et al. (2000), Palomino Bean (2002), Pettersson e
Lennartson (2002) e de Xie et al. (2003). Outros pesquisadores (Liberzon, 2000) obtiveram
resultados importantes sobre a estabilidade de sistemas na˜o lineares utilizando realimentac¸a˜o
descont´ınua.
Outro importante tema de pesquisa junto a` comunidade de controle tem sido o controle
superviso´rio de sistemas h´ıbridos. Inspirados na estrutura utilizada para o controle digital,
alguns autores propuseram uma estrutura ana´loga para o controle superviso´rio de sistemas
h´ıbridos, na qual a comunicac¸a˜o entre a planta e o supervisor e´ feita por uma interface formada
por conversores A/D e D/A generalizados, conforme ilustrado na Figura 2.2.
controle
Planta
D/AA/D Interface
Supervisor
s´ımbolos´ımbolo
medida
Figura 2.2: Estrutura gene´rica para o controle superviso´rio.
Nesta estrutura, a planta evolui ao longo do tempo ate´ que uma varia´vel de seu espac¸o
de estados cont´ınuo cruza determinado limite e enta˜o a interface sinaliza a ocorreˆncia de um
evento para o supervisor. Este, por sua vez, atualiza seu estado discreto e, de acordo com o
estado atual, envia um sinal (tambe´m discreto) para a interface, a qual transforma este em
um sinal cont´ınuo a ser aplicado na planta.
Na metodologia de controle digital, pode-se realizar todo o projeto do controlador no
domı´nio do tempo, e enta˜o aproximar ou emular o controlador por um equivalente discreto.
Uma outra alternativa consiste em obter primeiro um modelo discreto da planta tomada em
conjunto com a interface, para enta˜o realizar o projeto do controlador no domı´nio discreto. A
analogia feita no contexto de controle superviso´rio de sistemas h´ıbridos consiste em, ao inve´s
de obter um modelo discreto, obter um modelo de eventos discretos da planta em conjunto
com a interface (ver Figura 2.3), utilizando enta˜o autoˆmatos ou redes de Petri. Assim, na
perspectiva do supervisor, o conjunto planta-interface e´ um sistema a eventos discretos, pois
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recebe e envia apenas sinais discretos e enta˜o o controlador e´ projetado usando metodologias
de controle superviso´rio de SEDs.
Planta SED
m
o
b
o
l
ı´
l
o
b
o
m
s
ı´
Supervisor
s
Figura 2.3: Comportamento do conjunto planta-interface como um SED.
Nesta abordagem, a eˆnfase e´ dada na ordenac¸a˜o lo´gica das sequ¨eˆncias de eventos da planta.
Assim, os problemas tratados na abordagem de controle superviso´rio de sistemas h´ıbridos sa˜o
aqueles cujas especificac¸o˜es de controle podem ser descritas por linguagens formais aceitas
por autoˆmatos finitos. Exemplos incluem problemas de seguranc¸a, onde o controlador garante
que a planta na˜o entrara´ em uma regia˜o de operac¸a˜o na˜o segura (estado proibido), ou garan-
tindo por exemplo que um u´nico recurso na˜o seja acessado simultaneamente por dois me´todos
(exclusa˜o mu´tua), como no caso em que dois roboˆs teˆm acesso a uma mesma regia˜o e que
se deseja evitar a colisa˜o dos mesmos. Outra especificac¸a˜o comum nesta abordagem e´ a de
alcanc¸abilidade, na qual o controlador deve levar a planta de uma regia˜o (ou estado) inicial de
operac¸a˜o para uma outra desejada; este e´ o caso por exemplo de um procedimento de start-up
em uma planta qu´ımica.
E´ importante ressaltar que a abordagem de controle superviso´rio na˜o tem o intuito de tratar
problemas de controle cont´ınuo, tais como problemas de estabilidade. Assim, qualquer ac¸a˜o
de controle cont´ınuo deve ser considerada como parte da planta a ser controlada. Desta forma,
a planta pode ser constitu´ıda por uma ou mais malhas de controle (processo + controlador)
cont´ınuo.
A estrutura apresentada na Figura 2.2 foi proposta por James A. Stiver, Panos J. Antsaklis
e Michael D. Lemmon em (Antsaklis et al., 1993) e depois foi considerada em va´rios trabalhos
publicados por estes autores (Stiver et al., 1995a; Stiver et al., 1995b; Stiver et al., 1996a; Stiver
et al., 1996b; Koutsoukos et al., 2000). Este modelo e´ essencialmente o mesmo que o proposto
por Anil Nerode e Wolf Kohn em (Nerode e Kohn, 1993).
Abordagens similares baseadas em aproximac¸o˜es da planta por um SED foram utilizadas
por Caines e Wei (1998), Cury et al. (1998), Raisch e O’Young (1998) e Moor, Raisch e
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Davoren (2001). A principal diferenc¸a da metodologia de modelagem empregada por Cury
et al. (1998) em relac¸a˜o a`quelas utilizadas nos demais trabalhos supracitados e´ que ela permite
que a modelagem do sistema h´ıbrido seja feita por interme´dio de diagramas de blocos. Tal
metodologia utiliza-se do formalismo de sistemas condic¸a˜o/evento (Sreenivas e Krogh, 1991)
e foi proposta por Krogh (1993). Ela e´ baseada na definic¸a˜o formal de blocos individuais de
tempo cont´ınuo, os quais possuem entradas e sa´ıdas que podem ser interligadas de forma a
criar modelos para sistemas h´ıbridos atrave´s de diagramas de blocos. Tendo em vista que esta
sera´ a abordagem de modelagem utilizada ao longo deste trabalho, no Cap´ıtulo 3 apresentar-
se-a´ a mesma de forma detalhada. Muitos outros trabalhos utilizaram o paradigma de sistemas
condic¸a˜o/evento para a modelagem de sistemas h´ıbridos (Niinomi e Krogh, 1995; Chutinan,
1999; Chutinan e Krogh, 1999a; Chutinan e Krogh, 1999b; Cury e Krogh, 1999; Silva et al.,
2000; Chutinan e Krogh, 2001; Gonza´lez et al., 2001; Silva et al., 2001).
Os pesquisadores Raisch, Moor, O’Young, Davoren e Itigin tambe´m abordam o tema con-
trole superviso´rio de sistemas h´ıbridos (Moor e Raisch, 1999; Raisch et al., 2000; Moor, Da-
voren e Raisch, 2001; Moor, Raisch e Davoren, 2001; Moor, Davoren e Raisch, 2002; Moor
e Raisch, 2002; Moor, Raisch e O’Young, 2002). Em seus trabalhos, estes autores tratam o
problema usando a chamada “teoria comportamental de sistemas”, desenvolvida por Willems
(1991). Nesta abordagem, o comportamento de um modelo e´ dado pelo conjunto de todas
as trajeto´rias de seus sinais externos ao longo do tempo (Raisch e O’Young, 1998). Assim,
apo´s capturado o comportamento da planta, a realimentac¸a˜o dinaˆmica para esta planta resulta
essencialmente na intersecc¸a˜o dos conjuntos que representam os comportamentos da planta e
do controlador. Desta forma, para que o problema de controle superviso´rio tenha soluc¸a˜o e´ ne-
cessa´rio que esta intersecc¸a˜o, ale´m de ser na˜o vazia, esteja contida no conjunto que representa
o comportamento especificado (desejado) para o sistema sob supervisa˜o.
Existem ainda muitas outras metodologias de modelagem, sendo que algumas delas
(Branicky et al., 1994; Lygeros, 1996; Branicky et al., 1998) buscam capturar tanto dinaˆmicas
cont´ınuas quanto dinaˆmicas discretas. Em sua tese de doutorado, Branicky (1995) introdu-
ziu um modelo geral para sistemas dinaˆmicos h´ıbridos. Este modelo consiste em colec¸o˜es de
sistemas dinaˆmicos interagindo, cada um evoluindo no espac¸o de estados cont´ınuo, com chave-
amento entre estes sistemas ocorrendo quando uma varia´vel de estado intercepta subconjuntos
espec´ıficos de seu espac¸o de estados. Sendo assim, este modelo possibilita expressar saltos nos
estados cont´ınuos.
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Outras abordagens de modelagem de sistemas h´ıbridos foram apresentadas por Pettersson
e Lennartson em (Pettersson e Lennartson, 1995), (Lennartson et al., 1996), (Pettersson, 1999)
e (Johansson et al., 2004).
2.3.2 Perspectiva da Cieˆncia da Computac¸a˜o
Apo´s a expansa˜o de te´cnicas de controle superviso´rio de SEDs, no final dos anos 80
(Wonham e Ramadge, 1987; Wonham e Ramadge, 1988), estudiosos da computac¸a˜o buscaram
estender modelos puramente discretos de forma a incluir dinaˆmicas cont´ınuas. Como resul-
tado inicial desta extensa˜o foram propostos os autoˆmatos diferenciais (Tavernini, 1987) e os
diagramas de estados h´ıbridos (ou hybrid statecharts) (Maler et al., 1992).
A seguir foram propostos os autoˆmatos temporizados (Alur e Dill, 1990; Alur e Dill, 1994),
em cujos estados discretos foram inseridas dinaˆmicas do tipo relo´gio (na forma x˙ = 1). As-
sim, o comportamento cont´ınuo resultante e´ monotonicamente (monotonamente) crescente
com uma taxa constante e o mesmo pode ser reinicializado nos instantes de ocorreˆncia de
eventos discretos. Em um passo posterior, foram introduzidos os autoˆmatos h´ıbridos (Alur
et al., 1993), os quais na˜o possuem a restric¸a˜o de monotonicidade e ainda permitem relo´gios
com taxas distintas, podendo ser considerados enta˜o como uma generalizac¸a˜o dos anteriores.
Vale destacar que existem algumas classes de autoˆmatos h´ıbridos, tais como os autoˆmatos de
mu´ltiplas taxas (multirate automata), que capturam dinaˆmicas na forma x˙ = c, onde c e´ uma
constante; os chamados autoˆmatos retangulares (Puri e Varaiya, 1994; Henzinger et al., 1995)
nos quais as dinaˆmicas cont´ınuas sa˜o modeladas por incluso˜es diferenciais da forma x˙ ∈ [a, b],
onde a e b sa˜o constantes; os autoˆmatos h´ıbridos lineares (Henzinger, 1996), que capturam
dinaˆmicas na forma Ax˙ < b; e ainda os denominados autoˆmatos h´ıbridos entrada/sa´ıda (hy-
brid I/O automata) (Lynch et al., 1996; Lynch et al., 2003). Para maiores detalhes ver (Alur
et al., 1995) e (Lygeros et al., 2003).
Existem ainda outros paradigmas para a modelagem de sistemas h´ıbridos que podem ser
considerados extenso˜es dos autoˆmatos temporizados, tais como aqueles introduzidos por Ni-
collin et al. (1993), os quais sa˜o muito semelhantes ao formalismo dos autoˆmatos h´ıbridos, e
por Alur et al. (1995).
Ale´m destes, muitos formalismos matema´ticos foram propostos para a modelagem de sis-
temas h´ıbridos. Eles incluem redes de Petri temporizadas (He e Lemmon, 1998; Koutsoukos e
Antsaklis, 1999), redes de Petri diferenciais (Demongodin e Koussoulas, 1998), redes de Petri
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h´ıbridas (Le Bail et al., 1991; Pettersson e Lennartson, 1995; David, 1997; David e Alla, 2001),
a representac¸a˜o por transic¸a˜o de estado (state-transition network representation) (Avraam
et al., 1998), a representac¸a˜o por interme´dio de bond graphs (Mosterman, 1997), entre outros.
A maior parte da pesquisa desenvolvida junto a` comunidade de cieˆncia da computac¸a˜o tem
sido direcionada para o contexto de verificac¸a˜o formal (Chutinan, 1999; Clarke et al., 2003;
Chutinan e Krogh, 2003; Tomlin et al., 2003) utilizando tanto a te´cnica chamada de verificac¸a˜o
de modelos (model checking) (Alur, Henzinger e Ho, 1996; Henzinger, Ho e Wong-Toi, 1998;
Henzinger e Majumdar, 2000; Fehnker, 2002; Amla et al., 2003; A´braha´m et al., 2005), a qual
testa exaustivamente todas as trajeto´rias do sistema, quanto a te´cnica dedutiva de prova de
teoremas (Bjorner et al., 1995; Manna e Sipma, 1998), que prova a especificac¸a˜o atrave´s da
induc¸a˜o sobre todas as trajeto´rias. Dentro da a´rea de verificac¸a˜o de sistemas h´ıbridos um tema
de pesquisa muito importante tem sido a verificac¸a˜o de propriedades de seguranc¸a em sistemas
h´ıbridos. Deve-se responder de forma segura perguntas do tipo: um determinado estado ou
uma configurac¸a˜o insegura e´ alcanc¸a´vel a partir de uma dada configurac¸a˜o inicial? Para uma
revisa˜o sobre o tema sugere-se a leitura de (Chutinan e Krogh, 2003) e (Tomlin et al., 2003).
Entre os avanc¸os mais significativos na perspectiva da cieˆncia da computac¸a˜o esta˜o os
resultados extensivos sobre decidibilidade em problemas de verificac¸a˜o para va´rias classes de
sistemas h´ıbridos (Puri e Varaiya, 1994; Henzinger, Kopke, Puri e Varaiya, 1998; Lafferriere
et al., 1999; Miller, 2000). Sabe-se hoje em dia que a introduc¸a˜o de dinaˆmicas cont´ınuas,
mesmo que muito simples, em um modelo de autoˆmato h´ıbrido pode fazer com que problemas
de verificac¸a˜o se tornem indecid´ıveis. Segundo Krogh (2000), estes resultados deixaram claro
que na˜o se deve esperar muito das ferramentas de computador para a ana´lise de sistemas
h´ıbridos.
2.4 Ferramentas Computacionais para Sistemas Hı´bridos
Atualmente, existem va´rias ferramentas computacionais (algumas ainda em fase de desen-
volvimento), tanto comerciais quanto acadeˆmicas, que podem ser utilizadas para modelagem,
simulac¸a˜o, projeto e verificac¸a˜o de sistemas h´ıbridos. Nesta sec¸a˜o, citam-se algumas das prin-
cipais ferramentas e apresenta-se uma breve descric¸a˜o das mesmas. Na˜o se faz, entretanto,
uma descric¸a˜o detalhada e nem tampouco uma ana´lise comparativa entre elas. Para uma
descric¸a˜o detalhada destas e de outras ferramentas, bem como um estudo comparativo das
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mesmas, consultar os trabalhos de Kowalewski et al. (1999), Mosterman (1999), van Beek e
Rooda (2000), Silva et al. (2001), Carloni et al. (2004) e Pinto et al. (2005).
2.4.1 Ferramentas para Modelagem, Simulac¸a˜o e Projeto
Grail: consiste em uma biblioteca de func¸o˜es em C++ para manejo de autoˆmatos, ex-
presso˜es regulares e linguagens (Raymond e Wood, 1995; Raymond e Wood, 1996). Ela
foi ampliada por Gonza´lez (2000) para incluir func¸o˜es de controle superviso´rio e tambe´m
por da Cunha (2003) para incluir func¸o˜es de controle superviso´rio hiera´rquico. Ela foi es-
tendida por Rodrigues (2004) para tratar problemas de controle superviso´rio modular para
sistemas h´ıbridos, tema da presente tese. Nesta ferramenta, utiliza-se o paradigma de sis-
temas condic¸a˜o/evento (Sreenivas e Krogh, 1991; Krogh, 1993) como base para a mode-
lagem de sistemas h´ıbridos. A ferramenta, com suas extenso˜es, pode ser encontrada em
http://www.das.ufsc.br/~cury/ensino/.
HyVisual (Hybrid System Visual Modeler): desenvolvida no EECS (Electrical En-
gineering and Computer Sciences Department) da Universidade da Califo´rnia - Berke-
ley, e´ uma ferramenta baseada em diagramas de blocos constitu´ıda por um editor e si-
mulador para sistemas cont´ınuos e sistemas h´ıbridos (Brooks et al., 2004; Lee e Zheng,
2005). HyVisual e´ uma ferramenta desenvolvida sobre uma plataforma chamada Pto-
lemy II (Davis et al., 1999; Eker et al., 2003), e pode ser gratuitamente obtida em
http://ptolemy.eecs.berkeley.edu/hyvisual/.
Modelica: desenvolvida pela ModelicaHP, e´ uma linguagem orientada a objetos que
serve para a modelagem de sistemas f´ısicos que possuem fenoˆmenos h´ıbridos. Ela suporta
va´rios formalismos, tais como equac¸o˜es diferenciais ordina´rias (EDO), equac¸o˜es diferenciais-
alge´bricas (differential-algebraic equations - DAE), bond graphs, autoˆmatos de estados finitos,
redes de Petri, etc. (Mattsson et al., 1999; Tiller, 2001; Fritzson, 2004). Pacotes e ferramentas
comerciais compat´ıveis, tais como Dymola (Dynamic Modeling Laboratory) da Dynasim e
MathModelica da MathCore podem ser usados em conjunto com oModelica para realizar
a simulac¸a˜o de sistemas h´ıbridos. http://www.modelica.org/.
Scicos (Scilab Connected Object Simulator): desenvolvida no INRIA, na Franc¸a, e´ uma
ferramenta para modelagem e simulac¸a˜o de sistemas dinaˆmicos que possuem tanto dinaˆmi-
cas cont´ınuas quanto dinaˆmicas discretas e dirigidas a eventos. Trata-se de uma ferramenta
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gratuita que compo˜e o pacote Scilab. Ela inclui um editor gra´fico para a construc¸a˜o de
modelos atrave´s da interconexa˜o de blocos (Nikoukhah e Steer, 1997) e pode ser obtida em
http://www.scicos.org.
Simulink/Stateflow: desenvolvido e comercializado pela Mathworks, consiste em um
pacote doMatlab para a modelagem e simulac¸a˜o visual de sistemas que possuem dinaˆmicas de
tempo cont´ınuo, de tempo discreto e dinaˆmicas dirigidas por eventos. Modelos complexos sa˜o
facilmente constru´ıdos por interme´dio da interconexa˜o de blocos ja´ existentes numa biblioteca
ou de blocos criados pelo usua´rio. http://www.mathworks.com/.
2.4.2 Ferramentas para Verificac¸a˜o Formal
Charon: sigla para coordinated control, hierarchical design, analysis and run-time moni-
toring of hybrid systems, trata-se de uma linguagem para a especificac¸a˜o (modelagem) modular
e hiera´rquica de sistemas h´ıbridos (Alur et al., 2000; Alur et al., 2001; Alur et al., 2003). Esta
linguagem e´ desenvolvida no CIS-UPENN (Computer and Information Science Department -
University of Pennsylvania). http://www.cis.upenn.edu/mobies/charon/.
CheckMate: desenvolvida no ECE (Electrical and Computer Engineering Department)
da Universidade de Carnegie Mellon (CMU), nos Estados Unidos, esta e´ uma ferramenta
baseada no Matlab que serve para a simulac¸a˜o e verificac¸a˜o de sistemas h´ıbridos. Os
modelos sa˜o constru´ıdos usando a interface gra´fica Simulink e paraˆmetros e as especifica-
c¸o˜es sa˜o inseridas diretamente no Simulink ou por interme´dio de arquivos definidos pelo
usua´rio (m-files). Esta ferramenta possibilita a verificac¸a˜o de sistemas h´ıbridos atrave´s da
obtenc¸a˜o de aproximac¸o˜es para seu modelo discreto. Detalhes sobre a ferramenta sa˜o da-
dos em (Chutinan, 1999; Silva et al., 2000) e outras informac¸o˜es podem ser obtidas em
http://www.ece.cmu.edu/~webk/checkmate.
Shift: e´ uma linguagem de programac¸a˜o para a descric¸a˜o de redes dinaˆmicas de autoˆ-
matos h´ıbridos que vem sendo desenvolvida no projeto PATH (Partners for Advanced Transit
and Highways) na Universidade da Califo´rnia - Berkeley (Deshpande et al., 1997; Deshpande
et al., 1998). Esta linguagem e´ usada principalmente para a descric¸a˜o e simulac¸a˜o de siste-
mas h´ıbridos complexos cuja configurac¸a˜o varia com o tempo. Muito embora a motivac¸a˜o
inicial tenha sido a especificac¸a˜o e a ana´lise de aplicac¸o˜es automotivas – rodovias e auto-
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mo´veis inteligentes (Go¨llu¨ e Kourjanski, 1997), esta linguagem tem sido utilizada em va´rios
domı´nios de aplicac¸a˜o, tal como em Sistemas de Gerenciamento de Tra´fego Ae´reo e em sis-
temas de gerenciamento de redes. O nome Shift e´ resultado da permutac¸a˜o de letras de
HSTIF (Hybrid Systems Tool Interchange Format). Outras informac¸o˜es podem ser obtidas
em http://path.berkeley.edu/shift/.
Hysdel (Hybrid system description language): distribu´ıda pelo laborato´rio de Con-
trole Automa´tico do Instituto Federal Tecnolo´gico da Su´ıc¸a, e´ uma linguagem para des-
cric¸a˜o de sistemas h´ıbridos. Entretanto, esta linguagem limita-se a` descric¸a˜o de sistemas
h´ıbridos lineares e de tempo discreto (Potoe`nik et al., 2003; Bemporad e Morari, 1999).
http://control.ee.ethz.ch/~hybrid/hysdel/.
PHAVer (Polyhedral Hybrid Automaton Verifyer): ferramenta para verificac¸a˜o de pro-
priedades em sistemas h´ıbridos modelados por interme´dio de autoˆmatos h´ıbridos poliedrais
(Frehse, 2005b). Esta ferramenta esta´ sendo desenvolvida por Goran Frehse em seu douto-
ramento (Frehse, 2005a), o qual esta´ sendo realizado na Universidade de Carnegie Mellon -
USA, sob a orientac¸a˜o do prof. Bruce Krogh. http://www.cs.ru.nl/~goranf/.
Outras ferramentas para verificac¸a˜o de sistemas h´ıbridos sa˜oMasaccio (Henzinger, 2000),
Uppaal (Behrmann et al., 2004), d/dt (Asarin et al., 2002), eHyTech (Henzinger et al., 1997).
Existe ainda uma ferramenta denominada Hybrid Toolbox que esta´ sendo desenvolvida
no Depto. de Engenharia da Informac¸a˜o da Universidade de Siena, na Ita´lia, sob a coordenac¸a˜o
de Alberto Bemporad, e que se propo˜e tanto a` modelagem e simulac¸a˜o quanto a` verificac¸a˜o de
sistemas h´ıbridos. Esta ferramenta tambe´m e´ voltada para oMatlab/Simulink. Informac¸o˜es
sobre esta ferramenta podem ser obtidas em http://www.dii.unisi.it/hybrid/toolbox.
Dentre as ferramentas acima citadas, utilizam-se o Grail e o CheckMate neste trabalho.
Conforme sera´ estudado no Cap´ıtulo 3, a obtenc¸a˜o de um modelo de estados finitos que
represente o comportamento lo´gico exato da planta h´ıbrida normalmente e´ uma atividade
extremamente dif´ıcil e enta˜o utilizam-se aproximac¸o˜es conservadoras para estes modelos (Cury
et al., 1998). A principal utilizac¸a˜o do CheckMate neste trabalho consiste na gerac¸a˜o de
tais aproximac¸o˜es, de forma que elas possam ser utilizadas no Grail para realizar o projeto
do supervisor.
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2.5 Exemplos de Aplicac¸a˜o de Sistemas Hı´bridos
Os sistemas h´ıbridos proporcionam um rico contexto para a definic¸a˜o de va´rios tipos de pro-
blemas de controle. Sendo assim, muitos autores vislumbraram a utilizac¸a˜o do paradigma de
sistemas h´ıbridos para a resoluc¸a˜o de problemas espec´ıficos. Enumeram-se, a seguir, algumas
das aplicac¸o˜es nas quais sa˜o utilizadas abordagens de sistemas h´ıbridos.
• aplicac¸o˜es automotivas, tais como em sistemas de rodovias e automo´veis inteligentes
(Varaiya, 1993; Godbole e Lygeros, 1994; Lygeros et al., 1998; Balluchi et al., 2000;
Horowitz e Varaiya, 2000; Girard et al., 2001; Altafini et al., 2002; Stursberg et al., 2004)
e na modelagem e controle de tra´fego urbano (Cury e Garcia, 2004; Garcia e Cury, 2004);
• sistemas de seguranc¸a cr´ıtica (Livadas, 1997; Livadas e Lynch, 1998), tais como processos
nucleares, sistemas de controle de tra´fego ae´reo (Tomlin et al., 1998; Tomlin, 1998; Bicchi
e Pallottino, 2000) e sistemas de controle de aeronaves (Livadas et al., 2000), tais como
o air traffic alert and collision avoidance system;
• sistemas de manufatura (Brandin, 1996; Pepyne e Cassandras, 2000);
• robo´tica (Song et al., 2000; Branicky e Chhatpar, 2002; Egerstedt, 2000; Egerstedt e
Hu, 2002);
• eletroˆnica de poteˆncia (Miranda e Lima, 2003; Senesky et al., 2003; Lima e Miranda,
2004);
• redes de distribuic¸a˜o de energia (Kloas et al., 1995; Ferrari-Trecate et al., 2002); e
• controle de processos qu´ımicos (Tittus e Lennarston, 1998; Fritz et al., 1999; Thevenon,
2000; Engell et al., 2000; Raisch et al., 2000; Potocnik et al., 2002; van Beek et al., 2002).
2.6 Concluso˜es
De uma forma geral, os sistemas h´ıbridos sa˜o aqueles que possuem dinaˆmicas cont´ınuas e
dinaˆmicas discretas (ou a eventos discretos), sendo que, ale´m de coexistirem, estas dinaˆmicas
tambe´m podem interagir. Pela pro´pria natureza (h´ıbrida) destes sistemas, o estudo dos mes-
mos requer conhecimentos das a´reas de sistemas cont´ınuos e tambe´m de sistemas (a eventos)
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discretos. Entretanto, apesar de complexos, os sistemas h´ıbridos se mostram bastante adequa-
dos para representar uma grande quantidade de aplicac¸o˜es nas mais diversas a´reas. Assim, o
estudo de problemas relacionados aos sistemas h´ıbridos teˆm despertado grande interesse junto
a`s comunidades de controle e de cieˆncia da computac¸a˜o, o que levou ao surgimento de diversos
enfoques e abordagens bastante distintos para tratar cada um destes problemas.
Todos estes fatores contribuem para que os resultados obtidos a respeito do tema ainda
estejam pouco sedimentados e, consequ¨entemente, para que ainda existam poucos resultados
cla´ssicos. Um resultado importante na teoria de sistemas h´ıbridos mostra que mesmo sistemas
muito simples podem exibir comportamentos complexos (Ramadge, 1990; Chase et al., 1993) e
que problemas de verificac¸a˜o podem ser indecid´ıveis (Henzinger, Kopke, Puri e Varaiya, 1998).
Sendo assim, a s´ıntese de controladores para sistemas h´ıbridos gene´ricos provavelmente sempre
necessitara´ da introduc¸a˜o de aproximac¸o˜es e heur´ısticas para evitar que se recaia em ca´lculos
intrata´veis.
Neste cap´ıtulo, introduzem-se os sistemas h´ıbridos e faz-se uma breve revisa˜o histo´rica sobre
os mesmos, mostrando a evoluc¸a˜o de seu estudo ao longo das u´ltimas de´cadas. Apresentam-
se ainda as principais abordagens existentes para o tratamento de problemas relacionados aos
sistemas h´ıbridos sob as perspectivas das comunidades de controle e de cieˆncia da computac¸a˜o.
Por fim, citam-se alguns exemplos de aplicac¸a˜o de sistemas h´ıbridos e enumeram-se uma se´rie
de ferramentas computacionais que servem para modelagem, ana´lise, simulac¸a˜o, verificac¸a˜o
e/ou s´ıntese deste tipo de sistema.
Cap´ıtulo 3
Controle Superviso´rio de Sistemas
Hı´bridos
Neste cap´ıtulo apresenta-se a formulac¸a˜o e soluc¸a˜o de um problema de controle superviso´rio
para uma classe de sistemas h´ıbridos. Uma das principais contribuic¸o˜es do mesmo consiste
em estender os resultados apresentados em Cury et al. (1998), Gonza´lez (2000) e Gonza´lez
et al. (2001) de forma a permitir a resoluc¸a˜o do problema tratado aqui. Destaca-se a extensa˜o
feita para permitir a abordagem por linguagens marcadas, abordagem esta na˜o considerada
nos trabalhos supracitados.
3.1 Introduc¸a˜o
Os sistemas h´ıbridos, de uma forma geral, sa˜o sistemas que combinam dinaˆmicas cont´ınuas
e dinaˆmicas discretas. Na classe de sistemas h´ıbridos considerada neste trabalho, a dinaˆmica
discreta e´ definida por eventos gerados quando as varia´veis do espac¸o de estados cont´ınuo (ou
func¸o˜es destas) alcanc¸am uma superf´ıcie de limiar, forc¸ando enta˜o transic¸o˜es no estado dis-
creto. A dinaˆmica cont´ınua, por sua vez, e´ determinada por uma condic¸a˜o discreta, func¸a˜o do
estado discreto atual do sistema. O objetivo consiste em sintetizar um supervisor que restrinja
as transic¸o˜es de estado discreto do sistema h´ıbrido de tal forma que todas as poss´ıveis sequ¨eˆn-
cias de eventos estejam contidas em um dado conjunto de sequ¨eˆncias de eventos especificado
pelo projetista (linguagem desejada para o sistema sob supervisa˜o). Ale´m disso, o supervisor
deve ser na˜o bloqueante, isto e´, deve permitir que a planta sempre possa completar alguma
tarefa. Assim, neste trabalho o controlador e´ um sistema de estado discreto que e´ utilizado
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para supervisionar o comportamento de uma planta h´ıbrida. Segundo Krogh (2000), esta e´
a situac¸a˜o geralmente encontrada em sistemas de controle industriais em que sa˜o utilizados
Controladores de Lo´gica Programa´vel (CLPs) para a realizac¸a˜o da tarefa de controle. Neste
cap´ıtulo, o problema de controle superviso´rio de sistemas h´ıbridos e´ apresentado por meio do
formalismo de sistemas condic¸a˜o/evento (C/E). Introduzidos por Sreenivas e Krogh (1991), os
sistemas C/E fornecem uma forma de se definir sistemas em tempo cont´ınuo pela interconexa˜o
de subsistemas com sinais de entrada e sa´ıda discretos. Sendo assim, os sistemas h´ıbridos sa˜o
representados por interme´dio de diagramas de blocos e de fluxos de sinais discretos. Vale
ressaltar que embora esteja sendo utilizado aqui para a modelagem de sistemas h´ıbridos, o
formalismo de sistemas C/E pode ser utilizado tambe´m para a modelagem de sistemas a even-
tos discretos (Garcia e Cury, 2002; Leal e Cury, 2002). Para estes sistemas, muitas vezes a
abordagem por sistemas C/E mostra-se mais natural e intuitiva que aquelas oferecidas por
formalismos estritamente discretos, tais como autoˆmatos e linguagens formais. O problema
de controle superviso´rio tratado neste trabalho consiste em uma generalizac¸a˜o dos problemas
considerados por Cury et al. (1998) e Koutsoukos et al. (2000). Problemas de controle su-
perviso´rio semelhantes sa˜o considerados tambe´m por Moor et al. (1998) e Raisch e O’Young
(1998) para sistemas com dinaˆmica cont´ınua em tempo discreto.
O restante do cap´ıtulo esta´ organizado como segue. Na pro´xima sec¸a˜o, o problema de
controle superviso´rio de sistemas h´ıbridos de tempo cont´ınuo e´ formulado utilizando-se o for-
malismo de sistemas condic¸a˜o/evento (Sreenivas e Krogh, 1991). Na Sec¸a˜o 3.3 mostra-se como
o problema anteriormente formulado pode ser convertido em um problema cla´ssico de s´ıntese
de supervisores para sistemas a eventos discretos (SEDs). Define-se enta˜o um modelo de SEDs
para representar os comportamentos sequ¨enciais de entrada-sa´ıda admiss´ıveis para a planta
h´ıbrida e mostra-se que o supervisor obtido para o problema equivalente consiste em uma
soluc¸a˜o para o problema original. Ao longo de todo cap´ıtulo sa˜o apresentados exemplos de
forma a facilitar o entendimento dos conceitos introduzidos. A Sec¸a˜o 3.4 encerra o presente
cap´ıtulo.
3.2 Formulac¸a˜o do Problema
Considere o esquema de controle superviso´rio mostrado na Figura 3.1. A planta h´ıbrida
H e´ um sistema C/E (Sreenivas e Krogh, 1991) dado pela interconexa˜o de um subsistema
3.2. Formulac¸a˜o do Problema 26
de dinaˆmica cont´ınua, Hc, e outro de dinaˆmica discreta, Hd. Sem perda de generalidade,
assume-se que existe apenas um subsistema de cada tipo. Mu´ltiplos subsistemas do mesmo
tipo podem ser reduzidos a um u´nico subsistema atrave´s da utilizac¸a˜o de vetores de sinais
de entrada e sa´ıda. A seguir descreve-se o comportamento de cada uma das partes da planta
h´ıbrida.
F
v(t)
u(t)
HcHd
H
m(t)
Figura 3.1: Esquema de controle superviso´rio para sistemas h´ıbridos.
Subsistema Cont´ınuo
Conforme mostrado na Figura 3.2, o subsistema cont´ınuo e´ formado por dois tipos de
subsistemas: um sistema cont´ınuo chaveado e um gerador de eventos de limiar. O sinal de
entrada para o subsistema cont´ınuo e´ um sinal condic¸a˜o, u(·), um sinal constante por partes,
cont´ınuo a` direita e com limites a` esquerda (ver Figura 3.3(a)), assumindo valores sobre um
conjunto finito de condic¸o˜es U . O espac¸o de todos os sinais condic¸a˜o u(·) em [0,∞) e´ denotado
por U . As dinaˆmicas cont´ınuas da planta h´ıbrida sa˜o definidas por uma trajeto´ria cont´ınua
x˙ yx∫
g(x)
gerador de eventos de limiar
fu(x)
sistema cont´ınuo chaveado
u(t)
Hc
v(t)
de Zeros
Detector
Figura 3.2: Subsistema cont´ınuo Hc.
de estados, x(·), que evolui em X = Rn e que satisfaz uma equac¸a˜o de estados da forma
x˙(t) = fu(t)(x(t)), onde fu(t) : Rn → Rn para todo u(t) ∈ U . Assim, a selec¸a˜o da dinaˆmica
cont´ınua (representada pela equac¸a˜o de estados) e´ feita a cada instante pela condic¸a˜o u(t). O
valor inicial da trajeto´ria de estados, x(0), pertence ao conjunto de estados iniciais X0 ⊆ Rn.
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O conjunto de todas as poss´ıveis trajeto´rias de estado para um dado sinal de entrada u(·) ∈ U ,
iniciando em qualquer estado do conjunto X ′ ⊂ X0, e´ denotado por Xu(·)(X ′). A func¸a˜o
g : X → Rk e´ aplicada ao sinal x(·) para produzir o sinal de sa´ıda y(·) e e´ tal que cada
componente gi define uma hipersuperf´ıcie
1 de limiar Ti = {x : gi(x) = 0}. O sinal resultante
y(·) = g(x(·)) e´ aplicado a um detector de zeros de forma a gerar o sinal de sa´ıda evento, o
qual e´ definido para t > 0 como v(t) = [v1(t) v2(t) . . . vk(t)]
T , onde cada componente
vi(t) (i = 1, . . . , k) e´ dado por:
vi(t) =


1 se yi(t) = 0
∧
(∃∆ > 0)(∀δ ∈ (0,∆)) : yi(t− δ) < 0
0 de outra forma
(3.1)
Naqueles instantes em que qualquer vi(t)=1 (quando uma superf´ıcie de limiar e´ cruzada),
diz-se que ocorreu um evento de limiar. Para t = 0 considera-se a existeˆncia de um evento
de inicializac¸a˜o v(0) = v0, um evento que e´ associado a` escolha na˜o determin´ıstica do estado
inicial x(0). Assim, o sinal evento v(·) assume valores na˜o nulos sobre o conjunto V +={v0}∪V
em pontos isolados do tempo, onde V ={0, 1}k − {0}k e´ o conjunto de eventos de limiar, um
conjunto de vetores na˜o nulos de dimensa˜o m cujos elementos assumem apenas os valores 0 e
1. O espac¸o de todos os sinais evento v(·) em [0,∞) e´ denotado por V. A Figura 3.3(b) ilustra
a representac¸a˜o de um sinal evento, sendo que diferentes amplitudes no sinal evento foram
usadas para simbolizar distintos eventos de limiar. Assim, pode-se imaginar, por exemplo, que
v(t1)= [1 0]T e v(t2)= [0 1]T .
t1 t2 t3 t4 t
0
u(t)
(a) Sinal condic¸a˜o
t1 tt4t3t2
v(t)
0
(b) Sinal evento
Figura 3.3: Representac¸a˜o dos sinais condic¸a˜o e evento.
Observe que na equac¸a˜o (3.1) a condic¸a˜o dada por yi(t− δ) < 0 faz com que um evento de
limiar seja gerado somente quando uma superf´ıcie de limiar Ti e´ alcanc¸ada por baixo, ou seja,
1O termo hipersuperf´ıcie e´ usado para designar, de forma gene´rica, uma superf´ıcie de dimensa˜o n − 1
colocada em um espac¸o de dimensa˜o n. Uma hipersuperf´ıcie e´, portanto, o conjunto de soluc¸o˜es para a equac¸a˜o
f(x1, . . . , xn) = 0.
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o detector de zeros (e consequ¨entemente a sinalizac¸a˜o de eventos) e´ unidirecional. A Figura
3.4(a) ilustra esse aspecto; note que nos instantes t1 e t3 e´ gerado um evento de limiar, mas
que no instante t2 nenhum evento e´ gerado. E´ importante destacar que poder-se-´ıa utilizar a
sinalizac¸a˜o bidirecional, mas que escolheu-se esta forma por ser a mais comumente encontrada
em aplicac¸o˜es pra´ticas. Note ainda que a inequac¸a˜o yi(t − δ) < 0 deve ser satisfeita para
um δ > 0, ou seja, para que um evento de limiar seja gerado no instante t e´ necessa´rio que
yi < 0 durante algum tempo antes de yi(t) se tornar nulo. Essa restric¸a˜o impede que inu´meras
descontinuidades no sinal evento v(·) sejam geradas quando yi(t) permanece nulo por um certo
tempo (ver Figura 3.4(b)).
yi(t)
0
0
vi(t)
t
t1 tt3t2
(a) Aspecto unidirecional
vi(t)
t
yi(t)
0
0
tt1
(b) Deslizamento sobre a superf´ıcie
Figura 3.4: Aspectos na gerac¸a˜o de eventos de limiar.
Note ainda que um evento de limiar distinto e´ gerado quando mais de uma superf´ıcie
de limiar e´ alcanc¸ada em um dado instante t. Neste caso, a informac¸a˜o sobre a localizac¸a˜o
do estado cont´ınuo do sistema e´ conhecida com maior precisa˜o que quando qualquer uma das
superf´ıcies e´ alcanc¸ada individualmente. Sendo assim, na˜o se considera a ocorreˆncia simultaˆnea
de eventos de limiar.
Assume-se que a condic¸a˜o de entrada para Hc pode ser alterada (atualizada) somente
quando um evento de limiar e´ observado. O subsistema cont´ınuo Hc e´ definido como um
subconjunto do produto cartesiano s´ıncrono de V e U , denotado por V ⊗ U , o qual representa
o conjunto de todos os pares (v(·), u(·)) ∈ V × U tais que descontinuidades em u(·) ocorrem
apenas nos instantes em que v(·) e´ na˜o nulo. Um par (v(·), u(·)) ∈ Hc se e somente se existe
uma trajeto´ria de estados x(·) ∈ Xu(·)(X0) tal que o sinal evento de sa´ıda resultante e´ v(·).
Subsistema Discreto
O subsistema Hd e´ um sistema de dinaˆmica puramente discreta que restringe a gama de
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sinais de entrada que podem ser aplicadas a Hc, modelando restric¸o˜es f´ısicas do subsistema
cont´ınuo (restric¸o˜es nas possibilidades de chaveamento de dinaˆmicas). Ele e´ dirigido por dois
sinais evento, v(·) e m(·), onde m(·) e´ um sinal de controle externo que assume valores sobre
o conjunto M = 2U . O conjunto de todos os sinais evento m(·) ∈ [0,∞) e´ denotado por
M. Segundo Sreenivas e Krogh (1991), mudanc¸as na sa´ıda condic¸a˜o de um sistema C/E so´
podem ocorrer nos instantes de descontinuidade no sinal entrada evento deste mesmo sistema.
Como Hd possui duas entradas evento, estas sa˜o s´ıncronas e assim Hd e´ definido como um
subconjunto do produto cartesiano s´ıncrono de V, M e U , denotado por V ⊗M⊗U , o qual
representa o conjunto de todos os sinais (v(·),m(·), u(·)) ∈ V×M×U tais que descontinuidades
em u(·) ocorrem apenas nos instantes em que v(·) e´ na˜o nulo e m(·) e´ na˜o vazio. Note que o
evento de inicializac¸a˜o e´ usado para determinar a gama de sinais que podem ser aplicados a
Hc no instante t = 0, quando nenhum evento de limiar ocorreu.
A planta h´ıbrida H ⊆ V ⊗M⊗U e´ obtida pela conexa˜o cascata e realimentac¸a˜o de Hc e
Hd (ver Figura 3.1), seguindo (Sreenivas e Krogh, 1991).
O supervisor F observa os sinais condic¸a˜o u(·) e evento v(·) da planta h´ıbrida H e, em
resposta, aplica uma entrada de controle m(·) ao subsistema discreto Hd de forma a restringir
a gama de poss´ıveis condic¸o˜es de entrada aplicadas ao subsistema cont´ınuo Hc. Vale enfatizar
que se o sinal de entrada m(·) para a planta h´ıbrida H puder chavear livremente em todo
e qualquer instante, enta˜o a ana´lise do comportamento do sistema h´ıbrido podera´ se tornar
intrata´vel devido a mudanc¸as constantes na dinaˆmica da planta. Assim, o cena´rio de interesse
e´ aquele em que descontinuidades no sinal evento m(·) (i.e. m(t) 6= ∅) ocorrem somente
nos instantes de descontinuidade no sinal evento v(·) (i.e. v(t) 6= 0), o que faz com que as
descontinuidades em m(·) e em v(·), e consequ¨entemente em u(·), sejam s´ıncronas. Desta
forma, cada valor na˜o vazio assumido por m(t) deve ser interpretado como uma atualizac¸a˜o
(nos instantes t) no conjunto de condic¸o˜es que Hd pode aplicar a Hc.
Por fim, considera-se a hipo´tese de sistema na˜o Zeno, ou seja, que a realimentac¸a˜o da
Figura 3.1 na˜o leva ao chattering, isto e´, em qualquer intervalo finito de tempo o nu´mero de
eventos de limiar e´ sempre finito.
Para modelar o comportamento livre da planta h´ıbrida sem a ac¸a˜o do supervisor, considera-
se que ∀(v(·),m(·), u(·)) ∈ H, m(t) = U para todo t ∈ [0,∞) tal que v(t) 6= 0, isto e´, considera-
se que restric¸o˜es sobre a gama de condic¸o˜es que Hd pode aplicar a Hc sa˜o impostas apenas
por Hd.
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A seguir sa˜o apresentados dois exemplos de modelagem de sistemas h´ıbridos em malha
aberta. No primeiro exemplo a planta possui restric¸o˜es f´ısicas impostas a` escolha da dinaˆmica
cont´ınua. Assim, para alguns eventos na sua entrada, o subsistema discreto pode ter como
sa´ıda apenas algumas condic¸o˜es. Neste caso, Hd permite a introduc¸a˜o de informac¸o˜es sobre
restric¸o˜es nas possibilidades de chaveamento. No segundo exemplo a planta na˜o possui restri-
c¸o˜es f´ısicas (restric¸o˜es nas possibilidades de chaveamento). Assim, para cada evento em sua
entrada, o subsistema Hd tem como sa´ıda todos as poss´ıveis condic¸o˜es, sem restric¸o˜es. Neste
caso, o subsistema Hd e´ utilizado simplesmente como artif´ıcio para possibilitar a modelagem
do comportamento da planta livre, incluindo no modelo da planta todas as poss´ıveis ac¸o˜es de
controle. Vale salientar que este u´ltimo trata-se de um caso particular do primeiro.
Exemplo 3.1 : Sistema de Trens
Considere o sistema de dois trens sobre trilhos c´ıclicos que compartilham um trecho, con-
forme ilustrado na Figura 3.5. Este exemplo e´ uma ilustrac¸a˜o de um problema de controle mais
amplo que e´ o controle de malhas ferrovia´rias e foi proposto por Gonza´lez (2000) e utilizado
tambe´m em (Gonza´lez et al., 2001).
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Figura 3.5: Exemplo de sistema de trens.
No sistema em questa˜o, existem sensores sobre os trilhos que detectam a passagem dos trens
pelos pontos A,B,C e D (trem 1) e E,F e G (trem 2). Os trens podem ser comandados a
trafegar em dois modos distintos de velocidade: ra´pido e devagar, os quais sera˜o denotados por
r e d, respectivamente. Entretanto, somente nos instantes de sinalizac¸a˜o da passagem dos trens
por estes pontos e´ que pode haver um comando de mudanc¸a de velocidade. Uma caracter´ıstica
importante deste sistema e´ que o modo “devagar” so´ pode ser comandado no ponto C (trecho
CD) para o trem 1, e no ponto G (trecho GE) para o trem 2 (vide trechos sombreados na
Figura 3.5(b)). Esta limitac¸a˜o implica restric¸a˜o nas possibilidades de chaveamento, o que
caracteriza este exemplo como ilustrativo para a classe de sistemas h´ıbridos em questa˜o.
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Na modelagem deste sistema, a trajeto´ria de estados em tempo cont´ınuo sera´ considerada
como sendo as posic¸o˜es dos trens medidas sobre os trilhos. A medida da posic¸a˜o dos trens e´
tal que a varia´vel associada e´ cont´ınua e limitada. Escolhem-se os pontos D e G como sendo
as origens das trajeto´rias, e os pontos B e F como pontos me´dios das mesmas, para os trens 1
e 2 respectivamente, como mostrado na Figura 3.5(b). Assim, por exemplo, a posic¸a˜o do trem
1 cresce de D a B e decresce de B a D. As posic¸o˜es dos sensores medidas a partir das origens
(pontos D e G) sa˜o as seguintes: A = 20 km, B = 40 km, C = 10 km e D = 0km para o trem
1; e E = 30 km, F = 50 km e G = 0km para o trem 2.
Sejam x1(·) e x2(·) sinais cont´ınuos com as medidas das trajeto´rias dos trens 1 e 2, res-
pectivamente. A trajeto´ria de estados em tempo cont´ınuo x(·) e´ um vetor coluna 2 × 1 que
armazena os valores de x1(·) e x2(·), ou seja, x(·) = [ x1(·) x2(·) ]T . Indexam-se as di-
naˆmicas poss´ıveis para x1 e x2 pelos sinais-condic¸a˜o u1(·) e u2(·) que assumem valores em
U1 = U2 = {1, 2, 3, 4} conforme a equac¸a˜o (3.2), onde i = 1; 2:
x˙i(t) =


−d , se ui(t) = 1
−r , se ui(t) = 2
d , se ui(t) = 3
r , se ui(t) = 4
(3.2)
As dinaˆmicas para o sinal x(·) sa˜o indexadas pelas condic¸o˜es u(t) ∈ U = {1, 2, . . . , 16},
como mostrado na Tabela 3.1.
Tabela 3.1: Dinaˆmicas para os trens.
x˙(t) u1(t) u2(t) u(t)
[ −d −d ]T 1 1 1
[ −d −r ]T 1 2 2
[ −d d ]T 1 3 3
[ −d r ]T 1 4 4
[ −r −d ]T 2 1 5
. . . .
. . . .
[ r r ]T 4 4 16
O cruzamento de um trem por um sensor de posic¸a˜o e´ interpretado como a ocorreˆncia de
um evento de limiar. Assim, cada sensor de posic¸a˜o esta´ associado a uma superf´ıcie de limiar.
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A func¸a˜o y(t) = g(x(t)) e´ mostrada na equac¸a˜o (3.3).
y(t) =


x1(t)− 20
x1(t)− 40
10− x1(t)
−x1(t)
x2(t)− 30
x2(t)− 50
−x2(t)


(3.3)
No intuito de simplificar, considera-se que apenas um sensor de posic¸a˜o e´ cruzado a cada
instante e enta˜o tem-se um total de 7 eventos de limiar. Ale´m disso, utilizam-se s´ımbolos
para representar os eventos de limiar. O s´ımbolo A, por exemplo, representa o evento v(t) =
[ 1 0 0 0 0 0 0 ]T , o qual ocorre naqueles instantes em que o trem 1 cruza pela posic¸a˜o
A, ou seja, quando o trem 1 percorre a distaˆncia de 20 km contada a partir da origem D = 0.
Note que neste trajeto o trem 1 percorreu a distaˆncia de 10 km, fazendo com que em um certo
instante t′ o patamar T3 fosse alcanc¸ado (y3(t
′) = 0), mas sem no entanto gerar um evento
C, pois neste caso (@∆ > 0)(∀δ ∈ (0,∆)) : y3(t′ − δ) < 0, ou seja, o patamar foi cruzado no
sentido inverso ao definido para a gerac¸a˜o do evento.
A dinaˆmica discreta dos trens pode ser expressa por interme´dio de autoˆmatos de Moore
(Moore, 1956; Hopcroft et al., 2001) 2 mostrados na Figura 3.6, nos quais as sa´ıdas dos
estados (nu´meros existentes dentro dos estados) sa˜o as condic¸o˜es correspondentes da equac¸a˜o
(3.2).
Figura 3.6: Dinaˆmica discreta para os trens
2Tambe´m chamados de Ma´quinas de Moore na literatura.
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Assim, no estado inicial o autoˆmato para o trem 1 tem como sa´ıda a condic¸a˜o u1(t) =
4, que equivale a escolha da dinaˆmica x˙1(t) = r. Os autoˆmatos mostrados na Figura 3.6
expressam treˆs aspectos: a mudanc¸a de sinal da velocidade para o crescimento e decrescimento
da varia´vel posic¸a˜o; a forma de chaveamento da velocidade: na˜o determin´ıstica, em func¸a˜o da
ocorreˆncia de eventos de cruzamento; e a limitac¸a˜o de velocidade devagar aos trechos CD e
GE. 
Exemplo 3.2 : Sistema de Nı´vel de L´ıquido
Seja o sistema de n´ıvel de l´ıquido mostrado na Figura 3.7. Para controlar o n´ıvel de
l´ıquido no tanque (varia´vel x(t)) pode-se atuar sobre uma va´lvula que regula a entrada de
l´ıquido no mesmo. Pode-se enta˜o escolher entre abrir completamente a va´lvula, o que e´ feito
pela aplicac¸a˜o de um sinal de controle uon, ou fechar esta va´lvula por interme´dio da aplicac¸a˜o
de um sinal de controle uoff . Sendo assim, o sinal condic¸a˜o de entrada u(t) assume valores
sobre o conjunto discreto U = {uon, uoff}. Assim como no exemplo anterior, neste sistema,
mudanc¸as no sinal aplicado a` va´lvula de entrada podem ocorrer apenas nos instantes em que
ha´ a sinalizac¸a˜o de um evento.
2m
α
qo
qi 10m
x
8m
β
Figura 3.7: Sistema de n´ıvel de l´ıquido.
Durante o enchimento do tanque, quando o n´ıvel atinge 8 metros e´ gerado o evento α. Ja´
durante o esvaziamento do mesmo, quando e´ atingido o patamar de 2m e´ gerado o evento β.
Note que nenhum evento deve ser gerado quando o patamar de 8m e´ alcanc¸ado no esvaziamento
do tanque, ou quando o patamar de 2m e´ atingido durante o seu enchimento.
Observe que quando o n´ıvel atinge 10m (altura do tanque) e a va´lvula de entrada e´ mantida
aberta o tanque transborda, na˜o havendo mais variac¸a˜o no n´ıvel, ou seja, x˙(t) = 0. Da mesma
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forma, quando o tanque se esvazia e a va´lvula e´ mantida fechada, o n´ıvel permanece em 0m
e x˙(t) = 0.
Na modelagem deste sistema, considera-se que o fluxo (vaza˜o) de sa´ıda de l´ıquido no tanque
e´ turbulento e enta˜o a relac¸a˜o entre o n´ıvel, x, e a vaza˜o de sa´ıda, qo, e´ dada por qo = K
√
x,
onde K > 0 e´ uma constante conhecida (Fox e McDonald, 2001; Brunetti, 2004). Considera-se
ainda que quando a va´lvula de entrada esta´ aberta, a vaza˜o de entrada e´ maior que a vaza˜o de
sa´ıda, isto e´, qi > qo, e assim qi > K
√
x para qualquer 0 ≤ x ≤ 10. Desta forma, sempre que
a va´lvula de entrada e´ aberta ocorre o enchimento do tanque e sempre que a va´lvula e´ fechada
o tanque se esvazia. Quando a va´lvula esta´ aberta, a vaza˜o de entrada e´ constante, qi 6= 0, e
conhecida.
A dinaˆmica cont´ınua da planta pode ser expressa pela seguinte equac¸a˜o:
x˙ =


1
A(qi −K
√
x) se u = uon e 0 < x < 10
−KA
√
x se u = uoff e 0 < x < 10
0 se u = uon e x = 10 ou se u = uoff e x = 0
onde A e´ a a´rea da sec¸a˜o transversal do tanque.
Considera-se que inicialmente o tanque esta´ vazio e que a va´lvula de entrada esta´ aberta,
ou seja, x(0) = 0 e u(0) = uon.
A func¸a˜o y(t) = g(x(t)) e´ expressa como y(t) = [ (x(t)− 8) (2− x(t)) ]T . Note enta˜o
que os s´ımbolos α e β foram utilizados para representar v(t) = [ 1 0 ]T e v(t) = [ 0 1 ]T ,
respectivamente. Assim, o bloco detector de zeros gera o evento α quando a superf´ıcie g1(x) =
x(t) − 8 = 0 e´ alcanc¸ada durante o enchimento do tanque, momento em que ocorre uma
descontinuidade em v1(t). Ja´ o evento β e´ gerado pelo detector de zeros quando a superf´ıcie
g2(x) = 2 − x(t) = 0 e´ atingida no esvaziamento do tanque, ou seja, quando ocorre uma
descontinuidade em v2(t).
Por fim, a dinaˆmica discreta da planta pode ser expressa pelo autoˆmato de Moore mostrado
na Figura 3.8.
β
β
uoffuoffuonuon
α
α
Figura 3.8: Dinaˆmica discreta para o sistema de n´ıvel de l´ıquido.
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A Figura 3.9 ilustra um dos poss´ıveis comportamentos para o sistema de n´ıvel de l´ıquido.
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Figura 3.9: Comportamento poss´ıvel para o sistema de n´ıvel.

Modelo de Estado Discreto para a Planta Hı´brida
Descreve-se o comportamento discreto do sistema condic¸a˜o/evento Hc pelo seu modelo de
estado discreto (Sreenivas e Krogh, 1991). Para tanto, introduz-se a representac¸a˜o de trac¸o
discreto para Hc como uma qua´drupla (W,β, ρ,W0), descrita como segue.
Considere o sinal condic¸a˜o w(·), constante por partes, cont´ınuo a` direita e com limites a`
esquerda, que registra o valor correspondente da trajeto´ria de estados x(·) apenas nos instantes
de descontinuidades em (v(·), u(·)) ∈ Hc. O conjuntoW e´ o conjunto de todos os valores que o
sinal w(·) pode assumir e W0 e´ o conjunto dos poss´ıveis valores iniciais para w(·). A diferenc¸a
entre w(·) e x(·) e´ que o primeiro na˜o registra a trajeto´ria cont´ınua entre as descontinuidades
na entrada e sa´ıda do sistema. Assim, W e´ o mesmo que o conjunto original de estados X, ou
seja, W = Rn, e W0 = X0. A func¸a˜o de transic¸a˜o β : W × U → W para w(·) possui a forma
w(t) = β(w(t−), u(t−)) e e´ tal que:
w(t)=


Φu(t−)(t, w(t
−))
se para algum i=1, 2, ..,m, gi(Φu(t−)(t, w(t
−))) = 0
∧
(∃∆>0)(∀δ ∈ (0,∆)) : gi(Φu(t−)(t− δ, w(t−))) < 0
w(t−) de outra forma
onde Φu(t, x(t0)) e´ a soluc¸a˜o da equac¸a˜o diferencial x˙(t) = fu(t)(x(t)) para u(t) ∈ U , t≥ t0 e
valor inicial x(t0). Utiliza-se a notac¸a˜o t
− para simbolizar o limite pela esquerda ao instante
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t. Observe que transic¸o˜es de estado (mudanc¸as no valor de w) ocorrem apenas nos instantes
em que uma superf´ıcie de limiar e´ alcanc¸ada, nos moldes da equac¸a˜o (3.1). A func¸a˜o de sa´ıda
evento ρ : W ×W → V gera o evento de limiar correspondente no instante de transic¸a˜o do
estado w(·) e e´ nula em qualquer outro instante. Ela e´ definida como:
v(t) = ρ(w(t−), w(t))
Este modelo de trac¸o discreto e´ semelhante ao modelo de estado discreto de Sreenivas e
Krogh (1991), exceto pela existeˆncia de um conjunto de estados infinito e na˜o enumera´vel.
O modelo de estado discreto para Hd e´ dado pela qua´drupla (Q, δ, φ, q0), onde Q e´ o
conjunto discreto de estados, enumera´vel e possivelmente infinito, q0 = q(0
−) e´ o estado
inicial, e as func¸o˜es de transic¸a˜o δ : Q × V ×M → 2Q e de sa´ıda condic¸a˜o φ : Q → U sa˜o
definidas para t ∈ [0,∞) por:
q(t) ∈ δ(q(t−), v(t),m(t))
u(t) = φ(q(t))
Note que transic¸o˜es do estado q(t) no subsistema discreto se da˜o de forma na˜o deter-
min´ıstica, e que o sinal de sa´ıda u(·) do subsistema discreto Hd depende apenas de seu es-
tado discreto atual. Deve-se destacar que no formalismo de sistemas C/E, sinais condic¸a˜o
apenas habilitam ou inibem transic¸o˜es de estado, sem forc¸a´-las, enquanto que sinais evento
forc¸am tais transic¸o˜es. Desta forma, nos instantes t de descontinuidade nos sinais evento
v(·) e m(·) ocorre uma transic¸a˜o de estado em Hd e o conjunto de estados q(t) que podem
ser alcanc¸ados e´ restrito pelo sinal de controle m(t). A func¸a˜o de transic¸a˜o de estado para
Hd e´ escrita como δ(q(t−), v(t),m(t)) = {q(t) ∈ δ(q(t−), v(t), U) : φ(q(t)) ∈ m(t)}, onde
δ(q(t−), v(t), U) e´ a func¸a˜o de transic¸a˜o de estado de Hd para a planta h´ıbrida em malha
aberta. Assim, o conjunto das poss´ıveis condic¸o˜es de entrada a serem aplicadas a Hc fica
restrito a
⋃
q(t)∈δ(q(t−),v(t),m(t)) φ(q(t)).
Supervisor
O supervisor F e´ definido como um subconjunto de V ⊗M⊗U sendo que para
(v(·),m(·), u(·)), (v′(·),m′(·), u′(·)) ∈ F , tem-se que:
((v(t), u(t)) = (v′(t), u′(t))(∀t ∈ [t0, t1))
∧
(v(t1) = v
′(t1))) =⇒ m(t1) = m′(t1) (3.4)
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O supervisor C/E definido desta forma e´ um sistema causal (Sreenivas e Krogh, 1991).
Assim, de acordo com a equac¸a˜o (3.4), se dois sinais condic¸a˜o u(·) e u′(·) sa˜o iguais ate´ um
determinado instante de tempo infinitesimalmente menor que t1 e dois sinais evento v(·) e v′(·)
sa˜o iguais ate´ o instante t1, enta˜o os sinais evento m(·) e m′(·) gerados pelo supervisor sa˜o
iguais para todo instante t ≤ t1.
Descreve-se o comportamento discreto do supervisor condic¸a˜o/evento F ⊆ V ⊗M⊗U
pelo seu modelo de estado discreto dado pela qua´drupla (Z, ξ, ψ, z0), onde Z e´ o conjunto de
estados, z0 = z(0
−) e´ o estado inicial, e as func¸o˜es de transic¸a˜o de estado ξ : Z × U × V → Z
e de sa´ıda evento ψ : Z × Z →M sa˜o definidas para t ∈ [0,∞) como:
z(t) = ξ(z(t−), u(t−), v(t))
m(t) = ψ(z(t−), z(t))
Observe que a transic¸a˜o de estado do supervisor e´ determin´ıstica e que e´ forc¸ada pelo sinal
evento v(·). Note ainda que a func¸a˜o de sa´ıda depende do estado alcanc¸ado nesta transic¸a˜o.
Assim, nos instantes de descontinuidade no sinal evento v(·), ocorre uma transic¸a˜o de estado
no supervisor, provocando enta˜o uma descontinuidade no sinal evento m(·).
Finalmente, o fechamento da malha resulta em um sistema C/E autoˆnomo F/H ⊆ V ⊗ U
e seu modelo de estado discreto e´ obtido pela conexa˜o cascata e realimentac¸a˜o dos modelos do
supervisor F e do sistema h´ıbrido H.
Os supervisores C/E de interesse particular deste trabalho sa˜o aqueles que na˜o desabilitam
todas as condic¸o˜es para um dado evento. Estes supervisores sa˜o chamados de consistentes,
conforme definic¸a˜o apresentada a seguir.
Definic¸a˜o 3.1 Um supervisor F 6= ∅ e´ dito consistente para uma planta H se
∀(v(·),m(·), u(·)) ∈ H tal que ∃(v′(·),m′(·), u′(·)) ∈ F para o qual ∀τ ∈
[0, t), (v′(τ),m′(τ), u′(τ)) = (v(τ),m(τ), u(τ)), enta˜o ∃(v′′(·),m′′(·), u′′(·)) ∈ F com
(v′′(τ),m′′(τ), u′′(τ)) = (v(τ),m(τ), u(τ)) e v′′(t) = v(t).
Considerando que F ⊆ H, tem-se que o supervisor conserva a caracter´ıstica da planta
h´ıbrida (imposta por Hd) de que para todo instante t de descontinuidade do sinal evento v(·),
tem-se que u(t) ∈ m(t). Sendo assim, um supervisor e´ consistente se para todo sinal evento
v(·) na sua entrada, ele aplica um sinal evento m(·) que habilita o subsistema discreto Hd
a aplicar algum sinal condic¸a˜o u(·) ao subsistema cont´ınuo Hc. Desta forma, um supervisor
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consistente pode desabilitar a aplicac¸a˜o de qualquer entrada condic¸a˜o por parte de Hd, mas
na˜o pode desabilitar todas as poss´ıveis condic¸o˜es de entrada para um dado evento.
Antes de enunciar o problema de controle superviso´rio para a classe de sistemas h´ıbridos
considerada neste trabalho, e´ necessa´rio expressar o comportamento lo´gico dos sistemas em
termos de linguagens.
Comportamento Lo´gico
Uma vez que um sistema condic¸a˜o/evento possui sinais de entrada e sa´ıda que assumem
valores discretos no tempo, e´ poss´ıvel associar a este um comportamento lo´gico, o qual e´
representado aqui por linguagens de palavras de comprimento finito (Sreenivas e Krogh, 1991).
Seja um sistema condic¸a˜o/evento D ⊆ V ⊗ U . A linguagem gerada de D, denotada por
L(D), e´ a linguagem definida sobre palavras de comprimento finito obtidas pelo prefixo-
fechamento de todas as cadeias formadas pelas sequ¨eˆncias dos valores que os pares de sinais
(v(·), u(·)) ∈ V ⊗ U assumem em seus pontos de descontinuidade (sem registrar no entanto
os instantes de ocorreˆncia de tais descontinuidades). Vale lembrar que nos instantes de des-
continuidade, os sinais v(·) e u(·) assumem valores sobre os conjuntos discretos V e U , res-
pectivamente. Portanto, para o sistema D tem-se que L(D) ⊆ (V ×U)∗. Na equac¸a˜o (3.5)
apresenta-se uma definic¸a˜o formal da linguagem L(D), onde o s´ımbolo “◦” denota a concate-
nac¸a˜o de s´ımbolos w ∈ V × U .
L(D) = {w = w1 ◦ w2 ◦ . . . ◦ wn ∈ (V ×U)∗ : ∃ (v(·), u(·)) ∈ V ⊗ U
∧
t ≥ 0∧ t1 < t2 < . . . < tn < t, (v(ti), u(ti)) = wi ∧
(v(t′), u(t′)) = (0, u(t′)) ∀t′ 6= t1, t2, . . . , tn, t′ ≤ t}
(3.5)
Conforme visto anteriormente, o valor assumido pela condic¸a˜o u(t) e´ atualizado somente
nos instantes de descontinuidade do sinal evento v(·). Desta forma, para possibilitar a repre-
sentac¸a˜o da aplicac¸a˜o de uma condic¸a˜o inicial u(0) (antes que tenha ocorrido qualquer evento)
associa-se a este um evento de inicializac¸a˜o v0. Portanto, v0 e´ um evento fict´ıcio que e´ associ-
ado a` escolha na˜o determin´ıstica do estado inicial x(0) e que na˜o esta´ associado a transic¸o˜es de
estado na planta, ou seja, v0 /∈ V . O conjunto V + = {v0} ∪ V denota a inclusa˜o do evento de
inicializac¸a˜o em V . Considerando-se ainda o sistema D, tem-se enta˜o que L(D) ⊆ (V +×U)∗,
ou mais especificamente L(D) ⊆ ({v0}×U)(V ×U)∗, uma vez que eventos v0 sa˜o considera-
dos apenas na inicializac¸a˜o da planta. O exemplo apresentado a seguir ilustra o conceito de
linguagem gerada por um sistema C/E.
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Exemplo 3.3 Seja um sistema D ⊆ V ⊗ U com uma entrada condic¸a˜o u(t) assumindo valo-
res sobre o conjunto discreto U = {u1, u2, u3} e uma sa´ıda evento v(t) = [ v1(t) v2(t) ]T
assumindo valores na˜o nulos em V = {0, 1}2 − {0}2. Sejam ainda os s´ımbolos v1 e v2
atribu´ıdos a v(t) = [ 1 0 ]T e v(t) = [ 0 1 ]T , respectivamente. Considere que os sinais
(v(·), u(·)) ∈ V ⊗ U representados pelas func¸o˜es mostradas na Figura 3.10 constituem em um
poss´ıvel comportamento temporal para este sistema, ou seja, (v(·), u(·)) ∈ D.
t0
u2
u3
t2t1
u(t)
u1
tt4t3
t0
t2 t3 t4 t
v2(t)
t0
1
1
0
0
tt4t3t2t1
v1(t)
t1
Figura 3.10: Comportamento poss´ıvel para o sistema D.
A semaˆntica deste comportamento e´ a seguinte: no instante t0 em que o sistema comec¸a
a ser operado (inicializac¸a˜o) e´ aplicada uma condic¸a˜o de entrada u2, o sistema evolui e no
instante t1 atinge uma superf´ıcie de limiar, ocorrendo enta˜o uma descontinuidade em v1(t)
(evento v1); neste instante e´ aplicada a condic¸a˜o u1 e o sistema continua sua evoluc¸a˜o ate´ que
atinge outra superf´ıcie de limiar no instante t2, quando ocorre uma descontinuidade em v2(t)
(evento v2) e e´ aplicada uma condic¸a˜o u3, dando continuidade a` operac¸a˜o do sistema. Sendo
assim, a cadeia w = v0u2 ◦ v1u1 ◦ v2u3 ◦ v1u2 ◦ v2u1 representa a sequ¨eˆncia mostrada na Figura
3.10, ou seja w ∈ L(D) ⊆ ({v0}×U)(V ×U)∗.

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No intuito de representar o comportamento lo´gico da planta h´ıbrida H em malha aberta,
considera-se que ∀(v(·),m(·), u(·)) ∈ H,m(t) = U para todo t ∈ [0,∞) tal que v(t) 6= 0, ou
seja, e´ como se existisse um sinal de controle m(·) a habilitar toda a gama de condic¸o˜es que
Hd pode aplicar a Hc. Assim, sem perda de generalidade, a linguagem da planta h´ıbrida em
malha aberta pode ser escrita como L(H) ⊆ (V +×U)∗.
Deste ponto em diante, no domı´nio de SEDs, os eventos de limiar v(t) ∈ V sera˜o chamados
simplesmente de eventos v, as descontinuidades no sinal m(·) sera˜o chamadas de controles m,
e as condic¸o˜es u(t) ∈ U sera˜o chamadas de condic¸o˜es u. Assim, a semaˆntica de uma palavra
σ=vu ∈ L(H) e´ a seguinte: quando uma varia´vel (ou combinac¸a˜o de varia´veis) do espac¸o de
estados cont´ınuo do sistema h´ıbrido H atinge uma superf´ıcie de limiar, o subsistema cont´ınuo
gera um evento v e, em resposta, o subsistema discreto aplica uma condic¸a˜o u ao subsistema
cont´ınuo.
Ao longo deste trabalho sa˜o tratadas treˆs classes de linguagens, a saber: linguagens em
V ∗, (V +×U)∗ e (V +×M×U)∗. A seguir comenta-se sobre a utilizac¸a˜o de cada uma destas
linguagens.
• As especificac¸o˜es sobre os comportamentos desejados para o sistema h´ıbrido sob super-
visa˜o (em malha fechada), sa˜o expressas por linguagens E ⊆ V ∗, ou seja, em termos
de sequ¨eˆncias de eventos de limiar. Note que E expressa as propriedades desejadas em
temos de sequ¨eˆncias de superf´ıcies de limiar atingidas no espac¸o de estados cont´ınuo
da planta h´ıbrida. Assim, o evento de inicializac¸a˜o v0 e as condic¸o˜es u sob as quais os
eventos v sa˜o gerados na˜o fazem parte da especificac¸a˜o.
• Para descrever o comportamento lo´gico da planta h´ıbrida em malha aberta (L(H)) sa˜o
utilizadas linguagens em (V +×U)∗.
• Linguagens em (V +×M×U)∗ sa˜o utilizadas para representar o comportamento do su-
pervisor (L(F)). A semaˆntica de uma palavra τ = vmu ∈ V + ×M × U e´ a seguinte: o
supervisor verifica a gerac¸a˜o de um evento v e enta˜o aplica uma entrada de controle m
ao subsistema discreto, que por sua vez aplica uma entrada u ao subsistema cont´ınuo.
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Seja a projec¸a˜o PV×U : (V
+×M×U)∗ → (V + × U)∗ que apaga os s´ımbolos m ∈ M das
palavras em (V +×M×U)∗, definida recursivamente por:
PV×U () =  ;
PV×U (τ) =


v0u para τ = v0mu ∈ ({v0} ×M × U)
vu para τ = vmu ∈ (V ×M × U) ; e
PV×U ($◦τ)=PV×U ($)◦PV×U (τ) para $ ∈ (V +×M×U)∗ e τ ∈ (V +×M×U).
Esta projec¸a˜o pode ser naturalmente estendida para linguagens em (V +×M×U)∗. Assim, a
projec¸a˜o de uma linguagem L(F) ∈ (V +×M×U)∗ em (V +×U)∗ e´ definida como:
PV×U [L(F)]={s ∈ (V +×U)∗ : (∃$ ∈ L(F)) PV×U ($)=s}.
A linguagem da planta H sob a ac¸a˜o do supervisor F e´ definida como L(F/H) =
PV×U [L(F)] ∩ L(H).
Observe que o comportamento lo´gico do sistema h´ıbrido sob a ac¸a˜o do supervisor e´ dado
pela linguagem L(F/H) ⊆ (V +×U)∗, mas que as especificac¸o˜es sobre os comportamentos
lo´gicos desejados para o sistema h´ıbrido em malha fechada sa˜o feitas apenas em termos de
eventos, ou seja, por linguagens E ⊆ V ∗. Sendo assim, para que se possa relacionar o com-
portamento real com o desejado para o sistema sob supervisa˜o, define-se recursivamente a
projec¸a˜o PV : (V
+×U)∗ → V ∗ como:
PV () =  ;
PV (σ) =


 para σ = v0u ∈ {v0} × U
v para σ = vu ∈ V × U ; e
PV (s ◦ σ) = PV (s) ◦ PV (σ) para s ∈ (V + × U)∗ e σ ∈ V + × U .
A projec¸a˜o definida anteriormente pode ser estendida de forma natural para linguagens.
Assim, a projec¸a˜o de uma linguagem K ⊆ (V +×U)∗ em V ∗ e´ definida como:
PV (K) = {t ∈ V ∗ : (∃s ∈ K) PV (s) = t}.
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Desta forma, a projec¸a˜o PV : (V
+×U)∗ → V ∗ apaga os s´ımbolos v0 e os s´ımbolos u ∈ U de
palavras em (V +×U)∗.
Ainda, a projec¸a˜o inversa e´ dada por P−1V (E) = {s ∈ ({v0}×U)(V ×U)∗ : PV (s) ∈ E}.
Definic¸a˜o 3.2 Um supervisor F , consistente para H, e´ dito ser um supervisor C/E marcador
em relac¸a˜o a E se Lm(F/H)=L(F/H) ∩ P−1V (E).
A linguagem Lm(F/H) e´ interpretada como o conjunto das cadeias w ∈ (V +×U)∗ forma-
das pelas sequ¨eˆncias dos valores que os pares de sinais (v(·), u(·)) ∈ V ⊗ U assumem em seus
pontos de descontinuidade e tais que PV (w) representa uma sequ¨eˆncia de eventos de limiar
que corresponde a finalizac¸a˜o de uma tarefa por parte do sistema h´ıbrido sob supervisa˜o. As-
sim, a projec¸a˜o PV [Lm(F/H)] ⊆ V ∗ resulta no conjunto das sequ¨eˆncias de eventos de limiar
que correspondem a` realizac¸a˜o de tarefas no sistema h´ıbrido sob supervisa˜o. Por fim, pode-se
afirmar que Lm(F/H) ⊆ L(F/H) ⊆ (V +×U)∗.
Na sequ¨eˆncia, introduz-se algumas definic¸o˜es necessa´rias para que se possa apresentar o
problema de s´ıntese de supervisores para sistemas h´ıbridos.
Seja uma linguagem K ⊆ (V +×U)∗. O prefixo-fechamento de K e´ dado por:
K = {s ∈ (V +×U)∗ : (∃ w ∈ (V +×U)∗ s ◦ w ∈ K}.
K e´ dita ser prefixo-fechada se K = K. Seja agora uma linguagem E ⊆ V ∗. O prefixo-
fechamento de E e´ dado por:
E = {r ∈ V ∗ : (∃ t ∈ V ∗) r ◦ t ∈ E}.
E e´ dita ser prefixo-fechada se E = E.
Outra definic¸a˜o importante e´ a de supervisor C/E marcador na˜o bloqueante, conforme
segue.
Definic¸a˜o 3.3 Seja F um supervisor marcador em relac¸a˜o a uma especificac¸a˜o E. F e´ dito
ser um supervisor C/E marcador na˜o bloqueante (SCEMN) se Lm(F/H)=L(F/H).
No intuito de abreviar a notac¸a˜o, no restante deste trabalho omitir-se-a´ a expressa˜o “em
relac¸a˜o a E” sempre que a especificac¸a˜o E estiver impl´ıcita (sempre que na˜o houver du´vida
quanto a especificac¸a˜o considerada).
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Pode-se apresentar agora o problema de s´ıntese de supervisores para sistemas h´ıbridos.
Problema 3.1 (S´ıntese de Supervisores para Sistemas Hı´bridos – SSSH) Seja H o
modelo C/E da planta h´ıbrida e dada a especificac¸a˜o E ⊆ V ∗ para o comportamento da planta
em malha fechada, encontrar um SCEMN F tal que:
∅ 6= PV [Lm(F/H)] ⊆ E.
Na pro´xima sec¸a˜o utiliza-se a teoria de controle superviso´rio de SEDs para propor uma
soluc¸a˜o formal para o problema apresentado acima.
3.3 Abordagem por Controle de Sistemas a Eventos Discretos
Nesta sec¸a˜o, o problema de s´ıntese de supervisores para sistemas h´ıbridos (SSSH), anterior-
mente formulado, e´ traduzido para uma abordagem de controle puramente discreta. Mostra-se
enta˜o que este problema pode ser solucionado por interme´dio de um problema equivalente no
domı´nio de SEDs.
Antes de apresentar um modelo de sistemas a eventos discretos para o sistema h´ıbrido e´
necessa´rio definir dois novos conjuntos. O conjunto ativo de eventos em K ⊆ (V +×U)∗ apo´s
w ∈ K e´ dado por VK(w)={v ∈ V + : (∃u ∈ U) w◦vu ∈ K}. O conjunto ativo de condic¸o˜es em
K apo´s w ∈ K e para um dado v ∈ VK(w) e´ definido como UK(w, v)={u ∈ U : w ◦ vu ∈ K}.
O modelo de sistemas a eventos discretos com estrutura de controle para a planta h´ıbrida
H e´ a dupla H = (L,Γ), onde L = L(H), isto e´, L e´ a linguagem gerada pelo sistema h´ıbrido
em malha aberta; e a estrutura de controle e´ um mapa Γ : L → 22V+×U tal que para todo
w ∈ L tem-se que:
Γ(w) = {γ ∈ 2V +×U : (∀v ∈ VL(w)) (∃u ∈ UL(w, v)) : vu ∈ γ}.
Observe que a estrutura de controle depende da palavra gerada pelo sistema. Conforme
definida, a estrutura de controle traduz a ide´ia de que para um dado evento v, ativo apo´s uma
cadeia w ∈ L, deve sempre haver pelo menos uma condic¸a˜o u habilitada. Note que a inibic¸a˜o
de todas as condic¸o˜es poss´ıveis para um dado evento significaria que o supervisor na˜o previu
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uma resposta para a ocorreˆncia de uma dada cadeia, na˜o havendo enta˜o uma contrapartida
f´ısica para essa situac¸a˜o.
A seguir, ilustra-se o conceito de Γ por interme´dio de um exemplo.
Exemplo 3.4 Considere que o autoˆmato mostrado na Figura 3.11 represente o modelo de
eventos discretos H = (L,Γ) para uma planta h´ıbrida H. A linguagem reconhecida por
este autoˆmato e´ dada por L = v1u1 ◦ v2u2 ◦ (v3u1 + v3u2 + v4u1) ⊆ (V ×U)∗. Enta˜o, para
w = v1u1 ◦ v2u2 ∈ L tem-se que Γ(w) = {{v3u1, v3u2, v4u1}, {v3u1, v4u1}, {v3u2, v4u1}} =
{γ1, γ2, γ3}. Note que γ = {v3u1, v3u2} /∈ Γ(w) uma vez que na˜o contempla o evento
v4 ∈ VL(w).
v2u2
v3u1
v3u2
v4u1
v1u1
Figura 3.11: Autoˆmato para ilustrac¸a˜o de Γ.

O supervisor de eventos discretos F para a planta H = (L,Γ) e´ definido pelo mapa F :
L→ 2V +×U . Escreve-se F/H para denotar que a planta H esta´ sob supervisa˜o de F .
O supervisor pode ser representado por um autoˆmato de estados finitos F = (P, V +×
U, θ, p0), onde P e´ o conjunto de estados, p0 e´ o estado inicial, e θ : P × (V +× U) → P e´ a
func¸a˜o de transic¸a˜o de estado.
Exemplo 3.5 Considere que o autoˆmato mostrado na Figura 3.12 representa um supervisor
F 1 para a planta mostrada na Figura 3.11. Assim, para w = v1u1 ◦ v2u2 ∈ L tem-se que
F1(w) = {v3u1, v3u2}.
v2u2
v3u1
v3u2v1u1
Figura 3.12: Supervisor F1.

Observe que nenhuma restric¸a˜o e´ feita no sentido de F (w) ∈ Γ(w). Sendo assim, para
um dado evento v, ativo apo´s uma cadeia w ∈ L, pode ser que o supervisor na˜o habilite
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nenhuma condic¸a˜o u. Este problema e´ tratado mais adiante, quando introduz-se a definic¸a˜o
de supervisor consistente.
A linguagem L(F/H) ⊆ L representa o comportamento gerado da planta H = (L,Γ) sob
a ac¸a˜o de um supervisor F , e e´ definida recursivamente como:
1.  ∈ L(F/H) ; e
2. w ◦ vu ∈ L(F/H)⇐⇒ w ∈ L(F/H)∧w ◦ vu ∈ L∧ vu ∈ F (w).
Na sequ¨eˆncia, apresenta-se a definic¸a˜o de supervisor consistente no domı´nio de SEDs.
Definic¸a˜o 3.4 Um supervisor F e´ dito consistente para uma planta H = (L,Γ) se:
(∀w ∈ L(F/H)) F (w) ∈ Γ(w).
Assim, um supervisor e´ consistente para uma planta se para qualquer cadeia w ∈ L(F/H),
e para todo evento v poss´ıvel de ocorrer na planta apo´s w, existe pelo menos uma condic¸a˜o
de entrada u habilitada pelo supervisor, tal que vu ∈ γ ∈ Γ(w). O conceito de consisteˆncia de
supervisores e´ ilustrado por interme´dio do exemplo que segue.
Exemplo 3.6 Considere que o supervisor F1, mostrado na Figura 3.12, seja utilizado para
controlar a planta da Figura 3.11. O supervisor F1 na˜o e´ consistente para esta planta uma
vez que para w = v1u1 ◦ v2u2 ∈ L(F 1/H) tem-se que F1(w) = {v3u1, v3u2} /∈ Γ(w). Observe
que se apo´s a cadeia w ∈ L ocorrer o evento v4 ∈ VL(w), o supervisor na˜o habilitara´ nenhuma
condic¸a˜o, na˜o tendo portanto uma resposta para esta cadeia. Um supervisor consistente para
aquela planta e´ mostrado na Figura 3.13. Note agora que F2(w) = {v3u1, v4u1} ∈ Γ(w).
v1u1
v4u1
v3u1
v2u2
Figura 3.13: Supervisor F2.

Definic¸a˜o 3.5 Um supervisor F , consistente para H, e´ dito ser um supervisor marcador em
relac¸a˜o a E se Lm(F/H)=L(F/H) ∩ P−1V (E).
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A seguir, introduz-se a definic¸a˜o de supervisor marcador na˜o bloqueante para o domı´nio
de SEDs. Esta definic¸a˜o e´ ana´loga a`quela apresentada por interme´dio da Definic¸a˜o 3.3, no
domı´nio de sistemas C/E.
Definic¸a˜o 3.6 Seja F um supervisor marcador em relac¸a˜o a uma especificac¸a˜o E. F e´ dito
ser um supervisor marcador na˜o bloqueante (SMN) se Lm(F/H)=L(F/H).
Assim, um supervisor consistente para uma dada planta e´ dito ser um supervisor marcador
na˜o bloqueante em relac¸a˜o a especificac¸a˜o E se toda cadeia w ∈ L(F/H) pode ser completada
em uma palavra que corresponde a finalizac¸a˜o de uma tarefa nesta planta. Observe que a
escolha de quais sa˜o as tarefas da planta (marcac¸a˜o de estados) e´ feita por interme´dio da espe-
cificac¸a˜o E, ou seja, o supervisor e´ que determina os estados a serem marcados (desmarcados)
na planta.
Definic¸a˜o 3.7 Seja H o modelo de sistemas a eventos discretos para a planta h´ıbrida H.
Um supervisor F para H e´ dito ser (logicamente) equivalente a um supervisor F para H se
L(F/H) = L(F/H) e Lm(F/H) = Lm(F/H).
Em (Gonza´lez et al., 2001) foi introduzido um procedimento formal para a obtenc¸a˜o de um
supervisor condic¸a˜o/evento F , conforme definido anteriormente, e de forma que F seja logica-
mente equivalente ao supervisor de eventos discretos F . Assim, o supervisor condic¸a˜o/evento
definido como F ⊆ V ⊗M⊗U e´ tal que:
(∀$ ∈ L(F))(∀vmu ∈ V + ×M × U) , $ ◦ vmu ∈ L(F)⇐⇒ vu ∈ F (PV×U ($)),
isto e´, as ac¸o˜es de controle dos supervisores sa˜o equivalentes.
Proposic¸a˜o 3.1 (Gonza´lez et al., 2001) O supervisor C/E F obtido segundo o Algoritmo 1
em (Gonza´lez et al., 2001) e´ logicamente equivalente ao supervisor SED F usado como base.
A Proposic¸a˜o 3.1 indica que o problema de s´ıntese de supervisores para sistemas h´ıbridos
(Problema 3.1 apresentado na sec¸a˜o anterior) pode ser solucionado pela resoluc¸a˜o de um
problema de controle superviso´rio equivalente no domı´nio de SEDs. Tal problema equivalente
e´ enunciado a seguir.
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Problema 3.2 (Problema de Controle Superviso´rio Equivalente – PCSE) Seja H=
(L,Γ) o modelo de sistemas a eventos discretos para a planta h´ıbrida H e dada a especificac¸a˜o
E ⊆ V ∗ para o comportamento da planta em malha fechada, encontrar um SMN F tal que:
∅ 6= PV [Lm(F/H)] ⊆ E.
Um conceito chave para a soluc¸a˜o de qualquer problema de controle superviso´rio e´ o de
controlabilidade de linguagens. A definic¸a˜o apresentada a seguir consiste em uma adaptac¸a˜o
ao nosso contexto da definic¸a˜o introduzida em (Gonza´lez, 2000).
Definic¸a˜o 3.8 Sejam as linguagens K ⊆ L ⊆ (V +×U)∗. K e´ dita ser vu-controla´vel e.r.a.
(em relac¸a˜o a) L se:
(∀w ∈ K) VL(w) = VK(w). (3.6)
Assim, K e´ vu-controla´vel e.r.a. L se apo´s qualquer cadeia w ∈ K, todos e somente aqueles
eventos poss´ıveis de ocorrer em K podem ocorrer tambe´m em L.
Seja ΣK(w) = {vu ∈ V +×U : w ◦ vu ∈ K} o conjunto ativo de condic¸o˜es/eventos em K
apo´s w ∈ K. Seja ainda um modelo SED com estrutura de controle H = (L,Γ). A condic¸a˜o
apresentada na equac¸a˜o (3.6) equivale a` seguinte condic¸a˜o:
(∀w ∈ K)(∃γ ∈ Γ(w)) : γ ∩ ΣL(w) = ΣK(w).
Ou seja, uma linguagem K e´ vu-controla´vel e.r.a. L se para toda cadeia w ∈ K existe
pelo menos um padra˜o de controle γ ∈ Γ(w) que habilite na planta o mesmo conjunto ativo
de condic¸o˜es/eventos habilitados em K apo´s w.
Diferentemente do que acontece na teoria de controle superviso´rio de SEDs (abordagem
de Ramadge–Wonham), para os sistemas condic¸a˜o/evento na˜o se divide o alfabeto em eventos
controla´veis e na˜o controla´veis. Na abordagem de sistemas C/E os eventos na˜o podem ser
desabilitados e o controle das sequ¨eˆncias de eventos e´ feito pela escolha apropriada para as
condic¸o˜es associadas aos eventos.
Retornando ao paradigma de sistemas condic¸a˜o/evento, da mesma forma que no domı´nio
das linguagens em (V +×U)∗, podemos introduzir o conceito de controlabilidade para lingua-
gens em V ∗, conforme feito a seguir.
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Definic¸a˜o 3.9 Sejam as linguagens L ⊆ (V +×U)∗ e E ⊆ PV (L). E e´ dita ser v-controla´vel
e.r.a. L se ∃K ⊆ L vu-controla´vel e.r.a. L, tal que PV (K) = E.
Sejam, por exemplo, as linguagens E1 = v1 ◦ v2 e L = [v1u2◦ (v3u1+ v2u2)] +
[v1u1◦ (v2u1+ v2u2◦ v3u2)]. E1 e´ v-controla´vel e.r.a. L uma vez que existe uma linguagem
vu-controla´vel K1 = v1u1◦ v2u1 tal que PV (K1) =E1. Note que a v-controlabilidade de uma
linguagem em V ∗ esta´ diretamente associada a` definic¸a˜o de vu-controlabilidade apresentada
anteriormente, o que esta´ de acordo com o esperado, uma vez que o controle e´ feito por inter-
me´dio dos sinais condic¸a˜o. Sendo assim, a ana´lise sobre a controlabilidade se da´, de fato, no
domı´nio (V +×U)∗.
Observe que se E * PV (L), sendo E = PV (K), tem-se que PV (K) * PV (L) e enta˜oK * L.
Sendo assim, K na˜o e´ vu-controla´vel e.r.a. L, e portanto E na˜o e´ v-controla´vel e.r.a. L.
Muitas vezes, pode ser interessante escrever a especificac¸a˜o para o comportamento do
sistema em malha fechada como uma linguagem K ⊆ (V +×U)∗. Neste caso, pode-se referir
ao supervisor como sendo um SMN em relac¸a˜o a K. Assim, para um SMN F em relac¸a˜o a
K tem-se que Lm(F/H) = L(F/H) ∩ K. Novamente, deste ponto em diante, omitir-se-a´ a
expressa˜o “em relac¸a˜o a K” sempre que a especificac¸a˜o K estiver impl´ıcita.
A seguinte proposic¸a˜o apresenta as condic¸o˜es necessa´rias e suficientes para a existeˆncia de
um supervisor que garanta o cumprimento de uma especificac¸a˜o K ⊆ (V +×U)∗.
Proposic¸a˜o 3.2 Seja uma planta H = (L,Γ) e uma especificac¸a˜o K ⊆ (V +×U)∗, K 6= ∅.
Existe um SMN F para H tal que Lm(F/H)=K se e somente se K e´ vu-controla´vel e.r.a. L.
Prova:
(Se) Inicialmente prova-se que L(F/H) = K.
1. L(F/H) ⊆ K.
Seja F um supervisor consistente para H e seja w◦vu ∈ L(F/H). Enta˜o, de acordo com a
definic¸a˜o de L(F/H) tem-se que w ∈ L(F/H)∧w ◦vu ∈ L∧ vu ∈ F (w). Pela definic¸a˜o
de supervisor consistente sabe-se que para w ∈ L(F/H) tem-se que F (w) ∈ Γ(w), logo
vu ∈ γ ∈ Γ(w). Note que w ◦ vu ∈ L(F/H) implica w ◦ vu ∈ L e enta˜o vu ∈ ΣL(w).
Supor agora que K e´ vu-controla´vel e.r.a. L. Assumindo, por induc¸a˜o, que w ∈ K, e
pela definic¸a˜o de vu-controlabilidade, tem-se que ∃γ ∈ Γ(w) : γ∩ΣL(w) = ΣK(w). Logo,
vu ∈ ΣK(w), ou seja, w ◦ vu ∈ K. Portanto, L(F/H) ⊆ K.
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2. L(F/H) ⊇ K.
Seja w ∈ K tal que vu ∈ ΣK(w), ou seja, w ◦ vu ∈ K. Como K ⊆ L, enta˜o K ⊆ L = L.
Assim, w ◦ vu ∈ L, o que implica vu ∈ ΣL(w). Supondo que K e´ vu-controla´vel e.r.a.
L, tem-se que (∀w ∈ K)(∃γ ∈ Γ(w)) : γ ∩ ΣL(w) = ΣK(w). Logo, ∃γ ∈ Γ(w) tal que
vu ∈ γ. Seja agora um supervisor consistente F para H tal que vu ∈ F (w). Assumindo
por induc¸a˜o que w ∈ L(F/H) tem-se que w ∈ L(F/H)∧w ◦ vu ∈ L∧ vu ∈ F (w), o que
implica w ◦ vu ∈ L(F/H). Portanto L(F/H) ⊇ K.
Sendo assim, L(F/H) = K.
Continuando a prova, sabe-se que Lm(F/H) = L(F/H) ∩ K, mas como L(F/H) = K,
enta˜o Lm(F/H) = K ∩K = K. Portanto existe um supervisor F para H tal que Lm(F/H) =
K. Mas Lm(F/H) = K implica Lm(F/H) = K e como K = L(F/H), tem-se que Lm(F/H) =
L(F/H), ou seja, F e´ na˜o bloqueante para H.
(Somente se)
Seja F um supervisor marcador na˜o bloqueante para H tal que Lm(F/H) = K. Sabe-se
que se F e´ um SMN para H, enta˜o F e´ consistente para H e assim tem-se que:
(∀w ∈ L(F/H)) F (w) ∈ Γ(w). (3.7)
Como F e´ na˜o bloqueante para H, enta˜o Lm(F/H) = L(F/H) = K. Sabe-se tambe´m que
Γ(w) = {γ : (∀v ∈ VL(w))(∃u ∈ UL(w, v)) : vu ∈ γ}. Assim, a equac¸a˜o (3.7) pode ser escrita
como:
(∀w ∈ K) F (w) = γ ∈ Γ(w). (3.8)
Note agora que L(F/H) = K implica (∀w ∈ K) F (w) = ΣK(w). Portanto, pode-se
escrever (3.8) na forma:
(∀w ∈ K)(∃γ ∈ Γ(w)) : γ = ΣK(w). (3.9)
Sabe-se, por fim, que K ⊆ L implica (∀w ∈ K) ΣK(w) ⊆ ΣL(w) e portanto a equac¸a˜o
(3.9) pode ser apresentada na seguinte forma:
(∀w ∈ K)(∃γ ∈ Γ(w)) : γ ∩ ΣL(w) = ΣK(w).
Ou seja, K e´ vu-controla´vel e.r.a. L. 3
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De forma semelhante, pode-se apresentar uma proposic¸a˜o que trata da existeˆncia de um
supervisor que garanta o cumprimento de uma especificac¸a˜o E ⊆ V ∗.
Proposic¸a˜o 3.3 Seja uma planta H = (L,Γ) e uma especificac¸a˜o E ⊆ V ∗, E 6= ∅. Existe um
SMN F para H tal que PV [Lm(F/H)] = E se e somente se E e´ v-controla´vel e.r.a. L.
Prova:
(Se) Pela definic¸a˜o de v-controlabilidade sabe-se que se E e´ v-controla´vel e.r.a. L, enta˜o
existe K vu-controla´vel e.r.a. L tal que PV (K) = E. Sendo assim, pela Proposic¸a˜o 3.2 pode-se
afirmar que existe um SMN F para H tal que Lm(F/H) = K e portanto existe um SMN F
para H tal que PV [Lm(F/H)] = PV (K) = E.
(Somente se) Seja F um SMN para H tal que PV [Lm(F/H)] = E. Supor que
Lm(F/H) = K. Pela Proposic¸a˜o 3.2 pode-se afirmar que K e´ vu-controla´vel e.r.a. L. Note
ainda que PV [Lm(F/H)] = PV (K) = E. Pela definic¸a˜o de v-controlabilidade, se existe K
vu-controla´vel tal que PV (K) = E, enta˜o E e´ v-controla´vel e.r.a. L.
3
Mas e se as linguagens (especificac¸o˜es) K e E na˜o forem controla´veis? Neste caso, deve-se
determinar o comportamento menos restritivo poss´ıvel que se pode realizar no sistema e que
na˜o fere a especificac¸a˜o, conforme estudado na sequ¨eˆncia.
Seja o conjunto de todas as sublinguagens de K que sa˜o vu-controla´veis em relac¸a˜o a L
definido como:
C
V U
(K) = {K ′ ⊆ K : (∀w ∈ K ′)VK′(w) = VL(w)}.
A Proposic¸a˜o 3.4 formaliza a existeˆncia de uma (ma´xima) linguagem vu-controla´vel que
conte´m todas as sublinguagens de K que sa˜o vu-controla´veis em relac¸a˜o a L.
Proposic¸a˜o 3.4 O conjunto C
V U
(K) e´ na˜o vazio e fechado sob unio˜es arbitra´rias. Em
particular, C
V U
(K) conte´m um elemento supremo u´nico, chamado ma´xima linguagem vu-
controla´vel, denotado por SupC
V U
(K).
Prova: Por definic¸a˜o, ∅ e´ vu-controla´vel em relac¸a˜o a qualquer linguagem L, logo ∅ ∈
C
V U
(K) e assim C
V U
(K) e´ na˜o vazio.
Seja Ki ∈ CV U (K) para todo i pertencente a um conjunto de ı´ndices I, enta˜o pode-
se afirmar que (∀i ∈ I)(∀w ∈ Ki), VKi(w) = VL(w), de onde se obte´m que (∀w ∈
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⋃
i∈I Ki)
⋃
i∈I VKi(w) = VL(w), ou ainda que (∀w ∈ ∪i∈IKi)V∪i∈IKi(w) = VL(w). Fazendo
K ′ =
⋃
i∈I Ki tem-se que (∀w ∈ K ′)VK′(w) = VL(w), ou seja, K ′ e´ vu-controla´vel e.r.a. L e
portanto K ′ ∈ C
V U
(K).
Finalmente, SupC
V U
(K) =
⋃ {K ′ : K ′ ∈ C
V U
(K)}. 3
Com base na Proposic¸a˜o 3.2 pode-se enunciar a seguinte proposic¸a˜o.
Proposic¸a˜o 3.5 Seja uma planta H = (L,Γ) e uma especificac¸a˜o K ⊆ (V +×U)∗ para a qual
SupC
V U
(K) 6= ∅. Enta˜o, existe um SMN F para H tal que Lm(F/H) = SupCV U (K).
Prova: Por definic¸a˜o, SupC
V U
(K) e´ uma linguagem vu-controla´vel e.r.a. L. Assim, pela
Proposic¸a˜o 3.2 pode-se afirmar que existe um supervisor marcador F , na˜o bloqueante para H,
tal que Lm(F/H) = SupCV U (K). 3
Seja agora o conjunto de todas as sublinguagens de E que sa˜o v-controla´veis em relac¸a˜o a
L definido como:
C
V
(E) = {E′ ⊆ E : E′ e´ v-controla´vel e.r.a. L}.
A Proposic¸a˜o 3.6 indica a existeˆncia de uma ma´xima linguagem v-controla´vel em relac¸a˜o
a L.
Proposic¸a˜o 3.6 O conjunto C
V
(E) e´ na˜o vazio e fechado sob unio˜es arbitra´rias. Em parti-
cular, C
V
(E) conte´m um elemento supremo u´nico, chamado ma´xima linguagem v-controla´vel,
denotado por SupC
V
(E).
Prova: Por definic¸a˜o, ∅ e´ v-controla´vel em relac¸a˜o a qualquer linguagem L, logo ∅ ∈ C
V
(E)
e assim C
V
(E) e´ na˜o vazio.
Seja Ei ∈ CV(E) para todo i pertencente a um conjunto de ı´ndices I, e seja E′=
⋃
i∈I Ei.
Sabe-se que Ei ⊆ E para todo i ∈ I e que portanto E′ ⊆ E. Assim, para provar que CV(E) e´
fechado sob unio˜es arbitra´rias, deve-se mostrar que E′ e´ v-controla´vel e.r.a. L, ou seja, deve-
se mostrar que ∃K ′ vu-controla´vel e.r.a. L tal que PV (K ′) = E′. Por definic¸a˜o, sabe-se que
para Ei v-controla´vel e.r.a. L, tem-se que ∃Ki vu-controla´vel e.r.a. L tal que PV (Ki) = Ei.
Conforme mostrado na Proposic¸a˜o 3.4, se Ki e´ vu-controla´vel e.r.a. L para todo i ∈ I,
enta˜o
⋃
i∈I Ki tambe´m e´ vu-controla´vel e.r.a. L. Assim, resta mostrar que PV (
⋃
i∈I Ki) =⋃
i∈I PV (Ki) =
⋃
i∈I Ei.
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Sejam E1, E2 ⊆ E duas linguagens v-controla´veis em relac¸a˜o a L. Pode-se afirmar enta˜o
que ∃ K1 vu-controla´vel : PV (K1) = E1 e ∃ K2 vu-controla´vel : PV (K2) = E2. Mas,
PV (K1 ∪K2) = {t ∈ V ∗ : (∃w ∈ (K1 ∪K2)) PV (w) = t}
= {t ∈ V ∗ : ((∃w ∈ K1) ou (∃w ∈ K2)) PV (w) = t}
= {t ∈ V ∗ : ((∃w1 ∈ K1) PV (w1) = t ou (∃w2 ∈ K2)) PV (w2) = t}
= {t ∈ V ∗ : (∃w1 ∈ K1) PV (w1) = t} ∪ {t ∈ V ∗ : (∃w2 ∈ K2) PV (w2) = t}
= PV (K1) ∪ PV (K2)
= E1 ∪ E2.
Pode-se expandir a demonstrac¸a˜o feita acima para um nu´mero qualquer de linguagens Ki.
PV (
⋃
i∈IKi) = {t ∈ V ∗ : (∃w ∈
⋃
i∈IKi) PV (w) = t}
=
⋃
i∈I{t ∈ V ∗ : (∃w ∈ Ki) PV (w) = t}
=
⋃
i∈IPV (Ki)
=
⋃
i∈IEi
PV (K
′) = E′ .
Logo, E′ e´ v-controla´vel em relac¸a˜o a L e portanto E′ ∈ C
V
(E).
Finalmente, SupC
V
(E) =
⋃ {E′ : E′ ∈ C
V
(E)}. 3
A proposic¸a˜o enunciada a seguir mostra a relac¸a˜o existente entre as duas ma´ximas lingua-
gens controla´veis introduzidas anteriormente.
Proposic¸a˜o 3.7 Sejam as linguagens L ⊆ (V +×U)∗ e E ⊆ V ∗. Seja ainda K = P−1V (E)∩L.
Se E ⊆ PV (L) enta˜o SupCV(E) = PV [SupCV U (K)]. Ale´m disso, SupCV(E) 6= ∅ se e somente
se SupC
V U
(K) 6= ∅.
Prova: Seja K=P−1V (E)∩L. Inicialmente, mostra-se que se E⊆PV (L) enta˜o PV (K)=E.
Sabe-se que P−1V (E) ∩ L ⊆ P−1V (E), logo PV (K) = PV [P−1V (E) ∩ L] ⊆ PV [P−1V (E)] = E.
Portanto PV (K) ⊆ E. Supor agora que E ⊆ PV (L), enta˜o ∃L′ ⊂ L tal que PV (L′) = E.
Assim, P−1V (E) = P
−1
V [PV (L
′)] ⊇ L′ e portanto P−1V (E) ∩ L ⊇ L′. Desta forma, PV (K) =
PV [P
−1
V (E)∩L] ⊇ PV (L′) = E e portanto PV (K) ⊇ E. Sendo assim, tem-se que PV (K) = E.
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Continuando, mostra-se que SupC
V
(E) = PV [SupCV U (K)].
1. SupC
V
(E) ⊇ PV [SupCV U (K)].
Supor que SupC
V
(E) + PV [SupCV U (K)], ou seja, que ∃w ∈ SupCV U (K) tal que
PV (w) = t /∈ SupCV(E). Seja w ∈ SupCV U (K), enta˜o {w} e´ vu-controla´vel e.r.a.
L e, consequ¨entemente, {t} e´ v-controla´vel e.r.a. L. Sabe-se que w ∈ K, logo
PV (w) = t ∈ PV (K). Mas para K = P−1V (E) ∩ L tem-se que PV (K) ⊆ E, logo
PV (w) = t ∈ PV (K) ⊆ E e assim t ∈ E. Entretanto, se {t} e´ v-controla´vel e.r.a. L e
t ∈ E, enta˜o t ∈ SupC
V
(E), contrariando a suposic¸a˜o inicialmente apresentada. Sendo
assim, tem-se que SupC
V
(E) ⊇ PV [SupCV U (K)].
2. SupC
V
(E) ⊆ PV [SupCV U (K)].
Seja t ∈ SupC
V
(E). Enta˜o {t} e´ v-controla´vel e.r.a. L e assim, pela definic¸a˜o de v-
controlabilidade, pode-se afirmar que existe {w} vu-controla´vel e.r.a. L, tal que PV (w) =
t. Sabe-se que SupC
V
(E) ⊆ E, logo t ∈ SupC
V
(E) =⇒ t ∈ E. Conforme mostrado no
in´ıcio desta prova, para K = P−1V (E) ∩ L, onde E ⊆ PV (L), tem-se que PV (K) = E.
Assim, se t ∈ E enta˜o ∃w ∈ K tal que PV (w) = t. Pode-se concluir enta˜o que ∃w ∈ K :
PV (w) = t, onde {w} e´ vu-controla´vel e.r.a. L. Sendo assim, w ∈ SupCV U (K), o que
implica PV (w) = t ∈ PV [SupCV U (K)]. Logo, SupCV(E) ⊆ PV [SupCV U (K)].
Por fim, resta mostrar que SupC
V
(E) 6=∅ se e somente se SupC
V U
(K) 6=∅.
(Se) Seja K=P−1V (E)∩L, onde E⊆PV (L). Supor inicialmente que ∈SupCV U (K) e que
portanto SupC
V U
(K) 6=∅. Como PV () =  e como SupCV(E) = PV [SupCV U (K)], enta˜o  ∈
SupC
V U
(K) ⇒  ∈ SupC
V
(E). Portanto SupC
V
(E) 6= ∅. Supor agora que  /∈ SupC
V U
(K),
mas que SupC
V U
(K) 6= ∅. Pela definic¸a˜o feita para a projec¸a˜o PV : (V + × U)∗ → V ∗ tem-se
que PV () =  e PV (v0ui) =  para todo ui ∈ U . Desta forma, se  /∈ SupCV U (K) enta˜o
 /∈ SupC
V
(E). Mas se  /∈ SupC
V
(E) e PV (v0ui) = , enta˜o v0ui /∈ SupCV U (K) para nenhum
ui ∈ U . Supondo finalmente que v0ui ◦ vxuy ◦ . . . ∈ SupCV U (K) para algum i, x e y, tem-se
que vx ◦ . . . ∈ SupCV(E) e que portanto SupCV(E) 6= ∅. Sendo assim, SupCV U (K) 6= ∅ =⇒
SupC
V
(E) 6= ∅.
(Somente se) Supor que SupC
V U
(K) = ∅. Sabe-se que SupC
V
(E) = PV [SupCV U (K)] e
tambe´m que PV (∅) = ∅. Logo, SupCV U (K)= ∅ implica SupCV(E)= ∅. Sendo assim, pode-se
afirmar que para que SupC
V
(E) 6=∅ e´ necessa´rio que SupC
V U
(K) 6=∅.
3
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Desta forma, a ma´xima linguagem contida em E que e´ v-controla´vel em relac¸a˜o a L, e´
igual a` projec¸a˜o em V ∗ da ma´xima linguagem contida em K que e´ vu-controla´vel em relac¸a˜o
a L. Note que se E consiste na especificac¸a˜o sobre o comportamento lo´gico do sistema sob
supervisa˜o, feita em termos sequ¨eˆncias de eventos, enta˜o K consiste na projec¸a˜o de E em
(V +×U)∗ e e´ obtida habilitando-se todas as condic¸o˜es poss´ıveis de ocorrer na planta para
cada cadeia de eventos em E.
Pode-se enunciar agora o seguinte corola´rio.
Corola´rio 3.1 Seja uma planta H = (L,Γ) e uma especificac¸a˜o E ⊆ PV (L). Existe um SMN
F para H tal que PV [Lm(F/H)] = SupCV(E) 6= ∅ se e somente se SupCV U (P−1V (E)∩L) 6= ∅.
Prova: Segue diretamente das proposic¸o˜es 3.5 e 3.7. 3
Retomando o problema de controle superviso´rio equivalente (PCSE) para sistemas h´ıbridos,
o teorema enunciado a seguir introduz uma condic¸a˜o necessa´ria e suficiente para que o PCSE
tenha soluc¸a˜o.
Teorema 3.1 O Problema de Controle Superviso´rio Equivalente para Sistemas Hı´bridos
(PCSE) possui soluc¸a˜o se e somente se SupC
V U
(P−1V (E) ∩ L) 6= ∅.
Prova:
(Se) Supor que SupC
V U
(P−1V (E) ∩ L) 6= ∅. De acordo com o Corola´rio 3.1, pode-se
afirmar que existe um SMN F para H tal que PV [Lm(F/H)] = SupCV(E) 6= ∅. Agora, como
SupC
V
(E) ⊆ E, pode-se concluir que existe um SMN F para H tal que ∅ 6= PV [Lm(F/H)] ⊆ E,
ou seja, o PCSE possui soluc¸a˜o.
(Somente se) Supor agora que SupC
V U
(P−1V (E) ∩ L) = ∅. Ainda pelo Corola´rio 3.1,
sabe-se que na˜o existe um SMN F para H tal que PV [Lm(F/H)] 6= ∅, ou seja, o PCSE na˜o
possui soluc¸a˜o.
3
Portanto, um supervisor F para H tal que Lm(F/H) =SupCV U (P
−1
V (E) ∩ L) 6= ∅ e´ uma
soluc¸a˜o o´tima para o PCSE no sentido de ser a menos restritiva poss´ıvel.
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Os resultados apresentados anteriormente indicam que a soluc¸a˜o do PCSE requer a execu-
c¸a˜o dos seguintes passos:
1. Dada a especificac¸a˜o E ⊆ V ∗, obter a especificac¸a˜o equivalente K ⊆ L ⊆ (V +×U)∗ tal
que PV (K) = E;
2. Verificar se K e´ vu-controla´vel em relac¸a˜o a L. Se for, pular para o passo 3. Caso
contra´rio, deve-se obter a ma´xima linguagem vu-controla´vel contida em K, denotada
por SupC
V U
(K);
3. Se SupC
V U
(K) 6= ∅, enta˜o o supervisor F e´ implementado por interme´dio de um autoˆ-
mato tal que Lm(F/H) = SupCV U (K).
Pode-se determinar ainda a ma´xima linguagem v-controla´vel contida em E, fazendo
SupC
V
(E) = PV [SupCV U (K)].
A execuc¸a˜o dos passos supracitados pode ser feita com aux´ılio de uma ferramenta chamada
Grail (Raymond e Wood, 1995), a qual consiste em uma biblioteca de func¸o˜es em C++ para
manejo de autoˆmatos e expresso˜es regulares. Tal biblioteca foi ampliada em (Gonza´lez, 2000)
de forma a incluir func¸o˜es de controle superviso´rio e tambe´m em (da Cunha, 2003) para incluir
func¸o˜es de controle hiera´rquico com marcac¸a˜o flex´ıvel (Cury et al., 2001; Cury et al., 2004;
da Cunha e Cury, 2002; Torrico, 2003). Ale´m disso, em (Rodrigues, 2004) foram inclu´ıdas
func¸o˜es espec´ıficas para o controle superviso´rio modular de sistemas h´ıbridos.
A seguir, ilustra-se a metodologia de resoluc¸a˜o de PCSEs por interme´dio de dois exemplos.
Exemplo 3.7 Seja um sistema h´ıbrido H1 cujo comportamento lo´gico L1=L(H1) e´ reconhe-
cido pelo autoˆmato mostrado na Figura 3.14.
v4u2
v1u1
v0u1
v3u1
v1u2
v3u2
v2u2
v2u1v0u2
Figura 3.14: Autoˆmato que reconhece a linguagem L1 = L(H1).
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Sejam ainda duas especificac¸o˜es E1, E2⊆PV (L1) mostradas na Figura 3.15.
v2
v4
v1
v3
(a) E1 ⊆ PV (L1)
v3
v1
v2, v3
(b) E2 ⊆ PV (L1)
Figura 3.15: Especificac¸o˜es E1, E2 ⊆ PV (L1).
O primeiro passo para a s´ıntese do supervisor monol´ıtico consiste em encontrar uma espe-
cificac¸a˜o u´nica E ⊆ V ∗, a qual e´ ilustrada pela Figura 3.16. Esta especificac¸a˜o global e´ obtida
fazendo-se a intersecc¸a˜o das especificac¸o˜es individuais.
v2v1
v3
Figura 3.16: Especificac¸a˜o global E ⊆ V ∗.
A seguir, obte´m-se uma especificac¸a˜o equivalente que esteja contida na linguagem da planta,
ou seja, K ⊆ L1 ⊆ (V +×U)∗. Tal especificac¸a˜o e´ obtida fazendo-se K = P−1V (E) ∩ L1 e o
autoˆmato que a reconhece e´ mostrado na Figura 3.17.
v2u1
v1u1
v2u2
v0u1
v0u2
v3u1
v1u2
Figura 3.17: Especificac¸a˜o K ⊆ L1.
Verifica-se, entretanto, que a linguagem K na˜o e´ vu-controla´vel em relac¸a˜o a L1. Note, por
exemplo, que apo´s a sequ¨eˆncia w = v0u2 ◦ v3u1 ∈ K tenta-se desabilitar o evento v4 previsto
na planta. Da mesma forma, apo´s a cadeia w′ = v0u1 ◦ v1u1 ∈ K, a especificac¸a˜o na˜o preveˆ a
ocorreˆncia do evento v3, o qual pode ocorrer na planta. Obte´m-se enta˜o a ma´xima linguagem
vu-controla´vel contida em K, a qual e´ reconhecida pelo autoˆmato mostrado na Figura 3.18.
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v2u1v0u1 v1u2
Figura 3.18: Ma´xima linguagem vu-controla´vel SupC
V U
(K).
A ma´xima linguagem v-controla´vel contida na especificac¸a˜o E ⊆ V ∗ pode ser obtida
fazendo-se SupC
V
(E) = PV [SupCV U (K)]. Neste exemplo tem-se que SupCV(E) = v1 ◦ v2.
Por fim, um supervisor F1 tal que Lm(F1/H1) = SupCV U (K) consiste numa soluc¸a˜o o´tima
para o problema apresentado neste exemplo. Este supervisor pode ser implementado pelo autoˆ-
mato mostrado na Figura 3.18.

Exemplo 3.8 Seja um sistema h´ıbrido H2 com V = {v1, v2, v3, v4, v5} e U = {u1, u2}, baseado
em Koutsoukos et al. (2000). O comportamento lo´gico L2 = L(H2) deste sistema e´ reconhecido
pelo autoˆmato da Figura 3.19.
v1u1
42
31
0 v4u1
v3u1
v2u1
v3u2
v4u2
v2u2
v3u1
v2u1
v5u1
v1u2
v0u2
v0u1
v5u1
Figura 3.19: Autoˆmato que reconhece a linguagem L2 = L(H2).
Considere uma especificac¸a˜o E′ ⊆ V ∗ na qual deseja-se que seja garantida a ocorreˆncia do
evento v5 uma u´nica vez, conforme ilustrado pela Figura 3.20.
v1, v2, v3, v4v1, v2, v3, v4
v5
Figura 3.20: Especificac¸a˜o E′ ⊆ V ∗.
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Na Figura 3.21 representa-se a linguagem-alvo K ′ = P−1V (E
′) ∩ L2.
v3u2
v4u2
v2u2
v3u1v3u2
v2u2
v3u1
v2u1
v5u1
v5u1
v1u2
v1u1
8
7
6
5
4
3
2
1
0
v0u1
v0u2
v1u2
v2u1
v1u1
v3u1
v4u1 v4u1
v3u1
v2u1 v2u1
v4u2
Figura 3.21: Linguagem-alvo K ′ ⊆ L2.
Pode-se verificar que a linguagem-alvo na˜o e´ vu-controla´vel em relac¸a˜o a L2 uma vez que
nos estados 6 e 7 do autoˆmato da Figura 3.21 na˜o e´ prevista a ocorreˆncia do evento v5,
sendo que o mesmo pode ocorrer na planta (estados 2 e 3 da planta). A ma´xima linguagem
vu-controla´vel SupC
V U
(K ′) e´ reconhecida pelo autoˆmato mostrado na Figura 3.22.
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v2u2
v3u1
v5u1
v5u1
v1u1 v1u1
v2u1
v1u2
v0u2
v0u1
0
1
2
3
4
5
v3u1
v4u1 v4u1
v3u1
v2u1 v2u1
v4u2
v3u2
Figura 3.22: Ma´xima linguagem vu-controla´vel SupC
V U
(K ′).
A ma´xima linguagem v-controla´vel contida na especificac¸a˜o E′ ⊆ V ∗ pode ser obtida
fazendo-se SupC
V
(E′) = PV [SupCV U (K
′)]. Esta linguagem na˜o e´ mostrada, mas pode-se fa-
cilmente observar por interme´dio do autoˆmato para SupC
V U
(K ′) que a especificac¸a˜o E′ esta´
garantida.
Por fim, um supervisor F2 tal que Lm(F2/H2)=SupCV U (K
′) consiste numa soluc¸a˜o o´tima
para este exemplo. Este supervisor pode ser implementado pelo autoˆmato mostrado na Figura
3.22.

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O Corola´rio 3.2 apresenta uma condic¸a˜o para que o Problema de S´ıntese de Supervisores
para Sistemas Hı´bridos (SSSH) tenha soluc¸a˜o, e ainda indica como obter uma soluc¸a˜o para o
mesmo atrave´s da resoluc¸a˜o do PCSE.
Corola´rio 3.2 O Problema de S´ıntese de Supervisores para Sistemas Hı´bridos (SSSH) pos-
sui soluc¸a˜o se e somente se o Problema de Controle Superviso´rio Equivalente para Sistemas
Hı´bridos (PCSE) possui soluc¸a˜o. Ale´m disso, dado um SMN F como uma soluc¸a˜o para o
PCSE, o supervisor C/E F obtido por interme´dio do Algoritmo 1 apresentado em (Gonza´lez
et al., 2001) e´ a soluc¸a˜o correspondente para o SSSH.
Prova: Segue diretamente da Proposic¸a˜o 3.1. 3
Conforme estabelecido no Corola´rio 3.2, a resoluc¸a˜o do Problema de S´ıntese de Supervisores
para Sistemas Hı´bridos (SSSH) pode ser feita por interme´dio da resoluc¸a˜o de um problema
equivalente no domı´nio de SEDs, o chamado PCSE.
A resoluc¸a˜o de um problema de s´ıntese de supervisores para sistemas h´ıbridos requer a
execuc¸a˜o dos seguintes passos:
1. Obter um modelo que represente o comportamento lo´gico do sistema h´ıbrido a ser con-
trolado;
2. Formular e resolver o problema de controle superviso´rio (PCSE) equivalente ao SSSH,
utilizando para tal o modelo obtido no passo anterior;
3. O supervisor SED obtido na resoluc¸a˜o do PCSE e´ utilizado como uma implementac¸a˜o
discreta do supervisor C/E, na˜o sendo necessa´ria a determinac¸a˜o deste u´ltimo.
A resoluc¸a˜o de um exemplo de s´ıntese de supervisores para sistemas h´ıbridos (SSSH) foi
deixada para o Cap´ıtulo 4, no qual o problema sera´ formulado e solucionado mostrando a sua
resoluc¸a˜o desde a extrac¸a˜o do modelo lo´gico ate´ a obtenc¸a˜o dos supervisores. A resoluc¸a˜o de
um problema pra´tico, no qual e´ feita a implementac¸a˜o f´ısica do controle superviso´rio, pode ser
encontrada em (de Paula e Silva, 2004).
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3.4 Concluso˜es
Neste cap´ıtulo, trata-se do controle superviso´rio de uma classe de sistemas h´ıbridos que
possui dinaˆmicas cont´ınuas e discretas interagindo entre si. Esta classe de sistemas h´ıbridos
consiste em uma generalizac¸a˜o daquela abordada nos trabalhos de Cury et al. (1998), Kout-
soukos et al. (2000) e Moor et al. (1998), nos quais o cara´ter discreto adve´m somente do
supervisor, ou seja, o aspecto h´ıbrido daqueles trabalhos consiste na reunia˜o de uma planta
cont´ınua com um supervisor discreto. O problema de controle superviso´rio para sistemas
h´ıbridos (SSSH) e´ formulado por interme´dio do paradigma de modelagem de sistemas condi-
c¸a˜o/evento e mostra-se que este problema pode ser solucionado por interme´dio da resoluc¸a˜o
de um problema equivalente no domı´nio discreto, o qual e´ denominado Problema de Controle
Superviso´rio Equivalente (PCSE).
Dois exemplos sa˜o utilizados de forma a ilustrar a resoluc¸a˜o do problema de controle
superviso´rio equivalente. Em ambos os exemplos consideram-se conhecidos os modelos lo´gicos
para os respectivos sistemas.
A principal contribuic¸a˜o deste cap´ıtulo consiste na extensa˜o da teoria de controle super-
viso´rio para sistemas h´ıbridos proposta por Gonza´lez et al. (2001). Ale´m disso, definic¸o˜es
importantes foram introduzidas neste cap´ıtulo, tais como as de supervisor consistente, super-
visor marcador na˜o bloqueante, vu-controlabilidade e v-controlabilidade, sendo estas tambe´m
contribuic¸o˜es deste trabalho. De uma forma geral, pode-se dizer que este trabalho contribui
para a consolidac¸a˜o da teoria de controle superviso´rio para sistemas h´ıbridos.
Cap´ıtulo 4
Controle Modular de Sistemas
Hı´bridos
Neste cap´ıtulo trata-se da abordagem modular de s´ıntese de supervisores para a classe de
sistemas h´ıbridos apresentada no Cap´ıtulo 3. E´ neste cap´ıtulo que se concentram as maiores
contribuic¸o˜es do presente trabalho, sendo que boa parte delas foi previamente apresentada em
treˆs artigos: em (Leal e Cury, 2002) trata-se do controle modular de sistemas condic¸a˜o/evento;
em (Leal e Cury, 2004a) aborda-se o problema de s´ıntese de supervisores modulares para
sistemas h´ıbridos; e em (Leal e Cury, 2004b) estendem-se os resultados obtidos anteriormente
de forma a considerar marcac¸a˜o nas linguagens.
4.1 Introduc¸a˜o
Frequ¨entemente, o comportamento desejado para a planta sob supervisa˜o e´ expresso pela
combinac¸a˜o de duas ou mais especificac¸o˜es (restric¸o˜es). Em outras palavras, uma especificac¸a˜o
para o comportamento desejado e´ comumente descrita na forma: “O sistema deve atender uma
propriedade de um tipo bem como uma propriedade de outro tipo”.
Por abordagem de controle modular, entende-se aquela em que se projeta um controlador
individual para atender cada um dos componentes da especificac¸a˜o global, e os supervisores
modulares sa˜o implementados de forma concorrente no intuito de que a ac¸a˜o conjunta des-
tes garanta o cumprimento da especificac¸a˜o global. O projeto individual dos supervisores
modulares e´ feito conforme tratado no Cap´ıtulo 3.
A abordagem de controle modular, de uma forma geral, possui duas grandes motivac¸o˜es:
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diminuir a complexidade computacional em relac¸a˜o a` abordagem monol´ıtica; e aumentar a
flexibilidade em caso de mudanc¸as: se uma especificac¸a˜o relativa a uma subtarefa e´ alterada,
por exemplo, pode-se reprojetar apenas o supervisor referente a`quela especificac¸a˜o. Por outro
lado, como a ac¸a˜o de controle de cada supervisor modular na˜o considera as ac¸o˜es dos de-
mais supervisores, pode ser que dois ou mais supervisores entrem em conflito ao atuarem em
conjunto para atingir uma especificac¸a˜o global (Wonham e Ramadge, 1988). Sendo assim, a
s´ıntese de supervisores modulares deve ser feita de forma a garantir que a ac¸a˜o conjunta dos
supervisores obtidos seja na˜o bloqueante e minimamente restritiva em relac¸a˜o a` especificac¸a˜o
global.
A s´ıntese modular de supervisores para sistemas h´ıbridos foi abordada anteriormente ape-
nas em (Moor, Davoren e Raisch, 2001), sendo que naquele trabalho o problema e´ formulado
usando a teoria comportamental de sistemas (Willems, 1991), enquanto que aqui a formulac¸a˜o
e´ feita por interme´dio da teoria de sistemas condic¸a˜o/evento (Sreenivas e Krogh, 1991). Exis-
tem va´rias outras diferenc¸as entre estes trabalhos, mas as principais sa˜o brevemente discutidas
na sec¸a˜o que encerra este cap´ıtulo.
O restante do cap´ıtulo esta´ estruturado como segue. Na pro´xima sec¸a˜o, o problema de
s´ıntese modular de supervisores para a classe de sistemas h´ıbridos apresentada no Cap´ıtulo
3 e´ formulado utilizando-se o formalismo de sistemas condic¸a˜o/evento (Sreenivas e Krogh,
1991). Na Sec¸a˜o 4.3 mostra-se que o problema anteriormente formulado pode ser solucionado
utilizando-se uma abordagem de controle no domı´nio discreto. Na Sec¸a˜o 4.4 apresenta-se um
exemplo de forma a ilustrar a metodologia proposta para a s´ıntese modular de supervisores
para sistemas h´ıbridos. Finalmente, na Sec¸a˜o 4.5 comenta-se sobre a abordagem proposta e
faz-se uma discussa˜o sobre os problemas que sera˜o tratados no seguimento deste trabalho.
4.2 Formulac¸a˜o do Problema
Considere o esquema de controle superviso´rio modular da Figura 4.1 para a classe de
sistemas h´ıbridos apresentada no Cap´ıtulo 3. Esta classe de sistemas h´ıbridos e´ tal que a
selec¸a˜o da dinaˆmica cont´ınua e´ dirigida por eventos de limiar, os quais sa˜o gerados sempre
que varia´veis de estado cont´ınuo alcanc¸am uma superf´ıcie de limiar. Deve-se destacar que por
motivos de simplicidade, considera-se o caso em que sa˜o utilizados apenas dois supervisores.
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∩
Hm1
m2
v
u
m
HcHd
F2
F1
Figura 4.1: Esquema de controle modular para a planta h´ıbrida.
Definic¸a˜o 4.1 Sejam m1(·),m2(·) ∈ M dois sinais evento s´ıncronos tomando valores em
M = 2U . Define-se a intersecc¸a˜o s´ıncrona m1(·)©∩ m2(·) destes sinais como o sinal evento
m(·) tal que m(t)=m1(t) ∩m2(t), t ∈ [0,∞).
A Figura 4.2 mostrada a seguir ilustra este conceito, sendo que m(·) = m1(·)©∩ m2(·).
{u1, u2}
{u1, u2}
{u1, u2}
∅
t1 t2 t3 t4 t
m(t)
tt4t3t2t1
{u2}
{u1}
tt4t3t2t1
{u2}
{u1}
∅
m1(t)
m2(t)
∅
{u1}
{u2}
Figura 4.2: Exemplo de intersecc¸a˜o s´ıncrona de dois sinais evento.
Observe, por exemplo, que no instante t1 o sinal m(·) assume o valor m(t1) =
m1(t1)©∩ m2(t1) = {u1, u2} ∩ {u1} = {u1}.
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Definic¸a˜o 4.2 Sejam F1 e F2 supervisores C/E consistentes para uma planta h´ıbrida H. A
conjunc¸a˜o de F1 e F2 e´ definida como um sistema C/E F1 ∧ F2 tal que:
(v(·),m(·), u(·)) ∈ (F1 ∧ F2)⇐⇒ m(·) = m1(·)©∩ m2(·)
onde (v(·),mi(·), u(·)) ∈ F i, i = 1, 2.
A seguir, apresenta-se o problema de s´ıntese de supervisores modulares para sistemas
h´ıbridos – SMSH.
Problema 4.1 (S´ıntese Modular para SHs – SMSH) Seja H o modelo C/E da planta
h´ıbrida e sejam E1, E2 ⊆ V ∗ especificac¸o˜es para o comportamento da planta em malha fechada.
Encontrar SCEMN F i (i = 1, 2) tais que a conjunc¸a˜o F1 ∧ F2 seja um SCEMN em relac¸a˜o a
E1 ∩ E2 e que ∅ 6= PV [Lm((F1 ∧ F2)/H)] ⊆ E1 ∩ E2.
O problema de s´ıntese de supervisores modulares para sistemas h´ıbridos consiste enta˜o em
projetar supervisores F i, cada um para satisfazer uma especificac¸a˜o pro´pria, e implementar o
controle global pela conjunc¸a˜o dos supervisores F i projetados. Deve-se observar que o projeto
dos supervisores individuais e´ feito conforme apresentado no Cap´ıtulo 3.
De forma ana´loga ao que foi feito no Cap´ıtulo 3, na pro´xima sec¸a˜o utiliza-se a teoria de
controle superviso´rio de SEDs de modo a propor uma soluc¸a˜o formal para o Problema SMSH.
4.3 Abordagem por Controle de Sistemas a Eventos Discretos
Aqui mostra-se que, diferentemente do que ocorre na teoria cla´ssica de controle modular
de SEDs (Wonham e Ramadge, 1988), para os sistemas condic¸a˜o/evento na˜o basta que as
linguagens sejam na˜o conflitantes para que se possa utilizar a abordagem modular. Introduz-
se enta˜o o conceito de interconsisteˆncia entre linguagens (Leal e Cury, 2002). Vale salientar que
nesta sec¸a˜o apresenta-se uma se´rie de lemas de forma a auxiliar as demonstrac¸o˜es de resultados
enunciados nas proposic¸o˜es e tambe´m no Teorema 4.1, o qual consiste no principal resultado
da sec¸a˜o. Assim, caso o leitor deseje fazer uma leitura mais ra´pida, recomenda-se a ana´lise das
definic¸o˜es de conjunc¸a˜o de supervisores (Definic¸a˜o 4.3) e de interconsisteˆncia entre linguagens
(Definic¸a˜o 4.4), seguida da leitura do Teorema 4.1. Depois, de acordo com a necessidade, o
leitor pode retornar e fazer uma consulta a`queles ı´tens que se fizerem necessa´rios.
A seguir, define-se a conjunc¸a˜o de supervisores SED.
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Definic¸a˜o 4.3 Sejam F 1 e F 2 supervisores consistentes para uma planta H = (L,Γ). A
conjunc¸a˜o de F 1 e F 2 e´ definida como um supervisor F1 ∧ F2 dado pelo mapa (F1 ∧ F2) :L→
2V
+×U tal que para w∈L:
vu ∈ (F1 ∧ F2)(w)⇐⇒ vu ∈ (F 1(w) ∩ F 2(w)).
Sendo assim, um par vu ∈ V +×U e´ habilitado por F1 ∧ F2 se e somente se vu e´ habilitado
simultaneamente por F 1 e F 2.
Antes de analisar em detalhe a ac¸a˜o de F1 ∧ F2, introduz-se o conceito de interconsisteˆncia
entre linguagens e apresentam-se alguns resultados intermedia´rios.
Definic¸a˜o 4.4 Duas linguagens K1,K2 ⊆ (V +×U)∗ sa˜o ditas interconsistentes se:
(∀w ∈ K1 ∩K2) VK1(w) ∩ VK2(w) = VK1∩K2(w). (4.1)
Como VK1(w)∩VK2(w)⊃VK1∩K2(w) sempre e´ verdade, enta˜o VK1(w)∩VK2(w) 6=VK1∩K2(w)
implica VK1(w)∩VK2(w)*VK1∩K2(w). Assim, duas linguagens, K1 e K2, sa˜o interconsistentes
se, apo´s qualquer cadeia comum a K1 e K2, os eventos poss´ıveis de ocorrer em ambas as
linguagens sa˜o tambe´m poss´ıveis de ocorrer na linguagem K1∩K2. A equac¸a˜o (4.1) usada para
o teste da interconsisteˆncia pode ser substitu´ıda pela equac¸a˜o mostrada abaixo.
(∀w ∈ K1 ∩K2) (∀v ∈ VK1(w) ∩ VK2(w)) (UK1(w, v) ∩ UK2(w, v) 6= ∅). (4.2)
No intuito de ilustrar o conceito de interconsisteˆncia, apresenta-se a seguir um exemplo de
linguagens na˜o interconsistentes.
Exemplo 4.1 Sejam as linguagens K1 = v1u1 + v1u1 ◦ v2u1 ◦ v3u1 e K2 = v1u1 + v1u1 ◦
v2u2 ◦ v4u2. Assim, K1 ∩ K2 = {, v1u1}. Note que para w = v1u1 ∈ K1 ∩ K2 tem-se
que VK1(w) = VK2(w) = {v2}, mas que VK1∩K2(w) = ∅, ou seja, ∃w ∈ K1 ∩ K2 tal que
VK1(w) ∩ VK2(w) * VK1∩K2(w). Sendo assim, conclui-se que K1 e K2 na˜o sa˜o interconsis-
tentes. A mesma conclusa˜o e´ obtida utilizando-se a equac¸a˜o (4.2) para realizar o teste da
interconsisteˆncia. Para o mesmo w = v1u1 ∈ K1 ∩K2 e para v2 ∈ VK1(w) ∩ VK2(w) tem-se
que UK1(w, v2) = {u1} e UK2(w, v2) = {u2}. Logo, pode-se afirmar que (∃w ∈ K1 ∩K2) (∃v ∈
VK1(w) ∩ VK2(w)) : (UK1(w, v) ∩ UK2(w, v) = ∅), ou seja, que K1 e K2 na˜o sa˜o interconsis-
tentes. 
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Na abordagem de Ramadge e Wonham para o controle superviso´rio modular de SEDs, duas
linguagens K1,K2 sa˜o ditas modulares (ou na˜o conflitantes) se K1∩K2=K1 ∩K2. Na teoria
de controle superviso´rio de SEDs, a modularidade entre linguagens e´ uma condic¸a˜o necessa´ria e
suficiente para que se possa garantir a otimalidade da soluc¸a˜o encontrada atrave´s da abordagem
modular (Wonham e Ramadge, 1988). A seguir, mostra-se que na abordagem proposta no
presente trabalho a modularidade na˜o e´ suficiente e mostra-se ainda que a interconsisteˆncia e´
uma condic¸a˜o necessa´ria e suficiente para que se possa utilizar a abordagem modular para o
controle superviso´rio de sistemas h´ıbridos.
Proposic¸a˜o 4.1 Sejam K1 e K2 duas linguagens vu-controla´veis e.r.a. (em relac¸a˜o a) lin-
guagem L. Se K1 e K2 sa˜o interconsistentes, enta˜o K1 e K2 sa˜o modulares.
Prova: Prova-se que se K1 e K2 na˜o sa˜o modulares, enta˜o K1 e K2 na˜o sa˜o interconsis-
tentes.
Sejam K1 e K2 linguagens vu-controla´veis e.r.a. L. Supor que K1 e K2 na˜o sa˜o modulares,
enta˜o K1 ∩K2 6= K1 ∩K2. Sabe-se que K1 ∩K2 ⊇ K1 ∩K2 sempre e´ verificado, logo a na˜o
modularidade implica K1 ∩K2 * K1 ∩K2. Ou seja, ∃w ∈ K1 ∩K2 tal que w /∈ K1 ∩K2. Seja
enta˜o uma cadeia w ∈ K1 ∩ K2 tal que w /∈ K1 ∩K2. Sabe-se que para esta cadeia existem
s, s′ ∈ (V ×U)∗ tais que w ◦ s ∈ K1 e w ◦ s′ ∈ K2, onde s 6= s′. Supondo que s′=, como s 6=s′
tem-se que s 6=. Desta forma, pode-se afirmar que w ◦ s ∈ K1, sendo s 6=, de onde se conclui
que VK1(w) 6=∅. Agora, como K1 e K2 sa˜o vu-controla´veis e.r.a. L, para w ∈ K1 ∩K2 tem-se
que VK1(w)=VL(w) e VK2(w)=VL(w), ou seja, VK1(w)=VK2(w)= VL(w) 6=∅. Desta forma,
tem-se que VK1(w) ∩ VK2(w) 6=∅. Por fim, como w /∈ K1 ∩K2, tem-se que VK1∩K2(w)=∅, de
onde se pode concluir que existe w ∈ K1 ∩K2 tal que VK1(w)∩VK2(w) * VK1∩K2(w), ou seja,
que K1 e K2 na˜o sa˜o interconsistentes. 3
Observe que muito embora a interconsisteˆncia entre linguagens vu-controla´veis im-
plique a modularidade entre as mesmas, o inverso na˜o e´ verdade. Ou seja, a modu-
laridade entre linguagens vu-controla´veis na˜o implica, necessariamente, a interconsis-
teˆncia entre estas. Esta propriedade e´ ilustrada pelo exemplo apresentado a seguir.
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Exemplo 4.2 Seja o autoˆmato mostrado na Figura 4.3, o qual reconhece a linguagem L =
v1u1 ◦ v2u2 ◦ (v3u1 ◦ v4u2 + v3u2 ◦ v5u1).
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Figura 4.3: Autoˆmato que reconhece a linguagem L do Exemplo 4.2.
Sejam ainda K1 e K2 duas linguagens vu-controla´veis e.r.a. L. Na Figura 4.4 apresentam-
se dois autoˆmatos que reconhecem estas linguagens.
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(a) Autoˆmato que reconhece K1.
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(b) Autoˆmato que reconhece K2.
Figura 4.4: Linguagens vu-controla´veis em relac¸a˜o a` L.
Pode ser facilmente verificado que K1∩K2 = K1 ∩K2 (ver Figura 4.5), de onde se conclui
que as linguagens K1 e K2 sa˜o modulares.
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Figura 4.5: Autoˆmato que reconhece a linguagem K1 ∩K2 = K1 ∩K2.
Observe agora que para w = v1u1 ◦ v2u2 ∈ K1 ∩K2 tem-se que VK1(w) ∩ VK2(w) = {v3},
mas que VK1∩K2(w) = ∅, ou seja, ∃w ∈ K1 ∩ K2 : VK1(w) ∩ VK2(w) * VK1∩K2(w). Sendo
assim, embora as linguagens K1 e K2 sejam modulares, elas na˜o sa˜o interconsistentes. 
Proposic¸a˜o 4.2 Sejam K1,K2 ⊆ (V +×U)∗ linguagens vu-controla´veis e.r.a. L. Se K1 e K2
sa˜o interconsistentes, enta˜o a linguagem K1 ∩K2 tambe´m e´ vu-controla´vel e.r.a. L.
Prova: Sejam K1 e K2 linguagens vu-controla´veis e.r.a. L, enta˜o (∀w ∈ K1) VK1(w) =
VL(w) e (∀w ∈ K2) VK2(w) = VL(w). Assim, para w ∈ K1∩K2 tem-se que VK1(w)∩VK2(w) =
VL(w). Supor agora que K1 e K2 sa˜o interconsistentes, enta˜o (∀w ∈ K1 ∩ K2) VK1(w) ∩
VK2(w) = VK1∩K2(w), de onde se conclui que
(∀w ∈ K1 ∩K2) VK1∩K2(w) = VL(w). (4.3)
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Pela Proposic¸a˜o 4.1 sabe-se que se K1 e K2 sa˜o interconsistentes, enta˜o K1 e K2 sa˜o
modulares. Assim, K1 ∩K2 = K1 ∩K2 e a equac¸a˜o (4.3) pode ser escrita como
(∀w ∈ K1 ∩K2) VK1∩K2(w) = VL(w).
Logo, K1 ∩K2 e´ vu-controla´vel em relac¸a˜o a L. 3
A seguir, apresenta-se um resultado parcial que sera´ utilizado para auxiliar a demonstrac¸a˜o
de resultados subsequ¨entes.
Lema 4.1 P−1V (E1) ∩ P−1V (E2) = P−1V (E1 ∩ E2).
Prova: Sabe-se que P−1V (E1) = {w1 ∈ (V +×U)∗ : PV (w1) ∈ E1} e que P−1V (E2) =
{w2 ∈ (V +×U)∗ : PV (w2) ∈ E2}. Assim, P−1V (E1) ∩ P−1V (E2) = {w ∈ (V +×U)∗ : PV (w) ∈
E1 ∩ E2} = P−1V (E1 ∩ E2). 3
Proposic¸a˜o 4.3 Seja Fi um SMN em relac¸a˜o a Ei, com i = 1, 2. Enta˜o Lm((F1 ∧ F2)/H) =
Lm(F 1/H) ∩ Lm(F 2/H), onde Lm((F1 ∧ F2)/H) = L((F1 ∧ F2)/H) ∩ P−1V (E1 ∩ E2). Ale´m
disso, F1 ∧ F2 e´ um supervisor consistente para H se e somente se as linguagens Lm(F 1/H)
e Lm(F 2/H) sa˜o interconsistentes.
Prova: Inicialmente prova-se que L((F1 ∧ F2)/H) = L(F 1/H) ∩ L(F 2/H).
• L((F1 ∧ F2)/H) ⊇ L(F 1/H) ∩ L(F 2/H)
Seja w ◦ vu ∈ (L(F 1/H) ∩ L(F 2/H)), enta˜o w ∈ (L(F 1/H) ∩ L(F 2/H)) e vu ∈
(F 1(w) ∩ F 2(w)). Assume-se que w ∈ L((F1 ∧ F2)/H). Mas se vu ∈ (F 1(w) ∩ F 2(w)),
enta˜o (Definic¸a˜o 4.3) vu ∈ (F1 ∧ F2)(w), e assim w ◦ vu ∈ L((F1 ∧ F2)/H). Logo
L((F1 ∧ F2)/H) ⊇ L(F 1/H) ∩ L(F 2/H).
• L((F1 ∧ F2)/H) ⊆ L(F 1/H) ∩ L(F 2/H)
Seja w ◦ vu ∈ L((F1 ∧ F2)/H), enta˜o pela definic¸a˜o de L(F/H) pode-se afirmar que
w ∈ L((F1 ∧ F2)/H) e vu ∈ (F1 ∧ F2)(w). Assume-se que w ∈ (L(F 1/H) ∩ L(F 2/H)).
De acordo com a definic¸a˜o de conjunc¸a˜o de supervisores (Definic¸a˜o 4.3) sabe-se que
vu ∈ (F1 ∧ F2)(w) implica vu ∈ (F 1(w)∩F 2(w)) e enta˜o w◦vu ∈ (L(F 1/H)∩L(F 2/H)).
Logo L((F1 ∧ F2)/H) ⊆ L(F 1/H) ∩ L(F 2/H).
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Sendo assim, L((F1 ∧ F2)/H) = L(F 1/H) ∩ L(F 2/H).
No que segue, mostra-se que Lm((F1 ∧ F2)/H) = Lm(F 1/H) ∩ Lm(F 2/H).
Sabe-se que Lm(F i/H) = L(F i/H) ∩ P−1V (Ei). Logo:
Lm(F 1/H) ∩ Lm(F 2/H) = [L(F 1/H) ∩ P−1V (E1)] ∩ [L(F 2/H) ∩ P−1V (E2)]
= [L(F 1/H) ∩ L(F 2/H)] ∩ [P−1V (E1) ∩ P−1V (E2)]
= L((F1 ∧ F2)/H) ∩ [P−1V (E1) ∩ P−1V (E2)].
Mas pelo Lema 4.1 tem-se que P−1V (E1) ∩ P−1V (E2) = P−1V (E1 ∩ E2) e portanto:
Lm(F 1/H) ∩ Lm(F 2/H) = L((F1 ∧ F2)/H) ∩ P−1V (E1 ∩ E2)
= Lm((F1 ∧ F2)/H).
Na segunda parte desta prova, mostra-se que F1 ∧ F2 e´ um supervisor consistente para H
se e somente se as linguagens Lm(F 1/H) e Lm(F 2/H) sa˜o interconsistentes.
Sabe-se que um supervisor e´ consistente para H se:
(∀w ∈ L(F/H)) F (w) = γ ∈ Γ(w). (4.4)
Mas Γ(w) = {γ : (∀v ∈ VL(w))(∃u ∈ UL(w, v)) : vu ∈ γ} e enta˜o a equac¸a˜o (4.4) pode ser
escrita como:
(∀w ∈ L(F/H)) (∀v ∈ VL(w)) ∃u ∈ UL(w, v) : vu ∈ F (w).
Para simplificar a notac¸a˜o, no que segue, faz-se Lm(F i/H) = Ki.
(Se) Supor que K1 e K2 sejam interconsistentes, enta˜o:
(∀w ∈ K1 ∩K2) (∀v ∈ VK1(w) ∩ VK2(w)) (UK1(w, v) ∩ UK2(w, v) 6= ∅). (4.5)
Agora UKi(w, v) = {u ∈ U : w◦vu ∈ Ki} e enta˜o UK1(w, v)∩UK2(w, v) = {u ∈ U : w◦vu ∈
K1 ∩K2}. Assim, como UK1(w, v) ∩ UK2(w, v) 6= ∅, tem-se que ∃u ∈ U : w ◦ vu ∈ K1 ∩K2.
Logo, pode-se escrever (4.5) como segue:
(∀w ∈ K1 ∩K2) (∀v ∈ VK1(w) ∩ VK2(w)) ∃u ∈ U : w ◦ vu ∈ K1 ∩K2. (4.6)
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Ainda, como K1 e K2 sa˜o vu-controla´veis e.r.a. L, enta˜o (∀w ∈ Ki)VKi(w) = VL(w) e
portanto (∀w ∈ K1∩K2)VK1(w)∩VK2(w) = VL(w). Desta forma, pode-se escrever (4.6) como:
(∀w ∈ K1 ∩K2) (∀v ∈ VL(w)) ∃u ∈ U : w ◦ vu ∈ K1 ∩K2. (4.7)
Mas K1,K2 ⊆ L e enta˜o w ◦ vu ∈ K1 ∩ K2 implica w ◦ vu ∈ L e assim tem-se que u ∈
UL(w, v). Ale´m disso, uma vez que F 1 e F 2 sa˜o supervisores na˜o bloqueantes para H tem-se
que Lm(F i/H) = Ki = L(F i/H) e assim K1 ∩K2 = L(F 1/H)∩L(F 2/H) = L((F1 ∧ F2)/H).
Desta forma, (4.7) pode ser apresentada na seguinte forma:
(∀w ∈ L((F1 ∧ F2)/H)) (∀v ∈ VL(w)) ∃u ∈ UL(w, v) : w ◦ vu ∈ L((F1 ∧ F2)/H).
Por fim, de acordo com a definic¸a˜o de L(F/H) tem-se que se w ◦ vu ∈ L((F1 ∧ F2)/H)
enta˜o vu ∈ (F1 ∧ F2)(w), de onde se obte´m que:
(∀w ∈ L((F1 ∧ F2)/H)) (∀v ∈ VL(w)) ∃u ∈ UL(w, v) : vu ∈ (F1 ∧ F2)(w).
Ou seja, F1 ∧ F2 e´ um supervisor consistente para H.
(Somente se) Supor que K1 e K2 na˜o sejam interconsistentes, enta˜o:
(∃w ∈ K1 ∩K2) (∃v ∈ VK1(w) ∩ VK2(w)) : UK1(w, v) ∩ UK2(w, v) = ∅ . (4.8)
Mas UK1(w, v) ∩ UK2(w, v) = {u ∈ U : w ◦ vu ∈ K1 ∩ K2}. Assim, para UK1(w, v) ∩
UK2(w, v) = ∅, tem-se que @u ∈ U : w ◦ vu ∈ K1 ∩K2. Reescreve-se (4.8) como segue:
(∃w ∈ K1 ∩K2) (∃v ∈ VK1(w) ∩ VK2(w)), @u ∈ U : w ◦ vu ∈ K1 ∩K2. (4.9)
Desenvolvendo-se (4.9) de forma semelhante a feita anteriormente, obte´m-se:
(∃w ∈ L((F1 ∧ F2)/H)) (∃v ∈ VL(w)) (@u ∈ UL(w, v)) : w ◦ vu ∈ L((F1 ∧ F2)/H).
Mas w ◦ vu ∈ L((F1 ∧ F2)/H) implica vu ∈ (F1 ∧ F2)(w), de onde se conclui que:
(∃w ∈ L((F1 ∧ F2)/H)) (∃v ∈ VL(w)) (@u ∈ UL(w, v)) : vu ∈ (F1 ∧ F2)(w).
Portanto (∃w ∈ L((F1 ∧ F2)/H)) : (F1 ∧ F2)(w) /∈ Γ(w). Ou seja, F1 ∧ F2 na˜o e´ consistente
para H.
3
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Proposic¸a˜o 4.4 Sejam K1,K2 ⊆ L duas linguagens na˜o vazias, vu-controla´veis e.r.a. L e
interconsistentes, enta˜o K1 ∩K2 6= ∅.
Prova: Supor que K1,K2 6= ∅, mas que K1 ∩K2 = ∅. Na sequ¨eˆncia, mostra-se que uma
das linguagens na˜o e´ vu-controla´vel ou enta˜o que elas na˜o sa˜o interconsistentes.
a) Supor inicialmente que K1 = {}. Como K1 ∩K2 = ∅, enta˜o  /∈ K2. Mas se K2 6= ∅
e K2 6= , enta˜o VK2() 6= ∅, sendo que  ∈ K2. Seja K2 uma linguagem vu-controla´vel
e.r.a. L, enta˜o para  ∈ K2 tem-se que VK2() = VL() 6= ∅. Entretanto, para K1 = 
tem-se que VK1() = ∅ 6= VL(), ou seja, K1 na˜o e´ vu-controla´vel e.r.a. L.
b) Supor agora que K1,K2 6= {}, sendo K1,K2 6= ∅. Assim, para  ∈ K1 ∩ K2 tem-se
que VK1(), VK2() 6= ∅. Supondo que K1 e K2 sa˜o vu-controla´veis e.r.a. L, tem-se que
(∀w ∈ K1)VK1(w) = VL(w) e (∀w ∈ K2)VK2(w) = VL(w). Desta forma, para qualquer
cadeia w ∈ K1 ∩K2 tem-se que VK1(w) = VK2(w) = VL(w). Portanto, para  ∈ K1 ∩K2
sabe-se que VL() = VK1() = VK2() 6= ∅, de onde se conclui que VK1() ∩ VK2() 6= ∅.
Por fim, supondo que K1 ∩K2 = ∅, pode-se afirmar que VK1∩K2() = ∅ e que portanto
para  ∈ K1 ∩K2 tem-se que VK1() ∩ VK2() * VK1∩K2(), ou seja, que K1 e K2 na˜o
sa˜o interconsistentes. 3
Proposic¸a˜o 4.5 Sejam K1,K2 ⊆ (V +×U)∗. Se SupCV U (K1) e SupCV U (K2) sa˜o intercon-
sistentes, enta˜o:
SupC
V U
(K1) ∩ SupCV U (K2) = SupCV U (K1 ∩K2).
Prova:
1. SupC
V U
(K1) ∩ SupCV U (K2) ⊇ SupCV U (K1 ∩K2).
Para realizar esta parte da prova considera-se o fato de que SupC
V U
(K) e´ monotoˆnico,
ou seja, se K ′ ⊆ K enta˜o SupC
V U
(K ′) ⊆ SupC
V U
(K). Assim, como K1 ∩ K2 ⊆ K1
tem-se que SupC
V U
(K1 ∩ K2) ⊆ SupCV U (K1) e, da mesma forma, como K1 ∩ K2 ⊆
K2 tem-se que SupCV U (K1 ∩ K2) ⊆ SupCV U (K2). Desta forma, pode-se afirmar que
SupC
V U
(K1 ∩K2) ⊆ SupCV U (K1) ∩ SupCV U (K2), independentemente de SupCV U (K1)
e SupC
V U
(K2) serem interconsistentes.
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2. SupC
V U
(K1) ∩ SupCV U (K2) ⊆ SupCV U (K1 ∩K2).
Sabe-se que SupC
V U
(K1) ⊆ K1 e SupCV U (K2) ⊆ K2, logo SupCV U (K1) ∩
SupC
V U
(K2) ⊆ K1 ∩ K2. Agora, de acordo com a Proposic¸a˜o 4.2, se SupCV U (K1) e
SupC
V U
(K2) sa˜o interconsistentes, enta˜o SupCV U (K1) ∩ SupCV U (K2) e´ vu-controla´vel
e.r.a. L. Portanto, SupC
V U
(K1) ∩ SupCV U (K2) ⊆ SupCV U (K1 ∩K2). 3
Pode-se apresentar agora o teorema que estabelece o principal resultado desta sec¸a˜o.
Teorema 4.1 Sejam uma planta H = (L,Γ) e duas especificac¸o˜es, Ei ⊆ PV (L), (i = 1, 2).
Se SupC
V U
[P−1V (E1) ∩ L] e SupCV U [P−1V (E2) ∩ L] sa˜o interconsistentes e na˜o vazias, enta˜o
existem dois SMN F 1 e F 2, tais que:
1. PV [Lm(F i/H)] = SupCV(Ei) 6= ∅; e
2. F1 ∧ F2 e´ um SMN e.r.a. E1 ∩ E2 tal que PV [Lm((F1 ∧ F2)/H)] =
PV [SupCV U (P
−1
V (E1) ∩ L) ∩ SupCV U (P−1V (E2) ∩ L)] = SupCV(E1 ∩ E2) 6= ∅.
Prova: No intuito de simplificar a notac¸a˜o usada nesta prova, faz-se Ki = P
−1
V (Ei) ∩ L,
com i = 1, 2.
1. Supor que SupC
V U
(Ki) 6= ∅. Enta˜o, de acordo com o Corola´rio 3.1, sabe-se que existe
um SMN Fi para H tal que PV [Lm(F i/H)] = PV [SupCV U (Ki)] = SupCV(Ei) 6= ∅.
2. PV [Lm((F1 ∧ F2)/H)] = PV [SupCV U (K1) ∩ SupCV U (K2)] = SupCV(E1 ∩ E2) 6= ∅
Supor que SupC
V U
(K1) e SupCV U (K2) sejam interconsistentes. Sejam enta˜o F1, F2
SMN para H tais que Lm(Fi/H) = SupCV U (Ki). Pela Proposic¸a˜o 4.3 tem-se que
Lm((F1 ∧ F2)/H) = Lm(F1/H) ∩ Lm(F2/H) = SupCV U (K1) ∩ SupCV U (K2). Logo
PV [Lm((F1 ∧ F2)/H)] = PV [SupCV U (K1) ∩ SupCV U (K2)]. Agora, pelas proposic¸o˜es
4.4 e 4.5 sabe-se que para SupC
V U
(K1) e SupCV U (K2) na˜o vazias e interconsisten-
tes tem-se que SupC
V U
(K1) ∩ SupCV U (K2) = SupCV U (K1 ∩ K2) 6= ∅. Desta forma,
PV [Lm((F1 ∧ F2)/H)]=PV [SupCV U (K1 ∩K2)]. Seja enta˜o K=K1 ∩K2= [P−1V (E1) ∩
L]∩ [P−1V (E2)∩L]=P−1V (E1)∩P−1V (E2)∩L. Como P−1V (E1)∩P−1V (E2) = P−1V (E1∩E2)
(Lema 4.1), enta˜o K = K1 ∩K2 = P−1V (E1 ∩ E2) ∩ L. Seja ainda E = E1 ∩ E2, enta˜o
tem-se que K = P−1V (E)∩L. Sabe-se que E1, E2 ⊆ PV (L) e enta˜o E=E1∩E2 ⊆ PV (L).
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Assim, de acordo com a Proposic¸a˜o 3.7, para K=K1∩K2=P−1V (E1∩E2)∩L=P−1V (E)∩L
tem-se que PV [SupCV U (K1 ∩ K2)] = PV [SupCV U (K)] = SupCV(E) = SupCV(E1 ∩ E2).
Ale´m disso, ainda pela Proposic¸a˜o 3.7 sabe-se que SupC
V U
(K) 6= ∅ =⇒ SupC
V
(E) 6= ∅
e enta˜o como Lm((F1 ∧ F2)/H)=SupCV U (K1)∩SupCV U (K2)=SupCV U (K1 ∩K2) 6= ∅,
tem-se que PV [Lm((F1 ∧ F2)/H)]=PV [SupCV U (K1 ∩K2)] = SupCV(E1 ∩ E2) 6= ∅.
Resta mostrar ainda que F1 ∧ F2 e´ um SMN e.r.a. E1 ∩ E2, ou
seja, que Lm((F1 ∧ F2)/H) = L((F1 ∧ F2)/H), onde Lm((F1 ∧ F2)/H) =
L((F1 ∧ F2)/H) ∩ P−1V (E1 ∩ E2), o que e´ feito a seguir. Sabe-se que
Lm((F1 ∧ F2)/H) = Lm(F1/H) ∩ Lm(F2/H) = SupCV U (K1) ∩ SupCV U (K2).
Mas como SupC
V U
(K1) e SupCV U (K2) sa˜o interconsistentes, enta˜o (Proposic¸a˜o
4.1) SupC
V U
(K1) ∩ SupCV U (K2) = SupCV U (K1) ∩ SupCV U (K2). Desta forma,
Lm((F1 ∧ F2)/H)=Lm(F1/H) ∩ Lm(F2/H). Agora, como os supervisores Fi sa˜o SMN
e.r.a. Ei, enta˜o Lm(Fi/H) = L(Fi/H), onde Lm(Fi/H) = L(Fi/H) ∩ P−1V (Ei). Sendo
assim, Lm((F1 ∧ F2)/H)=L(F1/H)∩L(F2/H)=L((F1 ∧ F2)/H). Continuando, tem-se
que Lm((F1 ∧ F2)/H) = Lm(F1/H) ∩ Lm(F2/H) = [L(F1/H) ∩ P−1V (E1)] ∩ [L(F2/H) ∩
P−1V (E2)]=[L(F1/H)∩L(F2/H)]∩ [P−1V (E1)∩P−1V (E2)]=L((F1 ∧ F2)/H)∩ [P−1V (E1)∩
P−1V (E2)]. Mas, pelo Lema 4.1 sabe-se que P
−1
V (E1) ∩ P−1V (E2) = P−1V (E1 ∩ E2),
de onde se obte´m que Lm((F1 ∧ F2)/H) = L((F1 ∧ F2)/H) ∩ P−1V (E1 ∩ E2).
Sendo assim, pode-se afirmar que F1 ∧ F2 e´ um SMN e.r.a. E1 ∩ E2 tal que
PV [Lm((F1 ∧ F2)/H)]=PV [SupCV U (K1) ∩ SupCV U (K2)]=SupCV(E1 ∩ E2) 6= ∅.
3
Considere enta˜o que uma especificac¸a˜o E ⊆ V ∗ para o comportamento da planta H
em malha fechada possa ser subdividida em duas partes, ou seja, E = E1 ∩ E2. Se
SupC
V U
[P−1V (E1) ∩ L] e SupCV U [P−1V (E2) ∩ L] sa˜o interconsistentes, enta˜o existem super-
visores F i na˜o bloqueantes para H que implementam as ma´ximas linguagens v-controla´veis
contidas em Ei e cuja conjunc¸a˜o resulta numa ac¸a˜o de controle na˜o bloqueante e o´tima, no
sentido de ser menos restritiva poss´ıvel. Em particular, os supervisores constru´ıdos da forma
mostrada no Teorema 4.1 possuem estas propriedades.
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Proposic¸a˜o 4.6 Sejam F 1 e F 2 supervisores para H e dados F1 e F2 supervisores para
H, tais que F i e F i sa˜o logicamente equivalentes, i = 1, 2. Enta˜o F1 ∧ F2 e F1 ∧ F2 sa˜o
logicamente equivalentes, ou seja:
L((F1 ∧ F2)/H) = L((F1 ∧ F2)/H) e Lm((F1 ∧ F2)/H) = Lm((F1 ∧ F2)/H).
Prova: Sejam F i e F i supervisores logicamente equivalentes, onde i = 1, 2. Enta˜o
L(Fi/H) = L(F i/H) e Lm(Fi/H) = Lm(F i/H). Assim L((F1 ∧ F2)/H) = L(F1/H) ∩
L(F2/H) = L(F1/H) ∩ L(F2/H) = L((F1 ∧ F2)/H). Da mesma forma, tem-se que
Lm((F1 ∧ F2)/H)=Lm(F1/H) ∩ Lm(F2/H)=Lm(F1/H) ∩ Lm(F2/H)=Lm((F1 ∧ F2)/H).
3
Com base na Proposic¸a˜o 4.6 pode-se afirmar que F1 ∧ F2 e´ na˜o bloqueante para H se e
somente se F1 ∧ F2 e´ na˜o bloqueante para H.
A Proposic¸a˜o 4.6 indica que o problema de s´ıntese de supervisores modulares para sistemas
h´ıbridos pode ser solucionado por interme´dio da resoluc¸a˜o de um problema equivalente no
domı´nio de SEDs.
Corola´rio 4.1 Seja H o modelo de sistemas a eventos discretos para a planta h´ıbrida H e
sejam os supervisores F i obtidos de acordo com o Teorema 4.1, com i = 1, 2. Se as lingua-
gens implementadas por estes supervisores sa˜o interconsistentes, enta˜o os supervisores condi-
c¸a˜o/evento F i equivalentes aos supervisores F i levam a uma soluc¸a˜o o´tima para o problema
de s´ıntese modular de supervisores para sistemas h´ıbridos.
Prova: Segue diretamente do Teorema 4.1 e da Proposic¸a˜o 4.6. 3
A resoluc¸a˜o de um problema de s´ıntese de supervisores modulares para sistemas h´ıbri-
dos, considerando-se conhecido o modelo lo´gico para este sistema, e´ obtida pela utilizac¸a˜o do
seguinte procedimento.
1. Dadas duas especificac¸o˜es E1, E2 ⊆ V ∗, obter as especificac¸o˜es equivalentes Ki ⊆ L ⊆
(V +×U)∗ tais que PV (Ki) = Ei, onde i = 1, 2;
2. Verificar se cada linguagem Ki e´ vu-controla´vel em relac¸a˜o a L. Se for, pular para o
passo 3. Caso contra´rio, deve-se obter a ma´xima linguagem vu-controla´vel contida em
Ki (apenas para Ki na˜o controla´vel), denotada por SupCV U (Ki);
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3. Testar se SupC
V U
(K1) e SupCV U (K2) sa˜o interconsistentes. Se forem, enta˜o os su-
pervisores Fi sa˜o implementados por interme´dio de autoˆmatos tais que Lm(Fi/H) =
SupC
V U
(Ki). Assim, de acordo com o Teorema 4.1, a ac¸a˜o conjunta dos supervisores
modulares sera´ na˜o bloqueante e minimamente restritiva.
Pode-se determinar ainda a ma´xima linguagem v-controla´vel contida em E1∩E2, fazendo
SupC
V
(E1 ∩ E2) = PV [SupCV U (K1) ∩ SupCV U (K2)].
Conforme explicado no Cap´ıtulo 3, o projeto individual dos supervisores modulares pode ser
feito com aux´ılio doGrail. Ale´m disso, o teste da interconsisteˆncia tambe´m pode ser feito com
aux´ılio do Grail. Esta u´ltima func¸a˜o foi desenvolvida no contexto do trabalho (Rodrigues,
2004), onde se pode encontrar o algoritmo usado para a verificac¸a˜o da interconsisteˆncia.
A seguir, apresenta-se um exemplo simples a fim de ilustrar a metodologia de resoluc¸a˜o
de problemas de controle superviso´rio modular de sistemas h´ıbridos. Este mesmo exemplo
foi utilizado no Cap´ıtulo 3 (Exemplo 3.7) para ilustrar a resoluc¸a˜o atrave´s da abordagem
monol´ıtica e e´ retomado aqui de forma a possibilitar uma comparac¸a˜o dos resultados obtidos.
Considera-se conhecido o modelo que representa o comportamento lo´gico para o sistema h´ıbrido
a ser controlado.
Exemplo 4.3 Seja um sistema h´ıbrido H1 cujo comportamento lo´gico L1 = L(H1) e´ reconhe-
cido pelo autoˆmato mostrado na Figura 4.6.
v4u2
v1u1
v0u1
v3u1
v1u2
v3u2
v2u2
v2u1v0u2
Figura 4.6: Planta Livre.
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Sejam ainda duas especificac¸o˜es E1, E2⊆PV (L1) ilustradas pelos autoˆmatos da Figura 4.7.
v2
v4
v1
v3
(a) E1 ⊆ PV (L1)
v3
v1
v2, v3
(b) E2 ⊆ PV (L1)
Figura 4.7: Especificac¸o˜es E1, E2 ⊆ PV (L1).
O primeiro passo para a s´ıntese de supervisores modulares consiste em obter especificac¸o˜es
equivalentes que estejam contidas na linguagem da planta. Estas especificac¸o˜es sa˜o obtidas
fazendo-se Ki = P
−1
V (Ei)∩L1, sendo i = 1, 2. Autoˆmatos que reconhecem tais linguagens sa˜o
mostrados na Figura 4.8.
v0u2
v2u2
v4u2
v1u2
v3u1
v0u1
v1u1
v2u1
(a) K1 = P
−1
V (E1) ∩ L1.
v0u2
v2u2
v3u2
v1u2
v3u1
v0u1
v1u1
v2u1
(b) K2 = P
−1
V (E2) ∩ L1.
Figura 4.8: Especificac¸o˜es K1,K2 ⊆ (V + × U)∗.
Verifica-se, entretanto, que K1 e K2 na˜o sa˜o vu-controla´veis e.r.a. L1. Obteˆm-se en-
ta˜o as ma´ximas linguagens vu-controla´veis contidas nestas especificac¸o˜es, ou seja, obteˆm-se
SupC
V U
(K1) e SupCV U (K2). Na figura 4.9 apresentam-se autoˆmatos que reconhecem estas
linguagens.
v0u2
v0u1
v3u1
v1u2
v4u2
v2u1
(a) SupC
V U
(K1).
v1u1
v0u1
v1u2
v3u2
v2u2
v2u1
(b) SupC
V U
(K2).
Figura 4.9: Ma´ximas Linguagens vu-controla´veis.
Neste momento deve-se testar se SupC
V U
(K1) e SupCV U (K2) sa˜o interconsistentes. Neste
caso tal condic¸a˜o e´ verificada e enta˜o os supervisores podem ser implementados de forma
modular. Vale lembrar que os supervisores F1 e F2 podem ser implementados pelos autoˆmatos
mostrados na Figuras 4.9(a) e 4.9(b), respectivamente.
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Pode-se determinar agora a ma´xima linguagem vu-controla´vel resultante da ac¸a˜o con-
junta dos supervisores modulares. Esta linguagem e´ obtida fazendo-se Lm((F1 ∧ F2)/H) =
SupC
V U
(K1)∩SupCV U (K2) e um autoˆmato que reconhece a mesma e´ mostrado na Figura
4.10.
v1u2 v2u1v0u1
Figura 4.10: Linguagem vu-controla´vel obtida com F1 ∧ F2.
Por fim, a linguagem v-controla´vel resultante da ac¸a˜o conjunta dos dois supervisores e´
obtida fazendo-se PV [Lm((F1 ∧ F2)/H)] = PV [SupCV U (K1) ∩ SupCV U (K2)]. Um autoˆmato
que reconhece esta linguagem e´ mostrado na Figura 4.11.
v2v1
Figura 4.11: Linguagem v-controla´vel obtida com F1 ∧ F2.
Comparando este resultado com o obtido na abordagem monol´ıtica, verifica-se que
PV [Lm((F1 ∧ F2)/H)] = PV [SupCV U (K1)∩SupCV U (K2)] = SupCV(E1∩E2) = v1 ◦ v2, isto e´,
a soluc¸a˜o obtida na abordagem modular e´ igual a`quela obtida na abordagem monol´ıtica (vide
Exemplo 3.7). 
4.4 Exemplo
Nesta sec¸a˜o utiliza-se um exemplo de forma a ilustrar a abordagem proposta para a s´ıntese
de supervisores modulares para sistemas h´ıbridos. O sistema em questa˜o consiste de 3 trens
que trafegam sobre trilhos c´ıclicos com trechos compartilhados, conforme mostrado na Figura
4.12. Este exemplo foi inicialmente apresentado em (Leal e Cury, 2004a) e depois foi levemente
modificado em (Leal e Cury, 2004b), chegando ao problema apresentado aqui.
B
Trem 3Trem 2Trem 1
A
C D G I H
JFE
Figura 4.12: Treˆs trens sobre trilhos c´ıclicos.
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Neste sistema, existem sensores sobre os trilhos que registram a passagem dos trens pelas
posic¸o˜es A,B e C (trem 1); D,E, F e G (trem 2); e H, I e J (trem 3). O trem 2 pode
trafegar em dois modos de velocidade: ra´pido e devagar, e os trens 1 e 3 podem trafegar
somente no modo ra´pido. Entretanto, a velocidade do trem 2 pode ser alterada somente nos
instantes em que o mesmo passa pelos pontos D,E, F e G. Uma caracter´ıstica importante
deste sistema e´ que o trem 2 pode viajar no modo devagar somente nos trechos EF e GD, ou
seja, o modo devagar pode ser comandado somente quando o trem 2 cruza pelos pontos E e
G. Esta limitac¸a˜o implica restric¸a˜o nas possibilidades de chaveamento. Ale´m disso, ao atingir
o ponto E, o trem 2 pode parar, mas uma vez parado ele na˜o pode mais voltar a trafegar.
Esta possibilidade de parada do trem 2 e´ considerada com o intuito de utilizar marcac¸a˜o de
linguagem, conforme mostrado ao longo da resoluc¸a˜o do exemplo. O objetivo consiste em
evitar coliso˜es entre os trens e tambe´m garantir que o trem 2 na˜o pare.
O comprimento de cada trilho e a localizac¸a˜o dos sensores e´ como mostrado na Figura 4.13.
Os pontos A,D e H foram escolhidos como refereˆncias para a identificac¸a˜o do posicionamento
dos trens sobre os respectivos trilhos. No in´ıcio, o trem 1 esta´ 68 km depois de A (trecho CA),
o trem 2 esta´ 13 km apo´s D (trecho DE), e o trem 3 esta´ 11 km depois de H (trecho HI). O
valor para a velocidade no modo devagar (trem 2) e´ x˙2 = 30 km/h e para o modo ra´pido e´
x˙i = 60 km/h, i = 1, 2, 3.
J
70
G
0
D F
5020
E D
100 Km
Trem 3Trem 2Trem 1
C
40 80 Km
AB
20
A
0 0
H
20
I H
80 Km40
Figura 4.13: Trilhos c´ıclicos.
No intuito de na˜o introduzir saltos na trajeto´ria cont´ınua de estados, modela-se a varia´vel
posic¸a˜o de forma que a mesma assuma valores apenas no intervalo [0,maxi/2] (ver Figura
4.14), onde maxi e´ o comprimento do trilho em que o trem i trafega.
x3
x2
Km20 50 70 100
D
E
F
G
30
20
50
8040
20
40
Km20
A
B
C
40
20
40 80 Km20
H
I
J
x1
Figura 4.14: Posic¸a˜o xi como uma func¸a˜o da localizac¸a˜o do trem i no respectivo trilho.
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A Figura 4.15 apresenta autoˆmatos h´ıbridos (Alur et al., 1993) que modelam o compor-
tamento de cada trem que compo˜e o sistema. Observe que o modelo para o trem 2 e´ na˜o
determin´ıstico: no estado DE, a ocorreˆncia do evento E (x2=20) pode levar o trem 2 a parar
(estado STOP), a adotar o modo ra´pido (estado EF r) ou a adotar o modo devagar (estado
EF d) de velocidade. Deve-se ressaltar que as dinaˆmicas cont´ınuas apresentadas nos autoˆma-
tos h´ıbridos da Figura 4.15 sa˜o dadas em km/min e na˜o em km/h. Assim, x˙i = 1 significa que
o trem i trafega a uma velocidade de 1 km/min, o que equivale a uma velocidade de 60 km/h.
C
0<x1≤40
x˙1 = 1
0≤x1<20
x˙1 = 1
20≤x1<40
CA
BC
x1 :=12
x1 = 20x1 = 40
x1 = 0
ABA
B
x˙1 = −1
(a) Trem 1
J
x˙3 = −1
0≤x3<20
x˙3 = 1
x˙3 = 1
20≤x3<40
IJ
HIJH
x3 = 0
x3 = 40 x3 = 20
x3 :=11
H
I
0<x3≤40
(b) Trem 3
0<x2≤30
x˙2 = −1
20≤x2<50
x˙2 = 1
0≤x2<20
x˙2 = 1
x˙2 = −1
E
x˙2 = −0.5
x2 = 20
0<x2≤30
EF d
x˙2 = 0.5
20≤x2<50
x2 =0
GD dGD rEF r
DD
GG
FF
EE
F G
DE
x2 = 0 x2 = 0
x2 = 50 x2 = 50
x2 = 30 x2 = 30
x2 = 20 x2 = 20
x2 := 13
x˙2 = 0
STOP
30<x2≤50
(c) Trem 2
Figura 4.15: Autoˆmatos h´ıbridos para o exemplo dos 3 trens.
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Os seguintes passos sa˜o executados para a resoluc¸a˜o do problema:
Passo 1: Construir o modelo para o sistema h´ıbrido.
Para a construc¸a˜o do modelo utiliza-se o CheckMate1 (Chutinan, 1999). O espac¸o de
estados cont´ınuo e´ dado por x = [x1 x2 x3]
T , onde xi e´ a posic¸a˜o do trem i (i = 1, 2, 3),
medida a partir da origem. O cruzamento de um trem por um sensor de posic¸a˜o e´ inter-
pretado como a ocorreˆncia de um evento de limiar. Com o intuito de simplificar o modelo,
considera-se que na˜o ocorrem cruzamentos simultaˆneos de trens por sensores de posic¸a˜o e
enta˜o tem-se um total de 10 eventos de limiar diferentes (a ocorreˆncia simultaˆnea de eventos
pode ser interpretada como uma sequ¨eˆncia de eventos). Ale´m disso, utilizam-se s´ımbolos
para representar os eventos de limiar. O s´ımbolo A, por exemplo, representa o evento
v(t)=[1 0 0 0 0 0 0 0 0 0]T , o qual ocorre naqueles instantes em que o trem 1 cruza
pela posic¸a˜o A. Assim, V ={A,B,C,D,E, F,G,H, I, J}.
Passo 2: Obter um autoˆmato C/E que represente o comportamento lo´gico aproximado
do sistema h´ıbrido.
O ca´lculo de uma aproximac¸a˜o de estados finitos para a planta h´ıbrida e´ feito atrave´s
do CheckMate. O autoˆmato obtido e´ enta˜o convertido em um autoˆmato C/E dado em
um formato compat´ıvel com uma ferramenta computacional chamada Grail (Raymond
e Wood, 1995). Esta conversa˜o e´ realizada por uma func¸a˜o desenvolvida para o Matlab
(cm2grail.m) com este propo´sito. Para este exemplo, obteve-se uma ma´quina de estados
finitos com 238 estados e 264 transic¸o˜es, a qual (neste caso) modela o comportamento
lo´gico exato do sistema em malha aberta (sem supervisa˜o). Por uma questa˜o de espac¸o e
legibilidade, na˜o se mostra aqui este modelo.
Passo 3: Sintetizar os supervisores modulares.
Atrave´s da simulac¸a˜o do comportamento do sistema em malha aberta, na qual o modo
ra´pido de velocidade e´ sempre escolhido, verifica-se a existeˆncia de coliso˜es entre os trens nos
dois trechos compartilhados. Na Figura 4.16, mostrada abaixo, as regio˜es sombreadas indicam
a ocorreˆncia de coliso˜es: observe que o trem 2 cruza pela posic¸a˜o D e que antes dele cruzar
pela posic¸a˜o E (sair do trecho DE) o trem 1 cruza pela posic¸a˜o B (entra no trecho BC),
1Desenvolvida no ECE (Electrical and Computer Engineering Department) da Universidade de Carnegie
Mellon (CMU), o CheckMate e´ uma ferramenta baseada no Matlab que serve para a simulac¸a˜o e verificac¸a˜o
de sistemas h´ıbridos.
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ou seja, neste intervalo ambos os trens trafegam no trecho compartilhado, o que leva a uma
colisa˜o entre os mesmos.
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Figura 4.16: Comportamento do sistema em malha aberta.
No intuito de evitar coliso˜es entre os trens, propo˜e-se a utilizac¸a˜o de dois supervisores
modulares, um para evitar coliso˜es entre os trens 1 e 2 (especificac¸a˜o E1) e outro para evitar
coliso˜es entre os trens 2 e 3 (especificac¸a˜o E2). A especificac¸a˜o referente a na˜o parada do trem
2 e´ obtida marcando-se apenas o estado inicial de E1, o que pode ser interpretado como uma
especificac¸a˜o para garantir que, apo´s o trem 2 sensibilizar o sensor E, uma nova ocorreˆncia
do evento D sempre podera´ acontecer. As especificac¸o˜es E1, E2⊆V ∗ sa˜o mostradas na Figura
4.17.
B
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E : F,I
G,J
:
2
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Figura 4.17: Especificac¸o˜es E1, E2 ⊆ V ∗.
Seguindo o procedimento de s´ıntese de supervisores descrito no Cap´ıtulo 3, e usando uma
ferramenta de controle superviso´rio desenvolvida em (Gonza´lez, 2000), foram obtidos um su-
pervisor F1 com 92 estados e 97 transic¸o˜es e um supervisor F2 com 97 estados e 106 transic¸o˜es.
Usando uma func¸a˜o desenvolvida no contexto deste trabalho, pode-se verificar que as lingua-
gens implementadas por estes supervisores sa˜o interconsistentes. Sendo assim, de acordo com o
Teorema 4.1, a ac¸a˜o conjunta destes supervisores e´ o´tima (na˜o bloqueante e minimamente res-
tritiva). A Figura 4.18 mostra o autoˆmato que representa F1∧F2, na qual u1 = [r1 r2 r3]T
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e u2 = [r1 d2 r3]
T , onde ri refere-se ao modo ra´pido e di ao modo devagar de velocidade
para o trem i. Note que foi realizada uma agregac¸a˜o de estados de forma a mostrar apenas
os eventos associados ao trem 2, uma vez que este e´ o u´nico que pode ter sua velocidade
modificada.
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Figura 4.18: Supervisor agregado F1 ∧ F2.
A Figura 4.19 apresentada a seguir, mostra o resultado de uma simulac¸a˜o para o com-
portamento da planta sob a ac¸a˜o conjunta dos supervisores modulares. Pode-se verificar
que agora na˜o ocorrem mais coliso˜es entre os trens, conforme era de se esperar. Nesta
simulac¸a˜o, a sequ¨eˆncia de pares (v, u) adotada pelo sistema sob supervisa˜o e´ dada por
v0u1 ◦Eu2 ◦Fu1 ◦Gu2 ◦Du1 ◦Eu1 ◦Fu1 ◦Gu1 ◦Du1 ◦Eu1 ◦Fu1 ◦ (Gu2 ◦Du1 ◦Eu2 ◦Fu1)∗.
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Figura 4.19: Comportamento do sistema sob supervisa˜o modular.
Por fim, de forma a solucionar o problema original, os supervisores SED encontrados no
passo 3 podem ser usados como implementac¸o˜es discretas dos supervisores C/E.
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4.5 Concluso˜es
Neste cap´ıtulo, estende-se a abordagem de controle superviso´rio para sistemas h´ıbridos,
apresentada no cap´ıtulo anterior, pela introduc¸a˜o de uma abordagem modular para a s´ıntese
dos supervisores. A classe de sistemas h´ıbridos considerada e´ a mesma do Cap´ıtulo 3, ou
seja, uma classe de sistemas que combinam dinaˆmicas cont´ınuas e dinaˆmicas discretas, na qual
eventos de limiar (gerados quando varia´veis de estado alcanc¸am certos patamares) forc¸am
transic¸a˜o de estado discreto e cujas dinaˆmicas cont´ınuas sa˜o determinadas por uma condic¸a˜o
discreta que depende do estado discreto atual do sistema.
Na s´ıntese de supervisores modulares, ao inve´s de projetar um u´nico supervisor monol´ıtico
que satisfac¸a todas as especificac¸o˜es, procura-se construir um supervisor para cada especifi-
cac¸a˜o (ou para um pequeno conjunto de especificac¸o˜es), de forma que, atuando em conjunto,
os supervisores satisfac¸am a especificac¸a˜o global. Sendo assim, a s´ıntese modular permite que
problemas complexos possam ser decompostos em problemas mais simples.
Verificou-se neste trabalho que, diferentemente da teoria cla´ssica de controle modular de
SEDs, para os sistemas h´ıbridos a modularidade entre as especificac¸o˜es na˜o e´ suficiente para
garantir que a ac¸a˜o conjunta dos supervisores modulares leve o sistema sob supervisa˜o a ter
um comportamento na˜o bloqueante e minimamente restritivo, conforme desejado. Introduziu-
se enta˜o o conceito de interconsisteˆncia entre linguagens e estabeleceram-se condic¸o˜es sob as
quais pode-se utilizar a abordagem modular para o controle superviso´rio de sistemas h´ıbridos.
Propoˆs-se, assim, um procedimento para realizac¸a˜o de s´ıntese de supervisores para siste-
mas h´ıbridos utilizando uma abordagem modular e um exemplo foi apresentado de forma a
ilustrar esta metodologia. Neste exemplo mostrou-se o procedimento desde a modelagem feita
no ambiente Simulink/Matlab com emprego da ferramenta CheckMate, passando pela
obtenc¸a˜o de um autoˆmato aproximac¸a˜o para o comportamento lo´gico do sistema h´ıbrido, ob-
tido por interme´dio do CheckMate, resolvendo o problema no domı´nio de SEDs com aux´ılio
do Grail e, por fim, por interme´dio do Simulink, fazendo uma simulac¸a˜o do comportamento
do sistema em malha fechada. Todo processo de s´ıntese dos supervisores modulares foi feito
com aux´ılio da ferramenta Grail, utilizando-se func¸o˜es desenvolvidas especificamente para
este propo´sito.
A s´ıntese modular de supervisores para sistemas h´ıbridos foi tratada anteriormente ape-
nas em (Moor, Davoren e Raisch, 2001). Naquele trabalho o problema e´ formulado usando a
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teoria comportamental de sistemas, introduzida por Willems (1991). Ja´ no presente trabalho
o problema e´ apresentado atrave´s do formalismo de sistemas condic¸a˜o/evento (Sreenivas e
Krogh, 1991), o qual leva a determinados benef´ıcios. Uma diferenc¸a importante entre estes
trabalhos consiste no conceito de bloqueio usado em cada um deles. Em (Moor, Davoren e
Raisch, 2001) o bloqueio corresponde a “deadlock”, enquanto que aqui o bloqueio esta´ relaci-
onado a` impossibilidade de completar uma tarefa, sendo este u´ltimo um conceito mais geral
que o anterior. Ainda, um conceito importante introduzido neste trabalho, e que na˜o possui
um equivalente naquele outro, e´ o conceito de supervisor marcador. Este conceito permite que
a determinac¸a˜o do que deve ser uma tarefa fique a cargo do supervisor – e portanto a cargo
da especificac¸a˜o feita pelo projetista. Ale´m disso, em (Moor, Davoren e Raisch, 2001), bem
como nos demais trabalhos daqueles autores, na˜o e´ explicitado o procedimento de s´ıntese de
supervisores, o que torna a utilizac¸a˜o da metodologia uma tarefa extremamente dif´ıcil. Ainda,
enquanto neste trabalho todo o procedimento de s´ıntese de supervisores (passando pela obten-
c¸a˜o do modelo da planta) e´ feito com aux´ılio de um programa mundialmente comercializado
(Matlab) e de uma ferramenta gratuita dispon´ıvel na Internet (Grail), no trabalho de Moor,
Davoren e Raisch (2001) nada e´ dito sobre alguma ferramenta para obtenc¸a˜o do modelo lo´gico
para a planta h´ıbrida e a ferramenta citada para s´ıntese do supervisor na˜o esta´ dispon´ıvel na
Internet. Entretanto, a maior contribuic¸a˜o deste trabalho e´ a garantia de sempre obter super-
visores modulares que levam a uma soluc¸a˜o o´tima, contribuic¸a˜o esta que sera´ apresentada no
cap´ıtulo subsequ¨ente.
Cap´ıtulo 5
Existeˆncia de Soluc¸o˜es O´timas para
a Abordagem Modular
5.1 Introduc¸a˜o
A partir dos resultados estabelecidos no cap´ıtulo anterior, conclui-se que, se na s´ın-
tese modular de supervisores para sistemas h´ıbridos as linguagens SupC
V U
[P−1V (E1) ∩ L] e
SupC
V U
[P−1V (E2)∩L] sa˜o interconsistentes, enta˜o os supervisores que implementam individu-
almente estas linguagens em malha fechada sa˜o tais que sua ac¸a˜o conjunta e´ na˜o bloqueante
e minimamente restritiva. A pergunta que surge enta˜o e´: “– Mas e se estas linguagens na˜o
sa˜o interconsistentes?” Este problema e´ tratado ao longo deste cap´ıtulo, tendo sido abordado
previamente em (Leal e Cury, 2004c).
5.2 Resoluc¸a˜o de Conflitos
Da mesma forma que na teoria cla´ssica de controle modular de SEDs, quando a s´ıntese de
supervisores modulares para sistemas h´ıbridos leva a um conflito (linguagens na˜o interconsis-
tentes), deve-se buscar a soluc¸a˜o deste conflito para que se possam utilizar os supervisores de
forma modular. Entretanto, conforme mostrado na sequ¨eˆncia, a grande vantagem da abor-
dagem proposta neste trabalho e´ que a mesma sempre levara´ a uma soluc¸a˜o o´tima, ou seja,
se existe uma soluc¸a˜o para um problema de s´ıntese monol´ıtica de supervisores para sistemas
h´ıbridos, enta˜o o mesmo resultado certamente sera´ obtido atrave´s da abordagem modular.
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Seja I(K1,K2) o conjunto de todas as sublinguagens de K1 que sa˜o interconsistentes em
relac¸a˜o a K2. Inicialmente mostra-se que um elemento supremo sempre existe neste conjunto.
Proposic¸a˜o 5.1 I(K1,K2) e´ na˜o vazio e fechado sob unio˜es arbitra´rias. Em particular,
I(K1,K2) conte´m um (u´nico) elemento supremo, o qual denota-se por SupI(K1,K2).
Prova: Uma vez que ∅ ∈ I(K1,K2) por definic¸a˜o, enta˜o esta classe e´ na˜o vazia.
Sejam Ka e Kb duas linguagens tais que Ka,Kb ∈ I(K1,K2). Inicialmente mostra-
se que Ka ∪ Kb ∈ I(K1,K2), ou seja, mostra-se que Ka ∪ Kb ⊆ K1 e que (∀w ∈
Ka ∪Kb ∩ K2)VKa∪Kb(w) ∩ VK2(w) = V(Ka∪Kb)∩K2(w). Antes, pore´m, mostra-se que (∀w ∈
Ka ∪Kb)VKa(w)∪VKb(w)=VKa∪Kb(w). Seja w ∈ Ka∪Kb, enta˜o VKa(w)∪VKb(w)={v ∈ V + :
(∃u ∈ U)w◦vu ∈ Ka}∪{v ∈ V + : (∃u ∈ U)w◦vu ∈ Kb}={v ∈ V + : (∃u ∈ U)w◦vu ∈ Ka∪Kb}.
Mas Ka ∪Kb = Ka ∪ Kb, e enta˜o pode-se afirmar que (∀w ∈ Ka ∪Kb) VKa(w) ∪ VKb(w) =
{v ∈ V + : (∃u ∈ U)w ◦ vu ∈ Ka ∪Kb}=VKa∪Kb(w).
Continuando, de acordo com o mostrado acima, para w ∈ Ka ∪Kb ∩ K2 tem-se que
VKa∪Kb(w)∩VK2(w)=(VKa(w)∪VKb(w))∩VK2(w)=(VKa(w)∩VK2(w))∪ (VKb(w)∩VK2(w)).
Agora, como Ka e K2 sa˜o interconsistentes, enta˜o (∀w ∈ Ka ∩ K2)VKa(w) ∩ VK2(w) =
VKa∩K2(w). Da mesma forma, como Kb e K2 sa˜o interconsistentes, enta˜o (∀w ∈ Kb ∩
K2)VKb(w) ∩ VK2(w) = VKb∩K2(w). Sendo assim, para w ∈ Ka ∪Kb ∩ K2 tem-se que
VKa∪Kb(w) ∩ VK2(w) = VKa∩K2(w) ∪ VKb∩K2(w) = V(Ka∩K2)∪(Kb∩K2)(w) = V(Ka∪Kb)∩K2(w).
Logo, (Ka ∪Kb) e K2 sa˜o interconsistentes.
Por fim, sabe-se que Ka,Kb ∈ I(K1,K2) ⇒ Ka,Kb ⊆ K1 e que portanto Ka ∪Kb ⊆ K1.
Desta forma, pode-se afirmar que Ka ∪Kb ∈ I(K1,K2).
Seja agora Kα ∈ I(K1,K2) para todo α pertencente a um conjunto de ı´ndices A, e seja
K=∪{Kα|α ∈ A}. Estendendo-se a prova feita antes para um nu´mero arbitra´rio de lingua-
gens, tem-se que (∀w ∈ ∪α∈AKα ∩ K2) V∪α∈AKα(w) ∩ VK2(w)=(∪α∈AVKα(w)) ∩ VK2(w) =
∪α∈A(VKα(w) ∩ VK2(w)). Mas se Kα e K2 sa˜o interconsistentes para todo α ∈ A, enta˜o
∪α∈A(VKα(w) ∩ VK2(w)) = ∪α∈AVKα∩K2(w). Assim, (∀w ∈ ∪α∈AKα ∩ K2) V∪α∈AKα(w) ∩
VK2(w) = ∪α∈AVKα∩K2(w) = V∪α∈A(Kα∩K2)(w) = V(∪α∈AKα)∩K2(w), ou ainda, (∀w ∈ K ∩
K2) VK(w) ∩ VK2(w) = VK∩K2(w). Ale´m disso, sabe-se que ∪α∈AKα ⊆ K1 e que por-
tanto K ⊆ K1. Logo, ∪α∈AKα ∈ I(K1,K2), isto e´, K ∈ I(K1,K2). Finalmente,
SupI(K1,K2) = ∪{K|K ∈ I(K1,K2)}.
3
5.2. Resoluc¸a˜o de Conflitos 87
O algoritmo para determinac¸a˜o de SupI (Rodrigues, 2004) pode ser resumido nos seguintes
passos:
1. Obter um autoˆmato para K=K1||K2;
2. Criar um autoˆmato Ke1 como uma co´pia do autoˆmato para K e acrescentar estados e
transic¸o˜es a` Ke1 de forma que ele reconhec¸a a linguagem K1;
3. Determinar e apagar (de forma iterativa) os estados de K para os quais o teste da
interconsisteˆncia falha, relacionando-os numa lista de “maus estados”;
4. Apagar de Ke1 os maus estados listados no passo anterior;
5. Obter a componente acess´ıvel e determinizar o autoˆmato resultante.
No exemplo apresentado a seguir ilustra-se o procedimento a ser adotado para o ca´lculo
de SupI.
Exemplo 5.1 Sejam K1 e K2 as linguagens reconhecidas pelos autoˆmatos mostrados na Fi-
gura 5.1.
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(b) Autoˆmato para K2
Figura 5.1: Linguagens K1 e K2 para ilustrar o ca´lculo de SupI(K1,K2).
O primeiro passo no ca´lculo de SupI(K1,K2) consiste em obter um autoˆmato para K =
K1||K2. Este autoˆmato e´ mostrado na Figura 5.2.
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Figura 5.2: Autoˆmato para K = K1||K2.
No segundo passo obte´m-se um autoˆmato Ke1 como uma co´pia do autoˆmato para K e
acrescenta-se estados e transic¸o˜es de forma que Ke1 reconhec¸a a linguagem K1. Assim, se
no estado q do autoˆmato de K1 existe uma transic¸a˜o vu que na˜o esta´ num estado (q, y) do
autoˆmato para Ke1, enta˜o deve-se acrescentar esta transic¸a˜o no autoˆmato para K
e
1. Por outro
lado, se na˜o existe um estado (q, ·) em Ke1, deve-se cria´-lo, acrescentando tambe´m a referida
transic¸a˜o. Repete-se o procedimento para todos os estados de Ke1 e para os novos estados
criados. A diferenc¸a entre os autoˆmatos para K1 e para K
e
1 e´ que o autoˆmato para K
e
1 na˜o
possui ambigu¨idade na determinac¸a˜o de maus estados. A t´ıtulo de exemplo, observe que no
estado 1 do autoˆmato para K1 existe uma transic¸a˜o v1u2 que leva ao estado 3 e que no estado
(1, 9) do autoˆmato para K esta transic¸a˜o na˜o aparece. Assim, acrescenta-se a transic¸a˜o v1u2
do estado (1, 9) ao estado (3, 3) do autoˆmato para Ke1. O autoˆmato resultante para K
e
1 e´
mostrado na Figura 5.3.
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Figura 5.3: Autoˆmato para Ke1.
No terceiro passo, determina-se e apaga-se (de forma iterativa) os maus estados de K
e relaciona-se estes maus estados numa lista. A determinac¸a˜o dos maus estados e´ feita da
seguinte forma. Para cada estado xy de K verifica-se se o conjunto de eventos ativos no estado
x de K1 que esta´ ativo no estado y de K2 tambe´m esta´ ativo no estado xy de K. Caso isto na˜o
seja verificado, o estado xy e´ considerado um mau estado. Este teste corresponde a verificar
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se (∀w ∈ K1 ∩K2) VK1(w) ∩ VK2(w) = VK(w). Na primeira iterac¸a˜o o estado 19 de K e´ o
u´nico mau estado, sendo retirado de K juntamente com as transic¸o˜es v4u1 e v5u1. A Figura
5.4(a) mostra o resultado obtido na primeira iterac¸a˜o. Este procedimento e´ iterativo, uma vez
que um estado pode se tornar mau estado apo´s a eliminac¸a˜o de outro numa iterac¸a˜o pre´via.
Observe que apo´s a eliminac¸a˜o do estado 19 na primeira iterac¸a˜o, o estado 27 tornou-se um
mau estado, sendo retirado enta˜o na segunda iterac¸a˜o juntamente com a transic¸a˜o v3u2 (ver
Figura 5.4(b)). Assim, 19 e 27 sa˜o os maus estados de K.
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(b) Autoˆmato para K apo´s segunda iterac¸a˜o
Figura 5.4: Resultados obtidos apo´s eliminac¸a˜o de maus estados de K = K1||K2.
O quarto passo no ca´lculo de SupI(K1,K2) consiste em apagar de Ke1 os maus estados
listados no passo anterior. Sa˜o apagados enta˜o os estados 19 e 27 e as transic¸o˜es que saem e
chegam nestes estados, obtendo-se assim o autoˆmato mostrado na Figura 5.5.
v5u1
9X
33
v1u2
v3u2
v0u1
v2u1
v3u1
00
11
v0u2
45
70
68
v6u1
56
v4u1
8X v1u2
Figura 5.5: Autoˆmato para SupI(K1,K2).
Por fim, deve-se extrair a componente acess´ıvel e depois fazer a determinizac¸a˜o do autoˆ-
mato obtido no passo anterior, uma vez que o mesmo pode ser na˜o acess´ıvel e na˜o determi-
n´ıstico. Neste exemplo, o autoˆmato mostrado na Figura 5.5 representa SupI(K1,K2). 
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Seja agora IC
V U
(K1,K2)=I(K1,K2)∩CV U (K1) o conjunto de todas as sublinguagens de
K1 que sa˜o vu-controla´veis e.r.a. L e interconsistentes e.r.a. K2. Como I(K1,K2) e CV U (K1)
sa˜o na˜o vazios e fechados sob unio˜es arbitra´rias, enta˜o IC
V U
(K1,K2) tambe´m o e´. Assim,
IC
V U
(K1,K2) conte´m um (u´nico) elemento supremo, o qual denota-se por SupICV U (K1,K2).
Suponha que K1 e K2 sa˜o vu-controla´veis e.r.a. L mas que na˜o sa˜o interconsistentes.
Em geral, SupI(K1,K2) pode na˜o ser vu-controla´vel e.r.a. L, isto e´, o ca´lculo de SupI pode
destruir a controlabilidade. Suponha agora que K1 e K2 sa˜o interconsistentes, mas que K1 na˜o
e´ vu-controla´vel e.r.a. L. E´ poss´ıvel que SupC
V U
(K1) e K2 na˜o sejam interconsistentes, isto e´,
o ca´lculo de SupC
V U
pode destruir a interconsisteˆncia. O algoritmo para obtenc¸a˜o de SupIC
V U
alterna o ca´lculo de SupC
V U
e SupI ate´ que ambas as propriedades (vu-controlabilidade e
interconsisteˆncia) sejam alcanc¸adas. Pode-se mostrar que este procedimento converge em um
nu´mero finito de iterac¸o˜es. O exemplo apresentado a seguir ilustra o procedimento para o
ca´lculo de SupIC
V U
, mostrando ainda a necessidade deste procedimento ser iterativo.
Exemplo 5.2 Considere que o autoˆmato mostrado na Figura 5.6 consiste no modelo de uma
planta H = (L,Γ).
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Figura 5.6: Autoˆmato que reconhece a linguagem L.
Sejam K1 e K2 duas linguagens reconhecidas pelos autoˆmatos mostrados na Figura 5.7.
Pode-se facilmente verificar que estas duas linguagens sa˜o vu-controla´veis e.r.a. L.
v4u1v6u1
v4u1
v3u1v2u1
v1u2
v1u1
v0u2
v0u1
(a) Autoˆmato para K1
v5u1v6u1
v3u2v2u2
v2u1v1u1
v0u2
v0u1
v6u1
(b) Autoˆmato para K2
Figura 5.7: Linguagens K1 e K2 para ilustrar o ca´lculo de SupICV U (K1,K2).
Observe, entretanto, que K1 e K2 na˜o sa˜o interconsistentes. Note que apo´s a cadeia
w=v0u1 ◦ v1u1 ◦ v2u1 ∈ K1 ∩K2 tem-se que VK1(w)∩ VK2(w)={v3}, mas que VK1∩K2(w)=∅.
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Calcula-se enta˜o a ma´xima sublinguagem de K1 que e´ interconsistente em relac¸a˜o a K2,
denotada por SupI(K1,K2), chamada de K ′1 neste exemplo. Um autoˆmato que reconhece esta
linguagem e´ mostrado na Figura 5.8(a).
v4u1v6u1
v1u2
v1u1
v0u2
v0u1
(a) Autoˆmato para K′1
v5u1v4u1v6u1
v3u2v2u2 v4u1
v3u1v2u1
v1u2
v1u1
v0u2
v0u1
v6u1
(b) Modelo para a planta H
Figura 5.8: Autoˆmatos que reconhecem as linguagens K ′1 e L.
Note agora que a linguagem reconhecida pelo autoˆmato obtido na˜o e´ vu-controla´vel e.r.a.
L, pois para a cadeia s = v0u1 ◦ v1u1 ∈ K ′1 existe um evento (v2) que pode ocorrer na planta
e que na˜o e´ contemplado em K ′1, ou, formalmente, ∃s ∈ K ′1 : VL(s) * VK′1(s). Sendo assim,
calcula-se K ′′1 = SupCV U (K
′
1). O autoˆmato que reconhece K
′′
1 e´ mostrado na Figura 5.9(a).
v4u1v6u1
v1u2v0u2
v0u1
(a) Autoˆmato para K′′1
v5u1v6u1
v3u2v2u2
v2u1v1u1
v0u2
v0u1
v6u1
(b) Autoˆmato para K2
Figura 5.9: Autoˆmatos que reconhecem as linguagens K ′′1 e K2.
Mais uma vez, tem-se que K ′′1 e K2 na˜o sa˜o interconsistentes e enta˜o obte´m-se K
′′′
1 =
SupI(K ′′1 ,K2) (ver Figura 5.10(a)). Finalmente, verifica-se que K ′′′1 e´ vu-controla´vel e.r.a. L
e enta˜o K ′′′1 = SupICV U (K1,K2), ou seja, que K ′′′1 e´ a ma´xima sublinguagem de K1 que e´
interconsistente em relac¸a˜o a K2 e tambe´m e´ vu-controla´vel e.r.a. L.
v0u2
v6u1
(a) Autoˆmato para K′′′1
v5u1v6u1
v3u2v2u2
v2u1v1u1
v0u2
v0u1
v6u1
(b) Autoˆmato para K2
Figura 5.10: Autoˆmatos que reconhecem as linguagens K ′′′1 e K2.

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A seguir, apresentam-se alguns resultados parciais que sera˜o utilizados para provar o Teo-
rema 5.1 e a Proposic¸a˜o 5.2, os principais resultados deste cap´ıtulo.
Lema 5.1 Sejam K1,K2 ⊆ (V +×U)∗ duas linguagens tais que K1 ⊆ K2. Enta˜o K1 e K2
sa˜o interconsistentes.
Prova: Sejam K1 e K2 tais que K1 ⊆ K2. Enta˜o K1 ∩K2 = K1 e assim K1 ∩K2 = K1.
Ale´m disso, para K1 ⊆ K2 tem-se que K1 ⊆ K2, o que implica K1 ∩ K2 = K1. Sendo
assim, K1 = K1 ∩ K2 = K1 ∩K2. Mas se K1 ⊆ K2, enta˜o (∀w ∈ K1) VK1(w) ⊆ VK2(w),
o que implica (∀w ∈ K1) VK1(w) ∩ VK2(w) = VK1(w). Ainda, como K1 = K1 ∩ K2, enta˜o
(∀w ∈ K1) VK1(w) = VK1∩K2(w). Logo, pode-se afirmar que (∀w ∈ K1) VK1(w) ∩ VK2(w) =
VK1∩K2(w). Por fim, como K1 = K1∩K2, enta˜o tem-se que (∀w ∈ K1∩K2) VK1(w)∩VK2(w) =
VK1∩K2(w), ou seja, K1 e K2 sa˜o interconsistentes. 3
Proposic¸a˜o 5.2 Seja L⊆ (V +×U)∗ e E1, E2⊆PV (L). Seja ainda Ki↑=SupCV U [P−1V (Ei) ∩
L], onde i = 1, 2. Enta˜o, SupIC
V U
(K1
↑,K2
↑)∩K2↑=SupICV U (K2↑,K1↑)∩K1↑=(K1∩K2)↑.
Prova: Sejam i, j = 1, 2, com i 6= j.
a) SupIC
V U
(Ki
↑,Kj
↑) ∩Kj↑ ⊆ (Ki ∩Kj)↑.
Sabe-se que SupIC
V U
(Ki
↑,Kj
↑)⊆Ki e que Kj↑⊆Kj, logo SupICV U (Ki↑,Kj↑) ∩Kj↑⊆
Ki∩Kj. Agora, como SupICV U (Ki↑,Kj↑) e Kj↑ sa˜o vu-controla´veis e interconsistentes,
enta˜o pela Proposic¸a˜o 4.2 sabe-se que SupIC
V U
(Ki
↑,Kj
↑) ∩Kj↑ e´ vu-controla´vel e.r.a.
L. Desta forma, SupIC
V U
(Ki
↑,Kj
↑) ∩Kj↑⊆(Ki ∩Kj)↑.
b) SupIC
V U
(Ki
↑,Kj
↑) ∩Kj↑ ⊇ (Ki ∩Kj)↑.
Sabe-se que Ki ∩ Kj ⊆ Kj, o que implica (Ki ∩ Kj)↑ ⊆ Kj↑. Assim, pelo Lema 5.1
conclui-se que (Ki ∩ Kj)↑ e Kj↑ sa˜o interconsistentes. Agora, como (Ki ∩ Kj)↑ ⊆Ki↑
e considerando que (Ki ∩ Kj)↑ e Kj↑ sa˜o interconsistentes, tem-se que (Ki ∩ Kj)↑ ∈
IC
V U
(Ki
↑,Kj
↑) e que assim (Ki∩Kj)↑⊆SupICV U (Ki↑,Kj↑). Mas se (Ki∩Kj)↑⊆Kj↑
e (Ki ∩Kj)↑⊆SupICV U (Ki↑,Kj↑), enta˜o (Ki ∩Kj)↑⊆SupICV U (Ki↑,Kj↑) ∩Kj↑.
Sendo assim, SupIC
V U
(Ki
↑,Kj
↑) ∩Kj↑=(Ki ∩Kj)↑.
Fazendo i=1 e j=2 obte´m-se SupIC
V U
(K1
↑,K2
↑)∩K2↑=(K1∩K2)↑. Ja´ para i=2 e j=1
tem-se que SupIC
V U
(K2
↑,K1
↑)∩K1↑=(K2∩K1)↑=(K1∩K2)↑=SupICV U (K1↑,K2↑)∩K2↑.
Logo, SupIC
V U
(K1
↑,K2
↑) ∩K2↑=SupICV U (K2↑,K1↑) ∩K1↑.
3
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Teorema 5.1 Sejam uma planta H=(L,Γ) e duas especificac¸o˜es E1, E2 ⊆ PV (L). Seja ainda
Ki
↑=SupC
V U
[P−1V (Ei) ∩ L], onde i = 1, 2. As seguintes afirmac¸o˜es sa˜o equivalentes:
1. Existem dois SMN, F1, F2, tais que F1 ∧ F2 e´ um SMN e.r.a. E1 ∩ E2 e que
PV [Lm((F1 ∧ F2)/H)] = SupCV(E1 ∩ E2) 6= ∅;
2. SupIC
V U
(K1
↑,K2
↑) e K2
↑ sa˜o na˜o vazias;
3. SupIC
V U
(K2
↑,K1
↑) e K1
↑ sa˜o na˜o vazias.
Prova: Mostra-se a equivaleˆncia entre (2) e (3) e tambe´m a equivaleˆncia entre (1) e (2),
o que garante a equivaleˆncia entre (1) e (3).
a) Equivaleˆncia entre (2) e (3).
Sejam SupIC
V U
(K1
↑,K2
↑) e K2
↑ na˜o vazias. Enta˜o, de acordo com a Proposic¸a˜o
4.4 tem-se que SupIC
V U
(K1
↑,K2
↑) ∩ K2↑ 6= ∅. Mas pela Proposic¸a˜o 5.2 sabe-se
que SupIC
V U
(K1
↑,K2
↑) ∩ K2↑ = SupICV U (K2↑,K1↑) ∩ K1↑ e portanto tem-se que
SupIC
V U
(K2
↑,K1
↑) ∩K1↑ 6= ∅. Logo, SupICV U (K2↑,K1↑) e K1↑ sa˜o na˜o vazias. Da
mesma forma, se SupIC
V U
(K2
↑,K1
↑) e K1
↑ sa˜o na˜o vazias, enta˜o SupIC
V U
(K1
↑,K2
↑)
e K2
↑ tambe´m sa˜o na˜o vazias.
b) Equivaleˆncia entre (1) e (2).
(2 ⇒ 1) Supor que SupIC
V U
(K1
↑,K2
↑) e K2
↑ sa˜o na˜o vazias, onde Ki
↑ =
SupC
V U
[P−1V (Ei) ∩ L]. Tendo em vista que SupICV U (K1↑,K2↑) e K2↑ sa˜o lin-
guagens vu-controla´veis e.r.a. L, pela Proposic¸a˜o 3.2 pode-se afirmar que existem
SMN F1, F2 que implementem estas linguagens. Sejam enta˜o F1, F2 SMN tais que
Lm(F1/H) = SupICV U (K1↑,K2↑) e Lm(F2/H) = K2↑. Sabe-se, por definic¸a˜o, que
SupIC
V U
(K1
↑,K2
↑) e K2
↑ sa˜o interconsistentes e assim, de acordo com a Proposic¸a˜o
4.3, tem-se que F1 ∧ F2 e´ um supervisor consistente para H. Ainda pela Proposic¸a˜o 4.3
tem-se que Lm((F1 ∧ F2)/H) = Lm(F1/H) ∩ Lm(F2/H). Assim, Lm((F1 ∧ F2)/H) =
Lm(F1/H) ∩ Lm(F2/H) = SupICV U (K1↑,K2↑) ∩K2↑. Mas como SupICV U (K1↑,K2↑)
e K2
↑ sa˜o interconsistentes, enta˜o (Proposic¸a˜o 4.1) SupIC
V U
(K1
↑,K2
↑) ∩K2↑ =
SupIC
V U
(K1
↑,K2
↑) ∩ K2↑. Desta forma, Lm((F1 ∧ F2)/H) = SupICV U (K1↑,K2↑) ∩
K2
↑ = Lm(F1/H) ∩ Lm(F2/H). Agora, como os supervisores Fi sa˜o SMN e.r.a.
Ei, enta˜o Lm(Fi/H) = L(Fi/H), onde Lm(Fi/H) = L(Fi/H) ∩ P−1V (Ei). Portanto,
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Lm((F1 ∧ F2)/H) = L(F1/H)∩L(F2/H) = L((F1 ∧ F2)/H). Sendo assim, pode-se afir-
mar que F1 ∧ F2 e´ um SMN e.r.a. E1 ∩ E2.
Sabe-se que Lm((F1 ∧ F2)/H) = Lm(F1/H) ∩ Lm(F2/H) = SupICV U (K1↑,K2↑) ∩ K2↑.
Agora, uma vez que SupIC
V U
(K1
↑,K2
↑) e K2
↑ sa˜o na˜o vazias e interconsistentes, en-
ta˜o pela Proposic¸a˜o 4.4 sabe-se que SupIC
V U
(K1
↑,K2
↑) ∩ K2↑ 6= ∅. Mas, conforme
mostrado na prova da Proposic¸a˜o 5.2, SupIC
V U
(K1
↑,K2
↑) ∩ K2↑ = (K1 ∩ K2)↑ e por-
tanto Lm((F1 ∧ F2)/H) = (K1 ∩ K2)↑ 6= ∅. Ainda, pela Proposic¸a˜o 3.7 sabe-se que
(K1 ∩K2)↑ 6= ∅ ⇒ PV [(K1 ∩K2)↑] 6= ∅, de onde se conclui que PV [Lm((F1 ∧ F2)/H)]=
PV [SupICV U (K1↑,K2↑) ∩K2↑]=PV [(K1 ∩K2)↑] 6= ∅.
Resta mostrar enta˜o que PV [(K1 ∩K2)↑] = SupCV(E1 ∩ E2).
Sabe-se que K1 ∩K2=[P−1V (E1) ∩ L] ∩ [P−1V (E2) ∩ L]= [P−1V (E1) ∩ P−1V (E2)] ∩ L. Mas
P−1V (E1) ∩ P−1V (E2)=P−1V (E1 ∩E2) (Lema 4.1) e assim, K1 ∩K2 = P−1V (E1 ∩E2) ∩ L.
Agora, como E1 ∩E2 ⊆ PV (L), enta˜o pela Proposic¸a˜o 3.7 pode-se afirmar que PV [(K1 ∩
K2)
↑] = SupC
V
(E1 ∩ E2).
(1 ⇒ 2) Conforme ja´ mostrado nesta prova, para Ei ⊆ PV (L) e Ki↑ =
SupC
V U
[P−1V (Ei) ∩ L], com i = 1, 2, tem-se que PV [SupICV U (K1↑,K2↑) ∩ K2↑] =
PV [(K1∩K2)↑]=SupCV(E1∩E2). Supor enta˜o que SupICV U (K1↑,K2↑) = ∅ ou K2↑ = ∅.
Assim, SupIC
V U
(K1
↑,K2
↑) ∩K2↑ = ∅ e portanto PV [SupICV U (K1↑,K2↑) ∩K2↑] = ∅.
Desta forma, conclui-se que SupC
V
(E1 ∩ E2) = ∅, ou seja, que na˜o existem SMN F1 e
F2 tais que PV [Lm((F1 ∧ F2)/H)] = SupCV(E1 ∩ E2) 6= ∅.
3
Sejam enta˜o Fi e Fj dois supervisores tais que Lm(Fi/H) = SupICV U (Ki↑,Kj↑) 6= ∅ e
Lm(Fj/H) = Kj
↑ 6= ∅, onde i, j = 1, 2 com i 6= j. Pelo Teorema 5.1 pode-se concluir que
F1 ∧ F2 e´ um SMN e.r.a. E1 ∩ E2 e que PV [Lm((F1 ∧ F2)/H)] = SupCV(E1 ∩ E2) 6= ∅.
Observe que se as linguagens Ki
↑ e Kj
↑ na˜o sa˜o interconsistentes, enta˜o o supervisor Fi
obtido de forma que Lm(Fi/H) = SupICV U (Ki↑,Kj↑) na˜o implementa a ma´xima linguagem
v-controla´vel contida na especificac¸a˜o Ei, ou seja, PV [Lm(Fi/H)] $ SupCV(Ei). Por outro
lado, o procedimento apresentado neste trabalho garante que a ac¸a˜o conjunta dos supervisores
e´ tal que PV [Lm((F1 ∧ F2)/H)] = SupCV(E1 ∩ E2) 6= ∅, isto e´, mesmo na˜o sendo minima-
mente restritivo para uma especificac¸a˜o particular, o supervisor conjunc¸a˜o e´ na˜o bloqueante e
minimamente restritivo para a especificac¸a˜o global.
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Sendo assim, o Teorema 5.1 indica que se na s´ıntese modular de supervisores encontram-
se duas linguagens K1
↑ e K2
↑ que na˜o sa˜o interconsistentes, enta˜o deve-se fixar uma destas
linguagens e calcular a ma´xima sublinguagem da outra linguagem que e´ interconsistente e.r.a.
linguagem fixada e que e´ vu-controla´vel e.r.a. L. E´ importante observar ainda que a otimali-
dade da soluc¸a˜o e´ garantida independentemente da linguagem (K1
↑ ou K2
↑) que e´ fixada.
Com base nos resultados anteriormente obtidos, pode-se estabelecer o seguinte procedi-
mento para a resoluc¸a˜o de um problema de s´ıntese de supervisores modulares para sistemas
h´ıbridos 1.
1. Seja H = (L,Γ) o modelo SED para uma planta h´ıbrida H. Dadas duas especificac¸o˜es
E1, E2 ⊆ V ∗, obter as especificac¸o˜es equivalentes K1,K2 ⊆ L ⊆ (V +×U)∗ fazendo
Ki = P
−1
V (Ei) ∩ L , onde i = 1, 2;
2. Verificar se cada linguagem Ki e´ vu-controla´vel em relac¸a˜o a L. Se for, chamar Ki = Ki
↑
e pular para o passo 3. Caso contra´rio, deve-se obter a ma´xima linguagem vu-controla´vel
contida em Ki (apenas para Ki na˜o controla´vel), denotada por Ki
↑;
3. Testar se K1
↑ e K2
↑ sa˜o na˜o vazias e interconsistentes. Se forem, enta˜o os supervisores Fi
sa˜o implementados atrave´s de autoˆmatos tais que Lm(Fi/H) = Ki
↑. Assim, de acordo
com o Teorema 4.1, a ac¸a˜o conjunta dos supervisores modulares sera´ na˜o bloqueante e
minimamente restritiva. Se as linguagens sa˜o na˜o vazias mas na˜o sa˜o interconsistentes,
pular para o passo 4;
4. Calcular SupIC
V U
(K1
↑,K2
↑). Se esta linguagem e´ na˜o vazia, enta˜o, de acordo com
o Teorema 5.1, pode-se afirmar que os supervisores F1, F2 tais que Lm(F1/H) =
SupIC
V U
(K1
↑,K2
↑) e Lm(F2/H)=K2
↑ levam a uma ac¸a˜o conjunta que e´ na˜o bloqueante
e minimamente restritiva. Obte´m-se enta˜o Lm((F1 ∧ F2)/H)=SupICV U (K1↑,K2↑)∩K2↑.
Pode-se determinar ainda a ma´xima linguagem v-controla´vel contida em E1∩E2, fazendo
SupC
V
(E1 ∩ E2)=PV [SupICV U (K1↑,K2↑) ∩K2↑].
Obs.: Conforme mostrado no Teorema 5.1, o mesmo resultado e´ encontrado se no passo 4
calcula-se SupIC
V U
(K2
↑,K1
↑) e os supervisores sa˜o tais que Lm(F1/H) = K1
↑ e Lm(F2/H) =
SupIC
V U
(K2
↑,K1
↑). Neste caso, a ma´xima linguagem v-controla´vel contida em E1 ∩ E2 e´
obtida fazendo SupC
V
(E1 ∩ E2) = PV [SupICV U (K2↑,K1↑) ∩K1↑].
1Considera-se conhecido o modelo lo´gico para a planta h´ıbrida
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Conforme explicado no Cap´ıtulo 3, o projeto individual dos supervisores modulares pode
ser feito com aux´ılio doGrail. Ale´m disso, o teste da interconsisteˆncia e o ca´lculo de SupIC
V U
tambe´m podem ser feitos com aux´ılio do Grail. Estas duas u´ltimas func¸o˜es foram desenvol-
vidas no contexto do trabalho (Rodrigues, 2004).
O exemplo apresentado na sequ¨eˆncia ilustra o procedimento de s´ıntese de supervisores
modulares para sistemas h´ıbridos. Neste exemplo, as linguagens inicialmente encontradas
para os supervisores na˜o sa˜o interconsistentes e enta˜o utilizam-se os resultados obtidos nesta
sec¸a˜o de forma a garantir que os supervisores modulares sejam na˜o conflitantes.
Exemplo 5.3 Considere que o autoˆmato mostrado na Figura 5.11 consiste no modelo SED
H = (L,Γ) para um sistema h´ıbrido H.
v5u1v4u1v6u1
v3u2v2u2 v4u1
v3u1v2u1
v1u2
v1u1
v0u2
v0u1
v6u1
Figura 5.11: Autoˆmato que reconhece a linguagem L.
Sejam E1, E2 ⊆ V ∗ as especificac¸o˜es para o comportamento deste sistema em malha fechada
(ver Figura 5.12). A especificac¸a˜o E1 requer que, uma vez tendo ocorrido o evento v2, os
eventos v5 e v6 sejam proibidos de acontecer. De forma semelhante, a especificac¸a˜o E2 pro´ıbe
a ocorreˆncia de v4 a partir da ocorreˆncia do evento v1. Deseja-se sintetizar supervisores
modulares para atender estas especificac¸o˜es.
v1, v2, v3, v4
v1, v3, v4, v5, v6
v2
(a) E1 ⊆ V
∗
v1, v2, v3, v5, v6
v1
v2, v3, v4, v5, v6
(b) E2 ⊆ V
∗
Figura 5.12: Especificac¸o˜es E1, E2 ⊆ V ∗.
Ao final dos dois primeiros passos da s´ıntese dos supervisores modulares, obte´m-se K1
↑ e
K2
↑, onde Ki
↑ = SupC
V U
[P−1V (Ei) ∩ L]. Os autoˆmatos mostrados na figura 5.13 reconhecem
estas linguagens.
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v4u1v6u1
v4u1
v3u1v2u1
v1u2
v1u1
v0u2
v0u1
(a) Autoˆmato para K1
↑
v5u1v6u1
v3u2v2u2
v2u1v1u1
v0u2
v0u1
v6u1
(b) Autoˆmato para K2
↑
Figura 5.13: Autoˆmatos que reconhecem as linguagens K1
↑ e K2
↑.
No terceiro passo verifica-se que as linguagens obtidas anteriormente sa˜o na˜o vazias, mas
que na˜o sa˜o interconsistentes. Observe que estas mesmas linguagens, bem como o autoˆmato
para a planta H, foram utilizados no Exemplo 5.2, onde a mesma constatac¸a˜o e´ feita. Observe
ainda que o ca´lculo de SupIC
V U
(K1
↑,K2
↑), a ser efetuado no passo 4, ja´ foi realizado naquele
exemplo. O autoˆmato que reconhece esta linguagem e´ mostrado novamente na Figura 5.14.
v0u2
v6u1
Figura 5.14: Autoˆmato para SupIC
V U
(K1
↑,K2
↑).
Pode-se verificar que SupIC
V U
(K1
↑,K2
↑) 6= ∅ e enta˜o, de acordo com o Teorema 5.1,
sabe-se que os supervisores F1 e F2 que implementam em malha fechada as linguagens
SupIC
V U
(K1
↑,K2
↑) e K2
↑, respectivamente, sa˜o tais que sua ac¸a˜o concorrente e´ o´tima. Estes
supervisores podem ser implementados pelos autoˆmatos mostrados nas figuras 5.14 e 5.13(b),
respectivamente. Desta forma, Lm((F1 ∧ F2)/H) = SupICV U (K1↑,K2↑) ∩K2↑. Observe que,
neste exemplo, SupIC
V U
(K1
↑,K2
↑) ∩ K2↑ = SupICV U (K1↑,K2↑) = v0u2 ◦ v6u1. Assim,
PV [Lm((F1 ∧ F2)/H)] = PV [SupICV U (K1↑,K2↑) ∩K2↑] = v6.
De acordo com a Proposic¸a˜o 5.2, o mesmo resultado e´ obtido fixando-se a linguagem K1
↑
e calculando SupIC
V U
(K2
↑,K1
↑).
No que segue, sintetiza-se um supervisor monol´ıtico de forma a comparar os resultados ob-
tidos nas duas abordagens. Obte´m-se enta˜o K = P−1V (E1∩E2)∩L, linguagem esta reconhecida
pelo autoˆmato mostrado na Figura 5.15.
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v0u1
v0u2
v1u1
v1u2
v2u1 v3u1
v2u2 v3u2
v6u1
Figura 5.15: Autoˆmato para K = P−1V (E1 ∩ E2) ∩ L.
Pode-se facilmente verificar que o autoˆmato da Figura 5.14 reconhece a linguagem
SupC
V U
(K) e que portanto o autoˆmato mostrado naquela figura pode ser a implementac¸a˜o
do supervisor monol´ıtico. Sendo assim, Lm(F/H) = v0u2 ◦ v6u1 e PV [Lm(F/H)] = v6, ou
seja, o resultado obtido atrave´s da abordagem monol´ıtica e´ o mesmo obtido atrave´s da aborda-
gem modular, conforme esperado. 
Retornando ao problema de s´ıntese modular para sistemas h´ıbridos (MSHS), pode-se es-
tabelecer o seguinte resultado.
Corola´rio 5.1 Seja H o modelo de sistemas a eventos discretos para a planta h´ıbrida H e
sejam Fi (i = 1, 2) supervisores SED obtidos como indicado no Teorema 5.1. Os superviso-
res condic¸a˜o/evento F i equivalentes aos supervisores F i levam a uma soluc¸a˜o o´tima para o
problema de s´ıntese de supervisores modulares para sistemas h´ıbridos.
Prova: Segue diretamente da Proposic¸a˜o 4.6. 3
Note que o Corola´rio 5.1 indica um procedimento para a soluc¸a˜o do problema MSHS de
forma a garantir a otimalidade de sua soluc¸a˜o. Entretanto, em geral na˜o se obteˆm os supervi-
sores condic¸a˜o/evento, mas utilizam-se os supervisores SED como implementac¸a˜o discreta dos
mesmos.
5.3 Exemplo
No intuito de ilustrar a abordagem proposta, utiliza-se nesta sec¸a˜o o exemplo do sistema
de treˆs trens sobre trilhos c´ıclicos considerado no Cap´ıtulo 4 (Sec¸a˜o 4.4). Com excec¸a˜o das
condic¸o˜es iniciais do sistema, todas as demais informac¸o˜es e caracter´ısticas foram mantidas.
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As condic¸o˜es iniciais (posic¸o˜es dos trens) foram alteradas de forma a explorar os resultados
apresentados neste cap´ıtulo. A figura que ilustra o sistema em questa˜o e´ repetida aqui (ver
Figura 5.16) a fim de facilitar a visualizac¸a˜o do problema.
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(a) Sistema de Trens
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(b) Detalhe dos trilhos
Figura 5.16: Treˆs trens sobre trilhos c´ıclicos.
As novas posic¸o˜es iniciais para os trens sa˜o as seguintes. O trem 1 inicialmente esta´
localizado 41 km apo´s a posic¸a˜o A (trecho CA), o trem 2 esta´ 13 km apo´s D (trecho DE), e o
trem 3 inicia sua viagem a partir do ponto localizado 69 km depois de H (trecho JH).
Com esta modificac¸a˜o o modelo obtido e´ diferente do anterior. Entretanto, o nu´mero de
estados e de transic¸o˜es do novo modelo e´ igual ao do modelo anterior, ou seja, o autoˆmato de
estados finitos que representa o comportamento lo´gico para este novo sistema tambe´m possui
238 estados e 264 transic¸o˜es.
Atrave´s da simulac¸a˜o do comportamento do sistema em malha aberta, na qual o modo
ra´pido de velocidade e´ sempre escolhido, observa-se a existeˆncia de coliso˜es entre os trens nos
dois trechos compartilhados (ver Figura 5.17). No intuito de evitar coliso˜es entre os trens,
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Figura 5.17: Comportamento do sistema em malha aberta.
5.3. Exemplo 100
propo˜e-se a utilizac¸a˜o de dois supervisores modulares, um para evitar coliso˜es entre os trens
1 e 2 (especificac¸a˜o E1) e outro para evitar coliso˜es entre os trens 2 e 3 (especificac¸a˜o E2). A
especificac¸a˜o referente a na˜o parada do trem 2 e´ obtida marcando-se apenas o estado inicial
de E1, o que pode ser interpretado como uma especificac¸a˜o para garantir que, apo´s o trem 2
sensibilizar o sensor E, uma nova ocorreˆncia do evento D sempre podera´ acontecer.
Com aux´ılio das func¸o˜es de controle superviso´rio desenvolvidas para o Grail, obteve-se
as linguagens K1
↑ e K2
↑, onde Ki
↑ = SupC
V U
[P−1V (Ei) ∩ L], sendo E1, E2 especificac¸o˜es de
controle. Verificou-se enta˜o que estas linguagens na˜o sa˜o interconsistentes e portanto na˜o
levam a uma soluc¸a˜o o´tima para o problema. Seguindo o procedimento de s´ıntese de super-
visores modulares indicado anteriormente neste cap´ıtulo, optou-se por fixar K2
↑ e calcular
SupIC
V U
(K1
↑,K2
↑). Este ca´lculo tambe´m e´ feito com aux´ılio das func¸o˜es desenvolvidas para
o Grail, utilizando iterativamente as func¸o˜es para o ca´lculo de SupI e de SupC
V U
ate´ que
ambas as propriedades (interconsisteˆncia e vu-controlabilidade) sejam garantidas. O super-
visor F1 encontrado de forma tal que Lm(F1/H) = SupICV U (K1↑,K2↑) possui 54 estados e
57 transic¸o˜es, e o supervisor F2 tal que Lm(F2/H) = K2
↑ possui 92 estados e 96 transic¸o˜es.
Os mesmos na˜o sa˜o mostrados aqui por uma questa˜o de legibilidade. A ac¸a˜o conjunta destes
supervisores pode ser representada por um autoˆmato com 35 estados e 35 transic¸o˜es e sua
ac¸a˜o de controle e´ o´tima no sentido de ser na˜o bloqueante e a menos restritiva poss´ıvel. A
Figura 5.18 mostra o autoˆmato obtido pela conjunc¸a˜o F1 ∧ F2, na qual u1=[r1 r2 r3]T e
u2 = [r1 d2 r3]
T, onde ri refere-se ao modo ra´pido di ao modo devagar de velocidade do
trem i. Note que novamente foi realizada uma agregac¸a˜o de estados de forma a mostrar apenas
os eventos associados ao trem 2 (eventos D,E, F,G), uma vez que este e´ o u´nico que pode ter
sua velocidade modificada.
Eu2v0u1
Du1
Eu2Fu1
Fu1
Gu2
Eu1Du1Gu1Fu1
Figura 5.18: Supervisor agregado F1 ∧ F2.
A Figura 5.19 apresentada a seguir, mostra o resultado de uma simulac¸a˜o para o com-
portamento da planta sob a ac¸a˜o conjunta dos supervisores modulares. Pode-se verificar que
nesta simulac¸a˜o na˜o ocorrem coliso˜es entre os trens, conforme era de se esperar.
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Figura 5.19: Comportamento do sistema sob supervisa˜o modular.
Por fim, de forma a solucionar o problema original para o sistema h´ıbrido, os supervisores
SED encontrados podem ser usados como implementac¸o˜es discretas dos supervisores C/E.
5.4 Concluso˜es
Conforme resultados estabelecidos no Cap´ıtulo 4, para que se tenha a garantia de que a
ac¸a˜o conjunta de supervisores modulares seja na˜o bloqueante e minimamente restritiva, as
linguagens implementadas em malha fechada pelos supervisores devem ser interconsistentes.
Neste cap´ıtulo, apresentou-se um procedimento para a s´ıntese de supervisores modulares que
sempre garante esta caracter´ıstica, ou seja, sempre leva a uma soluc¸a˜o o´tima. Desta forma,
se existe uma soluc¸a˜o para um determinado problema de controle superviso´rio para sistemas
h´ıbridos atrave´s da abordagem monol´ıtica, enta˜o o mesmo resultado certamente sera´ obtido
atrave´s da abordagem modular.
Um exemplo foi usado para ilustrar a metodologia proposta, sendo que todo processo
de s´ıntese dos supervisores modulares foi feito com aux´ılio da ferramenta Grail, tendo-se
utilizado func¸o˜es desenvolvidas especificamente para este propo´sito.
Na˜o se discutiu, neste cap´ıtulo, sobre os problemas que podem surgir quando do uso de
aproximac¸o˜es para o sistema h´ıbrido. Este tema sera´ objeto de estudo no cap´ıtulo subsequ¨ente.
Cap´ıtulo 6
Uso de Aproximac¸o˜es para o
Sistema Hı´brido
6.1 Introduc¸a˜o
Os resultados estabelecidos nos cap´ıtulos anteriores consideram o conhecimento de H =
(L,Γ), um modelo de eventos discretos cuja linguagem representa o comportamento lo´gico
exato da planta h´ıbrida H.
Mas segundo Cury et al. (1998), pode ser extremamente dif´ıcil, ou ate´ mesmo imposs´ıvel,
obter um modelo que represente o comportamento sequ¨encial exato da planta h´ıbrida e que
possua um nu´mero finito de estados. Sendo assim, uma alternativa seria a obtenc¸a˜o de um
modelo com um nu´mero de estados possivelmente infinito, mas cujo comportamento lo´gico seria
exatamente aquele apresentado por H. Entretanto, em geral, a convergeˆncia de algoritmos
envolvendo modelos de estado e´ garantida somente para espac¸os de estados finitos.
No intuito de contornar este problema, algumas abordagens propo˜em o uso de aproximac¸o˜es
conservadoras para o comportamento do sistema h´ıbrido de forma a solucionar problemas de
verificac¸a˜o (Chutinan e Krogh, 2001). No contexto de s´ıntese de supervisores, Cury et al.
(1998) propo˜em a obtenc¸a˜o de um autoˆmato de estados finitos A tal que L ⊂ L(A), ou seja,
A consiste em uma aproximac¸a˜o externa do comportamento lo´gico de H. O autoˆmato A e´
chamado de autoˆmato aproximac¸a˜o para H.
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6.2 Problemas Decorrentes do Uso de Aproximac¸o˜es
Seja F um supervisor obtido com base em uma aproximac¸a˜o A de forma a atender uma
especificac¸a˜o E que na˜o e´ prefixo-fechada. Os resultados discutidos anteriormente na˜o garan-
tem que o supervisor F seja na˜o bloqueante para H mesmo quando ele e´ na˜o bloqueante para
A. Sejam, por exemplo, o modelo H e a aproximac¸a˜o A mostrados na Figura 6.1(a). Observe
que um supervisor F que implemente a linguagem Lm(F/A) = v0u1 ◦ v1u1 ◦ v3u1 ◦ v4u2 e´ na˜o
bloqueante para A mas que, no entanto, e´ bloqueante para H.
H
v2u2
v1u2
v1u1
v0u1
v3u1 v4u2
A
(a) Autoˆmatos para H e para A.
v1u1
v0u1
v4u2v3u1F/H
F/A
(b) Autoˆmatos para F/H e F/A.
Figura 6.1: Modelos para ilustrar o problema de bloqueio.
Alguns trabalhos (p.ex. (Cury et al., 1998)) abordaram este tema e estabeleceram condic¸o˜es
sob as quais a propriedade de na˜o bloqueio e´ preservada para o modelo exato. Entretanto, tais
condic¸o˜es recaem sobre aspectos da planta real, os quais na˜o se tem como verificar. Em geral,
estudos neste sentido sa˜o feitos no intuito de apenas orientar os procedimentos de obtenc¸a˜o e
de refinamento de aproximac¸o˜es.
De um modo geral, quando na˜o se conhece o modelo que descreve o comportamento lo´gico
exato para uma planta, na˜o se pode garantir que o supervisor obtido sera´ na˜o bloqueante para
esta planta.
No que segue, o estudo dos problemas que surgem na utilizac¸a˜o de aproximac¸o˜es para o
sistema h´ıbrido e´ feito apenas para especificac¸o˜es prefixo-fechadas.
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6.3 Especificac¸o˜es Prefixo-fechadas
A classe de aproximac¸o˜es introduzida a seguir e´ muito importante para a continuidade do
trabalho
Definic¸a˜o 6.1 Seja H =(L,Γ) o modelo SED para H. Um autoˆmato de estados finitos A e´
dito ser uma aproximac¸a˜o v-coerente para H se L ⊆ L(A) e
(∀w∈L)(∀v∈VL(w)), UL(A)(w, v)=UL(w, v). (6.1)
Na definic¸a˜o anterior, a condic¸a˜o dada por L ⊆ L(A) significa que A tem que ser uma
aproximac¸a˜o externa (Cury et al., 1998) para o modelo lo´gico da planta h´ıbrida. Ja´ a equac¸a˜o
(6.1) requer que para toda cadeia w pertencente a linguagem L e para todo evento v poss´ıvel
de ocorrer na planta apo´s w, as condic¸o˜es que podem ser escolhidas em A sa˜o as mesmas que
podem ser escolhidas em H. Assim, as opc¸o˜es de controle que se tem no modelo aproximado
A sa˜o as mesmas opc¸o˜es dispon´ıveis na planta real.
A equac¸a˜o (6.1) tambe´m pode ser escrita como
(∀w ∈ L)(∀v ∈ VL(w)), u ∈ UL(A)(w, v)⇒ w ◦ vu ∈ L
A seguir, apresenta-se um exemplo de forma a ilustrar o conceito de v-coereˆncia.
Exemplo 6.1 Sejam os modelos H e A mostrados na Figura 6.2, onde H = (L,Γ) e´ o
autoˆmato que representa o comportamento lo´gico de uma certa planta h´ıbrida e A um autoˆmato
aproximac¸a˜o para H, ou seja, L ⊆ L(A). Observe que para w = v0u1 ◦ v1u1 ∈ L e para
v3 ∈ VL(w) tem-se que UL(w, v3) = {u1} enquanto que UL(A)(w, v3) = {u1, u2}, ou seja,
UL(w, v3) 6=UL(A)(w, v3). Sendo assim, A na˜o consiste numa aproximac¸a˜o v-coerente para H.
v4u1
v3u2
v0u1
v0u2
v1u1
v3u1
v1u2
v2u2
H
A
Figura 6.2: Exemplo de aproximac¸a˜o A que na˜o e´ v-coerente para H.

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E´ importante destacar que, em geral, nos algoritmos encontrados na literatura, p.ex.
(Chutinan, 1999), as aproximac¸o˜es sa˜o obtidas com base nas possibilidades de ocorreˆncia
de eventos, e na˜o sobre as escolhas das condic¸o˜es associadas aos eventos. Desta forma, as
aproximac¸o˜es obtidas por interme´dio destas ferramentas sa˜o v-coerentes para o modelo da
planta.
6.3.1 Abordagem Monol´ıtica
A seguir apresentam-se alguns resultados que relacionam propriedades de comportamentos
e supervisores nos contextos de modelos aproximados e do modelo exato de uma planta h´ıbrida.
Proposic¸a˜o 6.1 Seja A uma aproximac¸a˜o v-coerente para H. Se uma linguagem prefixo-
fechada K e´ vu-controla´vel e.r.a. L(A), enta˜o K∩L e´ vu-controla´vel e.r.a. L. Ale´m disso, se
um supervisor F projetado com base em A e´ tal que Lm(F/A)=K, enta˜o Lm(F/H)=K ∩L.
Prova: Seja K ⊆ L(A) uma linguagem prefixo-fechada. Inicialmente, mostra-se que se
K ∩L na˜o e´ vu-controla´vel em relac¸a˜o a L, enta˜o K na˜o e´ vu-controla´vel em relac¸a˜o a L(A).
Sabe-se que se K ∩ L na˜o e´ vu-controla´vel em relac¸a˜o a L enta˜o ∃w ∈ K ∩ L tal que
VL(w) * VK∩L(w), ou ainda, ∃w ∈ K ∩ L para o qual ∃v ∈ VL(w) mas v /∈ VK∩L(w). Mas
como K e L sa˜o prefixo-fechadas, enta˜o K ∩ L = K ∩L = K ∩L, e enta˜o pode-se afirmar que
∃w ∈ K ∩ L para o qual ∃v ∈ VL(w) mas v /∈ VK∩L(w). Sejam enta˜o w ∈ K ∩ L e v ∈ VL(w)
tais que v /∈ VK∩L(w).
i) Supondo que v ∈ VK(w), pode-se afirmar que ∃u ∈ U : w ◦ vu ∈ K, ou seja, u ∈
UK(w, v). Sabe-se que se v ∈ VK(w) e v ∈ VL(w), mas v /∈ VK∩L(w), enta˜o @u ∈
(UK(w, v)∩UL(w, v)), de onde se pode concluir que u ∈ UK(w, v) implica u /∈ UL(w, v).
Sabe-se ainda que K ⊆ L(A) e, por isso, ∀w ∈ K e ∀v ∈ VK(w), tem-se que UK(w, v) ⊆
UL(A)(w, v). Logo, pode-se afirmar que u ∈ UL(A)(w, v) e que, portanto, (∃w ∈ L)(∃v ∈
VL(w)) tais que ∃u ∈ UL(A)(w, v) : u /∈ UL(w, v), o que contraria a hipo´tese de que A e´
uma aproximac¸a˜o v-coerente para H. Portanto, v /∈ VK(w).
ii) Considerando agora que v /∈ VK(w), tem-se que ∃w ∈ K ∩ L : ∃v ∈ VL(w) mas v /∈
VK(w). Sabe-se que L ⊆ L(A) e portanto para w ∈ L tem-se que v ∈ VL(w) ⇒ v ∈
VL(A)(w). Assim, ∃w ∈ K ∩ L : ∃v ∈ VL(A)(w) mas v /∈ VK(w), ou ainda, ∃w ∈ K :
VL(A)(w) * VK(w) e portanto K na˜o e´ vu-controla´vel em relac¸a˜o a L(A).
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No que segue, deve-se mostrar que para um supervisor F tal que Lm(F/A) = K, onde K
e´ uma linguagem prefixo-fechada e vu-controla´vel e.r.a. L(A), enta˜o Lm(F/H) = K ∩ L.
Seja F um supervisor tal que Lm(F/A) =K. Como F foi obtido a partir de A e como
L ⊆ L(A), enta˜o Lm(F/H) = SupCV U (Lm(F/A) ∩ L) = SupCV U (K ∩ L). Mas, conforme
mostrado anteriormente, para K vu-controla´vel e.r.a. L(A), tem-se que K∩L e´ vu-controla´vel
e.r.a. L e portanto SupC
V U
(K ∩L)=K ∩L. Desta forma, Lm(F/H)=Lm(F/A)∩L=K ∩L.
3
Sendo assim, se A e´ uma aproximac¸a˜o v-coerente para H e se K e´ uma linguagem vu-
controla´vel e.r.a. L(A), enta˜o a parte de K que esta´ contida em L e´ vu-controla´vel e.r.a. L.
De uma forma geral, o resultado apresentado acima estabelece que se A e´ uma aproximac¸a˜o
v-coerente para H, enta˜o para qualquer supervisor F projetado com base em A de forma a
atender uma especificac¸a˜o prefixo-fechada E, tem-se que Lm(F/H)=Lm(F/A) ∩ L.
Teorema 6.1 Seja A uma aproximac¸a˜o v-coerente para uma planta H = (L,Γ) e seja um
supervisor F projetado para atender uma especificac¸a˜o prefixo-fechada E⊆PV [L(A)] de forma
que PV [Lm(F/A)] =SupCV(E). Enta˜o PV [Lm(F/H)] ⊆ SupCV(E) ∩ PV (L). Ale´m disso, se
PV [Lm(F/A)] 6= ∅, enta˜o PV [Lm(F/H)] 6= ∅.
Prova: Seja F um supervisor projetado com base em A tal que PV [Lm(F/A)] =
PV [SupCV U (K)] = SupCV(E), onde K = P
−1
V (E)∩L(A). Assim, Lm(F/A) = SupCV U (K).
Pela Proposic¸a˜o 6.1 pode-se afirmar que se A e´ uma aproximac¸a˜o v-coerente para H, enta˜o
Lm(F/H)=SupCV U (K)∩L e portanto PV [L(F/H)]=PV [SupCV U (K)∩L]⊆PV [SupCV U (K)]∩
PV (L). Mas PV [SupCV U (K)]=SupCV(E) e enta˜o PV [Lm(F/H)]⊆SupCV(E)∩PV (L).
Supor agora que PV [Lm(F/A)] 6=∅. Sabe-se que Lm(F/H)=Lm(F/A)∩L. Como Lm(F/A)
e L sa˜o linguagens prefixo-fechadas, enta˜o  ∈ Lm(F/A)∩L. Agora, de acordo com a definic¸a˜o
de projec¸a˜o de linguagens, PV () = . Desta forma,  ∈ PV [Lm(F/A) ∩ L] =PV [Lm(F/H)] e
portanto PV [Lm(F/H)] 6=∅.
3
Por fim, pode-se enunciar o seguinte corola´rio.
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Corola´rio 6.1 Dado um problema de S´ıntese de Supervisores (SSSH) para uma planta h´ıbrida
H e uma especificac¸a˜o prefixo-fechada E. Seja F um supervisor projetado para solucionar este
problema na abordagem SED baseado em uma aproximac¸a˜o A que e´ v-coerente para o modelo
lo´gico exato de H. Enta˜o, o supervisor C/E F equivalente ao supervisor SED F e´ uma
soluc¸a˜o para o problema SSSH original.
Prova: Segue diretamente do Teorema 6.1 e do Corola´rio 3.2.
3
Este resultado significa que, um supervisor soluc¸a˜o para um dado PCSE, formulado a par-
tir de uma aproximac¸a˜o A que e´ v-coerente para H, e´ tambe´m uma soluc¸a˜o para o PCSE
formulado para a planta H. Ale´m disso, o supervisor F obtido atrave´s do Algoritmo 1 apre-
sentado em (Gonza´lez et al., 2001) e´ uma soluc¸a˜o correspondente para o problema origi-
nal formulado para a planta h´ıbrida H. Entretanto, se na˜o existir um supervisor F tal que
∅ 6= PV [Lm(F/A)] ⊆ E enta˜o ou a aproximac¸a˜o A e´ muito grosseira ou a especificac¸a˜o E e´
muito restritiva. Se a especificac¸a˜o E for muito restritiva, a ponto de na˜o poder ser satisfeita
independentemente da precisa˜o da aproximac¸a˜o, enta˜o ela precisa ser relaxada para que o pro-
blema possa ser solucionado. Assumindo-se que a especificac¸a˜o possa ser satisfeita, resta o caso
em que a aproximac¸a˜o e´ grosseira. Neste caso, Cury e Krogh (1999) indicam um refinamento
da aproximac¸a˜o de forma a obter uma aproximac¸a˜o externa mais pro´xima do comportamento
lo´gico de H. Este assunto sera´ abordado mais a` frente neste cap´ıtulo.
Conforme explicado anteriormente, existem ferramentas computacionais (p.ex. Check-
Mate) que possibilitam a obtenc¸a˜o de uma aproximac¸a˜o A que seja v-coerente para H, sendo
que esta obtenc¸a˜o e´ feita sem a necessidade de se conhecer H. Assim, na s´ıntese de super-
visores para sistemas h´ıbridos na˜o e´ necessa´rio obter o modelo H = (L,Γ) que representa o
comportamento lo´gico exato para o sistema h´ıbrido H.
6.3.2 Abordagem Modular
No contexto de controle modular de sistemas h´ıbridos, os seguintes resultados podem ser
estabelecidos.
Proposic¸a˜o 6.2 Seja A uma aproximac¸a˜o v-coerente para H e sejam F1, F2 dois supervisores
SED projetados para A. Se Lm(F1/A) e Lm(F2/A) sa˜o interconsistentes, enta˜o Lm(F1/H) e
Lm(F2/H) tambe´m sa˜o interconsistentes.
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Prova: Supor que Lm(F1/A) e Lm(F2/A) sa˜o interconsistentes mas que Lm(F1/H)
e Lm(F2/H) na˜o o sa˜o. Sabe-se que se Lm(F1/H) e Lm(F2/H) na˜o sa˜o interconsisten-
tes, enta˜o ∃w ∈ Lm(F1/H) ∩ Lm(F2/H) e ∃v ∈ VLm(F1/H)(w) ∩ VLm(F2/H)(w) para os
quais @u ∈ ULm(F1/H)(w, v) ∩ ULm(F2/H)(w, v). Pela Proposic¸a˜o 6.1 pode-se afirmar que
Lm(Fi/H) = Lm(Fi/A)∩L e que portanto Lm(Fi/H) ⊆ Lm(Fi/A), o que implica Lm(F1/H)∩
Lm(F2/H) ⊆ Lm(F1/A) ∩ Lm(F2/A). Desta forma, w ∈ Lm(F1/H) ∩ Lm(F2/H) =⇒ w ∈
Lm(F1/A) ∩ Lm(F2/A). Ale´m disso, como Lm(Fi/H) ⊆ Lm(Fi/A), para w ∈ Lm(Fi/H)
tem-se que VLm(Fi/H)(w) ⊆ VLm(Fi/A)(w). Assim, para w ∈ Lm(F1/H) ∩ Lm(F2/H) e
v ∈ VLm(F1/H)(w)∩VLm(F2/H)(w) tem-se que w ∈ Lm(F1/A)∩Lm(F2/A) e v ∈ VLm(F1/A)(w)∩
VLm(F2/A)(w). Ainda, como Lm(Fi/H) ⊆ L, enta˜o w ∈ Lm(F1/H) ∩ Lm(F2/H) =⇒ w ∈ L
e v ∈ VLm(F1/H)(w) ∩ VLm(F2/H)(w) =⇒ v ∈ VL(w). Supor agora que Lm(F1/A) e Lm(F2/A)
sa˜o interconsistentes. Enta˜o, para os mesmos w e v considerados anteriormente tem-se que
∃u ∈ ULm(F1/A)(w, v) ∩ ULm(F2/A)(w, v). Mas se u ∈ ULm(F1/A)(w, v) ∩ ULm(F2/A)(w, v) enta˜o
w ◦ vu ∈ Lm(F1/A) ∩ Lm(F2/A), o que implica w ◦ vu ∈ L(A) e vu ∈ F1(w) ∩ F2(w). Ainda,
como w◦vu ∈ L(A) enta˜o u ∈ UL(A)(w, v). Considerando que A e´ uma aproximac¸a˜o v-coerente
para H, pode-se afirmar que para ∀w ∈ L e ∀v ∈ VL(w) tem-se que UL(A)(w, v) = UL(w, v)
e, portanto, para w e v considerados, tem-se que u ∈ UL(A)(w, v) ⇒ u ∈ UL(w, v) e en-
ta˜o w ◦ vu ∈ L. Logo, w ∈ Lm(F1/H) ∩ Lm(F2/H)
∧
w ◦ vu ∈ L∧ vu ∈ F1(w) ∩ F2(w),
de onde se conclui que w ◦ vu ∈ Lm(F1/H) ∩ Lm(F2/H). Ou seja, para w e v considera-
dos ∃u ∈ ULm(F1/H)(w, v) ∩ ULm(F2/H)(w, v), contrariando a hipo´tese de que Lm(F1/H) e
Lm(F2/H) na˜o sa˜o interconsistentes. Portanto, se Lm(F1/A) e Lm(F2/A) sa˜o interconsisten-
tes, enta˜o Lm(F1/H) e Lm(F2/H) sa˜o necessariamente interconsistentes.
3
Teorema 6.2 Seja A uma aproximac¸a˜o v-coerente para uma planta H = (L,Γ) e sejam F1, F2
supervisores projetados para atender duas especificac¸o˜es prefixo-fechadas E1, E2 ⊆ PV [L(A)]
de forma que PV [Lm((F1 ∧ F2)/A)] = SupCV(E1 ∩ E2), sendo Lm(F1/A) e Lm(F2/A) in-
terconsistentes. Enta˜o PV [Lm((F1 ∧ F2)/H)] ⊆ SupCV(E1 ∩ E2) ∩ PV (L). Ale´m disso, se
PV [Lm((F1 ∧ F2)/A)] 6= ∅, enta˜o PV [Lm((F1 ∧ F2)/H)] 6= ∅.
Prova: Pela Proposic¸a˜o 6.2 sabe-se que para Lm(F1/A) e Lm(F2/A) interconsistentes
tem-se que Lm(F1/H) e Lm(F2/H) tambe´m sa˜o interconsistentes. Agora, pela Proposic¸a˜o
4.3 pode-se afirmar que para Lm(F1/H) e Lm(F2/H) interconsistentes tem-se que F1 ∧ F2 e´
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consistente para H. Por definic¸a˜o, sabe-se que Lm((F1 ∧ F2)/H) =Lm(F1/H) ∩ Lm(F2/H),
mas Lm(Fi/H) = Lm(Fi/A) ∩ L (Proposic¸a˜o 6.1) e enta˜o Lm((F1 ∧ F2)/H) = [Lm(F1/A) ∩
L] ∩ [Lm(F2/A) ∩ L] = [Lm(F1/A) ∩ Lm(F2/A)] ∩ L = Lm((F1 ∧ F2)/A) ∩ L. Sendo as-
sim, PV [Lm((F1 ∧ F2)/H)] = PV [Lm((F1 ∧ F2)/A) ∩ L] ⊆ PV [Lm((F1 ∧ F2)/A)] ∩ PV (L) =
SupC
V
(E1 ∩ E2) ∩ PV (L). Portanto, PV [Lm((F1 ∧ F2)/H)] ⊆ SupCV(E1 ∩ E2) ∩ PV (L).
Supor que PV [Lm((F1 ∧ F2)/A)] 6= ∅. Pode-se afirmar enta˜o que Lm((F1 ∧ F2)/A) 6= ∅.
Mas, uma vez que F1 e F2 foram obtidos a partir de especificac¸o˜es prefixo-fechadas, enta˜o
Lm((F1 ∧ F2)/A) 6= ∅ ⇒  ∈ Lm((F1 ∧ F2)/A). Conforme mostrado antes (nesta mesma
prova), Lm((F1 ∧ F2)/H)=Lm((F1 ∧ F2)/A)∩L. Assim, como  ∈ L e  ∈ Lm((F1 ∧ F2)/A),
tem-se que  ∈ Lm((F1 ∧ F2)/H). Desta forma,  ∈ PV [Lm((F1 ∧ F2)/H)] e portanto
PV [Lm((F1 ∧ F2)/H)] 6= ∅.
3
Pode-se estabelecer agora o seguinte resultado.
Corola´rio 6.2 Dado um problema de S´ıntese Modular de Supervisores (SMSH) para uma
planta h´ıbrida H e duas especificac¸o˜es prefixo-fechadas E1, E2. Sejam Fi (i=1, 2) supervisores
projetados para solucionar este problema na abordagem SED baseado em uma aproximac¸a˜o A
que e´ v-coerente para o modelo lo´gico exato de H. Enta˜o, os supervisores C/E F i equivalentes
aos supervisores SED Fi constituem uma soluc¸a˜o para o problema SMSH original.
Prova: Segue diretamente do Teorema 6.2 e do Corola´rio 4.1.
3
Este resultado significa que se os supervisores SED F1 e F2 consistem numa soluc¸a˜o para um
dado problema de s´ıntese de supervisores modulares formulado a partir de uma aproximac¸a˜o A
que seja v-coerente para H, enta˜o estes mesmos supervisores consistem tambe´m numa soluc¸a˜o
para o problema formulado para H. Ale´m disso, os supervisores F1 e F2 obtidos atrave´s do
Algoritmo 1 apresentado em (Gonza´lez et al., 2001) constituem uma soluc¸a˜o correspondente
para o problema original formulado para a planta h´ıbrida H.
6.4 Refinamento das Aproximac¸o˜es
Conforme comentado anteriormente, uma vez que A e´ apenas uma aproximac¸a˜o para o
comportamento lo´gico do sistema h´ıbrido H, se nenhuma soluc¸a˜o e´ encontrada para um dado
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problema de s´ıntese de supervisores baseado numa aproximac¸a˜o A, na˜o significa que este
problema na˜o tenha soluc¸a˜o (Niinomi et al., 1996; Cury e Krogh, 1999). SejaA′ um refinamento
para a aproximac¸a˜o A, tal que L ⊂ L(A′) ⊂ L(A). Tendo em vista que o refinamento de uma
aproximac¸a˜o e´ feito com base na possibilidade de ocorreˆncia de eventos e na˜o sobre a escolha
das condic¸o˜es associadas a estes (Niinomi et al., 1996), se a aproximac¸a˜o A e´ v-coerente para
H enta˜o o modelo refinado A′ tambe´m e´ v-coerente para H.
Assim, no contexto da abordagem monol´ıtica, adaptando um resultado introduzido em
(Cury e Krogh, 1999), pode-se concluir que se na˜o existir um supervisor F tal que ∅ 6=
PV [Lm(F/A)] ⊆ E, enta˜o refinamentos em A podem levar a uma aproximac¸a˜o mais refi-
nada A′ para a qual existe um supervisor F ′ tal que ∅ 6= PV [Lm(F ′/A′)] ⊆ E. Este resultado
e´ ilustrado por interme´dio do exemplo apresentado a seguir.
Exemplo 6.2 Seja o modelo H e a aproximac¸a˜o externa A mostrados na Figura 6.3. Seja
ainda uma especificac¸a˜o E = v1 ◦ v3. Enta˜o K = P−1V (E) ∩ L(A) = v0u1 ◦ v1u1 ◦ v3u1 +
v0u1 ◦ v1u2 + v0u2 e SupCV U (K) = ∅, de onde se obte´m que SupCV(E) = ∅. Sendo as-
sim, na˜o existe um supervisor F para A tal que ∅ 6= PV [Lm(F/A)] ⊆ E. Seja agora A′ um
refinamento para a aproximac¸a˜o A, tal que L ⊂ L(A′) ⊂ L(A), conforme mostrado na Figura
6.3. Note que para A′ existe um supervisor F ′ tal que ∅ 6= PV [Lm(F ′/A′)] ⊆ E. Em particular,
o supervisor F ′ obtido neste exemplo a partir de A′ e´ tal que PV [Lm(F
′/A′)] = E.
v4u2
v2u1 v4u2
H v3u1
v4u2
A
A′
v0u1
v0u2
v1u1
v1u2
Figura 6.3: Autoˆmato H, aproximac¸a˜o A e refinamento A′.

Seja F um supervisor obtido com base na aproximac¸a˜o A e F ′ um supervisor obtido para a
aproximac¸a˜o refinada A′. Como A′ e´ mais restritiva que A no sentido que L(A′) ⊂ L(A), enta˜o
geralmente o supervisor F ′ e´ mais permissivo que o supervisor F , isto e´, geralmente ocorre
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que PV [Lm(F/A
′)] ⊂ PV [Lm(F ′/A′)]. Sustentado em outro resultado apresentado em (Cury
e Krogh, 1999), pode-se afirmar que se um supervisor F ′ obtido com base em A′ e´ tal que
PV [Lm(F/A
′)]⊂PV [Lm(F ′/A′)], enta˜o PV [Lm(F/H)]⊂PV [Lm(F ′/H)], ou seja, um supervisor
menos restritivo encontrado para uma aproximac¸a˜o mais refinada deve ser menos restritivo
tambe´m para o sistema h´ıbrido. O exemplo apresentado a seguir ilustra esta caracter´ıstica.
Exemplo 6.3 Considere agora os modelos mostrados na Figura 6.4. Seja a especificac¸a˜o
E = v1 ◦ v3 + v1 ◦ v2 ◦ v4, enta˜o a ma´xima linguagem vu-controla´vel e.r.a. L(A) e´ dada por
SupC
V U
[P−1V (E) ∩ L(A)] = v0u1 ◦ v1u2 ◦ v2u1 ◦ v4u2. Sendo assim, projetando um supervisor
v2u1
v4u2
v4u2
H v3u1
v4u2
A
A′
v0u1
v0u2
v1u1
v1u2
v3u1
Figura 6.4: Autoˆmato H, aproximac¸a˜o A e refinamento A′.
F com base em A obte´m-se Lm(F/A) = v0u1 ◦ v1u2 ◦ v2u1 ◦ v4u2 e portanto PV [Lm(F/A)] =
v1 ◦ v2 ◦ v4. Note ainda que PV [Lm(F/A′)] = PV [Lm(F/A) ∩ L(A′)] = v1 ◦ v2 ◦ v4. Fazendo
agora o projeto do supervisor F ′ a partir de A′, obte´m-se Lm(F
′/A′) = SupC
V U
[P−1V (E) ∩
L(A′)] = v0u1 ◦ v1u1 ◦ v3u1 + v0u1 ◦ v1u2 ◦ v2u1 ◦ v4u2, e assim PV [Lm(F ′/A′)] = v1 ◦ v3 +
v1 ◦ v2 ◦ v4. Note que PV [Lm(F/A′)] ⊂ PV [Lm(F ′/A′)]. Na Figura 6.5 mostra-se o super-
visor F obtido a partir de A e tambe´m o supervisor F ′ obtido a partir de A′.
v4u2v2u1
v0u1
v1u2
(a) Supervisor F
v4u2v2u1
v3u1
v0u1
v1u2
v1u1
(b) Supervisor F ′
Figura 6.5: Supervisores encontrados para o Exemplo 6.3.
Observe ainda que PV [Lm(F/H)] = PV [Lm(F/A) ∩ L] = v1 ◦ v2 e que PV [Lm(F ′/H)] =
PV [Lm(F
′/A′) ∩ L] = v1 ◦ v3 + v1 ◦ v2 e que portanto PV [Lm(F/H)] ⊂ PV [Lm(F ′/H)]. 
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No contexto da abordagem modular, suponha que a s´ıntese modular de supervisores seja
realizada com base numa aproximac¸a˜o A, seguindo o procedimento adotado no Cap´ıtulo 5,
e que na˜o existam supervisores F1 e F2 tais que ∅ 6= PV [Lm((F1 ∧ F2)/A)] ⊆ E1 ∩ E2. O
uso de um autoˆmato aproximac¸a˜o A′, obtido atrave´s do refinamento de A, para o qual L⊆
L(A′)⊆L(A), pode levar a supervisores F ′1 e F ′2 tais que ∅ 6= PV [Lm((F ′1∧F ′2)/A′)] ⊆ E1∩E2,
conforme mostrado no exemplo que segue.
Exemplo 6.4 Considere agora os modelos mostrados na Figura 6.6. Sejam duas especi-
ficac¸o˜es E1, E2 ⊆ PV [L(A)] dadas por E1 = v2 ◦ v3 ◦ v4 ◦ v5 + v4 ◦ v6 ◦ v2 + v4 ◦ v6 ◦ v3 e
E2 = v1 + v2 ◦ v3 ◦ v4 ◦ v1 + v4 ◦ v6 ◦ v2. Utilizando o procedimento detalhado no Cap´ıtulo
A
A′ v2u1
v3u1
v4u1
v5u1
v4u2
v1u2
v3u1
v6u1
v4u1
v2u2
v6u2
v0u1
v0u2
v1u2
Figura 6.6: Autoˆmato H, aproximac¸a˜o A e refinamento A′.
5, a partir destas especificac¸o˜es determina-se K1
↑ = SupC
V U
[P−1V (E1) ∩ L(A)] e K2↑ =
SupC
V U
[P−1V (E2) ∩ L(A)]. Autoˆmatos que reconhecem estas linguagens sa˜o mostrados na
Figura 6.7.
v6u2
v2u1
v3u1
v4u1
v5u1
v3u1
v6u1
v4u1
v2u2
v0u1
(a) SupC
V U
(P−1V (E1) ∩ L(A))
v1u2
v3u1
v4u2
v1u2
v4u1
v2u2
v6u2
v0u1
v0u2
v2u1
(b) SupC
V U
(P−1V (E2) ∩ L(A))
Figura 6.7: Projeto dos supervisores com base em A.
Pode-se verificar que SupIC
V U
(K1
↑,K2
↑) = ∅ e que portanto, de acordo com o Teorema
5.1, na˜o existem dois supervisores, F1, F2, tais que ∅ 6= PV [Lm((F1 ∧ F2)/A)] ⊆ E1 ∩ E2.
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Seja agora uma aproximac¸a˜o A′ mais refinada do que A, conforme mostrado na Figura 6.6.
Projetando novos supervisores F ′1 e F
′
2 com base nesta aproximac¸a˜o A
′ obte´m-se Lm(F
′
1/A
′)=
SupC
V U
[P−1V (E1) ∩ L(A′)] e Lm(F ′2/A′)=SupCV U [P−1V (E2) ∩ L(A′)] (ver Figura 6.8).
v4u1
v3u1
v6u2
v2u2
v6u1
v2u1
v0u1
(a) SupC
V U
(P−1V (E1) ∩ L(A
′))
v2u1
v0u1
v0u2
v1u2
v4u1
v2u2
v6u2
(b) SupC
V U
(P−1V (E2) ∩ L(A
′))
Figura 6.8: Projeto dos supervisores com base em A′.
Pode-se facilmente verificar que estas linguagens sa˜o interconsistentes, e assim tem-
se que F ′1 ∧ F ′2 e´ um supervisor consistente para A′ tal que Lm((F ′1 ∧ F ′2)/A′) =
SupC
V U
[P−1V (E1)∩L(A′)]∩SupCV U [P−1V (E2)∩L(A′)]=v0u1 ◦ v2u1 + v0u1 ◦ v4u1 ◦ v6u2 ◦ v2u2.
Logo, PV [Lm((F
′
1 ∧ F ′2)/A′)]=v2 + v4 ◦ v6 ◦ v2 6= ∅.

6.5 Concluso˜es
Neste cap´ıtulo estudaram-se os problemas que surgem quando o projeto dos supervisores
(seja na abordagem monol´ıtica seja na abordagem modular) e´ feito com base em uma apro-
ximac¸a˜o para o comportamento do sistema h´ıbrido. Mostrou-se que o problema de bloqueio
e´ dif´ıcil de ser solucionado e enta˜o tratou-se somente de problemas cujas especificac¸o˜es sa˜o
prefixo-fechadas.
No contexto da abordagem monol´ıtica, mostrou-se que um supervisor soluc¸a˜o para um
dado PCSE formulado a partir de uma aproximac¸a˜o A que e´ v-coerente para H, e´ tambe´m
uma soluc¸a˜o para o PCSE formulado para a planta H. Ale´m disso, o supervisor F obtido
atrave´s do Algoritmo 1 apresentado em (Gonza´lez et al., 2001) e´ uma soluc¸a˜o correspondente
para o problema original formulado para a planta h´ıbrida H.
De forma semelhante, no contexto da abordagemmodular verificou-se que se os supervisores
SED F1 e F2 consistem numa soluc¸a˜o para um dado problema de s´ıntese de supervisores
modulares formulado a partir de uma aproximac¸a˜o A que e´ v-coerente para H, enta˜o estes
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mesmos supervisores consistem tambe´m numa soluc¸a˜o para o problema formulado para H.
Ale´m disso, os supervisores F1 e F2 obtidos atrave´s do Algoritmo 1 apresentado em (Gonza´lez
et al., 2001) constituem uma soluc¸a˜o correspondente para o problema original formulado para
a planta h´ıbrida H.
Por outro lado, uma vez que A e´ apenas uma aproximac¸a˜o para o comportamento lo´gico
do sistema h´ıbrido H, se nenhuma soluc¸a˜o e´ encontrada para um dado problema de s´ıntese
de supervisores (na abordagem monol´ıtica ou na modular) baseado numa aproximac¸a˜o A, na˜o
significa que este problema na˜o tenha soluc¸a˜o. Constatou-se que se o projeto dos supervisores
for feito com base em uma aproximac¸a˜o A′ que e´ mais pro´xima de H (mais refinada do que
A), enta˜o e´ poss´ıvel que se encontre uma soluc¸a˜o para este problema. Por este motivo, e´
importante que se possa obter aproximac¸o˜es que sejam ta˜o pro´ximas de H quanto poss´ıvel.
Cap´ıtulo 7
Concluso˜es
A apresentac¸a˜o deste cap´ıtulo esta´ dividida em duas sec¸o˜es. Na Sec¸a˜o 7.1 descrevem-
se rapidamente os pontos abordados e as principais contribuic¸o˜es desta tese. Na Sec¸a˜o 7.2
apresentam-se algumas perspectivas de extensa˜o dos resultados obtidos neste trabalho.
7.1 To´picos Abordados e Principais Contribuic¸o˜es
Neste trabalho, tratou-se das abordagens monol´ıtica e modular para o controle superviso´rio
de uma classe de sistemas h´ıbridos. Os sistemas h´ıbridos considerados possuem dinaˆmicas
cont´ınuas e discretas interagindo entre si, sendo que a dinaˆmica discreta e´ definida por eventos
gerados quando varia´veis do espac¸o de estados cont´ınuo (ou func¸o˜es destas) alcanc¸am certos
patamares, forc¸ando enta˜o transic¸o˜es no estado discreto. A dinaˆmica cont´ınua, por sua vez, e´
determinada por uma condic¸a˜o discreta, func¸a˜o do estado discreto atual do sistema.
Apresentou-se um problema de controle superviso´rio para sistemas h´ıbridos (SSSH)
utilizando-se o paradigma de modelagem de sistemas condic¸a˜o/evento, e mostrou-se que este
problema pode ser solucionado por interme´dio da resoluc¸a˜o de um problema equivalente no
domı´nio discreto, denominado Problema de Controle Superviso´rio Equivalente (PCSE). O
problema aqui considerado consiste em uma generalizac¸a˜o daquele abordado nos trabalhos de
Cury et al. (1998), Koutsoukos et al. (2000) e Moor et al. (1998), nos quais o cara´ter discreto
adve´m somente do supervisor.
Propoˆs-se uma abordagem modular para a s´ıntese de supervisores para sistemas h´ıbridos
e mostrou-se que, diferentemente da teoria cla´ssica de controle modular de SEDs, para os
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sistemas h´ıbridos a modularidade entre as especificac¸o˜es (linguagens) na˜o e´ suficiente para
garantir que a ac¸a˜o conjunta dos supervisores modulares leve o sistema sob supervisa˜o a ter
um comportamento na˜o bloqueante e minimamente restritivo, conforme desejado. Introduziu-
se enta˜o o conceito de interconsisteˆncia entre linguagens e estabeleceram-se condic¸o˜es sob as
quais se pode utilizar a abordagem modular para o controle superviso´rio de sistemas h´ıbridos.
Propoˆs-se ainda uma metodologia para a s´ıntese de supervisores modulares que sempre leva
a uma soluc¸a˜o o´tima. Desta forma, se existe uma soluc¸a˜o para um determinado problema de
controle superviso´rio para sistemas h´ıbridos por interme´dio da abordagem monol´ıtica, enta˜o
o mesmo resultado certamente sera´ obtido por interme´dio da abordagem modular.
Exemplos foram utilizados para ilustrar a metodologia proposta, sendo que nestes exem-
plos todo processo de s´ıntese dos supervisores modulares foi feito com aux´ılio da ferramenta
Grail, tendo-se utilizado func¸o˜es desenvolvidas especificamente para este propo´sito. Utilizou-
se ainda a ferramenta CheckMate e o ambiente Simulink/Matlab. Mostrou-se enta˜o todo
o procedimento desde a modelagem, passando pela obtenc¸a˜o de um autoˆmato aproximac¸a˜o
para o comportamento lo´gico do sistema h´ıbrido, obtido por interme´dio do CheckMate, re-
solvendo o problema no domı´nio de SEDs com aux´ılio do Grail e, por fim, com aux´ılio do
Simulink/Matlab, fazendo uma simulac¸a˜o do comportamento do sistema em malha fechada.
Estudou-se ainda os problemas que surgem quando o projeto dos supervisores (seja na
abordagem monol´ıtica ou na abordagem modular) e´ feito com base em uma aproximac¸a˜o para
o comportamento do sistema h´ıbrido. Mostrou-se que o problema de bloqueio e´ dif´ıcil de ser
solucionado e enta˜o tratou-se somente de problemas cujas especificac¸o˜es sa˜o prefixo-fechadas.
Introduziu-se o conceito de aproximac¸a˜o v-coerente e mostrou-se que se um supervisor e´ uma
soluc¸a˜o para um problema formulado para uma aproximac¸a˜o v-coerente para o modelo da
planta h´ıbrida, enta˜o este supervisor e´ tambe´m uma soluc¸a˜o para o problema original (para a
planta h´ıbrida), sendo este resultado va´lido tanto para a abordagem monol´ıtica quanto para
a modular. Por outro lado, uma vez que A e´ apenas uma aproximac¸a˜o para o comportamento
lo´gico do sistema h´ıbrido H, se nenhuma soluc¸a˜o e´ encontrada para um dado problema de
s´ıntese de supervisores (na abordagem monol´ıtica ou na modular) baseado numa aproximac¸a˜o
A, na˜o significa que este problema na˜o tenha soluc¸a˜o. Mostrou-se que se o projeto dos super-
visores for feito com base em uma aproximac¸a˜o A′ que e´ mais pro´xima de H (mais refinada
do que A), enta˜o e´ poss´ıvel que se encontre uma soluc¸a˜o para este problema. Por este motivo,
e´ importante que se possa obter aproximac¸o˜es que sejam ta˜o pro´ximas de H quanto poss´ıvel.
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De forma bastante sucinta, pode-se dizer que as principais contribuic¸o˜es desta tese foram:
• a consolidac¸a˜o da abordagem monol´ıtica para a s´ıntese de supervisores para sistemas
h´ıbridos e a extensa˜o da mesma para linguagens marcadas;
• a proposic¸a˜o de uma metodologia para a s´ıntese modular de supervisores que garante a
otimalidade da soluc¸a˜o; e
• o estabelecimento de uma condic¸a˜o sob a qual se pode garantir que supervisores sinte-
tizados com base em um modelo aproximado para a planta h´ıbrida sejam uma soluc¸a˜o
tambe´m para o problema original.
7.2 Perspectivas para Futuros Trabalhos
De uma forma geral, tanto no contexto de sistemas a eventos discretos quanto no contexto
de sistemas h´ıbridos, a abordagem modular possui algumas vantagens em relac¸a˜o a` abordagem
monol´ıtica. Uma destas vantagens consiste na diminuic¸a˜o da complexidade computacional da
s´ıntese dos supervisores, uma vez que os mesmos sa˜o obtidos para especificac¸o˜es menores que
a usada na abordagem monol´ıtica.
Entretanto, da mesma forma que na abordagem monol´ıtica, na s´ıntese dos supervisores
modulares utiliza-se um modelo que representa o comportamento global para a planta. Assim,
quando este modelo possui um elevado nu´mero de estados, a complexidade computacional con-
tinua sendo um problema importante, e portanto um ponto negativo de ambas as abordagens.
No intuito de aperfeic¸oar a abordagem modular de s´ıntese de supervisores para SEDs,
de Queiroz (2004) propoˆs uma abordagem que permite a obtenc¸a˜o de um supervisor o´timo
para cada especificac¸a˜o fazendo apenas a composic¸a˜o dos subsistemas diretamente afetados
por ela, sem a necessidade portanto de obter um modelo global para a planta. Chamada
de abordagem de controle modular local, esta metodologia pode reduzir consideravelmente a
complexidade computacional da s´ıntese dos supervisores modulares mesmo quando a planta
apresenta um modelo complexo.
Pretende-se estender os resultados obtidos nesta tese atrave´s da adaptac¸a˜o da abordagem
de controle modular local para a s´ıntese de supervisores para sistemas h´ıbridos.
Deve-se fazer ainda um estudo comparativo da complexidade computacional para estas
abordagens, de forma a mostrar mais claramente as vantagens e desvantagens de cada uma
delas.
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