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Abstract
In 2002 A. Hartmann and X. Massaneda obtained necessary and suf-
ficient conditions for interpolation sequences for classes of analytic func-
tions in the unit disc such that logM(r, f) = O((1 − r)−ρ), 0 < r < 1,
ρ ∈ (0,+∞), where M(r, f) = max{|f(z)| : |z| = r}. Using another
method, we give an explicit construction of an interpolating function in
this result. As an application we describe minimal growth of the coeffi-
cient a such that the equation f ′′ + a(z)f = 0 possesses a solution with a
prescribed sequence of zeros.
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Keywords: analytic function, moderate growth, unit disc, interpola-
tion, canonical product, growth
1 Introduction and results
1.1 Interpolation in the unit disc
Let (zn) be a sequence of different complex numbers in the unit disc D = {z :
|z| < 1}, and let σ(z, ζ) =
∣∣∣ z−ζ1−z¯ζ
∣∣∣ denote the pseudohyperbolic distance in D.
Let U(z, t) = {ζ ∈ C : |ζ − z| < t}. In the sequel, the symbol C stands for
positive constants which depend on the parameters indicated, not necessarily
the same at each occurrence. We say that the sequence (zn) is uniformly discrete
or separated, if infj 6=k σ(zk, zj) > 0. L. Carleson ([2], [8]) consider the problem
of description of so-called universal interpolation sequences or interpolation sets
for the class H∞ of bounded analytic functions in D, i.e. those sequences (zk)
in D that ∀(bk) ∈ l
∞ there exists f ∈ H∞ with
f(zk) = bk. (1)
He proved that (zk) is a universal interpolation sequence for H
∞ if and only if
∃δ > 0 :
∏
j 6=k
σ(zj , zk) ≥ δ, k ∈ N. (2)
For the similar problems in Hp see [8, Chap. 9].
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For the Banach space A−n, n > 0, of analytic functions such that ‖f‖∞n =
supz∈D(1−|z|)
n|f(z)| <∞, an interpolation set is defined by the condition that
for every sequence (bk) with (bk(1 − |zk|)
n) ∈ l∞ there is a function f ∈ A−n
satisfying (1). These sets were described by K. Seip in [21]. Namely, necessary
and sufficient that (zk) be an interpolation set for A
−n is that (zn) be separated
and D+(Z) < n where
D+(Z) = lim
r↑1
sup
z∈D
∑
1
2
<σ(z,zj)<r
ln 1σ(z,zj)
ln 11−r
. (3)
We note that the condition (2) implies boundedness of the numerator in (3).
For an analytic function f in D we denote M(r, f) = max{|f(z)| : |z| = r},
r ∈ (0, 1). Let nζ(t) =
∑
|zk−ζ|≤t
1 be the number of the members of the
sequence (zk) satisfying |zk − ζ| ≤ t. We write
Nζ(r) =
∫ r
0
(nζ(t)− 1)
+
t
dt.
The results mentioned above cannot be applied to analytic functions f such
that ln 11−r = o(lnM(r, f)) (r ↑ 1). In 1956 A. G. Naftalevich [18] described
interpolation sequences for the Nevanlinna class. On the other hand, a descrip-
tion of interpolation sets in the class of analytic functions in the unit disc and
of infinite order of the growth satisfying
∃C > 0 ∀r ∈ (0; 1) : ln lnM(r, f) ≤ C ln γ
( C
1− r
)
,
where ln γ(t) is a convex function in ln t and ln t = o(ln γ(t)) (t → ∞), was
found by B. Vynnytskyi and I. Sheparovych in 2001 ([28]).
Consider the class of analytic functions such that
∃C > 0 ∀r ∈ (0; 1) : lnM(r, f) ≤ Cη
( C
1− r
)
, (4)
where η : [1,+∞) → (0,+∞) is an increasing convex function in ln t such that
ln t = o(η(t)) (t → ∞). In 2001 in the PhD thesis of the second author [23,
Theorem 3.1] (see also [29]) it was proved that given a sequence (zn) in D, in
order that for every (bn) such that
∃C > 0 ∀n ∈ N : log |bn| ≤ Cη
( C
1− |zn|
)
there exist an analytic function from the class (4) satisfying (1), it is necessary
that
∃δ ∈ (0, 1) ∃C > 0 ∀n ∈ N : Nzn(δ(1 − |zn|)) ≤ η
( C
1− |zn|
)
. (5)
In 2002 A. Hartmann and X. Massaneda [11] proved that condition (5) is actually
necessary and sufficient for a class of growth functions η containing all power
functions. They also describe interpolation sequences in the unit ball in Cn
in the similar situation. Note that the proofs of necessity in both [29], [11]
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used similar methods of functional analysis. On the other hand, the proof of
sufficiency in [11] is based on L2-estimate for the solution to a ∂¯-equation and
is non-constructive.
In 2007 A. Borichev, R. Dhuez and K. Kellay [1] solved an interpolation
problem in classes of functions of arbitrary growth in both the complex plane
and the unit disc. Following [1] let h : [0, 1) → [0,+∞) such that h(0) = 0,
h(r) ↑ ∞ (r ↑ 1). Denote by Ah and A
p
h, p > 0 the Banach spaces of analytic
functions on D with the norms
‖f‖h = sup
z∈D
|f(z)|e−h(z) < +∞, ‖f‖h,p =
(∫
D
|f(z)|pe−ph(|z|)dm2(z)
) 1
p
,
respectively. We then suppose that h ∈ C3([0, 1)), ρ(r) := ( d
2h(r)
(d log r)2 )
− 1
2 ց 0,
and ρ′(r) → 0 as r ↑ 1, for all K > 0: ρ(r + x) ∼ ρ(r) for |x| ≤ Kρ(r),
r ↑ 1 provided that Kρ(r) < 1 − r, and either ρ(r)(1 − r)−c increases for
some finite c or ρ′(r) ln ρ(r) → 0 as r ↑ 1. Note that these assumptions imply
h(r)/ ln 11−r → +∞ (r ↑ 1).
Given such an h and a sequence Z = (zk) in D denote by
D+ρ (Z) = lim sup
R→∞
lim sup
|z|↑1
card(Z ∩ U(z,Rρ(z)))
R2
.
Theorem 1 (Theorem 2.3 [1]). A sequence Z is an interpolating set for Ah(D)
if and only if D+ρ (Z) <
1
2 and infk 6=n
|zk − zn|
min{ρ(|zk|), ρ(|zn|)}
> 0.
The similar description holds for interpolation sets for the classes Aph(D),
p > 0 ([1]).
We give an explicit construction of a function solving the interpolation prob-
lem in the class A∞h =
⋃
c<∞Ach when h grows not faster than (1 − r)
−ρ,
ρ > 0. Note that the restrictions on h posed in [11, Section 5, Def.2] do not
allow growth smaller than that of a power function. In particular, it does not
admit the choices h(r) = (log r)α, α ≥ 1, h(r) = exp{(log r)β}, 0 < β < 1. On
the other hand, Theorem 4 works in these cases.
In particular, we show (Theorem 4) that condition (5) is also sufficient in
the case when η is a power function.
1.2 Zeros of solutions of f ′′ + a(z)f = 0
One of possible applications of the mentioned results is description of zero se-
quences of solutions of the differential equation
f ′′ + a(z)f = 0, (6)
where a(z) is an analytic function in D.
We deal with the following problem (cf. [12, Problem 2]).
Problem. Let (zk) be a sequence of distinct points in D without limit
points there. Find a function a(z), analytic in D such that (6) possesses a
solution having zeros precisely at the points zk. Estimate the growth of the
resulting function a(z).
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In the case when a is entire such investigation was initiated by V. Sˇeda [20]
(we address the reader to the paper [15] for further references). A survey of
results devoted to the case when A is analytic in the unit disc, and zeros of f
form a Blaschke sequence, i.e.
∑
k(1 − |zk|) < ∞, is given in [13]. The case of
an arbitrary domain is treated in [27].
In particular, in [19] it is shown that one can always find a solution to this
problem. For an entire function F (z) =
∑∞
n=0 Fnz
n define the maximal term
µ(r, F ) = max{|Fn|r
n : n ≥ 0}.
Theorem 2 ([19]). Let (zk) be a Blaschke sequence of distinct points, F be an
entire function such that
µ
( 1
1− |zk|
, F
)
≥
1
|B′(zk)|2
, (7)
where B is the Blaschke product constructed by (zk). Then there exists a function
a(z) analytic in D such that the equation (6) possesses a solution f whose zero
sequence is (zk) and for some c > 0
M(r, f) ≤ exp
( c
(1− r)5
µ
( 2
1− r
, F
))
, r ∈ [0, 1).
Unfortunately, it is hard to check (7) for a given sequence. On the other
hand, additional restrictions on the sequence allow to obtain explicit growth
estimates of the coefficient a or a solution f . In particular, in [12] it is proved
that if (zk) is a Blaschke sequence satisfying (2), then there exists an a(z)
analytic in D such that (6) possesses a bounded analytic solution with zero
sequence (zk).
Recently J. Gro¨hn and J. Heittokangas have also proved the following theo-
rem.
Theorem 3 ([10, Theorem 6(a)]). Let (zk) be a non-zero sequence in D such
that
inf
k∈N
(1− |zk|)
−q
∏
j 6=k
σ(zj , zk) > 0,
for some q > 0, and
∑∞
k=1(1−|zk|)
α <∞ for some α ∈ (0, 1]. Then there exists
a function a ∈ A−2(1+α+2q) satisfying lim sup|z|↑1 |a(z)|(1− |z|
2)2 > 1 such that
(6) possesses a solution whose zero sequence is (zk).
Our result (Theorem 6) complements those of Gro¨hn and Heittokangas in
the case when a zero sequence need not to satisfy the Blaschke condition, but
still has a finite exponent of convergence. We also show (Theorem 7) that our
estimate of the growth of the coefficient a is sharp in some sense.
1.3 Main results
Let ψ : [1,+∞)→ R+ be a nondecreasing function. We define
ψ˜(x) =
∫ x
1
ψ(t)
t
dt.
Let, in addition, ψ have finite order in the sense of Po´lya, i.e.
ψ(2x) = O(ψ(x)), x→ +∞. (8)
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Remark 1. Polya’s order ρ∗[ψ] of ψ ([7]) is characterized by the condition that
for any ρ > ρ∗[ψ], we have
ψ(Cx) ≤ Cρψ(x), x, C →∞. (9)
Note that (9) implies
ψ˜(Cx) ≤ Cρψ˜(x) + ψ˜(C) ≤ 2Cρψ˜(x), x, C →∞.
so ρ∗[ψ˜] ≤ ρ∗[ψ].
Also, it is known that (9) implies that ψ has finite order of growth, i.e.
ψ(x) = O(xρ), x→ +∞, but not vise versa.
Remark 2. In the case ψ(x) = lnp x, p ≥ 0 we get ψ˜(x) = 1p+1 ln
p+1 x, and in
the case ψ(x) = xρ, ρ > 0 we have ψ˜(x) = 1ρ (x
ρ − 1).
The following theorem gives sufficient conditions for interpolation sequences
in classes of analytic functions of moderate growth in the unit disc.
Theorem 4. Let (zn) be a sequence of distinct complex numbers in D. Assume
that for some nondecreasing unbounded function ψ : [1,+∞) → R+ satisfying
(8) we have
∃C > 0 : ∀n ∈ N Nzn
(1− |zn|
2
)
≤ Cψ
( 1
1− |zn|
)
(10)
Then for any sequence (bn) satisfying
∃C > 0 : ln |bn| ≤ Cψ˜
( 1
1− |zn|
)
, n ∈ N
there exists an analytic function f in D with the property (1) and
∃C > 0 : lnM(r, f) ≤ Cψ˜
( 1
1− r
)
. (11)
In order to prove a criterion we define a class of ‘regularly’ growing functions.
The class R consists of functions ψ : [1,+∞) → R+ which are nondecreasing,
and such that ψ˜(r) = O(ψ(r)) as r → +∞. We note that the power function
xρ, ρ > 0, belongs to R. Also, given a positive nondecreasing function ψ, if for
some C > 1 there exists t0 such that ψ(Ct) ≥ 2ψ(t) for all t > t0, then ψ ∈ R
(see [24, p.50-51]).
Combining Theorem 4 with the aforementioned result from [29] we are able
to prove the following criterion, which essentially coincides with a result from
[11].
Theorem 5. Let (zn) be a sequence of distinct complex number in D, and let
ψ ∈ R satisfy (8). The following conditions are equivalent:
(i) ∀(bn) such that
∃C > 0 : ln |bn| ≤ Cψ
( 1
1− |zn|
)
, n ∈ N
there exists an analytic function f in D satisfying (1) and
∃C > 0 : lnM(r, f) ≤ Cψ
( 1
1− r
)
;
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(ii) condition (10) holds;
(iii)
∃C > 0 ∀n ∈ N
∑
0<|zn−zj |<
1
2
(1−|zn|)
ln
1
σ(zn, zj)
≤ Cψ
( 1
1− |zn|
)
.
Remark 3. As it was proved in [22], condition (10) is equivalent to that
∃δ1 ∈ (0; 1) ∃C ∈ (0; 1) ∀z ∈ D : Nz(δ1(1 − |z|)) ≤ Cψ
( 1
1− |z|
)
.
Remark 4. Repeating the arguments from the proof of the equivalence (ii) ⇔
(iii) on p.12, one can prove that (10) holds if and only if
∃C > 0 ∀z ∈ D :
∑
0<|z−zj|<
1
2
(1−|z|)
ln
1
σ(z, zj)
≤ Cψ
( 1
1− |z|
)
.
Next results concern oscillation of solutions of equation (6).
Theorem 6. Let conditions of Theorem 4 be satisfied. Then there exists an
analytic function a in D satisfying
∃C > 0 : lnM(r, a) ≤ Cψ˜
( 1
1− r
)
, r ∈ (0, 1)
such that (6) possesses a solution f having zeros precisely at the points zk,
k ∈ N.
Corollary 1. If for some ρ > 0 a sequence (zk) satisfies the condition
∃C > 0 : Nzk
(1− |zk|
2
)
≤ C
( 1
1− |zk|
)ρ
,
then there exists a function a analytic in D satisfying lnM(r, a) = O((1−r)−ρ),
r ∈ (0, 1) such that possesses a solution f having zeros precisely at the points
zk, k ∈ N.
The following theorem is based on an example due to J. Gro¨hn and J. Heit-
tokangas [10].
Theorem 7. For arbitrary ρ > 0 there exists a sequence of distinct numbers
{zn} in D with the following properties:
i) Nzk
(
1−|zk|
2
)
≤ C
(
1
1−|zk|
)ρ
, k ∈ N;
ii) (zk) cannot be the zero sequence of a solution of (6), where lnM(r, a) =
O((1 − r)−ρ+ε0 ) for any ε0 > 0.
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2 Preliminaries
2.1 Some auxiliary results
For s = [ρ] + 1, where ρ = ρ∗[ψ], we consider a canonical product of the form
P (z) = P (z, Z, s) =
∞∏
n=1
E
(
An(z), s
)
, (12)
where E(w, 0) = 1− w, E(w, s) = (1 − w) exp{w + w2/2 + · · ·+ ws/s}, s ∈ N,
and An(z) =
1− |zn|
2
1− z¯nz
. This product is an analytic function in D with the zero
sequence Z = (zn) provided
∑
zn∈Z
(1 − |zn|)
s+1 <∞.
The following two lemmas play a key role in the proofs of the theorems. The
first one is a generalization of Linden’s lemma from [17], which gives an upper
estimate of the canonical product via nz
( 1−|z|
2
)
.
Lemma 1. Let a sequence Z = (zn) in the unit disc be such that
nz
(1− |z|
2
)
≤ ψ
( 1
1− |z|
)
, z ∈ D,
where the function ψ satisfies (8). Then for s > ρ∗[ψ] the canonical product
P (z) = P (z, Z, s) of the form (12) admits the estimate
log |P (z)| ≤ 2s+2
∞∑
n=1
∣∣∣An(z)
∣∣∣s+1≤ Cψ˜( 1
1− |z|
)
, z ∈ D, (13)
for some constant C > 0.
Remark 5. Note that any canonical subproduct of P satisfies (13) with the same
constant C. In fact, let Z1 ⊂ Z, and P1(z) = P (z, Z1, s). Then
log |P1(z)| ≤ 2
s+2
∑
zn∈Z1
∣∣∣An(z)
∣∣∣s+1≤ 2s+2
∞∑
n=1
∣∣∣An(z)
∣∣∣s+1≤ Cψ˜( 1
1− |z|
)
.
We write Bk(z) =
P (z)
E(Ak(z), s)
.
Lemma 2. For an arbitrary δ ∈ (0, 1), any sequence Z in D satisfying
∑
zk∈Z
(1−
|zk|)
s+1 <∞, s ∈ Z+ there exists a positive constant C(δ, s)
| ln |Bk(zk)|+Nzk(δ(1 − |zk|))| ≤ C(δ, s)
∞∑
n=1
|An(zk)|
s+1, k→ +∞.
The next proposition compares some conditions frequently used in interpo-
lation problems.
Proposition 1. Given a function ψ ∈ R for
∃C > 0 ∀z ∈ D : Nz
(1− |z|
2
)
≤ Cψ
( 1
1− |z|
)
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it is necessary and sufficient that
∃C > 0 ∀z ∈ D : nz
(1− |z|
2
)
≤ Cψ
( 1
1− |z|
)
, (14)
and
∀n ∈ N : | ln
(
(1 − |zn|)|P
′(zn)|
)
| ≤ Cψ
( 1
1− |zn|
)
, (15)
where P is the canonical product defined by (12), s = [ρ]+ 1, where ρ is Polya’s
order of ψ.
2.2 Proofs of the lemmas
Proof of Lemma 1. The proof repeats, in general, the original Linden’s one
([17]), therefore we only sketch it, emphasizing distinctions. Without loss of
generality we may assume that 12 ≤ |zn| < 1, n ∈ N. The first inequality (13) is
the assertion of Tsuji’s theorem [25]. To prove the second one we denote
(reiϕ) =
{
ρeiθ : r ≤ ρ <
1 + r
2
, |θ − ϕ| ≤
1− r
4
}
,
and ν(reiϕ) being the number of members of the sequences Z = (zn) in (re
iϕ);
Sh,k(ϕ) = 
(
(1− 2−k)ei(ϕ+pi2
−k(2h+1))
)
. Note that the conditions nz
( 1−|z|
2
)
=
O(ψ( 11−|z| )) and ν(z) = O(ψ(
1
1−|z| )) are equivalent as |z| ↑ 1.
Then, for zn ∈ Sh,k(ϕ), z = re
iϕ we have (see [17, p.24])
(1− |zn|2
|1− zz¯n|
)s+1
≤
1
((1 − r + r2−k−1)2 + h222−2k)
s+1
2
.
Thus, similar to that as one deduces formula (18) from [17], we obtain
∑
2−k−1<1−|zn|≤2−k
(1− |zn|2
|1− zz¯n|
)s+1
≤
≤
2k−1−1∑
h=0
2ψ(2k)
((1− r + r2−k−1)2 + h222−2k)
s+1
2
≤
2ψ(2k)(8 +B(12 ,
s
2 ))
2ks(1− r + r2−k−1)s
, (16)
where B(x, y) is the Beta-function.
Let r = |z| ∈ [1− 2−ν, 1− 2−ν−1). It follows from (16) and (9) that
∞∑
k=ν+1
∑
2−k−1<1−|zn|≤2−k
(1− |zn|2
|1− zz¯n|
)s+1
≤ C(s)
∞∑
k=ν+1
ψ(2k)
2ks(1 − r)s
≤
≤
C(s)ψ(2ν+1)
(1− r)s2(ν+1)s
∞∑
k=ν+1
2(s−ρ)(k−ν−1) ≤ C(s, ρ)ψ
( 1
1− r
)
.
Further, (16) implies
ν∑
k=1
∑
2−k−1<1−|zn|≤2−k
(1− |zn|2
|1− zz¯n|
)s+1
≤ C(s)
ν∑
k=1
ψ(2k) ≤
≤ C(s, ρ)
ν∑
k=1
∫ 1−2−k
1−21−k
ψ( 11−t )
1− t
dt ≤ Cψ˜(2ν) ≤ Cψ˜
( 1
1− r
)
.
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It is well-known that ψ(x) = O(ψ˜(2x)) (x→ +∞), so the assertion of the lemma
follows from the two latter estimates.
Proof of Lemma 2. Without loss of generality, we assume that Z is an infinite
sequence, |zn| ≥
1
2 , n ∈ N, and s ∈ N. We denote δ(1 − |zk|) = ηk, and note
that
Nzk(ηk) =
∑
0<|zn−zk|≤ηk
ln
ηk
|zn − zk|
=
∫ ηk
0
nzk(x) − 1
x
dx.
Then
ln |Bk(zk)|+Nzk(ηk) =
=
∑
n6=k
(
ln
∣∣∣(zk − zn)z¯n
1− z¯nzk
∣∣∣+Re
s∑
j=1
1
j
(An(zk))
j
)
+
∑
0<|zn−zk|≤ηk
ln
ηk
|zn − zk|
=
=
∑
0<|zn−zk|≤ηk
(
ln
ηk|zn|
|1− z¯nzk|
+Re
s∑
j=1
1
j
(An(zk))
j
)
+
+
∑
|zn−zk|>ηk
ln |E(An(zk), s)|. (17)
It is easy to see ([3, p. 528]) that |1− z¯nzk| ≤ (2+ δ)(1−|zk|) for |zn− zk| ≤ ηk.
Taking into account that |An(z)| ≤ 2, z ∈ D, we obtain for |zn − zk| ≤ ηk
C′(δ) ≤ |An(zk)| ≤ C
′′(δ),
δ
2(2 + δ)
≤
ηk|zn|
|1− z¯nzk|
≤ δ.
Therefore for the first sum in the right-hand side of (17) we get
∣∣∣∣
∑
0<|zn−zk|≤ηk
(
ln
ηk|zn|
|1− z¯nzk|
+Re
s∑
j=1
1
j
(An(zk))
j
)∣∣∣∣ ≤
≤
∑
0<|zn−zk|≤ηk
C(s, δ) ≤ C(s, δ)
∑
0<|zn−zk|≤ηk
|An(zk)|
s+1. (18)
Tsuji (see [25, p.8]) proved that for an appropriate branch of the logarithm
∑
|An(z)|<
1
2
| lnE(An(z), s)| ≤ 2
∑
|An(z)|<
1
2
|An(z)|
s+1. (19)
It can be checked that for the pseudohyperbolic disc D(z, s) =
{
ζ : σ(z, ζ) <
s
}
([9, I.1]) the inclusion
D
(
z,
δ
2 + δ
)
⊂ U(z, (1− |z|)δ)
holds (see [3, p.529] for details). Thus, for zn 6∈ U(zk, ηk) we have
0 ≥ ln
∣∣∣ z¯n(zn − zk)
1− z¯nzk
∣∣∣≥ ln δ
2(2 + δ)
.
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Hence
∑
|An(zk)|≥
1
2
|zn−zk|>ηk
ln |E(An(z), s)| =
∑
|An(zk)|≥
1
2
|zn−zk|>ηk
(
ln
∣∣∣(zk − zn)z¯n
1− z¯nzk
∣∣∣+Re
s∑
j=1
1
j
(An(zk))
j
)
≥
≥ −
∑
|An(zk)|≥
1
2
|zn−zk|>ηk
(
ln
2(2 + δ)
δ
+
s∑
j=1
2j
j
)
≥ −C(δ, s)
∑
|An(zk)|≥
1
2
|zn−zk|>ηk
|An(zk)|
s+1.
Relations (17)–(19) and the last inequality give the assertion of the lemma.
3 Proofs of interpolation theorems and Propo-
sition 1
Proof of Theorem 4. First of all, we note that the estimate
(
nz
( δ
α
(1 − |z|)
)
− 1
)+
lnα ≤
∫ δ(1−|z|)
δ
α
(1−|z|)
(nz(x) − 1)
+
x
dx ≤ Nz(δ(1 − |z|)),
where 0 < αδ < 1 < α, yields
max
θ
nreiθ (δ(1 − r)) ≤ Cψ
( 1
1− r
)
. (20)
It follows from the estimate (20) and Lemma 1 that
∞∑
n=1
|An(z)|
s+1 ≤ C(s)ψ˜
( 1
1− |z|
)
, z ∈ D.
From this estimate and Lemma 2 we deduce
| ln |Bk(zk)|| ≤ C(δ, s)ψ˜
( 1
1− |zk|
)
, k → +∞. (21)
Consider the interpolation function
f(z) =
∞∑
n=1
bn
z − zn
P (z)
P ′(zn)
(1− |zn|2
1− z¯nz
)sn−1
,
where an increasing sequence of natural numbers (sn) will be specified below.
It is not hard to check that (1) holds.
Moreover, taking into account Remark 5 and the inequality |An(z)| ≤ 2, we
have the following estimates
∣∣∣1− z¯nz
z¯n
P (z)
z − zn
∣∣∣=
∣∣∣Bn(z) exp
{ s∑
j=1
1
j
(An(z))
j
}∣∣∣≤
≤ exp
{
C(s)
∞∑
n=1
|An(z)|
s+1
}
≤ exp
{
Cψ˜
( 1
1− |z|
)}
, (22)
P ′(zn)(1− |zn|
2)
z¯n
= −Bn(zn) exp
{
1 +
1
2
+ · · ·+
1
s
}
. (23)
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Therefore, using our assumption on (bn), (22), and (23), we deduce
|f(z)| =
∣∣∣∣
∞∑
n=1
bn
P (z)(1− z¯nz)
z¯n(z − zn)
z¯n
(1− |zn|2)P ′(zn)
(1− |zn|2
1− z¯nz
)sn ∣∣∣∣ ≤
≤
∞∑
n=1
exp
{
Cψ˜
( 1
1− |zn|
)}
exp
{
Cψ˜
( 1
1− |z|
} 1
|Bn(zn)|
(1− |zn|2
|1− z¯nz|
)sn
≤
≤ exp
{
Cψ˜
( 1
1− |z|
)} ∞∑
n=1
exp
{
C′′ψ˜
( 1
1− |zn|
)}(1− |zn|2
|1− z¯nz|
)sn
. (24)
If ψ is nondecreasing then ψ˜ is convex with respect to the logarithm. The
condition ψ(t) → +∞ yields lnx = o(ψ˜(x)) (x → +∞). By Clunie-Ko¨vari’s
theorem [6], given a positive constant C0 there exists an entire function Φ(z) =∑∞
n=0 ϕnz
n such that lnM(t,Φ) = (C0 + o(1))ψ˜(C0t) (t → ∞). Then there
is t0 > 0 such that the following estimates of the maximal term µ(t,Φ) =
max{|ϕn|t
n : n ∈ Z+} are valid:
µ(t,Φ) ≤ exp{2ψ˜(C0t)}, µ(t,Φ) ≥ exp
{1
4
ψ˜
(C0t
2
)}
t ≥ t0.
Let Φˆ(z) =
∑∞
n=0 ϕˆnz
n be Newton’s majorant for the function Φ(z) (see [26,
Chap. IX, §68]). Then µ(r,Φ) = µ(r, Φˆ), and the sequence κn = ϕˆn−1/ϕˆn,
κ0 = 0 is unbounded and increasing. We choose the sequence (sn) such that
κsn ≤
1
1−|zn|
< κsn+1 . Then
µ
( 1
1− |zn|
,Φ
)
= ϕˆsn
1
(1 − |zn|)sn
, µ(t,Φ) ≥ ϕˆsn t
sn . (25)
Using the obtained inequalities and choosing C0 > max{8C
′′, 2}, we deduce
∞∑
n=1
exp
{
C′′ψ˜
( 1
1− |zn|
)}(1− |zn|2
|1− z¯nz|
)sn
≤
≤
∞∑
n=1
exp
{
C′′ψ˜
( 1
1− |zn|
)} ϕˆsn
(
2
1−|z|
)sn
ϕˆsn
(
1
1−|zn|
)sn ≤
≤
∞∑
n=1
exp
{
C′′ψ˜
( 1
1− |zn|
)} µ( 21−|z| , Φˆ
)
µ
(
1
1−|zn|
, Φˆ
) ≤
≤
∞∑
n=1
exp
{
C′′ψ˜
( 1
1− |zn|
)
+ 2C0ψ˜
( 2C0
1− |z|
)
−
C0
4
ψ˜
( C0
2(1− |zn|)
}
≤
≤ exp
{
2C0ψ˜
( 2C0
1− |z|
)} ∞∑
n=1
exp
{
−
C0
8
ψ˜
( C0
2(1− |zn|)
)}
≤
≤ exp
{
2C0ψ˜
( 2C0
1− |z|
)} ∞∑
n=1
exp
{
−(s+ 1) ln
1
1− |zn|
}
≤
≤ C(s) exp
{
2C0ψ˜
( 2C0
1− |z|
)}
. (26)
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Substituting estimate (26) in (24), we get (11).
Proof of Theorem 5. The implications (i) ⇒ (ii) and (ii) ⇒ (i) follow from
the theorem of B. V. Vynnytskyi, I. B. Sheparovych ([29]), and Theorem 4,
respectively.
We then show that (ii) and (iii) are equivalent.
As it was proved, for |z − zn| ≤ δ(1 − |z|) we have 1 − |z| ≤ |1 − z¯nz| ≤
(2 + δ)(1 − |z|), i.e. 0 ≤ ln |1−z¯nz|1−|z| ≤ ln(2 + δ). Hence,
0 ≤
∑
0<|zk−zn|6δ(1−|zk|)
(
ln
1
σ(zn, zk)
− ln
1− |zk|
|zn − zk|
)
=
=
∑
|zk−zn|6δ(1−|zk|)
ln
|1− z¯nzk|
1− |zk|
6 Nzk(αδ(1 − |zk|)) ln(2 + δ) ≤
≤ Nzk(αδ(1 − |zk|)) ln(2 + δ) lnα. (27)
Further,
∑
0<|zk−zn|6δ(1−|zk|)
ln
1− |zk|
|zk − zn|
=
∫ δ(1−|zk|)
0
ln
1− |zk|
τ
d(nzk(τ)− 1) =
= ln
1
δ
· (nzk(δ(1 − |zk|))− 1) +Nzk(δ(1− |zk|)).
Therefore
Nzk(δ(1 − |zk|)) ≤
∑
0<|zk−zn|6δ(1−|zk|)
ln
1− |zk|
|zk − zn|
≤
≤ Nzk(αδ(1 − |zk|))
(
1 + lnα ln
1
δ
)
.
The latter inequality together with (27) proves the equivalence between (ii)
and (iii).
Proof of Proposition 1. In fact, the necessity of (14) has been already estab-
lished in the proof of Theorem 4. Necessity of (15) and sufficiency follow from
Lemmas 1, 2, formula (23), and Remark 3.
4 Proofs of the oscillation theorems
Proof of Theorem 6. Let f(z) = P (z)eg(z), be analytic in D where P is the
canonical product defined by (12) with the zeros sequence Z = (zk). We can
rewrite (6) as
P ′′ + 2P ′g′ + (g′2 + g′′ + a)P = 0, (28)
and, consequently
g′(zk) = −
P ′′(zk)
2P ′(zk)
=: bk, k ∈ N. (29)
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Therefore, in order to find a solution of (6) with the zero sequence Z we have to
find an analytic function h = g′ solving the interpolation problem h(zk) = bk,
k ∈ N. Using Cauchy’s integral theorem and Lemma 1 we deduce
|P ′′(zk)| ≤
8
(1− |zk|)2
max
|z|=
1+|zk|
2
|P (z)| ≤
8
(1− |zk|)2
e
Cψ˜( 2
1−|zk|
)
.
On the other hand, (23) and (21) imply (cf. (15)) that
1
|P ′(zk)|
≤ (1 − |zk|)e
Cψ˜( 1
1−|zk|
)
.
Hence
|bk| =
∣∣∣ P ′′(zk)
2P ′(zk)
∣∣∣ ≤ 4
1− |zk|
e
Cψ˜( 1
1−|zk|
)
=
= e
Cψ˜( 2
1−|zk|
)+ln 4
1−|zk| ≤ e
Cψ˜( 1
1−|zk|
)
, k ∈ N,
because ψ˜(t)/ ln t → +∞ (t → +∞). Since the assumptions of Theorem 4
are satisfied there exists a function h analytic in D such that h(zk) = bk and
lnM(r, h) ≤ Cψ˜( 11−r ), r ↑ 1, i.e. lnM(r, g
′) ≤ Cψ˜( 11−r ), r ↑ 1.
Then, applying Cauchy’s theorem once more, we get that
M(r, g′′) ≤
2
1− r
M
(1 + r
2
, g′
)
≤ eCψ˜(
1
1−r ), r ↑ 1.
From (28) we obtain
|a(z)| ≤
∣∣∣P ′′(z)
P (z)
∣∣∣+ 2|g′(z)|
∣∣∣P ′(z)
P (z)
∣∣∣+ |g′(z)|2 + |g′′(z)|.
It follows from results of [4] or [5] that for any δ > 0 there exists a set Eδ ⊂ [0, 1)
such that
max
{ |P ′′(z)|
|P (z)|
,
|P ′(z)|
|P (z)|
}
≤
1
(1− |z|)q
, |z| ∈ [0, 1) \ Eδ,
where q ∈ (0,+∞), and m1(Eδ ∩ [r, 1)) ≤ δ(1− r) as r ↑ 1. Thus,
|a(z)| ≤ eC˜ψ˜(
1
1−|z| ), |z| ∈ [0, 1) \ E. (30)
Since M(r, a) increases, condition (8) and Lemma 4.1 from [5] imply that in-
equality (30) holds for all z ∈ D for an appropriate choice of C˜.
Proof of Theorem 7. Let ρ > 0 be given. Let εn =
1
2e
−2nρ, n ∈ N. Let (zn) be
the sequence defined by
z2n−1 = 1− 2
−n, z2n = 1− 2
−n + εn.
Then for m ∈ {2n− 1, 2n} we have as n→∞
Nzm
(1− |zm|
2
)
=
∑
0<|zk−zm|6
1
2
(1−|zm|)
ln
1− |zk|
2|zk − zm|
=
= ln
2−n +O(εn)
2εn
+ O
(
ln
2−n +O(εn)
2−n +O(εn)
)
= 2nρ +O(n) ∼
( 1
1− |zm|
)ρ
.
13
Thus, assertion i) is proved.
To prove assertion ii) we assume on the contrary that there exists a solution
f = Beg of (6) having the zero sequence (zn), where B is the Blaschke product,
and such that
lnM(r, a) ≤ C(1− r)−ρ+ε0 , r ∈ [0, 1), ε0 > 0. (31)
Repeating the arguments from the proof of Theorem 5 [12] (the only difference
is that we have smaller εn), one can show that
Therefore
|g′(z2n)| =
∣∣∣ B′′(z2n)
2B′(z2n)
∣∣∣ ≥ 1
5
e2
nρ
≥ C exp
1
(1− |z2n|)ρ
, n→ +∞.
Hence,
lnM(|z2n|, g
′) ≥ (1− |z2n|)
−ρ, n→ +∞. (32)
But (31) implies (see e.g. [14]) that ln lnM(r, f) ≤ (1 − r)−ρ+ε0 , r ↑ 1.
Repeating the arguments from the proof of Lemma 2 we get forRn = 1−3·2
−n−1
and δ = 14 that (n→ +∞)
Re g(Rne
iθ) ≤ lnM(Rn, f) + | ln |B(Rne
iθ)|| ≤
≤ lnM(Rn, f) +NRneiθ
(1−Rn
4
)
+ C
(1
4
, 1
) ∞∑
k=1
1− |zk|
2
|1− zkRneiθ|
≤
≤ exp
{( 1
1−Rn
)ρ−ε0}
+O
( 1
1−Rn
)max{ρ,1}
≤ exp
{( 1
1−Rn
)ρ−ε0/2}
. (33)
Since Re g is harmonic, B(r,Re g) = max{Re g(reiθ) : θ ∈ [0, 2pi]} is an in-
creasing function. It follows from (33) and the relation 1 − Rn ≍ 1 − Rn+1
that
B(r,Re g) ≤ exp
{( C
1− r
)ρ−ε0/2}
, r →∞.
The last estimate and Caratheodory’s inequality ([16, Chap.1, §6]) imply
lnM(r, g) ≤ C(1 − r)−ρ+ε0/2, r ↑ 1.
This contradicts to (32). The theorem is proved.
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