Classic complex analysis is built on structural function K = 1 only associated with Cauchy-Riemann equations, subsequently various generalizations of Cauchy-Riemann equations start to break this situation. The goal of this article is to show that only structural function K = 1 such that Liouville's theorem is held, otherwise, it's not valid any more on complex domain based on K-structural holomorphic, the correction should be Kw = C K or inverse proportional relation |w| =
Introduction
As all known, Liouville's theorem and maximum modulus principle all describe the constant properties on different conditions, Cauchy's integral theorem also can be generalized as well [2, 5, 6, 11] , On K-structural holomorphic [1] of them might be modified to suit general situation.
K-structural holomorphic
In the field of complex analysis, the Cauchy-Riemann equations as a certain continuity and differentiability criteria for a complex function w to be complex differentiable, namely, holomorphic or analytic [1, 3] . Furthermore, the boundary value problem was generally investigated:
w z + A (z) w + B (z) w = H, |z| < 1 Re z −k w (z) = g (z) , |z| = 1
What's more, the nonlinear Cauchy-Riemann (NCR) equations is proposed [4] u y = −v x + f (u, v) , u x = v y + g (u, v) matrix form
where f (u, v) and g(u, v) are given functions. the system of inhomogeneous Cauchy-Riemann equations is ∂u ∂x − ∂v ∂y = G(x, y), ∂u ∂y + ∂v ∂x = F (x, y)
for some given functions G(x, y) and F (x, y) defined in an open subset of R 2 . K (z)-structural holomorphic can be expressed in the form where ψ (z) is a given function. Above all, one has retrospected the developing history of relating holomorphic conditions for a complex function w defined on the complex domain C. In conclusion, the evolution of Cauchy-Riemann equations can be shown in a chain ∂w ∂z = 0 → ∂w ∂z = ϕ (z, z) → ∂w ∂z + Aw = 0
And more general formally equation can be
where K is structural function which can be chosen arbitrarily, ϕ (z, z) is a given function, it becomes the K-structural holomorphic as ϕ (z, z) = 0. Eventually, most of equations for holomorphic condition are not specified, especially, the coefficients in the equation are indistinct, particularly, the theories for the generalization of Cauchy-Riemann equation most of them come from other branches such as partial differential equation, or physical problems which are not from the pure complex analysis. Surely, the generalizations of Cauchy-Riemann equation also get new difficulties and complexity emerged. On account of this point, [1] has restarted with the continuity and differentiability of a complex function w as usually done to discuss in a K-transformation method given by
where structural function K (z) = k 1 + √ −1k 2 is complex valued function on Ω, k 1 , k 2 are real functions with respect to the variables x, y. Mathematically, this K-transformation is the most natural way to generalize the Cauchy-Riemann equation in complex analysis.
As traditionally depicted as K = 1, or the parts take values k 1 = 1, k 2 = 0. Mathematically, the generalized holomorphic condition can be clearly expressed by structural function K (z), and all equations for developing the Cauchy-Riemann equation can be summarized as some of inevitable connections to the structural function K (z) here. Therefore it follows the main theorem given by
n be an open set and complex valued function w (z) = u + √ −1v is said to be a K (z)-structural holomorphic on Ω if and only if
and its solutions are called generalized K-structural analytic functions.
As pictured in [1] , K (z)-structural holomorphic differential equation can unify all situations on the way to develop and generalize the Cauchy-Riemann equation in a simple and compact differential form, since K (z) can be chosen arbitrarily. Thusly, it suits either functions of one complex variable z in C or functions of several complex variables (3) is equivalent to the following matrix equation
Notice that here
operators only associated with the Wirtinger derivatives and structural function K (z). As a result, since K (z) can be arbitrarily chosen, then k 1 and k 2 are chosen arbitrarily. To assume that K (z) = 1 + κ (z) in C which is prominently showing the classic complex analysis built on 1. K (z)-structural holomorphic is
Conversely, it laterally reveals the importance of structural function to enlarge the scope of application. (3) can be written in a more general form
where ϕ (z, z) is some given function.
Here one gives a classical result below as a reference This lemma will tell us that w preserves angles at each point z 0 of Ω in the K (z)-structural holomorphic.
Accordingly, a natural corollary can be deduced in C n ,
where K (z) is structural function defined on Ω.
If K = c ∈ C takes values as complex constant, then c∂w = 0 always holds, in particular, let K = 1 be given for ∂w = 0. In the same way, K (z) = 1 + κ (z) holds for ∂w = −κ∂w − w∂κ It strongly implies the necessary of the structural function κ (z) for any generalization of Cauchy-Riemann equation.
Let all K (z)-structural holomorphic function be a collection, denoted as Shol. Note that corollary 1 is complete and compact form including all possible K (z)-structural holomorphic condition because of K (z) can be chosen arbitrarily, say, given a point z 0 ∈ Ω ⊂ C n , then
Suppose that w (z 0 ) = 0, then the equation
holds at z 0 , accordingly, there is either K (z 0 ) = 0 or ∂w | z=z 0 = 0 holding, it reveals that z 0 is the zero point of K (z), or the latter is just reduced to the classic Cauchy-Riemann equation, the third situation is
, hence ∂ ∂z w = 0 holds at z 0 in Ω, according to the lemma 1, K (z)-structural holomorphic always preserves angles except some particular situations, A natural question arises while investigating the above-mentioned differential systems K (z)-structural holomorphic condition: how should the solutions be obtained. In fact, the solution of (3) in C or C n is a little hard to get owing to the specific expression of K (z) is unknown, but for some particular circumstances, one can obtain the formal solution. If let imaginary part of K (z) be zero, that is, k 2 = 0, then K (z) = k 1 (x, y) holds as a real function, until then (3) is transformed into a simple form
where k 1 (x, y) = 0 is clear, writting it in a compact form is given by the following
w (z). Obviously, this is a linear equation. Similarly, suppose that k 1 = 0, then it leads to the K (z)-structural holomorphic equation
For a reason that K (z) can be arbitrarily chosen, for instance, might as well, It is convenient to us to represent a generic polynomial with any real or complex coefficients as
If K(z) has at least one pair of multiple roots, then the discriminant of K(z) is zero, and the multiplicities of all the roots can be determined algebraically. Similarly, taking the form of K is K (z) = z n + a 1 z n−1 + a 2 z n−2 + · · · + a n−2 z 2 + a n−1 z + a n then K (z)-structural holomorphic condition is z n + a 1 z n−1 + a 2 z n−2 + · · · + a n−2 z 2 + a n−1 z + a n ∂w ∂z
It can be rewritten in the form − a n ∂w ∂z
where a i ∈ C, or a i ∈ R, i = 1, 2, · · · , n, hence choose origin z = 0 such that K (z)-structural holomorphic condition turns to a n ∂w ∂z + a n−1 w = 0, for the sake of convenience, to consider a i ∈ R with a n = 0, then ∂w ∂z + a n−1 an w = 0, or standard linear equation form
For example, if let K (z) = z be given in C, it follows
More typical expressions of K can be chosen and considered
and more familiar expressions such as K (z) = e z , cos z, sin z, ln (1 + z) , (1 + z) α , 1 1−z on the whole complex plane, all this examples emphasize the arbitrariness of structural function K (z), then generalized structural Wirtinger derivatives can be followed by using
or the example shown as 
As a consequence, to combine the above equations leads to
To one's surprised, one found that K (z)-structural holomorphic condition remains the same when K (z) = e z z or z, this phenomenon implies that different structural function K (z) can derive the same K (z)-structural holomorphic condition.
A natural question emerges while investigating the above-mentioned same K (z)-structural holomorphic condition: how can the structural function K (z) be obtained to remain the K (z)-structural holomorphic condition.
On the foundation of above theorem and corollary, one will use them to reanalyze some fundamental theorems within functions of one complex variable z in C, it indicates that most of theorems are not suitable for additional structure in complex domain. Analytic or holomorphic means 1-structural holomorphic in this paper, denoted by Hol.
1.2
Liouville's theorem , then it's not difficult to prove that w = e C 1 is constant on Ω, where C 1 ∈ C is a complex constant.
Hence, with the assistance of the above lemma, if function w is holomorphic defined on the whole complex domain Ω, it's said to be entire function. If plus additional condition for the w, then one can discuss more properties about it such as w bounded on Ω, it leads to the well-known Liouville's theorem. An analytic function w is entire if its domain is C.
Theorem 2 ( Liouville's Theorem, [13] ). Let w : C → C be an bounded entire function. Then w is constant.
Liouville's theorem states that every bounded entire function must be constant. That is, every holomorphic function w for which there exists a positive number M such that |w(z)| ≤ M for all z in C is constant. Equivalently, non-constant holomorphic functions on C have unbounded images. The theorem is considerably improved by Picard's little theorem, which says that every entire function whose image omits two or more complex numbers must be constant. As a matter of fact, one can simplify Liouville's theorem to two equations given by
for z in the whole domain C.
The theorem follows from the fact that holomorphic functions are analytic. If w is an entire function, it can be represented by its Taylor series about 0: w(z) = ∞ k=0 a k z k , where
and C r is the circle about 0 of radius r > 0. Suppose w is bounded: i.e. there exists a constant M such that |w(z)| ≤ M for all z. We can estimate directly
where in the second inequality we have used the fact that |z| = r on the circle C r . But the choice of r in the above is an arbitrary positive number. Therefore, letting r tend to infinity since w is analytic on the entire plane gives a k = 0 for all k ≥ 1. Thus w(z) = a 0 and this proves the theorem. If w is less than or equal to a scalar times its input, then it is linear. Suppose that w is entire and |w(z)| is less than or equal to M|z|, for M a positive real number. We can apply Cauchy's integral formula; we have that
where I is the value of the remaining integral. This shows that w ′ is bounded and entire, so it must be constant, by Liouville's theorem.
The following result corresponds to the definable analogue of Liouville's theorem proved by Peterzil and Starchenko [13] .
Theorem 3 ( [13]
). Let w : C → C be a definable bounded entire function. Then w is constant.
physical proof of Liouvilles theorem for a class generalized harmonic functions by the method of parabolic equation[see more [12] ].
Lemma 3 ( [23]).
If w is an analytic function on Ω ∈ C and if it satisfies one of conditions below, 1. w ′ (z) = 0 holds on Ω.
2. |w (z)| is a constant on Ω.
w (z) is analytic in Ω.
4. Re w (z), or Im w (z) is constant in Ω.. then w is a constant on Ω Eventually, the condition 1 is the lemma 2, here K = 1 obviously.
Maximum modulus principle
Theorem 4 (Maximum Modulus Principle, [17, 18] ). Let w : Ω → C, where Ω is open and connected, be analytic. If |w| has a local maximum, then w is a constant.
the maximum modulus principle in complex analysis states that if w is a holomorphic function, then the modulus |w| cannot exhibit a true local maximum that is properly within the domain of w.
Let w be a function holomorphic on some connected open subset D of the complex plane C and taking complex values. If z 0 is a point in D such that |w(z 0 )| ≥ |w(z)| for all z in a neighborhood of z 0 , then the function w is constant on D. In other words, either w is a constant function, or, for any point z 0 inside the domain of w there exist other points arbitrarily close to z 0 at which |w| takes larger values. [14] has given a sneaky proof of the maximum modulus principle.
The maximum modulus principle has many uses in complex analysis, and may be used to prove the following: The fundamental theorem of algebra. Schwarz's lemma, a result which in turn has many generalisations and applications in complex analysis.
Cauchy's integral theorem
the Cauchy integral theorem in complex analysis is an important statement about line integrals for holomorphic functions in the complex plane. Essentially, it says that if two different paths connect the same two points, and a function is holomorphic everywhere in between the two paths, then the two path integrals of the function will be the same [19] .
The theorem is usually formulated for closed paths as follows: If one assumes that the partial derivatives of a holomorphic function are continuous, the Cauchy integral theorem can be proved as a direct consequence of Green's theorem and the fact that the real and imaginary parts of w = u + √ −1v must satisfy the Cauchy-Riemann equations in the region bounded by γ, and moreover in the open neighborhood U of this region.
As was shown byÉdouard Goursat, Cauchy's integral theorem can be proven assuming only that the complex derivative w(z) exists everywhere in U. This is significant, because
Gen Wang one can then prove Cauchy's integral formula for these functions, and from that deduce these functions are in fact infinitely differentiable.
Morera's theorem states that a continuous, complex-valued function w defined on an open set D in the complex plane that satisfies γ w(z) dz = 0 for every closed piecewise C 1 curve γ in D must be holomorphic on D.
The Cauchy integral theorem leads to Cauchy's integral formula and the residue theorem.
Theorem 6 ( [5]
). Suppose w is holomorphic in an open set that contains the closure of a disc Ω. If C denotes the boundary circle of this disc with the positive orientation, then
The proof of this statement uses the Cauchy integral theorem and like that theorem it only requires w to be complex differentiable.
Cauchy's integral formula is a central statement in complex analysis. It expresses the fact that a holomorphic function defined on a disk is completely determined by its values on the boundary of the disk, and it provides integral formulas for all derivatives of a holomorphic function. Cauchy's formula shows that, in complex analysis, differentiation is equivalent to integration: complex differentiation, like integration, behaves well under uniform limits a result denied in real analysis.
The theorem stated above can be generalized. The circle γ can be replaced by any closed rectifiable curve in U which has winding number one about z. Moreover, as for the Cauchy integral theorem, it is sufficient to require that w be holomorphic in the open region enclosed by the path and continuous on its closure.
Note that not every continuous function on the boundary can be used to produce a function inside the boundary that fits the given boundary function.
Lemma 4 (Cauchy's Estimate, [5, 6] ). Let w be analytic in B(a; R) and suppose if |w (z)| ≤ M for all z in B(a; R). Then 5, 6] ). Let U ⊂ C be an open set and let w be holomorphic on U. Then
This formula is sometimes referred to as Cauchy's differentiation formula. The integral formula has broad applications. First, it implies that a function which is holomorphic in an open set is in fact infinitely differentiable there. Furthermore, it is an analytic function, meaning that it can be represented as a power series. The proof of this uses the dominated convergence theorem and the geometric series applied to
The formula is also used to prove the residue theorem, which is a result for meromorphic functions, and a related result, the argument principle. In addition the Cauchy formulas for the higher order derivatives show that all these derivatives also converge uniformly. A version of Cauchy's integral formula is the Cauchy-Pompeiu formula, and holds for smooth functions as well, as it is based on Stokes' theorem. Let D be a disc in C and suppose that w is a complex-valued C 1 function on the closure of D. Then
One may use this representation formula to solve the inhomogeneous Cauchy-Riemann equations in D. Indeed, if ϕ is a function in D, then a particular solution w of the equation is a holomorphic function outside the support of µ. = φ(z,z). Note that for smooth complex-valued functions w of compact support on C the generalized Cauchy integral formula simplifies to
Generalized Cauchy's integral theorem
Next we study the integral of the K-structural analytic function in the region C. We know that there is a Green formula in R 2 showing
where ω is a bounded region whose boundary is composed of one or several smooth curves and taking right underneath. If complex coordinate is used, the Green formula can be written as [11] ∂ω
Actually, for f, g ∈ C 1 (ω), setting f, g are real functions, Otherwise, the real part and the imaginary part can be considered respectively. Let P = f + g, Q = √ −1 (f − g), plugging it into Green's formula, then
In particular, if g = 0 is taken, then
In this section, one will show that K-structural holomorphic function also can get Cauchy's integral theorem satisfied, it's now called Generalized Cauchy's integral theorem. In the beginning, one knows that
together with dz = dx + √ −1dy can deduce the result as follows Proof. In this case we have
where dλ (z) is area element. Substituting the theorem 1 in 1-dimensional into above equation, and then and it gives the desired result.
Theorem 10. Suppose w ∈ Shol (Ω) is structural holomorphic in an open set that contains the closure of a disc Ω. If C denotes the boundary circle of this disc with the positive orientation, then
for any point z ∈ Ω.
Proof. We shall consider F (ζ) =
. Such an H is, of course, continuous
on Ω.
Choose ǫ > 0 such that Ω (z 0 , r + ε) ⊂ Ω. Fix a point z ∈ Ω (z 0 , r + ε) ⊂ Ω. Then, by theorem, there is a function H : Ω (z 0 , r + ε) → C such that
Since for a closed condition γ (a) = γ (b), theorem shows that
it remains only to see that
Now it gives the desired conclusion.
Theorem 11. Let U ⊂ C be an open set and let w ∈ Shol (U) be structural holomorphic on
3 Structural Liouville's Theorem 
In fact, based on the Cramer's rule, one gets the expression of real functions u, v expressed as
Owing to determinant of the coefficient
one also obtains
It also appears that if w = w 0 = u 0 + √ −1v 0 holds as a constant at some point, then K = K 0 is a constant. Furthermore, one naturally deduces the magnitude that is |Kw| = |K| |w| = |C K |, consequently, it yields
Clearly, this is an inverse proportional function between |K| , |w|, it implies that |w| is dependent to the magnitude of structural function K and is changeable. One notices that here K, w are complex functions defined on the complex domain C, the coupling gives a constant, and the limitation is like below |K| → +∞, |w| → 0 it means that u, v → 0. Thusly, it indicates that lemma 5 is the generalization of lemma 2, namely, if |K| = const holds, then it's reduced to the lemma 2, in fact, the K = 1 is taken in the lemma 2.
3.1 the maximum modulus principle on K-structural holomorphic 
Obviously, the maximum value of (6) 
, in comparison with (5), it gives rise to the fact
, lemma 5 is the condition of extreme value, the maximum or minimum, here implies that it's maximum value.
Denote by a K (z) =
which is a real function. λ n (z − z 0 ) n at local neighborhood of point z 0 , where λ n ∈ C, n = 1, 2, · · · .
Lemma 6 (The Gutzmer-Parseval Inequality for Analytic Functions, [17] ). Let w (z) = a n z n be a convergent power series in D(0; R), where R > 0. Given r such that 0 ≤ r < R, we have |a n | 2 r 2n ≤ M (r) 2 where M (r) = max |z|=r |w (z)|.
the proof of this lemma can be found in [17] .
Corollary 2. Let w(z) be K-structural holomorphic entire function, and |w| takes larger values at z 0 . then |w| = Const |K| which is dependent to K in C.
Proof. As previously explained, it has |w (z)| |w (z 0 )| ≤ a K (z) , ∀z ∈ C together with w(z) is K-structural holomorphic entire function. Let z 0 be a point of local maximum of |w|. We can clearly assume that z 0 = 0. Expressing w by its Taylor series around z 0 = 0, we write w (z) = a n z n with z in a disk D(0; δ), where δ > 0. Then there is r, where 0 < r < δ, such that a n z n ≤ |w (0)| = |a 0 | for all z ∈ D (0, r),
Thus, we obtain a n = 0 if n ≥ 1 and w(z) = a 0 for all z ∈ D (0, r), w is a constant, that is |w| = Const |K| , hence, based on structural Liouville's theorem 12, one obtain the desire result.
Note that when K is a constant function, the maximum modulus principle still holds in C, but as K is a function in terms of the variables z or x, y, the maximum modulus principle will be accordingly rewritten in a way of structural function K. As it shown in the process of above proof, it relies on the dimensionless factor a K (z) which is up to the magnitude of structural function K. It is well-known that the maximum modulus principle in complex analysis holds at K = 1 only.
