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We present an exact renormalization group analysis of the Loschmidt amplitude of the quantum
N -state Potts chain with random quench-disordered nearest neighbor bonds, under the extreme
dynamical quantum quench. We prove that the phase transition of the Loschmidt rate function
remains sharp in general. For typical bond distributions, the phase transition is found to be a
linear-cusp, as in the pure model. For some special discrete bond distributions, however, the rate
function exhibits logarithmic divergences. These singularities are due to the competition between
the non-critical dynamical phases of the pure model, which is very different from how disorder
affects equilibrium phase transitions. In addition, due to the periodicity of the complex exponential
function, all continuous bond distributions result in rate functions which converge to a universal
value at large time.
Due to the rapid progress in experimental techniques,
dynamical quantum phase transitions (DQPT) have re-
ceived lots of interest recently [1]. It was first found in
[2] that the quantum dynamics of the transverse field
Ising chain can exhibit singular dependence on time in
the thermodynamic limit. Subsequently the DQPT has
been studied in many other examples [1, 3]. The central
quantity in DQPT that hosts this singular behavior is
called the Loschmidt amplitude G(t):
G(t) = 〈ψ0|e−iHt|ψ0〉 (1)
where |ψ0〉 is a quantum state evolving under the Hamil-
tonian H for time t. When |ψ0〉 is not an eigenstate of H,
G(t) measures the return probability of the system due to
a sudden change in the system Hamiltonian. Due to the
lack of organizing principles, such as the minimization
principle of the free energy, and numerical tools, such as
the Monte Carlo simulation, DQPTs present many chal-
lenging problems. One such problem concerns with how
disorder inherent in the Hamiltonian affects the DQPT
of the pure model. While the study of quench-disordered
systems has a rich tradition in equilibrium phase transi-
tions [4], the systems studied for DQPTs are almost all
spatially homogeneous, perhaps mostly due to the young
age of DQPTs. It is currently not clear how disorder
affects DQPTs on a general level [1], and the analytical
knowledge on any non-trivial example would be desirable.
In this paper, we initiate the quantum dynamics with
the ground state of the Potts Hamiltonian with infinite
transverse-field, and then evolve it under the Hamilto-
nian with zero transverse-field. The effect of disorder
on this DQPT is studied. We deal with systems whose
nearest-neighbor bonds are drawn independently from a
probability distribution. Relying on the knowledge of
the non-equilibrium renormalization group (RG) fixed
points of the pure Potts chain obtained recently [5], we
will prove that in general the DQPT in the presence of
random disorder remains sharp. For most distributions
of the random bonds, the DQPT will be a linear-cusp,
as in the pure model [5, 6]. For some fine-tuned discrete
distributions, however, the DQPT exhibits logarithmic
divergences. In addition, the rate function reaches a uni-
versal plateau value at large time for all continuous bond
distributions.
Consider the N -state Potts chain of L sites with peri-
odic boundary condition with the Hamiltonian [7],
HPotts = −
L∑
i=1
Ji(σ
†
iσi+1 + σ
†
i+1σi)− f
L∑
i=1
(τ †i + τi) (2)
where the operators σi and τi act on the N states of
the local Hilbert space at site i, which we label by
|0〉i, ..., |m〉i, ...|N − 1〉i. In this local basis, the σi is
a diagonal matrix with diagonal elements ωm where
ω = ei2pi/N and m = 0, · · · , N − 1. τi permutes |0〉i →
|1〉i, |1〉i → |2〉i, etc., and together with its adjoint oper-
ator acts as a transverse-field. The bond strength Ji will
be different at different lattice sites. For the Loschmidt
amplitude, we take the paramagnetic direct product state
|ψ0〉 = ⊗Li=1 1√N (|0〉i + |1〉i + ...+ |N − 1〉i) and the ferro-
magnetic Hamiltonian H = −∑i Ji(σ†iσi+1+σ†i+1σi). In
this case, G(t) becomes formally identical to a classical
partition function [5, 6]:
G(t) =
1
NL
∑
m
...T [i]mimi+1T
[i+1]
mi+1mi+2T
[i+2]
mi+2mi+3 ... (3)
where m = {m1,m2, ...,mL} is the set of degrees of free-
dom of this partition function and mi = 0, 1, ..., N − 1
takes the value of a Potts spin at site i. Here T
[i]
mimi+1
is the transfer matrix of the system between sites i and
i+ 1 and depends only on the difference between mi and
mi+1 modular N , m ≡ (mi+1 −mi)|N [5]. That is,
T [i]mimi+1 ≡ Em = eitJi2 cos(
2pi
N m) (4)
The scaling of G(t) with L is such that the following rate
function is intensive in the thermodynamic limit [2]:
l(t) = − 1
L
log |G(t)|2 = − 2
L
<{LogG(t)} (5)
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2where Log is the principal complex logarithmic function.
The rate function is thus the analog of free energy per
site in DQPTs. To analyze l(t), we perform the dec-
imation coarse-graining on the Potts chain, i.e. every
other spin is decimated away while keeping G(t) invari-
ant. This coarse-graining procedure is equivalent to mul-
tiplying two neighboring transfer matrices into one. In
[5], it has been explained that the natural coupling con-
stants to perform the RG procedure are the Ems. As a
result of matrix multiplication of two neighboring trans-
fer matrices, the coupling constants are renormalized as
[5]:
step 1: E
′[i′]
m,tmp =
N−1∑
l=0
E
[i]
l E
[i+1]
m−l
step 2: E′[i
′]
m =
E
′[i′]
m,tmp
E
′[i′]
s,tmp
(6)
where E
′[i′]
s,tmp is the first nonzero E
′[i′]
m,tmp, counting m
from 0, 1, .. to N − 1. Step 2 of Eq. 6 is necessary for
the existence of an RG fixed point, and never becomes
singular for the homogeneous Potts chain, which, as we
will see, will not be true for a disordered chain.
Consider the chain where the nearest-neighbor bonds
at different lattice sites are drawn independently from
a probability distribution, P (Ji). Since it is the free-
energy that self-averages in the equilibrium statistical
mechanics of random systems [4], we expect that the
self-averaging quantity that one should study here is the
quench-averaged rate function:
[l(t)] =
∫
dJP (J)lJ(t) (7)
where J = {J1, J2, ...} is one realization of the bonds
with a rate function lJ(t), and P (J) = ΠiP (Ji) is the
probability density of this realization. [·] denotes the
quench-averaging under P (J). The loss of translational
invariance and the fact that one has to take Log before
doing the quench-averaging bring significant challenge to
the computation of [l(t)].
For equilibrium questions, RG is a powerful tool to
analyze phase transitions of disordered systems [4, 8]. In
our case, however, the RG equation (Eq. 6) has a fatal
problem: it becomes singular when renormalizing the two
stable fixed-points of the pure system.
For concreteness, let us take N = 2 and generalize the
results later for other Ns. When N = 2, the coupling
constants can be made all real by coarse-graining the
transfer matrix once:
T [i
′] =
(
ei2Jit e−2Jit
e−i2Jit e2Jit
)(
ei2Ji+1t e−2Ji+1t
e−i2Ji+1t e2Ji+1t
)
= 2
(
cos(2(Ji + Ji+1)t) cos(2(Ji − Ji+1)t)
cos(2(Ji − Ji+1)t) cos(2(Ji + Ji+1)t)
)
.
(8)
There are two stable non-equilibrium RG fixed points,
E∗a = (1, 1) and E
∗
b = (1,−1), for the pure model [5].
The attractive basin for E∗a is E = (1, a), a > 0, and for
E∗b is E = (1, b), b < 0. After step 1 of Eq. 6 of the
coupling constants at two lattice sites, E[i] = (1, xi) and
E[i+1] = (1, xi+1), one obtains E
′[i′]
tmp = (1 + xixi+1, xi +
xi+1). Thus, within the attractive basin of each non-
critical fixed-point, E
′[i′]
0,tmp ≥ 1 and the RG equation is
perfectly regular. In addition, as long as both of E[i] and
E[i+1] are in the same attractive basin, their renormalized
coupling constant will be closer to the respective stable
fixed-point than either E[i] or E[i+1]. However, when
E[i] = E∗a and E
[i+1] = E∗b , step 1 of Eq. 6 gives, in the
form of transfer matrices,(
1 1
1 1
)(
1 −1
−1 1
)
=
(
0 0
0 0
)
, (9)
which makes the second step of Eq. 6 singular. As the
RG procedure proceeds, the coupling constants of the
disordered chain very quickly settle into the vicinity of
one of the two stable fixed-points, and the RG procedure
eventually fails.
To overcome this failure, one first notes that the nor-
malized transfer matrices at different sites commute:(
1 xi
xi 1
)(
1 xi+1
xi+1 1
)
=
(
1 xi+1
xi+1 1
)(
1 xi
xi 1
)
.
(10)
Consequently, we can move all the transfer matrices in
the phase of E∗a to the left side of the chain, and those
in the phase of E∗b to the right side without changing
the value of lJ(t). The E
∗
a and E
∗
b side of the chain can
then be respectively renormalized into one transfer ma-
trix without incurring any singularity:
Ta =
(
1 1 + a
1 + a 1
)
, Tb =
(
1 −1 + b
−1 + b 1
)
(11)
where if there are sufficiently many transfer matrices
on both sides before the renormalization, |a|  1 and
|b|  1. In the process, a regular part of the rate func-
tion will be extracted due to step 2 of Eq. 6. All of the
singularity of the rate function resides in Ta and Tb.
To clarify the above RG procedure, we decompose the
quench-averaged rate function as follows
[l(t)] = l0 + [ll(t)] + [lr(t)] + [ls(t)] (12)
where l0 = − 2L log(NL), and [ll(t)] and [lr(t)] are the two
regular parts extracted from [l(t)] by the RG procedure
on the two sides of the chain. [ls(t)] is the singular part
of the rate function and is given by
[ls(t)] = − 2
L
[<{Log Tr(Ta(t)Tb(t))}]
= − 2
L
[log |N(a − b + ab)|]
(13)
3Any chain can also be viewed as an assembly of n
chains of length L0 =
L
n . One can independently renor-
malize these n parts and will end up with a chain
composed of transfer matrices Ta,1, Ta,2, · · · , Ta,n, and
Tb,1, Tb,2, · · · , Tb,n. These transfer matrices may be dif-
ferent due to the fluctuation in the realization, but are
the same in distribution. The final a of the full chain
will then be
a =
the off-diagonal element of (Ta,1...Ta,n)
the diagonal element of (Ta,1...Ta,n)
− 1
= a,1...a,n + higher-order terms
, (14)
where a,1, etc., is defined by
Ta,1 ≡
(
1 1 + a,1
1 + a,1 1
)
. (15)
A similar expression can be written for b. In the ther-
modynamic limit L0 → ∞, n → ∞, L → ∞, a and b
both approach zero, and the singular part of the quench-
averaged rate function will be
[ls(t)] = − lim
L→∞
2
L
[log(max(|a,1...a,n|, |b,1...b,n|))]
= − lim
L0→∞
2
L0
[log(max(|a,1|, |b,1|))]
= lim
L→∞
[min(− 2
L
log |a|,− 2
L
log |b|)]
(16)
Here we have used the fact that there is no difference
between a and a,1 in the thermodynamic limit. As a
and b scale exponentially with L, as seen from Eq. 14,
the above limit exists, and [ls(t)] can finally be written
as
[ls(t)] = min(la(t), lb(t)) (17)
where
la/b(t) = − lim
L→∞
2
L
[log |a/b(t)|]. (18)
In Eq. 17, the order of min and [·] can be swapped,
because of the self-averaging property of la(t) and lb(t).
Now, here is the point: because la(t) and lb(t) are respec-
tively calculated from the renormalization of the system
in the same non-critical phase, they should be smooth
functions of t if either one of a or b is non-zero. [ls(t)]
will thus generically have a linear singularity when la(t)
and lb(t) intersect. However, when a and b both become
zero, the rate function diverges logarithmically.
Let us first consider an example exhibiting linear sin-
gularity, where the random bonds are given by
Ji = J0 + J1g, g ∼ N (0, 1) (19)
independently at each site i. Here g is a unit Gaussian
random variable, and J0 = 1 and J1 = 0.1. For any
realization of the bonds, the various terms of the rate
function in Eq. 12 can be numerically calculated by the
RG procedure. An arbitrary precision arithmetic pack-
age, such as TTMath [9], which we use, will be necessary
for the calculation of a long chain. The result of the
calculation is presented in Fig. 1 and Fig. 2.
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FIG. 1. The quench-averaged rate function of the disordered
Potts chain defined by Eq. 19. The calculation is done for
L = 216, and is averaged over 210 realizations.
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FIG. 2. [ls(t)], [la(t)], and [lb(t)] around the first (left panel)
and the second (right panel) peaks of the [l(t)] in Fig. 1. The
[ls(t)] is computed for L = 2
14, 216, and 218 respectively with
215, 214, and 213 realizations. The [la(t)] and [lb(t)] have very
weak size dependences and are only shown here for L = 218.
Another feature seen in Fig. 1 is that the rate func-
tion approaches a plateau at large t. This, in fact, is a
general feature in all disordered Potts chain with con-
tinuous bond distributions. For example, consider the
T
[i]
00 element of the transfer matrix in Eq. 4 for N = 2:
T
[i]
00 = e
i2tJi . If the distribution of Ji is continuous, then
at large t the probability density of 2tJi within one pe-
riod of the complex exponential function, i.e. 2pi, can be
viewed as constant. Thus, at large t, the distribution of
ei2tJi approaches the distribution of ei2x where x is dis-
tributed uniformly. This means not only that the rate
function of a disordered chain with a given bond distri-
bution goes into an asymptotic value at large t, but also
that this asymptotic value is the same for chains with
different bond distributions, as long as the bond distri-
bution is continuous. For example, in Fig. 3, we show
the bond distribution and the rate function of the two
chains described by Eq. 20 with J1 = 0.1 and J0 = 1 and
0.
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FIG. 3. Left: The probability density of the <{T00} for the
two disordered chains described by Eq. 20 with J1 = 0.1 and
J0 = 1 and 0, at t = 12. Right: The rate function for the
same two chains with L = 216.
As one can imagine, almost all distributions of nearest
neighbor bonds result in nonzero a(t) and b(t). How-
ever, if the chain is composed of transfer matrices Tl and
Tr, which renormalize into E
∗
a and E
∗
b in finite RG itera-
tions, then both a(t) and b(t) become zero. For exam-
ple, when N = 2, consider a chain with nearest neighbor
bonds,
Ji =
{
1, with probability p
1
2 , with probability 1− p
(20)
where 0 < p < 1. At t = pi2 , Ji = 1 and
1
2 respectively
give transfer matrices Tl and Tr:
Tl =
(−1 −1
−1 −1
)
, Tr =
(
i −i
−i i
)
(21)
Under just one iteration of the RG procedure in Eq. 6,
Tl goes into E
∗
a and Tr goes into E
∗
b . This means that, in
the thermodynamic limit, a(t) and b(t) are both strictly
zero at tc =
pi
2 for the chain described by Eq. 20. Thus,
for t in the vicinity of tc, the maximum of |a(t)| and
|b(t)| equals to cτ where τ = |t− tc| and c is a nonzero
constant. This then results in a logarithmic divergence
in the rate function:
ls(t) ∝ − log(|t− tc|), for t close to tc (22)
The rate function of the chain described by Eq. 20 with
p = 12 is shown in Fig. 4. When Jis are not exactly fine-
tuned to be 1 and 12 , the logarithmic divergence degrades
into two highly-peaked linear-cusps around tc. An exam-
ple of this is also shown in Fig. 4, with Ji = 1 and 0.499,
each with probability 12 .
We now generalize the result to other Ns. First
note that the commutativity of the Potts transfer ma-
trices still holds for N > 2. Secondly, at least for
N = 3, 4, 5 which has been explicitly studied in [5], mul-
tiplying the non-critical RG fixed-point transfer matri-
ces with one another give the zero matrix. For exam-
ple, when N = 5, there are three non-critical RG fixed-
points, E∗a = (1, 1, 1, 1, 1), E
∗
b = (1,
1
4 (−1 +
√
5), 14 (−1 −√
5), 14 (−1 −
√
5), 14 (−1 +
√
5)), and E∗c = (1,
1
4 (−1 −√
5), 14 (−1 +
√
5), 14 (−1 +
√
5), 14 (−1−
√
5)), correspond-
ing to three fixed-point transfer matrices, T ∗a , T
∗
b , T
∗
c . As
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FIG. 4. The rate function of a chain with Ji = 1 and
0.5 (0.499) each with probability 1
2
. Here, because of the com-
mutativity of the transfer matrices, the chain can be made
homogeneous by alternatingly putting 1 and 0.5 (0.499) one
after another along the chain. The calculation can thus be
done for L = ∞ by computing the leading eigenvalue of the
transfer matrix of the homogeneous chain.
one can check, T ∗aT
∗
b = T
∗
b T
∗
c = T
∗
c T
∗
a = 0. Then, the ar-
guments from Eq. 11 to Eq. 18 follow identically, giving
[ls(t)] = min(la(t), lb(t), lc(t)) (23)
where la(t), lb(t), lc(t) are analogously defined as in Eq.
18.
In this paper, we discussed the effect of disorder on the
DQPT of the Potts chain under the extreme dynamical
quantum quench. The DQPT in the presence of disorder
remains sharp in general, and is due to the competition
between the non-critical phases of the pure model. This
highlights the significance of these non-critical RG fixed
points, which may seem inapparent in the pure model.
For equilibrium phase transitions of the disordered sys-
tems, the Harris criterion [10] is a general rule that char-
acterizes the effect of small disorder. It argues that if
the fixed-point coupling distribution under the RG flow
is the pure critical fixed-point, the critical exponents of
the disordered system should be the same as those of the
pure model. As seen, the RG picture of the DQPT here
does not involve the critical phase of the pure model at
all. In fact, in the pure model, the singularity in the rate
function for some Ns is not even controlled by a critical
RG fixed point [5]. The DQPT of the disordered Potts
chain is thus incompatible with the Harris criterion, and a
general rule on how DQPTs behave with disorder awaits.
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