Abstract. We construct multiple families of solitary standing waves of the discrete cubically nonlinear Schrödinger equation (DNLS) in dimensions d " 1, 2 and 3. These states are obtained via a bifurcation analysis about the continuum (NLS) limit. One family consists on-site symmetric (vertex-centered) states; these are spatially localized solitary standing waves which are symmetric about any fixed lattice site. The other spatially localized states are off-site symmetric. Depending on the spatial dimension, these may be bond-centered, cell-centered, or face-centered. Finally, we show that the energy difference among distinct states of the same frequency is exponentially small with respect to a natural parameter. This provides a rigorous bound for the so-called Peierls-Nabarro energy barrier.
1. Introduction. In this paper we study the solitary standing waves of the discrete cubically nonlinear Schrödinger (DNLS) equation in dimensions d " 1, 2 and 3. We construct, by bifurcation methods, families of on-site (vertex-centered) symmetric and off-site (bond-, face-, and cell-centered) symmetric spatially localized discrete standing wave solutions.
We begin with a brief discussion of the continuum nonlinear Schrödinger (NLS) equation:
iB t upx, tq "´∆ x upx, tq´|upx, tq| 2 upx, tq, x P R d , t P R .
(1.1)
NLS has, for any frequency ω ă 0, a standing wave solution:
where ψ |ω| pxq is the unique solution to the nonlinear elliptic probleḿ
which is real-valued, positive, radial symmetric and decreasing to zero at spatial infinity [8, 28, 40, 41, 43, 44] ; see also Proposition 2.2. We refer to this solution as the ground state of NLS. Note that ψ |ω| pxq " a |ω| ψ 1´a |ω|x¯. Since NLS is Galilean invariant, these solutions can be "boosted" to generate solitary traveling waves. For any velocity, v, and frequency ω, e iv¨px´vtq u ω px´2vt, tq " e´i ωt e iv¨px´vtq ψ |ω| px´2vtq , (
is a solution to NLS.
We now formulate DNLS on the lattice hZ d , where h ą 0 is the lattice spacing parameter. Define u " tu n u nPZ d , t P R, and introduce the difference operator, δ j : pδ j uq n " u n`e pjq´u n , (1.5) where e pjq is the unit vector in the jth coordinate direction. The the d-dimensional discrete (centereddifference) Laplacian, δ 2 " ř d j"1 δ 2 j , is given by:
The summation is over lattice points in Z d which are a unit distance from the point n P Z d . The discrete NLS equation (DNLS) is the system:
DNLS is a Hamiltonian system, expressible in the form iB t u " δHru, us δu , where (1.8)
(1.9)
The initial value problem iB t u n ptq "´h´2pδ 2 uq n ptq´|u n ptq| 2 u n ptq , n P Z d , t ě 0
is globally well-posed, in the sense that for each f " tf n u nPZ d P l 2 pZ d q there exists a unique global solution uptq " tu n ptqu nPZ d P C 1 pr0, 8q, l 2 pZ dto (1.10) . This result follows from a standard contraction mapping argument applied to the equivalent integral equation formulation of the initial value problem; see, for example, [27] . Their proof is formulated in one dimension but applies in arbitrary dimension, since }f } l 8 pZ d q À }f } l 2 pZ d q .
Furthermore, the functionals H DNLS ru, us and
are conserved quantities (time -invariant) for solutions of DNLS.
Discrete nonlinear dispersive systems such as DNLS arise in the context of nonlinear optics, e.g. [2, 3, 14, 15, 30] , dynamics of biological molecules, e.g. [12, 13] , and condensed matter physics. For example, they arise in the study of intrinsic localized modes in anharmonic crystal lattices, e.g. [5, 42] . See also [37, 20] . In these fields, discrete systems arise either as phenomenological models or as tight-binding approximations; see also [29, 34] . There is also a natural interest in such systems as discrete numerical approximations of continuum equations.
In analogy with NLS (1.7), DNLS is known to have discrete solitary standing waves [13, 26, 48] u n ptq " e´i ωt g n , n P Z d where ω ă 0 .
(1.12)
Here, g satisfies the discrete elliptic problem, an infinite system of algebraic equations:
The goal of this paper is to present a detailed study of on-site symmetric (vertex-centered) and off-site symmetric (bond-centered, face-centered or cell-centered) discrete solitary standing waves in dimensions 1, 2 and 3. We are motivated by the general question of the effects of discretness and, in particular, the following Question: Are there discrete solitary traveling waves of DNLS?
This question has been studied at least since pioneering article of Peyrard and Kruskal [35] for the propagation of discrete kinks for discrete φ 4 model. Numerical evidence strongly supports the claim that there are no discrete traveling waves of DNLS. Figure 3 .1 displays several simulations which shed light. For a range of values of h, we solve the initial value problem for DNLS (1.7) in spatial dimension d " 1 with initial condition u n p0q " e iv¨xn ψ |ω| px n q, x n " nh, n P Z , (1.14)
obtained by evaluating e ivx ψ |ω| pxq at the lattice sites x n " nh, n P Z. For the continuum limit, the solution is given by (1.4) . Plotted in figure 3 .1 is the location of the argmax nPZ |u n ptq| versus t for the parameter choices v " 0.1 and ω " 1. The continuum limit (h " 0) corresponds to the dashed straight line of slope 2v " 0.2, the (group) speed of the solitary wave envelope ψ |ω| in (1.4) . For a range of t ě 0, the other curves start out linearly but then level off and approach a constant value x n " x n‹phq . An examination of the timeevolving solution profiles shows a rightward moving localized structure, which continuously radiates small amplitude dispersive waves ("phonons," or lattice vibrational modes), slows down and eventually relaxes to a discrete solitary wave, which is "pinned" to a lattice site.
The phenomenology developed in the physics literature to explain this phenomenon is as follows. The discrete dynamical system, DNLS, supports solitary standing waves which are centered "on-site" and "offsite". Note, for the continuum (translation invariant NLS, (1.1) ) limit, that the values of time-invariant quantities
for u " u ω px`x 0 , tq are independent of x 0 . For DNLS, in contrast, the on-site waves are of lower energy and are therefore stable. An amount of energy equal to this energy difference, the Peierls-Nabarro (PN) barrier, must be expended to move a discrete soliton from one lattice site to an adjacent one. This energy is dissipated through the radiation of small amplitude dispersive waves (phonons) to infinity. Since a quantum of energy is lost at each transition, the translating localized wave structure eventually no longer exceeds the PN barrier and converges asymptotically to a discrete on-site (stable) solitary wave. A mathematically rigorous study of these phenomena is an open problem. and .66 and initial condition (1.14) for v " 0.1 and ω " 1.
Remark 1.1. Another class of discrete nonlinear systems which exhibits similar phenomena are latticenonlinear Klein-Gordon models, e.g. the discrete sine-Gordon equation and the discrete φ 4 equation [35, 25] . A study of the latter stages of asymptotic relaxation to a stable on-site kink, via radiative (non-dissipative) decay phenomena is pursued in [25] . The mechanism is resonant coupling of discrete and continuum modes and resulting radiation damping, studied in the setting of continuum nonlinear wave equations in, for example, [47, 38, 9, 39] . Remark 1.2. We note that there are discrete systems which have translating, non-deforming solitary traveling waves: (a) The Ablowitz-Ladik (AL) lattice, a discrete integrable system resulting from a special discretization of the one-dimensional NLS [1] (see also discussion in section 1.2), (b) FPU lattices in the supersonic regime [18, 17, 33, 21] and (c) the nonlinear Klein-Gordon lattice [6] in the supersonic regime.
The goal of this work is to obtain a precise understanding of the on-site symmetric and off-site symmetric discrete solitary standing waves. For simplicity, we first describe our results for d " 1. Two and three dimensional lattices are discussed later in this section and in greater detail in section 8. Definition 1.1 (On-site symmetric and off-site symmetric states in one spatial dimension). Let g " tg n u nPZ .
1. A solution to equation (1.13 ) is referred to as on-site symmetric if for all n P Z, it satisfies g n " g´n.
(1.15)
In this case, g is symmetric about n " 0.
2.
A solution to equation (1.13) is referred to as off-site symmetric or bond-centered symmetric if for all n P Z, it satisfies g n " g´n`1.
(1.16)
In this case, g is symmetric about the point halfway between n " 0 and n " 1. On-site symmetric (left) and off-site symmetric or bond-centered (right) standing wave solutions of discrete NLS for d " 1. Discrete solitary waves profiles are defined by the values at discrete points, nh (here h " 0.6 and ω " 1). Plotted are linearly interpolated profiles.
We seek spatially localized on-site and off-site solutions of (1.13) in two related distinguished limits, expressed in terms of the frequency ω and lattice spacing h: (L1) Continuum limit; frequency ω ă 0 fixed and lattice (grid) spacing h Ñ 0. This is a limit of interest in numerical computations. Solutions are expected to approach those of continuum NLS. (L2) Homogenized long wave limit; fixed lattice spacing h and ω Ñ 0. Here, there is large scale separation between the width of the discrete standing wave and the lattice spacing. Solutions are expected to approach a (homogenized or averaged) continuum NLS equation.
The two limits (L1) and (L2) may be studied together through the introduction of a single parameter. Introduce
Then, G " tG n u nPZ d satisfies the nonlinear eigenvalue probleḿ
Thus, the limits (L1) and (L2) are reduced to the study of DNLS for lattice spacing h " 1 and α Ñ 0. Nonlinear bound states arise as bifurcations of non-trivial localized states from the zero state at frequency α 2 " 0, the endpoint of the continuous spectrum; see Figure 1 .3. Bifurcation of onsite (solid line) and off-site (dashed line) solutions of (1.18) from the continuous spectrum with l 2 pZq norm as a function of Ω "´α 2 . The thick dark line marks the finite band of continuous spectrum, the interval r0, 4s, of the discrete Laplacian,´δ 2 .
The main results of this paper concern the localized solutions of (1.18) for α 2 small: 1. Theorems 3.1 and 3.2, Bifurcation of onsite and off-site states of DNLS : In dimensions d " 1, 2 or 3, there exist families of on-site (vertex-centered) symmetric and off-site (bond-, faceand cell-centered) symmetric solitary standing waves of (1.18), which bifurcate from the continuum limit (α Ó 0) ground state solitary wave of NLS. See figure 1.2. 2. Theorem 3.3, Exponential smallness of the Peierls-Nabarro barrier: Fix s P p0, 1q and arbitrarily close to zero. Then, there exist positive constants α 0 and C ą 0 such that for all 0 ă α ă α 0 , we have:ˇˇˇN 20) and
are the corresponding square l 2 pZ d q norm (Power) and Hamiltonian of (1.18) (for effective lattice spacing h " 1). The quantities
are related to the PN barrier; see the earlier discussion. Theorem 3.3 applies for d " 1, 2, 3 where G α,on corresponds to a vertex-centered state and G α,off corresponds to a bond-, face-, or cell-centered state. Remark 1.3. Plotted in Figure 1 .3 are the bifurcating curves of on-and off-site states for the onedimensional DNLS equation showing the lower value of N for the on-site state. Physical heuristics and these numerical simulations suggest that the on-site state is the least energy ("ground") state:
(1.23)
1.1. Strategy of proofs of Theorem 3.1 -Theorem 3.3. We outline the strategy for dimension d " 1. As noted above in (L1) and (L2), the limit α Ñ 0 in (3.1) is related to the continuum NLS limit. In order to compare the spatially discrete and spatially continuous problems, it is natural work, respectively, with the discrete and continuous Fourier transforms. These are both functions of a continuum variable (momentum, respectively, quasi-momentum).
Let p gpqq " F D rgspqq denote the discrete Fourier transform on Z of the sequence g " tg n u nPZ and let r f pqq " F c rf spqq denote the continuous Fourier transform on To prove our main results, we first rewrite the equation for a DNLS standing wave profile (onsite or offsite) g " g σ,α P l 2 pZq, (1.18), in discrete Fourier space for Gpqq " e´i
Kpqq. Here, σ " 0 corresponds to the on-site case and σ " 1{2 to the off-site case. Note that p Kpqq is determined by its restriction, p φpqq, to the fundamental cell q P B " r´π, πs (Brillouin zone); we occassionally suppress the dependence on α or σ for notational convenience.
Define the rescaled quasimomentum: Q " q{α. We obtain the following equation for p ΦpQq " p φpq{αq, defined for Q P B α " r´π{α, π{αs, the rescaled (stretched) Brillouin zone:
Here, χ B α pQq is characteristic function of B α , M α pQq is the scaled Fourier symbol of the discrete Laplacian:
Φ˚p Φ˚p Φ¯pQ´2mπ{αq.
(1.27)
It is important to note that the nonlinear operator, p Φ Þ Ñ D σ,α r p Φs, depends on σ, which designates the case of on-site or off-site states, only through the "˘1 side-band" term R σ 1 . Reasoning formally, we see that (1.25) converges to: In fact, we show in Theorems 3.1 and 3.2 that for any non-negative integer J, there solutions of (3.1), p Φ " z Φ α,σ pQq for σ " 0 (on-site), and σ " 1{2 (offsite), of the form:
The mappings Ă ψ 1 Þ Ñ F j r Ă ψ 1 s, j ě 1, are nonlocal nonlocal mappings defined below. For any J ě 1, the sum:
p´π{α,π{αq is of order α 2J`1 as α Ó 0 . Hence, up to the phase factor related to the centering of the wave relative to the spatial lattice, the difference between on-site and off-site states is beyond all polynomial orders in α for α Ó 0.
From the previous discussion, the on-site and off-site discrete standing solitary standing waves, G α,on
and G α,off can be constructed from (1.29), by rescaling Q " q{α and inverting the discrete Fourier transform, Theorem 3.3, which bounds the differences N rG α,on s´N rG α,off s and HrG α,on s´HrG α,off s, related to the Peireles-Nabbaro barrier, are exponentially small, is derived using the continuity of N r¨s and Hr¨s, and the Plancherel identity as follows:ˇˇˇN
pQq´z Φ α,0 pQq, whose equation may be derived from the difference of the equations: D α,σ r z Φ α,σ sQq " 0, σ " 0, 1{2; see (1.25) . The norm of z Φ diff is shown to be controlled by that of the˘1 side-band terms, R σ 1 . The latter is shown to be exponentially small, using the exponential decay, uniformly in α small, of z Φ α,σ pQq, σ " 0, 1{2; see Appendix C . We obtain:
Finally we remark that the relation of (1.25) to the continuum limit NLS equation (1.28) was based on formal convergence argument, as α Ó 0, for fixed scaled quasimomentum, Q P r´π{α, π{αs. To make the arguments rigorous we use a Lypapunov-Schmidt reduction strategy. We first solve the quasi-momentum components of z E α,σ J pQq for α r´1 ď |Q| ď π{α, p0 ă r ă 1q (high frequency components of z E α,σ J ) in terms of those for 0 ď |Q| ď α r´1 (low frequency components of z E α,σ J
). The solutions of the low-frequency equation can be studied perturbatively about the continuum NLS limit using the implicit function theorem.
Previous work on solitary standing waves of DNLS and relation to the present work.
Campbell and Kivshar [10] provided an early formal calculation of the energy difference between off-site and on-site discrete solitary waves (PN barrier) in a small perturbation of the Ablowitz-Ladik (AL-DNLS) system. AL-DNLS, a completely integrable Hamiltonian system, is the particular discretization of 1D NLS in which |u n ptq| 2 is replaced by
. AL-DNLS has localized discrete breather solutions which can be centered about any point in the continuum, R. The results in [10] suggest that the off-site state of DNLS has larger Hamiltonian energy than the on-site state for fixed l 2 norm, an effective PN barrier which is exponentially small in the perturbative parameter. Also in the perturbed AL-DNLS setting, Kapitula and Kevrekidis [24] perform linear spectral analysis about on-and off-site states and reach conclusions consistent with those in [10] .
Weinstein [48] studied, by variational methods, the existence of discrete solitary standing waves of DNLS in Z d , with general homogeneous polynomial nonlinearity; see also [44] . Here, such waves are realized as minimizers (nonlinear ground states) of the Hamiltonian, H DNLS , subject to fixed l 2 norm. Such ground states, when they exist, are nonlinearly orbitally stable. Particular attention is given to conditions on the nonlinearity and spatial dimension for which there is an excitation threshold, a positive l 2 threshold below which there does not exist any bound state [48] . This variational method of construction does not give information on whether nonlinear ground states are on-site or off-site.
Variational methods can also be used to construct on-site and off-site solitary standing waves solutions of (1.18) by appropriately constraining the function classes in which critical points are sought. Bambusi and Penati [4] construct on-site and off-site solitary standing wave solutions near the continuum limit (0 ă α 2 ! 1) of the one-dimensional DNLS by combining a finite element approach with the above variational formulation. Herrmann [22] constructs on-site and off-site solitary standing waves for any α 2 ą 0 as the infinite period limit of variationally obtained periodic standing waves; see also [32] . Chong, Pelinovsky, and Schneider [11] construct, in an asymptotic limit, on-site and off-site states which lie near formal collective coordinate (variational) approximations.
From the perspective of the general dynamics of DNLS (1.7), our results complement earlier work and extend it to higher dimensions. Our bifurcation results provide a step in the direction of a better dynamical understanding in that the construction can be used, for α 2 ą 0 and small, in a perturbative spectral analysis of the linearized dynamics separately about on-site and off-site states of general DNLS-type equations in dimensions d " 1, 2, 3. A challenging aspect of this path is that the energy difference between on-and off-site states (PN barrier), and other properties, is exponentially small in α; see Figure 1 .3.
1.3. Outline of the paper. In Section 1.4, we first provide a summary of basic facts about the discrete Fourier transform and some of its properties, and also provide a list of notations and conventions used throughout the paper. In Section 2, we summarize the properties of the continuum NLS solitary standing wave which we will use in the following sections. In Section 3, we state our result on the bifurcation of onsite and offsite solitary waves for spatial dimension d " 1 (Theorem 3.1; see figure 1.2), and general dimension d " 1, 2, 3 (Theorem 3.2). The exponentially small bound on the PN-barrier, the l 2 energy difference between onsite and offsite solutions is stated in Theorem 3.3. Sections 4 through 6 contain the proof of Theorem 3.1. In particular, Section 4.2 contains a formal asymptotic analysis of DNLS which we use in the proof. Sections 5 and 6 construct the error in the rigorous asymptotic expansion of the solution to DNLS. In Section 5, we obtain equations for the error and and construct the high frequency component of the error as a function of the low frequency components and the small parameter α. In Section 6 we construct the low frequency component of the error and map our asymptotic expansion back to the solution to DNLS, completing the proof of Theorem 3.1. In Section 7, we prove Theorem 3.3. In Section 8, we provide details which generalize the proofs found in Sections 4 through 7 to general spatial dimension d " 1, 2, 3, completing the proofs of Theorems 3.2 and 3.3. There are several appendices. In Appendix A we discuss properties of the discrete Fourier transform. In Appendix B we provided a formulation of the implicit function theorem, which we can apply directly to our setting. Appendix C addresses generally the exponential decay of solitary waves in the Fourier variable, a property which we use often. Appendices D through G contain various technical tools and details used. the sequence f " tf n u Thus, p f is completely determined by its values on B. We shall also make use of the scaled Brillouin zone,
The inverse discrete Fourier transform is defined by
A summary of key properties of the discrete Fourier transform is included in Appendix A.
A function F pqq, q P R d is said to be 2π´periodic if for all j P t1, . . . , du : F pqq " F pq`2πe pjq q. A function F pqq, q P R d is said to be 2πσ´pseudo-periodic if there exists a σ P R such that F pqq " e 2πiσ F pq`2πe pjq q, j " 1, . . . , d. Throughout the paper, we shall follow the convention that C ą 0 and C j , j P N refer to constants, which may not necessarily be the same constant between any two inequalities.
For a and b in L The standard convolution on R d is defined by
For f P L 2 pR d q, the continuous Fourier transform and its inverse are given by
The following are notations used throughout: 1. The inner product,
where f is the complex conjugate of f .
3. L 2 pAq, the space of functions satisfying }f } L 2 pAq "`´A |f pxq| 2 dx˘1 {2 ă 8.
pAq, the space of functions f P L 2,a pAq which are even. That is, for any
We also refer to these as symmetric functions.
pjq is the standard unit vector in the jth coordinate direction. When d " 1, we also use the short-hand pδf q n " pδ 1 f q n " f n`1´fn . 9. For d " 1 and f " tf n u nPZ , the one-dimensional discrete Laplacian is given by:
The summation is over nearest neighbor lattice points.
10. χ A pxq "
, the indicator function for a set A, and χ A " 1´χ A .
11. f pαq " Opα 8 q if for all n ě 1, f pαq " Opα n q.
Throughout this article, we shall make frequent use of the following inequalities. .3) is of the form e iθ ψ |ω| px´x 0 q for some θ P R and x 0 P R d .
Equivalently by the Plancherel identity, we have that if
We shall also require the detailed properties of the Fourier transform of ψ |ω| :
Proposition 2.2 (Fourier transform of NLS Ground State). The Fourier transform, Ą ψ |ω| pqq " F c rψ |ω| spqq, satisfies the equation
and has the following properties:
1. Scaling:
2. Exponential decay bound: Let a ą d{2. Then, there exists a positive constant C 0 such that
The exponentially weighted L 2,a bound, (2.4), follows from Lemma C.2 in Appendix C.
In our bifurcation analysis, an important role is played by the the operator f Þ Ñ L`f , the linearization of the stationary NLS equation with ω " 1, (1.3), about ψ 1 . Here,
In particular, we require a characterization of the L 2 pR d q´kernel of L`; see [45, 28, 8, 43] .
The continuous spectrum of L`is given by the half-line r1, 8q. 2. Zero is an isolated eigenvalue with corresponding eigenspace,
3. Equivalently, the kernel of Ă L`is spanned by the functions
3. Main results and strategy of the proof. We begin with precise statements of our results on the existence of discrete solitary standing waves in spatial dimensions d " 1, 2, 3. We first give the simpler statement in dimension d " 1, referring to the two types of solutions of Definition 1.1; see figure 1.2. 
. . , J and a positive constant α 0 " α 0 rJs ą 0 such that for all 0 ă α ă α 0 , the following holds: There exist two families of real-valued symmetric solutions to (3.1). These are on-site (vertexcentered) and off-site (bond-centered) solutions of DNLS (3.1). To leading order in α 2 satisfy:
On-site symmetric (vertex-centered):
Off-site symmetric (bond-centered):
where
In Definition 8.1, we generalize the notion of on-site symmetric (vertex-centered) and off-site symmetric (bond-centered) waves to the notion of σ´centered waves. 
There exists a constant α 0 " α 0 rJs ą 0 and
q such that for all 0 ă α ă α 0 , the following holds:
1. For every d´tuple σ P t0, 1{2u d (see Table 3 ), there exists a real-valued σ´centered solution of (3.1); see Definition 8.1:
, where (3.4)
2. There are 2 d solutions, one for each σ P t0, 1{2u d . Modulo reflections, there are d`1 distinct centerings which are labeled in Table 3 .
Cell-centered (Off-site) Remark 3.1. In Theorem 3.2, we assume 1 ď d ď 3. We do not expect there to be a bifurcation from at zero frequency for dimensions d ě 4. Indeed, the α 2 Ñ 0 rescaled-limit of such bifurcating states is the solitary standing wave solution of continuum NLS, satisfying´∆u`u´u 3 " 0. A well-known argument based on "Pohozaev" / virial identities shows that the equation´∆u`u´u p " 0 has H 1 pR d q solutions only if p ă pd`2q{pd´2q. For the cubic case, p " 3, this implies d ď 3; see, for example, [40, 41] . Therefore, there can be no bifurcation for d ě 4. 
Remark 3.2 (Connection to results on stability).
Results of [19, 46] imply that conditions for the stability of a positive and decaying solitary standing wave solution, G α,σ , is orbitally Lyapunov stable provided (S1) L disc has one negative eigenvalue. (S2) The following "slope" condition holds:
Conjecture 2, (1.23), implies that the onsite DNLS standing wave satisfies (S1) and therefore that the curve α Þ Ñ N " G α,σ"0 ‰ determines the stability or instability of the on-site wave.
4. Beginning of the proof of Theorem 3.1; formulation of DNLS in Fourier space for d " 1. For ease of presentation, we focus initially on the one-dimensional case (d " 1). We adapt the current discussion to dimensions d " 2, 3 (Theorem 3.2) in section 8.
Applying the discrete Fourier transform (1.32) to equation (3.1), governing G " G α , we obtain an equivalent equation for the discrete Fourier transform, p Gpqq " x G α pqq:
where we recall the definition of the convolution f˚1 g on B " B 1 in (1.36) and its properties (Appendix A). Here, M pqq denotes the (discrete) Fourier symbol of the 1-dimensional discrete Laplacian with unit lattice-spacing: We therefore seek p Gpqq in the form
Substitution of (4.3) into (4.1) yields
The "Bloch" phase factor, e 2πiσ (equal to˘1) encodes the on-site and off-site cases.
Lemma 4.1. Let Apqq, defined on R, be 2πσ´pseudo-periodic, i.e. Apq`2πq " e 2πiσ Apqq. Then, Apqq is completely determined by its values on B " r´π, πs and has the representation:
Proof of Lemma 4.1: Since Apqq " e 2πiσ Apq´2πq, we have Apqq " e 2πimσ Apq´2πmq for all m P Z. Hence,
2πimσ . l
By Lemma 4.1 we may express y K σ pqq, for any q P R, explicitly in terms of its values on q P B. In particular, we set
Extending (4.8) to q P R, we have:
, and
Note that x φ σ pq´2mπq " χ B pq´2mπq x φ σ pq´2mπq is supported on tq : q P 2mπ`B " rp2m´1qπ, p2m`1qπsu. Therefore,
Equations (4.9) encode the required 2π´periodicity of x G σ pqq and the 2πσ´pseudo-periodicity of y K σ pqq on all R,. Furthermore, x G σ pqq and y K σ pqq are completely specified by x φ σ pqq for q P B.
With a view toward deriving an equation from (4.5) determining x φ σ pqq for q P B, we require a lemma which facilitates simplification of the convolution terms in (4.5).
Lemma 4.2. Let p
Apqq, p Bpqq, p Cpqq be bounded 2πσ´pseudo-periodic functions of q P R. Then
Note that since χ B pqq is not pseudo-periodic, the convolution in (4.12) is not associative.
Proof of Lemma 4.2:
Observe that q, ξ, ζ P B " r´π, πs implies that q´ξ´ζ P r´3π, 3πs. Therefore, q, ξ, ζ P B implies q´ξ´ζ´2mπ P B " r´π, πs if and only if m P t´1, 0, 1u, and that χ B pq´ξ´ζ´2mπq " 0 for m R t´1, 0, 1u. Applying Lemma 4.1 to p Cpqq we have
Applying Lemma 4.2 and (4.9), we have:
Proposition 4.3. Equation (4.5) for y K σ pqq on q P R is equivalent to the following equation for the compactly supported function x φ σ pqq " χ B pqq x φ σ pqq:
Proof of Proposition 4.3: We project (4.5) onto B, decompose y K σ pqq with (4.9), and apply Lemma 4.2 to (4.5) get
We observe that the multiplication of (4.15) by χ B pqq implies a-priori that
where we have used that M pqq ě 0. Thus, we may write for m "´1, 0, 1,
This completes the proof of Proposition 4.3. l 4.1. Rescaled equation for x φ σ . As discussed in Section 1.1, we expect that for α ! 1:
where Ă ψ 1 denotes the Fourier transform of the continuum NLS solitary wave. We therefore study (4.14) using rescaling which makes explicit the relation between DNLS and the continuum (NLS) limit for α small:
We introduce:
Rescaled momentum:
Q " q{α, Q P B α " r´π{α, π{αs,
Rescaled projection:
Rescaled wave:
Rescaled discrete Fourier symbol:
The following proposition is a formulation of Proposition 4.3 in terms of functions of the rescaled quasimomentum, Q:
Proposition 4.4. Equation (4.5) for y K σ pqq on q P R is equivalent to the following equation for 20) where R σ 1 r x Φ σ s contains the˘1-sideband contributions: Applying the rescalings (4.19) and Lemma 4.5 to (4.14) and then dividing by α 2 , we obtain (4.20).
Note that for small |α|, the scaled symbol, M α pQq "
2¯, has the expansion in powers of α 2 for fixed Q P R:
Using truncations of the expansion of M α pQq we shall, for any J " 0, 1, 2, . . . , construct p Φ σ pQq in the form of a finite expansion in power of α 2j , j " 0, . . . , J, with an error term of which is of order α 2J`2 plus a corrector of higher order. For each J, the polynomial expansion in α 2 is independent of σ. The construction is summarized in the following: Proposition 4.6. Fix J ě 0, a ą 1{2, and σ P t0, 1{2u. Then there exist a constant α 0 " α 0 ra, J, σs ą 0, and J mappings
solves equation (4.20) with the error bound:
F j , j ě 1, defined in Proposition 4.10 below, is independent of σ and α, and z E α,σ
Remark 4.1. By Proposition 4.6, since the polynomial expansion in α 2 is completely determined by Ă ψ 1 pQq, x Φ σ pQq is completely specified once we have contructed z E α,σ J pQq for Q P R. And, in turn by the rescalings Q " q{α and x Φ σ pQq " x φ σ pQαq " x φ σ pqq, (4.11) implies that x G σ pqq and y K σ pqq are completely specified by z E α,σ J pq{αq for q P R. Therefore, Proposition 4.6 completely characterizes x G σ pqq.
The proof of Proposition 4.6 extends over sections 4.2 through 6.4. In Section 4.2, we formally derive and construct the functionals F j r¨s, appearing in the expansion (4.24). We then contruct and bound the corrector z E α,σ J pQq in Sections 5 and 6 by using a Lyapunov-Schmidt reduction strategy. 
A solution, F α pQq, of (4.26) will have support on all R and can be shown to decay exponentially as |Q| Ñ 8. The deviation of (4.26) from (4.20) are terms of the form:´1´χ 
Using the power series expansion (4.23), we shall construct a formal power series expansion in α 2 for F α pQq:
The sequence of truncated sums, S σ J " ř 8 j"0 α 2j F j , is a sequence of approximate solutions with decreasing
by a Lyapunov-Schmidt procedure.
We now turn to the construction of the terms in series (4.29). Substitution of (4.29) into (4.27), we obtain a hierarchy of equations for F j .
Equation (4.30) is the Fourier transform of continuum NLS (2.2). Denote by 31) where ψ 1 pxq is the unique (up to translation) positive and decaying solution of NLS. ψ 1 pxq is real-valued and radially symmetric about some point, which we take to be x " 0. By Proposition 2.2 there exists C 0 ą 0 such that Since F 5 pQq is even it is L 2 pR; dQq orthogonal to the kernel of Ă L`" spantQ Ă ψ 1 pQqu. Therefore,
pR; dQq; see Proposition 2.3. A detailed proof that the exponential decay rate is preserved is given in [23] . The idea is to break F 7 into its low (|Q| ď ´1 ) and high (|Q| ě ´1 ) frequency components, F lo, and F hi, . The norm }e
We now turn to the hierarchy of equations at order α 2j , beginning with j " 1. We find
Here, L`"´B 
We now proceed to inductively construct and bound the sequence F j pQq, j ě 1 using Proposition 4.7 and the following two lemmata, proved in detail in [23] : 
Lemma 4.8 is a direct consequence of (1.41), appropriately distributing the exponential weights, and c 3 |Q|´c 1 |Q´ξ|´c 2 |ξ| ď 0.
Lemma 4.9. Fix a ą 1{2 and k P N. Suppose that r f P L
(4.37) Lemma 4.9 follows from e c2|Q| |Q| 2k | r f pQq| ď´2
k¨ec1|Q| | r f pQq| and then taking the L 2,a norm.
Proposition 4.10. Let j ě 1. The equation for F j at order Opα 2j q, independent of α and σ, is given by 38) and has the unique solution
Furthermore, F j is real-valued and e Cj |Q| F j pQq P L 2,a pR; dQq, where C j " C 0`1 2`1 2 j`1˘ě
C0
2 and C 0 ą 0 is as in (4.32).
Proof of Proposition
We have already proven above that these inductive hypotheses hold for j " 1. We expand 41) and substitute into (4.26). Using (4.30) for F 0 pQq " Ă ψ 1 pQq we obtain
Applying the inductive hypothesis (4.38) for 1 ď j ď m´1 and dividing by α 2m , (4.42) becomes
Since 2j´2pm`1q ě 0 for j ě m`1, the bracketed terms with coefficient α 2 are Opα 2 q. Therefore the terms of order precisely α 2m are given by (4.38) . This establishes the case: j " m.
We now prove that (4.38) has a solution, F m satisfying (4.40) with j " m. First, applying Lemmata 4.8 and 4.9 to the right hand side of (4.38) for j " m, H m , we have that H m P L 2,a even with the bound:
where 
with F j P L 2,a pRq prescribed in Proposition 4.10. Note that (5.1) is the projection of the first J`1 terms of the formal asymptotic expansion F α in (4.29). Note that 
where C S " mintC 0 , ..., C J u, and where C j are the constants prescribed in Proposition 4.10. 
NOTE: Since the analysis for the cases σ " 0 (onsite) and σ " 1{2 (offsite) in sections 5.2 -6.3 are very similar, in order to keep the notation less cumbersome we omit the superscripts α and σ, when the context is clear, and shall instead write:
The following Proposition is obtained by applying the spectral projections χ lo and χ hi to (5.5).
Proposition 5.3. Equation (5.5) is equivalent to the following coupled system of equations for the low and high frequency components, x E lo and x E hi , of p E on Q P R: 
Here, R σ J,1 is defined in (5.6).
Solving for
ı and reduction to a closed equation for the low-frequency components, x E lo . We shall solve (5.13) and (5.14) via a Lyapunov-Schmidt reduction strategy [31] ; see the discussion of section 1.1. We first solve for
In
where B β 0 p0q Ă L 2,a pRq and x E hi rα, Γs is the unique solution to the high frequency equation (5.15) (see also (5.14)).
Moreover, this mapping is C
1 with respect to Γ and for all pα, Γq P r0, α 0 qˆB β 0 p0q, and there exists some constant C ą 0 such that 17) where the implicit constants are dependent on α 0 and β 0 .
Proof of Proposition 5.4: Since 0 ă 1 ď 1`M α pQq for all α positive and small, we may rewrite (5.15) (see also (5.14)) as
We apply the implicit function theorem to obtain x E hi as a functional of α and Γ. The key steps in the proof are given in Propositions 5.5 through 5.8. The proofs of these propositions are deferred until Appendix E. We first give bounds on the latter two terms in equation (5.18).
Proposition 5.5. There exists a constant α 0 ą 0, such that for all pΓ, αq with 0 ă α ă α 0 , and Γ P L 2,a pRq, we have the bounds
We may write equation (5.18) as Arα, Γ, x E hi spQq " 0, where A : p0, 8qˆL 2,a pRqˆL 2,a pRq ÝÑ L 2,a pRq is defined by
By Proposition 5.5, we can extend A as a continuous L 2,a pRq operator valued function of α P r0, 8q as follows:
We now summarize the properties of the mapping A in the following proposition. Proposition 5.6.
The mapping
is continuous at p0, 0, 0q. 2. Ar0, 0, 0s " 0 in L 2,a pRq.
Differential with respect to
For any pα, Γ, x E hi q P r0, 8qˆL 2,a pRqˆL 2,a pRq, A is Fréchet differentiable with respect to x E hi with D y E hi Arα, Γ, x E hi s, continuous at p0, 0, 0q,
Ar0, 0, 0s " I is an isomorphism of L 2,a pRq onto L 2,a pRq.
Differential with respect to Γ:
For any pα, Γ, x E hi q P r0, 8qˆL 2,a pRqˆL 2,a pRq, the mapping Γ Þ Ñ Arα, Γ, x E hi s is Fréchet differentiable. Here,
By Proposition 5.6, the mapping A satisfies the hypotheses of a variation of the implicit function theorem stated in Theorem B.1. Therefore, there exist α 0 , β 0 , κ ą 0 such that for all α P r0, α 0 q and }Γ} L 2,a pRq ă β 0 , 27) there exists a unique map, differentiable with respect to Γ, pα, Γq Þ ÝÑ x E hi rα, Γs ,
Furthermore, the mapping Γ Þ ÝÑ x E hi rα, Γs is Fréchet differentiable with derivative D Γ x E hi rα, Γs.
Proposition 5.7. The mapping pα, Γq Þ ÝÑ x E hi rα, Γs, x E hi : r0, α 0 qˆB β0 p0q Þ ÝÑ L 2,a pRq satisfies the bounds
31)
for some constant C ą 0. The mapping pα, x E lo q Þ Ñ x E hi rα, x E lo s is supported on "´π α ,´α r´1˘X`αr´1 , π α ‰ . Finally we note that the above proof can be adapted to show that the mapping x E lo Þ Ñ x E hi rα, x E lo s maps the space of even functions into itself.
Proposition 5.8. For pα, Γq P r0, α 0 qˆB β0 p0q, the mapping Γ Þ Ñ x E hi rα, Γs from Proposition 5.4 maps
6. Analysis of the low frequency equation, governing x E lo .
Equation for
x E lo as a perturbation of the continuum NLS limit via the operator Ă L`. Having constructed x E lo Þ Ñ x E hi rα, x E lo s, we insert this map into equation (5.13) and obtain the following closed equation for x E lo pQq on Q P R:
Here, R σ J,1 is given in (5.6). Noting that the operator on the left-hand-side of (6.1) has a formal α Ó 0 limit equal to the linearized continuum NLS operator, Ă L`, we now rewrite (6.1) as a small α perturbation of this limit:
Proposition 6.1. There exists 0 ď α 1 ď α 0 and 0 ă r ă 1 such that the following holds. For α ď α 1 , equation (6.1) may be written as
, is continuous at p0, 0q P r0, α 1 qˆL 2,a pRq. Furthermore, the mapping
). Finally, we have the bounds
3)
6.2. Proof of Proposition 6.1; detailed derivation of equation (6.2) for x E lo . We proceed to rewrite equation (6.1) in the form (6.2). First, we use χ hi " 1´χ lo to get
Next note as a consequence of (6.1) we have χ lo x E lo " 0. Therefore, we may write:
We may now express the left-hand side of (6.1) via (6.5) and (6.6) as
Here, we have defined the (linear in x E lo ) operator
We may now rewrite (6.1) as 
12)
for some continuous functions γ 1 pαq ě 0 and γ 2 pαq ě 0 satisfying γ 1 p0q " γ 2 p0q " 0.
Then there exists a constant α 2 ď α 1 such that for all 0 ă α ă α 2 , the equation 
Note that J r0, 0spQq " 0. We check the following properties of J :
even pRq is continuous at p0, 0q. 2. For α ‰ 0, J is Fréchet differentiable with respect to f with
We now verify these properties. Since L and R are continuous at p0, 0q, so is J . It is simple to check for the map f Þ Ñ J rα, f s that (6.16) holds. The boundedness of L and estimate (6.11) give
This implies that J rα, f s is continuous at pα, f q " p0, 0q. Similarly, estimate (6.12) implies 18) and thus D f J r0, 0s " L.
By the above discussion, we can apply implicit function theorem as given in Appendix B. Thus, there exists some α 2 ą 1 such that for all α ă α 2 , there exists a mapping α Þ ÝÑ f rαs, f : R`Þ ÝÑ L 2,a even pRq which solves
Estimate 6.14 follows from a more detailed proof of the above lemma as given in Appendix G. This completes the proof of Lemma 6.2. l
We may now apply Lemma 6.2 to the rescaled low frequency equation.
Proposition 6.3. Let a ą 1{2 and 0 ă r ă 1. Then there exists 0 ă α 2 ď α 1 such that for all α P p0, α 2 q, there exists an even (symmetric) solution x E lo to (6.2) which satisfies
Furthermore, we have that x E lo " χ lo x E lo ; that is, x E lo pQq is supported on Q P r´α r´1 , α r´1 s. 
with the bound
We apply this result with Γ " x E lo P L 
By Proposition 6.3 there exists for all 0 ă α ă α 2 , with α 2 sufficiently small, and any r P p0, 1q a unique solution x E lo P L 2,a even pRq of (6.2): 24) with the bound 27) for 0 ă α ă α 2 with α 2 sufficiently small and 0 ă r ă 1. Finally, from (4.24) we have
where ř J j"0 α 2j χ B α F j r Ă ψ 1 s is real-valued and since e 2mπiσ "˘1 for σ P t0, 1{2u, the forcing D σ,α rS α J s is also real-valued. Now define
Subtracting the complex conjugate of equation (6.26) for p E from itself then gives the linear equation for y E im :
contains no inhomogeneous forcing term. As such, a Lyapunov-Schmidt strategy applied to (6.30) yields, for some 0 ă r ă 1,
Taking α small enough that 1´C rα 2`α2´2r s ą 1{2 implies that { E im,lo " 0. Therefore, p E is real-valued, which implies that x Φ σ is real-valued. This completes the proof of Proposition 4.6. l 6.5. Completion of the proof of Theorem 3.1. Above we solved for, α Þ Ñ z Φ σ,α pQq, the discrete Fourier transform of the on-and off-site standing waves as a function of the scaled variable Q, restricted to the scaled Brillouin zone, B α " r´π{α, π{αs. To complete the proof we use this to construct y φ σ,α pqq, defined on B " r´π, πs. From (6.28) we have
The bounds (6.33) follow since F j " Ă ψ 1 ı pQq and z E α,σ J pQq have order one L 2,a pR Q q norm, and using the general bound on q Þ Ñ f pq{αq in L 2,a pR:
Next, the (2π´periodic in q) discrete Fourier transform of α Þ Ñ tG (6.35) This implies the expansion on the Brillouin zone q P B " r´π, πs:
Therefore, for any σ, in particular σ " 0, 1{2,
Applying the inverse discrete Fourier transform (1.35) to z G α,σ pqq in (6.36) gives the branches of on-site (σ " 0) and off-site (σ " 1{2) discrete solitary waves (3.2). We use the Plancherel identity with the bounds (6.33) to get
To complete the proof of Theorem 3.1, we show that the solitary wave G σ,α n " F´1 D r z G σ,α s n corresponds for σ " 0 to a real-valued, on-site symmetric solitary wave and corresponds for σ " 1{2 to a real-valued, off-site symmetric solitary wave. By Proposition 1.2, it suffices to show that y K σ pqq is symmetric (even) and real-valued. Proposition 4.6 gives that x Φ σ P L 2,a even pR Q q is real-valued, which implies by 6.34 that its rescaling
even pRis real-valued. Since e 2mπiσ "˘1 for σ P t0, 1{2u, y K σ as given in (6.35) will be also be even and real-valued. This completes the proof of Theorem 3.1.
7. Exponential smallness of the Peierls-Nabarro barrier; Proof of Theorem 3.3 for d " 1. We now prove Theorem 3.3 for dimension d " 1 in sections 7 through 7.1. Recall the definitions
HrGs "
By Theorem 3.1, for α sufficiently small, there exist solutions G α,on " tG α,on n u nPZ and G α,off " tG α,off n u nPZ to DNLS:´α 2 G α,σ n "´pδ 2 Gq n´p G n q 3 . We shall prove that there exists a constant C ą 0 such that for α sufficiently small,
The following identity allows us to equate the nonlinear term in H with terms involving }G} 2 l 2 pZq and }δG} 2 l 2 pZq . Proposition 7.1. Suppose that G " tG n u nPZ solves DNLS:
Proof of Proposition 7.1: Multiplying DNLS by G n and summing over n P Z gives the result. l
Now recall from (4.9) that
where y K σ pqq is even, real-valued, and 2πσ-pseudoperiodic, and where χ B pqq y K σ pqq " x φ σ pqq. Next, observe that by the Plancherel identity and since x φ σ is real-valued,
Similarly, by Lemma A.1 and the Plancherel identity,
Note also since
, and equations (7.6), (7.7), and (7.8) givěˇˇˇN
We shall prove that y Φ off pQq´y Φ on pQq is exponentially small in L 2,a pRq.
Proposition 7.2. Let α 0 ą 0 be that prescribed in Proposition 4.6. Then for 0 ă α ă α 0 , there exists a constant C ą 0 such that
We prove Proposition 7.2 in the subsequent section. Theorem 3.3 follows directly from Proposition 7.2 and (7.9). l 7.1. Estimation of the difference y Φ off´y Φ on . We embark on the proof of Proposition 7.2. Recall from Proposition 4.6 that z Φ σ,α P L 2,a pRq is well-defined, } z Φ σ,α } L 2,a pR Q q À 1, for α sufficiently small and satisfies equation (4.20) . Note that z Φ σ,α is supported on B α " r´π α , π α s, an interval which grows as α Ó 0. We begin by proving a uniform decay bound for z Φ σ,α .
Proposition 7.3. Let 0 ă α ă α 2 . Then there exist constants C 1 , C 2 ą 0 such that z Φ σ,α satisfies }e
Proof of Proposition 7.3: We apply Lemma C.2 from the appendix to equation (4.20) for z Φ σ,α . To see that the hypotheses of the lemma are satisfied, it suffices to observe that
and for m P t´1, 0, 1u and Q P B α , |Q| ď |Q´2mπ{α|. l
Next, we derive the equation for y Φ diff " y Φ off´y Φ on .
Proposition 7.4. Let 0 ă α ă α 0 . Then y Φ diff pqq " y Φ off pqq´y Φ on pqq solves the following linear equation:
where the inhomogeneous right-hand side is given by
Proof of Proposition 7.4 : We subtract equation (4.20) for σ " 0 from the same equation for σ " 1{2. To estimate the m "˘1 terms in (7.13), we apply Lemma E.1 along with Proposition 7.3. This gives for m "˘1,
which gives (7.14). l
We now use Proposition 7.4 to prove the exponential bound (7.10) on y Φ diff . We use an argument analogous to that used in the proof of Proposition 4.6. Here, we only summarize the argument since the details are quite familiar. Introduce
satisfies an inhomogeneous equation forced by χ lo R diff " y Φ off , y Φ on ı which satisfies the exponential bound (7.14). A simple bootstrap argument using (7.17) and the proved bounds on y Φ off and y
π{α , for α sufficiently small, which dominates y Φ diff . This completes the proof of Proposition 7.2. l 8. Extension of our analysis to dimensions d " 2, 3. In Sections 4 through 7 we proved Theorems 3.1 and 3.3, concerning the bifurcation of discrete solitary waves and a bound on the PN-barrier in dimension d " 1. In this section, we show how to adapt the the proof to dimensions d " 2 and d " 3 . This will then prove Theorem 3.2. For many of the details, we refer to the proofs in one dimension and emphasize those aspects in which the spatial dimension, d, appears explicitly. In particular, the proof of Theorem 3.3 for d " 2, 3 concerning the PN-barrier bound follows Section 7 using the d-dimensional scalings of the discrete solitary waves in this section.
We begin with a generalization of Definition 1.1, concerning the different centerings of discrete solitary standing waves.
Note that this definition is consistent with its one-dimensional analogue given in Definition 1.1. D r p Gs is real and σ-centered. This is consistent with the one-dimensional analogue given in Proposition 1.2.
We take σ " tσ k u k"1,...,d where σ k P t0, 1{2u and seek p Gpqq in the form
By Lemma A.2, the periodicity of p Gpqq and (8.4) we have
The "Bloch" phase factor, e 2πiσ¨e pkq , in (8.6) is equal to˘1.
Lemma 8.3. Let Apqq, defined on R d , be 2πσ´pseudo-periodic (condition (8.6)). Then, Apqq is completely determined by its values on B " r´π, πs d and has the representation:
By Lemma 8.3 we may express y K σ pqq, for any q P R d , explicitly in terms of its values on q P B. In particular, we set y K σ pqq " x φ σ pqq for q P B, and extend x φ σ pqq to R d to get:
Note that x φ σ pq´2mπq " χ B pq´2mπq x φ σ pq´2mπq is supported on tq : q P 2mπ`Bu. Therefore,
This lemma is a simple generalization of Lemma 4.2; the proof is nearly identical. Applying Lemma 8.4 and (8.8), we have:
is equivalent to the following equation for x φ σ on q P B:
φ σ˚x φ σ˚x φ σ¯p q´2mπq " 0, (8.12) where M pqq p Gpqq " 4 ř d j"1 4 sin 2 pq j {2q p Gpqq " y δ 2 Gpqq; see (8.3) . Note now that the convolutions are taken over R d .
Rescaled equation for
In analogy with the one-dimensional case discussed in Section 1.1, we expect
(see Proposition 2.2). To anticipate this leading order behavior, we study (8.12 ) by a rescaling which will make explicit the connection, for α Ó 0, between DNLS and the continuum (NLS) limit. With the goal of obtaining an asymptotic expansion for x φ σ as a functional of Ă ψ 1 in powers of α, we introduce:
Rescaled momentum: Q " q{α, Q k " q k {α and therefore Q P B α " r´π{α, π{αs d ,
Rescaled symbol:
The following proposition is a formulation of Proposition 4.3 in terms of functions of the rescaled quasimomentum, Q: Proposition 8.6. Equation (4.5) for y K σ pqq on q P R is equivalent to the following equation for x Φ σ pQq " χ Bα pqq x Φ σ pQq, compactly supported on B α " r´π{α, π{αs: 15) where R σ 1 r x Φ σ s contains the˘1-sideband contributions: We will again formally Taylor expand, for α ! 1 and Q P R d fixed,
Using truncations of the expansion of M α pQq we shall, for any J " 0, 1, 2, . . . , construct p Φ σ pQq in the form of a finite expansion in power of α 2j , j " 0, . . . , J, with an error term of which is of order α 2J`2 plus a corrector of higher order. For each J, the polynomial expansion in α 2 is independent of σ. The construction is summarized in the following: Proposition 8.8. Fix J ě 0, a ą 1{2, and σ P t0, 1{2u
d . Then there exist a constant α 0 " α 0 ra, J, σs ą 0, and J mappings 19) solves equation (8.15 ) with the error bound:
F j , j ě 1, defined in Proposition 8.9 below, is independent of σ and α, and z E α,σ ı via the following proposition, which itself is a generalization of Proposition 4.10.
Proposition 8.9. Let j ě 1. The equation for F j at order Opα 2j q, independent of α and σ, is given by 21) and has the unique solution To complete the proof we use this to construct y φ σ,α pqq, defined on B " r´π, πs d . From (8.19 ) and the scaling x φ σ pqq " α 1´d p Φpq{αq, we have
The bounds (8.23) follow since 
Next, the (2π´periodic in q) discrete Fourier transform of α Þ Ñ tG 25) This implies the expansion on the Brillouin zone q P B " r´π, πs d :
Therefore, for any σ, in particular σ " t0, 1{2u d ,
Applying the inverse discrete Fourier transform (1.35) to z G α,σ pqq in (8.26) gives the branches of vertex-, bond-, face-, and cell-centered discrete solitary waves (3.4) . We use the Plancherel identity with the bounds (8.23) to get
Appendix A. Properties of the Discrete Fourier Transform. In this section, we prove some general properties of the discrete Fourier transform as defined in (1.32).
Lemma A.1. For any function u " tu n u
where q j is the jth component of q P R d .
Lemma A.2. For any two functions u, v P l 1 pZ d q X l 2 pZ d q, and with their product given by u¨v " tu n v n u nPZ d ,
where the periodic convolution˚1 is defined in (1.36). 
satisfies f p0, 0, 0q " 0 and is continuous at p0, 0, 0q. 3. For all pα, xq P r0, 1sˆX, the mapping
is Fréchet differentiable which we denote D y f pα, x, yq : Y Ñ Z. Furthermore, the mapping
is continuous at p0, 0, 0q. 4. D y f p0, 0, 0q is an isomorphism of Y onto Z. Then there exist α 0 , δ, κ ą 0 such that for pα, xq P r0, α 0 qˆB δ p0q, there exists a unique map y˚: r0, α 0 qB δ p0q Þ Ñ Y such that y˚rα, xs is well-defined on r0, α 0 qˆB δ p0q and
y˚rα, xs " y˚r0, 0s " 0, f pα, x, y˚rα, xsq " 0. (B.5)
Suppose also that 5. For all pα, yq P r0, 1sˆY , the mapping
Fréchet differentiable which we denote D x f pα, x, yq : Y Ñ Z. Furthermore, the mapping
is continuous at p0, 0, 0q.
Then D x y˚rα, xs : X Ñ Y exists and is continuous.
Remark B.1. The proof below follows that found in [31] . However, we include the parameter α ą 0 explicitly and require only that f pα, x, zq and D x f pα, x, yq be continuous at the origin.
Proof of Theorem B.1: Let L " D y f p0, 0, 0q. Observe that f pα, x, yq " 0 is equivalent to the equation Ly " Ly´f pα, x, yq " K 1 pα, x, yq, (B.8)
Since L : Y Ñ Z is an isomorphism, it must have a bounded inverse L´1 : Z Ñ Y by the bounded inverse theorem, such that we may define y " y´L´1f pα, x, yq " L´1K 1 pα, x, yq " K 2 pα, x, yq, (B.10)
Note that
We seek a fixed point y˚rα, xs of K 2 pα, x, yq. In particular, we want to show that
is a contraction which maps the ball B κ p0q to itself for some κ ą 0. First we show that on a subset of r0, 1sˆXˆY which is restricted sufficiently close to the origin, G 2 is contracting. That is, we may choose pα, x, y 1 q, pα, x, y 2 q P r0, 1sˆXˆY small enough such that we have
(B.14)
Observe that
Since D y f pα, x, yq is continuous at p0, 0, 0q and since L " D y f p0, 0, 0q, for any ą 0 we may choose some α 0 , δ, κ ą 0 such that for x P B δ p0q and y 1 , y 2 P B κ p0q, we have
Thus, we choose ď 1 2`} L´1} ZÑY˘´1 , such that }K 2 pα, x, y 1 q´K 2 pα, x, y 2 q} Y ď 1 2 }y 1´y2 } Y . Next, fix α P r0, α 0 q, x P B δ p0q. We seek to show that for a small enough choice of α 0 , δ, and κ, the map y Þ Ñ G 2 pα, x, yq sends the ball B κ p0q into itself, such that }y} Y ď κ and therefore }G 2 pα, x, yq} Y ď κ. By the continuity of f and thus K 2 at p0, 0, 0q, we may choose α 0 , δ small enough that
Thus, K 2 : B κ p0q Ñ B κ p0q is a contraction for α P r0, α 0 q, x P B δ p0q, and the Banach fixed-point theorem admits a unique fixed point y " y˚rα, xs such that y˚r0, 0s " 0 and 
such that the continuity of K 2 at the origin implies that lim pα,xqÑp0,0q
y˚rα, xs " y˚r0, 0s " lim pα,xqÑp0,0q
Gpα, x, 0q " 0. Recall from (1.41) that for a ą d{2, L 2,a pR d q forms an algebra with the convolution operation such that for some constant D a ą 0,
We follow an approach similar to that given in [16] and motivated by the approach to proving exponential decay estimates in [7] . In particular, we make use of the following identity.
Lemma C.1. (Abel's identity [36] ) For any constants c 1 , c 2 ‰ 0, we have
We now state the general lemma which establishes the exponential decay of solutions to certain solitary wave equations in the Fourier (momentum) variable.
Lemma C.2. Let a ą d{2, K ě 1 be an integer, and
and M pqq be a continuous function which satisfy, for some constant
Proof of Lemma C.2: Our strategy is to estimate the moments |Q| j ΦpQq, j ě 0. Observe that by Taylor expansion, for any µ ą 0,
We then have the following proposition.
The proof of Proposition C.3 is found below. By Proposition C.3 and (C.9), for any µ ą 0,
. and µ is to be determined so that the sum converges. The ratio test gives
Thus, taking µ ă 1{2be makes (C.11) convergent, completing the proof of Lemma C.2. l
Proof of Proposition C.3: Rewrite equation (C.1) as
We prove (C.10) by induction. Define
(C.14)
Let m ě 1 and multiply equation (C.13) by |Q| m to get
Note that (C.10) holds trivially for j " 0. We assume for all 0 ď j ď m´1 that there exists a constant b ą 0 such that (C.10) holds; this is the inductive hypothesis. We will prove that (C.10) holds for j " m.
Observe that by the hypotheses of the lemma,
Furthermore, the triangle inequality gives |Q| m´1 ď ř m´1 l"0ˆm´1 l˙| Q´ξ| l |ξ| m´l´1 . Combining this with (C.15), (C.16), and (C.17), we have 18) and therefore by the inductive hypothesis (C.10) (which holds for 0 ď m´l´1 ď m´1), we have
Next, we must estimate |ξ| l W pξq. Equation (C.14) and the triangle inequality give
which in turn gives, by the inductive hypothesis (C.10) (for 0 ď k ď l ď m´1 and 0 ď l´k ď m´1) and Abel's identity C.1, To complete the proof that (C.10) is satisfied for j " m ě 1, we need to show that this quantity is bounded by b m p2m`1q m´1 }Φ} L 2,a pR d q . It will then follow that Therefore, p gpqq is real-valued and symmetric in q. The converse is easy to check.
(b) Next, suppose that g is off-site symmetric in the sense of Definition 1.1. Then for all n P Z : g n " g´n`1, we have (5.18) using the implicit function theorem. Propositions 5.5 and 5.6 together assert that the hypotheses of the implicit function theorem hold. We discuss the most important elements here; all details may be found in [23] .
Proof of Proposition 5.5: We let a ą 1{2 and make extensive use of (1.41):
We also require the following lemma, stated generally since we use it in multiple sections of the proofs, which addresses the exponential smallness of "shifted" (m "˘1 by our convention) convolutions of exponentially decaying functions. Lemma E.1. Let a ą 1{2 and let m "˘1. Let p f P L 2,a pRq and such that for C ą 0, e This follows by using |Q´2mπ{α| ď |Q´ξ´ζ´2mπ{α|`|ξ|`|ζ| to bound the exponent and (E.1) twice.
Proposition E.2. For any function p f P L 2,a pRq, we have
This follows from the lower bound χ hi pQqM α pQq ě C χ hi pQq |Q| 2 ě Cα 2r´2 .
Next, we bound the individual terms of R in its second argument. We have also used that χ hi x E lo " 0, which is a direct consequence of (F.1). In order to apply the implicit function theorem to (F.1), we require the estimates on R σ J,2 rα, x E lo s which are given in (6.3) and (6.4). In sections F.1 and F.2, we prove these bounds. We provide the essential steps; the full details are in [23] . We now apply Propositions F.5, F.6, and F.7 and estimates (F.11) and (F.12) to (F.2) and (F.13). This implies estimates (6.3) and (6.4) in Proposition 6.1.
Appendix G. Proof of estimate 6.14. We prove estimate 6.14 in order to complete the proof of Lemma 6.2, where we follow a more detailed proof of the implicit function theorem as found in [31] . We solve for f " f rαs P L 2,a even pRq in Lemma 6.2 directly to get the estimate. We define the operators J rα, f spqq " Lf pqq´Rrα, f spqq, (G.1)
Krα, f spqq " f pqq´L´1J rα, f spqq " L´1 pLf pqq´J rα, f sp.
First, observe that Krα, f s is a contraction on f P B 2Cγ 1 pαq p0q, since for two functions f 1 , f 2 P L 2,a even pRq, with }f 1 } ď 2Cγ 1 pαq and }f 2 } ď 2Cγ 1 pαq, we have and in turn by the hypothesis (6.12), 
