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Generation of Synthetic-Focus Images from PulseEcho Ultrasound Using Difference Equations
Daryl G. Beetner and R. Martin Arthur," Member, ZEEE

Abstruct- To produce a complete-dataset, pulse-echo image
requires a knowledge of the time of flight (TOF) from each source
to each sensor in the transducer array for each site to be imaged.
Increasing the speed of TOF calculation is important in adaptivefocus schemes. We determined TOF more rapidly than via direct
calculation by representing TOF surfaces by two-dimensional
(2-D), positive-integer-degree polynomials implemented in their
forward-differenceform. Errors which accumulate due to the use
of a difference equation depend on the degree of the polynomial
and on the size of the image. The number of bits needed to
address echo samples in backscatter memory and the allowable
error define the minimum precision needed for accurate values of
TOF. Accurate calculation of TOF,expressed as 10-b addresses
in backscatter memory, for each pixel in a 512 x 512 image with
a second-degree difference equation requires 44 b of precision.
Using the complete dataset from a 32-element array and a seconddegree approximation to TOF on a typical graphics workstation
reduced generation time of a 512 x 512 image from 702 to 239 s.
Parallel formulation of both the TOF calculation and the retrieval
and summation of echo samples resulted in significant further
reduction in image-generationtime. Parallel implementationon a
SIMD array with 4096 processors, each of which had an indirectaddressing mode, allowed the generation of a 512 x 512 image in
16.3 s.

I. INTRODUCTION

B

OTH FOCUS-and-steer images and synthetic-focus images, made with the complete dataset from pulse-echo
ultrasonic systems that have N-element transducers, contain
the effect of averaging samples from N 2 backscattered signals
at each pixel in the image [1]-[3]. Because synthetic-focus
techniques separate data acquisition from image generation,
images can be produced from the same backscattered signals
under different assumptions about the nature of the medium
being imaged and with different focus modes. Thus adaptivefocus schemes can be used to generate synthetic-focus images
without the need to reacquire backscattered signals.
To focus requires taking into account the time of flight
(TOF) from the radiation source to the location in the insonified medium corresponding to each image pixel and from each
pixel to the sensor [4]. For a rectangular coordinate display,
the location of each pixel must be converted to cylindrical
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coordinates, an operation that requires finding the square root
of a sum of squares. Thus, the direct computation of TOF at
each pixel over N 2 surfaces can be time consuming. In an
adaptive-focus scheme new TOF surfaces must be found for
each source-sensor pair each time an image is formed.
TOF is determined by the geometry of the transducer array
in relation to the image region and by the average speed of
sound along the path from source to the site of interest and
back to the sensor. If the image region and the speed of sound
are fixed, then TOF surfaces need to be calculated only once
and may be retrieved from memory more rapidly than they
can be calculated. If, however, the image region changes,
or more importantly, if synthetic-focus images are generated
iteratively to improve image quality or to extract estimates of
speed of sound, then TOF surfaces change at each iteration.
Previously, we systematically varied the assumed speed of
sound used to produce synthetic-focus images from a single
dataset to find the speed of sound which maximized image
energy [5]. Thus, efficient computation of TOF surfaces with
an appropriate model may be critical both for 1) improving
image quality by providing a nearly exact focus at each pixel
and 2) characterizing tissue by extracting estimates of the
variation in the speed of sound over the tissue region [6].
Work previously reported from this laboratory described an
approach for generating real-time, synthetic-focus images in
which each pixel in the image is in focus [7]. We approximated the TOF surface with a two-dimensional polynomial
containing positive, integer powers of azimuth and range.
This polynomial, which is in rectangular coordinates, allows
convenient generation of a raster scan display. In its forwarddifference form, it can be updated in the time it takes to
perform a single addition. Truncating the polynomial at the
second degree in both azimuth and range produced a TOF
approximation which was consistently and significantly better
than a paraxial approximation [SI. The coefficients of this polynomial can be found from numeric evaluation over rectangular
regions or found via an analytic expression over sector-shaped
regions [9].
Although using a difference equation can reduce the time
needed to calculate TOF, the implementation of a polynomial
approximation to TOF as a difference equation can introduce
another source of error. Here we characterize the errors that
result from the repeated application of difference equations.
These errors determine the precision or number of bits which
must be used in the calculation of a difference equation
to insure accurate results. We also describe algorithms for
synthetic-focus image generation on both serial and parallel
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where eo is the average speed of sound or background velocity
of the medium and,

rj =

2/(z- z j ) 2 + (y - y j ) ~ .

(2b)

The source is located at (xi,yi), the focal point at (z, y), and
the sensor at (zj, yj), as illustrated in Fig. 1.
We represent the TOF surface by a power series approximation of degree N and M in the II: and 'y directions, respectively

source
I

+X

Fig. 1. Determination of TOF for arbitrary source, sensor, and pixel locations. TOF is given by the path length from the source to the location in
the medium corresponding to the pixel ( r z )divided by the average speed of
sound along T , plus the path length from the pixel to the sensor ( T ] ) divided
by the average speed of sound along r J .

machines based on the use of difference equations to represent
TOF.

11. SYNTHETIC-FOCUS
IMAGEGENERATION

This approximation to a TOF surface, f ( z ,y), is usually scaled
to yield the address in memory of the sampled backscattered
signal corresponding to a desired TOF. Computation of the
coefficients ak,l which describe a region characterized by a
fixed speed of sound may be performed numerically or analytically [9]. If the average speed of sound along a given path
is not known, then TOF can be found by using the polynomial
itself. Coefficients of the polynomial can be estimated based
on maximizing appropriate properties of iteratively formed
images. An important property of the polynomial is that it
may be evaluated at any point along an arbitrary contour
in a single-addition time using either a forward-difference or
backward-difference implementation.

Synthetic-focus image generation from pulse-echo ultrasound using the complete dataset is based on ellipsoidal
Iv. IMPLEMENTATION OF DIFFERENCE
EQUATIONS
backprojection of backscattered signals acquired for each
Because the polynomial f ( z , y) possesses positive-integer
source-sensor pair in a transducer array [4]. The geometry of powers of x and y, it can be formulated as a stable forwardthe array is arbitrary. The geometry of a single source-sensor difference equation. In general, ( N 1) (nil 1) forward
pair in relation to a single site in the image region is shown difference terms describe a polynomial whose highest degree
in Fig. 1. Reconstruction to yield an estimate of the scattering in x is N and in y is M. Terms beyond the Nth difference in
potential for a particular site in an image region consists of z and the Mth difference in y are identically zero.
the following steps in the spatial-temporal domain.
The forward-difference terms are determined by evaluating
1) Weight each backscattered signal by r i r 3 / r 2for each the polynomial about some reference point (zo,
yo) within its
site, where the radii describe the reconstruction site.
region of support. Because we scan each TOF surface in a
2) Backproject the weighted backscattered signal to the raster fashion, azimuth and range coordinates were scaled so
reconstruction site.
that step size was 1. In this case the first, second, and third
3) Average the weighted backprojections from all source- forward differences in one dimension are
sensor pairs.
(4a)
W(.o,
Yo> = f ( x 0
1, Yo> - f ( z 0 ,Yo)
Our algorithm is the same as point-focus imaging using
either focus-and-steer beamforming or synthetic-focus reconm ( z 0 , Yo) = f(z0 + 2, Yo) - 2 f ( z o + 1,510)
struction with the complete dataset except for the r i r j / r 2
+ f ( z o , Yo)
(4b)
weighting factor, which is necessary to conserve energy [4].
A:f(xO, yo) = f ( x o + 3 , yo) - 3 f ( ~ +
o 2 , YO)
This factor is significant only if the image region is at a range
+ 3f(% + 1,Yo) - f ( Z 0 , Y o ) . (4c)
comparable to or less than the size of the transducer m a y .

+

+

+

111. REPRESENTATION
OF TIME-OF-FLIGHT
SURFACES
Image generation from backscattered energy requires mapping scattered signals to image locations consistent with their
arrival times at the sensor, i.e., their TOF's from source to
sensor. TOF is

The magnitudes of the coefficients associated with each of the
terms in the finite-difference expansion form Pascal's triangle.
In general, the forward differences at (xo,yo) are [lo], [ l l ]
n

m

k=O Z=O

(l;")('iF)f(~o+k,Yo+l)

(5)
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A. Error Production by Difference Equations

The polynomial can be evaluated at any displacement ( k ,1 )
from (zo,yo) using the difference coefficients determined at
( x u ,yo) because

(7)

The maximum values for n and m are N and M , the degree of
the polynomial in z and y, respectively. Thus, because higherorder differences are zero, a second-degree polynomial in z
and y with I = 0 contains only three terms

The errors initially present in the difference coefficients can
propagate through many bits with the use of a difference
equation over images of the size typically encountered in
medical ultrasonic imaging. Error is propagated as the result
of performing multiple additions. The lower the order of a
difference coefficient, the farther its error propagates. This fact
is demonstrated by (9) and (10). The highest-order coefficient
does not change. The result itself, which has the lowest order
(order zero), is affected by more additions than any other
coefficient.
The only arithmetic operation required to implement (7) is
addition. The error in the result of an addition is the sum of the
errors in the addends, assuming that the result is not truncated
or rounded. We assumed that the only error in the difference
coefficients at the initial site (zo,yo) was quantization error.
The error of interest here is the error which accumulates
through the recursive use of the difference coefficients at
(zo,yo), i.e., the error in using (7). Therefore

In a raster scan, the difference coefficients at any site can
be found recursively from the values at ( x o , y o ) , so that
f(xo
k,y,)
can be found from the difference terms at
(zo k - 1 , ~ ~
Thus
).

+
+
+ IC, Yo)

f(zo

= f(z0

+ k - 1,Yo) +

+

- 1,Yo)

(9)
where

+

AAf(zo

-

1,yo) = A ; f ( z o

+k

-

+ Aif(zo +

2,yo)
- 2 , yo)

Because the combination factors are integer terms which
introduce no error themselves, the error in the TOF at (xo
k , yo I) is the quantization error in the difference terms at
(zo,yo) propagated by the use of the difference equation

+

+

(loa>

and

+

A 2 f ( z o + k - 2 , Yo) = A S f ( X o k - 3 , Yo)
= A 2 f ( z o ,Yo).

( 1Ob)

Note that the second difference term does not change. It
remains constant because it is updated by the third difference,
which for a second-degree difference equation is identically
zero. We previously described a recursive structure for implementing the general, two-dimensional approximation to a TOF
surface, (7), in which all of the additions for generating new
TOF values along a contour may be performed in parallel [7].
A new value of TOF can be produced in the time of a single
addition using this recursive structure.

v.

ACCURACY
OF DIFFERENCE
EQUATIONS

If TOF is found using a difference equation in order to
minimize the time needed to compute a TOF surface, errors
in the coefficients at the initial site in the image (zolyo) are
propagated to the result at subsequent sites. Coefficient errors
at the initial site and the number of times the coefficients must
be updated (determined by the size of the image) decide the
precision needed to produce a TOF value with a sufficient
number of error-free significant bits, i.e., the number of bits
needed to specify the addresses of echo signals in backscatter
memory.

The actual error at any displacement (k,Z)depends on the
initial errors of the difference coefficients. We are, however,
not interested in the actual error itself, but in how many bits
of precision must be used to specify the error after stepping
through all the pixels in the image. We assumed that the
error in the result of the summations in (12) is the sum of
the absolute values of the errors in the addends and that the
summation is neither truncated nor rounded.
Without further loss of generality, we can bound the errorpropagation distance by assuming that all the initial difference
coefficients are represented by integers with a quantization
error of one, i.e., the least-significant bit is in error. With all
the errors at (zo,yo) equal to one, the error at (z, k , yo 1 )
measures how far the error in the least-significant bit at
(xo,yo) propagates. Thus

+

[propagation distance]bits 5 log, [n:om:o

+

(3("1

(13)

where K and L are the sizes of the image in x and y directions,
and N and M are the degrees of the polynomial approximation
to TOF in the z and y directions, respectively. In the imaging
situations of interest, K >> N and L >> M . In this case,
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Fig. 2. Propagation of the error from one end of a row or column in an image
to the other with the use of a difference equation. The error propagates farther
and, therefore, requires more bits to specify as the degree of the difference
equation is increased.

the propagation distance is dominated by the last term in the
double summation

Fig. 3. Errors produced by using difference equations to describe TOF over
a 512 x 512 image. Backscattered signals were assumed to be sampled at 50
MHz, so that adjacent memory locations contained samples separated by the
sample interval, 20 ns. The 30 x 30 mm image region was at a minimum
range of 70 mm. The transducer contained 32 elements separated by 1.4 mm.
Worst-case experimental error and the theoretical error bound for a first-degree
difference equation o f TOF (lower curve and bound). Worst-case experimental
error and the theoretical error bound for a second-degree difference equation
of TOF (upper curve and bound).

[propagation distance]bit,

for

K >> N

and

L >> M .

(14)

Because the expression for the propagation distance is
separable, it can be described by characterizing its behavior
over a row or column of an image. Fig. 2 depicts the propagation distance over rows or columns of up to 1000 pixels
for first-degree through fourth-degree polynomials. Clearly,
the propagation distance rises steeply from the initial site of
application of the difference equation then levels off at row or
column sizes that depend on the degree of the TOF polynomial.

B. Numerical Precision of Difference Equations
To prevent the quantization error in the initial difference
coefficients from affecting the desired TOF result at other
pixels in an image, the number of bits of precision in the
representation of TOF must be set both to accommodate the
desired accuracy and to allow for the propagation of the
quantization error. Thus

[precision]bits = [accuracy],,it,
[propagation distance]bits.

+

(15)

Table I lists the precision required to produce ten accurate bits
over square images using first- to fourth-degree polynomials.

For the conditions in Table I, the results using the double
summation in (13) and the approximation to that double
summation (14) are identical.
Our expressions for the required precision of difference
equations assume that the maximum amount of error is generated from every arithmetic operation. In practice, the errors
could be much less, so that register lengths smaller than
those predicted could be used. To test the disparity between
the predicted results and experimental errors that occur using
a particular register length, TQF’s were calculated using
different precisions.
Fig. 3 compares the error bound given by (13) to the
actual error that occurred when TQF was approximated using
both first-degree and second-degree difference equations. The
situation tested was one that matched conditions we used to
acquire synthetic-aperture data and to generate synthetic-focus
images. Errors given in Fig. 3 were expressed in multiples
of the sampling interval, 20 ns (50-MHz sample rate). The
sampling interval is the TOF separation between adjacent echo
samples in backscatter memory. Errors shown in Fig. 3 are the
worst-case values that occurred for all of the transducers in a
32-element, linear array. Element separation was 1.4 mm. The
image was assumed to cover a 30 x 30 mm region, which
was centered in front of the transducer array, at a minimum
distance of 70 mm.
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As expected, the actual TOF error always remained less than
or equal to the predicted bound. For small register lengths,
the actual error was much less than the predicted bound. As
the size of the register was increased, however, the actual
error approached the bound. For errors less than or equal to
a single sample in backscatter memory, the experimental and
predicted register lengths were separated by two or fewer bits.
The small separation implies that (IS) is a good indicator of the
required precision, especially when the desired error is small.
If the precision of the difference equation must be specified
before the actual coefficients are known, then the bound on
propagation distance given by (13) should be used to guarantee
the accuracy of the TOF calculation.
VI. IMAGEGENERATION
USING
SYNTHETIC-FOCUS
TECHNIQUES
A significant limitation of synthetic-focus imaging is the
time required to produce an image. Almost all of the time
needed to generate a synthetic-focus image is spent on one of
three tasks: 1) TOF calculation, 2) retrieval of backscattered
signals from memory, or 3) summation of backscattered values
to define each pixel value. Image-generation time can be
reduced by efficient algorithms for TOF calculation and by
performing the operations within each of the major tasks in
parallel.
Here, we present the results of generating synthetic-focus
images on both serial and parallel machines. Specifically,
images were generated on the Sun IPX serial processor and
on the DAP 610 and DECmpp 12000sx massively parallel processors. Algorithms were optimized for the different
architectures of these machines to minimize the total imagegeneration time. Details of each of these algorithms can
be found in [6]. Whenever TOF was determined using a
difference equation, coefficients were scaled to yield locations
into memory containing backscattered signals. Use of double
precision (52 bits of mantissa plus a sign bit), floating-point
registers provided at least 18 bits of error-free address (256 K
locations) in backscatter memory over 512 x 512 images for
second-degree approximations to TOF.
There are two obvious approaches to generating syntheticfocus images. One is to form and sum the subimages seen by
each source-sensor pair in the transducer array. The other is
to determine the contributions at each pixel from all sourcesensor pairs in turn. Clearly, operations either for multiple
source-sensor pairs or for :nultiple pixels can be performed
in parallel.

A. SZMD Machines
The DAP 610 and the DECmpp are both single-instruction,
multiple-data stream (SIMD) computers [12], i.e., a single
instruction is performed on many sets of data at the same time.
A SIMD computer contains a central control unit (array controller) with a large array of processors. When an instruction
is issued to the array, each processor executes the instruction
on data within its own memory. If there are N processors
in the array, then N operations can be completed in a single
instruction cycle. Many SIMD computers also contain a serial
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processor in addition to the processor array. If a segment of
code cannot utilize the processor array efficiently, it may be
faster to run it on this single, more powerful processor.
Both the DAP 610 and the DECmpp consisted of a host with
an interface to an array controller and an array of processors. In
each, the host, which was responsible for all U 0 operations,
could load the array controller with programs and data. In
both systems, processing elements (PE’s) of the array could
also communicate directly with the host and with neighboring
PE’s in the same row or column.
The DAP 610 contained an array of 4096 PE’s [13]. Each PE
was a single-bit processor with 8 kilobytes of local memory.
Memory in the PE array was subdivided into single-bit planes.
A single-bit in each of the bit planes was dedicated to a given
PE. During a memory retrieval, all of the PE’s had to access
memory from the same bit plane.
The DECmpp also contained an array of 4096 PE’s [14].
Each PE contained a 32-b processor and 16 kilobytes of
memory. A distinct advantage of the DECmpp over the DAP
610 was that its PE’s could perform indirect addressing. Thus,
during a memory cycle on the DECmpp, each PE could access
its memory using a local pointer. In this way, PE’s could
retrieve data at addresses that differed from one PE to the
next during the same instruction cycle.

B. Algorithms
The Sun IPX serial machine produced synthetic-focus images most rapidly when the contribution from each sourcesensor pair in the transducer array was found one pair at a
time for all pixels in the image. In other words, full images
were formed for each source-sensor pair then added. On the
other hand, both the DAP 610 and the DECmpp were most
efficient when subimages were formed from all source-sensor
pairs.
Because the elements of the DAP-610 array could not
retrieve values from different memory locations at the same
time, data retrieval and summation were performed by the
host. TOF’s, however, were calculated by the PE array. Image
generation on the DAP 610 was optimized when its 4096PE array calculated TOF’s over 64 x 64 pixel subregions of
the image. Each element in the array was responsible for
calculating the TOF’s associated with a single pixel using
(1) and (2). Direct calculation of TOF using the square root
of the sum of squares was used on the DAP 610 because
communications and sample retrieval took one and two orders
of magnitude longer, respectively. Direct calculation of TOF
allowed us to quantify the limitations of the DAP 610 for
synthetic-focus image generation. The use of a difference
equation to find TOF’s on the DAP 610 was not justified
because it would have made an insignificant improvement in
image-generation time.
Because of its ability to perform indirect addressing, the PE
array of the DECmpp could handle retrieval from backscatter
memory and data summation, as well as TOF calculation. In
this case image generation time was minimized by determining
the contribution from each source-sensor pair of transducers
over a subregion of the image. A diagram of the algorithm
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LOAD EACH PE WITH MOMENTS COEFFICIENTS
AND BACKSCATTERED SIGNALS
FOR A SINGLE SOURCE-SENSOR PAIR

(30 m m x 30 mm)

AiUM TEST OEfJECT
CENTRAL REGION

r30 mm 3o mml

I

INE~CH

CALCULATE DIFFERENCE COEFFICIENTS
PE FOR ITS SOURCE-SENSOR PAIR AND
SET INITIAL PIXEL FOR EACH PE

NEXT PIXEL

CALCULATE LOCATION IN BACKSCATTER MEMORY
FOR THE PRESENT PIXEL IN EACH PE

FOR THE PRESENT PIXEL AND STORE

ADD BACKSCATTERED SIGNAL FROM ALL
SOURCE-SENSOR PAIRS ACROSS THE ARRAY TO

Fig. 4. Algorithm for synthetic-focus image generation using a difference
equation to calculate TOF. This algorithm is suitable for an array processor
with an indirect-addressing mode. PE is processing element.

is shown in Fig. 4. Data were loaded into the array so that
a PE responsible for a particular source-sensor pair had the
associated backscattered data and difference coefficients in
its local memory. Size of the subimage generated in a given
iteration depended on the number of elements in the ultrasonic
transducer array used to acquire data. For example, for a 32element array, there are 1024 source-sensor pairs. Because
the array had 4096 PE's, it could calculate the contributions
for all the source-sensor pairs over a 2 x 2 subimage in
one iteration. By calculating 65 536 subimages, a 512 x 512
image was generated. The value of each pixel was found by
global summation of backscattered signals. Global summation
allows calculation of pixel values in 210gz(N) additions for
an N-element transducer array. These summations occurred
concurrently for all pixels in the subimage.

C. Test Conditions and TOF Errors
To test and compare the times required to generate syntheticfocus images using the complete dataset, images were formed
of the six central wires of the American Institute of Ultrasound
in Medicine (AIUM) 100-mm test object [15]. Syntheticaperture data were collected for the complete dataset (all
source-sensor pairs) from a custom Dapco 32-element, linear
array of transducers with center frequencies of 3.5 MHz. Each
of the 1024 backscattered signals contained 2024 samples.
Backscattered signals were sampled at 50 MHz.
Synthetic-focus images were formed at an effective sample
rate of 1/4 the actual sample rate. Oversampling by a factor of
4 reduced the need for interpolation during scan conversion
[ 161, i.e., conversion from cylindrical to Cartesian coordinates, which is inherent in the TOF calculation. Because the
backscattered signals were oversampled by a factor of four,

EXACT TOF

SECOND-DEGREE TOF

(a)

(b)

Fig. 5. 512 x 512 synthetic-focus images of the six central wires of the
AIUM 100 mm test object in which all pixels are in focus on both transmission
and reception. (a) Image generated using exact values for all TOF's. (b) Image
generated using a second-degree polynomial approximation to all TOF's. TOF
approximation was implemented as a difference equation. The wires are about
0.75 mm in diameter. The closest two wires are about 1 mm apart. The size
of the area shown for each image is 30 mm x 30 mm.

11 bits of address were required (9 for the 512 image size
plus two for the oversampling factor). Two to the eleventh
power is 2048, which is just slightly larger than the length
of each backscattered signal (2024). Image size was set at
512 x 512 pixels. Any value for speed of sound could have
been used, but a typical value for tissue, 1500 m l s , was used
for this example. A 512 x 512 image from echoes acquired at
an effective sample rate of 12.5 MHz covers a 30 x 30 mm
region. This region was located at a minimum range of 50
mm from the array.
The error in a second-degree approximation to TOF over
the image region was worst for transducer elements at the
ends of the array. The maximum error was 90.4 ns, which
corresponded to 68 pm or about 1.1 times the pixel separation
of 60 pm. The average plus or minus the standard deviation
for the TOF error of a second-degree polynomial for the end
elements was -0.05 f 13.2 ns. For the two elements closest
to the propagation axis, it was -0.06 f 1.95 ns. Formulation
of the second-degree polynomial as a difference equation was
done with register lengths that assured that no additional error
was incurred due to the use of the difference equation. Fig. 5
compares an image formed using exact values for TOF to
one formed using a second-degree approximation to TOF.
The correlation coefficient for the two images was 0.999. The
RMS value of pixel-by-pixel subtraction of the two images
was 0.16% of the peak value of the exact-TOF image.

D. Generation Times
Generation of a 512 x 512 image on the Sun IPX using
direct calculation of TOF (1) and (2) took 702 seconds. A
second-degree difference equation for TOF reduced image
generation time to 239 s. Table I1 shows the time it took
each machine to generate a 512 x 512 image from 1024
source-sensor pairs. Timing measurements were done only for
computations necessary for image-generation. Computations

~
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Processor (Host)

Communications
sec

TOF/Sum

535

16.4’

8.8

6.0‘

sec

Retrieval
sec

Sun IPX
DAP 610 (SunW110)
DECmpp (DEC 5000/200)

not strictly necessary for generating the image, such as disk
inputloutput (I/O) or image display, are not included in these
values.
The DAP 610 was the slowest of the machines tested.
The need to retrieve backscattered data in a serial manner
drastically increased the overall generation time. Although the
time needed to calculate TOF was significantly less than for
the serial machine, this savings was overwhelmed by the time
needed to transfer the TOF’s from the parallel processor to
the host. To quantify this disparity, approximate measurements
were made of the times the DAP 610 needed for communication, sample retrieval, and for calculation of TOF’s and the
sums of backscattered contributions. Communication and data
retrieval took almost 99% of the total image-generation time.
Attempts were made to keep the entire generation process on
the processor array and eliminate most of the communication
with the host. Because all processor elements are forced to
retrieve data from the same address in a given instruction
cycle, data retrieval had to be done in an almost serial manner.
Some parallelism was accomplished by allowing processor
elements which retrieved from the same memory location to
do the access at the same time, but only a small fraction of
the memory retrievals could take advantage of this parallelism.
Since the processing elements were significantly slower than
the host at performing the retrievals, this approach provided
no improvement.
The ability to do sample retrieval and pixel summation in
parallel gave the DECmpp a significant advantage over the
other machines tested. This ability meant that all key activities
took place in the PE array. No communication between the
PE array and the host was needed during image formation.
The only communication needed within the PE array itself
was the communication between PE’s required for global
summation of backscattered signals to form the value of a
pixel. Its indirect-addressing mode allowed the DECmpp to
improve communication times by a factor of 60 over the DAP
610 and sample retrieval times by a factor of 1250. For the
DECmpp, communication and sample retrieval occupy only
63% of the total image-generation time. The DECmpp did have
the advantage of faster processors in the processor array than
the DAP 610. This edge, however, was insignificant compared
to the improvement gained by the use of the DECmpp’s
indirect-addressing mode.

VII. DISCUSSION
Representation of TOF with a difference equation reduced
the time required to produce synthetic-focus images. For
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example, generation of a 512 x 512 image on a workstation
(Sun IPX) was reduced from 702 to 239 seconds, i.e., by
66%. This reduction could be important in schemes in which
images are generated iteratively under different assumptions
about the medium being imaged. As a difference equation
is used, however, recursive determination of the difference
coefficients causes errors in those coefficients to increase.
The number of bits needed to specify the error is a function of the degree of the approximation and the size of
the image. The number of bits of error increases nearly
logarithmically with image size. A bound on the number of
bits over which error propagates was determined and used
to set register length for TOF calculation using a difference
equation. When acceptable errors were small, tests showed
that the bound was only a few bits larger than actual errors
encountered.
Register lengths needed to avoid errors in TOF values are
much larger than the number of bits needed to represent the
TOF itself for image sizes of interest in medical ultrasonic
imaging. One method of reducing the required register lengths
is to subdivide the image. For example, one set of initial
difference coefficients could be calculated from the point
common to the four subimages. TOF’s could then be calculated
from this point by using forward and backward difference
equations. With this approach, the number of times a given
difference equation is used is reduced. Consequently, both
the error propagation distance and the length of the register
required are also reduced.
Register lengths could also be reduced if the registers are
designed to hold specific difference coefficients. The desired
result, i.e., the TOF value (zeroth-order coefficient), requires
more precision than the higher-order difference coefficients.
The upper bits of the higher-order coefficients are zero, so that
fewer bits are needed to represent those coefficients. Thus, the
size of the registers holding each coefficient may be tailored
to a given application. When the size of numbers being added
is reduced, the size of the arithmetic unit adding them can be
reduced as well.
The speed with which a parallel processor can generate a
synthetic-focus image is dependent on its architecture. The use
of indirect addressing to access local memory (used to store
backscattered signals in our case) is essential if images are to
be generated quickly. The DAP 610, whose PE’s could not use
pointers to their own memory, was even slower than the serial
machine tested. Transferring TOF’s to the host for retrieval of
backscattered signals added significantly to the time needed for
image reconstruction. Without an indirect-addressing mode,
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a massively parallel processor cannot be used efficiently for
synthetic-focus image generation.
The ability of the DECmpp to do indirect addressing in
a parallel environment allowed it to perform the majority of
operations in parallel and drastically reduce the number of
instruction cycles needed to produce a synthetic-focus image.
At 16.3 seconds per image, the DECmpp may prove to be a
useful tool for studying methods of adaptively focusing images
in response to assumptions about properties of the medium.
For example, one application is to change the assumed pattern
of variations in the speed of sound throughout the medium
of interest until a “best-focused” image is produced. Such a
process could not only produce a sharper image, but also may
provide information about the local variation of the speed of
sound within the medium of interest.

VIII. CONCLUSIONS
Generating synthetic-focus images from the complete
dataset can be a very time consuming procedure. Image
generation time for adaptive-focus schemes can be reduced
by using difference equations to calculate TOF’s. Knowing
the precision needed by a difference equation is crucial to its
accurate implementation. With adequate precision, a difference
equation offers a fast and accurate method for calculating
TOF’s for synthetic-focus image production. By performing
tasks associated with each pixel or with each transducer in
parallel, synthetic-focus images can be generated significantly
faster than can be done with a serial implementation. The
improvement which can be achieved by a given parallel
processor is dependent on its architecture. A massively parallel
processor must have an indirect-addressing mode in order to
efficiently generate synthetic-focus images.
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