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The quantum phase transition, scaling behaviors, and thermodynamics in the spin-1/2 quantum Heisenberg
model with antiferromagnetic coupling J > 0 in armchair direction and ferromagnetic interaction J′ < 0 in
zigzag direction on a honeycomb lattice are systematically studied using the continuous-time quantum Monte
Carlo method. By calculating the Binder ratio Q2 and spin stiffness ρ in two directions for various coupling
ratio α = J′/J under different lattice sizes, we found that a quantum phase transition from the dimerized phase
to the stripe phase occurs at the quantum critical point αc = −0.93. Through the finite-size scaling analysis on
Q2, ρx and ρy, we determined the critical exponent related to the correlation length ν to be 0.7212(8), implying
that this transition falls into a classical Heisenberg O(3) universality. A zero magnetization plateau is observed
in the dimerized phase, whose width decreases with increasing α. A phase diagram in the coupling ratio α-
magnetic field h plane is obtained, where four phases, including dimerized, stripe, canted stripe and polarized
phases are identified. It is also unveiled that the temperature dependence of the specific heat C(T ) for different
α’s intersects precisely at one point, similar to that of liquid 3He under different pressures and several magnetic
compounds under various magnetic fields. The scaling behaviors of Q2, ρ and C(T ) are carefully analyzed. The
susceptibility is well compared with the experimental data to give the magnetic parameters of both compounds.
PACS numbers: 75.10.Jm, 75.30.Kz, 75.40.Cx, 75.40.Mg, 02.70.Ss
I. INTRODUCTION
In the past few decades, there has been a great deal of
interest in quantum antiferromagnets with alternating inter-
actions, which could give rise to exotic quantum states and
intriguing critical behaviors due to the competition between
various interactions and external fields. In such systems,
the quantum phase transition, universality and scaling be-
haviors are particularly interesting, and they have attracted
much attention recently. In studies of quantum phase tran-
sition, the D-dimensional system is often mapped to a rel-
evant (D+1)-dimensional classical system. By utilizing the
(2+1)-dimensional nonlinear σ model [1], a quantum phase
transition for the quantum Heisenberg model on a square lat-
tice was mapped to a 3-dimensional thermal phase transition,
which belongs to the so-called classical O(3) Heisenberg uni-
versality.
The universality hypothesis [2–4] states that all critical sys-
tems with the same dimensionality, symmetry of order param-
eter, and range of interactions are expected to share the same
set of critical exponents and scaling functions. They do not
depend on the microscopic details of the system [5, 6]. It is
shown that the quantum phase transition of the explicitly com-
peting dimerized quantum Heisenberg model belongs to the
O(3) universality [7]. In addition, attempts have been made
to find models that present exotic features at the critical re-
gion beyond the O(3) universality. Wenzel et al. [8] argued
that a novel transition occurs in the J-J′ model, with the crit-
ical exponent ν and η smaller than the widely accepted stan-
dard values by quantum Monte Carlo (QMC) [6]. However,
later recalculations on larger lattices and the critical exponent
ν gave converse results [9, 10].
A non-O(3) universality phase transition was discussed by
Sandvik [11], in which the Heisenberg model with extra four-
spin interactions experience a continuous “deconfined” quan-
tum phase transition from the ordered Neel phase to another
ordered phase – a valence bond solid. The critical exponents
ν and η in this model differ dramatically from the O(3) uni-
versality, and the critical features described fulfill a previous
theoretical prediction [12].
On the other hand, as early as in 1998, a set of organic com-
pounds – 2-iodo, 2-bromo and 2-cyclopropy nitronyl nitrox-
ide radicals (abbreviated as INN, BrNN, and C3H5NN) – were
found to form a spin-1/2 Heisenberg system on a honeycomb
lattice with antiferromagnetic (AF) coupling J along the arm-
chair direction and ferromagnetic (F) coupling J′ along the
zigzag direction, where the physical properties of INN and
BrNN have been studied [13]. Motivated by the experimen-
tal advances as well as previous theoretical considerations on
honeycomb Heisenberg antiferromagnets [14–17], it is inter-
esting to ask if a quantum phase transition could occur at a
critical coupling ratio α = J′/J in the spin-1/2 Heisenberg
magnet with alternating AF and F interactions on honeycomb
lattice, and what are the universality and scaling behaviors in
this model. We shall answer these questions in this paper.
By using the continuous-time worldline QMC with worm
update algorithm [18, 19], we showed that in this present sys-
tem the spin stiffness ρ scales as ρ ∼ L2−d−z[20], where L is
the lattice size, d is the dimension of a system and z is the
dynamical critical exponent; the Binder ratio Q2 of order pa-
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FIG. 1: The spin 1/2 Heisenberg model on honeycomb lattice with
anti-ferromagnetic (AF) and ferromagnetic (F) interactions along the
armchair (X) and zigzag (Y) directions, respectively. This system
is separated into sublattice A (red) and sublattice B (blue) and the
lattice size are set to be Lx = Ly = L.
rameter is a universality-related constant at the critical point.
By means of these two quantities, the quantum critical point
αc and the critical exponent ν were calculated by ρx(y)Lx(y) vs
α and Q2 vs α for different lattice sizes and finite-size scal-
ing analysis[21], respectively, giving rise to αc = −0.93, and
ν = 0.7212(8), which indicates that this system with alternat-
ing interactions falls into a classical O(3) universality class.
A phase diagram of the present system is presented in which
the phase boundaries between four different phases are iden-
tified. We also observed that the specific heat curves intersect
at the “isosbestic point” T ∗/J = 0.741192, which is similar to
the cases in other systems [22–25]. The susceptibility is well
compared with the experimental data to give the magnetic pa-
rameters of both compounds.
This paper is organized as follows. In Sec. II, we give
a brief introduction to the model and the definitions of rele-
vant physical quantities. In Sec. III, we mainly discuss the
quantum critical behavior and the features in the presence of a
magnetic field. The thermodynamic characteristics of the sys-
tem are shown in Sec. IV. A conclusion is presented in Sec.
V.
II. MODEL AND DEFINITIONS
Let us consider the spin-1/2 Heisenberg model with F and
AF competing couplings on honeycomb lattice, as shown in
Fig. 1, where the nearest neighbor spins couple via F and AF
interactions along the zigzag and armchair directions, respec-
tively. The Hamiltonian reads
H = J
∑
〈i j〉
Si · S j + J′
∑
〈mn〉
Sm · Sn − h
∑
l
S zl , (1)
where Si is the spin-1/2 operator at the i-th site, J > 0 is
the AF interaction along the armchair direction, J′ < 0 is
the F interaction along the zigzag direction, h is an external
magnetic field, 〈i j〉 means the summation over the nearest-
neighbor sites along the x direction, and 〈mn〉 stands for the
nearest neighbors along the y direction. We choose J as the
energy scale, and we presume the same lattice sizes along x
and y directions, Lx = Ly = L.
We now utilize the worm QMC algorithm to explore the
critical properties of this system. In the continuous-time path-
integral representation, an imaginary time is introduced and
the partition function Z can be expressed as
Z = Tr(e−βH)
= Tr(e−
∫ β
0 dτH)
=
∞∑
n=0
(−1)nTr{e−βH0
∫ β
0
dτn...
∫ τ2
0
dτ1(HInHI(n−1)..HI1)},
(2)
where the Hamiltonian is separated into two parts H0 and HI
with HIi = eτiH0 HIe−τiH0 , and
H0 = J
∑
〈i j〉
S zi S
z
j + J
′
∑
〈mn〉
S zmS zn, (3)
HI =
1
2
J
∑
〈i j〉
(S +i S −j + h.c.) +
1
2
J′
∑
〈mn〉
(S +mS −n + h.c.). (4)
By inserting the identity ∑m |ψm〉〈ψm| = 1 between the opera-
tors in right-hand side of Eq. (2), where {|ψm〉} is a complete
set of basis and the single one of them is the direct product
of eigenstates (spin up or spin down) of the local S z, one may
observe that the integrand in Eq. (2) can be viewed as the
sampling weight. The Hamiltonian conserves the total S z of
the system, so the sampling weight could be depicted as con-
tinuous lines of up (or down ) spins along the space-time rep-
resentation, which is a worldline configuration [26]. A world-
line with two discontinuities (worm), which is a pair of upper
and lower operators, is introduced into a Z weight configura-
tion. The two ends randomly walk in the space-time and de-
stroy each other. When the two meet again and annihilate each
other with a probability, a new Z weight configuration is up-
dated and sampled. More details about the updating scheme
can be found in Ref. [18]. Next, we will introduce several
quantities that will be used to extract useful information for
our purpose.
A. Spin stiffness
Spin stiffness ρ is defined by the free energy f and the
boundary twist angle Φ, ρ = ∂2 f /∂2Φ [27, 28], which is be-
lieved to scale as ∼ L2−d−z near a quantum critical point. The
dynamical exponent z is presumed to be 1 at the beginning
of calculations for this two-dimensional (2D) system. The
quantities ρL in the x (armchair) and y (zigzag) directions are
supposed to be size-irrelevant at the critical point, which can
be calculated from the fluctuation of winding numbers in the
stochastic series expansion (SSE) and worm algorithm
ρ =
3
2β
〈W2x + W2y 〉, (5)
3where β is the inverse temperature, Wx and Wy are the winding
numbers in x and y directions, respectively, and Wθ in the θ
direction is calculated by
Wθ = (N+θ − N−θ )/L, (6)
where N+θ (N−θ ) is actually the displacement of a down spin
along the positive (negative) θ direction through the nearest
neighbor jumping S +i+1S −i (S −i+1S +i ). Since the spin rotational
symmetry are not broken in a finite-size system, and because
the symmetry breaking will not be restricted in the x-y plane
in the thermodynamic limit,the pre-factor 3/2 is necessary in
calculations in order to obtain the correct result. For the same
reason, the total susceptibility and spin order parameter square
[29] should be the corresponding quantities in z (or x, y) direc-
tion multiplied by a factor 3. In boson systems, one can cal-
culate the superfluid density ρs by Eq. (5), which is also used
to check the phase-transition point [30] in a three-dimensional
Bose-Hubbard model. In this present system, both ρxLx and
ρyLy are measured at various α for different lattice sizes L.
B. Binder ratio Q2
The magnetic order parameter’s moments near a critical
point usually scales as [31–34]:
〈|mz|
k〉L = L−kβ
′/νMk(tL1/ν), (7)
where L is the width of a lattice, β′ is the exponent for the
order parameter (we here take the staggered magnetization
ms ∝ |1 − T/Tc|−β
′), and ν is the exponent for the correlation
length. Binder ratio is defined by the ratio between two mag-
netization momenta
Qk = 〈m
2k〉L
〈m2〉kL
, (8)
where k is a positive integer, and the factor L−2kβ′/ν in the nu-
merator and denominator cancel each other, leaving just the
ratio of the scaling functions in the vicinity of the critical
point. So, the Binder ratio is a dimension-free quantity for
determining the critical point, and it is a universality-related
constant [31]. We shall employ the second-order Binder ratio
given by
Q2 =
〈m4sz〉
〈m2sz〉
2 , (9)
where
msz =
1
N
N∑
1
ǫiS zi (10)
〈m2(4)sz 〉 =
1
tM
M∑
η=1
t∑
θ=1
( 1
N
N∑
1
ǫiS zi(ηθ))2(4), (11)
N is the total number of lattice sites, and ǫi = +1 (−1) for
sites on sublattice A (B), as indicated in different colors in
Fig. 1. Eq. (10) gives the definition for the z component of the
staggered magnetization in the present case. For Monte Carlo
algorithm, the order parameter’s square is usually calculated
by 〈m2s〉 = 3〈m2sz〉.
In order to measure 〈m2sz〉 precisely, M consecutive parti-
tion function configurations are sampled, in each of which t
time slices are picked out regularly. Every slice is actually a
patten of Ising spin’s arrangement, and a whole partition func-
tion configuration could be treated as some patten’s continu-
ous evolution along the imaginary time and back to itself in
the end. The Worm update algorithm samples the most possi-
ble configurations, namely the pathes in Feynman theory, and
treats the selected ones equally. For the calculation of 〈m2sz〉
(or 〈m4sz〉), all the time slices are treated with equal weights,
and the arithmetic average over the staggered magnetization
square (or quartic) is performed for all the sampled slices.
C. Thermodynamic quantities
The average energy per site 〈E〉, magnetization m, suscep-
tibility χu and the staggered magnetization ms⊥ in x-y plane of
the system can be expressed by
〈E〉 =
1
β
(〈
∫ β
0
U(τ)dτ〉 + 〈Nkinks〉), (12)
m =
1
LxLy
N∑
i=1
〈
∫ β
0 dτS
z
i (τ)
β
〉, (13)
χu=
1
LxLyβ
∑
i j
∫
dτ1dτ2(〈S zi (τ1)S zj(τ2)〉 − 〈S zi (τ1)〉〈S zj(τ2)〉), (14)
〈(ms⊥)2〉 =
1
N
r=Rmax∑
r=0
fr(r)gr(0, r), (15)
where U(τ) = ∑i j S zi (τ)S zj(τ) is the total nearest neighbor in-
teractions in the z direction at imaginary time τ, Nkinks is the
number of kinks in one sampled partition function configura-
tion, β is the inverse temperature, which acts as the length of
imaginary time, gr(t, r) = 〈〈S −(t, r); S +(0, 0)〉〉 is the Green’s
function, a byproduct of the worm algorithm, and fr(r) = 1
(−1) if the two sites belong to the same sublattice (different
sublattices).
In the absence of the external magnetic field, the suscep-
tibility should be multiplied by a factor of 3, which can be
calculated through the dynamic structure factor
χu = 3S d(0, 0, 0), (16)
where the dynamic structure factor S (qx, qy, ω) is given by
S d=
1
LxLyβ
∑
〈i j〉
∫ β
0
dtdt′e−i~q·(~ri−~r j)−iω(t−t′)〈S zi (t)S zj(t′)〉. (17)
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FIG. 2: (Color online) Inverse size extrapolation of order parameter
〈m2s〉 for α = −0.8 and α = −1.1 in the absence of a magnetic field.
The intercept on 〈m2s〉 axis increasing from zero to about 0.07433
with increasing |α| indicates that a quantum phase transition from a
magnetic disordered state to an ordered state might happen in the
range of [-0.8,-1.1].
The specific heat can be obtained by [35]
Cν =
1
N
(〈β2E2 − Nkinks〉 − β2〈E〉2) (18)
The following simulations were carried on CPU E5620
with a frequency of 2.40 Ghz. For the cases in the ground
state, the inverse temperature β is set to be 100 for various lat-
tice sizes, and the convergence for the case with Lx = Ly = 48,
β = 100, |α| = 0.932 takes the most CPU time, about 107 s.
III. QUANTUM PHASE TRANSITION AND SCALING
BEHAVIORS
A. Quantum critical point and scaling analysis
To explore whether a quantum phase transition (QPT) exists
in this system, we calculated the order parameter 〈m2s〉 in the
absence of a magnetic field. We found that the inverse lattice
size extrapolation of 〈m2s〉 increases from zero for α = −0.8
to a finite value 0.07433 for α = −1.1, as shown in Fig. 2.
This shows that there might be a QPT from a magnetic disor-
dered phase to an ordered phase in the range of [-0.8,-1.1]. To
obtain the quantum critical point (QCP) accurately, we per-
formed careful calculations on ρxLx, ρyLy and Binder ratio Q2
for different lattice sizes L= 16, 20, 24, 28, 32, 36, 40, 44 and
48 with α in the range of [-0.926, -0.934]. The results are pre-
sented in Fig. 3 and Fig. 4, respectively. One may see that
ρxLx and ρyLy increase linearly with increasing |α| for a given
lattice size. Both ρxLx and ρyLy curves for different lattice
sizes have an intersection point at |α| ≃ 0.93, indicating that it
may be a QCP. Binder ratio Q2 decreases with increasing |α|
for a fixed lattice size, and the curves for different lattice sizes
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FIG. 3: (Color online) (a) ρxLx and (b) ρyLy as functions of |α| for
lattice sizes L= 16, 20, 24, 28, 32, 36, 40, 44 and 48. For a given
L, ρxLx and ρyLy increase linearly with increasing α, and the two
sets of curves have an intersection point at |α| ≃ 0.93, indicating
the existence of a QPT. Parts (c) and (d) are the corresponding data
collapse by FSS analysis, where all curves drop onto a single straight
line for each case. The errors for ρxLx, ρyLy and Q2 are at least three
orders smaller than the corresponding quantities.
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FIG. 4: (Color online) (a) The Binder ratio Q2 as a function of |α|
for different lattice sizes. The crossing points of curves are close to
|α| ≃ 0.93. (b) The scaling behavior of Q2, where the corresponding
scaling function contains a higher-order correction.
do not intersect exactly at the same point (Fig. 4), but these
crossing points are very close to |α| ≈ 0.93, which implies
that a higher-order correction should be included in the scal-
ing functions according to the finite-size scaling hypothesis
which will be discussed below.
In light of the renormalization group theory [36–38] and
finite-size scaling hypothesis [39], a quantity in a finite-size
system, regardless of whether it is divergent or convergent at
the critical point with a critical exponent κ, will obey a scaling
function as long as the size L is large enough and the reduced
phase-transition controlling parameter t = (t − tc)/tc is suffi-
ciently small. In other words, the system is in a deep critical
realm [28, 31]. In this present system, t = (α − αc)/αc. The
scaling function has the form
5TABLE I: Critical coupling ratio αc and the exponent ν of corre-
lation length from the finite-size scaling analysis on spin stiffness
and Binder ratio Q2. The quantum phase transition is ascertained to
happen at αc ≃ −0.93, which falls into an O(3) universality, as the
exponent ν is close to 0.7112(5) of the standard classical Heisenberg
O(3) universality.
ρxLx ρyLy Q2
αc -0.929526(4) -0.929811(3) -0.93026(6)
ν 0.6748(8) 0.7212(8) 0.697(3)
q0 0.39908(2) 0.74011(3) 2.32(1)
A(t, L) = Lκ/νg(tL1/ν), (19)
where ν is the exponent of correlation length, g(x) is a well-
defined smooth function. At the critical point t = 0, g(x) is
lattice independent, i.e., the curves of A(t, L)/Lκ/ν versus tL1/ν
for various size L would intersect at the critical point, as de-
picted in Figs. 3. In fact, due to the lattice size accessible to
the computation capacity and the nonlinearity of the scaling
field, the curves of some quantities would not mutually inter-
sect precisely at one point, e.g., the Binder ratio Q2 in Fig.
4. To utilize the data collapse method to calculate the criti-
cal exponents in this case, a higher-order correction should be
included in the scaling function by
A(t, L) = Lκ/ν(1 + cL−ω) f (tL1/ν + dL−φ/ν). (20)
For ρxLx, ρyLy and Q2, κ is zero. Thus, we need to expand the
scaling functions g(x) and f (x) as the second-order and forth-
order polynomials of tL1/ν and tL1/ν + dL−φ/ν, respectively.
The zero-order term in both cases is denoted by q0.
To contrust a scaling analysis, the code of Melchert [40],
which can extract critical exponents without acquiring the
detail of scaling functions, was first used to do a rough fit-
ting and the cursory results were delivered to the next elab-
orate parameter fitting calculation. Thousands of nonlinear
Levenberg-Marquardt optimization algorithm (LMOA) [41]-
based fittings of the bootstrap resamples of raw data should
be performed; the details can be found in Ref. [27].
The refined αc, ν and q0 with high accuracy are listed in
Table I. One may see that the critical coupling ratio αc ex-
tracted from three quantities is only different by 10−4, which
gives rise to the QCP αc ≃ −0.93. Sparse data in the rela-
tive range of scaling variable tL1/ν and tL1/ν + dL−φ/ν lead to
discrepancies among the three νs, and determined by the low-
est χ2/d.o. f [e.g., the weighted sum of squares residual per
degree of freedom (d.o. f ) of ρyLy for each single LMOA fit-
ting], the ν for the present system is found to be 0.7212(8),
which is very close to the standard value 0.7112(5) of clas-
sical Heisenberg O(3) universality. Our result is consistent
with that of Hosokoshi et al. [13, 14]. Thus, the QPT falls
in the O(3) universality class. In terms of the results shown
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FIG. 5: (Color online) mz and χu vs magnetic field h for different
lattice size L=48, 64 and 72, where the susceptibility χu is plotted in
the inset. (a) α = −0.6; (b) α = −0.97. With increasing h, for (a), the
system goes through the dimerized phase (the region of zero mag-
netization plateau), the canted stripe phase, and the polarized phase
successively, and for (b) it enters the canted stripe phase from the
stripe phase directly. The discontinuities in χu indicate that all the
QPTs are of second-order. The errors for susceptibility and magneti-
zation are at least two and three orders smaller than the correspond-
ing quantities, respectively.
in Fig. 2, the QPT occurs between the dimerized state with
a gapful excitation and a striped state in that the spins along
the zigzag rows are arranged parallel while the spins on two
neighboring zigzag rows are aligned antiparallel, where the
former is a disordered state, and the latter is an ordered state.
In Ref. [42], we note that a different system, e.g., the spin-1/2
Heisenberg J1 − J2 AF model on honeycomb lattice, was con-
sidered, and it was found that, when the coupling ratio J2/J1
increases from 0 to 1, the system goes to the following phases:
for J2/J1 ≤ 0.2 it is in the Ne´el phase; for J2/J1 ≥ 0.4 it is
in the collinear phase; and for the intermediate region it is in
the disordered phase. This is quite different from the phases
in the present system.
B. Phase diagram in a magnetic field
Now let us consider the case in the presence of a magnetic
field h. We calculated the magnetization per site and uniform
susceptibility at α = −0.6 and α = −0.97 for lattice size L=48,
64 and 72. During the calculation, we found that the finite-size
effect has no influence on the calculated results when the spin
rotational symmetry is broken, and the discrepancies for the
three lattice sizes are invisible, as indicated in Fig. 5.
When α = −0.6, there is a zero magnetization plateau in
the magnetic curve, as shown in Fig. 5, which indicates that
the system has a finite spin gap, suggesting that the system is
in a dimerized state. We found that the width of the plateau
decreases with increasing α. The spin gap closes at the critical
field hc1 = 0.4. When the magnetic field h > hc1, the system
enters into a new phase where the staggered magnetization ms⊥
in the x-y plane is nonvanishing (see Fig. 6 (a)), giving rise to
the canted stripe phase. In this phase, the uniform susceptibil-
ity χu increases with increasing field h [the inset of Fig. 5 (a)].
60.0
0.1
0.2
0.3
0.4
0.0 0.3 0.6 0.9 1.2
0.0
0.1
0.2
0.3
0.4
0
3
6
9
12
0.00 0.01 0.02 0.03 0.04
0.0
0.7
1.4
2.1
 
 m
s  
 L=30
     40
(b)
h/J
 m
s
 L=30
      40
 h=0.36
     0.38
     0.4
     1.0
     1.2
< (m
s) 2 >
 
(d)
(c)
 h=1.0
     1.2
 
< (m
s) 2 >
 
1/L
(a)
FIG. 6: (Color online) Staggered magnetization in the x-y plane for
(a) α = −0.6 and (b) α = −0.97. Parts (c) and (d) give the corre-
sponding size extrapolations of 〈(ms⊥)2〉 for the dimerized and polar-
ized phases with α = −0.6 and α = −0.97, respectively, showing
that in the thermodynamic limit there is no staggered magnetization
in the x-y plane. Due to the tiny value in (c) and (d), the error bar for
data is only shown in (a) and (b)
When the field exceeds the upper critical field, the system is
polarized.
When α = −0.97, there is no a zero magnetization plateau,
implying that the low-lying spin excitation is gapless, and the
magnetization increases with increasing the field and the stag-
gered magnetization ms⊥ in x-y plane takes finite values below
the saturation field [see Fig. 6 (b)], indicating that the system
is in a canted stripe phase. Again, in this phase, the uniform
susceptibility increases from a finite value with increasing the
field [the inset of Fig. 5 (b)]. In both the dimerized phase and
the polarized phase (PP), the size extrapolation shows that the
squared staggered magnetization 〈(ms⊥)2〉 in the x-y plane van-
ishes in the thermodynamic limit, as manifested in Figs. 6 (c)
and (d) for α = −0.6 and α = −0.97, respectively.
When h = 0, the system with α = −0.6 goes into the dimer-
ized phase due to the magnetization mz, the staggered magne-
tization ms⊥ in the x-y plane, and the uniform susceptibility χu
vanishing, as shown in Figs. 5 (a) and 6 (a); for α = −0.97,
the system is in the stripe phase in the absence of a magnetic
field, as in this case, the magnetization mz and the uniform
susceptibility χu are vanishing [Fig. 5 (b)], but the staggered
magnetization ms⊥ in the x-y plane is nonvanishing [Fig. 6
(b)].
By summarizing the results extracted from the above cal-
culations, the phase diagram of the present system in the α-h
plane can be depicted, as shown in Fig. 7. In the absence of
the magnetic field, a small α gives a dimerized phase, because
in this case the F interaction is weaker than the AF interac-
tion, and the nearest-neighbor spins along the armchair direc-
tion form dimers, where the dimers are very weakly coupled
through a single spin, enabling the system is in the dimerized
state. A large α (> αc) gives a stripe phase, because in this
0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0
0.3
0.6
0.9
1.2
1.5
h/
J
dimerized phase
canted stripe phase
polarized phase
stripe phase
 
FIG. 7: (Color online) Phase diagram of the spin-1/2 Heisenberg
model with F and AF alternating interactions on a honeycomb lattice
in the coupling ratio α-magnetic field h plane. There are four phases:
the dimerized, stripe, canted stripe and polarization phases. For h =
0, there is a quantum phase transition (QPT) between the dimerized
and stripe phase at the quantum critical point αc = −0.93. The QPT
falls into the O(3) universality. All phase transitions in this system
are of second-order.
situation the F interactions are strong enough to make spins
along the zigzag direction form ferromagnetic chains which
are coupled by anti-ferromagnetic interactions, leading the
system to be in the stripe phase. When α = αc, a QPT occurs
between the dimerized phase and the stripe phase. By com-
bining the scaling analysis on the spin stiffness and Binder’s
ratio, we show that the QPT is in the O(3) universality class.
In the presence of the magnetic field, when α < αc, the
dimerized phase remains under small fields, and when the
field exceeds a certain value, the staggered magnetization in
the x-y plane is nonvanishing besides a finite magnetization
in z direction, leading to the system entering into the canted
stripe phase; when α ≥ αc the staggered magnetization in
the x-y plane is always nonvanishing as long as the field is
nonzero, implying that the system is in the canted stripe phase.
When the field exceeds the saturation value, the system is fully
polarized. By observing the values of mz, ms⊥ and χu, we deter-
mined the phase boundaries between different phases. From
the uniform susceptibility, one may find that the phase transi-
tions between various phases are of second-order.
IV. SPECIFIC HEAT AND SUSCEPTIBILITY
A. Isosbestic point and scaling behavior of specific heat
The temperature dependence of the specific heat C(T ) of
the spin-1/2 Heisenberg model with F and AF alternating in-
teractions for different coupling ratio α in the absence of the
magnetic field is studied, and the results are presented in Fig.
8. It can be seen that with increasing temperature, C(T ) in-
creases first to a peak and then decreases to vanishing regard-
7less of small or large α, which is very similar to the bahavior
of a spin-1/2 Heisenberg antiferromagnet. However, at low
temperature, C(T ) has different behaviors for α < αc and
α > αc, where, when T → 0, the former (in the dimerized
phase) has an exponential decaying to zero, and the latter (in
the stripe phase) has a power-law decaying to zero.
It is amazing to note that all curves of C(T ) for various α in-
tersect at temperature T ∗/J ≈ 0.74. This phenomenon of the
crossing point in specific heat in this present spin-1/2 Heisen-
berg model with F and AF alternating interactions on honey-
comb lattice resembles that of liquid 3He, where the curves of
specific heat Cν(T, P) of liquid 3He under different pressures
intersect precisely at T+ ≃ 0.16K. Such a crossing point T ∗
in Cν(T, λ), with λ an intensive variable, has been reported in
several magnetic and fermionic systems both theoretically and
experimentally. For instance, the crossing point of Cν(T,U)
for different on-site repulsive interaction U was theoretically
argued to have a universal value for various Hubbard models
by Vollhardt et al. [43]; likewise, Cν has a crossing point
in several magnetic compounds such as CeCu5.5Au0.5 [22],
RuS r2Gd1.5Ce0.5Cu2O10−δ [23], MnS i [24] and CeAuS n [25]
under various external magnetic fields, respectively. There is
a general argument for the crossing point given by Vollhardt
[44]: since
∫ ∞
0 dT
C(T,|α|)
T is the high-temperature limit of en-
tropy S, it is independent of |α|, as described in Eq.(3) in [44],
ηX = k−1B limT→∞
∂S (T,X)
∂lnX =
X
KB
∫ ∞
0
dT ′
T ′
∂C(T ′ ,X)
∂X . Consequently,
there has to be one T-regime where the function takes posi-
tive values and one regime with negative values, leading to a
unique T value at which the ∂Cv(T,λ)
∂λ
|T ∗ is zero. T ∗ is the cross-
ing point of the curves of specific heat, coined as “isosbestic
point”. For the present spin system, λ = α, Cν(T, α) intersects
for various α at T ∗/J with Cν |T ∗ ≈ 0.22, as shown in Fig. 8.
As the specific heat in this system has a crossing point at T ∗
for various coupling ratio α, there must be a scaling behavior
in the vicinity of T ∗. We propose the scaling function in the
following
Cν |α|b = q0 − b1|α|a(1 − TT ∗ ), (21)
where a, b, q0 and b1 are constants. For |α| = 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, 0.97 with L=64 in the temperature range
of [0.7, 0.8], we plot Cν|α|b versus |α|a( TT ∗ − 1), and observe
that all curves drop onto a straight line, with T ∗/J = 0.763(9),
b = −0.019(5), a = −0.29(7), b1 = −0.267(3), and q0 =
0.2197(2), as shown in Fig. 9.
B. Susceptibility and comparison to experiments
The temperature dependence of the uniform susceptibility
χu(T ) in the spin-1/2 Heisenberg model with F and AF alter-
nating interactions on honeycomb lattice is explored for vari-
ous coupling ratios α, where the results are given in Fig. 10.
We found that in the absence of a magnetic field, at high tem-
perature the susceptibility χu in the stripe phase (SP) exhibits
a round peak higher than those in the dimerized phase (DP)
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FIG. 8: (Color online) Temperature dependence of the specific heat
for different α in the spin-1/2 Heisenberg model with F and AF alter-
nating interactions on honeycomb lattice in the absence of magnetic
field. A crossing point can be observed at T ∗/J ≈ 0.74. The error
bars are invisible comparing with the symbol size.
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FIG. 9: (Color online) A scaling analysis for the specific heat of the
spin-1/2 Heisenberg model with F and AF alternating interactions
on honeycomb lattice in the vicinity of the “isosbestic point ” T ∗ =
0.763(9). For various α, all curves drop onto a straight line.
and PP; at low temperature, χu in DP and PP decreases to zero
very rapidly as T decreases, while the one in SP keeps a finite
value when T → 0. It is consistent with the fact that in the DP
the low-lying excitation has a finite spin gap, leading to an ex-
ponential decaying of χu(T ) at T → 0, while in the SP the spin
excitation is gapless, resulting in a power-law decaying behav-
ior of χu(T ) at T → 0, and in the PP with α = −0.6, χu(T )
is remarkably suppressed by the magnetic field h/J = 1.2. In
the canted stripe phase (CSP), χu(T ) exhibits a quite different
behavior from those three phases, in which a sharper peak of
χu appears at lower temperature, and in the limit of T → 0
the system has a larger magnetic susceptibility in comparison
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FIG. 10: (Color online) The temperature dependence of the uniform
susceptibility χu in the spin-1/2 Heisenberg model with F and AF
alternating interactions on honeycomb lattice for different α. DP de-
notes dimerized phase, SP denotes stripe phase, CSP denotes canted
stripe phase and PP denotes polarized phase. The lattice size is set to
be L=64. The error bars could not be shown in the figure.
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FIG. 11: (Color online) The paramagnetic susceptibilities for the or-
ganic radicals BrNN and INN are fitted to the model given by Eq.
(1) with the lattice size L=64. The fitting results give the coupling
ratio α = −0.29 and −0.79, and the AF coupling is J = 8.25 K and
6.9 K for both materials, respectively, being well consistent with the
experimental measurements [13].
with the SP case for |α| = 1.1. This is understandable, because
in the CSP at h/J = 0.8, the fact that the spins are partially
polarized makes it easier to response to the external field with
higher χu, and the competition between the quantum fluctua-
tions in the x-y plane and the thermal fluctuations results in
such a peak in Fig. 10.
The calculated behavior of susceptibility can be compared
with the experimental data. Nearly two decades ago, two or-
ganic radicals BrNN and INN [13] were reported to form a
honeycomb lattice with F and AF competing interactions be-
tween nearest neighbor spins, which can be described by the
model defined in Eq. (1). In comparison to the experimen-
tal observation, we fitted the experimental data of the uniform
magnetic susceptibility χu(T ) with the calculated results for
the lattice size L=64, as shown in Fig. 11. The fitting results
give the coupling ratio α = −0.29 for BrNN and α = −0.79
for INN, with the AF coupling J = 8.25 K and 6.9 K, respec-
tively. One may see that our results are well consistent with
the experimental measurements [13].
V. CONCLUSION
We have applied the continuous imaginary time quantum
Monte Carlo method with worm update algorithm to study the
spin-1/2 Heisenberg model with antiferromagnetic coupling
in the armchair direction and ferromagnetic coupling in the
zigzag direction on a honeycomb lattice, and we found that
a quantum phase transition from the dimerized phase to the
stripe phase occurs at the quantum critical point αc = −0.93.
Through the finite-size scaling analysis on Q2, ρx and ρy, the
critical exponent ν related to the correlation length is deter-
mined to be 0.7212(8), implying such a QPT falls into a clas-
sical Heisenberg O(3) universality. The dimerized phase ex-
hibits a zero magnetization plateau, whose width decreases
with increasing α. A phase diagram in the coupling ratio-
magnetic field is presented in which four phases, including
the dimerized phase, the stripe phase, the canted stripe phase
and the polarized phase are identified. The temperature de-
pendence of the specific heat C(T ) shows an exotic feature,
namely that the curves for different α intersect precisely at
one point, similar to that of liquid 3He under different pres-
sures and some magnetic compounds under different mag-
netic fields. The scaling behaviors of Q2, ρx and C(T ) are
carefully addressed, and the scaling functions are given. The
temperature dependence of susceptibility is explored system-
atically for the four phases, and it is also well compared with
the experimental measurements. The magnetic parameters of
the two compounds BrNN and INN are estimated, which are
in good agreement with the experimental observation[13, 14].
Our present study enables us to gain a deeper insight into the
overall critical and noncritical nature of the spin-1/2 Heisen-
berg model with F and AF alternating interactions on hon-
eycomb lattice, and it may help to guide future experimental
studies.
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