It is common knowledge that the price for a particular product or service may vary substantially between stores or outlets. One explanation for price disper sion, is that stores are dierent. Stores can be heterogeneous in a multitude of ways such as location, opening hours, parking facilities (see e.g. Dixit and Stiglitz (1977) and Weitzman (1994) ), loyalty programs (Basso et al., 2009 ) and warranties (Grossman, 1981) . In addition, idiosyncratic shocks or unexpected uctuations in demand (Mackowiak and Wiederholt, 2009 ) may also yield price dispersion. Fur thermore, store characteristics are often an intrinsic component of a purchase (product dierentiation). For example, buying a lukewarm Coca-Cola in a su permarket in the middle of the day is dierent from buying a cold one from a convenience store or a petrol station in the middle of the night. Or, eating the same meal at two dierent restaurants may be perceived as very dierent depend ing on characteristics for each restaurant. Store characteristics may thus reect dierent mark-ups and costs, and result in price dispersion.
In this paper we identify the contribution of store characteristics to price disper sion exploring monthly price observations from a wider set of products categories than previous studies. But rst we establish four stylized facts of price dispersion:
(1) there is signicant and persistent price dispersion in retail prices in Norway, the median standard deviation is 33% of the mean price. (2) The dispersion of prices varies between products and over time as indicated by the inter quartile rage of the standard deviation between 19% and 50%. (3) 84% of the overall variation in the standard deviation is between products while 16% is due to time variation.
(4) The dispersion in prices increased from around 25% in the start of the sample to almost 40% in end of the sample.
Second, we identify a xed store component of prices by observing prices of multiple products in the same store over time. Using intuitive non-parametric methods we nd that the store component accounts for about 30% of the price dispersion for the median product. To identify the store component for the sample 2 as a whole we also employ a novel parametric method, which shows that store eect accounts for 5060% of the dispersion in prices. As further evidence of the importance of store heterogeneity, we nd that the ranking of stores within the price distributions is highly persistent over time. Kaplan and Menzio (2015) use scanner data from 1.4 million (mostly food) products across dierent geographical areas in the United States. They nd that the quarterly average standard deviation in prices is between 19 and 36% depend ing on the aggregation level, 1 and that store heterogeneity account for 10% of the dispersion in prices. Exploring a subset of the data and a dierent method, Kaplan et al. (2016) nd that 15.5% of the variance in prices is due to store heterogene ity.
2 Lach (2002) studies price dispersion for only four products 3 in Israel. He nds that store characteristics account for between 4790% of the variation in prices. Wildenbeest (2011) investigate price dispersion of a basket of grocery items from four retailers in the United Kingdom. He nds that store heterogeneity explains around 61% of variation in prices and attributes the rest to search frictions.
We contribute to this literature by covering a larger variety of products from multiple stores. We include not only food products, but also products from all 10 coicop categories such as consumer electronics, cars, petrol, apparel, restaurants, transport, and other services. This allows us to provide more detailed insight into price dispersion than previous studies. Also, we argue that the store eect may represent information about the price structure in the market.
1 The role of the stores Our data covers hundreds of products from most product categories and from thousands of stores. However, households may choose from a tremendously large 1 Products are dened by universal product code (UPC).
2 They also decompose the variation in prices into transitory and persistent parts. The per sistent component of the store-product variation in prices (which they label relative price dis persion) constitutes 30.3% of the variation in prices.
3 These are refrigerator, chicken, our, and coee.
3 set of products of dierent brands and qualities at dierent prices from dierent
stores. Considering what products to buy where is a huge task for consumers, and it is impossible in practice to gather and process all available information. In such an environment, searching for products and stores may easily become random and price competition weak. Changing a price of a product will have small demand eects, as the probability that the consumers notice it is rather small. In this case price dispersion indicates ineciencies and costs.
However, stores may be helpful for consumers by reducing this information problem. Suppose the prices of dierent products within a store is perfectly cor related. Suppose also that the average price of a store relative to other stores is constant. Then the consumer only needs to know the average price in each store to be perfectly informed (actually, only the price of one good, as prices are perfectly correlated).
4 If, in addition, the average price distribution is reasonably stable, the information problem facing consumers is reduced to something that is rather simple. In this case, the stores will compete through having low average costs, and there is no reason why price competition should not be hard.
Generally, it is much easier to know the average price in a store than knowing the price of each product. Surveys for instance, give information about average prices. Hence, through their price policy, stores may reduce the information prob lem facing the consumers, from chaos (no store eect) to small (strong store eect), with increased store eect going hand in hand with increasing price competition.
The more is explained by the store eect, the easier is it for the customers to be informed about relative price levels. Hence measuring the store eect gives infor mation about how easy it is to get information for customers, which again is a stepping stone for understanding the working of the price system as a whole. The store eect may thus be an indication of the information structure in the market, and a high store eect makes it more likely that the consumers are well informed 4 Furthermore, if stores in the same chain have similar prices, it is sucient for a consumer to know average prices in each chain in order to be perfectly informed.
4
and that competition works well.
Besides providing information of relative prices, store eects may also reect other aspects of price setting as mentioned in the introduction. For example location and opening hours may yield dierences in mark-ups or marginal costs between stores. A third explanation for store eects is product aggregation. As some products in our data may represent dierent brands and qualities across stores, this may yield a store eect. In our empirical analyses below we do not distinguish between the dierent sources of the store eect.
Obviously, one may ask why don't the store eect explain all dispersion in prices? First, it may be that markups are dierent for dierent products in the same store. Stores may for example lower prices on a few products to lure cus tomers to shop at their outlet. It may also reect cost dierences of the individual products within the stores. Other stores may specialize in expertise to help con sumers choose between products of dierent qualities and properties while selling more standardized products at market prices. For example a store selling cross country skis may specialize in skills nding a pair of skis with the appropriate span and stiness and thus charge a higher price while charging the same price a general store for ski wax.
Also, incomplete information may yield a search equilibrium where prices dier randomly between stores cf. Burdett and Judd (1983) and Moen (1999) .
5 Lastly, Kaplan and Menzio (2015) shows that price discrimination also may yield price dispersion beyond store eects.
Data
We use monthly micro data collected for the consumer price index (cpi), see Statistics Norway website 6 and Statistics Norway (2001) . The data covers monthly 5 Moen (1997) shows that price dispersion also may emerge with directed search. Kaplan and Menzio (2015) and Kaplan et al. (2016) 3 Stylized facts of price dispersion
In this section, we present dierent measures of price dispersion in our sample and how dispersion varies between products and over time. We denote P ist as the price observation for product i in store s at month t. First, we construct a price distribution for each product-month sample, in total 40,567 distributions. We drop product-months with fewer than 20 observations (stores) in order to reduce sampling errors. For example, Figure 1 shows the price distribution of observed prices P ist for a bottle of Coca-Cola (in nok) from 274 stores in January 2000.
The lowest price is 7 nok and the highest price more than three times higher at 24 nok. The third quartile price is 89% higher than the rst quartile price, and the standard deviation is 3.70 nok which is 28% relative to the mean price. Each product-month distribution of P ist will obviously have dierent means µ it and variances Σ it which may depend on the the scale (i.e. the mean µ it ). In order to compare the dispersion of prices across products and months we normalize all prices P ist with respect to the mean price for each product in each monthP it :
P ist has thus a mean of 1 and variance σ 2 it , which we can compare across products and over time.
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As the product-month price distributions may be skewed or multimodal like the distribution for Coca-Cola in Figure 1 , we measure price dispersion as the interquartile range (iqr) and the 95/5 percentile range (P95P5 range) in addition to the variance and standard deviation. Since the distributions are normalized, the standard deviation, the iqr and the P95P5 range are in percent of the mean.
The rst column of these measures, and in column 2 we illustrate the variation in each of these mea sures (across products and over time) by the range between the rst and third quartile, i.e. the (Q1−Q3) range. Table 1 shows that price dispersion is signicant with a estimated median standard deviation of 32.7% (corresponding to a variance of 0.107). The median iqr is 31.9% and the median (P 95−P 5) range is 94.5%.
However, there is a lot of variation between the product-month distributions as indicated by a (Q1−Q3) range of the standard deviation between 19% and 50%.
Similarly there is a lot of variation in the other measures of price dispersion. The (Q1 − Q3) range for iqr is between 16.6% and 55.8%, and between 54.8% and 149.0% for the (P 95−P 5) range. This variation may reect that some products are precisely dened while others are aggregates of products that are close substi tutes. Figure 2 shows a histogram of the 40,567 standard deviations illustrating Note: N is number of products in each category.
the variation in price dispersion. The distribution is skewed right which is why we report on the median.
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Grouping the products by coicop categories shows systematic dierences in dispersion between types of products. Table 2 shows the median standard devia tion and iqr for each coicop division in the top panel and the degree of durability in the bottom panel. The groups are ranked according to their standard deviation.
Clothing and footwear products have the highest price dispersion with a median standard deviation of 55.1%. The least dispersed categories are Health products and Alcoholic beverages and tobacco with a median standard deviation of less than 10%. In particular, the dispersion we nd in normalized prices for food products 9 The mean variance and standard deviation are 0.180 and 36.3%. in Norway is 25.3% (measured by the median standard deviation), which is less than what Kaplan and Menzio (2015) nd for food products in the United States (36%).
The coicop system also classies products as durables, semi-durables, nondurables and services. For example, clothing and footwear is classied as semidurables. The bottom part of Table 2 shows the median product-month standard deviation within these categories. The standard deviation for semi-durable prod ucts is about twice as high as for non-durable products (50.8% vs. 24.3%). The dispersion of services and durables are in between at around 38%. The right col umn of Table 2 shows that there is a lot of heterogeneity within each consumption category indicated by the (Q1 − Q3) range of the standard deviation. Figure 3 shows that there is a clear upward trend in the three quartiles (Q1, median and Q3) of the standard deviation indicating that dispersion increased over time. The median standard deviation increased from around 25% in the beginning of the sample to almost 40% in the end. This nding is consistent with Wulfsberg (2016) who reports that the mean size of nonzero price changes increased over the same period.
How much of the variation in price dispersion reported in Table 1 is accounted for by this trend? Decomposing the variation in the standard deviation σ it into cross sectional variation between products (σ i ) and time variation within products (σ it −σ i ) yields that the cross sectional variation accounts for 84% while time variation only accounts for 16% of the overall variation in σ it . 0What can explain this trend? In a Ss-type menu cost model the size of price adjustments increase with ination. Hence, we would expect more price dispersion when ination is high. However, during this period the 12 month annual ination rate has varied between 4% and 2% with a slightly negative trend (if any).
We noted above that a possible explanation for the bimodality of the price dis tribution for Coca Cola in Figure 1 is that the product is sold by stores with dierent characteristics such as cheap stores (supermarkets) and expensive stores (convenience stores). Multimodal product-specic distributions of normal ized prices seems to be prevalent. Instead of visual inspection we employ the Hartigan dip test (Hartigan and Hartigan, 1985) which rejects unimodality at 1%
level of signicance for as many as 576 (75%) of the products.
10 However, the pooled distribution of normalized prices is single peaked, kurtotic, and slightly left skewed as seen from Figure B1 in the appendix. The standard deviation of of the pooled distribution is 39.9% corresponding to a variance of 0.157 which is larger than the median product-month variance (0.107).
4 The store component
We assume that the relative priceP ist can be decomposed into the mean (by denition equal to one), a store component v s and a residual ε ist :
10 Cavallo and Rigobon (2012) uses the dip test to inspect the distribution of price changes.
Store component The store component is assumed to be equal for all products sold in the same store s in all periods. The idea of the store component is illustrated in Figure 4 where the dots represent four observations of the relative price for a Coca Cola 
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An intuitive estimate of the store components v s is the mean normalized price for all products in all periods sold by the same store:
where n = 1, . . . , N s is the number of observations from store s over all products and months. The median number of products per store is 46 (the rst quartile 11 While the store eect in (1) is xed over time, Kaplan et al. (2016) estimate a time varying store eect decomposing the error terms further into a transitory and a persistence component.
Their results indicate that 95% of the sample store eect is persistent. 12 The signicant (non-zero) store eects are plotted in Figure 5 . Their size vary between −70% and 300%. The histogram is clearly bimodal with one mode below zero around −10% and one mode above zero around 15%. The mean store eect is 28.5% for expensive stores and −18.0% for cheap stores. (The mean absolute size of the store eects is 23.6%.) The histogram to the right is for stores selling Coca-Cola which is also possibly bimodal with modes on each side of zero.
In Figure C2 in the appendix the store eects are plotted by coicop division.
Bimodality is also reected in these histograms with the exception of 9 Recreation and culture and 12 Miscellaneous goods, services. We note that the store eects seem particularly strong for 3 Clothing and footwear.
Interestingly, there is a clear tendency that the more expensive the store is the more variation in (normalized) prices within the store. Figure 6 plots the store eects vs the variation in prices between products sold in the same store. One possible explanation for this is that expensive stores selling specialized products also need to sell standardized products (like our example above of a store selling cross-country skis and ski wax).
12 15% of the store eects are insignicant at the 5% level. The residual componentε ist is computed by subtracting the estimated store eects from each normalized price i.e.ε ist =P ist − 1 −v s following equation (1).
The variance of ε ist represents the price dispersion for products sold at equally expensive stores. Table 3 reports the same measures of residual price dispersion as for normalized prices in Table A1 . Lach (2002) which focus on the dispersion of residual prices, nds less dispersion (but only for four products). All three dispersion measures of the residual prices are around 85% of the corresponding measure for normalized prices. There is thus substantial variation in prices even after controlling for store eects.
5 The importance of store heterogeneity
In this section, we explore how much of the variation in prices which we doc umented in the previous section, can be attributed to store heterogeneity. We products. Hence, the variance of the store eect for product A may dier from product B and product C.
Assuming that v s and e ist are independent, the variance ofP ist is thus decom posed into
The ratio of the variance of the store component σ We rst estimate the variance components for each product-month distribution based on the estimatesv s andε ist according tô
andσ 2
where s = 1, . . . , S it is an index for stores selling product i in month t.
In column 1 of Table 4 we report the median variance of the store component 15 Table 1 ). Thus the store eect accounts for 30% of the total variance of the median product-month. The ratio of the store variance varies obviously between product-month distributions. To illustrate this variation we report the same statistics for the inter quartile range (Q1Q3 range) in the second column. We see that the store eect accounts for 1939% of the total variance of product-month distributions measured by the Q1Q3 range.
In Table 5 we report the variance decomposition by coicop categories using the same approach as in Table 4 . The store eect is particularly important for 11 Restaurants and hotels accounting (49%) in addition to 3 Clothing and footwear (45%). Typically for services we would expect variation in the store component to be an important part of the price dispersion. The store eect is least important for 8 Communication with a ratio of 12% to the total variance. For food products (1 Food and non-alcoholic beverages) the store eects account for 23% of the total variance which is similar to Kaplan and Menzio (2015) .
It is likely that stores selling the same product(s) are less heterogeneous than stores in general. For example, food stores are probably less heterogeneous than food stores versus hotels. Hence, for retail prices in general one may expect the variance in the store component to be more important for price dispersion than for the median product-month sample. To investigate this possibility we pool the sample and assume that σ 
where s = 1, . . . , S is an index for all stores, and n = 1, . . . , N is an index for all observations in the sample. As reported in column 1 of of Table 6 . Note that the ME estimate of the total variance is larger than the pooled variance because of the normality assumption while the empirical (pooled) distribution is kurtotic (see Figure B1 ).
The dierent approaches thus yields an estimated share of the store eects from 30% for the median product-month sample to around 50% for the pooled sample.
Our results thus attribute a somewhat stronger importance to store heterogeneity than Kaplan and Menzio (2015) who attribute 10%36% of the observed price dispersion to store heterogeneity. The main reason for this is that we analyze for a wider product range and hence more heterogeneous stores.
Persistence
Store heterogeneity is an important component of the observed price dispersion, as documented above. In order to investigate the persistence of the store hetero geneity we inspect the ranking of stores within the price distributions over time following Lach, 2002 . Is a store's ranking in the price distribution persistent as indicated by the estimated store eects?
For each product-month, we partition each price distribution by the three quartiles (Q1, median, and Q3) and assign each store into one of the four quartile bins QB1 it , QB2 it , QB3 it , and QB4 it . For how long does a store remain in the same quartile bin? Furthermore, how likely is it that a store which changes its nominal price, jump from one quartile bin to another or remain in the same part of the relative price distribution? If a store is systematically more expensive, consumers can learn this information and take advantage of price dierences. If some consumers are informed about prices while others are not (Varian, 1980) shows that it is optimal for a store to randomize its price .
We are interested in the likelihood of a store moving from a quartile bin to another. For each observation, we construct four dummy variables y istj (where j = 1, 2, 3, 4) indicating that the store s belongs to quartile bin QBj for product i in period t:
1 if the price of product i in store s belongs to QBj in period t 0 otherwise (8) The likelihood for store s of moving from quartile bin k to quartile bin j in the next month for product i is assumed to be γ kji = P r y istj = 1|y is(t−1) = Φ β 0is + 4 k=1 β kis y is(t−1)k
where y is(t−1) is a vector of y is(t−1)j . Φ is the cumulative distribution function for the standard normal distribution. We estimate the conditional likelihood of the Probit model with maximum likelihood.
For each product i the conditional likelihoods γ kji gives us all the elements of the one-step transition probability matrix. Table 7 report the conditional one-step transition probability matrix 1 month ahead for the median product.
13 Each row represents the conditional probability of moving staying in the same bin or to either of the three other bins. For example, the median probability of moving from the rst quartile bin QB1 to the second quartile bin QB2 in the next month 13 See Table D1 in the appendix for the mean probabilities. Note: The rows does not sum to one since each element is the median value.
However. the rows sum to one for each individual product. Note: See Table 7 is γ 12 = 7.9%.
We see that a store is most likely to stay in the same quartile bin in the next period since the probabilities along the diagonal are the largest varying from 8393%. Given that a store moves from one bin quartile to another, it is most likely to move to an adjacent quartile bin. The closest elements to the diagonal vary from 6.28.0%. The probability of jumping two quartile bins e.g. from Q3 to Q1 ranges between 0.81.5%. A store is least likely to move for one tail to the other, 20 with a probability ranging from 0.3-0.6%. The matrix is quite symmetric, but the upper elements are somewhat larger than the corresponding lower elements. This indicates that the likelihood of moving down from for example the third quartile bin to the rst quartile bin γ 31 is smaller than moving up from the rst quartile bin to the third quartile bin γ 13 . The transition probability matrix varies across products, as indicated by the standard deviations.
We nd the same pattern when we estimate the 12 month transition probability matrix, see the median probabilities in Table 8 . 14 Even 12 months ahead a store is most likely to remain in the same quartile bin than move to any other bin. The median probability of being in the same quartile bin in 12 months varies between 51% and 73% compared to 8393% for the 1 month ahead estimates in Table 7 .
A change in a store's ranking within the relative price distribution can happen as a result of not only changing its own price, but also if other stores have changed their price. It is interesting to know the transition probabilities conditional on the store changing its own nominal price. Table 9 reports the conditional transition probability matrix 1 month ahead. Still, the largest probabilities are found on the diagonal ranging from 60% to 79%. If a store do change its ranking following a nominal price change, it is most likely to move to an adjacent quartile, with probabilities ranging between 14.017.1%. These probabilities are roughly dou ble compared to the corresponding unconditional probabilities. The probability of jumping two quartiles, for example from QB1 to QB3, ranges now between 3.85.6%, increasing with a factor of 4 compared to the unconditional probabili ties. Finally, the median probability of moving between the tail bins are 1.7 and 2.5%. The standard deviations are larger than in the unconditional estimation, so there is more variation in the transition probability matrices when we condition on a nominal price change.
Our results suggest there are persistent patterns in the ranking of stores within 14 See Table D2 in the appendix for the mean probabilities. Table D3 in the appendix reports the 6 month transition probability matrices for the median, the mean, and the standard deviation. Note: See Table 7 a distribution consistent with the nding that xed store eects is an important component of variation in prices. Knowing the ranking of stores from a previous period may imply signicant search cost savings for consumers since the previous ranking is a fair bet for the current ranking. 
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Comparing the diagonal elements of the residual price transition probability matrix in Tables 10 and 11 with the corresponding probabilities for relative prices in Tables 7 and 8 , we see that are even higher for QB1 and QB2, but a little lower for QB3 and QB4. Relative prices for equally expensive stores are thus still very persistent. Lach (2002) nds more exibility for residual prices than our results.
15 See Table E1 and E2 in the appendix for the mean probabilities. Table E3 reports the 6 month transition probability matrices for the median, the mean, and the standard deviation. Note: The rows does not sum to one since each element is the median value. However. the rows sum to one for each individual product. Note: See Table 10 However, he is analyzing only four products and with only one product for each store which may lead to a biased store eect is prices are not perfectly correlated withuin each store.
We also measure the duration of being in a particular bin for stores. in the same quartile bin for 12 months or more in particular the lower quartile bin QB1 and top bin QB4.
The relationship between the ranking spells and the transition probability ma trix is the following. The conditional probability of changing to a dierent quartile is the sum of the o-diagonal elements in the transition probability matrix. Taking the average across the four quartiles, we get the probability of changing a quartile one month ahead. This probability is equal to the probability of observing a onemonth spell (Lach, 2002) . These probabilities are very similar for each individual product in our estimations.
Based on the ranking spells and the transition probability matrix, stores in our sample are persistently cheap or expensive. This result, combined with the result from the variance decomposition indicate that store heterogeneity is an important factor for price dispersion.
Conclusion
We document empirical facts of price dispersion for a wider range of retail products and services than in earlier studies. The standard deviation for the median product is 33%. Dispersion varies between products and months, indicated by the inter quartile range of the standard deviation from 19% to 50%. Prices for in particular clothing and footwear but also other semi-durable goods appear more dispersed than other products. Furthermore, price dispersion increased over time illustrated by an increase in the standard deviation for the median product from 25% to 40% over the sample period.
Our results suggest that store heterogeneity is an important component in price dispersion. By decomposing the variance in relative prices into a xed store component and a idiosyncratic term, we nd that 30% of the observed variance in relative prices for the median product-month can be account for by store het erogeneity. For the sample as a whole store heterogeneity accounts for 50% of the variance in relative prices, which is a larger share than reported in previous studies.
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The distribution of the store components bimodal with a long right tail. The mean store eect for cheap stores is 18.0% while for expensive stores it is 28.5%. Number of months per product 60
Number of months per store 31
Number of stores per product-month 58
Number of products per store 46 
D Unconditional One Step Transition Probability Matrices
The elements in the matrix denote the probability of going from an initial quartile bin in period t (rows), to a destination quartile bin in period one, six and 12 months ahead. 
