This article discusses the Swamy (1970) random-coefficients model and presents a command that extends Stata's xtrchh command by also providing estimates of the panel-specific coefficients.
Introduction
Fixed-and random-effects models incorporate panel-specific heterogeneity by including a set of nuisance parameters that essentially provide each panel with its own constant term. However, all panels share common slope parameters. Random-coefficients models are more general in that they allow each panel to have its own vector of slopes randomly drawn from a distribution common to all panels. Stata's xtrchh command provides estimates of the parameters characterizing the distribution from which the panel-specific parameters are drawn. The command included with this article extends Stata's implementation by also providing best linear unbiased predictors of the panel-specific draws from that distribution.
Section 2 develops the Swamy (1970) random-coefficients model. Section 3 then presents the syntax and usage of a command called xtrchh2 that implements the estimator in Stata, and section 4 presents an example. Section 5 lists the results stored by xtrchh2.
Swamy's random-coefficients model
Following Swamy (1970) , consider a random-coefficients model of the form
where i =1 ...P denotes panels, y i is a T i × 1 vector of observations for the ith panel, X i is a T i × k matrix of nonstochastic covariates, and β i is a k × 1 vector of parameters specific to panel i. The error term vector ǫ i is distributed with mean zero and variance σ ii I. The panels do not need to be balanced.
Each panel-specific β i is related to an underlying common parameter vector β:
for all i and j. Combining (1)a n d( 2),
Stacking the equations for the P panels,
where
Estimating the parameters of (3) is a standard problem in generalized least squares (GLS), so
showing that β is a weighted average of the panel-specific OLS estimates. The final equality in (4) makes use of the fact that See Rao (1973, 33) .
The variance of β is
In addition to estimating β, one often wishes to obtain estimates of the panel-specific β i vectors as well. As discussed by Judge et al. (1985, 541) , if attention is restricted to the class of estimators {β * i } for which E {β * i | β i } = β i , then the panel-specific OLS estimator b i is appropriate. However, if one does not condition on β i , then the best linear unbiased predictor is Greene (1997, 672) suggests using the following method to obtain the variance of
The GLS estimator β is both consistent and efficient; and, although inefficient, b i is nevertheless also a consistent estimator of β. Thus, making use of Lemma 2.1 of Hausman (1978) 
To make the above formulas feasible, each σ ii may be replaced with the consistent OLS estimate Swamy (1970) showed that a consistent estimator of Σ is
However, that estimator may not always be positive definite in finite samples. A practical solution is to ignore the final term, and both Stata's xtrchh command and the xtrchh2 command accompanying this article do that.
A natural question to ask is whether the panel-specific β i s differ significantly from one another. Under the null hypothesis
the test statistic
is distributed χ 2 with k(P − 1) degrees of freedom. 
Options
i(varname) specifies the variable that contains the unit to which the observation belongs. You can specify the i() option the first time you estimate, or you can use the iis command to set i() beforehand. Note that it is not necessary to specify i() if the data have been previously tsset,o ri fiis has been previously specified-in these cases, the group variable is taken from the previous setting. See [XT] xt.
t(varname) specifies the variable that contains the time at which the observation was made. You can specify the t() option the first time you estimate, or you can use the tis command to set t() beforehand. Note that it is not necessary to specify t() if the data have been previously tsset,o ri ftis has been previously specified-in these cases, the time variable is taken from the previous setting. See [XT] xt.
level(#) specifies the confidence level, in percent, for confidence intervals. The default is level(95) or as set by set level;s e e[ U] 23.6 Specifying the width of confidence intervals.
offset(varname) specifies that varname is to be included in the model with its coefficient constrained to be 1.
noconstant suppresses the constant term (intercept) in the regression.
nobetas requests that the panel-specific β i s not be displayed.
Options for predict
xb, the default, calculates the linear prediction based on β.
stdp calculates the standard error of the linear prediction based on β.
xbi calculates the linear prediction based on the group-specific β i , where i is specified with the group(#) option. The predictions are calculated for all available observations in the dataset, not just those in group i;y o uc a nu s eif or in to restrict that behavior.
group(#) specifies which group-specific β i to use with the xbi option. The default is group(1). group(#) has no effect if xbi is not specified.
nooffset is relevant only if you specified offset(varname) for xtrchh2. It modifies the calculations made by predict so that they ignore the offset variable; the linear prediction is treated as x it b instead of x it b +offset it .
Remarks
The xtrchh2 command fits Swamy's random-coefficients model as described in the previous section. The estimates of β are identical to those produced by xtrchh. Additionally, xtrchh2 displays the best linear unbiased estimates of the panel-specific coefficients; an option allows that output to be suppressed. Note that one can simply use the statsby command to obtain the panel-specific OLS estimates if they are desired. Saved results are stored in e() macros; see Saved results below.
Example
To illustrate the usage of xtrchh2, the following example uses the same dataset as [XT] xtrchh.
. webuse invest2, clear
The output is shown on the next page. The header displays the number of observations and summarizes the structure of the panel data. It also contains a Wald test of the joint significance of the slope parameters in β. Below the estimate of β is the test statistic for the null hypothesis shown in (5). The remainder of the output consists of the estimated panel-specific β i s.
(Continued on next page) 
