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GLOBAL WELL-POSEDNESS AND SOLITON RESOLUTION FOR THE
DERIVATIVE NONLINEAR SCHRO¨DINGER EQUATION
ROBERT JENKINS, JIAQI LIU, PETER PERRY, AND CATHERINE SULEM
Abstract. We study the Derivative Nonlinear Schro¨dinger equation for general initial conditions
in weighted Sobolev spaces that can support bright solitons (but excluding spectral singularities).
We prove global well-posedness and give a full description of the long- time behavior of the
solutions in the form of a finite sum of localized solitons and a dispersive component. At leading
order and in space-time cones, the solution has the form of a multi-soliton whose parameters are
slightly modified from their initial values by solitons-solitons and solitons-radiation interactions.
Our analysis provides an explicit expression for the correction dispersive term. We use the
nonlinear steepest descent method of Deift and Zhou [9] revisited by the B-analysis of Dieng-
McLaughlin [10] and complemented by the recent work of Borghese-Jenkins-McLaughlin [2] on
soliton resolution for the focusing nonlinear Schro¨dinger equation.
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1. Introduction
In this paper will prove global well-posedness and soliton resolution for the derivative nonlinear
Schro¨dinger equation
iut ` uxx ´ iεp|u|2uqx “ 0(1.1)
upx, t “ 0q “ u0(1.2)
for initial data in a dense and open subset of the function space H2,2pRq which contains 0 and also
initial data of arbitrarily large L2 norm. As we explain below, this set is spectrally determined and
includes initial data with at most finitely many soliton components and no algebraic solitons. Here
ε “ ˘1 and H2,2pRq is the completion of C80 pRq in the norm
}u}H2,2 “
´››p1` p ¨ qq2up ¨ q››2
L2
` ››u2››2
L2
¯1{2
.
It is known that the Cauchy problem is locally well-posed in H1{2pRq (see, for example, Takaoka
[35]) and globally well-posed for small data [19, 39]. Precisely, for any u0 P H1{2pRq such that
}u0}L2 ă
?
4π, there exists a unique solution u P CpR, H1{2pRqq [18]. A key structural property of
DNLS discovered by Kaup and Newell [21] is that it is integrable by inverse scattering: that is, there
is a linear spectral problem with upx, tq as potential whose spectral data (consisting of a reflection
coefficient, describing the continuous spectrum of the linear problem, together with eigenvalues and
norming constants, describing the discrete spectrum of the linear problem) evolve linearly under
the flow. This linearizing transformation, together with an inverse defined via a Riemann-Hilbert
problem defined by the spectral data, gives a method to integrate the equation explicitly.
In recent works [27, 28] (referred to as Papers I and II), we used the inverse scattering tools
to prove global existence and long-time behavior of solutions to DNLS for initial conditions in
the weighted Sobolev space H2,2pRq, restricting initial conditions to those that do not support
solitons. We proved that the amplitude of the solution decays like the solution of the linear problem,
namely |t|´1{2 as |t| Ñ 8, and the phase behaves like the phase of the free dynamics modified by a
logarithmic correction. These results are analogous to those of Deift and Zhou [9] for the defocussing
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NLS, and improve earlier results of Kitaev-Vartanian [22] on DNLS. The asymptotic state is fully
described in terms of the scattering data associated to the initial condition. Using a different
approach, Pelinovsky and Shimabukuro proved global existence to the DNLS equation for initial
conditions that do not support solitons in [32] and recently complemented their study allowing a
finite number of discrete eigenvalues [34].
Here we will prove global well-posedness and solution resolution for the DNLS equation with
initial data in an open and dense subset of H2,2pRq (excluding spectral singularities, a notion that
we will define precisely later). Soliton resolution refers to the property that the solution decomposes
into the sum of a finite number of separated solitons and a radiative part as |t| Ñ 8. The solitons
parameters are slightly modulated, due to the soliton-soliton and soliton-dispersion interactions. We
fully describe the dispersive part which contains two components, one coming from the continuous
spectrum and another one from the interaction of the discrete and continuous spectrum. This
decomposition is a central feature in nonlinear wave dynamics and has been the object of many
theoretical and numerical studies. It has been established in many perturbative contexts, that is
when the initial condition is close to a soliton or a multi-soliton. In non-perturbative cases, this
property was proved rigorously for KdV [17], mKdV [33] and for the focusing NLS equation [2]
using the inverse scattering approach. The last result has been conjectured for a long time [40] but
rigorously proved only recently.
The soliton resolution conjecture is at the heart of current studies in nonlinear waves and extends
to solutions that blow up in finite time. In the context of non-integrable equations, Tao [36]
considered the NLS equation with potential in high dimension (d ě 11) and proved the existence of
a global attractor, assuming radial symmetry. A recent work by Duykaerts, Jia, Kenig and Merle
[14] concerns the focusing energy critical wave equation for which they prove that any bounded
solution asymptotically behaves like a finite sum of modulated solitons, a regular component in the
finite time blow up case or a free radiation in the global case, plus a residue term that vanishes
asymptotically in the energy space as time approaches the maximal time of existence (see also
[13, 15] for other cases, radial and non-radial, in various dimensions).
1.1. Global well-posedness. Equation (1.1) is gauge-equivalent to the equation
iqt ` qxx ` iεq2q¯x ` 1
2
|q|4q “ 0,(1.3)
qpx, t “ 0q “ q0pxq(1.4)
via the gauge transformation
(1.5) Gpuqpxq “ exp
ˆ
´iε
ż x
´8
|upyq|2 dy
˙
upxq.
This nonlinear, invertible mapping is an isometry of L2pRq, maps soliton solutions to soliton solu-
tions, and maps dense open sets to dense open sets in weighted Sobolev spaces. Because of this,
global well-posedness for (1.3) on an open and dense set U in H2,2pRq containing data of arbi-
trary L2-norm implies global well-posedness of (1.1) on a subset G´1pUq of H2,2pRq with the same
properties. For this reason, we will prove the global well-posedness result for (1.3).
Our analysis exploits the discovery of Kaup and Newell that (1.3) generates an isospectral flow
for the linear spectral problem
(1.6) Ψx “ ´iζ2σ3Ψ` ζQΨ` PΨ
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where
σ3 “
ˆ
1 0
0 ´1
˙
, Qpxq “
ˆ
0 qpxq
εqpxq 0
˙
, P pxq “ iε
2
ˆ´|qpxq|2 0
0 |qpxq|2
˙
,
and the unknown ψ is a 2 ˆ 2 matrix-valued function of x. This spectral problem defines a map
R from q P H2,2pRq to spectral data that we will describe, and has an inverse I defined by a
Riemann-Hilbert problem which recovers the potential qpxq. Moreover, the spectral data for a
solution qptq “ qpx, tq of (1.3) obey a linear law of evolution. Thus the solution operatorM for the
Cauchy problem (1.3) is given by
(1.7) Mpq0, tq “ pI ˝ Φt ˝Rq q0
where Φt is the linear evolution on spectral data. To state our results we first describe the set U
and the maps R, Φt, and I in greater detail.
The direct scattering map R maps q P H2,2pRq into spectral data defined by special solutions of
(1.6). To describe the data, first note that, if q “ 0, all solutions of (1.6) are matrix multiples of
e´iζ
2xσ3 and therefore bounded provided ζ P Σ, where
Σ “  ζ P C : Im ζ2 “ 0( .
It is natural to set Ψpx, ζq “Mpx, ζqe´iζ2xσ3 and look for bounded solutions of
(1.8)
d
dx
Mpx, ζq “ ´iζ2 adσ3pMq ` ζQpxqM ` P pxqM, adσ3pAq :“ rσ3, As.
If q P L1pRq X L2pRq, a perturbation argument shows that (1.8) admits bounded solutions for
ζ P Σ. Indeed, there exist unique solutions M˘px, ζq of (1.8) with limxÑ8M˘px, ζq “
ˆ
1 0
0 1
˙
.
The functions
Ψ˘px, ζq “M˘px, ζqe´iζ2xσ3
are the Jost solutions for (1.6).
The Jost functions define data associated with the continuous spectrum of the problem (1.6) in
the following way. If Ψ solves (1.6) then detΨpx, ζq is independent of x, and, if Ψ1 and Ψ2 solve
(1.6) for given ζ, then Ψ2 “ Ψ1A for a constant matrix A. Thus, for ζ P Σ, the Jost solutions obey
(1.9) Ψ`px, ζq “ Ψ´px, ζqT pζq, T pζq “
ˆ
apζq b˘pζq
bpζq a˘pζq
˙
.
Since detΨ˘ “ 1 it follows that
(1.10) apζqa˘pζq ´ bpζqb˘pζq “ 1.
The functions a, a˘, b and b˘ obey the symmetries
(1.11) ap´ζq “ apζq, a˘pζq “ apζq, bp´ζq “ ´bpζq b˘pζq “ εbpζq.
as follows from (1.9), the unicity of Ψ˘, and the fact that the maps
(1.12) Ψpx, ζq ÞÑ σ3Ψpx,´ζqσ3, Ψpx, ζq ÞÑ σεΨpx, ζqσ´1ε
preserve the solution space of (1.6), where
(1.13) σε “
ˆ
0 1
ε 0
˙
.
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The functions a and a˘ are bounded continuous functions with
(1.14) lim
|ζ|Ñ8
apζq “ lim
|ζ|Ñ8
a˘pζq “ 1.
Write Ψ` “ pΨ`1 ,Ψ`2 q where Ψ`1 and Ψ`2 are column vectors, and similarly for Ψ´. Let
Ω˘ “ tz P C : ˘ Im z2 ą 0u.
The columns Ψ`1 and Ψ
´
2 admit analytic continuations to Ω
`, while the columns Ψ´1 and Ψ
`
2 admit
analytic continuations to Ω´. From the formulas
(1.15) a˘pζq “
∣
∣
∣
∣
Ψ`11px, ζq Ψ´12px, ζq
Ψ`21px, ζq Ψ´22px, ζq
∣
∣
∣
∣
, apζq “
∣
∣
∣
∣
Ψ´11px, ζq Ψ`12px, ζq
Ψ´21px, ζq Ψ`22px, ζq
∣
∣
∣
∣
.
(which are easy consequences of (1.9)), it follows that the functions a˘ and a admit analytic con-
tinuations respectively to Ω` and Ω´. Zeros of a˘ and a correspond to soliton components in the
initial data q. More precisely, zeros of a˘ and a on Σ are spectral singularities and correspond to
algebraic solitons, while zeros of a˘ in Ω` and of a in Ω´ correspond to bright solitons.
Owing to (1.11), the zeros of a˘ and a come in “quartets” pζ,´ζ, ζ,´ζq. Thus if Ω`` “ tz P Ω` :
Im ζ ą 0u, the set
Z`` “ tζ P Ω`` : a˘pζq “ 0u
uniquely determines the zeros of a and a˘ in Ω` Y Ω´. We denote
Z “ Ť ζPZ``tζ,´ζ, ζ,´ζu.
If a˘ has a simple zero at ζ, the norming constant cζ is given by
(1.16) cζ “ bζ{a˘1pζq
where
(1.17)
„
Ψ´11px, ζq
Ψ´21px, ζq

“ bζ
„
Ψ`12px, ζq
Ψ`22px, ζq

.
Definition 1.1. We denote by U the set of q P H2,2pRq so that a˘ has at most finitely many simple
zeros in Ω`` and no zeros on Σ. We denote by UN the subset of U consisting of potentials so that
a˘ has exactly N simple zeros.
The set U is a disjoint union of open sets UN where N “ 0, 1, 2, . . . counts the number of zeros of
a˘ in Ω``. The set U0 contains a neighborhood of 0 since, for the zero potential, T pζq is the identity
matrix, and T is a continuous function of q P L1pRq XL2pRq. Excluded from U are potentials with
spectral singularities or infinitely many zeros of a˘. By mimicking a construction of Zhou (see [42,
Example 3.3.16]), it is easy to see that H2,2pRqzU contains potentials q belonging to SpRq. The
following subsets of UN will play an important role in describing continuity properties of the direct
scattering map.
Definition 1.2. We will call a subset U 1 of UN bounded if there is are strictly positive constants c
and C so that }q}H2,2 ď C , Im ζ2i ą c for all zeros ζ of a˘ and infζPΣ |a˘pζq| ě c for all q P U 1.
We now describe the spectral data
`
ρ, tλj , CjuNj“1
˘
associated to q P UN . By the symmetries
(1.11), the function
(1.18) ρpλq “ ζ´1b˘pζq{apζq, λ “ ζ2
is a well-defined function on R, and obeys the nonlinear constraint
(1.19) 1´ ελ|ρpλq|2 ą 0.
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as follows from (1.10) and the boundedness of a and a˘. We denote by S the set of all ρ P H2,2pRq
obeying (1.19). The remaining data tλj , Cju are associated with eigenvalues of the problem (1.6),
i.e., zeros of a˘. They are the image of tζj , cju under the quadratic transformation
(1.20) λj “ ζ2j , Cj “ 2cj , 1 ď j ď N.
Motivated by these observations, we define sets V and VN , and the direct scattering map R, as
follows.
Definition 1.3. We denote by V the the disjoint union
V “ Ť8N“0 VN
where V0 “ S and, for N ě 1,
VN “ S ˆ pC` ˆ CˆqN .
Definition 1.4. The direct scattering map is the map
R : UN Ñ S ˆ
`
C
` ˆ Cˆ˘N
q ÞÑ `ρ, tλj , CjuNj“1˘
for each N .
Let
(1.21) dΛ “ 1
2
inf
λ‰µPΛ
|λ´ µ|.
Note that, since Λ is invariant under complex conjugation, | Imλj | ě dΛ for each j.
Definition 1.5. We call a subset V 1 of VN bounded if there is a constant C with
}ρ}H2,2 ` sup
1ďjďN
|Cj | ` sup
1ďjďN
|λj | ď C
and a constant c ą 0 so that dΛ ě c for all data
`
ρ, tλj , CjuNj“1
˘
in V 1.
Our first result is:
Theorem 1.6. The set U is open and dense in H2,2pRq, contains a neighborhood of 0, and contains
q with arbitrary L2 norm. Moreover, the direct scattering map
R : U Ñ V
maps bounded subsets of UN into bounded subsets of VN for each N , and is uniformly Lipschitz
continuous on bounded subsets of UN .
Theorem 1.6 is a direct consequence of Theorems 3.15, Theorem 3.8, and Proposition D.1 which
asserts the existence of q P U0 with arbitrarily large L2-norm.
Remark 1.7. One-soliton solutions corresponding to eigenvalue λ “ |λ|eiφ P C` have L2 norma
4pπ ´ φq if ε “ 1 and ?4φ if ε “ ´1. In the limit φ Ó 0 (ε “ `1) or φ Ò π (ε “ ´1), the pole
approaches the real axis and the bright soliton becomes an algebraic soliton. As we will compute,
N -soliton solutions separate into a train of one-soliton solutions so that an N -soliton solution may
have L2-norm in p0, N?4πq. It follows that the set UN contains elements of L2 norm arbitrarily
close to 0.
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It follows from the Lax representation for (1.3) that the spectral data for a solution qpx, tq of
(1.3) obey the linear evolution
(1.22)
9apζ, tq “ 9˘apζq “ 0,
9bpζ, tq “ ´4iζ4bpζ, tq, 9˘bpζ, tq “ 4iζ4b˘pζ, tq, 9cjptq “ ´4iζ4j cjptq
so that
(1.23) 9ρpλ, tq “ ´4iλ2ρpλ, tq, 9λj “ 0, 9Cj “ ´4iλ2jCj .
Definition 1.8. For each nonnegative integer N , t P R, ρ P S, and tλj , CjuNj“1 P pC` ˆ CˆqN , the
linear evolution Φt : VN Ñ VN is given by
Φt
`
ρ, tλj , CjuNj“1
˘ “ ´e´4ip ¨ q2tρp ¨ q, tλj , Cje´4iλ2j tuNj“1¯ .
It is easy to see that the map Φt preserves VN for each N and is jointly continuous in t and the
data
`
ρ, tλj , CjuNj“1
˘
.
We now describe the inverse scattering map I which recovers qpx, tq from the time-evolved
spectral data. The inverse scattering map is defined by a Riemann-Hilbert problem which we will
first describe in the ζ variables (Problem 1.9) and then in the λ variables (Problem 1.10).
To describe the Riemann-Hilbert Problem in the ζ variables, we recall the Beals-Coifman solu-
tions of (1.8). Denote by M˘1 the first column of the normalized Jost solutions M
˘, and similarly
denote by M˘2 the second column of M
˘. It can be shown that the matrix-valued function
Mpx, zq “
$’’’’&’’’’%
„
M`1 px, zq
M´2 px, zq
a˘pzq

z P Ω`zZ
„
M´1 px, zq
apzq M
`
2 px, zq

z P Ω´zZ
defines a meromorphic function from Cz pΣY Zq to SLp2,Cq with Mpx, zq Ñ
ˆ
1 0
0 1
˙
as |z| Ñ 8.
As a function of x, (1) Mpx, zq solves (1.8), (2) Mpx, zq Ñ
ˆ
1 0
0 1
˙
as x Ñ 8 and (3) Mpx, zq is
bounded as x Ñ ´8. These three properties uniquely characterize Mpx, zq. The function M has
continuous boundary values on Σ and satisfies the following Riemann-Hilbert problem. To state it,
we first recall that the exponential of the linear operator adσ3 acts on 2ˆ 2 matrices as
eit ad σ3
ˆ
a b
c d
˙
“
ˆ
a e2itb
e´2itc d
˙
and is an automorphism. Next, we define
rpζq “ b˘pζq{apζq(1.24)
r˘pζq “ εrpζq(1.25)
and impose the conditions
(1.26) rp´ζq “ ´rpζq, 1´ rr˘ ě c ą 0.
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Note that, under the evolution (1.22), we have 9r “ ´4iζ4r and 9˘r “ 4iζ4r˘. Finally, let ϕpx, t, ζq be
phase function
(1.27) Θpx, t, ζq “ ´
´
ζ2
x
t
` 2ζ4
¯
.
Riemann-Hilbert Problem 1.9. Given x, t P R, r P H1pΣq obeying (1.26), and tζj , cjuNj“1 P
pΩ``ˆCˆqN , find a matrix-valued function Mpx, t, zq : Cz pΣY Zq Ñ SLp2,Cq with the following
properties:
(i) Mpx, t, zq “
ˆ
1 0
0 1
˙
`O
ˆ
1
z
˙
as |z| Ñ 8
(ii) Mpx, t, zq has continuous boundary values M˘px, t, ζq on Σ, taken as z Ñ ζ P Σ from Ω˘,
which obey the jump relation
M`px, t, ζq “M´px, t, ζqeitΘ adσ3vpζq, vpζq “
¨˝
1´ rpζqr˘pζq rpζq
´r˘pζq 1
‚˛
(iii) Mpx, t, zq has simple poles at ζ P Z with
Resz“ζ Mpx, t, zq “ lim
zÑζ
Mpx, t, zqeitΘadσ3vpζq
where, for ζ P Z``,
vp˘ζq “
ˆ
0 0
cζ 0
˙
, vp˘ζq “
ˆ
0 cζ
0 0
˙
It can be shown that Mpx, t, zq solves (1.8) as a function of x. The reconstruction formula
(1.28) qpx, tq “ lim
zÑ8
2izM12px, t, zq
is an easy consequence of the large-z expansion for Mpx, t, zq and (1.8).
As in the direct problem, the symmetries of the scattering data allow for a reduction, this time
to a Riemann-Hilbert problem with contour R which is the image of Σ under the map ζ ÞÑ ζ2.
Recall (1.18) and (1.20), and denote by Λ` (resp. Λ) the image of Z`` (resp. Z) under the map
ζ ÞÑ ζ2. It follows from the definition that Λ “ Λ`YΛ`. Under the change of variables, the phase
function (1.27) becomes
(1.29) θpx, t, λq “ ´
´
λ
x
t
` 2λ2
¯
.
Riemann-Hilbert Problem 1.10. Given x, t P R, ρ P S and tλj , CjuNj“1 in pC`` ˆ CˆqN , find
a matrix-valued function Npx, t, zq : CzpRY Λq Ñ SLp2,Cq with the following properties:
(i) N22px, t, zq “ N11px, t, zq, N21px, t, zq “ εN12px, t, zq,
(ii) Npx, t, zq “
ˆ
1 0
q˚ 1
˙
`O
ˆ
1
z
˙
as |z| Ñ 8,
(iii) N has continuous boundary values N˘ on R and
N`px, λq “ N´px, λqeitθ adσ3Jpλq, Jpλq “
ˆ
1´ λ|ρpλq|2 ρpλq
´ελρpλq 1
˙
(iv) For each λ P Λ,
Resz“λNpx, t, zq “ lim
zÑλ
Npx, t, zqeitθ ad σ3Jpλq
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where for each λ P Λ`
Jpλq “
ˆ
0 0
λCλ 0
˙
, Jpλq “
ˆ
0 Cλ
0 0
˙
.
Remark 1.11. Although the symmetry condition (i) uniquely determines q˚, it is equivalent, and
more effective for analysis, to consider the Riemann-Hilbert problem for the row vector npx, t, zq “
pN11px, t, zq, N12px, t, zqq obeying the asymptotic condition
npx, t, zq “ p1, 0q `O
ˆ
1
z
˙
,
the jump relations (ii) and the residue condition (iii).
We may recover q from the reconstruction formula (compare (1.28))
(1.30) qpx, tq “ lim
zÑ8
2izN12px, t, zq.
To define the inverse scattering map and state its mapping properties, we temporarily set t “ 0
in Problem 1.10.
Definition 1.12. For each N , the inverse scattering map is the map
I : VN Ñ UN´
ρ, tλj , CjuNj“1
¯
Ñ q
defined by Problem 1.10 (with t “ 0) and (1.30).
Our next result is:
Theorem 1.13. The inverse scattering map I : V Ñ U takes bounded subsets of VN to bounded
subsets of UN for each N , and is uniformly Lipschitz continuous on bounded subsets of VN . More-
over, R ˝ I is the identity map on V and I ˝R is the identity map on U .
This result is proved as Theorem 4.13 in section 4.3.
The composition I ˝ Φt is given by RHP 1.10 and the reconstruction formula (1.30). In his
thesis, Lee proved that the right-hand side of (1.7) is the correct solution operator for (1.3) for
q0 P U X SpRq. As a consequence of Lee’s result, Theorem 1.6, and Theorem 1.13, we conclude:
Theorem 1.14. Let U be the set of q0 given in Definition 1.1.
(i) The Cauchy problem for (1.3) has a unique global solution for initial data q0 P U ,
(ii) the solution map M : pq0, tq Ñ qpx, tq is a continuous map from U ˆ r0, T s to H2,2pRq for
any T ą 0, and
(iii) For any T ą 0,
sup
tPr0,T s
}Mpq1, tq ´Mpq2, tq}H2,2 À }q1 ´ q2}H2,2
with constant uniform in q1, q2 in a bounded subset of U and t P r0, T s.
Together with the local well-posedness result of Takaoka [35], Theorem 1.14 establishes global
well-posedness for the DNLS in an open and dense subset of H2,2pRq.
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1.2. Soliton Resolution. To deduce large-time asymptotics and soliton resolution for (1.1), we
will first obtain large-time asymptotics for (1.3) and then compute the asymptotics of the phase in
(1.5) in terms of spectral data. These two results together will yield large-time asymptotics and
soliton resolution for (1.1).
First, we compute long-time asymptotic behavior and prove solution resolution for (1.3) with
initial data q0 P U using the Deift-Zhou method of steepest descent applied to Problem 1.10. Note
that the phase function θ in (1.29) has a single critical point at ξ “ ´x{4t. From the evolution
(1.23), Problem 1.10, and Remark 1.11, it suffices to solve the Riemann-Hilbert problem for the
row vector-valued function npx, t, zq “ pN11px, t, zq, N12px, t, zqq.
We will choose intervals rv1, v2s of velocities and rx1, x2s of initial positions and compute the
asymptotic behavior of qpx, tq in space-time regions of the form
(1.31) Spv1, v2, x1, x2q “ tpx, tq : x “ x0 ` vt for v P rv1, v2s, x0 P rx1, x2su .
In what follows, we set
(1.32) ΛpIq “ tλ P Λ : Repλq P Iu, NpIq “ |ΛpIq|.
Solitons in Λpr´v2{4,´v1{4sq should be ‘visible’ in these asymptotics, but remaining solitons will
move either too slowly or too fast to be seen in the moving window.
To state our result, we need the following notation. For ξ P R and η P t´1,`1u (here η “ sgn t),
let
I´ξ,η “ tλ P C : Imλ “ 0, ´8 ă ηReλ ď ηξu ,(1.33)
I`ξ,η “ tλ P C : Imλ “ 0, ηξ ă ηReλ ă 8u .(1.34)
For x1 ď x2 and v1 ď v2, let Spv1, v2, x1, x2q be the subset of R2 given by
x
t
x2x1
x´ v1t “ x1 x´ v2t “ x2
x´ v2t “ x1 x´ v1t “ x2
S
Reλ
´v1{4´v2{4
λ1
λ2
λ3
λ5
λ8
λ4
λ6
λ9λ7
λ10
Figure 1.1. Given initial data q0pxq which generates scattering data
 
ρ, tλk, Cku
N
k“1
(
,
then asymptotically as |t| Ñ 8 inside the space-time cone Spv1, v2, x1, x2q (shaded on left)
the solution qpx, tq of (1.3) approaches an NpIq-soliton qsolpx, tq corresponding to the dis-
crete spectra in ΛpIq (shaded region on right) and connection coefficients pCk which are
modulated by the soliton-soliton and soliton-radiation interactions as described in Theo-
rem 1.15.
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We will prove:
Theorem 1.15. Suppose that q0 P UN with scattering data
`
ρ, tλk, CkuNk“1
˘
. Fix x1, x2, v1, v2 P R
with v1 ă v2, and let
I “ r´v2{4,´v1{4s.
Denote by qsolpx, t;DIq the soliton solution of (1.3) with modified discrete scattering data!
pλk,xCkq : λk P ΛpIq)
where xCk “ Ck ź
ReλjPI´ξ,ηzI
ˆ
λk ´ λj
λk ´ λj
˙2
exp
˜
i
π
ż
I´
ξ,η
log
`
1´ ελ|ρpλq|2˘
λ´ λk dλ
¸
Then, as |t| Ñ 8 in the cone Spv1, v2, x1, x2q, we have
(1.35) qpx, tq „
tÑ8
qsolpx, t;DIq ` t´1{2fpx, tq `O
´
t´3{4
¯
.
Here fpx, tq is given by
fpx, tq “ 2´1{2
”
A12pξ, ηqN sol11 pξ;x, tq2 ` εξA12pξ, ηqN sol12 pξ;x, tq2
ı
where the constants A12pξ, ηq are given by (6.16) and N sol solves Problem 6.5.
Equation (1.35) expresses soliton resolution in the following sense. First, as described below,
the function qsolpx, tq is generically asymptotic to a superposition of one-soliton solutions. Second,
the term at order t´1{2 represents a dispersive contribution; in the no-soliton case, i.e., if v1, v2 are
chosen in Theorem 1.15 such that NpIq “ 0, N sol ” I, and qsol ” 0, so using (6.16) the asymptotic
solution reduces to
(1.36)
qpx, tq “ 1a
2|t|
κpξq
ξ
eiα˘pξqeix
2{p4tq¯κpξq log |8t| `O
´
t´3{4
¯
, tÑ ˘8
α˘pξq “ π
4
´ argp´εξρpξqq ˘ arg Γpiκpξqq ˘ 1
π
ż ξ
¯8
log |ξ ´ λ|dλ logp1´ ελ|ρpλq|2q.
which agrees with the dispersive asymptotics determined, for example, in [28].
Previously, Kitaev-Vartanian computed similar asymptotics in the no-soliton sector [22] and the
finite-soliton sector [23], making more stringent assumptions on regularity together with a smallness
assumption on the reflection coefficient that we do not require.
Theorem 1.15 implies, as a special case, the asymptotic separation of the solution qpx, tq into a
sum of one-solitons whenever the λk P Λ` have distinct real parts. If the initial data q0 generates
scattering data tρ, tλk, CkuNk“1u with λk “ ηk ` iτk then applying Theorem 1.15 repeatedly to sets
Sk each of which contains a single soliton speed v “ ´4ηk one finds that the solution of (1.3)-(1.4)
satisfies
(1.37) qpx, tq “
Nÿ
k“1
qsolpx, t;λk, x˘k , α˘k q `O
´
|t|´1{2
¯
tÑ ˘8
where, setting u “ Reλ,
(1.38) qsolpx, t;λ, x0, α0q “
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ϕpx´ x0 ` 4ut, λq exp i
"
4|λ|2t´ 2upx` 4utq ´ ε
4
ż x´x0`4ut
´8
ϕpηq2dη ´ α0
*
is the form of a general one-soliton solution of (1.3). Here α0, x0, and ϕ are given as in (C.1). The
asymptotic phases are
x˘k “
1
4τk
log
ˇˇˇˇ
λkC
2
k
4τ2k
ˇˇˇˇ
` 1
2τk
ÿ
λjPΛ`
˘pηk´ηjqą0
log
ˇˇˇˇ
λk ´ λj
λk ´ λj
ˇˇˇˇ
˘ 1
2π
ż ¯8
ηk
logp1´ εs|ρpsq|2q
ps´ ηkq2 ` τ2k
ds(1.39)
α˘k “ arg piλkCkq `
ÿ
λjPΛ`
˘pηk´ηjqą0
arg
ˆ
λk ´ λj
λk ´ λj
˙
¯ 1
π
ż ¯8
ηk
ps´ ηkq logp1´ εs|ρpsq|2q
ps´ ηkq2 ` τ2k
ds mod 2π(1.40)
so that the total phase shifts of the kth soliton, as it interacts both with the other solitons and the
radiation component, are
x`k ´ x´k “
1
2τk
ÿ
j‰k
sgnpηk ´ ηjq log
ˇˇˇˇ
λk ´ λj
λk ´ λj
ˇˇˇˇ
` 1
2π
ż 8
´8
sgnps´ ηkq logp1´ εs|ρpsq|2q
ps´ ηkq2 ` τ2k
ds(1.41)
α`k ´ α´k “
ÿ
j‰k
sgnpηk ´ ηjq arg
ˆ
λk ´ λj
λk ´ λj
˙
´ 1
π
ż 8
´8
|s´ ηk| logp1´ εs|ρpsq|2q
ps´ ηkq2 ` τ2k
ds mod 2π(1.42)
In the non-generic case in which two or more λj P Λ` have the same real part one still observes
a form of soliton resolution akin to (1.37). In this case, the one-solitons in (1.37) corresponding
to spectral values with the same real part coalesce to form higher-order solitons called breathers;
these breathers are localized traveling waves whose amplitudes exhibit quasi-periodic oscillations
in the frame of the traveling wave.
To obtain a similar asymptotic formula for (1.1), we use the gauge transformation (1.5) to write
upx, tq “ “G´1 ˝M ˝ G‰ pu0qpxq.
where M is given by (1.7). We obtain an asymptotic formula for upx, tq in terms of spectral data
for q0 “ Gpu0q in Proposition 7.2, which plays a key result and introduces some complications in
the asymptotic formulas for small ξ. Recall Definition 1.1 and the fact that G maps dense open
subsets to dense open sets in H2,2pRq, and recall the space-time region (1.31). If u0 P G´1pUq, then
q0 “ Gpu0q has no spectral singularities and the scattering coefficient a˘ for q0 has at most finitely
many zeros.
Theorem 1.16. Suppose that u0 P G´1pUq, let q0 “ Gu0, and let Rpq0q “
 
ρ, tλk, CkuNk“1
(
. Fix
v1, v2, x1, x2 as in Theorem 1.15, let I “ r´v2{4,´v1{4s, let ξ “ ´x{p4tq, and let η “ ˘1 for
˘t ą 0. Let usolpx, tq “ G´1 pqsolp¨, tqq pxq. Fix M ą 0. The solution upx, tq of (1.1) has the
following asymptotics as |t| Ñ 8 in the cone Spv1, v2, x1, x2q.
(i) For |ξ| ěMt´1{8,
upx, tq “
”
usolpx, t;DpIqq ` t´1{2gpx, tq `O
´
t´3{4
¯ı
eiα0pξ,ηq
(ii) For |ξ| ďMt´1{8,
upx, tq “ F pξ, t, ηq
”
usolpx, t;DpIqq ` t´1{2rgpx, tq `O ´t´3{4¯ı eiα0pξ,ηq
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In the above formulas,
α0pξ, ηq “ ´4
ÿ
ReλkPI`ξ,ηzI
argλk ´ 1
π
ż
I`
ξ,η
log
`
1´ ελ|ρpλq|2˘
λ
dλ
gpx, tq “
”
A12pξ, ηqN sol11 pξ;x, tq2 ` εξN solpξ;x, tq
2
`2εqsolpx, t;DpIqq Re
´
A12pξ, ηqN sol11 pξ;x, tqN sol12 pξ;x, tq
¯ı
ˆ eiε
ş
x
´8
|qsolpy,t;DpIqq|2 dy
rgpx, tq “ gpx, tq
` p1´Gpξ, t, ηqqA12pξ, ηqqsolpy, t;DpIqq exp
¨˚
˝ 4iÿ
Re λkPIYI´ξ,η
argλk
‹˛‚ż 8
x
usolpy, t;DpIqqdy,
where, setting p “ eiπ{4|8tξ2|1{2,
F pξ, t, ηq “
”
ep
2{4p´iηκpξqDiηκpξqppq
ı´2
Gpξ, t, ηq “ pDiηκpξq´1ppq
Diηκpξqppq
.
Remark 1.17. Note that in Theorem 1.15, we have used that the N -soliton solution qsolpx, t;Dξq and
the reduced NpIq- soliton solution qsolpx, t;DIq with respective scattering data Dξ “ tpλk, rCkquNk“1
and DI “ tpλk, pCkq, pCk “ rCkź
λjPΛzΛpIq
ReλjPI´ξ,η
ˆ
λk ´ λj
λk ´ λj
˙2
q : λk P ΛpIqu are exponentially close at |t| Ñ 8
(see Proposition 7.1). However, this is not the case for their respective gauge factor for which
exp
´
iε
ż x
´8
|qsolpx, t;Dξq|2dx
¯
“ exp
´
iε
ż x
´8
|qsolpx, t;DIq|2dx
¯
exp
`´ 4i ÿ
ReλkPI´zI
argλk
˘
.
This explains the presence of the first term in the right-hand side of the formula for α0 in Theorem
1.16.
We close this introduction by sketching the contents of this paper. After a review of the Beals-
Coifman approach to Riemann-Hilbert problems in section 2, we consider the direct scattering map
in section 3. Section 3 should be read in concert with section 3 of [28]; the main new results of
this section are the proof that the set U from Definition 1.1 is open and dense (see Theorem 3.8
and Propositions 3.12 and Proposition 3.13) and that, restricted to the set U , the maps from q to
the discrete scattering data are Lipschitz continuous (Proposition 3.14. Together with the results
from section 3 of [28], these results imply Theorem 1.6. All of these results are based on analysis
of the Volterra integral equations for the normalized Jost solutions N˘ in the λ variables (see
(3.10)–(3.11)).
Section 4 contains the proof of Theorem 1.13. We first prove that there exists a unique solution
to Problem 1.9 (section 4.1) using a uniqueness theorem of Zhou [41] together with the Beals-
Coifman theory. Next, we use the results of section 4.1 and a change of variables to prove existence
and uniqueness of solutions to Problem 1.10 in section 4.2. Finally, in section 4.3, we study the
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Beals-Coifman integral equations for Problem 1.10 to prove Lipschitz continuity of the inverse map,
proving Theorem 1.13.
We give the proof of Theorem 1.15 in sections 5, 6, and 7, using the steepest descent method
of Deift and Zhou [8], the later approach of Dieng-McLaughlin [10], and the very recent work
of Borghese, Jenkins and McLaughlin [2] on the focusing cubic NLS which shows how to treat a
problem with discrete as well as continuous spectral data. Following [2] we reduce Problem 1.10 to
an ‘outer’ model which describes the asymptotic behavior of solitons, and in ‘inner’ model which
computes the contributions due to the interactions of solitons and radiation.
In section 5 we begin with the row-vector RHP (see Remark 1.10) and deform to an RHP on a new
contour Σp2q whose jump matrices approach the identity exponentially fast away from the critical
point ξ. In section 5.1, we conjugate the row-vector RHP for n “ pn1, n2q to a form suitable for
lensing, i.e., deforming the contour R about the critical point ξ so that the jump matrix of the new
Riemann-Hilbert problem approaches the identity exponentially fast away from the critical point
ξ. The solution of the conjugated RHP, Problem 5.2, is the unknown np1qpx, t, zq “ npx, t, zqδ´σ3
where δ solves a scalar RHP with contour p´8, ξq and has asymptotics 1`O p1{zq as |z| Ñ 8. The
jump matrix for Problem 5.2 has a ‘good factorization for lensing. In order to deform the contour,
we extend the scattering data in the jump matrix of Problem 5.2 into the complex plane to define a
new unknown np2q, solving a mixed B-Riemann-Hilbert problem, Problem 5.6, described in section
5.2. The extension introduces non-analyticity of np2q which is solved away at a later step. The
unknown np2q coincides with np1q in the sectors Ω2 and Ω5 (see figure 5.2) and is piecewise analytic
in the sectors Ω1–Ω6 with no jumps across the real axis.
In section 6 we construct a solution NRHP of the Riemann-Hilbert problem, Problem 6.1, cor-
responding to Problem 5.6. Thus the function np3q “ np2q `NRHP˘´1 obeys a pure B-problem,
Problem 6.3. Because the original RHP contains both ‘continuous’ and ‘discrete’ data, the solution
NRHP consists of an ‘outer’ model for the soliton components (see section 6.1, Problem 6.5 and
Proposition 6.6) and an ‘inner’ model for the stationary phase point (see section 6.2, Problem 6.8
and Proposition 6.10). The outer and inner models are used to build a parametrix for Problem
6.1 in section 6.3. The ‘gluing’ of parametrices is carried out by solving a small-norm Riemann-
Hilbert problem, Problem 6.13. The B problem for np3q is solved in section 6.4 and is shown to have
asymptotic behavior
npzq “
ˆ
1 0
0 1
˙
`O
´
t´3{4
¯
,
Thus, (suppressing the px, tq dependence for brevity)
npzq “ np3qpzqNRHPpzqRp2qpzq´1δpzqσ3 .
The leading contribution to qpx, tq in (1.30) comes from the explicitly computable model factor
NRHP owing to the asymptotics of np3q, the fact that Rp2q is the identity in sectors Ω2 and Ω5 (and
we can take z Ñ 8 in either sector), and the diagonal matrix δ´σ3 does not change n2 at order
O p1{zq.
With the solution of Problem 1.10 in hand, we give the proof of Theorems 1.15 and 1.16 in
sections 7.1 and 7.2, respectively. To prove Theorem 1.16, we work out an asymptotic formula for
the phase factor in the gauge transformation (1.5) in terms of spectral data, Proposition 7.2. This
in turn relies on a weak Plancherel formula, Lemma 7.3.
Appendix A collects the Beals-Coifman integral equations for Riemann-Hilbert problems 1.9 and
1.10. We give the jump matrices and residue relations for the ‘left’ normalized version of Problem
1.10 in Appendix B. We construct N -soliton solutions qsol for (1.3) in Appendix C. Finally, in
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Appendix D, we construct initial data for (1.3) with arbitrarily large L2 norm and empty discrete
spectrum, showing that (1.3) (and hence, by gauge transformation, (1.1)) admits global solutions
with arbitrarily large L2 norm.
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Notation Index.
General.
Ω˘ Set of z P C with ˘ Im z2 ą 0
Ω`` First quadrant in C
F Fourier transform pFfq pλq “ 1
π
ż 8
´8
e´2iλxfpxq dx
F´1 Inverse Fourier transform
`
F´1g
˘ pxq “ 1
π
ż 8
´8
e2iλxgpλq dλ
C Cauchy integral over a contour
C˘ Cauchy projectors
σ2 Pauli matrix
ˆ
0 1
1 0
˙
σ3 Pauli matrix
ˆ
1 0
0 ´1
˙
σε The matrix
ˆ
0 1
ε 0
˙
Maps and Spaces.
G Gauge transformation (1.5) linking (1.1) and (1.3)
R Direct scattering map (Definition 1.4)
I Inverse scattering map (Definition 1.12)
Φt Flow on scattering data defined by (1.23)
M Solution operator I ˝ Φt ˝R for (1.3)
U Spectrally determined, open and dense subset of H2,2pRq (Definition 1.1) and domain of R
V Image of U under R (Definition 1.3) and domain of I
UN N -soliton sector of U
VN Image of UN under R
S Set of ρ P H2,2pRq with 1´ ελ|ρpλq|2 ą 0
X Function space (see (4.24))
X7 Function space (see (4.34))
Y Set of ρ P L2,5{4pRq with ρ1 P L2,3{4pRq and 1´ ελ|ρpλq|2 ą 0 (See (4.15))
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Scattering Solutions, Scattering Data.
Ψ˘ Jost solutions of (1.6) with limxÑ˘8Ψ˘px, ζqeiζ2xσ3 “
ˆ
1 0
0 1
˙
M˘ Normalized Jost solutions Mpx, zq “ Ψ˘px, ζqeiζ2xσ3
a, b, a˘, b˘ Scattering coefficients in ζ variables, (1.9)
r.r˘ Reflection coefficient in ζ variables, (1.24)–(1.25)
α, β Scattering coefficients in λ variables, (3.6)
ρ Scattering data in λ variable, (1.18)
ζj , cj Zero of a˘ and associated norming constant (see (1.16))
λj , Cj Zero of α˘ and associated norming constant (see (1.20)
Z Set of zeros of a and a˘
Z`` Z X Ω``
Λ Image of Z under z ÞÑ z2 and set of zeros of α and α˘
Λ`` Image of Z`` under z ÞÑ z2
Beals-Coifman Integral Equations.
Cw Beals-Coifman integral operator (see (2.7)) associated to RHP with factorized jump matrix
(see (2.3))
µ Matrix-valued solution of Beals-Coifman integral equation for Problem 1.9; see (A.7)–(A.10)
ν Row vector-valued solution of Beals-Coifman integral equation for Problem 1.10; see (A.20)–
(A.23)
ν5 Solution of iterated Beals-Coifman equation for Problem 1.10 (see (4.25) and (4.26)) be-
longing to X
ν7 ν5 ´ e, element of X7 obeying (4.35)
ν0, ν
˚ See (4.36)
Riemann-Hilbert Problems.
Σ Oriented contour Im z2 “ 0 that divides C into Ω` and Ω´
Σp2q Oriented contour Re z2 “ 0 (see (5.10))
M˘ Boundary values of Beals-Coifman solutions of (1.8) on Σ as ˘ Im ζ2 Ó 0
Θ Phase function (1.27) (ζ variables)
θ Phase function (1.29) (λ variables)
ξ Unique critical point of θ, ξ “ ´x{4t
N sol ‘Outer model’ (Problem 6.5) which describes solitons (see Proposition 6.6)
NPC ‘Inner model’ (Problem 6.8) that describes radiation (see Proposition 6.10)
NRHP Solution to Problem 6.1 (see (6.20))
E Gluing error for gluing N sol and NPC to form NRHP (see Problem 6.13, Lemma 6.14, and
Proposition 6.16)
n Row vector-valued solution to Problem 1.10
np1, np2q, np3q Respective solutions to Riemann-Hilbert Problem 5.2, B´Riemann-Hilbert Problem 5.6,
and B-problem 6.3
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2. Preliminaries
We recall several important results of the Beals-Coifman theory of Riemann-Hilbert problems.
References include the paper of Beals-Coifman [1], the paper of Zhou [41] and the recent monograph
on Riemann-Hilbert problems by Trogdon and Olver [37].
Let Γ be a complete contour in C, i.e., an oriented contour that divides CzΓ into two regions Ω`
and Ω´ so that Ω` XΩ´ “ H, Ω` lies to the left of Γ, and Ω´ lies to the right of Γ. We allow for
the possibility of self-intersections (which occur in Problems 1.9 and 4.3 below).
The Cauchy transform of a function f P L2pΓq is given by
pCfqpzq “ 1
2πi
ż
Γ
fpsq
s´ z ds.
We will sometimes write CΓ for C to emphasize the dependence on the contour Γ. If f P H1pΓq
then pCfqpzq has Ho¨lder continuous boundary values C˘f on Γ where
pC˘fqpζq “ lim
zÑζ,
zPΩ˘
pCfqpzq.
The operators C˘ are bounded operators on L2pΓq with
(2.1) C` ´ C´ “ I,
where I denotes the identity operator. For contours with finite self-intersections, see Trogdon-Olver
§2.5 for a proof of the L2-boundedness result under hypotheses that include our Problems 1.9 and
4.3.
It is worth noting that, if Γ is the union of two disjoint contours Γ1 and Γ2 and h P H1pΓq, then
(2.2)
`
C˘h
˘ pζq “
$’&’%
`
C˘Γ1h
˘ pζq ` pCΓ2hq pζq, ζ P Γ1,`
C˘Γ2h
˘ pζq ` pCΓ1hq pζq, ζ P Γ2.
We consider the following Riemann-Hilbert problem for a matrix-valued function Mpzq on CzΓ.
We write g˘ P BCpL2q if pg`, g´q are a pair of functions in L2pΓq with g˘ “ C˘h for a fixed
function h P L2pΓq. For simplicity of notation, we omit the parametric dependence of the data v
and the solution M on x, t P R that occurs in Problems 1.9 and 1.10.
Riemann-Hilbert Problem 2.1. Given a 2ˆ2 matrix-valued function v on Γ with v, v´1 P L8pΓq,
find a function
Mp ¨ q : CzΓÑ SLp2,Cq
with Mp ¨ q which has continuous boundary values
M˘pζq “ lim
zÑζ,
zPΩ˘
Mpzq
for ζ P Γ satisfying the jump relation M`pζq “M´pζqvpζq, and
M˘p ¨ q ´ I P BCpL2q.
We’ll refer to such a Riemann-Hilbert problem as normalized owing to the asymptotic condition
M˘p ¨ q ´ I P BCpL2q.
Given a normalized Riemann-Hilbert problem on Γ with jump matrix
(2.3) v “ pI ´ w´q´1pI ` w`q,
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w˘ P L8pΓq X L2pΓq, we may introduce a new matrix-valued function µ defined in terms of the
putative boundary values M˘ by
(2.4) µ “M`pI ` w`q´1 “M´pI ´ w´q´1, µ´ I P L2pΓq
It is easy to see that
M` ´M´ “ µpw´ ` w`q
so that
(2.5) Mpzq “ I `
ż
Γ
µpsqpw´psq ` w`psqq
s´ z
ds
2πi
.
Thus, in order to find Mpzq on CzΓ, it suffices to compute µ. Taking the boundary value as
Impzq Ñ 0 in Ω` we recover that
M`pζq “ I ` C`
“
µp ¨ q `w´p ¨ q ` w`p ¨ q˘‰ pζq
A short computation using (2.1) shows that µ solves the Beals-Coifman integral equation
(2.6) µ “ I ` Cwµ
where
(2.7) Cwh “ C`phw´q ` C´phw`q.
A basic result of the Beals-Coifman theory is:
Theorem 2.2. There exists a unique solution M to the Riemann-Hilbert problem 2.1 if and only
if there exists a unique solution µ with µ´ I P L2pΓq to the Beals-Coifman integral equation (2.6).
For proof and discussion see for example Zhou [41, Proposition 3.3] and [37, Section 2.7].
A sufficient condition for the operator Cw to be Fredholm is that w˘ P H1pΓq (see Trogdon and
Olver [37, Theorem 2.59]). The merit of this result is that existence and uniqueness for Problem
2.1 is then equivalent to a standard problem in the Fredholm theory of integral equations.
A second important result of the theory concerns problems with residues such as Problems
1.9 and 1.10. Associated to the residues are discrete data tζj , cju2Nj“1, ζj P CzΓ and cj P Cz0,
which describe the location of residues and the leading term of the Laurent series. We assume a
symmetry ζn`j “ ζj and cj`n “ cj , and we restrict to the case of simple poles, which will suffice
for our application. We denote by Z the finite set tζju2Nj“1.
Riemann-Hilbert Problem 2.3. Find an analytic function
Mp ¨ q : Cz pΓY Zq Ñ SLp2,Cq
so that:
(i) Mp ¨ q has continuous boundary values
M˘pζq “ lim
zÑζ,zPΩ˘
Mpzq
for ζ P Γ satisfying the jump relation M`pζq “M´pζqvpζq and
M˘p ¨ q ´ I P BCpL2q.
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(ii) For each ζj P Z,
Resz“ζj Mpzq “ lim
zÑζj
Mpzqvj
where
vj “
ˆ
0 0
cj 0
˙
, 1 ď j ď N, vj “
ˆ
0 cj
0 0
˙
, N ` 1 ď j ď 2N.
The residue condition means that for 1 ď j ď N , the first column of Mpzq has a pole given by
cj times the value of the second column, while, for N ` 1 ď j ď 2N , the second column of Mpzq
has a residue given by cj times the value of the first column.
Problem 2.3 is equivalent to a Riemann-Hilbert problem with no discrete data but having an
augmented contour
Γ1 “ ΓY tγju2Nj“1
where each γj is a simple closed curve in CzΓ surrounding ζj and no other element of Z. The new
curves are given an orientation consistent with the orientation of the original contour Γ and so Γ1
also divides CzΓ1 into two disjoint sets Ω1` and Ω1´. The additional jump matrices are constructed
from the discrete data. In what follows, Dj is the interior of γj (see Figures 4.1 and 4.2), and C
˘
are the Cauchy projectors for the contour Γ1. As before, we say that g˘ P BCpL2q if g˘ “ C˘h for
a fixed function h P L2pΓ1q.
Riemann-Hilbert Problem 2.4. Find an analytic function
M : CzΓ1 :Ñ SLp2,Cq
with continuous boundary values
M˘pζq “ lim
zÑζ,
zPΩ1˘
Mpzq,
so that M˘p ¨ q ´ I P BCΓ1pL2q and M`pζq “M´pζqv1pζq for ζ P Γ1, where
v1pζq “
$’’’’’’’’’’’&’’’’’’’’’’’’%
vpζq, ζ P Γ,
¨˝
1 0
ci
ζ ´ ζj 1
‚˛, ζ P γj ,
¨˝
1
cj`n
ζ ´ ζj`n
0 1
‚˛, ζ P γj`n
Theorem 2.5. Problems 2.3 and 2.4 are equivalent, i.e., there exists a unique solution to Problem
2.3 if and only if there exists a unique solution to Problem 2.4. Their respective solutions M and
M 1 are related by
Mpzq “
$’’’&’’’%
M 1pzq, z R Ť2Nj“1Dj
M 1pzq
ˆ
I ` Vj
z ´ ζj
˙
, z P Dj
For a proof see [41, Section 6].
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3. The Direct Scattering Map
This section is devoted to the Lipschitz continuity of the scattering data pρ, tλk, CkuNk“1q with
respect to the potential q. The Lipschitz continuity of the reflection coefficient ρ in terms of q is
given in Proposition 3.2. We refer the reader to section 3 of Paper I or to the thesis of the second
author [26]. We also prove that the coefficients α and α˘ are analytic in the lower (resp. upper)
complex plane, and the location of their zeros in a compact set of C, (Propositions 3.4 and 3.5).
The new element of this study is the Lipschitz continuity of the discrete scattering data in terms
of q presented in Section 3.3. For this purpose, we make the notion of generic potential precise and
prove in Section 3.2 that the set of potentials supporting at most finitely many solitons and having
no spectral singularities is open and dense in H2,2pRq.
3.1. Lipschitz Continuity of Scattering Data. To study the Jost solutions it is convenient to
set
(3.1) M˘px, ζq “ Ψ˘px, ζqeixζ2σ3 , lim
xÑ˘8
M˘px, ζq “
ˆ
1 0
0 1
˙
.
We recall from Paper I that the off-diagonal components of m are odd functions of ζ and the
on-diagonal components are even in ζ. Because of this symmetry, the change of variables
N˘px, ζ2q “
¨˝
m11px, ζq ζ´1m12px, ζq
ζm21px, ζq m22px, ζq
‚˛
yields well-defined functions N˘px, λq obeying the differential equation
(3.2)
d
dx
N˘ “ ´iλ adpσ3qN˘ `
ˆˆ
0 qpxq
ελqpxq 0
˙
` iε
2
ˆ´|qpxq|2 0
0 |qpxq|2
˙˙
N˘,
the respective asymptotic conditions
(3.3) lim
xÑ˘8N
˘px, λq “
ˆ
1 0
0 1
˙
,
and the relation
(3.4) N`px, λq “ N´px, λqe´iλx adpσ3qT pλq
where T pλq is the transition matrix
(3.5) T pλq “
ˆ
αpλq βpλq
λβ˘pλq α˘pλq
˙
and
(3.6) αpζ2q “ apζq, βpζ2q “ ζ´1b˘pζq
are well-defined functions of λ “ ζ2 owing to the symmetries (1.11). It also follows from (1.11) that
α˘pλq “ αpλq, β˘pλq “ εβpλq.
From (3.4) at x “ 0 and the fact that detN˘ “ 1 we derive the Wronskian formulae
αpλq “ N`11p0, λqN´11p0, λq ´ ελ´1N`21p0, λqN´21p0, λq,(3.7)
βpλq “ ε
λ
´
N´11p0, λqN`21p0, λq ´N`11p0, λqN´21p0, λq
¯
.(3.8)
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which reduce the analysis of α and β to the study of the normalized Jost functions N˘.
The analysis of αpλq and βpλq presented in Paper I does not depend on any spectral assumptions
other than a strictly positive lower bound on |αpλq|, i.e., the absence of spectral singularities. The
continuity result below follows from the analysis presented there.
Lemma 3.1. The following maps are locally Lipschitz continuous from H2,2pRq into L2pRq.
q ÞÑ αp ¨ q, q ÞÑ βp ¨ q, q ÞÑ 〈 ¨ 〉β1p ¨ q, q ÞÑ β2p ¨ q, q ÞÑ 〈 ¨ 〉´1 α2p ¨ q.
We omit the proof.
Let ρpλq “ βpλq{αpλq. As a consequence of the quotient rule, we have:
Proposition 3.2. For any c ą 0, the map q Ñ ρ is Lipschitz continuous from the open subset
U “
"
q P H2,2pRq : inf
λPR
|αpλq| ą c
*
of H2,2pRq into H2,2pRq.
In Proposition 3.4, we prove that α extends to an analytic function on C´. It follows from the
relation
(3.9) α˘pλq “ αpλq.
that α˘ extends to an analytic function on C`. From the equation (3.2) and the condition (3.3), it
is easy to see that N`11px, λq and N`21px, λq satisfy the Volterra integral equations
N`11px, λq “ 1´
ż 8
x
qpyqN`21pyq dy ´
ż 8
x
´iε
2
|qpyq|2N`11py, λq dy(3.10)
N`21px, λq “ ´
ż 8
x
e2iλpx´yqελqpyqN`11py, λq dy´
iε
2
ż 8
x
e2iλpx´yq|qpyq|2N`21py, λq dy.(3.11)
Integrating by parts to remove the λ in (3.11) and iterating the resulting equations leads to the
following system of integral equations (see Paper I, equation (3.4)):
N`11px, λq “ 1`
ε
2i
ż 8
x
qpyq
ż 8
y
e´2iλpz´yqq7pzqN`11pz, λq dz dy(3.12)
N`21px, λq “ ´
1
2i
εqpxqN`11px, λq ´
ε
2i
ż 8
x
e´2iλpy´xqq7pyqN`11py, λq dy(3.13)
where
q7pxq “ q1pxq ´ i
2
ε|qpxq|2qpxq
Lemma 3.3. There exist unique solutions of (3.12)–(3.13) with
sup
Imλď0
ˇˇ
N`11px, λq
ˇˇ ď expˆ1
2
}q}L1}q7}L1
˙
and
sup
Imλď0
ˇˇ
N`21px, λq
ˇˇ ď expˆ1
2
}q}L1}q7}L1
˙`}q}L1 ` }q7}L1˘ .
Moreover,
(3.14)
ˇˇ
N`11px, λ; q1q ´N`11px, λ; q2q
ˇˇ
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ď exp
”
C
´
}q1}L1}q71}L1 ` }q2}L1}q72}L1
¯ı ´
}q1 ´ q2}L1}q71}L1 ` }q2}L1}q71 ´ q72}L1
¯
where C is independent of λ with Impλq ď 0 and x ě 0.
Proof. Equation (3.12) is of Volterra type
(3.15) N`11 “ 1` SN`11.
Using that
ˇˇ
e´2iλpx´yq
ˇˇ ď 1 for Imλ ď 0 and x ď y, the estimate
|pShqpxq| ď γpxq sup
yąx
|hpyq|
holds with
γpxq “
ż 8
x
|qpyq|
ż 8
y
|q7pzq| dz dy.
From the standard theory of Volterra integral equations, we have that
(3.16)
››pI ´ Sq´1››
CpR`qÑCpR`q ď exp
ˆ
1
2
}q}L1}q7}L1
˙
,
uniformly in λ with Imλ ď 0. Since }q}L1 and }q7}L1 are controlled by }q}H2,2 , it follows from this
fact and (3.13) that
››N`11››CpR`q and ››N`21››CpR`q are bounded uniformly in λ with Imλ ď 0 and q
in a bounded subset of H2,2pRq. Finally, (3.14) follows from the resolvent estimate (3.16) and the
second resolvent formula. 
Similar estimates are obtained for N´11 and N
´
21 for x P R´. From these estimates and the
Wronskian formula (3.7), we conclude:
Proposition 3.4. The function α is analytic on C´ and satisfies
|αpλ; q1q ´ αpλ; q2q| ď expC
´
}q1}2H2,2 ` }q2}2H2,2
¯
p}q1}H2,2 ` }q2}H2,2q p}q1 ´ q2}H2,2 q .
where the constants are uniform in λ with Imλ ď 0.
It is also important that the zeros of α lie in C´ X t|z| ď Ru where R ą 0 depends only on
}q}H2,2pRq. This is the object of the next proposition.
Proposition 3.5. The function α satisfies
(3.17) lim
RÑ8
sup
|λ|ěR,Imλď0
|αpλq ´ 1| “ 0
where the convergence is uniform in q in a bounded subset of H2,2pRq.
Proof. From the Wronskian formula (3.7) for α and the uniform bounds on N´21 and N
`
21, estimate
(3.17) will follow from
(3.18) lim
RÑ8
sup
|λ|ěR,Imλď0
|N˘11p0, λq ´ 1| “ 0.
We now sketch the proof of (3.18) for N`11; the proof for N
´
11 is similar.
From (3.12) and an integration by parts we see that
N`11px, λq ´ 1 “
ε
2i
ż 8
x
qpyq
ż 8
y
e´2iλpz´yqq7pzq dz dy(3.19)
` ε
4λ
ż 8
x
qpyq rG1py, λq `G2py, λq `G3py, λqs dy,
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where
G1px, λq “ ´q7pxq
`
N`11px, λq ´ 1
˘
G2px, λq “ ´
ż 8
x
e´2iλpy´xq
`
q7
˘1 pyq `N`11py, λq ´ 1˘ dy
G3px, λq “ ´
ż 8
x
e´2iλpy´xqq7pyqBN
`
11
Bx py, λq dy.
Reversing the orders of integration in the first right-hand term of (3.19) and integrating by parts
we may estimate ˇˇˇˇż 8
x
qpyq
ż 8
y
e´2iλpz´yqq7pzq dz dy
ˇˇˇˇ
ď 1|λ| }q
7}L1
`}q}L8 ` }q1}L1˘ .
From Lemma 3.3 we have |G1px, λq| À 1 where the implied constants depend only on }q}L1 and
}q7}L1. Differentiating (3.12) to compute BN`11{Bx we may similarly estimate |G3px, λq|. To estimate
G2px, λq, we need to show that
››N`11p ¨ , λq ´ 1››L2pR`q is bounded uniformly in λ with Imλ ď 0 and
q in a bounded subset of H2,2pRq. This is carried out in Lemma 3.7 below. 
To prove the L2 estimate on N`11px, λq ´ 1, we return to the integral equation (3.12) and note
that the operator S is a Hilbert-Schmidt operator on L2pR`q uniformly in λ for Imλ ď 0. Indeed
its integral kernel is given by
(3.20) Kpx, zq “
$’’&’’%
ż z
x
qpyqe´2iλpz´yqq7pzq dy, x ă z
0, x ą z
with
}K}L2pR`ˆR`q ď
››q7››
L2,1{2
}q}L1.
One checks that
kerL2pR`qpI ´ Sq Ă kerCpR`qpI ´ Sq “ t0u
where the last equality follows from the existence of the resolvent pI ´ Sq´1 on CpR`q. Writing
S “ Spλq to display the dependence of the operator S on λ, we can show that
(3.21) lim
|λ|Ñ8
}Spλq}HS “ 0
uniformly in λ with Imλ ď 0 and q in a bounded subset ofH2,2pRq. This follows from the integration
by parts ż z
x
qpyqe´2iλpz´yq dy “ 1
2iλ
„
qpzq ´ qpxq `
ż z
x
e´2iλpz´yqqpyq dy

and a straightforward estimate of the Schmidt norm using (3.20). Writing K “ Kpλ, qq, we may
also estimate
}Kpλ, q1q ´Kpλ, q2q}L2pR`ˆR`q ď }q1 ´ q2}L2,1{2 }q1}L1 ` }q2}L2,1{2 }q1 ´ q2}L1
uniformly in λ with Imλ ď 0. On the other hand, it follows from the Dominated Convergence
Theorem that }Kpλ1, qq ´Kpλ2, qq}L2pR`ˆR`q Ñ 0 as λ1 Ñ λ2 for any fixed q P L1pRq XL2,1{2pRq.
Writing S “ Spλ, qq, we now use a ‘continuity-compactness argument’ as well as (3.21) to prove:
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Lemma 3.6. The resolvent pI ´ Spλ, qqq´1 exists as a bounded operator on L2pR`q and for any
M ą 0,
sup
Imλď0, }q}
H2,2
ďM
››pI ´ Spλ, qqq´1››
L2pR`qÑL2pR`q ă 8.
Proof. For any M ą 0, R ą 0, the identity map takes the set
tλ P C : Imλ ď 0, |λ| ď Ru ˆ  q P H2,2pRq : }q}H2,2 ďM(
into a subset of C ˆ pL2,1{2 X L1q with compact closure. By the second resolvent formula, the
map pλ, qq ÞÑ pI ´ Spλ, qqq´1 is continuous into the bounded operators on L2pR`q. It follows by
compactness and continuity that the set pI ´ Spλ, qqq´1 : Imλ ď 0, |λ| ď R, }q}H2,2 ďM(
is compact in BpL2pR`qq, hence bounded. On the other hand, for sufficiently large R depending on
M , we have from (3.21) that sup|λ|ěR
››pI ´ Spλ, qqq´1››
BpL2pR`qq ď 2 for any q with }q}H2,2 ďM . 
We can now prove:
Lemma 3.7. If q P H2,2pRq, the estimate››N`11p ¨ , λq ´ 1››L2pR`q À 1
holds.
Proof. The function η “ N`11 ´ 1 obeys the integral equation η “ Sp1q ` Spηq where
Sp1q “ 1
2i
ż 8
x
qpyq
ż 8
z
e´2iλpz´yqq7pzq dz dy.
We may estimate
}Sp1q}L2pR`q ď 〈x〉´3{2 }q}L2,2 }q7}L1
which shows that Sp1q P L2pR`q uniformly in λ with Imλ ď 0. The desired bound is obtained
using Lemma 3.6.

3.2. Generic Properties of Spectral Data. Lee [24] showed that generic potentials q in the
Schwartz class have at most finitely many simple zeros of α and no spectral singularities. His
proof is based on a general argument of Beals and Coifman [1]. Here we give a more precise
functional analytic argument inspired by analogous results in Schro¨dinger scattering theory (see
the manuscript of Dyatlov and Zworski [16, Chapter 2, Theorem 2.2]). We will prove:
Theorem 3.8. The set of U potentials q supporting at most finitely many solitons and having no
spectral singularities is open and dense in H2,2pRq.
Our strategy is to study the dense set of q P C80 pRq and prove that any such q can be perturbed
by an arbitrarily small amount in H2,2-norm to a potential with the desired properties. We then
use continuity of spectral quantities to show that the set is open as well as dense. These steps are
carried out in Propositions 3.12 and 3.13 below which together give the proof of Theorem 3.8.
We begin with the study of C80 potentials. The following fact is well-known and easy to prove;
see for example Chapter 2 of Lee’s thesis [24].
Lemma 3.9. Suppose that q P C80 pRq. Then αpλ; qq is analytic in C and has at most finitely many
zeros in Imλ ď c for any c P R.
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Using this fact, a perturbation argument, and Rouche´’s theorem, we will construct a dense set
of potentials in H2,2pRq for which α has at most finitely many simple zeros in C´ and no zeros on
R. We will then exploit Proposition 3.4 to show that this set is also open.
To construct the dense set, we need two perturbation lemmas. The first concerns perturbation
from the zero potential for which αpλq ” 1 and βpλq ” 0.
Lemma 3.10. Suppose that ϕ P C80 p´R,Rq, λ ‰ 0, and µ is a small parameter. Let q “ µϕ.
Then the associated transition matrix has the form
(3.22) T pλ, qq “
ˆ
1 0
0 1
˙
`
ˆ
0 µcϕ
ελµcϕ 0
˙
`O `µ2˘
where
cϕ “ ε
ż 8
´8
e2iλyϕpyq dy
and the correction term depends on }ϕ}H1,1 .
Proof. It suffices to show that
αpλq „ 1`O `µ2˘ ,(3.23)
λβ˘pλq “ ´ελµ
ż
e´2iλyϕpyq dy `O `µ2˘ .(3.24)
First, we recall from Section 3.2 of Paper I that, for λ P R, we have the uniform estimateˇˇ`
N`11px, λq, N`21px, λq
˘ˇˇ À 1
where the implied constants depend only on }q}H2,2 (the key issue is that the large-λ behavior is
controlled despite the λ-dependence of the perturbing term in (3.2); see equations (3.4) of Paper
I for the integration by parts that removes this term). Taking limits as x Ñ ´8 in equations
(3.10)–(3.11) for N` (and as x Ñ ´8 in the corresponding equations for N´) and using the
relation (3.4), we deduce that (3.23) and (3.24) hold. 
The next lemma will give a mechanism for splitting multiple poles and perturbing zeros on the
real axis.
Lemma 3.11. Suppose that q1 and q2 are compactly supported potentials with disjoints supports,
and that the support of q2 on the real line is to the left of the support of q1. Then:
(i) The identity
T pλ, q1 ` q2q “ T pλ, q2qT pλ, q1q
holds.
(ii) If q1 P C80 pp´R,Rqq and q2 “ µϕ with ϕ P C80 pp´2R,´Rqq, the formula
(3.25) T pλ, q1 ` µϕq “
ˆ
1 µcϕ
ελµcϕ 1
˙
T pλ, q1q `O
`
µ2
˘
holds.
Proof. Consider the normalized solution N`px, λ, qq. It is not difficult to see that
N`px, λ, q1 ` q2q “ N`px, λ, q2qN`px, λ, q1q.
We may now compute
T pλ, q1 ` q2q “ lim
xÑ´8 e
iλx adpσ3q “N`px, λ, q2qN`px, λ, q1q‰ “ T pλ, q2qT pλ, q1q
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The second assertion is an immediate consequence of the first. 
Suppose that q1 and q2 are chosen as in Lemma 3.11(ii). To simplify the notation, let us write
αpλ, µq to denote αpλ, q1 ` µϕq. It follows from (3.25) that
(3.26) αpλ, µq “ αpλ, 0q ` µcϕλβ˘pλq `O
`
µ2
˘
.
In the next proposition, we will expand the above formula near λ “ λ0:
(3.27) αpλ, µq “ αpλ, 0q ` µcϕ0λ0β˘pλ0q ` C0pλ´ λ0qµ`O
`
µ2
˘
.
where
cϕ0 “ ε
ż 8
´8
e2iλ0yϕpyq dy
and
|C0| ď
›››› ddλ ´λβ˘pλq¯
››››
L8
.
From the compact support of the potential q and the asymptotic behavior αpλq ((3.17)) we know
that α has finitely many zeros in C´YR. We put down non-overlapping discs Dpλi, riq with centers
at the finitely many zeros λi. We will prove:
Proposition 3.12. Suppose that R ą 0 and q P C80 pr´R,Rsq. Let αpλq be the p1, 1q entry of the
transition matrix for q. For ϕ P C80 pRq, let αpλ, µq be the p1, 1q entry for the transition matrix of
q ` µϕ, so that αpλ, 0q “ αpλq.
(i) Suppose that tλiumi“1 are the isolated zeros of αpλq in C´YR and λi ‰ 0 is one of the zeros
of αpλq of multiplicity n ě 2, i.e. αpλq “ pλ ´ λiqngpλq for some analytic function g with
gpλiq ‰ 0. Then, for some ϕ P C80 pRq and all sufficiently small µ ‰ 0, αpλ, µq has n simple
zeros in the disc Dripλiq.
(ii) Suppose that after the perturbation in part (i), Λj is a simple zero of αpλ, µq on the real
axis, Λj ‰ 0. Then, there is a function ϕ P C80 pRq so that, for all real, nonzero, and
sufficiently small µ1, αpλ, µ1q has no zeros on the real axis near Λj.
In each case, we may choose ϕ to have support in p´2R,´Rq Y pR, 2Rq.
Proof. (i) We first claim that there exists a function ϕ P C80 pRq, ϕ ě 0 such that
pϕpλiq “ ż 8
´8
e2iλixϕpxq dx ‰ 0
for all i, 1 ď i ď m.
Indeed, let 2λi “ ξi ` iηi. We then have
pϕpλiq “ ż 8
´8
pcos ξix` i sin ξixqeηixϕpxq dx
with eηixϕpxq ě 0 for all x.
If we let ξ “ maxtξ1, ...ξi, ...ξmu, r “ π{2ξ and make |supppϕq| ď r, then at least one of cos ξix
and sin ξix does not change sign on supppϕq for all i. So pϕpλiq‰ 0 for all i.
Using the Taylor expansion of pϕpλq and λβ˘pλq we can write (3.27) as
(3.28) αpλ, µq “ pλ´ λiqngpλq`µcϕiλiβ˘pλiq ` C0pλ´ λiqµ`O
`
µ2
˘
.
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If we can establish the following inequalities
(3.29) |λβ˘pλq|L8 Àq 1
and
(3.30) |pλβ˘pλqq1|L8 Àq 1
where λ P Dpλi, riq then it is clear that
|αpλ, µq ´ pλ´ λiqngpλq| “ |µcϕiλiβ˘pλiq ` C0pλ´ λiqµ`O
`
µ2
˘ |
ď |λ´ λi|n|gpλq|
for µ sufficiently small and λ P BDpλi, riq. Rouche´’s Theorem shows that the number of zeros of
αpλ, µq and αpλ, 0q agree (with multiplicities) in Dpλi, riq. That is, αpλ, µq has exactly n zeros
there.
To prove estimates (3.29) and (3.30), we use the fact that λβ˘pλq “ limxÑ8 e´2iλxN´21px, λq and
the analogue of (3.11) for N´21 to compute
λβ˘pλq “
ż R
´R
e´2iλy
´
λεqpyqN´11py, λq ` p2pyqN´21py, λq
¯
dy.(3.31)
From direct computation, its derivative is
d
dλ
´
λβ˘pλq
¯
“
ż R
´R
e´2iλyp´2iyq
´
λεqpyqN´11py, λq ` p2pyqN´21py, λq
¯
dy(3.32)
`
ż R
´R
e´2iλy
´
εqpyqN´11py, λq ` p2pyqN´21py, λqλ
¯
dy
´
ż R
´R
e´2iλy
´
λεqpyqN´11py, λqλ ` p2pyqN´21py, λqλ
¯
dy.
Inequalities (3.29) and (3.30) follow from these expressions and Lemma 3.3.
Now we want to show that the zeros of αpλ, µq are simple. For 0 ď k ď n´ 1, consider the disc
around the kth root of unity of γi
(3.33) Dk :“ D
´
|γi| 1n eipφ`2πkq{n ` λi, ρ|γi| 1n
¯
where
γi “ µcϕiλiβ˘pλiq
gpλiq , φ “ arg γi ` π
Notice that if ρ ă π{n then Dk XDℓ is empty for k ‰ ℓ. We now expand gpλq at λ “ λi and get
αpλ, µq “ pλ´ λiqngpλiq `Opλ´ λiqn`1.
For λ P BDk, ˇˇˇ
pλ´ λiqngpλiq ` µcϕiλiβ˘pλiq ´ αpλ, µq
ˇˇˇ
ÀC0|γi|1` 1n .
On the other hand, if we choose ρ ą 2C0|γi| 1n then for λ P BDk,
|pλ ´ λiqngpλiq ´ γigpλiq| “ |γi|ρ
`
1`O `ρ2˘˘
ÁC0|γi|1` 1n
ě |pλ´ λiqngpλiq ` µcϕiλiβ˘pλiq ´ αpλ, µq|.
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C
`
C
´ Dk
Dpλi, riq
Figure 3.1. Zeros of α˘ and α in the λ plane
Since the discs Dk are disjoint, Rouche´’s theorem now shows that there is exactly one zero of αpλ, µq
in each Dk. This shows that all n zeros are simple.
(ii) After the first step of perturbation in (i), αpλ, µq has simple zeros tΛjulj“1. Suppose Λj is a
zero of αpλ, µq on the real axis. We make another small perturbation of the potential as above and
formulate
αpλ, µ1q “ pλ´ Λjqhpλ, µq ` µ1cψjΛjβ˘pΛj , µq ` C 10pλ´ Λjqµ1 `O
`
µ12
˘
(3.34)
where
pλ´ Λjqhpλ, µq “ αpλ, µq
and we define
(3.35) Dj :“ D
`
Γj ` Λj , ρ1|Γj |
˘
where
Γj “
µ1cψjΛj β˘pΛj , µq
hpΛj , µq .
Given Λj P R, we can make appropriate choices of small parameter µ1 and ψ P C80 pRq such that
ImpΓj ` Λjq is strictly nonzero and Dj X R is empty. Since there are only finitely many zeros, we
can choose µ which works for all j “ 1, 2, ..., l. Repeating the argument in (i) we get the desired
conclusion.

Proposition 3.12 shows that there is a dense subset of q P H2,2pRq for which αpλ; qq has at most
finitely many simple zeros in C´ and no zeros on R. Owing to the continuity of α in q, the fact that
α is analytic in C´, and the continuity of the map q ÞÑ αp ¨ , qq imply that this set is also open.
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C`
C´
Λj
Dj
DΛj
Figure 3.2. Simple zero of αpλ, µq on R
Proposition 3.13. Suppose that q0 P H2,2pRq and that αp ¨ ; q0q has exactly n simple zeros in C´
and no zeros on R. There is a neighborhood N of q0 in H
2,2pRq so that all q P N have these same
properties.
Proof. Since |αpλ; q0q| does not vanish on R, we have |αpλ; q0q| ě c for some c ą 0. It follows from
Lipschitz continuity of q ÞÑ αp ¨ ; qq ´ 1 as maps H2,2pRq Ñ H1pRq that there is an r0 ą 0 so that
|αpλ; qq| ě c{2 for all q with }q ´ q0}H2,2 ă r0. Next, let η1 “ infj‰k |λj´λk|, η2 “ infk | Imλk|, and
η “ 1
2
infpη1, η2q. By Proposition 3.4 and analyticity there is an r1 ą 0 so that the n simple zeros
of α remain simple and move a distance no more than η for q P H2,2pRq with }q ´ q0}H2,2 ă r1.
Take N “ Bpq0, rq where r ă infpr1, r2q. 
3.3. Lipschitz Continuity of Spectral Data for Generic Potentials. Owing to Proposition
3.2, to complete the proof of Theorem 3.15, it suffices to prove Lipschitz continuity of the eigenvalues
λk and the norming constants Ck on open subsets of UN with bounds uniform in bounded subsets
of UN . This is an exercise in eigenvalue perturbation theory and is carried out in Proposition 3.14.
We order the zeros of a˘ by modulus and, given two zeros with the same modulus, order by
increasing phase in p0, πq. We reformulate the definition of Ck in terms of the normalized Jost
solutions N˘ of (3.2). If α˘pλkq “ 0, there is a constant bk with the property
(3.36) e´2iλkx
ˆ
N´11px, λkq
λN´21px, λkq
˙
“ bke2iλkx
ˆ
λ´1N`12px, λkq
N`22px, λkq
˙
If α˘1pλkq ‰ 0, one defines the norming constant as Ck “ bk{pζkα˘1pλkqq where λk “ ζ2k . The discrete
scattering data are composed of the pairs pλk, Ckq.
Proposition 3.14. Suppose that q0 P U with N simple zeros of α˘ in C`. Let Λ “ tλ1, . . . , λNu be
a listing of the zeros of α˘ with the ordering as described above, and set
dΛ “ min
ˆ
min
1ďj‰kďN
|λjpq0q ´ λkpq0q|, minpImλkq
˙
.
There is a neighborhood N of q0 so that:
(i) For any q P N , α˘pλ; qq has exactly n simple zeros in C`, no zeros on R, and |λjpqq ´
λjpq0q| ď 12dΛ.
(ii) The estimate |λjpqq ´ λjpq0q| ď C }q ´ q0}H2,2 holds for C uniform in q P N .
(iii) The estimate |bjpqq ´ bjpq0q| ď C }q ´ q0}H2,2 holds for C uniform in q P N .
(iv) The estimate |Cjpqq ´ Cjpq0q| ď C }q ´ q0}H2,2 holds for C uniform in q P N .
Proof. (i) From Proposition 3.13 and (3.9), we immediately conclude that there is a neighborhoodN
of q0 for which q P N has exactly N simple zeros in C` with no singularities on the real axis. We can
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establish continuity of the simple zeros as a function of q (and hence estimate |λjpqq´λjpq0q| ď 12dΛ)
as follows. The equation αpλjpqq; qq “ 0, defines λj as an analytic function of q in a neighborhood
of q owing to the fact that α1pλjpq0q, q0q ‰ 0 and the implicit function theorem on the Banach space
C ˆH2,2pRq. α as a function on C´ ˆH2,2pRq. The function αpλ, qq is analytic in q because the
functions occurring in the Wronskian formula (3.7) may be computed by convergent Volterra series
which are analytic in q.
(ii) The implicit function theorem also guarantees that the function λjpqq will be C1 as a function
of q, and hence Lipschitz continuous.
(iii) Uniqueness for the equation (3.2) guarantees that at least one of N`12p0, λjq and N`22p0, λjq
is nonzero at q “ q0. Suppose that N`12p0, λjpq0qq ‰ 0. By shrinking the neighborhood if needed we
may assume that N`12p0, λjpqqq ą 0 strictly for all q P N . We may then compute from (3.36) that
bjpqq “ λjpqqN´21p0, λjpqqq{N`22p0, λjpqqq which, as a product and quotient of Lipschitz continuous
functions of q, is itself Lipschitz continuous in q.
(iv) Finally, α1pλkq can easily be expressed in terms of α through a Cauchy integral over a small
circle around λk due to the analyticity of α in C
´, and the Lipschitz continuity of bj and αpλjq in
q extends to the norming constants Cj . 
Propositions 3.2 and 3.14 give the proof of:
Theorem 3.15. For each N , the map R : UN Ñ VN is uniformly Lipschitz continuous on bounded
subsets of UN .
4. The Inverse Scattering Map
In this section we study the Riemann-Hilbert problem which defines the inverse scattering map.
As explained in the Introduction, to prove existence and uniqueness of solutions, the Riemann-
Hilbert problem in the ζ variable is most convenient. On the other hand, to prove Lipschitz
continuity of the inverse scattering map, it is most effective to work in the λ variables.
This section is organized as follows. In section 4.1 we prove existence and uniqueness of solutions
for the Riemann-Hilbert Problem 1.9. In section 4.2 use these results to prove existence and
uniqueness for the Riemann-Hilbert Problem 1.10. Finally, in section 4.3, we prove Lipschitz
continuity of scattering maps by studying the Beals-Coifman integral equations for Problem 1.10.
4.1. First Riemann-Hilbert Problem. In this subsection we study Problem 1.9 at a fixed time t.
For convenience we set t “ 0 in the discussion that follows (so that the phase factor exp p´itΘadpσqq
becomes expp´ixζ2 adpσq), and write the solution Mpx, ζ, 0q asMpx, ζq. For later use we note that
the maps
Mpx, ζq ÞÑ
ˆ
M11px,´ζq ´M12px,´ζq
´M21px,´ζq M22px,´ζq
˙
(4.1)
Mpx, ζq ÞÑ σεMpx, ζqσ´1ε(4.2)
where
σε “
ˆ
0 1
ε 0
˙
preserve the solution space of Problem 1.9.
We will prove:
Theorem 4.1. For given data
`
r, tζi, ciuNi“1
˘
with r P H1pΣq odd and satisfying (1.26), ζi P Ω``,
and ci P Cˆ, there exists a unique solution of Problem 1.9 for either ε “ `1 or ε “ ´1.
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To prove Theorem 4.1, we first exhibit an explicit invertible map from the solution space of
Problem 1.9 with ε “ ´1 to the solution space with ε “ `1 (Lemma 4.2). Next, we replace the
discrete data in Problem 1.9 by additional contours and jump relations, obtaining Problem 4.3
which is equivalent owing to Theorem 2.5. Finally, we will use the symmetries of the jump matrix
for Problem 4.3 with ε “ ´1 and a theorem of Zhou [41, Theorem 9.3] to conclude that there exists
a unique solution to Problem 4.3 with ε “ ´1. The equivalence of Problems 1.9 and 4.3 implies that
Problem 1.9 also has a unique solution, and the isomorphism of solution spaces given by Lemma
4.2 implies there also exists a unique solution to Problem 1.9 with ε “ `1.
The first step is:
Lemma 4.2. The map
(4.3) Mpx, ζq ÞÑM 7px, ζq “ σ2Mpx, iζqσ2
maps the solution space of the Riemann-Hilbert problem for ε “ ´1 and scattering data`
r, tζkuNk“1, tckuNk“1
˘
onto the solution space of the Riemann-Hilbert problem for ε “ 1 and scattering data`
s, tηkuNk“1, tdkuNk“1
˘
where
(4.4) spζq “ rpiζq, ηk “ iζk, dk “ ick
Proof. We claim that M 7 solves the problem with ε “ 1. First, it is easy to see that
M
7
˘px, ζq ´ I “ σ2 pM¯px, iζq ´ Iqσ2 “ σ2pC¯hqpiζqσ2
for h P L2pΣq. A short computation shows that σ2pC¯hqpiζqσ2 “ pC˘h7qpζq where h7psq “
σ2ihpisqσ2 P L2pΣq. Hence M 7px, ¨ q ´ I “ C˘h7 where h7 P L2pΣq. It remains to check that the
jump conditions and residue conditions are satisfied with the transformed data (4.4).
First, we compute, for ζ P Σ,
M
7
`px, ζq “ σ2M´px, iζqσ2 “ σ2M`px, iζqvpiζq´1σ2 “M 7´px, ζqv7pζq
where
v7pζq “ σ2vpiζq´1σ2 “
ˆ
1´ rpiζqr˘piζq r˘piζq
´rpiζq 1
˙
“
ˆ
1´ spζqs˘pζq spζq
´s˘pζq 1
˙
In the last step we used (1.25) and (4.4) to conclude that r˘piζq “ ´rp´iζq “ spζq, and that
rpiζq “ spζq “ s˘pζq.
Next, we compute, for ζk P Z`` and ηk “ iζk,
Resz“ηk M
7px, zq “ lim
zÑηk
pz ´ ηkqM 7px, zq
“ lim
zÑηk
pz ´ ηkqσ2Mpx, izqσ2
“ lim
wÑ´ζk
p´iw ´ iζkqσ2Mpx,wqσ2
“ p´iqσ2
´
Resw“´ζk Mpx,wq
¯
σ2
“ lim
wÑ´ζk
σ2Mpx,wqσ2eixζk
2
adpσ3q
ˆ
0 0
ick 0
˙
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“ lim
zÑηk
M 7px, zqe´ixη2k adpσ3q
ˆ
0 0
ick 0
˙
where in the second to last line we used the identity σ2e
iθ adpσ3qσ2 “ e´iθ adpσ3q. The remaining
residue conditions follow by symmetry.
We have now proved that the mapM ÞÑM 7 takes the solution space of Problem 1.9 with ε “ ´1
into the solution space of Problem 1.9 with ε “ 1. To show that the map is onto, we note that, by
a similar computation, the map
(4.5) M 7px, ζq ÞÑMpx, ζq “ σ2M 7px,´iζqσ2
maps the solution space of problem with ε “ 1 to the solution space of problem with ε “ ´1.

We wish to apply a standard uniqueness result [41, Theorem 9.3] to show that Problem 1.9 with
ε “ ´1 has a unique solution. Theorem 2.5 implies that Problem 1.9 is equivalent to the following
problem which replaces the discrete data with jumps on small circular contours centered at the
points ζ P Z. The augmented contour Σ1 is given by
(4.6) Σ1 “ ΣY pYζPZγζq
where the contours γζ are oriented as shown. Observe that, with the chosen orientation, the contour
is Schwarz-reflection invariant.
Figure 4.1. The Contour Γ1
Ω1`
Ω1`
Ω1´
Ω1´
ζ´ζ
ζ´ζ
γ1
Ω1´
γ2
Ω1`
γ3
Ω1`
γ4
Ω1´
Riemann-Hilbert Problem 4.3. Given r P H1pΣq with rp´ζq “ ´rpζq and so that (1.26) holds,
tζi, ciuNi“1, find an analytic function Mpx, ¨ q : Cz pΣY Zq Ñ SLp2,Cq with M˘px, ¨ q ´ I P BCpL2q
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and M`px, ζq “M´px, ζqe´ixζ2 adpσqv1pζq where
(4.7) v1pζq “
$’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’%
˜
1´ rpζqr˘pζq rpζq
´r˘pζq 1
¸
, ζ P Σ
¨˝
1 0
ci
ζ ˘ ζi 1
‚˛, ζ P ˘γi
¨˝
1
´εci
ζ ¯ ζi
0 1
‚˛, ζ P ˘γ˚i
The jump matrix v1pζq admits the factorization v1pζq “ pI ´ w´x q´1pI ` w`x q where w˘x “
e´ixζ
2 adpσqw˘ and w˘ are given by
(4.8) pw`, w´q “
$’’’’’’’’’’’’’&’’’’’’’’’’’’’%
˜˜
0 0
´r˘pζq 0
¸
,
˜
0 rpζq
0 0
¸¸
, ζ P Σ,
˜˜
0 0
ci
ζ˘ζi 0
¸
,
˜
0 0
0 0
¸¸
, ζ P ˘γi,
˜˜
0 0
0 0
¸
,
˜
0 ´εci
ζ¯ζi
0 0
¸¸
, ζ P ˘γ˚i
We now consider Problem 1.9 with ε “ ´1 and show that this problem is uniquely solvable. In
this case we have
(4.9) r˘pζq “ ´rpζq pε “ ´1q.
By Theorem 2.2, there exists a unique solution to Problem 4.3 if and only if there exists a unique
solution µ to the Beals-Coifman integral equation
(4.10) µ “ I ` Cwµ
where, for a matrix-valued function h P L2pΣ1q,
(4.11) Cwh “ C`phw´x q ` C´phw`x q
and C˘ are Cauchy projectors for the augmented contour. The solution µ is related to the boundary
values M˘ by the formulas
(4.12) µ “M`pI ` w`x q´1 “M´pI ´ w´x q´1.
We seek a solution µ with µ ´ I P L2pΣ1q and note that CwI belongs to L2pΣ1q by the assumed
properties of the scattering data. Proposition 4.2 of [41] shows that I ´ Cw is a Fredholm operator
of index 0: thus, to show that the Beals-Coifman integral equation has a unique solution, it suffices
to show that the only solution to the equation µ0 “ Cwµ0 with µ0 P L2pΣ1q is the zero vector.
Owing to Lemma 4.2, it suffices to show that this is the case when ε “ ´1.
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We now observe that the jump matrix (4.7) has the following properties. For a matrix-valued
function C on Σ1, denote by C:pzq the function C:pzq “ Cpzq˚. First,
A “ v1 ˇˇ
R
“
ˆ
1` |r|2 r
r 1
˙
has the property that A`A˚ ě 0. Second, we claim that for ζ P Σ1zR, pv1q:pζq “ v1pζq. For ζ P Γi
and ζ P Γ˚i , this is an immediate consequence of the formulas (4.7). For ζ P ΣzR “ iR, we compute
from (4.9) and rp´ζq “ ´rpζq that r˘pζq “ rpζq. Hence, rpζq “ ´r˘pζq, ´r˘pζq “ rpζq so that
v1
ˇˇ
iR
“
ˆ
1` |r|2 r
r 1
˙
and pv1q:pζq “ v1pζq. From [41, Theorem 9.3] we conclude:
Proposition 4.4. There exists a unique solution to Problem 4.3 in the case ε “ ´1.
Proposition 4.4 and Lemma 4.2 together imply:
Proposition 4.5. There exists a unique solution to Problem 4.3 in the case ε “ `1.
Propositions 4.4 and 4.5 together with Theorem 2.5 now conclude the proof of Theorem 4.1.
Remark 4.6. We can now use the unique solvability of Problem 1.9 and equations (4.1)–(4.2) to
conclude that the unique solution to Problem 1.9 possesses these symmetries. From the symmetries
of M we can deduce that the solution µ to the Beals-Coifman integral equation (2.4) obeys
µpx,´ζq “
ˆ
µ11px, ζq ´µ12px, ζq
´µ21px, ζq µ22px, ζq
˙
(4.13)
µpx, ζq “
ˆ
µ22px, ζq εµ21px, ζq
εµ12px, ζq µ11px, ζq
˙
(4.14)
4.2. Second Riemann-Hilbert Problem. We now turn to the analysis of Riemann-Hilbert Prob-
lem 1.10, again setting t “ 0 for convenience. In the introduction, we assumed that the given data
ρ belonged to the space H2,2pRq. Here we will begin with a slightly weaker assumption (which will
be important at a key point in the proof of Theorem 4.13–see Lemma 4.18 and its proof). Let
(4.15) Y “
"
ρ P L2,5{4pRq : ρ1 P L2,3{4pRq, inf
λPR
`
1´ λ|ρpλq|2˘ ą 0* .
We will connect Problems 1.9 and 1.10 under these assumptions by setting
(4.16) rpζq “ ζρpζ2q.
A short computation shows that, if r is given by(4.16) for ρ P Y , then r P H1,1pΣq. On the other
hand, for ρ P Y , the jump matrix Jpλq in Problem 1.10(iii) satisfies Jpλq ´ I P L2pRq XL8pRq. As
we will see, the function ρ becomes the scattering data in Problem 1.10.
We will prove:
Theorem 4.7. Suppose that ρ P Y and that tλj , CjuNj“1 is a sequence from C`ˆCˆ. There exists
a unique solution to Problem 1.10 with data D “ `ρ, tλj , CjuNj“1˘ for either sign of ε.
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Theorem 4.7 is a direct consequence of Propositions 4.11 and 4.12 below.
We begin by showing how to construct a solution of Problem 1.10 from the unique solution of
Problem 1.9 for r given by (4.16) and tζj , cju given by the inverse map of (1.20). From Remark
4.6, it follows that the unique solution M of Problem 1.9 takes the form
Mpx, ζq “
˜
M11px, ζq M12px, ζq
εM12px, ζq M11px, ζq
¸
where
M11px,´ζq “M11px, ζq, M12px,´ζq “ ´M12px, ζq.
Let ϕζ be the automorphism
ϕζ
ˆ
a b
c d
˙
“
ˆ
a ζ´1b
ζc d
˙
and define a 2ˆ 2 matrix-valued function Npx, λq by
(4.17) Npx, ζ2q “ ϕζ pMpx, ζqq
which is well-defined because the right-hand side is an even function of ζ. If r is an odd function
on Σ then rpζq{ζ induces an even function on R by the formula
(4.18) ρpζ2q “ ζ´1rpζq
which motivates the assumption (4.16). The map ζ ÞÑ ζ2 maps Σ onto R and Z`` onto the
set Λ “ tλiuNi“1 where λi “ ζ2i . The set Z is mapped onto the set of the λi and their complex
conjugates. A computation shows that the row-vector valued function
(4.19) npx, λq “ pN11px, λq, N12px, λqq
obeys Problem 1.10, where ρ and λi have already been defined and Cj “ 2cj. The factor of 2
relating cj and Cj comes from the quadratic change of variables. Corresponding to the assumption
(1.26) on r, we assume that (1.19) holds for a positive constant c.
Figure 4.2. Contours for Problem 1.10 and Problem 4.8
`
´
λ1
λ1
C`
C´
`
´
λ1
λ1
Γ1
´ `
Γ˚
1
` ´
C`
C´
RHP with Contour R and Discrete Data RHP with augmented contour RY Γ1 Y Γ˚1
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We also record the equivalent Riemann-Hilbert problem in which the discrete data are replaced
by new contours and associated jump conditions. We denote by Γi and Γ
˚
i small circular contours
centered respectively at λi and λi (see Figure 4.2). Finally, we set Λ
1 “ ŤNi“1 pΓi Y Γ˚i q.
Riemann-Hilbert Problem 4.8. Given ρ satisfying (4.16) and (1.19) and a sequence tλk, CkuNk“1
from C`ˆCˆ, find a row vector-valued function npx, ¨ q on Cz pRY Λ1q with the following properties:
(i) npx, zq has continuous boundary values on R with
n˘px, ¨ q ´ p1, 0q P BCpL2q,
and n`px, λq “ n´px, λqe´iλx adpσqV pλq where
V pλq “
ˆ
1´ ρpλqρ˘pλq ρpλq
´λρ˘pλq 1
˙
and ρ˘pλq “ ερpλq.
(ii) npx, zq has continuous boundary values on each Γi, Γ˚i and for λ P Γi (resp. λ P Γ˚i ) the
jump relation n`px, λq “ n´px, λqV pλq holds, where
V pλq|Γk “
ˆ
1 0
λkCk
λ´λk 1
˙
, resp. V pλq|Γ˚
k
“
˜
1 ´εCk
λ´λk
0 1
¸
Remark 4.9. To formulate the Beals-Coifman integral equations for Problem 1.10, we use the
factorization V pλq “ pI ´W´q´1pI `W`q where
pW´,W`q “
$’’’’’’’’’’’’’&’’’’’’’’’’’’’%
˜˜
0 ρ
0 0
¸
,
˜
0 0
´λρ˘ 0
¸¸
, λ P R
˜˜
1 0
0 1
¸
,
˜
0 0
λkCk
λ´λk 0
¸¸
, λ P Γk
˜˜
0 ´εCk
λ´λk
0 0
¸
,
˜
1 0
0 1
¸¸
, λ P Γ˚k
Lemma 4.10. Any solution of Problem 1.9 with r given by (4.16) and ρ satisfying (1.19) induces
a solution of Problem 1.10 via the formulas
(4.20) pn1px, z2q, n2px, z2q “
`
M11px, zq, z´1M12px, zq
˘
.
Proof. It is easy to see that the jump relations and residue condition in Problem 1.9 satisfied by M
imply that the jump relations and residue conditions for Problem 1.10 are satisfied by n as defined
by (4.20). It remains to show that n satisfies the condition n˘px, ¨ q ´ p1, 0q P BCpL2q.
To this end we show that a solution pµ11px, ζq, µ12px, ζqq of the Beals-Coifman integral equations
for Problem 4.3 (see Appendix A.1) induces a solution pν11px, λq, ν12px, λqq of the Beals-Coifman
integral equations for Problem 1.10 (see Appendix A.2) via the formulas
(4.21) ν11px, ζ2q “ µ11px, ζq, ν12px, ζ2q “ ζ´1µ12px, ζq.
We then show that ν11px, ¨ q ´ 1 and ν12px, ¨ q belonging to L2pRYΛ1q Given these properties of ν,
one can express
n˘ ´ I “ C˘ `νpW`x `W´x q˘ ,
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(where ν “ pν11, ν12q). One can then use,the facts that W˘x P L8RY pΛ1q X L2pR Y Λ1q and that
ν11px, ¨ q ´ 1 and ν12px, ¨ q P L2pΛ1q to deduce that n˘ ´ p1, 0q P BCpL2q as required.
To show that the functions ν11 and ν12 defined by (4.21) have the required properties, we show
that the integral equations (A.7) – (A.10) for pµ11, µ12q imply the integral equations (A.20)–(A.23)
(recall that µ11px, ¨ q is analytic in the discs enclosed by γ˚j , while µ12px, ¨ q is analytic in the discs
enclosed by γj , so that the Cauchy integrals in (A.1)–(A.6) are actually equal to their discrete
counterparts in (A.7)–(A.10)). In the discrete sums, we use the formulae
1
ζ ´ ζj ´
1
ζ ` ζj “
2ζj
ζ2 ´ ζ2j
,
1
ζ ´ ζj `
1
ζ ` ζj “
2ζ
ζ2 ´ ζ2j
.
In the terms involving Cauchy projectors for Σ, we use formula
(4.22) pC˘Σ fqpζq “
`
C˘
R
gq` ζ2q ` ζ `C˘
R
h
˘ pζ2q.
valid for f P H1,1pΣq, where
gpuq “ 1
2
`
fp?uq ` fp´?uq˘ , hpuq “ pfp?uq ´ fp´?uqq
2
?
u
(see §2.4 of Paper I for discussion and references). We also exploit the fact that µ11px, ¨ q ´ 1
and µ12px, ¨ q belong to H1pΣq while r and r˘ belong to H1,1pΣq, together with the facts that
µ12px, ζqr˘xpζq is an even function of ζ P Σ while µ11px, ζqrxpζq is an odd function of ζ (see (A.11)–
(A.12) and recall that r and r˘ are odd functions). 
From Theorem 4.1 and Lemma 4.10, we have:
Proposition 4.11. Let
`
ρ, tλk, CkuNk“1
˘ P Y ˆ pC` ˆ CˆqN . Then, there exists a solution to
Problem 1.10.
Given the existence of a solution to Problem 1.10, it is easy to prove that the solution is unique.
Proposition 4.12. Suppose that n and n7 are two rwo vector-valued solutions to Problem 1.10
where r is given by (4.16) and ρ satisfies (1.19). Then n “ n7.
Proof. Extend n and n7 to matrix-valued functions N and N 7 by setting
Npx, λq “
˜
n1px, λq n2px, λq
ελn2px, λq n1px, λq
¸
and similarly for n7. A short computation shows that N and N 7 obey the jump relations (i) and
residue relations (ii). We claim that (1) detNpx, λq “ detN 7px, λq “ 1, (2) Bpx, λq is holomorphic
near each λk and λk, and (3) the function Bpx, λq “ Npx, λqN 7px, λq´1 has no jump across R,
and . If so then Bpx, λq is an entire matrix-valued function with lim|λ|Ñ8Bpx, λq “ I, and hence
Bpx, λq “ I, proving that N “ N 7. Thus it suffices to establish these claims.
To establish the first claim, we can use the formulation in Problem 4.8 to study the determinant
of the solution to the contour problem. Since detV pλq “ 1, it follows that the determinant of N
has no jumps across the contours so that the determinant is holomorphic. Next, we claim that
(4.23) lim
|z|Ñ8
N˚px, zq “
ˆ
1 0
c˚pxq 1
˙
,
where N˚ is either N or N 7 for a bounded function c˚pxq (we establish this claim at the end of the
proof). If so, it follows from Liouville’s theorem that detNpx, λq “ detN 7px, λq “ 1 so that the
function Bpx, λq is well-defined.
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Second, a short computation using the residue conditions shows that Bpx, λq has no singularity
at the points λk and λk .
Third, the continuity of Bpx, λq across the real axis is an immediate consequence of the fact that
N and N 7 obey the same jump relation there.
This proves the required uniqueness, modulo the claim (4.23). Observe that
Npx, zq “ I ` 1
2πi
ż
R
N´px, λqpV pλ, xq ´ Iq
λ´ z dλ
`
ÿ
j
1
z ´ λj
ˆ
αj 0
βj 0
˙
`
ÿ
j
1
z ´ λj
ˆ
0 εβj
0 αj
˙
for αj and βj independent of z (but possibly depending on x), so that in particular
N11px, zq “ 1`O
`
z´1
˘
,
zN12px, zq “ ´
ż
R
N´px, λqpV pλ, xq ´ Iq dλ´
ÿ
j
εβj ` op1q.
Since N12px, zq “ εzN21px, zq and N22px, zq “ N11px, zq, this proves the required asymptotics
(4.23). 
4.3. Lipschitz Continuity of the Inverse Scattering Map. In this section we analyze the
Beals-Coifman integral equations (A.14)–(A.19) in order to prove the following continuity result
about the inverse scattering map. In most of this section, we will assume that ρ P H2,2pRq, and
at a key point we exploit the fact that bounded subsets of H2,2pRq are precompact in the space Y
considered in Section 4.2. Recall Definition 1.5 which defines a bounded subset of VN .
Theorem 4.13. The inverse scattering map
I : VN Ñ UN`
ρ, tλj , CjuNj“1
˘ ÞÑ q
is Lipschitz continuous as a map from VN to H
2,2pRq, and uniformly Lipschitz on bounded subsets
of VN . Moreover, I : VN Ñ UN , I ˝R is the identity on UN and R is one-to-one as a map from
UN onto VN .
The complete proof of this theorem follows in outline the proof of Theorem 1.9 in section 6 of
Paper I. That is,
(1) We prove that the “right” Riemann-Hilbert problem, Problem 1.10 and the reconstruction
formula (1.28) yield a Lipschitz continuous map from VN to H
2,2pa,8q for any a P R.
(2) We prove that an analogous “left” Riemann-Hilbert problem and its reconstruction formula
yield a Lipschitz continuous map from VN to H
2,2p´8, aq for any a P R.
(3) We show that the left- and right-hand reconstructions of q from the same scattering data
coincide on p´a, aq for any a P R.
(4) We show that I ˝R is the identity on UN
Here we will show how the analysis of Paper I, section 6 must be modified to accommodate
solitons in order to carry out step (1). The modifications to step (2) are analogous and the argument
for step (3) is identical to that given in Paper I, Lemma 6.16. The argument for step (4) rests (as
is standard) on the uniqueness of Beals-Coifman solutions, compare Proposition 6.17 in Paper I.
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Thus, in what follows, we will discuss the details of step (1) only. In Appendix B, we derive the
left-hand Riemann-Hilbert problem.
We will prove the Lipschitz continuity using equations (A.20)–(A.23) and the reconstruction
formula (A.24). In what follows, we will first make a reduction of the integral equations. Next, we
will prove continuity of the solution and its x and λ derivatives in D. We will use this continuity
and the reconstruction formula A.24 to prove Lipschitz continuity of the inverse scattering map.
First, we reformulate (A.20)–(A.23). Let
(4.24) X “ `C‘ L2pRq˘‘ CN
and regard
(4.25) ν5 “ `ν11px, λq, tν11px, λjquNj“1˘
as an element of X for each x. Iterating equations (A.20)–(A.23) we find
(4.26) ν5 “ e`Kxν5
where e “ p1, t1, . . . , 1uq P X and Kx : X Ñ X is defined as follows. For pv, hq P X we have
(4.27) Kx
ˆ
v
h
˙
“
ˆ
K00 K01
K10 K11
˙ˆ
v
h
˙
where
pK00vqpλq “ pSxvq pλq `
ÿ
j
Cj,xλj
λ´ λj CR pρxp ¨ qvp ¨ qq pλjq(4.28)
pK01hqpλq “ ´
ÿ
j
hj Cj,x C
´
«
p ¨ qρxp ¨ q
¨ ´ λj
ff
pλq `
ÿ
j,k
hk
ελjCj,xCk,x
pλ´ λjqpλj ´ λkq
(4.29)
pK10vqi “ ´εCR
”
p ¨ qρxp ¨ qC` pρxp˛qvp˛qq p ¨ q
ı
pλiq `
ÿ
j
Cj,xλj
λi ´ λj
CR pρxp ¨ qvp ¨ qq pλjq(4.30)
pK11hqi “ ´
ÿ
j
hjCj,xCR
«
p ¨ qρxp ¨ q
¨ ´ λj
ff
pλiq `
ÿ
j,k
ελjCj,xCk,x
λi ´ λj
hk(4.31)
In (4.28)
(4.32) pSxhqpλq “ ´εC´
”
p ¨ qρxp ¨ qC` pρxp˛qhp˛qq
ı
pλq,
(4.33) ρxpλq “ e´2iλxρpλq, Cj,x “ Cje2iλjx,
and all of the remaining operators are of finite rank. We will usually suppress the dependence of
Kx on the scattering data D “
`
ρ, tλj , CjuNj“1
˘
but sometimes write KxpDq when needed to make
the dependence explicit.
Setting ν7 “ ν5 ´ e and
(4.34) X7 “ L2pRq ‘ CN
we obtain the equation
(4.35) ν7 “ Kxe`Kxν7
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We will use this equation to study Lipschitz continuity of ν in D, and use the reconstruction formula
(A.24) to prove continuity of q in D. To see what estimates are needed, we write
(4.36) ν5 “
´
1` ν0, tνjpxquNj“1
¯
and see that the reconstruction formula is qpxq “ q1pxq ` q2pxq ` q3pxq where
q1pxq “ 1
π
ż
R
e´2iλxρpλqdλ, q2pxq “ 1
π
ż
R
e´2iλxρpλqν0px, λq dλ,
q3pxq “
Nÿ
j“1
2iεCj,xνjpxq
First, the map ρ ÞÑ q1 is Lipschitz from H2,2pRq to itself owing to mapping properties of the
Fourier transform.
Second, to show that D ÞÑ q2 is Lipschitz continuous from VN to H2,2pra,8qq, we need estimates
on ν0px, λq and its derivatives in the space L2ppa,8q ˆ R, dx dλq. The formulas
x2q2pxq “ 1
4π
ż
R
e´2iλxpρν0qλλpx, λq dλ,
q22pxq “
1
π
ż
R
e´2iλx
`´4λ2ρpλqν0px, λq˘ dλ
` 1
π
ż
R
`´2iλρpλqpν0qxpx, λq ` ρpλqpν0qxxpx, λq˘ dλ,
imply that, in order to show that D ÞÑ q2 is Lipschitz continuous from VN to H2,2pRq, it suffices to
show that
(4.37) ν0, pν0qx, pν0qxx, pν0qλ, and xλy´1pν0qλλ
are Lipschitz continuous from VN to L
2ppa,8q ˆ Rq.
Third, the function q3pxq is a sum of decaying exponential functions of x as x Ñ 8 multiplied
by the functions νjpxq. Thus, to show that x2q3pxq and pq3qxxpxq belong to L2pa,8q, it suffices to
show that the functions νjpxq and their second derivatives in x are bounded.
In order to prove these statements, it sufffices to prove that:
(1) The resolvent pI ´ Kxq´1 is a bounded operator from X7 to itself uniformly in x P pa,8q
so that it may be “lifted” to a bounded operator from L2ppa,8q, X7q to itself
(2) The inhomogeneous term Kxe together with appropriate derivatives in x and λ belong to
the space L2ppa,8q, X7q, and
(3) The integral equation (4.26) can be differentiated in x and λ to obtain estimates on x and
λ derivatives of ν0 and x derivatives of νj .
We will prove the following propositions in three subsections. In what follows, we denote by W
a bounded subset of VN in the sense of Definition 1.5, and by D a generic element of W .
Proposition 4.14. The unique solution ν7 of (4.35) satisfies››ν7››
L2pra,8q,X7qXL8pra,8q,X7q À 1
with estimates uniform in D PW .
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Proposition 4.15. The estimates
}ν0λ}L2pra,8qˆRq `
››x˛y´1ν0λλp ¨ , ˛q››L2pra,8qˆRq À 1
and
}ν0λ}L8pra,8qˆRq `
››x˛y´1ν0λλp ¨ , ˛q››L8pra,8qˆRq À 1
holds uniformly for D P W . Moreover, the maps D Ñ νλ and D Ñ x ¨ y´1νλλ are Lipschitz
continuous.
Proposition 4.16. Denote by ν7px, ¨ q the unique solution to (4.35). Then ν7, pν7qx, and pν7qxx
all belong to L2pra,8q, X7q with norms bounded uniformly in ρ in a fixed bounded subset of H2,2pRq
with p1 ´ λ|ρpλq|2 ě c ą 0 for a fixed c, and tλj , Cju in a fixed compact subset of pC` ˆ CˆqN .
Proof of Theorem 4.13, given Propositions 4.14–4.16. Recall from the discussion following the state-
ment of Theorem 4.13 that we give details only for Step (1) of the four steps since step (2) is similar
to step (1) while steps (3) and (4) follow closely the argument of Paper I.
To carry out step (1), we note that Propositions 4.14–4.16 immediately imply that the functions
(4.37) are Lipschitz in the scattering data and that the functions ν˚j are bounded Lipschitz functions
of the scattering data. This gives the necessary control to prove that q2 and q3 in (A.24) have the
required continuity properties as maps from W to H2,2pRq. 
4.3.1. Resolvent Estimates, L2 Estimates on ν7. We begin the study of (4.35). It is easy to see
that Kxe P X7 if ρ P H2,2pRq. Thus, to solve (4.35) for ν7, we need to show that pI ´Kxq´1 exists.
First, we observe:
Lemma 4.17. The operator I ´Kx : X7 Ñ X7 is Fredholm and
lim
xÑ8
sup
DPW
}Kx}X7ÑX7 “ 0
where D in a bounded subset W of VN .
Proof. The operator Kx is a finite-rank perturbation of the operator Sx : L2pRq Ñ L2pRq given by
(4.32). The operator Sx was shown to be compact in Paper I, Lemma 6.7. In the same Lemma
we showed that }Sx}L2ÑL2 “ 0 uniformly for ρ in a bounded subset of H2,2pRq. Coefficients of all
remaining terms have exponential decay at least O
`
e´dΛx{2
˘
as x Ñ 8 owing to factors Cj,x or
their complex conjugates. This decay rate is uniform in bounded subsets of VN since dΛ has a fixed
lower bound on such sets. 
We seek an estimate on
››pI ´Kxq´1››X7ÑX7 uniform in D in a bounded subset of VN and x Pra,8q for any fixed a. It follows from Lemma 4.17 that, given a bounded subset W of VN , there is
an R ą 0 depending on W so that
sup
DPW,xěR
}Kx}X7ÑX7 ă 1{2
so that
(4.38) sup
DPW,xěR
››pI ´Kxq´1››X7ÑX7 ď 2.
Thus, to obtain a uniform resolvent bound, it suffices to estimate the resolvent for D P W and
a ď x ď R for a fixed a. To do so we exploit the following facts:
(1) For data D P Y ˆ pC` ˆ CˆqN , the operator Kx is bounded from X to itself
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(2) the resolvent exists for D “ pρ, tλj , Cjuq P Y ˆ pC` ˆ CˆqN and the map`
ρ, tλj , CjuNj“1
˘ ÞÑ pI ´Kxq´1
is continous
(3) If W is a bounded subset of VN , then W is compactly embedded in Y ˆ pC` ˆ CˆqN
Together, these three facts imply that the image of W ˆ ra, rs in BpX7 Ñ X7q is a precompact set,
hence bounded, for any ´8 ă a ă r ă 8.
We will prove:
Lemma 4.18. For any bounded subset W of VN and any ´8 ă a ă r ă 8,
sup
pD,xqPWˆra,rs
››pI ´Kxq´1››X7ÑX7 À 1
Proof. We check assertions (1)–(3) above.
(1) For ρ P Y it is immediate that ρ, λρ P L2pRq. To see that ρ, λρ P L8pRq we use the conditions
on ρ to show that pρ2q1 and pλ2ρ2q1 are integrable. These estimates suffice to prove the claimed
operator bounds from (4.28)–(4.31).
(2) Existence follows from Lemma 4.17, the uniqueness Theorem 4.7, and Fredholm theory.
(3) The compactness now follows from the compact embedding of Y in H2,2pRq and the fact that
the λj , Cj that occur in a bounded subset of Vn run through compact subsets of C
` and Cˆ. 
For D “ `ρ, tλj , CjuNj“1˘, define
}D}VN “ }ρ}H2,2pRq ` sup
j
|λj | ` sup
j
|Cj |.
Although VN is not complete in this norm (it does not control lower bounds on Cj and | Imλj |) it
will suffice for the continuity estimates we need.
Lemma 4.19. Let W be a bounded subset of VN . The resolvent pI ´ Kxq´1 satisfies the uniform
estimate
sup
px,DqPra,8qˆW
››pI ´Kxq´1››X7ÑX7 À 1
and the Lipschitz estimate››pI ´KxpD1qq´1 ´ pI ´KxpD2qq´1››X7ÑX7 À }D1 ´D2}VN
with uniform Lipschitz constant for D1,D2 PW .
Proof. The uniform estimate is an immediate consequence of Lemmas 4.17 and 4.18. The Lipschitz
estimate follows from the second resolvent identity and the estimate
}KxpD1q ´KxpD2q}X7ÑX7 À }D1 ´D2}VN
which is easily proved from the formulas (4.28)–(4.31). 
Owing to the uniform estimate, we can lift pI ´ Kxq´1 to an operator which we denote by
pI ´Kq´1 on L2ppa,8q;X7q by the formula“pI ´Kq´1f‰ px, λq “ “pI ´Kxq´1fpx, ¨ q‰ pλq.
As an immediate consequence of Lemma 4.19, we have:
GLOBAL WELL-POSEDNESS AND SOLITON RESOLUTION FOR DNLS 43
Proposition 4.20. LetW be a bounded subset of VN . The resolvent pI´Kq´1 satisfies the estimates››pI ´Kq´1››
BpL2pra,8q;X7q À 1
with constants uniform in D PW and››pI ´KpD1qq´1 ´ pI ´KpD2qq´1››
BpL2pra,8q;X7q À }D1 ´D2}VN
with constants uniform in D1, D2 PW .
To solve (4.35), we also need to control the inhomogeneous term Kxe. Let
(4.39) f “ Kxe “
`
f 7px, λq, tf 7px, λjquNj“1
˘
.
From (4.27) we see that
f 7 “ f 71 ` f 72 ` f 73 ` f 74
where
f
7
1px, λq “
ÿ
k
Ck,xλk
λ´ λk
˜ÿ
j
εCj,x
λj ´ λk
¸
f
7
2px, λq “
ÿ
k
1
λ´ λk
ˆż
R
ρxpsq
s´ λk
ds
2πi
Ck,xλk
˙
f
7
3px, λq “
ÿ
k
Ck,xC
´
«
p ¨ qρxp ¨ q
p ¨ q ´ λk
ff
pλq
f
7
4px, λq “ ´εC´
!
C` rρxp˛qs p ¨ qρxp ¨ q
)
pλq
We can get f 7px, λjq, 1 ď j ď N , by substituting λj for λ P R and changing the corresponding
Cauchy projection C´ to a Cauchy integral over the real line.
Lemma 4.21. For f 7 given by (4.39) and indices i “ 1, 2, 3, 4 and 1 ď j ď N ,ˇˇˇ
f
7
i px, λjq
ˇˇˇ
`
ˇˇˇ
Bf 7i px, λjq{Bx
ˇˇˇ
`
ˇˇˇ
B2f 7i px, λjq{Bx2
ˇˇˇ
À
´
1` }ρ}H2,2pRq
¯2
uniformly for tλj , Cju in a fixed compact subset of pC` ˆ CˆqN and x ě a.
Lemma 4.22. For f 7 given by (4.39) and indices i “ 1, 2, 3 and 1 ď j ď N
(4.40) sup
0ďkď2
›››Bkf 7i p ¨ , λjq{Bxk›››
L2pra,8qq
À
´
1` }ρ}H2,2pRq
¯2
uniformly for tλj , Cju in a fixed compact subset of pC` ˆ CˆqN . Moreover
(4.41) sup
0ďkď2
›››Bkf 7i p ¨ , ˛q{Bxk›››
L2pra,8qˆRq
À
´
1` }ρ}H2,2pRq
¯2
and
(4.42)
›››Bf 7i p ¨ , ˛q{Bλ›››
L2pra,8qˆRq
`
›››x˛y´1B2f 7i {Bλ2p˛, ¨ q›››
L2pra,8qˆRq
À
´
1` }ρ}H2,2pRq
¯2
with the same uniformity. For f4 we have the following estimates:›››f 74px, ¨ q›››
L2
λ
À p1 ` |x|q´1 }ρ}H2,0 }ρ}L2 ,(4.43a)
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L2pp´a,8qˆRq
ď }ρ}L2,1 }ρ}L2(4.43b) ›››pf 74qxx›››
L2pp´a,8qˆRq
ď }ρ}L2,2 }ρ}L2,1(4.43c) ›››pf 74qλpx, ¨ q›››
L2
λ
À p1 ` |x|q´1 }ρ}H2 }ρ}H2,2(4.43d) ›››x ¨ y´1pf 74qλλpx, ¨ q›››
L2
λ
À p1 ` |x|q´1 }ρ}2H2,2(4.43e)
Remark 4.23. These estimates and Sobolev embedding imply that››f 7››
L8pra,8q;X7q À
´
1` }ρ}H2,2pRq
¯2
Remark 4.24. Since f7 and its derivatives are bilinear in the data pρ, tλku, tCkuq, the estimates used
to prove the lemma above can easily be adapted to show that f7 and its derivatives are Lipschitz
continuous as a function of pρ, tλku, tCkuq P VN .
Proof. We can establish the inequalities (4.43a)-(4.43e) using the conclusion from Paper I, Lemma
6.5 and (6.14). The other part of the lemma is trivial. 
Lemma 4.19, Proposition 4.20, Lemmas 4.21, and 4.22 together with Remark 4.23 immediately
imply Proposition 4.14.
4.3.2. λ-Derivatives. Next, we consider λ-derivatives of ν7. Write
ν7 “ `ν0, trν˚j uNj“1˘ “ pν0, rν˚q .
Note that only ν0 depends on λ, and obeys the integral equation
(4.44) ν0 “ f1 `K00pν0q `K01prν˚q.
We will prove Proposition 4.15 by differentiating (4.44) and using resolvent bounds to estimate
the derivatives.
The following estimates allow us to control the third term K01prν˚q in (4.44) and its derivatives
in λ.
Lemma 4.25. Suppose that ν7 P L2pra,8q, X7q. Then
}rK01prν˚qsλ}L2pra,8qˆRq À }ρ}H2,2pRq }rν˚}L2pR,CN q(4.45)
}rK01prν˚qsλλ}L2pra,8qˆRq À }ρ}H2,2pRq }rν˚}L2pR,CN q(4.46)
hold, with estimates uniform in tλj , Cju in a compact subset of pC`ˆCˆqN . Similar estimates hold,
with the same uniformity, if the L2pra,8q ˆ Rq-norm is replaced by the L8pra,8q, L2pRqq-norm.
Proof. These estimates follow from the explicit formula
K01 prν˚q “ ´ÿ
k
rν˚k pxqCk,xC´
«
p ¨ qρxp ¨ q
p ¨ q ´ λk
ff
pλq(4.47)
`
ÿ
j
rν˚j pxqεCj,x
˜ÿ
k
λkCk,x
pλ´ λkqpλk ´ λjq
¸
noting that the functions Cj,x are bounded and exponentially decaying in x. 
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The operator K00 “ Sx ` S1 (cf. (4.28)) where Sx was studied in Paper I and denoted S there.
We recall the following estimates from Paper I. Proofs may be constructed from computations in
the proof of Paper I, Lemma 6.13.
Lemma 4.26. Suppose that ρ P H2,2pRq. The following estimates hold for h P L2pra,8q ˆ Rq X
L2pra,8q, L1pRqq ››››BSxBλ rhs
››››
L2pra,8qˆRq
À }ρ}2H2,2 }h}L8pra,8q,L2pRqq(4.48) ››››xλy´1 B2SxBλ2 rhs
››››
L2pra,8qˆRq
À ››pρ1››
L1
}pρ}L2,2 ›››ph›››
L2pra,8q,L1pRqq
(4.49)
where ph denotes the partial Fourier transform of hpx, λq in the second variable, and the implied
constants depend only on a.
Remark 4.27. Using the inequality››› pψ ›››
L1pRq
ď }ψ}L2pRq ` }ψλ}L2pRq
we may rewrite the estimate (4.49) as
(4.50)
››››xλy´1 B2SxBλ2 rhs
››››
L2pra,8qˆRq
À }ρ}2H2,2pRq
´
}h}L2pra,8qˆRq ` }hλ}L2pra,8qˆRq
¯
Next, we study the operator S1.
Lemma 4.28. The following estimates hold for the operator S1.››pS1hqλ››L2pra,8qˆRq À }ρ}L2pRq }h}L2pra,8qˆRq(4.51) ››pS1hqλλ››L2pra,8qˆRq À }ρ}L2pRq }h}L2pra,8qˆRq(4.52) ››pS1qxh››L2pra,8qˆRq À }ρ}H2,2pRq ´}h}L2pra,8qˆRq¯(4.53) ››pS1qxxphq››L2pra,8qˆRq À }h}H2,2pRq ´}h}L2pra,8qˆRq¯(4.54)
where the implied constants depend only on a and tλj , Cju.
Remark 4.29. In the estimates above, the derivative is taken with respect to λ on the composition
S1h for (4.51) and (4.52), but the derivative of the operator only with respect to the parameter x
is taken in (4.53) and (4.54).
Proof. These estimates are easy consequences of the explicit formula
pS1hqpx, λq “
Nÿ
j“1
Cj,xλj
λ´ λj CR pρxp ¨ qhpx, ¨ qq pλjq
recalling (4.33). 
Proof of Proposition 4.15. Wemay use (4.44) together with Lemmas 4.25, 4.26, and 4.28 to estimate
}ν0λ}L2pra,8qˆRq À
››pf 7qλ››L2pra,8qˆRq ` }pK00ν0qλ}L2pra,8qˆRq ` }pK01ν0qλ}L2pra,8qˆRq
À
´
1` }ρ}H2,2pRq
¯2 ´
1` }ν0}L8pra,8q;L2pRqq `
››ν7››
L2pra,8q;X7q
¯
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which shows that }ν0λ}L2pra,8qˆRq is bounded uniformly for D PW .
Differentiating (4.44) a second time yields the equation
xλy´1pν0qλλ “ xλy´1pfqλλ ` xλy´1 pK00pν0qqλλ ` xλy´1 pK01prν˚qqλλ .
Using estimates (4.42) and (4.43e) in the first right-hand term, (4.50), (4.52) and Remark 4.27 in
the second right-hand term, and (4.46) in the third term, we conclude that››x˛y´1ν0λλp ¨ , ˛q››L2pra,8qˆRq À p1` }ρ}H2,2q2 ´1` ››ν7››L2pra,8q,X7q ` }ν0λ}L2pra,8qˆRq¯
which shows that
››x˛y´1ν0λλp ¨ , ˛q››L2pra,8qˆRq is also bounded uniformly for D P W . Thus, we
obtain Proposition 4.15. 
4.3.3. x-Derivatives. We now turn to estimates on ν0x and ν0xx. We will differentiate (4.35) with
respect to x and therefore will need the following estimates on the operators Kx and Kxx.
Lemma 4.30. Fix a P R and suppose that h “ prh, h˚q P X7.
sup
xěa
}Kx}BpX7q À
´
1` }ρ}H2,2pRq
¯2
(4.55)
sup
xěa
}Kxxh}X7 À
´
1` }ρ}H2,2pRq
¯2
}h}X7 `
›››rhλ›››
L2pRq
(4.56)
where constants are uniform for tλj , CjuNj“1 in a compact subset of pC` ˆ CˆqN .
Proof. In Paper I, Lemma 6.7, we proved that Sx, pSxqx, and pSxqxx are all bounded operators on
L2pRq. The boundedness of S1 and its first two derivatives in x, uniform in x P ra,8q is a trivial
consequence of the formulas, showing that K00 is twice-differentiable in x with uniform estimates.
The remaining operators are of finite rank. The differentiability of K11 and K01 is an immediate
consequence of the formulas. Finally, to treat K01 it suffices to study mapping properties of Cauchy
projection C`. For fixed x and some h P L2pRq, we have
C`
”
hp ¨ qρp¨qe´2ixp¨q
ı
psq “ 1
π
ż 8
0
”php ¨ q ˚ pρp ¨ ` xqı pξqe2iξs dξ(4.57)
Computing the first and second derivatives in x, we get
C`
”
hp ¨ qρp¨qe´2ixp¨q
ı
x
psq “ 1
π
ż 8
0
”php ¨ q ˚ pρ1p ¨ ` xqı pξqe2iξs dξ(4.58)
C`
”
hp ¨ qρp¨qe´2ixp¨q
ı
xx
psq “ 1
π
ż 8
0
”php ¨ q ˚ pρ2p ¨ ` xqı pξqe2iξs dξ(4.59)
Using Plancherel’s identity we have›››C` ”hp ¨ qρp¨qe´2ixp¨qı
x
›››
L2
À }ph}L2}pρ1}L1
and ›››C` ”hp ¨ qρp¨qe´2ixp¨qı
xx
›››
L2
À }ph}L1}pρ2}L2 .
The estimate (4.55) is now easily deduced. Since
}ph}L1 ď ›››xξyph›››
L2
ď
››››BhBλ
››››
L2
` }h}L2
the estimate (4.56) now follows. 
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Remark 4.31. Since all estimates in the proof of Proposition 4.30 are bilinear in the scattering data
pρ, tλk, Ckuq, it follows that pρ, tλk, Ckuq ÞÑ Kx and pρ, tλk, Ckuq ÞÑ Kxx are locally Lipschitz maps
from H2,2pRq ˆ pC` ˆ CˆqN to the bounded operators on L2λ ‘ Cn.
Proof of Proposition 4.16. Differentiating the integral equation (4.35) we see that
ν7x “ pfqx ` pKqxν7 `Kpν7xq
ν7xx “ pfqxx ` pKqxxν7 ` pKqxpν7qx `Kpν7xxq
so that we can conclude from that ν7x, ν
7
xx P L2pra,8q, X7q provided we show that
h1 “ pfqx ` pKqxν7
h2 “ pfqxx ` pKqxxν7 ` pKqxpν7qx `Kpν7xxq
belong to L2pra,8q, X7q. It follows from (4.40), (4.41), and (4.43b) that fx P L2pra,8q, X7q, while
pKqxν7 P L2pra,8q, X7q by (4.55). Hence h1 P L2pra,8q, X7q, so that pν7qx P L2pra,8q, X7q.
To see that h2 P L2pra,8q, X7q, we use (4.40), (4.41) and (4.43c) to conclude that fxx P
L2pra,8q, X7q; (4.56) and the fact that ν7 and ν0λ both belong to L2pra,8q, X7q to show that
pKqxxpν7q belongs to L2pra,8q, X7q; and (4.55) and our previous result to show that pKqxν7x P
L2pra,8q, X7q. Hence h2 P L2pra,8q, X7q and so ν7xx PP L2pra,8q, X7q. 
5. Deformation to a mixed B¯-Riemann-Hilbert Problem
This section is devoted to the two first transformations in the reduction of the original RHP 1.10
to a model one that can be solved explicitly and provides the precise behavior of the solution of
the DNLS equation for long time up, to small terms of order Op|t|´3{4q. We present the analysis
for t ą 0 and t ă 0 simultaneously by introducing the parameter η “ sgnptq.
The first step is the conjugation of the solution of RHP 1.10 by a scalar function denoted δ
defined in (5.3), which is itself solution of a scalar RHP (Section 5.1. This operation is standard
in this type of problems and its effect is described in details in [9], see also [2] and Paper 2. The
second step (Section 5.2) is the deformation of contours from the real axis to the contour Σp2q shown
in Figure 5.2. Our presentation follows Paper 2 with the addition of the treatment of the discrete
data associated to the residue conditions [2].
5.1. Conjugation. The long-time asymptotic analysis of RHP 1.10 is determined by the growth
and decay of the exponential function e2itθ appearing in both the jump relation (Problem 1.10(iii))
and the residue conditions (Problem 1.10(iv)). Let
(5.1) ξ “ ´ x
4t
η “ sgn t
From (1.29) it’s clear that for |t| " 1, |e2itθ| ! 1 whenever ηRepλ ´ ξq ă ´c ă 0 and |e2itθ| " 1
when ηRepλ ´ ξq ą c ą 0. The RHP 1.10 is derived from the scattering operator in such a way
that it has identity asymptotics as xÑ `8 with t fixed. Our interest is in studying the behavior
of solutions when |t| Ñ 8 with x{t fixed in some interval. It is necessary to renormalize the RHP
so that it is well behaved as tÑ8 in the sector in interest.
Define the real intervals
(5.2)
I´ξ,η “ tλ P C : Imλ “ 0, ´8 ă ηReλ ď ηξu,
I`ξ,η “ tλ P C : Imλ “ 0, ηξ ă ηReλ ď 8u
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e2itθ " 1
e2itθ " 1
e2itθ ! 1
e2itθ ! 1
η “ `1
I`ξ,ηI
´
ξ,η
ξ
e2itθ ! 1
e2itθ ! 1
e2itθ " 1
e2itθ " 1
η “ ´1
I`ξ,η I
´
ξ,η
ξ
Figure 5.1. The regions of growth and decay of the exponential factor e2itθ in the λ-plane
for either sign of η “ sgn t.
oriented left-to-right. Note that if the sign of t, and thus η, is changed with ξ held fixed, the effect
is simply to exchange intervals I˘ξ,η. See Figure 5.1.
Let
(5.3)
δpλq “ δpλ, ξ, ηq :“ exp
˜
i
ż
I´
ξ,η
κpzq
z ´ λdz
¸
,
κpzq “ ´ 1
2π
logp1´ εz|ρpzq|2q.
Lemma 5.1. The function δpλq defined by (5.3) has the following properties:
i. δ is meromorphic in CzI´ξ,η.
ii. For λ P CzI´ξ,η, δpλq ¯δpλ¯q “ 1, moreover,
e´}κ}8{2 ď |δpλq| ď e}κ}8{2
iii. For λ P I´ξ,η, its boundary values δ˘ as λ approaches the real axis from above and below,
satisfy
(5.4) δ`pλq{δ´pλq “ 1´ ελ|ρpλq|2, λ P I´ξ,η.
iv. As |λ| Ñ 8 with | argpηλq| ‰ π,
(5.5) δpλq “ 1´ 1
2πiλ
ż
I´
ξ,η
logp1´ εz|ρpzq|2qdz `O `λ´2˘ .
v. As λÑ ξ along any ray ξ ` eiφR` with | argpηpλ ´ ξqq| ă πˇˇˇ
δpλ, ξ, ηq ´ δ0pξ, ηqpηpλ ´ ξqqiηκpξq
ˇˇˇ
Àρ,φ |λ´ ξ| log |λ´ ξ|.(5.6)
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The implied constant depends on ρ through its H2,2pRq-norm and is independent of ξ. Here
δ0pξ, ηq “ exppiβpξ, ξq is the complex unit
βpz, ξq “ ´ηκpξq logpηpz ´ ξ ` 1qq `
ż
I´
ξ,η
κpsq ´ χpsqκpξq
s´ z ds,
and χpsq is the characteristic function of the interval ηξ ´ 1 ă ηs ă ηξ. In all of the above
formulas, we choose the principal branch of power and logarithm functions.
Proof. Parts i.–iv. are elementary consequences of the definition (5.3) and the Sokhotski-Plemelj
formula. For part iv. one geometrically expands the factor pz ´ λq´1 for large λ, and uses the fact
that }κ}L1pRq À }ρ}H2,2pRq to bound the remainder in the integral term for λ bounded away from
the contour of integration. The proof of part v. can be found in Appendix A of [28]. 
We now define a new unknown function np1q using our partial transmission coefficient
(5.7) np1qpλq “ npλqδpλq´σ3 .
We claim that np1q satisfies the following RHP.
Riemann-Hilbert Problem 5.2. Find a row vector-valued function np1q : CzpRY Λq Ñ C2 with
the following properties
1. np1qpλq “ p1, 0q `O `λ´1˘ as λÑ8.
2. For λ P R, the boundary values np1q˘ pλq satisfy the jump relation np1q` pλq “ np1q´ pλqvp1qpλq where
(5.8) vp1qpλq “
$’’’’&’’’’%
˜
1 ρpλqδpλq2e2itθ
0 1
¸˜
1 0
´ελρ¯pλqδpλq´2e´2itθ 1
¸
z P I`ξ,η˜
1 0
´ελρ¯pλqδ´pλq´2
1´ελ|ρpλq|2 e
´2itθ 1
¸˜
1 ρpλqδ`pλq
2
1´ελ|ρpλq|2 e
2itθ
0 1
¸
z P I´ξ,η
3. np1qpλq has simple poles at each point in Λ, for each λk P Λ`,
resλ“λk n
p1qpλq “ lim
λÑλk
np1qpλqvp1qpλkq
resλ“λ¯k n
p1qpλq “ lim
λÑλ¯k
np1qpλqvp1qpλ¯kq
(5.9a)
where
vp1qpλkq “
ˆ
0 0
λkCkδpλkq´2e´2itθ 0
˙
vp1qpλ¯kq “
ˆ
0 εC¯kδpλ¯kq2e2itθ
0 0
˙(5.9b)
Proposition 5.3. Suppose that n satisfies RHP 1.10, then the function np1q defined by (5.7) satisfies
the RHP 5.2.
Proof. The fact that np1q is analytic in CzpRYΛq, and approaches p1, 0q as λÑ8 follows directly
from its definition, Lemma 5.1 and the analytic properties of n given in RHP 1.10. The relation
vp1qpλq “ δσ3´ pλqvpλqδσ3` pλq, the standard factorizations of v
v “
ˆ
1 ρe2itθ
0 1
˙ˆ
1 0
´ελρ˚e´2itθ 1
˙
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“
˜
1 0
´ελρ˚e´2itθ
1´ελ|ρ|2 1
¸ˆ
1´ ελ|ρ|2 0
0 p1´ ελ|ρ|2q´1
˙˜
1 ρe
2itθ
1´ελ|ρ|2
0 1
¸
and the jump relation (5.4) satisfied by δpzq on I´ξ,η allow us to write vp1q as
vp1qpλq “
$’’’&’’’’%
˜
1 ρpzqδ2pλqe2itθ
0 1
¸˜
1 0
´ελρpλqδ´2pλqe´2itθ 1
¸
λ P I`ξ,η˜
1 0
´ελρ¯pzqδ´2´ pλq
1´ελρρ¯ e
´2itθ 1
¸˜
1
ρpzqδ2`pλq
1´ελρρ¯ e
2itθ
0 1
¸
λ P I´ξ,η.,
Concerning the residues, since δpλq is analytic near each λk we have
resλk n
p1q “ lim
λÑλk
npλqvpλkqδpλkq´σ3 “ lim
λÑλk
np1qpλqδpλkqσ3vpλkqδpλkq´σ3
which gives the first equation in (5.9b). The residue at λ¯k is treated similarly.

5.2. B-extensions of jump factorization. The next step is to introduce a transformation which
uses the factorization (5.8) to deform the jump matrix vp1q replacing it with new jumps along
contours in the complex plane which are near the identity. The phase function (1.29) has a single
(quadratic) critical point at ξ “ ´x{4t. Let
(5.10)
Σp2q “ Σ1 Y Σ2 Y Σ3 Y Σ4
Σk “ ξ ` e ipi4 p2`p2k´3qηq R`, k “ 1, 2, 3, 4,
with each ray oriented with increasing (resp. decreasing) real part for η “ `1 (resp. η “ ´1).
The function e2itθ is exponentially increasing along Σ1 and Σ3 and decreasing along Σ2 and Σ4,
while the reverse is true of e´2itθ. Let Ωk, k “ 1, . . . , 6, denote the six connected components
of Cz
´
R
Ť4
k“1Σk
¯
, starting with the sector Ω1 between I
`
ξ,η and Σ1 and numbered consecutively
continuing counterclockwise (resp. clockwise) if η “ `1 (resp. η “ ´1), see Figure 5.2.
In order to deform the contour R to the contour Σp2q, we introduce a new unknown np2q obtained
from np1q as
np2qpλq “ np1qpλqRp2qpλq.(5.11)
The condition that the new unknown np2q have no jump on the real axis determines the boundary
value of Rp2q in each of the sectors Ωk, k “ 1, 3, 4, 6 meeting the real axis through the factorization
of vp1q in (5.8). These factorizations involve the reflection coefficient ρ which does not extend
analytically to the complex plane. To extend Rp2q off the real axis, we use the method of [2, 6, 10]
which introduces non-analytic extensions. The new unknown np2q will satisfy a mixed B-RHP.
The only condition on the extension is that we have some mild control on BRp2q sufficient to
ensure that the B contribution to the long-time asymptotics of qpx, tq is negligible. This is the
content of Lemma 5.4 below. We have considerable freedom in choosing the extension. We use this
freedom to ensure that: 1q the new jumps on Σp2q match a well known model RHP; and 2q in a
small neighborhood of each pole in Λ, Rp2qpλq “ p 1 00 1 q so that the residues are unaffected by the
transformation. We choose Rp2q as shown in Figure 5.2, where the functions R1, R3, R4, R6 satisfy
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Σ1Σ2
Σ3 Σ4
ξ
η “ `1
Ω1
Ω2
Ω3
Ω4
Ω5
Ω6
ˆ
1 0
´R1e´2itθ 1
˙ˆ
1 ´R3e2itθ
0 1
˙
ˆ
1 0
R4e
´2itθ 1
˙ ˆ
1 R6e
2itθ
0 1
˙
ˆ
1 0
0 1
˙
ˆ
1 0
0 1
˙
Σ2Σ1
Σ4 Σ3
ξ
η “ ´1
Ω3
Ω2
Ω1
Ω6
Ω5
Ω4
ˆ
1 ´R3e2itθ
0 1
˙ˆ
1 0
´R1e´2itθ 1
˙
ˆ
1 R6e
2itθ
0 1
˙ ˆ
1 0
R4e
´2itθ 1
˙
ˆ
1 0
0 1
˙
ˆ
1 0
0 1
˙
Figure 5.2. Depicted here are the contour Σp2q “
Ť
4
k“1 Σk and regions Ωk k “ 1, . . . , 6
defining the transformation np2q “ np1qRp2q. The labeling of the regions depends on η.
The non-analytic matrix Rp2q is given in each region Ωk. The support of the B¯-derivatives,
W p2q “ BRp2q is shaded in gray.
R1pλq “
#´ελρ˚pλqδpλq´2 λ P I`ξ,η
´εξρ˚pξqδ0pξ, ηq´2pηpλ´ ξqq´2iηκpξqp1´ χΛpλqq λ P Σ1
(5.12a)
R3pλq “
$’’&’’%
ρpλq
1´ ελ|ρpzq|2 δ`pλq
2 λ P I´ξ,η
ρpξq
1´ ελ|ρpξq|2 δ0pξ, ηq
2pηpλ ´ ξqq2iηκpξqp1´ χ
Λ
pλqq λ P Σ2
(5.12b)
R4pλq “
$’’&’’%
´ελρ˚pλq
1´ ελ|ρpλq|2 δ´pλq
´2 λ P I´ξ,η
´εξρ˚pξq
1´ εξ|ρpξq|2 δ0pξ, ηq
´2pηpλ ´ ξqq´2iηκpξqp1´ χ
Λ
pλqq λ P Σ3
(5.12c)
R6pλq “
#
ρpλqδpλq2 λ P I`ξ,η
ρpξqδ0pξ, ηq2pηpλ´ ξqq2iηκpξqp1´ χΛpλqq λ P Σ4
(5.12d)
Here χ
Λ
is a C80 pC, r0, 1sq cutoff function supported on a neighborhood of each point of discrete
spectra such that
(5.13) χ
Λ
pλq “
#
1 distpλ,Λq ă dΛ{3
0 distpλ,Λq ą 2dΛ{3
where dΛ, defined by (1.21), is sufficiently small to ensure that the disks of support intersect neither
each other nor the real axis.
The following lemma and its proof are almost identical to [10, Proposition 2.1] or [28, Lemma
4.1] . The Lemma establishes the existence of functions Rk and estimates that are useful to control
52 ROBERT JENKINS, JIAQI LIU, PETER PERRY, AND CATHERINE SULEM
the contribution of the solution of the B-problem (Section 6.4) to the large time behavior of qpx, tq
To state it, we introduce the factors
p1pλq “ ´ερ¯pλq p3pλq “ ρpλq
1´ ελ|ρpλq|2
p6pλq “ ρpλq p4pλq “ ´ερ¯pλq
1´ ελ|ρpλq|2
Lemma 5.4. Suppose that ρ P H2,2pRq and that c :“ infλPRp1´ ελ|ρpλq|2q ą 0 strictly. Then there
exist functions Rk on Ωk, k “ 1, 3, 4, 6 satisfying (5.12), such thatˇˇBRk ˇˇ À #ˇˇBχΛpλqˇˇ ` |λmk p1kpReλq| ` log |λ´ ξ|´1 z P Ωk, |z ´ ξ| ď 1ˇˇBχ
Λ
pλqˇˇ ` |λmk p1kpReλq| ` |λ´ ξ|´1 z P Ωk, |z ´ ξ| ą 1
and
BRkpλq “ 0, if λ “ 0 or distpλ,Λq ď dΛ{3
where mk “ 1 for k “ 1, 4 and mk “ 0 for k “ 2, 6 and the implied constants are uniform in ξ P R
and ρ in a fixed bounded subset of H2,2pRq with 1´ ελ|ρpλq|2 ě c ą 0 for a fixed constant c.
This lemma has the following immediate corollary:
Corollary 5.5. Let λ ´ ξ “ u ` iv with u, v P R. Then under the assumptions of Lemma 5.4 for
k “ 1, 3, 4, 6 we have
ˇˇˇ
BRp2qpλ; ξq
ˇˇˇ
À
$’&’%
´ˇˇBχ
Λ
pλqˇˇ` |λmk p1kpReλq| ` log 1|z´ξ|¯ e´8t|u||v| λ P Ωk, |λ´ ξ| ď 1ˆˇˇBχ
Λ
pλqˇˇ ` |λmk p1kpReλq| ` 1?1`|λ´ξ|2
˙
e´8t|u||v| λ P Ωk, |λ´ ξ| ą 1,
and
BRp2qpλ, ξq ” 0 if λ P Ω2 Y Ω5 or distpλ,Λq ď dΛ{3,
lim
λÑ0
BRp2qpλ, ξq“ 0 when λ P Ω1 Y Ω4.
Here mk is as defined in Lemma 5.4, and all the implied constants are uniform in ξ P R and |t| ą 1.
Proof of Lemma 5.4. We give the construction for R1. Define f1pλq on Ω1 by
f1pλq “ ξp1pξqδ0pξ, ηq´2pηpz ´ ξqq´2iηκpξqσ3δpλq2
and let
R1pλq “ rf1pλq ` pλp1pReλq ´ f1pλqq η cosp2φqs δpλq´2p1 ´ χΛpλqq,
where φ “ argpλ ´ ξq. It is easy to see that R1 as constructed has the boundary values in (5.12a)
and that BR1pλq “ 0 for distpλ,Λq ă dΛ{3. Writing λ´ ξ “ reiφ we have
B “ 1
2
ˆ B
Bx ` i
B
By
˙
“ e
iφ
2
ˆ B
Br `
i
r
B
Bφ
˙
,
and
BR1pλq “ ´ rf1pλq ` η pλp1pReλq ´ f1pλqq cosp2φqs δpλq´2BχΛpλq
η
„
λ
2
p11pλq cosp2φq ´
ieiφ
|z ´ ξ| pp1pRe λq ´ f1pλqq sinp2φq

δ´2pλqp1 ´ χ
Λ
pλqq
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Clearly, BR1p0q “ 0; it follows from Lemma 5.1(ii. and v.) that
ˇˇBR1 ˇˇ Àρ #|BχΛpλq| ` |λp1kpReλq| ` log |λ´ ξ|´1, |z ´ ξ| ď 1|Bχ
Λ
pλq| ` |λp1kpReλq| ` |λ´ ξ|´1, |z ´ ξ| ą 1
where the implied constants depend on infRp1´ ελ|ρpλq|2q, }ρ}H2,2pRq, and Λ. The constructions of
R3, R4 and R6 are similar. 
The new unknown np2q satisfies a mixed B-RHP. We compute the new jumps on Σp2q using the
formula
vp2q “ np1q´
´1
n
p1q
` “
´
R
p2q
´
¯´1
vp1qRp2q`
where the ˘ subscripts refer to the left/right side of the contour with respect to the orientation.
Away from Σp2q, remembering that np1q is analytic in CzpRY Λq, we have
Bnp2q “ np1qBRp2q “ np2q
´
Rp2q
¯´1
BRp2q “ np2qBRp2q.
where the last step follows from the nilpotency of BRp2q.
B-Problem 5.6. Find a row vector valued function np2q : CzpΣp2q Y Λq Ñ C2 with the following
properties
1. np2qpλq has continuous first partial derivatives in CzpΣp2q Y Λq and continuous boundary values
n
p2q
˘ pλq on Σp2q.
2. np2qpλq “ p1, 0q `O `λ´1˘ as λÑ8.
3. For λ P Σp2q, the boundary values satisfy the jump relation np2q` pλq “ np2q´ pλqvp2qpλq, where
(5.14)
vp2qpλq “ I ` p1´ χ
Λ
pλqqhpλq,
hpλq “
$’’’’’’’’’’’’’’&’’’’’’’’’’’’’’%
˜
0 0
´εξρ¯pξqδ0pξ, ηq´2pηpλ´ ξqq´2iηκpξqe2itθ 0
¸
z P Σ1˜
0 ρpξqδ0pξ,ηq
2
1`|rpξq|2 pηpz ´ ξqq2iηκpξqe´2itθ
0 0
¸
z P Σ2˜
0 0
´εξρ¯pξqδ´2
0
pξ,ηq
1`|rpξq|2 pηpz ´ ξqq´2iηκpξqe2itθ 0
¸
z P Σ3˜
0 ρpξqδ0pξ, ηq2pηpz ´ ξqq2iηκpξqe´2itθ
0 0
¸
z P Σ4
4. For λ P C we have
Bnp2qpλq “ np2qpλqBRp2qpλq
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where
(5.15) BRp2qpλq “
$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
˜
0 0
´BR1pλqe´2itθ 0
¸
λ P Ω1˜
0 ´BR3pλqe2itθ
0 0
¸
λ P Ω3˜
0 0
BR4pλqe´2itθ 0
¸
λ P Ω4˜
0 BR6pλqe2itθ
0 0
¸
λ P Ω6
0 elsewhere
5. np2qpλq has simple poles at each point in Λ. For each λk P Λ`
(5.16)
resλ“λk n
p2qpλq “ lim
λÑλk
np2qpλqvp1qpλkq
resλ“λ¯k n
p1qpλq “ lim
λÑλ¯k
np2qpλqvp1qpλ¯kq
where vp1q is given in (5.9b).
6. Decomposition into a RH model problem and a pure B-problem
The next step in our analysis is to construct the solution N rhp of a matrix-valued Riemann-
Hilbert problem such that the transformation
(6.1) np3qpλq “ np2qpλqpN rhppλqq´1
results in a pure B-problem, i.e., the new unknown np3q is continuous; it has no jumps or poles. We
arrive at the problem for N rhp by essentially ignoring the B component of Problem 5.6.
Riemann-Hilbert Problem 6.1. Find a 2 ˆ 2 matrix valued function N rhp : CzpΣp2q Y Λq Ñ
SL2pCq with the following properties
1. N rhp satisfies the symmetry relation
N rhppλq “
˜
N rhp22 pλq ελ´1N rhp21 pλq
ελN rhp12 pλq N rhp11 pλq
¸
2. N rhppλq “
ˆ
1 0
α 1
˙
`O `λ´1˘ as λÑ8, for a constant α determined by the symmetry condition
above.
3. For λ P Σp2q, the boundary values satisfy the jump relation N rhp` pλq “ N rhp´ pλqvp2qpλq, where
vp2q is given by (5.14).
4. N rhppλq has simple poles at each point in Λ. For each λk P Λ`
(6.2)
resλ“λk N
rhppλq “ lim
λÑλk
N rhppλq
ˆ
0 0
λkCkδ
´2pλkqe´2itθ 0
˙
resλ“λk N
rhppλq “ lim
λÑλk
N rhppλq
ˆ
0 εCkδ
2pλkqe2itθ
0 0
˙
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Lemma 6.2. Suppose that np2q solves B-RHP 5.6. Given a solution N rhp of RHP 6.1, the function
np3q defined by (6.1) satisfies B- Problem 6.3 below.
B-Problem 6.3. Given x, t P R and ρ P H2,2pRq with infRp1 ´ ελ|ρpλq|2q ą 0, find a continuous,
row vector-valued function np3qpλq with the following properties
1. np3qpλq Ñ `1 0˘ as |λ| Ñ 8.
2. Bnp3qpλq “ np3qpλqW p3qpλq, where
(6.3) W p3qpλq “ N rhppλqBRp2qpλqpN rhpq´1pλq.
Proof of Lemma 6.2. Given solutions np2q and N rhp of B-RHP 5.6 and RHP 6.1 respectively, the
normalization condition for np3q is immediate. As N rhp is holomorphic in CzΣp2q, the B-derivative
of np3q satisfies
(6.4) Bnp3q “ Bnp2qN rhp´1 “
”
np2qB¯Rp2q
ı
N rhp
´1 “ np3q
”
N rhpB¯Rp2qN rhp´1
ı
.
The computation
λ P Σp2q np3q` pλq “ np3q´ pλqN rhp´ pλqvp2qpλqN rhp` pλq´1
“ np3q´ pλqN rhp´ pλqvp2qpλq
”
vp2qpλq´1N rhp´ pλq´1
ı
“ np3q´ pλq.
shows that np3q has no jumps and is everywhere continuous. Another direct calculation shows that
np3q has removable singularities at each pole in Λ: for instance if p P Λ and vp1qppq is the nilpotent
residue matrix in (5.9) then using (5.16) and (6.2) we have the local Laurent expansion of at p
np2qpλq “ appq
„
vp1qppq
λ´ p ` I

`O ppλ´ pqq
N rhppλq “ Appq
„
vp1qppq
λ´ p ` I

`O ppλ´ pqq
where appq and Appq are the constant row vector and matrix in their respective expansions. As
N rhp P SL2pCq,
pN rhpq´1 “ σ2pN rhpq⊺σ2 “
„´vp1qppq
λ´ p ` I

σ2Appq⊺σ2 `O ppλ´ pqq .
It follows that
np3qpλq “ np2qpλqN rhppλq´1
“
"
appq
„
vp1qppq
λ´ p ` I

`O ppλ´ pqq
*"„´vp1qppq
λ´ p ` I

σ2Appq⊺σ2 `O ppλ ´ pqq
*
“ O p1q .
where the last equality follows from the fact that vp1qppq2 “ 0.

The remainder of this section is dedicated to proving the following proposition
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Proposition 6.4. Given ρ P H2,2pRq with c :“ infλPRp1´ ελ|ρpλq|2q ą 0 strictly, then there exists
T ą 0 such that for |t| ą T , there exists a unique solution N rhppλq of RHP 6.1 satisfying
}N rhppλq}
L8pCzBΛq À 1
where BΛ is any open neighborhood of Λ and the implied constants are uniform in x and |t| ą T ;
they depend on BΛ and ρ.
To prove the existence of N rhp, we will first construct two explicit models: one which exactly
solves the pure soliton problem obtained by ignoring the jump conditions, and a second which
uses parabolic cylinder functions to build a matrix whose jumps exactly match those of np2q in a
neighborhood of the critical point ξ. Using our models we prove that N rhp exists and extract its
behavior for large t.
6.1. The outer model: the soliton component. The matrix N rhp is meromorphic away from
the contour Σp2q on which its boundary values satisfy the jump relation N rhp` pλq “ N rhp´ pλqvp2qpλq.
It is clear from (5.14) that
(6.5)
ˇˇˇ
vp2qpλq ´ I
ˇˇˇ
À e´2
?
2t|λ´ξ|2 ,
where the implied constant depends upon dΛ and c :“ infλPRp1´ ελ|ρpλq|2q. It follows that outside
a fixed neighborhood of ξ we introduce only exponentially small error (in t) by completely ignoring
the jump condition on N rhp. This results in the following outer model problem
Problem 6.5. For any fixed ξ P R, let N sol : CÑ SL2pCq be a meromorphic function such that
‚ N sol satisfies the symmetry relation
(6.6) N solpλq “
˜
N sol22 pλq ελ´1N sol21 pλq
ελN sol12 pλq N sol11 pλq
¸
‚ N solpλq “
ˆ
1 0
αpx, tq 1
˙
` O `λ´1˘ as λ Ñ 8, where α is determined via the symmetry
condition.
‚ N sol has a simple pole at each point in Λ satisfying the residue relations in (6.2) with N sol
replacing N rhp.
The essential fact we need concerning N sol is as follows.
Proposition 6.6. A unique solution N sol of Problem 6.5 exists. Moreover, the solution N sol
is precisely the matrix solution of RHP 1.10 corresponding to the reflectionless scattering data
Dξ “ tpλk,ĂCkquNk“1 generated by an exact N -soliton solution qsolpx, t;Dξq of (1.3) where tλkuNk“1
are the points generated by our original initial data (1.4) and the modified connection coefficients
are given by
ĂCk “ Ck exp˜ i
π
ż
I´
ξ,η
logp1´ εz|ρpzq|2q dz
z ´ λk
¸
.
That is, as λÑ8, N sol admits the expansion
(6.7) N solpλq “
ˆ
1 0
´ εqsolpx,t;Dξq
2i
1
˙
` N
sol
1
λ
`O
ˆ
1
λ2
˙
, where 2ipN sol1 q12 “ qsolpx, t;Dξq.
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Proof. Comparing Problem 6.5 to RHP 1.10, it is obvious that N sol solves RHP 1.10 for scattering
data Dξ. Recalling that δpλq is given in (5.3), this is exactly the scattering data generated by
the N -soliton solution qsolpx, t;Dξq of (1.3). As was shown in Section 4 (Theorem 4.1), a unique
solution of RHP 1.10 always exists for any admissible scattering data, which includes the data
considered here. The expansion for large λ follows from the fact that N sol is meromorphic, and
the given off-diagonal coefficients of the leading and first moment terms follow from (1.30) and the
symmetry condition in Problem 6.5.

Since N sol is the solution of RHP 1.10 for reflectionless scattering data, Lemma C.1 of Appen-
dix C provides the following useful facts.
Lemma 6.7. Given ρ P H2,2pRq and tpλk, ckquNk“1 Ă C` ˆCˆ for RHP 1.10, the solution N sol of
Problem 6.5 satisfies ››N sol››8 “ O p1q
where the implied constant is independent of px, tq P R2 and depends on ρ through its H2,2pRq norm.
6.2. Local model at the stationary phase point. In any neighborhood of the critical point
λ “ ξ the bound (6.5) does not give a uniformly small estimate of the jump vp2q for large times.
It follows that our outer model, which replaced vp2q with identity, is not a good approximation of
N rhp in a neighborhood of ξ. We require a new model N pc which is an accurate approximation
inside a small–but fixed with respect to |t|–neighborhood of λ “ ξ. Let
(6.8) Uξ “ tλ P C : |λ´ ξ| ď dΛ{3u
where the radius dΛ{3 is chosen such that p1´ χΛpλqq ” 1 for λ P Uξ; this has the effect of making
the jump matrix vp2q, (5.14), constant along Σk X Uξ, k “ 1, . . . , 4.
Define the time-scaled local coordinate
ζpλq “ |8t|1{2pλ ´ ξq.(6.9)
Under this change of variables we have the identifications
e2itθ “ e´iηζ2{2e4itξ2 , pηpλ ´ ξqq2iηκpξq “ pηζq2iηκpξqe´iηκpξq log |8t|.
Also set,
(6.10)
rξ “ ρpξqδ0pξ, ηq2e´iηκpξq log |8t|e4itξ2
sξ “ ´εξρ¯pξqδ0pξ, ηq´2eiηκpξq log |8t|e´4itξ2 ,
so that 1` rξsξ “ 1´ εξ|ρpξq|2.
Using the notation just introduced, and extending the constant jump of vp2q
ˇˇˇ
λPUξ
to infinity along
each of the four rays Σk, k “ 1, . . . , 4, (see Figure 6.1) our local model N pc satisfies
Riemann-Hilbert Problem 6.8. Find a 2 ˆ 2 matrix-valued function N pcpλq “ N pcpλ; ξ, ηq,
analytic in CzΣp2q with the following properties:
1. N pcpλ; ξ, ηq “ p 1 00 1 q `O
`
λ´1
˘
as |λ| Ñ 8.
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Σ1Σ2
Σ3 Σ4
ξ
η “ 1
Ω1
Ω2
Ω3
Ω4
Ω5
Ω6
ˆ
1 0
sξ 1
˙
ˆ
1 rξ
0 1
˙
˜
1
rξ
1` rξsξ
0 1
¸
˜
1 0
sξ
1` rξsξ 1
¸
Σ2Σ1
Σ4 Σ3
ξ
η “ ´1
Ω3
Ω2
Ω1
Ω6
Ω5
Ω4
˜
1
rξ
1` rξsξ
0 1
¸
˜
1 0
sξ
1` rξsξ 1
¸
ˆ
1 0
sξ 1
˙
ˆ
1 rξ
0 1
˙
Figure 6.1. The system of contours for the local model problem near λ “ ξ. The model
jumps are vpPCq “ pηζqiηκpξqσ3e´iηζ
2σ3{4V pηζq´iηκpξqσ3eiηζ
2σ3{4 where V is given above in
terms of the local variable ζ defined by (6.9).
2. N pcpλ; ξ, ηq has continuous boundary values N pc˘ pλ; ξ, ηq on Σp2q which satisfy the jump relation
N pc` “ N pc´ vppcq, where
(6.11) vppcqpλq “
$’’’’’’’’’’’’’’&’’’’’’’’’’’’’’%
˜
1 0
sξpηζq´2iηκpξqeiηζ2{2 1
¸
z P Σ1,˜
1
rξ
1`rξsξ pηζq2iηκpξqe´iηζ
2{2
0 1
¸
z P Σ2,˜
1 0
sξ
1`rξsξ pηζq´2iηκpξqeiηζ
2{2 1
¸
z P Σ3,˜
1 rξpηζq2iηκpξqe´iηζ2{2
0 1
¸
z P Σ4.
Remark 6.9. RHP 6.8 does not possess the symmetry condition shared by RHP 6.1 and Problem 6.5.
This is because it is a local model and will only be used for bounded values of λ. The normalization
is chosen such that the residual error E defined by (6.20) has a near identity jump on the shared
boundary between the local and outer models.
This type of model problem is typical in integrable systems whenever there is a phase function,
here θ, which has a quadratic critical point along the real line The solution in each of these cases
is found by a further reduction of RHP 6.8 to a problem with constant jumps (at the price of
nontrivial behavior at infinity) whose solution satisfies a differential equation, which can be solved
using parabolic cylinder functions, Dapzq, whose properties are tabulated in [12, Chapter 12]. The
precise details of the construction for DNLS, which differ only slightly from the construction for
KdV or NLS can be found in [28]; here we give only the necessary details.
Proposition 6.10. Fix ξ and let κ “ κpξq be as given in (5.3). Then for any choice of constants
rξ, sξ in (6.10) such that 1` rξsξ “ e´2πκ ‰ 0, the solution N pcpλ; ξ, ηq of RHP 6.8 is given by
N pcpλ; ξ,`q “ F pζpλq; sξ , rξq
N pcpλ; ξ,´q “ σ2F p´ζpλq; rξ , sξqσ2
(6.12)
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where,
F pζ; s, rq :“ Φs,rpζqPs,rpζqζ´iκσ3eiζ2σ3{4
Ps,rpζq “
$’’’’’’’&’’’’’’’%
ˆ
1 0
sξ 1
˙
arg ζ P `0, π
4
˘
,
ˆ
1
rξ
1`rξsξ
0 1
˙
arg ζ P ` 3π
4
, π
˘
,ˆ
1 ´rξ
0 1
˙
arg ζ P `´π
4
, 0
˘
,
˜
1 0
´sξ
1`rξsξ 1
¸
arg ζ P `´π,´ 3π
4
˘
,ˆ
1 0
0 1
˙
| arg ζ| P `π
4
, 3π
4
˘
.
Φs,rpζq “
¨˚
˚˝ e´ 3pi4 κDiκpζe´3iπ{4q e
pi
4
pκ´iq
β21ps, rq p´iκqD´iκ´1pζe
´πi{4q
e´
3pi
4
pκ`iq
β12ps, rq iκDiκ´1pζe
´3iπ{4q eπκ{4D´iκpζe´iπ{4q
‹˛‹‚
for Impζq ą 0, and for Impζq ă 0
Φs,rpζq “
¨˚
˝ eπκ{4Diκpζeπi{4q ´
iκ
β21ps, rqe
´ 3pi
4
pκ´iqD´iκ´1pζe3iπ{4q
piκq
β12ps, rqe
pi
4
pκ`iqDiκ´1pζeπi{4q e´3πκ{4D´iκpζe3iπ{4q
‹˛‚.
where,
β12ps, rq “
?
2πe´πκ{2eiπ{4
sΓp´iκq β21ps, rq “
κ
β12ps, rq “
´?2πe´πκ{2e´iπ{4
rΓpiκq .(6.13)
As ζ Ñ8
F pζ; s, rq “ I ` 1
ζ
ˆ
0 ´iβ12ps, rq
iβ21ps, rq 0
˙
`O `ζ´2˘ .(6.14)
The essential property of N pc that we will need later is the asymptotic expansion for large ζ.
Using (6.12), we have
(6.15) N pcpλ; ξ, ηq “ I ` |8t|
´1{2
λ´ ξ Apξ, ηq `O
`
t´1
˘
, λ P BUξ,
where
(6.16) Apξ, ηq “
ˆ
0 ´iA12pξ, ηq
iA21pξ, ηq 0
˙
with
A12pξ,`q “ β12psξ, rξq, A21pξ,`q “ β21psξ, rξq
A12pξ,´q “ ´β21prξ, sξq, A21pξ,´q “ ´β12prξ, sξq
satisfies
(6.17) |A12pξ, ηq|2 “ κpξq
ξ
A21pξ, ηq “ εξA12pξ, ηq
60 ROBERT JENKINS, JIAQI LIU, PETER PERRY, AND CATHERINE SULEM
argA12pξ,`q “ π
4
` arg Γpiκpξqq ´ argp´εξρpξqq
` 1
π
ż ξ
´8
log |ξ ´ λ| dλ logp1´ ελ|ρpλq|2q ´ κpξq log |8t| ` 4tξ2
(6.18a)
argA12pξ,´q “ π
4
´ arg Γpiκpξqq ´ argp´εξρpξqq
` 1
π
ż 8
ξ
log |ξ ´ λ| dλ logp1´ ελ|ρpλq|2q ` κpξq log |8t| ` 4tξ2
(6.18b)
The first line of (6.15) and (6.17) are proved in [28]; the second of (6.15) follows easily from
the first and the (6.12). The second line of (6.17) is a consequence of the fact that β12β21 “ κ.
Equations (6.18) follow simply from (6.13) and (6.10) where we use (v) and integration by parts to
express the integral terms.
We will also need the values of the model problem at z “ 0, which from (6.9) gives ζp0q “
´|8t|1{2ξ. Note that, though (6.12) is piecewise defined across the real axis, N pc does not have a
jump across the real axis (cf. (6.11)); in the formulas below we have chosen the components of Φs,r
for which right multiplication by Ps.rpζq has no effect. The first column N pc1 of N pc at λ “ 0 is
given by:
(6.19)
N pc1 p0; ξ, ηq “ e
piκpξq
4 e2itξ
2´ i
2
ηκpξq log |8tξ2|
ˆ
1 0
0 ´e iηpi4 sgnpξq
˙»– Diηκpξq ´e iηpi4 |8tξ2|1{2¯
iA21pξ, ηqDiηκpξq´1
´
e
iηpi
4 |8tξ2|1{2
¯fifl
Lemma 6.11. Let c1, c2, c3 be strictly positive constants, and suppose that ρ P H2,2pRq with
}ρ}
H2,2pRq ď c1, infλPRp1´ ελ|ρpλq|2q ě c2, and |ξ| ă c3. Then as |t| Ñ 8,
|N sol21 p0; ξ, ηq| À t´1{2,
where the implied constant is independent of ξ and ρ.
Proof. From (6.19) and (6.17) we have, setting p :“ e iηpi4 |8tξ2|1{2,
|N pc21 p0; ξ, ηq| “ e
piκpξq
4
ˇˇ
A21pξ, ηqDiηκpξq´1 ppq
ˇˇ “ ˇˇˇˇκpξq
8tξ
ˇˇˇˇ1{2 ˇˇˇ
e
piκpξq
4 pDiηκpξq´1 ppq .
ˇˇˇ
,
Since κpξq{ξ Ñ ε
2π
|ρp0q|2 as ξ Ñ 0, it is sufficient to show that the last factor is bounded in p ě 0.
For finite p this is trivial, and for large p, the asymptotic expansion of Dνpzq [12, Eq. 12.9.1] givesˇˇˇ
e
piκpξq
4 pDiηκpξq´1 ppq
ˇˇˇ
“
ˇˇˇ
e´ip
2{4piηκpξq
“
1`O `p´2˘‰ˇˇˇ “ 1`O `p´2˘ . 
We also need the following boundedness property:
Lemma 6.12 (see [28, Appendix D]). Let c1 and c2 be strictly positive constants, and suppose that
ρ P H2,2pRq with }ρ}
H2,2pRq ď c1 and infλPRp1´ ελ|ρpλq|2q ě c2. Then,
}N pcp ¨ ; ξ, ηq}8 À 1››N pcp ¨ ; ξ, ηq´1››8 À 1,
where the implied constants are uniform in ξ and |t| ą 1 and depends only on c1 and c2.
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6.3. Existence theory for the RH model problem. In this section, we prove that the solution
N rhp of our model problem, RHP 6.1 exists, by constructing it from the outer and local models
introduced previously. The models are not an exact solution, and some residual error persists. We
will show that for large times, the error solves a small norm Riemann-Hilbert problem which we
can expand asymptotically.
Write the solution N rhp of RHP 6.1 in the form
(6.20) N rhppλq “
#
EpλqN solpλq |λ´ ξ| R Uξ
EpλqN solpλqN pcpλq |λ´ ξ| P Uξ
where Uξ is defined in (6.8), N sol, the solution of Problem 6.5, and N pc, the solution of RHP 6.8,
are both bounded functions of px, tq having determinant equal to 1. This relation implicitly defines
a transformation to a new unknown E which satisfies a new RH problem. In order to state it let
(6.21) ΣpEq “ BUξ Y pΣ2zUξq
where the circle BUξ is oriented counter clockwise.
Riemann-Hilbert Problem 6.13. Find a 2ˆ 2 matrix value function E analytic in CzΣpEq with
the following properties
1. For z P CzUξ, E satisfies the symmetry relation
Epλq “
˜
E22pλq ελ´1E21pλq
ελE12pλq E11pλq
¸
2. Epλq “
ˆ
1 0
qE 1
˙
`O `λ´1˘ as |λ| Ñ 8, for a constant qE determined by the symmetry condition
above.
3. For λ P ΣpEq, the boundary values E˘ satisfy the jump relation E`pλq “ E´pλqvpEqpλq where
(6.22) vpEqpλq “
#
N solpλqvp2qpλqN solpλq´1 λ P Σ2zUξ
N solpλqN pcpλq´1N solpλq´1 z P BUξ
The jump matrix vpEq is uniformly near identity for large times; it follows from (6.5), (6.15) and
Lemma 6.7, that ˇˇˇ
vpEqpλq ´ I
ˇˇˇ
À
#
t´1{2 λ P BUξ
e´2
?
2t|λ´ξ|2 λ P Σ2zUξ
(6.23)
and ›››vpEq ´ I›››
L2,kpRqXL8pRq
À t´1{2, k P N.(6.24)
There is a well known existence and uniqueness theorem for RHPs with near identity jump matrices
[]. Let CE denote the Cauchy integral operator
(6.25) CEf “ C´pfpvpEq ´ Iqq,
where C´ is the usual Cauchy projection operator on ΣpEq:
C´fpλq “ lim
λÑΣpEq´
1
2πi
ż
ΣpEq
fpzq
z ´ λdz.
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The essential fact needed for the small-norm theory is that CE is a small norm operator,
(6.26) }CE}L2pΣpEqqÑL2pΣpEqq “ O
´
}vpEq ´ I}8
¯
“ O
´
t´1{2
¯
.
Lemma 6.14. Suppose that ρ P H2,2pRq and c :“ infλPRp1 ´ λ|ρpλq|2q ą 0 strictly. Then, for
sufficiently large times |t| ą 0, there exists a unique solution Epλ;x, tq of RHP 6.13 with the property
that ››››E ´ ˆ 1 0qE 1
˙››››
L8pCq
À t´1{2.
Moreover, as λÑ8
Epλq “
ˆ
1 0
qE 1
˙
` λ´1E1 `O
`
λ´2
˘
where qE :“ ε pE1q12 and
(6.27) 2i pE1q12 “
1
|2t|1{2
“
A12pξ, ηqN sol11 pξq2 `A21pξ, ηqN sol12 pξq2
‰`O `t´1˘ ,
Here, N sol is the solution of the Problem 6.5 described in Lemma 6.6 while A12 and A21 are given
by (6.16)-(6.18).
Proof. Due to the nonstandard normalization we will construct the solution E row-by-row. We begin
by considering the first row, which we denote e1 “
`
E11 E12
˘
, which is canonically normalized.
By standard results in the theory of Cauchy integral operators [9], e1 must satisfy
(6.28) e1pλq “ p1 0q ` 1
2πi
ż
ΣpEq
pp1 0q ` µ1pzqqpvpEqpzq ´ Iq
z ´ λ dz
where µ1 P L2pΣpEqq is the unique row vector solution of
(6.29) p1´ CE qµ1 “ CEp1 0q
The existence and uniqueness of µ1 follows immediately from (6.26) which establishes the existence
of p1´ CEq´1, and allows one to construct µ1 by Neumann series, moreover, we have
(6.30) }µ1}L2pΣpEqq À
}CE}L2pΣpEqqÑL2pΣpEqq
1´ }CE}L2pΣpEqqÑL2pΣpEqq
À t´1{2.
Fix a small constant d and suppose that infzPΣpEq |λ´ z| ą d, then
|e1 ´ p1 0q| ď d
´1
2π
ˆ›››vpEq ´ I›››
L1
` }µ1}L2
›››vpEq ´ I›››
L2
˙
À t´1{2.
To get L8 control for λ approaching ΣpEq we observe that the jumps on the contours ΣpEq are locally
analytic, and so can be freely deformed locally by a bounded invertible transformation e1 ÞÑ re1.
The previous argument then goes through to show that |re1 ´ p1 0q| is bounded on ΣpEq which then
gives a similar bound on e1 as the transformation itself is bounded.
To build the second row e2 “
`
E21 E22
˘
, we begin by using the symmetry condition to compute
qE . Since E21pλq “ ελE12pλq for all large λ, we use (6.28) and take the limit as λÑ8 to find
qE “ ε
2πi
˜ż
ΣpEq
rp1 0q ` e1pzqs
”
vpEqz ´ I
ı
2
dz
¸
,
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where the subscript 2 on the second factor of the integrand denotes the second column of the matrix.
Finally, using (6.24) and (6.30) we have the bound
(6.31) |qE | À t´1{2.
Now that qE is well defined, we construct the second row as
(6.32) e2pλq “ pqE 1q `
1
2πi
ż
ΣpEq
ppqE 1q ` µ2pzqqpvpEqpzq ´ Iq
z ´ λ dz
where
(6.33) p1´ CEqµ2 “ CE pqE 1q.
Then repeating the arguments above we have that }µ2}L2ΣpEq À t´1{2 and }e2 ´ pqE 1q}L8pCq À
t´1{2.
Define the matrices E “
ˆ
e1
e2
˙
and µ “
ˆ
µ1
µ2
˙
. Then, for large λ write E0 “
ˆ
1 0
q 1
˙
and
Epλq “ E0 ` λ´1E1 ` λ´2Spλq
E1 “ ´1
2πi
ż
ΣpEq
pE0 ` µpzqqpvpEqpzq ´ Iqdz, Spλq “ λ
2πi
ż
ΣpEq
pE0 ` µpzqqzpvpEqpzq ´ Iq
pz ´ λq dz.
Using (6.24) and (6.30), as λÑ8 the residual S satisfies
|S| À }VE ´ I}L2,2pRq À t´1{2,
while using (6.31) we have
(6.34)
E1 “ ´ 1
2πi
¿
BUξ
pvpEqpzq ´ Iqdz `O `t´1˘
“ |8t|´1{2N solpξqApξ, ηqN solpξq´1 `O `t´1˘ .
The last line in (6.34) follows from a residue calculation using (6.15). A direct calculation using
the fact that detN sol “ 1 then gives (6.27). 
Combining Lemmas 6.7, 6.12, and 6.14, it follows from (6.20) that
Proposition 6.15. Let c1 and c2 be strictly positive constants, and suppose that ρ P H2,2pRq with
}ρ}
H2,2pRq ď c1 and infλPRp1´ ελ|ρpλq|2q ě c2. Then,
}N rhp}8 À 1
››pN rhpq´1››8 À 1,
where the implied constants are uniform in ξ and t ą 1 and depend only on c1 and c2.
When estimating the gauge factor for the solution u of the DNLS equation (Section 7.2), we
need the following result that provides the large-time behavior of the error term E at z “ 0 :
Proposition 6.16. Suppose that ρ P H2,2pRq and c :“ infλPRp1´ ελ|ρpλq|2q ą 0 strictly. Then, as
|t| Ñ 8 the unique solution of RHP 6.13 described by Lemma 6.14 satisfies
E11p0q “ 1´ iε|8t|1{2
”
N sol12 pξqA12pξ, ηqN sol11 pξq `N sol12 pξqA12pξ, ηqN sol11 pξq
ı
(6.35)
`O `t´1˘
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whenever 0 ‰ Uξ; when 0 P Uξ it satisfies
E11p0q “ 1´ iε|8t|1{2ˆ(6.36) ”
A12pξ, ηq
´
N sol12 pξqN sol11 pξq ´N sol12 p0qN sol11 p0q
¯
`A12pξ, ηqN sol12 pξqN sol11 pξq
ı
`O `t´1˘
and
E12p0q “ iε|8t|1{2
„
εA12pξ, ηqN
sol
11 pξq2 ´N sol11 p0q2
ξ
` pA12pξ, ηq
`
N sol12 pξq2 ´N sol12 p0q2
˘
(6.37)
`O `t´1˘
Proof. Write e1 “ pE11 E12q for the first row of E . Then starting from (6.28) we use (6.22) and
(6.15) together with the bounds (6.23), (6.24) and (6.30) to write
e1p0q “ p1 0q ´ p1 0q|8t|1{22πi
ż
BUξ
N solpzqApξ, ηqN solpzq´1
zpz ´ ξq dz `O
`
t´1
˘
.
A residue calculation, using the symmetry condition (6.6) and (6.17) to simplify the result, com-
pletes the proof. 
6.4. The remaining B problem. We are ready to consider the pure B-Problem 6.3 for np3q. The
next proposition describes its large-time asymptotics.
Proposition 6.17. Given ρ P H2,2pRq and c :“ infλPR
`
1´ λ|ρpλq|2˘ ą 0 strictly. Then, for
sufficiently large time t ą 0, there exists a unique solution np3qpλ;x, tq for B-Problem 6.3 with the
property that
(6.38) np3qpλ;x, tq “ I ` 1
λ
n
p3q
1 px, tq ` oξ,t
ˆ
1
λ
˙
for λ “ iy with y Ñ `8 where
(6.39)
ˇˇˇ
n
p3q
1 px, tq
ˇˇˇ
À t´3{4
where the implied constant in (6.39) is independent of ξ and t and uniform for ρ in a bounded subset
of H2,2pRq with infλPRp1 ´ λ|ρpλq|2q ě c ą 0 for a fixed c ą 0.
Proposition 6.18. Given the same assumptions as Proposition 6.17 and for sufficiently large times
t ą 0, the unique solution np3qpλ;x, tq of B-Problem 6.3 satisfies
(6.40) n
p3q
11 p0;x, tq “ 1`O
´
t´3{4
¯
where the implied constant is independent of ξ and t and is uniform for ρ in a bounded subset of
H2,2pRq with infλPRp1´ λ|ρpλq|2q ě c ą 0 for a fixed c ą 0.
Remark 6.19. The remainder estimate in (6.38) need not be (and is not) uniform in ξ and t; what
matters for the proof of Theorem 1.15 is that the implied constant in the estimate (6.39) for n
p3q
1 px, tq
is independent of ξ and t.
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To prove Proposition 6.17 we recast B-Problem 6.3 as a Fredholm-type integral equation using
the solid Cauchy transform
pPfqpλq “ 1
π
ż
C
1
λ´ z fpzq dmpzq
where dm denotes Lebesgue measure on C. The following lemma is standard.
Lemma 6.20. A continuous, bounded row vector-valued function np3qpλ;x, tq solves B Problem 6.3
if and only if
(6.41) np3qpλ;x, tq “ p1, 0q ` 1
π
ż
C
1
λ´ z n
p3qpz;x, tqW p3qpz;x, tq dmpzq.
Proof of Proposition 6.17, given Lemmas 6.21–6.23. As in [2] and [10], we first show that, for large
times, the integral operator KW defined by
pKW fq pλq “ 1
π
ż
C
1
λ´ z fpzqW
p3qpzq dmpzq
(suppressing the parameters x and t) obeys the estimate
(6.42) }KW }L8ÑL8 À t´1{4
where the implied constants depend only on }ρ}H2,2 and c :“ infλPR
`
1´ ελ|ρpλq|2˘ and, in partic-
ular, are independent of ξ and t. This is the object of Lemma 6.21. In particular, this shows that
the solution formula
(6.43) np3q “ pI ´KW q´1p1, 0q
makes sense and defines an L8 solution of (6.41) bounded uniformly in ξ P R and ρ in a bounded
subset of H2,2pRq with c ą 0.
We then prove that the solution np3qpλ;x, tq has a large-λ asymptotic expansion of the form
(6.38) where λÑ8 along the positive imaginary axis (Lemma 6.22). Note that, for such λ, we can
bound |λ ´ z| below by a constant times |λ| ` |z|. The remainder need not be bounded uniformly
in ξ. Finally, we prove estimate (6.39). 
Proof of Proposition 6.18, given Lemmas 6.21–6.23. From (6.41) we have
n
p3q
11 p0q “ 1´
1
π
ż
C
n
p3q
11 pzqW p3q11 pzq ` np3q12 pzqW p3q21 pzq
z
dmpzq.
Computing W
p3q
11 and W
p3q
21 using (6.3) and the symmetry (6.6), recalling that BRp2q has zeros on
its diagonal, gives
W
p3q
11 pzq
z
“ N sol12 pzqN sol11 pz¯q
BRp2q21 pzq
z
` εN sol11 pzqN sol12 pz¯qBRp2q12 pzq.
W
p3q
21 pzq
z
“ N sol11 pz¯q
2 BRp2q21 pzq
z
´ zN sol12 pz¯q
2BRp2q12 pzq
Equations (6.42) and (6.43) imply that |np3qpzq| À 1. Using Lemma 6.7 then givesˇˇˇ
np3qp0q ´ 1
ˇˇˇ
À
ż
C
ˇˇˇˇ
ˇBRp2q21 pzqz
ˇˇˇˇ
ˇ` ˇˇˇBRp2q12 pzqˇˇˇdmpzq “ O ´t´3{4¯ .
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Where the last equality uses Corollary 5.5 to control the size of each term in the integrand, allowing
identical estimates as those used to bound
ş |W p3qpzq|dmpzq in Proposition 6.17 to establish the
result. 
Estimates (6.38), (6.39), and (6.42) rest on the bounds stated in three lemmas.
Lemma 6.21. Suppose that ρ P H2,2pRq and c :“ infλPR
`
1´ ελ|ρpλq|2˘ ą 0 strictly. Then, the
estimate (6.42) holds, where the implied constants depend on }ρ}H2,2 and c.
Proof. To prove (6.42), first note that
}KW f}8 ď }f}8
ż
C
1
|λ´ z| |W
p3qpzq| dmpzq(6.44)
where, using Proposition 6.15,
|W p3qpzq| ď }N rhp}8
››pN rhpq´1››8 ˇˇˇBRp2q ˇˇˇ À ˇˇˇBRp2q ˇˇˇ .
We will prove the estimate for z P Ω1 since estimates for Ω3, Ω4, and Ω6 are similar. Setting
λ “ α` iβ and z ´ ξ “ u` iv, the region Ω1 corresponds to
(6.45) Ω1 “ tpξ ` u, vq : v ě 0, v ď u ă 8u .
We then have from Corollary 5.5 thatż
Ω1
1
|λ´ z| |W
p3qpzq| dmpzq À I1 ` I2 ` I3 ` I4
where
I1 “
ż 8
0
ż 8
v
1
|λ´ z| |p
1
1puq|e´8tuv du dv
I2 “
ż 1
0
ż 1
v
1
|λ´ z|
ˇˇ
logpu2 ` v2qˇˇ e´8tuv du dv
I3 “
ż 8
0
ż 8
v
1
|λ´ z|
1
1` |z ´ ξ|e
´8tuv du dv
I4 “
ż 8
0
ż 8
v
1
|λ´ z| |χΛpzq|e
´8tuv du dv.
We recall from [2, proof of Proposition C.1] the bound›››› 1λ´ z
››››
L2pv,8q
ď π
1{2
|v ´ β|1{2
where z “ ξ`u`iv and λ “ α`iβ. Using this bound and Schwarz’s inequality on the u-integration
we may bound I1 by constants times
p1` ››p11››2q ż 8
0
1
|v ´ β|1{2 e
´tv2 dv À t´1{4
(see for example [2, proof of Proposition C.1] for the estimate) For I2, we remark that | logpu2`v2q| À
1 ` | logpu2q| and that 1 ` | logpu2q| is square-integrable on r0, 1s. We can then argue as before to
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conclude that I2 À t´1{4. Similarly, the inequality
1
1` |z ´ ξ| ď
1
1` u
and the finite support of χ
Λ
shows that we can bound I3 and I4 in a similar way.
It now follows that ż
Ω1
1
|λ´ z| |W
p3qpzq| dmpzq À t´1{4
which, together with similar estimates for the integrations over Ω3, Ω4, and Ω6, proves (6.42). 
Lemma 6.22. For λ “ iy, as y Ñ `8, the expansion (6.38) holds with
(6.46) n
p3q
1 px, tq “
1
π
ż
C
np3qpz;x, tqW p3qpz;x, tq dmpzq.
Proof. We write (6.41) as
np3qpλ;x, tq “ p1, 0q ` 1
λ
n
p3q
1 px, tq `
1
πλ
ż
C
z
λ´ z n
p3qpz;x, tqW p3qpz;x, tq dmpzq
where n
p3q
1 is given by (6.46). If λ “ iy and z P Ω1 Y Ω3 Y Ω4 Y Ω6, it is easy to see that
|λ|{|λ ´ z| is bounded above by a fixed constant independent of λ, while |np3qpz;x, tq| À 1 by the
remarks following (6.43). If we can show that
ş
C
|W p3qpz;x, tq| dmpzq is finite, it will follow from
the Dominated Convergence Theorem that
lim
yÑ8
ż
C
z
iy ´ z n
p3qpz;x, tqW p3qpz;x, tq dmpzq “ 0
which implies the required asymptotic estimate. We will estimate the integral
ż
Ω1
|W p3qpzq| dmpzq
since the other estimates are similar. Using Corollary 5.5 and (6.45), we may then estimateż
Ω1
|W p3qpz;x, tq| dmpzq À I1 ` I2 ` I3 ` I4
where,
I1 “
ż 8
0
ż 8
v
ˇˇ
p11pξ ` uq
ˇˇ
e´8tuv du dv
I2 “
ż 1
0
ż 1
v
ˇˇ
logpu2 ` v2qˇˇ e´8tuv du dv
I3 “
ż 8
0
ż 8
v
1?
1` u2 ` v2 e
´8tuv du dv
I4 “
ż 8
0
ż 8
v
|χ
Λ
pzq|e´8tuv du dv.
To estimate I1, we use the Schwarz inequality on the u-integration to obtain
I1 ď
››p11››2 14?t
ż 8
0
1?
v
e´8tv
2
dv “ ››p11››2 Γp1{4q85{4t3{4 .
Since logpu2 ` v2q ď logp2u2q for v ď u ď 1, we may similarly bound
I2 ď
››logp2u2q››
L2p0,1q
Γp1{4q
85{4t3{4
.
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To estimate I3, we note that 1` u2 ` v2 ě 1` u2 and p1` u2q´1{2 P L2pR`q, so we may conclude
that
I3 ď
›››p1` u2q´1{2›››
2
Γp1{4q
85{4t3{4
.
Finally, as χ
Λ
is finitely supported, by similar bounds
I4 ď CΛ Γp1{4q
85{4t3{4
.
where the constant CΛ depends only on the discrete spectrum Λ. These estimates together show
that
(6.47)
ż
Ω1
|W p3qpz;x, tq| dmpzq À t´3{4
and that the implied constant depends only on }ρ}H2,2 and Λ. In particular, the integral (6.47) is
bounded uniformly as tÑ8. 
The estimate (6.47) is also strong enough to prove (6.39):
Lemma 6.23. The estimate (6.39) holds with constants uniform in ρ in a bounded subset of H2,2pRq
and infλPR
`
1´ ελ|ρpλq|2˘ ą 0 strictly.
Proof. From the representation formula (6.46), Lemma 6.21, and the remarks following, we haveˇˇˇ
n
p3q
1 px, tq
ˇˇˇ
À
ż
C
|W p3qpz;x, tq| dmpzq.
In the proof of Lemma 6.22, we bounded this integral by t´3{4 modulo constants with the required
uniformities. 
7. Large-time asymptotics for solutions of DNLS
We now gather the estimates on the RHPs considered previously to reconstruct asymptotic
formulae for the solutions qpx, tq and upx, tq of (1.3) and (1.1) to prove our main results, namely
Theorems 1.15 and 1.16 that provide a precise description of their long-time behavior.
We start with a generalized version of the separation of solitons. For any real interval I, let
(7.1) ΛpIq “ tλ P Λ : Reλ P Iu, NpIq “ |ΛpIq|
denote the set of discrete spectra which lie within the vertical strip extending over I and the
cardinality of this set respectively; also let
(7.2) ν0pIq “ ν0 “ min
λPΛzΛpIq
distpRe λ, Iq.
Proposition 7.1. Let qsolpx, t;Dq denote the N -soliton solution of (1.3) encoded in RHP 1.10
given reflectionless scattering data D “ tpλk, CkquNk“1. Fix real constants x1, x2 and v1 ă v2. Let
I “ r´v2{4,´v1{4s. Then as |t| Ñ 8 inside the cone
x1 ` v1t ď x ď x2 ` v2t
we have
|qsolpx, t;Dq ´ qsolpx, t;DIq| “ O
`
e´4dΛν0t
˘
,
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where qsolpx, t;DIq is the reduced NpIq-soliton solution of (1.3) associated with scattering data
DI “ tpλk, pCkq : λk P ΛpIqu and
pCk “ Ckź
λjPΛzΛpIq
ReλjPI´ξ,η
ˆ
λk ´ λj
λk ´ λj
˙2
.
The proof of this proposition is given at the end of Appendix C.
7.1. Large-time asymptotic for solution q of (1.3). The solution q is recovered through the
reconstruction formula (1.30)
(7.3) qpx, tq “ lim
zÑ8
2izn12px, t, zq,
where z Ñ 8 in any direction not tangent to the contour R and n satisfies RHP 1.10. Inverting
the sequence of transformations (5.7), (5.11), (6.1) we construct the solution n as
npλq “ np3qpλqN rhppλqRp2qpλq´1δpλqσ3 .(7.4)
Proof of Theorem 1.15. It follows from (5.5) and Corollary 5.5 that as λÑ 8 non-tangentially to
the real axis,
δpλqqσ3 “ I ´ σ3λ´1δ1pξ, ηq `O
`
λ´2
˘
, δ1pξ, ηq “ i
ż
I´
ξ,η
κpzqdz
Rp2q “ I `O
´
e´c|t|
¯
.
From (6.20), we have
N rhppλq “ EpλqN solpλq
and the large-λ behavior of Epλq and N solpλq are given in Proposition 6.6, Lemma 6.14 as
Epλq “ E0 ` λ´1E1 `O
`
λ´2
˘
, E0 “
ˆ
1 0
q¯E 1
˙
and
N solpλq “ N0 ` λ´1N1 `O
`
λ´2
˘
, N sol0 “
ˆ
1 0
εpN sol1 q12 1
˙
.
Inserting these expansions into (7.4) and making use of Proposition 6.17 yields the following ex-
pansion formula for n:
npλq “ p1, 0q
„´
E0 ` E1
λ
`O `λ´2˘ ¯´N0 ` N1
λ
`O `λ´2˘ ¯´I ´ σ3 δ1
λ
`O `λ´2˘ ¯ .
.
The reconstruction formula (1.30) gives
qpx, yq “ 2ipN sol1 q12 ` 2ipE1q12 `O
´
t´3{4
¯
.
We complete the proof by using (6.7) and Proposition 7.1 to write 2ipN sol1 q12 “ qsolpx, t;Dξq “
qsolpx, t;DIq ` O
`
e´4dΛν0t
˘
and (6.27) to identify 2ipE1q12 with the correction factor fpx, tq in
Theorem 1.15. 
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7.2. Large-time asymptotic for solution u of (1.1). To prove Theorem 1.16 we construct the
solution upx, tq of the DNLS equation (1.1) with initial data u0 by means of the inverse gauge
transformation
(7.5) upx, tq “ qpx, tq exp
ˆ
iǫ
ż x
´8
|qpy, tq|2dy
˙
.
As we have the large-time behavior of qpx, tq in hand, to compute the large-time behavior of upx, tq
it will suffice to evaluate the large-time asymptotics of the expression
(7.6) exp
ˆ
iǫ
ż x
´8
|qpy, tq|2dy
˙
.
Proposition 7.2. Suppose that q0 P H2,2pRq and that qpx, tq solves (1.3) with initial data q0. Let
tρ, tpλk, ckquNk“1u be the scattering data associated to q0. Fix ξ “ ´x{p4tq and M ą 0. Fix con-
stants v1, v2, x1, x2 P R and define S, I and DI as described in Theorem 1.15. Then as |t| Ñ 8
with px, tq P Spv1, v2, x1, x2q:
We have for ξ ěM |t|1{8
(7.7) exp
ˆ
iε
ż x
´8
|qpy, tq|2dy
˙
“
„
1` iε|2t|1{2
”
2ReN sol12 pξqA12pξ, ηqN sol11 pξq
ı
`O
´
t´3{4
¯
ˆ exp
˜
iε
ż x
´8
|qsolpy, t;Dξq|2dy ´ i
π
ż
I`
ξ,η
logp1´ ελ|ρpλq|2q
λ
dλ
¸
,
while for ξ ďM |t|´1{8
(7.8) exp
ˆ
iε
ż x
´8
|qpy, tq|2dy
˙
“
F pξ, t, ηq
«
1` iε|2t|1{2
"
N sol12 pξqA12pξ, ηqN sol11 pξq `N sol12 pξqA12pξ, ηqN sol11 pξq
`A12pξ, ηq p1´Gpξ, t, ηqq e4i
řN
k“1 arg λk
ż 8
x
usolpy, t;Dξqdy
*
`O
´
t´3{4
¯ff
ˆ exp
˜
iε
ż x
´8
|qsolpy, t;Dξq|2dy ´ i
π
ż
I`
ξ,η
logp1´ ελ|ρpλq|2q
λ
dλ
¸
where
(7.9)
F pξ, t, ηq “
”
ep
2{4p´iηκpξqDiηκpξq ppq
ı´2
Gpξ, t, ηq “ pDiηκpξq´1 ppq
Diηκpξq ppq
,
p :“ e iηpi4 |8tξ2|1{2
and usol is defined by (7.22).
We will prove this proposition with the help of the following weak Plancherel-like result:
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Lemma 7.3. Suppose that qpx, tq is the solution of (1.3) for initial data q0 P H2,2pRq and let
tρ, tpλk, ckquNk“1u be the scattering data associated to q0. Then the identity
(7.10) exp
„
iε
ż
R
|qpy, tq|2

“ exp
«
´4i
˜
Nÿ
k“1
argλk
¸
´ i
π
ż
R
logp1´ ελ|ρpλq|2q
λ
dλ
ff
holds.
Proof. Notice that both sides of equality (7.10) are time-independent quantities. We begin by
considering the following identity for the transmission coefficient αpλq, analytic in the lower half-
plane
(7.11) αpλq “
Nź
k“1
ˆ
λ´ λk
λ´ λk
˙
exp
ˆż
R
logp1´ εz|ρpzq|2q
z ´ λ
dz
2πi
˙
, Imλ ă 0,
which we derive in Appendix A.3. On the other hand, we can express α in terms of the normalized
Jost function matrices N˘px, t, λq defined by1 (3.2)-(3.3); combining the relations (3.4)-(3.5) and
taking the limit as xÑ ´8 using (3.3) gives
(7.12) αpλq “ lim
xÑ´8N
`
11px, t, λq.
Consider (3.2)-(3.3) for λ « 0
(7.13)
dN`
dx
“
ˆ´ iε
2
|qpx, tq|2 qpx, tq
0 iε
2
|qpx, tq|2
˙
N` ` λ
„ˆ ´i 0
εqpx, tq i
˙
N` `N`
ˆ
i 0
0 ´i
˙
lim
xÑ8
N`px, t, λq “
ˆ
1 0
0 1
˙
.
.
As λ “ 0 is a regular point of this system of equations, one can easily show that
(7.14) N`px, t, λq “ e iεσ32
ş
8
x
|qpy,tq|2dy
ˆ
1 ´ ş8
x
qpy, tqe´iε
ş8
y
|qpw,tq|2dw
dy
0 1
˙
`O pλq
and in particular,
(7.15) N`px, t, 0q “ N´px, t, 0q “ Npx, t, 0q,
where we have used (B.3) to replace the column vector Jost function with the first column of the
Beals-Coifman solution N´px, t, 0q of RHP 1.10. We can drop the minus-boundary value because
the jump relation in Problem 1.10(iii) gives N11`px, t, 0q “ N11´px, t, 0q so that N11px, t, λq is
continuous at the origin. Evaluating αp0q2 two ways: by combing (7.15) with (7.12); and evaluating
(7.11) at λ “ 0, gives the result. 
Proof of Proposition 7.2. The gauge factor (7.6) can be expressed exclusively in terms of spectral
information:
(7.16) exp
ˆ
iε
ż x
´8
|qpy, tq|2dy
˙
“ exp
ˆ
´iε
ż 8
x
|qpy, tq|2dy
˙
exp
ˆ
iε
ż 8
´8
|qpy, tq|2dy
˙
“ n11px, t, 0q´2 exp
˜
´4i
Nÿ
k“1
pargλkq ´ i
π
ż
R
logp1´ ελ|ρpλq|2q
λ
dλ
¸
1 In (3.3), qpxq should be replaced by the time evolved solution of qpx, tq (1.3) with initial data q0pxq.
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where we have used Lemma 7.3 and (7.14)-(7.15) to arrive at the second line above. It remains to
find an asymptotic expansion for n11p0;x, tq. Starting from (7.4) we observe, see Figure 5.2 and
equation (5.12), that Rp2qp0q “
ˆ
1 ˚
0 1
˙
is upper triangular; similarly, the symmetry in condition 1
of RHP 6.1 guarantees that N rhp21 p0q “ 0. So (suppressing x, t dependence) we have
n11p0q “
”
np3qp0qN rhpp0qpRp2qp0qq´1
ı
11
δp0q “ np3q11 p0qN rhp11 p0qδp0q,
which using (5.3) and Proposition 6.18 gives
n11p0q “ N rhp11 p0q exp
˜
´ i
2π
ż
I´
ξ,η
logp1´ ελ|ρpλq2|q
λ
dλ
¸
`O
´
t´3{4
¯
.(7.17)
The value of N rhp11 p0q depends on the location of the point ξ in the spectral plane.
If |ξ| ą dΛ{3 then (cf. (6.8)) 0 R Uξ, so it follows from (6.20) that
(7.18) N rhp11 p0q “ E11p0qN sol11 p0q ` E12p0qN sol21 p0q “ E11p0q exp
ˆ
iε
2
ż 8
x
|qsolpy, t,Dξq|2dy
˙
where in the last line we’ve used the fact that as N sol is also a solution of RHP 1.10 corresponding
to the reduced scattering data for the soliton potential qsolpx, t;Dξq (cf. Proposition 6.6) and so it
must satisfy (7.15) for q “ qsolpx, t;Dξq. Plugging (7.17) and (7.18) into (7.16) gives
(7.19) exp
ˆ
iε
ż x
´8
|qpy, tq|2dy
˙
“ E11p0q´2
ˆ exp
˜
´iε
ż 8
x
|qsolpy, t,Dξq|2dy ´ 4i
Nÿ
k“1
argλk ´ i
π
ż
I`
ξ,η
logp1´ ελ|ρpλq|2q
λ
dλ
¸
.
This implies (7.7), using (6.35) and the equality that
exp
˜
´iε
ż 8
x
|qsolpy, t,Dξq|2dy ´ 4i
Nÿ
j“1
argλj
¸
“ exp
ˆ
iε
ż x
´8
|qsolpy, t,Dξq|2dy
˙
,
which expresses the soliton component of the gauge transform.
If |ξ| ă dΛ{3 then 0 P Uξ. We expand (6.20), using Lemma 6.11 and (6.37) to drop terms of
order t´1:
(7.20)
N rhp11 p0q “
“
Ep0qN solp0qN pcp0q‰
11
“ E11p0qN sol11 p0qN pc11 p0q ` E11p0qN sol12 p0qN pc21 p0q `O
`
t´1
˘
“ E11p0qN sol11 p0q
´
N pc11 p0q `
N sol12 p0q
N sol11 p0q
N pc21 p0q
¯
`O `t´1˘ .
As before, we use (7.14) applied to N sol and q “ qsolpx, t;Dξq, to write (suppressing x, t dependence)
(7.21)
N sol12 p0q
N sol11 p0q
“ N sol12 p0qN sol11 p0q “ ´
ż 8
x
qsolpy;Dξqe´iε
ş8
y
|qsolpw;Dξq|2dwdy
“ ´e´iε}qsolp¨,Dξq}2L2pRq
ż 8
x
qsolpy;Dξqeiε
ş
y
´8
|qsolpw;Dξq|2dwdy
“ ´ exp
˜
4i
Nÿ
k“1
argλk
¸ż 8
x
usolpy,Dξqdy
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where we have used (7.5) to define
(7.22) usolpx, t;Dξq “ qsolpx, t;Dξq exp
ˆ
iε
ż x
´8
|qsolpy, t;Dξq|2dy
˙
and the weak Plancherel identity (7.10) for reflectionless potential qsol. Inserting (7.21) into (7.20)
(7.23) N rhp11 p0q “ E11p0qN pc11 p0q exp
ˆ
iε
2
ż 8
x
|qsolpy, t,Dξq|2dy
˙
ˆ
„
1´ N
pc
21 p0q
N pc11 p0q
e4i
řN
k“1 arg λk
ż 8
x
usolpy, tqdy `O
`
t´1
˘
.
Finally, substituting (7.17) and (7.23) into (7.16) gives
(7.24) exp
ˆ
iε
ż x
´8
|qpy, tq|2dy
˙
“
E11p0q´2N pc11 p0q´2 exp
˜
iε
ż x
´8
|qsolpy, t,Dξq|2dy ´ i
π
ż
I
`
ξ,η
logp1´ ελ|ρpλq|2q
λ
dλ
¸
ˆ
„
1` 2N
pc
21 p0q
N pc11 p0q
e4i
řN
k“1 arg λk
ż 8
x
usolpy, tqdy `O
´
t´3{4
¯
.
Introducing the notation p :“ e iηpi4 |8tξ2|1{2, the quantity N pc11 p0q, given in (6.19), is rewritten as
N pc11 p0q “ ep
2{4p´iηκpξqDiηκpξqppq
while expanding E11p0q´2 using (6.36) we get
(7.25) E11p0q´2 “ 1` iε|2t|1{2
"
N sol12 pξqA12pξ, ηqN sol11 pξq `N sol12 pξqA12pξ, ηqN sol11 pξq
`A12pξ, ηqe4i
řN
k“1 arg λk
ż 8
x
usolpy, t;Dξqdy
*
`O `t´1˘
where we have expressed N sol12 p0qN sol11 p0q using (7.21). We evaluate 2N pc21 p0q{N pc11 p0q using (6.19)
again as
2
N pc21 p0q
N pc11 p0q
“ ´2iA21e´iηπ{4 sgnpξq
Diηκpξq´1 ppq
Diηκpξq ppq
“ ´2iε|ξ|eiηπ{4A12
Diηκpξq´1 ppq
Diηκpξq ppq
“ ´A12iε|2t|´1{2p
Diηκpξq´1 ppq
Diηκpξq ppq
.
This concludes the proof of (7.8)
Finally, we observe [12, Eq. 12.9.1] that inserting the expansion Dνppq “ e´p2{4pν
“
1`O `p´2˘‰
into (7.9) gives
F ppq “ 1`O
ˆ
1
|t|ξ2
˙
Gppq “ 1`O
ˆ
1
|t|ξ2
˙
so that the inner expansion (7.8) for |ξ| ď dΛ{3 agrees with the outer expansion (7.7) for |ξ| ą
M |t|´1{8.

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Appendix A. Beals-Coifman Integral Equations for Problem 1.9 and Problem 1.10
In this appendix we state the Beals-Coifman integral equations for Problem 4.3 and deduce the
algebraic-integral equations for Problem 1.9. We also develop integral equations for Problem 1.10.
A full derivation of the Beals-Coifman integral equations from the Beals-Coifman solutions in the
direct problem is given in the thesis of the second author (Liu 2017).
A.1. Integral Equations for Problems 1.9 and 4.3. Recall the augmented contour (4.6) and
Figure 4.1. Here we expand the system of equations (4.10)-(4.11) where pw`, w´q is defined by
(4.8). We only give the equations for µ11 and µ12 since the others can be obtained by symmetry.
In what follows, if γ is a component of Σ1, then Cγ denotes the Cauchy integral for the contour,
while C˘ denote the Cauchy projectors for the contour under consideration. We set
rxpsq “ rpsqe´2ixs
2
, r˘xpsq “ r˘psqe2ixs
2
, cj,x “ cje2ixs
2
.
First, for ζ P Σ:
µ11px, ζq “ 1` C´ p´µ12px, ¨ qr˘xp ¨ qq pζq(A.1)
`
ÿ
j,˘
C˘γj
ˆ
µ12px, ¨ qcj,x
¨ ´ ˘ζj
˙
pζq
µ12px, ζq “ C` pµ11px, ¨ qrxp ¨ qq pζq(A.2)
`
ÿ
j,˘
C˘γj˚
ˆ´εcj,xµ11px, ¨ q
¨ ´ ˘ζj
˙
pζq.
For ζ P ˘γi:
µ11px, ζq “ 1` CΣ p´µ12px, ¨ qr˘xp ¨ qq pζq(A.3)
`
ÿ
pj,˘q‰pi,˘q
C˘γj
ˆ
µ12px, ¨ qcj,x
¨ ´ ˘ζj
˙
pζq
` C´
ˆ
µ12px, ¨ qci,x
¨ ´ ˘ζj
˙
pζq
µ12px, ζq “ CΣ pµ11px, ¨ qrxp ¨ qq pζq(A.4)
`
ÿ
j,˘
C˘γj˚
ˆ´εcj,xµ11px, ¨ q
¨ ´ ˘ζj
˙
pζq.
Finally, for ζ P ˘γ˚i :
µ11px, ζq “ 1` CΣ p´µ12px, ¨ qr˘xp ¨ qq pζq(A.5)
`
ÿ
j,˘
C˘γj
ˆ
µ12px, ¨ qcj,x
¨ ´ ˘ζj
˙
pζq
µ12px, ζq “ C` pµ11px, ¨ qrxp ¨ qq pζq(A.6)
`
ÿ
pj,˘q‰pi,˘q
C˘γj˚
ˆ´εcj,xµ11px, ¨ q
¨ ´ ˘ζj
˙
pζq
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` C`
ˆ´εci,xµ11 ˚ px, ¨ q
¨ ´ ˘ζj
˙
In the restricted summations over j, we fix an index i and one sign for the contour γi, and then
sum over all p˘, jq for which either i ‰ j or i “ j but the signs do not coincide.
From these equations it is clear that µ11px, ζq extends analytically to the interiors of the discs
bounded by γ˚i and µ12px, ζq extends analytically to the interiors of the discs bounded by γi. For
this reason we can evaluate the Cauchy integrals around these contours using Cauchy’s integral
formula and obtain the following system of algebraic-integral equations for the functions values
µpx, ζq|ζPΣ ,
 
µ11px,˘ζiq, µ12px,˘ζjq
(
.
µ11px, ζq “ 1` C´ p´µ12px, ¨ qr˘xp ¨ qq pζq `
ÿ
j,˘
cj,xµ12px,˘ζjq
ζ ¯ ζj(A.7)
µ12px, ζq “ C` pµ11px, ¨ qrxp ¨ qq pζq´
ÿ
j,˘
´εcj,xµ11px,˘ζjq
ζ ¯ ζj
(A.8)
µ11px,˘ζiq “ 1` CΣ p´µ12px, ¨ qr˘xp ¨ qq p˘ζjq `
ÿ
j,˘
µ12px,˘ζjqcj,x
˘ζi ¯ ζj
(A.9)
µ12px,˘ζiq “ CΣ pµ11px, ¨ qrxp ¨ qq p˘ζjq´
ÿ
j,˘
´εcj,xµ11px,˘ζjq
ζi ¯ ζj
(A.10)
Theorems 2.2 and 4.1 guarantee that the system of integral equations (A.1)–(A.6), and hence, also,
the algebraic-integral equations (A.7)–(A.10), have a unique solution. It follows from the equations
and the uniqueness property that
µ11px,´ζq “ µ11px, ζq, µ11px,´ζjq “ µ11px, ζjq(A.11)
µ12px,´ζq “ ´µ12px, ζq, µ12px,´ζjq “ ´µ12px, ζjq(A.12)
Finally, in terms of the function µ, the reconstruction formula (1.28) is given by
(A.13) qpxq “ ´ 1
π
ż
Σ
r˘xpsqµ11px, sq ds`
ÿ
j,˘
2iεcjµ11px,˘ζjq
A.2. Integral Equations for Problem 1.10 and 4.8. Here we develop the integral equations
for Problem 1.10 with the augmented contour Γ “ RYpYiΓi Y Γ˚i q described in Problem 4.8. A full
derivation of the Beals-Coifman integral equations from the Beals-Coifman solutions in the direct
problem is given in the thesis of the second author (Liu 2017). As before it is easy to obtain from
these equations the algebraic-integral equations for Problem 1.10. For λ P R:
ν11px, λq “ 1` C´
´
´εp ¨ qρxp ¨ qν12px, ¨ q
¯
`
ÿ
j
CΓj
ˆ
Cj,xλjν12px, ¨ q
p ¨ ´ λjq
˙
(A.14)
ν12px, λq “ 1` C` pρxp ¨ qν11px, ¨ qq `
ÿ
j
CΓ˚j
ˆ´εCj,xν11px, ¨ q
p ¨ ´ λjq
˙
(A.15)
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For λ P Λi:
ν11px, λq “ 1` CR
´
´εp ¨ qρxp ¨ qν12px, ¨ q
¯
`
ÿ
j‰i
CΓj
ˆ
ν12px, ¨ qCj,xλj
p ¨ ´ λjq
˙
(A.16)
` C´
ˆ
ν12px, ¨ qCi,xλi
p ¨ ´ λiq
˙
ν12px, λq “ 1` CR pρxp ¨ qν11px, ¨ qq `
ÿ
j
CΓ˚j
ˆ´εCj,xν11px, ¨ q
p ¨ ´ λjq
˙
(A.17)
For λ P Γ˚i :
ν11px, λq “ 1` CR
´
´εp ¨ qρxp ¨ qν12px, ¨ q
¯
`
ÿ
j
CΓj
ˆ
ν12px, ¨ qCj,xλj
p ¨ ´ λjq
˙
(A.18)
ν12px, λq “ 1` CR pρxp ¨ qν11px, ¨ qq `
ÿ
j‰i
CΓ˚j
ˆ´εCj,xν11px, ¨ q
p ¨ ´ λjq
˙
(A.19)
` C`
ˆ´εCj,xν11px, ¨ q
p ¨ ´ λjq
˙
From these equations it is clear that ν11px, λq is analytic for λ in the interior of Γ˚i and ν12px, λq
is analytic in the interior of Γi. We can then use Cauchy’s theorem to derive the algebraic-integral
equations for Problem 1.10.
ν11px, λq “ 1` C´
´
´εp ¨ qρxp ¨ qν12px, ¨ q
¯
`
ÿ
j
Cj,xλjν12px, λjq
λ´ λj(A.20)
ν12px, λq “ C` pρxp ¨ qν11px, ¨ qq´
ÿ
j
´εCj,xν11px, λjq
λ´ λj
(A.21)
ν11px, λiq “ 1` CR
´
´εp ¨ qρxp ¨ qν12px, ¨ q
¯
pλiq `
ÿ
j
Cj,xλjν12px, λjq
λi ´ λj
(A.22)
ν12px, λiq “ CR pρxp ¨ qν11px, ¨ qq pλiq´
ÿ
j
´εCj,xν11px, λjq
λi ´ λj
(A.23)
Finally, in terms of the function ν, the reconstruction formula (1.30) becomes
(A.24) qpxq “ ´ 1
π
ż
R
ρxpsqν11px, sq ds`
ÿ
j
2iεCj,xν11px, λjq
A.3. Left and Right Transmission Coefficients. We establish relations between the transmis-
sion coefficients α˘ and α and the scattering data tρ, tλkuNk“1 }.
Lemma A.1. The following relations
(A.25) α˘pλq “
Nź
k“1
λ´ λk
λ´ λk
exp
ˆ
´
ż `8
´8
logp1´ εξ|ρpξq|2q
ξ ´ λ
dξ
2πi
˙
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(A.26) αpλq “
Nź
k“1
λ´ λk
λ´ λk exp
ˆż `8
´8
logp1´ εξ|ρpξq|2q
ξ ´ λ
dξ
2πi
˙
hold.
Proof. The functions α˘pλq and αpλq have simple zeros tλk : Impλkq ą 0uNk“1 and tλk : Impλkq ă
0uNk“1 respectively. Defining
(A.27) γ˘pλq “
Nź
k“1
λ´ λk
λ´ λk α˘pλq, γpλq “
Nź
k“1
λ´ λk
λ´ λk
αpλq,
γ˘pλq is analytic in the upper half plane where it has no zeros, while γ is analytic in the lower half
plane where it has no zeros. Also γ˘ and γ Ñ 1 as |λ| Ñ 8 in the respective half planes.
Therefore we have
log γ˘pλq “
ż `8
´8
log γ˘pξq
ξ ´ λ
dξ
2πi
,
ż `8
´8
log γpξq
ξ ´ λ
dξ
2πi
“ 0 Impλq ą 0
and
log γpλq “ ´
ż `8
´8
log γpξq
ξ ´ λ
dξ
2πi
,
ż `8
´8
log γ˘pξq
ξ ´ λ
dξ
2πi
“ 0 Impλq ă 0.
Using (A.27), as well as the identities α˘pξqαpξq “ γ˘pξqγpξq “ `1´ ξ|ρpξq|2˘´1, we deduce
(A.28) log α˘pλq “
Nÿ
k“1
log
ˆ
λ´ λk
λ´ λk
˙
´
ż `8
´8
logp1´ εξ|ρpξq|2q
ξ ´ λ
dξ
2πi
, Impλq ą 0,
(A.29) logαpλq “
Nÿ
k“1
log
ˆ
λ´ λk
λ´ λk
˙
`
ż `8
´8
logp1´ εξ|ρpξq|2q
ξ ´ λ
dξ
2πi
, Impλq ą 0.
from which the identities (A.25) and (A.26) are obtained.

Appendix B. The Left Riemann-Hilbert Problem
Riemann-Hilbert problem 1.10 was constructed to be right normalized, i.e., it’s solution satisfies
limxÑ`8 npx, λq “ p1, 0q. The right normalized problem gives good estimates for the inverse scat-
tering map for x ě a. To reconstruct the potential q for x ă a, we use a new left RHP that gives
good estimates for the inverse scattering map for x ă a. This RHP yields solutions normalized
as x Ñ ´8 by the condition limxÑ´8 nℓpx, zq “ p1, 0q, and a stable reconstruction of q on any
interval p´8, aq. The associated jump matrix V ℓx is
V ℓx pλq “ e´ixλ adσ3
¨˝
1 ρℓpλq
´ελρℓpλq 1´ ελ|ρℓpλq|2
‚˛,
where
(B.1) ρℓpζ2q “ ζ´1b˘pζq{a˘pζq
(B.2) V ℓx pλkq “
ˆ
0 Cℓke
´2iλkx
0 0
˙
, V ℓx pλkq “
ˆ
0 0
εCℓkλke
2iλkx 0
˙
The construction of (B.1) can be found in Paper I Section 6.2.
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We now derive Cℓk in (B.2) from the set of scattering data tρ, tλk, CkuNk“1u of the right RHP.
Recall that for the right RHP, for which we omit the superscript r elsewhere,
(B.3) nrpx, λq “ npx, λq “
$’’&’’%
ˆ
n´11px, λq
α˘pλq , n
`
12px, λq
˙
λ P C`ˆ
n`11px, λq,
n´12px, λq
αpλq
˙
λ P C´
If α˘pλkq “ 0, then
(B.4) n´11px, λkq “ Bkλkn`12px, λkqe2iλkx
(B.5) n´12px, λkq “ εBkn`11px, λkqe´2iλkx
and we have the norming constant
(B.6) Ck “ Bk
α˘1pλkq
For the left RHP, we have
(B.7) nℓpx, λq “
$’&’’%
ˆ
n´11px, λq,
n`12px, λq
α˘pλq
˙
λ P C`ˆ
n`11px, λq
αpλq , n
´
12px, λq
˙
λ P C´
Thus
Resλ“λkn
ℓpx, λq “ 1
α˘1pλkq
`
0, n`12px, λkq
˘
“ e
´2iλkx
Bkλkα˘1pλkq
`
0, n´11px, λkq
˘
and
Resλ“λkn
ℓpx, λq “ 1
α1pλkq
`
n`11px, λkq, 0
˘
“ e
2iλkx
εBkα1pλkq
`
n´12px, λkq, 0
˘
We now define
(B.8) Cℓk “
1
Bkα˘1pλkq “
1
Ck pα˘1pλkqq2
Now we arrive at the following left Riemann-Hilbert problem:
Riemann-Hilbert Problem B.1. Fix x P R and tρℓ, tλk, CℓkuNk“1u, such that ρℓ P H2,2pRq,
1 ´ εs|ρℓpsq|2 ě c ą 0 strictly, and tλk, CℓkuNk“1 Ă C`ˆ Cˆ. Find a vector-valued function
nℓpx, ¨ q : CÑ C2 with the following properties:
(i) nℓpx, λq is an analytic function of λ for λ P CzΛ1 where
Λ1 “ RY tΓ1, ...,Γn,Γ˚1 , ...,Γ˚nu
(ii) nℓpx, λq “ p1, 0q `O `λ´1˘ as λÑ8.
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(iii) For each λ P Λ1, nℓpx, zq has continuous boundary values nℓ˘px, λq as z Ñ λ P Λ1 from the
left or right of Λ1 respectively. Moreover, the jump relation
nℓ`px, λq “ nℓ´px, λqV ℓx pλq
holds, where for λ P R
V ℓx pλq “ e´iλx adσ3
¨˝
1 ρℓpλq
´λερℓpλq 1´ ελ|ρℓpλq|2
‚˛
and for λ P Γk Y Γ˚k
V ℓx pλkq “
$’’’’’’’&’’’’’’’%
¨˝
1
Cℓke
´2iλkx
λkpλ´ λkq
0 1
‚˛ λ P Γk,¨˚
˝ 1 0´εCℓk e2ixλk
λ´ λk
1
‹˛‚ λ P Γ˚i
We recover qpxq from the formula
(B.9) qpxq “ lim
zÑ8
2iznℓ12px, zq
where the limit is taken in a direction not tangential to R.
Appendix C. Solutions of RHP 1.10 for reflectionless scattering data
The bright (non-algebraic) soliton solutions of (1.3) can be characterized as the potentials qpx, tq
for which the associated scattering data are reflectionless:
`
ρ ” 0, tpλk, CkquNk“1
˘
, and pλk, Ckq P
C` ˆ Cˆ for each k “ 1, . . . , N . If N “ 1, with scattering data pλ “ u ` iv, Cq, the single soliton
solution of (1.3) is given by
qpx, tq “ ϕpx´ x0 ` 4utq exp i
"
4|λ|2t´ 2upx` 4utq ´ ε
4
ż x´x0`4ut
´8
ϕpηq2dη ´ α0
*
(C.1)
where
ϕpyq “
d
8v2
|λ| coshp4vyq ´ εu
x0 “ 1
4v
log
|λ||C|2
4v2
α0 “ argpλq ` argpCq ` π{2
which describes a solitary wave with amplitude envelope ϕ traveling at speed c “ ´4Reλ. For
N ą 1 the solution formulae become ungainly, but we expect, generically, that for |t| " 1, the
solution will resemble N independent 1-solitons each traveling at its unique speed ´4Reλk2. For
this reason, these solutions are called N -solitons of (1.3). We will write N sol for the solution of
RHP 1.10 when ρ ” 0 to emphasize its relation to soliton solutions of (1.3).
When ρ ” 0, RHP 1.10 reduces to a question of meromorphic function theory, and the singular
integral equations for its solutions take the form of a system of linear equations.
2The non-generic case occurs when Re λj “ Reλk for one or more pairs j ‰ k. In this case the solution possesses
localized, quasi-periodic traveling waves known as breather solitons.
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Lemma C.1. There exists a unique solution N sol to RHP 1.10 with reflectionless scattering data
ρ ” 0, tλk, CkuNk“1 Ă C` ˆ Cˆ whenever λj ‰ λk, for j ‰ k. Moreover, the solution satisfies
(C.2) }N sol}L8pCzBΛq À 1
where BΛ is any open neighborhood of the poles Λ “ tλk, λkuNk“1, and the implied constant depends
only on BΛ and the scattering data; it is independent of x, t.
We will prove Lemma C.1 with the help of an auxilary transformation.
Recall that ξ “ ´x{4t denote the critical point of the phase function θ and that from Figure 5.1,
that the growth and decay properties of the exponentials e˘2itθ, which appear in the residue relations
of RHPs 1.10 change as one passes through either the real axis or the line Re ζ “ ξ. The partition
of t0, 1, . . . , Nu “ ∆´ξ,η Y∆`ξ,η, where
(C.3)
∆´ξ,η “ tk P t0, 1, . . . , Nu : ηpRe zk ´ ξq ă 0u,
∆`ξ,η “ tk P t0, 1, . . . , Nu : ηpRe zk ´ ξq ě 0u.
splits the residues relations in Problem 1.10(iii) into two sets; As |t| Ñ 8 with x “ ´4ξt, those
k P ∆`ξ,η, correspond to poles λk whose residues are exponentially decaying, while those k P ∆´ξ,η,
correspond to poles λk whose residues are exponentially growing. We use this partition to define
the transformation:
(C.4) N∆
´
ξ,ηpλq “ N solpλqBpλq´σ3 , Bpλq “
ź
kP∆´
ξ,η
ˆ
λ´ λk
λ´ λk
˙
.
We will show that the coefficients appearing in the residues relations for the new RHP satisfied
by N∆
´
ξ,η are bounded uniformly in px, tq for all index k. (see (C.10)). The transformation (C.4)
results in the following problem for N∆
´
ξ,η :
Problem C.2. Find an analytic function N∆
´
ξ,η : pCzΛq Ñ SL2pCq such that
1. N∆
´
ξ,η satisfies the symmetry relation
N∆
´
ξ,ηpλq “ λ´σ3{2σ´1ε N∆
´
ξ,ηpλqσελσ3{2
2. N∆
´
ξ,ηpλq “
ˆ
1 0
αpx, tq 1
˙
`O `λ´1˘ as λÑ8.
3. N∆
´
ξ,η has simple poles at each point in Λ. For each λk P Λ`
resλ“λk N
∆
´
ξ,ηpλq “ lim
λÑλk
N∆
´
ξ,ηpλqvp∆qpλkq
resλ“λk N
∆
´
ξ,ηpλq “ lim
λÑλk
N∆
´
ξ,ηpλqvp∆qpλkq
(C.5)
GLOBAL WELL-POSEDNESS AND SOLITON RESOLUTION FOR DNLS 81
where
vp∆qpλkq “
$’’&’’%
ˆ
0 0
λkγkpx, tq 0
˙
k P ∆`ξ,ηˆ
0 λ´1k γkpx, tq
0 0
˙
k P ∆´ξ,η
vp∆qpλkq “
$’’&’’%
ˆ
0 εγkpx, tq
0 0
˙
k P ∆`ξˆ
0 0
εγkpx, tq 0
˙
k P ∆´ξ .
with γk “
$&%CkBpλkq
´2e´2itθpλkq k P ∆`ξ,η
C´1k p1{Bq1pλkq´2e2itθpλkq k P ∆´ξ,η.
(C.6)
Calculation of residues in Problem C.2. The conditions in Problem C.2 are a direct consequence of
RHP 1.10 (with ρ ” 0) and (C.4). We omit most of the details, except the new residue conditions
for k P ∆´ξ,η.
Consider λk P Λ`, for k P ∆´ξ,η. Denote N sol1 and N sol2 the first and second column of N sol, with
the same convention for N∆
´
ξ,η .
Since Bpλq has zeros at each λk and poles at each λk, N∆
´
ξ,η
1 pλq “ N sol1 pλqBpλq´1 has a removable
singularity at λk, but acquires a pole at λk. For N
∆
´
ξ,η
2 pλq “ N sol2 pλqBpλq the situation is reversed.
We have
lim
λÑλk
N
∆
´
ξ,η
1 pλq “ resλ“λk N sol1 pzq ¨ p1{Bq1pλkq “ λkCke´2itθkN sol2 pλkqp1{Bq1pλkq,
resλk N
∆
´
ξ,η
2 pλq “ resλ“λk N sol2 pλqBpλq “ N sol2 pλkq
“p1{Bq1pλkq‰´1 .
Using the calculation of N
∆
´
ξ,η
1 pλkq to replace N sol2 pλkq gives
resλk N
∆
´
ξ,η
2 pλq “ λ´1k C´1k
“p1{Bq1pλkq‰´2 e2itθN∆´ξ,η1 pλkq “ λ´1k γkpx, tqN∆´ξ,η2 pλkq,
which verifies the first formula in (5.9b). The computation of the residue at λk for k P ∆´ξ,η is
similar, aided by the symmetry Bpλq “ Bpλq´1. 
The normalization and pole conditions imply that N∆
´
ξ,η is meromorphic in C with prescribed
poles, and using the symmetry condition (i) of RHP C.2, N∆
´
ξ,η must take the form
(C.7) N∆
´
ξ,ηpλq “
ˆ
1 0řN
k“1Bk 1
˙
`
ÿ
kP∆`
ξ,η
`
Ak 0
λkBk 0
˘
λ´ λk `
´
0 εBk
0 Ak
¯
λ´ λk
`
ÿ
kP∆´
ξ,η
´
Ak 0
λkBk 0
¯
λ´ λk
`
´
0 εBk
0 Ak
¯
λ´ λk ,
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for unknown coefficients Ak, Bk, k “ 1, . . . , N which are determined by the residue conditions (C.5)
which yield a system of 2N linear equations:
Aj “ λjγjpx, tq
¨˚
˝ ÿ
kP∆`
ξ,η
εBk
λj ´ λk
`
ÿ
kP∆´
ξ,η
εBk
λj ´ λk
‹˛‚ j P ∆`ξ,η,(C.8a)
Aj “ εγjpx, tq
¨˚
˝ ÿ
kP∆`
ξ,η
εBk
λj ´ λk
`
ÿ
kP∆´
ξ,η
εBk
λj ´ λk
‹˛‚ j P ∆´ξ,η,(C.8b)
εBj “ εγjpx, tq
¨˚
˝1` ÿ
kP∆`
ξ,η
Ak
λj ´ λk
`
ÿ
kP∆´
ξ,η
Ak
λj ´ λk
‹˛‚ j P ∆`ξ,η,(C.8c)
εBj “ λ´1j γjpx, tq
¨˚
˝1` ÿ
kP∆`
ξ,η
Ak
λj ´ λk `
ÿ
kP∆´
ξ,η
Ak
λj ´ λk
‹˛‚ j P ∆´ξ,η.(C.8d)
Proof of Lemma C.1. It is sufficient to establish the boundness estimate (C.2) for N∆
´
ξ,η , as the
invertible transformation between N sol and N∆
´
ξ,η depends only on Λ. Furthermore, to establish
the boundedness of N∆
´
ξ,η away from its poles, we only need to show that the unknowns Ak, Bk in
(C.8) are bounded in px, tq.
The system of equations (C.8) can be expressed as a matrix equation
(C.9) pI´ ΓMΛqα “ Γ
ˆ
0N
1N
˙
where α “ colpA1, . . . , AN , εB1, . . . , εBN q is the vector of unknowns; Γ is a diagonal matrix whose
entries are the appropriate residue coefficients, γk or γk, for the corresponding entry in α; MΛ is a
complex 2N ˆ 2N matrix whose entries depend only on Λ and ε; finally, 0N ,1N are the vectors of
N zeros and ones respectively. We make the following observations: 1) The only px, tq dependence
in the coefficients of (C.9) appears in Γ; 2) For any choice of Γ with nonzero entries, any solution of
(C.9) corresponds exactly to a solution of Problem C.2. As Problem C.2 is a reflectionless reduction
of RHP 1.10, the general existence and uniqueness result for solutions of RHP 1.10 established in
Section 6.3 implies that pI´ ΓMΛq is invertible for any such Γ; 3) If we allow any γk Ñ 0 in (C.9)
the corresponding coefficients Ak, Bk in α must also vanish, and (C.9) reduces to an equivalent
system for the coefficients of an expansion (C.7) with 2pN ´ 1q poles at Λztλk Y λku.
The advantage of Problem C.2 is that, in light of (1.29), (C.3) and (C.6), the coefficients γkpx, tq
are uniformly bounded as px, tq vary over R2:
(C.10) |γkpx, tq| ď KΛ
#
e¯8t ImλkpReλk´ξq |ξ| ď Ξ0, k P ∆˘ξ,η
e¯2x Imλkp1´ξ´1 Reλkq |ξ| ě Ξ0, k P ∆˘ξ,η
+
ď KΛ,
where Ξ0 ą 0 is any fixed constant and KΛ is a fixed constant depending only on the scattering
data. Finally, using the observations above, since pI ´ ΓMΛq´1 exist and depends continuously
on the entries in Γ, it follows that pI ´ ΓMΛq´1 is a bounded for all px, tq. The result follows
immediately. 
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Proof of Proposition 7.1. Order the discrete spectra such that λj P ΛpIq, j “ 1, . . .NpIq, and
λj R ΛpIq, j ą NpIq. Also introduce the permutation matrix
P “
¨˚
˚˝INpIq 0 0 00 0 INpIq 0
0 INpIq1 0 0
0 0 0 INpIq1
‹˛‹‚ NpIq1 :“ N ´NpIq.
For any matrix A and vector v let
Aπ “ PAP ⊺, vπ “ Pv.
Conjugating (C.9) by P we arrive at the equivalent system of equations
(C.11) pI ´ ΓπMπΛqαπ “ Γπ
`
0NpIq 1NpIq 0NpIq1 1NpIq1
˘⊺
.
This systems has a natural block structure; writing
Γπ “
ˆ
Γ0 0
0 Γ1
˙
, MπΛ “
ˆ
MΛpIq M12
M21 M22
˙
, and απ “
ˆ
αNpIq
αNpIq1
˙
(C.11) becomes
ˆ
INpIq ´ Γ0MΛpIq ´Γ0M12
´Γ1M21 INpIq1 ´ Γ1M22
˙ˆ
αNpIq
αNpIq1
˙
“
¨˚
˝Γ0
´
0NpIq
1NpIq
¯
Γ1
´
0NpIq1
1NpIq1
¯‹˛‚
where the first 2NpIq rows determine the unknowns αNpIq “ colpA1, . . . , ANpIq, εB1, . . . , εBNpIqq
corresponding to the discrete spectra in ΛpIq. Observe that the upper left block of the system is
precisely the left hand side of (C.9) corresponding for the NpIq
As |t| Ñ 8 inside the cone specified in the theorem, it follows from (C.10) that
}Γ0} “ O p1q and }Γ1} “ O
`
e´4dΛν0t
˘
,(C.12)
so we may regard terms with Γ1 as perturbative. By elementary row operations this system is
equivalent to
pM0 `M1q
ˆ
αNpIq
αNpIq1
˙
“ β0 ` β1
where
M0 “
ˆ
INpIq ´ Γ0MΛpIq 0
0 INpIq1
˙
β0 “
¨˝
Γ0
´
0NpIq
1NpIq
¯
02NpIq1
‚˛
M1 “
ˆ´Γ0M12Γ1M21 ´Γ0M12Γ1M22
´Γ1M21 ´Γ1M22
˙
β1 “
¨˚
˝Γ0M12Γ1
´
0NpIq1
1NpIq1
¯
Γ1
´
0NpIq1
1NpIq1
¯ ‹˛‚
Let pB “ ź
λjPΛpIq
jP∆´
ξ,η
ˆ
λ´ λj
λ´ λj
˙
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be the Blaschke product corresponding to the reduced poles in ΛpIq akin to the full product B
defined in (C.4). Then with pCk as defined in the statement of Proposition 7.1, for each λk P ΛpIq
the corresponding connection coefficients satisfy
CkBpλkq´2 “ xCk pBpλkq´2 k P ∆`ξ,η
C´1k p1{Bq1pλkq´2 “ xCk´1p1{ pBq1pλkq´2 k P ∆´ξ,η.
It is clear then that the limiting system of equations (in which M1 and β1 are set to zero) is
exactly equivalent to (C.9) for the reduced scattering data given by the discrete spectra ΛpIq and
connection coefficients pCk. Since we know from the proof of Lemma C.1 that INpIq ´Γ0MΛpIq has
a bounded inverse for all px, tq if follows from (C.12) that
αNpIq “ pINpIq ´ Γ0MΛpIqq´1β0 `O
`
e´4dΛν0t
˘
αNpIq1 “ O
`
e´4dΛν0t
˘
.
The result of the proposition follows immediately. 
Appendix D. Soliton-free initial Data of Large L2-norm
In this appendix we prove the following proposition which establishes the existence of q P H2,2pRq
with arbitrary L2-norm which have no spectral singularities and no solitons.
Proposition D.1. The scattering map Rpqq described by Definition 1.4 can be explicitly computed
for the family of potentials
(D.1) qpxq “ ν sechpxq1´2iµeipS0´εν2 tanhpxq´2δxq, }q}2L2pRq “ 2ν2.
where ν ą 0, and µ, δ, S0 P R. The condition
(D.2) εδ ă µ2{ν2
is sufficient to guarantee the discrete spectrum is empty, i.e., q P U0 .
We will prove this proposition by showing that the linear system for DNLS:
(D.3) ψx “
¨˚
˝´iζ2 ´ iε|q|
2
2
ζq
ζεq iζ2 ` iε
2
|q|2
‹˛‚ψ
can be reduced to solving the hypergeometric differential equation for any potentials q in the family
(D.1). This reduction involves several changes of dependent variable as well as the map
(D.4) s “ 1
2
p1` tanhpxqq
which compactifies R to p0, 1q. Thus x Ñ ˘8 asymptotics are equivalent to Taylor expansions at
s “ 0 or s “ 1 modulo a leading singular term. The identity
(D.5) ex “ s1{2p1 ´ sq´1{2
implies that eiζ
2x „ siζ2{2 near s “ 0, while eiζ2x „ p1 ´ sq´iζ2{2 near s “ 1. We normalize the
solution as s Ó 0 (i.e., x Ñ ´8) and use transformation formulas for hypergeometric functions to
compute the scattering data by finding asymptotics as s Ò 1 (i.e., xÑ `8).
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D.1. Reduction to a Hypergeometric Equation. We begin by writing the potential q in (D.3)
in the form
(D.6) qpxq “ ApxqeiSpxq.
We make a change of dependent variable to remove the oscillatory factor eiS from q. If we set
ψ “ eiSpxqσ3{2ϕ, then
(D.7) ϕx “
¨˚
˝´iζ2 ´ iε2 A2 ´ i2Sx ζA
ζεA iζ2 ` iε
2
A2 ` i
2
Sx
‹˛‚ϕ.
Introducing the change of independent variable (D.4), noting that d{dx “ 2sp1´ sqd{ds, we obtain
(D.8) 2sp1´ sqϕs “
¨˚
˝´iζ2 ´ iε2 A2 ´ i2Sx ζA
ζεA iζ2 ` iε
2
A2 ` i
2
Sx
‹˛‚ϕ
Next, we reduce the system to a single second order ODE, by introducing the change of dependent
variables
(D.9) W psq “ gpsq
¨˝
1 0
0
ζA
2sp1´ sq
‚˛ϕpsq,
where the scalar factor g removes the p1, 1q-entry of the coefficient matrix on the right hand side
of (D.8) by choosing it to satisfy
(D.10) 2sp1´ sqg1psq “
ˆ
iζ2 ` iε
2
A2 ` i
2
Sx
˙
gpsq,
while the diagonal matrix factor in (D.9) normalizes the p1, 2q-entry of the coefficient matrix to 1.
A short computation shows that W obeys the differential equation
(D.11) Ws “
¨˚
˝ 0 1εζ2A2
4s2p1 ´ sq2 i
2ζ2 ` εA2 ` Sx
2sp1´ sq `
ˆ
As
A
` 2s´ 1
sp1´ sq
˙‹˛‚W
If we now set
W “
ˆ
w
ws
˙
,
This system reduces to the single second-order equation
(D.12) sp1´ sqw2 ´
„
i
ˆ
ζ2 ` εA
2
2
` Sx
2
˙
` sp1´ sqAs
A
` 2s´ 1

w1 ´ εζ
2A2
4sp1´ sqw “ 0.
Now, observe that for the family of potentials (D.1) we have
A2 “ ν2 sech2pxq “ 4ν2sp1´ sq(D.13)
Sx “ ´εν2 sech2pxq ` 2µ tanhpxq ´ 2δ “ ´εA2 ` 4µs´ 2pµ` δq(D.14)
which reduces (D.12) to
(D.15) sp1 ´ sqw2 `
„
´iζ2 ` ipµ` δq ` 1
2
´ p1` 2iµqs

w1 ´ εν2ζ2w “ 0.
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which is the hypergeometric equation
sp1´ sqw2 ` rγ ´ p1 ` α` βqssw1 ´ αβw “ 0(D.16)
with
α` β “ 2iµ, αβ “ εν2ζ2, γ “ ´iζ2 ` ipµ` δq ` 1
2
.
Hence
α “ iµ` iν?´εRpζq, β “ iµ´ iν?´εRpζq,(D.17)
where
Rpζq “
c
ζ2 ´ ε
´µ
ν
¯2
.(D.18)
is taken to be finitely branched on the line segment connecting its branch points with Rpζq „ ζ for
|ζ| " 1. In particular, this implies that R maps C`` into itself for either sign of ε. We take ?ε “ 1
or i when ε “ 1 or ´1 respectively.
D.2. The Jost Solution. Denote by F pα, β, γ; sq the hypergeometric function, analytic in the disk
|s| ă 1, with
(D.19) F pα, β, γ; sq “ 1` αβ
γ
s` 1
2!
αpα ` 1qβpβ ` 1q
γpγ ` 1q s
2 ` . . . |s| ă 1
(see [12, 15.2.1]). A basis for the solution space of (D.15) with singularity at s “ 0 is given by [12,
15.10.2-15.10.3]
w1psq “ F pα, β, γ; sq
w2psq “ s1´γF pα ´ γ ` 1, β ´ γ ` 1, 2´ γ; sq,
(D.20)
while a basis for the solution space of (D.15) with singularity at s “ 1 is given by [12, 15.10.4-15.10.5]
w3psq “ F pα, β, α ` β ` 1´ γ; 1´ sq
w4psq “ p1 ´ sqγ´α´βF pγ ´ α, γ ´ β, γ ´ α´ β ` 1; 1´ sq
(D.21)
We’ll need the connection formula [12, 15.10.21]
(D.22) w1psq “ ΓpγqΓpγ ´ α´ βq
Γpγ ´ αqΓpγ ´ βqw3psq `
ΓpγqΓpα` β ´ γq
ΓpαqΓpβq w4psq
to compute scattering data for the potential q.
We now seek the correctly normalized solution
(D.23) m´1 px, ζq “ eiSpxqσ3{2
eiζ
2x
gptq
¨˚
˝1 0
0
a
sp1´ sq
ζν
‹˛‚˜wpsq
w1psq
¸
by setting wpsq “ c1w1psq ` c2w2psq and using the asymptotics
(D.24) m´1 px, ζq “
ˆ
1
0
˙
` op1q
for xÑ ´8, i.e., s Ó 0, to choose c1 and c2.
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One may solve (D.10) for g, and use (D.1) and (D.5) to compute
(D.25)
eiSpxq{2 “ 2´iµeiS0{2´iεν2ps´1{2qs´ipµ`δq{2p1´ sq´ipµ´δq{2
gpsq “ siζ2{2´ipµ`δq{2p1´ sq´iζ2{2´ipµ´δq{2
eiζ
2x “ siζ2{2p1 ´ sq´iζ2{2
so that
(D.26)
eiSpxq{2eiζ
2x{gptq “ 2´iµeiS0{2´iεν2ps´1{2q
e´iSpxq{2eiζ
2x{gptq “ 2iµe´iS0{2`iεν2ps´1{2qsipµ`δqp1´ sqipµ´δq.
Using (D.26) in (D.23) we obtain
m´1 px, ζq “
˜
2´iµeiS0{2´iεν
2ps´1{2qwpsq
2iµ
νζ
e´iS0{2`iεν
2ps´1{2qsipµ`δq`1{2p1´ sqipµ´δq`1{2 dw
ds
¸
.(D.27)
Note that Repγq “ 1{2. Setting wpsq “ c1w1psq`c2w2psq and using the convergent series expansions
w1psq „ 1`O psq , w2psq „ s1´γ p1`O psqq ,
we find that c1 “ 2iµe´iS0{2´iεν2{2, c2 “ 0 so that
(D.28) m´1 px, ζq “
˜
e´iεν
2sw1psq
22iµ
νζ
e´iS0`iεν
2ps´1qsγ`iζ
2p1´ sq1´γ`α`β´iζ2w11psq
¸
Repeating this calculation for the Jost functions m`1 and m
`
2 defined by (3.1) yields
(D.29)
m`1 px, ζq “
˜
e´iεν
2ps´1qw3psq
22iµ
ζν
e´iS0`iεν
2ss1{2`ipµ`δqp1 ´ sq1{2`ipµ´δqw13psq
¸
m`2 px, ζq “ pα` β ´ γq´1
˜
ζν22iµeiS0´iεν
2ss´iζ
2p1 ´ sqiζ2w4psq
eiεν
2ps´1qs´iζ
2`ipµ`δq`1{2p1 ´ sqiζ2`ipµ´δqw14psq
¸
D.3. Scattering Data. The scattering coefficients a˘pζq and ´bpζq defined by (1.9) satisfy
(D.30) m´1 px, ζq “ a˘pζqm`1 px, ζq ´ bpζqe2iζ
2xm`2 px, ζq, ζ P Σ.
Using the connection formula (D.22), the Jost functions (D.28)-(D.29), and the last line of (D.25)
we may read off that
a˘pζq “ e´iεν2 ΓpγqΓpγ ´ α´ βq
Γpγ ´ αqΓpγ ´ βq ,(D.31)
bpζq “ ´2
2iµ
νζ
e´iS0
ΓpγqΓp1` α` β ´ γq
ΓpαqΓpβq .(D.32)
From the formulas
γ “ ´iζ2 ` ipµ` δq ` 1
2
γ ´ α´ β “ ´iζ2 ´ ipµ´ δq ` 1
2
it is easy to see that for ζ P Σ, ´iζ2 is purely imaginary so that Repγq “ 1{2, Repγ´α´βq “ 1{2 and
a˘pζq has no spectral singularities. Moreover, Repγq ą 1{2 and Repγ ´ α´ βq ą 1{2 for ζ P C`` so
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that a˘pζq is holomorphic3 in C`` as required. It’s also clear from (D.32) and the above observations
that bpζq extends meromorphically to ζ P C``; bpζq will have isolated simple poles at those values
of ζ where
(D.33) γ ´ α´ β “ m, m “ 1, 2, 3, . . .
and neither α nor β is a nonpositive integer.
The discrete spectrum of (D.3) are precisely the quartets˘ζn,˘ζ¯n, ζn P C`` such that a˘pζnq “ 0.
From (D.31), a˘ will have a zero whenever γ ´ α “ 1´ n, γ ´ β “ 1´ n. We have
γ ´ α “ ´iζ2 ` iδ ´ iν?´εRpζq ` 1
2
(D.34)
γ ´ β “ ´iζ2 ` iδ ` iν?´εRpζq ` 1
2
(D.35)
Notice that Re γ´α “ Im ζ2`ν Imp?´εRpζqq ą 0 for either sign of ε as Rpζq P C`` when ζ P C``.
Thus zeros of a˘pζq must satisfy γ ´ β “ 1´ n or equivalently
(D.36) ζ2 ´ δ ´ ν?´εRpζq ` ipn´ 1{2q “ 0, ζ P C`` n “ 1, 2, 3, . . . .
Finally, we point out that bpζq is analytic at any zero of a˘pζq since if ζn satisfies both γ´β “ 1´n
and (D.33) then α “ 1´n´m is a negative integer and the pole of bpζq is removable. Then because
the scattering relation (D.30) extends analytically to ζn we can compute the connection coefficient
cn (see (1.16)-(1.17) ) as
(D.37) cn “ bpζnq
a˘1pζnq .
Proof of Proposition D.1. From the arguments already given in this section the scattering map is
easily constructed for data in the family (D.1). Using the formulae (1.11),(1.18), and (1.20) we
have
ρpλq “ εζ´1 b
`
ζ
˘
a˘
`
ζ
˘ , λn “ ζ2n, Cn “ 2cn.
It remains to show that (D.2) guarantees that the discrete spectrum will be empty.
We want to find values of µ and ν such that (D.36) cannot be satisfied for any ζ P C`` and all
n “ 1, 2, 3, . . . . Introduce the parameters
λ :“ ζ2, z :“ ζ2 ´ δ, Ln :“ n´ 1{2
and note that Im z ą 0 and Ln ą 0. The condition (D.36) becomes
(D.38) z ` iLn “ ν
?´ε
a
z ` δ ´ εpµ{νq2.
where we used (D.18). Writing z “ x ` iy with y ą 0, squaring both sides of (D.38), and taking
real and imaginary parts we find
x2 ´ py ` Lnq2 ` εν2x “ ´εν2δ ` µ2,(D.39a)
2x py ` Lnq “ ´εν2y.(D.39b)
3The parameters α and β appearing in the argument of a˘pζq and bpζq inherit a branch cut from Rpζq; their
boundary values satisfy α˘ “ β¯. Since both a˘pζq and bpζq are invariant under the map α Ø β, both scattering
coefficients are analytic across the branch of R.
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Solving (D.39b) for Ln we have
(D.40) Ln “ ´y εν
2 ` 2x
2x
.
Since Ln and y are both strictly positive, it follows that ´pεν2 ` 2xq{p2xq is strictly positive as
well. Thus, any solution z “ x` iy lies in the vertical half-strip
(D.41) Sǫ “
"
px, yq P R2 : y ą 0, ´ν
2
2
ă εx ă 0
*
.
On the other hand, using (D.40) in (D.39a), we see that any solutions z of (D.38) lie along the
curve
(D.42) C :“  px, yq P Rˆ p0,8q : x2Qpxq “ ν4y2{4(
where
(D.43) Qpxq “
ˆ
εx` ν
2
2
˙2
´
„
ν2
ˆ
ν2
4
´ εδ
˙
` µ2

To find parameter values of pµ, δq for which a˘ has no zeros, it suffices to find pµ, δq so that C does
not intersect the strip Sε. From (D.43), it is clear that C will have empty intersection with Sε
provided Qpxq ă 0 for x with 0 ă ´εx ă ν2{4. For either sign of ε this is guaranteed if Qp0q ă 0.
Since Qp0q “ εν2δ ´ µ2 it follows that (D.2) guarantees the discrete spectrum is empty. 
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