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I call attention to the possibility that QCD bound states (hadrons) could be derived using rigorous
Hamiltonian, perturbative methods. Solving Gauss’ law for A0 with a non-vanishing boundary
condition at spatial infinity gives an O (α0s) linear potential for color singlet qq¯ and qqq states.
These states are Poincare´ and gauge covariant and thus can serve as initial states of a perturbative
expansion, replacing the conventional free in and out states. The coupling freezes at αs(0) ' 0.5,
allowing reasonable convergence. The O (α0s) bound states have a sea of qq¯ pairs, while transverse
gluons contribute only at O (αs). Pair creation in the linear A0 potential leads to string breaking
and hadron loop corrections. These corrections give finite widths to excited states, as required by
unitarity. Several of these features have been verified analytically in D = 1 + 1 dimensions, and
some in D = 3 + 1.
1. Hadron physics
Presently, numerical lattice methods are our only first principles approach to hadron physics [1]. Lattice calculations
demonstrate that QCD describes soft (confinement) physics and give valuable information on hadron spectra and
structure. There are good reasons to believe that analytic, perturbative bound state methods (which work for QED
atoms) are inapplicable to hadrons. To name a few of the arguments:
I. Confinement does not arise from Feynman diagrams at any finite order in αs.
II. Chiral symmetry is preserved at each order of perturbation theory (for mq → 0).
III. Hadron wave functions have abundant sea quark and gluon constituents.
In the absence of an analytic method based directly on the QCD action other approaches to hadron dynamics have been
developed. These include expansions based on kinematic limits (twist expansion, chiral perturbation theory, heavy
quark effective theory). A variety of models involving some ad hoc assumptions (quark models, Dyson-Schwinger
approaches,. . . ) have also provided insights.
Meanwhile, the principles of perturbative bound state calculations are largely ignored in modern courses on field
theory. This is unwarranted:
• Bound states provide insights to perturbation theory which are complementary to those of scattering phenomena.
• Convincing as the above arguments I, II, III may seem, there is a risk that we are “throwing out the baby with
the bathwater” [2].
Hadron data has features which point to a perturbative context. Quarkonium spectra have a strikingly atomic
appearance (“The J/ψ is the Hydrogen atom of QCD”). The valence quark degrees of freedom (but not those of
sea quarks and gluons) are manifest also in light hadron spectra. “OZI forbidden” decays such as φ → pipipi are
suppressed, even though they can proceed via soft gluon exchanges.
In the following I summarize a search for a perturbative approach to soft QCD processes which is compatible with
basic facts about hadrons, including the points mentioned above. The requirements of theoretical consistency strongly
constrain the O (α0s) bound states which may serve as initial states in a perturbative expansion. I refer to published
work [3] and lecture notes [4] for details. Naturally, further work may uncover inconsistencies or poor quantitative
agreement with data.
∗ Based on talks at Light Cone 2014 (Raleigh, NC USA, May 2014) and at the FAIR Workshop (Kolymbari, Greece, July 2014).
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22. The strong coupling
Data on hard processes has verified the running of αs(Q) as predicted by QCD at high scales Q. The coupling reaches
αs ' 0.33 at Q = mτ = 1.8 GeV [1]. There are indications that the running stops at hadronic scales, with the
coupling freezing at a value αs(Q = 0) ' 0.5 [5].
Perturbative gluons are absent at O (α0s) in the present scenario. Consequently little running is expected until scales
where radiative gluon effects become important. We may very roughly estimate this scale by assuming that αs(Q)
freezes suddenly at Q = Q0. Setting αs(Q0) = 0.5 in the standard perturbative expression (nf = 3, LO) with
ΛQCD = 200 MeV gives Q0 ' 800 MeV.
The magnitude of the QCD coupling could bring about a fundamental change in the structure of the vacuum, as
observed by Gribov [6]. He noted that there is a critical coupling αcrits ' 0.43 at which the Coulomb attraction
between light fermions becomes strong enough to make the pair energy negative. In this scenario the running of
αs(Q) triggers confinement at Q ' 1 GeV.
3. Positronium
Bound state poles of QED scattering amplitudes arise from the divergence of the perturbative expansion. No finite
order Feynman diagram for e+e− → e+e− can have a pole at the Positronium (rest frame) energy E0 = 2me− 14α2me,
since 1/(E−E0) is non-polynomial in α. The Feynman diagrams which contribute to the divergence at leading order
may be identified as single photon ladder diagrams. Their sum implies the familiar Schro¨dinger equation for the
residue of the pole (i.e., for the wave function).
The divergence of the perturbative expansion is caused by our choice of O (α0) initial states. The free in and out
electron states are stripped of their electromagnetic fields and thus do not satisfy the field equations of motion. The
EM fields are restored by the sum of ladder diagrams, enabling bound states. It is no accident that the ladder sum
generates precisely the classical eA0 = −α/r potential, which satisfies the field equations. This may be viewed as
the Born approximation for bound states, analogous to tree diagrams for scattering amplitudes. Loop corrections to
Born bound states give higher order corrections to E0, such as the Lamb shift.
The Schro¨dinger equation may be derived more directly from the QED action by starting from a general e+e− state
in its rest frame, defined by a product of normal ordered fields,∣∣e−e+, t〉 = ∫ d3x1 d3x2 ψ¯α(t,x1)Φαβ(x1 − x2)ψβ(t,x2) |0〉 (1)
The ψ¯ field creates an electron at x1 and ψ a positron at x2, at the common time t. The c-numbered wave function
Φαβ(x1 − x2) is a 4 × 4 matrix in Dirac indices and determines the distribution of the pair in space. For (1) to
represent a bound state it must be stationary in time,
HQED(t)
∣∣e−e+, t〉 = E ∣∣e−e+, t〉 (2)
where the QED Hamiltonian is derived from the action in the usual way [7]. The Born approximation implies replacing
the photon field operator Aµ(t,x) in HQED by the classical potential. For non-relativistic positronium at rest the
Coulomb potential A0 dominates. With an electron at x1 and a positron at x2 it satisfies the field equation (Gauss’
law),
−∇2A0(t,x) = e[δ3(x− x1)− δ3(x− x2)] (3)
A0(t,x) =
e
4pi
(
1
|x− x1| −
1
|x− x2|
)
(4)
Using this in HQED (separately for each component |e−(x1)e+(x2), t〉 of the bound state), and neglecting pair pro-
duction, the eigenvalue equation (2) gives the bound state equation for the wave function Φ,
i∇ · {γ0γ,Φ(x)}+m [γ0,Φ(x)] = [E − V (x)]Φ(x) (5)
Here x ≡ x1 − x2 and V (x) = 12
[
eA0(t,x1)− eA0(t,x2)
]
= −α/|x| (discarding the infinite constant α/0). Eq. (5) is
valid in the non-relativistic limit, where it reduces to the Schro¨dinger equation.
34. The linear potential
Relativistic bound states may be derived from the QCD action using a method similar to the above one for Positronium.
For conciseness I consider only qq¯ states and abelian U(1) gauge invariance. The generalization to SU(3) of color does
not bring anything conceptually new, apart from qqq solutions.
Bound state poles in QCD scattering amplitudes arise (as in QED) from a divergence of the sum of Feynman diagrams.
However, we do not know which diagrams to sum for a first approximation – ladder diagrams dominate only for non-
relativistic states. Instead we may turn the question around and ask what classical gluon potential the sum can
possibly generate, given that it should satisfy the equations of motion and maintain Poincare´ invariance. The Born
approximation is a fully relativistic concept.
There is no ∂0A
0 term in gauge theory Lagrangians. Gauss’ law (3) determines A0 for each charge configuration at
each instant of time. The QED solution (4) for A0 is obtained assuming A0(|x| → ∞) = 0. The simplest homogeneous
solution with a non-vanishing field at spatial infinity is linear in x,
A0(t,x) = κx · (x1 − x2) +O (g) (6)
The dot product with x1 − x2 is imposed by rotational invariance and κ may depend on x1,x2. The square of the
field strength density [∇A0]2 = κ2 (x1 − x2)2 +O (g) (7)
contributes a divergent term ∝ ∫ d3x to the field energy. This is irrelevant provided it is independent of the quark
positions (x1,x2). Hence we must have κ = Λ
2/|x1 − x2|, where Λ is a universal constant with dimension of energy.
The bound state potential is consequently linear,
V (x) = 12g
[
A0(t,x1)−A0(t,x2)
]
= 12gΛ
2 |x1 − x2|+O
(
g2
)
(8)
Note that the potential is invariant under translations (x1,x2)→ (x1 + a,x2 + a) only for neutral states. For SU(3)
of color translation invariance similarly requires color singlet states.
The linear solution (6) is the only homogeneous solution of Gauss’ law that preserves Poincare´ symmetry. Quadratic
or higher powers of x break translation invariance. Boost covariance also requires a linear potential (Sect. 6.1). The
O (g2) potential in (8) includes the perturbative (abelian) gluon exchange contribution −g2/4pi|x1 − x2| as well as
loop contributions of higher order in ~.
The constant Λ of the linear potential in (8) determines the radius of the bound states, and hence also the scale at
which soft gluons decouple from color singlet hadrons. This regulates the infrared singularities of the perturbative
expansion, and sets the scale Q0 at which the coupling freezes. The scale which determines αs(Q) at high Q will
be ∝ Λ, with the proportionality constant dependent on the value chosen for the frozen coupling αs(0) = g2/4pi.
Requiring this scale to be ΛQCD ' 200 MeV fixes the value of g. A detailed study of the perturbative corrections
is, however, worthwhile only provided the O (α0s), or strictly speaking O (g), bound states turn out to be viable as
asymptotic states in a perturbative expansion, in place of the free in and out quark and gluon states.
In the bound state condition (2) for non-relativistic Positronium we neglected pair production in the vacuum,
A0(x)ψ†(t,x)ψ(t,x) |0〉 → 0 (9)
With relativistic dynamics pair production occurs when A0 6= 0. Specifically, in a |q(x1)q¯(x2)〉 state the linear
potential (8) causes pair creation (string breaking). This implies decay and loop corrections to the Born states
determined by (5) (Sect. 6.2).
5. Multiparticle nature of the Dirac wave function
The bound state equation (5) resembles a double Dirac equation [8]. It is instructive to consider how the usual Dirac
equation emerges in the present framework. Let the state∣∣e−, t〉 = ∫ d3xψ†α(t,x)Ψα(x) |0〉R (10)
4represent an electron bound in a static external potential A0ext(x), with Ψα(x) its c-numbered Dirac wave function.
The eigenvalue condition HQED(A
0
ext) |e−, t〉 = E |e−, t〉 gives the Dirac equation for Ψ(x),
(−i∇ · γ0γ +mγ0)Ψ(x) = (E − eA0ext)Ψ(x) (11)
provided we neglect pair production as in (9). However, this is unjustified for A0 = A0ext 6= 0 when the electron is
relativistic. Pair creation indeed occurs: The Dirac state is a superposition of Fock states with any number of e+e−
pairs (as demonstrated by the solution of the Klein paradox [9]). But what is then the meaning of the “single electron”
Dirac wave function Ψ(x) which solves (11)?
An inspection of the Feynman diagrams that describe the electron scattering in A0ext shows that identical energy
eigenvalues E are obtained using Feynman and retarded electron propagators. The electron energy p0 is constant
since the static potential only transfers 3-momentum k. For p0 > 0 the iε prescription at the negative energy pole
(p0 = −E) of the electron propagator is irrelevant1. In retarded propagation the negative energy electrons move
forward in time, which eliminates the pair-creating Z-diagrams of Feynman propagation. The Dirac wave function
Ψ(x) in (11) then describes the single (positive or negative energy) electron which with retarded boundary conditions
is present at any intermediate time.
In the definition (10) of the Dirac state the retarded boundary condition is indicated by |0〉R. A retarded propagator
SR(x − y) = R〈0|T
[
ψ(x)ψ¯(y)
] |0〉R ∝ θ(x0 − y0) requires ψ(x) |0〉R = 0. This validates (9) with |0〉 → |0〉R. Due to
the Pauli exclusion principle the retarded fermion vacuum may be expressed as
|0〉R =
∏
k,λ
d†k,λ |0〉 (12)
where the product is over all momenta k and helicities λ. Thus both the b† and d operators in the ψ† field of (10)
contribute, with d creating negative energy states through the removal of a positive energy d† from |0〉R.
The retarded boundary condition gives the Dirac wave function an “inclusive” character. The operator∫
d3xψ†(t,x)ψ(t,x) =
∫
d3k
(2pi)3
∑
λ
(b†k,λbk,λ + dk,λd
†
k,λ) (13)
is normally interpreted as the charge operator due to the reordering dd† → −d†d. In the retarded vacuum (12) d† is
the annihilation operator and thus (13) is the number operator. The expectation value
〈e−, t|ψ†α(t,x)ψα(t,x)
∣∣e−, t〉 = Ψ†(x)Ψ(x) R〈0|0〉R (14)
shows that |Ψ(x)|2 is the density of positive and negative energy electrons in the Dirac state. Thus the norm of the
Dirac wave function should be interpreted as an inclusive particle density.
6. Properties of the qq¯ bound states
6.1 Boost covariance
Bound states must transform covariantly under boosts to ensure the Poincare´ invariance of their matrix elements. In
a frame where the momentum of the qq¯ state is P Eqs. (1) and (5) become
|E,P , t〉 =
∫
d3x1 d
3x2 ψ¯(t,x1) exp
[
i 12P · (x1 + x2)
]
Φ(x1 − x2)ψ(t,x2) |0〉 (15)
i∇ · {γ0γ,Φ(x)}− 12P · [γ0γ,Φ(x)]+m [γ0,Φ(x)] = [E − V (x)]Φ(x) (16)
with V (x) as in (8). States defined at equal time transform dynamically under boosts. There is no previous experience
for how the wave function Φ(x) should depend on P , but we know its eigenvalue E(P ) =
√
M2 + P 2.
1 This argument breaks down when A0ext is sufficiently strong to make the bound state energy negative.
5In D = 1 + 1 dimensions the bound state equation (16) reduces to two differential equations coupling the components
φ0 and φ1 of the 2× 2 wave function Φ = φ0 + σ1φ1 + σ3φ2 + iσ2φ3,
− 2i∂φ1
∂σ
= φ0 and − 2i∂φ0
∂σ
=
(
1− 4m
2
σ
)
φ1 where σ(x) ≡ [E − V (x)]2 − P 2 (17)
The differential equations have no explicit P -dependence when the potential V (x) in (16) is linear, making φ0,1(σ)
frame independent. The P -dependence of the function σ(x) in (17) determines the frame dependence of Φ when
viewed as a function of x. Φ(x) is regular at σ = 0 only for discrete energy eigenvalues E(P ), which turn out to have
the P -dependence required by Lorentz invariance.
The fact that the energy eigenvalues of the bound state equation (16) are boost covariant is a necessary but not
sufficient condition for the states to transform according to the boost operator U determined by the action,
U(ξ) |E,P , t〉 = ∣∣E′,P ′, t〉 (18)
where (E,P ) transforms into (E′,P ′) in the boost characterized by ξ. The boost property (18) of the states was
shown to hold in D = 1 + 1, and also in higher dimensions for the “collinear” configuration x1−x2 ‖ P in (15). This
boost covariance holds only for linear potentials (in any dimension). The covariance (18) remains to be demonstrated
for general x1 − x2.
6.2 Normalization
The normalization integral of the Dirac wave function diverges for a linear A0 potential [10]. In D = 1 + 1 Ψ(x) is
given by Confluent Hypergeometric functions and it is readily seen that |Ψ(x)|2 approaches a constant at large x.
According to (14) this means that the linear potential creates a constant density of virtual qq¯ pairs. Numerically
one may verify that Ψ(x) approximates the exponentially decreasing Airy function of the Schro¨dinger equation in the
non-relativistic region V (x) m, but then increases again at distances x where V (x) ' 2m.
The norm of the qq¯ wave function Φ of (16) similarly approaches a constant at large |x| [11]. Since the bound state
equation neglects string breaking the interpretation is analogous: |Φ(x)|2 gives the inclusive distribution of q and q¯
in the state. Pair production/annihilation may now be included iteratively. If A,B and C are states of the form (15),
the A→ B + C matrix element is found by contracting a field operator in B with one in C, giving
〈B,C|A〉 = − (2pi)
3
√
NC
δ3(PA − PB − PC)
∫
dδ1dδ2 e
iδ1·PC/2−iδ2·PB/2Tr
[
γ0Φ†B(δ1)ΦA(δ1 + δ2)Φ
†
C(δ2)
]
(19)
δ1
δ2
A
B
C
FIG. 1: The diagram for meson decay
A → B + C, given by (19). The qq¯
pair is created at distance δ1 from the
quark and δ2 from the antiquark of A.
where NC is the number of colors. As seen in Fig. 1 this matrix element resem-
bles a dual diagram. The boost covariance (18) ensures its Poincare´ invariance,
despite appearances. It remains to be demonstrated that such “unitarity cor-
rections” associate the large |x| components of Φ(x) with multimeson final
states, leaving single hadrons with normalizable wave functions.
6.3 Absence of parity doublets for any m 6= 0
The bound state equation (16) reflects the chiral symmetry of the action for
m = 0. If Φ(x) is a solution then so are γ5Φ(x) and Φ(x)γ5, with the same E.
The m = 0 states are thus parity degenerate. Nevertheless, the m 6= 0 solutions
are not parity degenerate even in the limit m → 0. As mentioned above, the
term m2/σ in (17) generally makes Φ(x) singular at σ = 0. The requirement
of (local) normalizability at σ = 0 gives a discrete energy spectrum, which is
not parity doubled for any finite m. For m = 0 the σ = 0 singularity is absent,
implying a continuous (in particular, parity degenerate) spectrum.
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FIG. 2: The parton distribution of the
ground state in D = 1+1, numerically
evaluated (blue dots) for fermion mass
m = 0.1 g in the region xBj < 0.1.
The dashed red curve is an analytic
approximation valid at small xBj .
In contrast, the Dirac wave function in (11) is regular at all x and so the Dirac
energy spectrum is continuous for any m when the potential eA0ext is linear
[12].
6.4 Electromagnetic form factors and DIS
Electromagnetic form factors may be defined using the bound states (15) as
asymptotic (t = ±∞) states,
FµAB(z) = 〈B(PB); t = +∞|jµ(z) |A(PA); t = −∞〉 (20)
where jµ(z) = ψ¯(z)γµψ(z). The bound state equation (16) for ΦA,B ensures
gauge invariance, ∂µF
µ
AB(z) = 0.
6The transition form factors γ∗A→ B describe (via duality) Deep Inelastic Scattering on target A, with MB →∞ in
the Bj limit. The quark distribution evaluated in D = 1 + 1 dimensions is shown in Fig. 2 for xBj < 0.1. The increase
for xBj → 0 indicates contributions from the qq¯ pairs in the target state.
7. Concluding remarks
First principles (Hamiltonian) approaches to QCD in the confinement regime deserve attention, notwithstanding
challenges like I, II, III recalled in Sect. 1. Striking features of the data (hadron spectra reflecting their valence quark
degrees of freedom, “atomic” quarkonium spectra, OZI rule, duality, . . . ) indicate a perturbative formulation. The
approach summarized above gives tentative answers to the three challenges (in Sects. 4, 6.3 and 5, respectively). The
startling feature of qq¯ wave functions with constant norm at large distances (before string breaking) enables duality
between bound states and scattering as well as the parton picture.
Many aspects of the O (α0s) “Born term” amplitudes remain to be explored, not to speak of higher order corrections.
The present approach will hopefully turn out to be relevant for hadron physics. It could also be useful for understanding
general properties of relativistic bound states. For example, the boost covariance (18) may reveal how angular
momentum, which is well-defined in the rest frame, manifests itself in the infinite momentum frame [13].
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