In this paper, we present a new method for the solution of state space systems using single term Haar wavelet series (STHWS) method. The effectiveness of this technique is demonstrated by using it to find discrete solutions for any length of time t. We begin by showing how the STHWS method applies to a state space system of differential equations and some examples are illustrated to prove the sufficiency of the method for state systems of differential equations. The method is more general and easy to implement for yielding accurate results.
Introduction
The purpose of this paper is to employ the single term Haar wavelet series (STHWS) method to state space systems of differential equations which are often encountered in many branches of electrical, electronics, physics, chemical and engineering. A variety of methods, exact, approximate and purely numerical are available for the solution of state system of differential equations. Most of these methods are computationally intensive because they are trial and error in nature, or need complicated symbolic computations. Recently, the Haar theory has been innovated and applied to various fields in sciences and engineering applications. In particular, Haar wavelets have been applied extensively for image processing, signal processing in communications and proved to be a useful mathematical tool. The pioneer work in system analysis via Haar wavelets was led by Chen Hui Hsiao [4] who first derived a Haar operational matrix for integrals of the Haar function vector and paved the way for the Haar analysis of the dynamic and control systems.
Chung [3] solved the state space model for linear control systems using the Fourier series expansion. He introduced the Fourier operational matrix of integration and applied computational algorithm to solve linear equations involved in the control problems. Palanisamy [11] introduced a new method for the analysis of optimal control linear singular systems through single-term Walsh series (STWS). Balachandran and Murugesan [1] applied STWS method for stable, unstable, singular and stiff systems. They observed that the method is suitable for singular systems. Marshall and Capehart [10] investigated the relationship between the solutions of state equations obtained by numerical computations of the matrix exponential AT e and the solutions obtained using standard numerical integration techniques.
Yahia and Barrio [16] obtained a numerical method to simplify state space models of thermal systems based on appropriate projection of the thermal field with illustrated examples. Kumar et al. [7] derived the state space realizations for the output feedback control of linear, high index differential algebraic equation systems that are not controllable at infinity and for which the control inputs appear explicitly in the underlying algebraic constraints.
A dynamic output feedback compensator is designed that yields a modified system for which the algebraic constraints are independent of the new control inputs and for this feedback modified system and then state space realization is derived. Feng Li and Peng Yung [5] explained a new method for establishing state equations, i.e., the branch replacement and augmented node voltage equations approach. They showed that the new approach is simple and easier for programming when compared with the conventional way of establishing state equations.
Lepik [9] discussed the numerical solution of ODE and PDE by using Haar wavelet techniques. He applied the new technique called the segmentation method and checked the applicability and efficiency of the method. Wu et al. [15] proposed preconditioned AOR iterative method for linear systems for solving the linear system Ax= b. They presented convergence and comparison results along with numerical examples. Blank and Krassnigg [2] studied the matrix algorithms for eigen values to solve homogeneous case of bound state equations and the solution of linear systems in the inhomogeneous case. The efficiency of matrix algorithm was demonstrated by solving the Bethe saltpeter equations. Sundarapandian [14] investigated the computational methods for calculating the canonical forms for linear control systems, computational methods for determining controllability and observability for linear control systems and also the computational methods for solving matrix equations.
Ghomanjani et al. [6] presented the Homotopy perturbation method to find the approximate solution of the optimal control of linear systems. They provided some examples with approximate solutions and verified the efficiency of the proposed method. Koyama et al. [8] analyzed a non-linear filter for non-linear /non-Gaussian state space models to approximate the states conditional mean and variance together with a Gaussian conditional distribution. They showed the estimation ability of the Laplace Gaussian Filter (LGF) by applying it to the problem of neural decoding. They also proved that the LGF can deliver superior results in a small fraction of the computing time. The numerical solutions of linear singular systems and time varying singular systems have been the subject of intense research activity in the past few years. In order to determine the numerical solutions of singular systems, many efforts have been taken to identify the suitable numerical techniques in literature [12] [13] [14] [15] [16] . The main aim of this paper is to determine the effectiveness of the method STHWS and to show the accuracy by applying to solve the state problems on differential equations. The STHWS method can be used to obtain both numerical and analytical solutions of state differential equations.
Haar Wavelet and STHWS Technique

Haar Wavelet Series
The orthogonal set of Haar wavelets   i h t is a group of square waves with magnitude of 1  in some intervals and zeros elsewhere. In general,
Any function y(t), which is square integrable in the interval [0,1) can be expanded in a Haar series with an infinite number of terms
where the Haar coefficients
are determined such that the following integral square error  is minimized
usually, the series expansion in (2) contains an infinite number of terms for a smooth y(t). If y(t) is a piecewise constant or may be approximated as a piecewise constant, then the sum in (2) will be terminated after m terms, that is
... 
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where the m-square matrix H is called the Haar matrix of integration which satisfies the following recursive formula [4]  
Some nice properties of Haar scaling function
(i) Orthogonality (a) Scaling functions:
(c)Scaling function and Wavelets:
(iii) Symmetry/Anti-Symmetry 
Lemma
When the product of two Haar wavelet matrices operate on Haar expansion coefficients of any square integrable function   f t , then it can be expressed as The reported advantage of recursive formulations of avoiding inverse of large matrices is of not much relevance today in the period of abundant cheap computing capability at-hand and the need for avoiding recursive computer implementations in general.
If   
Now, be expanding (6) by STHWS interval with
If the   u t expression on the series of
being the first term of single term Haar wavelet series, the following set of recursive relations has been obtained for the linear stiff systems with.
where
. the interval number.
 
x n give the discrete value of the state and n C give the block pulse values of the state to any length of time. The value m can be selected as large enough to increase the accuracy of the results.
Numerical Examples
Example
Let us consider
The exact solution is   
The discrete solution can be calculated using the recursive formula given by (7) and the exact solutions for different time t are calculated by using (8) . The exact and discrete solutions are compared and the error between them is analyzed in Table 1 and Table 2 . 
Let us consider x t x t
The discrete solution can be calculated using the recursive formula given by (7) and the exact solutions for different time t are calculated by using (9) . The exact and discrete solutions are compared and the error between them is analyzed in Table 3 and Table4. 
Conclusion
The STHWS method is a powerful tool which enables to find analytical solution in case of state system of differential equations. The method has been successfully applied to state system of differential equations. This method is better than numerical methods since it is free from rounding off error and does not require large computer power. In the present paper, the method yields a series solution which converges faster than the series obtained by the other methods. The numerical results obtained by STHWS method are compared with the analytical solutions. It is shown that the results are found to be in good agreement with each other. The present method is very convenient as it requires only simple computing systems, less computing time and less memory. The STHWS method is very simple and direct which provides the solutions for any length of time t. Since state systems of differential algebraic equations involve in many scientific and engineering applications such as circuit analysis, computer aided design, real time simulation of mechanical system, power systems and optimal control systems the STHWS method can be applied in solving such systems to provide useful numerical solutions.
