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11 Einleitung
Die Bedeutung des PID-Reglers in der regelungstechnischen Praxis kann
kaum überschätzt werden. Kein anderer Reglertyp besitzt eine derart ho-
he Verbreitung in regelungstechnischen Anwendungen. Als Beispiel nennt
[Åström und Hägglund 1995], dass in der Prozesstechnik 95% der Regelkrei-
se mit PID-Reglern geschlossen werden. Auch bei Einsatz höherer Regelver-
fahren (z. B. Modellprädiktive Regelung) tritt der PID-Regler häufig in den
hardwarenahen Regelkreisen als unterlagerter Regler auf, so dass der PID-
Regler als Brot und Butter der Regelungstechnik bezeichnet wird [Åström
und Hägglund 1995; Desborough und Miller 2002; Yu 1999].
Die Gründe für diesen Erfolg liegen in der Einfachheit und der Verständ-
lichkeit des PID-Regelgesetzes. Trotz der langjährigen Erfolgsgeschichte seit
den Anfängen der Regelungstechnik scheint es jedoch noch schwerwiegen-
de Probleme zu geben: Eine Untersuchung tausender Regelkreise in eini-
gen hundert Anlagen der Prozesstechnik [Ender 1993] zeigte, dass 30% der
installierten Regler im Handmodus (d. h. bei manueller Vorgabe der Stell-
größe) betrieben werden. Mindestens weitere 30% arbeiten besser im Hand-
modus als im automatischen Betrieb. [Ender 1993] sieht neben einer man-
gelhaften Ausstattung der Mess- und Stellglieder (unter- und überdimen-
sionierte Ventile, Hystereseeffekte, ungenügende Auflösung etc.) die Haupt-
ursache darin, dass die Reglerparameter schlecht eingestellt sind. Die Ar-
beit [Bialkowski 1996] untersuchte über 1000 Regelkreise in der Zellstoff-
und Papierindustrie: Ein Anteil von 80% der PID-geregelten Kreise lieferte
im Automatikmodus schlechtere Ergebnisse als im Handmodus. In 30% der
untersuchten Regelkreise ist nach [Bialkowski 1996] die Reglereinstellung
mangelhaft. Der Artikel [Desborough und Miller 2002] zeigt, dass sich an
dieser Situation bis zur heutigen Zeit nichts Wesentliches geändert hat.
1.1 Einstellverfahren für PID-Regler
Die Gründe für die Einstellprobleme liegen sicherlich nicht an einer zu ge-
ringen Anzahl von Einstellverfahren: Eine kaum zu überblickende Vielfalt
von Einstellverfahren ist in Aufsätzen technischer und mathematischer Zeit-
schriften, auf Konferenzen und in Büchern veröffentlicht worden. Übersich-
ten über existierende Einstellverfahren sind zum Beispiel in den Büchern
[Åström und Hägglund 2006; Datta u. a. 2000; Tan u. a. 1999] und im Auf-
satz [Cominos und Munro 2002] zu finden. In der Praxis werden - neben der
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Methode Versuch und Irrtum - am häufigsten Einstellregeln zur Auslegung
der Reglerparameter benutzt. Eine detaillierte Zusammenstellung nimmt
der Autor in [O'Dwyer 2003] vor: Er stellt dort eine stattliche Anzahl von
207 verschiedenen Einstellregeln zusammen, wobei allein im Zeitraum von
1993 bis 2002 143 neue Regeln veröffentlicht wurden. Die bekannteste der
Einstellregeln ist jedoch zugleich eine der ältesten: Die Einstellregel nach
Ziegler-Nichols [Ziegler und Nichols 1942].
Ein wesentlicher Grund für die Einstellprobleme in der Praxis ist, dass es
noch keine generelle Einstellmethode gibt, die unabhängig von der Anwen-
dung und den Entwurfskriterien zum Erfolg führt [Åström u. a. 1998; Ho
2003; Leli¢ und Gaji¢ 2000]. Heutige Einstellverfahren weisen folgende Ein-
schränkungen auf:
Beschreibung der Regelstrecke Ein Großteil der modellbasierten Ein-
stellverfahren erfordern eine Beschreibung der Regelstrecke durch ein vor-
gegebenes Modell (am häufigsten: stabiles Tu-Tg-Modell). Spezielle Verfah-
ren beschränken sich auf Sonderfälle wie integrierende oder instabile Stre-
cken. Selten sind Verfahren, welche die generelle Klasse aller linearen Sys-
teme (inklusive Totzeitsysteme, instabile und nichtminimalphasige Systeme
beliebiger Ordnung) zulassen [Ho 2003].
Entwurfskriterien Es existiert eine Vielzahl verschiedener Entwurfskri-
terien im Zeit- und Frequenzbereich (z. B. Stabilität, Einschwingzeit, Über-
schwingweite, Amplituden- und Phasenreserve, etc.). Heutige Einstellver-
fahren berücksichtigen meist nur ein oder wenige Kriterien beim Entwurf.
In der Praxis treten jedoch meist Anforderungen an mehrere Kriterien auf.
Weiterhin werden nicht die Spezifikationen berücksichtigt, die essentiell für
praktische Regelungsprobleme sind [Åström u. a. 1998].
Totzeitsysteme Regelstrecken, die eine Tot- oder Verzugszeit beinhalten,
stellen in der Klasse der linearen Systeme einen mathematisch anspruchs-
vollen Fall dar, der in der Praxis häufig anzutreffen ist. [Gorecki u. a. 1989]
nennt als Beispiele Transportprozesse, Walzvorgänge, biologische Populati-
onsmodelle, ökonomische Systeme, Computersteuerungen mit Zustandsbe-
obachtern, Fernsteuerungen und Verkehrsmodelle. Zusätzlich bringen Ak-
tuatoren, Sensoren und Netzwerke Totzeiten in Regelkreise ein und schaffen
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einen Bezug zu Kommunikations- und Informationstechnologien. Totzeitsys-
teme resultieren auch aus Anwendung verbreiteter Verfahren zur Modellre-
duktion.
Der Übersichtsartikel [Richard 2003] stellt als Problem von Kriterien, die
Aussagen (z. B. bzgl. Stabilität) für beliebige Werte der Totzeit treffen, ei-
ne unnötige Konservativität fest, weil Informationen über Totzeitintervalle
im Bereich der Ingenieurwissenschaften oft vorhanden sind. Verfahren zur
Totzeit-Approximation, mit denen Totzeitsysteme durch totzeitfreie linea-
re Systeme genähert werden, besitzen schwere Nachteile, so dass klassische
Reglerentwurfsverfahren für totzeitfreie Strecken nicht immer zuverlässig
angewendet werden können: Ein das approximierte System stabilisierender
Regler muss nicht notwendigerweise das ursprüngliche Totzeitsystem stabi-
lisieren. Weiterhin fehlt eine Orientierung zur Auswahl der Approximati-
onsordnung. Oft führt nur eine hohe Ordnung zu einer ausreichend zuver-
lässigen Näherung, was aber das Problem soweit verkomplizieren kann wie
eine direkte Anwendung nichtgenäherter Verfahren.
Robustheit Die große Mehrheit der Einstellverfahren berücksichtigt nur
einen nominellen Arbeitspunkt der Strecke, für den die Einstellung erfolgt.
Oft werden Strecken jedoch in verschiedenen Arbeitspunkten bzw. in konti-
nuierlichen Arbeitsbereichen betrieben. Um Regler zu entwerfen, die unter
solchen Umständen sicher und zuverlässig funktionieren, ist es wünschens-
wert, dass die Forderung an eine definierte Robustheit direkt und systema-
tisch in den Reglerentwurf einfließt. Unsicherheiten in den Parametern der
Regelstrecke stellen dabei einen besonders wichtigen Fall dar, weil Infor-
mationen über Parameterintervalle oft verfügbar sind. Bezüglich parametri-
scher Unsicherheiten gibt es zwar viele Analysemethoden, mit welchen die
Robustheit eines geschlossenen Regelkreises überprüft werden kann, jedoch
kaum systematische Methoden, bei denen die Unsicherheitsbeschreibung di-
rekt in den Entwurf mit einfließt [Datta u. a. 2000; Tan u. a. 1999]. Vor allem
fehlen nach [Bhattacharyya u. a. 1995, Seite xii] Methoden, mit welchen pa-
rametrische Unsicherheiten in nichtkonservativer Weise behandelt werden
können, gerade in Bezug auf Regler niederer Ordnung [Henrion und Ba-
chelier 2001]. Einen besonderen Fall stellen hier Unsicherheiten im Betrag
der Totzeit dar, der kaum in der Literatur behandelt wird, jedoch in vie-
len Anwendungsbereichen wie z. B. der Verfahrenstechnik hohe praktische
Relevanz besitzt.
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1.2 Das Parameterraumverfahren
Eine Methode zur robusten Einstellung von Reglern mit fester Struktur
stellt das Parameterraumverfahren dar [Ackermann u. a. 2002]. Es ermög-
licht den systematischen Entwurf eines Reglers, der simultan mehrere Ent-
wurfskriterien bezüglich einer Strecke mit parametrischen Unsicherheiten
robust erfüllt.
q1
q2
q−1 q
+
1
q−2
q+2
Q
Bild 1.1: Arbeitsbereich Q einer Strecke mit zwei unsicheren Parameter q1,
q2 und ausgewählte Repräsentanten (Kreuze)
Die Auslegung erfolgt in zwei Schritten: Im ersten Schritt, der Reglersyn-
these, werden aus dem Arbeitsbereich Q der Parameter Repräsentanten
ausgewählt, die möglichst das gesamte Spektrum des unsicheren Regelstre-
ckenverhaltens repräsentieren. Beispielsweise ist bei einer Strecke mit zwei
unsicheren Parametern und rechteckigem Arbeitsbereich oft die Wahl der
Eckpunkte sinnvoll (siehe Bild 1.1). Alle Repräsentanten definieren die Re-
gelstreckenfamilie G(s) als Menge von Regelstrecken Gi(s) mit jeweils festen
Parametern. Für jedes Gi(s) ∈ G(s) wird bezüglich jedes Einstellkriteriums
die Menge aller Reglerparameter ermittelt, die das Einstellkriterium erfüllt.
Die Schnittmenge dieser Mengen ergibt eine Kandidatenmenge, aus der ein
(z. B. zentral gelegener) Reglerparametersatz als Reglerkandidat ausgewählt
wird.
Der zweite Schritt dient zum Nachweis der Robustheit über das gesamte
Kontinuum des Arbeitsbereiches Q. Nun wird bei festgesetzten Reglerpa-
rametern für alle Kriterien jeweils die Menge aller Streckenparameter er-
mittelt, die das jeweilige Kriterium erfüllt. Liegt der Arbeitsbereich in der
Schnittmenge dieser Mengen, erfüllt der Reglerkandidat robust alle gewähl-
ten Einstellkriterien.
1.3 Ziele und Gliederung 5
Zentrale Teilaufgabe des Parameterraumverfahrens ist die Ermittlung der
kriterienerfüllenden Mengen in den zwei Parameterräumen des Reglers und
der Strecke. Für totzeitfreie lineare Strecken wird in [Ackermann u. a. 2002]
ein umfangreiches Repertoire an Einstellkriterien (Hurwitz-, Schur-, Γ- und
Θ-Stabilität) und Reglerstrukturen vorgestellt.
1.3 Ziele und Gliederung
Diese Arbeit realisiert in Theorie und Praxis den Reglerentwurfsschritt
des Parameterraumverfahrens zur Auslegung eines PID-Reglers in Bezug
auf eine allgemeine lineare, auch totzeitbehaftete Regelstrecke mit para-
metrischen Unsicherheiten. Ein derartiges Verfahren begegnet den in Ab-
schnitt 1.1 genannten Einschränkungen bestehender Entwurfsverfahren in
hohem Maße: Es ermöglicht die Auslegung eines PID-Reglers für alle linea-
ren Strecken (auch Totzeitstrecken, instabile und nichtminimalphasige Stre-
cken) und erzielt systematisch eine definierte Robustheit gegenüber parame-
trischen Unsicherheiten in Bezug auf die vorgegebenen Entwurfskriterien.
r PID(s) G(s) y
–
Bild 1.2: Einschleifiger Regelkreis aus PID-Regler und einer linearen Stre-
ckenfamilie G(s) mit Führungsgröße r und Regelgröße y
Konkret lautet die Aufgabenstellung: Gesucht ist ein fest eingestellter PID-
Regler mit der Übertragungsfunktion PID(s), der für den einschleifigen Re-
gelkreis aus Bild 1.2 bezüglich aller Elemente einer Streckenfamilie G(s)
vorgegebene Entwurfskriterien robust erfüllt.
Als Beschreibung der Streckenfamilie G(s) dient eine Menge allgemeiner,
auch totzeitbehafteter, linearer zeitkontinuierlicher SISO-Regelstrecken. De-
ren Übertragungsfunktion kann in der Form
G(s) :=
A(s)
R(s)
e−Ls (1.1)
6 Einleitung
dargestellt werden, wobei A(s) und R(s) Polynome sind und für den Tot-
zeitwert L ≥ 0 gilt. Im Folgenden wird vorausgesetzt, dass die Übertra-
gungsfunktion proper ist, was in Bezug auf Modelle technisch-physikalischer
Regelstrecken keine Einschränkung der Allgemeinheit darstellt.
Als Übertragungsfunktion eines realisierbaren PID-Reglers wird
PID(s) :=
kd s
2 + kp s+ ki
s (Tr s+ 1)
(1.2)
verwendet, in der durch ein Filter erster Ordnung mit der Zeitkonstante
Tr > 0 eine propere Übertragungsfunktion erreicht wird. Für Tr = 0 han-
delt es sich um einen idealen PID-Regler. Im Anhang A.2 auf Seite 126 ist
eine Transformation angegeben, mit der sich (1.2) äquivalent in die häufiger
gebrauchte Form
PID ′(s) := KR
(
1 +
1
Tn s
+
Tv s
Tr s+ 1
)
(1.3)
umformen lässt, bei der ausschließlich der D-Anteil gefiltert wird.
Im Kapitel 2 wird zuerst für eine allgemeine lineare Regelstrecke G(s) das
Gebiet aller stabilisierenden Reglerparameter im Raum (ki,kp,kd) ermittelt.
Für Totzeitstrecken beruht die Lösbarkeit der Aufgabe auf bestimmten Ei-
genschaften der Wurzeln der charakteristischen Funktion des Regelkreises.
Nach einer kurzen Einführung in die Methode der D-Dekomposition wird
diese dazu verwendet, zunächst für ein festes kp die stabilen Gebiete in der
(kd,ki)-Ebene zu ermitteln. Wie die Wahl fester Werte für kp erfolgt, klärt
der folgende Abschnitt 2.4, der verschiedene Verfahren zur Bestimmung ge-
eigneter kp kombiniert. Der letzte Abschnitt 2.5 klärt den Spezialfall, dass kp
bestimmte ausgezeichnete Werte einnimmt, bei denen die stabilen Polygone
in der (kd,ki)-Ebene zu Strecken degenerieren.
Das Kapitel 3 zeigt anschließend, wie andere Entwurfskriterien auf die in
Kapitel 2 behandelte Stabilisierungsfrage zurückgeführt werden können. Es
werden Transformationen der Regelstrecken sowohl in Bezug auf Anforde-
rungen an die Pollagen (wie z. B. Sigma-Stabilität) als auch auf Anforderun-
gen an Frequenzgangskriterien (z. B. Phasenreserve) vorgestellt. Mit Hilfe
dieser Transformationen können die dort behandelten Entwurfskriterien mit
den Methoden aus Kapitel 2 in einen transformierten Reglerparameterraum
(k′i,k
′
p,k
′
d) abgebildet werden. Durch die zugehörige Rücktransformation er-
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hält man das gesuchte Gebiet im Raum (ki,kp,kd), welches das betrachtete
Entwurfskriterium erfüllt.
Kapitel 4 setzt die vorgestellten methodischen Ergebnisse in die Praxis um:
Einerseits stellt der Abschnitt die MATLAB-Toolbox PIDrobust vor, die
im Rahmen der vorliegenden Dissertation entstanden ist. Sie implementiert
alle in den vorhergehenden Kapiteln hergeleiteten Methoden und stellt sie
dem Anwender komfortabel über eine graphische Bedienoberfläche zur Ver-
fügung. Andererseits wird gezeigt, wie mit PIDrobust ein robuster PID-
Regler für eine pH-Wert-Regelstrecke ausgelegt wird, der simultan verschie-
dene Entwurfskriterien unter Einfluss von Parameterunsicherheiten erfüllt.
Messungen am Laborversuch zeigen, dass der systematisch ausgelegte PID-
Regler zu einem überzeugenden Führungs- und Störungsverhalten des ge-
schlossenen Regelkreises führt.
Neben einer Zusammenfassung gibt Kapitel 5 einen kurzen Ausblick auf wei-
tere Forschungsthemen und Ergänzungen, die sich sinnvoll an die erzielten
Ergebnisse anschließen.
Detaillierte Angaben zu Quellen und Literatur erfolgen innerhalb aller Ka-
pitel jeweils nach der Einführung neuer Inhalte und Themen an geeigneten
Stellen (z. B. Abschnitte 2.3.3, 2.4.3, . . .).
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2 Die Menge aller stabilisierenden PID-Regler
Dieses Kapitel behandelt die Ermittlung der Menge aller stabilisierenden
Reglerparameter im Raum (ki,kp,kd) für einen geschlossenen einschleifigen
Regelkreis, der aus einer linearen Strecke und einem PID-Regler in idealer
Form besteht (siehe Bild 2.1).
r ki + kp s+ kd s2
s
A(s)
R(s)
e−Ls y
–
Bild 2.1: Einschleifiger Regelkreis mit PID-Regler und linearer Regelstrecke
mit Führungsgröße r und Regelgröße y
Die charakteristische Funktion der Anordnung ist
P (s) :=
(
ki + kp s+ kd s2
)
A(s) + Bˆ(s) , (2.1)
mit
Bˆ(s) := B(s) eLs , (2.2)
der konstanten Totzeit L ≥ 0 und den Polynomen
A(s) := a0 + a1 s+ . . .+ am sm, am 6= 0 , (2.3)
B(s) := sR(s) = b0 + b1 s+ . . .+ bn sn, bn 6= 0 . (2.4)
Die Koeffizienten ai und bi werden als reellwertig angenommen. Weiterhin
seien A(s) und B(s) teilerfremd, d. h. A(s) und B(s) besitzen keine gemein-
same Wurzeln.
Die Differenz l der Polynomgrade von B(s) und A(s) wird folgendermaßen
eingeführt:
l := degB(s)− degA(s) = n−m (2.5)
Im Folgenden werden totzeitfreie Regelstrecken mit L = 0 und Totzeitregel-
strecken mit L > 0 möglichst im gleichen Rahmen behandelt. Alle Ergeb-
nisse gelten für beide Fälle, soweit nichts anderes angegeben ist.
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Bemerkung 2.1 Die Herleitung in diesem Kapitel bezieht sich auf einen
idealen PID-Regler. Soll ein realisierbarer PID-Regler nach (1.2) mit
Tr > 0 ausgelegt werden, wird der Filterterm 1+Tr s im Nennerpolynom
R(s) berücksichtigt und Tr vorab so festgelegt, dass der zusätzliche Pol
gegenüber den Regelstreckenpolen nicht dominant ist.
Bemerkung 2.2 Obwohl für den in Bild 2.1 dargestellten Regelkreis
b0 = 0 gilt, wird ein von Null verschiedenes b0 zugelassen. Wie sich in
Kapitel 3 zeigen wird, können durch Transformation der Polynome A(s)
und B(s) andere Entwurfskriterien auf den hier behandelten Stabilitäts-
fall zurückgeführt werden. Durch diese Transformationen kann ein b0 6= 0
entstehen. Daneben können mit dieser Methode auch andere lineare Re-
gelgesetze mit drei Einstellparametern behandelt werden, die zu einer
charakteristischen Funktion in der Form (2.1) mit b0 6= 0 führen.
2.1 Die Wurzeln der charakteristischen Funktion
Bei totzeitfreien Systemen stellt die charakteristische Funktion (2.1) ein Po-
lynom in s dar. Polynome besitzen nach dem Fundamentalsatz der Algebra
eine endliche Anzahl komplexer Wurzeln, welche mit der Polynomordnung
identisch ist.
Diese einfachen Zusammenhänge gelten für Totzeitsysteme mit L 6= 0 nicht
mehr. In diesem Fall ist (2.1) vom Typ eines Quasipolynoms (auch exponen-
tielles Polynom genannt), das eine unendliche Anzahl von Wurzeln besitzt
Es stellt sich die Frage, wie diese unendliche Anzahl handhabbar gemacht
werden kann.
Nach den Monographien [Bellman und Cooke 1963; El'sgol'ts und Norkin
1973] verhalten sich die Wurzeln großen Betrags sehr regelmäßig und nä-
hern sich asymptotisch einfach zu berechnenden Wurzelketten an, so dass
eine systematische und nicht-approximierte Behandlung der Totzeitsysteme
möglich wird. Die Wurzelketten als asymptotischer Ort der Wurzeln großen
Betrags in der s-Ebene treten in drei unterschiedlichen Typen auf:
• Retardierte Wurzelkette (retarded root chain): Diese Wurzelkette er-
streckt sich tief in die linke s-Halbebene.
• Neutrale Wurzelkette (neutral root chain): Diese Wurzelkette liegt voll-
ständig in einem zur imaginären Achse parallelen Streifen.
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• Voreilende Wurzelkette (advanced root chain): Diese Wurzelkette er-
streckt sich tief in die rechte s-Halbebene.
Das einfache Quasipolynom (2.1) dieser Aufgabenstellung mit reellen Koef-
fizienten besitzt ein einzelnes Paar konjugiert komplexer Wurzelketten. Falls
l > 2 ist dieses Paar vom retardierten Typ, falls l = 2 vom neutralen Typ
und falls l < 2 vom voreilenden Typ.
Offensichtlich kann ein stabiles Quasipolynom keine Wurzelkette vom vor-
eilenden Typ besitzen. Diese Feststellung deckt sich mit der in [Pontryagin
1955] aufgestellten Bedingung, dass eine notwendige Stabilitätsbedingung
die Existenz des sogenannten Hauptterms des Quasipolynoms betrifft, wel-
che für l ≥ 2 erfüllt ist. Diese Einschränkung der Graddifferenz der Polyno-
me B(s) und A(s) wird für den weiteren Verlauf der Arbeit vorausgesetzt.
Im Fall einer retardierten Wurzelkette sind die Wurzeln großen Betrages
nicht stabilitätskritisch, weil sie tief in der linken s-Halbebene liegen. Wie
in den folgenden Abschnitten hergeleitet und im Satz 2.13 auf Seite 33
festgehalten wird, tragen diese Wurzeln nicht zum exakten Stabilitätsgebiet
bei, so dass nur eine endliche Anzahl von Stabilitätsgrenzen der Wurzeln
niedrigen Betrags betrachtet werden muss.
Bei Quasipolynomen mit einer neutralen Wurzelkette wird sich zeigen, dass
in bestimmten Fällen auch die Wurzeln großen Betrages zum exakten Stabi-
litätsgebiet beitragen. Durch die Regelmäßigkeit der Wurzeln auf der Wur-
zelkette gelingt es jedoch, das exakte Stabilitätsgebiet mit einer konserva-
tiven Untermenge und einer Obermenge einzugrenzen, so dass eine belie-
big genaue Approximation des exakt stabilen Gebietes berechnet werden
kann. Es gibt jedoch auch Fälle neutraler Systeme, in denen das exakte Sta-
bilitätsgebiet von einer endlichen Anzahl von Stabilitätsgrenzen bestimmt
wird. Diese beiden Fälle werden durch Satz 2.16 auf Seite 39 präzise erfasst.
Bemerkung 2.3 Die Beschränkung auf Regelstrecken mit l ≥ 2 erfolgt
bei Totzeitsystemen wie dargelegt auf Grund der Stabilisierbarkeit. In
dieser Arbeit wird auch für totzeitfreie Systeme diese Einschränkung
getroffen, weil mit l < 2 die Übertragungsfunktion des aufgeschnittenen
Regelkreises improper ist und damit kaum praktische Relevanz besitzt.
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2.2 Die Methode der D-Dekomposition
Die Grundlage der in dieser Arbeit verfolgten Methode zur Ermittlung sta-
biler Gebiete im Raum der Reglerparameter (ki,kp,kd) liegt darin, dass sich
die Wurzeln der charakteristischen Funktion bei einer stetigen Änderung
der Parameter ki, kp oder kd in stetiger Weise verändern. In [El'sgol'ts und
Norkin 1973] wird gezeigt, dass diese Tatsache auch für Quasipolynome mit
konstanter Totzeit L > 0 gilt.
Auf der Stetigkeit der Wurzeln beruht die Methode der D-Dekomposition,
welche den Parameterraum in Gebiete mit einer konstanten Anzahl instabi-
ler Wurzeln in der geschlossenen rechten s-Halbebene aufteilt [El'sgol'ts und
Norkin 1973; Porter 1968; iljak 1969]. Weil im Rahmen dieser Aufgaben-
stellung nur stabile Gebiete von Interesse sind, die keine instabilen Wurzeln
aufweisen, wird die D-Dekompositionsmethode um die Bestimmung inne-
rer Gebiete ergänzt. Die Ermittlung der stabilen Gebiete erfolgt dann mit
folgenden Schritten:
• Bestimmung aller Wurzelgrenzen, an denen sich im Raum der Para-
meter die Stabilitätseigenschaft möglicherweise ändert.
• Bestimmung der stabileren oder instabilen Seite der Wurzelgrenzen.
• Bestimmung innerer Gebiete: Teilgebiete, die von Wurzelgrenzen be-
grenzt werden, deren stabilere Seiten nach Innen weisen, werden als
innere Gebiete markiert.
• Bestimmung stabiler Gebiete: Jedes innere Gebiet wird an einem in-
neren Punkt auf Stabilität überprüft.
In den beiden folgenden Abschnitten werden die Teilschritte des Verfahrens
genauer erläutert.
2.2.1 Finite und infinite Wurzelgrenzen
Notwendige und hinreichende Bedingung für asymptotische Stabilität des
linearen zeitkontinuierlichen Regelkreises ist, dass
• alle Wurzeln der charakteristischen Funktion in der offenen linken s-
Halbebene liegen, und
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• bei Totzeitsystemen sich die Wurzeln großen Betrags nicht asympto-
tisch der imaginären Achse annähern [El'sgol'ts und Norkin 1973].
Zu beachten ist, dass ein Pol s∞ mit |s∞| = ∞ zur Instabilität des Regel-
kreises führt, weil dieser Pol nicht in der offenen linken s-Halbebene liegt.
In Bezug auf diese Stabilitätskriterien wird eine Wurzelgrenze als der geo-
metrische Ort im Raum der Parameter definiert, an dem sich die Stabilität
der charakteristischen Funktion möglicherweise ändert:
Definition 2.1 (Wurzelgrenzen)
Eine Wurzelgrenze in einem Parameterraum ist der geometrische Ort, bei
dem
• mindestens eine Wurzel der charakteristischen Funktion auf der ima-
ginären Achse liegt, oder
• der Betrag einer Wurzel gegen Unendlich strebt (bei totzeitfreien Sys-
temen), oder
• der Realteil der Wurzeln großen Betrages gegen Null strebt (für Tot-
zeitsysteme).
Bewegt sich die zugehörige Wurzel bei einer Überquerung der Wurzelgrenze
von der rechten in die linke s-Halbebene, wird die Seite des Ausgangspunk-
tes der Überquerung als instabile Seite der Wurzelgrenze bezeichnet. Die
stabilere Seite ist die der instabilen gegenüberliegende Seite.
Bei einer finiten Wurzelgrenze liegt die zugehörige Wurzel auf der imagi-
nären Achse an der Stelle sη = jωη mit ωη ∈ R. Die Wurzelgrenze wird als
reelle Wurzelgrenze RRB (real root boundary) bezeichnet, falls ωη = 0, und
als komplexe Wurzelgrenze CRB (complex root boundary), falls ωη 6= 0. Bei
einer infiniten Wurzelgrenze IRB (infinite root boundary) strebt der Betrag
der zugehörigen Wurzel gegen Unendlich (totzeitfreie Systeme) bzw. strebt
der Realteil der zugehörigen Wurzelkette gegen Null (Totzeitsysteme).
Man beachte, dass die stabilere Seite nicht notwendigerweise stabil ist. Es
trifft jedoch zu, dass die stabilere Seite eine geringere Anzahl instabiler
Wurzeln in der rechten s-Halbebene besitzt.
Im Rahmen dieser Arbeit wird eine Wurzelgrenze stets als Ungleichung an-
geben, die von Punkten auf der stabileren Seite erfüllt wird.
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innere Gebiete
Bild 2.2: Innere Gebiete einer zweidimensionalen Parameterebene. Die in-
stabile Seiten der Wurzelgrenzen sind schattiert.
Bemerkung 2.4 Eine Wurzelgrenze besitzt nicht zwingend eine stabile-
re und eine instabile Seite. Es ist möglich, dass bei einer Überquerung der
Wurzelgrenze im Parameterraum die entsprechende Wurzel die imaginäre
Achse berührt und nicht überquert. Derartige Wurzelgrenzen treten im
Abschnitt 2.5 auf und werden dort als Doppelwurzelgrenzen eingeführt.
2.2.2 Stabile und innere Gebiete
Sind für einen Parameterraum alle Wurzelgrenzen berechnet und aufgestellt,
teilen diesen den Raum in verschiedene Gebiete ein. Mit folgender Definition
werden innere Gebiete eingeführt (siehe auch Bild 2.2):
Definition 2.2 (Inneres Gebiet)
Besitzt ein Gebiet des Parameterraums ausschließlich Begrenzungen, deren
stabilere Seiten ins Innere des Gebietes weisen, wird das Gebiet als inneres
Gebiet bezeichnet.
Offensichtlich ist jedes stabile Gebiet auch ein inneres Gebiet, wobei die
Umkehrung dieser Aussage nicht gilt. Zur Ermittlung aller stabilen Gebiete
genügt es jedoch, jedes innere Gebiet an einem beliebigen Probepunkt aus
dem inneren Gebiet auf Stabilität zu überprüfen. Die Stabilitätsüberprü-
fung kann mit einem klassischen linearen Stabilitätskriterium (z. B. Routh-
/Hurwitz-Kriterium für totzeitfreie Systeme, Nyquist-Kriterium für Totzeit-
systeme) erfolgen.
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2.3 Das Stabilitätsgebiet in der (kd,ki)-Ebene
Die Aufgabe, das Stabilitätsgebiet im Raum (ki,kp,kd) zu ermitteln, wird
sinnvollerweise in zwei Teilaufgaben zerlegt. In diesem Abschnitt wird das
Teilproblem gelöst, das Stabilitätsgebiet in der (kd,ki)-Ebene für ein gege-
benes festes kp aufzustellen. Im darauf folgenden Abschnitt 2.4 wird die
zweite Teilaufgabe behandelt: Die Auswahl geeigneter Werte für kp, die zu
einem stabilen Gebiet in der (kd,ki)-Ebene führen.
Der Vorteil dieser Vorangehensweise ist, dass nur in der (kd,ki)-Ebene alle
Wurzelgrenzen Geraden darstellen - in allen anderen Ebenen stellen die
Wurzelgrenzen im allgemeinen Kurven dar. Geraden sind rechentechnisch
deutlich einfacher zu handhaben (z. B. Berechnung von Schnittpunkten).
Weiterhin teilt eine endliche Anzahl von Geraden als Wurzelgrenzen die
(kd,ki)-Ebene in konvexe Polygone als Teilgebiete ein, die ebenso einfach
rechentechnisch behandelt werden können.
2.3.1 Finite Wurzelgrenzen in der (kd,ki)-Ebene
Um das stabile Gebiet in der (kd,ki)-Ebene zu ermitteln, werden zunächst
alle finiten Wurzelgrenzen in der (kd,ki)-Ebene für ein festes kp aufgestellt,
die zu einer Wurzel s = jωη der charakteristischen Funktion (2.1) mit ωη ∈ R
führen.
2.3.1.1 Die Funktionen f(ω) und g(ω)
Wie sich zeigen wird, beruht die Berechnung der komplexen Wurzelgrenzen
(CRBs) auf folgenden Hilfsfunktionen f(ω) und g(ω).
Definition 2.3 (Funktionen f(ω) und g(ω))
Die Funktion f(ω) lautet
f(ω) := f1(ω) sin(ωL) + f2(ω) cos(ωL) (2.6)
mit
f1(ω) :=
−RARB − IAIB
ω(R2A + I
2
A)
, f2(ω) :=
IARB −RAIB
ω(R2A + I
2
A)
,
wobei R und I den Real- bzw. Imaginärteil von A und B bei s = jω be-
zeichnen.
Die Funktion g(ω) ist
g(ω) := ω (−f2(ω) sin(ωL) + f1(ω) cos(ωL)) . (2.7)
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Bezüglich bestimmter Grenzwerte von f(ω) sind folgende Aussagen möglich:
Hilfssatz 2.4 (Grenzwerte von f(ω))
Es gilt
lim
ω→0
f(ω) =
a1b0 − a0b1 − a0b0L
a20
, falls a0 6= 0 , (2.8)
lim
ω→∞ f(ω) =
am−1bn − ambn−1
a2m
, falls L = 0 und l = 2 , (2.9)
lim
ω→∞ |f(ω)| =∞ , falls L 6= 0 (2.10)
Beweis.
1. Für den Beweis des ersten Grenzwertes wird zuerst der Fall b0 = 0
betrachtet. Weil a0 reell ist, kann in diesem Fall im Zähler von f1(ω)
und f2(ω) ein ω ausgeklammert und mit ω im Nenner gekürzt werden.
Folglich ist limω→0 f1(ω) und limω→0 f2(ω) für a0 6= 0 eine endliche
Konstante und es gilt
lim
ω→0
f(ω) = lim
ω→0
f2(ω) =
a1b0 − a0b1
a20
, (2.11)
was sich mit der Behauptung deckt.
Gilt b0 6= 0, kann nur in f2(ω) ein ω gekürzt werden und der Betrag
von f1(ω) strebt bei Annäherung an die Null gegen unendlich. Teilt
man f1(ω) in Zähler- und Nennerpolynom als f1(ω) =
f1z(ω)
f1n(ω)
, gilt
lim
ω→0
(f1(ω) sin(ωL)) = lim
ω→0
f1z(ω) sin(ωL)
f1n(ω)
. (2.12)
Im letzten Ausdruck streben Zähler und Nenner gegen Null, so dass
die Regel von l'Hospital angewendet werden kann.
lim
ω→0
f1z(ω) sin(ωL)
f1n(ω)
= lim
ω→0
f ′1z(ω) sin(ωL) + f1z(ω)L cos(ωL)
f ′1n(ω)
(2.13)
Für ω → 0 strebt f ′1z(ω) gegen eine Konstante, f1z(ω) gegen −a0b0
und f ′1n(ω) gegen a
2
0. Folglich gilt für den Grenzwert
lim
ω→0
(f1(ω) sin(ωL)) =
−a0b0L
a20
, (2.14)
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der existiert für a0 6= 0. Summiert mit limω→0 f2(ω) aus (2.11) ergibt
sich der Gesamtausdruck für limω→0 f(ω).
2. Im Fall l = 2 ist der Grad von IARB und RAIB jeweils n + m − 1.
Folglich ist der Grad des Zählers von f2(ω) n+m−1 und der höchste
Koeffizient lautet am−1bn−ambn−1. Der Grad des Nenners von f2(ω)
ist 2m + 1, der höchste Koeffizient lautet a2m. Der relative Grad der
rationalen Funktion ist für l = n − m = 2 also Null, so dass f2(ω)
für ω →∞ gegen eine Konstante strebt, die sich aus dem Quotienten
der höchsten Koeffizienten von Zähler und Nenner ergibt. Weil im Fall
L = 0 gilt f(ω) = f2(ω), folgt daraus die Behauptung.
3. Falls l gerade ist, ist der relative Grad von f1(ω) l− 1 und von f2(ω)
l−2. Falls l ungerade ist, ist der relative Grad von f1(ω) l−2 und von
f2(ω) l − 1. f(ω) kann dann für L 6= 0 in folgender Form dargestellt
werden:
f(ω) =
{− bnam jlωl−1 sin(ωL) +O (ωl−2) , falls l gerade,
− bnam jl−1ωl−1 cos(ωL) +O
(
ωl−2
)
, falls l ungerade.
(2.15)
Für ω → ∞ strebt der Betrag des Ausdruckes in (2.15) und damit
|f(ω)| gegen Unendlich. 
Bemerkung 2.5 Für die Fälle L = 0 und l > 2 ist der Grenzwert
limω→∞ f(ω) nicht in knapper Weise darstellbar. Gilt beispielsweise l = 4
und am−1bn − ambn 6= 0, läuft der Betrag von f(ω) gegen Unendlich.
Gilt jedoch am−1bn − ambn = 0, konvergiert der Grenzwert gegen einen
festen Wert. Der Grenzwert kann jedoch in allen Fällen durch eine Par-
tialbruchzerlegung von (2.6) gewonnen werden.
Im weiteren Verlauf sind folgende Ausdrücke für g(ω) und für die Ableitung
von f(ω) zur Auswertung bei großen Frequenzen ω nützlich.
g(ω) =
{− bnam jlωl cos(ωL) +O(ωl−1), falls l gerade,
bn
am
jl−1ωl sin(ωL) +O(ωl−1), falls l ungerade.
(2.16)
f ′(ω) =
{− bn(l−1)am jlωl−2 cos(ωL) +O(ωl−3), falls l gerade,
bn(l−1)
am
jl−1ωl−2 sin(ωL) +O(ωl−3), falls l ungerade.
(2.17)
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2.3.1.2 Singuläre Frequenzen
Auf dem Weg zur Ermittlung der komplexen Wurzelgrenzen spielen soge-
nannte singuläre Frequenzen eine wichtige Rolle. Sie sind wie folgt definiert:
Definition 2.5 (Singuläre Frequenzen)
Gegeben sei ein kp ∈ R, das kein Extremum von f(ω) mit ω ∈ [0 ;∞)
ist. Falls A(s) eine Nullstelle jωj mit ωj ∈ R+ besitzt, sei zusätzlich kp 6=
limω→ωj f(ω), falls dieser Grenzwert existiert. Die singulären Frequenzen
sind dann die reellen positiven Lösungen ωη der Gleichung
f(ω) = kp (2.18)
mit f(ω) aus (2.6). Die singulären Frequenzen werden in Bezug auf das
Vorzeichen der ersten Ableitung von f(ω) in die Mengen Ω+ und Ω− wie
folgt gruppiert:
Ω+ := {ωη |ωη > 0 ∧ f(ωη)− kp = 0 ∧ f ′(ωη) > 0}, (2.19)
Ω− := {ωη |ωη > 0 ∧ f(ωη)− kp = 0 ∧ f ′(ωη) < 0}. (2.20)
Die Vereinigungsmenge Ω := Ω+ ∪Ω− wird als Menge aller singulären Fre-
quenzen bezeichnet.
Folgende Beispiele veranschaulichen die singulären Frequenzen in ihrer Be-
ziehung zu einem Graphen von f(ω).
Beispiel 2.1
Man betrachte folgende totzeitfreie Regelstrecke:
A(s) := −0.5 s4 − 7 s3 − 2 s+ 1
Bˆ(s) := s7 + 11 s6 + 46 s5 + 95 s4 + 109 s3 + 74 s2 + 24 s
(2.21)
Die singulären Frequenzen für kp = 1 (vgl. Bild 2.3) sind
Ω+ = {0,4078; 0,9032} ,
Ω− = {0,6006; 2,9371} . (2.22)
Beispiel 2.2
Man betrachte folgende Totzeitstrecke:
A(s) := 1
Bˆ(s) := (s3 + s2 + s) es
(2.23)
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Bild 2.3: f(ω) und die singulären Frequenzen ωη, η = 1,2,3,4 für kp = 1,
Beispiel 2.1
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Bild 2.4: f(ω) und die singulären Frequenzen ωη, η = 1,2, . . . ,5 für kp = 0,
Beispiel 2.2
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Die singulären Frequenzen für kp = 0 (vgl. Bild 2.4) sind
Ω+ = {0,6763; 4,9212; 11,0863; . . .} ,
Ω− = {2,1171; 7,9806; . . .} .
Die singulären Frequenzen besitzen in Bezug auf die Ermittlung des stabilen
Gebietes in der (kd,ki)-Ebene folgende Eigenschaften:
Hilfssatz 2.6 (Eigenschaften singulärer Frequenzen)
Folgende Aussagen treffen zu:
1. Die Mengen Ω, Ω+ und Ω− können in der Form {ω1,ω2, . . . ,ωη, . . .}
mit ωη+1 > ωη sortiert aufgestellt werden. (Im Folgenden wird davon
ausgegangen, dass die Mengen Ω, Ω+ und Ω− in dieser Weise sortiert
sind.)
2. Die Mengen Ω+, Ω− sind verschränkt: Falls Ω = {. . . ,ωη,ωη+1, . . .}
und ωη ∈ Ω+, dann ωη+1 ∈ Ω−, und umgekehrt.
3. Für totzeitfreie Systeme (L = 0) sind die Mengen Ω, Ω+ und Ω−
endlich, für Totzeitsysteme (L 6= 0) unendlich.
4. Falls sj = jωj mit ωj > 0 eine Wurzel von A(s) auf der imaginären
Achse ist, dann ist ωj keine singuläre Frequenz, also ωj /∈ Ω. Falls
ωη ∈ Ω, dann ist sη = jωη keine Wurzel von A(s).
Beweis. Der Beweis erfolgt an Hand der graphischen Lösung der Bedingung
(2.18). Falls f(ω) über ω dargestellt wird (siehe z. B. Bild 2.3 oder 2.4), sind
die singulären Frequenzen für ein festes kp die Abszissen, an denen f(ω) den
Wert kp annimmt.
1. Setzt man wie in Definition 2.5 voraus, dass kp kein Extremum von
f(ω) mit ω ∈ [0,∞) ist, sind alle Lösungen einfach, und die in der
Behauptung formulierten Sortierungen können in eindeutiger Weise
durchgeführt werden.
2. f(ω) ist stetig für alle ω ∈ R+, möglicherweise mit Ausnahme von
Polstellen ωj , falls jωj mit ωj > 0 eine Wurzel von A(s) ist. Diese Pol-
stellen sind jedoch geradzahliger Ordnung, so dass f(ω) bei Annähe-
rung an die Polstellen von beiden Seiten mit identischer Richtung ge-
gen Unendlich strebt. Mit der Definition der Mengen in Definition 2.5
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und den genannten Voraussetzungen zur Wahl von kp folgt daraus die
zweite Behauptung.
3. Bei totzeitfreien Systemen stellt f(ω) eine rationale Funktion in ω dar,
ebenso ist f(ω) − kp für jedes feste kp ∈ R eine rationale Funktion,
die eine endliche Anzahl von Nullstellen besitzt. Diese Nullstellen sind
identisch mit den in Definition 2.5 definierten singulären Frequenzen.
Bei Totzeitsystemen betrachtet man (2.15) bei großen Frequenzen ω.
Weil l ≥ 2 gilt, strebt f(ω) bei großen Frequenzen piL -periodisch ge-
gen ±∞. Folglich nimmt f(ω) für jedes feste kp den Wert kp für eine
unendliche Zahl unterschiedlicher Frequenzen ωη an, so dass die Men-
gen Ω, Ω+ und Ω− im Fall L 6= 0 jeweils eine unendliche Zahl von
Elementen besitzen.
4. Ist sj = jωj mit ωj ∈ R+ eine Wurzel von A(s) auf der imaginären
Achse, existiert im Regelfall der Grenzwert limω→ωj f(ω) nicht. Nach
(2.18) gilt damit ωj /∈ Ω. Im Sonderfall eines existierenden Grenzwer-
tes ist in Definition 2.5 vorausgesetzt, dass kp 6= limω→ωj f(ω), so dass
auch in diesem Fall ωj /∈ Ω gilt.
2.3.1.3 Satz über die finiten Wurzelgrenzen in der (kd,ki)-Ebene
Nach der Einführung der singulären Frequenzen und der Beschreibung ihrer
Eigenschaften können jetzt alle finiten Wurzelgrenzen in der (kd,ki)-Ebene
aufstellt werden. Die finiten Wurzelgrenzen werden kompakt von folgendem
Satz beschrieben.
Satz 2.7 (Finite Wurzelgrenzen)
Gegeben sei ein geschlossener Regelkreis mit der charakteristischen Funktion
(2.1). Die finiten Wurzelgrenzen in der (kd,ki)-Ebene sind die Geraden
• ki > − b0a0 , falls a0 6= 0 und kp > f0 (RRB),
• ki < − b0a0 , falls a0 6= 0 und kp < f0 (RRB),
• ki < ω2ηkd + g(ωη) für jedes ωη ∈ Ω+ (CRB),
• ki > ω2ηkd + g(ωη) für jedes ωη ∈ Ω− (CRB)
mit der in (2.7) definierten Funktion g(ω) und dem Grenzwert f0 :=
limω→0 f(ω), der existiert, falls a0 6= 0.
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Beweis. Zuerst werden diejenigen Parameterwerte für kd und ki gesucht,
bei denen P (s) eine Wurzel im Ursprung besitzt. Anschließend werden die-
jenigen Parameterwerte berechnet, bei denen P (s) eine Wurzel auf der ima-
ginäre Achse an einer Stelle jω, ω 6= 0 aufweist.
1. Die Bedingung für eine Wurzel im Ursprung ist
P (0) = kiA(0) +B(0) = 0 , (2.24)
die eine endliche Lösung
ki = − b0
a0
(2.25)
und damit eine RRB besitzt, falls a0 6= 0.
Um die stabilere Seite einer RRB zu bestimmen, wird die RRB-
Bedingung P (s) = 0 implizit nach ki differenziert. Hierzu wird die ana-
lytische Funktion P (s) als Funktion P (s(ki),ki) aufgefasst, die Glei-
chung P (s(ki),ki) = 0 mit Hilfe der Kettenregel nach ki differenziert
und nach dem gesuchten Partial ∂s∂ki aufgelöst. Dadurch erhält man
∂s
∂ki
= − A(s)
P ′(s)
. (2.26)
Für Punkte auf der RRB gilt s = 0 und ki = − b0a0 , so dass sich
folgender reellwertiger Ausdruck ergibt
∂s
∂ki
∣∣∣∣
RRB
= − a
2
0
kpa20 + a0b1 − a1b0 + b0a0L
, (2.27)
der die Bewegung der Wurzeln bei Veränderung von ki beschreibt.
Nach Hilfssatz 2.4 auf Seite 15 gilt
f0 := lim
ω→0
f(ω) =
a1b0 − a0b1 − a0b0L
a20
, falls a0 6= 0 . (2.28)
Durch Vergleich von (2.27) mit (2.28) kann man feststellen, dass für
kp > f0 gilt ∂s∂ki
∣∣∣
RRB
< 0. Dies bedeutet, dass eine Vergrößerung
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von ki eine reellwertige Verkleinerung der Wurzel im Ursprung be-
wirkt. Die Wurzel wandert folglich in die linke s-Halbebene. Die RRB-
Ungleichung ki > − b0a0 zeigt also zur stabileren Seite der RRB.
Diese Argumentation kann identisch für den Fall kp < f0 wiederholt
werden, der zur RRB-Ungleichung ki < − b0a0 führt. Man beachte, dass
der Fall kp = f0 aufgrund der Voraussetzung in Definition 2.5, dass
kp kein Extremum von f(ω) mit ω ∈ [0,∞) ist, ausgeschlossen ist.
2. Neben einer Überquerung im Ursprung kann die imaginäre Achse an
einer Stelle jω mit ω 6= 0 gekreuzt werden. Wurzeln auf der imaginären
Achse treten für reelle Koeffizienten in A(s), B(s) und L immer als
konjugiert komplexe Paare auf, so dass eine Betrachtung von ω >
0 genügt. Die entsprechende CRB-Bedingung lautet P (jω) = 0, die
folgendermaßen in Real- und Imaginärteil aufgespalten werden kann:(
RA −ω2RA
IA −ω2IA
)(
ki
kd
)
+
(
RBˆ − kpωIA
IBˆ + kpωRA
)
=
(
0
0
)
(2.29)
wobei R bzw. I den Real- bzw. Imaginärteil von A und Bˆ jeweils an
der Stelle jω bezeichnen.
Betrachtet man kp und ω als konstant und kd, ki als variabel, ist
das lineare Gleichungssystem (2.29) singulär, weil offensichtlich die
Determinante der Matrix, die mit (ki,kd)T multipliziert wird, gleich
Null ist. Eine Lösung besitzt (2.29) nur, falls alle Nebendeterminanten
des quadratischen Gleichungssystems Null sind. Dies ist für ω 6= 0
äquivalent mit
det
(
RA RBˆ − kpωIA
IA IBˆ + kpωRA
)
= 0 . (2.30)
Die Wurzeln der Determinante (2.30) führen also zu einer Lösbarkeit
des singulären Gleichungssystems (2.29), wobei nur die reellen positi-
ven Wurzel ωη > 0 von weiterem Interesse sind. Setzt man
RBˆ = RB cos(Lω)− IB sin(Lω) , (2.31)
IBˆ = IB cos(Lω) +RB sin(Lω) (2.32)
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in die Determinante ein, kann man feststellen, dass die reellen positi-
ven Wurzeln von (2.30) identisch sind mit den in Definition 2.5 einge-
führten singulären Frequenzen, welche die reellen positiven Lösungen
von f(ω)− kp sind. An dieser Stelle wird die Namensgebung der sin-
gulären Frequenzen klar: Es handelt sich um diejenigen Frequenzen,
für die das singuläre Gleichungssystem (2.29) lösbar ist. Anschaulich
bedeutet dies, dass die Wurzeln nur an bestimmten singulären Stellen
jωη die imaginäre Achse kreuzen können.
Für jedes Element aus der Menge der singulären Frequenzen ωη ∈ Ω
existiert eine eindimensionale Lösungsvielfalt
ki = ω2i kd + g(ωη) (2.33)
als Lösung von (2.29), die in der (kd,ki)-Ebene eine Gerade positiver
Steigung darstellt. Gleichung (2.33) und Funktion g(ω) aus (2.7) erhält
man durch Umstellung der ersten oder zweiten Zeile von (2.29) und
der Substitution von kp mit f(ω).
Auf der durch (2.33) beschriebenen CRB-Geraden befindet sich folg-
lich eine Wurzel des geschlossenen Regelkreises auf der imaginären
Achse bei jωη. Um die stabilere Seite der CRB zu bestimmen, wird
die Wurzelbedingung P (s) = 0 umformuliert als
Q(s)− kp = 0 (2.34)
mit
Q(s) := − Bˆ(s)
sA(s)
− ki + kds
2
s
. (2.35)
Substituiert man s = jω in Q(s), kann man zeigen, dass gilt
Re {Q(jω)} = −RAIBˆ + IARBˆ
ω(R2A + I
2
A)
= f(ω) . (2.36)
Die Bewegungsrichtung der Wurzel bei Überquerung der CRB in der
(kd,ki)-Ebene wird ermittelt, indem durch implizites Differenzieren
der Wurzelbedingung (2.34) das Partial ∂s∂ki aufgestellt wird. Hierzu
fasst man s als Funktion s(ki) auf, wendet beim Differenzieren der
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Gleichung (2.34) die Kettenregel an und löst nach ∂s∂ki auf. Man erhält
∂s
∂ki
=
1
sQ′(s)
. (2.37)
Für die Stabilitätsfrage ist ausschließlich das Vorzeichen der Realteil-
änderung der Wurzel von Belang. Die Änderung des Realteils σ einer
Wurzel s = σ + jω in Bezug auf eine Änderung von ki beschreibt
∂σ
∂ki
= Re
{
∂s
∂ki
}
= Re
{
1
sQ′(s)
}
. (2.38)
Auf einer CRB gilt s = jωη, so dass sich das gesuchte Vorzeichen der
Realteiländerung auf einer CRB bestimmt zu
sign
(
∂σ
∂ki
∣∣∣∣
s=jωη
)
= sign
(
Re
{
1
jωη Q′(jωη)
})
=
= sign
(
Re
{
(jωη)Q′(jωη)
|jωη Q′(jωη)|2
})
= sign (−Im {Q′(jωη)}) ,
(2.39)
wobei c die konjugiert komplexe Zahl zu c bezeichnet.
Q(s) ist an der Stelle s = jωη mit ωη ∈ Ω (Behauptung (4) von Hilfs-
satz 2.6) analytisch. Folglich gelten die Cauchy-Riemannschen Diffe-
rentialgleichungen, so dass die komplexe Ableitung von Q(s) folgen-
dermaßen dargestellt werden kann:
Q′(s) =
∂Re {Q(σ + jω)}
∂σ
− j∂Re {Q(σ + jω)}
∂ω
.
Mit Hilfe von (2.36) lautet der Imaginärteil von Q′(s) bei s = jωη
Im {Q′(jωη)} = − dRe {Q(jω)}dω
∣∣∣∣
ω=ωη
= −f ′(ωη) . (2.40)
Einsetzen von (2.40) in (2.39) resultiert in der Beziehung
sign
(
∂σ
∂ki
∣∣∣∣
s=jωη
)
= sign(f ′(ωη)) .
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Bild 2.5: Die finiten Wurzelgrenzen in der (kd,ki)-Ebene für kp = 1, Bei-
spiel 2.3
In Definition 2.5 wurde festgelegt, dass f ′(ωη) > 0 für jedes ωη ∈ Ω+,
so dass sign
(
∂σ
∂ki
∣∣∣
s=jωη
)
= 1. Eine Vergrößerung von ki an einer CRB
bewirkt also eine Vergrößerung des Realteils der zugehörigen Wurzel,
welche die linke s-Halbebene verlässt. Folglich zeigt die Ungleichung
ki < ω
2
ηkd + g(ωη) zur stabileren Seite der Wurzelgrenze.
Die Argumentation des letzten Absatzes gilt in analoger Weise für je-
des ωη ∈ Ω−, die zu der Beschreibung ki > ω2ηkd + g(ωη) der Wurzel-
grenze führt. 
Beispiel 2.3 (Fortsetzung von Beispiel 2.1)
In Ω+ und Ω− liegen jeweils zwei singuläre Frequenzen. Nach Satz 2.7 exis-
tieren damit zwei CRBs mit stabilerer Seite bei großen kd und zwei CRBs
mit stabilerer Seite bei kleinen kd. Daneben weist das Beispiel eine RRB
mit Gleichung ki = 0 mit stabilerer Seite bei großen ki auf (siehe Bild 2.5).
Beispiel 2.4
Der Sonderfall eines existierenden Grenzwertes limω→ωj f(ω) an einer ima-
ginären Nullstelle jωj von A(s) mit ωj ∈ R+ tritt ein für
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A(s) := s2 + 1 ,
Bˆ(s) := s5 + s4 − s3 + 2s2 − 2s+ 5 (2.41)
mit ωj = 1. Hier gilt
lim
ω→1
f(ω) = 3 . (2.42)
Für kp > 2 existiert genau eine singuläre Frequenz und folglich genau eine
CRB. Der Grenzwert limω→1 g(ω) exisitiert jedoch nicht, so dass nach (2.33)
die Beträge der beiden Achsabschnitte der CRB in der (kd,ki)-Ebene für
kp → 3 über alle Grenzen wachsen.
Bemerkung 2.6 Satz 2.7 zeigt, dass eine eineindeutige Zuordnung zwi-
schen den singulären Frequenzen und den CRB existiert. Folglich identi-
fiziert eine singuläre Frequenz eindeutig ihre zugehörige CRB, und um-
gekehrt. Um eine kurze Schreibweise zu erreichen, wird im folgenden die
zur singulären Frequenz ωη gehörende CRB als CRB ωη bezeichnet.
Einer CRB ist damit ein eindeutiger Index η zugewiesen.
Bemerkung 2.7 In Definition 2.5 wird vorausgesetzt, dass für kp kein
Extremum von f(ω) mit ω ∈ [0,∞) gewählt wird. Wenn kp um ein Extre-
mum von f(ω) variiert, enstehen oder verschwinden singuläre Frequen-
zen als reelle positive Lösungen von f(ω) − kp = 0 und die zugehörigen
CRB in der (kd,ki)-Ebene. In Abschnitt 2.5 werden CRBs mit einem kp
als Extremum von f(ω) als Doppelwurzelgrenzen eingeführt.
2.3.2 Stabiltätsanalyse der Wurzeln großen Betrags
In den vorhergehenden Abschnitten wurden die geometrischen Örter RRB
und CRB in der (kd,ki)-Ebene bestimmt, an denen mindestens eine Wur-
zel durch Überquerung der imaginären Achse bei einer endlichen Frequenz
von der linken in die rechte offene s-Halbebene, oder umgekehrt, wandert.
Darüber hinaus können Wurzeln stabilitätskritisch sein, deren Beträge über
alle Grenzen wachsen.
Wie sich zeigt, besitzen totzeitfreie Systeme nur für eine bestimmte Parame-
terkonstellation eine Wurzel, deren Betrag gegen Unendlich strebt. Totzeit-
systeme dagegen besitzen grundsätzlich Wurzelketten, deren Beträge über
alle Grenzen wachsen. Es ist auf Grund dieses Unterschiedes nicht verwun-
derlich, dass sich in Bezug auf die Stabilitätsanalyse der Wurzeln großen
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Betrags die Betrachtung von totzeitbehafteten und totzeitfreien Systemen
stärker unterscheidet als bei den finiten Wurzelgrenzen. Folglich werden tot-
zeitfreie Systeme und Totzeitsysteme in den beiden folgenden Abschnitten
getrennt betrachtet.
2.3.2.1 Infinite Wurzelgrenze für totzeitfreie Systeme
Ist die Graddifferenz der Polynome l = 2, besitzt ein totzeitfreies System
für bestimmte Punkte der (kd,ki)-Ebene eine Wurzel, deren Betrag gegen
Unendlich strebt. Dieser geometrische Ort der (kd,ki)-Ebene wird im folgen-
den Satz als infinite Wurzelgrenze eingeführt. Wie sich zeigt, springt eine
Wurzel bei Überquerung der infiniten Wurzelgrenze von der linken in die
rechte s-Halbebene, oder umgekehrt.
Satz 2.8 (IRB für totzeitfreie Systeme)
Gegeben sei ein geschlossener Regelkreis mit der charakteristischen Funktion
(2.1) und L = 0. Falls l > 2, existiert keine infinite Wurzelgrenze. Falls
l = 2, existiert eine infinite Wurzelgrenze als folgende Gerade in der (kd,ki)-
Ebene:
• kd > − bnam , falls l = 2 und kp > f∞ (IRB),
• kd < − bnam , falls l = 2 und kp < f∞ (IRB)
mit dem Grenzwert f∞ := limω→∞ f(ω), der existiert, falls l = 2.
Beweis. Die charakteristische Funktion (2.1), die im totzeitfreien Fall ein
Polynom darstellt, besitzt genau dann eine Wurzel bei |s| = ∞, falls der
höchste Koeffizient des Polynoms verschwindet. Dieser lautet
bn, falls l > 2 , (2.43)
bn + amkd, falls l = 2 . (2.44)
Da bn 6= 0, am 6= 0 verschwindet der höchste Koeffizient nur, falls l = 2 und
kd = − bnam .
Zur Herleitung der stabileren Seite der IRB kann (2.1) für den Fall l = 2 in
folgender Weise dargestellt werden:
P (s) = sn−1 ((kdam + bn) s+ (kdam−1 + kpam + bn−1))+O
(
sn−2
)
(2.45)
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In der Nähe der IRB kann die Wurzel großen Betrags unter Vernachlässigung
des O-Terms bestimmt werden zu
sIRB ≈ −kdam−1 + kpam + bn−1
kdam + bn
. (2.46)
Differenziert man nach kd, gilt in der Nähe einer IRB
∂sIRB
∂kd
≈ kpa
2
m − am−1bn + bn−1am
(kdam + bn)2
(2.47)
Andererseits ist aus Hilfssatz 2.4 bekannt, dass für l = 2 gilt
f∞ := lim
ω→∞ f(ω) =
am−1bn − ambn−1
a2m
. (2.48)
Gilt kp > f∞, ist in der Nähe der IRB auf ihren beiden Seiten ∂sIRB∂kd > 0.
Eine Zunahme von kd in der Nähe von − bnam bewirkt folglich eine reellwer-
tige Zunahme der Wurzel großen Betrags. Die Wurzel springt also bei einer
Überquerung der IRB, die von ihrer linken zur rechten Seite erfolgt, von
der rechten in die linke s-Halbebene, so dass kd > − bnam zur stabileren Seite
zeigt. Man beachte, dass diese Argumentation analog für den Fall kp < f∞
gilt und zur IRB-Ungleichung kd < − bnam führt. 
2.3.2.2 Das stabile Gebiet totzeitfreier Systeme
Wie die Sätze 2.7 und 2.8 zeigen, sind alle Wurzelgrenzen in der (kd,ki)-
Ebene Geraden und ist die Anzahl der Wurzelgrenzen für totzeitfreie Sys-
teme endlich. Die Geraden unterteilen die (kd,ki)-Ebene in eine endliche
Menge von Teilgebieten, die jeweils konvexe Polygone darstellen, in deren
Inneren die Anzahl der instabilen Wurzeln von (2.1) konstant ist. Aus die-
sen Tatsachen kann folgende Eigenschaft des Stabilitätsgebietes gefolgert
werden:
Folgerung 2.9 (Stabiles Gebiet totzeitfreier Systeme)
Das Stabilitätsgebiet in der (kd,ki)-Ebene für einen geschlossenen Regelkreis
mit der charakteristischen Funktion (2.1), L = 0 und ein festes kp besteht
aus einer endlichen Menge konvexer Polygone.
Diese Folgerung verdeutlicht folgendes Beispiel:
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Bild 2.6: Innere und stabile Polygone in der (kd,ki)-Ebene für kp = 1, Bei-
spiel 2.5
Beispiel 2.5 (Fortsetzung von Beispiel 2.3)
Wegen l = 3 existiert nach Satz 2.8 keine infinite Wurzelgrenze. Die Wurzel-
grenzen teilen die (kd,ki)-Ebene in fünfzehn Teilgebiete ein (siehe Bild 2.6),
von denen nach Definition 2.2 auf Seite 13 drei Gebiete ein inneres Gebiet
darstellen (eines dieser Gebiete besitzt Eckpunkte im Unendlichen). Zwei
dieser inneren Gebiete erweisen sich mit Hilfe eines klassischen Stabilitäts-
tests als stabile konvexe Polygone.
Bemerkung 2.8 Bei totzeitfreien Regelstrecken niederer Ordnung kön-
nen unbegrenzte Stabilitätsgebiete in der (kd,ki)-Ebene mit Eckpunkten
im Unendlichen auftreten, siehe Beispiel 4.1 auf Seite 98.
2.3.2.3 Wurzeln großen Betrags bei Totzeitsystemen
Dieser Abschnitt untersucht die Wurzeln großen Betrages für Totzeitsys-
teme. Wie bereits in Abschnitt 2.1 dargelegt, besitzt (2.1) für Totzeitsys-
teme eine unendliche Anzahl von Wurzeln, wobei die Wurzeln großen Be-
trags asymptotisch auf Wurzelketten liegen. Diese Regelmäßigkeit der Wur-
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zeln großen Betrags kann ausgenützt werden, um das Stabilitätsgebiet in
der (kd,ki)-Ebene zu beschreiben.
Um im Folgenden eine kompakte Schreibweise zu ermöglichen, wird zunächst
die Menge der großen singulären Frequenzen Ωωl eingeführt, welche von der
Wahl einer Schranke ωl abhängt.
Definition 2.10 (Große singuläre Frequenzen)
Die Menge der großen singulären Frequenzen Ωωl ist die Menge aller singu-
lären Frequenzen, die größer sind als ein fest gewähltes ωl:
Ωωl := {ωη ∈ Ω | ωη > ωl}
Die Menge Ωωl wird analog zur Definition 2.5 in die verschränkten Unter-
mengen Ω+ωl und Ω
−
ωl
aufgeteilt:
Ω+ωl :=
{
ωη ∈ Ω+ | ωη > ωl
}
Ω−ωl :=
{
ωη ∈ Ω− | ωη > ωl
}
Man beachte, dass Ωωl eine unendliche und Ω\Ωωl eine endliche Menge ist.
Allgemeine Ergebnisse bei großen Frequenzen Sowohl für retardier-
te (l > 2) als auch für neutrale (l = 2) Totzeitsysteme können folgende Fest-
stellungen in Bezug auf große singuläre Frequenzen und deren zugehörige
Wurzelgrenzen getroffen werden.
Hilfssatz 2.11 (Große singuläre Frequenzen)
Die singulären Frequenzen ωη können dargestellt werden als
ωη =

κ(η)pi
L +O
(
1
κ(η)
)
, falls l gerade,
(2κ(η)+1)pi
2L +O
(
1
κ(η)
)
, falls l ungerade,
(2.49)
mit κ(η) := κ0+η und einem geeigneten κ0 ∈ N. Große singuläre Frequenzen
nähern sich κ(η)piL bzw.
(2κ(η)+1)pi
2L an.
Beweis. Die singulären Frequenzen sind die reellen positiven Lösungen von
(2.6). Durch implizites Differenzieren von (2.6) nach kp kann eine Taylor-
Reihe der expliziten Lösung für ωη um eine Entwicklungsstelle $(η) aufge-
stellt werden:
ωη = $(η)+
1
f ′($(η))
(kp−f($(η)))− f
′′($(η))
f ′($(η))3
(kp−f($(η)))2+. . . (2.50)
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Falls l gerade ist, wählt man $(η) := κ(η)piL , andernfalls $(η) :=
(2κ(η)+1)pi
2L .
Setzt man f($(η)) und deren Ableitungen ein und fasst alle κ(η)-Terme mit
einer Ordnung kleiner als null in O
(
1
κ(η)
)
zusammen, erhält man (2.49).
Für große singuläre Frequenzen ist κ(η) groß und folglich O
(
1
κ(η)
)
rela-
tiv klein, so dass der O-Term in (2.49) bei großen singulären Frequenzen
vernachlässigt werden kann. 
Die großen singulären Frequenzen sind also bezüglich der ω-Achse nähe-
rungsweise piL -perodisch. Diese Regelmäßigkeit wirkt sich auf die Lage der
zugehörigen CRBs in der (kd,ki)-Ebene aus. Der folgende Hilfssatz beleuch-
tet die Folge der Schnittpunkte großer CRBs mit der kd-Achse.
Hilfssatz 2.12 (Schnittpunkte großer CRBs mit der kd-Achse)
Es gibt ein ωl, so dass für die Schnittpunkte großer CRBs ωη ∈ Ωωl mit
der kd-Achse gilt: Die Folge der Beträge ihrer kd-Koordinaten geht streng
monoton nach ∞, falls l > 2, bzw. nach
∣∣∣ bnam ∣∣∣, falls l = 2. Die CRBs in
Ω−ωl kreuzen die kd-Achse rechts vom Ursprung, die CRBs in Ω
+
ωl
kreuzen
die kd-Achse links vom Ursprung. Die stabileren Seiten aller CRBs in Ωωl
zeigen zum Ursprung der (kd,ki)-Ebene.
Beweis. Nach (2.33) bestimmt sich die kd-Koordinate des Schnittpunktes
einer CRB mit der kd-Achse zu − g(ωη)ω2η . Nützt man die Ausdrücke (2.16)
und (2.49), erhält man
〈
−g(ωη)
ω2η
〉
=
〈
(−1)κ(η) bn
am
jλ
(
$(η) +O
(
1
κ(η)
))l−2
+O
(
κ(η)l−3
)〉
(2.51)
als Folge der kd-Koordinaten, wobei $(η) :=
κ(η)pi
L , λ := l, falls l gerade
bzw. $(η) := (2κ(η)+1)pi2L , λ := l+ 1, falls l ungerade ist, und κ(η) := κ0 + η
mit einem geeigneten κ0 ∈ N. Wertet man den Betrag der Folgenglieder bei
einem ausreichend großen η aus, kommt man direkt zur ersten Behauptung
des Hilfssatzes.
Benutzt man des Weiteren (2.17), kann die Folge der ersten Ableitungen
von f(ω) ausgedrückt werden als
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Bild 2.7: Große CRBs ωη, η = 3,4, . . . für kp = 0, Beispiel 2.6
〈f ′(ωη)〉 =
〈
− bnL(l − 1)
(−1)κ(η) am j
λ
(
$(η) +O
(
1
κ(η)
))l−2
+O
(
κ(η)l−3
)〉
.
(2.52)
Man erkennt, dass das Vorzeichen von einem Element η in (2.51) zum darauf
folgenden Element η + 1 für ausreichend großes η wechselt. Weiterhin ist
dann für L > 0 und l ≥ 2 das Vorzeichen eines Elementes η in (2.51)
umgekehrt zum Vorzeichen des Elementes η in (2.52).
Nach Definition 2.10 gilt für alle großen singulären Frequenzen ωη in Ω+ωl ,
dass f ′(ωη) > 0. Nach dem vorhergehenden Absatz ist das Vorzeichen der
kd-Koordinate umgekehrt zum Vorzeichen von f ′(ω) bei ausreichend großem
η. Also besitzen alle Schnittpunkte einer CRB aus Ω+ωl mit der kd-Achse
eine negative kd-Koordinate, in anderen Worten, die CRB aus Ω+ωl kreuzen
die kd-Achse links vom Ursprung. Nach Satz 2.7 werden diese CRB durch
die Ungleichung ki < ω2η kd+ g(ωη) ausgedrückt. Unter Beachtung der posi-
tiven Steigung ω2η der CRB gilt also, dass die stabilere Seite der CRB zum
Ursprung der (kd,ki)-Ebene zeigt.
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Die Argumentation des letzten Absatzes gilt analog für alle singulären Fre-
quenzen und CRBs in Ω−ωl . 
Das folgende Beispiel veranschaulicht diese Punkte an einem retardierten
Totzeitsystem:
Beispiel 2.6 (Fortsetzung von Beispiel 2.2)
Die großen CRBs ωη, η = 3,4, . . . sind in Bild 2.7 dargestellt. Die in Hilfs-
satz 2.12 getroffenen Feststellungen über die regelmäßigen Schnittpukte der
großen CRBs mit der kd-Achse sind deutlich erkennbar: Die kd-Koordinaten
der Schnittpunkte laufen gegen ±∞, deren stabilere Seiten zeigen zum Ur-
sprung der (kd,ki)-Ebene.
Das stabile Gebiet für retardierte Totzeitsysteme Mit den erzielten
Ergebnissen über die Gesetzmäßigkeiten bei großen singulären Frequenzen
kann jetzt folgende fundamentale Erkenntnis bezüglich des stabilen Gebietes
retardierter Systeme in der (kd,ki)-Ebene formuliert und bewiesen werden:
Satz 2.13 (Stabiles Gebiet retardierter Systeme)
Gegeben sei ein geschlossener Regelkreis eines Totzeitsystems mit der cha-
rakteristischen Funktion (2.1), L > 0, l > 2 und ein kp, welches die in De-
finition 2.5 genannten Voraussetzungen erfüllt. Dann tragen die CRBs ab
einer bestimmten singulären Frequenz nicht zum stabilen Gebiet bei. Falls
ein stabiles Gebiet in der (kd,ki)-Ebene existiert, besteht es aus einer Menge
konvexer Polygone.
Beweis. Für den Beweis werden folgende Eigenschaften großer CRBs für
den Fall l > 2 benötigt:
• Der Betrag der kd-Koordinate der Schnittpunkte mit der kd-Achse
strebt für η →∞ streng monoton gegen Unendlich (Hilfssatz 2.12).
• Die stabilere Seite großer CRBs zeigt zum Ursprung der (kd,ki)-Ebene
(Hilfssatz 2.12).
• Nach (2.33) ist die Steigung einer CRB ω2η. Mit (2.49) erkennt man,
dass die Folge der Steigungen der großen CRBs in der (kd,ki)-Ebene
streng monoton zunimmt und unbegrenzt ist für η →∞.
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Nun wird die Folge der Schnittpunkte zweier benachbarter CRBs in Ω+ωl
bzw. Ω−ωl betrachtet. Wegen der Verschränkungseigenschaft der beiden Men-
gen besitzen die benachbarten CRBs die Indizes η und η + 2. Die kd-
Koordinate des Schnittpunktes kxd bestimmt sich mit (2.33) zu
kxd :=
−g(ωη+2) + g(ωη)
ω2η+2 − ω2η
. (2.53)
Verwendet man (2.16) und (2.49), erhält man die Folge 〈kxd 〉 der kd-
Koordinaten der Schnittpunkte für gerades l als〈
(−1)κ(η) bn
am
jl
(pi
L
)l−2 (κ(η) + 2)l − κ(η)l
(κ(η) + 2)2 − κ(η)2 +O
(
κ(η)1−l
)〉
, (2.54)
bzw. für ungerades l als〈
(−1)κ(η) bn
am
jl+1
( pi
2L
)l−2 (2κ(η) + 3)l − (2κ(η) + 1)l
(2κ(η) + 3)2 − (2κ(η) + 1)2 +O
(
κ(η)1−l
)〉
,
(2.55)
wobei κ(η) := κ0 + η und κ0 ∈ N.
Es gilt, dass die Folge für große CRB jeweils streng monoton ist, weil jeweils
der Bruch in (2.54) und (2.55) nach Hilfssatz A.1 streng monoton zunimmt,
die O-Terme für ausreichend große η vernachlässigt werden können und
die übrigen Terme konstant sind. Die streng monotone Zunahme der CRB-
Steigungen bewirkt, dass der Betrag der Folge (2.54) bzw. (2.55) gegen
Unendlich läuft, weil der Betrag der kd-Koordinate des Schnittpunktes einer
CRB mit der kd-Achse gegen Unendlich läuft. Des Weiteren äußert sich die
streng monotone Zunahme der CRB-Steigungen darin, dass auch die Folge
der Beträge der ki-Koordinaten der Schnittpunkte streng monoton nach ∞
strebt.
Folglich streben die Schnittpunkte benachbarter CRBs in Ω−ωl bzw. Ω
+
ωl
streng monoton entweder nach (∞,∞) oder nach (−∞,−∞), abhängig vom
Vorzeichen von bnam .
Das innere Gebiet aller Wurzelgrenzen ist der Schnitt des inneren Gebie-
tes aller großen CRBs mit einer endlichen Anzahl weiterer Wurzelgrenzen,
namentlich den niederen CRBs aus Ω/Ωωl und der RRB, falls sie existiert.
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Nun wird das innere Gebiet einer Anzahl großer CRBs aus Ωωl bis zu einer
genügend großen singulären Frequenz betrachtet. Weil die Folge der Schnitt-
punkte benachbarter CRBs in Ω+ωl und Ω
−
ωl
jeweils streng monoton und un-
begrenzt ist, verlassen diese Schnittpunkte das innere Gebiet ab einer be-
stimmten singulären Frequenz (siehe auch Bild 2.7). Dies bedeutet, dass alle
CRBs nach dieser singulären Frequenz nicht mehr zum inneren Gebiet der
großen CRBs in Ωωl und folglich auch nicht zum inneren Gebiet aller CRBs
beitragen. Das innere Gebiet ist also der Schnitt einer endlichen Anzahl von
Wurzelgrenzgeraden und stellt damit eine Menge konvexer Polygone dar.
Weil jedes stabile Gebiet ein inneres Gebiet ist, sind die Aussagen des Satzes
bewiesen. 
Das stabile Gebiet für neutrale Totzeitsysteme Nach dem stabilen
Gebiet retardierter Totzeitsystemen werden nun neutrale Totzeitsysteme
näher untersucht. Für neutrale Systeme mit l = 2 kann eine notwendige
Bedingung für den Wertebereich von kd angeben werden, der zu stabilisie-
renden Reglerparametern führen kann. Die notwendige Bedingung resultiert
aus der neutralen Wurzelkette der Wurzeln großen Betrags.
Satz 2.14 (IRB für neutrale Systeme)
Gegeben sei ein geschlossener Regelkreis eines Totzeitsystems mit der cha-
rakteristischen Funktion (2.1), L > 0 und l = 2. Falls (ki,kp,kd) ein stabi-
lisierender Reglerparametersatz ist, dann erfüllt kd die Bedingung
|kd| <
∣∣∣∣ bnam
∣∣∣∣ . (2.56)
Beweis. Die charakteristische Funktion (2.1) kann in folgender Form aus-
gedrückt werden
P (s) = kdam sm+2
(
1 + · · ·+ kia0
kdam sm+2
)
+
bn s
n esL
(
1 + · · ·+ b0
bn sn
)
. (2.57)
Die Ausdrücke in den Klammern streben für große |s| gegen Eins, so dass
(2.57) mit l = 2 gegen
P˜ (s) := kdam sn + bn sn esL (2.58)
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strebt für |s| → ∞. Neben den n nicht relevanten Wurzeln im Ursprung
besitzt P˜ (s) eine unendliche Anzahl von Wurzeln großen Betrags p∞, für
deren Realteile gilt
Re {p∞} = 1
L
ln
(∣∣∣∣kd ambn
∣∣∣∣) . (2.59)
Die weiteren Beweisschritte erfolgen durch Widerspruch. Man nehme an,
dass (ki,kp,kd) mit |kd| ≥
∣∣∣ bnam ∣∣∣ ein stabilisierender Reglerparametersatz sei.
In diesem Fall gilt nach (2.59) Re {p∞} ≥ 0, was nach den in Abschnitt 2.2.1
genannten Kriterien zum dem Widerspruch führt, dass der geschlossene Re-
gelkreis instabil ist. Folglich gilt die Behauptung. 
Bemerkung 2.9 Im Unterschied zu den übrigen Wurzelgrenzen und der
IRB für totzeitfreie Systeme gilt die IRB-Bedingung für Totzeitsysteme
(2.56) global über die ganze (kd,ki)-Ebene. Dies bedeutet, dass auf der
instabilen Seite der beiden IRBs bei Totzeitsystemen kein stabiles Gebiet
existiert.
Hilfssatz 2.12 sagt aus, dass sich die großen CRBs an die Geraden kd = ± bnam
im neutralen Fall l = 2 annähern. Der folgende Hilfssatz präzisiert das An-
näherungsverhalten und beschreibt, dass die ki-Koordinaten der Schnitt-
punkte der großen CRBs mit den Geraden kd = ± bnam gegen einen festen
Wert konvergieren, der von den Koeffizienten von A(s) und B(s) abhängt.
Hilfssatz 2.15 (IRB - Einmündungspunkte)
Gegeben sei ein festes kp, es gelte l = 2. Dann gibt es ein ωl, so dass
die Folge der ki-Koordinaten der Schnittpunkte großer CRBs in Ω−ωl mit
der Geraden kd = bnam für η → ∞ monoton gegen k∞i und die Folge der
ki-Koordinaten der Schnittpunkte großer CRBs in Ω+ωl mit der Geraden
kd = − bnam monoton gegen −k∞i konvergiert, wobei
k∞i :=
a2m−1b
2
n − a2mb2n−1 − 2amam−2b2n + 2a2mbnbn−2 + k2pa4m
2a3mbn
.
Die nicht vorhandenen Koeffizienten mit negativen Indizes a−i, b−i mit i ∈
N sind dabei Null zu setzen.
Die Punkte
(
bn
am
,k∞i
)
und
(
− bnam ,− k∞i
)
in der (kd,ki)-Ebene werden als
IRB - Einmündungspunkte bezeichnet.
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Beweis. Es wird (2.50) bis zum Term erster Ordnung für l = 2 ausgewertet.
Man erhält für eine singuläre Frequenz ωη den Ausdruck
ωη =
κ(η)pi
L
+
c1
κ(η)pi
+O
(
1
κ(η)3
)
(2.60)
mit
c1 :=
(−1)κ(η)a2mkp + ambn−1 − am−1bn
ambn
, (2.61)
κ(η) := κ0+η und einem geeigneten κ0 ∈ N. Die ki-Koordinate des Schnitt-
punktes einer CRB mit der Geraden kd = bnam ist nach (2.33)
kηi (ωη) :=
bn
am
ω2η + g(ωη) , (2.62)
wobei g(ωη) im Fall l = 2 ausgedrückt werden kann als
g(ωη) =
(
bn
am
ω2 + c2 +O
(
1
ω2η
))
cos(ωηL)+
−
(
c3 ωη +O
(
1
ωη
))
sin(ωηL) (2.63)
mit
c2 :=
amam−1bn−1 + amam−2bn − a2mbn−2 − a2m−1bn
a3m
, (2.64)
c3 :=
am−1bn − ambn−1
a2m
. (2.65)
Hilfssatz 2.12 sagt aus, dass die großen CRB in Ω−ωl die kd-Achse rechts vom
Ursprung kreuzen und (2.51) zeigt, dass mit ungeraden κ(η) die Folge der
kd-Koordinaten der Schnittpunkte großer CRBs mit der kd-Achse gegen bnam
konvergiert. Folglich ist κ(η) für alle ωη ∈ Ω−ωl ungerade. Nach Elimination
geradzahliger Vielfacher von pi in den sin- und cos-Termen, Substitution von
h := 1κ(η)pi und Einsetzen von (2.60) und (2.63) in (2.62) erhält man
kηi (h) = t1(h) + t2(h) + t3(h) (2.66)
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mit
t1(h) :=
bn
am
(
1
hL
+ c1h+O
(
h3
))2 (
1 + cos
(
c1hL+ pi +O
(
h3
)))
,
(2.67)
t2(h) :=
(
c2 +O
(
h2
))
cos
(
c1hL+ pi +O
(
h3
))
, (2.68)
t3(h) := −
( c3
hL
+ c1c3h+O
(
h3
))
sin
(
c1hL+ pi +O
(
h3
))
. (2.69)
Unter Anwendung der Regel von L'Hospital erhält man
lim
h→0
t1(h) =
bnc
2
1
2am
, (2.70)
lim
h→0
t2(h) = −c2 , (2.71)
lim
h→0
t3(h) = c1c3 , (2.72)
so dass sich der gesuchte Grenzwert ergibt als
lim
η→∞ k
η
i (ωη) = lim
h→0
kηi (h) =
3∑
ν=1
lim
h→0
tν(h) =
bnc
2
1
2am
−c2+c1c3 = k∞i . (2.73)
Weil die Argumente der sin und cos - Funktionen in (2.66) für h→ 0 gegen
eine Konstante streben, ist die Konvergenz monoton. Das Verfahren kann
analog für die Schnittpunkte der großen CRBs in Ω+ωl mit der Geraden
kd = − bnam durchgeführt werden, wobei nun κ(η) in (2.60) gerade ist, was
zu einer monotonen Konvergenz gegen −k∞i führt. 
Das folgende Beispiel eines neutralen Totzeitregelkreises veranschaulicht die
Aussagen des Hilfssatzes.
Beispiel 2.7
A(s) := s+ 1 ,
Bˆ(s) := (s3 + s2 + s) es .
(2.74)
Für kp = 1,4 erhält man k∞i = 1,98 , für kp = 0 erhält man k
∞
i = 1 (siehe
Bild 2.8), so dass sich als IRB-Einmündungspunkt (1 ; 1,98) bzw. (1 ; 1) er-
gibt. Wenn man die Wurzelgrenzen bis zu einer großen singulären Frequenz
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betrachtet, liegt für kp = 1,4 der IRB-Einmündungspunkt (1 ; 1,98) außer-
halb des inneren Polygons. Für kp = 0 liegt der IRB-Einmündungspunkt
(1 ; 1) auf einer Kante des inneren Polygons.
Mit Hilfe der bisher erzielten Ergebnisse zu neutralen Totzeitsystemen kann
nun der nächste zentrale Satz formuliert werden, der präzise beschreibt, in
welchen Fällen das stabile Gebiet in der (kd,ki)-Ebene in exakter Weise
durch eine endliche Anzahl von Wurzelgrenzen und damit als Menge konve-
xer Polygone dargestellt werden kann. Falls die Anzahl der zu berücksichti-
genden Wurzelgrenzen unendlich ist, gibt der Satz eine konservative Nähe-
rung und eine Obermenge des stabilen Gebietes jeweils als Menge konvexer
Polygone an, so dass der Näherungsfehler abgeschätzt werden kann.
Satz 2.16 (Stabiles Gebiet neutraler Systeme)
Gegeben sei ein geschlossener Regelkreis eines Totzeitsystems mit der cha-
rakteristischen Funktion (2.1), L > 0, l = 2 und ein endliches kp, welches
die in Definition 2.5 genannten Voraussetzungen erfüllt. Es sei ein aus-
reichend großes ωl gewählt, so dass die großen CRBs in Ωωl die in Hilfs-
satz 2.12 und Hilfssatz 2.15 genannten Eigenschaften besitzen, sowie eine
ausreichend große Frequenz ω∗ > ωl, so dass mindestens zwei singuläre Fre-
quenzen im Intervall (ωl ;ω∗) existieren. Des Weiteren seien die inneren Po-
lygone der Wurzelgrenzen RRB (falls vorhanden), IRBs und aller CRBs im
Intervall (0 ;ω∗) bestimmt. Alle inneren Polygone, die mindestens einen sta-
bilen Punkt beinhalten, seien in der Menge Π zusammengefasst. Die Menge
aller Punkte, die auf Kanten von Π ohne deren Eckpunkte liegen, wird als
Λ bezeichnet.
Dann gilt: Die Polygone in Π repräsentieren das exakte stabile Gebiet, falls
keiner der beiden IRB-Einmündungspunkte
(
bn
am
,k∞i
)
und
(
− bnam ,− k∞i
)
Elemente von Λ sind.
Falls einer der beiden Einmündungspunkte ein Element von Λ ist, besteht
das stabile Gebiet aus dem Grenzwert einer unendlichen Folge konvexer
Polygone. Π ist dann eine Obermenge aller stabilisierenden (kd,ki). Eine
konservative Näherung des stabilen Gebiets als Menge konvexer Polygone
ist der Schnitt folgender Grenzlinien mit Π
• ki > ω2i
(
kd − bnam
)
+ k∞i , falls der Punkt
(
bn
am
,k∞i
)
Element von Λ
ist, und
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Bild 2.8: Wurzelgrenzen und inneres Polygon am Beispiel 2.7 für alle singu-
lären Frequenzen mit ωη < 40 und kp = 1,4 (linke Spalte) und für
kp = 0 (rechte Spalte). Die zweite Zeile zeigt eine Vergrößerung um
den IRB-Einmündungspunkt (1 ; 1,98) (links) bzw. (1 ; 1) (rechts).
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• ki < ω2j
(
kd + bnam
)
− k∞i , falls der Punkt
(
− bnam ,− k∞i
)
Element von
Λ ist,
wobei i bzw. j jeweils der Index der zuletzt ausgewerteten CRB in Ω− bzw.
Ω+ ist.
Beweis. Für den Beweis werden folgende Eigenschaften großer CRBs in
Ωωl für den Fall l = 2 benötigt:
• Der Betrag der kd-Koordinate der Schnittpunkte mit der kd-Achse
strebt für η →∞ streng monoton gegen bnam (Hilfssatz 2.12).
• Die stabilere Seite der großen CRBs zeigt zum Ursprung der (kd,ki)-
Ebene (Hilfssatz 2.12).
• Nach (2.33) nimmt die Folge der Steigungen der großen CRBs in der
(kd,ki)-Ebene streng monoton zu und ist unbegrenzt für η →∞.
• Die Folge der kd-Koordinaten der Schnittpunkte mit der Geraden kd =
bn
am
konvergiert monoton nach k∞i , und die Folge der kd-Koordinaten
der Schnittpunkte mit der Geraden kd = − bnam konvergiert monoton
nach −k∞i (Hilfssatz 2.15).
Man kann nun folgende drei Fälle unterscheiden:
1. Keiner der beiden IRB-Einmündungspunkte ist Element von Λ. Offen-
sichtlich tragen in diesem Fall alle CRBs ab einer bestimmten großen
singulären Frequenz nicht mehr zu einem inneren Polygon bei, so dass
Π die möglicherweise stabilen Gebiete exakt beschreibt (siehe z. B.
Bild 2.8, linke Spalte).
2. Der IRB-Einmündungspunkt
(
bn
am
,k∞i
)
ist Element von Λ. Im Satz
wurde eingeführt, dass ωi die zuletzt ausgewertete singuläre Fre-
quenz in Ω− ist. Weil die Konvergenz der Schnittpunkte zum IRB-
Einmündungspunkt für CRBs in Ωωl monoton ist und die Steigung
der CRBs monoton zunimmt, trennt jeder der folgenden CRBs ωi+2k,
k ∈ N in Ω−ωl ein Gebiet mit stetig kleiner werdender Fläche vom
inneren Polygon ab. Falls eine Kopie der CRB ωi auf den IRB-
Einmündungspunkt
(
bn
am
,k∞i
)
parallel verschoben wird und das dann
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entstehende innere Polygon ausgewertet wird, beeinflussen alle folgen-
den CRBs in Ω− dieses innere Polygon nicht. Diese verschobene CRB
wird im zu beweisenden Satz aufgestellt (siehe z. B. Bild 2.8, rechte
Spalte).
3. Der IRB-Einmündungspunkt
(
− bnam ,− k∞i
)
ist Element von Λ. Dieser
Fall kann analog wie der vorherige Fall behandelt, wenn statt Ω− die
Menge Ω+ betrachtet wird.
Folglich stellt in den Fällen, in denen mindestens ein IRB-Einmündungs-
punkt Element von Λ ist, Π eine Obermenge des inneren und damit des
stabilen Gebietes aller Wurzelgrenzen dar. Eine Untermenge bzw. eine kon-
servative Näherung des stabilen Gebietes erhält man durch Einbeziehung
der verschobenen CRBs. Das exakte stabile Gebiet aller Wurzelgrenzen ist
der Grenzwert der Folge von Polygonen für η →∞. 
Die praktische Bestimmung einer oberen Frequenzschranke Die
Ergebnisse in Bezug auf das Stabilitätsgebiet eines Totzeitsystemes aus
Satz 2.13 und Satz 2.16 beruhen auf der Bestimmung einer ausreichend
großen Schranke ωl, so dass sich für die großen CRBs in Ωωl die in Hilfs-
satz 2.12 und Hilfssatz 2.15 beschriebenen Regelmäßigkeiten ergeben.
Es verbleibt die Frage, wie in der Praxis ωl bestimmt werden kann. Als
Orientierung kann der Fehler verwendet werden, der durch Vernachlässigung
der O-Terme in (2.15) und (2.16) entsteht. Dieser soll für alle ω ≥ ωl relativ
klein sein bezüglich der Funktionswerte von (2.6) und (2.7). In der Software
PIDrobust (siehe Abschnitt 4.1) hat sich als Schranke eine maximale relative
Abweichung von 10% bewährt.
2.3.3 Literaturnachweise
Erstmals wurde in [Ho u. a. 1998] mit Hilfe einer erweiterten Fassung des
Hermite-Biehler Satzes gezeigt, dass bei totzeitfreien Regelstrecken das sta-
bile Gebiet in der (kd,ki)-Ebene für ein festes kp aus konvexen Polygonen
besteht. [Söylemez u. a. 2003] erzielen das identische Ergebnis mit Hilfe des
Nyquist-Kriteriums. [Ackermann und Kaesbauer 2001, 2003] führen diesen
Nachweis mit Hilfe der D-Dekomposition und verwenden als Hilfsmittel erst-
mals die Funktion f(ω) zur Bestimmung der singulären Frequenzen.
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In [Silva u. a. 2002] erfolgt die Anwendung des Hermite-Biehler Ansatzes auf
die Reihenschaltung eines Totzeitelementes und eines Verzögerungselemen-
tes erster Ordnung. Es gelingt der Nachweis, dass auch für dieses Totzeitsys-
tem das Stabilitätsgebiet eines PID-Reglers in der (kd,ki)-Ebene ein konve-
xes Polygon darstellt. [Silva u. a. 2005; Xu u. a. 2003] erweitern den Ansatz
auf beliebige lineare Totzeitsysteme, wobei sich jedoch die Fragestellung von
dem hier betrachteten Problem unterscheidet: Die Autoren ermitteln die
Menge aller Reglerparameter, die eine Regelstrecke mit konstanter Totzeit
stabilisiert, welche kleiner gleich einer gegebenen Zahl L0 ist  und nicht die
Menge aller Reglerparameter, die eine Regelstrecke mit einer festen Totzeit
L stabilisiert. Zur Lösung dieser Fragestellung wird neben einem Raster für
kp ein Raster über eine Frequenzvariable ω benötigt.
In Bezug auf weitere spezielle Totzeitregelstrecken, nämlich der Serienschal-
tung eines Totzeitelementes und eines Verzögerungselementes zweiter Ord-
nung bzw. n-ter Ordnung, eines integrierenden Systems zweiter Ordnung
und eines instabilen Systems erster Ordnung werden in den Arbeiten [Hwang
und Hwang 2003; Ou u. a. 2006; Wang 2007a,b] mit verschiedenen Methoden
jeweils die Menge aller stabilisierenden PID-Regler ermittelt.
Die ersten Anwendungen der D-Dekompositionsmethode in Bezug auf die
Ermittlung der stabilen Gebiete im Raum (ki,kp,kd) für allgemeine Tot-
zeitsysteme erfolgten in [Bajcinca u. a. 2002; Hohenbichler und Ackermann
2003a,b]. Dort wurde der Nachweis erbracht, dass alle Stabilitätsgrenzen
in der (kd,ki)-Ebene Geraden darstellen und in unendlicher Anzahl vorlie-
gen. In [Hohenbichler 2009] erfolgte schließlich der Nachweis, dass trotz der
unendlichen Zahl der Stabilitätsgrenzen bei retardierten Systemen das Sta-
bilitätsgebiet in der (kd,ki)-Ebene aus konvexen Polygonen mit endlicher
Kantenanzahl besteht. Für neutrale Systeme wurden dort erstmals die bei-
den Fällen beschrieben, dass das Stabilitätsgebiet einerseits für bestimm-
te Fälle polygonal sein, andererseits für andere Fälle der Grenzwert einer
unendlichen Folge von Polygonen darstellen kann.
Der Beitrag dieser Arbeit ist, totzeitfreie Systeme sowie Totzeitsysteme in
einen einheitlichen gemeinsamen Formalismus zu bringen, der folglich für
jede beliebige lineare zeitinvariante Regelstrecke angewendet werden kann.
Darüber hinaus wird erstmals die stabilere Seite der Wurzelgrenzen mit
Hilfe der komplexen Analysis in besonders kompakter Weise hergeleitet.
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2.4 Auswahl geeigneter Werte für kp
Im Abschnitt 2.3 erfolgt die Ermittlung des stabilen Gebietes in der (kd,ki)-
Ebene für ein festes kp. Sucht man das stabile Gebiet im dreidimensiona-
len Reglerparameterraum (ki,kp,kd) mit der in dieser Arbeit vorgestellten
Methodik, benötigt man folglich ein Raster für kp. Dieser Abschnitt behan-
delt die Fragestellung, welche kp sinnvollerweise zur Rasterung herangezo-
gen werden. Die folgende Definition führt diese Menge als die Menge aller
stabilitätsermöglichenden kp ein:
Definition 2.17 (Menge der stabilitätsermöglichenden kp)
Die Menge aller stabilitätsermöglichenden kp ist die Menge aller kp, für die
das Stabilitätsgebiet in der (kd,ki)-Ebene nicht leer ist.
Im folgendem Abschnitt 2.4.1 wird ein Satz entwickelt, der es erlaubt, In-
tervalle für kp zu identifizieren, die sicher nicht Element der Menge aller
stabilitätsermöglichenden kp sind, also zu keinem stabilen Gebiet in der je-
weiligen (kd,ki)-Ebene führen. Damit kann bereits das Raster für kp auf
die übrigen Intervalle beschränkt werden. Im Abschnitt 2.4.2 wird ein Al-
gorithmus vorgestellt, der bei vielen praktisch relevanten Regelstrecken zur
Berechnung der exakten Menge der stabilitätsermöglichenden kp verwendet
werden kann.
2.4.1 Notwendige Stabilisierungsbedingung bezüglich kp
Der folgende Satz entwickelt ein Kriterium für eine Mindestanzahl für Sta-
bilität benötigter singulärer Frequenzen bezüglich eines bestimmten Wer-
tes von kp. Man beachte, dass die Anzahl der singulären Frequenzen in ei-
nem bestimmten Frequenzintervall vom Wert von kp abhängt, siehe Defini-
tion 2.5.
Satz 2.18 (Notwendige Stabilisierungsbedingung bzgl. kp)
Gegeben sei ein geschlossener Regelkreis mit der charakteristischen Funk-
tion (2.1) und ein kp, das die in Definition 2.5 genannten Voraussetzun-
gen erfüllt. Die Anzahl der singulären Frequenzen in einem Intervall (0 ;R)
werde als z bezeichnet.
Für totzeitfreie Systeme gilt: Existiert für das kp ein stabiles Gebiet in der
(kd,ki)-Ebene, dann erfüllt z die Ungleichung
z ≥ zmin (2.75)
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mit
zmin := κ+mR +
mI − mˆI
2
+
⌈
l
2
⌉
+
⌈mO
2
⌉
− 1 , (2.76)
wobei R :=∞, κ = 0 ist, und die Funktion d·e die kleinste ganze Zahl angibt,
die nicht kleiner ist als das Argument (Aufrunden). mR, mO, mI und mˆI
charakterisieren die Lage der Wurzeln von A(s): mR ist die Anzahl der
Wurzeln in der offenen rechten s-Halbebene, mO die Anzahl der Wurzeln im
Ursprung und mI die Anzahl der Wurzeln s = jωj auf der imaginären Achse
mit ωj 6= 0 unter Mitzählung ihrer Vielfachheit. mˆI beschreibt, wie viele
der mI Nullstellen von A(s) ungerade Ordnung besitzen und gleichzeitig zu
einem existierenden Grenzwert limω→ωj |f(ω)| führen.
Für Totzeitsysteme gilt: Existiert für das kp ein stabiles Gebiet in der
(kd,ki)-Ebene, dann gibt es ein κl ∈ N, so dass z für jedes κ ≥ κl, κ ∈ N
mit R := 2κ+(l mod 2)−12L pi die Ungleichung (2.75) erfüllt.
Beweis. Der Beweis wird mit Hilfe des Cauchy'schen Argumentprinzips
geführt, das auf folgende Hilfsfunktion angewendet wird:
F (s) :=
P (s)
A(s)
= (ki + kp s+ kd s2) +
B(s)
A(s)
esL (2.77)
Die Eigenschaft
Im {F (jω)} = ωkp + RAIBˆ − IARBˆ
R2A + I
2
A
= ω(kp − f(ω)) (2.78)
motiviert die Wahl dieser Hilfsfunktion und hat zur Folge, dass die Orts-
kurve von F (jω) für ω > 0 die reelle Achse an den singulären Frequenzen
ωη schneidet (siehe Definition 2.5).
Zur Auswertung bei großem |s| kann F (s) in folgende Darstellung gebracht
werden:
F (s) =
{
bn
am
sleLs +O (sl−1eLs) , falls l > 2
sl( bnam e
Ls + kd) +O
(
sl−1eLs
)
, falls l = 2
(2.79)
Man betrachte nun einen großen Halbkreis C auf der rechten Seite der s-
Ebene mit Mittelpunkt im Ursprung und einem ausreichend großen Radius
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Re s
Im s
m0mI mR
C′O
C′I
C′L
jR
C′C
−jR
C
Bild 2.9: Die Konturen C, C ′O, C
′
C , C
′
L und C
′
I
R  0 (siehe Bild 2.9), so dass die mR Wurzeln der offenen rechten s-
Halbebene von A(s) im Halbkreis liegen und bei Totzeitsytemen für |s| = R
der Fehler bei Weglassen der O-Terme in (2.79) vernachlässigbar klein ist.
Falls A(s) Wurzeln auf der imaginären Achse hat, wird die Kontur C so
ergänzt, dass diese mit infinitesimal kleinen Halbkreisen zur rechten s-
Halbebene umgangen werden. Der Anteil der Kurve C oberhalb der reellen
Achse wird als C ′ bezeichnet, der weiter in folgende Teile zerlegt wird: C ′L
ist der Teil von C ′ auf der positiven imaginären Achse, C ′O ist der Viertel-
kreis am Ursprung. C ′I besteht aus den
mI
2 Halbkreisen um die Wurzeln von
A(s) auf der positiven imaginären Achse. Der große Viertelkreis C ′C ist der
letzte Teil von C ′.
Nach (2.77) sind die Nullstellen von F (s) die Wurzeln von P (s) und die
Polstellen von F (s) die Wurzeln von A(s). Falls P (s) eine stabile charak-
teristische Funktion darstellt, liegen deren Wurzeln in der offenen linken s-
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Halbebene. Ein stabiles P (s) führt folglich dazu, dass F (s) weder Pole noch
Nullstellen auf der beschriebenen Kontur C besitzt und das Cauchy'sche
Argumentprinzip angewendet werden kann. Der große Halbkreis C enthält
dann nur die mR Wurzeln von A(s) als Pole von F (s). Das Argumentprin-
zip ergibt, dass die Ortskurve von F (s) den Ursprung mR mal im Gegen-
uhrzeigersinn umkreist, wenn s im Uhrzeigersinn die Kontur C umläuft.
Weil alle Koeffizienten der Funktion F (s) reelle Zahlen sind, beträgt die
Phasenänderung von F (s) bei Umlauf von s um die obere Hälfte C ′ genau
∆ arg (F (s)|s auf C′) = mRpi (2.80)
Zuerst wird für den Fall l > 2 die Phasenänderung von F (s) auf der Kontur
C ′ direkt berechnet. Die Phasenänderung auf dem Teil C ′L wird als ∆φL
bezeichnet. Falls m0 6= 0 kann F (s) für s auf C ′0 und kleine ε > 0 dargestellt
werden als
F (s) ≈ c1
smO
mit s = εejϕ , ϕ ∈
[
0,
pi
2
]
, c1 ∈ R\{0} . (2.81)
Folglich trägt der Teil C ′O eine Phasenänderung von
∆ arg (F (s)|s=εejϕ) = −mO pi2 (2.82)
bei. Falls mI 6= 0 kann F (s) für jede Wurzel jωj von A(s) mit ωj > 0 mit
s auf dem entsprechenden kleinen Halbkreis und kleinem ε > 0 dargestellt
werden als
F (s) ≈ c2
s− jωj mit s = jωj+εe
jϕ , ϕ ∈
[
−pi
2
,
pi
2
]
, c2 ∈ R\{0} . (2.83)
Folglich trägt jede Wurzel jωj eine Phasenänderung von
∆ arg
(
F (s)|s=jωj+εejϕ
)
= −pi (2.84)
bei.
Der Konturteil C ′C trägt nach (2.79) im Fall l > 2 für große Radien R mit
s = Rejϕ, ϕ ∈ [pi2 ,0] die Phasenänderung
∆ arg
(
bn
am
sleLs
∣∣∣∣
s=Rejϕ
)
= ∆ arg
(
ejlϕejLR sinϕ
)
= − l
2
pi + ∆C (2.85)
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bei, wobei für totzeitfreie Syteme
∆C := 0 (2.86)
und für Totzeitsyteme
∆C := −2κ+ (l mod 2)− 12 pi (2.87)
zu setzen ist.
Die gesamte Phasenänderung von F (s) für s auf C ′ ist die Summe aus ∆φL,
(2.82), mI2 mal der Wert (2.84) und (2.85):
∆ arg (F (s)|s auf C′) = ∆φL −
l +mI +mO
2
pi + ∆C (2.88)
Mit Hilfe des Cauchy'schen Argumentprinzips wurde hergeleitet, dass die
Phasenänderung von F (s) für s auf C ′ mRpi beträgt, falls P (s) stabil ist,
siehe (2.80). Folglich ist eine notwendige Stabilitätsbedingung, dass gilt
∆φL =
l + 2mR +mI +mO
2
pi −∆C . (2.89)
Im Folgenden werden zunächst für den Fall l > 2 die Auswirkungen der
Phasenänderung ∆φL auf die Anzahl der Schnittpunkte der reellen Achse
mit der Ortskurve von F (s) mit s auf C ′L untersucht. Ist m0 = 0 beginnt
diese Ortskurve bei kleinem |s| auf der reellen Achse, weil F (0) = ki+ b0a0 in
diesem Fall reell und ungleich Null ist, da ein Punkt auf der RRB instabil
ist. Im Fall mO 6= 0 beginnt die Ortskurve bei einer Phase von −mOpi2 oder−mOpi2 + pi und unendlichem Betrag, siehe (2.81) mit ϕ := pi2 . An jeder der
mI
2 Wurzeln s = jωj von A(s) mit ωj > 0 springt die Phase der Ortskurve
um den Wert −pi bei unendlichem Betrag, siehe (2.83). Wird eine dieser
Wurzeln nicht in mˆI mitgezählt, strebt unter Beachtung der Festlegung von
mˆI entweder der Imaginärteil der Ortskurve bei jωj wegen (2.78) gegen ±∞
oder die Phase strebt bei einer Annäherung aus beiden Richtungen gegen
0 oder pi. Wird sie in mˆI mitgezählt, strebt der Imaginärteil der Ortskurve
bei jωj gegen eine Konstante; die Phase läuft bei einer Annäherung aus der
einen Richtung gegen pi und aus der anderen Richtung gegen −pi.
Für ein ausreichend großes R gilt nach (2.79) für Totzeitsysteme
Im {F (jR)} 6= 0 . (2.90)
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Für totzeitfreie Systeme gilt
lim
s→∞ |F (s)| =∞ . (2.91)
Man beachte, dass die Stellen, an denen der Betrag unendlich wird, nicht
Teil der Ortskurve von F (s) für s auf C ′L ist. Damit schneidet die Ortskurve
die reelle Achse folglich mindestens z mal, falls
∆φL > zpi − mO mod 22 pi +
mˆI
2
pi . (2.92)
Weil (2.78) und Behauptung 4 von Hilfssatz 2.6 gilt, kreuzt die Ortskurve
von F (s) mit s auf C ′L die reelle Achse genau an den singulären Frequenzen
ωη. Die Anzahl der singulären Frequenzen ist also identisch mit der Anzahl
der Schnittpunkte der Ortskurve mit der reellen Achse.
Ein stabiles P (s) vorausgesetzt, gilt die Beziehung (2.92) zwischen der Pha-
senänderung der Ortskurve und der Mindestzahl deren Schnittpunkte mit
der reellen Achse. Löst man diesen Ausdruck nach z auf, erhält man als
Mindestzahl der singulären Frequenzen im Intervall (0,R) für stabiles P (s)
zmin =
⌈
l+2mR+mI+mO
2 pi −∆C + mO mod 22 pi − mˆI2 pi
pi
⌉
− 1 , (2.93)
was zu (2.76) äquivalent ist.
Schließlich wird der Fall l = 2 diskutiert. Weil 2κ+ (l mod 2)− 1 in diesem
Fall ungerade und kd eine reelle Zahl ist, kann man für s auf C ′C folgende
Abschätzung treffen
∆C − pi2 < ∆ arg(kd + e
Ls) < ∆C +
pi
2
, (2.94)
so dass sich die Phasenänderung auf C ′C im Fall l = 2 abschätzen lässt zu
∆C − 32pi < ∆ arg
(
s2
(
bn
am
eLs + kd
))
< ∆C − 12pi , (2.95)
was (2.85) im Fall l > 2 entspricht. Die gesamte Phasenänderung auf C ′
ergibt sich jetzt aus der Summe von ∆φL, (2.82), mI2 mal der Wert (2.84)
und (2.95):
∆φL+∆C− 3 +mI +mO2 pi < ∆ argF (s) < ∆φL+∆C−
1 +mI +mO
2
pi
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Daraus ergibt sich die notwendige Stabilitätsbedingung für den Fall l = 2
1 + 2mR +mI +mO
2
pi < ∆φL + ∆C <
3 + 2mR +mI +mO
2
pi . (2.96)
Die minimale Anzahl der singulären Frequenzen liegt folglich im Intervall[
2κ+ (l mod 2) + 2mR +mI +mO + (mO mod 2)− mˆI
2
,
2κ+ (l mod 2) + 2 + 2mR +mI +mO + (mO mod 2)− mˆI
2
)
(2.97)
Weil für l = 2 beide Zählerausdrücke benachbarte gerade Zahlen sind (mI ,
mO + (mO mod 2) und mˆI sind gerade), sind die Intervallgrenzen benach-
barte ganze Zahlen. Da die obere Grenze des Intervalls offen ist, kann die mi-
nimale Anzahl der singulären Frequenzen auch mit Hilfe der Intervallmitte
bestimmt werden
zmin =
⌈
2κ+ (l mod 2) + 1 + 2mR +mI +mO + (mO mod 2)− mˆI
2
⌉
−1 ,
(2.98)
was für den Fall l = 2 äquivalent ist zu (2.76). 
Der zuletzt bewiesene Satz wird durch folgende Beispiele veranschaulicht:
Beispiel 2.8 (Fortsetzung von Beispiel 2.6)
Es gilt l = 3, mR = mI = mˆI = mO = 0. κ wird zu κ = 4 gewählt, daraus
folgt R = 12,5664. Satz 2.18 erfordert nach (2.76) eine minimale Anzahl
singulärer Frequenzen zmin = 5 im Intervall (0,R). Verwendet man Bild 2.4
auf Seite 18, erkennt man, dass nur
kp ∈ (−1 ; 1,5849) (2.99)
diese Bedingung erfüllen. Wenn man für jedes der kp in diesem Intervall das
stabile Gebiet in der (kd,ki)-Ebene ermittelt, erhält man die Menge aller
stabilisierenden Reglerparameter (siehe Bild 2.10).
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Bild 2.10: Die Menge aller stabilisierenden Reglerparameter für Beispiel 2.8
(links) und 2.9 (rechts)
Beispiel 2.9
Betrachtet wird die Regelstrecke
A(s) := − 0,5 s4 − 7 s3 − 2 s+ 1 ,
Bˆ(s) := (s7 + 11 s6 + 46 s5 + 95 s4 + 109 s3+
+ 74 s2 + 24 s) e0,08 s .
(2.100)
Es gilt l = 3, mR = 1, mI = mˆI = mO = 0. κ wird zu κ = 1 gewählt,
daraus folgt R = 39,2699. Satz 2.18 erfordert mindestens zmin = 3 singuläre
Frequenzen im Intervall (0 ;R). Nur
kp ∈ (−24 ; 6,0899) (2.101)
erfüllen diese Bedingung. Ein Raster über dieses Intervall führt zu Bild 2.10.
Besonderheiten dieses Beispiels sind, dass für alle kp ∈ (−1,6319 ; 1,9554)
mehr als ein stabiles konvexes Polygon in der (kd,ki)-Ebene existiert, und
dass eines der beiden stabilen Polygone bei Variation von kp im Inneren von
(2.101) verschwindet. Dieses Polygon degeneriert zu einem Punkt, wenn sich
drei Wurzelgrenzen in dem Punkt (−31,6625 ; 4.4556) der (kd,ki)-Ebene für
kp = 1,9554 schneiden.
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2.4.2 Numerische Berechnung geeigneter kp
Dieser Abschnitt stellt einen Algorithmus vor, der es in vielen Fällen erlaubt,
die exakte Menge der stabilitätsermöglichenden kp numerisch zu berechnen.
Dieser Algorithmus beruht auf verschiedenen konservativen Bedingungen,
die nicht von allen Regelstrecken erfüllt werden, so dass dieser Algorithmus
nicht für alle Beispiele ein Ergebnis liefert. Jedoch zeigt die Praxis, dass die
notwendigen Bedingungen für viele relevante Regelstrecken niederer Ord-
nung erfüllt sind und damit der Algorithmus erfolgreich angewendet werden
kann.
2.4.2.1 Stabilitätsspitzen
Satz 2.18 stellt eine Mindestzahl zmin für Stabilität benötigter singulärer
Frequenzen fest. Mit Hilfe der Definition 2.5 lassen sich kp-Intervalle ein-
teilen, die jeweils zu einer konstanten Anzahl singulärer Frequenzen führen
und die Mindestzahl zmin erreichen.
In zwei verschiedenen Fällen führen jedoch diese kp-Intervalle zu kp-Werten,
die nicht zur Menge aller stabilitätsermöglichenden kp gehören:
• Kein kp aus einem derartigen kp-Intervall besitzt ein stabiles Gebiet
in der (kd,ki)-Ebene.
• Bestimmte kp aus einem kp-Intervall führen zu einem stabilen Gebiet,
andere kp jedoch nicht. In diesem Fall ändert sich die Stabilitätseigen-
schaft im Inneren des kp-Intervalls.
Der zweite Fall tritt auf, wenn sogenannte Stabilitätsspitzen im Reglerpa-
rameterraum existieren, an dem ein stabiles Polygon in der (kd,ki)-Ebene
für ein bestimmtes kp zu einem Punkt, und nicht wie sonst an einer kp-
Intervallgrenze zu einer Strecke degeneriert. Kennt man alle Stabilitätsspit-
zen, kann die Frage nach der Menge aller stabilitätsermöglichenden kp da-
durch gelöst werden, indem die kp-Intervalle an allen Stabilitätsspitzen ge-
teilt werden und für ein beliebiges kp aus jedem der entstehenden Intervalle
die Anzahl stabiler Gebiet in der (kd,ki)-Ebene ermittelt wird.
Offensichtlich existiert eine Stabilitätsspitze genau dann, falls
• sich drei Wurzelgrenzen (RRB, IRBs oder CRBs) in einem Punkt der
(kd,ki)-Ebene (dem sogenannten Tripunkt) schneiden, und
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• der Tripunkt ein stabiles Gebiet im Reglerparameterraum begrenzt.
2.4.2.2 kp-Intervalle
Der erste Schritt des Verfahrens besteht darin, Intervalle in kp aufzustel-
len, bei denen sich bestimmte Funktionen monoton verhalten, die im weite-
ren Verlauf der Arbeit auftauchen. Damit können Intervallapproximationen
durch Funktionsauswertungen an den Intervallgrenzen durchgeführt werden.
Die Menge Ωex sei die Menge aller Frequenzen ω, an denen die Funktion
f(ω) (2.6), kcd(ω) (2.106) oder h(ω) (2.126) ein lokales Extremum mit ω ∈
R+ besitzt. Falls A(s) eine Wurzel s = jωj mit ωj ≥ 0 besitzt und der
Grenzwert limω→ωj f(ω) existiert, sei zusätzlich ωj Element von Ω
ex (siehe
Voraussetzungen von Satz 2.18).
Die Grenzen der zu betrachtenden kp-Intervalle sind dann
{f(ω) | ω ∈ Ωex} . (2.102)
Diese Festlegung der kp-Intervalle stellt sicher, dass die Anzahl singulärer
Frequenzen konstant und die Funktionen f(ωη), kcd(ωη) und h(ωη) bezüg-
lich jeder singulärer Frequenz ωη monoton sind, falls kp monoton in einem
kp-Intervall verändert wird. Diese Eigenschaften werden in den folgenden
Abschnitten benötigt.
Umgekehrt definiert jedes kp-Intervall für jede singuläre Frequenz mit Index
η ein Frequenzintervall(
ω−η ;ω
+
η
)
, ω−η < ω
+
η , (2.103)
in welchem die singuläre Frequenz η liegt (siehe z. B. Bild 2.17 auf Seite 68).
2.4.2.3 Dreierkombinationen der Wurzelgrenzen
Um alle Tripunkte zu berechnen, wird für jede mögliche Kombination drei-
er unterschiedlicher Wurzelgrenzen überprüft, ob diese Dreierkombination
einen Tripunkt für ein kp aus einem bestimmten kp-Intervall bildet.
In Definition 2.5 wurde bereits jeder singulärer Frequenz ein eindeutiger
Index η zugeordnet. Um die Wurzelgrenzen RRB und IRB gleichermaßen zu
behandeln, werden ihnen folgende willkürlich gewählte Indizes zugewiesen:
• η := −1 für die RRB,
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• η := −2 für die erste IRB − bnam , falls sie existiert.
• η := −3 für die zweite IRB bnam , falls sie existiert.
Die Menge Iˆ aller Kombinationen dreier Wurzelgrenzen in einem bestimm-
ten kp-Intervall wird bezeichnet als
Iˆ := {Iν := {i,j,k}} , (2.104)
wobei i,j,k alle Dreierkombinationen der Indizes der Wurzelgrenzen einneh-
men, die im betrachteten kp-Intervall vorhanden sind. Iν repräsentiert eine
bestimmte Kombination dreier Wurzelgrenzen.
2.4.2.4 Bewegung der Wurzelgrenzen
In diesem Abschnitt wird die Veränderung der Lage der CRBs in der (kd,ki)-
Ebene untersucht, die eine Variation von kp bewirkt. Eine Variation von
kp induziert nach (2.18) zuerst eine Veränderung der singulären Frequen-
zen ωη. Die Lageänderung der CRB in Abhängigkeit einer Frequenz ω be-
schreibt dann (2.33), die in einen translatorischen und rotatorischen Part
durch Einführung eines Momentanpols aufgeteilt werden kann.
An einem Momentanpol reduziert sich die Bewegung in eine reine Rotation.
Weil die Ableitung von (2.33) bezüglich ω
∂ki
∂ω
= 2kdω + g′(ω) (2.105)
auf der CRB verschwindet für
kcd(ω) := −
g′(ω)
2ω
, (2.106)
kci (ω) := −
ωg′(ω)
2
+ g(ω) , (2.107)
liegt der Momentanpol immer auf der CRB selbst und wird durch die Ko-
ordinaten kcd(ω) und k
c
i (ω) beschrieben.
Die CRB kann dann in parametrische Form beschrieben werden als
kd = kcd(ω) + λ cos(α)
ki = kci (ω) + λ sin(α)
α := arctan(ω2)
(2.108)
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mit dem Parameter λ ∈ R.
Verändert man ω, wandert der Momentanpol auf einer Trajektorie in der
(kd,ki)-Ebene. Diese Trajektorie besitzt folgende wichtige Eigenschaften:
• Der Momentanpol liegt immer auf der CRB und bewegt sich bei Ver-
änderung von ω in Richtung α.
• Die Momentanpoltrajektorie ist wegen (2.108) links gekrümmt bezüg-
lich wachsender ω.
• Die Momentanpoltrajektorie weist Umkehrpunkte an denjenigen Stel-
len ω auf, an denen (2.106) ein lokales Extremum besitzt.
2.4.2.5 Notwendige Bedingungen für Stabilitätsspitzen
In diesem Abschnitt werden notwendige Bedingungen für die Existenz einer
Stabilitätsspitze einer bestimmten Kombination Iν aus drei Wurzelgrenzen
aufgestellt. Diese relativ einfach zu prüfenden Bedingungen können dazu
verwendet werden, eine große Anzahl der möglichen Kombinationen auszu-
schließen, die sicher nicht zu einer Stabilitätsspitze führen.
Ausgeschlossener Winkelbereich Unter der Annahme, dass eine be-
stimmte Kombination Iν einen Tripunkt besitzt, kann man feststellen, dass
nicht jeder Tripunkt stabilitätskritisch ist.
Beispiel 2.10 (Fortsetzung von Beispiel 2.9)
Bei kp = 0 existieren zwei stabile Polygone in der (kd,ki)-Ebene, siehe
Bild 2.11. Bei kp = 1,9554 liegt ein Tripunkt der CRBs 1,2 und 5 vor,
an dem das linke stabile Polygon zu einem Punkt degeneriert. Folglich ist
der Tripunkt stabilitätskritisch und stellt eine Stabilitätsspitze dar. Bei
kp = 4,2005 liegt ein Tripunkt der CRBs 1, 3 und 4 vor, an dem sich lediglich
die Anzahl der Kanten ändert, welche das rechte stabile Polygon begrenzen.
Dieser Tripunkt ist nicht stabilitätskritisch und stellt keine Stabilitätsspitze
dar.
Welcher der beiden möglichen Fälle vorliegt, kann man folgendermaßen ent-
scheiden: Der Winkel αη und die instabile Seite einer Wurzelgrenze legen
fest, welcher Winkelbereich γη vom Tripunkt aus betrachtet nicht zum sta-
bilen Gebiet gehören kann (siehe Bild 2.12). Nur wenn die Vereinigungs-
menge dieser ausgeschlossenen Winkelbereiche aller am Tripunkt beteiligten
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Bild 2.11: Die (kd,ki)-Ebene und Tripunkte bei unterschiedlichen Werten
von kp, Beispiel 2.10
Wurzelgrenzen [0,2pi] ist, ist der Tripunkt offensichtlich stabilitätskritisch
und stellt eine Stabilitätsspitze dar.
Verändert sich kp im jeweils betrachteten kp-Intervall, verändert sich wegen
der Monotonie der arctan-Funktion der CRB Winkel αη in einem Intervall[
α−η ;α
+
η
]
(2.109)
mit
α−η = arctan
(
(ω−η )
2
)
, (2.110)
α+η = arctan
(
(ω+η )
2
)
(2.111)
und dem zugehörigen Frequenzintervall (2.103). Der ausgeschlossene Win-
kelbereich verändert sich dementsprechend. Als konservative Abschätzung
wird die Obermenge Γη des ausgeschlossenen Winkelbereichs verwendet, die
in Tabelle 2.1 angegeben ist. Die Tabelle führt auch die entsprechenden
Intervalle für RRBs und IRBs auf, die nicht von kp abhängen.
Falls für die Vereinigung aller Obermengen Γη einer Kombination Iν gilt⋃
η∈Iν
Γη 6= [0 ; 2pi] , (2.112)
führt die Kombination Iν sicher nicht zu einem stabilitätskritischen Tri-
punkt und kann verworfen werden.
2.4.2. Numerische Berechnung geeigneter kp 57
Tabelle 2.1: Ausgeschlossener Winkelbereich Γη in Abhängigkeit vom Typ
der Wurzelgrenze η und deren stabilere Seite
Γη Typ Stabilere Seite bei
[α−η , α
+
η + pi] CRB kleinen kd
[0, α+η ] ∪ [α−η + pi, 2pi] CRB großen kd
[0, pi] RRB kleinen ki
[pi, 2pi] RRB großen ki
[pi/2, 3pi/2] IRB kleinen kd
[0, pi/2] ∪ [3pi/2, 2pi] IRB großen kd
stabil
kd
ki
α1
α2
α3
γ1
γ2
γ3
γ1
γ2
γ3 α1
α2α3
Bild 2.12: Zwei Tripunkte dreier CRBs 1,2,3. Links: Nicht stabilitätskriti-
scher Tripunkt, Rechts: Stabilitätskritischer Tripunkt
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Hülle einer Wurzelgrenze Für jede CRB η kann eine Hülle angegeben
werden, welche die Fläche in der (kd,ki)-Ebene umfasst, die die Wurzelgren-
ze bei einer Veränderung von kp überstreicht. Betrachtet man die Eigen-
schaften der Momentanpoltrajektorie und die Tatsache, dass in einem kp-
Intervall die Funktion kcd(ω) aus (2.106) monoton ist, kann man die über-
strichene Fläche durch fünf Begrenzungselemente beschreiben, die ein nicht-
konvexes und nichtbegrenztes Gebiet in der (kd,ki)-Ebene darstellen (siehe
Bild 2.13):
1. Der Teil der Momentanpoltrajektorie zwischen ω−η und ω
+
η .
2. Zwei Strahlen als geradlinige Verlängerung der Momentanpoltrajek-
torie an ihren beiden Enden. Die Winkel dieser Strahlen betragen
arctan((ω−η )
2) und arctan((ω+η )
2).
3. Zwei Strahlen mit den Winkeln arctan((ω−η )
2) und arctan((ω+η )
2), die
am Schnittpunkt der CRBs ω−η und ω
+
η beginnen.
Ersetzt man Teil 1 durch eine Strecke, welche die Momentanpole bei ω−η und
ω+η verbindet, erhält man eine konservative Abschätzung der CRB-Hülle,
die mit folgenden linearen Ungleichungen deutlich einfacher als die exakte
Hülle beschrieben werden kann:
Falls kcd(ω) in
[
ω−η ;ω
+
η
]
monoton steigt
bl1η := {{kd,ki} | ki ≤ c kd + d}
bl2η := {{kd,ki} | ki ≤ (ω−η )2kd + g(ω−η )} ,
bl3η := {{kd,ki} | ki ≤ (ω+η )2kd + g(ω+η )} ,
br1η := {{kd,ki} | ki ≥ (ω−η )2kd + g(ω−η )} ,
br2η := {{kd,ki} | ki ≥ (ω+η )2kd + g(ω+η )} ,
(2.113)
bzw. falls kcd(ω) in
[
ω−η ;ω
+
η
]
monoton fällt
br1η := {{kd,ki} | ki ≥ c kd + d}
br2η := {{kd,ki} | ki ≥ (ω−η )2kd + g(ω−η )} ,
br3η := {{kd,ki} | ki ≥ (ω+η )2kd + g(ω+η )} ,
bl1η := {{kd,ki} | ki ≤ (ω−η )2kd + g(ω−η )} ,
bl2η := {{kd,ki} | ki ≤ (ω+η )2kd + g(ω+η )} ,
(2.114)
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Bild 2.13: Hülle einer CRB mit zunehmendem (links) oder abnehmenden
(rechts) kcd(ω). Die schraffierte Fläche zeigt den Fehler der konser-
vativen Näherung, der entsteht, falls die Momentanpoltrajektorie
durch eine Strecke ersetzt wird.
wobei gilt
c :=
kci (ω
+
η )− kci (ω−η )
kcd(ω
+
η )− kcd(ω−η )
, (2.115)
d :=
kcd(ω
+
η )k
c
i (ω
−
η )− kcd(ω−η )kcη(ω+η )
kcd(ω
+
η )− kcd(ω−η )
. (2.116)
Die (approximierte) Hülle env(η) einer CRB ist dann die Schnittmenge zwi-
schen der Vereinigungsmenge aller linken Begrenzungen bl und der Vereini-
gungsmenge aller rechten Begrenzungen br
env(η) :=
(⋃
κ
blκη
)
∩
(⋃
κ
brκη
)
. (2.117)
Weil eine RRB und eine IRB nicht von kp abhängt, sind ihre Hüllen env(η)
die Wurzelgrenzen selbst, die in den Sätzen 2.7 und 2.8 bzw. 2.14 beschrieben
werden.
Tripunktregionen Eine notwendige Bedingung für die Existenz eines
Tripunktes in einem kp-Intervall ist, dass sich die Hüllen einer Kombination
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kd
ki
Bild 2.14: Schnitt einer Geraden mit einer CRB-Hülle
der Wurzelgrenzen Iν überschneiden. Die Schnittmenge der Wurzelgrenz-
hüllen einer Kombination Iν wird als Tripunktregion tpr(Iν) bezeichnet.
Die Schnittmenge der Hüllen einer Kombination Iν dreier CRBs i,j,k ist
tpr(Iν) = env(i) ∩ env(j) ∩ env(k) =
(⋃
κ1
blκ1i
)
∩
(⋃
κ2
brκ2i
)
∩
∩
(⋃
κ3
blκ3j
)
∩
(⋃
κ4
brκ4j
)
∩
(⋃
κ5
blκ5k
)
∩
(⋃
κ6
brκ6k
)
=⋃
κ1,κ2,κ3,κ4,κ5,κ6
(
blκ1i ∩ brκ2i ∩ blκ3j ∩ brκ4k ∩ blκ5k ∩ brκ6j
)
, (2.118)
wobei die Indizes κ1,κ2,κ3,κ4,κ5,κ6 alle verschiedenen Kombinationen der
Begrenzungen der Hüllen einnehmen. Sollte einer der Wurzelgrenzen in Iν
eine RRB oder IRB darstellen, vereinfacht sich der Ausdruck entsprechend.
Wesentlich an (2.118) ist, dass mit dieser Gleichung die Handhabung der un-
begrenzten Hüllen durch die dargestellte Schnittmengenbildung der Kombi-
nationen linker und rechter Hüllbegrenzungen vermieden werden kann. Jede
Schnittmenge ist ein konvexes Polygon, weil es aus einem System linearer
Ungleichungen resultiert.
Man kann mit einem kurzen Widerspruchsbeweis zeigen, dass jede Tripunkt-
region tpr(Iν) endlich ist und höchstens aus einem zusammenhängenden
Gebiet besteht: Man betrachte die Schnittmenge zweier CRB-Hüllen. Aus
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der ersten Hülle entnimmt man eine beliebige CRB und schneidet diese
mit der zweiten Hülle (siehe Bild 2.14). Es existiert nur dann mehr als ein
zusammenhängender Schnitt oder eine unbegrenzte Schnittmenge, falls die
Steigung der CRB zwischen den Steigungen der Begrenzungen der zweiten
Hülle liegt. Weil die Steigungen ω2η betragen und die Frequenzbereiche der
CRBs (2.103) sich nicht überlappen, stellt dies für alle CRBs in der ersten
Hülle einen Widerspruch dar. Also ist die Schnittmenge zweier CRB-Hüllen
und folglich auch eine Tripunktregion tpr(Iν) als Schnittmenge dreier Hül-
len stets endlich und einfach zusammenhängend. Man beachte, dass dieser
Widerspruchsbeweis sich auch auf die Hüllen von RRBs und IRBs anwenden
lässt.
Zu beachten ist, dass das Ergebnis der Vereinigungsoperation in (2.118), bei
der konvexe Polygone vereinigt werden, zwar ein einfach zusammenhängen-
des, aber möglicherweise nicht-konvexes Polygon ist.
2.4.2.6 Eindeutigkeit eines Tripunktes in tpr(Iν)
Mit Hilfe der aufgestellten notwendigen Bedingungen kann eine große Zahl
der Kombinationen Iν bei der Suche nach Stabilitätsspitzen verworfen wer-
den. Falls jedoch eine nichtleere Tripunktregion gefunden wurde, ist es wich-
tig festzustellen, ob die Region einen einzigen oder eventuell mehrere Tri-
punkte enthält, bevor der Tripunkt numerisch berechnet wird. Zu diesem
Zweck wird die Lageänderung der Schnittpunkte der Wurzelgrenzen bei Ver-
änderung von kp genauer untersucht.
Kinematik der Schnittpunkte Die Bewegung des Schnittpunktes zwei-
er Wurzelgrenzen kann durch Anwendung grundlegender kinematischer Ge-
setze analysiert werden. Um die Bewegung zu beschreiben, wird ein Ge-
schwindigkeitsvektor als folgender Vektor partieller Ableitungen definiert
−→v =
(
∂kd
∂kp
∂ki
∂kp
)
, (2.119)
der die von einer Veränderung von kp induzierte Bewegung eines bestimmten
Punktes in der (kd,ki)-Ebene repräsentiert.
Zuerst wird der Schnittpunkt zweier CRBs i und j betrachtet. Ein mechani-
sches Analogon ist die Bewegung einer den Schnittpunkt repräsentierenden
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Bild 2.15: Kinematik des Schnittpunktes zweier CRBs i und j
Kugel, die entlang zweier die CRBs repräsentierenden Stangen geführt wird,
siehe Bild 2.15. Man möge sich erinnern, dass der Momentanpol sich immer
in Richtung des CRB-Winkels αη bewegt, was zu den Geschwindigkeitsvek-
toren −→vi und −→vj der Momentanpole führt. Folglich hängt der Normalanteil−→
vrη des Geschwindigkeitsvektors am aktuellen Schnittpunkt jeweils bezüglich
beider CRBs nur von der Änderungsrate von αη ab und nicht vom translato-
rischen Geschwindigkeitsvektor des Momentanpols. Der Normalanteil lässt
sich berechnen als
−→
vrη = aη
∂αη
∂kp
(− sinαη
cosαη
)
, η = i,j , (2.120)
wobei aη der aktuelle Abstand vom Momentanpol η zum Schnittpunkt ist.
aη wird als positiv betrachtet, falls der Schnittpunkt sich auf der Seite großer
kd bzw. ki in Bezug auf den Momentanpol η befindet. Andernfalls sei aη
negativ.
Nur die Normalgeschwindigkeiten
−→
vrη am Schnittpunkt beeinflussen die Be-
wegung des Schnittpunktes. Der Geschwindigkeitsvektor des Schnittpunk-
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tes
−→
vxpij ist die Summe der Projektionen der beiden Normalgeschwindigkeits-
vektoren auf die jeweils andere CRB (siehe Bild 2.15). Analytisch bedeutet
dies
−→
vxpi =
|−→vri |
cosαi sin2 αi + sinαi sin2 αj
(
cosαj
sinαj
)
, (2.121)
−→
vxpj =
|−→vrj |
cosαj sin2 αj + sinαj sin2 αi
(
cosαi
sinαi
)
, (2.122)
−→
vxpij =
−→
vxpi +
−→
vxpj . (2.123)
Mit α = arctan(ω2), einigen trigonometrischen Vereinfachungen und
dα
dkp
=
dα
dω
dω
dkp
=
2ω
f ′(ω)(1 + ω4)
(2.124)
kann der Geschwindigkeitsvektor des Schnittpunktes zweier CRB beschrie-
ben werden als
−→
vxpij =
1
ω2j − ω2i
(
h(ωi) ai − h(ωj) aj
ω2j h(ωi) ai − ω2i h(ωj) aj
)
, (2.125)
wobei
h(ω) =
2ω
f ′(ω)
√
1 + ω4
. (2.126)
Ist der Geschwindigkeitsvektor eines Schnittpunktes zwischen einer CRB
und einer RRB bzw. einer CRB und einer IRB gesucht, vereinfachen sich
die Ausdrücke, weil die RRB bzw. IRB nicht von kp abhängt. Konkret gilt
für den Geschwindigkeitsvektors des Schnittpunkts einer CRB i und einer
RRB j
−→
vxpij = −
aih(ωi)
ω2i
(
1
0
)
(2.127)
und einer CRB i und einer IRB j
−→
vxpij = aih(ωi)
(
0
1
)
. (2.128)
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Mit Hilfe der hergeleiteten Beziehungen kann festgestellt werden, ob inner-
halb einer Tripunktregion tpr(Iν) ein einziger Tripunkt existiert. Der Nach-
weis wird in zwei Schritte geteilt. Zuerst wird gezeigt, dass nicht mehr als
ein Tripunkt existiert. Anschließend erfolgt der Nachweis, dass mindestens
ein Tripunkt  und damit genau ein Tripunkt  existiert.
Nicht mehr als ein Tripunkt Mit Hilfe von Gleichung (2.125) kann
ein Geschwindigkeitsintervall der Schnittpunkte einer Kombination Iν auf-
gestellt werden. Weil Tripunkte nur in der jeweiligen Tripunktregion tpr(Iν)
liegen können, kann für jede Wurzelgrenze η ein Intervall für die Abstände
aη zwischen dem Momentanpol und einem möglichen Tripunkt als
[
a−η ; a
+
η
]
abgeschätzt werden.
Die kp-Intervalle wurden in Abschnitt 2.4.2.2 so definiert, dass h(ω) mo-
noton ist für ωη im entsprechenden Frequenzbereich (2.103). Dadurch
können durch Einsetzen der Intervallgrenzen von ωη, h(ω) und aη in
(2.125,2.127,2.128) nach den Methoden der Intervallarithmetik (siehe z. B.
[Alefeld und Herzberger 1974]) Intervalle in der kd- und ki-Koordinate für
den Geschwindigkeitsvektor des Schnittpunkts angegeben werden als[−−→
vxpij− ;
−−→
vxpij+
]
. (2.129)
Eine hinreichende Bedingung, dass die Kombination Iν in einem kp-Intervall
nicht mehr als einen Schnittpunkt besitzt, kann an folgende Intervalle der
Geschwindigkeitsvektoren der drei Schnittpunkte von Iν[−−→
vxpij− ;
−−→
vxpij+
]
(2.130)[−−→
vxpik− ;
−−→
vxpik+
]
(2.131)[−−→
vxpjk− ;
−−→
vxpjk+
]
i,j,k ∈ Iν . (2.132)
geknüpft werden. Falls sich die Intervalle der kd-Koordinaten oder der ki-
Koordinaten von (2.130  2.132) nicht schneiden, ist die Bedingung erfüllt.
Zum Beweis betrachte man die Situation, in der die Wurzelgrenzen i,j,k sich
in dem Tripunkt (k∗d,k
∗
i ) schneiden. Falls sich die Koordinaten der Geschwin-
digkeitsvektoren nicht überschneiden, bewegen sich die drei Schnittpunkte
im gesamten kp-Intervall in jeweils unterschiedliche Richtungen.
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Bild 2.16: Eingeschlossenes Dreieck einer Kombination Iν an den Grenzen
des kp-Intervalls a) Untere kp-Grenze b) Obere kp-Grenze, wobei
die Eckpunkte jeweils auf der gleichen Seite bezüglich ihrer ge-
genüberliegenden Kante bleiben. c) Obere kp-Grenze, bei der die
Eckpunkte jeweils auf der anderen Seite bezüglich ihrer gegen-
überliegenden Kante liegen.
Genau ein Tripunkt Falls mit vorstehender Bedingung nachgewiesen
werden konnte, dass nicht mehr als ein Tripunkt existieren kann, also sich
die Geschwindigkeitsvektoren der Schnittpunkte nicht überschneiden, kann
das von der Kombination Iν eingeschlossene Dreieck an den Grenzen des
kp-Intervalls untersucht werden, um zu entscheiden, ob genau ein oder kein
Tripunkt existiert.
Offensichtlich existiert genau dann ein einziger Tripunkt, falls die Eckpunkte
des eingeschlossenen Dreiecks einer Kombination Iν die Seite bezüglich der
jeweils gegenüberliegenden Kante wechseln, falls kp von der unteren zur
oberen Grenze des kp-Intervalls, oder umgekehrt, springt (siehe Bild 2.16).
Numerische Lösung Wenn die Existenz und Eindeutigkeit eines Tri-
punktes in einem kp-Intervall nachgewiesen ist, kann ein nichtlineares Glei-
chungssystem zur Bestimmung des Tripunktes sicher mit numerischen Stan-
dardmethoden gelöst werden.
Für jede CRB η erhält man folgendes Gleichungspaar
kxpi − kxpd ω2η − g(ωη) = 0 ,
f(ωη)− kxpp = 0 ,
(2.133)
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für die RRB die Gleichung, siehe (2.25)
kxpi = −
b0
a0
(2.134)
bzw. für die IRBs die Gleichung
kxpd = ∓
bn
am
, (2.135)
wobei kxpi , k
xp
d , k
xp
p und die Frequenzen {ωη} die Unbekannten darstellen.
Im komplexesten Fall dreier CRBs besteht das Gleichungssystem aus sechs
Gleichungen mit sechs Unbekannten. Als Anfangswerte für den Gleichungs-
löser können Mittelwerte aus tpr(Iν), aus dem kp-Intervall und aus dem
Intervall der singulären Frequenzen (2.103) benutzt werden.
2.4.2.7 Der vollständige Algorithmus
Der vollständige Algorithmus zur Bestimmung aller stabilitätsermöglichen-
den kp besteht aus folgenden Schritten:
1. Definiere die kp-Intervalle (Abschnitt 2.4.2.2).
2. Wende notwendige Bedingung aus Satz 2.18, Seite 44 auf alle kp-
Intervalle an: Verwerfe alle Intervalle deren Anzahl singulärer Frequen-
zen geringer ist als gefordert.
3. Für alle übrigen kp-Intervalle:
(a) Stelle die Menge Iˆ aller Kombinationen Iν der im kp-Intervall
auftretenden Wurzelgrenzen auf (Abschnitt 2.4.2.3).
(b) Für alle Iν ∈ Iˆ: Überprüfe den ausgeschlossenen Winkelbereich
(Abschnitt 2.4.2.5) und verwerfe die Kombination Iν , falls diese
nicht stabilitätskritisch ist.
(c) Für alle übrigen Iν : Überprüfe, ob die Kombination Iν eine nicht-
leere Tripunktregion tpr(Iν) besitzt (Abschnitt 2.4.2.5). Falls kei-
ne nichtleere Tripunktregion existiert oder alle Kombinationen
Iν verworfen sind: Springe zum nächsten kp-Intervall.
(d) Für alle nichtleeren Tripunktregionen tpr(Iν): Überprüfe, ob die
Geschwindigkeitsvektoren der Schnittpunkt sich nicht überlap-
pen, um nachzuweisen, dass nicht mehr als ein Tripunkt in tpr(Iν)
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existiert. Falls der Nachweis nicht möglich ist, kann der Algorith-
mus nicht garantieren, dass die exakte Menge aller stabilitätser-
möglichenden kp gefunden wird.
(e) Für alle Tripunktregionen tpr(Iν): Überprüfe, ob die Eckpunkte
des eingeschlossenen Dreiecks der Kombination Iν an den Gren-
zen des kp-Intervalls bezüglich ihrer gegenüberliegenden Kan-
te die Seite wechseln. Falls ja, existiert genau ein Tripunkt in
tpr(Iν) (Abschnitt 2.4.2.6). Falls nicht, verwerfe die Tripunktre-
gion tpr(Iν).
(f) Für alle übrigen Tripunktregionen tpr(Iν): Bestimme den Tri-
punkt in tpr(Iν) durch numerische Lösung des Gleichungssys-
tems aus Abschnitt 2.4.2.6. Teile das aktuelle kp-Intervall an dem
kp-Wert der ermittelten Lösung in zwei Intervalle auf.
4. Für alle kp-Intervalle: Analysiere die Stabilität eines kp-Intervalls
durch Ermittlung der Anzahl der stabilen Polygone in der (kd,ki)-
Ebene für ein beliebiges kp aus dem Intervall.
5. Vereinige alle stabilitätsermöglichenden kp-Intervalle zur gesuchten
Menge aller stabilitätsermöglichenden kp.
2.4.2.8 Beispiele
Der Algorithmus wird auf ein Beispiel aus [Bajcinca 2006] angewendet:
Beispiel 2.11
Man betrachte die Regelstrecke
A(s) := 1890 s2 + 658 s+ 215 ,
Bˆ(s) := s8 +
1032
25
s7 +
6175327
10000
s6 +
98620159
25000
s5 +
92785263
10000
s4+
97588159
25000
s3 +
5413746
625
s2 .
(2.136)
Die Monotoniebedingungen in Abschnitt 2.4.2.2 führen zu den 11 kp-
Intervallen aus Tabelle 2.2. Die Funktion f(ω) und die kp-Intervallgrenzen
sind in Bild 2.17 dargestellt. Ausschließlich die Kombination Iν = {1,2,3}
im kp-Intervall (−9,673227 ;−5,027932) besitzt eine nichtleere Tripunktre-
gion tpr(ν) (siehe Bild 2.18). Die Tripunktregion tpr(ν) erfüllt die Eindeu-
tigkeitsbedingungen in Abschnitt 2.4.2.6. Die numerische Lösung des Glei-
chungssystems liefert die kp-Grenze −9,00238. Führt man den Algorithmus
68 Die Menge aller stabilisierenden PID-Regler
1 2 3
ω
f
(ω
)
0 2 4 6 8 10
-20
-10
0
10
20
30
40
50
Bild 2.17: Funktion f(ω) (durchgezogen), Grenzen der kp-Intervalle (gestri-
chelt) und singuläre Frequenzen für kp = 10, Beispiel 2.11
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Bild 2.18: CRBs bei kp = −9,00238 und Tripunktregion der Kombination
Iν = {1,2,3} im kp-Intervall (−9,67323 ;−5,02793), Beispiel 2.11
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Bild 2.19: Das Gebiet der stabilisierenden Reglerparameter für Beispiel 2.11
Tabelle 2.2: kp-Intervalle für das Beispiel 2.11
Nr. kp-Intervall Indizes der
sing. Frequenzen
#1 (−∞ ;−479,036761) 3
#2 (−479,036761 ;−11,572593) 3
#3 (−11,572593 ;−11,572292) 1,2,3
#4 (−11,572292 ;−9,673227) 1,2,3
#5 (−9,673227 ;−5,027932) 1,2,3
#6 (−5,027932 ;−0,249315) 1,2,3
#7 (−0,249315 ; 0) 1,2,3
#8 (0 ; 1.247397) 2,3
#9 (1,247397 ; 33,222946) 2,3
#10 (33,222946 ; 44,549728) 2,3
#11 (44,549728 ;∞) keine
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Bild 2.20: Funktion f(ω) und Grenzen der kp-Intervalle (gestrichelt), Bei-
spiel 2.12
weiter, erhält mal als Menge aller stabilitätsermöglichenden kp das Inter-
vall (−9,00238 ; 44,54973). Mit einem Raster über diese Menge erhält man
Bild 2.19.
Folgendes Beispiel zeigt die Konservativität der Eindeutigkeitsbedingung in
Abschnitt 2.4.2.6 und ein Stabilitätsgebiet, das an beiden Seiten von Stabi-
litätsspitzen begrenzt ist:
Beispiel 2.12
Man betrachte die Regelstrecke
A(s) := s3 + 2 s+ 1 ,
Bˆ(s) := s8 + s7 + 16 s6 + 16 s5 + 65 s4 + 65 s3 + 50 s2 + 49 s .
(2.137)
Die Monotoniebedingungen in Abschnitt 2.4.2.2 führen zu 12 kp-Intervallen
(siehe Bild 2.20), von denen drei die notwendige Stabilitätsbedingung aus
Satz 2.18 erfüllen. Der Algorithmus ermittelt drei unterschiedliche Tripunk-
te bei kp = −9,7609, kp = 0,33984 und kp = 3,2139. Die beiden letzten
erfüllen die Eindeutigkeitsbedingungen aus Abschnitt 2.4.2.6 jedoch nicht,
so dass der Algorithmus nicht garantieren kann, dass es nicht noch weitere
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Bild 2.21: Die (kd,ki)-Ebene und Tripunkte bei unterschiedlichen Werten
von kp, Beispiel 2.12
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Bild 2.22: Das Gebiet der stabilisierenden Reglerparameter für Beispiel 2.12
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Tripunkte gibt. Für dieses Beispiel kann man zeigen, dass keine weiteren
Tripunkte existieren und damit die Eindeutigkeitsbedingung zu konservativ
ist. Weiterhin stellt sich heraus, dass nur die letzten beiden Tripunkte stabi-
le Gebiete im Raum (ki,kp,kd) begrenzen und Stabilitätsspitzen darstellen.
Eine weitere Besonderheit ist, dass bei diesem Beispiel das Stabilitätsgebiet
bezüglich kp von beiden Seiten durch Stabilitätsspitzen begrenzt wird (siehe
Bild 2.21 und 2.22).
2.4.3 Literaturnachweise
Die Monographie [Datta u. a. 2000] beschreibt mit der so bezeichneten Root
Locus Idea ein Verfahren zur Wahl eines geeigneten kp für beliebige totzeit-
freie Regelstrecken. Eine präzise formulierte notwendige Bedingung wurde
erstmals in [Söylemez u. a. 2003] veröffentlicht. Mit einem alternativen Be-
weisweg stellte [Bajcinca 2006] eine äquivalente Bedingung auf. Die Erwei-
terung dieser Methode auf Totzeitsysteme erfolgte in [Bajcinca 2005a,b,c],
wobei die aufgestellten Sätze nicht in allen Details überzeugen, vor allem
in Bezug auf neutrale Systeme und in Bezug auf Systeme mit Polynomen
A(s), welche Wurzeln auf der imaginären Achse besitzen. In [Hohenbichler
2009] wird die Idee aufgegriffen und der Satz und Beweis präzisiert.
Anhand eines totzeitfreien Beispieles wird in [Bajcinca 2006] erstmals der
Punkt im Raum (ki,kp,kd), an denen sich drei CRBs schneiden, als Stabi-
litätsspitze bezeichnet, dessen Konsequenz für die Menge aller stabilitätser-
möglichenden kp aufgezeigt und als Lösungsansatz die Lösung eines nicht-
linearen Gleichungssystems vorgeschlagen. [Hohenbichler und Abel 2008]
systematisiert diesen Ansatz, vereinfacht das nichtlineare Gleichungssystem
und geht erstmals auf den Nachweis der Existenz- und Eindeutigkeit einer
Stabilitätsspitze ein, um diese sicher numerisch berechnen zu können. In der
vorliegenden Arbeit erfolgt die Erweiterung auf Totzeitsysteme, ergänzt um
eine ausführlichere Herleitung und um weitere Beispiele.
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2.5 Die (kd,ki)-Ebene an den Extrema von f(ω)
In Definition 2.5 auf Seite 17 ist festgelegt, dass das zu wählende kp nicht in
der Menge Ωex der Extrema von f(ω) für ω ∈ R+ liegt. Im darauf folgenden
Abschnitt 2.4.2.2 tauchen diese Extrema als Grenzen der kp-Intervalle auf,
welche die Menge der stabilitätsermöglichenden kp bilden.
In diesem Abschnitt wird nun untersucht, welche Auswirkungen die Wahl
eines Extremums kp = f(ωex) mit ωex ∈ Ωex auf die (kd,ki)-Ebene hat. Die
Bedeutung dieser Extrema rührt daher, dass die Gleichung f(ω) − kp = 0
aus Definition 2.5 an den Stellen ωex > 0 eine doppelte Lösung besitzt.
In anderen Worten, bei Annäherung von kp an ein Maximum von unten
bzw. an ein Minimum von oben nähert sich ein Paar singulärer Frequenzen
aneinander an und verschmilzt im Grenzfall zu einer doppelten Lösung.
Erfolgt die Veränderung von kp über das Extremum hinaus, verschwindet
dieses Lösungspaar.
2.5.1 Doppelwurzelgrenzen
Für das zugehörige Paar zweier CRBs bedeutet das Verschmelzen zweier
singulärer Frequenzen zu einer doppelten Lösung, dass die CRBs bei der be-
schriebenen Annäherung an das Extremum wegen (2.33) sich immer weiter
annähern und im Grenzfall zu einer einzigen Geraden degenerieren. Bei einer
weiteren Veränderung von kp verschwindet das Wurzelgrenzpaar. Im Fol-
genden wird der Grenzfall eines degenerierten Wurzelgrenzpaars als Doppel-
wurzelgrenze eingeführt. Eine weitere wichtige Eigenschaft dieses Übergangs
ist das Verhalten des Schnittpunktes der beiden CRBs. Bei Annäherung an
den Grenzfall laufen die Momentanpole nach (2.106,2.107) aufeinander zu,
weil sich die singulären Frequenzen annähern. Weil bei einer Veränderung
von kp die Bewegung der CRB eine reine Rotation um den Momentanpol
darstellt, ist offensichtlich, dass im Grenzfall der Schnittpunkt der beiden
CRBs und die beiden Momentanpole zum selben Punkt konvergieren. Die-
ser Punkt teilt nach der folgenden Definition die Doppelwurzelgrenze in eine
stabilere und eine instabile Hälfte ein. Die Definition schließt die analogen
Fälle ein, an denen eine CRB bei ωex = 0 mit einer RRB (falls vorhanden)
bzw. bei ωex =∞ mit einer IRB (für totzeitfreie Systeme, falls vorhanden)
konvergiert.
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Bild 2.23: f(ω) und singuläre Frequenzen für kp = 6 und kp = −2,5 am
Beispiel 2.13
Definition 2.19 (Doppelwurzelgrenze)
Ωex sei die Menge aller Extrema inklusive Randextrema von f(ω) mit ω ∈
R+0 ∪ ∞ für totzeitfreie Systeme bzw. mit ω ∈ [0 ;ωl) für Totzeitsysteme.
Für jedes kp, für das mit einem ωex ∈ Ωex der Grenzwert
kp = lim
ω→ωex f(ω) (2.138)
existiert, wird eine Doppelwurzelgrenze definiert, die folgende Gerade
• ki = − b0a0 , falls ωex = 0,
• ki = (ωex)2 kd + g(ωex), falls ωex ∈ R+,
• kd = − bnam , falls ωex =∞ und L = 0,
darstellt. Der Punkt(
limω→ωex kcd(ω)
limω→ωex kci (ω)
)
(2.139)
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mit (2.106,2.107) trennt die Doppelwurzelgrenze in eine stabilere und eine
instabile Hälfte. Falls das Extremum f(ωex) ein Minimum ist, liegt die sta-
bilere Hälfte bei großen kd bzw. ki; falls das Extremum ein Maximum ist,
liegt die stabilere Hälfte bei kleinen kd bzw. ki.
Die Doppelwurzelgrenzen werden an folgendem Beispiel berechnet:
Beispiel 2.13 (Fortsetzung von Beispiel 2.1)
Die Funktion f(ω) mit den singulären Frequenzen für ein kp in der Nähe des
Maximums kp = 6,156511 und in der Nähe des Minimums kp = −2,761353
ist in Bild 2.23 dargestellt. Bild 2.24 und 2.25 zeigen jeweils die (kd,ki)-
Ebene für ein kp in der Nähe und direkt am Extremum, an dem die beiden
zugehörigen CRBs zu einer Doppelwurzelgrenze degenerieren.
2.5.2 Degenerierte innere und stabile Polygone
Liegt der Fall kp = f(ωex) mit ωex ∈ Ωex vor und werden neben den üb-
lichen Wurzelgrenzen nach den Sätzen 2.7, 2.8 und 2.14 die Doppelwurzel-
grenzen in die (kd,ki)-Ebene eingezeichnet, können folgendermaßen degene-
rierte innere Polygone und darauf aufbauend degenerierte stabile Polygone
ermittelt werden.
Zuerst wird der Fall betrachtet, dass kp ein Maximummit ωex ∈ R+ darstellt
(siehe z. B. Bild 2.24). Bei einem geringfügig kleinerem Wert für kp wird aus
der doppelten singulären Frequenz bei ωex ein gewöhnliches Paar singulärer
Frequenzen ωi und ωj mit ωi < ωj . Wegen des Maximums bei ωex gilt
f ′(ωi) < 0 und f ′(ωj) > 0 . (2.140)
Die CRB ωi mit der kleineren Steigung ω2i nach (2.33) besitzt nach Satz 2.7
die stabilere Seite bei großen kd. Die CRB ωj mit der größeren Steigung ω2j
besitzt hingegen die stabiler Seite bei kleinen kd. Folglich weisen links vom
Schnittpunkt der beiden CRBs die stabileren Seiten nach innen zum Zwi-
schenraum der beiden CRB und rechts vom Schnittpunkt nach außen. Ein
inneres Polygon und damit ein stabiles Polygon zwischen den CRBs kann
also nur auf der linken Seite des Schnittpunktes existieren. Ob tatsächlich
ein inneres Polygon existiert, hängt von der Lage und der stabileren Seite
der weiteren Wurzelgrenzen ab.
Im Grenzfall, dass kp gegen das Maximum und ωi und ωj gegen ωex stre-
ben, degenerieren die beiden CRBs zu einer Geraden. Der Schnittpunkt der
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Bild 2.24: Die (kd,ki)-Ebene für kp = 6 (links) und kp = 6,156511 (rechts),
Beispiel 2.13. Die stabilere Seite der Doppelwurzelgrenze im rech-
ten Bild liegt links vom Punkt (5,2769 ; 12,5265).
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Bild 2.25: Die (kd,ki)-Ebene für kp = −2,5 (links) und kp = −2,761353
(rechts), Beispiel 2.13. Die stabilere Seite der Doppelwurzelgrenze
im rechten Bild liegt rechts vom Punkt (24,0716 ; 26,3911).
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CRBs läuft gegen den Momentanpol (2.139), der nach Definition 2.19 die
Doppelwurzelgrenze in eine linke stabilere Hälfte und eine rechte instabile
Hälfte trennt. Hier klärt sich diese Namensgebung: Nur auf der linken sta-
bileren Hälfte kann ein degeneriertes inneres Polygon und damit ein dege-
neriertes stabiles Polygon existieren. Ein degeneriertes inneres Polygon ist
dann ein degeneriertes stabiles Polygon, wenn die charakteristische Funktion
(2.1) darauf neben der doppelten Wurzel bei jωex und der doppelten Wurzel
bei −jωex nur Wurzeln in der offenen linken s-Halbebene besitzt. Diese Ar-
gumentation kann analog sowohl für die Minima als auch für ωex = 0 bzw.
ωex =∞ wiederholt werden.
Zu beachten ist, dass auch die instabile Hälfte der Doppelwurzelgrenzen
einen Einfluss auf innere Polygone haben kann. Läuft die instabile Hälfte der
Doppelwurzelgrenze durch nicht-degenerierte innere Polygone der übrigen
Wurzelgrenzen, werden diese an der Doppelwurzelgrenze geteilt.
Beispiel 2.14 (Fortsetzung von Beispiel 2.13)
Bild 2.24 zeigt den Fall eines Maximums. Auf der linken stabileren Seite
der Doppelwurzelgrenze degeneriert das innere Polygon zu einem degene-
rierten inneren Polygon, deren Punkte als grenzstabil klassifiziert werden
können. Bild 2.25 zeigt den Fall eines Minimums. Das degenerierte innere
Polygon auf der rechten stabileren Seite ist nicht grenzstabil, da hier Pole
des geschlossenen Regelkreises in der offenen rechten s-Halbebene liegen.
Die instabile linke Seite der Doppelwurzelgrenze teilt in diesem Beispiel ein
inneres stabiles Polygon in zwei Hälften.
2.5.3 Bedeutung für das stabile Gebiet im Raum (ki,kp,kd)
Mit Hilfe der im letzten Abschnitt eingeführten degenerierten stabilen Po-
lygone an den Extrema von f(ω) ist es möglich, die exakten Grenzen des
stabilen Gebiets im Raum (ki,kp,kd) bezüglich der kp-Achsen einzuzeich-
nen. Sind diese Grenzen bekannt, kann darüber hinaus durch Verbinden
der zusammengehörenden Wurzelgrenzen benachbarter Rasterwerte von kp
mit Flächen ein vollständig geschlossener Körper (im Fall eines endlichen
Stabilitätsgebietes) ermittelt werden.
Beispiel 2.15 (Fortsetzung von Beispiel 2.14)
In Bild 2.26 ist das stabile Gebiet im Reglerparameterraum (ki,kp,kd) mit
Hilfe eines Rasters von kp in der Menge aller stabilitätsermöglichenden kp
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Bild 2.26: Das stabile Gebiet im Raum der Reglerparameter (ki,kp,kd), Bei-
spiel 2.15
und durch Verbinden der zusammengehörenden Wurzelgrenzen mit Flächen
dargestellt.
2.5.4 Literaturnachweise
Die Ergebnisse zu den stabilen Gebieten in der (kd,ki)-Ebene für ein kp an
den Extrema von f(ω) und deren Konsequenzen für das stabile Gebiet im
Raum (ki,kp,kd) werden erstmals in dieser Arbeit veröffentlicht.
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3 Weitere Entwurfskriterien
In der regelungstechnischen Praxis ist es gewöhnlich nicht ausreichend, als
Entwurfsziel lediglich Stabilität zu betrachten. Für den praktischen Ent-
wurfsvorgang spielen weitere Anforderungen an die Dynamik des Regelkrei-
ses eine wichtige Rolle. Viele dynamische Anforderungen können mit der
Lage der Pole des geschlossenen Regelkreises in der s-Ebene in Verbindung
gebracht werden, siehe z. B. [Ackermann u. a. 2002]. Weitere in der Praxis
wichtige Anforderungen sind Stabilitätsreservemaße, die sicherstellen, dass
der entworfene Regelkreis ein definiertes Maß von den Stabilitätsgrenzen
entfernt ist, um eine gewissen Robustheit zu garantieren. Die bekanntesten
Maße in diesem Zusammenhang sind die Amplituden- und Phasenreserve,
welche Vorgaben an den Frequenzgang des offenen Regelkreises stellen.
Grundlage der Behandlung erweiterter Entwurfskriterien in diesem Ab-
schnitt ist, dass die Kriterien durch Transformationen auf den Stabilitätsfall
zurückgeführt werden. Dieses Vorgehen erzielt folgende Vorteile:
• Die Polygoneigenschaft der erzielten Gebiete (in einer eventuell trans-
formierten Ebene aus zwei Reglerparametern) bleibt erhalten. Dies
führt zu einer rechentechnisch erheblich einfacheren Berechnung, Ver-
arbeitung und Darstellung der dreidimensionalen Gebiete im Raum
(ki,kp,kd).
• Das in Kapitel 2 vorgestellte Verfahren zur Ermittlung des stabilen
Gebietes im Raum (ki,kp,kd) kann nach Anwendung der Transforma-
tionen auch in diesem Fall verwendet werden.
In den folgenden Abschnitten werden unter dieser Rahmenbedingung Trans-
formationen für Anforderungen an die Pollagen und für Anforderungen an
den Frequenzgang des offenen Regelkreises entwickelt.
3.1 Anforderungen an die Pollagen
Anforderungen an die Pollagen des geschlossenen Regelkreises können ge-
stellt werden, indem ein sogenanntes Γ-Gebiet in der s-Ebene als Zielge-
biet für alle Pole spezifiziert wird. Die Berandung eines Γ-Gebietes wird
als ∂Γ bezeichnet, die als Menge von Punkten s = σ + jω in der s-Ebene
interpretiert werden kann (siehe z. B. Bild 3.1).
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Ursache der Polygoneigenschaft der stabilen Gebiete in der (kd,ki)-Ebene
ist, dass alle Wurzelgrenzen Geraden sind. Bei Behandlung eines Γ-Gebietes
sind die Wurzelgrenzen diejenigen geometrischen Örter, an denen ein Pol
die Berandung ∂Γ überquert. Die charakteristische Funktion (2.1) besitzt
genau dann eine Wurzel bei σ+jω, falls P (σ+jω) = 0 gilt. Diese Bedingung
kann folgendermaßen in Real- und Imaginärteil aufgespalten werden:(
RA RAσ − IAω RA(σ2 − ω2)− 2IAσω
IA IAσ +RAω IA(σ2 − ω2) + 2RAσω
)kikp
kd
+(RBˆ
IBˆ
)
=
(
0
0
)
(3.1)
Die Reglerparameter im Raum (ki,kp,kd) werden nun mit folgender linearer
Koordinatentransformation in einen neuen Raum (k′i,k
′
p,k
′
d) überführt:
ki = t11k′i + t12k
′
p + t13k
′
d ,
kp = t11k′i + t12k
′
p + t13k
′
d ,
kd = t11k′i + t12k
′
p + t13k
′
d .
(3.2)
Aus der CRB-Bedingung (3.1) wird dann (k′p sei der fest gewählte Parame-
ter, bei anderer Wahl erhält man nur Indexpermutationen)
(
RA RAσ − IAω RA(σ2 − ω2)− 2IAσω
IA IAσ +RAω IA(σ2 − ω2) + 2RAσω
)t11 t13t21 t23
t31 t33
(k′i
k′d
)
+S =
(
0
0
)
(3.3)
mit einer Matrix S, die nicht von k′i und k
′
d abhängt.
Die Determinate J der Matrix, die mit (k′d,k
′
i)
T multipliziert wird, lässt sich
folgendermaßen faktorisieren (man beachte die Tippfehler in [Ackermann
u. a. 2002]):
J = (R2A + I
2
A)ω
[
a(σ2 + ω2) + 2bσ + c
]
(3.4)
mit
a := t21t33 − t23t31 , (3.5)
b := t11t33 − t13t31 , (3.6)
c := t11t23 − t21t13 . (3.7)
3.1 Anforderungen an die Pollagen 81
Re {s}
Im {s}
σ0
∂Γ
Re {s}
Im {s}
σL σR
∂Γ
Bild 3.1: Senkrechte Gerade (links) und Kreis mit Mittelpunkt auf der
reellen Achse (rechts) als Begrenzungen von Γ-Gebieten
Die CRBs sind genau dann Geraden in der transformierten (k′d,k
′
i)-Ebene,
falls die Determinante J für alle ω > 0 verschwindet und damit das Glei-
chungssystem (3.3) singulär ist. Falls eine Lösung existiert, ist sie eine Ge-
rade in der (k′d,k
′
i)-Ebene. Die Determinante verschwindet für alle ω > 0 ,
falls gilt
a(σ2 + ω2) + 2bσ + c = 0 . (3.8)
Im Fall a = 0 ist (3.8) eine Parallele zur imaginären Achse bei σ0 = − c2b .
Der Fall a 6= 0 führt zu der Gleichung eines Kreises in der s-Ebene mit
Mittelpunkt auf der reellen Achse(
σ +
b
a
)2
+ ω2 =
b2
a2
− c
a
. (3.9)
Folglich sind nur die Γ-Gebietsgrenzen senkrechte Gerade und Kreis mit
Mittelpunkt auf der reellen Achse mit einer linearen Transformation der
Reglerparameter (ki,kp,kd) auf den Fall einer singulären Determinante J
überführbar. Ein geschlossener Regelkreis, der sämtliche Pole im Γ-Gebiete
links einer senkrechten Gerade besitzt, wird auch als sigma-stabil bezeichnet.
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Analog dazu wird im Folgenden ein geschlossener Regelkreis, der sämtliche
Pole innerhalb eines Kreises mit Mittelpunkt auf der reellen Achse besitzt,
als kreis-stabil bezeichnet.
Um die erweiterten Stabilitätsbegriffe vollständig auf den gewöhnlichen
Stabilitätsfall aus Kapitel 2 zurückzuführen, muss neben der Bedingung
det J = 0 die Struktur der Gleichung (3.3) vollständig mit der Struktur der
Gleichung (2.29) in Übereinstimmung gebracht werden. Dies wird in den bei-
den folgenden Abschnitten jeweils für Sigma-Stabilität und Kreis-Stabilität
durch eine konforme Abbildung erreicht.
3.1.1 Sigma-Stabilität
Mit der konformen Abbildung
s := v + σ0 , (3.10)
welche die linke v-Halbebene auf die links der Geraden σ = σ0 liegende
s-Halbebene abbildet, erhält man aus (2.1) folgende transformierte charak-
teristische Funktion in v
P ′(v) =
[
(ki + kpσ0 + kdσ02) + (kp + 2kdσ0) v + kd v2
]
A(v + σ0)+
+ Bˆ(v + σ0) . (3.11)
Offensichtlich kann man mit folgenden Transformationen Gleichung (3.11)
in die Struktur der Gleichung (2.1) bringen:
k′i := ki + kpσ0 + kdσ0
2 ,
k′p := kp + 2kdσ0 ,
k′d := kd ,
A′(v) := A(v + σ0) ,
Bˆ′(v) := Bˆ(v + σ0) = eσ0LB(v + σ0) eLv .
(3.12)
Mit den transformierten Parametern und Polynomen wird die Ermittlung
des stabilen Gebietes im Raum (k′i,k
′
p,k
′
d) nach Kapitel 2 durchgeführt. Mit
der Rücktransformation
ki = k′i − k′p σ0 + k′d σ02 ,
kp = k′p − 2k′d σ0 ,
kd = k′d
(3.13)
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Bild 3.2: Das Gebiet aller sigma-stabilen Reglerparameter für Beispiel 3.1
erhält man das Stabilitätsgebiet in den ursprünglichen Reglerparametern
(ki,kp,kd). Die Rücktransformation stellt eine lineare Drehstreckung dar, so
dass für ein σ0 6= 0 die polygonalen Gebiete schiefwinklig im Raum (ki,kp,kd)
liegen.
Beispiel 3.1 (Fortsetzung von Beispiel 2.9)
Für die Regelstrecke ist das sigma-stabile Gebiet im Reglerparameterraum
(ki,kp,kd) für σ0 := −0,25 gesucht. Die nach (3.12) transformierten Polyno-
me lauten
A′(v) = − 0,5 v4 − 6,5 v3 + 5,0625 v2 − 3,28125 v + 1,60742 ,
Bˆ′(v) = (0,980199 v7 + 9,06684 v6 + 30,2024 v5 + 46,3297 v4+
+ 38,6681 v3 + 20,8895 v2 + 2,28944 v − 2,69489) e0,08 v .
(3.14)
Mit diesen Polynomen wird das stabile Gebiet im Raum (k′i,k
′
p,k
′
d) ermit-
telt. Nach der Rücktransformation (3.13) erhält man die Menge aller sigma-
stabilen Reglerparameter im Raum (ki,kp,kd), siehe Bild 3.2. Man beachte,
dass dieses Gebiet deutlich kleiner ist als das Gebiet aller stabilisierenden
Reglerparameter in Bild 2.10 auf Seite 51.
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3.1.2 Kreis-Stabilität für totzeitfreie Systeme
Das Kriterium Kreis-Stabilität wird im Folgenden nur für Regelkreise mit
totzeitfreien Strecken betrachtet, weil es für Totzeitsysteme nicht sinnvoll
angewendet werden kann: Die charakteristische Funktion ist für Totzeitsys-
teme im Regelkreis ein Quasipolynom, das unendlich viele Wurzeln besitzt.
In jeder begrenzten Region liegen dabei nur eine endliche Anzahl der Wur-
zeln [Bellman und Cooke 1963].
Die konforme Abbildung
s :=
σL v − σR
v − 1 (3.15)
bildet die linke v-Halbebene auf das Inneres des Kreises aus Bild 3.1 in der
s-Ebene ab. Nach Einsetzen in (2.1) für den totzeitfreien Fall L = 0 und
Bildung eines Hauptnenners der PID-Übertragungsfunktion erhält man
P ′(v) =
k′i + k
′
p v + k
′
d v
2
(v − 1)2 A
(
σL v − σR
v − 1
)
+B
(
σL v − σR
v − 1
)
(3.16)
mit
k′i := ki + kdσR
2 + kpσR ,
k′p := −2ki − kp(σR + σL)− 2kdσRσL ,
k′d := kpσL + ki + kdσL
2 .
(3.17)
Um Gleichung (3.16) in die Form eines Polynoms zu bringen, wird die Wur-
zelbedingung P ′(v) = 0 auf beiden Seiten mit (v− 1)n multipliziert. (Es ist
vorausgesetzt, dass l ≥ 2 gilt.) Wendet man nun die Transformationen
A′(v) := A
(
σL v − σR
v − 1
)
(v − 1)n−2 ,
B′(v) := B
(
σL v − σR
v − 1
)
(v − 1)n
(3.18)
an, erhält man identisch die Struktur von (2.1) mit den transformierten
Polynomen A′(v) und B′(v), um im Raum (k′i,k
′
p,k
′
d) das Gebiet aller sta-
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Bild 3.3: Das Gebiet aller kreis-stabilen Reglerparameter für Beispiel 3.2
bilisierenden Reglerparameter nach Kapitel 2 zu ermitteln. Das gesuchte
Gebiet im Raum (ki,kp,kd) erhält man mit der Rücktransformation
ki =
σR
2k′d + σL
2k′i + σLσRk
′
p
σL2 − 2σRσL + σR2 ,
kp = −
σLk
′
p + 2σLk
′
i + 2k
′
dσR + σRk
′
p
σL2 − 2σRσL + σR2 ,
kd =
k′p + k
′
d + k
′
i
σL2 − 2σRσL + σR2 ,
(3.19)
die wiederum eine Drehstreckung darstellt.
Beispiel 3.2 (Fortsetzung von Beispiel 2.1)
Für die Regelstrecke ist das kreis-stabile Gebiet im Reglerparameterraum
(ki,kp,kd) für σL := −5, σR := −0,1 gesucht. Die nach (3.18) transformier-
ten Polynome lauten
A′(v) = − 2867040 v5 + 1471150 v4 − 237471 v3+
+ 13747,2 v2 − 393 v + 5,12567
Bˆ′(v) = 25280300 v7 + 99496800 v6 + 42956000 v5 + 3209330 v4+
− 35295,1 v3 + 5139,43 v2 + 26,1474 v − 4,48157 .
(3.20)
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Bild 3.4: Links: Die (k′d,k
′
i)-Ebene für k
′
p = −14,1247. Rechts: Die Polstellen
des geschlossenen Regelkreises für den in der (k′d,k
′
i)-Ebene einge-
zeichneten Tripunkt nach der Rücktransformation, Beispiel 3.2
Mit diesen Polynomen wird das stabile Gebiet im Raum (k′i,k
′
p,k
′
d) ermit-
telt. Nach der Rücktransformation (3.19) erhält man die Menge aller kreis-
stabilen Reglerparameter im Raum (ki,kp,kd), siehe Bild 3.3. Man beachte,
dass die Transformation zu einer IRB in der transformierten (k′d,k
′
i)-Ebene
führt. Für k′p = −14,1247 besitzt die (k′d,k′i)-Ebene einen Tripunkt zwischen
der IRB und der CRB 3 und 4. Für diesen Tripunkt sind in Bild 3.4 die
Polstellen des geschlossenen Regelkreises nach erfolgter Rücktransformation
eingezeichnet. Es ist erkennbar, dass drei Poolpaare auf dem spezifizierten
Kreis mit σL = −5, σR = −0,1 liegen; ein Polpaar liegt als doppelte reelle
Polstelle bei (σL ; 0) vor.
3.1.3 Anforderungen an die Wurzeln großen Betrags
Wie bereits im Beweis des Satzes 2.14 gezeigt wurde, gilt für den Realteil
der Wurzeln großen Betrages p∞ bei neutralen Totzeitsystemen (l = 2)
Re {p∞} = 1
L
ln
(∣∣∣∣kd ambn
∣∣∣∣) . (3.21)
Es ist nun möglich zu fordern, dass alle Wurzeln großen Betrages links neben
der Geraden
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y = −λ (3.22)
in der s-Ebene mit s =: x + jy liegen sollen, wobei λ eine frei wählbare
reelle positive Konstante darstellt. Dies führt nach wenigen Umformungen
zur Bedingung
|kd| < e−λL
∣∣∣∣ bnam
∣∣∣∣ . (3.23)
Im Fall retardierter Totzeitsysteme (l > 2) liegt bei den hier betrachteten
Totzeitsystemen ein Paar konjugiert komplexer retardierter Wurzelketten
vor. Nach [Bellman und Cooke 1963] können diese Wurzeln großen Betrages
folgendermaßen berechnet werden:
Die charakteristische Funktion (2.1) des geschlossenen Regelkreises kann in
folgender Form dargestellt werden:
P (s) = (kd s2 + kp s+ ki)A(s) +B(s) esL =
= kdamsm+2
(
1 +O
(
1
s
))
+ bnsnesL
(
1 +O
(
1
s
))
. (3.24)
Die Wurzeln großen Betrags von P (s) stimmen mit den Wurzeln großen
Betrags folgender Vergleichsfunktion P˜ (s) überein:
P˜ (s) := kdam + bnsl−2esL = kdam + bnesL+(l−2) ln s. (3.25)
Nun wird die Transformation
z := u+ jv := sL+ (l − 2) ln s (3.26)
verwendet. Vergleicht man die Realteile auf der linken und rechten Seite von
(3.26), erhält man
xL+ (l − 2) ln |(x+ jy)| = u (3.27)
mit s =: x+ jy. Nach y aufgelöst erhält man
y = ±
√
e2
u−Lx
l−2 − x2 . (3.28)
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Im Fall l > 2 ist der Realteil x von s nach oben begrenzt. Für x → −∞
bestimmt sich dann der Imaginärteil der Wurzeln zu
y = ±eu−Lxl−2 (1 +O(1)) . (3.29)
Mit der Transformation (3.26) wird die Wurzelbedingung P˜ (s) = 0 zu
e˜z = −kdam
bn
(3.30)
und der Realteil der Lösung für z lautet
u = ln
∣∣∣∣kdambn
∣∣∣∣ , (3.31)
welcher eingesetzt in (3.29) zu folgender Darstellung des Ortes der Wurzeln
großen Betrags in der s-Halbebene führt
y = ±
∣∣∣∣kdambn
∣∣∣∣ 1l−2 e−Lxl−2 (1 +O(1)) . (3.32)
Die Wurzeln großen Betrags liegen folglich für l > 2 auf einer e-Funktion in
der linken s-Halbebene.
Als Kriterium kann man für den retardierten Fall vorgeben, dass alle Wur-
zeln großen Betrags links von der Kurve
y = ±λ 1l−2 e−Lxl−2 (3.33)
liegen sollen, wobei λ eine frei wählbare reelle positive Konstante darstellt.
Man beachte, dass die Form der Exponentialfunktion auch von der Grad-
differenz l und vom Wert der Totzeit L abhängt.
Alle Wurzeln großen Betrags liegen dann links von der Kurve (3.33), falls
gilt
|kd| <
∣∣∣∣λbnam
∣∣∣∣ . (3.34)
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Bild 3.5: Links: Das Gebiet aller stabilen Reglerparameter, deren Wurzeln
großen Betrags zusätzlich die gestellte Forderung erfüllen, Bei-
spiel 3.3. Rechts: Die gewählte Grenzkurve (gestrichelte Linie) für
die Wurzeln großen Betrags nach (3.33) mit λ := 4, sowie die Po-
le des geschlossenen Regelkreises für kp := 1, ki := 2 und einem
kd := −8, das auf der Grenze nach (3.34) liegt.
Beispiel 3.3 (Fortsetzung von Beispiel 2.9)
Für die Regelstrecke ist das Gebiet im Reglerparameterraum (ki,kp,kd) ge-
sucht, das neben Stabilität zu Wurzeln großen Betrags führt, die in der s-
Ebene links der Kurve (3.33) mit einem gewählten λ := 4 liegen. Die zu-
sätzliche Bedingung lautet in diesem Fall nach (3.34) |kd| < 8. Das erzielte
Gebiet im Raum (ki,kp,kd), die spezifizierte Kurve in der s-Ebene sowie die
Wurzeln für einen auf der Grenze (3.34) liegenden Reglerparametersatz ist
Bild 3.5 zu entnehmen. Die Wurzeln wurden dabei mit dem Verfahren nach
[Vyhlidal und Zitek 2003] berechnet.
3.2 Anforderungen an Frequenzgangskriterien
In Kapitel 2 wurden die Stabilitätsgrenzen mit der Bedingung der Überque-
rung der Wurzeln der charakteristischen Funktion (2.1) über die imaginäre
Achse eingeführt. Äquivalent hierzu ist die Bedingung, dass der Frequenz-
gang des offenen Regelkreises
H(jω) :=
(
ki + kp jω + kd (jω)2
)
A(jω)
B(jω)
e−jωL (3.35)
durch den kritischen Punkt −1 + 0j verläuft.
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In analoger Weise können nun andere kritische Punkte ρ+ jζ des Frequenz-
gangs des offenen Regelkreises behandelt werden. Die kritische Bedingung
lautet dann
H(jω) = ρ+ jζ . (3.36)
Diese Bedingung kann umgeformt werden zu(
ki + kp(jω) + kd(jω)2
)
A(jω)−B(jω) ejωL (ρ+ jζ) = 0 , (3.37)
die mit Hilfe der Transformation
B′(jω) := −B(jω) (ρ+ jζ) (3.38)
in die Struktur von (2.1) gebracht werden kann. Man beachte, dass auch im
Fall reeller Koeffizienten in B(s) durch die Transformation (3.38) das Po-
lynom B′(s) nichtreelle Koeffizienten besitzt, falls ein kritischer Punkt mit
ζ 6= 0 betrachtet wird. Damit sind die Pole des geschlossenen Regelkreises
nicht mehr notwendigerweise konjugiert komplex. Eine negative singuläre
Frequenz ωη mit ωη < 0 führt dann zu einer CRB, die nicht mehr identisch
mit der CRB −ωη ist. Punkte auf einer derartigen CRB besitzen eine Orts-
kurve von (3.35), die an der Frequenz −ωη durch den an der reellen Achse
gespiegelten kritischen Punkt ρ− jζ verlaufen.
Wird als Entwurfskriterium des Reglerentwurfs eine Mindestamplitudenre-
serve Am gewählt, wählt man den kritischen Punkt
ρ = − 1
Am
, ζ = 0 , (3.39)
um mit Hilfe der Transformation (3.38) das Verfahren nach Kapitel 2 an-
zuwenden.
Im Fall des Entwurfskriteriums einer Mindestphasenreserve αm kann der
kritische Punkt
ρ = − cos(αm), ζ = − sin(αm) (3.40)
verwendet werden.
Zu beachten ist, das mit Hilfe des Verfahrens nach Kapitel 2 das Gebiet
im Raum (ki,kp,kd) ermittelt wird, das einen offenen Regelkreis mit dem
Frequenzgang
AmH(jω) bzw. H(jω)ejαm (3.41)
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Bild 3.6: Ortskurve des Frequenzgangs des offenen Regelkreises, Beispiel 3.4
stabilisiert, falls auch die CRBs negativer singulärer Frequenzen berück-
sichtigt werden. In analoger Weise werden die Begriffe Amplituden- und
Phasenreserve an vielen Stellen definiert. Jedoch ist damit nicht garantiert,
dass damit jeder Frequenzgang
AH(jω) bzw. H(jω)ejα mit 1 ≤ A ≤ Am bzw. 0 ≤ α ≤ αm (3.42)
stabilisiert wird. Derartige Fälle können auftreten, falls der Frequenzgang
mehrmals die negative reelle Achse bzw. den Einheitskreis schneidet. Fol-
gendes Beispiel zeigt, dass dieses Phänomen bereits bei einer totzeitfreien
Verzögerungsstrecke zweiter Ordnung (PT2) und einem minimalphasigen
Frequenzgang des offenen Regelkreises auftritt.
Beispiel 3.4
Für die schwach gedämpfte Regelstrecke zweiter Ordnung
A(s) := 0,265 ,
Bˆ(s) := s3 + 0,1 s2 + s
(3.43)
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Bild 3.7: Rasterung der Verbindungslinie zwischen kritischem Punkt für
Amplituden- und Phasenreserve
und für den PID-Regler mit den Parametern kp := 0,1 , ki := 0,62 und
kd := 0,2288 ist in Bild 3.6 die Ortskurve des Frequenzgangs des offenen
Regelkreises dargestellt. Die Reglerparameter liegen auf einer CRB, falls
die Transformation (3.38) mit einer gewünschten Mindestphasenreserve von
αm = 45◦ angewendet wurde. Man erkennt, dass die Ortskurve zwar durch
den kritischen Punkt
(
− 1√
2
;− 1√
2
)
läuft, aber ein zweiter Schnittpunkt mit
dem Einheitskreis zu einer maßgeblichen Phasenreserve von 0,81◦ führt.
Um auch in derartigen Fällen ein belastbares Ergebnis im Raum (ki,kp,kd)
zu erhalten, kann als pragmatische Abhilfe die Verbindungslinie zwischen
den kritischen Punkten der Amplituden- und Phasenreserve in einige weni-
ge Punkte gerastert werden. Das vorgestellte Verfahren wird mit jedem der
Rasterpunkte als kritischer Punkt durchgeführt und die Schnittmenge der
resultierenden Gebiete im Raum (ki,kp,kd) gebildet. Damit kann im Rah-
men der Rastergenauigkeit davon ausgegangen werden, dass alle erzielten
Gebiete im Raum (ki,kp,kd) die gewünschte Amplituden- und Phasenreserve
erfüllen.
Alternativ kann auch a posteriori überprüft werden, ob der ausgewählte
Reglerparametersatz zu einem Frequenzgang (3.35) führt, der die Forderun-
gen an Amplituden- und Phasenreserve erfüllt.
3.3 Literaturnachweise 93
3.3 Literaturnachweise
In [Ackermann u. a. 2002] wurde für totzeitfreie Regelstrecken gezeigt, dass
bei einer linearen Transformation der Reglerparameter nur bei Γ-Gebieten,
die von einer Geraden parallel zur imaginären Achse (Spezialfall Sigma-
Gebiet) oder von einem Kreis mit Mittelpunkt auf der reellen Achse be-
grenzt werden, die Eigenschaft erhalten bleibt, dass als stabile Gebiete in der
transformierten (k′d,k
′
i)-Ebene konvexe Polygone entstehen. In [Hohenbich-
ler und Ackermann 2003b] wird die Transformation für σ-Stabilität erstmals
für Totzeitsysteme verwendet. In dieser Arbeit wird einerseits der Beweis,
dass nur σ- und Kreis-Stabilität linear transformierbar sind, auf totzeitbe-
haftete Systeme erweitert, andererseits werden ergänzend die Transforma-
tionsvorschriften für Kreis-Stabilität (3.17,3.18) mit Hilfe einer konformen
Abbildung entwickelt. Das Kriterium für die Wurzeln großen Betrags bei
retardierten Totzeitsysteme wird in dieser Arbeit erstmals veröffentlicht.
[Shafiei und Shenton 1997] behandelt Anforderungen an Amplituden- und
Phasenreserve durch die Bedingung, dass der Frequenzgang des offenen Re-
gelkreis den Punkt (3.39) bzw. (3.40) kreuzt, wobei dort Aussagen zu Maß-
nahmen fehlen, welche sicherstellen, dass dieser Punkt tatsächlich der maß-
gebliche kritische Punkt ist. Die Abbildung der Bedingung erfolgt in Ebenen
aus (ki,kp) bei gerastertem kd, so dass die erzielten Gebiete nichtpolygonal
sind. Alternativ werden in [Kim und Kim 2005] Amplituden- und Phasen-
reserveanforderungen in (ki,kd)-Ebenen abgebildet, indem vom stabilen Po-
lygon Gebiete abgeschnitten werden, die zu einer Frequenzgangsortskurve
führen, die die reelle Achse bzw. den Einheitskreis auf der falschen Sei-
te des kritischen Punktes schneiden. Diese Schnittbedingung führt zu fre-
quenzabhängigen Geraden mit Steigung ω−2 in der (ki,kd)-Ebene. Es fehlt
jedoch offensichtlich der Nachweis eines monotonen Verhaltens der Geraden
über ω, so dass ω zumindest in Intervallen gerastert werden muss.
In [Hohenbichler und Abel 2006] wurde die Idee der Abbildung der Punkte
(3.39) und (3.40) erstmals als Transformation verwendet, um diese Kriteri-
en auf die Stabilitätsfrage zurückzuführen und die Polygoneigenschaft der
Gebiete beizubehalten.
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4 Praktischer Reglerentwurf mit PIDrobust
Dieses Kapitel stellt zunächst die MATLAB-Toolbox PIDrobust vor, die im
Rahmen der vorliegenden Dissertation entstanden ist. Die Software dient als
Hilfsmittel zum Entwurf robuster PID-Regler mit dem Parameterraumver-
fahren in der regelungstechnischen Praxis. Mit Hilfe dieser Software wird in
den darauf folgenden Abschnitten ein robuster Regler für eine Laboranlage
ausgelegt, welche die nichttriviale Regelungsaufgabe der pH-Wert-Regelung
im Labormaßstab nachbildet. Messungen am geschlossenen Regelkreis der
Laboranlage zeigen die praktische Anwendbarkeit des in dieser Arbeit vor-
gestellten Verfahrens.
4.1 Das Software-Werkzeug PIDrobust
Das Software-Werkzeug PIDrobust stellt eine Toolbox für MATLAB dar,
die im Internet unter http://www.irt.rwth-aachen.de/pidrobust zur
Verfügung steht. Die Software wird unter der Lizenz für freie Software Gene-
ral Public License bereitgestellt, um der Öffentlichkeit sowohl die Nutzung
als auch die Weiterentwicklung zu ermöglichen.
4.1.1 Geplante Ziele von PIDrobust
Zielsetzung von PIDrobust ist, den Anwender beim Entwurf robuster PID-
Regler für die Klasse linearer SISO-Regelstrecken auf Basis des Parameter-
raumverfahrens interaktiv zu unterstützen. Auf Basis eines oder mehrerer
Streckenmodelle und eines zugehörigen Arbeitsbereiches soll die Software
die gewünschten Entwurfskriterien für Streckenrepräsentanten in den Raum
(ki,kp,kd) abbilden sowie die Schnittmenge der Gebiete darstellen (Regler-
syntheseschritt).
Die Darstellung im Raum (ki,kp,kd) soll dem Anwender gezielte Interak-
tionsmöglichkeiten zur Auswahl eines Reglerparametersatzes bieten: Sollte
beispielsweise keine Schnittmenge existieren (d. h. das gestellte Problem ist
nicht lösbar) oder ist die Schnittmenge sehr groß, kann der Anwender durch
Verändern des Arbeitsbereiches oder der Entwurfskriterien interaktiv die
Problemstellung anpassen und dessen Wirkung beobachten.
Als weitere Funktion soll die Software nach Auswahl eines Reglers die Re-
gelkreisanalyse implementieren: Die Entwurfskriterien werden hierzu in den
Raum der Streckenparameter abgebildet. Der Anwender kann in dieser Dar-
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Bild 4.1: Die graphische Bedienoberfläche GUIpidspace
stellung erkennen, ob der Regler alle Kriterien für den gesamten Arbeitsbe-
reich robust erfüllt und welche Arbeitspunkte besonders kritisch sind, d. h.
besonders nahe an Grenzen der Kriterien liegen. Dies ermöglicht dem An-
wender, seine Spezifikationen zu überprüfen, um eine zu konservative Reg-
lerauslegung zu vermeiden.
Neben der Reglersynthese und der Regelkreisanalyse sollen bekannte Stan-
dard-Analysemethoden (Zeit- und Frequenzbereich) in das Software-Werk-
zeug integriert werden.
Zur Bedienung sollen nur grundlegende regelungstechnische Kenntnisse not-
wendig sein. Insbesondere soll es zur Benutzung der Software nicht erforder-
lich sein, die dahinter liegenden mathematischen Verfahren zur Abbildung
der Entwurfskriterien im Detail zu kennen.
4.1.2 Stand der umgesetzten Funktionen
Mit Abschluss der vorliegenden Arbeit wurden die Ziele für den Reglersyn-
theseschritt nahezu vollständig implementiert. Alle in den Kapiteln 2 und 3
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entwickelten Methoden sind bis auf den Sonderfall, dass A(s) Wurzeln auf
der imaginären Achse besitzt, algorithmisch umgesetzt.
Die graphische Bedienoberfläche GUIpidspace (siehe Bild 4.1) bietet dem
Anwender die Möglichkeit, mehrere Übertragungsfunktionen als Repräsen-
tanten für die Regelstrecke zu definieren sowie die gewünschten Entwurfs-
kriterien auszuwählen und zu parametrieren. Die Regelstrecke wird dabei
durch Eingabe der Koeffizienten von A(s) und B(s) und ggf. des Totzeit-
wertes L spezifiziert. Optional kann ein Vektor der zu verwendenden Werte
für k′p im Feld kp'-Array sowie für Totzeitsysteme der Wert kl im Feld
kmax manuell vorgegeben werden. Verbleiben diese Felder auf auto, werden
diese Werte nach den in Abschnitt 2.4 bzw. Abschnitt 2.3.2.3 genannten
Verfahren automatisch bestimmt.
Nach Betätigung der Schaltfläche Display PID Space werden für alle Kom-
binationen der Regelstrecken und der gewählten Entwurfskriterien die zu-
gehörigen Gebiete im Raum der Reglerparameter (ki,kp,kd) angezeigt. Jede
dieser Kombinationen wird als eine Aufgabe (task) bezeichnet. Bild 4.2 zeigt
das zugehörige Fenster PIDspace Display, welche den Reglerentwurf für
die pH-Wert-Laboranlage zeigt (Details dazu im Abschnitt 4.3).
Neben weiteren Optionen kann am unteren Rand über eine Schaltfläche das
Fenster kd-ki-plane Display geöffnet werden (siehe Bild 4.3). Wurden im
Fenster GUIpidspace mehrere Regelstrecken oder mehrere Entwurfskrite-
rien gewählt, kann in der oberen Leiste des kd-ki-plane Display entwe-
der die Anzeige aller Aufgaben oder jeweils einer einzelnen Aufgabe selek-
tiert werden. Bei Anzeige einer einzelnen Aufgabe werden die Ergebnisse
in einem höheren Detaillierungsgrad dargestellt. Das Fenster zeigt in der
unteren Hälfe die Abbildung der Entwurfskriterien in die (k′d,k
′
i)-Ebene für
einen Wert von k′p. Optional können neben den stabilen Polygonen auch
alle inneren Polygone, die Tripunktregionen (falls vorhanden) und die Wur-
zelgrenzhüllen (siehe Abschnitt 2.4.2.5) dargestellt werden. In der oberen
Hälfte werden die Funktion f(ω) aus (2.6), deren Extrema, die singuläre
Frequenzen und die Grenzen der k′p-Intervalle angezeigt.
Nach Anwahl eines Punktes in der angezeigten (k′d,k
′
i)-Ebene können die
Übertragungsfunktionen des offenen und geschlossenen Regelkreises sowie
des ausgewählten Reglers über das Menü Analysis Plots graphisch in LTI
viewer - Fenstern dargestellt werden. Es steht eine Vielzahl von Darstel-
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Bild 4.2: Das Fenster PIDspace Display
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lungsformen (Nyquist-Diagramm, Bode-Diagramm, Sprung-, Impulsantwor-
ten, Pol-/Nullstellendiagramm und weitere) zur Verfügung.
In allen Graphen ist die Verwendung der gewohnten Standardhilfsmittel
(Vergrößern, Verkleinern, Verschieben, Drehen, Datencursor) möglich, um
die Ergebnisse genauer zu untersuchen und weitere Details abzufragen. Um
die Darstellung automatisch an die veränderte Ansicht anpassen, sind spe-
zielle Routinen implementiert.
Ein weitere umgesetzte Funktion betrifft Regelstrecken, die zu unbegrenzten
Stabilitätsgebieten (bzw. zu unbegrenzten Gebieten bezüglich anderer Ent-
wurfskriterien) führen, was für totzeitfreie Regelstrecken niederer Ordnung
oftmals zutrifft. Treten unbegrenzte Gebiete im Raum (ki,kp,kd) oder in
der (kd,ki)-Ebene auf, werden diese vor der Darstellung mit einer bounding
box  ein Quader bzw. Rechteck mit achsparallelen Seiten  geschnitten.
Die Begrenzungen der bounding box werden automatisch so ermittelt, dass
alle wesentlichen Charakteristika der Gebiete dargestellt werden. Alterna-
tiv können die Begrenzungen auch manuell vorgegeben werden. Folgendes
Beispiel zeigt den Fall eines unbegrenzten (und nichtzusammenhängenden)
Stabilitätsgebietes.
Beispiel 4.1
Das stabile Gebiet im Raum (ki,kp,kd) der totzeitfreien Regelstrecke
A(s) := s+ 2 ,
Bˆ(s) := 10 s3 + s2 + 4 s
(4.1)
ist nichtzusammenhängend und unbegrenzt (siehe Bild 4.4).
Neben der graphischen Bedienung kann PIDrobust auch über die Komman-
dozeile aufgerufen werden, so dass komplexe Reglerauslegungsvorgänge mit
Hilfe von Skripten automatisiert werden können.
4.1.3 Implementierungsaspekte
Dieser Abschnitt geht auf verschiedene Aspekte der Implementierung von
PIDrobust in MATLAB ein. Zuerst werden die getroffenen Programmier-
grundsätze, die Softwarestruktur und die Funktionsweise der zentralen Ob-
jektklasse pidspace kurz beschrieben. Anschließend wird ein Algorithmus
zur Berechnung der singulären Frequenzen für Totzeitsysteme vorgestellt,
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Bild 4.3: Das kd-ki-plane Display bei Anzeige einer einzelnen Aufgabe
(stabiles Gebiet in der (kd,ki)-Ebene für Beispiel 2.5 auf Seite 29)
mit LTI viewer - Fenstern
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Bild 4.4: Darstellung eines unbegrenzten und nichtzusammenhängenden
Stabilitätsgebietes im PIDspace Display, Beispiel 4.1
der ein zentrales Teilproblem bei der Ermittlung der stabilen Gebiete in der
(kd,ki)-Ebene löst.
Die Toolbox PIDrobust ist vollständig in der MATLAB m-Sprache verfasst.
Um einerseits effizienten und andererseits gut strukturierten Code zu erzeu-
gen, wurden bei der Implementierung folgende Grundsätze beachtet:
• Objektorientierte Programmierung: Bei der Implementierung
wurde die Möglichkeiten der objektorientierten Programmierung un-
ter MATLAB benutzt. Es wurden hierarchisch strukturierte Objekt-
klassen für Polynome, rationale Funktionen, Quasipolynome usw. an-
gelegt. Durch Überladen bekannter Standardmethoden (bspw. plot,
plus, diff) können diese Objekte in den restlichen Programmteilen
besonders intuitiv verwendet werden.
• Vektorisierung: In allen Programmteilen wurde konsequent darauf
geachtet, die Datenoperationen möglichst in Vektor-/Matrizenrech-
nungen auszuführen, welche von MATLAB effizient abgearbeitet wer-
den. Objektinstanzen können grundsätzlich eine Elementmenge spei-
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chern  der Zugriff auf die Elemente erfolgt komfortabel mit der in
MATLAB üblichen Indizierung.
• Ereignissteuerung: Benutzerinteraktionen auf einer der graphischen
Oberflächen erzeugen Ereignisse, die an eine Liste angemeldeter Ob-
jekte versendet werden. Die Empfängerobjekte besitzen jeweils eine
Methode, welche die zum Ereignis passende Reaktion definiert.
• Optionen: Viele Objektmethoden lassen als Argument eine Struktur
zu, mit der bestimmte Softwareoptionen eingestellt werden können.
Werden Optionen nicht vorgegeben, werden Standardwerte gesetzt.
4.1.3.1 Softwarestruktur
Eine Übersicht über die Struktur der Software von PIDrobust stellt Bild 4.5
dar. Die Objektklasse pidspace nimmt eine zentrale Stellung innerhalb der
Struktur ein. Sie realisiert alle im Abschnitt 4.1.2 erwähnten Funktionen der
Abbildung der Entwurfskriterien in den Raum (ki,kp,kd) bzw. in die (kd,ki)-
Ebene, inklusive der graphischen Darstellung der Ergebnisse. Der Aufruf
dieser Funktion ist folgendermaßen über die Kommandozeile möglich
oPidspace = pidspace(A,B[,KpArr,kmax,options])
wobei A und B die Funktionen A(s) und Bˆ(s) beschreiben. Optionale Para-
meter sind der Vektor KpArr zu verwendender Werte für k′p, kmax für κl und
weitere Optionen. Zur Darstellung von A(s) und B(s) greift pidspace auf
die Objektklassen spolynom und spolyexp zurück, welche Polynome bzw.
Quasipolynome repräsentieren. Mehrere Regelstrecken können pidspace
übergeben werden, indem für A und B Objektvektoren angegeben werden.
Intern benutzt pidspace weitere Objektklassen, die mathematische Funk-
tionen (z. B. ratfunc für rationale Ausdrücke, trigpoly für Funktionen wie
f(ω) in (2.6)), Wurzelgrenzen in der (k′d,k
′
i)-Ebene (Objekt boundline),
und weitere, realisieren.
Alle weiteren in Bild 4.5 dargestellten Objekte dienen der Realisierung
der graphischen Benutzeroberfläche. Hauptobjekt stellt die Objektklasse
GUIpidspace dar, welche die Unterobjekte GUIeditor bis GUIltiview ag-
gregiert und die Ereigniskommunikation dieser Objekte implementiert.
Beim Aufruf von GUIpidspace erscheint zunächst ein Editor zur Definiti-
on der Regelstrecken und der Entwurfskriterien (siehe Bild 4.1), der vom
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GUIeditor GUIpidspaceDisplay GUIkdkiplaneDisplay GUIltiview
ltiviewpidspace
polynom, spolynom, spolyexp, ratfunc, trigpoly, boundline, ...
GUIpidspace
Bild 4.5: Übersicht über die Softwarestruktur von PIDrobust
Objekt GUIeditor bereitgestellt wird. Die Objekte GUIpidspaceDisplay
und GUIkdkiplaneDisplay stoßen die Abbildung der Entwurfskriterien in
den Raum (ki,kp,kd) bzw. in die (kd,ki)-Ebene (inklusive Darstellung von
f(ω) und der singulären Frequenzen) an und implementieren die zugehöri-
gen Interaktionsmöglichkeiten, wobei sie hierfür die in pidspace enthalte-
nen Berechnungs- und Darstellungsmethoden aufrufen. Bild 4.2 und Bild 4.3
zeigen jeweils die zu den Objekten gehörenden Fenster.
Die Analysemöglichkeiten der MATLAB-Funktion ltiview werden über
das Objekt GUIltiview in PIDrobust eingebunden, so dass eine Vielzahl
von Standarddiagrammen der Übertragungsfunktion des offenen und ge-
schlossenen Regelkreises und des ausgewählten Reglers erzeugt werden kön-
nen.
4.1.3.2 Abbildung der Entwurfskriterien mit pidspace
Das Objekt pidspace implementiert die in den Kapiteln 2 und 3 entwickel-
ten Methoden zur Abbildung der Entwurfskriterien in den Raum (ki,kp,kd).
Dieser Abschnitt beschreibt in Kürze die dazu notwendigen Schritte, wo-
bei sich die Darstellung auf die Bearbeitung einer einzelnen Regelstrecke in
Kombination mit einem einzigen Entwurfskriterium beschränkt.
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Nach Aufruf von pidspace erfolgt
• die Transformation von A(s) und B(s) bezüglich des gewählten Ent-
wurfskriteriums (siehe Kapitel 3), um die Aufgabe auf ein Stabili-
sierungsproblem in den Koordinaten (k′i,k
′
p,k
′
d) zurückzuführen (z. B.
(3.12) für Sigma-Stabilität),
• die Bestimmung der Extremstellen (siehe Abschnitt 4.1.3.3) und der
Grenzwerte von f(ω) (2.6), kcd(ω) (2.106), h(ω) (2.126) und
• bei Totzeitsystemen die automatische Bestimmung von kl, falls kmax
nicht übergeben wird (siehe Abschnitt 2.3.2.3).
Falls das Argument KpArr nicht übergeben wird, erzeugt pidspace auto-
matisch ein Raster für kp. Dies erfolgt in den Schritten
• Anwendung des Algorithmus aus Abschnitt 2.4.2.7 zur numerischen
Bestimmung der Menge aller stabilitätsermöglichenden k′p und
• Rasterung der Menge aller stabilitätsermöglichenden k′p in eine Anzahl
von Werten.
Für jedes gerasterte k′p werden anschließend die stabilen Gebiete in der
(k′d,k
′
i)-Ebene ermittelt durch
• Berechnung der singulären Frequenzen (siehe Abschnitt 4.1.3.3),
• Aufstellen der Wurzelgrenzen und der inneren Polygone nach Satz 2.7,
Satz 2.8, Satz 2.13, Satz 2.14, Satz 2.16 und den Verfahren aus Ab-
schnitt 2.5,
• Bestimmung aller stabilen Polygone durch Stabilitätstests an Punkten
aus den inneren Polygonen.
Abschließend erfolgt, falls erforderlich, die Rücktransformation der stabi-
len Polygone in den ursprünglichen Raum der Reglerparameter (ki,kp,kd)
nach Kapitel 3 (z. B. (3.13) bei Sigma-Stabilität) und die Visualisierung der
ermittelten Gebiete.
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4.1.3.3 Numerische Berechnung der singulären Frequenzen
Ein besonderes Problem im Rahmen der automatischen Ermittlung des sta-
bilen Gebietes in der (kd,ki)-Ebene stellt die Berechung der singulären Fre-
quenzen für totzeitbehaftete Systeme dar. Die singulären Frequenzen sind
die Lösung der Gleichung f(ω) = kp (siehe Definition 2.5). Im einfacheren
totzeitfreien Fall ist die Lösung dieser Gleichung auf eine Nullstellenbestim-
mung von Polynomen zurückführbar, für welche numerische Standardver-
fahren (z. B. Befehl roots in MATLAB) existieren.
Für Totzeitsysteme ist die Funktion f(ω) jedoch transzendent und die Glei-
chung f(ω) = kp lautet mit Definition 2.3
f(ω) = f1(ω) sin(ωL) + f2(ω) cos(ωL) = kp , (4.2)
wobei f1(ω) und f2(ω) rationale Funktionen darstellen. Dem Autor sind
keine numerischen Standardverfahren bekannt, die bei gegebenem kp alle
Lösungen für ω in einem Intervall (ω− ;ω+) bestimmen.
In PIDrobust wurde folgende Kombination verschiedener numerischer Ver-
fahren implementiert, die bei vertretbarem Rechenaufwand mit sehr hoher
Wahrscheinlichkeit alle singulären Frequenzen in einem Intervall (ω− ;ω+)
berechnet. Die Berechnung wurde hierzu in zwei Teilprobleme aufgespalten,
1. Berechnung der lokalen Extremstellen von f(ω) im Intervall (ω− ;ω+)
2. Berechnung der singulären Frequenzen zwischen den lokalen Extrema
wobei der erste Schritt pro Regelstrecke lediglich einmal und lediglich der
zweite Schritt für jedes kp durchgeführt werden muss.
Die Bestimmung aller lokalen Extrema Die Bestimmung aller lokalen
Extrema erfolgt nach dem in Bild 4.6 dargestellten Algorithmus, welcher die
MATLAB-Funktionen fminbnd und fminsearch verwendet. fminbnd sucht
nach einem Minimum einer Funktion in einem anzugebenden Intervall und
basiert auf einer Kombination der Methoden Golden Section Search und
Parabolischer Interpolation. Das gefundene Minimum kann sowohl ein inne-
res lokales Minimum als auch ein Randminimum sein, wobei fminbnd bis
auf seltene Fälle bevorzugt lokale innere Minima ausgibt. Der Algorithmus
beruht auf dieser Eigenschaft: Das Suchintervall (ω− ;ω+) wird solange an
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Eingabe : f(ω), ω−, ω+
Ausgabe : Ωex (Sortierte Liste der Extremstellen)
Initialisiere Ωex als sortierte Liste mit den Elementen ω− und ω+;
Initialisiere akt_int als Intervall mit den Grenzen ω− und ω+;
wiederhole
ωmin:= fminbnd (f(ω),akt_int);
ωmax:= fminbnd (−f(ω),akt_int);
wenn ωmin und ωmax sind Randextremalstellen bzgl. akt_int dann
ωmin:= fminsearch (f(ω),Mittelwert von akt_int);
ωmax:= fminsearch (−f(ω),Mittelwert von akt_int);
wenn ωmin ist außerhalb von akt_int dann
Setze ωmin auf Ergebnis von fminbnd zurück;
wenn ωmax ist außerhalb von akt_int dann
Setze ωmax auf Ergebnis von fminbnd zurück;
wenn ωmin und ωmax sind innere Extremstellen bzgl. akt_int dann
Füge ωmin und ωmax zu Ωex hinzu;
Setze obere Intervallgrenze von akt_int auf das Minimum von ωmin
und ωmax;
sonst wenn ωmax ist innere Extremstelle bzgl. akt_int dann
Füge ωmax zu Ωex hinzu;
Setze obere Intervallgrenze von akt_int auf ωmax;
sonst wenn ωmin ist innere Extremstelle bzgl. akt_int dann
Füge ωmin zu Ωex hinzu;
Setze obere Intervallgrenze von akt_int auf ωmin;
sonst
wenn Obergrenze von akt_int ist letztes Element von Ωex dann
Abbruchkriterium ist erfüllt;
sonst
Setze Untergrenze von akt_int auf die Obergrenze von akt_int;
Setze Obergrenze von akt_int auf das nächstgrößere Element in
Ωex;
bis Abbruchkriterium erfüllt ;
Bild 4.6: Suche aller lokalen Extremstellen von f(ω) in (ω− ;ω+)
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durch fminbnd ermittelte Minima unterteilt, bis fminbnd nur mehr bereits
bekannte Minima zurückliefert (analog für die Maxima). Sollte der seltene
Fall eintreten, dass fminbnd trotz vorhandenem inneren Minimum im aktu-
ellen Suchintervall ein Randminimum zurückliefert, würde das innere Mini-
mum nicht erkannt. Um diesen Fall weiter einzuschränken, wird zusätzlich
die Optimierungsroutine fminsearch angewendet, die auf dem Simplexver-
fahren basiert. fminsearch sucht ausgehend von einem Startpunkt, für den
die Intervallmitte des aktuellen Suchintervalls gewählt wird, ein lokales Mi-
nimum. Geht auch diese Suche leer aus, ist mit sehr hoher Wahrscheinlich-
keit die Menge aller lokalen Extrema im betrachteten Intervall vollständig
berechnet. Das folgende Beispiel zeigt den numerischen Sonderfall, bei dem
fminbnd vorhandene innere Extrema ignoriert.
Beispiel 4.2
Die Funktion
f(ω) =
(−42ω3 − 31ω2 + 3ω) sin(5ω)+(−35ω3 + 38ω2 + 3ω) cos(5ω)
(4.3)
besitzt im Intervall ω ∈ (−0,6 ; 0,6) jeweils zwei innere lokale Minima und
Maxima (siehe Bild 4.7). Die beiden äußeren Extrema ωmax1 und ω
min
1 wer-
den von fminbnd zuverlässig berechnet, jedoch gibt fminbnd bezüglich des
Suchintervalls ω ∈ (ωmax1 ;ωmin1 ) statt der inneren Extrema ωmin2 und ωmax2
erneut die bereits bekannten ωmax1 und ω
min
1 zurück. Eine erneute Suche mit
fminsearch mit Startwert ω
max
1 +ω
min
1
2 liefert die gesuchten ω
min
2 und ω
max
2 .
Berechung der singulären Frequenzen zwischen den Extrema Die
Funktion f(ω) ist für alle Intervalle von ω stetig, falls A(s) keine Wurzeln
auf der imaginären Achse besitzt. (Besitzt A(s) Wurzeln auf der imaginären
Achse, hat f(ω) entsprechend viele Unstetigkeitsstellen. Auf diesen Fall las-
sen sich die Überlegungen leicht erweitern.) Der in Bild 4.8 dargestellte Al-
gorithmus bezieht sich auf den Standardfall, dass kp kein Extremwert der
Funktion f(ω) ist. (PIDrobust implementiert jedoch den allgemeineren Fall,
welcher die Erkenntnisse aus Abschnitt 2.5 umsetzt.) In diesem Standardfall
gilt, dass zwischen jedem benachbarten Paar aus einem lokalen Minimum,
dessen Funktionswert kleiner ist als kp, und einem lokalen Maximum, dessen
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Bild 4.7: f(ω) und Extrema im Intervall ω ∈ (−0,6 ; 0,6), Beispiel 4.2
Eingabe : f(ω), Ωex (Sortierte Liste der Extremstellen)
Ausgabe : Ω (Menge der singulären Frequenzen)
Streiche alle Maximalstellen in Ωex mit Funktionswert kleiner als kp;
Für jede gestrichene Maximalstelle streiche eine benachbarte
Minimalstelle;
Streiche alle Minimalstellen in Ωex mit Funktionswert größer als kp;
Für jede gestrichene Minimalstelle streiche eine benachbarte
Maximalstelle;
für jedes ωex1 in Ωex tue
ωex2:=Nächstgrößeres Extremum zu ωex1 in Ωex;
ωη:=fzero (f(ω)− kp,(ωex1 ;ωex2));
Speichere ωη in Ω;
Bild 4.8: Algorithmus zur Berechnung der singulären Frequenzen
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Funktionswert größer ist als kp, die Gleichung f(ω) = kp genau eine Lösung
besitzt.
Ist die Existenz einer eindeutigen Lösung sichergestellt, kann diese sicher
mit Hilfe derMATLAB-Funktion fzero numerisch ermittelt werden, die auf
einer Kombination von Bisektions-, Sekanten- und inverser quadratischer
Interpolationsmethoden basiert. fzero wird dabei als Funktion f(ω) − kp
und als Suchintervall die entsprechenden Extremstellen übergeben.
Bemerkung 4.1 Der Algorithmus in Bild 4.6 zur Berechnung der Ex-
tremstellen einer Funktion wird in PIDrobust nicht nur auf f(ω), son-
dern darüber auf kcd(ω) (2.106) und h(ω) (2.126) angewendet, um die zur
numerischen Berechnung aller stabilitätsermöglichenden kp benötigten
Intervalle aufzustellen (siehe Abschnitt 2.4.2.2).
4.2 Die Laboranlage zur Regelung des pH-Wertes
Nach der Vorstellung der MATLAB-Toolbox PIDrobust und ausgewählter
Implementierungsaspekte wird nun der Einsatz der Software an einem rea-
len Regelungsproblem gezeigt. Als Modellprozess dient eine Laboranlage zur
pH-Wert-Regelung, die am Institut für Regelungstechnik der RWTH Aa-
chen zur Verfügung steht. Bild 4.9 und Bild 4.10 zeigen den Aufbau der
Laboranlage, die einen chemischen Neutralisationsprozess nachbildet.
Regelungen des pH-Wertes treten in vielen verfahrenstechnischen Anlagen
auf, z. B. bei der Abwasserbehandlung oder bei der Herstellung chemischer
Produkte. Charakteristisch für derartige Prozesse ist, dass zu einem Pro-
zessstrom gezielt ein Titrationsstrom beigemischt wird, so dass sich in der
Mischung ein definierter pH-Wert einstellt. Durch die chemischen Reaktio-
nen sind diese Prozesse einerseits typischerweise stark nichtlinear, ande-
rerseits treten durch die Transportvorgänge in den Rohrleitungen nicht zu
vernachlässigende Totzeiten auf. Weitere Herausforderungen ergeben sich
in der Praxis dadurch, dass der Prozessstrom einerseits in seiner Stärke,
als auch in seiner chemischen Zusammensetzung oftmals starke Variationen
aufweist. Eine Änderung der chemischen Zusammensetzung führt dabei zu
einer großen Änderung des nichtlinearen Prozessverhaltens, eine Änderung
der Stromstärke führt zu unterschiedlichen Totzeiten der Transportvorgän-
ge.
Die Laboranlage modelliert den Prozessstrom durch Leitungswasser, das
über eine Schlauchpumpe mit Orthophosphorsäure versetzt wird. Neben der
4.2 Die Laboranlage zur Regelung des pH-Wertes 109
Bild 4.9: Laboranlage zur Regelung des pH-Wertes
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Bild 4.10: Schematischer Aufbau der Laboranlage
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Bild 4.11: Wirkungsplan des Modells für die Laboranlage
Orthophosphorsäure enthält der Prozessstrom durch Kontakt mit der Um-
gebungsluft Kohlensäure. Durch Variation des Orthophosphorsäurestroms
kann eine Variation der chemischen Zusammensetzung des Prozessstromes
modelliert werden. Als Titrationsstrom findet Natronlauge Verwendung, die
dem Prozessstrom mit Hilfe einer zweiten Schlauchpumpe beigemischt wird.
Die variierenden Totzeiten der Transportprozesse lassen sich durch Zuschal-
tung einer zusätzlichen Schlauchtrommel nachbilden.
Für diese anspruchsvolle Regelstrecke soll mit Hilfe des in den vorherge-
henden Abschnitten vorgestellten Verfahrens ein PID-Regler systematisch
ausgelegt werden, der es erlaubt, den pH-Wert des aus dem Reaktor ab-
laufenden Stromes robust bezüglich eines definierten Arbeitsbereiches auf
einen gewünschten Sollwert einzuregeln.
4.2.1 Mathematisches Modell
Als Grundlage für die Reglerauslegung wird ein mathematisches Modell der
Regelstrecke benötigt. Die Dissertation [Paulus 2007] entwickelt ein Modell
der Laboranlage, das auf einer in [Gustaffson und Waller 1983] vorgestell-
ten Modellierung auf Basis von Reaktionsinvarianten und anschließender
Vereinfachung nach [Wright und Kravaris 1991] beruht. Der Wirkungsplan
in Bild 4.11 (zugehörige Parameterwerte in Tabelle 4.1) zeigt das Ergebnis
dieser Arbeiten unter den Voraussetzungen,
• dass der Prozessvolumenstrom V˙F konstant und deutlich größer ist als
der Titrationsvolumenstrom V˙u (also V˙F  V˙u), und
• dass der pH-Wert des Prozessstromes pH1 als Störgröße aufgefasst
wird. (Bei der Laboranlage kann pH1 mit Hilfe der Steuerspannung
uS der Säurepumpe gezielt eingestellt werden.)
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Tabelle 4.1: Parameterwerte der Laboranlage
Parameter Wert
Steigung Laugenpumpenkennlinie Ku 1,425 · 10−4 L/sV
Offset Laugenpumpenkennlinie −3,820 · 10−5 L/s
Prozessvolumenstrom V˙F 135 L/s
Minimale Leitungstotzeit L−l (bei V˙F ) 1,42 s
Maximale Leitungstotzeit L+l (bei V˙F ) 6,53 s
Reaktorinhalt VR 3,0 L
Zeitkonstante pH-Wert-Messung Tm 12,5 s
Totzeit pH-Wert-Messung Lm 4,0 s
Mit Hilfe einer affinen Kennlinie und eines Totzeitelementes mit Totzeit-
wert Ll erhält man aus der Laugenpumpensteuerspannung uL den Volu-
menstrom V˙u des in den Reaktor fließenden Titrationsstromes. Der Misch-
vorgang im Reaktor kann mit Hilfe eines linearen Verzögerungselementes
erster Ordnung mit statischem Übertragungsfaktor 1
V˙F
und Zeitkonstante
VR
V˙F
beschrieben werden. Die dimensionslose Ausgangsgröße X des Verzö-
gerungselementes repräsentiert das Volumenverhältnis der Anteile aus dem
Titrationsstrom bezüglich der Anteile aus dem Prozessstrom im Reaktorge-
fäß.
Die chemische Reaktion aller beteiligten Stoffe im Reaktor beschreibt die
statische Kennlinie TI(pH2 ), die als inverse Standardtitrationskurve be-
zeichnet wird. Die Kurve beschreibt, welcher pH-Wert pH2 sich bezüg-
lich eines Mischungsverhältnisses X im Reaktor einstellt. Die Reaktionsge-
schwindigkeit ist im Vergleich zu den übrigen Zeitkonstanten um Größenord-
nungen schneller, so dass dieser Zusammenhang in guter Näherung statisch
modelliert werden kann. Die inverse Standardtitrationskurve hängt von der
Zusammensetzung des Prozessstromes (insbesondere von dessen pH-Wert
pH1 ) und der Temperatur ab. Bild 4.12 zeigt den Verlauf der Kurve für ver-
schiedene pH-Werte des Prozessstromes, welche durch eine unterschiedlich
starke Beimischung der Orthophosphorsäure in den Prozessstrom erreicht
wird. Die inverse Standardtitrationskurve kann mit Hilfe der Invarianzbe-
dingungen der Elektronenneutralität und der Ionengesamtkonzentrationen
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Bild 4.12: Die inverse Standardtitrationskurve TI(pH2 ) mit den Stellen
minimaler und maximaler Steigung K−T und K
+
T im Bereich
6 ≤ pH2 ≤ 8 bei einer Prozessstromtemperatur von ca. 17,6 ◦C
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Bild 4.13: Messdaten und Simulationsergebnisse des pH-Wertes pH2 nach
Sprüngen von uL bei konstantem pH1 = 2,53
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analytisch aus den chemischen Eigenschaften der beteiligten Stoffe Was-
ser, Orthophosphorsäure, Natronlauge und Kohlensäure berechnet werden
(siehe [Paulus 2007]).
Die Messung des pH-Wertes erfolgt mit einer als Einstabmesskette ausge-
führten Glaselektrode und einem Messumformer, der zusätzlich eine Tempe-
raturmessung und -kompensation vornimmt. Das dynamische Verhalten der
Messung lässt sich durch ein Reihenschaltung eines linearen Verzögerungs-
elementes erster Ordnung mit Zeitkonstante Tm und eines Totzeitelements
mit Beiwert Lm beschreiben, so dass das das Gesamtmodell in Bild 4.11 das
Übertragungsverhalten zwischen der Steuerspannung uL und dem gemesse-
nen pH-Wert pH2m am Ablauf des Reaktors für konstanten pH-Wert pH1
des Prozessstromes widerspiegelt.
Bild 4.13 zeigt Messungen an der Laboranlage und Simulationsergebnisse
auf Basis des Modells in Bild 4.11, falls bei konstanter Zufuhr der Ortho-
phosphorsäure und damit konstantem pH-Wert pH1 Sprünge auf den Ver-
lauf der Steuerspannung uL der Laugenpumpe gegeben werden. Der Ver-
gleich zwischen Mess- und Simulationsdaten zeigt, dass das Simulationsmo-
dell insbesondere die Dynamik des Prozesses in ausreichender Genauigkeit
wiedergibt.
4.2.2 Linearisierung des Modells
Das in den vorhergehenden Kapiteln vorgestellte Reglerentwurfsverfahren
beruht auf einer linearen Beschreibung der Regelstrecke. Linearisiert man
das Modell der Laboranlage um eine Ruhelage als Arbeitspunkt, erhält man
folgende Übertragungsfunktion
G(s,K,L) :=
K(
VR
V˙F
s+ 1
)
(Tms+ 1)
e−Ls , (4.4)
welche das dynamische Ein-/Ausgangsverhalten vom Eingang uL zum Aus-
gang pH2m beschreibt. Der stationäre Übertragungsbeiwert K und die zu-
gehörige Totzeit ergeben sich zu
K :=
KT Ku
V˙F
, (4.5)
L := Ll + Lm , (4.6)
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wobei KT die Steigung der inversen Standardtitrationskurve TI(pH2 ) im
Arbeitspunkt repräsentiert, die vom Mischungsverhältnis X bzw. dem pH-
Wert pH2 im Reaktor und vom pH-Wert pH1 des Prozessstromes abhängt
(siehe Bild 4.12).
Vorerst soll folgender realisierbarer zeitkontinuierlicher PID-Regler
C(s) :=
kd s
2 + kp s+ ki
s (Tr s+ 1)
(4.7)
ausgelegt werden, der sich vom idealen PID-Regler aus Bild 2.1 dadurch
unterscheidet, dass durch den Filterterm (Tr s+1) erster Ordnung die Über-
tragungsfunktion C(s) proper und damit realisierbar wird. Die Filterzeit-
konstante Tr wird so gewählt, dass einerseits die Bandbreite des Filters
deutlich größer ist als die Bandbreite der Regelstrecke, um die Dynamik
des offenen Regelkreises nicht unnötig zu verlangsamen, andererseits soll
Tr nicht zu klein sein, um die Bandbreitenanforderung an die anschließen-
de Diskretisierung nicht zu erhöhen. Im hier beschriebenen Anwendungsfall
wird Tr = 1,25 s gesetzt, was einem Zehntel der kleinsten Zeitkonstante Tm
der Regelstrecke entspricht.
Berücksichtigt man den Filterterm folgendermaßen in A(s) und Bˆ(s) (siehe
auch Bemerkung 2.1 auf Seite 9)
A(s,K) := K, (4.8)
Bˆ(s,L) := s
(
VR
V˙F
s+ 1
)
(Tms+ 1) (Tr s+ 1) eLs , (4.9)
erhält man die charakteristische Funktion des geschlossenen Regelkreises in
der Form (2.1).
4.3 Spezifikation und Reglerentwurf
Folgende Spezifikation wird dem Reglerentwurf zugrunde gelegt:
Sigma-Stabilität: σ0 := −0,01 1/s
Mindestamplitudenreserve: Am := 1,2
Mindestphasenreserve: αm := 10◦
Diese Spezifikation soll der Regelkreis robust unter folgenden Rahmenbe-
dingungen einhalten:
4.3 Spezifikation und Reglerentwurf 115
1. Der pH-Wert pH1 des Prozessstromes liegt zwischen 2,5 und 3,5.
2. Die zuschaltbare Schlauchtrommel ist aktiviert oder deaktiviert.
3. Der pH-Wert pH2 am Reaktorablauf liegt zwischen 6 und 8.
Die Spezifikation der Amplituden- und Phasenreserve dient hier dazu, den
Regelkreis robust gegenüber nichtmodellierten Unsicherheiten einzustellen,
welche über die im Modell in Bild 4.11 und in den Rahmenbedingung
festgelegten Regelstreckenvariationen hinausgehen. Die spezifizierte Sigma-
Stabilität soll sicherstellen, dass alle Realteile der Pole des geschlossenen
Regelkreises kleiner sind als −0,01 1/s.
Die 2. Rahmenbedingung führt dazu, dass der Totzeitwert L der linearisier-
ten Regelstrecke die beiden Werte
L− = 5,42 s oder L+ = 10,5 s (4.10)
annehmen kann. Die 1. und 3. Rahmenbedingungen schränken die Lage der
Arbeitspunkte auf der inversen Standardtitrationskurve in Bild 4.12 auf den
Bereich zwischen den gestrichelten horizontalen Linien ein. Die Steigungen
der Kurve liegen damit im Intervall
K−T ≤ KT ≤ K+T mit K−T = 6,76 · 102 , K+T = 5,99 · 103 . (4.11)
Als Arbeitsbereich für die stationäre Verstärkung K der Regelstrecke erhält
man mit (4.5)
K− ≤ K ≤ K+ mit K− = 2,57 1/V , K+ = 22,8 1/V . (4.12)
Für den Reglerentwurf werden aus dem durch (4.10) und (4.12) beschriebe-
nen Arbeitsbereich die vier Repräsentanten
G(s,K−,L−), G(s,K−,L+), G(s,K+,L−), G(s,K+,L+) (4.13)
ausgewählt, welche die extremen Parameterkonstellationen darstellen.
Für jeder der vier Regelstreckenmodelle werden jeweils die drei spezifizierten
Anforderungen an Sigma-Stabilität, Amplituden- und Phasenreserve in den
Raum (ki,kp,kd) mit Hilfe des Tools PIDrobust abgebildet (siehe Bilder
116 Praktischer Reglerentwurf mit PIDrobust
Bild 4.14: Spezifikationen im Raum (ki,kp,kd) für G(s,K−,L−)
Bild 4.15: Spezifikationen im Raum (ki,kp,kd) für G(s,K−,L+)
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Bild 4.16: Spezifikationen im Raum (ki,kp,kd) für G(s,K+,L−)
Bild 4.17: Spezifikationen im Raum (ki,kp,kd) für G(s,K+,L+)
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Bild 4.18: Ortskurven der Frequenzgänge H(jω,K,L) des offenen Regelkrei-
ses mit eingesetzten Reglerparametern (4.14)
4.14 bis 4.17). Aus der Schnittmenge aller zwölf Gebiete wird manuell ein
Reglerkandidat
kp := 0,482 V , ki := 0,0117V/s , kd := 4,32 Vs (4.14)
ausgewählt.
Wie im Abschnitt 3.2 erläutert, kann die durchgeführte Abbildung die exak-
te Einhaltung der Frequenzgangskriterien Amplituden- und Phasenreserve
nicht garantieren. Eine mögliche Abhilfe ist die Überprüfung a posteriori:
Der Frequenzgang des offenen Regelkreises lautet mit (4.4) und (4.7)
H(jω,K,L) := C(jω)G(jω,K,L) . (4.15)
Bild 4.18 zeigt, dass alle vier gewählten linearen Regelstreckenmodelle zu
einem Frequenzgang des offenen Regelkreises führen, der die Forderungen
an die Amplituden- und Phasenreserve erfüllt.
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Bemerkung 4.2 Das hier verwendete Vorgehen garantiert nicht, dass
der ausgewählte Reglerkandidat im gesamten Arbeitsbereich die Spe-
zifikationen erfüllt: In Bezug auf das lineare Streckenmodell (4.4) und
den durch (4.10) und (4.12) definierten Arbeitsbereich ist nicht garan-
tiert, dass für jeden Arbeitspunkt die Spezifikationen erfüllt werden, weil
die Gebiete in der Streckenparameterebene (K,L), welche die Spezifika-
tionen erfüllen, nicht notwendigerweise konvex sind. Der zweite Schritt
des Parameterraumverfahrens, die Regelkreisanalyse, könnte durch Ab-
bildung der Spezifikationen in die Streckenparameterebene (K,L) klären,
ob der gesamte Arbeitsbereich die Spezifikationen erfüllt. Jedoch ist in
dem hier betrachteten Fall die Regelstrecke stark nichtlinear. Der statio-
näre Übertragungsfaktor K ändert sich dabei mit der gleichen Dynamik
wie die Regelgröße pH2 . Dies bedeutet, dass selbst im dem Fall, dass
das lineare Modell alle Spezifikationen robust im Arbeitsbereich erfüllt,
diese Eigenschaft nicht für den geschlossenen Regelkreis mit der nicht-
linearen Regelstrecke gelten muss. Hierzu müssten Verfahren der nicht-
linearen Regelungstheorie zur Anwendung kommen. Als Ausblick wäre
eventuell eine Anwendung des Popov-Kriteriums (siehe z. B. [Ackermann
u. a. 2002; iljak 1969]) möglich, wobei das hier vorgestellte nichtlineare
Modell nicht direkt die notwendigen Voraussetzungen zur Anwendung
des Kriteriums erfüllt. Als pragmatischer Ausweg kann die Robustheit
des Reglerkandidaten im gesamten Arbeitsbereich durch nichtlineare Si-
mulationen und praktische Erprobung des geschlossenen Regelkreises in
verschiedenen Bereichen des Arbeitsbereiches plausibilisiert werden.
4.4 Praktische Erprobung
Der ausgelegte realisierbare PID-Regler mit den Reglerparametern (4.14)
wird an der realen Laboranlage erprobt. Hierzu wird der Regler nach der
Diskretisierung in einer auf MATLAB/SIMULINK basierenden Echtzeitum-
gebung implementiert, die auf einer Desktop-PC-Umgebung läuft. Die Dis-
kretisierung der Reglerübertragungsfunktion (4.7) erfolgt mit der Hilfe der
Sprunginvarianzmethode. Diese Diskretisierungsmethode besitzt die Eigen-
schaft, dass das Ausgangssignal der diskretisierten Übertragungsfunktion
mit dem abgetasteten Ausgangsignal der kontinuierlichen Übertragungs-
funktion übereinstimmt, falls man voraussetzt, dass das Eingangssignal zwi-
schen zwei Abtastzeitpunkten konstant verläuft. Für die gewählte Abtast-
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Bild 4.19: Messdaten der Regelung von pH2m auf Sollwertsprünge unter
Einfluss von Störungen im pH-Wert pH1 des Prozessstromes, je-
weils für L = L− und L = L+
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zeit TA := 0,1 s erhält man damit die diskrete Reglerübertragungsfunktion
C ′(z−1) := 3,4528 1/V
(
1− 0,9963z−1) (1− 0,9929z−1)
(1− z−1) (1− 0,9231z−1) . (4.16)
Bild 4.19 zeigt die Ergebnisse der Erprobung des Regelkreises an der rea-
len Anlage. Störungs- und Führungsverhalten wird durch Aufschaltung von
Störungen auf uS und damit auf den pH-Wert pH1 des Prozessstromes und
von Sollwertsprüngen für den pH-Wert pH2 jeweils bei deaktivierter und
aktivierter Schlauchtrommel untersucht. Die Sprünge sind so ausgelegt, dass
der Regelkreis die in Abschnitt 4.3 genannten Rahmenbindungen einhält.
Die Messdaten demonstrieren die praktische Funktionsfähigkeit des syste-
matisch ausgelegten robusten Reglers. Die Verläufe zeigen einen ausgewoge-
nen Kompromiss zwischen Überschwingweite und Einschwingdauer. Der ro-
buste Regler erfüllt die Anforderungen trotz der starken Nichtlinearität der
Regelstrecke. Daneben ist die Empfindlichkeit gegenüber Änderungen der
Totzeit gering: Die Aktivierung der Schlauchtrommel führt nur zu geringen
Unterschieden in den Zeitverläufen.
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5 Zusammenfassung und Ausblick
Inhaltlicher Schwerpunkt der vorliegenden Arbeit ist die Bestimmung der
Menge aller stabilisierenden Reglerparameter für einen Regelkreis, der aus
einem idealen PID-Regler und einer Regelstrecke aus der Klasse allgemei-
ner linearer properer Regelstrecken besteht, welche Totzeitsysteme, insta-
bile, nichtminimalphasige Systeme und Systeme beliebiger Ordnung um-
fasst. Totzeitsysteme und totzeitfreie Systeme können dabei in weitem Maße
durch einen einheitlichen Formalismus behandelt werden. Das vorgestellte
Verfahren spaltet die Aufgabe in zwei Teile:
Zuerst wird für ein festes kp das stabile Gebiet in der (kd,ki)-Ebene aufge-
stellt. Es zeigt sich, dass dieses Problem für alle beschriebenen Regelstre-
cken geschlossen gelöst werden kann. Die D-Dekompositionsmethode führt
zur Erkenntnis, dass die geometrischen Örter in der (kd,ki)-Ebene, bei de-
nen sich Pole des geschlossenen Regelkreises auf der imaginären Achse der
s-Ebene befinden, Geraden darstellen. Für totzeitfreie Strecken ist die An-
zahl dieser Wurzelgrenzgeraden endlich, so dass sich als stabile Gebiete in
der (kd,ki)-Ebene konvexe Polygone ergeben. Die Wurzelgrenzen basieren
dabei auf der Berechnung singulärer Frequenzen (siehe Definition 2.5), die
bei Totzeitsystemen die Lösung einer impliziten transzendenten Gleichung
erfordert. Weil die Anzahl dieser Lösungen unbegrenzt ist, weisen Totzeit-
systeme eine unbeschränkte Anzahl von Wurzelgrenzen auf. Es gelingt je-
doch der Nachweis, dass nur für wenige Spezialfälle von Totzeitsystemen,
die zu einem neutralen Quasipolynom (siehe Abschnitt 2.1) als charakteris-
tische Funktion führen, eine unbegrenzte Anzahl von Wurzelgrenzen zum
stabilen Gebiet in der (kd,ki)-Ebene beitragen kann. Tritt dieser Spezialfall
ein, ist das stabile Gebiet der Grenzwert einer Polygonfolge. Dieses Stabi-
litätsgebiet kann jedoch in beliebiger Genauigkeit durch konvexe Polygone
angenähert werden, so dass dieser Fall praktisch behandelt werden kann.
Für alle anderen Fälle von Totzeitsystemen ist das exakte stabile Gebiet
ein konvexes Polygon mit einer endlichen Anzahl von Eckpunkten.
Den zweiten Teil stellt die Ermittlung der Menge aller kp dar, die zu sta-
bilen Gebieten in der (kd,ki)-Ebene führen. Die Lösung beruht hier auf der
Kombination eines analytischen Satzes, der eine Mindestanzahl benötigter
singulärer Frequenzen in einem bestimmten Intervall aufstellt und eines nu-
merischen Algorithmus, der mit differentialgeometrischen Methoden die La-
geveränderung der Wurzelgrenzen in Abhängigkeit von kp analysiert und
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damit die Existenz und Eindeutigkeit von sogenannten Tripunkten (siehe
Abschnitt 2.4.2.1) belegt. Anschließend ist es möglich, die Tripunkte nume-
risch zu berechnen und zu beurteilen, ob sie eine Stabilitätsspitze darstellen,
die eine Grenze der Menge aller stabilitätsermöglichenden kp bildet. Der
vorgestellte Algorithmus kann jedoch nicht garantieren, für jede beliebige
Regelstrecke ein Ergebnis zu liefern, so dass es unter Umständen erforder-
lich ist, die (kd,ki)-Ebene auch für Rasterpunkte von kp auszuwerten, die
nicht zu einem stabilen Gebiet führen.
Weitere Entwurfskriterien können durch Transformationen auf die Stabili-
tätsfrage zurückgeführt werden. Dies hat die Vorteile, dass die vorstehen-
de Methode auch für andere Entwurfskriterien verwendet werden kann und
dass die erzielten Gebiete die rechentechnisch einfach zu behandelnde Po-
lygoneigenschaft besitzen. Die Transformationen werden sowohl für Anfor-
derungen an die Pollagen (Sigma-Stabilität, Kreis-Stabilität, Anforderungen
an die Wurzeln großen Betrags), als auch für die häufig verwendeten Fre-
quenzgangskriterien Amplituden- und Phasenreserve aufgestellt (siehe Ka-
pitel 3).
Das im Rahmen der vorliegenden Dissertation entstandene Software-Paket
PIDrobust unterstützt den Anwender beim Entwurf robuster PID-Regler
auf Basis des Reglerentwurfsschritts des Parameterraumverfahrens und im-
plementiert hierzu alle vorgestellten Methoden. Für jede Kombination aus
einem Regelstreckenrepräsentanten und einem gewünschten Entwurfskrite-
rium wird die Menge aller PID-Reglerparameter automatisch ermittelt, wel-
che das Kriterium erfüllt. Aus der Schnittmenge kann der Anwender in-
teraktiv und unterstützt durch klassische Analysewerkzeuge einen robus-
ten Reglerkandidaten auswählen. In dieser Arbeit wird PIDrobust konkret
zum Entwurf eines robusten Reglers für einen Laborversuch zur pH-Wert-
Regelung eingesetzt, der am realen Prozess erprobt wird.
Mit PIDrobust und den zugehörigen Methoden liegt ein Entwurfsverfahren
für PID-Regler vor, das die Einschränkungen bestehender Einstellverfahren
(siehe Abschnitt 1.1) zum großen Teil umgeht. In Bezug auf in der Pra-
xis wichtige Einstellkriterien und in Bezug auf die generelle Klasse linearer
Systeme ist es möglich, einen PID-Regler systematisch zu entwerfen, der de-
finierte Robustheitseigenschaften gegenüber parametrischen Unsicherheiten
besitzt.
124 Zusammenfassung und Ausblick
Um die Robustheit des ausgewählten Reglerkandidaten analytisch bezüglich
des gesamten Arbeitsbereiches zu belegen, müsste sich an den Reglerent-
wurfsschritt der Regelkreisanalyseschritt des Parameterraumverfahrens an-
schließen. Mit Blick auf weitere Forschungstätigkeiten ist es sinnvoll, diesen
Schritt methodisch aufzubereiten und innerhalb von PIDrobust zur Verfü-
gung zu stellen.
Um die Anwendbarkeit des Verfahrens weiter zu erhöhen, empfiehlt es sich,
die Liste der verwendbaren Entwurfskriterien zu erweitern. Insbesondere wä-
re eine Erweiterung auf das Kriterium Mindestdämpfung des geschlossenen
Regelkreises für die Praxis sehr nützlich. Dafür kann nach den Ergebnissen
aus Abschnitt 3.1 keine lineare Transformation verwendet werden, so dass
hier erweiterte Maßnahmen zu ergreifen sind. Mit dem Entwurfskriterium
Wurzeln großen Betrags für Totzeitsysteme (siehe Abschnitt 3.1.3) lässt sich
deren Lage in der s-Ebene beeinflussen. Eine offene Frage ist diesbezüglich,
wie sich die Lage der Wurzeln großen Betrages auf das Regelkreisverhalten
eines Totzeitsystems im Detail auswirkt.
Die Berechnung der singulären Frequenzen bei Totzeitsystemen erfolgt in
dieser Arbeit mit einer Kombination zweier numerischer Verfahren (siehe
Abschnitt 4.1.3.3), die nicht vollständig garantiert, dass alle singulären Fre-
quenzen in einem bestimmten Frequenzbereich gefunden werden. Ein erstre-
benswertes Ziel ist die Erforschung der Frage, ob mit erweiterten Verfahren
der numerischen Mathematik mit Sicherheit die vollständige Menge aller
singulären Frequenzen bestimmt werden kann.
Der Sonderfall, dass das Polynom A(s) der Regelstrecke (siehe Bild 2.1)
Wurzeln auf der imaginären Achse besitzt, ist bisher nicht in PIDrobust
implementiert. Neben der Erweiterung auf diesen Sonderfall sind noch eine
Reihe von Detailverbesserungen vorstellbar, um PIDrobust zu einem Soft-
warewerkzeug für den regelungstechnischen Alltag weiterzuentwickeln.
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A Anhang
A.1 Ein Hilfssatz
Hilfssatz A.1
Gegeben seien drei reelle Zahlen a, b und c mit c > b > a > 0. Dann gilt
cl − bl
c2 − b2 >
bl − al
b2 − a2 (A.1)
für l ≥ 3, l ∈ N.
Beweis. Zum Beweis wird x := a2, y := b2, z := c2 und p := l2 substitutiert
und eine Hilfsfunktion f(t) := tp definiert, deren Ableitung f ′(t) für p > 1
streng monoton über t zunimmt. Der Beweis erfolgt durch Widerspruch.
Man nehme an, dass
zp − yp
z − y ≤
yp − xp
y − x (A.2)
gilt. Nach dem Mittelwertsatz der Differentialrechnung gibt es ein t2 mit
y < t2 < z und ein t1 mit x < t1 < y, so dass
f ′(t2) =
zp − yp
z − y und f
′(t1) =
yp − xp
y − x (A.3)
Die Annahme (A.2) führt zu
f ′(t2) ≤ f ′(t1) (A.4)
mit t2 > y > t1, was einen Widerspruch zur streng monotonen Zunahme
von f ′(t) darstellt. 
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A.2 Unterschiedliche Formen des PID-Reglers
Als Übertragungsfunktion eines realisierbaren PID-Regler wird
PID(s) :=
kd s
2 + kp s+ ki
s (Tr s+ 1)
(A.5)
verwendet. Mit Hilfe der Transformation der Reglerparameter
KR := kp − Tr ki ,
Tn :=
kp − Tr ki
ki
,
Tv :=
T 2r ki − Tr kp + kd
kp − Tr ki ,
(A.6)
lässt sie sich äquivalent in die häufig gebrauchte Form
PID ′(s) := KR
(
1 +
1
Tn s
+
Tv s
Tr s+ 1
)
(A.7)
bringen, bei der ausschließlich der D-Anteil gefiltert wird. Die zugehörige
Rücktransformation lautet
ki =
KR
Tn
,
kp = KR
Tr + Tn
Tn
,
kd = KR
TvTn + TnTr
Tn
.
(A.8)
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