In this paper, by combining the logarithmic-quadratic proximal (LQP) method and the square quadratic proximal (SQP) method, we propose an inexact alternating direction method for solving constrained variational inequalities VI(S, f), where S is a convex set with linear constraints. Under certain conditions, the global convergence of the proposed method is established. We show the O(1/t) convergence rate for the inexact LQP-SQP alternating direction method. To demonstrate the efficiency of the proposed method, we provide numerical results for traffic equilibrium problems.
Introduction
Let R be the set of real numbers, and R + = {x ∈ R; x 0}, R ++ = {x ∈ R; x > 0}. Further, given n ∈ N, set R n + = {x = (x 1 , · · · , x n ) : x 1 , · · · , x n ∈ R + }, and R n ++ = {x = (x 1 , · · · , x n ) : x 1 , · · · , x n ∈ R ++ }, where (·) denotes the transpose. We denote by P R m + (·) the projection under R m + , that is,
Let A ∈ R n×m , b ∈ R m and f : R n + −→ R n be a continuous mapping. In this paper we focus essentially on the structured variational inequalities: find x * ∈ S such that (x − x * ) f(x * ) 0, ∀x ∈ S, with linear constraints S = {x ∈ R n | A x b, x 0}.
By attaching the Lagrangian multiplier vector y ∈ R m + to the linear constraints A x − b 0, we obtain (VI(Ω, F)) find u * ∈ Ω such that (u − u * ) F(u * ) 0, ∀u ∈ Ω, (1 The alternating direction method (ADM) was studied extensively in optimization and variational analysis and is an attractive approach for solving large-scale variational inequality problems with separable structure, see for example [1, 5, 9, 12, 13, 16-21, 24, 25] and references therein. The classical proximal alternating directions method (PADM) is one of the most attractive ADMs, as given (x k , y k ) ∈ Ω, x k+1 is produced via solving the following problem:
and the multiplier vector y k+1 is obtained by solving the following problem:
Here ν > 0 is a constant and β k > 0 is a given penalty parameter for the linearly constrained equation
Recently, a significant number of interior proximal methods have been developed via replacing x − x k by some nonlinear functionals. Very recently, some ADMs with logarithmic-quadratic proximal (LQP) regularization [3-8, 15, 22, 23, 25] have been developed by substituting in the ADM (1.3) the term [(x − x k ) by (x − x k ) + µ(u k − U 2 k u −1 )]. He et al. [15] proposed an LQP-based prediction-correction method to solve VI(Ω, F), as given u k = (x k , y k ) ∈ R n ++ × R m + , and µ ∈ (0, 1), the predictorũ k = (x k ,ỹ k ) is obtained via solving the following system: (1.5) where X k = diag(x k 1 , x k 2 , · · · , x k n ), x −1 is an n-vector whose j-th element is 1/x j , and ν > 0. The new iterate u k+1 = (x k+1 , y k+1 ) is obtained via solving the following system:
Later, by applying the LQP terms to regularize the ADM subproblems, Fu and Bnouhachem [11] developed the following LQP-based decomposition method: given
is obtained via solving the following system:
where
is an n-vector (m-vector) whose j-th element is 1/x j (1/y j ), µ ∈ (0, 1). The new iterate u k+1 = (x k+1 , y k+1 ) is the solution of the following system:
Note that in [11] ũ k and u k+1 are obtained via solving the LQP system. Very recently He et al. [14] proposed a new method for solving VI(Ω, F), the predictorũ k = (x k ,ỹ k ) is obtained as in (1.5) and the new iterate u k+1 = (x k+1 , y k+1 ) is defined by
where 0 < t < 1 and α k is defined by
In this paper, we suggest that the complementarity subproblems arising in ADM (1.3) and (1.4) could be regularized by LQP and the square quadratic proximal (SQP) regularizations, respectively; the LQP and SQP regularizations force the solutions of ADM subproblems to be interior points of R n + and R m + , respectively. More specifically, the iterative scheme of ADM with LQP and SQP regularizations is as follows: given u k = (x k , y k ) ∈ R n ++ × R m ++ , the solution of (1.3)-(1.4) is obtained via solving the following system:
is an n-vector (m-vector) whose j-th element is 1/x j (1/ √ y j ). Since (1.7) includes both square and quadratic terms, the method is called the SQP method, and (1.7) is called the SQP system of nonlinear equations. Note that the system (1.6)-(1.7) is a nonlinear system of equations, which is not easy to solve. Moreover, x and y are overlapped and should be solved simultaneously. By combining the LQP and SQP methods, we propose an inexact ADM for solving VI(Ω, F). Each iteration of the proposed method contains a prediction and a correction, the predictor is obtained via solving the LQP and SQP systems approximately under significantly relaxed accuracy criterion. We also study the global convergence of the proposed method under certain conditions. Our results can be viewed as significant extensions of the previously known results.
We give some notation that is needed for the rest of the paper. Let G denote a symmetric positivedefinite matrix. Then v G denotes (v Gv) 1/2 .
Throughout this paper we make the following standard assumptions.
Assumption A.
A1. f(x) is continuous and monotone mapping with respect to R n + , i.e.,
A2. The solution set of VI(Ω, F), denoted by Ω * , is nonempty. Note that F(u) is monotone whenever f(x) is monotone.
LQP-SQP ADM
In this section, we suggest and consider the inexact LQP-SQP ADM for solving (1.1)-(1.2). Indeed, finding the root of the nonlinear equation (1.6)-(1.7) is not an easy task. To handle this, we prefer solving (1.6)-(1.7) approximately to solving it exactly. First, the variable x is replaced by the current x k in (1.7) to obtain y, denoted byỹ k . Then, we findỹ k ∈ R m ++ such that
To use the new information as soon as possible, we use this newỹ k in (1.6) to obtain an approximation of x, denoted byx k .
We describe the new method in detail.
Algorithm 2.1 (LQP-SQP method).
Step 0. The initial step: Given ε > 0, µ ∈ (0, 1), η ∈ (0, 1) and
Step 2. Prediction step:
(3) If r k > η, then reduce β k by β k := β k * 0.8/r k and go to Step 1.
Step 3. Adjust β and ν for the next iteration if necessary:
(1) Prepare an enlarged β for the next iteration if r k is too small,
(2) Adjust ν for balancing the next iteration
Step 4. Correction step:
Compute the new iterate u k+1 (α k ) as the solution of the following system
Set k := k + 1 and go to Step 1.
How to choose a suitable step length α k > 0 to force convergence will be discussed later.
Remark 2.2. The main task of the prediction is to find an approximate solution of the following equations
We can choose a suitable β k > 0 and set the exact solution of
denoted byỹ k , as the approximate solution of (2.6). Then set the exact solution of
denoted byx k , as the approximate solution of (2.5). It follows from (2.1) and (2.7)-(2.8) that
Remark 2.3. We suggest a self-adaptive procedure to find such a suitable small β k . If r k η, the predictioñ u k = (x k ,ỹ k ) is accepted; otherwise, reduce the value of β k by β k := β k * 0.8/r k and repeat the procedure.
Too small values of β k , however, usually lead to extremely slow convergence according to our numerical experiments. Thus it is necessary to avoid this situation. In addition, balancing
via adjusting ν is also necessary for practical computation.
We need the following result to study the convergence analysis of the proposed method.
be the positive solution of the following equations:
where G is defined by (2.3).
Proof. Let w = (w x , w y ). We will show that
and
The first inequality is inspired by [2, Lemma 2] . Since x > 0, x k > 0 and w x 0, we have
It follows from (2.9) that
Hence, (2.11) holds. For each t > 0 we have
. Since y > 0, y k and w y 0, by using the above inequality, then after multiplication by (w y ) j y k j 0 for each j = 1, · · · , m, we obtain
and after multiplication by
adding the two inequalities, then we obtain
Using the identities
and recalling (2.9), thus we obtain
Summing over j = 1, · · · , n, we obtain (2.12). Adding (2.11) and (2.12) the proof is complete.
Basic results
In this section, we prove some basic properties, that will be used to establish the sufficient and necessary conditions for the convergence of the proposed method. First, we apply Lemma 2.4 to the prediction step.
++ , letũ k be the predictor produced by (2.1). For each w = (w x , w y ) ∈ Ω, we have
(3.1)
Proof. We apply Lemma 2.4 to the prediction equation (2.1). Note that
By setting q = q pre in (2.9) and u =ũ k in (2.10), it follows that
The assertion is proved. Now, we apply Lemma 2.4 to the correction step.
Proof. The proof is an application of Lemma 2.4 to the correction equation (2.2).
By setting q = q cor in (2.9) and w = u * ∈ Ω * , u = u k+1 (α k ) in (2.10), we obtain
(3.
2)
It follows from the above inequality that
3)
The last inequality of (3.3) uses the fact that F is monotone and the inequality
Consequently, we have the following theorem.
++ , letũ k be the predictor produced by (2.1) and u k+1 (α k ) be the corrector produced by (2.4). Then, we have
Using the following identity
Adding (3.6) and (3.7), we obtain (using the definition of G from (2.3))
Combining (3.3) and (3.8), we obtain
(3.9)
We observe the first two terms of the right-hand-side of (3.9),
Substituting it into (3.9), we obtain the required result.
Theorem 3.4. Let d(u k ,ũ k ) be defined by (3.5). Then for any u * ∈ Ω * and α k > 0, we have
Proof. It follows from (3.4) and (3.5) that
The assertion follows directly from (3.10) and (3.11).
Since Φ(α k ) is concave quadratic function of α k , it reaches its maximum at
Under condition (2.2) we have
(3.14)
Therefore, it follows from (3.12) and (3.14) that
Consequently, from (3.13), (3.14) , and (3.15), we obtain
Convergence of the proposed method
In this section, we consider the convergence analysis of the proposed method. From the numerical point of view, it is necessary to attach a relaxation factor γ ∈ [1, 2) to the optimal step size α k to achieve faster convergence. Theorem 4.1. Let u k+1 (γα * ) be the solution of (2.4). Then for any u * ∈ Ω * and γ ∈ [1, 2), we have
Proof. Note that for γ ∈ [1, 2), we obtain
It follows from Theorem 3.4 and (4.1) that
Then the assertion follows from (3.16) immediately.
To prove the convergence of the proposed method we need the following lemma, the proof of which is again an application of Lemma 3.1.
Lemma 4.2. For given
Proof. First, substituting w = u in (3.1) we have
Therefore, to show (4.2), we need only to prove
First, by a manipulation we obtain
and thus (4.3) holds. Similarly, we can prove (4.4) and the proof is complete.
The following result can be proved by similar arguments to those in [11, 14, 15] . Hence, the proof is omitted. ([11, 14, 15] ). If inf ∞ k=0 β k := β > 0, then the sequence {u k } which is generated by the proposed method converges to some u ∞ that is a solution of VI(Ω, F).
Theorem 4.3

Convergence rate
Recall that Ω * can be characterized as (see [ 10, (2.3.2)] )
This implies thatũ ∈ Ω is an approximate solution of VI(Ω, F) with accuracy > 0 if it satisfies
Now, we show that after t iterations of the proposed method, we can find aũ ∈ Ω such that (5.1) is satisfied with = O(1/t).
Lemma 5.1. Letũ k be generated by (2.1) and u k+1 (γα k ) be generated by (2.4). Then we have the following
Proof. It follows from (3.8) that
Letũ k be generated by (2.1) and u k+1 (γα k ) be generated by (2.4). If we take τ k = 1−µ 1+µ γα k , then for any u ∈ Ω, we have
Proof. It follows from (3.2)
Adding (5.2) and (5.4), we obtain
Using the following inequality
and by using the monotonicity of F, we obtain (5.3). Now, we are ready to present the O(1/t) convergence rate of the proposed method.
Theorem 5.3. For any integer t > 0, we have aũ t ∈ Ω that satisfies
Proof. Summing the inequality (5.3) over k = 0, · · · , t, we obtain
Using the notations of Υ t andũ t in the above inequality, we derive
Indeed,ũ t ∈ Ω because it is a convex combination ofũ 0 ,ũ 1 , . . . ,ũ t . The proof is complete.
It follows from (3.15) that
Suppose that for any compact set D ⊂ Z, let d = sup{ u − u 0 G |z ∈ D}. For any given > 0, after at most
iterations, we have
That is, the O(1/t) convergence rate of the inexact LQP-SQP ADM is established in an ergodic sense.
Numerical experiments
We apply our proposed method in the following examples to illustrate its advantage and efficiency.
Numerical experiments for traffic equilibrium problems
The test examples in this section arise from the traffic equilibrium problems.
Traffic equilibrium problems
We consider a network [15] shown in Figure 1 which consists of 25 nodes, 37 links and 6 origin/destination (O/D) pairs. We apply the proposed method in this traffic network equilibrium problems with two modifications, one with link capacities and the other with both link capacities and low bounds on travel demands. We use the same notation as in [15] . The traffic equilibrium problems can be described as follows:
For practical applications, S has the following different forms.
• Traffic equilibrium problems with link capacity bound,
b is the given link capacity vector
• Traffic equilibrium problems with link capacity bound and demand lower bound,
It is clear that all these traffic equilibrium problems are special cases of the structured variational inequality (1.1)-(1.2). We apply the proposed method to solve these problems.
In all test implementations, we use the forms of function t(f) and λ(d) from [15] , and we take u 0 = (x 0 , y 0 ), where each element of x 0 and y 0 is equal to 1, µ = 0.01, γ = 1.95, and η = 0.95. For this test problem, the stopping criterion
for different ε are reasonable. 
Problems with link capacity bounds
The constraints set of problems with link capacity bounds is S = {x ∈ R n | A x b, x 0}, where b is a given capacity vector. We report the numbers of iteration, the number of function evaluations, and the CPU time for different capacities and different ε in Tables 1 and 2 . As illustrated in Subsection 6.1.1, the output vector x is the path-flow, and the link flow vector is A x. In fact, y * in the output is referred to as the toll charge on the congested link. For the example with link capacity b = 40 we list the optimal link flow and the toll charge in Table 3 . Indeed, the link toll charge is greater than zero if and only if the link flow reaches capacity. The constraints set of problem in this subsection is S = {x ∈ R n | A x b, B x d, x 0}, where b and d are given vectors. In the test example we let each element of b and d be equal to 40 and 10, respectively. We report the numbers of iterations, the mapping evaluations, and the CPU time for different ε in Table 4 . The dual variable y * can be divided into two subvectors y * I (to the capacity constraints A x b) and y * II (to the demand lower bounds B x d). Here y * I in the output is referred to as the toll charge on the congested link, while y * II represents the subsidy on the O/D pair. For the test example, we list the optimal link flow and the toll charge in Table 5 . The optimal demand and the subsidy of each O/D pair are given in Table 6 . The outputs coincide with the optimal condition. Tables 1, 2 , and 4 show that the proposed method solves the traffic equilibrium problem very efficiently.
Conclusions
In this paper, we have proposed an inexact LQP-SQP ADM for solving structured variational inequalities. Each iteration of the LQP-SQP ADM includes prediction and correction steps where prediction and correction points are obtained by solving series of related systems of nonlinear equations. Global convergence of the proposed method is proved under mild assumptions. Some preliminary numerical results are reported to verify the effectiveness of the proposed LQP-SQP ADM in practice.
