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Galton's drawing of his board. connected. A tool that had regularly illustrated probability theory for over fifty years was shown to follow laws falling outside of classical stochastics! (see fig. 1 ). The basic idea of the probabilities of connected events was developed by the Russian mathematician Andrey Andreyevich Markov, Sr. (1856 -1922 in a series of articles written between (Markoff 1910 Markov 1906 Markov , 1907a Markov -b, 1908 Markov , 1910 Markov , 1911a Markov -b, 1912 . Purely theoretically, he showed that the weak law of large numbers and other important results of the calculus of probability were valid not only for independent events, as assumed by classical stochastics, but also for samples that were connected in simple or multiple chains. Here the outcome of the current trial was dependent on that of one or more preceding ones. 1 In those six years, Markov could not think of a practical illustration and empirical verification of his deductions, or was not interested in finding one.
2 But then, in 1913, the bi-centenary of Jakob Bernoulli's first formulation of this law in his Ars Conjectandi (Bernoulli 1713) , he finally applied his results, namely to the 20,000 letters at the beginning of the most important work by Russia's national writer Aleksandr S. Pushkin (1799 Pushkin ( -1837 , Eugene Onegin (Pushkin [1833 (Pushkin [ ] 1975 Markov 1913a) . Soon afterwards, he conducted a second, even more extensive count of the first 100,000 letters contained in the work, Childhood Years of Bagrov's Grandson, by the lesser-known Russian author Sergey T. Aksakoff (1791 Aksakoff ( -1859 (Aksakoff [1858 (Aksakoff [ ] 1960 . 3 Unfortunately, those important investigations have never been published in a satisfactory way in any language other than Russian and it is not astonishing that the numerous references in scientific literature always point to the original article on Pushkin, which very few people can read. I have therefore translated it into German and included it as an appendix in my doctoral dissertation on early text generation algorithms (Markov 1913b) . 4 English translations of these two articles are presented here in order to enable Western researchers to study the primary sources of the application of Markov chains. This commentary on the two articles can be divided roughly into five sections. In the first, I will present the investigation, explaining the methods used and the results obtained. Since the two articles are quite similar, I shall concentrate on the first. After reviewing the early propagation of Markov's ideas, I will try to reconstruct what it was that inspired the Russian mathematician to think that text could be a suitable material to empirically verify his assumptions. In the fourth section, I will follow the obscure way by which the theory of connected events was imported to Western Europe and North America. Finally, I will present some experiments to determine the scope of this type of mathematical analysis.
I. Russian Word Count
Markov arranged Pushkin's text in tables of 10 rows of 10 letters each, then determined the number of vowels in every column of letters and added the first and the sixth, the 1 The law of large numbers predicts that the relative frequency of occurrence of random events, when observed in great quantity, converges to their common expectation and is fundamental to probability theory. 2 Cf. Markov to Chuprov, 7 December 1910: "I shall not go a step out of that region where my competence is beyond any doubt" (Ondar 1981, 52) . 3 Markov 1924, 577-581 , but already included in the appendix of the third edition (Markov 1913c) . 4 A rather clumsy German translation was published in the German journal ExakteÄsthetik and there is a French translation of the abridged version of the lecture in the Appendix of the third edition of Calculus of Probability (Markov 1913d , Markow [1913 ] 1969 , Markoff 1915 . More recently, Micheline Petruszewycz has paraphrased in French both the article on Pushkin and on Aksakoff, together with Markov 1907a and 1911b , in her detailed study Les chaînes de Markov dans le domaine linguistique (Petruszewycz 1981) . second and the seventh, the third and the eighth, etc. (see fig. 2 ). 5 In this way, he observed the frequency of vowels in letters that were separated by four others in the text. He entered those five numbers into the columns of 40 little tables of five rows and five columns, thus representing 500 letters of the novel in each table. He added the quantities in the rows and inserted the sums in bold into a sixth column, then added the numbers in the columns and wrote the results in bold into a sixth row. Finally, to check the correctness of the two counts, he added the last rows and last columns, and since it was the same 500 letters that were examined, the two values had to agree. He entered it into the bottom right corner, to save space, minus 200. As a result of the rather complex operation, the 200 quantities in the last rows (the "horizontal count") showed the number of vowels in continuous sequences of 100 letters of the novel, whereas the 200 in the last columns (the "vertical count") represented the same value for 100 letters that were separated by four others in the novel (see pages 591-595). Markov compared the two arrangements of the text material using the techniques of probability theory of his time. In the first 200 samples of 100 signs, letters followed each other in their natural sequence, while in the second, the connection was destroyed.
He first concentrated on the horizontal count and made a table of how often the numbers 37 to 49 appeared; he calculated the common average as 43.2 and consequently the mean probability of a single sign to be a vowel as 0.432. Then, he analyzed the dispersion of the empirical values for one hundred letters from their common theoretical expectation using the method of least squares. 6 The sum of the squares of their deviations from 43.2 turned out to be 1,022.8, divided further by the number of samples, 200, the result was 5.114. This number represented the mathematical expectation of the square of deviation (the so-called variance) of each of the 200 trials from the mean. Since in the groups of 100 consecutive letters that were analyzed only the last few had an influence on the beginning of the next sequence, their connection was fairly weak and the dispersion thus followed the normal distribution that could be expected for independent random events.
7 Under this curve, usually half of the values fell in the 0.67-fold of the mean deviation, and Markov demonstrated that it also held true here. 8 The independence of the quantities for the groups of 100 could be seen as well from the fact that the mean dispersion did not change considerably if they were combined in two, four, or five. If there had been dependence, the operation would have weakened it and would have altered the mean deviation (see pages 595f.).
Inside the groups of 100 letters though, the signs were connected in their natural order. Markov computed the mean dispersion from the average on the level of the single letter by dividing the value found, 5.114, by 100, and compared it to its theoretical expectation. To calculate the latter, he used Newton's formula for the variance of the binomial distribution, "n p (1 − p)", and obtained, after dividing by n, 0.245376, which differed strongly from the experimental value 0.05114. 9 The coefficient of dispersion that related the empirical to the theoretical quantity equaled approximately 6 The method of least squares serves to determine the deviation of single samples from a common mean, the "dispersion." It was first published in 1805 by Adrien-Marie Legendre in Nouvelles méthodes pour la détermination des orbites des comètes but is, however, linked with Carl Friedrich Gauss' name, who elucidated it in 1809 in his Theoria motus corporum coelestium. The deviation of each value from the arithmetic mean is squared, and thus positive; next, the average of these differences is calculated by multiplying them by their frequency of occurrence, adding them, and finally, dividing them by their total number. In the discussion of methods from the history of probability, I follow closely the thorough work of Hald 1990 and 1998. 7 For a detailed discussion of the irritating fact that language can effectively be described as a random process, see my other article on the subject, Link 2006. 8 In 1733, Abraham de Moivre developed the normal curve in connection with problems relating to games of chance. It approximated the expected binomial distribution for independent random elementary errors, which was too complicated to calculate for large quantities of samples (Moivre [1733] 1738). As the properties of this curve were known, it was possible to calculate the number of values that fell in certain regions to the left and the right of the mean. The interval of 0.67 was used for the first time in 1815 by Friedrich Wilhelm Bessel, director of the Royal Observatory in Königsberg (now Kaliningrad), in his studies on the position of the pole-star to estimate inaccuracies in astronomical measurements and was termed "probable error" (Bessel 1815) . 9 The formula is discussed in the German edition of Markov's Calculus of Probability (Markoff 1912, 27) .
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10 The mean deviation on the level of single letters was thus five times smaller than could be expected for independent random events. Markov explained the fact with the connectedness of the single letters in the groups and went on to show that by applying a formula from his research on simple chains, the dispersion coefficient could be approximated theoretically. He counted the frequency of vowels that were preceded by another vowel, calculated from this the number of the sequences consonant-consonant and consonant vowel and derived the following simple, but momentous, empirical result: "As we can see, the probability of a letter to be a vowel changes considerably depending upon which letter -vowel or consonant -precedes it" (see page 597). He entered the values found into a formula from his paper "Research on a Remarkable Case of Dependent Samples" and calculated a theoretical dispersion coefficient of 0.3, which was relatively close to the empirical one, 0.208 (Markov 1907a , in the French version, Markoff 1910 .
11 Thus, the experimental deviation of the quantities could be predicted much more accurately if the text was regarded as a chain in which the probability of the current element was linked to the preceding one, rather than as completely independent samples (see page 597f.).
In 1911, Markov had also investigated the case of multiple chains, where the probability of every trial was connected with the preceding two, again purely theoretically. With the aim of applying the results obtained in "On a Case of Samples Connected in Complex Chain" and approximating the observed deviation even closer, he counted the frequency of three vowels and three consonants in sequence, entered them in his formula for the dispersion coefficient for complex chains and found it to be 0.195 which was even closer to the empirical one of 0.208 (Markov 1911b, 179 ; (see page 598f.)).
To contrast the results, Markov turned his attention to the vertical count in the last columns of the tables, which contained the number of vowels in the hundred letters that were separated by four others in the text, and for this arrangement calculated the mean dispersion from their mathematical expectation, which equaled 43.2, as before. The sum of the squares of their deviations from this value turned out to be much higher, 5,788.8, because every letter in one sequence of 100 preceded one letter in the next one and the groups were thus strongly dependent on each other. Quoting from his Calculus of Probability, Markov showed that the mathematical expectation of the variance of each quantity could be obtained by simply dividing by the number 10 Dissatisfied with contemporary common practice in statistics, whereby material was assumed uncritically to be normally distributed, Wilhelm Lexis (1837 Lexis ( -1914 , a mathematician and social scientist, was the first to compare the empirically found standard deviation with the theoretically predicted one and to form their coefficient Q. If this was bigger than one, he said the dispersion was "supernormal" and explained it by the fact that the base probabilities of the series under consideration were fluctuating. A value equal to one was called "normal" dispersion. If Q was smaller than one, Lexis regarded the series to be internally connected in some way and, different from Markov, banished it from the field of probability theory (cf. Lexis [1879 Lexis [ ] 1903 . Thus, Lexis would have repudiated the Galton board, had he ever investigated it empirically. 11 It is interesting to note that Markov always refers to "cases" when investigating purely theoretical constructions. of samples as before, 200, even if the hundreds were now connected (in the German edition, Markoff 1912, 209) . The chaining of the sequences could also be seen from the fact that if now the numbers were combined in two, four, or fives, the mean dispersion decreased considerably. Because of this addition, progressively fewer letters in the sample (relative to its size) preceded those in the next, the dependence became weaker and consequently, the deviation normalized. On the level of the single letter the dispersion coefficient was now close to unity, because the signs in the groups were no longer connected, as they were separated by four others in the text (see pages 599ff.).
II. Early Propagation
Since Markov wrote a letter to Charles Hermite (1822 Hermite ( -1901 in Paris in 1886 (Markoff 1886) , which was published in the Annales Scientifiques de l'École Normale Supérieure, pointing out some theorems from his dissertation (Markov 1885) , he had been in contact with the French mathematician, the teacher of Jacques Hadamard, who had met his teacher, Pafnutiy L. Chebyshëv (1821-1894), when Chebyshëv visited Paris in 1852 (cf. Delone [1947 Delone [ ] 2005 . In the years that followed, Hermite regularly published Markov's results, which were communicated to him mostly by letters, in the Comptes rendus de l'Académie des Sciences (Markoff 1889 (Markoff , 1891a (Markoff -c, 1892 (Markoff , 1894 Wissenschaften et al. 1868 Wissenschaften et al. -1942 .
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In 1896, Felix Klein in Göttingen encouraged a former pupil of Markov, Theophil Friesendorff, to translate Markov's Calculus of Finite Differences into German. They felt the "lack of appropriate textbooks" in this area and had read about the Russian mathematician's work in the JFM (Markoff 1896, iv 12 Since all Jahrbuch reviews are easily accessible on the internet, I will not provide detailed references for them in the following. When querying the database, attention has to be paid to the different possible transliterations of Russian names, like "Markov," "Markoff," and even "Markow." 13 Encouragement might have come also from Friedrich Engel, a pupil of Felix Klein in Leipzig, who had also translated two of Lobachevskiy's works in 1898 (Lobatschefskij 1898 ) and reviewed Liebmann's 1912 edition in JFM. While the main text of Wahrscheinlichkeitsrechnung was not concerned with connected samples, it did include two articles on the topic in the appendix: "Extension of the Limit Theorems of Probability Theory to a Sum of Values Connected in a Chain" from 1908 (Markov 1908) and "On Connected Values that Do not Form a Real Chain" from 1911 (Markov 1911a) . In his review in JFM, Heinrich Emil Timerding completely ignored the relevance of the investigations: "Three papers of a mathematical character form the conclusion. The task of these works consists mainly in giving 'strict proofs for the fundamental limit theorems of the calculus of probability and to generalize them as far as possible'." At this point, Markov, aged 56, had already been reviewed in JFM around 90 times and had published 21 articles in Western European journals such as Mathematische Annalen (9), Acta Mathematica (4), Comptes Rendus de l'Académie des Sciences (6), and even the Bulletin of the American Mathematical Society (1), but only one about connected trials, "Research on a Remarkable Case of Dependent Samples" (Markoff 1910 ).
14 So three works on the subject were available in Western European languages in 1912, mostly ignored by mathematicians outside Russia. His research on Eugene Onegin was published in 1913, in the Bulletin of St. Petersburg Academy (Markov 1913a) as well as in a separate print of the appendix of the third Russian edition of Calculus of Probability commemorating the bi-centenary of Bernoulli's law of large numbers (Markov 1913d) . The latter contained "On a Remarkable Case of Samples Connected in a Chain," an assembly of condensed versions of Markov's articles from 1907 and 1913 (Markov 1907a (Markov , 1913a .
Two years later, the poet, astronomer and revolutionary Nikolay A. Morozov published an investigation in the St. Petersburg Bulletin trying to use the frequency of auxiliary words to tell different literary writers apart and to determine the authorship of Plato's works (Morozov 1915) . He combined his counts in "spectra," "like the astronomer easily and reliably determines the chemical composition of celestial bodies inaccessible to our flight vehicles from them." After presenting the frequency of single letters and also bigrams in German and French, he "signals that diplomats and serious conspirators . . . use 'keys' without 'spaces' and that vocatives and phrases of courtesy can permit one to find the key." Markov criticized the article in 1916, and recommended to the author that his investigation be extended from 5,000 to 100,000 words to yield more significant results (Markov 1916; Petruszewycz 1981, 140ff.) . This clearly shows his interest in literary analysis and explains why he felt the need to extend his own research to the same quantity of samples with his count of the text from Aksakoff in the third edition of Calculus of Probability.
III. Word Crosses from the Underground
The inspirations for Markov's experiment are difficult to reconstruct, especially because he does not hint at them at all. There are, however, a number of reasonable sources. As early as 1847 Victor Y. Bunyakovskiy (1804-1889), author of the first Russian book on probability theory and the teacher of Markov's teacher, Chebyshëv, recommended that language be viewed as a statistical phenomenon and that stochastics be applied to questions of linguistics, such as etymology (cf. Petruszewycz 1981, 133ff . for details).
Another inspiration might have been Jan Baudouin de Courtenay (1845 Courtenay ( -1929 , the founder of the Kazan school of language research, who became professor for general linguistics at St. Petersburg University in 1900 and taught there until 1918. In his 1895 "Essay of a Theory of Phonetic Alternations" he described the diachronic changes of language through transformation of its elements, the single phonemes, and made extensive use of mathematical notation to present his findings:
The formula for anthropophonic changes . . . looks like the following: x + n , where x designates some primal phoneme, some arbitrary historical-phonetic change in a certain direction, n the coefficient of this change. The transformations were regarded as linked to each other: "The features of articulation that are alternating together are not individual or independent features of anthropophonetic varieties . . . of the corresponding phoneme . . . , but they are solely determined combinatorically, i.e. they depend on the connection with other phonemes." He advanced the formula "x = f(y)"; x being the changing element and a function of y, the "conditions of connection in general" (ibid., [48] ).
The development of language as a whole he described as "not so much a gradation, but rather a continuous fluctuation, continuous oscillations" (ibid., [34] ). 15 The founder of the Kazan physico-mathematical society and its first chair, Aleksandr V. Vasil'yev (1853 Vasil'yev ( -1929 , who reviewed numerous articles of Markov in JFM and corresponded with him at the latest from 1898 on, might have mediated between the two scientists (cf. Markov 1898).
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It can be seen indirectly, from the techniques employed by Markov and his unusual interpretation of language as a connected chain of events, that he was mainly inspired by cryptography and cryptology. Radiotelegraphy, invented by Nikola Tesla in 1893, but successfully marketed by Guglielmo Marconi, changed civil and military communication considerably around 1900. Because of the completely public transmission, all messages that were to remain private had to be encrypted. To this end, the French military, then allies of the Russians, introduced "SD modèle 1912" (SD meaning "sans dictionnaire," without dictionary) around 1912. Unlike earlier systems 15 Baudouin de Courtenay met the Swiss linguist Ferdinand de Saussure in Paris in December 1881 and corresponded with him from 1889 on. Saussure had the German translation of the aforementioned book in his personal library (cf. Sljusareva 1972, 12, 15) . This connection sheds light on the similarity of the results of Markov and Saussure noted in my earlier article on the subject (cf. Link 2006) . 16 Vasil'yev also lectured at the bi-centenary celebration at St. Petersburg in 1913, along with Aleksandr Chuprov (cf. Markov to Chuprov, 31 January 1913, Ondar 1981, 69) . that relied on codebooks or methods of substitution, it employed a transposition cipher using diagonals, with a simplified version, a pure transposition. Also the Germans obscured their transmissions by two cryptographic systems, a single transposition for messages of secondary relevance and a double transposition for important ones, code-named "Übchi" by the French. An exclusive radiotelegraphic connection was established between Paris (using the Eiffel tower as antenna) and Bobruisk in 1911. The Russian office for this line was located in St. Petersburg (cf. Ollier 2002, 81ff.) .
The techniques were used not only by the military in some European countries, but also by the Russian revolutionaries attempting to kill the Tsar, in the form of the socalled "Nihilist transposition cipher." The plaintext was arranged in a square by rows (or diagonals); a keyword switched the rows; a same or different mnemonic exchanged the columns, and the resulting ciphertext was removed by columns or by one of 40 or more routes out of the square (cf. Gaines 1989, 17ff.) . The cipher emanated from Russian prisons where a checkerboard was used to convert letters into numerals that could be transmitted in a variety of ways (cf. Kahn 1967, 619ff.) .
The similarities between simple columnar transposition and Markov's method are striking. In both, the text was written in the rows of a square, then read out in columns. By this mixing operation, what was obscured was not the letters themselves, as in systems of substitution, but rather the connection between them. Consequently, to break this cipher, the cryptanalyst first had to determine the number of columns of the square and then use common letter combinations to guess at their original order. One of the first to present bi-and trigram frequency tables for English and Spanish (and the solution of many substitution and transposition systems) was the American Colonel Parker Hitt in 1916 (Hitt [1916 (Hitt [ ] 1976 . Transposition methods like the "rail fence" and "route cipher" were also very common in the American Civil War (cf. Kahn 1967, 214ff.) .
The author of the above-mentioned scientific article "Linguistic Spectra," Nikolay Morozov, obviously was a very impressive figure in 1876. Ol'ga Lyubatovich, whom he married later, recalled:
Kravchinskii [Sergey Kravchinskiy] came by with his close friend Nikolai Morozov, whom he introduced as "our young poet." Morozov blushed like a girl. Apart from his literary work, he was one of the party's most ardent advocates of partisan revolutionary warfare -terrorist struggle -and he was always heavily laden with guns, nearly bent over from their weight. (Engel 1975, 152) After the splitting of the revolutionary movement "Land and Liberty" in 1879, he became a prominent member of "People's Will," a group that favored a policy of armed resistance. In 1880 he left Russia for Geneva with his wife and wrote one of the first terrorist pamphlets, "The Terrorist Struggle" (Morozov [1880 (Morozov [ ] 1987 . When he returned to his home country in order to distribute his work, he was arrested and sentenced to life imprisonment in 1881. He spent about 25 years in the notorious "Schlüsselburg" and other political jails. Here, probably by code-talking with his fellow convicts, he acquired an impressive knowledge of diverse fields of science and wrote his ideas down in a number of notebooks. Upon his release after the revolution of 1905, apart from his literary work, he started to publish scientific articles and books on a wide range of topics, including astronomy, physics, chemistry, biology, mathematics, etc. (cf. Fomenko 1994, 89) . In 1907, he published Revelation in Tempest and Storm, explaining the Book of Revelation through meteorological phenomena. It sold 16,000 copies in the first year and was widely discussed in the newspapers. He gave public lectures in several major Russian cities. In the same year, he was appointed to teach chemistry at St. Petersburg University (cf. Morozow 1912, xixf.) . Even if Markov perhaps did not know his colleague before 1913, the biography of Morozov gives a clear picture of the milieu at St. Petersburg University in those years. It must have been very easy here for the "militant academician" to acquire knowledge of the most basic operations of revolutionary encryption techniques. Already when Lenin's close friend and collaborator Maksim Gorkiy became an honorary member of the Academy and the government declared the election invalid in 1902, "Andrew the Furious" refused to accept tsarist awards in protest.
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It is a curious coincidence that in the same year that Markov's article on Eugene Onegin was published, an American immigrant from Liverpool, Arthur Wynne, invented the crossword puzzle under the name "word-cross." It was published 21 December 1913 in the newspaper New York World and led to a popular craze from 1924 on (cf. Costello 1988, 21) .
IV. Transmission to the West
Thirty-five years after the publication of the article on Pushkin, Markov's ideas reappeared prominently, but transformed, in Claude E. Shannon's (1916 Shannon's ( -2001 "Mathematical Theory of Communication," another work developed in close proximity to questions of cryptography.
18 It was used here to simulate the properties of textual information transmitted over a channel with noise. Seneta 1996, 258 . These were Markov's nicknames in the press, cf. Sheynin 1988, 340 . 18 Shannon developed his seminal paper in parallel with his "Communication Theory of Secrecy Systems," that was first published one year later (cf. Kahn 1967 , 744, and Shannon [1948 , 1949 . The reader not acquainted with the main figures in probability theory in the twentieth century might want to read the biography of George Pólya to get an overview (Alexanderson 2000) .
FOR THE LETTERS THAT THE TIME OF WHO EVER TOLD THE PROBLEM FOR AN UNEXPECTED. (Shannon [1948 (Shannon [ ] 1993 Shannon did not reference one of Markov's articles, but Fréchet's book Méthode des fonctions arbitraires from 1938 (Fréchet 1938 ). The exact way in which the idea of chains permeated into Western Europe and North America was unknown until recently when the French science historian Bernard Bru published a very detailed account of the early diffusion of the Russian researcher's work (Bru 2003 The young Kharkov mathematician Sergey N. Bernshteyn (1880 Bernshteyn ( -1968 Fréchet 1926 and Sheynin 2004, 84ff.) . He was also primarily interested in applied probability theory. This might be the reason that Markov started his last letter to Chuprov with the following words: "Your work frightens me with its abundance of complicated calculations which are difficult for me to look through in all their plentitude, all the more since I have glaucoma in one eye" (Markov to Chuprov, 27 February 1917 , Ondar 1981 .
The above-mentioned special edition of the appendix of Calculus of Probability was translated into French in 1915 (Markoff 1915 ) and this time found a more sensible reviewer in Adolf Hurwitz's pupil, George Pólya (1887 Pólya ( -1985 , private lecturer for Higher Mathematics at the Technical University (ETH) in Zurich. He followed the extensive reading habits of his teacher and wrote around 100 reports in JFM between 1914 and 1920, but this was only the second time he contributed to the yearbook. Having obtained his Ph.D. at the University of Budapest in 1912, under the advisor Leopold Fejér, with a work on probability theory (Pólya 1913 ), Pólya read the publication attentively and commented on the third part:
A sequence of non-independent samples is connected in such a manner that the probability for the arrival of an event left to coincidence is p 1 , if in the preceding sample the event occurred, however p 2 , if it did not occur. Such an "event" is e.g. the occurrence of a consonant in the successive letters of a book; since a consonant follows more easily a vowel than a consonant, p 1 is < p 2 . The author treats this simplest special case of his samples "connected in a chain" in detail and ab ovo. The results of the calculation are illustrated and proven by a statistic that extends to the first 20,000 letters of Pushkin's novel Eugene Onegin.
In 1919 and more relevantly, 1921, he developed his theory of "Irrfahrten" (random walks) and kept mentioning Markov's work (Pólya 1919 (Pólya , 1921 . Gerald Alexanderson provides an anecdotal account on how the mathematician discovered the topic:
One day while out on his walk he [Pólya] encountered one of his students strolling with his fiancée. Somewhat later their paths crossed again and even later he encountered them once again. He was embarrassed and worried that the couple would conclude that he was somehow arranging these encounters. This caused him to wonder how likely it was that walking randomly through paths in the woods, one would encounter others similarly engaged.
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Random walks are today considered special cases of Markov chains and an approximation to Brownian motion (cf. Spitzer 1976, vii) .
In Germany, Richard von Mises (1883 Mises ( -1953 , director of the Institute of Applied Mathematics in Berlin from 1920 and founder of the journal Zeitschrift für angewandte Mathematik und Mechanik one year later, was one of the first to notice the new theory. On 3 July 1918, he wrote in his diary: "Read a bit of Markov. Especially tried to follow the problems of probabilities connected in a chain." He had discovered the works in the appendix as early as August 1913 and included the findings of the Russian mathematician in his lectures in the late 1920s.
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Another early author to mention "the very beautiful work which we owe to these three Russians" (Chebyshëv, Markov, and Chuprov) was the British economist John M. Keynes (1883 Keynes ( -1946 in his fellowship dissertation at King's College, Cambridge, accepted in 1909, but published only in 1921, A Treatise on Probability (Keynes 1921, 358) . By absorbing more publications on stochastics "than it would be good for any one to read again" (ibid., 432), he acquired a relatively broad overview of the field in his time. Keynes' very extensive bibliography contained eleven works of Markov, of which he could read five. 22 As can be seen from the unusual translations, most of them are copied from the references in the German edition of the Russian mathematician's Calculus of Probability. It is surprising that Keynes covered some of the themes Markov was concerned with in the later parts of his book. He mentions a precursor in the numerical treatment of text, Francis Y. Edgeworth, who tried to criticize Lexis by applying his theory "to the frequency of dactyls in successive extracts of the Aeneid" in 1885 (ibid., 400). The response to this criticism was simply that the series was not sufficiently long. Keynes concluded that these authorities are at fault in the principles, if not of Probability, of Poetry. The dactyls of the Virgilian hexameter are, in fact, a very good example of what has been termed connexité, leading to sub-normal dispersion. The quantities of the successive feet are not 20 Alexanderson 2000, 51. While most of this publication is anecdotal, it provides a good bibliography and "Pólya's work in Probability" by Kai Lai Chung in appendix I which presents an overview of Pólya's work in this field. independent, and the appearance of a dactyl in one foot diminishes the probability of another dactyl in that line. . . . But Lexis is wrong if he supposes that a super-normal dispersion cannot also arise out of connexité or organic connection between successive terms. It might have been the case that the appearance of a dactyl in one foot increased the probability of another dactyl in that line. (ibid., 401; emphasis in original) 23 These considerations are very similar to those in the correspondence between Markov and Chuprov. 24 It is possible that Keynes was inspired by the appendix of Calculus of Probability, but did not dare to reference the work in this context because he could not read so many of the other articles. 25 Instead, by using the term connexité he referred implicitly to the works of the ostracized Louis Bachelier. 26 Keynes' book was translated into German in 1926 by Friedrich M. Urban, like Hostinský and Mises a mathematician from Brno in Czechoslovakia (Keynes 1926) .
As an example of the different dispersions caused by connected quantities, we might consider two sorts of extreme Markov processes. If the probabilities for a vowel after a vowel and a consonant after a consonant are 1, generation of chains of six letters yields only two results, "CCCCCC" or "VVVVVV." The overall mean probability of a sign to be a vowel is 0.5, but the deviation is very high, since none of the samples contains half vowels and half consonants. If, on the other hand, the probability of a consonant after a vowel is 1, and vice versa, then the process only produces "CVCVCV" or "VCVCVC" with the same average, and zero dispersion. The deviation considered "normal" is located between those two extremes. In his analysis of Aksakov, Markov included one count of groups in which letters separated by one other letter in the text were put together. Here, the probability of a vowel was higher after a preceding vowel than after a consonant. Consequently, the dispersion coefficient turned out to be highly supernormal, 1.45 (see pages 603f.). 23 Chuprov, who was asked by Markov on 15 January 1913, concerning the count of Pushkin, to "please let me know whether or not you have come across a similar example elsewhere," mentioned Edgeworth's article in a letter on 10 March 1916 giving wrong references, but only wrote about his results on the measurement of heights, not on poetry (Ondar 1981, 67f., 85) . 24 Cf. Markov to Chuprov, 24 November 1910, concerning "the true value of Q," the dispersion coefficient: "No one has proved that its mathematical expectation is equal to one." 3 December 1910: "Lexis's case of supernormal dispersion is inseparably linked to the opposite case of supernormal stability" (Ondar 1981, 41, 50) . 25 In his review of Calculus of Probability for the Journal of the Royal Statistical Society he wrote in contrast that it was "the work of a pure mathematician, who avoids philosophical difficulties on the one hand and practical applications on the other" and that "Professor Markoff's book does not contain much that is notably new" (Keynes 1913, 116) . 26 Already on 10 November 1910, Chuprov wrote to Markov that Bachelier had previously covered the topic of dependent samples (Ondar 1981, 6 ). Markov reacted resolutely on Bachelier's work on 15 November 1910: "I do not attempt to judge its significance for statistics but with respect to mathematics, it has no importance in my opinion."
Together with one of his students, Florian Eggenberger, George Pólya published "On the Statistics of Events in a Chain" in 1923, in the journal on applied mathematics mentioned above, von Mises' Zeitschrift für angewandte Mathematik und Mechanik (Eggenberger and Pólya 1923) . Unlike Markov, who obviously found it difficult to think of an application for his theory, the authors explicitly referenced the two articles on connected events in the appendix of the German edition of Calculus of Probability and showed that the mathematics of "simple chains" could be successfully used in diverse practical cases (ibid., 280). The first they mentioned was the statistics of railway accidents and industrial explosions: "For the lives of occupants of the same train show 'solidarity' to a great extent: The death of one person because of railway accident must be regarded as an extreme degradation of the chances of all fellow passengers" (ibid., 279). A number of major railway accidents occurred in the 1910s, among them the Great Train Wreck of 1918, in Nashville, Tennessee, that killed 101 people and injured 171 (cf. Aldrich 1993) . A catastrophic industrial explosion happened in 1921 at a BASF plant in Oppau, now part of Ludwigshafen, Germany, killing at least 500 persons and injuring about 2000 more (cf. Flynn and Theodore 2001, 5) . Eggenberger and Pólya treated in detail the statistics of epidemics. The "Spanish" flu killed over 30 million people worldwide in 1918 and 1919 and the sixth pandemic of cholera was almost over in 1923, striking mainly Russia (cf. Phillips and Killingray 2003, i; Ranger and Slack 1992, 151) . It was naturally interesting for insurance mathematicians to be able to grasp such phenomena more precisely. The two authors analyzed the tables of lethal smallpox in Switzerland between 1877 and 1900 and showed that "the picture of probability theory agrees much better with reality if augmentation of chance by success is assumed rather than independence of trials" (Eggenberger and Pólya 1923, 284; cf. fig. 4 ).
The second problem treated by Eggenberger and Pólya emanated from biology, the spreading of plants on a two-dimensional surface, or, more generally, "the distribution of a set of points in space." As the authors noted, it was also interesting for physics as a means to understand phenomena like radioactive decay and Brownian motion (ibid., 279). Again, Markov's theory proved to be more appropriate than the assumption of independence, since "the neighboring segments are in a manner of speaking 'infected'" (ibid., 289). The title of Eggenberger's dissertation one year later was "The Contagion of Probability" (Eggenberger 1924 ).
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The theory of connected events allowed the more exact treatment of problems from different fields of science, being an abstract meta-theory like probability calculus itself. Lexis' critique of the assumption of normal distribution was transformed by Markov into a generalization of stochastics, in which the independence of the trials was just a special case of connected events. Formally speaking, in addition to the free (1) with the predictions from the theories of independent (2) and connected events (3).
variable that indicated the probability of the outcome, the equations of stochastics now contained a second free variable that determined the connectedness between the samples. The authors noted that "the P r * [classical probability calculus] contains only one adjustable parameter, whereas the P r [Markov' s theory] contains two such parameters" (Eggenberger and Pólya 1923, 284) . The case of independence was included in the new formulas when the second variable equaled zero.
In his dissertation the next year, reviewed by Pólya and Hermann Weyl, Alfred Aeppli treated "Markov Chains of Higher Order" where the current trial depended on several preceding ones (Aeppli 1924) . The Russian mathematician's results were derived using Pólya's concept of "random walks" in a square network. The decision on which way to walk depends on one or more previous decisions. Aeppli quoted all of Markov's articles on chains published up to that point in Western European languages.
Andrey N. Kolmogorov (1903 Kolmogorov ( -1987 , successor to Markov's son as chair of the Department of Mathematical Logic at Moscow State University, reflected in 1947: "Perhaps the slow adaptation of the ideas of the Petersburg school by the West can indeed be partly explained by the fact that it was very remote from statistical physics, so that Markov illustrated the application of his theory . . . of Markov chains only by considering the distribution of vowels and consonants in the text of Eugene Onegin" (Kolmogorov 1947, 147) .
Many phenomena were discovered in the beginning of the twentieth century that required a treatment different from that of classical physics: Brownian motion, the dynamics of gases, of fluids, and of radioactivity (cf. Brown 1828 , Boltzmann [1877 ] 1909 Gibbs 1902; Einstein 1905) . With their explanation by interacting molecules, the scientific point of view changed from the observation of relatively few objects in the macroscopic world to the calculation of the behavior of very numerous, albeit finitely many, particles on the microscopic level.
The Austrian theoretical physicist Ludwig Boltzmann (1844 Boltzmann ( -1906 was one of the first to see that a thorough understanding of the thermodynamics of gas could only be achieved by means of probability calculus. In his model from 1877, space is occupied and completely determined by a finite number of particles that are each in one of a finite number of "states." The molecules interact in a succession of collisions and change their state accordingly. Due to the complications of a thermodynamic theory which based its explanations on the behavior of large (if finite) numbers of molecules, Boltzmann felt the need to introduce and even partly develop probabilistic methods which were able to say something on statistical averages. He conducted a purely combinatorial estimation of the possible number of state distributions and founded the second law of thermodynamics on stochastics: "the distribution of states, which is the most probable of all, corresponds . . . to the state of thermal equilibrium" (Boltzmann [1877 (Boltzmann [ ] 1909 . He also introduced the logarithmic connection between entropy and probability that later served Shannon to quantify the amount of information in discrete communication.
Because these were important theoretical problems, many mathematicians sought for examples of the repeated application of elementary operations that would transform the distribution of a given set in a succession of steps. The paradoxical demand from the second law of thermodynamics was that a number of reversible procedures had to lead to an irreversible result, the overall increase of entropy. Jacques Hadamard (1865 Hadamard ( -1963 proposed card-shuffling as a model in 1906 when discussing the problem of mixing liquids by Josiah W. Gibbs (cf. Gibbs 1902; Hadamard 1906, 205 ) that was subsequently treated by Henri Poincaré andÉmile Borel in 1912. Hadamard and Hostinský took up the problem in 1927 and discussed it in a number of notes, culminating in Hadamard's lecture at the International Congress of Mathematicians in Bologna, "On the Shuffling of Cards and its Relations with Statistical Mechanics," in 1928 (cf. Bru 2003 .
In a footnote, Hadamard credited Polyá for having introduced him to Markov's work that he regarded as similar to his own: "As has been pointed out to me by Mr. Pólya, the question of 'enchained quantities', treated by Markoff . . . and, more recently by Mr. Serge Bernstein . . . is proximate to the one of this text" (Hadamard 1928, 133) .
Shortly after his occupation with connected trials, in 1924, Pólya traveled to Cambridge, England, to work with Godfrey H. Hardy (1877 Hardy ( -1947 . In his office, the English mathematician "kept papers methodically in piles on a large table in front of a window. I remember him saying 'a pile for Landau and a pile for Pólya'" (Cartwright 1981 , quoted in Alexanderson 2000 . Hardy read and corrected most of Pólya's papers from 1923 on.
28 Their collaboration culminated in the book "Inequalities" in 1934. It treated the inequality of Chebyshëv, extended by Markov, in detail (Hardy, Littlewood, and Pólya 1934, 43ff.) . One of the students of Hardy at that time was Alan M. Turing (1912 Turing ( -1954 , who attended King's College from 1931 to 1934 and obtained his fellowship with a dissertation on probability theory, "On the Gaussian Error Function," which discusses Aleksandr M. Lyapunov's works of 1900 and 1902 in Appendix B. 29 In these articles, Lyapunov proved the central limit theorem under lesser conditions than Chebyshëv and thus extended its mathematical range considerably. He noted that the "question . . . was taken up again by M. Markov who gave all the development to Chebyshëv's method that it required" (Liapounoff 1900b, 126) . Two years later, Turing wrote his fundamental paper "On Computable Numbers" (Turing 1936) , conceptualizing universal calculating machinery theoretically.
To estimate the similarity of Markov's and Turing's constructions, we will attempt a detailed formal description of both in the following. A Markov process starts by reading the current sign, say, a consonant ("C"). The indexing of the probabilities in the Russian mathematician's articles shows that we are dealing with a matrix. For the simple chain in Pushkin, it could be written as follows. Lyapunov 1900 Lyapunov , 1902 Turing 1935, 41ff . Like Markov, Lyapunov was one of the famous pupils of Chebyshëv in St. Petersburg. He became professor at Kharkov University in 1893. For a detailed study of Turing's dissertation, cf. Zabell 1995. By looking up the corresponding row in the matrix, we find that the probability for a vowel as the next letter is 0.663, and that for another consonant 0.337. A suitable random generator (a book for example) is used to pick one of the two choices with the right frequency. 30 The character, say, a vowel ("V") is appended to the last sign. The process starts from the beginning with the letter just obtained. In modern conception, Markov chains are probabilistic "Finite State Machines." 31 A simple question might help to illustrate the difference between this algorithm and Turing's universal computer: Why is a Markov process not capable of performing the simplest arithmetical operation, addition? It would need to transform ". . .CCCVCC. . ." (3 + 2) to ". . .CCCCCV. . ." (5). More specifically, the separating "V" has to be converted to "C" and the last "C" to "V."
Next letter
32 As can be seen from the example, the machine needs to write the field it is currently reading, instead of the following one. Only then can chains of symbols be transformed in the desired way. The second capability missing in Markov's construction is that of not only stepping forward, to the right, but also backwards, to review or change the signs already written. To transform the last "C" to "V" involves moving to the right until a "V" is encountered, then one to the left, and to write another "V." The third difference is that in Markov's process the signs on the paper are identical with the "state." With the application of the theory of connected samples to statistical physics, the Russian mathematician's "events" were renamed "states" (Zustand) (cf. Kolmogoroff [Kolmogorov] 1931, 415) . In Turing's conception, the state becomes independent of the read character and is instead transferred into the machine as an internal property, replacing the probabilities that determine the next sign to be written in Markov's algorithm. 33 The cell of the matrix to be executed is now selected dependent on the symbol on the tape and the "state" of the machine. In it, the algorithm finds the properties we required above: which sign to write to the current field ("0" or "1"), to be set arbitrarily, the next "state" to enter ("A" or "B"), and whether to advance to the left or to the right ("L" or "R"). 34 30 In this way, Shannon generated his examples of Markov chains: "One opens a book at random and selects a letter at random on the page. This letter is recorded. The book is then opened to another page and one reads until this letter is encountered. The succeeding letter is then recorded. Turning to another page this second letter is searched for and the succeeding letter recorded, etc." (Shannon [1948 (Shannon [ ] 1993 33 The origin of the machine's "state" in statistical physics might have been the reason why Tibor Rado replaced the states with cards in his 1962 paper: "It appeared that terms like state, internal configuration, and the like had a mysterious connotation for beginners" (Rado 1962, 878) . 34 The following table is a two-state-machine that prints four "1s" on the tape and then stops, a "busy beaver" (cf. Rado 1962) . The notion of the "stop"-sign is not part of Turing's original idea, but due to Post 1936 .
One of the first truly empirical applications of Markov chains also arose in statistical mechanics. At the end of World War II, Stanislaw Ulam and Janós (John) v. Neumann (having received his degree from Fejér and taught by Pólya at the ETH in Zurich), then working in Los Alamos to build nuclear weapons before the Germans, resuscitated the old method of statistical sampling to solve problems related to stochastic neutron diffusion and the chain reactions to be expected: "The essential feature of the process is that we avoid dealing with multiple integration or multiplication of the probability matrices, but instead sample single chains of events" (Metropolis and Ulam 1949, 339) . 35 The physical reality was modeled by a Markov process, and then a random generator was used to produce concrete possible outcomes in a succession of steps by transition probability matrices. It was an inversion of the usual method of simulation, in that it was not used to test a previously understood deterministic problem, but treated deterministic problems by first finding a probabilistic analog, anticipating the availability of automatic calculating machinery. After a huge number of runs, the overall properties and behavior of the system in question could be estimated statistically, from simulative "experience" rather than from a theoretical, analytical effort. Nicholas Metropolis, one of the pioneers of "Markov Chain Monte Carlo," wrote later that it was interesting to "note the emergence . . . of experimental mathematics, a natural consequence of the electronic computer. . . . At long last, mathematics achieved a certain parity -the twofold aspect of experiment and theory -that all other sciences enjoy" (Metropolis 1987, 129f.) . The practice of executing matrices as simulations might have been the reason why it seemed natural to Shannon in 1948 to "run" the transition probabilities of English text.
A further extension of the method was the concept of "Hidden Markov Models," developed by Leonard Baum and Ted Petrie in 1966 (Baum and Petrie 1966) . The system being simulated was assumed to be a Markov process with unknown properties, and the technique consisted of determining the probable hidden parameters from the observable ones. It allowed the very successful application of the theory of connected events to problems of speech-, optical character-, and in general pattern-recognition starting in the middle of the 1970s (Raviv 1967; Baker 1975; Jelinek, Bahl, and Mercer 1975) , 36 and to genetic sequencing in the second half of the 1980s, when the field of bioinformatics emerged (cf. Blaisdell 1984; Borodovsky [Borodovskiy] et al. 1986 ).
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V. The Limits of Chains
Markov's analysis finds in writing what it supersedes, in the twofold Hegelian sense of annihilation and conservation: orality, or more precisely its organ, the mouth. 38 The statistical phenomenon that the probability of a vowel is higher after a consonant and vice versa is due to the necessities of articulation. Therefore, written languages that are rarely spoken tend to use the recombinatoric potential of the alphabet to a higher extent. C, the programming language developed by Dennis Ritchie in 1972, uses tongue-twisters like "strstr" ("obtain first substring of a string") or "strrstr" ("obtain last substring of a string") in its utmost rationality and is similar to the letter sequences produced by Markov in the vertical count. The need of programmers to name a multitude of variables and functions as short as possible, because they will have to write those symbols over and over, results in an arbitrary language that comes very close to Shannon's ideal of the perfectly informative use of letters. 39 As in Hebrew or in American street signs ("Bklyn-Qns Expwy"), the first victims of the rationalization are the vowels. Text that is no longer spoken by a mouth to be heard by an ear marks one of the limits of the theory of chains. The following table shows the results of a Markovian analysis of the kernel of the Linux operating system, programmed in C ("C", from <http://www.kernel.org>), and of game software for the Atari in Assembler ("A", from <http://www.atariarchives.org/agagd/index.php>), along with the counts of Eugene Onegin (EO). 40 In all cases a sample of 20,000 letters was used ( fig. 5 ). In the analysis of the C source code, the dispersions are still different for the horizontal and the vertical count, but already less than in the literary text. Since the length of expressions in C is not limited, programmers use a lot of mnemonics in natural language: "unsignedlongunusedacctneedcheckstaticintcheckfreespacestructfilefilestructstatfssbufintresintactlockkernelresacctactiveiffileacctneedcheckgotooutunlockkernelifvfsstatfsfilefdentrydinodeisbsbufreturnresifsbuffbavailsuspendsbuffblocks." In Assembler, "words" 36 Cf. Rabiner 1989, for a good introduction. 37 Again, as can be seen from the names of the authors and the journal, the impulse originated from Russia. 38 Cf. Link 2006 for a detailed development of this idea. 39 As Shannon already pointed out, the redundancy of language is related to the existence of crossword puzzles. Cf. Shannon 1948, 25: "If the redundancy is zero any sequence of letters is a reasonable text in the language and any two-dimensional array of letters forms a crossword puzzle." 40 Since a modern version of the novel was used, the results differ slightly from those of Markov. are not allowed to be longer than a very few letters, so the text is much less readable and does not produce significant results in the numerical analysis:
"mphbccaaldastascloaaclcldaschiadctemphstaschistandlistclcldascloadcxsstasclostandlistldyaaclcldascloadcstasclostandlistyldaschiadcstaschistandlistyinyinyinycpyblaartsorgshplequshphequshpmlequshpmhequshpmolequshpmohequpmadrequmaplequ." Markov's method also reaches its limits in languages where writing and speaking differ substantially. In non-vocalized Hebrew only the consonants are set down. In the following analysis of the Thora, the letters y, w, h, a and [ that usually accompany vowels are counted against all other signs in an edition without diacritics and compared to the same reckoning in the vocalized text, with the diacritics as vowels. The coefficients of dispersion only vary insignificantly in non-vocalized Hebrew. Therefore, Markov's method also determines the degree to which writing represents orality ( fig. 6 ). 
