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Resumo
O problema do caixeiro viajante euclidiano (Traveling Salesman Problem - TSP) do
ponto de vista geome´trico tem por objetivo encontrar um pol´ıgono simples sobre um
dado conjunto de ve´rtices cujo per´ımetro e´ mı´nimo. E´ poss´ıvel derivar o problema de
modo que o objetivo seja encontrar um pol´ıgono simples cuja a´rea interna seja ma´xima:
tal problema e´ conhecido como Poligonizac¸a˜o de A´rea Ma´xima (Maximum Area Polygo-
nization - MAXAP). O MAXAP e´ um problema de otimizac¸a˜o combinato´ria NP-dif´ıcil
com aplicac¸o˜es pra´ticas em segmentos como reconhecimento de padro˜es, reconstruc¸a˜o de
imagens, clusterizac¸a˜o e robo´tica. Este trabalho propo˜e novas metodologias de soluc¸a˜o e
formulac¸o˜es matema´ticas para o MAXAP, visando a implementac¸a˜o de algoritmos para
metodologias exata, aproximada e heur´ıstica, bem como um estudo computacional para
avaliar o desempenho das metodologias para o conjunto de instaˆncias desenvolvido. Sa˜o
propostos neste trabalho dois modelos matema´ticos de programac¸a˜o linear inteira, duas
heur´ısticas construtivas, uma metaheur´ıstica GRASP e uma matheuristic aplicada sobre
um dos modelos matema´ticos. Experimentos computacionais foram executados para com-
parar as metodologias propostas entre si e com um algoritmo 1
2
-aproximado da literatura.
Ana´lises comparativas de desempenho foram realizadas sobre os resultados obtidos mos-
trando que o GRASP obteve o melhor desempenho no crite´rio de qualidade das soluc¸o˜es.
As heur´ısticas construtivas propostas por sua vez obtiveram um desempenho superior so-
bre o algoritmo aproximado. Finalmente, os modelos matema´ticos propostos mostram a
dificuldade de resolver de maneira exata o MAXAP, encontrando soluc¸o˜es o´timas em uma
hora somente para as instaˆncias de 10 pontos, em um conjunto de instaˆncias de ate´ 100
pontos.
Abstract
The Traveling Salesman Problem (TSP) from a geometric point of view aims to find
a simple polygon with minimum perimeter. It is possible to derive the problem so that
the objective is to find a simple polygon whose enclosed area is maximum, such prob-
lem is known as Maximum Area Polygonization (MAXAP). The MAXAP is an NP-hard
combinatorial optimization problem with practical applications in segments such as pat-
tern recognition, image reconstruction, clustering and robotics. This work proposes new
solution methodologies and mathematical formulations for MAXAP, aiming the imple-
mentation of algorithms for exact, approximate and heuristic solutions, as well as a com-
putational study to evaluate the performance of the methodologies for a benchmark set of
instances. Two mathematical models based on integer linear programming are proposed.
In addition, two constructive heuristics, a GRASP metaheuristic, and a matheuristic are
proposed for the solution of larger instances. Computacional experiments were conducted
to compare the proposed methodologies among themselves and a 1
2
-approximation algo-
rithm from literature. Comparative perfomance analysis were made on the results showing
that the GRASP outperformed all other approaches with respect to solution quality. The
constructive heuristics, on the other hand, outperformed the literature 1
2
-approximation
algorithm. Finally, the proposed mathematical models have shown the hardness of exact
solution for the MAXAP, finding optimal solutions in one hour only for the 10-vertices
instances in a set of instances with 10, 25, 50 and 100 vertices.
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Dentre os problemas de otimizac¸a˜o combinato´ria, o Problema do Caixeiro Viajante
(Traveling Salesman Problem - TSP) e´ um dos mais investigados pela comunidade aca-
deˆmica [12]. Neste problema, dado um conjunto de cidades e o custo de viagem entre
cada par de cidades, o objetivo e´ encontrar uma rota de comprimento mı´nimo que visita
todas as cidades [1]. Do ponto de vista geome´trico, o objetivo do TSP e´ encontrar um
pol´ıgono simples1, a partir de um dado conjunto de ve´rtices, cujo per´ımetro e´ mı´nimo.
Por outro lado, e´ poss´ıvel avaliar um pol´ıgono por outra me´trica: sua a´rea interna [12].
Os problemas de minimizar e maximizar a a´rea de um pol´ıgono sa˜o conhecidos na lite-
ratura como Minimum Area Polygonization (MINAP) e Maximum Area Polygonization
(MAXAP), respectivamente.
Problemas do tipo MINAP e MAXAP surgem no contexto de reconhecimento de pa-
dro˜es, reconstruc¸a˜o de imagens e clusterizac¸a˜o [13]. MAXAP, em particular, esta´ intima-
mente relacionado com a Triangulac¸a˜o de A´rea Ma´xima, que e´ relevante no contexto da
robo´tica [4, 14, 16] para explorar e triangularizar uma regia˜o com um enxame de roboˆs.
Este trabalho trata do Problema da Poligonizac¸a˜o de A´rea Ma´xima (MAXAP). Fekete
[13] prova que os problemas MINAP e MAXAP sa˜o da classe NP-dif´ıcil, o que implica
que na˜o podem ser resolvidos em tempo polinominal, a menos que P = NP.
Embora possuam aplicac¸o˜es pra´ticas, MINAP e MAXAP sa˜o problemas recentes na
literatura. Existem muitos estudos focados na gerac¸a˜o de pol´ıgonos aleato´rios. Alguns
buscam estabelecer limites inferior e superior para a contagem de poligonizac¸o˜es simples,
por exemplo (veja [19, 33]), e outros consideram tipos especiais de poligonizac¸o˜es simples,
como Monotone Polygons e Starshaped Polygons [23, 10]. Contudo, poucos trabalhos
abordam a gerac¸a˜o de pol´ıgonos simples com a´rea mı´nima ou ma´xima. O trabalho mais
recente e´ dos autores Peethambaran, Parakkat e Muthuganapathy [26], que propo˜em
uma heur´ıstica para encontrar soluc¸o˜es para os problemas MINAP e MAXAP dado um
conjunto de pontos no plano.
Este trabalho apresenta formulac¸o˜es e algoritmos para o MAXAP. Ale´m do algoritmo
aproximado proposto por Fekete, seis novas metodologias sa˜o apresentadas, dividindo-se
em me´todos exatos e heur´ısticos, sendo: dois modelos de programac¸a˜o linear inteira (PLI);
duas heur´ısticas construtivas, onde uma baseia-se na adic¸a˜o de triaˆngulos vazios e a outra
1Um pol´ıgono e´ dito ser simples quando nenhum dos seus segmentos de reta (arestas) se cruzam.
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e´ baseada na adic¸a˜o de envolto´rias convexas; uma metaheur´ıstica (GRASP) e; por fim,
uma hibridizac¸a˜o entre um modelo PLI e a heur´ıstica de triangulac¸a˜o (matheuristic).
O presente trabalho esta´ organizado da seguinte forma: o Cap´ıtulo 2 apresenta concei-
tos introduto´rios relevantes que sa˜o utilizados no decorrer da dissertac¸a˜o; no Cap´ıtulo 3 sa˜o
dadas as definic¸o˜es sobre o problema de poligonizac¸a˜o de a´rea ma´xima e adicionalmente
sa˜o revisados os u´ltimos trabalhos relacionados; o Cap´ıtulo 4 descreve conceitualmente
as metodologias de soluc¸a˜o propostas no trabalho; o Cap´ıtulo 5 apresenta o estudo com-
putacional realizado com as metodologias, descrevendo o ambiente de desenvolvimento, o
conjunto de instaˆncias utilizadas, os testes executados para parametrizac¸a˜o da metaheu-
r´ıstica GRASP e da matheuristic, bem como uma ana´lise comparativa entre os resultados





O propo´sito deste cap´ıtulo e´ introduzir alguns conceitos ba´sicos necessa´rios para um
melhor entendimento desta dissertac¸a˜o. A Sec¸a˜o 2.1 introduz brevemente conceitos re-
lacionados a` Otimizac¸a˜o Combinato´ria. Na Sec¸a˜o 2.2 apresentamos uma das linguagens
de modelagem mais utilizadas em problemas de otimizac¸a˜o e, por fim, a Sec¸a˜o 2.3 mos-
tra como encontrar desvios de otimalidade sobre a soluc¸a˜o o´tima para um problema de
otimizac¸a˜o.
2.1 Otimizac¸a˜o combinato´ria
Otimizac¸a˜o Combinato´ria e´ uma sub-a´rea da otimizac¸a˜o matema´tica, cujo objetivo se
resume a encontrar, dentre todas as poss´ıveis soluc¸o˜es de um conjunto de soluc¸o˜es fact´ıveis,
aquela cujo custo seja o menor (minimizac¸a˜o) ou o maior (maximizac¸a˜o) poss´ıvel. Nesses
problemas o conjunto de soluc¸o˜es fact´ıveis pode ser representado por um valor inteiro,
conjunto, permutac¸a˜o, grafo, etc.
Resende e Ribeiro [31] definem genericamente um problema de otimizac¸a˜o combina-
to´ria como um conjunto finito E = {1, ..., N}, um conjunto de soluc¸o˜es fact´ıveis F ⊆ 2|E|
e uma func¸a˜o objetivo f : 2|E| → R, definidos para cada problema espec´ıfico. No caso de
maximizac¸a˜o, busca-se uma soluc¸a˜o o´tima S∗ ∈ F tal que f(S∗) ≥ f(S),∀S ∈ F .
Uma forma de resolver problemas de otimizac¸a˜o combinato´ria e´ simplesmente enume-
rar todas as soluc¸o˜es poss´ıveis e selecionar a melhor. Entretanto, para muitos problemas
este me´todo ingeˆnuo torna-se impratica´vel, visto que o nu´mero de soluc¸o˜es poss´ıveis pode
ser de ordem exponencial (explosa˜o combinato´ria) em relac¸a˜o aos dados de entrada.
Existem muitas te´cnicas na a´rea de otimizac¸a˜o combinato´ria para tratar esses proble-
mas onde a simples enumerac¸a˜o na˜o e´ via´vel. Dentre essas diversas te´cnicas, destacam-se:
• Programac¸a˜o Linear e Programac¸a˜o Inteira: sa˜o te´cnicas muito conhecidas no campo
da otimizac¸a˜o. A Programac¸a˜o Linear consiste em expressar uma func¸a˜o objetivo
em termos de uma func¸a˜o linear definida sobre um conjunto de varia´veis, as quais
devem satisfazer um conjunto de restric¸o˜es lineares (equac¸o˜es e inequac¸o˜es). Dada
uma func¸a˜o objetivo que expressa como e´ calculado o custo a ser minimizado ou
maximizado, aplica-se um algoritmo (tipicamente o Simplex ) que resolve o problema.
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Caso seja exigido que algumas ou todas as varia´veis assumam apenas valores inteiros,
constitui-se um problema de Programac¸a˜o Linear Inteira [24].
• Me´todos Heur´ısticos: quando na˜o se conhecem algoritmos eficientes para encontrar
a soluc¸a˜o o´tima em problemas de otimizac¸a˜o, uma soluc¸a˜o “boa” pode ser suficiente.
Me´todos Heur´ısticos sa˜o algoritmos que na˜o garantem encontrar a soluc¸a˜o o´tima
para o problema, mas sa˜o capazes de retornar uma soluc¸a˜o “boa” em um tempo
aceita´vel. Pode se entender por soluc¸a˜o “boa” como sendo uma soluc¸a˜o na˜o-trivial
que e´ melhor do que as soluc¸o˜es obtidas na pra´tica por me´todos baseados em senso
comum.
• Algoritmos Aproximados: me´todos heur´ısticos na˜o da˜o garantia a respeito da qua-
lidade da soluc¸a˜o encontrada. No entanto, ha´ casos onde uma certificac¸a˜o de qua-
lidade e´ necessa´ria. Por exemplo, pode ser que a aplicac¸a˜o na˜o precise da soluc¸a˜o
o´tima, mas exija uma soluc¸a˜o que esteja a um certo desvio ma´ximo da soluc¸a˜o o´tima.
Seja α esse desvio, um algoritmo α-aproximado para um problema de otimizac¸a˜o
e´ um algoritmo tempo de polinomial que, dado qualquer instaˆncia do problema,
produz uma soluc¸a˜o cujo valor esta´ dentro do fator de α do valor de uma soluc¸a˜o
o´tima [36].
2.2 Programac¸a˜o linear inteira
Um problema de Programac¸a˜o Linear (PL) consiste em minimizar ou maximizar uma
func¸a˜o linear sujeita a um conjunto de restric¸o˜es formadas por equac¸o˜es e/ou inequac¸o˜es
lineares que atuam sobre as varia´veis de decisa˜o [3]. Considere o seguinte exemplo de um
programa linear [37]:
MAX {cTx : Ax ≤ b, x ≥ 0}
onde x representa o vetor das varia´veis de decisa˜o, c e´ o vetor de coeficientes de custo
associados a cada varia´vel, b e´ o vetor de coeficientes do lado direito das desigualdades
ou igualdades, e A e´ a matriz de coeficientes das restric¸o˜es. Assim, um problema de
programac¸a˜o linear pode ser formulado da seguinte forma [3]:
MAX c1x1 + c2x2 + ... + cnxn
sujeito a a11x1 + a12x2 + ... + a1nxn ≥ b1
a21x1 + a22x2 + ... + a2nxn ≥ b2
...
... + ... +
...
...
am1x1 + am2x2 + ... + amnxn ≥ bm
x1, x2, ..., xn ≥ 0
A PL esta´ entre as te´cnicas matema´ticas mais bem-sucedidas e mais amplamente
aplicadas em problemas de otimizac¸a˜o combinato´ria, sendo utilizada em diversas a´reas,
como engenharias, transportes, energia, telecomunicac¸o˜es, economia, manufatura, log´ıs-
tica entre outras. Alguns problemas de otimizac¸a˜o combinato´ria podem ser resolvidos com
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programac¸a˜o linear. No entanto, partindo do princ´ıpio que P 6= NP, problemas NP-dif´ıceis
na˜o podem ser resolvidos atrave´s de PL.
Na vida real, entretanto, e´ muito comum que algumas varia´veis (ou todas) precisem
assumir valores inteiros. O ramo da Programac¸a˜o Linear Inteira (PLI) trata desse tipo de
problema. Adicionar a restric¸a˜o de que as varia´veis assumam valores inteiros acrescenta
uma poderosa flexibilidade aos modelos de PLI. Em contrapartida, essa flexibilidade pode
fazer o problema se tornar mais dif´ıcil.
No caso geral, a programac¸a˜o linear inteira e´ NP-dif´ıcil e, uma vez que varia´veis
discretas podem ser representadas como nu´meros inteiros, muitos problemas de otimizac¸a˜o
combinato´ria NP-dif´ıceis sa˜o modelados por meio de programac¸a˜o linear inteira. Ao longo
dos anos, te´cnicas foram desenvolvidas para tratar problemas de otimizac¸a˜o combinato´ria
atrave´s de PLI, destacando-se os me´todos branch-and-bound, branch-and-cut e branch-
and-price.
Para mais detalhes sobre conceitos e formulac¸o˜es de PL e PLI para problemas de
otimizac¸a˜o, sa˜o recomendadas as refereˆncias [3, 9, 25, 37].
2.3 Desvios de otimalidade
Em problemas de otimizac¸a˜o combinato´ria, normalmente deseja-se obter o valor de
uma soluc¸a˜o o´tima. Normalmente o valor o´timo e´ desconhecido, pore´m e´ poss´ıvel definir
um intervalo onde esse valor se encontra, delimitado por limitantes primal (LP ) e dual
(LD). No caso de problemas de maximizac¸a˜o, o limitante superior e´ o limitante dual e o
limitante inferior e´ o limitante primal. O inverso vale para um problema de minimizac¸a˜o.
Sem perda de generalidade, nesta sec¸a˜o consideraremos os problemas de maximizac¸a˜o.
Na pra´tica, LD e´ um limitante superior para o valor de uma soluc¸a˜o o´tima, ou seja,
se c(s∗) representa o valor o´timo, c(s∗) ≤ LD. Analogamente, LP e´ um limitante inferior
para o valor de uma soluc¸a˜o o´tima, isto e´, c(s∗) ≥ LP .
Uma das maneiras de se obter um limitante primal e´ encontrar uma soluc¸a˜o via´vel para
o problema, enquanto que limitantes duais podem ser obtidos atrave´s de relaxac¸o˜es do
problema. Um problema e´ uma relaxac¸a˜o de um problema original se o primeiro possuir
uma soluc¸a˜o o´tima cujo custo na˜o e´ inferior ao custo da soluc¸a˜o o´tima do problema original
para a mesma entrada. Portanto, resolver a relaxac¸a˜o nos da´ uma garantia de limitante
superior para o problema original.
Uma das relaxac¸o˜es mais comuns para um modelo de programac¸a˜o linear inteira e´
a sua relaxac¸a˜o linear. A relaxac¸a˜o linear permite que as varia´veis inteiras do modelo
PLI assumam valores fraciona´rios, isto e´, a restric¸a˜o de integralidade das varia´veis e´
removida. O modelo relaxado possui um conjunto de soluc¸o˜es via´veis que e´ superconjunto
das soluc¸o˜es do modelo PLI. No entanto, para o modelo relaxado gerar bons limitantes
duais, o seu valor o´timo deve se situar o mais pro´ximo poss´ıvel do valor o´timo do modelo
PLI. Desenvolver um modelo que atenda esse requisito pode ser considerado uma das
principais dificuldades na modelagem de problemas atrave´s de programac¸a˜o linear inteira.
Os limitantes primais e duais podem provar a otimalidade de soluc¸o˜es caso se igualem
ao custo c(s) destas soluc¸o˜es, isto e´, LP = c(s) = LD, ou se forem suficientemente
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pro´ximos. Diante da dificuldade em resolver problemas de otimizac¸a˜o ate´ sua otimalidade,
considera-se enta˜o me´todos que encontrem “boas” soluc¸o˜es em tempos aceita´veis. Atrave´s
dos limitantes primal e dual e´ poss´ıvel definir um desvio de otimalidade GAP = (LD−LP )
LP
que representa, no pior caso, o qua˜o afastado o valor de uma soluc¸a˜o pode estar do o´timo.
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Cap´ıtulo 3
Problema da poligonizac¸a˜o de a´rea
ma´xima
O problema da Poligonizac¸a˜o de A´rea Ma´xima (MAXAP) foi primeiramente estudado
por Fekete em sua tese de doutorado [12], estudo este continuado e publicado em [15, 13].
Nos u´ltimos anos, problemas relacionados ganharam importaˆncia devido a`s suas relac¸o˜es
com explorac¸a˜o e vigilaˆncia por enxames de roboˆs [4, 14, 16]. Isso torna importante
desenvolver novos me´todos para computar soluc¸o˜es o´timas para problemas como MAXAP.
3.1 Definic¸o˜es
Um pol´ıgono e´ uma sequeˆncia ordenada de pontos 〈p0, p1, ..., pn−1〉 com n ≥ 3 junta-
mente com o conjunto de segmentos 〈p0p1, p1p2, ..., pn−2pn−1〉 denominados arestas [35]. O
ponto onde duas arestas se encontram e´ denominado ve´rtice [21]. Um pol´ıgono e´ fechado
se o primeiro e o u´ltimo ponto esta˜o conectados por um segmento de linha. Um pol´ıgono
simples e´ um pol´ıgono fechado sem intersec¸o˜es entre arestas, exceto aquelas em pontos
finais comuns de arestas consecutivas [35].
Seja P um conjunto de pontos no plano Euclidiano. Uma poligonizac¸a˜o simples de
P e´ um pol´ıgono simples cujos ve´rtices sa˜o compostos exclusivamente por P . A menos
que todos os pontos sejam colineares, um conjunto de pontos no plano sempre permite
uma poligonizac¸a˜o simples [35]. E´ conhecido que a quantidade de poligonizac¸o˜es simples
para um conjunto de n pontos e´ exponencial em n [18]. Se os pontos esta˜o em posic¸a˜o
convexa, o conjunto permite uma u´nica poligonizac¸a˜o, a envolto´ria convexa (do ingleˆs
convex hull) [35]. A envolto´ria convexa de um conjunto de pontos P e´ o menor pol´ıgono
convexo CH(P ) no qual cada ponto em P esta´ na borda de CH(P ) ou em seu interior
[21].
Dado um pol´ıgono simples P (coˆncavo ou convexo) definidos por seus ve´rtices Vi =
(xi, yi) para i = (0, 1, ..., n), onde Vn = V0, sua a´rea sinalizada pode ser obtida da seguinte
forma: Seja P um ponto qualquer, para cada aresta ei = ViVi+1 de P construa o triaˆngulo
∆i = PViVi+1. A a´rea P e´ igual a soma das a´reas sinalizadas de todos os triaˆngulos
∆i para i = (0, 1, ..., n − 1). Por exemplo, na Figura 3.1, considerando a orientac¸a˜o do
pol´ıgono no sentido anti-hora´rio, os triaˆngulos ∆2 e ∆n−1 tem a´rea positiva, contribuindo
CAPI´TULO 3. PROBLEMA DA POLIGONIZAC¸A˜O DE A´REA MA´XIMA 19
positivamente para a a´rea total do pol´ıgono P . Entretanto, somente parte das a´reas de
∆2 e ∆n−1 esta˜o dentro de P . Por outro lado, os triaˆngulos ∆0 e ∆1 teˆm a´reas negativas,
cancelando a a´rea externa ao pol´ıgono de ∆2 e ∆n−1. Ao final, todas as a´reas externas
sa˜o canceladas, totalizando somente a a´rea interna do pol´ıgono [34].
Figura 3.1: Exemplo da soma de a´reas sinalizadas de triaˆngulos para um pol´ıgono P [34].
A a´rea sinalizada de um triaˆngulo ∆i pode ser encontrada dividindo-se o determinante





x0 y0 1x1 y1 1
x2 y2 1
 = x0y1 + y0x2 + x1y2 − y1x2 − x0y2 − y0x1
2
Considerando P como a origem, isto e´, P = (0, 0), enta˜o a fo´rmula para a´rea sinalizada





Logo, a a´rea de um pol´ıgono simples pode ser obtida por meio da seguinte equac¸a˜o:
AP =
∣∣∣∣(x0y1 − y0x1) + (x1y2 − y1x2) + ...+ (xn−1y0 − yn−1x0)2
∣∣∣∣ (3.2)
Um modo alternativo para calcular a a´rea de um pol´ıgono consiste em particiona´-lo
em triaˆngulos [12]. Este tipo de partic¸a˜o e´ denominado triangulac¸a˜o. A triangulac¸a˜o de
um pol´ıgono consiste em sua decomposic¸a˜o em triaˆngulos vazios por meio da adic¸a˜o de
um conjunto maximal de diagonais que na˜o se interceptam [8] (Figura 3.2). Seja P um
conjunto de pontos no plano, um triaˆngulo vazio e´ um triaˆngulo com ve´rtices em P e
nenhum outro ponto de P esta´ em seu interior.
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Figura 3.2: Exemplo de triangulac¸a˜o de um poligono [20].
A seguir sera´ apresentada a definic¸a˜o do MAXAP [12].
Poligonizac¸a˜o de A´rea Ma´xima: Seja P um conjunto finito de pontos no plano Eu-
clidiano. Dentre todos os pol´ıgonos simples com um conjunto de ve´rtices P , encontre um
cuja a´rea interna seja ma´xima.
Na literatura, a versa˜o de minimizac¸a˜o do problema e´ conhecida como Minimum Area
Polygonization (MINAP) [12].
Pick propoˆs um teorema que da´ uma interpretac¸a˜o combinato´ria para a determina-
c¸a˜o da a´rea de um pol´ıgono simples constru´ıdo sobre um grid (quadriculado) de pontos
equidistantes, de forma que todos os ve´rtices do pol´ıgono sejam gridpoints (pontos do
quadriculado) [12]. Ele mostrou que qualquer ponto do grid que intercepta o pol´ıgono
contribui com meia unidade de a´rea, enquanto que os pontos no interior contribuem com
uma unidade de a´rea. Com base nisso, demonstrou o seguinte teorema [12]:
Teorema 1 Seja P um pol´ıgono simples cujos ve´rtices sa˜o gridpoints. Seja b(P) o nu´-
mero de gridpoints que interceptam P e i(P) o nu´mero de gridpoints no interior de P.
Enta˜o, a a´rea de P, area(P), e´ dada pela Equac¸a˜o (3.1).
area(P) = b(P)
2
+ i(P)− 1 (3.3)
A Figura 3.3 apresenta um exemplo de um pol´ıgono simples constru´ıdo sobre um
grid de pontos equidistantes. Os pontos do grid em vermelho representam os pontos
que interceptam o pol´ıgono, e os amarelos representam os pontos interiores ao pol´ıgono.
Substituindo b(P) e i(P) na equac¸a˜o pelas quantidades de pontos vermelhos e amarelos,
respectivamente, a a´rea resultante do pol´ıgono ilustrado na figura e´ 14
2
+ 39− 1 = 45.
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Figura 3.3: Pol´ıgono de a´rea interna 45 constru´ıdo sobre quadriculados de a´rea unita´ria.
Com base nos conceitos definidos por Pick, o melhor que pode ser feito quando deseja-
se minimizar a a´rea e´ evitar que o pol´ıgono intercepte ou contenha quaisquer outros
gridpoints ale´m dos dados ve´rtices de P . O racioc´ınio ana´logo pode ser feito quando
deseja-se maximizar a a´rea do pol´ıgono [12]. Estes conceitos sa˜o usados no Teorema 2
demonstrado por Fekete [12], o qual estabelece limitantes inferior e superior para a a´rea
de um pol´ıgono.
Teorema 2 Seja P um conjunto de n gridpoints, hi(P ) o nu´mero de gridpoints na˜o
pertencentes a P que esta˜o no interior da envolto´ria convexa de P , e hb(P ) o nu´mero de
gridpoints na˜o pertencentes a P que interceptam a envolto´ria convexa de P . Para qualquer
pol´ıgono simples P com conjunto de ve´rtices P , as inequac¸o˜es abaixo (3.4) fornecem
limitantes inferior e superior para area(P).
n
2
− 1 ≤ area(P) ≤ hb(P )
2




Estes limitantes sugerem uma versa˜o do MINAP e do MAXAP para ve´rtices defini-
dos sobre grids, conhecidas como Grid Avoiding Polygon (GAP) e Grid Approximating
Polygon (GAXP) [12].
Grid Avoiding Polygon (GAP): Dados n gridpoints no plano. Existe um pol´ıgono
simples neste conjunto de ve´rtices que na˜o conte´m quaisquer outros gridpoints em sua
borda ou em seu interior, e portanto tem um valor de a´rea de n
2
− 1?
Grid Approximating Polygon (GAXP): Dados n gridpoints no plano. Existe um
pol´ıgono simples neste conjunto de ve´rtices que conte´m tantos gridpoints quanto poss´ıvel,




+ hi(P )− 1?
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GAXP
GAP
Figura 3.4: Um conjunto de gridpoints com GAP e GAXP. Adaptado de [13].
Fekete [12] provou que GAP e GAXP sa˜o ambos problemas NP-Completos. Uma vez
que o GAP e´ um caso particular do MINAP, isso implica diretamente na NP-Completude
do MINAP. Fekete tambe´m demonstrou, a partir do resultado do GAP, que o MAXAP e´
NP-Completo.
Para o MAXAP, Fekete [12] propoˆs um algoritmo aproximado (Sec¸a˜o 4.1) para obter
um pol´ıgono simples para um conjunto de pontos P cuja a´rea e´ maior ou igual a` metade
da a´rea da envolto´ria convexa de P . Uma vez que a a´rea da envolto´ria convexa e´ um
limitante superior para qualquer soluc¸a˜o do MAXAP, isto produz uma 1
2
-aproximac¸a˜o
para o problema, e esse fator de aproximac¸a˜o e´ justo para o algoritmo proposto. Fekete
tambe´m provou ser NP-Dif´ıcil encontrar uma (2
3




Me´todos para gerac¸a˜o e contagem de pol´ıgonos simples para n pontos no plano teˆm sido
amplamente estudados na literatura. No entanto, poucos trabalhos abordam a gerac¸a˜o
de pol´ıgonos simples com a´rea mı´nima ou ma´xima. Alguns autores estudam a contagem
de poligonizac¸o˜es simples, buscando estabelecer limites inferior e superior (veja [18, 33]).
Outros consideram tipos especiais de poligonizac¸o˜es simples, conhecidas como Monotone
Polygons e Starshaped Polygons [23, 10]. As principais refereˆncias para o problema da
poligonizac¸a˜o sa˜o os trabalhos de Fekete [12, 15, 13].
Trabalhos mais recentes voltaram a apresentar estudos sobre o MINAP e o MAXAP,
como pode ser visto em [35, 26], intitulados respectivamente por Approaching Minimum
Area Polygonization e An Empirical Study on Randomized Optimal Area Polygonization
of Planar Point Sets. Um breve descric¸a˜o destes trabalhos e´ dada a seguir.
O trabalho de Taranilla, Gagliardi e Herna´ndez [35] aborda o MINAP. Os autores
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apresentam um algoritmo para construir um pol´ıgono simples, baseado na heur´ıstica Ste-
ady Growth proposta por Auer e Held [2] para gerac¸a˜o de pol´ıgonos simples aleato´rios.
Eles descrevem seis diferentes estrate´gias para minimizar a a´rea do pol´ıgono durante sua
construc¸a˜o. Ale´m disso, sa˜o propostos treˆs algoritmos para encontrar soluc¸o˜es heur´ısticas
para o MINAP, sendo um deles a metaheur´ıstica Ant Colony Optimization - ACO. Por
fim os autores apresentam os experimentos computacionais e os resultados obtidos por
cada algoritmo.
Mais recentemente, Peethambaran, Parakkat e Muthuganapathy [26] publicaram um
trabalho sobre os problemas MINAP e MAXAP. O estudo propo˜e uma heur´ıstica para en-
contrar uma soluc¸a˜o para os problemas dado qualquer conjunto planar de pontos. Embora
o pseudoco´digo apresentado no trabalho se baseie na soluc¸a˜o para o MINAP, os autores
explicam que o mesmo pode ser aplicado ao MAXAP com uma simples modificac¸a˜o no
co´digo. O Algoritmo 1 apresenta o pseudoco´digo descrito pelos autores ja´ adaptado para
maximizar a a´rea do pol´ıgono.
Algoritmo 1: RAND MAXAP(S,n)
Entrada: S = (p0, p1, ..., pn−1)→ conjunto de n pontos planares
Sa´ıda: P → pol´ıgono simples com a´rea ma´xima aproximada
// P2 = conjunto de pontos iniciais do polı´gono
// Pi = conjunto de pontos do polı´gono na i-e´sima iterac¸~ao
// E2 = conjunto de arestas iniciais do polı´gono
// Ei = conjunto de arestas do polı´gono na i-e´sima iterac¸~ao
// line sweep = algoritmo cla´ssico para descobrir intersec¸~ao entre arestas
// hull_size = nu´mero de pontos no polı´gono
1 in´ıcio
2 Escolha aleatoriamente treˆs pontos a partir de S. Sejam eles p0, p1 e p2;
3 P2 ← {p0, p1, p2};
4 E2 ← {(p0, p1), (p1, p2), (p2, p0)};
5 hull size← 3;
6 para (i ← 3 ate´ n− 1) fac¸a
7 Selecione aleatoriamente um ponto pi a partir de S \ Pi−1;
8 Construa L consistindo de todas as arestas formadas por pi ∪ Pi−1;
9 Aplique o line sweep em Ei−1 ∪ L e atualize L com as arestas sem intersec¸a˜o;
10 se (pi esta´ no interior de Pi−1) enta˜o
11 Percorra Pi−1 e remova o triaˆngulo ∆pqpipr de a´rea mı´nima;
12 sena˜o
13 Percorra Pi−1 e adicione o triaˆngulo ∆pqpipr de a´rea ma´xima;
14 L← {∅};
15 hull size← hull size+ 1;
16 Pi ← {p0, p1, p2, ..., pq, pi, pr, ..., p(hull size−1)};
17 Ei ← {(p0, p1), (p1, p2), (p2, p3), ..., (pq, pi), (pi, pr)};
18 retorna Pn−1 e En−1;
Adaptado de [26].
O primeiro passo do algoritmo e´ selecionar treˆs pontos aleato´rios de S e construir um
triaˆngulo que representa o pol´ıgono inicial P2, com o conjunto de arestas E2 = {e0, e1, e2}
(linhas 2 a` 5). Na i-e´sima iterac¸a˜o, hull size representa o nu´mero de pontos de Pi−1. No
restante das n− 3 iterac¸o˜es, o algoritmo realiza os seguintes passos (linhas 6 a` 17) [26]:
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1. Selecione aleatoriamente um ponto pi a partir de S \ Pi−1.
2. Verifique se o ponto se encontra no interior ou exterior de Pi−1.
3. Se o ponto esta´ no interior de Pi−1, encontre um triaˆngulo ∆i = {pq, pi, pr} de menor
a´rea que o ponto pi forma com as arestas de Pi−1, tal que ∆i na˜o intercepta Pi−1
e pq, pr ∈ Pi−1. Remova ∆i de Pi−1 adicionando as arestas e o ponto pi na posic¸a˜o
correta.
4. Se o ponto esta´ no exterior de Pi−1, encontre um triaˆngulo ∆i = {pq, pi, pr} de maior
a´rea que o ponto pi forma com as arestas de Pi−1, tal que ∆i na˜o intercepta Pi−1
e pq, pr ∈ Pi−1. Adicione ∆i a Pi−1 adicionando as arestas e o ponto pi na posic¸a˜o
correta.
5. Atualize os conjuntos de arestas e ve´rtices como Ei = Ei−1∪{pq, pi}∪{pi, pr}\{pq, pr}




















(d) (e) (f )
Figura 3.5: Passo a passo da heur´ıstica. (a) Conjunto de pontos; (b) Triaˆngulo aleato´rio
inicial; (c)-(e) Construc¸a˜o incremental; (f) Pol´ıgono final. Adaptado de [26].
O pseudoco´digo do algoritmo para construir uma soluc¸a˜o minimizando a a´rea e´ o
mesmo. A u´nica diferenc¸a esta´ na remoc¸a˜o ou inclusa˜o de triaˆngulos em cada iterac¸a˜o.
Ao inve´s de remover o triaˆngulo de a´rea mı´nima caso o ponto esteja no interior do pol´ıgono
atual, no MINAP remove-se o de a´rea ma´xima. Similarmente, se o ponto e´ exterior ao
pol´ıgono atual, a versa˜o de minimizac¸a˜o inclui o triaˆngulo de a´rea mı´nima.
Os autores provam a complexidade O(n2 log n) da heur´ıstica e, por fim, apresentam um
estudo experimental comparando ambas abordagens em instaˆncias criadas aleatoriamente
e tambe´m algumas fornecidas pela Traveling Salesman Problem Library (TSPLIB).




Este cap´ıtulo descreve as metodologias de soluc¸a˜o para o MAXAP investigadas neste
trabalho. A Sec¸a˜o 4.1 apresenta o algoritmo aproximado proposto por Fekete; na Sec¸a˜o
4.2 sa˜o propostos dois modelos matema´ticos para a soluc¸a˜o exata do MAXAP, ambos
formulados em PLI; por fim, a Sec¸a˜o 4.3 apresenta treˆs novas abordagens de soluc¸a˜o para




-aproximado proposto por Fekete foi a primeira metodologia de soluc¸a˜o
investigada neste trabalho. Como na˜o existem resultados pra´ticos na literatura, um dos
objetivos e tambe´m o ponto de partida desta pesquisa era o estudo computacional do
mesmo. A seguir sera´ descrito em mais detalhes seu funcionamento.
O algoritmo 1
2
-aproximado resulta da demonstrac¸a˜o do seguinte teorema proposto por
Fekete [12]:
Teorema 3 Seja P um conjunto de n + 1 pontos no plano. Podemos determinar um
pol´ıgono simples P com ve´rtices em P cuja a´rea e´ maior do que metade da a´rea da
envolto´ria convexa de P . Isto pode ser feito em tempo O(n log n).
Prova [12]: Seja p0 um ponto na envolto´ria convexa de P . Em tempo O(n log n), ordene
os pontos pi de P pelo coeficiente angular da linha l(p0, pi), de modo que os vizinhos de p0
na envolto´ria convexa de P (H = convexHull(P )) sejam o primeiro ponto (p1) e u´ltimo
ponto (pn) respectivamente, ou seja, H = 〈p0, p1, ..., pn, p0〉. Se existe um conjunto de
pontos para os quais o coeficiente angular e´ o mesmo, ordene-os de forma crescente pela
distaˆncia de p0, exceto quando tais pontos possuem coeficiente angular mı´nimo, caso em
que deve-se ordena´-los de modo decrescente pela distaˆncia de p0. Ao conectar os pontos
pi nesta ordem, gera-se um pol´ıgono simples P1 a partir de P , como mostra a Figura 4.1.
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Figura 4.1: Pol´ıgono simples P1 gerado a partir de P [13].
Se a area(P1) > 12area(H), o algoritmo terminou. Caso contra´rio, a famı´lia de pol´ı-
gonos Q = H \P1, resultante da subtrac¸a˜o da envolto´ria convexa de P pelo pol´ıgono P1,
tem a´rea maior ou igual a 1
2
area(H).
Seja P ⊆ P o conjunto de pontos da borda de H. Referimo-nos aos pontos qi
contidos em P como qi. A famı´lia Q = (Q1, ..., Qh) consiste de h pol´ıgonos, tal que
Qj := 〈q(j)1 , q(j)2 , ..., q(j)zj−1 , q(j)zj , q(j)1 〉, onde q(j)1 e q(j)zj sa˜o os u´nicos ve´rtices de Qj que perten-
cem a P .
Fekete [12] mostra que o pol´ıgono
P2 = 〈p0, q(1)2 , ..., q(1)z1−1, q(2)2 ..., q(j)zj−1, q(j+1)2 , ..., q(h)2 , ..., q(h)zh−1, pn, ..., p1, p0〉
e´ simples. Em termos mais claros, o pol´ıgono P2 e´ obtido percorrendo, na mesma ordem
definida por P1, todos os pontos no interior de H e, em seguida, voltando ao longo dos
pontos de H (Figura 4.2), na ordem inversa definida por P1.
Figura 4.2: O pol´ıgono simples P2 [13].
Uma vez que P2 conte´m todos os pol´ıgonos de Q se area(P1) < 12area(H), enta˜o
area(P2) > 12area(H), concluindo a prova. 
Vale ressaltar que na˜o existe um estudo emp´ırico que sugere quais seriam as proprie-
dades que tornam um ve´rtice da envolto´ria uma boa escolha como ponto de partida para
o algoritmo. Inclusive, Fekete [12] mostrou que o fator aproximativo do algoritmo na˜o
pode ser melhorado mesmo tentando todos os poss´ıveis pontos de partida p0 da envolto´ria
convexa.
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O Algoritmo 2 ilustra o pseudoco´digo do algoritmo 1
2
-aproximado proposto por Fekete
[12].
Algoritmo 2: MAXAP Aproximado
Entrada: P = (p0, p1, ..., pn)→ conjunto de n+ 1 pontos no plano
Sa´ıda: P → pol´ıgono simples tal que area(P) ≥ area(H)2
1 in´ıcio
2 H = 〈p0, p1, ..., pi, p0〉 ← convexHull(P );
3 Seja p0 algum ponto em H;
4 Ordene os pi pontos em ordem crescente de slope(p0, pi). Em caso de empate, se o slope for
mı´nimo, ordene em ordem decrescente de dist(p0, pi); caso contra´rio, ordene em ordem
crescente de dist(p0, pi);






7 Q = (Q1, ..., Qh)← H \ P1; // Q e´ um conjunto de h polı´gonos
8 para (j ← 1 ate´ h) fac¸a
9 Ordene os ve´rtices de Qj = 〈qj1, qj2, ..., qjzj−1 , qjzj , qj1〉 de modo que qj1, qjzj ∈ H;




A Figura 4.3 mostra alguns exemplos de pol´ıgonos gerados pelo algoritmo aproximado.
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(d) Pol´ıgono de 100 pontos.
Figura 4.3: Exemplos de pol´ıgonos gerados pelo algoritmo aproximado.
4.2 Modelos matema´ticos
Este trabalho propo˜e duas formulac¸o˜es PLI para o MAXAP, a primeira baseia-se na
fo´rmula para ca´lculo de a´rea de um pol´ıgono simples, e a segunda e´ baseada no ca´lculo
de a´rea por triangulac¸a˜o, conforme visto na Sec¸a˜o 3.1.
4.2.1 Modelo baseado no ca´lculo de a´rea de um pol´ıgono simples
Baseado na equac¸a˜o 3.2, propo˜em-se o seguinte modelo para o MAXAP:







(aibj − ajbi)xij (4.1)
s.a.
xij + xji ≤ 1 ij, ji ∈ E (4.2)
|V |∑
j=1
xij = 1 i ∈ V (4.3)
|V |∑
i=1
xij = 1 j ∈ V (4.4)∑
i,j∈S
xij ≤ |S| − 1 ∀S ⊂ V (4.5)
xij + xuv ≤ 1 ((i, j), (u, v)) ∈ L (4.6)
xij ∈ {0, 1} ij ∈ E (4.7)
onde,
• aibi e ajbj = coordenadas dos pontos que compo˜em o arco ij.
• xij = 1 se o arco (i, j) pertence a` soluc¸a˜o. xij = 0 caso contra´rio.
• L = famı´lia de pares de arcos que se interceptam.
A restric¸a˜o 4.2 garante a unidirecionalidade da rota, ou seja, os arcos escolhidos para
compor a soluc¸a˜o devem seguir um u´nico sentido (hora´rio ou anti-hora´rio). As restric¸o˜es
4.3 e 4.4 asseguram a continuidade da rota, isto e´, cada ve´rtice deve possuir apenas um
arco de entrada e um arco de sa´ıda. A restric¸a˜o 4.5 garante a eliminac¸a˜o de subciclos, e
a restric¸a˜o 4.6 define que na˜o ha´ cruzamento de arcos (pol´ıgono simples).
Em 2015, Fekete et al. [11] propuseram um modelo semelhante, apresentando resulta-
dos computacionais e discutindo, inclusive, melhorias que evidenciaram ganhos pra´ticos.
Vale ressaltar que, apesar dos autores apresentarem esta formulac¸a˜o recentemente, o mo-
delo proposto neste trabalho foi desenvolvido de maneira independente.
Cabe mencionar que se tentou inserir as restric¸o˜es 4.6 sob demanda (lazy constraints),
mas experimentos preliminares mostraram que essa estrate´gia na˜o foi bem sucedida.
Dois exemplos de pol´ıgonos gerados pelo modelo sa˜o apresentados na Figura 4.4. A
Figura 4.4b ilustra um pol´ıgono que na˜o obteve certificado de otimalidade dentro do limite
de tempo de execuc¸a˜o.
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(b) Pol´ıgono de 25 pontos.
Figura 4.4: Exemplos de pol´ıgonos gerados pelo modelo.
4.2.2 Modelo baseado em triangulac¸a˜o
O modelo apresentado nesta sec¸a˜o utilizou como ponto de partida a formulac¸a˜o PLI
aplicada ao problema da triangulac¸a˜o de menor peso (Minimum Weight Triangulation
Problem – MWTP), cujo objetivo e´ encontrar uma triangulac¸a˜o que minimiza o peso das
arestas dos triaˆngulos [27].
Seja P um conjunto de pontos no plano. Um triaˆngulo vazio com ve´rtices em P e´
representado pela tripla ijk. Seja ∆(P ) o conjunto de triaˆngulos vazios sobre P , L+(ij)
e L−(ij) sa˜o os dois semi-planos definidos pela reta contendo o segmento ij.















tijk ij ∈ E \ EH (4.10)
tijk ∈ {0, 1} ijk ∈ ∆(P ) (4.11)
onde,
• cijk = peso do triaˆngulo ijk.
• tijk = 1 se ijk pertence a` triangulac¸a˜o, tijk = 0 caso contra´rio.
CAPI´TULO 4. METODOLOGIAS DE SOLUC¸A˜O 31
Visto que as arestas na envolto´ria convexa EH esta˜o presentes em cada triangulac¸a˜o
planar, a restric¸a˜o 4.9 garante que um triaˆngulo contendo uma dessas arestas esta´ na
triangulac¸a˜o. A restric¸a˜o 4.10 define que o nu´mero de triaˆngulos contendo uma aresta ij
deve ser o mesmo em ambos os semi-planos L+(ij) e L−(ij).
























tijk ij ∈ E \ EH (4.14)
∑
ijk∈∆(P )
tijk ≥ xij ij ∈ E \ EH (4.15)∑
ijk∈∆(P )
tijk ≤ 2− xij ij ∈ E \ EH (4.16)∑
ijk∈∆(P )
tijk = xij ij ∈ EH (4.17)
tijk + ti′j′k′ ≤ 1 (ijk, i′j′k′) ∈ T (4.18)∑
i,j∈S
xij ≤ |S| − 1 ∀S ⊂ P (4.19)∑
ij∈δ(i)
xij = 2 i ∈ P (4.20)
tijk ∈ {0, 1} ijk ∈ ∆(P ) (4.21)
xij ∈ {0, 1} ij ∈ E (4.22)
onde,
• aijk = a´rea do triaˆngulo ijk.
• tijk = 1 se ijk pertence a` soluc¸a˜o, 0 caso contra´rio.
• xij = 1 se a aresta (i, j) pertence a` soluc¸a˜o, xij = 0
• T = famı´lia de pares de triaˆngulos vazios que se interceptam.
• δ(i) = famı´lia de arestas na˜o direcionadas ligadas ao ve´rtice i.
As restric¸o˜es 4.13 e 4.14 garantem que, para cada aresta (i, j) na˜o pertencente a`
envolto´ria convexa, se xij = 0, a quantidade de triaˆngulos no semi-plano L
+(ij) presentes
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na soluc¸a˜o e´ igual a` quantidade de triaˆngulos no semi-plano L−(ij). Caso contra´rio, se
xij = 1, a quantidade destes triaˆngulos nos dois semi-planos pode diferir em uma unidade.
As restric¸o˜es 4.15 e 4.16 garantem que, para cada aresta (i, j) na˜o pertencente a`
envolto´ria convexa, se xij = 1, enta˜o a soluc¸a˜o deve conter estritamente um triaˆngulo
ijk ∈ ∆(P ). Caso contra´rio, se xij = 0, enta˜o a soluc¸a˜o pode conter no ma´ximo dois
triaˆngulos ijk ∈ ∆(P ) e ijk′ ∈ ∆(P ) tal que k 6= k′.
A restric¸a˜o 4.17 assegura que se a aresta (i, j) da envolto´ria convexa pertence a` soluc¸a˜o,
enta˜o a soluc¸a˜o deve conter estritamente um triaˆngulo ijk ∈ ∆(P ).
A restric¸a˜o 4.18 garante que, para cada par de triaˆngulos vazios que se interceptam,
no ma´ximo um deles pode estar na soluc¸a˜o.
A restric¸a˜o 4.19 define que a soluc¸a˜o deve conter apenas um pol´ıgono simples (restric¸a˜o
para eliminac¸a˜o de sub-ciclos).
Finalmente, a restric¸a˜o 4.20 garante que o pol´ıgono gera todos os ve´rtices, ou seja,
cada ve´rtice deve ter estritamente duas arestas.
A Figura 4.5 apresenta dois pol´ıgonos gerados pelo modelo descrito acima. O pol´ı-
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(b) Pol´ıgono de 25 pontos.
Figura 4.5: Exemplos de pol´ıgonos gerados pelo modelo.
4.3 Heur´ısticas e metaheur´ıstica
Um dos objetivos deste trabalho e´ propor, ale´m dos modelos PLI, metodologias heu-
r´ısticas para soluc¸a˜o de instaˆncias intrata´veis por metodologias exatas. As Sec¸o˜es 4.3.1,
4.3.2 e 4.3.3 apresentam treˆs novas metodologias para soluc¸a˜o do MAXAP, duas heur´ısti-
cas construtivas e uma metaheur´ıstica, respectivamente.
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4.3.1 Heur´ıstica baseada em triangulac¸a˜o
A primeira heur´ıstica proposta trata-se de uma heur´ıstica construtiva gulosa, a qual
baseia-se na adic¸a˜o de triaˆngulos vazios de a´rea ma´xima. E´ necessa´rio um pre´-processamento
para encontrar o conjunto de triaˆngulos vazios que compo˜em a instaˆncia (Figura 4.6). O
pol´ıgono inicia com o triaˆngulo vazio de maior a´rea. Uma vez que o triaˆngulo vazio inicial
foi escolhido, para garantir que o pol´ıgono gerado seja simples, durante n − 3 iterac¸o˜es
faz-se a adic¸a˜o do triaˆngulo vazio de maior a´rea adjacente a alguma das arestas do po-
l´ıgono em construc¸a˜o, e todos aqueles que cruzam alguma aresta do pol´ıgono atual sa˜o
removidos do conjunto de triaˆngulos vazios eleg´ıveis. A heur´ıstica itera n− 3 vezes visto
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Figura 4.6: Conjunto de arestas pertencentes a triaˆngulos vazios para uma instaˆncia de
10 pontos.
As Figuras 4.7 e 4.8 ilustram o funcionamento do algoritmo a cada iterac¸a˜o para uma
instaˆncia de tamanho 10. O pol´ıgono final resultante e´ mostrado na Figura 4.9.
















 0  200  400  600  800  1000








 0  200  400  600  800  1000








 0  200  400  600  800  1000








 0  200  400  600  800  1000








 0  200  400  600  800  1000
Triângulo vazio Polígono Convex hull
(f) Iterac¸a˜o 5.
Figura 4.7: Passo a passo da heur´ıstica para uma instaˆncia de 10 pontos.
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(b) Iterac¸a˜o 7.
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Figura 4.9: Pol´ıgono final gerado.
O Algoritmo 3 apresenta o pseudoco´digo da heur´ıstica.
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Algoritmo 3: MAXAP TriangulosVazios(P)
Entrada: P = (p1, p2, ..., pn)→ conjunto de n pontos no plano
Sa´ıda: P → pol´ıgono simples
// ∆(P ) = conjunto de todos os tria^ngulos vazios sobre P
// best∆ = tria^ngulo de maior a´rea a ser adicionado a P
// ∆cross(best∆) = tria^ngulos vazios que cruzam best∆
// NT (P) = conjunto de tria^ngulos vazios em T adjacentes a P
1 in´ıcio
2 P ← ∅;
3 T ← ∆(P );
4 best∆ ← arg max
∆
{Area(∆) | ∆ ∈ ∆(P )};
5 P ← P ∪ {best∆};
6 T ← T \ {∆ ∈ T | ∆ ∈ ∆cross(best∆)};
7 T ← T \ {best∆};
8 enquanto |P| < n− 2 fac¸a
9 best∆ ← arg max
∆
{Area(∆) | ∆ ∈ NT (P)};
10 P ← P ∪ {best∆};
11 T ← T \ {∆ ∈ T | ∆ ∈ ∆cross(best∆)};
12 T ← T \ {best∆};
13 retorna P;
As linhas 3 a 7 referem-se a` adic¸a˜o do primeiro triaˆngulo a` soluc¸a˜o. O lac¸o de repetic¸a˜o
das linhas 8 a 12 adicionam o triaˆngulo de maior a´rea adjacente a P a cada iterac¸a˜o. O
lac¸o termina quando o tamanho do pol´ıgono (nu´mero de triaˆngulos) for igual a` quantidade
de ve´rtices menos 2. A adic¸a˜o somente de triaˆngulos vazios adjacentes a P (linhas 9 e 10)
e a remoc¸a˜o daqueles que interceptam o triaˆngulo adicionado (linhas 6 e 11) garantem
que o pol´ıgono resultante sera´ simples. A Figura 4.10 apresenta exemplos de soluc¸o˜es
encontradas pela heur´ıstica.
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(c) Pol´ıgono de 100 pontos.
Figura 4.10: Exemplos de soluc¸o˜es obtidas pela heur´ıstica de triangulac¸a˜o.
Embora o RAND MAXAP (Algoritmo 1) possua algumas semelhanc¸as com a heur´ıs-
tica descrita acima, e´ importante ressaltar que a mesma foi elaborada de maneira indepen-
dente. Mais relevante que isso esta´ o fato do RAND MAXAP trabalhar com triaˆngulos
na˜o necessariamente vazios, enquanto que o MAXAP TriangulosVazios (Algoritmo 3) tra-
balha apenas com triaˆngulos vazios.
Ana´lise de complexidade
A complexidade de tempo do algoritmo, no pior caso, e´ O(n4). Isso decorre do fato de
que o lac¸o da linha 8 repete-se por Θ(n) iterac¸o˜es, e a cada iterac¸a˜o realiza-se uma busca
pela lista de triaˆngulos vazios O(n3).
Uma vez que e´ necessa´rio armazenar os triaˆngulos vazios, a complexidade de espac¸o
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do algoritmo e´ O(n3).
4.3.2 Heur´ıstica baseada em envolto´rias convexas
A segunda heur´ıstica proposta tambe´m e´ uma heur´ıstica construtiva gulosa, e baseia-
se na concatenac¸a˜o de uma famı´lia de envolto´rias convexas que compo˜em o conjunto de
ve´rtices. A gerac¸a˜o dessa famı´lia de envolto´rias convexas consiste em iterativamente gerar
a envolto´ria convexa dos ve´rtices atuais e remover dos ve´rtices atuais aqueles que formam
a u´ltima envolto´ria convexa. Esse processo e´ chamado de onion peeling, e o conjunto de
envolto´rias convexas resultante e´ conhecido como onion decomposition [22]. Em contraste
com a heur´ıstica de triangulac¸a˜o, o pol´ıgono e´ constru´ıdo de fora para dentro, isto e´,
inicia-se da envolto´ria convexa mais externa para a mais interna. O pol´ıgono inicial e´
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Figura 4.11: Conjunto das envolto´rias convexas e pol´ıgono inicial.
A cada iterac¸a˜o o algoritmo concatena duas envolto´rias convexas, a externa e a interna.
O crite´rio guloso esta´ na escolha dos pares de arestas que sera˜o utilizadas para concatenar
as duas envolto´rias convexas. As arestas escolhidas devem pertencer a um setor de a´rea
mı´nima nas iterac¸o˜es ı´mpares (Figura 4.12a), e a um setor de a´rea ma´xima nas iterac¸o˜es
pares (Figura 4.12c). Isto e´ feito pois, nas iterac¸o˜es ı´mpares, a a´rea do setor escolhido
e´ exclu´ıda do pol´ıgono, enquanto que nas iterac¸o˜es pares ocorre a inclusa˜o da a´rea do
setor no pol´ıgono. A Figura 4.12 exemplifica o funcionamento do algoritmo para a mesma
instaˆncia utilizada como exemplo na sec¸a˜o anterior.
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(d) Iterac¸a˜o 2 - Atualizac¸a˜o do pol´ıgono
Figura 4.12: Passo a passo da heur´ıstica para uma instaˆncia de 10 pontos.
O pseudoco´digo da heur´ıstica baseada em envolto´rias convexas e´ apresentado no Al-
goritmo 4.
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Algoritmo 4: MAXAP ConvexHulls(P)
Entrada: P = (p1, p2, ..., pn)→ conjunto de n pontos no plano
Sa´ıda: P → pol´ıgono simples
// H = conjunto de todas as envolto´rias convexas sobre P
1 in´ıcio
2 H ← conjunto de envolto´rias convexas sobre P ;
3 P ← H1;
4 se (|H| = 1) enta˜o
5 retorna P;
6 para (i ← 1 ate´ |H − 1|) fac¸a
7 se (i % 2 6= 0) enta˜o
8 Aopt ← +∞;
9 sena˜o
10 Aopt ← −∞;
11 para (e1 ∈ {Hi ∩ P}) fac¸a
12 para (e2 ∈ Hi+1) fac¸a
13 e3, e4 ← arestas complementares a e1 e e2;
14 se (e3 e e4 na˜o interceptam Hi+1) enta˜o
15 A← Area(e1, e2, e3, e4);
16 se (i % 2 6= 0) enta˜o
17 se (A < Aopt) enta˜o
18 Aopt ← A;
19 beste1 ← e1;
20 beste2 ← e2;
21 beste3 ← e3;
22 beste4 ← e4;
23 sena˜o
24 se (A > Aopt) enta˜o
25 Aopt ← A;
26 beste1 ← e1;
27 beste2 ← e2;
28 beste3 ← e3;
29 beste4 ← e4;
30 P ← {P \ {beste1}} ∪ {Hi+1 \ {beste2}} ∪ {beste3, beste4};
31 retorna P;
A linha 2 encontra as envolto´rias convexas do conjunto de pontos de entrada. O
pol´ıgono P inicia-se com as arestas da envolto´ria convexa mais externa H1 (linha 3).
Caso exista uma u´nica envolto´ria convexa no conjunto de pontos, o algoritmo e´ encerrado
e P = H1 (linhas 4 e 5). O lac¸o da linha 6 e´ responsa´vel por realizar a concatenac¸a˜o das
envolto´rias convexas. O lac¸o da linha 11 itera sobre cada aresta e1 da envolto´ria convexa
externaHi que faz parte da soluc¸a˜o, e o lac¸o mais interno na linha 12 itera sobre as arestas
e2 da envolto´ria interna Hi+1 (a que sera´ concatenada). Na linha 13 obteˆm-se as arestas
e3 e e4 complementares a e1 e e2. Se e3 e e4 na˜o interceptam a envolto´ria convexa interna
(linha 14), calcula-se a a´rea do setor formado por e1, e2, e3 e e4 (linha 15). Caso a iterac¸a˜o
do lac¸o mais externo seja ı´mpar, armazena-se o setor de a´rea mı´nima, e o de a´rea ma´xima
CAPI´TULO 4. METODOLOGIAS DE SOLUC¸A˜O 41
caso contra´rio (linhas 16 a 29). Ao final de uma iterac¸a˜o do lac¸o da linha 6 as arestas
complementares beste3 e beste4 e as pertencentes a Hi+1 \ {beste2} sa˜o inclu´ıdas em P , e
beste1 ∈ P e´ removida do pol´ıgono (linha 30). Alguns exemplos de soluc¸o˜es obtidas pelo
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(c) Pol´ıgono de 100 pontos.
Figura 4.13: Soluc¸o˜es obtidas pelo algoritmo convex hulls.
Ana´lise de complexidade
Na linha 2 realiza-se o pre´-processamento onion peeling para encontrar as envolto´rias
convexas no conjunto de pontos. Tal procedimento pode ser implementado de forma que
sua complexidade de tempo no pior caso e´ O(n log n) [6].
Supondo que o nu´mero de arestas em cada envolto´ria convexa e´ O(n), em contrapartida
a quantidade de envolto´rias convexas e´ constante. Neste sentido, o lac¸o principal (linha
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9) executa O(1) vezes e cada um dos lac¸os nas linhas 10 e 11 iteram sobre O(n) arestas.
Encontrar as arestas complementares (linha 12) e´ O(1), e verificar se elas na˜o interceptam
a envolto´ria convexa interna (linha 13) pode ser feito em O(log n) [7], o que resulta em uma
complexidade O(n log n) no pior caso para o lac¸o da linha 11. Em resumo, a complexidade
final de tempo e´ O(n log n) +O(1)×O(n)×O(n log n) = O(n2 log n).
Em termos de espac¸o, a heur´ıstica exige armazenar todas as envolto´rias convexas,
portanto a complexidade de espac¸o no pior caso e´ O(n2).
4.3.3 GRASP
GRASP (Greedy Randomized Adaptive Search Procedure - Procedimento de Busca
Guloso Adaptativo e Aleatorizado) e´ uma metaheur´ıstica multi-partida ou iterativa para
problemas de otimizac¸a˜o combinato´ria, na qual cada iterac¸a˜o consiste em duas fases:
heur´ıstica construtiva e busca local. A heur´ıstica construtiva obte´m uma soluc¸a˜o inicial
e, caso esta na˜o seja fact´ıvel, aplica-se um procedimento reparador para atingir a facti-
bilidade. Obtida uma soluc¸a˜o fact´ıvel, sua vizinhanc¸a e´ explorada ate´ atingir, no caso
de maximizac¸a˜o, um ma´ximo local na fase de busca local. Por fim, a melhor soluc¸a˜o e´
mantida como resultado [31].
A metaheur´ıstica GRASP e´ assim chamada devido a` combinac¸a˜o aplicada das estra-
te´gias gulosa (Greedy), aleatorizada (Randomized) e adaptativa (Adaptative) em cada
iterac¸a˜o, as quais podem ser descritas da seguinte maneira [17, 30, 31]:
a) Greedy : Fase construtiva considera a construc¸a˜o de uma soluc¸a˜o fact´ıvel onde ele-
mentos sa˜o incrementados a` soluc¸a˜o em construc¸a˜o de acordo com uma func¸a˜o de
avaliac¸a˜o gulosa. A avaliac¸a˜o dos elementos por esta func¸a˜o leva a` criac¸a˜o de uma
lista de candidatos restrita (Restricted Candidate List - RCL) formada pelos melho-
res elementos, isto e´, aqueles cuja incorporac¸a˜o a` atual soluc¸a˜o parcial resulta nos
menores (ou maiores) custos incrementais.
b) Randomized : Dentre os melhores candidatos (lista restrita de candidatos), escolhe-se
aleatoriamente um deles para incorporar a` soluc¸a˜o parcial em construc¸a˜o.
c) Adaptative: Assim que um elemento e´ incorporado a` soluc¸a˜o, atualiza-se a lista de
candidatos e recalcula-se os custos incrementais.
O Algoritmo 5 ilustra o pseudoco´digo da metaheur´ıstica GRASP.
Algoritmo 5: GRASP(MaxIteracoes)
1 in´ıcio
2 para (k ← 1 ate´ MaxIteracoes) fac¸a
3 Solucao← FaseConstrutiva();
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Na fase construtiva, seja E o conjunto de elementos de entrada do GRASP e CL (do
ingleˆs candidate list) o conjunto dos elementos candidatos, o algoritmo inicia considerando
todos os elementos pertencentes a E como sendo candidatos. A selec¸a˜o do pro´ximo ele-
mento para compor a soluc¸a˜o e´ determinada por meio da avaliac¸a˜o de todos os elementos
da lista de candidatos de acordo com alguma func¸a˜o de avaliac¸a˜o gulosa [17]. Esta func¸a˜o
normalmente representa o custo incremental resultante da inclusa˜o do elemento na solu-
c¸a˜o [31]. A avaliac¸a˜o dos candidatos leva a criac¸a˜o da lista restrita de candidatos (RCL),
formada pelos melhores avaliados.
Segundo Resende e Ribeiro [31], a RCL e´ formada por todos os elementos candidatos
que podem ser inseridos na soluc¸a˜o sem destruir sua factibilidade e cuja qualidade e´
superior a um valor limiar. Este valor normalmente e´ calculado da seguinte forma:
cmin + α× (cmax − cmin) (4.23)
onde α ∈ [0, 1] e cmin e cmax sa˜o, respectivamente, o menor e maior custos incrementais.
Neste sentido, α = 0 corresponde a construir uma soluc¸a˜o gulosa, enquanto α = 1 equivale
a um algoritmo puramente aleato´rio.
O elemento a ser inclu´ıdo na soluc¸a˜o parcial e´ selecionado aleatoriamente da RCL.
Uma vez feito isso, a lista de candidatos e´ atualizada e os custos incrementais reavaliados
[31]. Este processo e´ repetido ate´ que na˜o existam mais candidatos a serem incorporados





3 Inicialize o conjunto dos elementos candidatos;
4 Avalie os custos incrementais de cada candidato;
5 enquanto (existe pelo menos um elemento candidato) fac¸a
6 Construa a lista restrita de candidatos (RCL);
7 Selecione aleatoriamente um elemento s ∈ RCL;
8 Solucao← Solucao ∪ {s};
9 Atualize o conjunto dos elementos candidatos;
10 Reavalie os custos incrementais;
11 retorna Solucao;
Adaptado de [31].
As soluc¸o˜es geradas na fase construtiva na˜o sa˜o necessariamente o´timas. A fase de
busca local e´ usada para melhorar a soluc¸a˜o constru´ıda inicialmente. O algoritmo de busca
local funciona de forma iterativa, substituindo-se sucessivamente a soluc¸a˜o atual por uma
soluc¸a˜o melhor na vizinhanc¸a, e termina quando encontra uma soluc¸a˜o o´tima local, isto
e´, quando nenhuma soluc¸a˜o melhor e´ encontrada na vizinhanc¸a [31]. O pseudoco´digo da
fase de busca local e´ apresentado no Algoritmo 7.
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Algoritmo 7: BuscaLocal(Solucao)
// N = subconjunto de soluc¸~oes vizinhas (vizinhanc¸a)
1 in´ıcio
2 enquanto (Solucao na˜o e´ localmente o´tima) fac¸a




O GRASP e´ uma metaheur´ıstica de fa´cil implementac¸a˜o, e tem sido utilizado na reso-
luc¸a˜o de problemas combinato´rios das mais diferentes naturezas, como exemplos [31]:
problemas de roteamento, problemas de lo´gica, problemas de cobertura e particiona-
mento, localizac¸a˜o, otimizac¸a˜o em redes (grafos), tabela de hora´rios, produc¸a˜o, sequen-
ciamento/escalonamento, transporte, sistemas de poteˆncia, telecomunicac¸o˜es, projeto de
circuitos VLSI, etc. Mais detalhes sobre a metaheur´ıstica podem ser encontrados em
[17, 30, 31].
Abordagem GRASP para o MAXAP
Esta sec¸a˜o descreve uma nova metodologia de soluc¸a˜o para o MAXAP, baseada na
metaheur´ıstica GRASP descrita acima. Aqui sa˜o apresentados os detalhes da fase cons-
trutiva e os motivos da na˜o implementac¸a˜o da fase de busca local para a soluc¸a˜o do
MAXAP.
A presente abordagem da metaheur´ıstica GRASP para o MAXAP baseia-se na heu-
r´ıstica apresentada na Sec¸a˜o 4.3.1, a qual constro´i uma soluc¸a˜o a partir da adic¸a˜o de
triaˆngulos vazios.
Antes de iniciar o GRASP, assim como na heur´ıstica 3 realiza-se um pre´-processamento
para construir o conjunto de todos os triaˆngulos vazios que compo˜em o conjunto de pontos.
O Algoritmo 8 apresenta o pseudoco´digo da abordagem GRASP para o MAXAP.
Algoritmo 8: MAXAP GRASP(MaxIteracoes, α)
1 in´ıcio
2 T ← ∆(P );
3 para (k ← 1 ate´ MaxIteracoes) fac¸a
4 Solucao← MAXAP FaseConstrutiva(T , α);
5 AtualizaSolucao(Solucao, Melhor Solucao);
6 retorna Melhor Solucao;
A linha 2 refere-se ao pre´-processamento que gera o conjunto dos triaˆngulos vazios.
O lac¸o da linha 3 se assemelha ao do algoritmo gene´rico apresentado no in´ıcio da sec¸a˜o.
Uma diferenc¸a e´ que nesta abordagem na˜o utiliza-se um me´todo reparador pois o pol´ıgono
resultante da fase construtiva ja´ e´ simples. Outro ponto e´ a auseˆncia da busca local. Como
a fase construtiva utiliza triaˆngulos vazios para construir uma soluc¸a˜o inicial, uma opc¸a˜o
para a busca local seria selecionar um triaˆngulo da soluc¸a˜o inicial e explorar sua vizinhanc¸a
para tentar encontrar uma soluc¸a˜o melhor. O problema desta abordagem e´ encontrar um
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triaˆngulo vizinho que na˜o implique em intersec¸o˜es no pol´ıgono, e garantir que isso na˜o
ocorra torna a busca local muito pesada. Outra abordagem seria utilizar a heur´ıstica 2-opt
para trocar pares de arestas. No entanto, a vizinhanc¸a 2-opt na˜o traria muitos benef´ıcios
uma vez que a soluc¸a˜o inicial obtida na fase construtiva ja´ corresponde a um pol´ıgono
simples. Portanto, a implementac¸a˜o do GRASP proposta neste trabalho na˜o utiliza busca
local.
Fase construtiva
A fase construtiva baseia-se no Algoritmo 3 e inicia-se com todos os triaˆngulos vazios
sendo candidatos. A abordagem proposta seleciona aleatoriamente o primeiro triaˆngulo
a ser inclu´ıdo na soluc¸a˜o. Feito isso, a lista de candidatos e´ atualizada e o procedimento
iterativo para adicionar os outros triaˆngulos se inicia. A atualizac¸a˜o da lista de candidatos
e´ realizada conforme o Algoritmo 3, ou seja, a cada triaˆngulo adicionado a` soluc¸a˜o, todos
os triaˆngulos candidatos que o interceptam sa˜o removidos da lista de candidatos.
A cada iterac¸a˜o, a RCL e´ composta por todos os triaˆngulos vazios cujo valor de a´rea
seja maior ou igual ao valor limiar calculado a partir da equac¸a˜o 4.23, onde cmin e cmax sa˜o o
menor e maior valor de a´rea dos triaˆngulos candidatos da soluc¸a˜o parcial, respectivamente.
Nesse aspecto, o papel do valor de α na equac¸a˜o 4.23 e´ invertido, ou seja, α = 0 constro´i
uma soluc¸a˜o puramente aleato´ria, enquanto α = 1 equivale a um algoritmo guloso.
O valor de α foi definido a partir de testes exaustivos para encontrar o melhor paraˆme-
tro. Observou-se que a metaheur´ıstica obtinha melhores resultados a medida que o valor
de α aumentava (escolhas mais gulosas), constatando-se o valor ideal no intervalo [0,9, 1].
A Sec¸a˜o 5.3 da´ maiores detalhes sobre a metodologia de testes utilizada para escolha do
α. O Algoritmo 9 apresenta o pseudoco´digo da fase construtiva aplicada ao MAXAP.
Algoritmo 9: MAXAP FaseConstrutiva(T , α)
1 in´ıcio
2 P ← ∅;
3 CL← T ;
4 rand∆ ← random(∆) | ∆ ∈ T ;
5 P ← P ∪ {rand∆};
6 T ← T \ {∆cross(rand∆) | ∆cross ∈ T )};
7 T ← T \ {rand∆};
8 tem candidato← true;
9 enquanto |P| < n− 2 fac¸a
10 RCL← MAXAP ConstroiRCL(CL, P, α);
11 se (RCL 6= ∅) enta˜o
12 rand∆ ← random(∆) | ∆ ∈ RCL;
13 P ← P ∪ {rand∆};
14 CL← CL \ {∆cross(rand∆) | ∆cross ∈ CL};
15 CL← CL \ {rand∆};
16 sena˜o
17 tem candidato← false;
18 retorna P;
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As linhas 2 a 7 inicializam a lista de candidatos (linha 3) e selecionam aleatoriamente
um candidato (linha 4) para incorporar o pol´ıgono parcial. O lac¸o na linha 9 executa
enquanto a lista restrita de candidatos possuir elementos, isto e´, enquanto existirem tri-
aˆngulos candidatos para compor a soluc¸a˜o. A linha 10 chama o procedimento que constro´i
a lista restrita de candidatos, e caso esta possua elementos candidatos, seleciona-se alea-
toriamente um deles para fazer parte da soluc¸a˜o (linhas 11 a 15), do contra´rio o pol´ıgono
esta´ completo e o lac¸o termina. A rotina que constro´i a lista restrita de candidatos e´
apresentada no Algoritmo 10.
Algoritmo 10: MAXAP ConstroiRCL(CL, P , α)
1 in´ıcio
2 cmin ← min(Area∆) | ∆ ∈ CL;
3 cmax ← max(Area∆) | ∆ ∈ CL;
4 threshold← cmin + α× (cmax − cmin);
5 para (∆ ∈ CL) fac¸a
6 se ((i, j) ∈ P ou (j, k) ∈ P ou (j, k) ∈ P | i, j, k ∈ ∆) enta˜o
7 se (∆ na˜o esta´ contido no interior de P) enta˜o
8 se (Area∆ ≥ threshold) enta˜o
9 RCL← RCL ∪ {∆};
10 retorna RCL;
As linhas 2 e 3 do algoritmo armazenam os valores de a´rea dos triaˆngulos candidatos
de menor e maior a´rea, respectivamente. Na linha 4 calcula-se o valor limiar utilizado na
selec¸a˜o dos melhores candidatos para compor a RCL. O lac¸o na linha 5 percorre todos os
triaˆngulos candidatos e inclui na RCL aqueles que sa˜o adjacentes ao pol´ıgono parcial, na˜o
esta˜o contidos no interior do pol´ıgono e cujo valor de a´rea seja maior ou igual ao valor
limiar calculado.
A Figura 4.14 ilustra alguns exemplos de soluc¸o˜es obtidas pela metaheur´ıstica pro-
posta.
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(d) Pol´ıgono de 100 pontos.
Figura 4.14: Exemplos de soluc¸o˜es obtidas pelo GRASP.
Ana´lise de complexidade
Uma vez que a metaheur´ıstica proposta se baseia na heur´ıstica de triangulac¸a˜o, a
complexidade de tempo e espac¸o sa˜o as mesmas, O(n4) e O(n3), respectivamente. A
diferenc¸a esta´ no nu´mero de iterac¸o˜es que o GRASP faz, que seria um fator constante na
complexidade de tempo final, permanecendo assim O(n4).
4.4 Matheuristic
Recentemente, pesquisadores teˆm dado atenc¸a˜o a` hibridizac¸a˜o de heur´ısticas e me-
taheur´ısticas com me´todos exatos [5]. Esta te´cnica e´ normalmente conhecida na literatura
como Matheuristic. Nesta sec¸a˜o o termo heur´ısticas remete tambe´m a`s metaheur´ısticas.
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De um modo geral, algoritmos h´ıbridos apresentam uma estrutura tambe´m chamada
de master-slave (ou mestre-escravo). Nessa estrutura existem duas possibilidades: (i)
a heur´ıstica atua em um n´ıvel superior e controla as chamadas ao me´todo exato; (ii) o
modelo exato atua como mestre e chama e controla a heur´ıstica [5].
Caserta e Voß [5] comentam que em abordagens do tipo (i), a heur´ıstica define a
vizinhanc¸a, enquanto que o me´todo exato explora. Desse ponto de vista, a heur´ıstica
atua como mestre, definindo o tamanho e limites da vizinhanc¸a e controlando as chamadas
ao me´todo exato para explorac¸a˜o da mesma.
Por outro lado, em abordagens do tipo (ii), a heur´ıstica e´ embutida no solver. Um
exemplo sa˜o os modernos me´todos branch-and-cut que exploram os potenciais das heur´ıs-
ticas para obter de forma mais ra´pida boas soluc¸o˜es, principalmente nos esta´gios anteriores
a a´rvore de explorac¸a˜o [5].
Essas duas abordagens sa˜o tambe´m classificadas por Puchinger e Raidl [29] como:
• Combinac¸o˜es colaborativas (collaborative combinations): No cena´rio colaborativo,
heur´ısticas e me´todos exatos trocam informac¸o˜es, mas na˜o fazem parte um do ou-
tro (abordagem (i)). Podem ser executados sequencialmente, entrelac¸ados ou em
paralelo.
• Combinac¸o˜es integrativas (integrative combinations): Neste cena´rio, uma te´cnica e´
um componente subordinado embutido na outra te´cnica (abordagem (ii)). Existe
um algoritmo mestre distinto, que pode ser um me´todo exato ou heur´ıstico, e pelo
menos um escravo integrado.
Com base nesses conceitos, o presente trabalho propo˜e uma matheuristic para o MA-
XAP, a qual e´ uma hibridizac¸a˜o da heur´ıstica baseada em triangulac¸a˜o (Algoritmo 3) com
o modelo PLI 4.12.
A matheuristic proposta usa a soluc¸a˜o obtida pelo Algoritmo 3 como soluc¸a˜o inicial
para o modelo, limitando o espac¸o de busca do mesmo, reduzindo o esforc¸o computaci-
onal gasto no processo de busca. No entanto, uma vez limitado o espac¸o de busca, o
modelo na˜o garante otimalidade. Nesta abordagem o modelo e´ relaxado de forma que a
soluc¸a˜o encontrada deve ter uma quantidade mı´nima de triaˆngulos da soluc¸a˜o obtida pela
heur´ıstica. Segue abaixo uma descric¸a˜o formal da matheuristic.
Seja T (S) o conjunto de triaˆngulos vazios de uma soluc¸a˜o S obtida pelo Algoritmo 3.
A restric¸a˜o 4.24 ao ser inclu´ıda no conjunto de restric¸o˜es do modelo PLI (4.12) forc¸a que a
soluc¸a˜o contenha pelo menos |T (S)| − k triaˆngulos vazios da soluc¸a˜o S, onde k ≤ |T (S)|.
∑
ijk∈T (S)
xijk ≥ |T (S)| − k T (S) ⊆ ∆(P ) (4.24)
Na Figura 4.15 esta˜o ilustrados alguns exemplos de soluc¸o˜es encontradas pela matheu-
ristic descrita acima.
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(c) Pol´ıgono de 50 pontos.
Figura 4.15: Exemplos de soluc¸o˜es obtidas pela matheuristic.
E´ va´lido ressaltar que a restric¸a˜o 4.24 pode ser aplicada nas arestas de forma ana´loga.
Seja E(S) o conjunto de arestas que compo˜em uma soluc¸a˜o heur´ıstica S, a restric¸a˜o 4.25
adicionada ao Modelo 4.12 obriga que a soluc¸a˜o otimizada contenha pelo menos |E(S)|−k
arestas da soluc¸a˜o S.∑
ij∈E(S)
yij ≥ |E(S)| − k E(S) ⊆ E (4.25)
A Sec¸a˜o 5.4 descreve os testes realizados para ana´lise e como foi realizada a escolha




Este cap´ıtulo apresenta os experimentos computacionais realizados no trabalho. A
Sec¸a˜o 5.1 descreve as ferramentas utilizadas na implementac¸a˜o dos algoritmos e a meto-
dologia aplicada na experimentac¸a˜o. A Sec¸a˜o 5.2 fornece detalhes da gerac¸a˜o do conjunto
de instaˆncias utilizado nos experimentos. Nas Sec¸o˜es 5.3 e 5.4 sa˜o apresentados os resulta-
dos dos testes emp´ıricos realizados para escolha do melhor valor de α para a metaheur´ıstica
GRASP e o melhor valor de k para a matheuristic, respectivamente. Por fim, a Sec¸a˜o
5.5 apresenta os resultados finais dos experimentos, realizando um comparativo entre as
metodologias de soluc¸a˜o implementadas.
5.1 Ambiente de desenvolvimento e metodologia de
experimentac¸a˜o
Esta sec¸a˜o apresenta as ferramentas computacionais utilizadas para a implementac¸a˜o
e execuc¸a˜o das metodologias de soluc¸a˜o propostas, bem como os me´todos usados para a
realizac¸a˜o dos experimentos computacionais.
Todos os algoritmos foram implementados na linguagem C++. A ma´quina utilizada
nos experimentos computacionais e´ composta por Processador Intel R© CoreTM i7-4771
CPU @ 3.5GHz, 8GB de memo´ria RAM e sistema operacional Windows 10 64 bits. A
soluc¸a˜o dos modelos matema´ticos foi realizada pelo solver Gurobi1 versa˜o 7.5.
Os experimentos foram realizados sob o mesmo conjunto de instaˆncias para todas as
metodologias de soluc¸a˜o, e todos os valores apresentados foram limitados a treˆs casas
decimais. Para os modelos exatos, matheuristic e GRASP, estabeleceu-se o tempo de
execuc¸a˜o limitado a uma hora.
5.2 Gerac¸a˜o das instaˆncias
Poucos estudos na literatura abordam a poligonizac¸a˜o de a´rea ma´xima. Apo´s os tra-
balhos de Fekete [12, 15, 13], o mais recente foi o publicado por Peethambaran, Parakkat
1Gurobi e´ um solver comercial de programac¸a˜o linear inteira. Mais detalhes em www.gurobi.com.
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e Muthuganapathy [26]. Diante disso, na˜o encontram-se instaˆncias elaboradas especifica-
mente para o MAXAP. Fekete em seus trabalhos na˜o realizou experimentos computacio-
nais, e o mais recente utilizou instaˆncias da TSPLIB e de autoria pro´pria.
O principal problema de utilizar instaˆncias da TSPLIB para o MAXAP (e problemas
geome´tricos derivados) e´ que sa˜o instaˆncias peculiares para o TSP do ponto de vista na˜o
geome´trico, possuindo propriedades que podem atrapalhar o desempenho de algoritmos
geome´tricos. Um exemplo disso e´ o fato do conjunto de coordenadas (ou pontos) das
instaˆncias da TSPLIB na˜o necessariamente estarem em posic¸a˜o geral. Um conjunto de
objetos esta´ em posic¸a˜o geral se todos os elementos do conjunto satisfazem determinada
condic¸a˜o. Quando um ou mais elementos violam a condic¸a˜o, o subconjunto e´ chamado
degenerado e, portanto, o conjunto na˜o esta´ em posic¸a˜o geral [32].
Muitos problemas geome´tricos assumem que a entrada esta´ em posic¸a˜o geral a fim de
reduzir o nu´mero de casos que devem ser considerados. Para Rosen [32], a hipo´tese de
posic¸a˜o geral depende do problema. Por exemplo, em problemas que envolvem conjuntos
de pontos planares, a suposic¸a˜o pode ser que dois pontos na˜o teˆm as mesmas coordenadas
x ou y, na˜o existe colineariedade em subconjuntos de treˆs pontos ou nenhum subconjunto
de quatro pontos se encontram no mesmo c´ırculo.
Sendo assim, em meio a`s caracter´ısticas das metodologias de soluc¸a˜o propostas e a`s
especificidades do MAXAP, os experimentos computacionais deste trabalho foram realiza-
dos para um conjunto de 40 instaˆncias em posic¸a˜o geral geradas aleatoriamente, divididas
em subconjuntos de 10 instaˆncias com 10, 25, 50 e 100 pontos respectivamente, com
coordenadas inteiras no intervalo [0, 1000].
5.3 Parametrizac¸a˜o do GRASP
Os principais paraˆmetros para a metaheur´ıstica GRASP sa˜o dois: nu´mero ma´ximo de
iterac¸o˜es e um valor α ∈ [0, 1] utilizado na func¸a˜o de avaliac¸a˜o dos elementos candidatos.
Como supracitado, o valor escolhido para α implica diretamente na aleatoriedade da fase
construtiva, isto e´, se o algoritmo e´ mais guloso ou aleato´rio. Normalmente fazem-se
estudos emp´ıricos para determinar o valor de α que resulta nos melhores resultados.
Neste trabalho foram testados diversos valores de α, a partir de 0,005. Os primeiros
testes foram com os valores {0,005, 0,01, 0,02, 0,03, 0,04, 0,05, 0,06, 0,07, 0,08, 0,09,
0,1, 0,15, 0,2, 0,25}. Observou-se que a medida que o valor de α aumentava o GRASP
obtinha resultados melhores. Realizou-se enta˜o uma nova bateria de testes, agora com o
valores {0,3, 0,35, 0,4, 0,45, 0,5, 0,55, 0,6, 0,65, 0,7, 0,75, 0,8, 0,85, 0,9, 0,95, 1,0}. Feito
isso, constatou-se que para as instaˆncias maiores o algoritmo obteve melhores resultados
usando uma abordagem quase puramente gulosa, com um valor de α ∈ [0, 9, 1, 0]. Sendo
assim, uma u´ltima rodada de testes foi realizada, agora com os valores {0,9, 0,91, 0,92,
0,93, 0,94, 0,95, 0,96, 0,97, 0,98, 0,99, 1,0} para as instaˆncias maiores. Em todos os testes
a metaheur´ıstica foi executada durante o per´ıodo de uma hora. A Tabela 5.1 apresenta os
resultados do u´ltimo teste realizado. Os valores em negrito destacam as melhores soluc¸o˜es
obtidas para cada instaˆncia e para cada valor de α. A u´ltima linha da tabela conte´m a
me´dia das a´reas encontradas para cada valor de α, destacando em negrito a melhor.
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E´ poss´ıvel observar na tabela que para os valores de α 0,9 e 0,91 o GRASP obteve
melhores resultados, com uma me´dia final levemente superior para α = 0,91. Nos tes-
tes optou-se por na˜o utilizar as instaˆncias de 10 pontos pelo fato dessas instaˆncias na˜o
discriminarem adequadamente os impactos na variac¸a˜o de α.
Para uma melhor visualizac¸a˜o, a Figura 5.1 apresenta um gra´fico com as a´reas me´dias
obtidas pelo GRASP em cada conjunto de instaˆncia. O gra´fico mostra que α = 0,91
mostrou-se o melhor ajuste para as instaˆncias de 25 e 100 pontos, ale´m de estar bem pro´-
ximo da melhor me´dia obtida para as instaˆncia de 50 pontos. Com base nesses resultados,

































































































































































































Figura 5.1: A´rea me´dia obtida pelo GRASP para α ∈ [0, 9, 1, 0].
5.4 Parametrizac¸a˜o da matheuristic
O esforc¸o computacional necessa´rio para a soluc¸a˜o do Modelo 4.12 incluindo a restric¸a˜o
4.24 depende do valor de k, isto e´, quanto maior for o valor de k, maior sera´ o espac¸o
de busca e, consequentemente, o esforc¸o computacional. Nesse sentido, foram realizados
testes para k = {1, 2, 3, 4, 5}. Dada a soluc¸a˜o inicial obtida pela heur´ıstica de triangulac¸a˜o,
a matheuristic foi executada repetidamente ate´ satisfazer um dos seguintes crite´rios de
parada: atingir o tempo limite de uma hora ou encontrar o o´timo local. De modo formal,
encontrada uma soluc¸a˜o Si pela matheuristic, esta e´ utilizada como a nova soluc¸a˜o inicial,
e o modelo e´ executado novamente. Quando Si+1 = Si o modelo atingiu o o´timo local.
A Tabela 5.2 apresenta os resultados obtidos nos testes. Os valores em negrito destacam
as melhores soluc¸o˜es encontradas no intervalo de valores de k testados. No caso das
instaˆncias de 10 pontos o destaque tambe´m refere-se a`s soluc¸o˜es o´timas.
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Tabela 5.2: Resultados obtidos pela matheuristic para k = {1, 2, 3, 4, 5}.
A´rea CPU (s)
Instaˆncia ACH k = 1 k = 2 k = 3 k = 4 k = 5 k = 1 k = 2 k = 3 k = 4 k = 5
input10 1 433981,0 386793,5 400430,5 400430,5 400430,5 414579,5 0,031 0,046 0,265 0,140 0,406
input10 2 342695,5 280908,0 280908,0 280908,0 280908,0 288219,5 0,031 0,046 0,234 0,390 0,515
input10 3 348374,0 333899,5 341230,5 341230,5 341230,5 341230,5 0,031 0,125 0,171 0,125 0,140
input10 4 490496,5 457559,0 457559,0 465488,0 465488,0 465488,0 0,031 0,046 0,093 0,078 0,218
input10 5 493022,0 457695,0 470497,0 470497,0 470497,0 470497,0 0,031 0,109 0,125 0,140 0,171
input10 6 318446,5 244987,0 261592,0 261592,0 261592,0 265929,0 0,031 0,109 0,140 0,312 0,515
input10 7 485913,0 395215,0 395215,0 395215,0 406472,5 406472,5 0,031 0,062 0,109 0,484 0,703
input10 8 407827,5 401340,5 401340,5 401340,5 401340,5 401340,5 0,031 0,031 0,046 0,062 0,046
input10 9 445677,0 398352,5 398426,0 398426,0 398426,0 398426,0 0,015 0,078 0,171 0,203 0,203
input10 10 246394,5 235043,0 238795,0 238795,0 238795,0 238795,0 0,031 0,046 0,093 0,250 0,406
input25 1 548433,0 442092,5 442092,5 489423,0 489423,0 490489,0 1,765 2,500 34,594 136,361 540,956
input25 2 821460,5 637588,0 643291,5 671768,0 750508,0 741733,5 2,375 4,859 23,937 1657,368 2583,884
input25 3 731502,0 623976,0 644022,5 644180,5 678337,5 678337,5 3,427 10,593 15,734 64,094 122,674
input25 4 669933,5 532283,0 542362,0 543402,5 561137,0 583553,5 1,765 2,187 8,015 45,453 740,953
input25 5 739425,5 602915,0 631334,5 631334,5 631334,5 653035,0 1,734 7,859 43,266 105,470 3596,307
input25 6 767510,0 607896,5 691526,5 695912,0 708681,5 711222,5 2,109 12,515 28,469 352,630 582,586
input25 7 759767,0 649768,5 671974,0 674989,5 689114,0 689114,0 3,953 6,406 9,250 46,828 163,783
input25 8 668515,0 551481,0 589675,0 591069,0 597399,0 608166,0 2,234 13,953 17,750 71,547 379,864
input25 9 748495,5 555015,0 623785,5 675769,5 675456,0 681983,5 1,828 13,843 73,047 529,929 1101,674
input25 10 639718,5 515885,0 518786,5 533483,5 564764,5 566291,5 1,890 5,250 10,218 100,87 420,865
input50 1 842095,0 679415,5 723543,5 730361,5 737946,5 692294,0 253,124 627,351 1441,963 3600,000 3600,000
input50 2 772040,5 621827,5 642983,5 666932,0 661421,0 642768,5 85,958 351,441 1691,868 3600,000 3600,000
input50 3 861561,5 688219,5 743168,5 763786,5 747049,0 751664,5 195,933 719,524 3037,429 3600,000 3600,000
input50 4 786575,5 621844,5 663236,5 684167,5 685237,0 649039,5 220,528 428,880 1542,999 3600,000 3600,000
input50 5 671751,5 538947,5 541646,0 588383,0 593135,5 581431,5 89,083 271,644 2109,885 3600,000 3600,000
input50 6 832342,0 737127,5 741693,5 753422,5 753422,5 747335,5 138,180 226,221 842,073 3598,904 3600,000
input50 7 841551,5 600525,5 668709,5 698223,0 697672,0 678814,5 83,096 741,087 3016,600 3600,000 3600,000
input50 8 804230,5 614900,5 676940,0 676584,0 679089,5 661429,0 154,861 703,243 1159,811 3597,118 3600,000
input50 9 761448,0 610479,0 621985,5 670134,0 661585,0 640689,5 86,063 253,721 2162,527 3600,000 3600,000











ACH : A´rea da envolto´ria convexa
Pela tabela e´ poss´ıvel observar que para as instaˆncias de 10 pontos a matheuristic
encontra o o´timo na maioria dos casos para k = 3 e k = 4, e em todos os casos para k =
5. Nas instaˆncias com 25 pontos k = 5 tambe´m resultou nos melhores resultados para a
maior parte das instaˆncias. Para as instaˆncias de 50 pontos, os melhores resultados foram
obtidos para k = 3 e k = 4. E´ poss´ıvel notar que o aumento no valor de k amplia o espac¸o
de busca pore´m torna o modelo mais pesado, o que por sua vez resultou em soluc¸o˜es com
menor qualidade para as instaˆncias com 50 pontos.
O gra´fico apresentado na Figura 5.2 mostra uma comparac¸a˜o entre as a´reas me´dias
para todas instaˆncias obtidas pela matheuristic. Observa-se que para k = 4 a me´dia total
foi superior.



















Figura 5.2: A´reas me´dias para todas instaˆncias obtidas pela matheuristic para k = {1, 2,
3, 4, 5}.
Testes similares foram realizados considerando a restric¸a˜o 4.25 e utilizando como solu-
c¸o˜es iniciais as obtidas pelo algoritmo aproximado (Sec¸a˜o 4.1) e o algoritmo das envolto´rias
convexas (Sec¸a˜o 4.3.2). Contudo, observou-se que os resultados na˜o foram competitivos
aos apresentados nesta sec¸a˜o. Com base nessas informac¸o˜es, sera˜o utilizados para com-
parac¸a˜o os resultados obtidos pela matheuristic aplicando a restric¸a˜o 4.24 e k = 4.
5.5 Ana´lise dos resultados
5.5.1 Modelos exatos
Na Tabela 5.3 esta˜o sumarizados os resultados dos experimentos computacionais com
os modelos matema´ticos descritos nas sec¸o˜es 4.2.1 e 4.2.2. As colunas 3, 4, 5 e 6 exibem
os resultados para o modelo baseado no ca´lculo de a´rea de um pol´ıgono simples (Modelo
4.1), e as colunas 7, 8, 9 e 10 mostram os resultados do modelo baseado em triangulac¸a˜o
(Modelo 4.12). Os valores em negrito destacam as soluc¸o˜es o´timas.
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Tabela 5.3: Resultados obtidos pelos modelos exatos.
Modelo 1 Modelo 2
Instaˆncia ACH LP LD GAP (%) CPU (s) LP LD GAP (%) CPU (s)
input10 1 433981,00 414579,50 414579,50 0,00 0,115 414579,50 414579,50 0,00 0,125
input10 2 342695,50 288219,50 288219,50 0,00 0,058 288219,50 288219,50 0,00 0,265
input10 3 348374,00 341230,50 341230,50 0,00 0,034 341230,50 341230,50 0,00 0,046
input10 4 490496,50 465488,00 465488,00 0,00 0,016 465488,00 465488,00 0,00 0,062
input10 5 493022,00 470497,00 470497,00 0,00 0,061 470497,00 470497,00 0,00 0,078
input10 6 318446,50 265929,00 265929,00 0,00 0,078 265929,00 265929,00 0,00 0,156
input10 7 485913,00 406472,50 406472,50 0,00 0,062 406472,50 406472,50 0,00 0,156
input10 8 407827,50 401340,50 401340,50 0,00 0,021 401340,50 401340,50 0,00 0,046
input10 9 445677,00 398426,00 398426,00 0,00 0,047 398426,00 398426,00 0,00 0,093
input10 10 246394,50 238795,00 238795,00 0,00 0,078 238795,00 238795,00 0,00 0,156
input25 1 548433,00 476788,00 812348,50 70,37 3600,000 480624,50 538177,00 12,00 3600,000
input25 2 821460,50 687706,50 1246424,37 81,24 3600,000 743503,50 811004,10 9,00 3600,000
input25 3 731502,00 651016,00 1248515,25 91,77 3600,000 680270,00 727763,20 7,00 3600,000
input25 4 669933,50 526856,50 1083443,14 105,64 3600,000 590171,50 652797,60 11,00 3600,000
input25 5 739425,50 640466,00 1010784,44 57,82 3600,000 649732,00 716571,30 10,00 3600,000
input25 6 767510,00 679129,50 1103089,41 62,42 3600,000 711222,50 749342,30 5,00 3600,000
input25 7 759767,00 696951,50 1128256,15 61,88 3600,000 701971,00 748215,40 7,00 3600,000
input25 8 668515,00 565966,00 1045346,50 84,70 3600,000 608166,00 650999,70 7,00 3600,000
input25 9 748495,50 643627,50 1388115,80 115,67 3600,000 681174,00 742610,00 9,00 3600,000
input25 10 639718,50 539330,50 982916,65 82,24 3600,000 565254,50 620736,00 10,00 3600,000
input50 1 842095,00 — — — 3600,000 — — — 3600,000
input50 2 772040,50 — — — 3600,000 — — — 3600,000
input50 3 861561,50 — — — 3600,000 — — — 3600,000
input50 4 786575,50 — — — 3600,000 — — — 3600,000
input50 5 671751,50 — — — 3600,000 — — — 3600,000
input50 6 832342,00 — — — 3600,000 — — — 3600,000
input50 7 841551,50 — — — 3600,000 — — — 3600,000
input50 8 804230,50 — — — 3600,000 — — — 3600,000
input50 9 761448,00 — — — 3600,000 — — — 3600,000











ACH : a´rea da envolto´ria convexa
LP : limitante primal obtido
LD: limitante dual obtido
GAP = 100 ∗ (LD−LP )
LP
: desvio de otimalidade obtido pelo modelo
CPU: tempo em segundos gasto
Como pode ser observado na tabela, ambos os modelos encontraram o o´timo para
as instaˆncias de 10 pontos rapidamente. No quesito tempo de execuc¸a˜o o modelo 1 se
mostrou superior em todas as instaˆncias do conjunto de 10 pontos. Por outro lado, a
qualidade dos limitantes obtidos pelo modelo 2 e´ muito superior ao modelo 1 nas ins-
taˆncias com 25 pontos. O modelo 2 obteve desvios de otimalidade de no ma´ximo 12%,
enquanto que o modelo 1 obteve desvios acima de 50%, ultrapassando 100% em alguns
casos. Nenhum dos modelos encontraram soluc¸o˜es fact´ıveis para instaˆncias com 50 e 100
pontos no tempo limite de uma hora. Inclusive, no caso das instaˆncias de tamanho 100,
o modelo ultrapassou o limite de memo´ria RAM dispon´ıvel na ma´quina.
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5.5.2 Algoritmo aproximado e Heur´ısticas construtivas
Esta sec¸a˜o apresenta os resultados dos experimentos realizados com as metodologias
de soluc¸a˜o aproximada e heur´ıstica. A Tabela 5.4 apresenta a a´rea obtida e os tem-
pos de execuc¸a˜o dos algoritmos MAXAP Aproximado, MAXAP TriangulosVazios e MA-
XAP ConvexHulls (Algoritmos 2, 3 e 4, respectivamente). Os valores destacados em
negrito simbolizam as melhores soluc¸o˜es obtidas.
Tabela 5.4: Resultados obtidos pelas metodologias aproximada e heur´ıstica.
A´rea CPU (s)
Instaˆncia ACH Aproximado Convex hulls Triaˆngulos Aproximado Convex hulls Triaˆngulos
input10 1 433981,0 368327,0 286370,5 386793,5 0,000 0,000 0,000
input10 2 342695,5 196557,0 248210,0 280908,0 0,000 0,000 0,000
input10 3 348374,0 284373,0 315869,0 328772,5 0,000 0,000 0,000
input10 4 490496,5 448410,0 457927,5 457559,0 0,000 0,000 0,000
input10 5 493022,0 415376,5 415522,5 432739,5 0,000 0,000 0,000
input10 6 318446,5 229753,5 214739,0 244987,0 0,000 0,000 0,000
input10 7 485913,0 319993,0 353088,5 395215,0 0,000 0,000 0,000
input10 8 407827,5 242632,0 265692,5 401340,5 0,000 0,000 0,000
input10 9 445677,0 284348,5 267187,0 398352,5 0,000 0,000 0,000
input10 10 246394,5 225369,0 134498,0 235043,0 0,000 0,000 0,000
input25 1 548433,0 381291,0 313478,0 442092,5 0,000 0,000 0,004
input25 2 821460,5 456812,5 633886,0 637588,0 0,000 0,000 0,003
input25 3 731502,0 522522,5 461349,0 621969,5 0,000 0,000 0,003
input25 4 669933,5 416112,0 469549,0 532283,0 0,000 0,000 0,004
input25 5 739425,5 411559,0 483655,5 602915,0 0,000 0,000 0,004
input25 6 767510,0 564014,0 509208,0 607896,5 0,000 0,000 0,004
input25 7 759767,0 541152,0 366348,0 620840,0 0,000 0,000 0,003
input25 8 668515,0 487048,0 373622,5 551481,0 0,000 0,000 0,003
input25 9 748495,5 398391,5 565556,0 555015,0 0,000 0,000 0,005
input25 10 639718,5 423645,5 398066,0 515885,0 0,000 0,000 0,005
input50 1 842095,0 494204,0 567905,0 648486,5 0,000 0,000 0,036
input50 2 772040,5 420149,5 494394,0 617124,0 0,000 0,000 0,040
input50 3 861561,5 521540,0 544647,0 674221,0 0,000 0,000 0,042
input50 4 786575,5 551868,5 422082,0 588079,0 0,000 0,000 0,043
input50 5 671751,5 413532,5 393425,5 537567,5 0,000 0,000 0,040
input50 6 832342,0 433834,5 516389,0 727537,0 0,000 0,000 0,029
input50 7 841551,5 481641,0 571067,0 600525,5 0,000 0,000 0,024
input50 8 804230,5 450032,0 474641,0 598271,0 0,000 0,000 0,029
input50 9 761448,0 419313,5 471520,0 609154,5 0,000 0,000 0,044
input50 10 857377,0 480593,5 421893,0 625913,5 0,000 0,000 0,038
input100 1 912330,0 501442,0 572016,5 699084,5 0,000 0,001 0,348
input100 2 838407,0 430103,0 482111,5 609746,0 0,000 0,001 0,289
input100 3 893201,5 448903,5 521494,5 678660,0 0,000 0,001 0,282
input100 4 853128,5 477897,5 444426,5 665150,0 0,000 0,001 0,312
input100 5 885114,5 498244,5 554572,5 718131,0 0,000 0,001 0,312
input100 6 888872,5 479601,5 531735,5 674639,5 0,000 0,001 0,235
input100 7 899917,0 580697,0 538284,5 720581,5 0,000 0,001 0,266
input100 8 901445,5 502227,5 506502,5 702288,5 0,000 0,001 0,296
input100 9 843688,0 425951,0 501959,5 668560,0 0,000 0,001 0,295
input100 10 928504,5 588595,5 539713,5 684878,0 0,000 0,001 0,293
ACH : a´rea da envolto´ria convexa
E´ poss´ıvel observar pela tabela que o MAXAP TriangulosVazios (coluna 5) obteve as
melhores soluc¸o˜es em 38 instaˆncias do total de 40. Por outro lado, por possuir a maior
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complexidade resultou nos maiores tempos de execuc¸a˜o. O MAXAP ConvexHulls (coluna
4) alcanc¸ou os melhores resultados em duas instaˆncias, uma no conjunto de 10 pontos e
outra no conjunto de 25 pontos. No entanto, em me´dia, seus resultados sa˜o competitivos
com os do algoritmo MAXAP Aproximado (coluna 3). A comparac¸a˜o entre as metodolo-
gias pode ser melhor visualizada no gra´fico da Figura 5.3, que exibe o percentual me´dio da











































































Figura 5.3: Percentual de a´rea ocupada pelos conjuntos de instaˆncias.
O gra´fico mostra a superioridade da heur´ıstica de triangulac¸a˜o frente aos algoritmos
aproximado e de envolto´rias convexas. Nas instaˆncias de tamanho 10, a abordagem MA-
XAP TriangulosVazios obteve a´reas que ocupam em me´dia 88,75% da envolto´ria convexa,
caindo pouco mais de 8% no conjunto com 25 pontos. Aumentando o tamanho da instaˆn-
cia de 25 para 50 pontos, a mesma abordagem teve um decre´scimo de 2,64%, e de apenas
0,41% aumentando para 100 pontos. E´ poss´ıvel observar que a medida que o tamanho da
instaˆncia aumenta, o MAXAP Aproximado aproxima-se de seu pior desempenho teo´rico
(fator 1
2
). Ale´m disso, e´ interessante notar que o MAXAP ConvexHulls tambe´m parece
se aproximar da metade da a´rea da envolto´ria convexa para instaˆncias maiores. Um
poss´ıvel trabalho futuro seria uma ana´lise aprofundada sobre o funcionamento do MA-
XAP ConvexHulls e descobrir se o mesmo tambe´m e´ um algoritmo aproximado, e qual
seu fator aproximativo.
5.5.3 GRASP
A Tabela 5.5 apresenta os resultados obtidos pela metaheur´ıstica GRASP. Uma vez
que as soluc¸o˜es o´timas para as instaˆncias de 10 pontos sa˜o conhecidas, para essas entradas
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de dados o GRASP executou sobre dois crite´rios de parada: (i) ate´ atingir a otimalidade;
(ii) ate´ atingir o tempo limite de uma hora. Nos demais conjuntos de instaˆncias o u´nico
crite´rio de parada para a metaheur´ıstica e´ o tempo limite de uma hora. Os valores em
negrito destacam soluc¸o˜es com garantia de otimalidade encontradas pelo GRASP.
Tabela 5.5: Resultados obtidos pela metaheur´ıstica GRASP.
Instaˆncia ACH AGRASP Pre´-processamento (s) Fase Construtiva (s) # Iteracoes CPU (s)
input10 1 433981,0 414579,5 0,000 0,000 14 0,002
input10 2 342695,5 288219,5 0,000 0,000 21 0,000
input10 3 348374,0 341230,5 0,000 0,000 26 0,002
input10 4 490496,5 465488,0 0,000 0,000 11 0,003
input10 5 493022,0 470497,0 0,000 0,000 11 0,003
input10 6 318446,5 261592,0 0,000 0,000 16735444 3600,000
input10 7 485913,0 406472,5 0,000 0,000 24 0,002
input10 8 407827,5 401340,5 0,000 0,000 4 0,000
input10 9 445677,0 398426,0 0,000 0,000 7 0,000
input10 10 246394,5 238795,0 0,000 0,000 8 0,000
input25 1 548433,0 479465,0 0,001 0,004 853177 3600,000
input25 2 821460,5 742243,0 0,001 0,004 877966 3600,000
input25 3 731502,0 674916,0 0,001 0,003 958673 3600,000
input25 4 669933,5 581302,0 0,001 0,004 897548 3600,000
input25 5 739425,5 632963,0 0,001 0,004 797739 3600,000
input25 6 767510,0 697738,0 0,001 0,003 903966 3600,000
input25 7 759767,0 694065,0 0,001 0,003 927063 3600,000
input25 8 668515,0 608166,0 0,001 0,004 897318 3600,000
input25 9 748495,5 681142,5 0,001 0,004 793329 3600,000
input25 10 639718,5 559283,5 0,001 0,004 867789 3600,000
input50 1 842095,0 768719,5 0,014 0,035 102350 3600,000
input50 2 772040,5 671509,5 0,014 0,034 103926 3600,000
input50 3 861561,5 758085,5 0,012 0,035 102849 3600,000
input50 4 786575,5 698730,0 0,012 0,037 95236 3600,000
input50 5 671751,5 590099,0 0,013 0,034 104168 3600,000
input50 6 832342,0 768235,0 0,013 0,034 104980 3600,000
input50 7 841551,5 710442,0 0,011 0,032 109928 3600,000
input50 8 804230,5 676896,5 0,014 0,030 116211 3600,000
input50 9 761448,0 680150,5 0,012 0,033 106670 3600,000
input50 10 857377,0 760201,5 0,013 0,034 102960 3600,000
input100 1 912330,0 776144,5 0,130 0,251 14290 3600,000
input100 2 838407,0 714669,5 0,127 0,250 14362 3600,000
input100 3 893201,5 750353,5 0,120 0,265 13573 3600,000
input100 4 853128,5 733914,0 0,134 0,256 14039 3600,000
input100 5 885114,5 777778,5 0,134 0,260 13844 3600,000
input100 6 888872,5 751872,0 0,129 0,254 14156 3600,000
input100 7 899917,0 781489,0 0,139 0,248 14478 3600,000
input100 8 901445,5 761134,0 0,123 0,257 13957 3600,000
input100 9 843688,0 701015,0 0,147 0,249 14412 3600,000
input100 10 928504,5 773853,0 0,122 0,250 14388 3600,000
ACH : a´rea da envolto´ria convexa
AGRASP : a´rea obtida pelo GRASP
Pre´-processamento (s): tempo me´dio em segundos gasto pelo pre´-processamento (gerac¸a˜o dos conjuntos de
triaˆngulos vazios e arestas)
Fase construtiva (s): tempo me´dio gasto em segundos pela fase construtiva do GRASP
# Iterac¸o˜es: nu´mero de iterac¸o˜es rodadas
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Pela tabela percebe-se que em 90% das instaˆncias de 10 pontos o GRASP encontrou
a soluc¸a˜o o´tima em poucas iterac¸o˜es. Somente a instaˆncia input10 6 executou durante o
per´ıodo de uma hora e na˜o encontrou a soluc¸a˜o o´tima. Em instaˆncias com poucos pontos, o
conjunto de triaˆngulos vazios e´ pequeno, consequentemente a vizinhanc¸a a ser explorada
tambe´m e´ pequena. Nestes casos, um alto valor de α pode prevenir uma explorac¸a˜o
adequada do espac¸o de busca, implicando em uma convergeˆncia prematura.
A Figura 5.4 apresenta um gra´fico de desempenho da metaheur´ıstica GRASP quanto
a` ocupac¸a˜o de a´rea de suas soluc¸o˜es. Como na sec¸a˜o anterior, o gra´fico exibe o percentual
me´dio da a´rea ocupada por cada conjunto de instaˆncias em relac¸a˜o a`s a´reas das envolto´rias
convexas. Nas instaˆncias de 10 pontos as soluc¸o˜es obtidas pelo GRASP ocupam em me´dia
91,87% das envolto´rias convexas, enquanto que nas instaˆncias com 100 pontos houve um

























Figura 5.4: Percentual de a´rea ocupada pelos conjuntos de instaˆncias.
5.5.4 Comparativo das metodologias
Finalmente, esta sec¸a˜o compara por meio de tabelas e gra´ficos os resultados obtidos por
todas as metodologias de soluc¸a˜o. As Tabelas 5.6 e 5.7 apresentam o comparativo entre
todas a metodologias em termos de a´rea encontrada e tempo de execuc¸a˜o, respectivamente.
Os valores destacados em negrito indicam soluc¸o˜es o´timas para instaˆncias de 10 pontos e
as melhores soluc¸o˜es encontradas para as demais instaˆncias.
Na Tabela 5.6 observa-se que, com excec¸a˜o dos modelos exatos (colunas 3 e 4), o
GRASP e a matheuristic foram as metodologias que mais obtiveram soluc¸o˜es com garan-
tia de otimalidade nas instaˆncias de tamanho 10, com 90% das instaˆncias para o GRASP
e 70% para a matheuristic. Quanto a`s abordagens aproximada e heur´ısticas (colunas 5,
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6 e 7), somente o MAXAP TriangulosVazios (coluna 7) encontrou o o´timo na instaˆncia
input10 8. Para as instaˆncias de tamanho 25, o modelo baseado em triangulac¸a˜o (coluna
4) se sobressaiu, encontrando as melhores soluc¸o˜es em 80% das instaˆncias. Para o mesmo
conjunto, o GRASP e a matheuristic continuaram competitivos. A metaheur´ıstica mostra
sua superioridade nas instaˆncias com 50 e 100 pontos. Nas instaˆncias de tamanho 50, o
GRASP obteve as melhores soluc¸o˜es em 90% das instaˆncias, e a matheuristic em apenas
10%. Para o conjunto de instaˆncias com 100 pontos a matheuristic na˜o conseguiu encon-
trar soluc¸o˜es e, comparado a`s outras metodologias que obtiveram resultados, o GRASP
encontrou as melhores soluc¸o˜es para todas as instaˆncias do conjunto.
Tabela 5.6: Comparativo final entre as soluc¸o˜es obtidas por cada metodologia.
A´rea
Instaˆncia ACH Modelo 1 Modelo 2 Aproximado Convex hulls Triaˆngulos
GRASP
(α = 0, 91)
Matheuristic
(k = 4)
input10 1 433981,0 414579,5 414579,5 368327,0 286370,5 386793,5 414579,5 400430,5
input10 2 342695,5 288219,5 288219,5 196557,0 248210,0 280908,0 288219,5 280908,0
input10 3 348374,0 341230,5 341230,5 284373,0 315869,0 328772,5 341230,5 341230,5
input10 4 490496,5 465488,0 465488,0 448410,0 457927,5 457559,0 465488,0 465488,0
input10 5 493022,0 470497,0 470497,0 415376,5 415522,5 432739,5 470497,0 470497,0
input10 6 318446,5 265929,0 265929,0 229753,5 214739,0 244987,0 261592,0 261592,0
input10 7 485913,0 406472,5 406472,5 319993,0 353088,5 395215,0 406472,5 406472,5
input10 8 407827,5 401340,5 401340,5 242632,0 265692,5 401340,5 401340,5 401340,5
input10 9 445677,0 398426,0 398426,0 284348,5 267187,0 398352,5 398426,0 398426,0
input10 10 246394,5 238795,0 238795,0 225369,0 134498,0 235043,0 238795,0 238795,0
input25 1 548433,0 476788,0 480624,5 381291,0 313478,0 442092,5 479465,0 489423,0
input25 2 821460,5 687706,5 743503,5 456812,5 633886,0 637588,0 742243,0 750508,0
input25 3 731502,0 651016,0 680270,0 522522,5 461349,0 621969,5 674916,0 678337,5
input25 4 669933,5 526856,5 590171,5 416112,0 469549,0 532283,0 581302,0 561137,0
input25 5 739425,5 640466,0 649732,0 411559,0 483655,5 602915,0 632963,0 631334,5
input25 6 767510,0 679129,5 711222,5 564014,0 509208,0 607896,5 697738,0 708681,5
input25 7 759767,0 696951,5 701971,0 541152,0 366348,0 620840,0 694065,0 689114,0
input25 8 668515,0 565966,0 608166,0 487048,0 373622,5 551481,0 608166,0 597399,0
input25 9 748495,5 643627,5 681174,0 398391,5 565556,0 555015,0 681142,5 675456,0
input25 10 639718,5 539330,5 565254,5 423645,5 398066,0 515885,0 559283,5 564764,5
input50 1 842095,0 — — 494204,0 567905,0 648486,5 768719,5 737946,5
input50 2 772040,5 — — 420149,5 494394,0 617124,0 671509,5 661421,0
input50 3 861561,5 — — 521540,0 544647,0 674221,0 758085,5 747049,0
input50 4 786575,5 — — 551868,5 422082,0 588079,0 698730,0 685237,0
input50 5 671751,5 — — 413532,5 393425,5 537567,5 590099,0 593135,5
input50 6 832342,0 — — 433834,5 516389,0 727537,0 768235,0 753422,5
input50 7 841551,5 — — 481641,0 571067,0 600525,5 710442,0 697672,0
input50 8 804230,5 — — 450032,0 474641,0 598271,0 676896,5 679089,5
input50 9 761448,0 — — 419313,5 471520,0 609154,5 680150,5 661585,0
input50 10 857377,0 — — 480593,5 421893,0 625913,5 760201,5 744473,0
input100 1 912330,0 501442,0 572016,5 699084,5 776144,5
input100 2 838407,0 430103,0 482111,5 609746,0 714669,5
input100 3 893201,5 448903,5 521494,5 678660,0 750353,5
input100 4 853128,5 477897,5 444426,5 665150,0 733914,0
input100 5 885114,5 Out of memory 498244,5 554572,5 718131,0 777778,5 Out of memory
input100 6 888872,5 479601,5 531735,5 674639,5 751872,0
input100 7 899917,0 580697,0 538284,5 720581,5 781489,0
input100 8 901445,5 502227,5 506502,5 702288,5 761134,0
input100 9 843688,0 425951,0 501959,5 668560,0 701015,0
input100 10 928504,5 588595,5 539713,5 684878,0 773853,0
ACH : A´rea da envolto´ria convexa
Na Tabela 5.7 por outro lado, percebe-se o tradeoff entre qualidade e eficieˆncia das
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metodologias. Os modelos exatos executaram durante uma hora nos conjuntos de instaˆn-
cias com 25 e 50 pontos, e ocasionaram em estouro de memo´ria nas instaˆncias de tamanho
100. A matheuristic teve o mesmo comportamento, pore´m conseguiu encontrar o o´timo
local nas instaˆncias com 25 pontos e em duas instaˆncias de 50 pontos antes de atingir o
tempo limite de 1 hora. O GRASP tambe´m rodou por uma hora em uma instaˆncia de
tamanho 10 e em todas as demais com 25, 50 e 100 pontos.
Tabela 5.7: Comparativo final entre os tempos de execuc¸a˜o de cada metodologia.
CPU (s)





input10 1 0,115 0,125 0,000 0,000 0,000 0,002 0,140
input10 2 0,058 0,265 0,000 0,000 0,000 0,000 0,390
input10 3 0,034 0,046 0,000 0,000 0,000 0,002 0,125
input10 4 0,016 0,062 0,000 0,000 0,000 0,003 0,078
input10 5 0,061 0,078 0,000 0,000 0,000 0,003 0,140
input10 6 0,078 0,156 0,000 0,000 0,000 3600,000 0,312
input10 7 0,062 0,156 0,000 0,000 0,000 0,002 0,484
input10 8 0,021 0,046 0,000 0,000 0,000 0,000 0,062
input10 9 0,047 0,093 0,000 0,000 0,000 0,000 0,203
input10 10 0,078 0,156 0,000 0,000 0,000 0,000 0,250
input25 1 3600,000 3600,000 0,000 0,000 0,004 3600,000 136,361
input25 2 3600,000 3600,000 0,000 0,000 0,003 3600,000 1657,368
input25 3 3600,000 3600,000 0,000 0,000 0,003 3600,000 64,094
input25 4 3600,000 3600,000 0,000 0,000 0,004 3600,000 45,453
input25 5 3600,000 3600,000 0,000 0,000 0,004 3600,000 105,470
input25 6 3600,000 3600,000 0,000 0,000 0,004 3600,000 352,630
input25 7 3600,000 3600,000 0,000 0,000 0,003 3600,000 46,828
input25 8 3600,000 3600,000 0,000 0,000 0,003 3600,000 71,547
input25 9 3600,000 3600,000 0,000 0,000 0,005 3600,000 529,929
input25 10 3600,000 3600,000 0,000 0,000 0,005 3600,000 100,870
input50 1 3600,000 3600,000 0,000 0,000 0,036 3600,000 3600,000
input50 2 3600,000 3600,000 0,000 0,000 0,040 3600,000 3600,000
input50 3 3600,000 3600,000 0,000 0,000 0,042 3600,000 3600,000
input50 4 3600,000 3600,000 0,000 0,000 0,043 3600,000 3600,000
input50 5 3600,000 3600,000 0,000 0,000 0,040 3600,000 3600,000
input50 6 3600,000 3600,000 0,000 0,000 0,029 3600,000 3598,904
input50 7 3600,000 3600,000 0,000 0,000 0,024 3600,000 3600,000
input50 8 3600,000 3600,000 0,000 0,000 0,029 3600,000 3597,118
input50 9 3600,000 3600,000 0,000 0,000 0,044 3600,000 3600,000
input50 10 3600,000 3600,000 0,000 0,000 0,038 3600,000 3600,000
input100 1 0,000 0,001 0,348 3600,000
input100 2 0,000 0,001 0,289 3600,000
input100 3 0,000 0,001 0,282 3600,000
input100 4 0,000 0,001 0,312 3600,000
input100 5 Out of memory 0,000 0,001 0,312 3600,000 Out of memory
input100 6 0,000 0,001 0,235 3600,000
input100 7 0,000 0,001 0,266 3600,000
input100 8 0,000 0,001 0,296 3600,000
input100 9 0,000 0,001 0,295 3600,000
input100 10 0,000 0,001 0,293 3600,000
O que pode-se concluir analisando os dados da tabela acima com os da Tabela 5.6
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e´: (i) caso na˜o exista um fator mı´nimo de qualidade mas deseja-se obter uma solu-
c¸a˜o rapidamente, as melhores opc¸o˜es sa˜o os algoritmos MAXAP Aproximado e MA-
XAP ConvexHulls; (ii) para instaˆncias na˜o muito grandes (ate´ 100 pontos, por exemplo),
diante da necessidade de encontrar uma soluc¸a˜o boa com restric¸o˜es apertadas de tempo,
a melhor opc¸a˜o pode ser a heur´ıstica MAXAP TriangulosVazios; (iii) quando espera-se
obter uma soluc¸a˜o boa e o fator tempo na˜o e´ cr´ıtico, a metaheur´ıstica GRASP e´ a melhor
opc¸a˜o.
A Figura 5.5 apresenta outro comparativo entre as metodologias, mostrando um gra´fico
com o percentual me´dio da a´rea ocupada por cada conjunto de instaˆncias em relac¸a˜o a`s
a´reas das envolto´rias convexas. O gra´fico une os resultados exibidos nas Figuras 5.3 e 5.4



































































































































































































Figura 5.5: Percentual de a´rea ocupada pelas metodologias.
Pela figura e´ poss´ıvel ver que no conjunto de instaˆncias com 10 pontos, mesmo os
modelos tendo encontrado soluc¸o˜es o´timas, as metodologias de triangulac¸a˜o, GRASP e
matheuristic obtiveram resultados muito pro´ximos. Ja´ nas instaˆncias de tamanho 25,
entre os modelos exatos, o modelo baseado em triangulac¸a˜o (Modelo 2) obteve o melhor
resultado em me´dia, com o GRASP e a matheuristic continuando pro´ximos. Nas instaˆn-
cias de 50 pontos, os modelos exatos na˜o conseguiram encontrar uma soluc¸a˜o no tempo
estipulado, mas pode-se observar novamente a superioridade das metodologias GRASP
e matheuristic, com uma leve vantagem para a metaheur´ıstica GRASP. Finalmente, no
conjunto de instaˆncias de tamanho 100, tanto os modelos quanto a matheuristic na˜o
obtiveram resultados, com o GRASP mais uma vez superando as outras metodologias.
Por fim, uma outra perspectiva de comparac¸a˜o e´ ilustrada nas Figuras 5.6 e 5.7. Ambas
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apresentam um gra´fico que mostra o percentual de instaˆncias para as quais as metodologias
obtiveram soluc¸o˜es cujo valor de a´rea possui um desvio x em relac¸a˜o a melhor soluc¸a˜o
obtida, onde x ∈ [0, 100%]. O ca´lculo do desvio Dmi obtido pela metodologia m para a





onde S∗i e´ a melhor soluc¸a˜o obtida para a instaˆncia i e S
m
i e´ a soluc¸a˜o obtida pela
metodologia m para a instaˆncia i.
A Figura 5.6 apresenta este gra´fico comparando as metodologias que conseguiram
























Figura 5.6: Desempenho comparativo entre as metodologias para instaˆncias de 10, 25 e
50 pontos.
Como e´ poss´ıvel perceber no gra´fico, o GRASP obteve o maior nu´mero de melho-
res soluc¸o˜es (desvio 0%), seguido pelas metodologias matheuristic e a heur´ıstica MA-
XAP TriangulosVazios. Os algoritmos MAXAP Aproximado e MAXAP ConvexHulls
obtiveram os maiores desvios, pore´m foram bastante competitivos entre si.
O u´ltimo gra´fico, ilustrado na Figura 5.7, mostra a mesma comparac¸a˜o, pore´m restrito
a`s metodologias que encontraram soluc¸o˜es para todas as instaˆncias testadas. O gra´fico
deixa claro a hegemonia da metaheur´ıstica GRASP, que obteve as melhores soluc¸o˜es em
todas as instaˆncias, seguido pelo MAXAP TriangulosVazios e por u´ltimo os competitivos
algoritmos MAXAP Aproximado e MAXAP ConvexHulls.



























Concluso˜es e trabalhos futuros
O MAXAP e´ um problema de otimizac¸a˜o combinato´ria NP-dif´ıcil que foi proposto
por Fekete [12] em 1992. O problema consiste em encontrar um pol´ıgono de a´rea ma´-
xima gerado por um conjunto de pontos no plano, possuindo aplicac¸o˜es no contexto de
reconhecimento de padro˜es, reconstruc¸a˜o de imagens, clusterizac¸a˜o e robo´tica.
Este trabalho propo˜e formulac¸o˜es matema´ticas e metodologias de soluc¸a˜o heur´ıstica e
exata para o MAXAP. As instaˆncias utilizadas na avaliac¸a˜o experimental foram geradas
com coordenadas aleato´rias em posic¸a˜o geral, no intervalo [0, 1000]. Foram propostos dois
modelos matema´ticos de programac¸a˜o linear inteira, duas heur´ısticas construtivas, uma
metaheur´ıstica GRASP e uma matheuristic. Experimentos computacionais compararam
as metodologias propostas entre si e com o algoritmo 1
2
-aproximado proposto por Fekete
[12].
O primeiro modelo PLI proposto (4.1) baseia-se na fo´rmula para ca´lculo de a´rea de
um pol´ıgono simples, e o segundo modelo proposto (4.12) fundamenta-se em triangulac¸o˜es
de pol´ıgonos. Os resultados obtidos pela soluc¸a˜o dos modelos mostram a dificuldade em
resolver de maneira exata o MAXAP, encontrando soluc¸o˜es o´timas no per´ıodo determinado
de uma hora somente para instaˆncias de 10 pontos, em um conjunto de instaˆncias de ate´
100 pontos. Para as instaˆncias com 25 pontos, a soluc¸a˜o do segundo modelo (4.12) obteve
melhores resultados, encontrando soluc¸o˜es com desvios de otimalidade de 8,7% em me´dia,
valor muito abaixo dos 81,37% obtidos pelo primeiro modelo (4.1). Nas instaˆncias com 50
e 100 pontos os modelos tiveram desempenhos similares, na˜o obtendo nenhum limitante
primal ou dual; inclusive, para as instaˆncias com 100 pontos, a execuc¸a˜o dos dois modelos
resultou no esgotamento da memo´ria principal do computador onde os experimentos foram
conduzidos.
Este trabalho propo˜e duas heur´ısticas construtivas gulosas: a primeira fundamentada
em triangulac¸a˜o de pol´ıgonos (Algoritmo 3); a segunda baseia-se na concatenac¸a˜o de
envolto´rias convexas (Algoritmo 4). O estudo computacional mostrou que a heur´ıstica de
triangulac¸a˜o obteve um desempenho superior a` heur´ıstica de concatenac¸a˜o de envolto´rias
convexas. Por outro lado, a heur´ıstica de envolto´rias convexas obteve um desempenho
competitivo com um algoritmo 1
2
-aproximado da literatura (Algoritmo 2), com uma leve
vantagem para a heur´ıstica de envolto´rias convexas para as maiores instaˆncias.
A metaheur´ıstica GRASP proposta para o MAXAP conte´m uma fase construtiva
baseada na heur´ıstica de triaˆngulac¸a˜o de pol´ıgonos. Testes emp´ıricos foram realizados
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para o ajuste do paraˆmetro α da metaheur´ıstica. A caracter´ıstica aleatorizada do GRASP
permitiu diversificar a explorac¸a˜o do espac¸o de soluc¸o˜es, obtendo os melhores resultados
quando comparados aos das heur´ısticas construtivas e do algoritmo aproximado. Nas
instaˆncias de 10 pontos obteve soluc¸o˜es o´timas para 90% das instaˆncias; no conjunto de
instaˆncias de 25 pontos obteve soluc¸o˜es com desvios pequenos aos obtidos pelo modelo
PLI baseado em triangulac¸a˜o de pol´ıgonos 4.12.
Tambe´m e´ proposto neste trabalho uma matheuristic (Sec¸a˜o 4.4) que consiste na hi-
bridizac¸a˜o do modelo PLI 4.12 e da heur´ıstica construtiva (Algoritmo 3), ambos baseados
em triangulac¸a˜o de pol´ıgonos. Nesta abordagem o modelo foi adaptado de modo que
sua soluc¸a˜o seja diferente da soluc¸a˜o obtida pela heur´ıstica construtiva em no ma´ximo k
triaˆngulos. Os experimentos computacionais mostraram que para k = 4 a matheuristic
obteve em me´dia resultados melhores (Sec¸a˜o 5.4). Apesar de na˜o ter conseguido encontrar
soluc¸o˜es para as instaˆncias de 100 pontos, a ana´lise comparativa mostrou que a matheu-
ristic obteve resultados competitivos aos obtidos pelo GRASP para instaˆncias de ate´ 50
pontos.
A contribuic¸a˜o principal deste trabalho consiste no avanc¸o do estado-da-arte no que se
refere a`s metodologias de soluc¸a˜o, heur´ısticas e exatas, para o MAXAP. As metodologias
de soluc¸a˜o propostas neste trabalho teˆm o potencial de serem aplicadas no aperfeic¸oamento
de soluc¸o˜es envolvendo reconhecimento de padro˜es, reconstruc¸a˜o de imagens, clusterizac¸a˜o
e robo´tica. Ale´m disso, o conjunto de instaˆncias gerado neste trabalho1 torna-se um
benchmark para avaliar e comparar outras metodologias para o MAXAP.
6.1 Trabalhos futuros
A partir das formulac¸o˜es PLI apresentadas neste trabalho, as primeiras propostas
para o MAXAP, foi poss´ıvel obter soluc¸o˜es o´timas somente para o conjunto de instaˆncias
com 10 pontos. Sugere-se como trabalho futuro realizar um estudo polie´drico dos dois
modelos propostos, propondo desigualdades va´lidas fortes, eventualmente desigualdades
definidoras de facetas. Esse estudo tem potencial de refinar os modelos propostos, ou
inclusive fazer surgir novos modelos, reduzindo os desvios de otimalidade e aumentando
o tamanho das instaˆncias para as quais podem ser obtidas soluc¸o˜es o´timas.
Outro poss´ıvel tema de pesquisa esta´ em aperfeic¸oamentos das metodologias heur´ıs-
ticas. Por exemplo, o estudo de um me´todo de busca local que possa ser adicionado a`
metaheur´ıstica GRASP sem impactar seu desempenho computacional a ponto de com-
prometer uma explorac¸a˜o adequada do espac¸o de busca.
Apo´s a implementac¸a˜o das metodologias e a execuc¸a˜o dos experimentos, foi realizada
uma atualizac¸a˜o da revisa˜o bibliogra´fica, onde encontrou-se o trabalho mais recente so-
bre poligonizac¸a˜o de a´rea o´tima, de Peethambaran, Parakkat e Muthuganapathy [26].
Esse trabalho apresenta uma heur´ıstica aleatorizada proposta para o MINAP ou MA-
XAP (Algoritmo 1). Visando a comparac¸a˜o com esse novo trabalho, procurou-se executar
o GRASP adotando o mesmo dataset que os autores utilizaram para o MAXAP. No
1Dispon´ıvel em: http://www.ic.unicamp.br/~fusberti/problems/maxarea/. Acesso em: 19 mar.
2018.
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entanto, os resultados obtidos pelos autores na˜o estavam coerentes, uma vez que apre-
sentaram a´reas maiores que a a´rea da envolto´ria convexa (um limitante superior trivial).
Ale´m disso, as instaˆncias do dataset2 na˜o esta˜o em posic¸a˜o geral, resultando em insta-
bilidades nume´ricas na˜o previstas no GRASP. Diante disso, decidiu-se na˜o comparar os
resultados obtidos pelo GRASP com aqueles apresentados pelos autores, ficando como
trabalho futuro a implementac¸a˜o e ana´lise comparativa do Algoritmo 1 com as demais
metodologias propostas neste trabalho.
2Dispon´ıvel em https://people.sc.fsu.edu/~jburkardt/datasets/spaeth/spaeth.html. Acesso
em: 25 nov. 2017.
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