Abstract: In this paper, we present a new approach of extremum seeking control scheme, which applies two surfaces. Compared to other extremum seeking control algorithms, the new approach produces nearly no oscillation in the control results because the searching signal in this approach is no longer a periodic one. The control accuracy can be guaranteed by choosing two surfaces at a suitable distance. The proof of stability of the approach and several examples are also provided.
INTRODUCTION
In most control problems it is assumed that the reference value (set point) is given or easily determined. On other occasions it can be more difficult to find a suitable reference value or the best operating point of a process. In stead a performance index or cost function is employed. This function usually has an extremum and the objective is to select the set point to keep the output at the extremum value of the function. However, the function is not usually completely known either by function expression or with undetermined parameters. The uncertainty in the performance index makes it necessary to use some sort of adaptation to find the set point which minimizes or maximizes the output (Astrom and Wittenmark 1995) . Extremum seeking control approaches have been proposed to find a set point or track a varying set point where the output or a cost function of the system reaches the extremum (Haskara, et al., 2002; Krstic and Wang 2000; Pan, et al., 2003; Yu and Ozguner 2002) . A general plant for extremum seeking control is modeled as a static nonlinear map cascaded with a linear or nonlinear block. The approaches reported usually separate systems into a fast and a slow part, assuming that the plant dynamics and associated stabilizing controller are fast with respect to the outer-loop extremum seeking scheme. They all applied periodic searching signals added to the inputs of systems, and made the systems track the extremum by exploring an estimation of the derivative of the performance index. Haskara, et al. (2002) and Pan, et al., (2003) have proposed extremum seeking controllers with sliding mode. The inherit problem of steady state oscillation by using periodic searching signals was discussed by Yu (2002) . In this paper, we will propose a new extremum seeking control approach via sliding mode with two surfaces. A non-increasing or nondecreasing searching signal instead of periodic searching signal is used in the controller. This controller will drive a system to a boundary layer enclosed by the two surfaces before the extremum point is reached and to a sliding surface after that. So, the control accuracy can be guaranteed by choosing two surfaces very close to each other. We apply this extremum seeking control approach to a SISO system, an interconnected system and an n-person non-cooperative dynamic game. The simulation results show that the extremum points are reached and the steady state oscillation is successfully suppressed by using our approach.
EXTREMUM SEEKING FOR SISO SYSTEMS
A nonlinear single-input-single-output (SISO) system with a performance index function is given as
and
are smooth functions. ( ) t z is the value of the performance index of time, and is not completely known either as a function of expression or with undetermined parameters. Consider a smooth control law 
is smooth and has a minimum at * ξ ξ = . We further assume that the minimum point of the performance index is unique globally. We can easily define a maximum for the combined
. Without loss of generality, in the following we use only the minimum function in developing our control strategy and make stability proof since they can be easily used for maximum functions by putting a negative sign in front of the performance index. Now we define a reference searching signal
where ρ is a positive constant value. Its initial value ( ) 0 g and the meaning of 2 s will be given later. It is
is non-increasing with time. Then we have an error signal between the value of the performance index and the searching signal
Two surfaces are then defined as below: (2), (3) and (9), the states of system (1) will go to the equilibrium, which minimizes the value of the performance index z . 
and e will go to the
We also get
. According to the problem statement and
is a smooth and continuous function. So, when τ is small enough, we obtain the equation below before the minimum is reached:
Substitute equation (12) into equation (11), we have 0
and then e will approach the
e will go to the surface 0 1 = s . Based on the discussion above, we conclude that g Z e − = will converge to the boundary layer enclosed by two surfaces 0 fig. 2 , we see that ξ converges to the minimum point without steady state oscillation. In fig. 3 , we find that the error signal e is attracted to the boundary layer before the minimum point is reached and stays on the manifold 0 2 = s after that. Remarks: simulation results show that the size of the boundary layer or the selection of Consider a nonlinear interconnected SISO system with each subsystem being affine in the control input as are not completely known either by function of expression or with undetermined parameters. We take all the assumptions in Section 2. We set up a first order auxiliary searching system for each subsystem ( ) Looking at (17), we know that each subsystem is a SISO nonlinear control system, which is affine in the control input if we consider the interconnected part We will illustrate the proposed algorithm by a twomachine swing equation model. Consider the following model of two-machine power systems; see (Guo and Salam, 1994) 12 11 
The only minimum point of (28) (24) and (28) 
The simulation results are shown in Fig. 4 and Fig. 5 . Each subsystem converges to the minimum of its performance index under the proposed control. Note that the oscillation in the control results 1 x and 2 x are not caused by the extremum seeking control. It comes from the sliding mode control in 1 u and 2 u , which drive the states to track the extremum points.
NASH SOLUTION BY EXTREMUM SEEKING CONTROL
For an n-person non-cooperative dynamic game, each player has a cost function and adjusts some of the control parameters to minimize his own cost function to find a Nash equilibrium solution. When the cost function is not completely known either by function expression or with undetermined parameters although it is measurable, extremum seeking control with sliding mode can be used to solve for the Nash solution. Extremum seeking control via sliding mode with two surfaces for the Nash solution will be proposed as follow. Consider an n-person non-cooperative dynamic described by a nonlinear system
with a cost function for ith player
where N is the index set of player defined as Proof: from theorem 2 we find that the proposed extremum seeking control approach will make each player to approach the minimum point of its own cost function under any circumstance. Thus, the sliding mode controller with extremum seeking control approach will ensure that the cost functions ( ) t J i 's are minimized to get the Nash equilibrium solution. To illustrate the proposed algorithm, consider a two person non-cooperative dynamic game described by a second order linear system with unknown parameters ( ) ( The simulation results are shown in Fig. 6 and Fig. 7 , which show that the system finally reaches the Nash equilibrium point.
CONCLUSION
The extremum seeking control approaches via sliding mode with two sliding surfaces were implemented in a SISO system, an interconnected system and an nperson non-cooperative dynamic game. With the proposed control algorithms, those systems all converge to the extremum points or the Nash equilibrium point without steady state oscillation. The simulation results show the effectiveness.
