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Re´sume´ :
Nous e´tudions la construction d’une repre´sentation stochastique du tenseur d’e´lasticite´ apparent pour
des microstructures ale´atoires pour lesquelles la se´paration d’e´chelle, classiquement suppose´e en ho-
moge´ne´isation stochastique, n’est pas e´tablie. La construction du mode`le associe´ au champ ale´atoire est
effectue´e en utilisant la The´orie de l’Information et le principe du Maximum d’Entropie. L’approche
est illustre´e au travers d’une application a` une base de donne´es expe´rimentale pour un mate´riau poly-
cristallin.
Abstract :
This work is devoted to the construction of a probabilistic model for the apparent elasticity tensor
random field associated with random microstructures, for which the scale separation that is typically
assumed in stochastic homogenization theories, cannot be stated. The construction relies on the use of
information theory and is performed having recourse to the Maximum Entropy principle. The approach
is exemplified considering an experimental database for a polycrystalline material.
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1 Introduction
La mode´lisation me´canique des milieux he´te´roge`nes a` microstructure ale´atoire a rec¸ue une large atten-
tion de la communaute´, et ce principalement dans le cadre ge´ne´ral de l’homoge´ne´isation stochastique
(line´aire et non-line´aire). Ce dernier repose classiquement sur le postulat qu’il existe un volume dit
e´le´mentaire repre´sentatif (VER), de taille caracte´ristique `, contenant “suffisamment d’informations”
(topologiques, statistiques, etc.) pour que ses proprie´te´s homoge´ne´ise´es soient “repre´sentatives” de
celles du mate´riau conside´re´. De telles proprie´te´s effectives sont en outre de´terministes et inde´pendantes
des conditions aux limites conside´re´es lors de la de´marche d’homoge´ne´isation. En pratique, une telle
de´marche n’est pertinente que lorsque la condition suivante, dite de se´paration d’e´chelle, est satisfaite :
d << ` << L, (1)
ou` d et L sont les tailles caracte´ristiques des he´te´roge´ne´ite´s (lorsque la morphologie du milieu est de
type matrice-inclusions) et de l’e´chelle structurale, respectivement. Toutefois, il existe certaines classes
de mate´riaux, comme certains be´tons et composites renforce´s, pour lesquelles la condition (1) n’est
pas satisfaite (e.g. ` ' L). Dans ce cas, l’e´chelle de mode´lisation est de nature me´soscopique et les
proprie´te´s locales e´quivalentes du milieu sont qualifie´es de proprie´te´s apparentes. Ces dernie`res sont
intrinse´quement ale´atoires (et seraient de´pendantes des conditions aux limites locales si elles re´sultaient
d’un changement d’e´chelle) [3] et leur mode´lisation soule`ve deux proble`mes majeurs, a` savoir :
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1. Comment mode´liser, d’un point de vue mathe´matique, les proprie´te´s me´caniques apparentes a`
l’e´chelle me´soscopique ?
2. Quelle est la propagation d’un tel ale´a a` l’e´chelle me´soscopique sur la re´ponse me´canique d’un(e)
syste`me (structure) d’inte´reˆt a` l’e´chelle macroscopique ?
Il est important de noter que le caracte`re pre´dictif associe´ a` la caracte´risation de la re´ponse me´canique
macroscopique de´pend de la qualite´ du mode`le probabiliste (ainsi que de la qualite´ du solveur de
propagation), qui se doit de garantir certaines proprie´te´s fondamentales de la quantite´ mode´lise´e (un
tenseur d’e´lasticite´ devant eˆtre syme´trique, de´fini-positif, etc.), tout autant que la cohe´rence physique
du mode`le sous-jacent.
Dans cette communication, nous nous inte´ressons plus spe´cifiquement a` la construction de mode`les
probabilistes a priori pour le champ ale´atoire du tenseur d’e´lasticite´ apparent, associe´ a` un milieu
ale´atoire. Notons que la mode´lisation directe du champ d’e´lasticite´ apparent est particulie`rement
adapte´e aux milieux complexes, tels que certains mate´riaux biologiques, pour lesquels la topologie
de la microstructure ne peut pas eˆtre facilement de´crite. Enfin, soulignons que la qualite´ du mode`le
probabiliste a priori s’ave`re particulie`rement importante afin, soit de palier a` un manque e´ventuel
de donne´es expe´rimentales, soit de permettre une actualisation efficace d’un mode`le probabiliste a
posteriori.
2 Me´thodologie ge´ne´rale pour la mode´lisation probabiliste
Soit [C] la variable ale´atoire a` valeurs dans l’ensemble M+n (R) des matrices (n×n) re´elles syme´triques
de´finies-positives, correspondant a` la repre´sentation matricielle du tenseur d’e´lasticite´ apparent associe´
a` un domaine me´soscopique V . On note [C] 7→ p[C]([C]) la fonction densite´ de probabilite´ (p.d.f.),
de´finie de M+n (R) dans R+, de´finissant la distribution P[C] = p[C]([C])d[C] de la matrice ale´atoire [C]
(d[K] de´signant une mesure ad-hoc sur l’ensemble MSn(R) des matrices (n × n) re´elles syme´triques ;
voir [7]). Une e´tape cle´ de toute mode´lisation probabiliste consiste donc en la de´termination de la
fonction [C] 7→ p[C]([C]), qui est accomplie ici, dans le cadre de la the´orie de l’information [4], par
l’interme´diaire du principe du maximum d’entropie (MaxEnt) [6]. L’approche, introduite dans [7] [8]
pour la mode´lisation des matrices re´duites en e´lastodynamique et qualifie´e de non parame´trique, permet
la de´finition du mode`le probabiliste le plus objectif possible par rapport a` l’information disponible.
Afin d’illustrer brie`vement ce concept, notons par exemple le fait que la densite´ de probabilite´ p[C]
doit satisfaire la condition de normalisation usuelle :∫
M+n (R)
p[C] ([C]) d[C] = 1. (2)
D’un point de vue the´orique, toute loi “candidate” doit donc satisfaire l’e´quation (2). Naturellement,
des contraintes supple´mentaires (lie´es a` la mode´lisation physique, notamment) peuvent eˆtre prises en
compte, pour peu qu’elles constituent des informations disponibles et objectives. La liberte´ relative
d’un tel choix conduit a` la de´finition d’ensembles de matrices ale´atoires diffe´rents, plus ou moins riches
et de´pendant d’un nombre plus ou moins important de parame`tres.
Conside´rons a` pre´sent l’ensemble Cad de toutes les fonctions densite´ de probabilite´, de M+n (R) dans
R+, telles que toutes les contraintes lie´es a` l’information disponible soient satisfaites. Le principe du
maximum d’entropie s’e´crit alors :
p[C] = arg max
p∈Cad
S(p), (3)





Le proble`me d’optimisation stochastique (3) peut eˆtre re´solu en introduisant un ensemble de multipli-
cateurs de Lagrange associe´s aux contraintes alge´briques, puis en proce´dant au calcul des variations. Il
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s’en suit que la densite´ de probabilite´, estime´e par le principe du maximum d’entropie, est la fonction
maximisant la mesure d’entropie (c’est-a`-dire les incertitudes) sur l’espace admissible Cad. Nous illus-
trons dans la prochaine section la mise en œvre d’une telle approche pour la mode´lisation du champ
ale´atoire du tenseur d’e´lasticite´ apparent.
3 Application au champ ale´atoire du tenseur d’e´lasticite´ apparent
3.1 Construction du mode`le
Avant de proce´der a` la construction explicite du mode`le probabiliste, nous proposons de conside´rer
deux informations supple´mentaires. Supposons donc, dans un premier temps, que la mode´lisation
probabiliste est effectue´e sur une matrice d’e´lasticite´ dont la valeur nominale de´terministe est note´e [C].
Cette dernie`re peut correspondre, par exemple, a` la valeur (effective) macroscopique. Par conse´quent,





[C] p[C] ([C]) d[C] = [C]. (5)
Enfin, nous supposons qu’il existe deux matrices de´terministes [C`] et [Cu], homoge`nes a` des matrices
d’e´lasticite´, telles que :
[C`] < [C] < [Cu] presque suˆrement (p.s.). (6)
Pour certains mate´riaux (e.g. un composite biphasique dont les phases sont ordonne´es et de proprie´te´s
me´caniques de´terministes), [C`] et [Cu] peuvent eˆtre facilement explicite´es en fonction des tenseurs
d’e´lasticite´ et des fractions volumiques des phases. Dans le cas ge´ne´ral, des bornes [C`] et [Cu] peuvent
eˆtre estime´es nume´riquement a` partir de re´alisations de bornes ale´atoires de´finies par rapport a` des
conditions aux limites homoge`nes de types Dirichlet et Neumann (et dont l’existence peut eˆtre prouve´e
par l’utilisation de the´ore`mes e´nerge´tiques ; voir [3]) [2]. L’ine´galite´ presque suˆre (6) peut eˆtre inte´gre´e,
dans la formulation MaxEnt, par l’interme´diaire des deux contraintes suivantes :
E {ln (det ([C]− [C`]))} = β`, |β`| < +∞, (7)
E {ln (det ([Cu]− [C]))} = βu, |βu| < +∞. (8)
En notant λ0 ∈ R, [Λ] ∈ MSn(R), λ` ∈ R et λu ∈ R les multiplicateurs de Lagrange respectivement
associe´s aux constraintes (2), (5), (7) and (8), on montre aise´ment que p[C] prend la forme suivante
(voir [1] par exemple) :
p[C]([C]) = 1M+n (R)([C])c0 det([C]− [C`])λ`−1 det([Cu]− [C])λu−1etr{−[Λ][C]}, (9)
ou` etr{[X]}) = exp{tr([X])}, c0 = exp(−λ0) est la constante de normalisation (dont le calcul peut
eˆtre explicitement conduit) et [X] 7→ 1M+n (R)([X]) est la fonction indicatrice de M+n (R). En pratique,
les multiplicateurs peuvent eˆtre, soit conside´re´s comme des parame`tres libres du mode`le, soit cal-
cule´s nume´riquement en imposant que les e´quations (2-5-7-8) soient satisfaites avec p[C] donne´e par
l’e´quation (9). Cette strate´gie d’identification ne´cessite donc de proce´der au calcul des inte´grales multi-
dimensionnelles (par une me´thode de Monte Carlo), ou de recourir a` des estimateurs statistiques pour
les grandeurs d’inte´reˆt lorsque des re´alisations inde´pendantes de [C] peuvent eˆtre ge´ne´re´es a` partir de
(9). La forme non usuelle de la p.d.f. implique l’utilisation de techniques de simulation MCMC, dont
la robustesse de´pend en partie des valeurs des multiplicateurs. Afin de contourner cette difficulte´, nous
proposons de proce´der a` un changement de variable relaxant la contrainte presque suˆre d’encadrement,
en mode´lisant une variable ale´atoire [D] a` valeurs dans M+n (R), homoge`ne a` une matrice de souplesse,
de´finie par [2] :
[D] = ([C]− [C`])−1 − ([Cu]− [C`])−1. (10)
Clairement, l’encadrement presque suˆr de [C] implique la positivite´ presque suˆre de [D], soit :
[C`] < [C] < [Cu] p.s.⇔ [D] > 0 p.s. (11)
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En imposant la contrainte E {[D]} = [D] (ou` la donne´e [D] ∈ M+n (R) est cohe´rente avec la valeur
moyenne [C]) et E {ln (det ([D]))} = β, |β| < +∞, il s’en suit que [D] appartient a` l’ensemble SE+
de matrices ale´atoires de´fini dans [7] [8]. Il est fondamental d’observer que la p.d.f. p[C] calcule´e a`
partir de ce changement de variable et pour [D] ∈ SE+ est e´videmment diffe´rente de (9). En pratique,
des re´alisations inde´pendantes de [C] sont obtenus a` partir des re´alisations inde´pendantes de [D],
ces dernie`res e´tant ge´ne´re´es de manie`re robuste a` partir de transformations non line´aires de variables
ale´atoires scalaires Gaussiennes et Gamma (voir [7]).
Conside´rons maintenant le cas du champ ale´atoire du tenseur d’e´lasticite´ apparent. On note x 7→ [C(x)]
ce champ ale´atoire a` valeurs dans M+n (R), de´fini dans l’espace probabilise´ (Θ, T ,P) et indexe´ par
un ouvert D de Rd, 1 ≤ d ≤ 3. Bien qu’un mode`le probabiliste pourrait eˆtre construit suivant la
me´thodologie ge´ne´rale de´finie dans [9], cette strate´gie se re´ve`le extreˆmement de´licate a` mettre en
œuvre dans le cas ou` la loi marginale d’ordre un du champ est spe´cifie´ par l’e´quation (9). Suivant
la discussion pre´ce´dente, on propose donc de substituer a` une telle construction la mode´lisation du
champ ale´atoire x 7→ [D(x)], trivialement de´fini a` partir de (10). Pour x ∈ D fixe´, [D] ∈ SE+ et
par conse´quent, le champ ale´atoire x 7→ [D(x)] appartient a` l’ensemble SFE+ de champs ale´atoires
construits et e´tudie´s dans [9]. Du point de vue de la re´solution du proble`me aux limites stochastique
associe´, il est important que souligner que la prise en compte de la borne infe´rieure de´terministe
[C`] implique la proprie´te´ d’ellipticite´ uniforme pour la forme biline´aire stochastique re´sultant de la
formulation faible et donc, l’existence d’une unique solution du second-ordre.
Dans la prochaine section, nous pre´sentons l’identification du mode`le probabiliste sur une base de
donne´es expe´rimentale.
3.2 Application a` un mate´riau polycrystallin
Nous conside´rons ici une microstructure polycrystalline (en dimension 2), correspondant a` un alliage
d’aluminium. En raison d’une surface de caracte´risation limite´e, l’identification porte sur l’estimation
des bornes [C`] et [Cu], ainsi que sur la matrice moyenne [D] (le champ ale´atoire e´tant suppose´
homoge`ne) et sur le parame`tre de fluctuation statistique δ[D] (voir [9] pour les de´tails concernant la
parame´trisation du champ dans SFE+) associe´s au domaine me´soscopique teste´ expe´rimentalement (les
longueurs de corre´lation du champ ne peuvent donc pas eˆtre identifie´es). Dans un premier temps, nous
exploitons les mesures EBSD, permettant une caracte´risation microstructurale et crystallographique
du mate´riau (voir la Fig. 3.2 pour une re´alisation expe´rimentale de la microstructure), obtenues dans
[5].
Figure 1 – Re´alisation expe´rimentale de la microstructure.
A partir de ces donne´es, une mode´lisation de la microstructure (a` l’aide d’une tesselation de Vo-
rono¨ı adapte´e) et des angles crystallographiques est accomplie et permet, au travers de simulations
nume´riques de Monte-Carlo, d’obtenir une nouvelle base de donne´e avec un nombre plus important
de re´alisations. Des re´alisations des bornes infe´rieure et supe´rieure sont obtenues a` l’aide du the´ore`me
de partitionnement de Huet [3] et de calculs par e´le´ments finis (i.e. en re´alisant une homoge´ne´isation
nume´rique sur des sous-domaines de microstructures simule´es, avec l’application de conditions aux
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limites homoge`nes de Dirichlet et de Neumann). Les approximations de´terministes [C`] et [Cu] sont
ensuite calcule´es selon la proce´dure propose´e par les auteurs dans [2], et sont e´gales a` (en MPa) :
[C`] = 10
5
 1.0869 0.6068 0.00070.6068 1.0884 0.0007
0.0007 0.0007 0.2347
 , [Cu] = 105
 1.1487 0.5787 0.00130.5787 1.1477 −0.0003
0.0013 −0.0003 0.2825
 . (12)
Pour chaque re´alisation θi de la microstructure, des essais de traction virtuels sont conduits et la
re´alisation correspondante du tenseur d’e´lasticite´ apparent est identifie´e en re´solvant le proble`me
d’optimisation suivant :
[C(θi)] = arg min
[X]∈M+3 (R), [C`]<[X]<[Cu]
‖ < σ(θi) > −[X] < (θi) > ‖, (13)
ou`< σ(θi) > et< (θi) > de´signent les moyennes spatiales des champs de contraintes et de de´formations
locales pour la re´alisation (θi). A partir de ces re´alisations du tenseur apparent, les parame`tres δ[D]
et [D] sont calcule´s a` partir des e´quations (10) et (12), a` l’aide d’estimateurs statistiques usuels. On
obtient :
δ[D] = 0.66, (14)
et
[D] = 10−3
 0.2767 0.0879 −0.01890.0879 0.2214 0.0277
−0.0189 0.0277 0.2366
 . (15)
Les parame`tres de dispersion δ[C] et de moyenne [C] pour la matrice d’e´lasticite´ apparente [C] peuvent
d’autre part eˆtre estime´s a` partir des re´alisations de la matrice [D] et valent :
δ[C] = 0.0093, (16)
et
[C] = 105
 1.1153 0.5944 0.00250.5944 1.1194 −0.0016
0.0025 −0.0016 0.2601
 . (17)
On constate, entre autres, un faible niveau de fluctuations statistiques pour la matrice [C], qui est duˆ
a` la syme´trie mate´rielle forte du crystal d’aluminium (a` syme´trie cubique, mais dont l’indice de Zener
est tre`s proche de 1).
4 Conclusions
Nous avons pre´senter la construction d’une repre´sentation stochastique du tenseur d’e´lasticite´ apparent
pour des microstructures ale´atoires pour lesquelles la se´paration d’e´chelle n’est pas e´tablie. Pour ce
faire, nous avons dans un premier temps rappeler le cadre ge´ne´ral et la me´thodologie de construction,
effectue´e en utilisant la The´orie de l’Information et le principe du Maximum d’Entropie. Nous avons
ensuite mis en œuvre l’approche dans le cas d’une base de donne´es expe´rimentale pour un mate´riau
polycristallin.
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