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We investigate properties of certain invariants of Noetherian local rings, including
their behavior under ﬂat local homomorphisms. We show that these invariants are
bounded by the multiplicity for Cohen–Macaulay local rings with inﬁnite residue
ﬁelds, and they all agree with the multiplicity when such rings are hypersurfaces.
We also show that these invariants are all equal to 2 for a non-regular Cohen–
Macaulay local ring A if and only if A has a minimal multiplicity, provided its
residue ﬁeld is inﬁnite. © 2001 Academic Press
INTRODUCTION
Let A be a Noetherian local ring or a generalized local ring; i.e.,
A =⊕n∈An is an -graded ring such that A00 is a Noetherian local
ring, A is a ﬁnitely generated A0-algebra, and  is the unique homoge-
neous maximal ideal 0 ⊕ 
⊕
n>0An. In the graded case we assume that
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all modules and elements are graded, and all maps are of degree 0. As in
[KL], we will state our results for the local case, for the sake of simplicity,
and include remarks on the graded case at the end of each section. Several
new invariants of local rings were deﬁned in [KL] that were suggested by
certain restrictions on the maps in inﬁnite minimal resolutions. They are
(see Deﬁnition 1.1): colA [resp. rowA] for a number associated with
the columns [resp. rows] of the maps and fpdA [resp. ﬁdA] for a num-
ber associated with the ﬁnitely generated modules of ﬁnite projective [resp.
injective] dimension. We deﬁne two more invariants in Section 1, crsA
and drsA, which are associated with the cyclic modules determined by
regular sequences and their Matlis duals. These invariants are related by
the following inequalities (see Proposition 1.3):
(i) 1 ≤ colA ≤ fpdA ≤ crsA <∞.
(ii) If A is Cohen–Macaulay, then 1≤ rowA≤ ﬁdA≤ drsA
<∞.
In this paper we are concerned with the relationship among these invari-
ants which we formulate in the form of the following conjecture:
Conjecture. If A/ is inﬁnite, then all three invariants in (i) and
(ii) above agree; that is, colA = crsA and, if A is Cohen–Macaulay,
rowA = drsA.
The example A = Fx y		/xyx+ y given in [HS], where F is a ﬁeld
with two elements, shows that the condition on the residue ﬁeld A/ may
not be weakened too much. (See Example 4.8 for detail.) What seems to be
essential in our discussion is the existence of a system of parameters which
generates a reduction of the maximal ideal. It is well known that such a
system of parameters exists if the residue ﬁeld is inﬁnite (see [NR, M], for
example).
This conjecture holds for regular local rings for which all invariants are
equal to 1 (Proposition 1.3(iii)), and for local rings of depth 0 (Proposition
1.7). We show that this conjecture holds for hypersurface rings with inﬁnite
residue ﬁelds for which all invariants are equal to the multiplicity (Theorem
4.3(ii)), and also for non-regular Cohen–Macaulay local rings of minimal
multiplicities where all invariants are equal to 2, provided the residue ﬁelds
are inﬁnite (Corollary 3.7).
In Section 1 we describe drsA in a way that does not involve Matlis du-
als. This description immediately shows that drsA = 

A, where 

A
denotes the generalized Loewy length deﬁned in [D2] (see Remark 1.5).
We thus have drsA = drsAˆ because 

A is known to be stable under
completion (see [HS], for example). We also establish inequalities between
the corresponding invariants of A and A/xA, where x is a non zero-divisor
of A.
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In Section 2 we study the behavior of these invariants under ﬂat base
change. Most of the results in this section deal with inequalities, except
for two equalities colA = colAx		 and rowA = rowAx		 in The-
orem 2.10.
Section 3 deals with Cohen–Macaulay local rings where three invariants
in (ii) above are deﬁned—if A is not Cohen–Macaulay, then the Bass con-
jecture says that no ﬁnitely generated A-modules are of ﬁnite injective di-
mension and the canonical element conjecture implies that rowA = ∞
(see [KL, Remarks 1.7(i)]). We show that, for a complete local ring A,
fpdA ≤ ﬁdA, which may be strict in general. For local rings with in-
ﬁnite residue ﬁelds, we establish the inequality multA ≥ drsA − 1 +
edimA − dimA, which implies that each invariant is bounded by the
multiplicity. When A is not regular local, our bound in terms of drsA
is sharper than the well known bound (see [Ab], for example) multA ≥
1 + edimA − dimA because drsA ≥ 2 (see Proposition 1.3). We also
show that, for a non-regular local ring A with inﬁnite residue ﬁeld, all these
invariants are equal to 2 if and only if A is of minimal multiplicity.
In Section 4 we show that each invariant and its “dual,” e.g., colA
and rowA, have the same value for Gorenstein local rings. We also show
that all invariants agree with the multiplicity for hypersurface rings with
inﬁnite residue ﬁelds, and such hypersurface rings are characterized, up to
completion, as the rings such that multA = crsA.
Although all rings we consider in this paper are commutative, Noetherian
with identity, and all modules are unital, we emphasize the Noetherian
property in our statements. We use the usual notation EA/ for the
injective hull of A/ and M∨ for Matlis dual HomA− EA/.
1. BASIC PROPERTIES
In this section we recall the invariants deﬁned in [KL]. We deﬁne two
more invariants which are simpler to deal with. One of them is equal to
the generalized Loewy length deﬁned in [D2] (see Remark 1.5). We show
that the conjecture in the Introduction holds for local rings of depth 0. We
also establish inequalities between the corresponding invariants of A and
A/xA, where x is a non zero-divisor of A.
We remark at the end of the section that all results in this section are
valid for generalized local rings.
Deﬁnition 1.1. Let A be a Noetherian local ring. In deﬁning
rowA, ﬁdA, and drsA below, we assume that A is Cohen–Macaulay.
We denote by ϕiM the ith map in a minimal resolution of a ﬁnitely
generated A-module M . We also use the usual notation SocM =
HomAA/M to denote the socle of M .
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(i) colA = inft ≥ 1: for each ﬁnitely generated A-module of
inﬁnite projective dimension, each column of ϕiM contains an element
outside t , for all i > 1 + depth A. rowA = inft ≥ 1: for each ﬁnitely
generated A-module of inﬁnite projective dimension, each row of ϕiM
contains an element outside t , for all i > depth A.
When A is regular local we interpret the above deﬁnition as colA =
rowA = 1.
(ii) fpdA = inft ≥ 1 SocN ⊂ tN for some ﬁnitely generated
A-module N of ﬁnite projective dimension. ﬁdA = inft ≥ 1 SocT  ⊂
tT for some ﬁnitely generated A-module T of ﬁnite injective dimension.
(iii) crsA = inft ≥ 1 SocA/x ⊂tA/x for some maximal
regular sequence x = x1 · · ·  xd. drsA = inft ≥ 1 SocA/x∨ ⊂
tA/x∨ for some system of parameters x = x1     xn.
Remark 1.2. We deﬁned the new invariants crsA and drsA because
they are easier to deal with. We remark that in some cases the ideals gen-
erated by the regular sequences may replace the role of all ideals of ﬁnite
projective dimension. For example, Jothilingam and Mangayarcarassy [JM]
improved the result of Foxby [F] to: if a ﬁnitely generated A-module M has
the property that projdimAM/IM <∞ for all ideals I generated by regular
sequences, then either M is free or A is regular local. In [F] it is required
that the condition be satisﬁed for all ideals of ﬁnite projective dimension.
Also, the conjecture of Ding in [D2] implies that for a Gorenstein local ring
A if t is contained in an ideal of ﬁnite projective dimension, then it
is contained in an ideal generated by some system of parameters because
the Auslander δ-invariant of A/I is positive whenever projdim I <∞.
The invariants above are related by the following inequalities:
Proposition 1.3. Let A be a Noetherian local ring.
(i) 1 ≤ colA ≤ fpdA ≤ crsA <∞.
(ii) If A is Cohen–Macaulay, then 1≤ rowA≤ ﬁdA≤ drsA
<∞.
(iii) A is a regular local ring if and only if any, equivalently all, of the
invariants in (i) and (ii) is 1.
Proof. The inequalities involving crsA and drsA are immediate be-
cause the projective [resp. injective] dimension of A/x [resp. A/x∨] is
ﬁnite if x is a regular sequence. The rest are established in [KL, Proposition
1.6].
The following description of drsA is more convenient to use.
Proposition 1.4. Let A be a Cohen–Macaulay local ring of dimen-
sion n.
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(i) drsA = inf t ≥ 1  tA/x = 0 for some system of parame-
ters x = x1     xn
(ii) crsA ≤ drsA.
Proof. (i) Since A/x is a cyclic module, SocA/x∨) is one-
dimensional. Hence SocA/x∨ ⊂ tA/x∨ if and only if
tA/x∨ = 0, which implies that drsA = inft ≥ 1  tA/x∨ =
0 for some system of parameters x. The conclusion now follows because
A/x and A/x∨ have the same annihilators.
(ii) crsA = inft  SocA/x ⊆ tA/x for some system of
parameters x ≤ inft  tA/x = 0 for some system of parameters x =
drsA.
Remark 1.5. In [D2] Ding deﬁned the generalized Loewy length of a
local ring A as


A = inf{t  t ⊆ x for some system of parameters x = x1     xn}
which is precisely the description in Proposition 1.4(i). Hence drsA =


A for a Cohen–Macaulay local ring A.
The comparison in (ii) above clearly shows that the inequality can be
strict, but we include a simple example:
Example 1.6. Let A = KXY 		/X2XYY 3 = Kx y		, where
K is a ﬁeld. Let  denote the maximal ideal x y. Since 3= 0 and
2=y2 = 0, drsA = 3 by Proposition 1.4(i). On the other hand,
crsA ≤ 2 (in fact 2 as A is not regular) because SocA = x y2 ⊆ 2.
Thus crsA < drsA.
We now show that the conjecture holds for local rings of depth 0.
Proposition 1.7. Let A be a Noetherian local ring of depth 0.
(i) colA = fpdA = crsA.
(ii) If dim A = 0, then rowA = ﬁdA = drsA.
Proof. (i) By Proposition 1.3(i), we only need to show that colA ≥
crsA. Since free modules are the only modules of ﬁnite projective dimen-
sion when depth A = 0, crsA = inft ≥ 1  SocA ⊆ t, and hence
SocA ⊆ crsA−1. Let  = x1     xs and SocA = y1     yq.
Letϕ1 A → As be the map deﬁned by 1 × s matrix x1 · · ·xs	 and let
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ϕ2 Aq → A be the map deﬁned by q× 1 matrix y1 · · · yq	t . Then the ﬁrst
two maps of a minimal resolution of Coker ϕ1 are
· · · → Aq ϕ2−→ A ϕ1−→ As → Coker ϕ1 → 0
Since the entries of ϕ2 (2 > 1 + depth A) are in SocA ⊆ crsA−1,
colA ≥ crsA by the deﬁnition of colA.
(ii) By Proposition 1.3(ii) we only need to show that rowA ≥
drsA. It sufﬁces to show that rowA = 0 because drsA = inft ≥ 1 
t = 0 by Proposition 1.4(i). If rowA = 0, choose a nonzero element
x ∈ rowA and let ϕ1 = x	 A→ A be the multiplication by x. Then ϕ1
is the ﬁrst map in a minimal resolution of A/xA. This contradicts the deﬁ-
nition of rowA because the only entry x of ϕ1 (1 > depth A) belongs to
rowA.
With Proposition 1.7 one naturally hopes to ﬁnd a non zero-divisor x
such that each invariant of A/xA equals the corresponding invariant of
A so that the conjecture would follow by the induction on depth. The
next proposition establishes only the inequalities between corresponding
invariants of A and A/xA.
Proposition 1.8. Let A be a Noetherian local ring. Let x be a non
zero-divisor of A.
(i) colA ≤ colA/xA, fpdA ≤ fpdA/xA, and crsA ≤
crsA/xA.
(ii) If A is Cohen–Macaulay, then rowA ≤ rowA/xA, ﬁdA ≤
ﬁdA/xA, and drsA ≤ drsA/xA.
Proof. The inequalities for crs(-) and drs(-) are immediate from the
deﬁnition of crs(-) and the description of drs(-) in Proposition 1.4(i).
The inequality for fpd(-) follows from the fact that if M is a ﬁnitely
generated A/xA-module of ﬁnite projective dimension over A/xA,
then the projective dimension of M as an A-module is also ﬁnite be-
cause projdimA A/xA = 1. Similarly the inequality for ﬁd(-) follows
from the fact that if T is a ﬁnitely generated A/xA-module of ﬁnite
injective dimension over A/xA, then the injective dimension of T as
an A-module is also ﬁnite because, for each prime ideal  of A con-
taining x, injdimA EA/xAA/ = 1, which can be checked by applying
HomA− EAA/ to the exact sequence 0→ A
x→ A→ A/xA→ 0.
To see the inequalities for col(-) and row(-), we may assume that A
is not a regular local ring by Proposition 1.3(iii). We will show only the
inequality for col (-) as the argument for row(-) is almost identical. By the
deﬁnition of colA, we can ﬁnd a ﬁnitely generatedA-moduleM of inﬁnite
projective dimension such that for some j > 1+ depth A, all the entries of
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some column of ϕj are contained in colA−1, where F• ϕ• is a minimal
resolution of M . Since TorAi A/xAM = 0 for all i > 1, F• ⊗A A/xAj≥1
is a minimal resolution of Coker ϕ2 ⊗ 1. Since depth A/xA = depth A− 1
and ϕj ⊗ 1 (j ≥ 1) is the j − 1st map of F• ⊗A A/xAi≥1, colA/xA >
colA − 1.
We close this section with a remark that all the results in this section are
valid for generalized local rings because the only facts used, other than the
minimal resolutions, are
(i) the use of Matlis dual in Proposition 1.4, which is valid in the
graded case because the maximal homogeneous ideal is a maximal ideal,
and
(ii) the fact used in Proposition 1.8 that injdimAEA/xAA/ = 1,
which is clearly valid in the graded case.
2. THE BEHAVIOR OF THE INVARIANTS UNDER
FLAT BASE CHANGE
In this section we investigate the behavior of the invariants under ﬂat
base change. One expects that the invariants should be stable under com-
pletion and power series extensions, but we are able to show only the in-
equalities except for col(-) and row(-) which remains the same in the power
series extensions. We remark at the end of the section that all results in this
section are valid for generalized local rings.
To efﬁciently handle the invariants col(-) and row(-) we use the depth
of a module to improve the bound for i in their deﬁnitions. We ﬁrst recall
that if α•: F• ϕ• → G• ψ• is a map of complexes, then the mapping
cone Mα••• of α• is a complex such that
Mα•i = Gi ⊕ Fi−1 and i =
[
ψi 0
αi−1 −ϕi−1
]

There is a long exact sequence of homologies arising from the exact se-
quence of complexes 0→ G• →Mα•• → F•−1 → 0
· · · → HiG• → HiMα•• → Hi−1F• → Hi−1G• → · · · 
where the connecting homomorphisms are induced by α•.
Lemma 2.1. Let A be a Noetherian local ring. Let M be a ﬁnitely
generated A-module, and let F• ϕ• be its minimal resolution. Let x F• →
F• denote the map of complexes such that the map at each degree is a multi-
plication by x ∈ . If x is a non zero-divisor on M , then the mapping cone
Mx•• is a minimal resolution of M/xM .
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Proof. The conclusion follows from the long exact sequence of homolo-
gies associated with the mapping cone Mx••.
We now state the improved bound involving depth M .
Theorem 2.2. Let A be a Noetherian local ring and let M be a
ﬁnitely generated A-module of inﬁnite projective dimension. Let F• ϕ• de-
note a minimal resolution of M .
(i) For each i > 1+ depth A− depth M , each column of ϕi contains
an element outside colA. In particular, if each element of some column of ϕi
is contained in q for some i > 1+ depth A− depth M , then q < colA.
(ii) If A is Cohen–Macaulay, then for each i > depth A − depth M ,
each row of ϕi contains an element outside rowA. In particular if each ele-
ment of some row of ϕi is contained in q for some i > depth A− depth M ,
then q < rowA.
Proof. (i) We use induction on j = depth M . If j = 0, the conclu-
sion is just the deﬁnition of colA. Assume this is true for all ﬁnitely
generated A-modules N of depth j and let depth M = j + 1. Since
depth M = j + 1 > 0, we can ﬁnd a non zero-divisor x of M . By Lemma
2.1, the mapping cone Mx•• is a minimal resolution of M/xM with
q+1 =
(
ϕq+1 0
xI −ϕq
)

Since depthM/xM = j and the columns of ϕq and the columns in the right
half of q+1 are identical except for the zeros, the conclusion follows by
induction hypothesis.
(ii) The proof is entirely similar except that we have to choose a non
zero-divisor x in rowA so that the rows in the bottom half of q+1 and
those of ϕq have the same properties.
Remark 2.3. (i) If M = syzkN for some N , where k = depthM and
syzk(-) denotes the kth syzygy in the minimal resolution, then Theorem 2.2
is immediate from the deﬁnition of colA because ϕi is the i+ kth map
in a minimal resolution of N . (See [EG, Theorem 3.8] for conditions for kth
syzygy.) The use of the mapping cone allows us to carry certain information
on ϕi (depth M)-steps to the left.
(ii) Theorem 2.2 has a rather interesting consequence:
If J = 0 is an ideal of a one-dimensional Cohen–Macaulay local ring
A such that depth A/J = 1, e.g., J is a minimal prime, then J ∩
rowA ⊆ J. (Proof: Since the ﬁrst map of a minimal resolution of A/J
is a column matrix consisting of a set of minimal generators of J, the con-
clusion follows from Theorem 2.2(ii).)
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Using Theorem 2.2(i), we may extend some of the results in [E, Du] as
follows:
Corollary 2.4. LetM be a ﬁnitely generated module of inﬁnite projective
dimension over a Noetherian local ring A.
(i) If i > depth A− depth M , then syziM has no free summands.
(ii) IfM is a Cohen–Macaulay module (not necessarily maximal), then
syziM has no free summands for i = depth A− depth M .
Proof. (i) As was pointed out in [KL, Proposition 2.2(i)], if syziM
has a free summand, then the i + 1st map in the minimal resolution of
M would have a column of zeros, which contradicts Theorem 2.2(i).
(ii) By (i) we only need to prove (ii) for i < depth A − depthM .
Since depth A− dim M ≤ depthAnn M A (see [PS, Lemma 4.8], for exam-
ple) and M is Cohen–Macaulay, i < depthAnn M A. Thus syz
i M has no free
summands by [KL, Proposition 2.2(ii)].
We need the following lemma to apply Theorem 2.2 to a ﬂat base change.
Lemma 2.5. Let ϕ A → B be a local homomorphism of
Noetherian local rings. Let M be a ﬁnitely generated A-module.
(i) If N is a ﬁnitely generated B-module which is ﬂat over A, then
depthM ⊗A N = depthM + depthN/N [M, Theorem 23.3].
(ii) If ϕ is ﬂat, then depthM ⊗A B − depthM = depth B −
depthA
Proof. (ii) Applying (i) with N = B, we get
depthM ⊗A B = depth M + depth B/B
Applying (i) again with M = A and N = B, we get
depth B = depth A+ depth B/B
Now the equality is clear.
The next two propositions establish inequalities between corresponding
invariants under ﬂat base change.
Proposition 2.6. Let f  A → B be a ﬂat local homomorphism
of Noetherian local rings.
(i) colA ≤ colB.
(ii) If A and B are Cohen–Macaulay, then rowA ≤ rowB.
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Proof. We only prove (i) as the argument for (ii) is identical. (i) By the
deﬁnition of colA, there is a ﬁnitely generated A-module M of inﬁnite
projective dimension such that for some q > 1 + depth A, every entry of
some column of ϕq is in colA−1, where F• ϕ• is a minimal resolution of
M . Since f is ﬂat and f  ⊆ , F• ⊗A Bϕ• ⊗ 1 is a minimal resolution
of M ⊗A B and every entry of some column of ϕq ⊗ 1 is in colA−1. Since,
by Lemma 2.5,
q > 1+ depth A
= 1+ depth B + depth M − depthM ⊗A B
≥ 1+ depth B − depthM ⊗A B
colA − 1 < colB by Theorem 2.2(i).
Proposition 2.7. Let f  A → B be a ﬂat local homomorphism
of Noetherian local rings such that B/B is regular.
(i) fpdB ≤ fpdA and crsB ≤ crsA.
(ii) If A and B are Cohen–Macaulay, then ﬁdB ≤ ﬁdA and
drsB ≤ drsA.
Proof. We ﬁrst reduce to the case when B/B is a zero-dimensional
regular local ring; i.e.,  = B. Suppose that dim B/B = n > 0 and
choose x1     xn ∈ B such that x¯1     x¯n is a regular system of pa-
rameters of B/B. Since B is ﬂat over A, x1 · · ·  xn is a B-sequence
and Bn = B/x1     xnB is ﬂat over A (see [M, Corollary of Theorem
22.5]). We note that Bn/Bn is zero-dimensional regular. By Proposition
1.8 (e.g., fpdB ≤ fpdBn ≤ fpdA, etc.), it sufﬁces to prove the inequal-
ities for Bn.
We now assume that B = . We ﬁrst note that since f is faithfully ﬂat,
projdimB M ⊗A B = projdimAM for any ﬁnitely generated A-module M .
We also have injdimB M ⊗A B = injdimA M because ExtiAA/M ⊗A
B ∼= ExtiBB/BM ⊗A B = ExtiBB/M ⊗A B. We claim that:
if SocM ⊆ tM then SocM ⊗A B ⊆ tM ⊗A B
To prove the claim, we choose an element x ∈ SocM −tM to construct
the following commutative diagram:
A/ M
M/tM
α
β
π
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where π is the natural map and α is deﬁned by α1¯ = x. We note that
α and β = π ◦ α are injective. Applying (-) ⊗A B we get the following
commutative diagram:
B/ ∼= A/⊗A B M ⊗A B
M/tM ⊗A B ∼= M ⊗A B/tM ⊗A B
α⊗1
β⊗1
π⊗1
Since f is ﬂat, β⊗ 1 is injective, and hence SocM ⊗A B ⊆ tM ⊗A B.
Now the claim is proved, and the inequalities concerning fpd(-) and ﬁd(-)
follow. For crs(-) and drs(-) we only need one more observation that if
x = x1     xq is an A-sequence, then ϕx is a B-sequence and A/x ⊗A
B ∼= B/ϕx.
Corollary 2.8. Let A be a Noetherian local ring and let Aˆ be its
completion.
(i) colA ≤ colAˆ ≤ fpdAˆ ≤ fpdA.
(ii) If A is Cohen–Macaulay, then rowA ≤ rowAˆ ≤ ﬁdAˆ ≤
ﬁdA.
Proof. The inequalities follow from Propositions 2.6 and 2.7.
Remark 2.9. (i) Since every algebra over a ﬁeld K is ﬂat and fpdK =
1, some condition, like B/B being regular, is needed in Proposition 2.7
to bound the invariants of B by those of A.
(ii) It is easy to check that Corollary 2.8.(i) holds with crs(-) in places
of fpd(-) and (ii) holds with drs(-) in places of ﬁd(-).
We now apply the results to the power series ring extensions.
Theorem 2.10. Let A be a Noetherian local ring and let X be an
indeterminate.
(i) colA = colAX		 ≤ fpdAX		 ≤ fpdA.
(ii) If A is Cohen–Macaulay, then rowA= rowAX		≤ ﬁdAX		
≤ ﬁdA
In particular if colA = fpdA [resp. rowA = ﬁdA], then the same
holds for AX		.
Proof. Since the natural map A→ AX		 is a ﬂat local homomorphism
and AX		/X ∼= A, the equalities follow from Propositions 2.6 and 1.8.
The ﬁrst inequalities in (i) and (ii) follow from Proposition 1.3 and the
seconds hold by Proposition 1.8.
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Remark 2.11. Theorem 2.10 holds for AX	X in places of AX		 by
the same argument. Theorem 2.10 also holds for crs(-) [resp. drs(-)] in
places of fpd(-) [resp. ﬁd(-)].
We include one simple example.
Example 2.12. Let A = KX1    Xn		/Xα11     X
αq
q , where K is a
ﬁeld and 1 ≤ q ≤ n. Let R = KX1    Xq		/Xα11     X
αq
q . Since R is
zero-dimensional Gorenstein, it is easy to check that drsR = crsR (or
see Proposition 4.1). Hence, by Proposition 1.7, all six invariants of R are
equal to drsR which can easily be checked to be 
 = 1+∑1≤i≤qαi − 1.
Hence all six invariants of A are equal to 
 by Theorem 2.10 because
A = RXq+1    Xn		.
We close this section with remarks on the graded case. Since ExtiAN−,
the Ext in the graded category, is isomorphic to ExtiAN− when N is
ﬁnitely generated, Proposition 2.7 remains valid in the graded case. Since
the arguments given for the other results use only the minimal resolutions,
all results in this section are valid for generalized local rings if we
(1) replace AX		 in Theorem 2.10 by AX	 with degX > 0, and
(2) interpret Aˆ in Corollary 2.8 as the completion of A with respect
to the maximal (homogeneous) ideal .
3. THE INVARIANTS OF COHEN–MACAULAY RINGS
In this section we show that fpdA ≤ ﬁdA for a complete Cohen–
Macaulay local ring A. We also show, assuming that  has a reduction
generated by a system of parameters, that all invariants are bounded by the
multiplicity and non-regular rings of minimal multiplicity are characterized
by those with (all six) invariants 2. In the graded case we assume that A
is a homogeneous K-algebra, i.e., a generalized local rings A = ⊕d≥0Ad
such that A0 is a ﬁeld K and A is generated by A1 over K, whenever
an argument calls for a reduction generated by a homogeneous system
of parameters. (x + y is a reduction of the maximal homogeneous ideal
 = x y of A = KXY 	/XY  = Kx y	, but unless deg x = deg y, 
has no reduction generated by a homogeneous parameter.) We remark on
the graded case at the end of the section.
Most of the following lemmas are found in the proof of [PS, Theorem
4.10], but we state the properties in the form that is convenient for us to
quote. We also include a proof because it is rather short.
Lemma 3.1. Let A be a Noetherian local ring of depth d, and let Aˆ
be its completion. Let E = EA/ denote the injective hull of A/ and
(-)∨ = HomA− E.
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(i) For any A-modules M and N , ExtiAMN∨ ∼= TorAi MN∨.
(ii) If M is a ﬁnitely generated A-module, then ExtiAEM = 0, for
all 0 ≤ i < d.
(iii) If T is a ﬁnitely generated A-module of ﬁnite injective dimension,
then the projective dimension of ExtdAET  over Aˆ is d − depth T .
Proof. (i) Let F• be a projective resolution of M . Then
ExtiAMN∨ = HiHomF•N∨ ∼= HiF• ⊗N∨
∼= HiF• ⊗N∨ = TorAi MN∨
(ii) Applying (-)⊗A Aˆ we may assume that A is complete. Since M∨
is Artinian, we may write M∨ = lim
−→
t
Nt , where each Nt is a module of ﬁnite
length. For all 0 ≤ i < depth A,
ExtiAEM ∼= ExtiAEM∨∨ ∼= ExtiA
(
E
(
lim
−→
t
Nt
)∨)
∼=
(
TorAi
(
E lim
−→
t
Nt
))∨
∼=
(
lim
−→
t
TorAi NtA∨
)∨ ∼= lim
←−
t
TorAi NtA∨∨
∼= lim
←−
t
ExtiANtA = 0
(iii) Let I• δ• be a minimal injective resolution of T (of length
d). Since Supp E = , HomAE I• ∼= HomAEH0I•. Since
HomAEE ∼= Aˆ, it follows from (ii) that HomAEH0I• is a minimal
resolution of ExtdAET  of length d − depth T .
Remark 3.2. We note that if the injective dimension of T is inﬁnite, then
the projective dimension of Coker HomAE δd−1 is d − depth T by the
same argument given for (iii).
The following proposition shows that fpdA ≤ ﬁdA for a complete
Cohen–Macaulay ring A.
Proposition 3.3. Let A be a Cohen–Macaulay local ring. Then
fpdAˆ ≤ ﬁdAˆ ≤ ﬁdA
Proof. Since the second inequality has been shown in Corollary 2.8,
we may assume that A is complete in showing the ﬁrst inequality. Write
d = depth A, t = ﬁdA, and E = EA/. By the deﬁnition of ﬁdA,
there exists a ﬁnitely generated A-module T of ﬁnite injective dimension
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such that SocT  ⊆ tT . Since the depth of T is necessarily 0, Lemma
3.1(iii) implies that ExtdAET  is a ﬁnitely generated A-module such
that projdimA Ext
d
AET  = d, and hence of depth 0 by the Auslander–
Buchsbaum formula. Thus it sufﬁces, by the deﬁnition of fpdA, to
show that SocExtdAET  ⊆ t ExtdAET . Since SocT  ⊆ tT , we
can choose an element x ∈ SocT  − tT to construct the commutative
diagram
A/ T
T/tT
α
β
π
where π is the natural map and α is deﬁned by α1¯ = x. We note that α
and β = π ◦ α are injective. Applying ExtdAE− to the diagram above,
we get the following commutative diagram:
ExtdAEA/ ExtdAET 
ExtdAET/tT 
α′
β′
π ′
Since ExtdAE− is left exact for ﬁnitely generated A-modules by Lemma
3.1(ii), α′ and β′ are injective. Since  kills ExtdAEA/,
α′ExtdAEA/ ⊆ SocExtdAET 
Since t annihilates ExtdAET/tT , π ′t ExtdAET  = 0. Since
0 = β′ExtdAEA/ = π ′α′ExtdAEA/ ⊆ π ′SocExtdAET 
SocExtdAET  ⊆ t ExtdAET . The proof is now complete.
Remark 3.4. (i) Example 1.6 shows that the inequality in Proposition
3.3 can be strict because ﬁdA = drsA and fpdA = crsA for a
Cohen–Macaulay local ring A of dimension 0.
(ii) We showed that crsA ≤ drsA in Proposition 1.4(ii), but the
expected inequality colA ≤ rowA seems difﬁcult to prove.
We say that a system of parameters x = x1     xn of a local ring A
is a reduction of the maximal ideal  if the ideal x is a reduction of
; i.e., xr = r+1 for some r. For the next result (and the later ones
that depend on it) we assume that A has a system of parameters x which
is a reduction of , e.g., A/ is inﬁnite (see [NR, M]), to use the fact
that 
A/x, the length of A/x, is equal to multA, the multiplicity
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of A. Using the invariant drsA, as was done in [D1] with the index of a
Gorenstein local ring, we extend the well known inequality multA ≥ 1+
edimA− dimA, where edimA = dimA//2 denotes the embedding
dimension.
Theorem 3.5. Let A be a Cohen–Macaulay local ring.
(i) colA ≤ multA and rowA ≤ multA
Assume further that A has a system of parameters which is a reduction of
; e. g., A/ is inﬁnite.
(ii) multA ≥ drsA − 1 + edimA− dimA.
(iii) multA ≥ drsA In particular all six invariants are bounded by
multA.
Proof. (i) Completing A and extending its coefﬁcient ring, we obtain
a Cohen–Macaulay ring B  such that B is faithfully ﬂat over A, B/ is
inﬁnite, and multB = multA. Since colA ≤ colB [resp. rowA ≤
rowB] by Proposition 2.6, the conclusion follows from (iii).
For the rest of the proof we may assume that A is not a regular local
ring (hence drsA ≥ 2) because the assertions are trivial otherwise.
(ii) The same reasoning given in [D1] with the index of a Gorenstein
ring in place of drsA applies to this case, but we reproduce the argument
for completeness. Let x = x1     xd be a reduction of . If q is the small-
est integer such that q ⊆ x, then 2 ≤ drsA ≤ q by Proposition 1.4(i).
Since x is a reduction of , the images of x1     xn in /2 are linearly
independent, and hence 
/2 + x = edimA− dimA, where 
(-) de-
notes the length of a module. We also get 
2 + x/x ≥ q − 2 from
the ﬁltration
xq−1 + x · · · 2 + x
We now compute the multiplicity:
multA = 
A/x
= 
A/ + 
/2 + x + 
2 + x/x
= 1+ edimA− dimA + 
2 + x/x
≥ 1+ edimA− dimA + q− 2
≥ drsA − 1 + edimA− dimA ∗∗
Thus (ii) is proved and the ﬁrst statement of (iii) follows from (ii) because
edimA− dimA ≥ 1 when A is not regular local. The second statement of
(iii) follows from Propositions 1.3 and 1.4.
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Remark 3.6. Theorem 3.5(ii) holds with any one of the six invariants
in places of drsA because drsA is the biggest among the invariants by
Propositions 1.3 and 1.4. The argument for (i) does not work for the other
invariants because of the direction of the inequalities in Proposition 2.7.
(See Example 4.8.)
The following Corollary follows immediately from Theorem 3.5 and
[S, Theorem 1], but we include a proof for the convenience of the reader.
Corollary 3.7. Let A be a non-regular Cohen–Macaulay local ring
such that some system of parameters is a reduction of ; e. g., A/ is inﬁnite.
Then A is of minimal multiplicity, i.e., multA = 1 + edimA − dimA, if
and only if all of its six invariants are equal to 2.
Proof. If A is of minimal multiplicity, then drsA ≤ 2 by Theorem
3.5(ii). Since all invariants are bounded by drsA and A is not regular lo-
cal, all invariants are equal to 2. Conversely, if drsA = 2, then there is a
system of parameters x = x1     xd of A such that 2 ⊆ x. It sufﬁces to
show that x = 2 because we may then apply ∗∗ in the proof of Theo-
rem 3.5 with the reduction x of . For any y ∈ 2 ⊂ x write y = )rixi.
If every ri is in , we are done. Suppose that some ri is a unit, say r1 = 1.
Then x¯1 = y¯ ∈ 2, and hence ¯2 = x¯1, where ¯· denotes the image
in !A = A/x2     xd. Since x¯1 is a non zero-divisor, projdim ¯2 < ∞,
which forces !A (and hence A) to be regular local. (See [LV], for example.)
This contradicts our assumption.
We close this section with remarks concerning the graded case. Let A =⊕
d≥0Ad  =
⊕
d>0Ad be a generalized local ring. Since  is a maximal
ideal, EAA/ = EAA/, and hence HomAEAA/ EAA/ ∼=
Aˆ, where EAA/ denotes the injective hull in the category of -graded
A-modules and Aˆ denotes the completion of A with respect to . Lemma
3.1 and Proposition 3.3 are valid for a generalized local ring A if we
replace EAA/ with EAA/ and interpret Aˆ as the completion of A
with respect to . For Theorem 3.5 and Corollary 3.7 we need to assume
that A has a homogeneous system of parameters which is a reduction of
, e.g., a homogeneous K-algebra where K is an inﬁnite ﬁeld.
4. THE INVARIANTS OF GORENSTEIN AND
HYPERSURFACE RINGS
In this section we show that each pair of invariants in Deﬁnition 1.1, e.g.,
colA and rowA, have the same value for Gorenstein local rings. We
show that all our invariants agree with the multiplicity for hypersurface rings
with inﬁnite residue ﬁelds, and this equality characterizes such hypersurface
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rings up to completion. We remark at the end of the section that all results
in this section are valid for homogeneous K-algebras where K is an inﬁnite
ﬁeld.
Proposition 4.1. Let A be a Gorenstein local ring.
(i) colA = rowA
(ii) fpdA = ﬁdA
(iii) crsA = drsA.
Proof. (ii) follows from the fact that if M is a ﬁnitely generated
A-module, then projdimAM <∞ if and only if injdimAM <∞. (See,
for example, [LV]. Also see [Shr, AB] for a stronger statement that ev-
ery ﬁnitely generated module of ﬁnite injective dimension has a ﬁnite
resolution by direct sums of the canonical module.)
For (iii) we note that since A/x is zero-dimensional Gorenstein
for each system of parameters x = x1     xd, its one-dimensional
SocA/x is t−1A/x, where t = tx is the smallest integer such that
tA/x = 0. Now (iii) follows from the deﬁnition of crsA and the
description of drsA in Proposition 1.4(i).
In proving (i) we may assume that A is not a regular local ring by Propo-
sition 1.3(iii). Let d = dimA = depthA. We only show that colA ≥
rowA because a reason for the reverse inequality is slightly simpler but
almost identical. By the deﬁnition of rowA, there is a ﬁnitely generated
A-module M of inﬁnite projective dimension such that every entry of some
row, say the last row, of ϕj belongs to rowA−1 for some j > depthA,
where
F• ϕ•  · · · → Ani+1
ϕi+1−→ Ani ϕi−→ Ani−1 → · · · → An0 → 0
is a minimal resolution of M . Let (-)∗ = HomA−A. Since injdimA =
depthA = d,
HomAF•A  · · · ← Ani+1
∗ ϕ
∗
i+1←− Ani∗ ϕ
∗
i←− Ani−1∗ ← · · · ← An0∗ ← 0
is exact for all i > depth A. Let 
 = j + 2 + d and consider the truncated
complex
HomAF•Ad≤i≤
  And
∗ ϕ
∗
d+1−→ And+1∗ → · · · → An
−1∗ ϕ
∗

−→ An
∗ → 0 ∗
which is a part of a free resolution of Cokerϕ∗
 . If j = d + 1, then the
rows of ϕ∗j = ϕ∗d+1 may not be a set of minimal generators of Kerϕ∗d+2
because ExtdAMA may not be 0. However, we may replace ϕ∗d+1 with a
submatrix whose rows minimally generate Kerϕ∗d+2 so that ∗ is a part of a
minimal resolution of Cokerϕ∗
 . If j ≥ d + 2, ϕ∗j is always minimal because
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Extj−1A MA = 0. (We are always in this case for the reverse inequality as
j > d + 1.) Since ϕ∗j is the (2+ d)-th map in the resolution, and the entries
of the last column of ϕ∗j are in 
rowA−1 (this property of ϕ∗j is preserved
in taking a submatrix when j = d + 1), colA ≥ rowA by the deﬁnition
of colA.
Remark 4.2. If A is a Gorenstein local ring of dimension 0, then
all six invariants agree by Propositions 1.7 and 4.1.
A local ring A is said to be a hypersurface ring if it can be written in the
form A = S/fS, where S is a regular local ring.
Theorem 4.3. Let R be a Noetherian local ring.
(i) If x ∈ t −t+1 is a non zero-divisor of R, then colR/xR ≥ t.
(ii) If A is a hypersurface ring, then colA = multA. Moreover
if A has a system of parameters which is a reduction of , e. g., A/ is
inﬁnite, then all six invariants of A are equal to multA.
Proof. (i) Let F• ϕ• be a minimal resolution of R/t−1 over R.
Since x ∈ t = AnnR/t−1, the resolution G•• in Shamash’s the-
orem [Shm] below is a minimal resolution of R/t−1 over R/xR. Since the
2i+ 1st differential map 2i+1, for all i ≥ 0, is of the form
2i+1 =


ϕ2i+1 0 · · · 0
∗ −ϕ2i−1 · · ·

∗ ∗    0
∗ ∗ ∗ ±ϕ1


and every entry of ϕ1 belongs to t−1, all the entries of the last column of
2i+1 are in /xRt−1 for all i ≥ 0. Hence colR/xR ≥ t by the deﬁnition
of col(-).
(ii) Let A = S/fS, where S is a regular local ring and f ∈ t −
t+1. Since multA = t, colA = colS/fS ≥ multA by (i), and hence
each invariant ≥ multA by Propositions 1.3 and 4.1. Now the conclusion
follows from Theorem 3.5.
Theorem 4.4 [Shm]. Let A be a Noetherian local ring. Let M be a
ﬁnitely generated A-module, and let F• ϕ• be its minimal resolution. Let x
be a non zero-divisor of A such that xM = 0. Write R = A/xA.
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(i) There is a free resolution (not necessarily minimal) G•• of M
over R of the form
G• · · · Rn5 Rn4 Rn3 Rn2 Rn1 Rn0 0
⊕ ⊕ ⊕ ⊕
Rn3 Rn2 Rn1 Rn0
⊕ ⊕
Rn1 Rn0
ϕ1
ϕ1
ϕ1
where F• · · · → Ani
ϕi−→ Ani−1 → · · · → An1 ϕ1−→ An0 → 0
(ii) If x in (i) is in AnnM, then G•• is a minimal resolution
of M over R.
Remarks 4.5. We sketch a reason for a resolution G•• in The-
orem 4.4(i). Let F• ϕ• be a (minimal) resolution of M over A and!F• = F• ⊗A R. Since TorAi RM = 0, for all i > 1, !F• is a free com-
plex with nonzero homologies ∼=M only at degrees 0 and 1. We can deﬁne
a map of complexes α1•  !F•−1 → !F•,
· · · !Fi · · · !F1 !F0 0
· · · !Fi+1 · · · !F2 !F1 !F0 0
α
1
i+1 α
1
2 α
1
1
such that α11 induces an isomorphism on the homologies at degree 1.
Let G1• 1•  denote the mapping cone of
α1•  1i =
[
ϕ¯i 0
α
1
i−1 −ϕ¯i−2
]
and
G1•  · · · → !Fi ⊕ !Fi−2 → · · · → !F3 ⊕ !F1 → !F2 ⊕ !F0 → !F1 → !F0 → 0
By the long exact sequence associated with the mapping cone, we get
H0G1•  ∼= H3G1•  ∼= M and HiG1•  = 0, for i = 0 3. Repeating this
process, e.g., G2• is the mapping cone of α
2
•  !F•−3 → G1• , we get
complexes Gq• , for q ≥ 1, such that H0Gq•  ∼= H2q+1Gq•  ∼= M and
HiGq•  = 0, for i = 0 2q+ 1. Letting q→∞, we get an R-resolution G•
of M in Theorem 4.4(i).
See [G, K] for a construction of a free A/I-resolution of an A/I-module
M from A-resolutions of M and I for any ideal I.
We note that even if F• is minimal, G• may fail to be minimal because
of the slanting maps coming from αq• for q ≥ 1. (All horizontal maps are
minimal because they come from F•.) See [K] for a proof of Theorem 4.4(ii)
using mapping cone constructions of the resolutions.
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The next result characterizes the hypersurface rings up to completion in
terms of the invariant drsA.
Theorem 4.6. Let A be a Cohen–Macaulay local ring, and let Aˆ be
its completion. Suppose that A has a system of parameters that is a reduction
of ; e. g., A/ is inﬁnite. Then
Aˆ is a hypersurface ring if and only if drsA = multA
Proof. If Aˆ is a hypersurface ring, then colAˆ = multAˆ by Proposi-
tion 4.3(ii). Since drsA ≤ multA by Theorem 3.6, multA = multAˆ,
colAˆ ≤ drsAˆ by Proposition 1.3, and drsAˆ ≤ drsA by Remark 2.9,
we have the equality drsA = multA.
To prove the converse, we write, using the Cohen structure theo-
rem, Aˆ= S/I, where S is a complete regular local ring such that dim S
= edim S = edim Aˆ. We need to show that I is principal (including I = 0).
Since S is a unique factorization domain, it will sufﬁce to show that ht I ≤ 1.
Since ht I = dim S− dim Aˆ = edim Aˆ− dim Aˆ = edimA− dimA, we need
to show that edimA − dimA ≤ 1. This follows, when drsA = multA,
from Theorem 3.5(ii)
multA ≥ drsA − 1 + edimA− dimA
Hence Aˆ is a hypersurface ring.
Remark 4.7. Theorem 4.6 holds with crsA, fpdA, or ﬁdA in place
of drsA by the same argument. We cannot use colA or rowA be-
cause of the direction of the inequalities in Proposition 2.6. When A is
Gorenstein, Theorem 4.6 is a result of Ding [D1] in terms of indexA
which is known to be stable under completion (see [Au, HS]).
The following example in [HS, Example 3.2] shows that the existence of a
system of parameters, which is a reduction of the maximal ideal, is essential
for Theorems 3.5, 4.3, and 4.6.
Example 4.8. Let A = Fx y		/xyx+ y, where F is a ﬁeld with two
elements. We note that the hypersurface is chosen so that no parameter is
a reduction of . By Theorem 4.3(ii), colA = multA = 3. We claim
that for each a ∈ Fx y		 x y3 ⊂ a xyx + y in Fx y		. Since the
claim is equivalent to 3A ⊂ a¯A for any a¯ ∈ A, drsA > 3. In proving our
claim we may clearly assume that a ∈ 3. If a ∈  −2, we may assume,
after a suitable change of variables, that a = x+ (terms of degree ≥ 2). It
is easy to check that y3 ∈ a xyx + y because x divides xyx + y and
the leading form of a. If a ∈ 2 −3, we may write a = q + s, where q
is a form of degree 2 and s ∈ 3. Then the vector space of the leading
forms of degree 3 of the elements in the ideal a xyx + y is spanned
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by xq yq xyx+ y. Since the vector space of the forms of degree 3 in
x y3 is of dimension 4, x y3 ⊂ a xyx + y. We may further check
that drsA = 4 because x y4 ⊂ y − x2 xyx+ y.
We remark that if K is any ﬁeld with more than two elements, then
drsKx y		/xyx + y = 3 by Theorem 4.3(ii) because x + αy is a re-
duction of the maximal ideal for any α = 0 1.
We close this section with remarks on the graded case. Proposition 4.1,
Theorem 4.4, Theorem 4.3(i), and the ﬁrst statement of 4.3(ii) are valid
for generalized local rings, but the rest, which depend on the existence
of a system of parameters that is a reduction of the maximal ideal, are
valid for generalized local rings with a homogeneous system of parame-
ters that is a reduction of the maximal homogeneous ideal, e.g., homoge-
neous K-algebras where K is an inﬁnite ﬁeld. When A is a homogeneous
K-algebra where K is an inﬁnite ﬁeld, Theorem 4.6 may be stated as
A is a hypersurface ring if and only if drsA = multA
because A is already a homomorphic image of a polynomial ring over K.
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