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RESUMEN
El desarrollo del presente trabajo se enfoca en un problema de diseño terri-
torial proveniente de una empresa de bebidas ubicada en la ciudad de Monte-
rrey, Nuevo León. La empresa desea encontrar una partición de un conjunto de
unidades geográficas dentro de un determinado número de territorios de manera
que una medida de dispersidad en los territorios formados sea mı́nima. Además,
se requiere que los territorios sean balanceados con respecto a dos diferentes me-
didas de actividades en las unidades básicas (número de clientes y demanda de
producto) y que los territorios sean contiguos. Debido a su complejidad, este tipo
de problemas no se puede resolver por algoritmos exactos en un tiempo razona-
ble, especialmente para problemas de tamaño real.
Debido a lo anterior, se ha desarrollado una métodologı́a heurı́stica basada
en una técnica denominada Localización-Asignación para solucionar este proble-
ma. Esta técnica consiste en un proceso iterativo donde primeramente se localizan
centros que formarán territorios y después se asignan las unidades básicas a di-
chos centros. En la literatura revisada, se ha visto que esta técnica ha sido utilizada
con éxito para problemas de diseño territorial con una restricción de balance. En el
presente trabajo, se extiende esta técnica para poder manejar múltiples restriccio-
nes de balance además de restricciones de contigüidad simultáneamente. Además
se aplica una técnica de búsqueda local para mejorar la calidad de las soluciones
encontradas.
El análisis del problema de la empresa, ası́ como el estudio computacional
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que se realizó en este trabajo nos ha permitido lograr un perfecto entendimiento
del problema. Asimismo, se han identificado los elementos del problema que más
influyen en su complejidad. La metodologı́a desarrollada ha demostrado ser ca-
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4.4. Estrategia de Búsqueda Local . . . . . . . . . . . . . . . . . . . . . . 43
5. EVALUACIÓN EMPÍRICA 46
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Actualmente las empresas requieren estar al pendiente acerca de cómo sa-
tisfacer las necesidades de sus clientes. Sin embargo, muchas veces la manera en
que una empresa realiza las actividades necesarias para lograr este objetivo no es
la mejor. Para el éxito de una empresa es preciso llegar a dicho objetivo de forma
que los gastos asociados a ello sean mı́nimos.
El problema que se aborda en esta tesis proviene de una empresa embotella-
dora de bebidas ubicada en la ciudad de Monterrey, N. L, México. Esta empresa
necesita dividir el total de sus clientes ubicados en el área de toda la ciudad den-
tro de un determinado número de territorios de atención comercial de acuerdo a
ciertos requerimientos. Este problema, debido a sus caracterı́sticas, se clasifica en
la categorı́a de problemas de diseño territorial.
1.1. DESCRIPCIÓN DEL PROBLEMA
La ciudad de Monterrey ha sido nombrada como uno de los consumidores
más grandes de refrescos a nivel mundial [31], por lo tanto, la demanda de pro-
ducto y por ende la cantidad de puntos de venta de la empresa en cuestión, es
considerable. Debido a esto surge la necesidad de agrupar los puntos de venta
o clientes en territorios de manera que se faciliten las tareas administrativas que
realiza la empresa. La empresa busca dividir el conjunto de puntos de venta que
están distribuidos en el área de la ciudad dentro de territorios utilizando criterios
1
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económicos y geográficos bien definidos. La finalidad es tener una apropiada ad-
ministración de los puntos de venta, además de realizar un adecuado suministro
de la mercancı́a.
La empresa considera una manzana geográfica como unidad básica para for-
mar los territorios. Cada unidad básica posee una cantidad de clientes pertene-
cientes a la manzana representada, ası́ como una demanda igual a la suma de
las demandas de los clientes ubicados en dicha manzana. Sin embargo, debido al
tamaño de la ciudad, la cantidad de manzanas geográficas a tratar es extremada-
mente grande, por lo tanto la empresa realiza un agrupamiento previo donde
varias manzanas son consideradas como una sola unidad básica y las actividades
relacionadas con la cantidad de clientes y demanda son la suma de todas las man-
zanas geográficas consideradas dentro de la unidad básica.
En especı́fico, la empresa desea encontrar territorios que sean balanceados
respecto a dos medidas que son asociadas a las unidades básicas: número de
clientes y volumen de ventas. El principal propósito de este balance es equilibrar
la carga de trabajo que tiene la gente encargada del abastecimiento de los puntos
de venta ası́ como también la administración de órdenes de compra en los distin-
tos territorios. Otra consideración importante es la geografı́a de la ciudad ya que
los territorios deben estar formados por unidades básicas que sean alcanzables
entre sı́ dentro del mismo territorio. La finalidad aquı́ es que en una posterior
fase de ruteo sea posible viajar entre unidades del mismo territorio sin salir del
mismo. Esto evita situaciones perjudiciales a la empresa en las que un cliente que
necesita mercancı́a pueda ver pasar algún camión repartidor que no lo atiende de-
bido a que dicho cliente no pertenece al territorio asignado al camión repartidor.
Además, la empresa requiere que los territorios formados sean lo más compactos
posible, es decir, que las unidades básicas que pertenecen al mismo territorio se
encuentren relativamente cerca entre sı́. Por último, se desea construir un número
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especı́fico de territorios.
Justamente, la dificultad del problema radica en encontrar el mejor agru-
pamiento de las unidades básicas, de tal manera que los territorios formados cum-
plan con todos los requerimientos antes mencionados.
1.2. MOTIVACIÓN
Los problemas de diseño territorial han sido ampliamente estudiados; sin
embargo, en la literatura se observa que cada caso tiene sus particularidades que
hacen difı́cil su tratamiento de forma general, por lo que en ocasiones es necesario
construir herramientas especializadas para cada caso en particular. Cabe men-
cionar que el problema descrito en la sección anterior contiene caracterı́sticas que
no han sido tratadas previamente en la literatura especializada.
Se sabe además que debido a la naturaleza del problema, es posible formu-
larlo como un problema lineal entero mixto que puede ser resuelto con paquetes
de optimización disponibles en el mercado. Sin embargo, el tamaño de las instan-
cias reales es tal que los algoritmos exactos no pueden dar soluciones óptimas en
un perı́odo razonable de tiempo. Es por eso que para obtener soluciones satis-
factorias para instancias reales es necesaria una herramienta computacional que
proporcione soluciones que pueden no llegar a ser óptimas pero aún ası́ son de
alta calidad y obtenidas en un tiempo razonable.
Las razones expuestas previamente justifican la aplicación de algoritmos
aproximados de solución. En la literatura se ha estudiado un método aproximado
basado en una técnica denominada Localización-Asignación. Dicha técnica con-
siste de dos procesos iterativos donde primero son elegidos centros que repre-
sentan territorios y después las unidades básicas son asignadas a estos centros.
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Esta metodologı́a ha sido utilizada con relativo éxito para problemas de diseño
territorial que involucran una sola restricción de balance. En el presente trabajo
se extiende esta metodologı́a y se propone una adaptación para manejar múlti-
ples restricciones de balance además de restricciones de conectividad simultánea-
mente. Cabe destacar también que este tipo de estudio no ha sido reportado en la
literatura hasta donde se tiene conocimiento.
1.3. OBJETIVOS Y ALCANCE
El proyecto de tesis contempla diseñar y construir una herramienta com-
putacional basada en la técnica de Localización-Asignación que permita encontrar
soluciones adecuadas en un tiempo razonable para el problema descrito anterior-
mente. Para esto se consideran los siguientes objetivos particulares:
1. Efectuar un análisis detallado de datos, requerimientos, restricciones, condi-
ciones y objetivos mencionados por la empresa con la finalidad de lograr un
completo conocimiento del problema.
2. Estudiar la estructura matemática del problema, es decir, la formulación del
modelo matemático que representa el problema, con el fin de encontrar solu-
ciones exactas al problema y encontrar el tamaño máximo al que es posible
encontrar solución exacta.
3. Desarrollar e implementar la metodologı́a de solución basada en la técnica
de Localización-Asignación que permita encontrar soluciones al problema
de diseño de territorios.
4. Realizar un amplio estudio de la metodologı́a desarrollada con el fin de lo-
grar un conocimiento del comportamiento de dicha metodologı́a bajo dife-
rentes condiciones de instancias del problema.
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1.4. JUSTIFICACIÓN
El desarrollo de una metodologı́a basada en la técnica de Localización-Asig-
nación tiene su fundamento en el éxito que ha reportado en aplicaciones similares
del diseño de territorios. Sin embargo, esta técnica está diseñada para manejar una
sola restricción de balance. Por otra parte, la restricción de contigüidad o conexi-
dad tampoco es tomada en cuenta en publicaciones acerca de esta metodologı́a.
El trabajo en esta tesis propone una metodologı́a que logra una adaptación para
manejar múltiples restricciones de balance y además restricciones de contigüidad
simultáneamente.
1.5. HIPÓTESIS
En base al conocimiento adquirido a través de la revisión de literatura, co-
nocimiento del problema y estudio de técnicas de solución a problemas similares,
se ha desarrollado una metodologı́a basada en la técnica llamada Localización-
Asignación. La hipótesis es que este método propuesto es capaz de proporcionar
soluciones de buena calidad en tiempos razonables y que satisfacen todos los re-
querimientos del problema en cuestión.
1.6. ESTRUCTURA DE LA TESIS
En el presente capı́tulo se presentó la descripción general del problema de
diseño de territorios tratado en la tesis. Se planteó además el objetivo de la tesis,
la justificación e hipótesis de la misma. En el Capı́tulo 2 se realiza una revisión
de los antecedentes del problema de diseño de territorios. Se explican además al-
gunas técnicas de solución que han reportado buenos resultados en este tipo de
problemas. En el Capı́tulo 3 se explica detalladamente el modelo matemático para
representar el problema a resolver ası́ como sus supuestos, notaciones y su com-
plejidad computacional. En el Capı́tulo 4 se explica de manera detallada el algo-
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ritmo desarrollado para encontrar soluciones al problema de diseño de territorios.
Se profundiza en cada fase del algoritmo explicando además su complejidad y la
forma en que opera. En el Capı́tulo 5 se realiza el estudio empı́rico del algoritmo y
se describe la serie de experimentos que se ejecutaron para probar el desempeño
del mismo. También se describen las especificaciones de las instancias utilizadas
para la evaluación, ası́ como la forma de generarlas. Se explican también las ca-
racterı́sticas y parámetros utilizados en las instancias además de los aspectos a
evaluar del algoritmo. Además, se presentan los resultados obtenidos a partir de
los experimentos realizados. Se formula un grupo de hipótesis en relación al efec-
to de ciertas caracterı́sticas del problema sobre el desempeño del algoritmo y se
realiza un análisis estadı́stico de resultados. Para finalizar, el Capı́tulo 6 contiene
las conclusiones, aportaciones y posible trabajo futuro.
CAPÍTULO 2
DISEÑO DE TERRITORIOS Y SUS
ANTECEDENTES
El problema de diseño de territorios ha sido ampliamente estudiado tanto
por gente especializada en el área de investigación de operaciones ası́ como por
diversos especialistas, tales como geógrafos, polı́ticos, urbanistas o expertos en
mercadotecnia, en áreas donde suelen surgir problemas de diseño de territorios.
La finalidad del presente capı́tulo es ofrecer un panorama general sobre las
distintas aplicaciones que tienen los problemas de diseño de territorios en el mun-
do real. Se presenta el caso general de un problema de diseño de territorios y son
presentadas algunas particularidades y caracterı́sticas que sobresalen en los dis-
tintos tipos de aplicaciones.
Además, se explican algunas de las diversas técnicas que se han encontrado
en la literatura y que ofrecen soluciones para este tipo de problemas.
2.1. CRITERIOS TOMADOS EN CUENTA PARA EL DISEÑO
DE TERRITORIOS
Primeramente, necesitamos conocer los distintos criterios que pueden influir
en la forma de diseñar territorios. A continuación se enlistan los más comunes que
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se han encontrado en la literatura.
2.1.1. CRITERIOS GEOGRÁFICOS
Compacidad. Se busca que las unidades básicas que se encuentran en un te-
rritorio se encuentren relativamente cerca entre sı́. Este criterio en la mayorı́a de
los casos es de vital importancia. Aunque no existe la definición rigurosa de com-
pacidad, existen diferentes medidas que ayudan a representarla. La manera más
fácil de notar la importancia es pensando en recorrer un territorio. Obteniendo
territorios compactos se garantizarı́a que los costos de transporte sean mı́nimos.
En el caso de territorios polı́ticos, la compacidad proviene de un requerimiento
para tener una mejor organización.
Contigüidad. Los territorios deben ser geográficamente conexos. Esto para
que sea posible viajar dentro de los mismos sin salir del territorio.
Accesibilidad. Este tipo de restricciones tiene que ver con garantizar la accesi-
bilidad y evitar obstáculos como montañas, rı́os, etc.
2.1.2. CRITERIOS DEMOGRÁFICOS
Población. Este criterio es exclusivo del diseño de territorios polı́ticos. Se re-
quiere la igualdad de votantes para conservar el principio de equidad. Aunque es
imposible lograr la misma cantidad de votantes en cada territorio se utiliza una
tolerancia de desviación. Esta tolerancia varı́a de paı́s a paı́s.
Representación Minoritaria. Este criterio es utilizado en diseño de territorios
polı́ticos. La intención de este criterio es asegurarse que los votantes minoritarios
tengan la misma oportunidad de participar en el proceso polı́tico.
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2.1.3. CRITERIOS ORGANIZACIONALES
Número de territorios. Este número suele ser predeterminado por la fuerza de
ventas o incluso designado por algún asesor de la compañı́a en caso de diseño
de territorios de ventas. En el caso de territorios polı́ticos este número está dado
por la cantidad de representantes polı́ticos que sea necesario elegir. En algunos
trabajos, este número de territorios a formar es considerado como una variable a
optimizar.
Áreas básicas. Un área básica no siempre es un simple cliente. De hecho en la
práctica lo más común es que los clientes se agrupen por colonia, códigos postales
o incluso ciudades formando un área básica. Dependiendo del nivel que se elija
puede dificultarse el problema o inclusive las soluciones pueden no ser represen-
tativas de la realidad.
Asignación exclusiva de áreas básicas. En la práctica algunas áreas básicas re-
quieren ser parte de un determinado territorio ya sea por polı́tica de la empre-
sa en el caso de territorios de ventas o por algún acuerdo en el caso de territo-
rios polı́ticos. También incluso hay quienes manejan restricciones de asignación
conjunta, es decir, que algunas unidades básicas forzosamente necesitan ser asig-
nadas al mismo territorio.
Localización de representantes de ventas. Este criterio es exclusivo del diseño
de territorios de ventas. Debido a que los representantes de venta suelen tener
que visitar seguido a sus clientes, en ocasiones es necesario diseñar los territorios
pensando por ejemplo en minimizar costos de transporte.
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2.1.4. CRITERIOS BASADOS EN ACTIVIDADES
Balance. Este criterio es comúnmente utilizado en diseño de territorios de
ventas. Muchas veces es necesario que actividades que están relacionadas con las
unidades básicas tengan un balance en los distintos territorios. El motivo principal
es para lograr un equilibrio en la carga de trabajo o en la cantidad de clientes que
es necesario administrar por territorio.
2.1.5. CRITERIOS POLÍTICOS
Datos polı́ticos. Este criterio no es utilizado en un primer diseño de territorios.
Sin embargo, para un posterior rediseño de territorios algunos datos polı́ticos ge-
nerados en un perı́odo de tiempo pueden ser tomados en cuenta para un rediseño
de territorios.
2.2. DISEÑO DE TERRITORIOS
El diseño de territorios puede ser visto como la acción de agrupar un con-
junto de unidades básicas de una región geográfica en territorios o agrupaciones
con propósitos ya sea organizacionales, administrativos o comerciales. La apli-
cación de este tipo de problemas es muy amplia, algunas de las más conocidas
son el diseño de distritos polı́ticos, el diseño de territorios de ventas y el diseño
de zonas de servicios (emergencias, escolares, de salud, etc.)
Sin embargo, la idea general en cada caso es prácticamente la misma: el con-
junto de unidades básicas son agregadas a distritos o territorios. Comúnmente
primero son especificados los centros (pueden ser incluso ficticios) para represen-
tar un territorio y después se asignan las unidades básicas a estos centros (territo-
rios) tratando de optimizar algún objetivo y cumpliendo un conjunto de restric-
ciones preestablecidas.
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El problema entonces se puede definir como encontrar una partición de n
unidades básicas en p subconjuntos, donde p es el número de territorios que es
necesario formar, respetando un conjunto de restricciones tales como contigüidad,
compacidad, balance, etc.
El problema es generalmente reconocido como un problema de optimización
combinatoria y tiene semejanzas con el problema de agrupamiento y con el de
partición de conjuntos. Estos dos problemas han sido clasificados como NP-duros
(Garey y Johnson [17]). Es decir, que el problema es extremadamente difı́cil de
resolver en forma exacta para instancias suficientemente grandes. En la Sección
3.6 se realiza un estudio sobre el tamaño de las instancias que podemos resolver
de forma exacta para el problema abordado en esta tesis. Por esta razón en la li-
teratura la mayorı́a de las propuestas para solucionar este tipo de problema son
algoritmos heurı́sticos que buscan soluciones de buena calidad en un tiempo ra-
zonable. En las siguientes subsecciones se describen algunos de los trabajos más
destacados en las distintas categorı́as de diseño territorial.
2.2.1. DISEÑO DE TERRITORIOS DE ATENCIÓN COMERCIAL
El diseño de territorios de atención comercial surge en el momento en que se
necesita realizar una agrupación de clientes para poder atender inteligentemente
a los clientes de manera eficaz. El problema que se aborda en este trabajo de tesis
cae en esta categorı́a y tiene algunos antecedentes que es necesario mencionar.
Es necesario destacar que los trabajos desarrollados hasta el momento en
este tipo de aplicaciones han consistido de implementaciones del método GRASP,
una metaheurı́stica muy bien conocida que combina caracterı́sticas de algoritmos
voraces y procedimientos de construcción aleatoria. Esta metaheurı́stica ha si-
do ampliamente utilizada en una buena cantidad de problemas de optimización
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combinatoria y fue introducida por Feo y Resende [11]. GRASP es un proceso
iterativo en el cual cada iteración consiste básicamente en dos fases: construc-
ción y post-procesamiento. En la fase de construcción se construye una solución
factible, mientras que el post-procesamiento se encarga de mejorarla. Si una solu-
ción factible es encontrada en la fase uno, la fase dos se puede considerar como
una búsqueda local simple.
La primera aproximación para este tipo de problema fue desarrollada por
Vargas-Suárez [31] y Vargas-Suárez, Rı́os-Mercado y López [32]. El problema es-
tudiado en este trabajo era similar al estudiado en esta tesis. Sin embargo, en este
problema no se contaba con el requerimiento de compacidad territorial. Además,
en este trabajo se manejaron tres criterios de balance. Por lo tanto, el principal
objetivo de la tesis fue satifacer la restricción de balance en los territorios. Se desa-
rrolló un modelo de programación entero mixto en el cual se minimizaba el des-
balance. Sin embargo, este modelo no podı́a solucionarse de manera óptima para
instancias grandes. Ası́ que se implementó una metodologı́a basada en GRASP
para obtener soluciones al problema. En este trabajo se reportan soluciones de
buena calidad para instancias de hasta 500 unidades básicas.
La metodologı́a de GRASP fue también utilizada por Rı́os-Mercado y Fer-
nández [28]. En este trabajo se trata un problema con prácticamente las mismas
caracterı́sticas del problema abordado en esta tesis. Sin embargo, se utiliza una
medida de dispersión diferente para la función objetivo. En este trabajo se reali-
zan dos implementaciones del método GRASP diferenciados por una estrategia
de reactividad. La forma de construcción de territorios en la implementación con-
sigue garantizar el cumplimiento de las restricciones de conexidad. La función
miope o voraz utilizada consiste en una combinación de la función de dispersión
con una función de infactibilidad en balanceo. Además, se emplea una búsque-
da local simple para mejorar la calidad de la solución. En este trabajo se lograron
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encontrar soluciones de buena calidad para instancias de hasta 1000 unidades
básicas. Este estudio fue posteriormente extendido [27] para instancias de gran
escala logrando encontrar siempre soluciones factibles de hasta 2000 nodos y con
una tolerancia de 3 %.
Más recientemente, en los trabajos de Caballero-Hernández et al. [5, 6] se
aborda un problema de similares caracterı́sticas al presentado por Rı́os-Mercado
y Fernández [28] con restricciones adicionales de asignación conjunta. La metodo-
logı́a propuesta consiste en la implementación de una metodologı́a GRASP com-
binada con dos técnicas de búsqueda local. La forma de contrucción es diferente
a la presentada por Rı́os-Mercado y Fernández, y reporta buena calidad en las
soluciones obtenidas. En este trabajo se lograron resolver instancias de hasta 2000
unidades básicas.
2.2.2. DISEÑO DE TERRITORIOS POLÍTICOS
El problema de diseño de territorios polı́ticos proviene de tratar de parti-
cionar algún área gubernamental como una ciudad o un estado en subáreas en las
cuales son elegidos candidatos polı́ticos para representar dicha área o subárea. El
problema radica en el rediseño de territorios ya que debe ser realizado cada deter-
minado perı́odo. Estos perı́odos varı́an según el paı́s. Existen estudios de diseño
de territorios polı́ticos. Algunos muy completos y de los más recientes fueron
publicados por Williams [33] y Grilli di Cortona et al. [9].
Entre los primeros métodos de aproximación desarrollados para resolver
este tipo de problemas, se puede mencionar la estrategia de dicotomı́as de Fo-
rrest [15], en la cual se toman en cuenta algunas consideraciones polı́ticas para
crear distritos polı́ticos con una cantidad similar de votantes. La idea de este tipo
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de métodos es realizar particiones iterativamente sobre la región en la que se de-
sea diseñar territorios, esto para obtener cada vez subproblemas más pequeños.
Cada subproblema es definido por un determinado conjunto de áreas básicas que
caen dentro de las regiones particionadas. Las iteraciones del algoritmo terminan
cuando se alcanza un nivel en el que el problema de diseño territorial para cada
partición es fácil de resolver. Sin embargo, en trabajo no se mencionan los detalles
de la forma en que se realizan estas particiones para simplificar el problema.
Otra de las técnicas utilizadas para resolver este tipo de algoritmo son los
algoritmos genéticos, este tipo de algoritmos fueron aplicados a los problemas
de diseño territorial por Forman and Yue [14]. Estos autores utilizan una técnica
basada en una codificación y en operadores genéticos usados para resolver proble-
mas del agente viajero. La codificación elegida es una representación de una ruta
y un solo cromosoma viaja a través de cada área básica. Como las áreas son atra-
vesadas, los territorios resultantes son formados por la secuencia de áreas básicas.
Bozkaya et al. [3] soluciona un problema de distritos polı́ticos sujeto a res-
tricciones de contigüidad, igualdad de población, compacidad y homogeneidad
económica. Ellos desarrollaron un proceso de búsqueda tabú y lo usaron para en-
contrar soluciones a un caso real en Edmonton, Canadá, con 828 unidades básicas
en 19 distritos. Dicha técnica integra varios de los criterios en la función objetivo.
Sus resultados indican que el algoritmo produce mejores soluciones a las exis-
tentes, además se logra una notable mejora en satisfacer las restricciones.
2.2.3. DISEÑO DE TERRITORIOS DE VENTAS Y SERVICIOS
La mayorı́a de las compañı́as que tienen una venta considerable y una gran
área de mercado se ven en la imperiosa necesidad de diseñar territorios de ven-
tas. Esto ya sea con fines meramente administrativos o comerciales. El problema
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de diseño de territorios de servicio es prácticamente muy similar, donde la fina-
lidad es atender a los clientes de la mejor manera posible tratando de minimizar
ciertos costos. En general, pueden existir una gran cantidad de razones por las que
es necesario rediseñar un área de ventas o servicios. Puede ser por un incremento
o decremento en el número de ventas o clientes, lo que hace necesario un ajuste
en el diseño territorial. Algunas otras razones pueden ser para administrar el per-
sonal de atención a las áreas de una mejor manera o balancear la carga de trabajo
en los territorios. En Zoltners y Sinha [34] se puede ver un estudio de modelos de
diseño de territorios de ventas.
Fleischmann y Paraschis [13] realizan un estudio de una compañı́a manufac-
turera alemana en la cual los territorios de ventas eran muy desiguales en la carga
de trabajo, por lo que llevan a cabo un rediseño de territorios. Ellos resuelven este
diseño de territorios a través de una formulación de un problema entero mixto y
desarrollan una aproximación basada en la técnica de Localización-Asignación.
2.2.4. OTRAS APLICACIONES
Aunque la mayorı́a de los casos de diseño territorial caen en la categorı́a de
polı́tica o ventas, hay algunos artı́culos que realizan estudios sobre otros tipos de
diseño territorial.
Blais et al. [2] estudian un problema de diseño de territorios de atención
para la salud en donde un cierto personal de atención a pacientes, tales como en-
fermeras o fisioterapistas, atiende una determinada área. Cuando el área es muy
grande es necesario particionarla para que sea debidamente atendida.
En el trabajo de Ferland y Guénette [12] se describe el problema del diseño
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de territorios escolares. Los criterios principales para la toma de decisión en cuan-
to a la creación de territorios viene a darse por las limitaciones de capacidad en
las escuelas, la utilización igualitaria de las escuelas, las distancias de viaje de los
alumnos, la buena accesibilidad y el balance racial. Caro et al. [7] realizan un es-
tudio de aplicaciones de diseño de territorios de escuelas.
Amico et al. [1] presentan un algoritmo de recocido simulado para el proble-
ma de rediseño de territorios para policı́a. Ellos modelan el problema como una
partición de grafos que incluye la partición de la judisdicción de policia en dis-
tritos sujetos a restricciones de contigüidad, compacidad, convexidad y tamaño.
Ellos probaron su método en un caso de estudio en Departamento de Policı́a de
Buffalo, Nueva York.
En otras aplicaciones se usa el diseño territorial para instalaciones que pro-
porcionan servicio en una localización fija, donde es necesario que los clientes acu-
dan a dichas instalaciones para que sean servidos. Como ejemplos de este tipo de
aplicaciones están el diseño de territorios de hospitales, emergencias, bomberos,
etc.
2.3. MÉTODOS DE LOCALIZACIÓN-ASIGNACIÓN
Hay una gran cantidad de métodos aproximados que han aparecido en la
literatura. Existen incluso estudios más extensos que hacen comparaciones y eva-
luaciones de estos métodos. Para referencia puede consultarse Howick y Pidd
[20], Ricca y Simeone [26] y Kalcsics et al. [22]. Sin embargo, como la metodologı́a
de solución que se ha desarrollado en esta tesis tiene su base en la técnica de Lo-
calización-Asignación, en esta sección se describen algunos de los antecedentes
de esta técnica de solución.
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La técnica de Localización-Asignación fue una de las primeras heurı́sticas en
ser desarrollada para problemas de diseño territorial. Esta técnica fue propuesta
por Hess et al. [19] para resolver un problema de diseño de territorios polı́ticos. El
problema era un caso común de diseño territorial con una restricción de balance
en la que se buscaba minimizar una función objetivo que representaba compaci-
dad en los territorios.
Dicha técnica radica en aprovechar la estructura general de un problema de
diseño territorial. Esta metodologı́a consta de dos fases: localización y asignación.
En la fase de localización son elegidas ciertas instalaciones de entre la cantidad
total de unidades básicas. Estas instalaciones representan centros de territorios
potenciales. Después, en una fase de asignación, las unidades básicas restantes se
asignan a estas instalaciones para formar ası́ los territorios.
Sin embargo, aún separando las decisiones de localización y asignación se
encontró que la asignación es difı́cil de resolver en instancias grandes. Por lo tan-
to, la fase de asignación fue resuelta de forma aproximada en vez de una manera
exacta, con el fin de garantizar tiempos razonables. No obstante, los primeros re-
sultados con algunas aproximaciones no fueron tan buenos como se esperaba. Sin
embargo, tanto en George et al. [18], como en Kalcsics et al. [22] se desarrollaron
nuevas técnicas en cuanto a la fase de asignación, con mejores resultados.
En este trabajo de tesis se realiza una adaptación de la técnica Localización-
Asignación. En capı́tulos posteriores, se explicará a detalle en qué consiste cada
una de las fases de esta metodologı́a y cómo mejorar la calidad en las soluciones,




La programación matemática utiliza modelos para representar problemas
extraı́dos de la realidad, y ası́ poder tratarlos con técnicas de Investigación de
Operaciones. En muchos casos el uso de estos modelos se realiza de forma exitosa
obteniendo soluciones que se llevan a la práctica. El tema central de este capı́tulo
es la descripción detallada del problema tratado en esta tesis, ası́ como su corres-
pondiente formulación por medio de un modelo de programación matemática.
En un principio se abordan las ventajas y desventajas que aporta el desarrollar
un modelo para un problema. Después, se explica lo que es un modelo de progra-
mación matemática ası́ como los diferentes tipos de modelos existentes. Posterior-
mente, se procede a definir detalladamente el problema, su representación como
un grafo, ası́ como los supuestos, notaciones, parámetros y variables. Después, se
formula el modelo de programación entera mixta resultante y se explican deta-
lladamente cada una de sus partes. Por último, se concluye con una discusión de
este modelo ası́ como de la alternativa comercial que permite la aplicación de este
modelo para resolver pequeñas instancias de este problema.
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3.1. MODELOS MATEMÁTICOS
El término modelo suele utilizarse en una gran cantidad de aplicaciones.
En términos generales, se refiere a una estructura que posee rasgos y caracterı́sti-
cas de un determinado objeto. Comúnmente solo algunas de las caracterı́sticas se
plasman en el modelo dependiendo del uso que se le quiera dar a éste. En la In-
vestigación de Operaciones los modelos son abstractos, es decir, que se utilizan
sı́mbolos algebraicos para representar las relaciones del objeto de estudio que se
desea modelar. Algunos ejemplos de objetos a modelar pueden ser: un plan de
trabajo, un horario de tareas, un calendario de actividades, una organización, etc.
Un modelo matemático en la Investigación de Operaciones esencialmente
se compone de relaciones matemáticas (ecuaciones, desigualdades, dependencias
lógicas) que corresponden a determinadas relaciones o caracterı́sticas en el mun-
do real entre los objetos que se están modelando. Dichas relaciones pueden ser
relaciones geográficas, restricciones de elección, restricciones de capacidad, prio-
ridades, entre otras. Estas relaciones se utilizan para lograr una mejor modelación
de las caracterı́sticas y comportamientos que puede tener el objeto.
Las principales ventajas de construir un modelo matemático para represen-
tar un problema se enlistan a continuación:
Permite encontrar relaciones que pueden no ser aparentes. Es decir, se puede
lograr un lograr un mejor conocimiento del problema.
Permite la experimentación al menos en lo concerniente a cuantificar valo-
res de solución dependiendo de las variables de nuestro problema. No se
puede experimentar con estos valores directamente en el problema real ya
que suele implicar un gran costo.
Permite una descripción concisa del problema lo cual hace más comprensi-
ble la estructura del mismo.
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A partir del modelo se suele ver con claridad los datos que son importantes
para el problema.
El modelo puede ser resuelto en muchos casos con el uso de paquetes com-
putacionales al menos en instancias pequeñas. Esto puede permitir obtener
una idea del comportamiento del problema bajo determinadas condiciones.
Sin embargo, existen también algunas desventajas que deben mencionarse.
Un modelo es, por definición, una idealización abstracta del problema. Es decir
que normalmente se requieren aproximaciones, simplificaciones y suposiciones
para que el problema pueda ser modelado y resuelto. Por lo tanto se debe tener
cuidado que el modelo sea una representación lo más apegada posible al proble-
ma real. Otra desventaja suele ser que algunos modelos pueden resultar dema-
siado difı́ciles de resolver. Esto suele deberse al tamaño del problema o a especi-
ficaciones del mismo. Incluso un mismo problema puede modelarse de distintas
formas y hay que tratar de decidir cuál es la más conveniente según el caso. En los
modelos de programación matemática, la definición de la función objetivo influye
definitivamente en la respuesta lograda.
Se puede tener como conclusión que la respuesta exitosa de un modelo de-
pende de dos factores principales: la fidelidad del modelo con respecto al objeto
que representa y la exactitud de los datos. En la medida que se cuiden estos dos
detalles se podrán crear modelos representativos de la realidad para proporcionar
buenas soluciones a los problemas.
3.2. PROGRAMACIÓN MATEMÁTICA
La programación matemática es algo distinta a la programación computa-
cional a pesar de su nombre. La programación matemática se involucra con la
programación computacional cuando se llevan a la práctica las técnicas de progra-
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mación matemática y es necesario organizar grandes conjuntos de datos, ası́ co-
mo realizar los cálculos aritméticos que sólo es posible manejar por medio de una
computadora.
Los modelos de programación matemática son necesarios cuando se necesi-
ta optimizar alguna medida de desempeño. Es decir, cuando se desea minimizar o
maximizar medidas tales como ganancias o costos. Esta medida a optimizar recibe
el nombre de función objetivo. Para crear un modelo de programación matemática
es necesario conocer: (i) variables, que representan las cantidades que se busca
conocer y provocan un impacto en la medida que se desea optimizar, (ii) un con-
junto de restricciones que delimitan los valores que estas variables pueden tomar
y además representan las relaciones entre el objeto o situación que se está mode-
lando, y (iii) los parámetros establecidos.
Se pueden clasificar los modelos en diferentes categorı́as dependiendo del
tipo de valor que puedan tomar las variables (valores enteros, reales o binarios)
del modelo. Además influye también el tipo de función (lineal, no lineal, convexa,
etc.) que define a la función objetivo y las restricciones. Combinando el tipo de
variable con el tipo de función se pueden definir una gran cantidad de tipos de
modelos. Otra caracterı́stica importante que define el modelo es el conocimiento
de los datos. Cuando no se conocen con exactitud estos datos el modelo es con-
siderado estocástico. Si los datos se conocen con certeza, el modelo se considera
determinı́stico. En este caso, el problema se modela como un Programa Entero
Mixto Lineal (PEML) ya que las variables de decisión son enteras (binarias) y las
funciones son lineales.
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3.3. DEFINICIÓN DEL PROBLEMA
En la Sección 1.1 se describe el problema de diseño de territorios de ventas.
Con base en esta descripción abordada previamente se pueden definir los siguien-
tes supuestos:
La unidad básica para construir los territorios o grupos es una manzana
geográfica.
Existen dos medidas de actividades asociadas con cada manzana o unidad
básica: número de clientes atendidos y volumen de ventas. Estas mismas
medidas se pueden calcular para cada territorio y su valor es simplemente
la suma aritmética de los valores correspondientes a las unidades básicas
que los conforman.
Además, existen restricciones o requerimientos que necesitan ser tomadas
en cuenta para obtener un diseño de territorios válido para nuestro problema.
Estas restricciones se enlistan a continuación:
Cada unidad básica debe pertenecer únicamente a un territorio. Es decir que
los territorios son disjuntos y la unión de todos los territorios resulta en el
conjunto de unidades básicas original.
Cada territorio debe ser conexo. Un territorio se define como conexo si para
cada par de unidades básicas que pertenecen al territorio existe una ruta que
las comunique y que dicha ruta solo esté compuesta por unidades básicas
que pertenecen al mismo territorio.
Se desea que las medidas de actividades sean balanceadas en los distintos
territorios que se construyan para una solución, para esto se calcula una
meta que se desea alcanzar en cada territorio. Esta meta es calculada a partir
de la suma aritmética de todos los valores de las unidades básicas entre el
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número de territorios a formar (promedio o media aritmética), dicha meta
representa el balance perfecto.
Se desea optimizar la compacidad en los territorios, es decir que el objetivo
de este problema es encontrar territorios en los cuales las unidades básicas
que los compongan estén relativamente cerca entre sı́.
Con base en lo anterior se puede resumir que se busca que los territorios
posean tres caracterı́sticas fundamentales: deben ser conexos, compactos y balan-
ceados respecto a las medidas de las actividades en cada unidad básica.
3.4. FORMALIZACIÓN DEL MODELO COMO GRAFO
A continuación se procede a formular un modelo basado en un grafo para el
problema de diseño de territorios estudiado en esta tesis. La red de distribución
de las unidades básicas se define por un grafo G = (V,E) donde cada unidad
básica es representada por un nodo i ∈ V , y una arista (i, j) ∈ E. Una arista (i, j)
existe si los nodos i y j se localizan en manzanas adyacentes. Un ejemplo de esta
representación se puede observar en la Figura 3.1.
Figura 3.1: Representación de manzanas geográficas como un grafo
Cada nodo en el grafo posee las siguientes propiedades: coordenadas geo-
gráficas (cxi , c
y
i ), y dos medidas de actividades. Esto es, w
a
i representa el valor de la
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actividad a en el nodo i, donde la primera actividad, a = 1, representa el número
de clientes dentro de la unidad básica y la segunda actividad, a = 2, representa el
total de volumen de ventas en la unidad básica. Se define también un parámetro
fijo p que representa el número de territorios a formar. A partir de la definición del
grafo se define un territorio como un subconjunto de nodos Vk ⊂ V y se requiere
que cada nodo sea asignado sólo a un territorio.
Para poder modelar el requerimiento de balanceo respecto a las actividades
en los nodos es primero necesario definir el tamaño de un territorio respecto




i , a = 1, 2. Debido a la estruc-
tura discreta del problema y a la restricción de asignación única de los nodos
es prácticamente imposible lograr territorios perfectamente balanceados respecto
a las dos actividades en cada nodo. Para manejar esta dificultad se mide el gra-
do de balanceo calculando la desviación relativa respecto al valor promedio µa
en la actividad a, que está dado por la fórmula: µa = ωa(V )/p, a = 1, 2, donde
p es, como se mencionó anteriormente, el número de territorios que se desea
formar. Se permite entonces una tolerancia de desviación respecto a esta medi-
da, que es definida por el parámetro τa. Esto formarı́a la siguiente restricción:
(1 − τa)µa ≤ ωa(Vk) ≤ (1 + τa)µa,∀k, a. En la Figura 3.2 se muestra un ejemplo
sobre balanceo en una actividad.
La siguiente caracterı́stica importante es la conexidad o contigüidad, es de-
cir, que todas las unidades básicas asignadas a cada territorio deben estar conec-
tadas por una ruta que se encuentre contenida totalmente dentro del territorio.
En otras palabras, cada territorio Vk debe inducir un subgrafo conexo de G. Como
muestra se puede observar en la Figura 3.3 una solución factible e infactible con
respecto a este requerimiento. En el teritorio V1 de la solución factible podemos
notar que es posible trazar una ruta de cada nodo a los demás, mientras que en
la solución infactible notamos que no podemos trazar rutas a partir del nodo 3 ya
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Figura 3.2: Criterio de balanceo
que se encuentra desconectado de los nodos 1 y 2.
Además, se desea que las unidades básicas en cada territorio se encuentren
localizadas relativamente cerca entre sı́. Una manera de tratar esta parte es definir
un nodo que sirva como centro del territorio k, denotado por c(k) y entonces




k∈K dic(k), donde dij re-
presenta la distancia euclidiana entre los nodos i y j. Esta medida de dispersión
es conocida en la literatura como p-mediana y representa la suma de las distancias
euclidianas de cada una de las unidades básicas a su centro. Sea Π la colección de
todas las posibles p-particiones de V . La formulación combinatoria del problema
consiste en encontrar una partición V = (V1, V2, ..., Vp) ∈ Π tal que se minimice f ,
sujeta a (1 − τa)µa ≤ ωa(Vk) ≤ (1 + τa)µa,∀k, a y Gk = (Vk, E(Vk)) conexo para
todo Vk ∈ V .
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Figura 3.3: Criterio de contigüidad
3.5. FORMULACIÓN LINEAL ENTERA MIXTA
A continuación se presenta una formulación del problema como un progra-
ma entero mixto lineal (PEML), este modelo que define el problema abordado en
esta tesis se le denominará de aquı́ en adelante modelo TDP.
Índices y conjuntos
V conjunto de unidades básicas
E conjunto de aristas que existen entre las unidades básicas
A conjunto de actividades en las unidades básicas
K conjunto de territorios
n número de manzanas (unidades básicas)
p número de territorios
i, j ı́ndices de las manzanas; i, j ∈ V = {1, 2, . . . , n}
a ı́ndices de las actividades; a ∈ A = 1, 2
k ı́ndices de territorios; k ∈ K = 1, 2, . . . , p
N i (= {j ∈ V : (i, j) ∈ E ∨ (j, i) ∈ E}) conjunto de nodos que son adyacentes
al nodo i; i ∈ V
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Parámetros
wai valor de la actividad a en el nodo i; i ∈ V , a ∈ A
dij distancia euclideana entre i y j; i, j ∈ V






j ) tamaño del conjunto B con respecto a a; a ∈ A, B ⊂ V
µa (= wa(V )/p) valor promedio (meta) de la actividad a; a ∈ A
Variables de decisión
Se introducen variables binarias basadas en centros para modelar la medida de
compacidad.
xij =











xij = 1 j ∈ V (3.2)∑
i∈V
xii = p (3.3)∑
j∈V
wajxij ≤ (1 + τa)µaxii i ∈ V , a ∈ A (3.4)∑
j∈V





xij ≥ 1− |S| i, j ∈ V, ∀S ⊂ V (3.6)
xij ∈ {0, 1} i, j ∈ V (3.7)
En la literatura existen reportes de varias medidas que representan la dis-
persión de los territorios. Las más utilizadas debido a su éxito son las que están
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basadas en p-centro y en p-mediana. Owen y Daskin [24] realizan un estudio so-
bre los modelos que resultan de estas medidas. La principal motivación para la
elección de la medida en la función objetivo (3.1) es que además de representar
una buena medida de dispersión, se producen soluciones que son más fáciles de
manejar por el algoritmo propuesto y ası́ se consigue un mejor desempeño del
mismo. Las restricciones (3.2) garantizan la asignación única de unidades básicas
a los territorios. Esto es, que cada nodo j es asignado a un territorio solamente.
La restricción (3.3) se utiliza para forzar que el número de territorios formados
sea igual a p. Nótese que cuando xii = 1 significa que el nodo i es un nodo que
representa un centro. La restricciones (3.4) y (3.5) representan el balanceo de las
actividades en cada territorio. Es decir que establece que el tamaño del territorio se
encuentre dentro de un rango (medido por el parámetro τa) alrededor del tamaño
promedio µa. Además, la restricción (3.4) garantiza también que si el nodo i no
representa un centro, ninguna unidad básica puede ser asignada a este nodo i. Las
restricciones (3.6) garantizan la conectividad en los territorios. Este tipo de restric-
ciones fueron propuestas originalmente por Drexl and Haase [10] para garantizar
la conectividad de rutas en problemas de ruteo, dichas restricciones fueron adap-
tadas a este problema de diseño territorial por Rı́os-Mercado y Fernández [28].
Es importante destacar que el número de estas restricciones crece de manera ex-
ponencial respecto al tamaño del problema, lo que hace prácticamente imposible
escribirlas por completo para problemas de tamaño relativamente mediano. Por
ejemplo, para un problema con n=10 y p=3 se tendrı́an 854 restricciones de este
tipo, mientras que para un problema con n=20 y p=5 se tendrı́an 1,834,988 restric-
ciones de este tipo.
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3.6. COMPLEJIDAD DEL PROBLEMA
En esta sección se demuestra la complejidad del problema descrito anterior-
mente.
Teorema 3.1. El problema TDP es NP-duro.
Demostración. Para argumentar la demostración vemos primero que para una solu-
ción dada, el verificar si la solución es o no factible puede efectuarse en tiempo
polinomial. Esto es fácil de ver para las restricciones (3.2)-(3.5). En cuanto a las
restricciones (3.6), aunque éstas son un número exponencial, recordemos que su
equivalente en la formulación combinatoria es que Gk = (Vk, E(Vk)) sea conexo
para todo k ∈ K. Es bien conocido que la conexidad de un grafo puede compro-
barse o descartarse en tiempo polinomial, por ejemplo con métodos de búsqueda
por profundidad (depth-first search, en inglés). De aquı́ se concluye entonces que
comprobar o descartar la conexidad de TDP puede verificarse en tiempo polino-
mial y por consiguiente TDP∈ NP.
La segunda parte de la demostración consiste en encontrar un problema
NP-duro que sea reducible polinomialmente al TDP. Una forma de llevar esto
a cabo es tomando una instancia particular del TDP donde τa = ∞, a ∈ A y G
sea un grafo completo. Para esta instancia particular, las restricciones (3.4)-(3.6)
se vuelven redundantes y el problema resultante es el conocido problema de la
p-mediana. Kariv y Hakimi [23] han demostrado que el problema de la p-mediana
pertenece a la clase de problemas NP-duros. Debido a que una instancia del pro-
blema TDP resulta en el problema de la p-mediana se puede concluir que el pro-
blema TDP ∈ NP-duro.
3.7. RESOLVIENDO EL MODELO EN FORMA EXACTA
Si bien es cierto, como ya se mencionó anteriormente, que las restricciones
(3.6) no pueden escribirse explı́citamente, resolver el modelo TDP relajando dichas
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restricciones nos sirve para brindar información importante, particularmente en
dos sentidos. El primero, es para obtener una idea del alcance del Método de Ra-
mificación y Acotamiento (MRA) en función del tamaño del problema. El segun-
do, y muy importante, es que la solución del modelo relajado proporciona una
cota inferior al valor óptimo de la solución del TDP. Esta cota brinda una medida
para comparar la calidad de las soluciones encontradas por los métodos heurı́sti-
cos.
Para resolver el TDP relajado (TDPr) se hizo uso de GAMS [4], el cual es un
paquete de modelación algebraica para problemas de optimización. En este caso,
se utiliza el MRA del módulo GAMS/CPLEX, con algunas recomendaciones al-
gorı́tmicas reportadas en Solı́s Garcı́a [29], como por ejemplo, la estrategia de dar
prioridad a las variables xii sobre las xij en el proceso de ramificación del MRA.
El tamaño máximo de instancia para el cual se pudieron obtener soluciones
del TDPr fue de 500 unidades básicas y 20 territorios. Sin embargo, no se garantiza
la conectividad territorial y el tiempo en obtener dichas soluciones fue conside-
rablemente alto. Debido a que el tamaño de las instancias reales es mucho más
grande que 500 unidades básicas, queda claro que el MRA no es una herramienta
de solución adecuada para la empresa. Esto hace necesario el empleo de otras
técnicas de solución que aunque no garanticen soluciones óptimas, sı́ sean capaces
de otorgar soluciones de buena calidad a problemas grandes en un tiempo de
cómputo razonable. Es decir, se hace necesario el uso de heurı́sticas, lo que nos
lleva al algoritmo propuesto en este trabajo de tesis.
3.8. DISCUSIÓN
El problema de diseño de territorios se puede modelar como un problema
restringido de partición de los nodos de un grafo. Inclusive algunas restricciones
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del modelo formulado guardan similitud con aquellas que definen al problema
general de agrupamiento. Sin embargo, las restricciones de conectividad poseen
un crecimiento exponencial e imponen una mayor dificultad a la formulación y
solución del problema.
No obstante, a través del modelo basado en un grafo se logra la fácil com-
prensión del problema, y se hace además posible el manejo de las restricciones
más difı́ciles del problema. También se obtiene como modelo resultante un mode-
lo de programación matemática lineal entero-mixto, determinista. Su función ob-
jetivo representa una medida de dispersión basada en p-mediana la cual se desea
minimizar.
Una relajación del modelo resultante de programación entera mixta se ha
intentado resolver de manera exacta y se observó que para instancias de hasta 500
nodos y 20 territorios a formar es posible encontrar a través de esta vı́a soluciones
óptimas al problema relajado. Sin embargo, para instancias de mayor tamaño no
fue posible encontrar soluciones aceptables.
Aunque el proceso analizado en este capı́tulo no nos conduce a la solución
de una instancia real del problema, contar con un modelo matemático de este tipo
puede al menos permitir soluciones óptimas para instancias pequeñas y ayudar
ası́ a idear técnicas para solucionar el problema y obtener un conocimiento de la
estructura del mismo.
El tamaño del problema original, sumado a la complejidad de las restric-
ciones del problema hace necesario el empleo de técnicas aproximadas para ob-
tener soluciones de buena calidad. Por ello se ha desarrollado una metodologı́a
de solución basada en una heurı́stica que ha sido probada con éxito en problemas
similares. Sin embargo, se hace necesaria una adaptación debido a restricciones
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que no han sido tratadas en la literatura. En el siguiente capı́tulo se explica con
detalle esta metodologı́a de solución.
CAPÍTULO 4
METODOLOGÍA DE SOLUCIÓN
En el capı́tulo anterior se explicó la necesidad de desarrollar una metodologı́a
aproximada para resolver el problema abordado en esta tesis debido a que la com-
plejidad del problema en instancias reales impide solucionar el modelo de progra-
mación entera de manera exacta.
El problema de diseño de territorios ha sido abordado en la literatura por di-
versos investigadores; sin embargo, existen distintas versiones del problema de-
bido a que las caracterı́sticas del mismo suelen variar según las necesidades de la
empresa u organización que busca encontrar un buen diseño de territorios. Entre
los métodos que han reportado un mayor éxito para este tipo de problemas en
la literatura destacan los algoritmos de Localización-Asignación. El éxito de esta
metodologı́a radica en explotar la estructura del problema de tal forma que se di-
vida el problema en subproblemas de una menor complejidad para que puedan
ser solucionados de una manera más sencilla y con un menor esfuerzo computa-
cional.
Cabe aclarar que ninguna de las técnicas de Localización-Asignación que
existen en la literatura puede aplicarse al problema abordado en esta tesis. Las
restricciones de conectividad y las múltiples restricciones de balanceo no han si-
do abordadas en trabajos de este tipo hasta donde se tiene conocimiento. Por ello
en este trabajo de tesis el principal aporte es una adaptación de la técnica conoci-
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da como Localización-Asignación, combinada además con técnicas de búsqueda
local, que permiten manejar estas restricciones antes mencionadas.
En las siguientes secciones de este capı́tulo se explican cada una de las fases
del algoritmo desarrollado, ası́ como el esfuerzo computacional que se requiere
para llevar a cabo cada fase.
4.1. ALGORITMO DE LOCALIZACIÓN-ASIGNACIÓN
Figura 4.1: Esquema general de Localización-Asignación
La técnica de Localización-Asignación explota la estructura del problema de
manera que se separan las decisiones de crear los territorios en dos fases indepen-
dientes: una fase de Localización donde los centros de los territorios son elegidos,
y después una fase de Asignación donde las demás áreas básicas son asignadas a
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estos centros. Estas fases son generalmente iterativas hasta que cierto criterio de
parada es satisfecho.
Como se puede observar en la Figura 4.1, el algoritmo propuesto consta de
estas dos fases de Localización-Asignación combinadas con una tercera fase de
Búsqueda Local donde se intenta mejorar el valor de la solución obtenida en la
última fase. Es decir que se tendrı́an 3 fases independientes seguidas una de otra.
La Figura 4.2 muestra el pseudocódigo del método.
Figura 4.2: Pseudocódigo del Algoritmo Localización-Asignación
En el algoritmo puede verse como estas tres fases se realizan iterativamente
hasta que un criterio de parada es satisfecho. Como criterio de parada de este
algoritmo se utilizó un lı́mite de iteraciones m. El algoritmo se detiene si en una
cantidadm de iteraciones consecutivas no se ha logrado mejorar la mejor solución
obtenida Sbest. Cabe mencionar que a partir de que se ejecutan las tres fases del
algoritmo se obtiene una nueva solución. En las siguientes secciones se detalla
cada fase del algoritmo.
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4.2. FASE DE LOCALIZACIÓN
La fase de Localización es la más simple del algoritmo, dicha fase consiste en
obtener nuevos centros para la fase de localización a partir de la última solución
encontrada. En esta sección se detalla cómo son encontrados los nuevos centros
que se utilizarán en una posterior fase de asignación.
4.2.1. CONFIGURACIÓN INICIAL
Al inicio del algoritmo no se cuenta con una solución, por lo tanto es nece-
sario definir una configuración inicial de centros para poder iniciar ası́ la fase de
asignación. Es decir, es necesario definir de antemano cuáles serán los centros ini-
ciales de nuestro problema.
Cabe mencionar que esta decisión es importante ya que la configuración de
estos centros tiene un impacto en la calidad de soluciones que arroje el algoritmo.
Por lo tanto, se debe tener cuidado de cómo se obtendrá esta configuración ini-
cial. Dicha elección consistirı́a en elegir p unidades básicas de entre el total de n
unidades básicas existentes en el problema.
A continuación se explican cómo se han obtenido estas configuraciones ini-
ciales para el algoritmo, ası́ como los resultados y las observaciones obtenidas con
estas técnicas.
PRIMERA SOLUCIÓN ENTERA ENCONTRADA
Una solución factible al problema puede proporcionar una configuración ini-
cial. Es decir, que a partir de un diseño de territorios cualesquiera que satisfaga
las restricciones impuestas se podrı́an obtener los centros de los cuales partirı́a el
algoritmo.
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Hay que destacar que en un principio ésta fue nuestra vı́a para obtener las
configuraciones iniciales. A partir del modelo de programación entera mixta des-
crito en la Sección 3.5 se utilizó el programa de optimización CPLEX para intentar
solucionar el problema. Dicho programa de optimización no es utilizado para en-
contrar la solución óptima ya que se ha estudiado que esto es prácticamente im-
posible en instancias grandes. En cambio, es utilizado solamente para encontrar
la primera solución factible al problema, es decir, la primera solución que satisfa-
ga las restricciones de balance y asignación única. Esto resulta en un diseño de
territorios del cual podemos obtener una configuración de centros.
Sin embargo, al momento de la implementación se encontró un gran pro-
blema. En instancias grandes el programa de optimización tardaba demasiado en
encontrar la primera solución factible, lo que hacı́a que se perdiera un tiempo
considerable en determinar la configuración inicial. Incluso en casos extremos no
se encontraba dicha configuración. Por lo tanto, se tuvo que buscar otra forma de
establecer esta configuración inicial de centros.
GRASP
Debido al gran esfuerzo que ocasionaba el tratar de encontrar una solución
factible a partir del modelo de programación entera mixta se pensó en utilizar
técnicas heurı́sticas que fueran lo suficientemente rápidas para proporcionar una
solución factible. GRASP es una de las técnicas que posee este tipo de caracterı́sti-
cas.
Para la obtención de la configuración inicial de centros se utilizó un algo-
ritmo ya existente de GRASP para un problema de caracterı́sticas muy similares.
Dicho algoritmo fue propuesto y desarrollado por Caballero-Hernández et al. [6].
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4.2.2. LOCALIZANDO CENTROS
En esta fase contamos ya con territorios formados. En el caso inicial obte-
nemos estos territorios a través de GRASP y en los casos posteriores se obtienen
de las fases de asignación y búsqueda local que fueron ejecutadas en la iteración
anterior. El objetivo ahora es recalcular nuevos centros para una siguiente fase de
asignación. Esto se logra resolviendo, independientemente para cada territorio,
un problema de 1-mediana de la siguiente forma: para cada territorio se selec-
ciona como centro aquel nodo para el cual se minimice la suma de las distancias de
dicho nodo a todos los demás. Es decir se selecciona ck =argmini∈Vk{
∑
j∈Vk dij},
donde Vk es el conjunto de nodos en el territorio k y ck es el centro del mismo.
Esta fase es la más sencilla del proceso ya que su complejidad computacional
es de orden O(n2p); sin embargo, es necesario destacar que la elección de centros
tiene un impacto considerable sobre los territorios resultantes en fases posteriores.
4.3. FASE DE ASIGNACIÓN
Como entrada para esta fase se utiliza la configuración de los centros locali-
zados en la fase previa. Es decir que ya se conocen los centros de los territorios, los
cuales denotaremos por Vc ⊂ V . A partir de esta configuración de centros es nece-
sario asignar cada unidad básica a un centro respetando todas las restricciones de
nuestro problema.
4.3.1. MODELO DE ASIGNACIÓN
Debido a que ya conocemos los centros de nuestro problema el número de
variables y restricciones del problema original es considerablemente reducido.
Ası́ entonces podemos reformular el problema TDP de la Sección 3.5 como sigue:











xij = 1 j ∈ V (4.2)∑
j∈V
wajxij ≤ (1 + τa)µaxii i ∈ Vc, a ∈ A (4.3)∑
j∈V





xij ≥ 1− |S| i ∈ Vc, j ∈ V (4.5)
xij ∈ {0, 1} i ∈ Vc, j ∈ V (4.6)
Nótese que aunque el número de variables se ha reducido de n2 a np, y las
restricciones (3.3) ya no están presentes; el TDP-A sigue siendo NP-duro. Es decir,
este problema sigue siendo intratable por métodos exactos.
RELAJACIÓN DEL MODELO DE ASIGNACIÓN
Para determinar una formulación adecuada que permita un mejor desem-
peño del algoritmo iterativo se propone una nueva formulación del problema de
asignación que toma ventaja de la estructura del problema además de que obtiene
territorios mejor balanceados. A partir del modelo TDP-A la tolerancia es reduci-
da a cero en una actividad para lograr un perfecto balance, con lo cual las restric-
ciones (4.3)-(4.4) se transforman en (4.9). Además, las restricciones de conexidad
(4.5) son descartadas y se relaja el tipo de variables utilizadas en el modelo. El
modelo resultante, para cada a ∈ A, es básicamente un modelo de transporte:
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xij = 1 j ∈ V (4.8)∑
j∈V
wjxij = µ i ∈ Vc (4.9)
xij ≥ 0 i ∈ Vc, j ∈ V (4.10)
RESOLUCIÓN DE RELAJACIÓN DEL MODELO DE ASIGNACIÓN
Este problema TDP-TRANSP(a) puede ser resuelto eficientemente usando
el método Simplex para programación lineal. Sin embargo, es necesario enfatizar
que hay dos problemas, uno por cada actividad. En la solución óptima de cada
modelo los territorios están perfectamente balanceados. No obstante, es posible
que la restricción de asignación única no sea satisfecha debido a la naturaleza
de las variables continuas. En este caso particular se hizo uso del método Sim-
plex implementado en CPLEX para resolver este modelo a partir de los datos del
problema y una configuración dada de centros. CPLEX [21] es una biblioteca de
algoritmos para problemas de programación lineal y programación entera.
Como solución se tiene una asignación de cada unidad básica a los centros.
Sin embargo puede presentarse la siguiente situación: una área básica para la cual
más de una variable xij , i ∈ Vc tiene valores positivos es llamada área división o
solamente división. Nótese que esto significa que esta área básica ha sido asigna-
da a dos o más territorios. Para una solución básica (óptima) del modelo TDP-
TRANSP-a es fácil probar que a lo más existen p − 1 divisiones debido al hecho
de que hay a lo más p− 1 variables no básicas cuando el modelo es resuelto por el
método Simplex [22].
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Ahora es necesario redondear las variables fraccionarias de cada división a
uno (una variable) o cero (las otras variables). El problema radica en como re-
dondear estas variables y seguir manteniendo el balance lo mejor posible. Este
problema es llamado Problema de resolución de divisiones y la metodologı́a para re-
solverlo es explicada en la Sección 4.3.2.
COMPLEJIDAD DEL MODELO TDP-TRANSP(a)
Aunque se conoce que el Simplex tiene una complejidad teórica exponencial,
en la práctica tiene un desempeño promedio de orden polinomial. En este caso, se
ha comprobado que esta fase se resuelve muy eficientemente. En la literatura se
ha demostrado que el comportamiento promedio del Simplex es polinomial [30].
De hecho, comparado con el esfuerzo computacional de las otras fases, ésta puede
considerarse como muy pequeña.
4.3.2. PROBLEMA DE RESOLUCIÓN DE DIVISIONES
Al tratar de resolver el problema de resolución de divisiones es necesario
resaltar los principales aspectos que se pueden encontrar en la solución actual.
Pueden existir varios nodos división. Es decir que hay nodos asignados a
más de un centro. Por lo que es necesario asignarlos solamente a un centro.
El criterio de conexidad no es necesariamente satisfecho ya que la restricción
de conexidad no fue tomada en cuenta. Aún ası́ se ha encontrado que la fun-
ción objetivo utilizada en este problema tiende a generar territorios conexos.
Sin embargo es un punto que hay que cuidar.
Otro punto importante es cuidar el balanceo en los territorios. Si bien en un
principio se puede contar con un balanceo casi perfecto, al estar resolviendo
las divisiones necesariamente hay que sacrificar el balanceo. Se debe tener
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cuidado de afectarlo lo menos posible.
ALGORITMO DE RESOLUCIÓN DE DIVISIONES
Con base a las observaciones realizadas en la sección anterior se propone
resolver el problema de resolución de divisiones, esto es, decidir a cuál territorio
será asignado cada nodo división utilizando los siguientes criterios en el orden
que se enlistan:
Reparar conexidad: Primero, cada nodo división es insertado en un territo-
rio que sea no conexo en caso de que la inserción de dicho nodo repare la
conectividad.
Prevenir territorios no conexos: Un nodo división que causa que el territo-
rio en el cual se vaya a agregar se haga desconexo será descartado en ese
territorio.
Balance: Los valores de las variables en la solución son usados para selec-
cionar el mı́nimo impacto en el balance de los territorios.
Compacidad: Se calcula una medida de impacto para seleccionar el territorio
donde cause el menor impacto posible en esta medida.
ANÁLISIS DE COMPLEJIDAD
La complejidad de esta parte del algoritmo radica en la cantidad de nodos
división que se tengan, ya que por cada nodo división hay que hacer una serie de
evaluaciones en cuanto a los distintos criterios.
La principal ventaja que se tiene en cuanto a los nodos división es que la
función objetivo utilizada nos garantiza que existan a lo más p − 1 divisiones de-
bido a la estructura de las variables básicas y no básicas generadas en el modelo.
Sin embargo, esta cantidad de p − 1 divisiones es por cada modelo, y se tienen
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dos modelos. Por otra parte, al combinar los resultados para los dos modelos es
probable que algunos nodos puedan entrar en conflicto (ser asignados a distin-
tos territorios en cada solución) por lo que éstos también se consideran nodos
división.
Para resolver un nodo división es necesario evaluar la conexidad en los te-
rritorios donde es posible asignarlo. El algoritmo utilizado para realizar esta eva-
luación es el conocido algoritmo DFS (Depth-first search, por sus siglas en inglés),
el cual es de orden |V |+ |E|, donde V y E representarı́an los vértices y aristas del
grafo que representa un territorio. A este esfuerzo se debe sumar la evaluación de
la función de mérito que es de orden O(n2).
Sin embargo, la incertidumbre en el número de nodos división hace difı́cil
evaluar la complejidad total de esta parte del algoritmo. No obstante empı́rica-
mente podemos evaluar el algoritmo para observar su comportamiento bajo dife-
rentes condiciones. Para esto se realizó un estudio que se abordará en el siguiente
capı́tulo y que muestra el desempeño del algoritmo bajo diferentes tipos de ins-
tancias.
4.4. ESTRATEGIA DE BÚSQUEDA LOCAL
Después de cada iteración de las fases de Localización-Asignación se realiza
una fase de búsqueda local para mejorar la calidad de las soluciones obtenidas.
Cabe mencionar que hasta el momento las técnicas de Localización-Asignación
no habı́an reportado una combinación con una técnica de este tipo.
Primero se define un vecindario N(S) que consiste de todas las soluciones
alcanzables a partir de una solución S por mover una unidad i de su actual terri-
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Figura 4.3: Movimiento de búsqueda local
torio t(i) a un territorio vecino t(j), donde j es la unidad básica correspondiente
en el territorio t(j) adyacente a i, esto realizándolo sin ocasionar soluciones no
contiguas. Tal movimiento es denotado por mov(i, j) y se ilustra en la Figura 4.3,
donde mov(i, j) es representado por la arista (i, j) (resaltado en negrita). Es nece-
sario destacar que el mov(i, j) es permitido solamente si los territorios involucra-
dos en el movimiento permanecen conexos. En la práctica es necesario un criterio
adicional lim mov, y es utilizado para evitar que la búsqueda se realice por una
cantidad excesiva de tiempo. Entonces el procedimiento se detiene tan pronto co-
mo se alcance un óptimo local o cuando el número de movimientos exceda el
valor de lim mov.
Para evaluar el beneficio de un movimiento se utiliza una función de mérito.
Dicha función se define como: ψ(mov(i, j)) = λF (mov(i, j)) + (1− λ)G(mov(i, j)),
donde F (mov(i, j)) representa la función de dispersión y G(mov(i, j)) representa
la función de balance. El parámetro λ es utilizado para definir la importancia que
se le quiera dar ya sea a la función de dispersión o a la función de balance.
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Para esta búsqueda local se pueden efectuar dos estrategias para explorar el
vecindario:
Mover al mejor vecino encontrado (ME): Esta estrategia de búsqueda consiste
en realizar la exploración completa de la búsqueda local, es decir, explorar
todos los vecinos y hacer el mejor movimiento. La desventaja principal de
esta estrategia radica en que el tamaño del vecindario crece de manera muy
rápida con el tamaño del problema, lo cual ocasiona un esfuerzo computa-
cional considerablemente alto.
Mover a la primera mejora encontrada(PE): Esta estrategia de búsqueda con-
siste en moverse al primer vecino que mejore la solución actual. Este tipo
de estrategia permite realizar un mayor número de movimientos con un es-
fuerzo computacional menor al generado por la estrategia mencionada an-
teriormente.
En la práctica se realizaron las dos estrategias de búsqueda local. Sin em-
bargo solo se utilizó una estrategia en la experimentación general. En el siguiente
capı́tulo se muestran los resultados de esta experimentación.
CAPÍTULO 5
EVALUACIÓN EMPÍRICA
Una de las partes más importantes en el desarrollo de una metodologı́a de
solución para un determinado problema consiste en garantizar la calidad nece-
saria de las soluciones obtenidas por dicha metodologı́a. Para esto, es necesario
realizar un estudio computacional y ası́ poder evaluar si el algoritmo cumple con
las expectativas que se plantearon en un principio. En el caso del presente estudio,
el algoritmo propuesto es un algoritmo heurı́stico, el cual no garantiza soluciones
exactas y por lo tanto es necesario que las soluciones sean evaluadas de forma es-
tadı́stica o comparativa. Para esto, generalmente se establece una serie de experi-
mentos controlados utilizando un conjunto de datos de prueba. Algunos estudios
y reportes de experimentos computacionales de este tipo pueden verse en la lite-
ratura, por ejemplo en Rardin y Uzsoy [25] y Coy et al. [8].
En el presente capı́tulo se realiza un estudio computacional para evaluar el
comportamiento del algoritmo de Localización-Asignación que se desarrolló en
esta tesis. Primeramente, se plantean los objetivos que se pretenden lograr a partir
de este estudio computacional. Después se explica la naturaleza de las instancias
que se utilizaron para realizar las pruebas, ası́ como cada uno de los aspectos a ser
evaluados. Se explican los distintos experimentos que se realizaron, ası́ como los
resultados obtenidos y finalmente se discuten las observaciones y conclusiones
para cada una de las pruebas.
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CAPÍTULO 5. EVALUACIÓN EMPÍRICA 47
5.1. DESARROLLO EXPERIMENTAL
5.1.1. OBJETIVOS PRINCIPALES
Primeramente se trazan los objetivos que se pretenden alcanzar con este es-
tudio computacional. Éstos se enlistan a continuación.
Establecer el valor adecuado para los parámetros λ (parámetro de la función
de mérito en la búsqueda local, especificado en la Sección 4.4) y m (crite-
rio de parada del algoritmo, especificado en la Sección 4.1) utilizados en la
metodologı́a desarrollada que nos permitan alcanzar mejor calidad en las
soluciones obtenidas.
Determinar la eficiencia del algoritmo desarrollado en términos de tiempo
de cómputo, ası́ como el número de iteraciones para alcanzar la mejor solu-
ción.
Analizar el comportamiento del algoritmo bajo diversas condiciones con el
fin de encontrar debilidades y fortalezas en nuestra metodologı́a de solu-
ción.
Determinar los lı́mites de las condiciones del algoritmo bajo las cuales aún
muestra un comportamiento adecuado. Es decir, evaluar los casos extremos
del problema.
5.1.2. CONDICIONES EXPERIMENTALES
Los resultados de un experimento computacional dependen de un conjunto
de condiciones experimentales. Éstas deben ser documentadas con la finalidad de
que el experimento pueda ser llevado a cabo por otra persona que pueda estar
interesada en evaluar el algoritmo. Dichas condiciones pueden deberse a factores
relacionados con la naturaleza de los datos utilizados para llevar a cabo el experi-
mento.
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Otras condiciones que influyen en los resultados se deben al ambiente com-
putacional y comprenden principalmente las herramientas que se utilizaron para
llevar a cabo la metodologı́a de solución. Para este estudio todos los algoritmos
utilizados fueron codificados en el lenguaje C++. Cada proceso fue compilado
por el compilador Sun C++ 8.0. Todos los experimentos fueron realizados en un
ordenador SunFire V440 con el sistema operativo Solaris 9. Cabe mencionar que
se utilizaron también las bibliotecas de optimización para C++ de CPLEX [21] en
su versión 9.0. CPLEX es hoy en dı́a una de las implementaciones más avazadas a
nivel mundial para solucionar eficientemente problemas de programación lineal
y programación entera mixta. En este caso se hizo uso del método simplex dual
para solucionar el subproblema TDP-TRANSP(a) de la fase de asignación que fue
especificado en la Sección 4.3.1.
5.1.3. GENERACIÓN DE INSTANCIAS DEL PROBLEMA
Una parte muy importante de la experimentación computacional recae en la
naturaleza de las instancias que se utilizan para probar la metodologı́a desarro-
llada para resolver un problema. Una instancia de un problema se define como
un conjunto de datos de entrada que satisface dicho problema, es decir, un ca-
so particular del problema. Es muy importante que las instancias del problema
que se van a resolver representen lo más fielmente posible al problema real para
que ası́ las soluciones obtenidas puedan tener una interpretación más realista.
Para lograr este objetivo, la empresa que motivó el presente estudio colaboró en
proveer información importante sobre las caracterı́sticas de los datos reales. Es-
to permitió identificar las caracterı́sticas más importantes del problema y definir
ası́ el conjunto de instancias de prueba necesarias para la evaluación del algorit-
mo desarrollado.
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Para este experimento computacional se utilizó un programa que se encar-
ga de generar las instancias. Este programa recibe como entrada el número de
unidades básicas que se desean agrupar (n), ası́ como el número de territorios a
formar (p). También es posible ajustar la tolerancia de desbalanceo permitido en
las actividades (τa, a = 1, 2). El programa generador, a partir de estos datos de en-
trada, se encarga de generar instancias del problema y las imprime en archivos de
texto en un formato adecuado. Estas caracterı́sticas que definen la instancia son
almacenadas en un archivo de texto que es dado como entrada para el algoritmo
Localización-Asignación.
A continuación se describe como son generadas las caracterı́sticas especı́ficas
para cada instancia.
UBICACIÓN DE UNIDADES BÁSICAS
Para simular las manzanas geográficas en una ciudad se generaron los n
nodos aleatoriamente en un plano cartesiano. Las coordenadas x y y que definen
la ubicación del nodo son generadas con una distribución uniforme dentro de un
plano de [500 x 500].
NATURALEZA DEL GRAFO
Para una representación más acorde a la realidad se necesita que el grafo for-
mado para representar una instancia del problema sea un grafo planar, es decir,
que las aristas que lo conforman no deben cruzarse entre si. Además, el grafo debe
ser conexo para que puedan formarse ası́ territorios conexos. Para el desarrollo de
los grafos se decidió crear tipos de grafos llamados grafos Gabriel, ya que este
tipo de grafos cumple con los requerimientos anteriormente señalados. El méto-
do para obtener este tipo de grafos fue desarrollado por Gabriel y Sokal [16].
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Ası́ entonces, se implementó la metodologı́a para generar un grafo Gabriel a
través de un programa en C++. Dicho programa construye el grafo al ir agregando
a los nodos las aristas necesarias para construir el grafo.
ACTIVIDADES NODALES
Para generar las actividades nodales en cada unidad básica se decidió partir
de una instancia real del problema proporcionada por la compañı́a. Dicha ins-
tancia real permite conocer cómo es la naturaleza aproximada de las actividades
nodales. Se hizo notar por la empresa que la actividad 1 correspondiente a el
número de clientes en cada unidad básica comprendı́a de 0 a 3 clientes por man-
zana mientras que el volumen de ventas era de 1 a 12 unidades por manzana. Para
obtener la representación de las actividades se utiliza una distribución uniforme.
La instancia real proporcionada por la empresa es de un tamaño de 34000
manzanas, sin embargo, las instancias que se necesitan generar para realizar el es-
tudio del algoritmo son de un menor tamaño. Ası́ entonces, se realiza una trasfor-
mación para que, dependiendo del tamaño de la instancia que se desea generar,
las actividades nodales sean proporcionales al tamaño de la instancia real.
Para cada unidad básica se generan los valores para las actividades nodales
en base a la suma de N variables aleatorias uniformes comprendidas entre los
rangos de [0,3] y [1,12] para el número de clientes y demanda de producto respec-
tivamente. Aquı́N , la cantidad de variables aleatorias que necesitan sumarse para
realizar ası́ la transformación de la instancia real a la instancia de tamaño n que se
desea generar, está dada por la función piso de N = b34000/nc.
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5.1.4. CARACTERÍSTICAS Y PARÁMETROS DE LAS INSTANCIAS
Para poder garantizar una mejor evaluación del algoritmo es necesario que
éste sea ejecutado bajo una gran cantidad de instancias con diferentes caracterı́sti-
cas. Esto con el fin de detectar posibles cambios en el comportamiento del algorit-
mo y lograr ası́ un conocimiento del mismo.
La generación de instancias fue dada bajo los siguientes valores en las si-
guientes caracterı́sticas que definen cada instancia:
Número de unidades básicas (n): 500, 1000 y 2000 unidades básicas.
Número de territorios a formar (p): 20, 40 y 60
Porcentaje de tolerancia de desviación permitida (τa, a = 1, 2): 5 %
Esto da una combinación de 3x3x1 = 9 combinaciones en cuanto a las ca-
racterı́sticas de las instancias. Para cada combinación fueron generadas además
30 réplicas diferentes. Es decir, 30 instancias con las mismas caracterı́sticas, pero
diferentes datos. Teniendo en total 270 instancias sobre las cuales se realizó la
experimentación de nuestra metodologı́a.
5.1.5. ASPECTOS A EVALUAR DEL ALGORITMO
Para poder obtener una evaluación detallada del algoritmo propuesto, se
toman en cuenta los siguientes aspectos:
Tiempo de ejecución. Es primordial para cualquier algoritmo de solución que
las soluciones obtenidas se obtengan en un tiempo razonable. Al evaluar el
tiempo de ejecución se conocerá el tiempo en el cual es posible alcanzar las
soluciones y ası́ se determinará el esfuerzo computacional que se necesita
para cada tamaño de instancia.
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Número de Iteraciones. Este dato es útil debido a que proporciona una idea
de cuánto esfuerzo se necesita para que el algoritmo converja a la mejor
solución posible.
Mejorı́a en búsqueda local. A partir de una solución encontrada por una ite-
ración de Localización-Asignación se ejecuta un proceso de búsqueda local,
por lo tanto es necesario evaluar esta mejorı́a con el fin de conocer la calidad
de las soluciones obtenidas tanto antes como después de aplicar la búsqueda
local.
Número de nodos división. La fase de asignación en la cual es necesario re-
solver los nodos división que se originan al relajar el problema de asignación
es una de las partes más pesadas de nuestro algoritmo. El esfuerzo computa-
cional en esta fase está precisamente dado por el número de nodos división
que se resuelven. Por lo tanto, es necesario evaluar esta medida para conocer
el esfuerzo computacional que se tiene en esta parte.
Factibilidad de Balanceo. El algoritmo no tiene garantı́a de poder encontrar
una solución factible en cuanto a balanceo. Esto puede complicarse debido
a la naturaleza de las instancias o también a tolerancias muy pequeñas en
esta restricción. Ası́ entonces, es necesario que se conozca qué porcentaje de
soluciones son factibles respecto a esta restricción en cada iteración, ası́ como
al final de la ejecución.
Factibilidad de Conexidad. El algoritmo no garantiza el poder encontrar una
solución factible en cuanto a conexidad debido a que tal restricción no es
tomada en cuenta directamente en la fase de Localización-Asignación. Sin
embargo, la metodologı́a propuesta utiliza criterios que favorecen que es-
ta restricción sea satisfecha, particularmente cuando se intenta resolver el
problema de resolución de divisiones. Por lo tanto, es necesario que se evalúe
el éxito de estos criterios y se mida entonces el porcentaje de soluciones que
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son factibles respecto a esta restricción en cada iteración, ası́ como al final de
la ejecución.
Para cada uno de estos aspectos se utilizaron contadores en el algoritmo
de solución que se encargan de proporcionar estas medidas para cada instancia
procesada. Dicha información es almacenada en archivos de texto para su poste-
rior análisis.
5.1.6. DISEÑO DE EXPERIMENTOS
La experimentación comprende básicamente tres etapas:
Etapa 1: Experimentación para establecer el valor adecuado de los paráme-
tros utilizados en el algoritmo Localización-Asignación.
Etapa 2: Experimentación para estudiar el comportamiento del algoritmo
bajo diversas combinaciones de los factores del problema de diseño de terri-
torios.
Etapa 3: Experimentación para estudiar el comportamiento del algoritmo
bajo condiciones extremas en los factores del problema de diseño de territo-
rios.
5.2. ANÁLISIS DE RESULTADOS
5.2.1. ETAPA 1: CALIBRACIÓN DE PARÁMETROS DE LA HEURÍSTI-
CA
Debido a que el algoritmo de Localización-Asignación propuesto posee pa-
rámetros que es necesario ajustar, se necesita realizar una experimentación con el
objetivo de encontrar los valores de estos parámetros con los cuales se obtengan
las mejores soluciones.
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Tamaño λ = 0.7 λ = 0.8 λ = 0.9 λ = 1.0
500 2 22 6 0
1000 2 21 7 0
2000 3 23 4 0
Tabla 5.1: Calibración del parámetro λ
Cabe mencionar que no todas las instancias fueron resueltas en esta etapa.
Los tamaños de instancia que se solucionaron fueron de 500, 1000 y 2000 unidades
básicas. El número de territorios a formar se dejó fijo en 40 territorios. Para cada
combinación de caracterı́sticas fueron utilizadas las 30 réplicas dando un total de
3x30 = 90 instancias a resolver.
Figura 5.1: Comportamiento del parámetro λ
En la Tabla 5.1 se puede observar una comparación de los resultados obte-
nidos al probar distintos valores de λ para los diferentes tamaños de instancias
probadas. La primera columna corresponde al tamaño de las instancias que se
evaluaron. Las siguientes columnas corresponden a la cantidad de veces en las
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cual la mejor solución fue encontrada con el valor del parámetro λ dado por el en-
cabezado de columna. Es necesario mencionar que las comparaciones realizadas
se efectuaron conforme a la función objetivo de nuestro problema y sin tomar en
cuenta el tiempo de ejecución del algoritmo, es decir, la función objetivo fue el
único criterio para seleccionar la solución. Como se puede constatar en la Figura
5.1, el valor de λ=0.8 predomina sobre los demás valores. Por lo tanto, el valor de
λ=0.8 es el más adecuado para ponerlo fijo en la siguiente etapa, ya que este valor
fue el que obtuvo la mejor calidad en las soluciones que fueron obtenidas con los
distintos valores.
Otro parámetro importante está dado por el parámetro m descrito en la Sec-
ción 4.1. Este parametro nos indica el criterio de parada del algoritmo, detenemos
la ejecución del algoritmo cuando no se mejora la mejor solución encontrada has-
ta el momento en un número de iteraciones consecutivas m. Esto se realiza con
la finalidad de reducir el esfuerzo computacional del algoritmo y se disminuya
ası́ el tiempo de ejecución.
Para calcular este parámetro se analizaron los resultados obtenidos hasta el
momento y se observó el comportamiento de la función objetivo a través de ca-
da iteración, es importante mencionar que este parámetro m se dejó fijo en 100
iteraciones durante esta fase para ası́ observar el comportamiento del algoritmo a
través de las iteraciones. Ası́ se obtiene una gráfica como la mostrada en la Figura
5.2 donde se expone cómo se comporta la función objetivo en una instancia par-
ticular de cada tamaño.
En la Tabla 5.2 tenemos el resumen del máximo número de iteraciones en
el cual se produjo una mejora para cada instancia. Como se puede observar, en
ninguna de las ejecuciones del algoritmo se sobrepasaron las 40 iteraciones. De
hecho, el mayor número registrado de iteraciones que se tardó en realizar una
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Instancia 500 1000 2000
1 24 27 35
2 25 29 35
3 26 31 33
4 26 28 37
5 25 30 34
6 25 27 38
7 24 29 38
8 24 29 37
9 28 28 36
10 27 28 35
11 27 29 36
12 25 31 36
13 25 29 38
14 25 28 34
15 26 27 36
16 24 28 38
17 27 29 36
18 27 30 37
19 27 29 34
20 27 30 34
21 28 27 36
22 25 27 39
23 27 27 35
24 27 27 35
25 23 32 35
26 28 30 37
27 25 30 34
28 28 27 34
29 25 29 37
30 26 31 34
mı́nimo 23 27 33
máximo 28 32 39
Tabla 5.2: Máximo de iteraciones en que se tardó en mejorar la solución
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Figura 5.2: Análisis de soluciones
mejora fue de 39. Por lo tanto se decidió dejar el parámetrom fijo en 40 iteraciones
para el estudio del comportamiento del algoritmo en las fases posteriores.
5.2.2. ETAPA 2: ESTUDIO GENERAL DEL COMPORTAMIENTO DEL
ALGORITMO
El estudio más extenso es el que se realiza en esta etapa. El principal objeti-
vo de este estudio es conocer el comportamiento del algoritmo de Localización-
Asignación bajo diversas condiciones respecto a las caracterı́sticas de las instan-
cias. Ası́ entonces se pueden detectar los puntos fuertes y débiles del algoritmo.
Además, a través de este estudio podemos conocer en qué casos es posible garan-
tizar un mejor comportamiento del algoritmo.
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Debido a la gran cantidad de información que se obtiene en esta etapa fue
necesario el uso de gráficas y resúmenes de información para lograr con mayor fa-
cilidad la explicación de los resultados. A continuación se exponen los resultados
para cada una de los aspectos del algoritmo que se evaluaron.
TIEMPO DE EJECUCIÓN
Un aspecto importante, además de la calidad, es el tiempo de ejecución del
algoritmo. Este tiempo debe ser razonable para garantizar a la empresa la obten-
ción de soluciones en el momento que se requiera.
Como hipótesis en este experimento se tiene que los principales factores que
pueden influir en el tiempo de ejecución son el tamaño de la instancia (n) y el
número de territorios a formar (p).
Para verificar en cuánto influyen estos factores en el tiempo de ejecución
podemos ver la Figura 5.3 en donde se observa el tiempo bajo el factor p. Cada
punto de la gráfica representa un promedio de las 30 instancias para cada combi-
nación de factores. En el eje y se tiene el tiempo de cómputo y en el eje x se tiene
el número de territorios a formar (p). Cada serie Tn representa el tiempo prome-
dio en un grupo de instancias de tamaño n y se puede observar una lı́nea que lo
representa. Como era de esperarse, cada serie de distinto tamaño n en unidades
básicas tiene diferente tiempo de ejecución. Para la serie de mayor tamaño n se
obtiene el mayor tiempo de ejecución. Sin embargo, observando la Tabla 5.3 que
nos muestra el resumen de la información de los tiempos de ejecución podemos
ver que el crecimiento en el tiempo de ejecución es razonable conforme n crece.
Incluso al aumentar al doble el tamaño de instancia, el tiempo de cómputo no
muestra un crecimiento más allá del 50 %.
Sin embargo, también se puede observar en la Tabla 5.3 que otro factor im-
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Figura 5.3: Promedio Tiempo de Ejecución
Tiempo (segundos)
T500 T1000 T2000
Mejor 201.09 298.10 412.75
p = 20 Promedio 214.53 321.31 447.85
Peor 236.48 343.54 475.53
Mejor 489.75 723.81 887.37
p = 40 Promedio 504.43 745.81 922.87
Peor 523.71 767.12 953.85
Mejor 770.98 966.03 1167.73
p = 60 Promedio 789.23 996.31 1209.50
Peor 811.02 1025.67 1253.19
Tabla 5.3: Resumen de tiempo de ejecución
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Fase Localización (segundos - % de tiempo total)
T500 T1000 T2000
Mejor 24.93 12.40 % 40.84 13.70 % 63.15 15.30 %
p = 20 Promedio 28.96 13.50 % 46.27 14.40 % 73.45 16.40 %
Peor 36.66 15.50 % 58.06 16.90 % 89.40 18.80 %
Mejor 28.89 5.90 % 54.29 7.50 % 79.86 9.00 %
p = 40 Promedio 33.80 6.70 % 61.90 8.30 % 107.05 11.60 %
Peor 37.71 7.20 % 70.58 9.20 % 127.82 13.40 %
Mejor 32.38 4.20 % 68.59 7.10 % 147.13 12.60 %
p = 60 Promedio 37.88 4.80 % 83.69 8.40 % 183.84 15.20 %
Peor 41.36 5.10 % 91.28 8.90 % 224.32 17.90 %
Tabla 5.4: Resumen de tiempos: Fase de Localización
portante que influye en gran cantidad sobre el tiempo de ejecución es el número
de territorios a formar (p). De hecho el crecimiento respecto a este factor es grande
conforme se aumenta el número de territorios a formar. Esto se puede deber a la
fase de asignación que depende del número de nodos división que es necesario
resolver. Este número de nodos está muy ligado a este número p. Por lo tanto
también se puede concluir que el aumento en el número de territorios a formar p
provoca un crecimiento en el tiempo de ejecución. Hay que recalcar que el número
de territorios que la empresa busca en el caso real es de 40 a 50 territorios, por lo
que se puede decir que los tiempos en los que se ejecuta el algoritmo son razona-
bles.
Para lograr un mejor entendimiento de los factores que influyen en el tiempo
de cómputo se expone el esfuerzo computacional en cada fase del algoritmo. Este
estudio puede observarse en las tablas 5.4, 5.5 y 5.6. Se muestra el tiempo prome-
dio, en segundos, que el algoritmo tardó en cada fase, ası́ como el porcentaje que
representa este tiempo sobre el total de la ejecución. Además se han registrado el
mejor y peor caso en cada grupo de instancias con las mismas caracterı́sticas.
Una primera observación es que la fase de Localización es la que tiene el
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Fase Asignación (segundos - % de tiempo total)
T500 T1000 T2000
Mejor 44.04 21.90 % 45.01 15.10 % 48.70 11.80 %
p = 20 Promedio 50.20 23.40 % 54.94 17.10 % 60.01 13.40 %
Peor 59.59 25.20 % 67.33 19.60 % 71.80 15.10 %
Mejor 235.57 48.10 % 268.53 37.10 % 283.07 31.90 %
p = 40 Promedio 255.24 50.60 % 293.10 39.30 % 307.32 33.30 %
Peor 269.71 51.50 % 312.99 40.80 % 339.57 35.60 %
Mejor 441.00 57.20 % 511.03 52.90 % 521.97 44.70 %
p = 60 Promedio 470.38 59.60 % 540.00 54.20 % 558.79 46.20 %
Peor 502.02 61.90 % 572.32 55.80 % 602.79 48.10 %
Tabla 5.5: Resumen de tiempos: Fase de Asignación
menor tiempo de cómputo. Puede también apreciarse, de la Tabla 5.4, que para
esta fase el tiempo de cómputo crece más con n que con p. Aún ası́, el crecimiento
del tiempo de cómputo es bastante razonable.
En la Tabla 5.5 correspondiente a la fase de Asignación podemos observar
un caso completamente opuesto al de la fase de Localización. En este caso, al
incrementar el tamaño de las instancias, el tiempo de cómputo no se ve grande-
mente afectado. Sin embargo, bajo diferentes valores del parámetro p, se observa
un crecimiento notable en el tiempo de ejecución. Este comportamiento puede
ser atribuido a la cantidad de nodos división que necesitan ser resueltos en esta
fase de Asignación, este número de nodos depende directamente del parámetro p.
Por último, en la Tabla 5.6 puede observarse el esfuerzo computacional en la
fase de Búsqueda Local. En este caso, la influencia tanto del número de unidades
básicas n, como el número de territorios a formar p es notable. Cuando se in-
crementa cualquiera de estos dos valores se ocasiona un aumento en el esfuerzo
computacional que realiza el algoritmo.
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Fase BL (segundos - % de tiempo total)
T500 T1000 T2000
Mejor 124.07 61.70 % 202.41 67.90 % 283.97 68.80 %
p = 20 Promedio 135.37 63.10 % 220.10 68.50 % 314.39 70.20 %
Peor 152.53 64.50 % 244.26 71.10 % 342.38 72.00 %
Mejor 197.37 40.30 % 363.35 50.20 % 455.22 51.30 %
p = 40 Promedio 215.39 42.70 % 390.80 52.40 % 508.50 55.10 %
Peor 236.72 45.20 % 415.78 54.20 % 552.28 57.90 %
Mejor 245.94 31.90 % 330.38 34.20 % 421.55 36.10 %
p = 60 Promedio 280.97 35.60 % 372.62 37.40 % 466.87 38.60 %
Peor 303.32 37.40 % 411.29 40.10 % 507.54 40.50 %
Tabla 5.6: Resumen de tiempos: Fase de Búsqueda Local
NÚMERO DE ITERACIONES
El siguiente aspecto a evaluar corresponde a la cantidad de iteraciones nece-
sarias para llegar a la mejor solución encontrada. Es de esperarse que este número
de iteraciones esté muy relacionado al tiempo de ejecución.
Como hipótesis en este experimento también se tiene que los principales fac-
tores que pueden influir en el tiempo de ejecución son el tamaño de la instancia
(n) y el número de territorios a formar (p).
Para verificar en cuánto influyen estos factores en el tiempo de ejecución
podemos ver la Figura 5.4 en donde se observa el número de iteraciones prome-
dio bajo las diferentes combinaciones de factores. Cada punto de la gráfica repre-
senta un promedio de iteraciones de las 30 instancias para cada combinación de
factores. En el eje y se tiene el número de iteraciones promedio y en el eje x se tiene
el número de territorios a formar. Cada serie Tn representa representa un tamaño
de instancia n y es observada por una lı́nea que la representa.
Como era de esperarse se puede observar en la Tabla 5.7 que el resumen
nos arroja un comportamiento similar al mostrado en la gráfica de tiempo de
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Figura 5.4: Promedio Iteraciones
Número de iteraciones
T500 T1000 T2000
Mı́nimo 43.00 58.00 79.00
p = 20 Promedio 50.00 72.07 95.27
Máximo 58.00 92.00 117.00
Mı́nimo 87.00 105.00 148.00
p = 40 Promedio 105.33 122.50 178.40
Máximo 114.00 133.00 214.00
Mı́nimo 144.00 175.00 252.00
p = 60 Promedio 156.47 193.10 280.80
Máximo 170.00 211.00 309.00
Tabla 5.7: Resumen de iteraciones
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cómputo. Por lo tanto, podemos obtener conclusiones similares a partir de esta
gráfica. Los valores de n y p influyen de manera similar en el número de itera-
ciones como en el tiempo de ejecución.
SELECCIÓN DE BÚSQUEDA LOCAL
Como se vió en la Sección 4.4 se implementaron dos estrategias de búsque-
da local, la primera estrategia es la de movernos al primer movimiento de mejora
(Primero Encontrado, PE), mientras la segunda estrategia consiste en explorar to-
dos los vecinos y movernos al mejor (Mejor Encontrado, ME). En esta sección
se muestran los resultados previos en los cuales se seleccionó la estrategia de
búsqueda local que reportó mejores resultados.
Para esta parte de la experimentación se utilizaron instancias con los pará-
metros fijos en número de territorios a formar (p=40) y tolerancia en desbalanceo
(τa=0.05, a=1,2). Se variaron los tamaños de las instancias para n=500, 1000 y 2000,
y además se generaron 30 réplicas para cada tamaño de instancia.
Para cada instancia se utilizaron las dos estrategias de búsqueda local, uti-
lizando un lı́mite de 100 movimientos para cada estrategia. Los principales fac-
tores que se evaluaron en este experimento son:
Mejora relativa. Esta medida se refiere a la mejora promedio que se logró para
cada instancia. Es calculada a partir de la solución inicial de la que parte la
búsqueda local. La función objetivo de dicha solución inicial es comparada
con el óptimo local encontrado por la estrategia de búsqueda.
Tiempo de ejecución. Esta medida se refiere al tiempo total de cómputo que
se utilizó en la fase de la búsqueda local para cada instancia. Es decir, se
calcula la suma de los tiempos de búsqueda local de todas las iteraciones
que realizó el algoritmo.
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Infactibilidad en balanceo. Esta medida es calculada con la suma de las in-
factibilidades que se generan al violar las restricciones de balanceo.
Los resultados de este experimento se pueden ver en la Tabla 5.8. La infor-
mación obtenida se encuentra agrupada por tamaño de instancia. Se calcularon
los promedios para cada medida y además se muestran los mejores y peores va-
lores encontrados de dichas medidas.
Como se puede ver en los resultados obtenidos, la estrategia de búsqueda lo-
cal que parece mostrar un mejor comportamiento fue la que consiste en moverse
al primer vecino en el cual se encuentra una mejora. Respecto a las mediciones
de mejora relativa y tiempo de ejecución en cada caso se muestra superior a la
estrategia de mejor vecino. En la medida en la que no muestran diferencia es en
la factibilidad, ya que ambas estrategias lograron encontrar soluciones factibles
respecto al balanceo en cada instancia.
A partir de este experimento podemos concluir que la estrategia que consiste
en moverse a la primera mejora es la que genera un mejor comportamiento del
algoritmo. Ası́ que se utilizó esta estrategia de búsqueda local en los posteriores
experimentos para evaluar el algoritmo.
MEJORÍA EN BÚSQUEDA LOCAL
La implementación de la búsqueda local combinada en el algoritmo de Lo-
calización-Asignación como una fase independiente no se ha reportado en la li-
teratura anteriormente, aún en los casos de restricciones de balance únicas. Esto
hace necesario el evaluar si realmente este proceso influye en la calidad de las
soluciones obtenidas por el algoritmo.
Para evaluar la mejorı́a que se obtiene con la búsqueda local se llevó a cabo
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PE ME
n=500 Mejora relativa ( %) Mejor 50.23 47.72
Promedio 48.72 47.26
Peor 46.09 41.48
Tiempo de ejecución (seg) Mejor 269.36 284.05
Promedio 277.43 287.52
Peor 288.04 293.28
Infactibilidad relativa Mejor 0.00 0.00
Promedio 0.00 0.00
Peor 0.00 0.00
n=1000 Mejora relativa ( %) Mejor 58.81 56.46
Promedio 55.77 54.09
Peor 51.85 50.82
Tiempo de ejecución (seg) Mejor 361.91 383.62
Promedio 372.90 387.82
Peor 383.56 391.23
Infactibilidad relativa Mejor 0.00 0.00
Promedio 0.00 0.00
Peor 0.00 0.00
n=2000 Mejora relativa ( %) Mejor 71.33 66.34
Promedio 64.10 60.25
Peor 58.73 55.79
Tiempo de ejecución (seg) Mejor 399.31 417.06
Promedio 415.29 424.52
Peor 429.23 434.00
Infactibilidad relativa Mejor 0.00 0.00
Promedio 0.00 0.00
Peor 0.00 0.00
Tabla 5.8: Comparación de estrategias de búsqueda local
CAPÍTULO 5. EVALUACIÓN EMPÍRICA 67
Mejora relativa con la BL ( %)
T500 T1000 T2000
Mı́nimo 45.60 47.99 50.63
p = 20 Promedio 47.87 51.58 57.21
Máximo 49.70 55.92 62.76
Mı́nimo 46.09 51.85 58.73
p = 40 Promedio 48.72 55.77 64.10
Máximo 50.23 58.81 71.33
Mı́nimo 48.70 54.85 63.44
p = 60 Promedio 50.18 60.19 70.38
Máximo 51.77 63.98 76.07
Tabla 5.9: Mejora con la búsqueda local
la medición de la mejora relativa en cada solución obtenida aplicando este pro-
cedimiento. Al final se promedia dicha mejora para reportarla.
El resumen de dichos resultados se puede ver en la Figura 5.5. Cada punto
de la gráfica representa el promedio del porcentaje de mejora en todas las itera-
ciones de las 30 instancias para cada combinación de factores. En el eje y se tiene
el porcentaje de mejora promedio y en el eje x se tiene el número de territorios a
formar. Cada lı́nea representa un distinto tamaño de instancia.
Figura 5.5: Mejora en Búsqueda Local
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Se puede notar que hay una menor influencia por parte del número de ter-
ritorios a formar en la mejora de la búsqueda local. El único factor que parece
influir en una mayor medida es el tamaño de la instancia. Como puede verse en
la Tabla 5.9, la mejora provocada por la búsqueda local está entre un 40 % y 70 %,
por lo tanto se puede concluir a partir de esto que la búsqueda local es una parte
primordial del algoritmo para obtener soluciones de mejor calidad. Además es
importante destacar que en todos los casos se obtuvo la factibilidad respecto al
balanceo.
NODOS DIVISIÓN
Es importante conocer el número de nodos división ya que este número
está relacionado con el esfuerzo computacional en la fase de asignación del al-
goritmo. Conociendo este número para cada instancia da una idea del esfuerzo
computacional requerido al resolver dicha instancia. Sin embargo, este número
no se puede calcular exactamente para cada instancia ya que depende de la natu-
raleza de la solución de los modelos relajados de asignación. El número de nodos
división máximo que se puede obtener a partir de la solución de un problema de
asignación relajado está dado por p − 1 para cada modelo. Sin embargo, al com-
binar las dos soluciones de diferentes modelos se tiene una incertidumbre en este
número de nodos división, ya que pueden existir nodos que en la solución de un
modelo estén asignados a un territorio y en la solución del otro modelo se asignen
a otro territorio. Estos nodos también son considerados nodos división
Para calcular el número de nodos división se utilizaron contadores que re-
gistran el número de nodos división en cada fase de asignación. Al final se calcula
un promedio del número de nodos división obtenidos a través de las distintas ite-
raciones. En la Tabla 5.10 se muestra un resumen con los resultados respecto a los
nodos división.
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Nodos División
T500 T1000 T2000
Mı́nimo 24.00 35.50 56.88
p = 20 Promedio 34.81 49.33 77.64
Máximo 44.11 66.02 98.02
Mı́nimo 79.37 96.45 117.84
p = 40 Promedio 86.95 105.86 140.73
Máximo 96.19 117.09 157.28
Mı́nimo 123.87 141.25 159.25
p = 60 Promedio 131.51 156.26 180.11
Máximo 143.39 170.19 195.24
Tabla 5.10: Promedio de nodos división
Para identificar en cuánto influyen las distintas caracterı́sticas en el número
de nodos división podemos ver la Figura 5.6 en donde se observa el promedio
de nodos división bajo diferentes factores. Cada punto de la gráfica representa un
promedio de las 30 instancias para cada combinación de factores. En el eje y se
tiene el promedio de número de nodos división y en el eje x se tiene el número de
territorios a formar p. Cada lı́nea representa un tamaño de instancia.
En este caso se puede observar que los resultados muestran un compor-
tamiento similar a los resultados de lı́mite de tiempo o número de iteraciones. Co-
mo era de esperar, el principal factor que influye en estos resultados es el número
de territorios formados p, mientras se incremente este número se incrementará por
lo tanto el número de nodos división.
También se puede observar que el tamaño de la instancia n influye en el
número de nodos división que genera el algoritmo. Sin embargo, el incremento
no es tan grande como lo es con respecto al parámetro p.
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Figura 5.6: Promedio de Nodos División
p T500 T1000 T2000
20 100 % 100 % 100 %
40 100 % 100 % 100 %
60 100 % 100 % 100 %
Tabla 5.11: Promedio de balanceo satisfecho en iteraciones
FACTIBILIDAD DE BALANCEO
Como se ha explicado anteriormente, el algoritmo puede generar soluciones
no factibles respecto al balanceo. Sin embargo, como puede verse en la Tabla 5.11
en las instancias que se generaron para este experimento en particular siempre
se encontraron soluciones factibles respecto al balanceo con una tolerancia de
τa=0.05. Este resultado se puede atribuir principalmente a la forma de construir
las soluciones en la fase de asignación, ya que se parte de un balance perfecto y
no se llega a violar este porcentaje de tolerancia al resolver los nodos división.
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p T500 T1000 T2000
20 94.81 % 91.66 % 89.33 %
40 94.93 % 91.67 % 89.28 %
60 95.38 % 91.67 % 89.27 %
Tabla 5.12: Promedio de balanceo satisfecho en cada iteración
FACTIBILIDAD DE CONEXIDAD
Es importante mencionar que la metodologı́a de solución desarrollada para
resolver este problema no garantiza, en forma teórica, que se satisfaga el criterio
de conexidad en cada territorio. Es decir, existe la posibilidad de que se puedan
obtener soluciones no conexas como resultado.
La Tabla 5.12 muestra el porcentaje de veces que la restricción de conexi-
dad se satisfizo en cada iteración del algoritmo para las diferentes combinaciones
de n y p. Como se aprecia, si bien es cierto que no siempre se logra satisfacer la
conexidad, el porcentaje es bastante alto. El peor caso lo exhiben las instancias con
n=2000 con un porcentaje de éxito de casi 90 %. Si q representa la probabilidad de
éxito y l el número total de iteraciones que emplea el algoritmo en toda su ejecu-
ción entonces la probabilidad de que el algoritmo falle en encontrar una solución
que satisfaga la restricción de conexidad está dada por (1 - q)l. Tomando en cuenta
que empı́ricamente q ≥ 0.89 y l ≥ 30, se concluye que la probabilidad de éxito es
prácticamente 1. Esto se corroboró empı́ricamente ya que de todas las instancias
probadas con todo tipo de condiciones diferentes, fue posible encontrar 100 % de
éxito, es decir, siempre se encontraron soluciones conexas, lo cual es un mágnifico
resultado. Dicho éxito se debe a la forma de resolver los nodos división, ya que
es tomada en cuenta la conexidad como criterio. Además, en la literatura se ha
mencionado que la medida que se utilizó en la función objetivo tiende a generar
territorios conexos.
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CALIDAD DE SOLUCIONES
Para lograr un conocimiento de la calidad de las soluciones que obtiene una
metaheurı́stica es necesario comparar las soluciones obtenidas por el algoritmo
contra la solución óptima del problema. Sin embargo, en la mayorı́a de los casos,
la solución óptima de un problema es prácticamente imposible de obtener para
instancias grandes que se suelen resolver con un algoritmo heurı́stico. En nuestro
caso particular, se ha probado en la Secciones 3.6 y 3.7 que la complejidad del pro-
blema no nos permite obtener soluciones óptimas para instancias grandes como
las que se han tratado con el algoritmo.
Sin embargo, otra forma de comparación es obtener cotas para el proble-
ma. Una cota, a pesar de que no garantiza ser la solución óptima al problema,
puede darnos una idea de la calidad de soluciones que obtenemos con el algorit-
mo heurı́stico. En este caso particular, por medio de programación lineal podemos
obtener cotas inferiores de nuestro problema resolviendo el modelo que se ha des-
crito en la sección 3.5. Las soluciones obtenidas por el algoritmo ası́ podrı́an ser
comparadas con estas cotas y podrı́amos decir algo de la calidad de las soluciones.
Para obtener las cotas se hizo uso del modelador algebraico GAMS [4]. Sin
embargo, el problema no fue resuelto de forma entera, solo se resolvió la rela-
jación lineal para obtener las cotas para las diferentes instancias. A partir de es-
tas cotas se calcula un intervalo de optimalidad relativo (IOR), es decir, un por-
centaje que nos indicarı́a que tan lejanos podrı́amos estar de alcanzar el ópti-
mo. La forma de calcular este intervalo está dado por: IOR = (cota superior -
cota inferior)/cota inferior.
En la Tabla 5.13 podemos observar un resumen acerca de la calidad que se
pudo evaluar con las cotas obtenidas por la relajación lineal del modelo. Se obtu-
vo un promedio para cada grupo de 30 instancias con las mismas caracterı́sticas.
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IOR
T500 T1000 T2000
Mı́nimo 32.38 % 34.35 % 38.95 %
p = 20 Promedio 35.30 % 38.81 % 45.32 %
Máximo 38.06 % 43.08 % 55.52 %
Mı́nimo 34.13 % 32.61 % 38.86 %
p = 40 Promedio 36.40 % 40.97 % 45.72 %
Máximo 39.42 % 46.82 % 52.31 %
Mı́nimo 34.65 % 34.93 % 40.01 %
p = 60 Promedio 37.96 % 41.84 % 46.54 %
Máximo 41.42 % 45.97 % 53.49 %
Tabla 5.13: Evaluación de calidad de soluciones
Además se registró el mı́nimo y máximo IOR conforme a las cotas obtenidas.
Como puede apreciarse, el IOR varı́a de 32 % a 55 %, lo cual es considerable-
mente alto, ya que estarı́amos entre 32 % y 55 % del óptimo en caso de que las
cotas obtenidas fueran de excelente calidad. Sin embargo, no podemos garantizar
la calidad de las cotas generadas por la relajación lineal. Por lo tanto, poco pode-
mos concluir de la calidad de las soluciones a través de las cotas de la relajación
lineal. Para un estudio más completo de la calidad de las soluciones es necesario
realizar comparaciones contra mejores cotas.
5.2.3. ETAPA 3: ESTUDIO DEL COMPORTAMIENTO DEL ALGORIT-
MO BAJO CASOS EXTREMOS
En esta etapa el objetivo principal es probar el algoritmo bajo condiciones
extremas para obtener el conocimiento de los lı́mites a los cuales el algoritmo se
comporta aún de manera adecuada.
Para este estudio se generaron instancias particulares elevando gradualmente
el grado de dificultad dependiendo de la caracterı́stica en cuestión que se desea
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Tiempo (segundos)
T500 T1000 T2000 T3000 T4000 T5000
Mejor 201.09 298.10 412.75 946.65 1209.43 1733.45
p = 20 Promedio 214.53 321.31 447.85 958.78 1224.20 1742.73
Peor 236.48 343.54 475.53 981.11 1237.04 1758.33
Mejor 489.75 723.81 887.37 1785.80 2159.26 2518.28
p = 40 Promedio 504.43 745.81 922.87 1804.15 2173.51 2532.31
Peor 523.71 767.12 953.85 1821.04 2190.42 2555.16
Mejor 770.98 966.03 1167.73 2467.15 3003.03 3545.81
p = 60 Promedio 789.23 996.31 1209.50 2493.40 3034.38 3569.10
Peor 811.02 1025.67 1253.19 2525.09 3077.82 3588.07
Tabla 5.14: Caso Extremo: Tamaño de Instancia
evaluar. El algoritmo fue evaluado para las caracterı́sticas de tamaño de instancia
(n), número de territorios a formar (p) y la tolerancia respecto al balanceo (τ ).
TAMAÑO DE INSTANCIA
La importancia del tamaño de las instancias a resolver es primordial, ya que
las instancias reales son de gran tamaño. Por lo tanto es necesario conocer el ma-
yor tamaño al que podemos resolver una instancia del problema en un tiempo
razonable.
En la Tabla 5.14 se hace un resumen de los resultados encontrados, ası́ co-
mo también un gráfico que nos muestra el crecimiento en el tiempo respecto al
tamaño de instancia. Es importante destacar que aún en las instancias de mayor
tamaño se logró cumplir con la factibilidad tanto de conexidad como de balanceo.
En la Figura 5.7 se puede notar el crecimiento en el tiempo con respecto al
tamaño de instancia. Es de destacar que para instancias de tamaño 5000 el tiem-
po de cómputo va desde los 30 hasta los 60 minutos. Sin embargo, este tiempo
aún puede ser considerado como adecuado ya que para realizar un diseño de
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territorios, la empresa tiene un tiempo considerable debido a que el rediseño de
territorios lo efectúan cada varios meses.
Figura 5.7: Caso extremo: Tamaño de instancia
Además, es importante mencionar que los promedios en los casos extremos
se realizaron sobre un menor número de réplicas debido al elevado tiempo que
era necesario para resolver cada réplica. En lugar de obtener promedios sobre 30
réplicas. Se promediaron sólo sobre 10 réplicas en los tamaños mayores a 3000
áreas básicas.
NÚMERO DE TERRITORIOS A FORMAR
Como se ha podido constatar en los experimentos anteriores, el número de
territorios a formar (p) tiene una gran influencia sobre el desempeño del algorit-
mo. Por lo tanto es necesario también conocer el lı́mite hasta el cual es posible
resolver instancias en un tiempo razonable.
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Para esto se construyeron instancias con un mayor número de territorios a
formar. Los resultados se muestran en la figura. En el eje y se encuentra el tiempo
promedio y en el eje x se encuentran los distintos valores de número de territorios
a formar. Cada serie representa un tamaño de instancia con la tolerancia de 5 % en
desbalanceo.
Figura 5.8: Caso extremo: territorios a formar
Como puede observarse en la Figura 5.8, el crecimiento del tiempo al variar
p en el rango de 10 a 70 se mantiene relativamente estable. El crecimiento toma
una pendiente mayor a partir de 70. A pesar de esto, en ningún caso empleó más
de 2 horas de tiempo, lo cual es también una situación bastante manejable en la
práctica. Sin embargo, el número de territorios a formar que busca la empresa va
de 40 a 50 territorios, por lo que la metodologı́a utilizada muestra un excelente
desempeño, aún en instancias grandes. Además, hay que recalcar que se siguen
obteniendo soluciones factibles en conexidad y balanceo en todos los casos hasta
el momento.
Es necesario también destacar que los promedios en los casos extremos se
realizaron sobre un menor número de réplicas debido al elevado tiempo que era
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p T500 T1000 T2000
τ = 0.5 20 100.0 % 100.0 % 100.0 %
40 100.0 % 100.0 % 100.0 %
60 100.0 % 100.0 % 100.0 %
τ = 0.4 20 100.0 % 100.0 % 100.0 %
40 100.0 % 100.0 % 100.0 %
60 100.0 % 100.0 % 100.0 %
τ = 0.3 20 100.0 % 100.0 % 100.0 %
40 100.0 % 100.0 % 100.0 %
60 100.0 % 100.0 % 100.0 %
τ = 0.2 20 93.3 % 90.0 % 40.0 %
40 100.0 % 93.3 % 53.3 %
60 100.0 % 100.0 % 83.3 %
τ = 0.1 20 0.0 % 0.0 % 0.0 %
40 3.3 % 6.7 % 6.7 %
60 6.7 % 10.0 % 10.0 %
Tabla 5.15: Caso Extremo: Tolerancia en balanceo
necesario para resolver cada réplica. En lugar de obtener promedios sobre 20
réplicas. Se promediaron solo sobre 3 réplicas cuando el número de territorios
a formar fue mayor a 50.
TOLERANCIA EN BALANCEO
El siguiente aspecto a evaluar en forma extrema es la factibilidad con respec-
to al desbalanceo cuando el parámetro de tolerancia τa se hace más pequeño. Se
desea conocer hasta dónde le es posible al algoritmo encontrar soluciones factibles
en cuanto a balanceo. Para llevar a cabo este experimento se probaron instancias
para distintos valores de tolerancia y se tomó registro sobre si fueron encontradas
soluciones factibles por el algoritmo. Se probaron tolerancias para los siguientes
valores: τa = 1 %, 2 %, 3 %, 4 %, 5 %, con a = 1, 2.
En la Tabla 5.15 se muestran los porcentajes de instancias para las cuales se
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encontró solución factible en el balanceo para un determinado τ = τa, a = 1, 2. Por
ejemplo, para instancias de tamaño 500 y con 20 territorios a formar, se pudieron
encontrar soluciones factibles para el 100 % de las instancias hasta para un 3 % de
tolerancia, mientras que para un 2 % de tolerancia no se encuentran soluciones
factibles para todas las instancias, inclusive para una tolerancia de 1 % no se en-
contró solución factible para ninguna instancia.
Puede concluirse el excelente desempeño del algorimo ya que es capaz de
encontrar al 100 % de soluciones factibles para todas las instancias con un τa ≥0.03.
Inclusive, su desempeño con τa = 0.02 es bastante bueno.
5.3. CONCLUSIONES
A partir de la evaluación computacional fue posible lograr un entendimiento
completo del algoritmo desarrollado ası́ como del problema tratado. El algoritmo
de Localización-Asignación al ser adaptado para cumplir con múltiples restric-
ciones de balance y además restricciones de conexidad logró cumplir con los ob-
jetivos al mismo tiempo que se proporcionaron soluciones de calidad en tiempos
razonables.
Se encontró que el desempeño del algoritmo está completamente ligado al
número de territorios a formar. Por lo tanto, esta metodologı́a de solución muestra
un mejor comportamiento y es recomendable cuando el número de territorios de-
seados es pequeño comparado con el número total de áreas básicas, inclusive en
instancias grandes. Se pudo constatar también que las restricciones de conexidad
y balanceo pueden ser fácilmente satisfechas por el algoritmo. Y además se encon-
tró que la búsqueda local jugó un rol importante en la producción de soluciones
de buena calidad ya que se notó una considerable mejora de la función objetivo
después de ser aplicada.
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También se realizaron estudios de casos extremos encontrando interesantes
resultados que permitieron incrementar el conocimiento del problema. Se encon-
tró que el número de territorios a formar es un factor importantı́simo en el com-
portamiento del algoritmo de Localización-Asignación, especialmente en la fase
de Localización. Además, se determinaron los parámetros adecuados para lograr





Después de realizar un estudio muy detallado sobre el problema aborda-
do, además de investigar lo mejor forma de explotar la estructura del problema y
metodologı́as de solución, ası́ como codificar la metodologı́a propuesta y realizar
su experimentación correspondiente, es necesario recapacitar sobre lo que se ha
logrado y como se puede continuar. En este capı́tulo final se expresan las conclu-
siones a las que se llega después del trabajo realizado. Además se presentan las
contribuciones y el posible trabajo futuro que se puede desarrollar más adelante
a partir de este trabajo.
6.1. CONCLUSIONES
En el presente trabajo de tesis se ha estudiado un problema de la familia
de los problemas de diseño territorial correspondiente a las necesidades reales de
una empresa embotelladora ubicada en la ciudad de Monterrey, N. L., México. Es
necesario resolver este problema para solucionar los requerimientos de logı́stica
que tiene la empresa. Además con el pasar del tiempo es necesario que se resuel-
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va nuevamente debido a la incorporación o baja de nuevos puntos de venta. Los
requerimientos de la empresa entran en conflicto en este problema y no es fácil
encontrar una solución que satisfaga estos requerimientos en forma simultánea.
Para solucionar este problema, se realizó la formulación del mismo como
un problema lineal entero-mixto determinista. Sin embargo, debido al tamaño y
caracterı́sticas de las instancias reales no se pudo resolver de forma exacta lo que
llevó a la implementación de una técnica heurı́stica para encontrar soluciones a
este problema.
Los objetivos planteados en la Sección 1.3 han sido completamente satisfe-
chos. Se ha logrado un conocimiento de cada uno de los requerimientos, restric-
ciones y caracterı́sticas que la empresa presentó acerca de sus necesidades reales.
A partir de este conocimiento fue desarrollado el modelo matemático con el cual
fue posible obtener soluciones para instancias pequeñas del problema median-
te GAMS. Se desarrolló una metodologı́a basada en la técnica de Localización-
Asignación que fue adaptada para manejar las múltiples restricciones de balanceo
y además restricciones de conexidad. Tal estudio no ha sido reportado en la lite-
ratura hasta donde se tiene conocimiento. Fueron generadas instancias a partir
del conocimiento de la empresa por medio de un programa que fue implementa-
do. Estas instancias fueron utilizadas para lograr una completa evaluación de la
metodologı́a de solución desarrollada.
El algoritmo desarrollado es simple, eficiente, fácil de entender y es capaz
de proporcionar soluciones que cumplen con las propiedades necesarias para for-
mar un diseño de territorios válido para la empresa (conexidad, balanceo, com-
pacidad). Dichas soluciones han sido obtenidas en tiempos razonables a pesar de
que el tamaño de las instancias utilizadas es grande. Sin embargo, el algoritmo
propuesto es un algoritmo ad hoc para un problema de diseño de territorios con
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caracterı́sticas muy especı́ficas. Es decir que sólo podrı́a ser utilizado como he-
rramienta para problemas con este tipo de caracterı́sticas. Sin embargo el objetivo
de esta tesis no era desarrollar una metodologı́a general, sino proporcionar una
herramienta eficaz que permitiera trabajar el problema con todas las restricciones
y consideraciones impuestas por la empresa.
6.2. CONTRIBUCIONES
Las contribuciones más importantes de este trabajo se enlistan a continua-
ción:
Se logró un entendimiento detallado del problema abordado, planteándolo
ası́ como un problema de diseño de territorios.
Se realizó la formulación de un modelo matemático que define completa-
mente al problema estudiado.
Se demostró la complejidad computacional del problema.
Se realizaron pruebas sobre una relajación de dicho modelo matemático para
determinar el tamaño máximo al cual es posible resolver el problema de
manera óptima.
Se diseño y construyó una metodologı́a de solución basada en la técnica
Localización-Asignación. Dicha técnica ha sido estudiada para este tipo de
problemas, sin embargo su adaptación para tratar restricciones de conexi-
dad y múltiples restricciones de balanceo no ha sido tratada hasta el mo-
mento.
Fue realizado un completo estudio que probó que la metodologı́a de solu-
ción propuesta logró obtener soluciones que cumplen con los requerimien-
tos establecidos.
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Se logró crear una herramienta para solucionar el problema real de la empre-
sa, como resultado de aplicar en la industria los conocimientos adquiridos a
lo largo de los estudios de maestrı́a.
Se logró la publicación de un artı́culo derivado de esta tesis:
• A location-allocation heuristic for a territory design problem in a bev-
erage distribution firm. J. A. Segura-Ramiro, R. Z. Rı́os-Mercado, A.
M. Alvarez-Socarras y K. de Alba Romenus. En J.E. Fernández, S. No-
riega, A. Mital, S.E. Butt y T.K. Fredericks (editores), Proceedings of the
12th Annual International Conference on Industrial Engineering Theory, Ap-
plications, and Practice (IJIE’07), pp. 428-434. ISBN: 978-0-9654506-3-8.
Cancún, México, Noviembre 2007.
Se realizaron las siguientes presentaciones relacionadas con el presente tra-
bajo de tesis:
• “A Location-Allocation Heuristic for a Territory Design Problem in a
Beverage Distribution Firm”. J. A. Segura Ramiro, R. Z. Rı́os-Mercado,
A. M. Álvarez-Socarrás y K. de Alba Romenus. INFORMS Southwest
Regional Conference, Collage Station, Texas, Abril 2008
• “A location-allocation heuristic for a territory design problem in a bev-
erage distribution firm”. J. A. Segura Ramiro, R. Z. Rı́os-Mercado, A.
M. Álvarez-Socarrás y K. de Alba Romenus. 12th Annual International
Conference on Industrial Engineering Theory, Applications, and Prac-
tice (IJIE’07), Cancún, México, Noviembre 2007.
• “Un procedimiento metaheurı́stico basado en localización-asignación
para un problema de diseño de territorios de ventas”. J. A. Segura Ra-
miro. Ciclo de seminarios del PISIS, FIME, UANL, Octubre 2007.
• “Un algoritmo de localización-asignación para un problema de diseño
territorial”. J. A. Segura Ramiro y R. Z. Rı́os-Mercado. XL Congreso de
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la Sociedad Matemática Mexicana, UANL, San Nicolas de los Garza,
NL, Octubre 2007.
• “Un procedimiento metaheurı́stico basado en localización-asignación
para un problema de diseño de territorios de ventas”. J. A. Segura Ra-
miro. Ciclo de seminarios del PISIS, FIME, UANL, Mayo 2007.
6.3. RECOMENDACIONES Y TRABAJO FUTURO
Como áreas de oportunidad que continuarı́an este trabajo de tesis se consi-
deran dos importantes áreas:
6.3.1. GENERACIÓN DE COTAS
Otra forma de evaluar la calidad de las soluciones que son obtenidas por la
presente metodologı́a de solución es la obtención de cotas que permitan medir
directamente la calidad de las soluciones. Como ya se mostró en este trabajo, la
cota obtenida a partir de la relajación lineal del modelo es bastante pobre. Sin
embargo, la generación de cotas para un problema con las caracterı́sticas que se
presentaron es un trabajo que implicarı́a un esfuerzo para otro trabajo de tesis
futuro debido a la complejidad combinatorial del problema.
6.3.2. BÚSQUEDA LOCAL
Como se pudo observar en la experimentación computacional, la búsque-
da local fue de vital importancia para obtener buena calidad en las soluciones de
nuestro algoritmo. En este sentido, existe un mundo de posibilidades que pueden
ser exploradas. Desde intentar desarrollar distintos vecindarios hasta derivar méto-
dos más sofisticados como Búsqueda Tabú, Búsqueda por Entornos Variables o
Búsqueda Local Iterada.
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[22] J. Kalcsics, S. Nickel y M. Schröder. Toward a unified territorial design ap-
proach: Applications, algorithms, and GIS integration. Top, 13(1):1–56, 2005.
[23] O. Kariv y S. L. Hakimi. An algorithmic approach to network location prob-
lems, part 2: The p-medians. SlAM Journal of Applied Mathematics, 37(1):539–
560, 1979.
[24] S. H. Owen y M. S. Daskin. Strategic facility location: A review. European
Journal of Operational Research, 111(3):423–447, 1998.
[25] R.L. Rardin y R. Uzsoy. Experimental evaluation of heuristic optimization
algorithms: A tutorial. Journal of Heuristics, 7(1):261–304, 2001.
[26] F. Ricca y B. Simeone. Political districting: Traps, criteria, algorithms and
tradeoffs. Ricerca Operativa AIRO, 27(1):81–119, 1997.
BIBLIOGRAFÍA 88
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Fı́sico-Matemáticas, U.A.N.L., San Nicolás de los Garza, N. L., México, Junio
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zada para la Definición de Territorios de Atención Comercial. Tesis de Maestrı́a,
Facultad de Ingenierı́a Mecánica y Eléctrica, U.A.N.L., San Nicolás de los
Garza, N. L., México, Junio 2005.
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