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We study the fundamental bounds on precision measurements of parameters contained in a time-
dependent nonlinear optomechanical Hamiltonian, which includes the nonlinear light–matter cou-
pling, a mechanical displacement term, and a single-mode mechanical squeezing term. By using a
recently developed method to solve the dynamics of this system, we derive a general expression for
the quantum Fisher information and demonstrate its applicability through three concrete examples:
estimation of the strength of a nonlinear light–matter coupling, the strength of a time-modulated
mechanical displacement, and a single-mode mechanical squeezing parameter, all of which are modu-
lated at resonance. Our results can be used to compute the sensitivity of a nonlinear optomechanical
system to a number of external and internal effects, such as forces acting on the system or modula-
tions of the light–matter coupling.
I. INTRODUCTION
Quantum metrology is the study of sensing schemes
that make use of unique properties of quantum systems,
such as coherence and entanglement [1]. Sensing with
quantum systems is generally superior compared with
classical schemes since these quantum properties funda-
mentally alter the rate at which information can be ac-
quired [2].
A key task within the study of quantum metrology
entails investigating the sensing capabilities that can
be achieved with different quantum systems. Quantum
sensing now features prominently in the planning and
building of larger-scale experimental efforts, such as the
inclusion of squeezed light in Advanced LIGO [3] and
space-based tests of microgravity [4]. Additional promi-
nent candidates for quantum sensors include atomic and
molecular interferometers for accelerometry and rotation
measurements [5]. Similarly, Bose-Einstein condensates
have been proposed as platforms for testing fundamen-
tal physics [6, 7] and precision measurements of external
potentials [8]. Quantum advantages in sensing are also
furthering the emergence of quantum precision technolo-
gies [9], which include atomic clocks [10] and extremely
precise magnetic field sensors [11, 12].
Optomechanical systems [13], which consist of a me-
chanical element interacting with light, have emerged as
ideal candidates for a number of sensing applications [14].
Due to the large mass of the mechanical element, many
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proposals in fundamental physics could potentially be
tested with optomechanical experiments, such as collapse
theories [15–17]. Furthermore, optomechanical systems
have been proposed as the main experimental platform
for detection of possible low-energy quantum gravity ef-
fects [18–20]. In terms of force sensing, microspheres op-
tically trapped in a lattice have been considered [21, 22],
as well as mesoscopic interferometry for the purpose of
gravitational wave detection [23].
The addition of a cavity to the optomechanical sys-
tem introduces an inherently nonlinear cubic interaction
between the electromagnetic field and the mechanical ele-
ment [24]. For systems operating in the nonlinear regime,
the quantum Fisher information (QFI) for measurements
of constant gravitational acceleration has already been
computed [25, 26], and optimal estimation schemes for
the nonlinear coupling itself have been considered [27]. In
general, the estimation of anharmonicities present in the
system is a topic of great interest [28, 29] as well as the
enhancement of parameter estimation granted by Kerr
nonlinearities [30, 31]. Additional efforts have focused on
parametric driving of the cavity frequency, which man-
ifests itself as a single-mode mechanical squeezing term
in the Hamiltonian [32].
To date, due to challenges in solving the dynamical
evolution for time-dependent nonlinear optomechanical
systems, most approaches to the full nonlinear case have
been restricted to the estimation of static effects. As a re-
sult, the proposals considered so far are of limited interest
for experimentalists, since static effects are generally dif-
ficult to isolate from a random noise floor. Furthermore,
if feasible, time-dependent signals also allow for the ex-
ploitation of resonances, which can be used to increase
the signal-to-noise ratio.
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2FIG. 1. Cavity optomechanics is one realisation of the Hamil-
tonian (1). A semitransparent mirror allows the electro-
magnetic field to enter the cavity and interact with a moving-
end mirror, which therefore affects the frequency of the fun-
damental modes that can be trapped in the cavity [33]. The
degree of freedom of the mirror (i.e., its position) can be mod-
elled as a harmonic oscillator coherently interacting with the
field.
In this work we address this problem by computing
the ultimate bounds on the estimation of parameters en-
coded in an optomechanical Hamiltonian with a time-
dependent coupling term, a time-dependent mechanical
displacement term, and a time-dependent single-mode
mechanical squeezing term. The time-dependent dy-
namics of standard optomechanical systems was recently
solved [34, 35], and further extended to time-dependent
mechanical displacements and squeezing in [36]. The
methods used to obtain the dynamics have a long history
in quantum theory and quantum optics [37, 38]. While
for concrete examples we mainly focus on optomechan-
ics, the dynamics we consider (specifically the Hamilto-
nian (1)) can be implemented in different setups such as
micro-and nano-cantilevers, membranes, levitated nano-
spheres, and optomechanical resonators [24, 33].
The work is organised as follows. We first present the
optomechanical Hamiltonian of interest and its analyt-
ical solution in Section II. We then proceed to define
the QFI in Section III and derive the main result in this
work: a general expression for the QFI of an optomechan-
ical system given the dynamics at hand. Subsequently,
in order to demonstrate the applicability of our results,
we present three examples of interest: (i) Estimation of
the strength of a time-dependent optomechanical cou-
pling (Section IV A), (ii) estimation of the strength of a
time-dependent linear displacement term (Section IV B),
and (iii) estimation of the strength of a time-dependent
mechanical squeezing term (Section IV C). These results
are made more concrete in Section V, where we compute
the QFI given some example experimental parameters.
The work is concluded by a discussion of our results in
Section VI, and some final remarks can be found in Sec-
tion VII.
II. THE SYSTEM
In this section we present the mathematical tools nec-
essary for our work. We begin by defining the optome-
chanical Hamiltonian and an exact solution of the dy-
namics. A detailed presentation of the techniques can
be found in Appendix A and the appropriate references
mentioned throughout the text.
A. Optomechanical Hamiltonian
Nonlinear interactions appear in many physical sys-
tems, including optomechanical ones, where the bare in-
teraction between the electromagnetic field and a me-
chanical resonator couples the number of photons in the
former with the position of the latter [24, 33]. An ex-
ample of an optomechanical system that achieves this
nonlinear term is a moving end-mirror that forms part of
a cavity, which is illustrated in Figure 1.
In this work we consider the generalised optomechani-
cal Hamiltonian of the form
Hˆ =HˆOM + ~D1(t)
(
bˆ† + bˆ
)
+ ~D2(t)
(
bˆ† + bˆ
)2
, (1)
where we have introduced the standard optomechani-
cal Hamiltonian HˆOM defined by HˆOM := ~ωcaˆ†aˆ +
~ωm bˆ†bˆ − ~G(t)aˆ†aˆ
(
bˆ† + bˆ
)
, and the (possibly time-
dependent) coefficients G(t), D1(t) and D2(t). Here, ωc is
the frequency of the light mode with annihilation opera-
tor aˆ, and ωm is the trapping frequency of the mechanical
mode with annihilation operator bˆ.
The Hamiltonian (1) reduces to the standard optome-
chanical Hamiltonian with a constant light–matter cou-
pling when G(t) = g0, and when D1(t) = D2(t) = 0.
The time-dependence of G(t) and the additional terms
can be obtained in a number of ways: A time-dependent
optomechanical coupling is observed in specific experi-
mental systems [39]. Furthermore, the linear mechanical
driving term controlled by D1(t) allows for the modelling
of an optomechanical system given an externally imposed
effect, such as gravitational acceleration [25, 26], while
the single-mode mechanical squeezing term controlled by
D2(t) can be obtained by modulating the mechanical fre-
quency [40, 41].
In what follows, it will be convenient to adopt the di-
mensionless time τ := ωm t, the dimensionless optical
frequency Ωc := ωc/ωm and the dimensionless Hamilto-
nian coefficients G˜(τ) := G(t)/ωm, D˜1(τ) := D1(t)/ωm
and D˜2(τ) := D2(t)/ωm. This means that we will use the
rescaled Hamiltonian
Hˆ/(~ωm) = ˆ˜HOM + D˜1(τ)
(
bˆ† + bˆ
)
+ D˜2(τ)
(
bˆ† + bˆ
)2
,
(2)
to compute the dynamics in the following section, and
throughout this work, where ˆ˜HOM = Ωcaˆ
†aˆ + bˆ†bˆ −
G˜(τ)aˆ†aˆ(bˆ† + bˆ).
3B. Decoupling of the time-evolution operator of a
nonlinear time-dependent optomechanical
Hamiltonian
The main aim of this work is to provide bounds on
precision measurements of parameters that appear in
the Hamiltonian (1). We assume that the parameter
of interest can enter into any of the coefficients or fre-
quencies of (1). Therefore, it is necessary to obtain
the full time evolution of the system. The time evolu-
tion operator corresponding to the Hamiltonian (1) may
be expressed as the time-ordered exponential Uˆ(τ) :=
←
T exp[− i~ ∫ τ0 dτ ′ Hˆ(τ ′)]. However, this expression is
usually cumbersome to manipulate and only perturba-
tively applicable. In order to reduce the complexity of
the problem, we exploit Lie algebra methods to obtain
tractable expressions for the time evolution of the full
quantum system [37, 38]. More specifically, in a first
step, we identify the minimal Lie algebra that generates
the time evolution operator. If the minimal Lie algebra is
finite, the time evolution operator can be written in terms
of a finite product of exponentials of real scalar functions
Fn(τ) multiplied by base elements hˆn of the Lie algebra,
i.e. Uˆ(τ) =
∏
n exp
[−iFn(τ) hˆn], where the number of
factors is equal to the dimension of the Lie algebra [37].
The scalar functions Fn(τ) have to be found by solving
a set of coupled ordinary differential equations [34].
The time evolution induced by the Hamiltonian (2) has
been already decoupled explicitly using the following set
of Hermitian operators as generators of the minimal Lie
algebra [34, 36]:
Nˆ2a := (aˆ
†aˆ)2
Nˆa := aˆ
†aˆ Nˆb := bˆ†bˆ
Bˆ+ := bˆ
† + bˆ Bˆ− := i (bˆ† − bˆ)
Bˆ
(2)
+ := bˆ
†2 + bˆ2 Bˆ(2)− := i (bˆ
†2 − bˆ2)
Nˆa Bˆ+ := aˆ
†aˆ
(
bˆ† + bˆ
)
Nˆa Bˆ− := i aˆ†aˆ
(
bˆ† − bˆ). (3)
It follows that the time evolution operator can be written
in the following form
Uˆ(τ) = e−iJbNˆbe−iJ+Bˆ
(2)
+ e−iJ−Bˆ
(2)
− e−i(Ωcτ+FNˆa )Nˆa
× e−iFNˆ2a Nˆ2ae−i(FBˆ++FNˆa Bˆ+ Nˆa)Bˆ+
× e−i(FBˆ−+FNˆa Bˆ− Nˆa)Bˆ− , (4)
where the explicit form of the F and J-coefficients de-
pend on the functions G˜(τ), D˜1(τ), and D˜2(τ) in (2).
Their expressions can be found in Appendix A and Ap-
pendix C respectively.
By defining the operators Fˆ± := FBˆ± +FNˆa Bˆ±Nˆa and
FˆNˆa := FNˆa + FNˆ2a Nˆa and using the definition of the
Weyl displacement operator Dˆb(β) = exp
[
β bˆ† − β∗ bˆ],
we can rewrite the time evolution operator as1
Uˆ(τ) := ˆ˜Usq e
−i(Ωc τ+FˆNˆa )Nˆa−iFˆ+Fˆ− Dˆb(Fˆ− − iFˆ+) , (5)
where we used the standard formula for the composition
of two displacement operators and defined the operator
ˆ˜Usq = e
−i JbNˆb Sˆb(2 i J+) Sˆb(−2 J−), (6)
using the definition of the squeezing operator Sˆb(ζ) :=
exp( 12 (−ζbˆ†2 + ζ∗bˆ2)). As already mentioned, the coeffi-
cients Jb and J± can be determined by solving a set of
differential equations whose derivation we show in Ap-
pendix C.
The form of Uˆ(τ) in (5) can now be interpreted as
follows: The mechanical oscillator experiences a photon-
number dependent displacement through Dˆb(Fˆ−− i Fˆ+),
followed by two squeezing operations Sˆb(2 i J+) and
Sˆb(−2 J−), and a rotation e−i Jb Nˆb . The cavity field
is rotated through e−i(Ωc+FNˆa )Nˆa and then strongly
translated by a nonlinear Kerr self-interaction term:
e
−i FNˆ2a Nˆ
2
a . Using a general composition law for squeezing
operators given in Appendix C 3, the full time evolution
operator can be reordered and interpreted as subsequent
photon number dependent squeezing, displacement and
rotation. Details can be found in Appendix C 2.
C. Initial state of the system
In this work, we assume that the mechanical element is
initially in a thermal state ρˆMech.(T ) (a standard assump-
tion in the usual regimes of operation), and the light in
a coherent state |µc〉 (accessible through laser driving).
Explicitly, the initial state of the system is
ρˆ(0) = |µc〉 〈µc| ⊗
∞∑
n=0
tanh2n rT
cosh2 rT
|n〉 〈n| , (7)
where aˆ |µc〉 = µc |µc〉, and where the parameter rT is
defined through the relation rT = tanh
−1(exp[− ~ωm2 kB T ]),
for which kB is Boltzmann’s constant and T is the tem-
perature.
III. QUANTUM METROLOGY
Quantum metrology provides the tools to compute ul-
timate bounds on precision measurements of parameters
1 As Nˆa commutes with all operators in (5), Nˆa and Nˆ2a can be
treated as c-number-valued functions in all manipulations of the
exponentials in Uˆ(τ). In particular, exponential terms containing
only Nˆa and and Nˆ2a and the identity can be freely combined and
shifted in Uˆ(τ).
4contained in a quantum channel [1]. The general scheme
requires an input state ρˆ(0), a channel that propagates
the state, ρˆ(θ) := Pˆθ ρˆ(0) with propagator Pˆθ, and de-
pends on a classical parameter θ that will be estimated,
and a set of measurements on the final state ρˆ(θ). The
quantum Fisher information (QFI) Iθ allows for the com-
putation of ultimate bounds on sensitivity imposed by
the laws of physics [42, 43]. The QFI is a dimension-
ful information measure whose inverse provides a lower
bound to the variance Var(θ) of an unbiased estimator of
a parameter θ through the quantum Crame´r–Rao bound
(QCRB) Var(θ) ≥ (M Iθ)−1 [1, 44, 45]. The QCRB is
optimized over all possible positive operator-valued mea-
sure (POVM) measurements [46] and all possible unbi-
ased estimator functions. Its importance arises from the
fact that it can be saturated in the limit of a large num-
ber M of measurements. The QCRB hence constitutes
an important benchmark for the ultimate sensitivity that
can be achieved (at least in principle when all technical
noise problems are solved), and only the fundamental
uncertainties due to the quantum state itself remain.
For unitary channels that imprint the parameter θ
on an initial state ρˆ(0) =
∑
n λn |λn〉 〈λn| according to
ρˆ(θ) = Uˆθρˆ(0)Uˆ
†
θ , the quantum Fisher information can
in general be written in the form [47, 48]
Iθ = 4
∑
n
λn
(
〈λn| Hˆ2θ |λn〉 − 〈λn| Hˆθ |λn〉2
)
− 8
∑
n 6=m
λnλm
λn + λm
∣∣〈λn| Hˆθ |λm〉∣∣2, (8)
where the second sum is over all terms with λn +
λm 6= 0, λn is the eigenvalue of the eigenstate |λn〉,
and the Hermitian operator Hˆθ is defined by Hˆθ =
−iUˆ†θ∂θUˆθ [47, 48]. The expression (8) was derived for
the so-called phase-shift Hamiltonian, where the depen-
dence of Uˆθ = exp
[−iHˆ(θ)] on θ is through an arbitrary
(differentiable) Hˆ(θ).
In this work, the channel Uˆθ is the time evolution op-
erator (5), and the parameter θ to be estimated is chosen
depending on the specific case of interest. Using the de-
coupled time evolution operator (5), we find
Hˆθ = HˆNˆa+
∑
s∈{+,−}
HˆsBˆs+ENˆb+FBˆ(2)+ +GBˆ(2)− , (9)
with HˆNˆa = ANˆ2a+BNˆa+K, where K is a constant, and
Hˆ± = C±+CNˆa,±Nˆa. The c-valued functions A, B, C+,
CNˆa,+, C− and CNˆa,− are given in (D8) in Appendix D.
The QFI (8) can now be computed by taking the
expectation values of the operator-valued terms in (9)
with respect to the initial state ρˆ(0) (see (7)). The
eigenvectors |λn〉 and eigenvalues λn in (8) are given by
|λn〉 = |µc〉 ⊗ |n〉 and λn = tanh2n(rT )/ cosh2(rT ) for
the initial state (7). This leads us to the main result of
this work, which is an expression for the quantum Fisher
information for general metrology with the nonlinear op-
tomechanical Hamiltonian (1):
Iθ = 4
[
(4|µc|6 + 6|µc|4 + |µc|2)A2 + 2(2|µc|4 + |µc|2)AB
+ |µc|2B2 + cosh(2 rT )
∑
s∈{+,−}
C2
Nˆa,s
|µc|2
+
1
cosh(2 rT )
∑
s∈{+,−}
(Cs + CNˆa,s|µc|2)2
+ 4
cosh2(2rT )
cosh2(2rT ) + 1
(
F 2 +G2
)]
. (10)
A detailed derivation of (10) is given in Appendix D. The
explicit form of the functions A, B, C±, CNˆa,±, F , and
G depends on the parameter θ that we wish to estimate.
They also contain the time-dependence of Uˆθ.
Let us briefly comment on the form (9) of the QFI. The
full explicit expression (10) is not particularly revealing,
since the coefficients can take different forms depending
on the dynamics at hand and the estimation parameter
of interest. We note that, in general, the system scales
strongly with the parameter |µc|, in particular with the
leading term 16 |µc|6A2. It arises from the fact that Hˆθ
contains the term Nˆ2a , which when squared yields an ex-
pectation value (B3) containing terms of order |µc|8 and
|µc|6. The eight-order terms cancel, while the leading
behavior of |µc|6 is retained.
We also note that the term multiplying the first sum
in (10) scales exponentially with the temperature param-
eter rT . This implies that, in certain cases, the QFI will
increase with the temperature parameter rT of the ini-
tial thermal state. Such a behavior is reminiscent of the
increase of QFI with temperature for the measurement
of frequency of a simple harmonic oscillator [49], which
in turn can be attributed to the increasing sensitivity
of higher excited Fock states of the resonator. For esti-
mating the frequency of the mechanical oscillator or the
cavity, it should be mentioned that in principle also the
operators aˆ, aˆ† depend on ωc (and correspondingly bˆ, bˆ†
on ωm). This can be seen most easily from the fact that
the Fock states, i.e. the eigenstates of aˆ†aˆ, depend on ωc
via the oscillator length, which becomes clear when writ-
ing them in position basis. This dependence becomes im-
portant for times much smaller than the period (see [49]),
and for a careful analysis of frequency estimation of a har-
monic oscillator [50]). Neglecting this contribution means
that the QFI for frequency estimation is underestimated.
In what follows, we focus on estimation of parameters
other than frequency, however, where this plays no role.
IV. EXAMPLES
In this section, we demonstrate the applicability of the
main result (10) by considering three concrete scenar-
ios: (i) estimation of the strength of a time-dependent
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FIG. 2. Quantum Fisher information (QFI) for estimation of (a) g˜0 and (b) d˜1 as a function of dimensionless time τ for
different values of Ωg (respectively Ωd˜1). While overall the QFI tends to increase with time in both cases, modulations with
the period of the harmonic oscillators are clearly visible. For Ωd˜1 ≥ 1, Id˜1 is bounded from above, and a doubling of the period
is observed.
optomechanical coupling, (ii) estimation of the strength
of a time-dependent linear mechanical displacement, and
(iii) estimation of a time-dependent mechanical squeezing
term.
A. Example (i): Estimating the strength of an
oscillating optomechanical coupling G˜(τ)
Characterising the nonlinear coupling in optomechani-
cal systems is a key task when calibrating an experimen-
tal system. The case of a constant coupling G˜(τ) ≡ g˜0
has already been thoroughly considered [27]. As an ex-
ample application of our methods we therefore compute
the QFI for estimating the strength g˜0 of an oscillating
optomechanical coupling G˜(τ). We assume that it has
the functional form
G˜(τ) := g˜0 (1 +  sin (Ωgτ)) , (11)
where g˜0 = g0/ωm is the strength of the coupling,  is the
oscillation amplitude and Ωg = ωg/ωm. We additionally
assume that D˜1 = D˜2 = 0.
A nonlinear coupling of this form appears for lev-
itated microscopical particles such as microspheres or
nanospheres in Paul traps, where the time-dependent
modulation is caused by micromotion of the sphere [39,
51, 52]. Using the form (11) of the coupling we can
compute the F -coefficients in (A10) explicitly. First of
all, we find that whenever D˜1(τ) = 0, it follows that
FNˆa = FBˆ+ = FBˆ− = 0, and when D˜2 = 0, we have
Jb = τ and J± = 0. Then, the remaining non-zero coef-
ficients in (10) are given by
A = −∂θFNˆ2a − 2FNˆa Bˆ−∂θFNˆa Bˆ+ , (12)
CNˆa,± = − ∂θFNˆa Bˆ± .
The QFI thus becomes
Ig˜0 = 4 |µc|2
((
4 |µc|4 + 6 |µc|2 + 1
)
A2
+ cosh(2rT )
(
1 +
|µc|2
cosh2 (2rT )
) ∑
s∈{+,−}
C2
Nˆa,s
)
.
(13)
We observe that the QFI increases for increasing tem-
peratures, which is due to the higher occupied phonon
states (see the discussion after (10)). The remaining co-
efficients A and CNˆa,± in (13) need to be complemented
with the appropriate expressions (A10) for the non-zero
F -coefficients. To compute them, we note that ξ = e−iτ
in our case – see (A9) and the expressions for the F -
coefficients in Section E 1. The resulting expression for
the QFI (13) is long and cumbersome, so we display it
in (E3) in Appendix E.
We plot Ig˜0 (E3) as a function of time τ for various
frequencies Ωg in Figure 2a. We note that the different
choices of Ωg lead to distinct oscillation patterns in Ig˜0 .
Furthermore, we plot Ig˜0 as a function of Ωg in Figure 3a
for the values g˜0 = |µc| = 1, and rT = 0. We note that
the QFI peaks at the resonance frequency Ωg = 1, but
only at later times τ  1. At earlier time, the peak
occurs for values of Ωg ≤ 1.
When the coupling modulation occurs at mechanical
resonance with Ωg → 1, the QFI takes on a more com-
pact form. We present the full expression in (E4) in Ap-
pendix E. We can simplify it even further by noting that,
at large time-scales τ  1, the first term of (E4) dom-
inates. Furthermore, when the mechanical oscillator in
the vacuum state with rT = 0, and when the optome-
chanical coupling is much greater than the oscillation
amplitude, g˜0  , and when  1, the expression sim-
plifies significantly to
I(res,app)g˜0 ∼16 g˜20 τ2 |µc|2
(
4 |µc|4 + 6 |µc|2 + 1
)
× (1−  sin(τ)) , (14)
where we kept terms up to . As expected, when |µc|2 is
zero – no initial cavity mode excitations – or g˜0 is zero
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FIG. 3. QFI for estimation of (a) g˜0 and (b) d˜1 for different frequencies. Parameters are g˜0 = 1,  = 0.5 and µc = 1 for
(a), and g˜0 = 1 and µc = 1 for (b). We find that the constant case and the resonances perform best. While the resonance at
about Ωg = 1 gives the best QFI for the estimation of g˜0, the QFI for the estimation of d˜1 at the resonance Ωd1 = 1 is smaller
compared with when D˜1(τ) is constant.
– no coupling, the QFI vanishes. The same can be seen
from the full expression (E4).
The expression (14) shows that the leading time-
dependence of the QFI is quadratic. This is also true
for the more general non-resonant case, see (E3). How-
ever, in both cases there are important time-dependent
modulations that can lead to a rather large gain or loss of
QFI in relatively short time (see e.g. Ωg = 1 in Fig. 2a),
which makes the choice of time of measurement crucial.
B. Example (ii): Estimating a parameter in the
linear displacement D˜1(τ)
The case of constant D˜1 has already been explored in
the context of gravimetry [25, 26]. Here we extended the
analysis by the case of a time-dependent driving D˜1(τ),
which leads to a signal that is generally easier to detect
experimentally compared with a static signal.
We consider a periodic modulation of the mechanical
driving term D˜1(τ) of the form
D˜1(τ) = d˜1 cos(Ωd1τ) , (15)
where d˜1 is the dimensionless driving strength and Ωd1 =
ωd1/ωm is the oscillation frequency of the driving. A
coupling of this form can, for example, be reproduced in
levitating setups by applying any AC electric field to the
system [22] that exerts a periodic force to the levitated
object.
We are interested in estimating the driving strength
d˜1 of the time-dependent coupling. As opposed to the
last section, here we assume that the light–matter cou-
pling is constant with G˜(τ) ≡ g˜0, and we also assume
that D˜2 = 0. This implies that ∂θFNˆ2a = ∂θFNˆa Bˆ± = 0.
Furthermore, since D˜2 = 0, it follows that Jb = τ and
J± = 0, as well as ξ(τ) = e−i τ . As a result, the following
coefficients are zero: A = CNˆa,+ = CNˆa,− = F = G = 0
and the only non-zero coefficients that appear in the ex-
pression (10) of the QFI are
B = −∂θFNˆa − 2FNˆa Bˆ−∂θFBˆ+ , (16)
C± = −∂θFBˆ± .
This implies that the QFI for the estimation of d˜1 reduces
to the expression
Id˜1 = 4B2 |µc|2 +
4
cosh(2rT )
∑
s∈{+,−}
C2s . (17)
We note that the term 4B2 |µc|2 specifically encodes the
nonlinearity; that is, when g˜0 = 0 it follows that B = 0.
The F -coefficients in (A10) can now be analytically
derived (E5). An explicit expression for Id˜1 for general
Ωd1 is given in (E6). For a constant linear displacement,
Ωd1 = 0, the F -coefficients (E5) simplify, and the QFI
takes the simpler expression:
I(const)
d˜1
=16
(
g˜20 |µc|2 (τ − sin(τ))2 +
sin2 (τ/2)
cosh(2 rT )
)
. (18)
The first contribution in this expression originates from
the cavity field and its interaction with the mechanical
oscillator, while the second contribution originates from
the mechanical oscillator only, which includes the de-
pendence on the temperature through rT . The origin
of the terms can be inferred from the following observa-
tion: When either the optical state is the vacuum state
(defined by |µc| = 0), or when the optomechanical cou-
pling is zero (that is, g˜0 = 0), the contributions from the
B-coefficients vanish, while the coefficients C± remain
non-zero. This situation corresponds to estimating the
displacement of a single mechanical element without the
cavity. We note that, in this setting, the enhancement
from |µc|2 is lost, which means that the QFI is reduced
overall. We also note that the result in Eq. (18) extends
previous findings [25, 26] from coherent states to thermal
states of the mechanical oscillator.
When D˜1(τ) is time-dependent (15), the expression be-
comes more convoluted (E6). We plot Id˜1 as a function of
7time τ for different Ωd1 in Figure 2b. The QFI continues
to increase at large times τ for the constant (Ωd1 = 0)
case and the resonant (Ωd1 = 1) case. For all frequen-
cies Ωd1 considered, the QFI Id˜1 rises very rapidly within
about half a period of the mechanical oscillator (τ . pi).
After the initial rapid increase, the QFI either oscillates
or keeps increasing depending on the value of Ωd˜1 . Fur-
thermore, in Figure 3b, we plot Id˜1 as a function of the
oscillation frequency Ωd1 . The QFI shows a clear local
maximum at resonance, where Ωd1 = 1, and another one
at Ωd1 = 0, i.e. when the displacement D˜1(τ) ≡ d˜1 is
constant.
At mechanical resonance Ωd1 = 1, the expression (E6)
simplifies to
I(res)
d˜1
=4 g˜20 |µc|2 [τ + sin(τ) (cos(τ)− 2)]2
+
τ2 + 2 τ sin(τ) cos(τ) + sin2(τ)
cosh (2rT )
. (19)
We note that
[
τ + sin(τ) (cos(τ)− 2)]2 = [1 +
sinc(τ) (cos(τ)− 2)]2 τ2 and τ2 + 2 τ sin(τ) cos(τ) +
sin2(τ) = (1 + 2 sinc(τ) cos(τ) + sinc2(τ)) τ2, where
sinc(x) := sin xx and sinc(x) → 1 for x → 0. This high-
lights the appearance of terms proportional to τ2 in (19).
Therefore, these terms do not oscillate for τ  1 but
grow polynomially, that is, the resonant QFI scales as
I(res)
d˜1
∼ 4 g˜20 |µc|2 τ2, while the QFI for a constant cou-
pling scales as I(const)
d˜1
∼ 16 g˜20 |µc|2 τ2. All together, this
implies that I(const)
d˜1
≈ 4 I(res)
d˜1
for τ  1.
At higher temperatures, the QFI decreases with larger
rT for both constant (18) and resonant (19) displace-
ments. However, the effect differs between the two cases
in the τ  1 limit. For I(const)
d˜1
, the temperature-
dependent term is bounded and oscillates with τ , and
therefore is completely negligible for τ  1 compared
to the term increasing quadratically with τ . For I(res)
d˜1
,
on the other hand, the temperature-dependent term also
scales with τ2. Hence there is resonant buildup of the in-
formation contained in the temperature-dependent term,
which leads to a advantage for the resonant case when
both rT and g˜
2
0 |µc|2 are small. The difference between
the constant and resonant case is, however, relatively
small if g˜0  1 and |µc|2  1, for which the first terms
in both (18) and (19) dominate and lead to a factor of 4
in the QFI.
C. Example (iii): Estimating a parameter in the
mechanical squeezing D˜2(τ)
In this section, we consider a mechanical squeezing
term D˜2(τ) of the form
D˜2(τ) = d˜2 cos(Ωd2 τ), (20)
where d˜2 is the oscillation amplitude and Ωd2 is the fre-
quency. A modulation of this form can arise from an ex-
ternal time-dependent shift of the mechanical frequency
ωm, achievable in the laboratory [32, 39]
2. Our goal is to
estimate the squeezing strength d˜2 for constant or mod-
ulated couplings. For simplification we set D˜1 = 0 in this
section, and keep G˜(τ) ≡ g˜0 constant.
A non-zero mechanical squeezing term affects the full
dynamics of the system since it changes the function
ξ(τ) (A9), which, in turn, enters into the F -coefficients
in (A10). The squeezing parameter is also contained
in the J-coefficients, which may be computed by us-
ing the relation (C34). When D˜1(τ) = 0 we find that
B = C± = 0, which means that the general QFI expres-
sion (10) for estimation of d˜2 reduces to
Id˜2 =4
[(
4 |µc|6 + 6 |µc|4 + |µc|2
)
A2
+ |µc|2 cosh(2 rT )
(
1 +
|µc|2
cosh2(2 rT )
) ∑
s∈{+,−}
C2
Nˆa,s
+ 4
cosh2(2rT )
cosh2(2rT ) + 1
(
F 2 +G2
)]
. (21)
When the squeezing term is constant, that is, Ωd2 = 0,
the differential equations for the mechanical subsystem
evolution (A5) are analytically solvable, as we demon-
strate in Section E 3 a. For a time-dependent coupling of
the form (20), however, the mechanical subsystem equa-
tions (A7) take the form of the Mathieu equation. The
Mathieu equation is notoriously difficult to solve numer-
ically, and only has analytic solutions for specific cases.
However, it has been shown that perturbative solutions
of the form (A11) can be obtained at parametric reso-
nance Ωd˜2 = 2 when d˜2  1, i.e., the squeezing strength
is small [36]. These solutions lead to the same time evo-
lution that can be obtained from the Hamiltonian (1) by
employing the rotating wave approximation.
When the squeezing is constant (i.e., Ωd2 = 0), the
F -coefficients (A10) are given in (E11), and the J-
coefficients are given in (E12). As a result, the only
non-zero coefficient of the QFI is
CNˆa,+ = 2 g˜0τ , (22)
which means that the QFI for estimating a constant
squeezing d˜2 is given by
I(const,app)
d˜2
= 16 g˜20 τ
2 |µc|2 |µc|
2 + cosh2(2 rT )
cosh(2 rT )
, (23)
where the superscript ‘app’ refers to the fact that our
solutions to the dynamics are approximate.
2 This equivalence is demonstrated explicitly in Appendix D
of [36].
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D˜2(τ) = d˜2 cos(2 τ), i.e. parametric resonance is as-
sumed, the F -coefficients are given by (E14), and the
J-coefficients by (E15). This leads to the following non-
zero coefficients for the QFI:
A = −g˜20τ , CNˆa,+ = g˜0τ , F = −τ/2 . (24)
The QFI is then given by
I(res,app)
d˜2
= 4 τ2
(
g˜40 (4 |µc|6 + 6 |µc|4 + |µc|2) + g˜20 |µc|2
|µc|2 + cosh2(2rT )
cosh(2rT )
+
cosh2(2rT )
cosh2(2rT ) + 1
)
. (25)
We note that for the resonant case, I(res,app)
d˜2
scales
quadratically with τ and displays a strong dependence
on µc through the term |µc|6, while for the constant case,
I(const,app)
d˜2
only scales with |µc|4. The QFI for the res-
onant case also scales with g˜40 , which indicates that the
strength of the nonlinearity is particularly important for
sensing of resonantly modulated squeezing. Just like in
Example (i) in Subsection IV A, we find that the very last
term in (25) tends to 1 as rT →∞, but the second-to-last
term diverges exponentially as rT increases, which indi-
cates that a higher temperature rT contributes positively
to the QFI.
In the limit |µc|  1, and at zero temperature
rT = 0, we find that I(const,app)d˜2 ∼ 16 g˜
2
0 τ
2 |µc|4 and
I(res,app)
d˜2
= 16 g˜40 τ
2 |µc|6, which implies that I(res,app)d˜2 ∼
g˜20 |µc|2 I(const,app)d˜2 . It follows that the resonant sensing
scheme might be beneficial for strong light–matter cou-
plings.
V. APPLICATIONS
We have derived a general expression for the QFI for an
optomechanical system operating in the nonlinear regime
and discussed three specific examples of parameter esti-
mation scenarios in order to demonstrate how our results
can be applied. Our expression can be used to infer the
fundamental sensitivity for estimation of any parameters
that enter into the Hamiltonian (1).
To further demonstrate the applicability of these meth-
ods, we consider some examples of parameter values
for the following three cases at resonance: Estimating
the coupling g˜0 with the exact expression (E4), esti-
mating the linear displacement d˜1 (19), and estimat-
ing the squeezing parameter d˜2 (25), which is valid for
d˜2  1. When we compute the QFI for g˜0, we set
D˜1(τ) = D˜2(τ) = 0, and when we compute the QFI
for d˜1 and d˜2, we keep the optomechanical coupling con-
stant G˜(τ) ≡ g˜0. In addition, for the estimation of d˜1
and d˜2, we set the other coefficient to zero respectively,
such that D˜2(τ) = 0 when estimating d˜1, and D˜1 = 0 for
estimation of d˜2.
The parameters used for all cases include the cou-
pling strength g˜0 = 10
2, which can be readily achieved
with levitated systems [53], a coherent state parameter
of |µc|2 = 106, a temperature of 200 nano-Kelvin, and
a mechanical oscillation frequency fm = 10
2 Hz (which
implies the angular frequency ωm = 2pi × 102 Rad s−1).
These parameters result in a temperature parameter
rT = 2.56. We consider a single measurement performed
at the final time τf = 2pi. The results can be found in
Table I, where dimensions can be restored where required
by multiplication with the appropriate number of ωm.
Parameter Symbol Value
Time of measurement τf = ωm t 2pi
Optomechanical coupling g˜0 = g0/ωm 10
2
Coherent state parameter |µc|2 106
Mechanical oscillation frequency ωm 2pi × 102 Rads s−1
Thermal state temperature T 200 nK
Thermal state parameter rT 2.56
Estimation of g˜0
Amplitude of coupling oscillation  0.5
QFI for estimation of g˜0 (E4) I(res)g˜0 3.02× 1025
Estimation of d˜1
Linear displacement d˜1 = d1/ωm 1
QFI for estimation of d˜1 (19) I(res)
d˜1
1.58× 1012
Estimation of d˜2
Squeezing parameter d˜2 = d2/ωm 0.1
QFI for estimation of d˜2 (25) I(res,app)
d˜2
6.32× 1028
TABLE I. The single-shot QFI for estimating the optome-
chanical coupling strength g˜0, a linear mechanical displace-
ment strength d˜1, and a mechanical squeezing strength d˜2
(all on resonance). In each scheme, we set the other cou-
plings to zero or, in the case of the coupling g˜0, to a constant.
Estimation of g˜0 and, in certain schemes, d˜2 correspond to an
internal characterisation of the system, while estimation of d˜1
and d˜1 yield the sensitivity of the optomechanical system to
an external force and its changing amplitude, respective.
We now discuss all three cases in detail. In all exam-
ples, we list our results with three significant digits, how-
ever they should be seen as merely indicative of the order
9of magnitude of the fundamental measurement limit.
i) Estimation of the amplitude g˜0. The constant case
has already been thoroughly explored [27]. We
therefore focus on a time-dependent coupling at
mechanical resonance. We set the oscillation am-
plitude to  = 0.5, and by using g˜0 = 10
2 and
|µc|2 = 106, we find from (E4) that the QFI be-
comes I(res)g˜0 = 3.02 × 1025. This implies a single-
shot sensitivity of ∆g˜0 = 1/(I(res)g˜0 )
1
2 = 1.82×10−13
and a relative sensitivity of ∆g˜0/g˜0 = 1.82×10−15.
ii) Estimation of d˜1. The constant case has al-
ready been previously considered [25, 26]. For
the resonant case, we find from (19) that I(res)g˜0 =
1.58 × 1012, which implies a single-shot sensitiv-
ity of ∆d˜1 = 7.96 × 10−7. Since we set d˜1 = 1
in our example, the relative sensitivity ∆d˜1/d˜1
takes the same value. This example can be made
more concrete in the context of force sensing. We
consider detection of a spatially constant force,
which physically corresponds to the system sub-
jected to a linear potential with oscillating slope,
which causes the mechanical element to become dis-
placed. Let D˜1(τ) = a(τ)
√
m/(2 ~ω3m), where m is
the mass of the system, and a(τ) = a0 cos(Ωa τ)
is a time-dependent acceleration. We then obtain
d˜1 = a0
√
m/(2 ~ω3m), in analogy with Example
(ii) in Subsection IV B. Since we now are inter-
ested in estimating a0 rather than d˜1, we note
that ∂a0 = ∂a0 d˜1∂d˜1 , and hence the (dimension-
ful) QFI becomes I(res)a0 = (∂a0 d˜1)2 I(res)d˜1 . To com-
pute a value for the QFI, we consider a levitated
object with a mass m = 10−14 kg with an angu-
lar oscillation frequency of ωm = 2pi × 102 Rads
s−1. Given these values together with the pa-
rameters g˜0 = 10
2, |µc|2 = 106, and T = 200
nano-Kelvin, which implies rT = 2.56, we find
I(Res)a0 = 7.48×1025 m−2s4, which leads to the sen-
sitivity ∆a0 = 1.16 × 10−13 ms−2. This, in turn,
should allow for measurements of resonant forces of
amplitude m∆a0 = 1.16× 10−27 N.
iii) Estimation of a constant shift or parametric mod-
ulation of the cavity frequency δωm. This setting
corresponds to Example (iii) in Section IV C with
D2(t) = δωm(t). We start by considering a con-
stant squeezing with δωm(t) ≡ δωm. This yields the
following dimensionless parameter d˜2 = δωm/ωm,
where we chose small values of δωm/ωm = 0.1 to
ensure the validity of our approximation. Similarly
to the above, we are here interested in estimat-
ing δωm rather than d˜2, and we note that ∂δωm =
∂δωm d˜2 ∂d˜2 = (ωm)
−1∂d˜2 . The dimensionful QFI
therefore becomes I(res,app)δωm = (ωm)−2 I
(res,app)
d˜2
.
Then, we set g˜0 = 10
2, |µc|2 = 106, ωm = 2pi ×
102 Rad s−1, which implies δωm = 2pi× 10 Rad s−1,
and a temperature of 200 nK, which yields rT =
2.56. We then find from (23) that I(const,app)δωm =
1.93 × 1011 s2 Rad−2 , which implies a sensitivity
of ∆(δωm) = 2.27 × 10−6 Rad s−1, and a relative
sensitivity of ∆(δωm)/δωm = 3.62 × 10−8. Next,
we consider the case where the frequency change
is time-dependent with δωm(t) = δωm cos(ω0 t),
where the driving is resonant with ω0/ωm = 2. We
use the same values as above to find from (25) that
I(res,app)δωm = 1.60 × 1023 s2 Rad−2 , which implies a
sensitivity of ∆(δωm) = 2.50 × 10−12 Rad s−1 and
a relative sensitivity ∆(δωm)/δωm = 3.98× 10−14.
VI. DISCUSSION
In the previous sections, we showed how to use so-
lutions of the time evolution induced by the Hamilto-
nian (1) to obtain bounds on the sensitivity with which
some relevant experimental parameters contained in the
Hamiltonian can be measured. We gave three explicit
examples, however we note that our methods can be ex-
tended to a number of additional parameters. Here, we
discuss our results and elaborate on a number of proper-
ties of the QFI.
A. The Heisenberg limit
The Heisenberg limit is often associated with a scal-
ing of the sensitivity of a system as N−1 (as opposed to
N−1/2 for classical systems), where N is the number of
physical probes in the system. However, it should be kept
in mind that this result is derived under rather specific
conditions [54]: N distinguishable, non-interacting sub-
systems, finite-dimensional Hilbert spaces, and param-
eter encoding via a unitary evolution with parameter-
dependent Hamiltonian [55, 56]. By coincidence, the
1/N (respectively 1/
√
N) scaling is also the scaling of
the sensitivity with the average number of photons with
which the phase-shift in a Mach–Zehnder interferometer
can be measured. This scaling occurs when a NOON-
state (respectively coherent state) is used, even though
the photons are indistinguishable bosons with infinite-
dimensional Hilbert space, and the photon number is in
both cases only defined on average. This result follows
immediately from the general expression of the pure state
QFI in terms of the variance of the generator Gˆ that
generates the unitary transformation Uˆα which encodes
the parameter α according to Uˆα = e
iαGˆ, together with
the phase shift Hamiltonian Hˆ = αaˆ†aˆ. It is, however,
also well known that the scaling with N can be faster
than 1/N for the estimation of an interaction parame-
ter [57, 58], and this advantage can extend in certain
parameter regimes to the estimation of other parameters
of an interacting system [59] if one has access to the full
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system. In light of the 1/N scaling that is often asso-
ciated with the Heisenberg limit, our main result (10)
appears to indicate scaling beyond the Heisenberg limit
due the term |µc|6, which can be written in terms of the
initial average number Nph of photons as |µc|6 = N3ph.
A similar scaling has been predicted for the phase sen-
sitivity of nonlinear optical systems [60]. The N3 term
corresponds to a sensitivity that scales ∝ N−3/2ph , i.e. de-
cays faster than the “Heisenberg limit” 1/N . The ori-
gin of the |µc|6 term is clearly the (aˆ†aˆ)2 term in HˆNa
(see (9)). If one restricts the maximum amount of en-
ergy available, its contribution to the QFI is maximized
by the aforementioned NOON state [54], but Nph is re-
placed by N2ph, i.e. the true Heisenberg-limit in the sense
of the smallest possible uncertainty is now a 1/N2ph scal-
ing of the sensitivity, whereas the coherent state gives
the 1/N
3/2
ph found above. Since the corresponding param-
eter F 2
Nˆa
depends not only on the coupling constant G˜1
but also on the squeezing parameter d˜2 relevant for force
sensing, we have here the remarkable situation that the
nonlinear interaction between the two oscillators not only
allows enhanced sensitivity for estimating the interac-
tion (i.e., faster than 1/Nph scaling of the sensitivity, but
which cannot be compared to the non-interacting case, as
the parameter g˜0 does not exist there), but also enables
enhanced sensitivity of a parameter of the original non-
interacting system! This is a fundamental insight that
was possible only through the exact decoupling scheme
used here, and it should be highly useful for metrology.
In principle one could envisage other systems leading to
even higher powers of Nph, if the Lie-algebra of genera-
tors in Hˆ closed after more iterations. We note, however,
that the sensitivity to linear displacements with this sys-
tem scales as 1/N
1/2
ph , i.e. up to a change of prefactor the
same sensitivity as for measuring a phase shift with a co-
herent state. However, it should be kept in mind that it
is the excitation of the optical cavity that determines the
sensitivity with which the shift of the mechanical oscilla-
tor is measured, and which can be much larger than the
initial thermal excitation of the mechanical oscillator.
B. Resonance
Here we discuss the implications of driving the system
at mechanical resonance. The resonance behavior differs
for all three examples considered in Section IV, which
implies a rich and complicated structure of the QFI. We
here provide a brief discussion of some of the main fea-
tures observed in this work. For estimation of g˜0, it can
be seen in Figure 3a, where we plotted a frequency sweep
of the QFI at various times τf , that the onset of the in-
crease of QFI is due to the accumulation of the resonant
behavior. In fact, Figure 3a demonstrates that driving on
resonance only provides a significant advantage as τ  1.
For estimations of a linear drive d˜1, we found that a
constant coupling performs better than a time-dependent
one. This observation is most likely due to our choice to
let the weighting function D˜(τ) = d˜1 cos(Ωd1τ) oscillate
around zero rather than a fixed displacement.
For estimation of d˜2, our results are only valid close to
parametric resonance, which occurs when Ωd2 = 2. In
all cases considered here, general, we demonstrated that
resonances play an important, but not always beneficial,
part in enhancing the sensitivity of a system.
C. Time-dependence
In all three examples we considered, the QFI was found
to increase essentially quadratically with dimenionless
time τ to leading order at resonance. Optomechani-
cal systems are among the most massive quantum sys-
tems that can be controlled in the laboratory to date,
and while impressively narrow linewidths have recently
been demonstrated experimentally with levitated nano-
particles [61], achieving long quantum coherence times is
still a challenging task. In the pioneering experiments
reported in [62] the fitted T2 dephasing time of a nano-
mechanical oscillator with resonance frequency of 6 GHz
was about 20 ns, corresponding to a maximally achiev-
able τ ' 754. Given a finite available measurement time
limited by the decoherence time, our results show that
the precise timing of the measurements and the choice of
frequency ratios is crucial for optimizing the overall sen-
sitivity per square root of Hertz. It is a major benefit of
our method that the precise time-dependence of the QFI
can be obtained in such a non-linear and possibly driven
or parametrically modulated optomechanical system.
VII. CONCLUSION
We have derived a general expression for the quan-
tum Fisher information (QFI) for a nonlinear optome-
chanical system with a time-dependent light–matter cou-
pling term, a time-dependent linear mechanical displace-
ment term, and a time-dependent single-mode mechani-
cal squeezing term in the Hamiltonian. The expression
for the QFI can be used to compute the optimal sensi-
tivity bounds for the estimation of any parameter which
enters into any of the terms in the Hamiltonian. Most
importantly, our methods include the treatment of ar-
bitrary time-dependent effects, which offers significant
advantages for experimental schemes since time-varying
signals can be more easily distinguished from a typical
random noise floor than constant ones.
To demonstrate the applicability of the expression and
our methods, we computed the QFI for three specific
examples: (i) Estimating the strength of an oscillating
optomechanical coupling, (ii) estimating the amplitude
of an oscillating linear mechanical displacement term,
and, (iii) estimating the amplitude of a resonant time-
dependent mechanical squeezing term. We derived exact
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and asymptotic expressions for the QFI in the first two
cases, as well as an approximate expressions based on
perturbative solutions for a squeezing term modulated
at resonance.
Our results include a number of interesting phenom-
ena. Most remarkable is the fact that the nonlinear in-
teraction leads, for large population of the cavity, to a
drastically increased sensitivity not only for the coupling,
but also the frequency shift of the mechanical oscilla-
tor, and hence to the measurement of spatially linearly
varying forces. Secondly, we find that resonances, where
the oscillation frequency of the driving matches the me-
chanical oscillation frequency of the system, or in case of
parametric driving, twice the oscillation frequency, can
increase the QFI for measuring the coupling or the linear
shift (and hence spatially constant forces) substantially.
Thirdly, we find that the temperature of the initial me-
chanical thermal state is not always detrimental for the
sensitivity, and might even sometimes aid estimation of
the parameter in question. More work is needed to es-
tablish how this effect can be harnessed for settings that
include the potentially detrimental effects of decoherence
due to the coupling to a thermal environment whose in-
fluence on the dynamics was neglected so far.
Finally, while we have analysed three relevant exam-
ples in detail, the methods can be applied to the measure-
ment of a large number of internal and external effects
that act on the optomechanical systems, as long as they
can be modelled via the coefficients in the Hamiltonian
we consider. It should be kept in mind, however, that our
results are proofs of existence: they show that a joint-
measurement of the cavity and mechanical oscillator ex-
ists that allows one to reach the described sensitivities in
the limit of infinitely many measurements. More work
will be required to understand how the different effects
in the Hamiltonian interact to enhance or decrease the
sensitivity, and to find physically feasible measurements
that saturate the bounds. In addition the question of
the effect of decoherence needs to be addressed. Never-
theless, our results clearly demonstrate the potential of
optomechanical systems, and more generally of harmonic
oscillators coupled via the radiation-pressure coupling,
for strongly enhanced sensitivity in the measurement of
very small forces.
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Appendix A: Decoupling time-dependent dynamics
Here we discuss the basic elements that led to the decoupling of the form (5). All details of the techniques and
procedures can be found in [36]. The algebra basis-operators are
Nˆa := aˆ
†aˆ Nˆb := bˆ†bˆ Nˆ2a := (aˆ
†aˆ)2
Bˆ+ := bˆ
† + bˆ Bˆ− := i (bˆ† − bˆ)
Bˆ
(2)
+ := bˆ
†2 + bˆ2 Bˆ(2)− := i (bˆ
†2 − bˆ2)
Nˆa Bˆ+ := Nˆa (bˆ
† + bˆ) Nˆa Bˆ− := Nˆa i (bˆ† − bˆ) . (A1)
The time-evolution operator is
Uˆ(τ) := ˆ˜Usq(τ) e
−i(Ωc τ+FˆNˆa )Nˆa e−i (FBˆ++FNˆa Bˆ+ Nˆa) Bˆ+ e−i (FBˆ−+FNˆa Bˆ− Nˆa) Bˆ− , (A2)
where FˆNˆa = FNˆa + FNˆ2a Nˆa, and the expression of
ˆ˜Usq is
ˆ˜Usq =
←−
T exp
[
−i
∫ τ
0
dτ ′
(
(1 + 2 D˜2(τ ′))Nˆb + D˜2(τ ′)Bˆ(2)+
)]
. (A3)
The action of ˆ˜Usq on the mode operator bˆ is given by
ˆ˜U†sq bˆ
ˆ˜Usq = α(τ) bˆ + β(τ) bˆ
†. The Bogoliubov α(τ) and β(τ)
coefficients read
α(τ) =
1
2
[
P11(τ) + P22(τ)− i
∫ τ
0
dτ ′ P22(τ ′)− i
∫ τ
0
dτ ′ (1 + 4 D˜2(τ ′))P11(τ ′)
]
,
β(τ) =
1
2
[
P11(τ)− P22(τ) + i
∫ τ
0
dτ ′ P22(τ ′)− i
∫ τ
0
dτ ′ (1 + 4 D˜2(τ ′))P11(τ ′)
]
, (A4)
and the functions P11 and P22 can be found by integrating (with A˙ ≡ dA(τ)/dτ)
P¨11 + (1 + 4 D˜2(τ))P11 = 0 ,
P¨22 − 4
˙˜D2(τ)
1 + 4 D˜2(τ)
P˙22 + (1 + 4 D˜2(τ))P22 = 0, (A5)
together with the initial conditions P11(0) = P22(0) = 1 and P˙11(0) = P˙22(0) = 0.
Let us rewrite the above equations in terms of P11 and
IP22 :=
∫ τ
0
dτ ′P22(τ ′) . (A6)
Then, the governing differential equations become equivalent, i.e.
P¨11 + (1 + 4 D˜2(τ))P11 = 0 ,
I¨P22 + (1 + 4 D˜2(τ)) IP22 = 0 , (A7)
which can be verified by dividing by 1 + 4 D˜2(τ) and taking the time derivative. The initial conditions for IP22 follow
from those for P22 as IP22(0) = 0 and I˙P22(0) = 1. Furthermore, using the differential equation for P11, we find
α(τ) =
1
2
[
P11 − iIP22 + i
d
dτ
(P11 − iIP22)
]
,
β(τ) =
1
2
[
P11 + iIP22 + i
d
dτ
(P11 + iIP22)
]
. (A8)
Furthermore, we define
ξ := α+ β∗ = P11 − iIP22 , (A9)
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which implies α = (ξ + iξ˙)/2 and β = (ξ∗ + iξ˙∗)/2.
The functions for the decoupling of the time-evolution operator (5) have been computed in [36] and we reprint
them here (<ξ and =ξ denote the real and imaginary part of ξ respectively):
FNˆa =− 2
∫ τ
0
dτ ′ D˜1(τ ′)=ξ(τ ′)
∫ τ ′
0
dτ ′′ G˜(τ ′′)<ξ(τ ′′)− 2
∫ τ
0
dτ ′ G˜(τ ′)=ξ(τ ′)
∫ τ ′
0
dτ ′′ D˜1(τ ′′)<ξ(τ ′′) ,
FNˆ2a
= 2
∫ τ
0
dτ ′ G˜(τ ′)=ξ(t′)
∫ τ ′
0
dτ ′′ G˜(τ ′′)<ξ(τ ′′) ,
FBˆ+ =
∫ τ
0
dτ ′ D˜1(τ ′)<ξ(τ ′) ,
FBˆ− =−
∫ τ
0
dτ ′ D˜1(τ ′)=ξ(τ ′) ,
FNˆa Bˆ+ =−
∫ τ
0
dτ ′ G˜(τ ′)<ξ(τ ′) ,
FNˆa Bˆ− =
∫ τ
0
dτ ′ G˜(τ ′)=ξ(τ ′) . (A10)
Finally, two special scenarios give us the following analytical expressions for ξ.
• For D˜2(τ) = 0, we obtain P11 = cos(τ) and IP22 = sin(τ), which leads to ξ = e−iτ .
• When the squeezing term is modulated at frequency Ωd2 with D˜2(τ) = d˜2 cos(Ωd2 τ), it follows that the solutions
to (A7) coincide with the solutions to the Mathieu equations. This equation is notoriously difficult to solve,
but a set of pertubative solutions were given in equation (E.15) in [36]. The solutions are valid for d˜2  1 and
τ  1 and yield
ξ(τ) = e−i τ cosh(d˜2 τ) + i ei τ sinh(d˜2 τ) . (A11)
Appendix B: Commutator relations and expectation values
In the appendices below, the following expressions must be evaluated by commuting the exponentials through the
expression in the middle. We list them and their solutions here for reference.
eixBˆ
(2)
− Bˆ
(2)
+ e
−ixBˆ(2)− =Bˆ(2)+ cosh(4x) +
(
2 Nˆb + 1
)
sinh(4x) ,
eixBˆ
(2)
+ Bˆ
(2)
− e
−ixBˆ(2)+ =Bˆ(2)− cosh(4x)−
(
2 Nˆb + 1
)
sinh(4x) ,
eixBˆ
(2)
− Nˆb e
−ixBˆ(2)− =Nˆb cosh(4x) + Bˆ
(2)
+
1
2
sinh(4x) + sinh2(2x)1 ,
eixBˆ
(2)
+ Nˆb e
−ixBˆ(2)+ =Nˆb cosh(4x)− Bˆ(2)−
1
2
sinh(4x) + sinh2(2x)1 ,
ei x Bˆ+ Nˆb e
−i x Bˆ+ = Nˆb − Bˆ− x+ x2 1 ,
ei x Bˆ− Nˆb e
−i x Bˆ− = Nˆb + Bˆ+ x+ x2 1 ,
ei x Bˆ+ Bˆ
(2)
+ e
−i x Bˆ+ = Bˆ(2)+ + 2 Bˆ− x− 2x2 1 ,
ei x Bˆ− Bˆ
(2)
+ e
−i x Bˆ− = Bˆ(2)+ + 2 Bˆ+ x+ 2x
2 1 ,
ei x Bˆ+ Bˆ
(2)
− e
−i x Bˆ+ = Bˆ(2)− − 2 Bˆ+ x ,
ei x Bˆ− Bˆ
(2)
− e
−i x Bˆ− = Bˆ(2)− + 2 Bˆ− x ,
ei x Bˆ+ Bˆ− e−i x Bˆ+ = Bˆ− − 2x1 .
ei x Bˆ− Bˆ+ e
−i x Bˆ− = Bˆ+ + 2x1 . (B1)
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Furthermore, we need a number of expectation values in order to compute the QFI. They are
〈n|Bˆ2+|n〉 = 2n+ 1 ,
〈n|Bˆ2−|n〉 = 2n+ 1 ,
〈n|(Bˆ(2)+ )2|n〉 = 2n2 + 2n+ 2 ,
〈n|(Bˆ(2)− )2|n〉 = 2n2 + 2n+ 2 ,
〈n|Bˆ+Bˆ−|n〉 = i ,
〈n|Bˆ−Bˆ+|n〉 = −i ,
〈n|Bˆ(2)+ Bˆ(2)− |n〉 = 2i(2n+ 1) ,
〈n|Bˆ(2)− Bˆ(2)+ |n〉 = −2i(2n+ 1) , (B2)
as well as
〈µc|Nˆ4a |µc〉 = |µc|8 + 6|µc|6 + 7|µc|4 + |µc|2 ,
〈µc|Nˆ3a |µc〉 = |µc|6 + 3|µc|4 + |µc|2 ,
〈µc|Nˆ2a |µc〉 = |µc|2(1 + |µc|2) , (B3)
and
〈n|Bˆ+|m〉 =
√
m+ 1δn,m+1 +
√
mδn,m−1 ,
〈n|Bˆ−|m〉 = i
(√
m+ 1δn,m+1 −
√
mδn,m−1
)
,
〈n|Bˆ(2)+ |m〉 =
√
m+ 1
√
m+ 2δn,m+2 +
√
m
√
m− 1δn,m−2 ,
〈n|Bˆ(2)− |m〉 = i
(√
m+ 1
√
m+ 2δn,m+2 −
√
m
√
m− 1δn,m−2
)
. (B4)
Appendix C: Treatment of the mechanical squeezing subsystem
In this Appendix, we decouple the time evolution of the mechanical subsystem and interpret the time evolution
operator in terms of subsequent squeezing, displacement and rotation.
1. Decoupling the mechanical subsystem
In order to compute the QFI for measurements of parameters in D˜2(τ), we must find an analytic expression for
ˆ˜Usq(τ). To obtain the coefficients Jb and J±, we will follow methods outlined in [35, 36, 63].
The operator
˜ˆ
Usq is given by
ˆ˜Usq =
←−
T exp
[
−i
∫ τ
0
dτ ′
(
(1 + 2 D˜2(τ ′))Nˆb + D˜2(τ ′)Bˆ(2)+
)]
. (C1)
We want to find an analytic expression in terms of operators that we can treat individually. We make the following
ansatz:
ˆ˜Usq = exp[−i Jb Nˆb] exp[−i J+Bˆ(2)+ ] exp[−i J− Bˆ(2)− ] . (C2)
We then differentiate the ansatz with respect to time τ to obtain
˙ˆ
U˜sq
ˆ˜U†sq = −i J˙θ − i J˙+e−i Jb Nˆb Bˆ(2)+ ei Jb Nˆb − i J˙− e−i Jb Nˆb e−iJ+Bˆ
(2)
+ Bˆ
(2)
− e
iJ+ Bˆ
(2)
+ ei Jb Nˆb . (C3)
By using the commutator relations (B1), (C3) can be written purely as terms proportional to the operators Nˆb, Bˆ
(2)
+
and Bˆ
(2)
− :
˙ˆ
U˜sq
ˆ˜U†sq = − i J˙θ Nˆb − iJ˙+
(
cos(2Jb)Bˆ
(2)
+ − sin(2Jb)Bˆ(2)−
)
− iJ˙−
[
cosh(4 J+)
(
cos(2Jb) Bˆ
(2)
− + sin(2Jb)Bˆ
(2)
+
)
+ 2 sinh(4J+) Nˆb − 4 J+
]
. (C4)
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Now we set this equal to the expression under the integral (C1),
(1 + 2 D˜2(τ))Nˆb + D˜2(τ)Bˆ(2)+ =J˙θ Nˆb + J˙+
(
cos(2Jb)Bˆ
(2)
+ − sin(2Jb)Bˆ(2)−
)
+ J˙−
[
cosh(4 J+)
(
cos(2Jb) Bˆ
(2)
− + sin(2Jb)Bˆ
(2)
+
)
+ 2 sinh(4 J+) Nˆb − 4 J+
]
. (C5)
We then use the linear independence of the operators in order to write down the following differential equations
(1 + 2 D˜2(τ)) = J˙b + 2 J˙− sinh(4 J+) ,
D˜2(τ) = J˙+ cos(2Jb) + J˙− cosh(4 J+) sin(2Jb) ,
0 = −J˙+ sin(2Jb) + J˙− cosh(4J+) cos(2Jb) , (C6)
which can be simplified into the following first-order coupled differential equations:
J˙b = 1 + 2 D˜2(τ) (1− sin(2Jb) tanh(4J+)) ,
J˙+ = D˜2(τ) cos(2Jb) ,
J˙− = D˜2(τ) sin(2Jb)
cosh(4J+)
. (C7)
These equations do not in general allow for analytic solutions. In the main text, we proceed with estimations of
parameters in D˜2(τ) by evaluating these equations numerically.
2. The time evolution interpreted
Using a general composition law for squeezing operators (see Appendix C 3), we can write (6) as
ˆ˜Usq=˙e
−i(Jb+ϕJ )Nˆb Sˆb(arctanh(|ζJ |)ei arg(ζJ )) , (C8)
where =˙ indicates equivalence up to a global phase, and where
ϕJ = arctan(tanh(2J+) tanh(2J−)) ,
ζJ =
i tanh(2J+)− tanh(2J−)
1− i tanh(2J+) tanh(2J−) . (C9)
With the commutation law for displacement and squeezing, we obtain
Uˆ(τ) = e−i (Ωc τ+FˆNˆa )Nˆa−iFˆ+Fˆ− e−i(Jb+ϕJ )NˆbDˆb(γˆ)Sˆb
(
arctanh(|ζJ |)ei arg(ζJ )
)
, (C10)
where
γˆ =
(Fˆ− − iFˆ+)√
1− |ζJ |2
− ei arg(ζJ ) (Fˆ− + iFˆ+)|ζJ |√
1− |ζJ |2
. (C11)
By rewriting Uˆ(τ) in the form (C10), we can interpret the time evolution as the following subsequentally perfomed
operations: a squeezing, a photon number dependent displacement and a photon number dependent rotation.
3. Derivation of the squeezing composition law
We start from the unitary representation of the squeezing operator
Uˆsq = e
− r2 eiθ bˆ†2+ r2 e−iθ bˆ2 = e−
i
2 Xˆ
†HsqXˆ , (C12)
which is sometimes also called Sˆ(z) where z is a complex number such that z = r eiθ, and where we have defined
Hsq =
(
0 −ireiθ
ire−iθ 0
)
and Xˆ =
(
bˆ
bˆ†
)
. (C13)
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The corresponding symplectic representation is given by Ssq = e
ΩHsq , where the symplectic form in this particular
basis is
Ω =
(
−i 0
0 i
)
. (C14)
This leads to the symplectic form of the squeezing operation
Ssq(r, θ) =
(
cosh(r) −eiθ sinh(r)
−e−iθ sinh(r) cosh(r)
)
. (C15)
Therefore, we can write two subsequent squeezing operations as
Ssq(r1, θ1)Ssq(r2, θ2) =
(
S11 S12
S21 S22
)
, (C16)
where the matrix elements are given by
S11 = cosh(r1) cosh(r2) + e
i(θ1−θ2) sinh(r1) sinh(r2) ,
S12 = S
∗
21 = −
(
eiθ1 sinh(r1) cosh(r2) + e
iθ2 cosh(r1) sinh(r2)
)
,
S22 = cosh(r1) cosh(r2) + e
−i(θ1−θ2) sinh(r1) sinh(r2) . (C17)
The unitary representation of a rotation is
UˆR = e
− ia2 (bˆ†bˆ+bˆbˆ†) , (C18)
which corresponds to the symplectic matrix
SR(a) =
(
e−ia 0
0 eia
)
. (C19)
A consecutive application of a squeezing and a rotation gives
SR(a)Ssq(r3, θ3) =
(
e−ia cosh(r3) −ei(θ3−a) sinh(r3)
−e−i(θ3−a) sinh(r3) eia cosh(r3)
)
. (C20)
Identification of the elements in (C16) and (C20) leads to
cosh(r3) =| cosh(r1) cosh(r2) + ei(θ1−θ2) sinh(r1) sinh(r2)| ,
sinh(r3) =| cosh(r1) sinh(r2) + ei(θ1−θ2) sinh(r1) cosh(r2)| . (C21)
Furthermore,
eiθ3 =
cosh(r3)
sinh(r3)
eiθ1 sinh(r1) cosh(r2) + e
iθ2 cosh(r1) sinh(r2)
cosh(r1) cosh(r2) + ei(θ1−θ2) sinh(r1) sinh(r2)
, (C22)
and, dividing S11 by S22,
e−2ia =
cosh(r1) cosh(r2) + e
i(θ1−θ2) sinh(r1) sinh(r2)
cosh(r1) cosh(r2) + e−i(θ1−θ2) sinh(r1) sinh(r2)
. (C23)
Defining tj = tanh(rj)e
iθj , we find
t3 = tanh(r3)e
iθ3 =
t1 + t2
1 + t1t∗2
, and e−2ia =
1 + t1t
∗
2
1 + t∗1t2
, (C24)
and the composition law for squeezing operators
S(z1)S(z2) = e
1
4 ln
(
1+t1t
∗
2
1+t∗1t2
)
(bˆ†bˆ+bˆbˆ†)
S(z3) , (C25)
where we recall that zj = rj e
iθj .
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4. Link to the J-coefficients
To derive (C8) and (C9) we first note that, for the combination of exp
[
−i J+ Bˆ(2)+
]
and exp
[
−i J− Bˆ(2)−
]
, we have
r1 = 2 J+, θ1 = pi/2 ,
r2 = 2J−, θ2 = pi . (C26)
These values can now be used to derive the coefficients ϕJ and ζJ . From (C24) it follows that
tanh(r3) e
iθ3 =
i tanh(2J+)− tanh(2J−)
1− i tanh(2J+) tanh(2J−) . (C27)
The phase factor, defined as e−i ϕJ Nˆb above for the rotation can be derived in a similar manner. We first note that
ln
(
1 + t1t
∗
2
1 + t∗1t2
)
= iArg
(
1 + t1t
∗
2
1 + t∗1t2
)
= iArg
(
1− i tanh(2J+) tanh(2J−)
1 + i tanh(2J+) tanh(2J−)
)
, (C28)
which follows from the definition of the complex logarithm and from the fact that (1 + t1t
∗
2)/(1 + t
∗
1t2) has complex
norm 1. The expression can now be simplified to
i Arg
(
[1− i tanh(2J+) tanh(2J−)]2
1 + tanh2(J+) tanh
2(J−)
)
= 2 iArg (1− i tanh(2J+) tanh(2J−)) , (C29)
where the last equality follows from the fact that the angle in complex space matters, not the magnitude of the real
and imaginary parts. Furthermore, we have that Arg(zn) = nArg(z), which means that a factor of 2 can be pulled
down in front of the expression. Finally, we note that the Arg function is related to the atan2 function, a standard
operation in many numerical libraries by the relation Arg(x+ iy) = atan2(y, x). However, if x > 0, we find the special
case Arg(x+ iy) = arctan(y/x). In our case, x = 1, and thus we find
ϕJ = arctan (tanh(2J+) tanh(2J−)) , (C30)
where we have also accounted for a minus sign in the phase. These expressions can now be used to interpret the
evolution induced by the mechanical single-mode squeezing term as a combination of a rotation and a squeezing, as
discussed in the main text.
5. Link between the J-coefficients to the Bogoliubov coefficients
To obtain the relation between the functions Jb, J+ and J− and the P11 and IP22 functions, we remember that
SsqXˆ =
(
α β
β∗ α∗
)
Xˆ , (C31)
and asking for it to be equivalent to
SR(Jb)Ssq(2J+, pi/2)Ssq(2J−, pi) =
(
S11 S12
S21 S22
)
, (C32)
where we find analogously to our result in (C17) that the matrix elements are given by
α = S11 = e
−iJb (cosh(2J+) cosh(2J−)− i sinh(2J+) sinh(2J−)) ,
β = S12 = −e−iJb (i sinh(2J+) cosh(2J−)− cosh(2J+) sinh(2J−)) . (C33)
A particular set of solutions to these equations is given as
J+ =
arcosh(|α2 − β2|)
4
,
J− =
1
4
arcosh
(
(2|α|2 − 1)
|α2 − β2|
)
,
Jb =− 1
2
Arg
(
α2 − β2
|α2 − β2|
)
. (C34)
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We arrived at the expression for Jb since
e−2iJb =
(
α2 − β2
|α2 − β2|
)
. (C35)
Taking the logarithm of a complex number gives ln z = ln |z|+ iArgz, with Arg defined as in Section C 4, and where
z ∈ C. In this case, |e−2iJb | = 1, which means that we arrive at the expression above.
It is then straight-forward to relate the J-coefficients to P11 and IP22 by using the expressions in (A8).
Appendix D: Derivation of the Fisher information
In this appendix we derive the quantum Fisher information (QFI) for estimation of an arbitrary parameter θ
contained in the nonlinear Hamiltonian (2). According to (8), the QFI is obtained as
Iθ =4
∑
n
λn
(
〈λn| Hˆ2θ |λn〉 − 〈λn| Hˆθ |λn〉2
)
− 8
∑
n 6=m
λnλm
λn + λm
∣∣∣〈λn| Hˆθ |λm〉∣∣∣2 , (D1)
where the operator Hˆθ is defined as Hˆθ = −iUˆ†θ∂θUˆθ. In order to emphasize that the time-evolution operator depends
on the parameter θ, we added the subscript.
1. Derivation of the coefficients
Now we derive the expression for the QFI (10). The commutators which appear in the calculation are listed in (B1).
The operator Hˆθ has the form
Hˆθ = ANˆ2a +B Nˆa + C+ Bˆ+ + CNˆa,+Nˆa Bˆ+ + C− Bˆ− + CNˆa,− Nˆa Bˆ− + E Nˆb + F Bˆ
(2)
+ +GBˆ
(2)
− +K. (D2)
This is a consequence of the fact that the Lie algebra of the whole Hamiltonian is closed and finite.
Let us proceed to determine the coefficients in (D2). To do so, we first differentiate the time-evolution operator Uˆθ
with respect to the parameter θ. The operator Uˆθ can be decomposed into the form Uˆθ = UˆNˆa
ˆ˜UsqUˆBˆ+UˆBˆ− , where we
have introduced
UˆNˆa = e
−i(Ωc τ+FˆNˆa)Nˆa ,
UˆBˆ+ = e
−i Fˆ+ Bˆ+ ,
UˆBˆ− = e
−i Fˆ− Bˆ− , (D3)
and where we recall that FˆNˆa = FNˆa + FNˆ2a Nˆa, Fˆ+ = FBˆ+ + FNˆa Bˆ+Nˆa and Fˆ− = FBˆ− + FNˆa Bˆ−Nˆa. To simplify
notation, the differential operator ∂θ is understood in this section to act on the first symbol on its right only. Then,
we can write Hˆθ as
Hˆθ =− i
(
Uˆ†
Nˆa
∂θUˆNˆa + Uˆ
†
Bˆ−
Uˆ†
Bˆ+
ˆ˜U
†
sq∂θ
ˆ˜U sqUˆBˆ+UˆBˆ− + Uˆ
†
Bˆ−
Uˆ†
Bˆ+
∂θUˆBˆ+UˆBˆ− + Uˆ
†
Bˆ−
∂θUˆBˆ−
)
. (D4)
In order to proceed we need to compute the derivative ∂θ
ˆ˜Usq, which requires us to decompose the operator
ˆ˜Usq as
in (C2), which we reprint here ˆ˜Usq = exp[−iJbNˆb] exp[−iJ+Bˆ(2)+ ] exp[−iJ−Bˆ(2)− ], where Jb and J± are time-dependent
real functions. We present the exact form of these coefficients in (C7) in Appendix C as a solution to a coupled set of
differential equations. If we now assume all three coefficients Jb, J+ and J− to depend on the estimation parameter
θ, we differentiate ˆ˜Usq to find
∂θ
ˆ˜Usq = − i ∂θJb Nˆb e−i Jb Nˆb e−i J+ Bˆ
(2)
+ e−i J− Bˆ
(2)
− − i ∂θJ+ e−i Jb Nˆb Bˆ(2)+ e−i J+ Bˆ
(2)
+ e−i J− Bˆ
(2)
−
− i ∂θJ− e−i Jb Nˆb e−i J+ Bˆ
(2)
+ Bˆ
(2)
− e
−i J−Bˆ(2)− . (D5)
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We then obtain Uˆ†
Bˆ−
Uˆ†
Bˆ+
ˆ˜U†sq∂θ
ˆ˜UsqUˆBˆ+UˆBˆ− = Cˆ1 + Cˆ2 + Cˆ3 with
Cˆ1 =− i∂θJb Uˆ†Bˆ−Uˆ
†
Bˆ+
ei J− Bˆ
(2)
− ei J+ Bˆ
(2)
+ Nˆb e
−i J+ Bˆ(2)+ e−i J− Bˆ
(2)
− UˆBˆ+UˆBˆ−
=− i∂θJb
[
cosh(4J+) cosh(4J−)
(
Nˆb + Bˆ+ Fˆ− + Fˆ2− − Bˆ− Fˆ+ + Fˆ2+
)
+
1
2
cosh(4J+) sinh(4J−)
(
Bˆ
(2)
+ + 2 Bˆ+ Fˆ− + 2 Fˆ2− + 2 Bˆ− Fˆ+ − 2 Fˆ2+
)
+ cosh(4J+) sinh
2(2J−) + sinh2(2J+)− 1
2
sinh(4J+)
(
Bˆ
(2)
− + 2 Bˆ− Fˆ− − 2 Bˆ+Fˆ+ − 4 Fˆ− Fˆ+
)]
,
Cˆ2 =− i∂θJ+Uˆ†Bˆ−Uˆ
†
Bˆ+
eiJ−Bˆ
(2)
− Bˆ
(2)
+ e
−iJ−Bˆ(2)− UˆBˆ+UˆBˆ−
=− i∂θJ+
[
cosh(4J−)
(
Bˆ
(2)
+ + 2 Bˆ+ Fˆ− + 2 Fˆ2− + 2 Bˆ− Fˆ+ − 2 Fˆ2+
)
+ 2 sinh(4J−)
(
Nˆb + Bˆ+ Fˆ− + Fˆ2− − Bˆ− Fˆ+ + Fˆ2+
)
+ sinh(4J−)
]
,
Cˆ3 =− i ∂θJ−Uˆ†Bˆ−Uˆ
†
Bˆ+
Bˆ
(2)
− UˆBˆ+UˆBˆ−
=− i ∂θJ−
[
Bˆ
(2)
− + 2 Bˆ− Fˆ− − 2 Bˆ+Fˆ+ − 4 Fˆ− Fˆ+
]
. (D6)
For the remaining terms in Hˆ, we obtain
Uˆ†
Nˆa
∂θUˆNˆa = −i
(
τ∂θΩc + ∂θFˆNa
)
Nˆa ,
Uˆ†
Bˆ−
∂θUˆBˆ− = −i∂θFˆ−Bˆ− ,
Uˆ†
Bˆ−
Uˆ†
Bˆ+
∂θUˆBˆ+UˆBˆ− = −i∂θFˆ+
(
Bˆ+ + 2 Fˆ−
)
. (D7)
By comparing the obtained expression for Hˆθ with the form (D2), we find for the coefficients
A =− ∂θFNˆ2a − 2FNˆa Bˆ−∂θFNˆa Bˆ+ + 2FNˆa Bˆ−FNˆa Bˆ+R∂θ,0 +
∑
s∈{+,−}
s e−s4J−F 2
Nˆa Bˆs
R∂θ,s ,
B =− τ∂θΩc − ∂θFNˆa − 2FBˆ−∂θFNˆa Bˆ+ − 2FNˆa Bˆ−∂θFBˆ+ + 2
(
FBˆ+FNˆa Bˆ− + FBˆ−FNˆa Bˆ+
)
R∂θ,0
+
∑
s∈{+,−}
2se−s4J−FBˆsFNˆa Bˆs R∂θ,s ,
C± = − ∂θFBˆ± ± FBˆ±R∂θ,0 − e±4J− FBˆ∓ R∂θ,∓ ,
CNˆa,± = − ∂θ FNˆa Bˆ± ± FNˆa Bˆ± R∂θ,0 − e±4J− FNˆa Bˆ∓ R∂θ,∓ ,
E = − (e4J−R∂θ,− − e−4J−R∂θ,+) /2 ,
F = − (e4J−R∂θ,− + e−4J−R∂θ,+) /4 ,
G = −R∂θ,0/2 ,
K = − 2FBˆ− ∂θFBˆ+ + 2FBˆ−FBˆ+R∂θ,0 +
∑
s∈{+,−}
s e−s4J−F 2
Bˆs
R∂θ,s + ∂θJb/2 + E/2 , (D8)
where
R∂θ,0 = 2 ∂θJ− − sinh(4J+) ∂θJb ,
R∂θ,± = 2 ∂θJ+ ∓ cosh(4J+) ∂θJb . (D9)
The coefficients E and K will cancel out in the expression for Iθ, but we include them here for completeness.
It is clear from the expressions above, that the expressions simplify dramatically when the parameter θ to estimate
is not contained in the coefficients J± and Jb, such that ∂θJb = ∂θJ± = 0. For that case, we have E = F = G = 0.
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2. Derivation of the QFI expression
The next step in the derivation of (10) is to take the expectation values of Hˆθ according to (8). In order to do so,
we will need the expectation values listed in Appendix B. Noticing that the coefficients E and K will not contribute
to the QFI, we drop them. Then we obtain
〈λn|Hˆ2θ|λn〉 − 〈λn|Hˆθ|λn〉
2
=A2
(
4|µc|6 + 6|µc|4 + |µc|2
)
+ 2AB
(
2|µc|4 + |µc|2
)
+B2|µc|2
+ (2n+ 1)
∑
s∈{+,−}
(
C2s + 2CsCNˆa,s|µc|2 + C2Nˆa,s
(|µc|4 + |µc|2))
+ 2(F 2 +G2)
(
n2 + n+ 1
)
, (D10)
and
∣∣∣〈λn|Hˆθ|λm〉∣∣∣2∣∣∣∣
n 6=m
=
((
C+ + CNˆa,+|µc|2
)2
+
(
C− + CNˆa,−|µc|2
)2)
((m+ 1)δn,m+1 +mδn,m−1)
+
(
F 2 +G2
)
((m+ 1)(m+ 2)δn,m+2 +m(m− 1)δn,m−2) , (D11)
which can be written as
∣∣∣〈λn|Hˆθ|λm〉∣∣∣2∣∣∣∣
n6=m
=
((
C+ + CNˆa,+|µc|2
)2
+
(
C− + CNˆa,−|µc|2
)2)
((m+ 1)δn,m+1 + (n+ 1)δm,n+1)
+
(
F 2 +G2
)
((m+ 1)(m+ 2)δn,m+2 + (n+ 1)(n+ 2)δm,n+2) . (D12)
where we changed the summation index in the last term. We obtain that
∑
n 6=m
λnλm
λn + λm
∣∣∣〈λn| Hˆθ |λm〉∣∣∣2 = 2∑
n
(
λnλn+1
λn + λn+1
C1H +
λnλn+2
λn + λn+2
C2H
)
, (D13)
where
C1H =
((
C− + CNa,−|µc|2
)2
+
(
C− + CNa,−|µc|2
)2)
(n+ 1) ,
C2H =
(
F 2 +G2
)
(n+ 1)(n+ 2) . (D14)
Using that λn =
tanh2n(rT )
cosh2(rT )
and evaluating the sum in (D1), we obtain the result (10).
Appendix E: Coefficients and quantum Fisher information expressions
Our work is based on general techniques for decoupling the Hamiltonian [34, 37]. These techniques can be applied
for any functional time-dependent behavior of the parameters of the Hamiltonians however, explicit result can be
obtained only in the case a specific form of the time dependence is specified.
In the main text, we argued that we are interested in the following forms of the couplings: G˜(τ) = g˜0(1+ sin(Ωg τ)),
D˜1(τ) = d˜1 cos(Ωd1 τ) and D˜2(τ) = d˜2 cos(Ωd2). Here we will compute the F functions (A10) for the coupling
expressions we have chosen. Whenever D˜2(τ) = 0, we find that ξ = exp[−i τ ].
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1. Coefficients for a time-dependent nonlinear coupling
Here we list the coefficients for the dynamics when G˜(τ) = g˜0(1 +  sin(Ωgτ)) and D˜1(τ) = D˜2(τ) = 0.
FNˆ2a
= −g˜20
[
τ − sin(τ) cos(τ)]+ 2  g˜20
Ωg
[
sin2(τ) cos(Ωgτ)− 2 sin2
(τ
2
)]
−  g˜
2
0
Ωg(1 + Ωg)
sin(2τ) sin(Ωg τ)
−  4g˜
2
0
Ωg(1− Ω2g)
cos(τ) sin2
(
(1− Ωg)τ
2
)
+ 2
g˜20
4 Ωg(1 + Ωg)
(2 τ − 4 sin(τ) cos(Ωg τ)(cos(τ) cos(Ωg τ)− 2))
+ 2
g˜20
4 Ωg(1− Ω2g)
(
4 sin(τ) cos(Ωg τ)(cos(τ) cos(Ωg τ)− 2) + 8 cos(τ) sin(Ωg τ)
+ (1− 2 cos(2 τ)) sin(2 Ωg τ)− 2 τ
)
+ 2
g˜20
2 Ωg (1− Ω2g)2
(
4 Ωg sin(τ) cos(Ωg τ)− Ωg sin(2 τ) cos(2 Ωg τ)− 4 cos(τ) sin(Ωg τ) + cos(2 τ) sin(2 Ωg τ)
)
,
FNˆa Bˆ+ = −
g˜0
1 + Ωg
 sin(τ) sin(Ωg τ) +
2 Ωg g˜0
1− Ω2g
 sin2
(
(1− Ωg)τ
2
)
− g˜0 sin(τ) ,
FNˆa Bˆ− = −
g˜0
1− Ωg  sin(τ) cos(Ωg τ) +
g˜0
1− Ω2g
 sin((1 + Ωg)τ)− 2 g˜0 sin2
(τ
2
)
. (E1)
At resonance with Ωg = 1, these coefficients are given by
FNˆ2a
= − 1
16
g˜20
[
16 τ − 8 sin(2 τ) +  (32− 36 cos(τ) + 4 cos(3 τ)) + 2 (6 τ − 4 sin(2 τ) + sin(2 τ) cos(2 τ))] ,
FNˆa Bˆ+ = −g˜0 sin(τ)
(
1 +

2
sin(τ)
)
,
FNˆa Bˆ− =
g˜0
4
 (sin(2 τ)− 2 τ)− 2 g˜0 sin2
(τ
2
)
. (E2)
Given these coefficients, the QFI for a general frequency Ωg is given by
Ig˜0 =
4 g˜20
Ω2g (Ω
2
g − 1)4
|µc|2
(
4 |µc|4 + 6 |µc|2 + 1
)
×
(
2 τ Ω5g − 4 τ Ω3g + 2 τ Ωg − τ Ω3g2 +
1
2
Ω2g 
2 sin(2 Ωg τ) + 2 Ω
2
g 
2 cos(τ) sin(Ωg τ)
+ τ Ωg 
2 − 4 Ω4g  cos(τ) sin2(Ωg τ/2)− 2
(
Ω2g − 1
)
Ωg sin(τ)
(
Ω2g −  sin(Ωg τ)− 1
)
+ 4 Ω2g  cos(τ) sin
2(Ωg τ/2)−  cos(Ωg τ)
(
2 Ω3g  sin(τ) +  sin(Ωg τ) + 2 Ω
4
g − 6 Ω2g + 4
)
+ 2 Ω4g − 6 Ω2g + 4 
)2
+ 4 |µc|2 cosh(2 rT )
(
1 +
|µc|2
cosh2(2 rT )
)
×
[(
1− cos(τ)− Ωg cos(Ωgτ) sin(τ)− cos(τ) sin(Ωg τ)
Ω2g − 1
)2
+
(
sin(τ) + 
Ωg(1− cos(τ) cos(Ωg τ))− sin(τ) sin(Ωg τ)
Ω2g − 1
)2]
. (E3)
At resonance, the QFI becomes
I(res)g˜0 =
1
16
|µc|2
[
g˜20
(
4 |µc|4 + 6 |µc|2 + 1
)
× (4τ2 − 32 sin(2 τ)− 8 τ  sin(τ)− 32  cos(τ) + 2(τ + 2) cos(2 τ) + 16 τ − 16 sin(τ) + 28)2
+ 16 cosh(2rT )
(
|µc|2 1
cosh2(2rT )
+ 1
)(
sin2(τ)( sin(τ) + 2)2 + (τ− cos(τ)( sin(τ) + 2) + 2)2)] . (E4)
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2. Coefficients for a time-dependent linear displacement
We here print the F -coefficients for a time-dependent linear displacement term D˜1(τ) = d˜1 cos(Ωd1 τ) and a constant
light–matter coupling G˜(τ) ≡ g˜0:
FNˆa = −g˜0 d˜1
2Ω2d1 cos
2(τ) sin(Ωd1 τ) + sin(Ωd1 τ)
(
Ω2d1 cos(2 τ)− 3 Ω2d1 + 4
)− 4Ωd1 sin(τ) cos(τ) cos(Ωd1τ)
2Ωd1
(
Ω2d1 − 1
) ,
FNˆ2a
=
1
2
g˜20 (sin(2 τ)− 2 τ) ,
FBˆ+ = −d˜1
Ωd1 cos(τ) sin(Ωd1 τ)− sin(τ) cos(Ωd1 τ)
1− Ω2d1
,
FBˆ− = −d˜1
Ωd1 sin(τ) sin(Ωd1 τ) + cos(τ) cos(Ωd1 τ)− 1
1− Ω2d1
,
FNˆa Bˆ+ = −g˜0 sin(τ) ,
FNˆa Bˆ− = g˜0 (cos(τ)− 1) .
(E5)
This yields the following expression for the QFI:
Id˜1 =
4
Ω2d1
(
1− Ω2d1
)2 [4 g˜20 |µc|2 (sin(Ωd1 τ) (Ω2d1(1− cos(τ))− 1)+ Ωd1 sin(τ) cos(Ωd1 τ))2
+
Ω2d1
cosh(2 rT )
(
2 +
(
Ω2d1 − 1
)
sin2(Ωd1 τ)− 2 Ωd1 sin(τ) sin(Ωd1 τ)− 2 cos(τ) cos(Ωd1 τ)
)]
. (E6)
For the constant case Ωd1 = 0, we find
I(con)
d˜1
=16
(
g˜20 |µc|2 (τ − sin(τ))2 +
sin2 (τ/2)
cosh(2 rT )
)
. (E7)
At resonance with Ωd1 = 1, the coefficients become
FNˆa = −
1
4
g˜0 d˜1 (sin(3 τ)− 7 sin(τ) + 4 τ cos(τ)) ,
FNˆ2a
= −1
2
g˜20(2τ − sin(2τ)) ,
FBˆ+ =
1
2
d˜1 (τ + sin(τ) cos(τ))
FBˆ− =
1
2
d˜1 sin
2(τ) ,
FNˆaBˆ+ = −g˜0 sin(τ) ,
FNˆaBˆ− = g˜0(cos(τ)− 1) , (E8)
and the Fisher information becomes
I(res)
d˜1
=4 g˜20 |µc|2 (τ + sin(τ) (cos(τ)− 2))2 +
1
cosh (2rT )
(
τ2 + 2τ sin(τ) cos(τ) + sin2(τ)
)
. (E9)
3. Approximate coefficients for a constant and resonant squeezing
In this section, we consider constant and time-dependent squeezing. The pertubative solutions to the time-
dependent squeezing dynamics are only valid for d˜2  1. For consistency, we will assume d˜2  1 throughout
this appendix, even for estimation of a constant squeezing strength. This assumption will also significantly simplify
the expressions that follow.
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a. Constant squeezing
When we consider constant squeezing, i.e. Ωd2 = 0 with D˜2(τ) ≡ d˜2, we find ξ = cos(
√
1 + 4d˜2τ) +
sin(
√
1 + 4d˜2τ)/
√
1 + 4d˜2. For d˜2  1 and d˜2τ ∼ 1, this expression approximates to ξ = e−i(1+2d˜2)τ . With the
addition of a constant light–matter coupling G˜(τ) ≡ g˜0, the non-vanishing F -coefficients are (with D˜1 = 0)
FNˆ2a
= −g˜20
2(1 + 2d˜2)τ − sin(2(1 + 2d˜2)τ)
2(1 + 2d˜2)2
,
FNˆaBˆ+ = −g˜0
sin((1 + 2d˜2)τ)
1 + 2d˜2
,
FNˆaBˆ− = −g˜0
1− cos((1 + 2d˜2)τ)
1 + 2d˜2
. (E10)
To simplify the expressions further we assume 0 d˜2  d˜2τ  1 and discard terms proportional to d˜2, while keeping
only terms proportional to d˜2τ . We obtain
FNˆ2a
= −g˜20
2(1 + 2d˜2)τ − sin(2(1 + 2d˜2)τ)
2
,
FNˆaBˆ+ = −g˜0 sin((1 + 2d˜2)τ) ,
FNˆaBˆ− = −g˜0 (1− cos((1 + 2d˜2)τ)) . (E11)
With the same approximations, and by using the relations (C34), we obtain
J+ = 0 , J− = 0 and Jb = (1 + 2d˜2)τ . (E12)
For this special case, many of the terms in the QFI coefficients (C34) are zero, A = B = C±CNˆa,− = G = F = 0.
The only non-zero coefficient is CNˆa,+ = 2g˜0τ . We then find the QFI
I(const,app)
d˜2
= 8 g˜20 τ
2 |µc|2 1
cosh(2 rT )
(
1 + 2|µc|2 + cosh(4 rT )
)
. (E13)
b. Resonant time-dependent squeezing
In the next step, we will consider the resonant case. Using the approximate solution for Ωd2 = 2, which gives
the expression of ξ(τ) (A11) and small d˜2 given in (A11) and neglecting all terms proportional to d˜2 but keeping
expressions proportional to d˜2τ , we obtain for the non-vanishing F -coefficients
FNˆ2a
= g˜20
cosh(2d˜2τ) sin(2τ) + sinh(2d˜2τ)− 2τ
2
,
FNˆaBˆ+ = −g˜0
(
cosh(d˜2τ) sin(τ) + sinh(d˜2τ) cos(τ)
)
,
FNˆaBˆ− = g˜0
(
cosh(d˜2τ) cos(τ) + sinh(d˜2τ) sin(τ)− 1
)
. (E14)
Furthermore, using the relations between α and β and the J-coefficients in (C34), we find under the same approxi-
mations as above,
J+ =
1
2
d˜2τ , J− = 0 and Jb = τ . (E15)
We obtain for the QFI
I(res,app)
d˜2
= 4τ2
(
g˜40(4|µc|6 + 6|µc|4 + |µc|2) + g˜20 |µc|2
|µc|2 + cosh(2rT )2
cosh(2rT )
+
cosh2(2rT )
cosh2(2rT ) + 1
)
. (E16)
