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I. INTRODUCTION
Consider the problem of online estimation of the frequencies !i > 0, i = 1; . . . ; n; ! i 6 = ! j , for i 6 = j, of a signal of the following form:
Ai sin (!it + 'i) (1) where y(t) is measurable, the amplitudes, Ai 6 = 0, the phase angles, ' i , are constant but also unknown. For simplicity, the signal in (1) is unbiasd. However, the technique to be developed can also be applied to a signal with an unknown constant bias.
Though this estimation problem is an important one in systems theory with applications in diverse fields [2] , most of the existing solutions have been sought from the perspective of signal processing and/or telecommunication: line enhancers [14] , finite impulse response filters [13] , infinite impulse response filters or notch filters [7] , [10] , [11] , and frequency locked loop [6] . They are also local. The first globally convergent estimator was proposed only recently in [3] for the case of a single frequency. This global estimator is based on the adaptive notch filter (ANF) and takes the following form: (1 + j!j ) (2) with > 1 and , N and positive reals.
The paper [3] has stimulated several responses from the control theoretical community. First, it was found in [15] that a simple fourth order estimator can be designed through the so-called Marino-Tomei observers for the case of a single frequency. Though the estimator is one order higher than the one given in [3] , it has a simpler and more of a control system theoretical structure, as well as a more elegant global stability proof. Independently, [5] obtained the same result via designing an adaptive observer for the case of a single frequency and generalized the method to multiple frequencies with an unknown constant bias. It is noted that the order of this estimator is 5n 0 1 for the case of n frequencies. Another solution was provided by the application of a linear tracking differentiator [1] . In this note, a new solution is proposed by using yet another wellknown and simple system theoretical tool-adaptive identifiers. Convergence of the proposed estimator is proved. The new frequency estimator is of 3n order. Results are demonstrated via simulation.
In Section II, the case of a single frequency is considered. The Marino-Tomei observer designed in [15] is reviewed for comparison purposes, followed by a third order estimator designed using adaptive identifiers. Note that the stability condition for the Marino-Tomei observer is slightly different from those given in [4] and [5] . The multiple frequency case is discussed in Section III. Section IV shows the simulation results and conclusions are drawn in Section V.
II. GLOBAL ESTIMATOR OF A SINGLE FREQUENCY
Note that when n = 1 the sinusoidal signal in (1) satisfies y(t) + ! 2 y(t) = 0 
and b is a positive real, then the system (4) is transformed into
The system (6) is in the so-called adaptive observer form [4] , thus admits a global adaptive observer _ z 1 =b + k 1 (y 0 z 2 ) _ z2 =z1 + + k2 (y 0 z2) _ = (y 0 z2) (7) in which is a positive real and k 1 and k 2 are chosen as [4] , k 1 = b, k2 = + b, with a positive .
A slightly more general result can be stated as: when k 2 > b > 0, k 1 > 0, > 0, the system (7) and (5) is a global adaptive observer of (4) with global parameter exponential convergence, i.e., as t ! 1, k(t) 0 k ! 0. Having the estimation of , the frequency estimation can be obtained as! =.
Note the estimator given by (5) and (7) is of order 4. A third-order estimator is given as follows by making use of the technique of adaptive identifiers [12] . This relationship has the following state-space realization:
Note that this last equality holds only when (8) is properly initialized: in general, the right-hand side of the equality differs from y(t) by terms exponentially vanishing due to initial conditions ignored in the above derivation. Note also that (8) gives a parameterization containing one parameter for the unknown frequency. In this sense, it is a certain simplification of the external identifiers of [8] and [9] where a parameterization with two parameters per frequency was introduced.
Equation (8) is referred to as the identifier structure [12] . The identifier output y i (t) = 1 2 (t) + 2 1 (t) 0 1 (t) differs from the signal y(t) by an identifier error e(t) = y i (t) 0 y(t) due to different initialization of (8) and estimation of . Now the parameter update law can be generated in a number of ways as demonstrated in [12] . In this note, the standard gradient algorithm _ = ge(t) 1 (t) (9) in which g > 0, or the normalized gradient algorithm _ = g e(t)1(t) 1 + 2 1 (10) in which > 0, are used.
Equations (8)- (9) or (8)- (10) give a third-order estimator for . Since the sinusoidal signal y(t) in (3) 
It is noted that the basic structure of the adaptive notch filter and the adaptive identifier is similar. The third equation in (2) gives a special structure of parameter tuning, therefore, a different gain. . . .
III. GLOBAL ESTIMATOR
Rewriting the previous first n equations y _y . . . So, (1; .. .;n) is an invertible reparameterization of the original n unknown frequencies (! 1 ; . ..;! n ). The estimation of (! 1 ; ...; ! n ) can then by obtained by first estimating ( 1 ; .. .; n ).
To estimate (1; ...; n), the technique of the adaptive identifiers is used.
Rewrite (14) 
where > 0.
Equations (16)- (17) or (16)- (18) give a 3nth-order estimator for 2.
The convergence of the parameter estimation is guaranteed by the persistency of excitation of W (t). Since i is exponentially convergent, estimation of 0! 2 i (and therefore !i) can be computed as the zeros of the polynomial s n +1s n01 + 11 1 n01 s + n .
IV. SIMULATION
Simulation is carried out in the Matlab/Simulink environment. First of all, the fourth-order observer is simulated against large and small frequencies. The parameters are tuned as b = 1, = 1000, k 1 = 100, k 2 = 300 and all initial conditions for the observer are set to 1.
For comparison, simulations of the third-order identifier are also carried out for the same signals. In this case, the identifer parameters are tuned as 1 = 100, 2 = 300, g = 9 000 000, = 1000 and all initial conditions are set to 1. It is observed that a quicker estimation can be given by the adaptive identifier than by the adaptive observer. However, the initial response of the adaptive identifier undergoes very abrupt fluctuations. It is observed that periodic steady state errors/fluctuations exist for the estimation given by the adaptive identifier. The response of the adaptive observer is also quicker. In practical situations, a further low pass filter might need to be cascaded with the adaptive identifier.
Next, it is assumed that the following signal with two frequencies is available for measurement, y(t) = sin(t) + 1:35 sin(5t).
Choose 1 = 2:5, 2 = 5, 3 = 10, 4 = 3, and therefore, the identifier structure is The estimator consisting of (19) and (20) is a sixth-order one. In simulation, all initial conditions are set to be zero.
A simulation is also done where y(t) is corrupted by a uniform random noise between 00.01 and 0.01. Fig. 3 shows the convergence of the first estimated frequencies for both uncorrupted and corrupted version of y(t). Fig. 4 shows the convergence of the second estimated frequencies for both uncorrupted and corrupted version of y(t).
It can be observed that the estimations are accurate for both uncorrupted and corrupted signals. Simulation is also done for large corruptions, it is found that when corruptions are larger in magnitude, the steady state errors are bigger.
V. CONCLUSION
A design of adaptive identifiers to globally estimate the frequencies of a signal composed of n sinosuoidal components was shown. Convergence of the proposed estimator is proven. The new frequency estimator is of 3n order, comparing with the order 5n 0 1 of the estimator through Marino-Tomei observers. Results are demonstrated via simulation.
