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Abstract--The most efficient previously known parallel algorithms for the inversion ofa nonsingular n x n 
matrix A or solving a linear system Ax = b over the rational numbers require O(log2n) time and M(n).~ 
processors [provided that M(n) processors suffice in order to multiply two n × n rational matrices in time 
O (log n)]. Furthermore, the known polylog arithmetic time algorithms for those problems are numerically 
unstable. In this paper we apply Newton's iteration and initially choose an approximate inverse matrix by 
following Ben-Israel. This quadratically convergent and numerically stable iterative method takes O (log2n) 
parallel time using M(n) processors to compute the inverse (within the relative precision 2-"~ for a positive 
constant c) of an n × n rational matrix A with the condition umber at most n d for a constant d. This is 
the optimum processor bound and by a factor of ~ improvement of the previously known processor 
bounds for polylogarithmic time matrix inversion.The algorithm does not require to precompute the 
condition number of the input matrix, but it just converges lower for ill-conditioned input matrices. 
1. INTRODUCTION 
Recently, it has become feasible to construct computer architectures with a large number of 
processors. We assume the customary model of parallel arithmetic omputations with shared 
memory (which can be thought of as PRAM or arithmetic ircuits [1]), where, in each step, each 
processor can perform a single addition, subtraction, multiplication, or division over rational 
numbers. In the present paper we are concerned about the efficient use of this parallelism for solving 
some fundamental problems of numerical linear algebra such as 
(1) INVERT: given an n x n rational matrix A - (au) ,  then output A-1 within a prescribed 
accuracy E if A is well-conditioned, else output: ILL-CONDITIONED. 
(2) LINEAR-SOLVE: given a well-conditioned n x n matrix A and a column vector b of length 
n, find the vector x = A-  mb within a prescribed accuracy E. 
With respect o a fixed matrix operator norm (see Definition AI in the Appendix) we say that 
a matrix A is well-conditioned if cond A < C for a certain parameter C, and we say that we have 
computed the matrix A - l (or the vector x) within the accuracy E if the norm of the error matrix (or 
of the error vector) divided by the norm of A -l (or of x, respectively) does not exceed E. 
We are interested in parallel numerically stable algorithms that support polylogarithmic time 
bounds and small processor bounds for INVERT and LINEAR-SOLVE. Certainly, LINEAR- 
SOLVE can be immediately reduced to INVERT by the multiplication of A-1 by b; such a 
reduction is appropriate if several inear systems A x = b wth the same matrix A and different 
vectors b must be solved. 
We will present algorithms for INVERT and for LINEAR-SOLVE that do not require to 
precompute C; they use a procedure that converges for any nonsingular input matrix A and for 
any choice of E. On the other hand, the complexity estimates of our algorithms depend on the value 
of C and on the choice of E. In this paper we will be primarily concerned about the complexity 
estimates in the case where C = n c, c ffi 2 N(n), N(n) = n d for some positive constants c and d, say, 
c ffi 100, d = 10. This covers all the instances of practical interest. For the sake of completeness, 
we will also supply the estimates in the case of arbitrary C and E. To simplify the estimates, 
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we will assume that the arithmetic operations are performed with infinite precision. In addition, 
we will present the error estimates in the case of finite precision computation; this will demonstrate 
that our iterative algorithms are stable; moreover, two of them are self-correcting. 
The sequential time of our parallel algorithms exceeds the sequential time of the Gaussian 
elimination by a factor of log n. For that reason and also taking into account he complexity of 
processor communication, whose influence diminishes the gain of our parallel acceleration, the 
rather straightforward parallelization of Gaussian elimination (that requires parallel time n and 
O(n 2) processors) is still preferred in practice to our dense matrix inversion algorithms. On the 
other hand, the processor efficient polylogarithmic time matrix inversion is important theoretically 
itself and due to its extensions and applications to several computations in linear algebra, linear 
programming, and combinatorial nalysis [2-10]. The extension to the computations with dense 
structured matrices [10] has potential practical value. 
1.1. Previous work on parallel matrix inversion 
Parallel algorithms with simultaneous polylog time and polynomial processor bounds are known 
to exist for the INVERT and LINEAR-SOLVE problems, but their practical utility is limited due 
to their large processor bounds and numerical stability problems. 
Reference [1 I] gave the first proof that INVERT, over the fields of characteristic 0, can be done 
in polylog time. The result was at that time surprising, and the proof is quite elegant. Csanky used 
the Cayley-Hamilton theorem to reduce the problem of matrix inversion essentially to the problem 
of computing O(n) products of n x n matrices. Let M(n) processors suffice in order to multiply 
two n x n matrices in O(log n) time. Here and hereafter the numbers of processors are defined 
within a constant factor (for we may decrease the number of processors from P to O(P/s) using 
s times more parallel steps for any natural s ~< P). By the upper bounds of [12], M(n) ~< n 2.8~. That 
result can be extended as follows. If k x k matrices can be multiplied involving 0.5 k ~ arithmetic 
operations for some k and t, then M(n) <<, n ~" for some co < fl and for all n [4]. The current best 
upper bound on fl and co is 2.375... [13]; however, for matrices of smaller sizes, we should rather 
count on M(n)= n3/logn, due to the considerable overhead of the known asymptotically fast 
algorithms for matrix multiplication [14]. Csanky's algorithm simultaneously takes time O(log2n) 
and uses nM(n) processors. The later works [15, 16] reduced the processor bounds at first to 
x/~M(n) and then, furthermore, to x/~M(n)/n ~for a small positive 6 = 6(co). If nonexact 
arithmetic is used, as occurs in practice, all of these methods uffer from numerical instability, due 
to their use of the Cayley-Hamilton theorem and to involving the evaluation of the characteristic 
polynomial of the input matrix, which is an unstable computation (see the analysis in [17, 18]). 
Two methods for parallel matrix inversion over arbitrary fields of constants are known. In [1], 
the authors observed that the results of [19] and [20] combined can be used to paraUelize the 
sequential Gaussian elimination algorithm for matrix inversion. This yielded an algorithm for 
INVERT over any field that simultaneously used O(log2n) parallel time and a very large but 
polynomial in n processor bound. Reference [21] presented another such matrix inversion algorithm 
over arbitrary fields. Neither of these two polylog time algorithms can be viewed as practical in 
the case of real, complex, or rational inputs. 
1.2. Our results for INVERT 
We will indicate a parallel iterative solution for INVERT that in the case of well-conditioned 
matrices runs in polylog time and significantly decreases the known processor bounds. 
The iterative methods that we describe in Sections 2 and 4 are known ones, namely, Newton's 
iteration and its extensions. The first use of Newton's iteration in order to invert a matrix is 
attributed by Householder to [22] (compare also [23-30] for more recent descriptions and study 
of such methods). 
To make Newton's method work for matrix inversion, an initial approximateinverse B of a given 
matrix A is required such that III - BAI[ is substantially ess than 1 where I is the identity matrix. 
Now we arrive at the problem of efficiently (i.e. without inverting A) finding such an approximate 
inverse of a well-conditioned matrix A. For a strictly diagonally dominant matrix A an approximate 
inverse B of A is an easily computable diagonal matrix. Similarly, a good approximate inverse B 
can be easily computed for many other special input matrices A (see Section 5 of this paper), but 
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such recipes do not apply to the case of general dense matrices A, which are encountered, say, in 
numerical solution of integral equations. 
We observe that it suffices to define an approximate inverse B of a matrix A such that 
I1!- BAII < 1 -( I /n°°)).  (Here and hereafter n°°) denotes the values bounded by a polynomial 
in n as n---~ oo.) Then, since Newton's method is quadratically convergent, its O(log n) iteration 
steps are sufficient for numerical computation of A -~ (up to accuracy 2-'~ for any fixed positive 
c). Each iteration takes only O(logn) time using M(n) processors. In that situation we begin 
Newton's iteration by computing (by a method of [31]) an approximate inverse B of any given 
well-conditioned matrix A such that II 1 -  BA II < 1 - (1/n °°)) (see Lemma 2.3 in Section 2 and its 
substantiation i  Sections 3 and 4). The evaluation of such a matrix B involves only 3n 2 - 2n + 1 
arithmetic operations and 2n -2  comparisons that can be implemented using O(log n) parallel 
steps and n 2 processors (see Lemma 2.3 in Section 2). The resulting algorithm computes A -~ 
using only relatively few It( log n)] matrix multiplications, that is, using O(logZn) time and M(n) 
processors. This makes the algorithm efficient for both sequential and parallel computations. 
Furthermore, matrix multiplication can be reduced to matrix inversion [32, p. 51; 14], so the above 
processor bound, as well as the parallel and sequential time bounds, are optimal or nearly optimal 
(up to within a factor of O (log2n)). We present the asymptotic complexity estimates, but the reader 
can see from our analysis that Newton's algorithm has small overhead. To simplify our presentation, 
we work with the quadratically convergent algorithm and describe the kth order convergent 
variations in Section 6 (see [28, p. 83] on the advantage of using cubically convergent methods). 
In [4, 33] the above results have been extended (using several different echniques) to the exact 
evaluation of the inverse of A, of the determinant of A, and of all the coefficients of the 
characteristic polynomial of A in O(log2n) steps using M(n) processors in the case where A is an 
arbitrary integer matrix such that log 11A II = n °v). 
1.3. Contents 
We present the iterative parallel algorithm for INVERT and its complexity estimates in Section 2, 
and prove the main lemma of Section 2 in Section 3. Section 4 contains an alternative proof of 
that lemma, leading to some extensions of the results. In Section 5 we consider the simplified 
methods for computing approximate inverses of some special matrices. In Section 6 we consider 
an alternative to the iterative algorithms of Section 2. In the Appendix we recall some basic 
definitions from the matrix theory. 
2. ITERATIVE METHODS FOR PARALLEL MATRIX INVERSION 
In this section .4 = (au) denotes a fixed n x n nonsingular complex matrix (so there exists the 
inverse matrix A -t), R (X)  denotes I - XA. A matrix B is called an approximate inverse of A if 
R(B)  = I - BA, II R(B)II = q < 1. (1) 
(Actually the relations (1) imply that the matrices A and B are nonsingular [34, p. 465].) Note that 
II(R(B))'ll <~ q~---,O as i - - ,~  if the relations (1) hold. 
]_,emma 2.1 
Let (1) hold. Then 
Proof. 
Q.E.D. 
A-'= ~ (R(B)yB. 
i-O 
A -l = (A -'B-')B = (BA)-~B = (I - R(B))- 'B = ~ (R(B))'B. 
i~O 
Lemma 2. I immediately implies 
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Lemma 2.2 
Let 
Then 
Xk = (I + (R(B)) 2.) B. 
\h=0 
A-I _ Xk = ~ (R(B))gB. 
g=2 k 
The relations (1) and Lemma 2.2 imply that 
IIA -1-xk[ I  <~ ~ qSlIBII =q~k liBll/(1 --q). (2) 
g=2k 
This suggests an algorithm for INVERT that successively computes (R(B)) 2b and Xh+l for 
h = 0, 1 , . . . ,  k - 1. Recall that II (R(B)) g II -< qg by the virtue of the relations (l), so the computa- 
tion by that algorithm is numerically stable in a certain weak sense, but much stronger numerical 
stability is ensured in the following algorithm: 
Y,+,=(2I--YhA)Yh=(I+R(Yh))Yh, h=O, 1,... (3) 
This second algorithm is exactly Newton's iteration, applied to the matrix equation R(Y)= O (as 
is described, for example, in [28]). The Newton iteration (3) is very strongly stable, that is, is 
self-correcting and computes a good approximation to A -t, even if the computation is performed 
with finite precision of d = O(logn) binary bits. In Remark 5.1 in Section 5 we will suggest a 
modification of the algorithm (3). In Section 6 we will recall yet another algorithm (having higher 
order of convergence) that is also fast, efficient, and strongly stable in the above sense. 
It is readily verified that R(Yh) = (R(Yh_ l)) ~ for h = 1, 2 , . . . ,  so 
I -  YkA = R(Y , )= (R(Y0)) 2., II I -  Irk A II ~< q2* for all k. (4) 
We postmultiply the equations of (4) by A - t, note that the relations (1) and Lemma 2.1 imply that 
11.4 - '  il ~< l ib  t l /(t  - q) ,  
and arrive at the bound 
II A - '  - Yk II ~< q2k H A -t II ~< q'* II B II/(1 -- q), (5) 
which extends the relations (2) to the case of the Newton's algorithm. The inequalities (5) imply 
the next theorem. 
Theorem 2.1 
Let A and B be two fixed n x n matrices uch that 
[ ] I -BA  I[ = HR(B)[[ =q = 1 - 1In °(t) as n--,oo. (6) 
Let c be a constant. Then O(logn) iterations of the algorithm (3), that is, O(logen) time and 
simultaneously M(n) processors, suffice in order to compute a matrix ~- t  such that 
I1A -~ - X -I l[ ~< 2-~ 1] A -~ ]l ~< 2-"c l[ g I]/(1 - q). (7) 
The latter hound (7) suffices for all practical purposes and cannot be reduced further if 
](log II B II)l = n °(~ and if the entries of ~-~ are to be represented by binary numbers of the form 
a2 -k where a and k are integers, lal <2% O<,k <m, m =n°Ok 
It remains to choose B satisfying the equations (6). Following [31] let 
B=tAn,  t=I / ( l iAHt l lA I ,~)= 1/ (maxY' [aq lmax~la, j l ) .  (8) 
I \  ~ j 
We immediately verify the next estimate. 
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Lemma 2.3 
Computing matrix B by means of the equations (8) only requires 3n 5 -  2n + 1 arithmetic 
operations and 2n -2  comparisons, which can be performed in O(log n) parallel time using n 5 
processors. 
We will prove the next lemma in Sections 3 and 4 (compare also Remark 4.1 in Section 4). 
Lemma 2.4 
Let .4 = (aij) be a nonsingular matrix, let the matrix B be defined by the equations (8), and let 
the matrix R(B) be defined by the equation (1). Then 
liB 1[5 ~< 1/I).4 412 ~< 1/max)aijl, IIR(B)[I2 ~< 1 - 1/((condA)2n). (9) 
/ ~J 
Combining Theorem 2.1, Lemmas 2.3 and 2.4, and the inequality of (A2) of the Appendix we 
arrive at 
Corollary 2.1 
Let A = (aij), c be arbitrary constant, (condA)2 = n °(I). Then O(logSn) time, M(n) processors 
suffice in order to compute a matrix .4-~ such that 
I1.4 -i _/T-1115 ~< 2-'~/II A 115 ~< II A -' 112 -'~/(cond`4)2 ~< IIa -1112 -~. 
Due to the inequalities (A3) of the Appendix, we may replace the 2-norm of matrices and 
(condA)2 in Corollary 2.1 by the s-norm and by (cond.4), for s = 1 and for s = ~.  
Corollary 2.1 covers most of the instances A of practical interest; the inequalities (5) and (9) 
imply the following immediate generalization of that corollary. 
Corollary 2.2 
For any number k and for any nonsingular n x n matrix .4, it is sufficient o use O(k) parallel 
steps and M(n) processors in order to compute a matrix .,T -~ such that 
[IA -I - A -i 1t2 ~< (1 - 1/(n(condA)~))5~/llA 112 ~< 11.4 -i tl2(1 - 1/(n(condA)~)) 2k,
so the output error bound II A [15 II- ' i - I  -A  -i 112 < E can be ensured using O(log(n(condA)21og(1/e))) 
parallel steps and M(n) processors, for an arbitrary positive E < 1. 
3. PROOF OF LEMMA 2.4 
In this section we will prove Lemma 2.4 following [2]. Our Section 4 contains an alternative proof 
(leading to some further extensions of the results of Section 2 [26, 35, 36]). 
We will use the three following well-known results [34, pp. 416-431; 18; 37, p. 15]. 
Lemma 3.I 
II Wll2--II W~ll2 for all W; [[ Wlls=p(W) if W= W H. 
Lemma 3.2 
A Hermitian positive semidefinite matrix has only nonnegative igenvalues. 
Lemma 3.3 
Let W = (wv). Then 
II w~w 115 = )1 w 1122 ~< II WMW I1~ ~< max Z I w,jl max ~,lw,jl <~ n II WHW 115. 
Applying Lemma 3.3 to W=A x, we obtain that t[AH[I:2~< 1/t, where t is defined by the 
equations (8). Therefore, by the virtue of Lemma 3.1, [I A m [[2 ~< 1/(t [I A 119. Due to the equation 
(A. 1) of the Appendix, 
I[A 115 1> max lauI, 
i,1 
SO we arrive at the first two inequalities of (9). It remains to prove the last inequality of (9). 
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Lemma 3.4 
Let 2 be an eigenvalue of A"A and A be nonsingular. Then 1/IIA -1 II 2 <~ 2 ~< IIa II 2. 
Proof. 2 <~ p(AnA)= II A 1122 (see Definition A4 in the Appendix and Lemma 3.3). On the other 
hand, (AriA) -I = A - I (A  -i)rl, so (AHA) -1 is a Hermitian positive definite matrix. Recall that 1/2 
is an eigenvalue of (AriA) -1, so 1/4 ~< p((AnA) -1) = p(A- I (A -1 )  ") = IIA -11122. Q.E.D. 
Lemma 3.5 
Let B and t be defined by the equations (8). Let tt be an eigenvalue of R(B)  = I - BA. Then 
0 ~</a ~< 1 - 1/((cond A )2 n). 
Proof. Let R(B)v =/~v for v ~ 0. Then ( I -  tARA)v  = v -  tAMAv =/zv. Therefore, ArrAy = 2v 
for 2 = (1 - tO~t, so 2 is an eigenvalue of Ar~A. Lemma 3.4 implies that 1/11A -1 ii 2 ~< 2 = (1 - lt)/t 
~< IIA 11,2. It immediately follows that 
1 - -  t II A II, ~ ~< ~ ~< 1 - -  t/ll A - i  112. 
It remains to recall the equations (8) and to apply the inequalities of Lemma 3.3. Q.E.D. 
Since/z is an arbitrary eigenvalue of R(B) ,  p(R(B))<<, 1 - 1/((eondA)~n). On the other hand, 
II R(B))112 = P (R (B)) since R (B) = I - tA HA is Hermitian. This completes the proof of Lemma 2.4. 
Q.E.D. 
4. AN ALTERNATIVE PROOF OF LEMMA 2.4 
AND SOME EXTENSIONS OF THE RESULTS OF SECTION 2 
We will only prove the last inequality of Lemma 2.4. We will use the following well-known results 
[37, pp. 16-17]: 
Lemma 4.1 
For an arbitrary n x n matrix W there exist its singular value decomposition (SVD), that is, there 
exists n x n matrices U = U(W), V = V(W)  and ~ = 2~(W) such that 
W=U~V ~, 
UMU = VMV = I, 
= diag(trt, o2 . . . . .  o.), 
o I I> 0 2 I> . .  • ~> o .  >i 0; (10)  
furthermore, 
ol = o l (W)= II Wll2 (11)  
(oi are called the singular values of W; 2~- o2 are the eigenvalues of WHW for i ffi 1, 2 . . . . .  n). 
The relations (10) immediately imply the following equations (where t is a constant): 
W ~=V ~,UH, l IWXI l2=ot=[ IWi l2 ,  W"W=VZ2V H, (12) 
I - tW"W = V~V" ,  D = I - tX 2 = diag(t~1 . . . .  , ta.), (13) 
co i= l - to~,  i=1  . . . .  ,n. 
Furthermore, if W is nonsingular, then 
W-t  = VZ,- IU ~, ,r- i  = diag(l/ot . . . . .  1/o,). (14) 
The equations (13) and (14) define the SVDs of the matrices I - tWHW (for t ~< 1/o~) and W -I 
(up to within reversing the order of the rows and/or columns of the matrices V, f~, 2~- I, and U"); 
this observation combined with the equations (11) implies that 
II I - t W H W ll2 ffi max [ca, I --- max{] 1 - to~l, [1 - to~l} ffi 1 - to~ (15) 
I 
if t ~< 1/o'2, 
II W-1112 ffi 1/o,. (16) 
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Applying the relations (11), (15), and (16) to the nonsingular matrix WfA and to 
R(B)  = I - BA = I - tA hA, we obtain that 
(condA)2 = o,/o., a. = a, / (condA)2 ,  
II R ( B )112 = 1 - ta ~ = 1 - ta ~ /( cond A )~ , (17) 
as long as t ~< 1/o7. 
We define t by the equation (8), deduce from the equations (11) for W = A and from Lemma 3.3 
that 
1/(no~) <~ t <~ 1/o~, 
combine the latter lower bound on t with the equations (17), and arrive at the last inequality of 
(9). Q.E.D. 
Remark  4.1 
The latter proof of Lemma 2.4 and the results of Corollaries 2.1 and 2.2 can be immediately 
extended in several directions. We may, of course, choose t = II A HA II, in the equations (8) (see 
Remark 5.1 below); moreover, any choice of t supports Corollaries 2.1 and 2.2 as long as 
to~ <<. 1 -- 1 / (n(condA)~),  
ta~ >I 1/ (n(condA)~),  at = or(A),  i = 1, 2 . . . . .  n. 
Furthermore, even if A is singular, so that O,+l = o,+2 . . . . .  o. = 0, a, ~ 0 for some r < n, 
the proofs and the results can still be extended if we just replace n by r, (condA)2 by 
x(A)  = o , (A  ) /a , (A) ,  and the inverse of A = U~,V r by the Moore-Penrose  pseudo-inverse, 
A + = VT.+U T, 
where Z + = diag(ol +. . . . .  o+), o + = o r = 0, if oi = O, ¢r + = 1~at otherwise (compare [37, pp. 139- 
140]). Thus Newton's iteration (3) always converges to A + for any square matrix A and actually 
also for any rectangular matrix A (which can be formally made square by padding it with some 
zero rows or columns). This implies the usual applications to the linear least-squares computations 
[37] and to the evaluation of the rank r (A)  of a matrix A, r (A)  = trace(A +.4) [26]. Our complexity 
analysis is also extended to that case (we leave this to the reader), although Newton's algorithm 
(3) may no longer remain self-correcting if A is singular [36]. 
5. APPROXIMATE ,INVERSE OF A MATRIX IN SOME SPECIAL CASES 
In this section we will improve the choice (8) of an approximate inverse of A for certain special 
classes of matrices A. 
Modif icat ion 5.1 
(Compare [28, p. 84; 2].) For a matrix A, let 2t, 22 . . . . .  2. be the eigenvalues of A HA such that 
2, >122>t. . . I>2.>0,  
so ot = ~ are the singular values of A, 
2, ~o~(A)ffi IIa I1~, 2 .=o~(a)= 1/llA-tll~. (18) 
If for a given matrix A we may precompute 2, and 2. then we may improve the choice (8) for 
the approximate inverse B of A by setting 
B ffi t *A  r~, t* = 2/(2, +)..). (19) 
The equations (18) and (19) imply that II R(B)112 = (2, - 2.)/(2, + 2.), and this leads to the following 
equations, which improve the bounds of Lemma 2.4: 
(cond a)2 _ 1 2 
q = II R(B)112 = (condA)2 + 1 = 1 (condA)2 + 1" (20) 
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The improvement over the estimate of Lemma 2.4 is limited, that is, 1 - II R(B)Ih increases less 
than 2n times, even if we precompute 2~ and 2, satisfying the equations (18) and then replace the 
equations (8) by (19). Reference [35] suggests aving about one half of iterations via the following 
acceleration procedure: 
lT"h +, = th+,(2I -- YhA))'h, 
th+ l=2/(l +(2-sh)sh), Sh+l=th+l(2--Sh)Sh), h=O, 1, . . . ,  
2 2 2 so = 221/(21 + 4,). 
The approach can be extended to the case where some approximations to 2~ and 4, (rather than 
their exact values) are available. 
Modification 5.2 
If the matrix A is Hermitian positive definite, which is frequent in practical computations [37-39], 
then we may choose 
B = t'I, t '= l /max ~ [ai/[ ~< 1/IIA Ih<l /max ]a0l. 
/ J ~ / ~J 
Extending the proof of Lemma 2.4, we derive in this case that 
II R(B)112 ~< 1 - t'/ll A -~ 112 ~ 1 - 1/(nla(condA)2). (21) 
Remark 5.1 
Actually we may reduce the inversion of an arbitrary nonsingular matrix A to the inversion of 
the Hermitian positive definite matrix A aA since A -l = (A UA)-~A a. Then we may compute the 
1-norm II A "A II, of the matrix A "A, choose B = 1/11A"A It l, and arrive at the bound (21) where 
AriA replaces A. The resulting extension of the estimate (21) will be close to (but slightly better 
than) the estimate (9). 
Modifications 5.1 and 5.2 can be combined together if A is a Hermitian positive definite matrix 
and if IIA 112 and 1/IIA -1112 can be precomputed, in which case we could set B = 21/(IIA 112+ 
1/11 a -1112) and yield 
2 
IIR(B)II2= 1 (condA)2+ 1" 
Modification 5.3. Case I 
Let A = (ao) be strongly diagonally dominant, that is, let for a constant c, 
or  
(2 - 1/n c) la, t > ~. laol for all i (22) 
J 
(2 -  1/n c) laol >~lao l  for al l j .  (23) 
i 
The class of diagonally dominant matrices is very important in applications (see [40, 38]). The 
inequalities (22) imply that A is strongly row-diagonally dominant; the inequalities (23) imply that 
the matrix A is strongly column-diagonally dominant. In both cases we choose 
B -- diag{ 1 ~all, 1/a22 . . . . .  1/a,, } (24) 
and immediately verify the following facts. 
Lemma 5.1 
The relations (22) and (24) imply that 
If R (B) I I~  <<. 1 - l /n c. 
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The relations (23) and (24) imply that 
II R(B)II1 ~< 1 - 1/n c. 
Thus, in the cases where A is strongly diagonally dominant, we choose the matrix B defined by 
the equation (24) and again arrive at the bounds of Corollary 2.1, provided that one of the two 
norms of Definition A2 of the Appendix substitutes for the 2-norm. The computation of the matrix 
B by the equation (24) involves only n arithmetic operations, which can be performed using one 
parallel step and n processors. 
Modification 5.3. Case 2 
Let A = (a~j) be a triangular matrix. Then again define the matrix B by the equation (24) and 
apply the algorithm of Section 2 in order to compute Xk for k = [-logn-]. Although the matrix B 
may not satisfy the inequality of (1) in this case, the method works, simply because R(B) is an 
n × n triangular matrix whose diagonal is filled with zeros and therefore R(B) i= 0 if i >i n. Thus 
n- I  
A (R(B))iB, 
i~0  
so that the convergence of the algorithm to A -~ in [-logn'] steps immediately follows for any 
triangular nonsingular matrix A, even if condA is exponentially large (compare [32, p. 146]). (Note 
that the inversion of a matrix A can be reduced to the inversion of triangular matrices if the 
QR-factors of A or LUP-factors of A are available.) 
6. REF INEMENT OF  THE APPROXIMATE INVERSE OF  A MATRIX  
BY THE RES IDUAL CORRECTION METHOD 
Next, we will consider yet another alternative to the two iterative algorithms for INVERT 
described in Section 2. As in the case of these two algorithms, we will assume that an approximate 
inverse B of matrix A has been precomputed such that the relations (1) hold. 
The third algorithm relies on the well-known residual correction method (see [34, p. 469]). 
For a fixed s I> 2, we first let g = 0, Z0 = B [see the equations (8)] and then successively compute 
Xh+t.s=X, ,g-FZg( I -AXh.s) ,  Xo.g=Zg for h =0,  1 . . . .  ,s  - 1. (25) 
Then we recursively perform the iteration sweep (25) for g = 1, 2 , . . . ,  choosing Zg = Xs, g. Within 
each iteration sweep (25), I -Xh+~.gA=( I -Xh .sA) ( I -ZsA) ,  h=O, 1 . . . . .  s - l ,  so that 
II ! -  II <<. II 1 -  II s. Therefore, after k iteration sweeps (25), we arrive at an approxi- 
mation Zk to A -~ such that I l l -  ZkA I[ ~< q~. We postmultiply I - -ZkA by A -m and deduce that 
II A -1 _ Zk II ~< q~ II A II ~< q,k II B tl/(l - q). (26) 
Thus the algorithm (25) is an sth order method (compare [41]). For s = 2, the inequalities (26) are 
similar to the inequalities (2) and (5). 
Unlike the first algorithm of Section 2, both algorithms based on the equations (3; Newton's) 
and (25) are self-correcting (for a nonsingular input matrix A); the errors of computing ~k and 
Xh,~ for any k, h, g do not propagate, that is, they are automatically corrected in the next iteration 
step, provided, of course, that the computed approximations are not too much contaminated by 
the errors (in particular, we need to ensure that, in spite of the round-off errors, the computed 
matrices Yk and Xh, g remain approximate inverses of A). 
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APPENDIX  
Some Definitions 
In this Appendix we will recall some customary definitions from the matrix computation theory (compare [37]). 
Definition A 1 
Let a vector norm be fixed. Then we extend it to the associated operator norm of matrices, such that for all matrices W 
II W [I ffi max [I Wv II / II v II (A. 1) 
v~0 
where the maximum is over all nonzero vectors v. Furthermore, let 
cond W ffi II W II * [I W- ' II if W is nonsingular, 
cond W -- oo otherwise. 
Note that cond W I> I if [I I [I ffi 1. (A.2) 
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We write II W ][ in the relations that can be applied to any operator matrix norm. In this paper we refer to some specific 
operator norms of matrices, namely, to the three following norms. (Hereafter u* denotes the complex conjugate of a complex 
number u.) 
Definition A2 
II Wll~ =max~.l%l,  [I WJl, =max~.lwijl, and II WII2 
J i 
are the operator norms of a matrix W = I w~fl associated with the maximum norm, 
II v II~ = max Iv, I, 
with the 1-norm, 
Ilvlh = ~lvA, 
i 
and with the Euclidean norm, 
[ \1/2 
of a vector v = (vi), respectively [compare (A1)]. We write (cond W), --- II W II, II W -~ II, if W is nonsingular; (cond W)~ = 
otherwise, for s = oo, s = 1, s -- 2. 
It is known (see [37, p. 15]) that for an n × n matrix W, 
II w II,/~/~ ~< It w 112 ~< II w I1: ~:n for s = l and s = ~.  (A.3) 
Definition A3 
W H designates the Hermitian transpose of a matrix W = (w~j). W H = (w*). W is called a Hermitian matrix if W H -- W. 
If  a matrix W is real, then W a is the transpose of W (which we designate W~, and Hermitian matrix W means ymmetric 
matrix W, such that wjj = wj~ for all i, j. 
Definition A4 
A scalar value ,~ and a vector v form the eigenvalue-eigenvector pair for a matrix W if v # 0 and Wv = 2v. The absolute 
value IAI of  the absolutely largest eigenvalue of W is called the spectral radius of W and is denoted p(W). 
Definition ,45 
A matrix is called Hermitian positive semidefinite (or Hermitian nonnegative definite) if it can be represented as WHW for 
some matrix W, is called Hermitian positive definite if in addition it is nonsingular, and is called symmetric positive definite 
if in addition it is real. [WHW is Hermitian, since (WHW) H = Wa(WH) H = WHW (compare Definition A3).] 
In the expressions 
E ,  E ,  max, max, max 
i y i j i , j  
the integer parameters i and j range from 1 to n. 
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