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Considerable efforts have been made in recent decades to diagnose how the climate of our planet 
is changing in response to anthropogenic greenhouse gas forcing. There are considerable risks 
associated with a warming climate, with possible hazards to life, property, economy, and the 
environment. These changes and the risks associated with them are inherently uncertain, and 
scientists use tools such as global coupled climate model ensembles to attempt to quantify these 
uncertainties. Quantifying different types of uncertainties involved in modeling the Earth’s 
climate system is of high importance as processes within the climate system are chaotic and 
challenging to predict. 
 
This dissertation contains a comprehensive quantification of climate uncertainty, focusing 
primarily on the uncertainty due to coupled atmosphere-ocean internal variability, utilizing a 
global coupled climate model ensemble (the Community Earth System Model; CESM). Here, 
this work poses key science questions related to quantifying internal variability in three different 
model variables, all of which are important in the context of a changing climate.  
 
Firstly, uncertainties surrounding decadal trends in depth-integrated, drift-removed global steric 
sea-level rise are evaluated. Results show that the effects of both internal variability and 
structural model differences contribute substantially to uncertainties in modeled steric sea-level 
trends for recent decades and the magnitude of these effects vary with depth. Uncertainties are 
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amplified for regional assessments, highlighting the importance of both sources of variability 
when considering uncertainties surrounding modeled sea-level trends. Results can provide useful 
constraints on estimations of global and regional sea-level variability, in particular for areas with 
few observations such as the deep ocean and the Southern Hemisphere. 
 
Secondly, a statistical framework using a block-maxima approach is used to analyze the 
representation of warm temperature extremes in global climate model ensembles. Uncertainties 
due to structural model differences, grid resolution and internal variability are characterized and 
discussed. Results show that models and ensembles differ greatly in the representation of 
extreme temperature over the United States, but that there is overwhelming evidence suggesting 
variability in tail events is dependent on time and anthropogenic warming. These sources of 
variability can considerably influence the uncertainty of modeled extremes.  Several idealized 
regional applications are highlighted for evaluating ensemble skill, based on quantile analysis 
and root mean square errors in the overall sample and the upper tail.  Results are relevant to 
regional climate assessments that use global model outputs and that are sensitive to extreme 
temperatures. 
 
Lastly, this dissertation evaluates internal variability in ocean adjustment in the low-resolution 
CESM ensembles, by assessing ocean temperature. Uncertainty due to internal variability is used 
as a proxy to quantify the timescales on which different ocean depths and basins equilibrate in 
CESM. These results go beyond implications for CESM, reflecting timescales of internal 
variability in global coupled models. Results are discussed in the context of the global climate 
hiatus, of which internal variability is thought to be a predominant cause. Timescales for 
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equilibration are longer in the deep ocean than the upper ocean, where ocean mixing enhances 
the speed of ensemble spread. The Atlantic equilibrates on shorter timescales relative to the 
Pacific, as North Atlantic Deep Water formation due to differential solar heating between high 
and low latitudes spurs the overturning circulation, whereas the Pacific has slower dynamics. 
Results have implications on the choice of climate model initialization method and imply that 
ensembles sampling the initial conditions of the atmosphere only may be appropriate for the 
evaluation of internal variability of the atmosphere and upper ocean, but not for the deep ocean. 
Additionally, the issue of accounting for deep ocean drift is of concern, when considering the 
production of large climate ensemble projects, such as the upcoming Coupled Model 
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CHAPTER 1: INTRODUCTION 
 
Climate uncertainty is a considerable source of risk in diagnosing the global response of the 
planet to anthropogenic emissions of greenhouse gases. Quantifying the many different types of 
uncertainties involved in modeling the Earth’s climate system is of high importance, as processes 
within the climate system are inherently chaotic and difficult to predict. Uncertainties in model 
output can considerably affect interpretations about climate change projections. There are three 
main sources of uncertainty in climate models (Hegerl et al. 2000; Hawkins and Sutton, 2009; 
Yip et al. 2011; Kirtman et al. 2013; Sriver et al. 2015). The first is emission-scenario 
uncertainty (forcing uncertainty). The magnitude of future natural and anthropogenic emissions 
are unknown. Climate modelers use representation concentration pathways (RCPs) to quantify 
uncertainty in future projections of climate change. Forcing uncertainty is particularly important 
on inter-decadal timescales (Moss et al. 2010; Kirtman et al. 2013). The second source of 
uncertainty is model uncertainty (response uncertainty), where differences between individual 
climate models lead to uncertainty in responses to a certain magnitude of anthropogenic forcing. 
These may be due to differences in physics and parameterizations in variables such as climate 
sensitivity and ocean heat uptake (Sriver et al. 2015). In order to sample these two uncertainties, 
climate modelers use large model ensembles, where one simulation is taken from a multitude of 
different models. The variability between model runs can be used to evaluate the response 
uncertainty in these climate models. The magnitude of uncertainty due to forcing and model 
factors is thought to be reduced with improvements in model skill (Deser et al. 2012b).  
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The third source of uncertainty is known as unforced (internal) model variability. In particular, 
unforced model variability is of specific interest to scientists studying global climate change 
issues (Deser et al. 2012a; 2012b) and is the focus of this dissertation. Internal variability is 
characterized as non-linear dynamical processes within the climate system that occur in the 
absence of external forcing. Contributing factors to internal variability include several difference 
types of climate feedbacks (Hasselman, 1976) and oscillations, such as the El Nino Southern 
Oscillation (ENSO), the Pacific Decadal Oscillation and the Atlantic Multidecadal Oscillation 
(Huang et al. 2016). Internal variability is a considerable cause of uncertainty in climate models, 
particularly on interannual to decadal timescales, and has been put forth as a probable cause of 
the recent global warming hiatus (Easterling and Wehner, 2009; Meehl et al. 2011; Kosaka and 
Xie, 2013; Trenberth and Fasullo, 2013; Trenberth et al. 2014).  Interestingly, during this period 
of decreased atmospheric warming, the deep-ocean is thought to have taken up significantly 
more heat (Meehl et al. 2011) and timeseries of global ocean heat content suggest persistent 
ocean warming throughout recent decades (Levitus et al. 2012). Owing to these important 
climate interactions, the study and quantification of internal variability is of utmost importance in 
improving the reliability of climate change projections, as the evaluation of variability will affect 
the development of sound adaptation and risk-management strategies. 
 
Coupled climate models are useful tools to assess and aid our understanding of anthropogenic, 
natural and internal climate variability (Flato et al. 2013; Thompson et al. 2015; Sriver et al. 
2015; Hogan and Sriver, 2017). Multi-model ensembles, such as the Coupled Model 
Intercomparison Project Phase 5 (CMIP5), represent community wide efforts to analyze climate 
change by using a variety of recognized climate models from around the world. These models 
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differ in structure, complexity and spatial resolution (Taylor et al. 2012; IPCC, 2013; Melillo et 
al. 2014; Meehl et al. 2005) and sample the aforementioned model response and emission-
scenario uncertainties. Single-model ensembles that vary initial conditions, such as the 
Community Climate System Model Version 3 (CCSM3) ensemble (Deser et al. 2012a; 2012b), 
the Community Earth System Model Large Ensemble (CESM LENS; Kay et al. 2015) and a 
recent low resolution coupled CESM-Initial Conditions Ensemble (Fischer et al. 2013), are 
useful for analyzing the effects of internal variability on past/future climate trends. Internal 
variability in these single-model ensembles is typically characterized by initializing different 
runs from one model control simulation using identical forcing. Variability between ensemble 
members is then purely the result of differences in initial conditions (Thompson et al. 2015) in 
the atmosphere (e.g. Kay et al. 2015) or the coupled ocean-atmosphere system (e.g. Sriver et al. 
2015; Hogan and Sriver 2017; Vega-Westhoff and Sriver 2017). 
 
This dissertation is split into three parts and forms a comprehensive evaluation of internal 
variability using large ensembles that make use of the low-resolution version of CESM (Sriver et 
al. 2015; Hogan and Sriver 2017; Vega-Westhoff and Sriver 2017). This ensemble is used here 
to evaluate three different relevant climate change variables; sea-level rise, extreme temperature 
over the Continental United States (CONUS), and ocean temperature used to evaluate the 
timescales of ocean adjustment. These variables analyze ocean internal variability, risk-
management, and large-scale climate model dynamics. The rest of this introduction will 
introduce the low-resolution CESM climate model ensembles that are the focus of this study. 
Additionally, a large CMIP5 ensemble was utilized in order to comparatively guide results in the 
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context of evaluating difference sources of uncertainty, and this is also introduced here. Then, 
each of the three topics will be introduced and the dissertation set up explained. 
 
1.1 Climate Model Ensembles 
Two CESM ensembles are used in this dissertation to evaluate how initial conditions uncertainty 
affect variability in relevant climate processes. Sriver et al. (2015) and Hogan and Sriver (2017; 
Chapter 2) introduce the model configuration and experiment set up developed to produce these 
ensembles in more detail.  
 
The model experiment uses the low-resolution version of CESM (Gent et al. 2011; Shields et al. 
2012), which is a full coupled, global climate model. The atmospheric component (Community 
Atmosphere Model version 4) has T31 spectral resolution (~3.75° x 3.75°) and 26 vertical levels. 
The oceanic component is the Parallel Ocean Program version 2 (Smith et al. 2010) with a 
nominal horizontal grid resolution of 3°, changing to less than 1° near the equator. The ocean 
model consists of 60 vertical levels, down to a maximum depth of 5500m. Although low 
resolution, Shields et al. (2012) document that this version of CESM captures key climate 
patterns, such as inter-annual variability in tropical Pacific sea surface temperatures associated 
with ENSO. The same study also documents certain climate biases, such as low sea-surface 
temperatures at high latitudes.  
 
This ensemble experiment was designed to sample internal variability in the model coupled 
Earth system, including the deep ocean. Transient hindcasts and idealized forced projections are 
branched from a fully-equilibrated coupled control simulation, forced with constant pre-
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industrial radiative forcing. Beginning at the year 4200 of the coupled control simulation, each 
ensemble run was initialized from unique snapshots of the coupled model state, sampled every 
100 years, ending with 50 ensemble members. The transient hindcast simulations are extended 
out to 2100 using RCP 8.5, an idealized future scenario in which anthropogenic radiative forcing 
increases to roughly 8.5 W m-2 by 2100. Allowing the long timescale on which the control 
simulation is spun up prevents model ocean drift from affecting our estimates of any ocean 
variables. However, in order to do this, the low-resolution version of CESM had to be utilized, as 
it is highly computationally expensive to reach dynamic equilibrium in the coupled deep ocean 
using a higher resolution model. Hereafter, this fully coupled model ensemble is named CESM-
AO (AO pointing to its sampling of both the atmosphere and the ocean).  
 
Large ensemble experiments have been performed using higher resolutions of CESM, for 
example, LENS, but the offset of using a more complex model is the initialization method. 
LENS initializes its transient runs by perturbing atmospheric temperature at each grid point at the 
12th decimal place. The initial conditions for the other model components such as the ocean are 
identical for all ensemble members. Therefore, LENS does not sample ocean internal variability. 
In order to sample the effect of these initialization strategies, we performed an additional CESM 
experiment (CESM-A, where A points to the sampling of the atmosphere only) with 40 transient 
hindcast runs (out to 2005) from a constant ocean state, perturbing only atmospheric 
temperature, consistent with the LENS method. Differences between these two model ensembles 




In order to compare different sources of model uncertainty, this dissertation also makes use of a 
large CMIP5 ensemble. Here, one simulation (r1i1p1) was used from each available model 
downloaded from the Earth System Grid corresponding to a historical hindcast and also 
projections using RCP 8.5. Using one simulation from each model creates an ensemble that 
samples primarily the effect of different model structures and minimizes the effect of internal 
variability, though the two effects cannot be completely separated since each model uses unique 
initial conditions for the historical hindcasts. Here, CMIP5 is used to effectively compare 
variability in model spread due to the combined uncertainty of structural model differences and 
internal variability to that of internal variability (CESM-AO, CESM-A and LENS).  
 
1.2 Steric Sea-Level Change 
These two types of model ensembles are used to evaluate sea-level rise trends in Chapter 2, 
which has been published in a special issue of Water (Hogan and Sriver, 2017). Estimating 
trends and variability in past and future sea-level rise is of high importance in continuing to 
develop our understanding of the Earth’s climate system, particularly as sea-level rise is a key 
indicator of ocean heat uptake. There are considerable risks associated with rising sea levels 
(such as loss of life, property and land), which are amplified by large uncertainties in the relative 
contributions to rise (Church et al. 2013; Nicholls et al. 2010; Sriver et al. 2012). Uncertainties in 
both our observations and our modeling of spatial and temporal sea-level change can influence 
our ability to interpret low-probability, high-impact events, which can lead to wide-spread 
flooding, increased storm surge and coastal erosion, each of which have negative social and 
economic risks associated with it (Cazenave and Le Cozannet, 2014). A major contribution to 
increasing sea-levels is thermosteric rise (the expansion in volume of sea water due to increases 
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in temperature; see Church et al. 2013). Recent observational analyses indicate that steric 
contributions account for nearly 40% of total global sea-level rise since ~1970 (Church et al. 
2013), as approximately 93% of the 1970-2010 additional heat added to the climate system has 
been stored in the ocean (Rhein et al. 2013). However, there are potentially large uncertainties 
due to lack of ocean temperature observations, particularly for the deep ocean (below 2000m; 
Purkey and Johnson, 2010; Kouketsu et al. 2011; Levitus et al. 2012; Church et al. 2013; Llovel 
et al. 2014). The deep ocean is not sampled by Argo profiling floats (Gould et al. 2004), our 
major source of data for thermosteric change. Additionally, data from Argo began in 2005 
(Roemmich and Owens, 2000; Roemmich et al. 2015), limiting our ability to quantify trends and 
variability due to the short time span of observations.  
 
Recent studies have provoked interest in deep ocean contributions to steric change. Although there 
has been a continued increase in atmospheric greenhouse gas concentrations, there has been a 
deceleration in surface air temperature trends (Easterling and Wehner, 2009; Foster and 
Rahmstorf, 2011, Frankcombe et al. 2015). This phenomenon has been attributed to natural 
variability in the Earth’s system (Kosaka and Xie, 2013; Cazenave et al. 2014; England et al. 2014) 
and has led to renewed interest in deep ocean heat uptake. Recent studies have contributed to 
observation-based estimates of steric sea-level change (Rietbroek et al. 2016; Hay et al. 2015; Yi 
et al. 2015; Llovel et al. 2014), introducing new methods of estimating deep ocean heat uptake and 
thermal expansion. These methods involve a sea-level budget approach, using a combination of 
altimetry, the Gravity Recovery and Climate Experiment (GRACE) and Argo data (Dieng et al. 
2015; Llovel et al. 2014). The steric contribution of the deep ocean in models can be compared to 
these new observations below 2000m, providing a more comprehensive understanding of the 
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ability of Earth System Models to replicate observed trends and variability in the deep ocean. 
However, other studies warn of using this sea-level budget approach, questioning whether results 
calculated are the result of deep ocean heat content change, or perhaps just due to the uncertainties 
induced through acquiring these measurements (Dieng et al. 2015; von Schuckmann et al. 2014). 
For instance, Dieng et al. (2015) suggest that any deep ocean “residual anomalies” calculated are 
just related to errors in both GRACE and Argo data. 
 
Model estimates can contribute to the recent discussion of deep ocean heat uptake and its 
consequent contributions to steric sea-level change. Model ensembles such as CMIP5 show that 
steric sea-level change is projected to be the largest contributor to total sea-level change, in any 
future emissions scenario (Church et al. 2013). Single model ensembles such as those introduced 
previously may be also used, in order to sample how internal variability influences steric sea-
level change uncertainty, with an emphasis on different depths, including the deep ocean. 
 
1.3 Extreme Temperatures 
These model ensembles are used to evaluate warm temperature extremes in Chapter 3, which (at 
the time of writing this dissertation) is under review in Journal of Climate (Hogan et al. In Review). 
Economic sectors such as health, agriculture, forestry, energy and transportation are vulnerable to 
changes in global and regional climate (Handmer et al. 2012). Extreme weather events are 
responsible for some of the largest damages to these sectors (Karl and Easterling, 1999; Melillo et 
al. 2014; Kunkel et al. 1999). Lack of long-term data suitable for the analysis of weather extremes 
has been a limitation in the attempt to quantify how extremes will evolve within a changing climate 
(Easterling et al. 2000; Easterling, 2008). However, many studies suggest that severe weather 
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events such as extremes in temperature are becoming more frequent, and also more severe as the 
climate changes (Kunkel et al. 2008; Peterson et al. 2008; DeGaetano 2009; Diffenbaugh and 
Ashfaq, 2010; Duffy and Tebaldi, 2012; Sillman et al. 2013a; 2013b; Sriver et al. 2015) and this 
may be linked to anthropogenic climate change (Handmer et al. 2012). Kunkel et al. (1999) note 
that society is also becoming more vulnerable to these extreme weather events, due to growing 
coastal populations and cities, allowing more property to be exposed to damage. As these low-
probability/high impact events can cause large losses, with devastating impacts on agriculture, life 
and property (Melillo et al. 2014), correctly representing extremes in Earth System Models is of 
high importance in developing our understanding of these events and in working to minimize 
socio-economic impacts and risk (Sriver et al. 2015).  
 
Collins et al. (2013) states that with a changing climate, it is virtually certain that there will be an 
increase in hot extremes, and a decrease in cold extremes. Fischer and Schär (2009) report 
increases in summer temperature variability, caused by interannual and intraseasonal variability 
increases, and an increase in the amplitude of the seasonal cycle. With the surges in temperature 
expected from global climate change, we may also expect changes in extreme precipitation an 
additional hazard. Studies have quantified that with each 1°C increase in temperature, there will 
be an increase in the water holding capacity of the atmosphere of ~7% (Trenberth et al. 2003; 
Easterling, 2008), potentially impacting other variables such as precipitation. Temperature 
extremes such as heatwaves can negatively impact human health and disrupt electricity supplies 
(Wilbanks et al. 2008), reduce air quality (Wang and Angell 1999) lower the crop yields of grain 
crops (Schauberger et al. 2017; Schlenker and Roberts 2009), and increase stress on livestock (Karl 
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et al. 2009). These events often lead to drought, low soil moisture, and can also contribute to 
wildfires (Trenberth 2011).  
 
1.4 Ocean Adjustment Timescales 
The low-resolution CESM ensemble is utilized in chapter 4 to evaluate ocean memory, and (at 
the time of writing this dissertation) is in draft form, to be potentially submit to a special issue 
journal on the aftermath of the global warming hiatus. 
 
The waters of the Earth’s ocean cover approximately 70% of our planet’s surface, and 
consequently the interaction of the ocean with the atmosphere occurs across vast spatial scales. 
Water has a high heat capacity, and so the ocean affects climate through its larger heat capacity 
relative to the surrounding land (Clark et al. 2002), therefore the ocean is able to regulate 
temperature fluctuations across many different timescales. Additionally, the ocean affects 
climate through the ability to transport heat across different latitudes, longitudes, and vertical 
depths. Northward ocean movement in the Atlantic is forced by to differential solar heating 
between high and low latitudes. Conversely, freshwater input at high latitudes from melting ice 
and evaporation at low latitudes acts to halt this northward transport in the Atlantic, but during 
this current period of Earth’s history, the forcing due to differential solar heating dominates 
(Clark et al. 2002). Indeed, the Atlantic Meridional Overturning Circulation is responsible for 
25% of the total northward transport of heat by the atmosphere and ocean (Hall and Bryden 
1982; Trenberth and Caron, 2001). In the Pacific, ocean dynamics are different. Surface waters 
are too fresh to sink, so there is no deep overturning to spur the circulation of ocean water 
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(Weaver et al. 1999). In the deep north Pacific, due to lack of motion, some of the oldest waters 
on Earth exist. 
 
Ocean heat uptake became a popular area of study over the recent decade (2000-2009), when 
atmospheric temperature showed very small increases, or potentially even a slight negative trend 
(Meehl et al. 2011; Easterling and Wehner, 2009; Foster and Rahmstorf, 2011, Frankcombe et al. 
2015) compared to previous decades. Scientists refer to this time as the hiatus period and this 
was briefly introduced in Chapter 1.2. However, while there was a hiatus in atmospheric 
temperature, there was a continued net energy flux into the climate system (Hansen et al. 2005; 
Trenberth et al. 2009), meaning this energy was being stored elsewhere (Trenberth, 2009; 
Trenberth and Fasullo, 2010).  
 
Many studies have focused on attributing the cause of this missing heat in the climate system. 
Climate models have been used to show this heat can be accounted for through improved Pacific 
temperature simulations (Kosaka and Xie, 2013; England et al. 2014). Other studies attribute the 
hiatus to an observed increase in heat sink into the deep ocean (Chen and Tung, 2014), errors in 
observations (Mears et al. 2011; Christy et al. 2007) or internal climate variability (Wantanabe et 
al. 2014; Fyfe et al. 2013; 2016m Kosaka and Xie, 2013). A more recent study of the hiatus 
period states that a combination of ocean heat uptake, natural variability and incomplete 
observational coverage leads to an agreement of models and observations (Medhaug et al. 2017).  
 
While the cause of this atmospheric variability is linked to changes in ocean heat uptake, ocean 
dynamics influence the rate and surface pattern of atmospheric warming, and also has important 
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implications for the distribution of heat within the ocean (Garuba and Klinger, 2016) and 
therefore sea-level rise trends (Hogan and Sriver 2017; Kuhlbrodt and Gregory, 2012), as 
thermal expansion is a proxy for temperature changes in the ocean.  
 
Finally, there are similar issues inhibiting the understanding of ocean memory to that of 
observing and modeling sea-level changes; the ocean is vast, and we have few observations, both 




CHAPTER 2: ANALYZING THE EFFECT OF OCEAN INTERNAL VARIABILITY ON 
DEPTH-INTEGRATED STERIC SEA-LEVEL RISE TRENDS USING A LOW 
RESOLUTION CESM ENSEMBLE.	1 
 
2.1 Introduction 
Steric sea-level change, due primarily to thermal expansion of seawater, is a major contributor to 
global sea-level rise estimates. Recent observational analyses indicate that thermosteric 
contributions account for nearly 40% of total global sea-level rise since ~1970 (Church et al. 
2013) as approximately 93% of the 1970–2010 additional heat added to the climate system has 
been stored in the ocean (Rhein et al. 2013). However, there are potentially large uncertainties 
due to lack of ocean temperature observations, particularly for the deep ocean (below 2000 m) 
(Church et al. 2013, Llovel et al. 2014; Purkey and Johnson 2010), and in the Southern 
Hemisphere, where observational coverage is sparse (Gille 2002; 2008; AchutaRao et al. 2007; 
Domingues et al. 2008; Durack et al. 2014; Cheng et al. 2015; 2017). Uncertainties in both 
observed and modeled sea-level change can influence interpretations about sea-level rise risks 
(Sriver et al. 2012; Buchanan et al. 2016; Kopp et al. 2015), such as flooding, increased storm 
surge and coastal erosion (Church et al. 2013; Kopp et al. 2015; Cazenave and Le Cozannet, 
2015). In addition, characterizing the relative contributions of different integrated ocean depths 
to steric sea-level rise can provide important insights about the vertical structure of ocean heat 
uptake and storage (Liang et al. 2015; Kuhlbrodt and Gregory, 2012) and how these are 
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influenced when considering the effects of both anthropogenic climate change and natural 
variability within the coupled system (Hu and Deser, 2013).  
Coupled climate models are useful tools to assess and aid understanding about anthropogenic 
and natural climate variability (Flato et al. 2013; Thompson et al. 2015; Sriver et al. 2015). 
Different types of model ensembles can capture different types of uncertainties. For example, the 
Coupled Model Intercomparison Project Phase 5 (CMIP5) is comprised of multiple different 
global climate models (GCMs), which follow identical forcing pathways for historical and future 
projections. Thus, differences in results between models for the same time-varying forcing arise 
due to variations in model structure, complexity, spatial resolution and initial conditions (Taylor 
et al. 2012). We can also use single-model ensembles to isolate the effect of initial conditions 
uncertainty and unforced internal variability. Examples of these include the Community Climate 
System Model Version 3 (CCSM3) ensemble (Deser et al. 2012), the Community Earth System 
Model Large Ensemble (CESM LENS) (Kay et al. 2015) and a recent low resolution coupled 
CESM-Initial Conditions Ensemble (Fischer et al. 2013). These types of ensembles are useful for 
analyzing the effects of internal variability on past/future climate trends (Fasullo and Nerem, 
2016).  
Internal variability is due to innate non-linear dynamical processes within the climate system that 
occur in the absence of external forcing (Deser et al. 2012). Contributing factors to internal 
variability include several different types of climate oscillations, such as the El Nino Southern 
Oscillation (ENSO; Fyfe et al. 2013), the Pacific Decadal Oscillation and Atlantic Multidecadal 
Oscillation (Huang et al. 2016). Internal variability can influence interpretations about 
anthropogenic climate change and has been put forward as a cause of the recent global warming 
hiatus (Easterling and Wehner, 2009; Meehl et al. 2011; Kosaka and Xie, 2013; Trenberth and 
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Fasullo 2013; Trenberth et al. 2014). Interestingly, during this recent period of decreased 
warming, the deep-ocean is thought to have taken up significantly more heat (Meehl et al. 2011) 
and timeseries of global ocean heat content suggest persistent ocean warming during recent 
decades (Levitus et al. 2012).  
We can simulate the effect of internal variability in single-model climate change ensembles by 
initializing each ensemble member using different initial conditions (Thompson et al. 2015), 
either in the atmosphere (Kay et al. 2015) or the coupled ocean–sea–ice–land–atmosphere 
system (Sriver et al. 2015). This unforced variability can affect climate patterns on interannual-
to-decadal timescales, and determine ensemble spread of key climate properties in historical and 
future simulations. The effect of internal variability is often amplified with decreasing spatial and 
temporal scales (Sriver et al. 2015; Griffies et al. 2015; Hawkins and Sutton 2009; 2011) and can 
contribute significantly to variations in regional climate on inter-seasonal to inter-decadal 
timescales.  
In this study, two comprehensive global climate model ensembles are used to diagnose and 
report the vertical structure of global steric sea-level trends for recent decades. We highlight 
results from a new 50-member CESM ensemble that varies initial conditions to internal 
variability within the coupled ocean–atmosphere system (Sriver et al. 2015). In addition, we 
analyze results from 32 different CMIP5 models (one simulation from each model). This 
ensemble highlights uncertainties due to both different model structures and internal variability.  
The main focus of this chapter is to quantify the effect of oceanic internal variability on sea-level 
trend estimates using a self-consistent and fully-coupled modeling framework, and we compare 
and contrast results with CMIP5 models sampling primarily structural model differences as a 
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guide for comparing relative importance of internal variability for a single-model ensemble 
versus multi-model ensemble analysis. Results are framed within the broader context of 
observational estimates and uncertainties of steric sea-level rise from the National Center for 
Environmental Information (NCEI) (Boyer et al. 2009; NCEI, 2017). The chapter is organized as 
follows. Section 2.2 presents and describes in detail the materials and methods including the 
ensemble analysis. In Section 2.3 we outline the main results and discussion, and Section 2.4 
presents some conclusions and implications.  
 
2.2 Materials and Methods 
We present results from a new 50-member climate change ensemble experiment using the low-
resolution version of CESM, a fully-coupled, global climate model (Shields et al. 2012; Gent et 
al. 2010). The model configuration is based on version CESM1.03 and features an atmospheric 
component (CCSM4) with T31 spectral resolution (~3.75° × 3.75°) and 26 vertical levels. The 
model ocean component is the Parallel Ocean Program version 2 (Smith et al. 2010) with a 
nominal horizontal grid resolution of 3°, which decreases to less than 1° at the equator. The 
ocean model contains 60 vertical levels, down to a maximum depth of 5500 m.  
 
The experiment used in this study was designed to sample internal variability in the model-
coupled Earth system, including the deep ocean (Sriver et al. 2015). First, we spun up a fully 
coupled control simulation with constant pre-industrial radiative forcing. Beginning at the year 
4200, after the deep ocean had reached approximate dynamic equilibrium, historical simulations 
with transient natural and anthropogenic forcings were initialized from unique snapshots of the 
fully coupled model state sampled every 100 years from the control simulation, ending with 50 
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ensemble members. The transient simulations are extended to 2100 using the representative 
concentration pathway (RCP) 8.5, an idealized future scenario in which anthropogenic radiative 
forcing increases to roughly 8.5 W m-2 by 2100 (Moss et al. 2010). Allowing the ocean to reach 
approximate dynamic equilibrium prior to initializing the climate change ensemble prevents any 
model ocean drift from affecting our estimates of sea-level variability. Even after ~4000 years of 
equilibration, the model exhibits small drift in the deep ocean and internal variability across a 
variety of timescales (interannual to centennial). As a simple illustration, figure 2.1 displays the 
timeseries of ocean temperature in the pre-industrial control simulation at a depth of 2000 m in 
the North Pacific (Latitude: 57° N, Longitude: 180° W) over the period which our 50-member 
ensemble runs are initialized (equilibration year 4200–9100). The North Pacific deep ocean 
contains some of the oldest waters on the planet, as this area has little deep-water formation or 
upwelling. Even after the ~4000-year spin up, we still see a small trend in ocean temperature in 
the presence of relatively large internal variability, during the next 5000 years (model year 4000–
9000).  
The low-resolution version of CESM was chosen for this ensemble due to its computational 
tractability. The deep ocean requires several thousand years to reach approximate equilibrium, 
which is difficult to achieve using higher resolution and more computationally expensive 
models. The low resolution CESM helps mitigate this computational tradeoff, given that it has 
been shown to capture key aspects of the climate variability (Sriver et al. 2015; Shields et al. 
2012; Bitz et al. 2012), though the model also exhibits significant biases. This version of the 
model has low heat transport leading to a cool sea surface temperature bias and problems with 
excessive sea ice extent and thickness in the North (Shields et al. 2012). In addition, CESM has 
no interactive aerosols in the atmospheric component of the model, which may lead to warm 
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biases in different model variables (Flato et al. 2013; Chylek et al. 2016). These issues should be 
taken into account when looking at sea‐level rise trends in the low‐resolution version of the 
model, though in the case of this study, where we focus on characterizing the effect of internal 
variability on sea‐level rise trends, model skill is of less significance.  
Large ensemble experiments have been performed using higher resolution versions of CESM, for 
example the LENS ensemble, that has approximately 1° horizontal resolution in all model 
components (Kay et al. 2015). However, the recent LENS ensemble initializes its transient runs 
differently from our ensemble. Differences between initial conditions in the LENS ensemble are 
created by perturbing atmospheric temperature at each grid point at the 12th decimal place. The 
initial conditions for the other model components (e.g., the ocean) are identical for all ensemble 
members. With an identical ocean for the initialization of each simulation, LENS does not 
sample ocean internal variability.  
The effect of these different initialization strategies on surface atmosphere temperature and 
volume-weighted ocean temperature are shown in figures 2.2 and 2.3. In these figures, we show 
our fully equilibrated CESM ensemble (CESM-AO, where AO points to the sampling of both 
atmosphere and ocean) in which we initialize each historical hindcast ensemble member by 
sampling the joint internal variability of the atmosphere and ocean. We also performed a “LENS 
equivalent” experiment with the low-resolution version of CESM (CESM-A, where the A points 
to the sampling of the atmosphere only), where we initialized 40 hindcast simulations from a 
constant ocean state, and we perturb atmospheric temperature consistent with the LENS method 
to create small differences in the initial conditions reflecting internal variability of the 
atmosphere.  
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Figure 2.2 shows globally averaged atmospheric surface temperature from 1850-2005 for both 
CESM-AO (Figure 2.2A) and CESM-A (Figure 2.2B). As each run from CESM-AO is 
initialized from its own point in the control run, we have 50 segments of control plotted against 
each of the 50 historical simulations. Each run from CESM-A was initialized from the same 
point in the control (year 7000). As the atmosphere equilibrates on relatively short timescales 
(e.g. months), the historical simulations in each panel show very similar ranges of variability 
over the whole historical period (Figure 2.2C). In order to sample atmospheric variability, an 
ensemble experiment such as CESM-A, or LENS would therefore be appropriate.  
Globally averaged oceanic temperature is shown in Figure 2.3, for CESM-AO (panel A) and 
CESM-A (panel B). The difference between the two ensembles is obvious in the first 25 years of 
the historical simulations, where variability in ocean temperature in CESM-A is a fraction of the 
total variability in CESM-AO. By the end of the simulations in 2005, variability in CESM-A has 
not reached the range of that seen by CESM-AO. This effect is magnified when focusing 
specifically on the deep ocean (see Chapter 4). The relatively longer adjustment timescale of the 
ocean reflects its long memory and thermal inertia compared to the atmosphere. In the CESM-A 
ensemble, the low frequency variability of all ensemble members tends to follow the control 
simulation for the first several decades, and the range of internal variability increases with time 
(Figure 2.3C). Thus, in order to achieve a robust characterization of the full internal variability of 
the ocean, we use an equilibration and ensemble initialization strategy using the fully-coupled 
model (CESM-AO). Ensembles such as CESM-A or LENS are perhaps not appropriate for 
inferring sub-surface ocean variability given the limitations in sampling the internal variability of 
the ocean. In addition, Figure 2.3 panel C shows that internal ocean temperature variability for 
CESM-AO also decreases with time in response to increasing anthropogenic forcing. Thus 
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sampling internal variability from a long pre-industrial control simulation (and super-imposing it 
on the estimated trends) would also not be appropriate, since that implicitly assumes the 
variability is a stationary process. 
The second ensemble consists of 32 different models used in the Coupled Model 
Intercomparison Project phase 5 (CMIP5; Taylor et al. 2012). See Appendix A for the list of 
CMIP5 models used in this study. One simulation (r1i1p1) was used from each model 
corresponding to a historical hindcast that runs through to the end of 2004 (1850-2005) and 
projections (2005-2100) using the RCP 8.5 forcing scenario (Moss et al. 2010). Using one 
simulation model structures and minimizes the effect of internal variability (though the two 
effects cannot be completely separated since each model uses unique initial conditions for the 
historical hindcasts). The CMIP5 database is used widely by the scientific community to analyse 
climate change and variability. We use it here as a guide to compare and contrast the effect of 
different sources of variability (internal versus structural + internal) for the sub-surface ocean. 
Steric sea-level change in the CMIP5 ensemble is estimated from the inverse of the ocean 
density field (Sriver et al. 2012; Yin et al. 2009). Ocean density in each model is calculated using 
the equation of state of seawater based on potential temperature and salinity (McDougall et al. 
2003). During post-processing of the temperature and salinity fields, we found significant ocean 
drift at all depths in many of the CMIP5 models (Gupta et al. 2012; Lorbarcher et al. 2015; 
Bilbao et al. 2015). This drift is not present in the CESM ensemble, which is based on a ~10,000 
year fully-coupled pre-industrial equilibrium simulation (Figure 2.1). We corrected for the sub-
surface ocean drift in each of the CMIP5 models by first calculating the linear trend in density at 
every model grid point in the pre-industrial control simulations. Each CMIP5 model had a 
different length of control available, so we used all that were available to calculate the trends in 
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order to correct for drift as accurately as possible. We then subtracted these trends at each grid 
point from the historical hindcasts and projections. Models with non-linear or oscillatory sea-
level drift in the pre-industrial control runs were not used in the analysis. This method of 
subtracting relative drift at each grid point allows the analysis of both regional and depth 
dependent steric sea-level changes, which enables us to assess contributions from the deep 
ocean.  
 
Observed steric sea-level change down to a depth of 2000m was downloaded from the National 
Center for Environmental Information (NCEI) (Boyer et al. 2009; NCEI, 2017). Pentadal 
anomalies were used for the period 1957-2013, and yearly anomalies used for the full period of 
their availability: 2005-2015. Other studies have examined the uncertainty in observed sea-level 
change due to different biases and a lack of global coverage by documenting several sources of 
observations (Durack et al. 2014; Cheng et al. 2015). In this study, we choose to use only NCEI 
as a reference for assessing ensemble variability and differences. We have previously noted that 
both the models and observations exhibit biases and uncertainties, and it is important to keep 
these biases in mind when comparing with model results. We use two different time periods for 
analysing sea-level trends in order to compare the effects of internal variability and structural 
model differences over both decadal and multi-decadal timescales, and over different ocean 
depths. 
 
2.3 Results and Discussion 
We analyse global steric sea-level trends and variability for decadal and multi-decadal time 
periods (Figure 2.4) to diagnose the effects of internal variability and different model structures 
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from various ocean depths. We show observational estimates as a reference for ensemble 
comparisons (Boyer et al. 2009; NCEI, 2017), keeping in mind the inherent uncertainties and 
limitations in both the model and observations. Pentadal observations are used from 1957-2013, 
and yearly observations are used from 2005-2015 from NCEI. All panels display the 95% range 
of each ensemble. Both the CESM and CMIP5 ensembles exhibit larger mean sea-level rise in 
the upper ocean compared to NCEI, which may be an artefact of several different types of biases 
in both models and observations. Model biases in CESM are discussed in the previous section 
with issues relating to the low-resolution version used. Discrepancies in the higher-resolution 
models that make up the CMIP5 ensemble may be due to multiple reasons, but the warm biases 
seen here in the ensemble may be due to a lack of interactive aerosols in some of the models 
included in the ensemble (Flato et al. 2013; Chylek et al. 2016). As a simple test to characterize 
the effect of aerosols on steric sea-level rise, we calculated trends in the CMIP5 models included 
in this study with and without interactive aerosols (those with interactive aerosols are highlighted 
in bold in Appendix A) and compared these to the trends of those that did not. Table 2.1 shows 
how the mean ensemble sea-level trends decrease when considering only models with interactive 
aerosols, but that this effect is only pronounced on multi-decadal timescales. Additionally, the 
observations themselves may not represent true sea-level change, as ocean coverage is poor 
throughout the subsurface ocean and observations are biased towards the Northern Hemisphere, 
as coverage in the South is far less extensive (Gille 2002; 2008; AchutaRao et al. 2007; 
Domingues et al. 2008; Durack et al. 2014; Cheng et al. 2015; 2017). 
The comparison of steric sea-level trends in CESM over the different depths show that the 
majority of thermal expansion and total spread due to internal variability in the model ocean 
occurs closest to the surface, between 0-700m depth. The uncertainties vary over different 
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timescales: Figure 2.5 displays histograms of trends over the longer period, while Figure 2.6 
shows trends over the most recent available decade, 2005-2015. The ensemble means are 
presented in table 2.2, and we quantify uncertainty due to internal variability in CESM over 
different depths in table 2.3. Internal variability contributes significantly to uncertainty in CESM 
trends, particularly in the upper ocean where we see a range of 0.117 mm yr-1 in the upper ocean, 
out of the total of 0.151 mm yr-1 range throughout the full ocean for the multi-decadal period. As 
expected, the range in trends is larger for CMIP5 than for the CESM ensembles over all depths 
and time periods, indicating the effect of structural model differences + internal variability over 
multiple models is larger than that for internal variability in CESM for these timescales. Over the 
full ocean during the multi-decadal time period, we estimate a range of 0.151 mm yr-1 in CESM 
to a range of 0.895 mm yr-1 in CMIP5. From 2005-2015, we see a range of 0.509 mm yr-1 for 
CESM, to a range of 1.470 mm yr-1 in CMIP5. Table 2.3 also shows that variability in sea-level 
rise trends is larger during the more recent period (also seen in Figure 2.6) for both ensembles 
and for all integrated depths. The contribution from internal variability (CESM) in the full ocean 
over the longer period is approximately 17% of the variability seen in CMIP5, but this value 
increases to 46% over the shorter period. This increase in variability in CESM to a greater 
magnitude than in CMIP5 is consistent with previous studies showing that the effect of internal 
variability can be amplified on shorter timescales of ~10 years (Griffies et al. 2015; Hawkins and 
Sutton 2009; 2011). As a separate simple experiment, we have examined the vertical structure of 
steric sea-level rise (a proxy for ocean heat uptake) in the model ensembles using identical time 
periods to recently published observational estimates from that include contributions from the 
deep ocean (2005-2013, hereafter the “Llovel period”; Llovel et al. 2014). The referenced study 
calculates and provides estimates of steric ocean rise over the Llovel period for similar ocean 
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depths (0-700m and 700-2000m), and also for the deep ocean (below 2000m). This was done 
using a sea-level budget approach. Trends found via Argo (Roemmich and Owens, 2000), and 
the Gravity Recovery and Climate Experiment (GRACE; Tapley et al. 2004), are subtracted from 
trends obtained by satellite altimetry (Leuilette et al. 2004). We use these data to examine 
whether our ensemble sampling internal variability fit within the range of observational 
uncertainty calculated using this sea-level budget method. Over the Llovel period for the depths 
of 0-700m, both CESM and CMIP5 show mean trends of 1.05 mm yr-1, which are considerably 
larger than the observational estimate (0.53 mm yr-1). At mid-levels (700-2000m), modeled 
values of 0.4 mm yr-1 for CESM, and 0.27 mm yr-1 for CMIP5 are more consistent with the 
observational estimate (0.38 mm yr-1). The relatively low values in CMIP5 models at these mid-
levels are consistent with previous results (Lorbarcher et al. 2015). Using the sea-level budget 
approach, the calculated global observed trend below 2000m is found to be -0.13mm yr-1. This 
negative sea-level trend implies deep ocean cooling, with large uncertainty. In contrast, we 
calculated 0.12 mm yr-1 for CESM, and 0.1 mm yr-1 for CMIP5 during this time period. The 
ensembles show a lower range in spread over these depths than in the upper ocean (not shown). 
Considering the model/data discrepancies, the spread in both model ensembles are within the 
range of uncertainty based on this calculated observational estimate (Llovel et al. 2014). Some 
CMIP5 models also exhibit negative sea-level change (e.g. cooling) in the deep ocean. The 
observed ranges were considered conservative due to observational limitations, prompting recent 
discussion on whether this negative trend is the result of deep ocean cooling, or perhaps due to 
the uncertainties in the sea-level budget (Llovel et al. 2014; Dieng et al. 2015; von Schuckmann 
et al. 2014). Differences in deep ocean values between observed and modeled steric sea-level 
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may also be due a lack of observed data below 2000m (Roemmich and Owens, 2000) and due to 
discrepancies in modeled temperature diffusion. 
 
As expected, the difference in the range of uncertainty for global trends in steric sea-level change 
between CESM and CMIP5 is substantial (Figures 2.4-2.6, tables 2.2 and 2.3). Analysis of steric 
SLR trends in climate models can provide useful diagnostic model information as well as guide 
assessments, but diagnosing regional trends and variability is perhaps more important to decision 
makers, since major damages (e.g. floods) tend to occur over relatively small scales (Lempert et 
al. 2012). We highlight variability in both model ensembles for different locations in Figure 2.7, 
calculating and displaying steric change for the ocean grid cells closest to these locations over 
the decadal time period of 2005-2015. Note that the CMIP5 models are drift-corrected at every 
point, minimizing potential regional biases (see Methods section). Figure 2.7 illustrates the 
importance of internal variability as it shows that on regional scales, the combination of 
structural model differences and internal variability in CMIP5 is of a comparable magnitude as 
internal variability in CESM. This demonstrates that the effect of coupled internal variability 
(CESM) increases with smaller spatial scales in sea-level rise, consistent with other examined 
atmospheric variables (Sriver et al. 2015; Griffies et al. 2015; Hawkins and Sutton 2009; 2011). 
This illustrates the challenge in distinguishing forced responses to internal unforced variability 
within the sub-surface ocean using multi-model and initial condition climate model ensembles.  
 
Figure 2.8 demonstrates how the effect of internal variability may impact the projections of sea-
level rise estimates, using the North-Eastern coast of the United States as a reference. The plot 
shows different estimates of regional steric plus dynamic sea-level rise in the year 2100 from the 
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CESM ensemble using the ensemble mean global average sea-level change (dashed green line), 
the ensemble mean sea-level change for the north-eastern US (dashed black line), and the upper 
limit of the ensemble taking into account the model’s internal variability (red line). As seen in 
figure 2.8, accounting for internal variability on a regional scale could increase the projection of 
the upper bound of sea level rise by an extra 10% for this region. Characterizing uncertainties 
surrounding internal variability can provide useful information to diagnose potential upper 
bounds of sea-level rise, taking into account vertical structure of ocean heat uptake and 
horizontal structure of ocean heat transport. In turn, this information can assist coastal planning 
and investment decisions (Lempert et al. 2012). 
 
2.4 Conclusions 
This study uses two types of Earth System Model ensembles, to quantify steric sea-level rise 
uncertainties in climate model ensembles due to internal ocean variability and structural model 
differences. The first (CESM) isolates the effect of internal variability of the coupled system 
(including the full ocean), and the second (CMIP5) samples the combined effect of structural 
model differences and internal variability. While CMIP5 displays larger ranges of steric sea-level 
rise than CESM at all depths and over all time periods considered, the internal variability 
exhibited by the CESM model contributes significantly to uncertainties in the total trends for 
both decadal and interdecadal time scales. On a global scale, variability in CMIP5 dominates, 
while on regional scales at important coastal locations, the magnitude of uncertainty due to 
internal variability in CESM is of a similar magnitude to the multi-model ensemble. These 
results have important implications for adaptation planning and coastal resource management, as 
region specific sea-level change provides more decision-relative information than global mean 
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values. Here we show that uncertainties surrounding both internal variability and structural 
model differences can influence regional upper bound projections of sea-level rise. 
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2.5 Figures and Tables 
Figure 2.1: Ocean temperature at 57°N, 180°W, 2000m depth in the Community Earth System 
Model (CESM) pre-industrial control simulation, from model year 4000 to 9000, the time period 
over which the transient historical and representative concentration pathway (RCP) simulations 
are initialized. The timeseries is offset by the average over the control period. The black line 
shows the linear trend over the 5200 years, and its gradient is inset in the bottom right corner. 
North Pacific Deep Ocean Control Temperature 
Gradient: 1.5 x 10-6 C yr-1 
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Figure 2.2: Global averaged atmospheric surface temperature for CESM-AO (A) and CESM-A 
(B). See text for description of differences between ensembles. Blue lines (A,B) display 
timeseries of atmospheric temperature pre-industrial control simulation. Red lines display 
historically forced simulations. The 95% range in ensemble spread is shown in (A) and (B). 
Black lines are observed globally average temperature from the HadCRUT4 dataset (Morice et 
al. 2012). Timeseries of the 95% range are shown in (C). Values are the linear trend in ensemble 
spread over the period shown from 0-150 years. 
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Figure 2.3: Global averaged ocean surface temperature for CESM-AO (A) and CESM-A (B). 
See text for description of differences between ensembles. Blue lines (A,B) display timeseries of 
the oceanic temperature pre-industrial control simulation. Red lines (A,B) display historically 
forced simulations. The 95% range in ensemble spread is shown in (A) and (B). Timeseries of 
the 95% range are shown in (C). Values are the linear trend in ensemble spread over the period 
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Figure 2.4: Timeseries of 95% model ensemble range of steric sea-level change over different 
ocean depths. Observations from National Center for Environmental Information (NCEI) are 
overlaid, with dashed lines displaying uncertainty provided by the dataset. (A) and (B) display all 
available pentadal observations (1957-2013). (C) and (D) zoom in on yearly observations (2005-
2015). Data is offset by the 1986-2005 average in (A) and (B). Data is offset by the 2005-2015 




























Figure 2.5: Histograms of model ensemble steric trends over different depths for the multi-
decadal period (1957-2013). Full ocean is defined as the entire available depth of each model 
ocean. Red dashed lines are observations from the National Center for Environmental 
Information (NCEI), and black dashed lines are the model ensemble means. (A): CESM, 0-
700m; (B): CMIP5, 0-700m; (C): CESM, 700-2000m; (D): CMIP5, 700-2000m; (E): CESM, 

























































































































































































































































































































































































































































































































Figure 2.6: Histograms of model ensemble steric trends over different depths for the decadal 
period (2005-2015). Full ocean is defined as the entire available depth of each model ocean. Red 
dashed lines are observations from the National Center for Environmental Information (NCEI), 
and black dashed lines are the model ensemble means. (A): CESM, 0-700m; (B): CMIP5, 0-

























































































































































































































































































































































































































































































































Figure 2.7: Box plots of steric sea-level trends over the full ocean column for three coastal 
locations. Notches from top to bottom represent 95% quantile, 75% quantile, median, 25% 
quantile, 5% quantile. Latitude and longitudes used to calculate each set are as follows: London: 
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Figure 2.8: CESM ensemble spread of the total steric sea-level rise from 1850-2100 over the 
northeastern United States. The global mean total rise by this year is plotted as a dashed green 
line, northeastern ensemble mean as a black dashed line, and the upper bound of sea-level rise 
due to internal variability by the solid red line.  
















Table 2.1: Mean steric sea-level rise in Coupled Model Intercomparison Project Phase 5 
(CMIP5) models, split into those models that have interactive aerosol chemistry (Interactive), 









Table 2.3: 95% range in ensemble steric sea-level rise trends for both periods and ensembles 
over all evaluated depths. 
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CHAPTER 3: REPRESENTATION OF US WARM TEMPERATURE EXTREMES IN 
GLOBAL CLIMATE MODEL ENSEMBLES. 
 
3.1 Introduction 
Many economic sectors such as health, agriculture, forestry, energy and transportation are 
vulnerable to changes in global and regional climate (Handmer et al. 2012). Extreme weather 
events are a key driver of damages in these sectors (see, for example Karl and Easterling 1999; 
Melillo et al. 2014; Kunkel et al. 1999). In particular, temperature extremes such as heatwaves can 
negatively impact human health and disrupt electricity supplies (Wilbanks et al. 2008), reduce air 
quality (Wang and Angell 1999) lower the crop yields of grain crops (Schauberger et al. 2017; 
Schlenker and Roberts 2009), and increase stress on livestock (Karl et al. 2009). These events 
often lead to drought, low soil moisture, and can also contribute to wildfires (Trenberth 2011).  
 
Observational evidence suggests that the frequency and severity of these upper tail area 
temperature events are increasing as the climate changes (Kunkel et al. 2008; Peterson et al. 2008; 
DeGaetano 2009; Diffenbaugh and Ashfaq 2010; Duffy and Tebaldi 2012; Sillmann et al. 2013a; 
2013b; Sriver et al. 2015), and this may be linked with anthropogenic emissions of greenhouse 
gases (Handmer et al. 2012). For example, the observed frequencies of cold days and nights around 
the world have been decreasing, while warm days and nights are increasing (Field et al. 2012; 
Dulière et al. 2012; Walsh et al. 2014). Over the Continental United States (CONUS), record highs 
have outpaced record lows in recent decades (Walsh et al. 2014). Accurate estimates of 
temperature extremes are key to better understanding impacts associated with these instances 
(Field et al. 2012; Stein 2017). However, there is a lack of suitable long-term climate data that can 
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be used to evaluate global changes in extreme events over the twentieth century, due to limited 
spatial and temporal resolution over different areas of the globe (Diffenbaugh et al. 2016; 
Easterling et al. 2000; Easterling 2008). Additionally, there are complex interactions between 
anthropogenic global warming and large scale circulation patterns, which pose major challenges 
for understanding how the frequency and severity of extreme temperature events may be changing 
(Diffenbaugh et al. 2016; Swain et al. 2014; 2016; Singh et al. 2014; Horton et al. 2015). This 
creates challenges in estimating distributions of extreme temperatures for both current-day climate 
(Easterling, 2008) and future conditions (Huang et al. 2016).  
 
Climate models have been able to provide valuable insights into past and potential future dynamics 
of the climate system. These models can often reproduce robust features of different climate 
parameters, particularly atmospheric surface temperature (Flato et al. 2013). They often struggle, 
however, in representing observed extreme events (Sriver et al. 2015; Yao et al. 2013; Min et al. 
2013). Coupled global climate model ensemble averages from Phase 5 of the Coupled Model 
Intercomparison Project (CMIP5) are better at capturing key statistical characteristics of regional 
temperature extremes based on limited observational records. However, while the calculated 
ensemble averages are relatively competent, ensemble variability is large as individual models can 
lack skill (Sriver et al. 2015; Yao et al. 2013; Min et al. 2013, Kharin et al. 2013).  In addition, 
ensemble variability and uncertainty increases with decreasing spatial scale (Yao et al. 2013; 
Sriver et al. 2015). Generally speaking, modeled biases in extreme temperature are often assumed 
to follow mean temperature biases (Wuebbles et al. 2014) and changes in standard deviations 
(Huang et al. 2016; de Vries et al. 2012; Parey et al. 2013). Understanding the relationship between 
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the biases and temperature extremes can prevent under/overestimations of observed extremes by 
different individual models (Janssen et al. 2016; Sriver et al. 2015). 
 
Here, we focus on characterizing the upper tails of daily temperature distributions from various 
different climate model ensembles sampling different model structures, resolutions and initial 
conditions. We evaluate yearly temperature extremes in Global Climate Model (GCM) ensembles 
on scales where global models can skillfully represent key climate variables (Sriver et al. 2015). 
We utilize simple statistical techniques to evaluate upper tails of observed, modeled and projected 
temperature distributions. We present several “proof-of-concept” applications of the methods for 
regional climate change assessments under both stationary and non-stationary assumptions.  
Specifically, we analyze (1) the effects of internal variability and structural model uncertainties on 
estimates of hindcast extreme temperature distributions; (2) the influence of uncertainties in the 
upper tails on interpretations about how extremes may be changing under anthropogenic global 
warming; and (3) the relationship between simulated bulk temperature statistics and extreme warm 
events.  Our results are relevant for the interpretation of regional impacts assessments, especially 
the ones that are particularly sensitive to extreme temperature (e.g., Welch et al. 2010; Schlenker 
and Roberts 2009; Deschenes and Greenstone 2007). 
 
3.2 Methods 
We use extreme value theory (Coles, 2001) to evaluate temperature extremes in three different 
GCM ensembles.  We highlight results from a 50-member ensemble of the low-resolution version 
of the Community Earth System Model (CESM) (Sriver et al. 2015; Hogan and Sriver, 2017; 
Vega-Westhoff and Sriver 2017), the NCAR 40-member Large Ensemble (LENS; Kay et al. 2015) 
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and a 29-member subset of the CMIP5 ensemble (Taylor et al. 2012; list of models used in 
Appendix B.). These three ensembles allow us to assess how initial conditions uncertainty and 
structural model differences affect the spread in model temperature extremes. The three ensembles 
are simulated with historical forcing from 1850-2005 and are forced from 2006-2100 by 
representative concentration pathway (RCP) 8.5 (Moss et al. 2010). We use observed temperatures 
for the period 1956-2005 from Maurer et al. (2002), as the basis for evaluating the historical period. 
 
We use a block maxima approach (Coles, 2001), in which we analyze distributions of annual 
maximum daily temperature, along with Generalized Extreme Value (GEV) distributions. GEV 
distributions can be useful to assess climate extremes, especially when considering the 
assumptions required with limited data, such as the chosen length of these blocks is sufficiently 
long enough that the GEV approximation remains valid (Stein 2017; Huang et al. 2016). These 
statistical methods have been used extensively in climate and hydrologic studies (Sriver et al. 2015; 
Huang et al. 2016; Collins et al. 2013; Hasan et al. 2013; Cooley 2009; DeGaetano 2009; Coles 
2001). We adopt the GEV model to analyze our temperature extremes: 
  
𝐹(𝑥; 	𝜇, 𝜎, 𝜁) = 𝑒𝑥𝑝 .− 01 + 	𝜁 3456
7
89
5	:;<    (Eq. 3.1) 
     
 
with parameters 𝜇, 𝜎, 𝜁, controlling the location, scale and shape of the distribution, respectively 
(Coles, 2001). The location parameter describes the mean of the extreme value distribution. The 
scale parameter describes the width of the distribution around the mean value, and the shape 
parameter characterizes asymmetry or “heaviness” in the tails of the distribution. A warming 
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climate suggests an increase in the location parameter for variables such as temperature. We also 
hypothesize an increase in the scale parameter as the models show increased uncertainty for future 
projections, along with potential little change in the shape parameter (Huang et al. 2016a).  
 
We define our block maxima temperatures as the maximum daily temperature value occurring 
between June 1st and August 31st of each year. We focus on 50-year intervals, sampling 1956-2005 
for the historical period, and 2050-2099 for the projected period. A block maxima approach may 
lead to under representing extremes found within a given “block”, however, this method avoids 
selecting extreme events that are temporally dependent such as a lengthy heatwave, a caveat of the 
peak-over-threshold approach. Each of the three model ensembles evaluated in this study have a 
different number of runs, so in order to compare temperature variability in our ensembles, we 
evaluate the 95% range in spread (difference between the 0.025 and 0.975 quantiles).  
 
Temperature extremes are evaluated on three different spatial scales: (i) average values for the 
CONUS, (ii) spatially averaged scales typically used for regional climate assessments (Wuebbles 
et al. 2017; Melillo et al. 2014), and (iii) local scales represented by individual grid points, such as 
over Central Illinois (38˚N, 270˚W). We use root mean squared error (RMSE) regression to assess 
model skill in simulating both the tails and central portions of the ensemble temperature 
distributions.  
 
The high spatial and temporal resolution observational dataset (Maurer et al. 2002) is used to help 
guide first-order evaluations of model skill and uncertainty. We take values from this high 




We present several proof-of-concept examples focusing on the representation of temperature 
extremes in the three GCM ensembles sampling internal variability and different model 
structures.  The applications feature both spatial and temporal analysis of temperature 
distributions. We analyze first-order effects on ensemble spread and uncertainty in both 
temperature tail statistics and bulk statistics, in order to investigate potential relationships 
between biases in the mean state and temperature extremes.  Our results are relevant to impacts 
analyses, particularly those that use gridded climate information as inputs and are sensitive to 
extreme temperature. 
 
We estimate GEV parameters for each model ensemble and for observations (Maurer et al. 
2002), using a maximum likelihood method (MLE; Wuertz et al. 2017). We chose this method 
over a probability weighted moment (PWM) method as during preliminary testing it was found 
to be better suited for fitting samples with significant outliers (not shown).  Ensemble average 
location, scale and shape parameters calculated for the CONUS are displayed in Table 3.1. Each 
parameter describes the distribution of block maxima summer daily temperature over the 
observed period of 1956-2005, and then the projected 50 year period of 2050-2099.  As 
hypothesized, results show the ensemble average location and scale parameters increase under 
future conditions and we see a small decrease in each ensemble average shape parameter.  
 
We next divide the CONUS into six regions, in order to perform regional analysis on scales 
similar to recent assessments, such as the National Climate Assessment reports (Wuebbles et al. 
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2017; Melillo et al. 2014).  To illustrate the spatial differences, regional skill, and future 
projected changes within each ensemble, we focus on the ensemble average location parameter 
for annual maximum daily summer temperature over the aforementioned two time periods 
(contours in Fig. 3.1).  Values overplot are the 95% ensemble range of the location parameter. 
The projected location parameters are plotted as the percentage change from their respective 
historical parameters. We find large regional variability in the location parameter within each of 
the model ensembles. Interestingly, for each region and in each 50 year time window, ensembles 
exhibit similar 95% ranges in temperature distribution when sampling internal variability (CESM 
and LENS) and in the ensemble sampling both structural model differences and internal 
variability (CMIP5). This is consistent with the hypothesis that internal variability is responsible 
for a large proportion of the uncertainty in extreme temperature events in these models and for 
these regions. For the projected time period, we find that the overall percentage change in the 
location parameter (contoured) is similar for all three ensembles. Additionally, the 95% range in 
ensemble distribution increases from historical to projected time periods, implying variability in 
tail properties is time dependent, and also dependent on forcing. We also find effects of non-
stationarity in the ensembles sampling specifically internal variability (CESM and LENS), 
suggesting internal variability in extremes is time dependent in these models.  We refer the 
reader to Appendix B to view the figures displaying the raw changes in these regions for 
location, shape and scale parameters (Figs. B.1-B.3). 
 
For the remainder of the study, we focus on an individual model grid point corresponding to 
central Illinois (38N, 270W) to highlight effects of internal variability and model structure on 
representation of local-scale extreme temperature. 
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Firstly, we produce survival functions (1 - cumulative frequency) of annual maximum daily 
summer temperature for historical (1956-2005) and projected (2050-2099) time periods in each 
of the three model ensembles, and compare these to observed maximum temperature (Fig. 3.2).  
The cold bias in the low-resolution CESM (Shields et al. 2012) is visible in the raw output (panel 
A). The spread in survival functions depicts uncertainty in the model ensemble extremes. We see 
a large amount of uncertainty in CMIP5 (panel C), which samples both structural model 
differences and internal variability and this variability increases for future projections. We 
provide similar survival functions where model runs have been bias corrected to the observations 
(Panels D-F).  We correct each ensemble member such that it has the same mean location as the 
observed distribution of temperature block maxima. The bias correction greatly improves the 
model fit, but also masks key model differences. We perform simple statistical significance 
testing to these survival functions and calculate the mean root mean square error (RMSE) of each 
model ensemble (overplot on the respective panels). RMSE is the square root of the variance of 
residual values. The RMSE of each ensemble run is found with respect to the observed extremes 
and then the mean of these values were calculated. Differences in the mean RMSE are attributed 
to differences in the internal variability of each ensemble as the bias correction removes 
variability associated with forcing. The greater the value of the mean RMSE, the larger the 
amount of internal variability associated with the ensemble. In order to assess changes in the 
variability of the temperature extremes within each ensemble, we calculate the 95% ensemble 
range of the 0.5 quantile, and the 0.95 quantile of the block maxima distribution (table 3.2). 
Uncertainty increases as the models simulate larger temperature extremes. This is portrayed 
through the increase in ensemble spread from the 0.5 quantile to the 0.95 seen in all three 
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ensembles. Uncertainty also increases in both quantiles from the historical to the future 50 year 
period, implying the modeled ranges in extreme temperature increase with climate change for all 
three ensembles, again highlighting that this time dependence of the tail parameters seen in the 
regional analysis exists on smaller spatial scales. In particular, CESM and LENS show very 
similar percentage increases in variability from historical to future time periods.  
 
We visually evaluate the temporal changes in the three GEV parameters, displaying the 50-year 
moving time window of location, scale and shape parameters (assuming stationarity within each 
window (Fig. 3.3)). Insets in each panel are timeseries of the 95% ensemble range. The 
contribution of internal variability to overall ensemble spread remains roughly constant in the 
location parameter over these time periods for the CESM model (CESM and LENS ensembles, 
panel A), but the contribution of both internal variability and structural model differences 
generally increases variability over the time period (CMIP5 ensemble), excluding the dramatic 
decrease in variability from 2000-2020. We attribute this dip in CMIP5 spread over this time to 
outlier models that display a sudden increase in the location parameter over this time. We 
highlight these models in Fig. B.4 (see Appendix B). We find an increase in the scale parameter 
over time for all three model ensembles (panel B), which represents a larger spread in 
temperature extremes in the future projected period. In addition, the 95% range generally 
increases with time in each ensemble, implying increased uncertainty in projected ranges. Lastly, 
we plot the time variations in the shape parameter (panel C). We find few robust changes overall 
in the shape parameter under anthropogenic warming. However, the LENS ensemble does 
decrease slightly at the end of the projected period. The 95% range in variability for the shape 
parameter remains fairly constant over the time period. 
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We assess ensemble skill in capturing the observed temperature distributions over Central Illinois 
(Fig. 3.4) by comparing the RMSE of the main portion (95% range) of the distribution of summer 
daily average temperature with the RMSE of annual summer maximum temperature over the 
historical period (1956-2005). We calculate RMSE to evaluate our model ensembles against 
observed temperature data. We use this approach to evaluate how accurately the model ensembles 
are able to replicate observed temperatures and can therefore be used to infer model skill.  
 
We find that the model runs that generally demonstrate skill in replicating the central portion of 
the distribution show similar skill in replicating the tail events for temperature in these models 
(Panel A; Wuebbles et al. 2014). We see a larger spread in temperature values for the ensemble 
sampling structural model differences and internal variability (CMIP5) than for the ensembles 
sampling only internal variability (CESM and LENS). In addition, we assess changes in model 
skill and variability after simple bias correction (Panel B, note changes in x and y axis limits 
between panels A and B). Specifically, we subtract the mean temperature of each dataset from 
each dataset before estimating the 95% quantile range and the maximum yearly temperatures. 
This is performed to each individual model run and also to the observations (Maurer et al. 2002). 
We then calculate the RMSE between the bias corrected observations and each model run. Bias 
correction significantly improves the skill of all model ensembles in simulating temperature in 
both the bulk distribution and the block maxima, along with reducing ensemble spread.  For this 
grid point and model variable (Central Illinois; temperature), model resolution and improvements 
increase skill in both average temperature and extremes for different versions of CESM. Bias 
correction allows the low resolution CESM ensemble to exhibit greater skill in replicating 
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observed extremes than higher resolution versions of CESM within the CMIP5 ensemble 
(CCSM4 CESM1-BGC and CESM1-CAM5; Panel B). Results from alternative grid points 
across the CONUS show that models vary regionally in terms of their RMSE (not shown). 
 
3.4 Conclusions 
We examine temperature extremes in three large model ensembles and quantify model skill and 
uncertainty using 95% range and GEV theory. We evaluate uncertainties due to internal model 
variability (CESM and LENS) and the combined effect of structural model differences and 
internal variability (CMIP5). We see larger uncertainty due to both structural model differences 
and internal variability as in CMIP5 than the LENS and CESM ensembles. We assess changes in 
temperature extremes on different temporal and spatial scales over the CONUS and see increased 
uncertainty as we move from historical time spans to future projections and decreased spatial 
scales.  
 
This work emphasizes the potential varying levels of climate information that can be necessary 
for regional impacts assessments, in particular related to extreme temperature characteristics 
based on limited observational data.  We also highlight potential compensations and tradeoffs 
between model skill in capturing tail versus bulk statistics. Both raw and bias-corrected data are 
plotted in several figures to emphasize these tradeoffs how to present and evaluate climate model 
output.  We acknowledge the limitations involved due to the lack of data required for GEV 
analysis and potential non-stationary effects. We only use one observational dataset to which we 
compare our models, which limits our conclusions. Additionally, interpolation effects due to 
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regridding all data to the low-resolution CESM ensemble may affect the magnitude of our 
temperature extremes.  
 
Results can be useful for informing broader initiatives in impacts related fields that use gridded 
climate information as inputs, for example, regional model assessments, economic and crop yield 




3.5 Figures and Tables 
 
Figure 3.1: Regional contour plots depicting the location parameter (mu) of yearly maximum 
summer temperature (C). The left column (panel A) depicts the observed location parameter 
(1956-2005). The corresponding historical model ensemble mean location parameter are 
displayed in the middle column (panels B, D and F). Ensemble mean percentage change in the 
location parameter by 2050-2099 is shown in the right columns (Panels C, E and G). Overplot 
values are the 95% range in ensemble spread for each region. CESM is displayed in panels B and 
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Figure 3.2: Survival functions depicting yearly maximum summer temperature (C) over Central 
Illinois (38˚N, 270˚W) for the CESM (panel A and D), LENS (panels B and E) and CMIP5 
(panels C and F) ensembles. Blue lines show yearly historical maximum temperatures (1956-
2005), red lines show yearly projected maximum temperatures using RCP 8.5 (2050-2099) and 
black dots are yearly observed maximum temperatures (Maurer et al. 2002). Panels A-C show 
the raw output from the model ensembles, and panels D-F have been bias corrected to the 
observations (the difference between respective ensemble mean and observed mean is subtracted 
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Figure 3.3: Timeseries plots depicting the location (Panel A), scale (Panel B) and shape (Panel 
C) parameters for yearly maximum summer temperature over Central Illinois (38˚N, 270˚W). 
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Figure 3.3 (cont.): The CESM ensemble is shown in light blue, LENS is shown in navy and 
CMIP5 is shown in red. The black dashed line denotes 0 on the y axis. Each point of the 
timeseries is calculated over a 50-year period and is displayed above the middle of the 50-year 
period, e.g. the location parameter calculated from 1950-1999 is displayed above the year 
1974.  Bars plotted to the right of each panel show the 95% ensemble ranges for the last 
calculated GEV parameter timestep (2050-2099, displayed above 1974). Each timeseries is 
normalized to its average calculated across the displayed time period and offset by its respective 
ensemble mean GEV parameter calculated at the first time point (1921-1970). Inset in each panel 





Figure 3.4: Scatter diagram depicting the RMSE of yearly summer maximum temperature in the 
model against the observations (x-axis), compared to RMSE of daily average summer 
temperature (95% of the range) in the model against the observations (y-axis). Data corresponds 
to Central Illinois (38˚N, 270˚W). Panel A shows the raw model output, panel B shows each data 
point bias-corrected to the mean of the data before the RMSE is calculated (see text for detailed 
method).  Note the change in x and y axis limits for panel B. Values in light blue depict CESM, 
navy are LENS and red are CMIP5. The green, cyan and yellow points are CCSM4, CESM1-
BGC and CESM1-CAM5 - three CMIP5 models that use different model versions of CESM than 
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Table 3.1: Observed and model ensemble CONUS averaged GEV parameters (location, scale 
and shape) for the historical period (1956-2005) and model ensemble CONUS averaged GEV 





Table 3.2: 95% ensemble ranges of the 0.5 and 0.95 quantiles of block maxima over Central 







HISTORICAL (1956-2005) RCP 8.5 (2050-2099) 
Observations CESM LENS CMIP5 CESM LENS CMIP5 
Location (C) 24.9 21.2 23.4 24.3 24.6 27.8 28.3 
Scale (C) 0.40 0.48 0.43 0.56 0.83 1.08 1.06 
Shape -0.07 -0.23 -0.21 -0.22 -0.29 -0.33 -0.26 
CESM LENS CMIP5 
Historical RCP 8.5 Historical  RCP 8.5 Historical RCP 8.5 
Ensemble Range of 50th percentile (C) 0.369 0.929 0.709 1.746 0.853 5.800 
Historical as a % of RCP 8.5 – 50th (%) 39.7 40.6 14.7 
Ensemble Range of 95th percentile (C) 0.999 2.095 1.913 3.343 3.471 7.806 
Historical as a % of RCP 8.5 – 95th (%) 47.7 57.2 44.7 
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CHAPTER 4: THE IMPORTANCE OF INTERNAL VARIABILITY IN EVALUATING 
THE TIMESCALES OF OCEAN ADJUSTMENT IN CESM. 
 
4.1 Introduction 
The global ocean is an important component of the climate system, due to its ability to take up 
excess heat in the Earth’s system. The waters of the Earth’s ocean cover approximately 70% of 
our planet’s surface, and consequently the interaction of the ocean with the atmosphere occurs 
across vast spatial scales. The ocean affects climate through its high heat capacity relative to the 
surrounding land (Clark et al. 2002). The ocean is therefore able to affect temperature 
fluctuations across many different timescales. Since 1950, the ocean has absorbed 80% to 90% 
of the Earth’s radiation imbalance due to anthropogenic forcing (Levitus et al. 2000; 2005; 
Marshall and Zanna, 2014). This uptake influences the rate and surface pattern of atmospheric 
warming, but also has important implications for the distribution of heat within the ocean 
(Garuba and Klinger, 2016) and sea-level rise trends (Hogan and Sriver 2017; Kuhlbrodt and 
Gregory, 2012), as thermal expansion is a proxy for temperature changes in the ocean. Better 
understanding of ocean variability and internal variations on different spatial scales will provide 
increased understanding about how the climate is changing. 
 
Additionally, the ocean affects climate through the ability to transport heat across different 
latitudes, longitudes, and vertical depths. The Atlantic Meridional Overturning Circulation is 
responsible for 25% of the total northward transport of heat by the atmosphere and ocean (Hall 
and Bryden 1982; Trenberth and Caron, 2001), due to differential solar heating between high and 
low latitudes. Freshwater input at high latitudes from melting ice and evaporation at low latitudes 
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acts to halt this northward transport, but during this current period of Earth’s history, the forcing 
due to differential solar heating dominates (Clark et al. 2002). 
In the Pacific, ocean dynamics are different. Surface waters are too fresh to sink, so there is no 
deep overturning to spur the circulation of ocean water (Weaver et al. 1999). In the deep north 
Pacific, due to lack of motion, some of the oldest waters on Earth exist. 
 
Ocean heat uptake is a key area of interest for climate scientists. Research in this area has been 
gathering momentum in recent decades as increased temporal and spatial observations have led 
to better understanding of ocean processes. Increased observations are from Argo profiling floats 
(Gould et al. 2004; Rommich and Owens, 2000), and satellite observations (Leuilette et al. 
2004). Ocean heat uptake became increasingly popular over the recent decade (2000-2009), 
when atmospheric temperature showed very small increases, or potentially even a slight negative 
trend (Meehl et al. 2011; Easterling and Wehner, 2009; Foster and Rahmstorf, 2011, 
Frankcombe et al. 2015) compared to previous decades. Scientist refer to this time as the hiatus 
period and this was briefly introduced in Chapter 2. However, while there was a hiatus in 
atmospheric temperature, there was a continued net energy flux into the climate system (Hansen 
et al. 2005; Trenberth et al. 2009), meaning this energy was being stored elsewhere (Trenberth, 
2009; Trenberth and Fasullo, 2010).  
 
Studies have focused on attributing the cause of this missing heat in the climate system as there 
are similar issues inhibiting the understanding of ocean memory to that of observing and 




Models have been shown to capture this heat through improved Pacific temperature simulations 
(Kosaka and Xie, 2013; England et al. 2014). Other studies attribute the hiatus to an observed 
increase in heat sink into the deep ocean (Chen and Tung, 2014), errors in observations (Mears et 
al. 2011; Christy et al. 2007) or internal climate variability (Wantanabe et al. 2014; Fyfe et al. 
2013; 2016m Kosaka and Xie, 2013). Finally, a recent study reconciled the issue surrounding 
this hiatus period, stating that ocean heat uptake, natural variability and incomplete observations 
causes models and observations to agree (Medhaug et al. 2017).  
 
While one of the causes of this atmospheric variability involves changes in ocean heat uptake, 
due to poor coverage of observations, it is difficult to quantify the exact magnitude of the 
ocean’s role. Additionally, ocean dynamics influence the rate and surface pattern of atmospheric 
warming, and also has important implications for the distribution of heat within the ocean 
(Garuba and Klinger, 2016) and therefore sea-level rise trends (Hogan and Sriver 2017; 
Kuhlbrodt and Gregory, 2012), as thermal expansion is a proxy for temperature changes in the 
ocean.  
 
Climate models are often evaluated to provide information on changes in the deep ocean and 
studies have found that ocean heat uptake contributes considerably to climate model spread (Bóe 
et al. 2009). Here we focus on quantifying the timescales of adjustment in the ocean using a fully 
coupled, comprehensive model ensemble using the Community Earth System Model (CESM; 
Hogan et al. 2017). We will evaluate ocean internal variability as a proxy for ocean adjustment 
and assess this on both global and basin size spatial scales, and at different depths in the ocean.  
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Results provide information on the relationship between internal variability, ocean heat uptake, 
adjustment timescales in the ocean, drift, and depth. We also evaluate how initialization methods 
can have a profound impact on the amount of variability in the ocean and considerably affect 
interpretations about internal variability in the ocean under anthropogenic forcing.  
 
4.2 Method 
We present results from two climate change ensemble experiments using the low resolution of 
CESM (Shields et al. 2012), introduced by Hogan and Sriver (2017), Sriver et al. (2015) and 
Vega-Westhoff and Sriver (2017). Each ensemble uses the same pre-industrial control simulation 
with constant pre-industrial radiative forcing, which was spun up with a full-coupled 
atmosphere-ocean component, until the deep ocean had reached approximate dynamic 
equilibrium (by year 4200). This method prevents any model ocean drift from affecting our 
estimates of ocean variables (Hogan and Sriver, 2017, Figure 2.1).  
 
The first of the two CESM ensembles used in this study (CESM-AO) is composed of 50 
ensemble members. We initialized historical simulations with transient natural and 
anthropogenic forcings from unique snapshots of the fully coupled model state. These were 
branched every 100 years from the control simulation. Each historical simulation was run out to 
2100 using representative concentration pathway (RCP) 8.5, the “business as usual” idealized 
forcing scenario (Moss et al. 2002). Hogan and Sriver (2017) provide more details on the low-
resolution version of CESM, with details on biases, and the computational trade off required to 
eliminate drift in spinning up the control to 4200 years.  
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We additionally performed a second CESM ensemble experiment (CESM-A), where the 
initialization method used was similar to the Large Ensemble Experiment (LENS; Kay et al, 
2015). In LENS, transient runs were initialized by perturbing atmospheric temperature at the 
“round-off level”, or 12th decimal place at every grid point, while keeping the initial conditions 
for the other model components (e.g. the ocean) identical between each simulation. As the ocean 
is identical between each model run, LENS does not sample ocean internal variability. We used 
this method to initialize runs from the year 7000 of our preindustrial control run to create a 40 
member ensemble sampling atmospheric internal variability only (CESM-A).  
 
Differences between variability in the ocean between these two CESM ensembles are evaluated 
in figures 2.2C and 2.3C of this dissertation (Hogan and Sriver, 2017). Lines display the 95% 
range in global atmospheric (Fig. 2.2C) and ocean (Fig. 2.3C) temperature within the ensembles 
over the historical period. As the atmosphere equilibrates on timescales of approximately weeks 
to months, we see very similar ranges of variability between CESM-AO and CESM-A for the 
atmosphere. However, the long timescale of thermal inertia is clearly visible in the comparison 
of spread in ocean temperature between the two ensembles (fig. 2.3C). Variability in CESM-A 
begins at zero, and by the end of the 250 years simulated, is still only a fraction of the total 
variability seen in CESM-AO. This demonstrates the longer adjustment timescale of the ocean 
compared to the atmosphere, and also implies that an ensemble sampling only the internal 
variability of the atmosphere is unsuitable to quantify variability in ocean variables such.  
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Figure 2.3 displays a method of quantifying the adjustment timescale of the ocean in CESM. 
Here, we expand on this method and use variability in ocean temperature to assess dependence of 
ocean memory on depth, and also on spatial scale, by evaluating differences between the deep 
and sub-surface ocean, and also differences between ocean basin, highlighting the effect of ocean 
dynamics in the Pacific and Atlantic on the timescales of ocean memory. 
 
4.3 Results 
We use figure 3C from Hogan and Sriver (2017; Figure 1.3C in this dissertation) as a basis for 
continuing the analysis on the adjustment timescale of the ocean in the low resolution CESM. 
We evaluate temperature variability in the global ocean as a function of depth (Figure 4.1), 
presenting the 95% range in ensemble spread (difference between the 0.025 and 0.975 quantiles). 
We evaluate this percentage range in order to effectively compare temperature variability in two 
ensembles that have a different number of simulations. Figure 4.1 examines the change in spread 
of global temperature in the model ensembles at each gridded depth from 1850-2005 in panels A 
and B. Here we see considerably more variability in the upper ocean (surface to 1000m) in both 
ensembles when compared to the deep ocean, where the magnitude of variability remains close 
to zero. The deep ocean equilibrates on considerably longer timescales (e.g. quantified in table 
4.1), shown by the low magnitude of variability, whereas upper ocean mixing enhances ensemble 
spread above 1000m. In order to effectively compare differences between the two ensembles, we 
show the spread of CESM-AO minus the spread of CESM-A in panel C, where red contours 
depict a larger 95% spread in variability over CESM-AO, and blue contours depict larger 95% 
spread in variability over CESM-A. Note the linear scale of the y-axis in panel C, chosen to 
effectively evaluate the deep ocean.  
 61 
 
We see considerably increased variability in CESM-AO compared to CESM-A throughout the 
mid and deep ocean (below 1000m). This result is unsurprising, as the ensemble that does not 
sample internal ocean variability (CESM-A) cannot contribute to the same magnitude of spread 
as CESM-AO within the deep ocean. However, throughout time, we see the increased variability 
in CESM-AO diminishing. This shows that with time, ocean variability in CESM-A increases, 
consistent with fig. 3C in Hogan and Sriver (2017).  
 
We chose to evaluate the differences seen in Figure 4.1 at two different ocean depths (Figure 
4.2), 0-1000m to isolate the sub-surface mixed layer, where temperature variability is larger, and 
1000-5000m, where temperature variability is lower, but differences between CESM-AO and 
CESM-A are magnified. We see variability in the upper ocean reaching a similar magnitude by 
2005 between CESM-AO and CESM-A, emphasizing the shorter timescales on which the upper 
ocean operates. In contrast, in the deep ocean (below 1000m), we see the magnitude of the range 
of variability in CESM-A only a fraction of CESM-AO, even by the end of the simulations in 
2005. Additionally, at the beginning of the simulations, variability is close to 0 in CESM-A. This 
result is expected as each simulation is branched from an identical ocean state. With time, 
variability increases in CESM-A, though changes appear to be approximately logarithmic, and 
the full range of variability seen in CESM-AO will not be reached until far into the idealized 
projections (not shown).  
 
We evaluate ocean temperature variability averaged over these depths, but also focus on the two 
main ocean basins in our model, the Atlantic Ocean, and the Pacific Ocean (fig. 4.3). Timescales 
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between basins are dependent on ocean overturning, deep water formation and ocean dynamics. 
Dynamics in the Atlantic are faster, due to the production of North Atlantic Deep Water, while in 
the Pacific, water at northern latitudes is fresher, preventing overturning and causing timescales 
of ocean movement to be relatively slower. To quantify these timescales, we chose grid cells 
corresponding to the Pacific and Atlantic ocean, ending at 55°S so to exclude the Southern 
Ocean. We show the difference in 95% range of variability across both ensembles in the Atlantic 
(panel A) and the Pacific (panel B), where red contours depict a larger spread in 95% range of 
variability in CESM-AO compared to CESM-A, and blue contours depict the opposite.  
 
Both basins show the 95% range to be larger in CESM-AO, but the differences between 
temperature variability in the two oceans are striking. The Atlantic shows larger differences in 
spread between ensembles, and these differences reduce quickly; by 1920, differences in spread 
are similar from the surface down to 3500m. The fast overturning of the Atlantic, due to deep-
water formation in the northern latitudes is thought to be responsible for this. In contrast, 
differences in variability in the Pacific are much less overall, but dynamics in this basin are much 
slower, shown by similarities in spread by 1920 only reaching approximately down to 1000m. In 
the deep ocean, differences between variability changes very slowly, due to the long timescale of 
ocean memory in this basin, where the oldest water on the Earth is located. Differences between 
depths and basins are shown in the timeseries (panel C) where lines are the difference between 
95% variability in CESM-AO and CESM-A, averaged over displayed depths and regions. For 
each line, variability between CESM-AO and CESM-A is equal when the lines reach 0°C. 
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We quantify the timescales of ocean memory (Table 4.1) by estimating linear functions to each 
of our difference lines in Figure 4.3c and calculating when they reach 0°C. We estimate our 
trends from 1000-5000m to be somewhere between linear and logarithmic and so take only the 
last 50 years for the deep ocean, while the full timeseries is used to approximate linear trends in 
the more variable upper ocean. When the difference lines reach 0°C, the 95% spread in CESM-
AO is equal to the 95% spread in CESM-A and we can approximate that the CESM-A ocean has 
reached equilibrium. We find the ocean to reach 0°C faster in the Atlantic than in the Pacific, 
(158 years in the Atlantic vs 195 in the Pacific), as deep-water formation dynamics in the 
Atlantic enhance ocean mixing, allowing for a faster increase in the spread of variability in 
CESM-A and therefore a shorter timescale of ocean memory in this basin. The upper ocean also 
reaches 0°C faster than below 1000m in both ocean basins (85 years faster in the Atlantic, and 
379 years faster in the Pacific). Here, the timescales of ocean memory are enhanced in the deep 
ocean for both basins, where the effect of ocean mixing is limited, and memory is longer.  
 
4.4 Conclusions 
In this study we evaluate and quantify the timescales of ocean memory in CESM, using two 
uniquely initialized model ensembles and we evaluate how the spread in ocean internal 
variability changes with time according to depth and ocean basin. The difference between the 
two CESM ensembles is the presence of ocean internal variability in CESM-AO, while CESM-A 
samples initial conditions from an identical ocean state, therefore not sampling the internal 
variability of the ocean. We highlight the timescale of ocean memory on a global scale at two 
depths in the CESM ensembles. We see larger variability in the deep ocean (below 1000m) in 
CESM-AO at all timesteps in both basins, though above 1000m sub-surface ocean mixing allows 
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for shorter ocean memory. We also isolate the effect of internal ocean variability on the spread of 
temperature between the two largest ocean basins. We see striking differences between 
variability in the Atlantic and the Pacific, demonstrating the importance of inter-basin ocean 
dynamics on the timescales of ocean memory in this model.  
Results have considerable implications for the understanding the importance of ocean memory in 
both the low-resolution CESM, and in global coupled climate models in general. They reflect 
ocean adjustment timescales in coupled global models, which need to be taken into account 
when considering time variations of deep ocean variability, such as changes in the Atlantic 
Meridional Overturning Circulation, water mass formation rates such as NADW and ocean heat 
uptake. Additionally, results emphasize the implications of the choice of climate model 
initialization method. The 95% variability of ocean temperature in CESM-A is a fraction of that 
from CESM-AO for the global ocean, but also on basin scales and particularly in the deep ocean. 
Variability is similar in the upper ocean (above 1000m; Figure 4.3), and so internal variability 
throughout the sub-surface ocean in CESM-A is faster to reach the full extent of variability seen 
in CESM-AO. These results reiterate the need for the consideration of a coupled ocean-
atmosphere model control set-up if the goal is to evaluate internal variability in ocean variables 
such as temperature or sea-level rise in the deep ocean, where the timescales of ocean memory 
are longer and internal variability is not well represented. However, results suggest that using a 
method of initialization such as CESM-A to sample sub-surface ocean or atmospheric variability 
may be sufficient, due to the shorter timescales on which these model components equilibrate.  
 
We also warn of the importance of accounting for deep ocean drift, as modeling communities 
involved in CMIP5 and the upcoming CMIP6 ensemble lack the computational power required 
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to fully equilibrate their pre-industrial control simulations as done here for CESM-AO and 
CESM-A. Trends due to drift added to ocean variables such as sea-level rise can mask the true 
effect of anthropogenic forcing and can affect interpretations about climate change.  
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4.5 Figures and Tables 
 
Figure 4.1: 95% range of ensemble spread in ocean temperature, changes in globally averaged 
vertical temperature with time. Panel A shows 95% range of CESM-AO spread. Panel B shows 
95% range of CESM-A spread. Panel C shows the 95% range in spread of CESM-AO minus 
CESM-A. Upper two panels have a logarithmic y-axis, bottom panel has a linear y-axis. 
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Figure 4.2: Timeseries of globally averaged 95% range in ocean temperature across each 
ensemble, separated into two averaged depths, 0-1000m in blue and 1000-5000m in green. 













Figure 4.3: 95% range of ensemble spread in ocean temperature, changes in basin averaged 
vertical temperature with time. Panel A shows the 95% range in spread of CESM-AO minus 
CESM-A in the Atlantic. Panel B shows the 95% range in spread of CESM-AO minus CESM-A 
in the Pacific. Panel C displays the corresponding timeseries of the differences in ensemble 
spread averaged over different depths, 0-1000m in blue and 1000-5000m in green. Changes in 
 69 
Figure 4.3 (cont.): the Atlantic are displayed in solid lines, changes in the Pacific are displayed in 
dashed lines. When the lines are above the dashed black line denoting zero, CESM-AO has 
greater spread than CESM-A for that basin and depth. When the lines are below the dashed black 














Table 4.1: Table displaying the time taken (in years) for the difference in spread between CESM-
AO and CESM-A to reach equilibrium (0°C). Above 1000m, we used all 255 years (1850-2005) 
to calculate a linear approximation to determine the time since 1850. Below 1000m, we used the 
last 50 years (1955-2005) to calculate a linear approximation, as trends at this depth are 








Above 1000m 158.2 195.1 
Below 1000m 243.2 574.4 
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CHAPTER 5: SUMMARY AND CONCLUSIONS 
	
The quantification of uncertainty in climate change projections is key for understanding changes 
in important climate variables and vital for understanding risks associated with a changing 
climate. These factors can considerably influence interpretation about climate change 
projections. Here, this dissertation focuses on quantifying the contribution of internal variability 
to uncertainties in three different climate variables. This dissertation utilizes several different 
large climate model ensembles, with differences between simulations due to the initial conditions 
of the atmosphere (CESM-A and LENS), the initial conditions of the coupled atmosphere and 
ocean (CESM-AO), and the combination of initial conditions uncertainty and structural model 
differences (CMIP5). Climate model ensembles are effective tools to use in order to isolate the 
uncertainty of interest. In order to quantify uncertainty in this dissertation, the 95% spread of the 
ensemble is calculated, by finding the range between the 2.5 and 97.5 quantiles of the ensemble. 
By using the 95% spread, biases are minimized due to differences in the number of simulations 
that comprise each ensemble. This section concludes this dissertation, summarizing the key take 
away points from each chapter, and discusses how these results may lead to future work.  
 
In Chapter 2, uncertainties due to internal variability are compared to uncertainties due to the 
combined effect of internal variability and different model structures in steric sea-level rise. On 
multi-decadal timescales, the magnitude of the combination of internal variability and different 
model structures is substantially larger than the magnitude of internal variability alone and this is 
consistent for different integrated depths. However, on decadal timescales and over smaller 
spatial scales, the effect of the two types of uncertainties are comparable, highlighting the 
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importance of correctly accounting for ocean internal variability when quantifying the 
magnitudes of uncertainty in ocean variables such as ocean temperature and sea-level rise. 
 
In Chapter 3, uncertainty in extreme temperatures are compared on different spatial scales, with 
similar results. Additionally, this chapter quantified increased uncertainty in model projections 
due to both internal variability and structural model differences. This section also became an 
interesting comparison of model ensemble skill and a quantification of the effect of bias 
correction in generalized extreme value (GEV) theory when using a block maxima approach. 
Model skill in capturing warm extremes was compared to bulk statistics, and a linear relationship 
was found – models that are skillful in replicating historical temperature extremes perform with 
similar skill at replicating the average climatology of summer temperature distribution. The use 
of GEV theory provides a more comprehensive understanding of the changes in temperature 
extremes, through the comparison of location, scale and shape parameters. Importantly, this 
analysis found that the spread in internal variability increases into the future, disproving 
assumptions made by previous studies that the effect of internal variability is stationary with 
time. 
 
In Chapter 4, the focus is on the use of different initialization methods in model ensembles to 
quantify the timescales of ocean adjustment, using internal variability as a proxy. This chapter 
quantifies these timescales on which the ocean adjusts by approximating linear trends to the 
trends in the differences of 95% variability between the CESM ensembles. Equilibrium is 
thought to be reached when the range in 95% variability in CESM-A reaches the same 
magnitude as in CESM-AO. Results show that the deep ocean equilibrates on longer timescales 
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than the upper ocean (above 1000m), due to heightened ocean mixing in these upper levels. 
Additionally, the timescales of ocean adjustment are faster in the Atlantic Ocean basin than in 
the Pacific. In the Atlantic Ocean, dynamics such as North Atlantic Deep Water formation due to 
differential solar heating along the globe cause ocean timescales to adjust faster here than in the 
Pacific, where fresher surface waters inhibit ocean mixing, and timescales of adjustment are 
slower.  
 
This work provides uncertainty quantification over multiple different climate model ensembles 
and addresses key science questions related to coupled internal variability. These results go 
beyond implications for CESM, reflecting the evaluation of processes in global coupled models. 
Future work involving this large CESM ensemble sampling the internal variability of the coupled 
system could involve quantifying the propagation of uncertainty beyond large climate model 
ensembles. For example, potential future work as an extension of this dissertation could involve 
the input of temperature fields from the ensemble to drive a simple crop model (Schlenker and 
Roberts, 2009). By using the 50 different simulations, differences between crop yields in 
historical and future projections will each be a result of the internal variability of the coupled 
system in CESM. This method could help answer key science questions key to the understanding 
of changes in food yields. These questions are crucial for socio-economic reasons, as the US 
produces 40% of the worlds corn and soybeans (Schlenker and Roberts, 2009) and irrigation 
required for crop production accounts for 80% of all freshwater consumption (Cassman et al. 
2003; Rosegrant et al 2002). For example, are uncertainties in crop yields of the same magnitude 
as uncertainties in output temperature from the low-resolution CESM, or are these uncertainties 
magnified? Are all crops affected similarly by these temperature uncertainties? How will these 
 73 
yields change into the future, particularly as temperature extremes are projected to become more 
uncertain as time goes by?  
 
Overall, this dissertation advances the scientific understanding of the importance of internal 
variability and the relative size of these uncertainties when contrasting with other types of 
ensemble, such as CMIP5. This dissertation presents an argument for carefully selecting the type 
of ensemble initialization method, if the goal of the ensemble is to evaluate deep ocean 
variability, but also in order to effectively minimize drift in the ocean. Results presented in this 
dissertation may also be useful to climate modelers interested in reducing uncertainties in the 
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APPENDIX A: SUPPLEMENTAL INFORMATION FOR CHAPTER 2 
 
List of CMIP5 models used: 
We took the model run r1i1p1 from each of the CMIP5 model runs and used the preindustrial, 
historical (1850–2005) and RCP 8.5 (2005–2100) simulations. Models in bold have fully 
interactive aerosol chemistry:  
ACCESS1-0, ACCESS1-3, bcc-csm1-1, bcc-csm1-1-m, BNU-ESM, CanESM2, CCSM4, 
CESM1-BGC, CESM1-CAM5, CMCC-CESM, CMCC-CM, CMCC-CMS, CNRM-CM5, 
CSIRO-Mk3-6-0, EC-EARTH, FGOALS-g2, FIO-ESM, GFDL-CM3, GFDL-ESM2G, GFDL-
ESM2M, GISS-E2-H-CC, GISS-E2-R-CC, HadGEM2-CC, HadGEM2-ES, IPSL-CM5A-
LR, IPSL-CM5A-MR, IPSL-CM5B-LR, MPI-ESM-LR, MPI-ESM-MR, NorESM1-M, 













APPENDIX B: SUPPLEMENTAL INFORMATION FOR CHAPTER 3 
 
List of CMIP5 models used: 
We took the model run r1i1p1 from each of the CMIP5 model runs and used the historical 
(1850–2005) and RCP 8.5 (2005–2100) simulations.  
 
ACCESS1-0, ACCESS1-3, bcc-csm1-1, bcc-csm1-1-m, BNU-ESM, CanESM2, CCSM4, 
CESM1-BGC, CESM1-CAM5, CMCC-CESM, CMCC-CMS, CNRM-CM5, CSIRO-Mk3-6-0, 
EC-EARTH, GFDL-ESM2G, GFDL-ESM2M, inmcm4, IPSL-SM5A-LR, IPSL-CM5A-MR, 
IPSL-CM5B-LR, MIROC5, MIROC-ESM, MIROC-ESM-CHEM, MPI-ESM-LR, MPI-ESM-
MR, MRI-CGCM3, MRI-ESM1, NorESM1-M. More information on these models can be found 

















Figure B.1: As Fig. 3.1 in the main text, but the location parameters for RCP 8.5 are displayed as 




Figure. B.2: As fig. 3.1, contour plots depicting the scale parameter (σ) of yearly maximum 








Figure B.3: As figure 3.1, contour plots depicting the shape parameter (ζ) of yearly maximum 







Figure B.4: Timeseries of the location parameters calculated using the CMIP5 ensemble, taken 
from Fig. 3.3, panel A. This figure was created to investigate the decrease in 95% range in 
CMIP5 over 2020. Ensembles runs are plot here in grey as raw data with no normalization. The 
four highlighted runs in red show instances of spurious increases in location that cause the 95% 
range to decrease substantially over 2020 in Fig. 3.3A. 
 
