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In this work, I investigate the mechanisms with which the brain manages
temporal coherence between sensory signals. An overview of relevant litera-
ture is given, and current theories about how sensory signals are combined
in brain and behaviour are introduced. Key unknowns about the temporal
dynamics of auditory-visual integration are identified and addressed within
four investigations. In the first study, I assess whether cues to the onset of
a auditory-visual pair affect sensitivity to their temporal asynchrony. It is
shown that regularly timed cues shorten the temporal window of integra-
tion compared with irregular cues. This demonstrates that attention can
affect how sensory signals are bound. In the second experiment, speech-like
asynchronous stimuli are presented for an extended duration whilst percep-
tual simultaneity is monitored. In this manner, the time-course of tempo-
ral adaptation is tracked over time. Adaptation occurs when the presented
asynchrony is visual-leading, but not when it is auditory-leading. This may
suggest that temporal recalibration in the auditory-leading direction is not
a consequence of adaptation. In the third investigation, the neural corre-
lates of the time-course of temporal adaptation are measured. Increased
activity in frontal and parietal areas occurred during perceptual asynchrony,
this replicates previous work and further promotes that these regions provide
top-down modulation of the mechanisms of temporal simultaneity. Increased
activity is present in the posterior cingulate cortex whilst the brain is main-
taining an adapted state, compared with during adaptation. This region may
act as a conflict monitor and compensator for temporal asynchrony. Lastly,
I investigate the extent to which a highly prevalent inhibitory neurotrans-
mitter affects performance in a multisensory behavioural task. There is a
possible correlation between the concentration of gamma-aminobutyric acid
in the parietal lobe and the overall strength of integration effects. Finally,
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Our sensory organs are able to sense a fraction of the electromagnetic waves,
pressure fluctuations, and chemical interactions that occur in the natural
world. An unsolved question in neuroscience is how all of these signals are
bound into a single unified percept [1]. At least part of this problem is ad-
dressed by multisensory integration, which combines signals between senses
to facilitate the detection, discrimination, and binding of sensory informa-
tion [2]. This thesis addresses unanswered questions about how sensory
signals are combined, and focuses on mechanisms that maintain temporal
coherence between the senses. This chapter introduces the fundamentals of
multisensory integration, the stimulus features that facilitate its mechanisms,
and the current understanding of its underlying neural basis.
1.1 Background
A great deal is known about each sense in isolation, but much less is un-
derstood about how signals are combined to create perceptual objects with
which we can reason and react [3]. When an event emits signals that can be
received by more than one sense, we unconsciously analyse the relationship
between these signals in order to make inferences about them. This analysis
allows us to make more sense of our environment, and the integrated product
reveals more about the external event more quickly and accurately than the
sum of each sense in isolation [2]. For multisensory stimuli, reaction times
can be much faster [4, 5], and detection thresholds can be much lower [6,
7]. For example, in [6] participants were seated before an array of 8 visual
displays and corresponding speakers located at 8◦, 24◦, 40◦, and 56◦to the
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left and right of a central fixation point. The visual displays comprised of
four red Light Emitting Diodes (LEDs) and a central green target LED. On
target trials, one of the eight visual displays illuminated the green target
LED and four red masking LEDs. On non-target trials, one of the eight
visual displays illuminated only the four red LEDs. The duration of the
illumination was gradually reduced from 100ms to 60ms between blocks in
order to maintain a target detection rate between 60% and 70%. An auditory
stimulus (white noise burst) was played on target trials from one of the eight
speakers. The white noise burst was the same duration as the visual tar-
get, but preceded the visual stimulus by 500ms in 50% of trials. Detection
of the target stimulus was only improved compared to visual only perfor-
mance when the accompanying auditory stimulus was presented at the same
time and location as the target. Here, the presence of an auditory stimulus
demonstrably improved performance in a visual task. This is an example of
multisensory enhancement.
Multisensory integration is especially effective when sensory signals are de-
graded [8]. The intelligibility of degraded auditory speech is greatly enhanced
when visual speech is introduced [9–13]. For example, in [9] participants
were read sequences of 25 bisyllabic words from a restricted vocabulary set
(6–128 words) and were asked to indicate which words were pronounced by
writing them down. Half of the participants were seated facing away from
the speaker (auditory-only speech), and half were seated facing the speaker
(auditory-visual speech). White noise was presented to the participants dur-
ing the reading, and the white noise level was changed between readings to
achieve the desired signal to noise ratio (which was measured manually with
a decibel meter). As expected, participants performed the most poorly (i.e.
most words incorrect) during high signal to noise ratio and the best dur-
ing low signal to noise ratio. Performance was increased for auditory-visual
speech vs. auditory-only speech, and this performance gain was especially
pronounced at when the signal to noise ratio was high. This relative per-
formance gain for low and high signal to noise ratios is known as inverse
effectiveness.
Conversely, when multisensory stimuli are temporally, spatially, or semanti-
cally misaligned, the multisensory response is suppressed, as the likelihood
that the sensory signals originated from the same events is low [14–17]. For
example, spatial incongruence would be present if visual and auditory signals
appeared to originate from an observers left and right respectively. These
signals would not be considered to have originated in the same event, and
the multisensory response to these signals is inhibited [8, 18]. An example of
a semantic incongruence would be to see a cat but hear ”woof!”. Again, mul-
tisensory responses to these signals would be inhibited because the sensory
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components of the stimuli are semantically opposed to our learned associa-
tions about the world [19–21]. For example, in [19] participants were asked
to identify the contents of 42 briefly-presented, and then rapidly-masked,
pictures of natural stimuli [22]. A sound was presented alongside the pic-
ture which was white noise, or was either semantically congruent or incon-
gruent with respect to the target picture. Semantically congruent sounds
improved participants identification performance, whereas semantically in-
congruent sounds impaired performance, as compared to performance in the
white-noise control condition This is an example of multisensory depression.
The relative enhancements in perception afforded by multisensory integration
are contingent on mechanisms that can interpret the relative timing, spatial
origin, and semantics of cross-modal sensory signals. If an event emits signals
that share these amodal properties, the brain is more likely to treat the
signals as originating from the same source [23–26]. This is known as the
unity assumption. I will consider each of these properties in turn in the
sections that follow.
1.2 Temporal Factors
In the temporal domain, we expect that signals from the same event will be
emitted simultaneously. Therefore, it could be expected that the brain will
only apply integrative enhancements to signals that arrive at the same time.
However, the brain must be tolerant of delay in accepting which signals to
integrate, since the arrival time of each sensory component of a multisen-
sory stimulus is dependent on the distance between the source, the observer,
and its speed of propagation. For example, light travels much faster than
sound (300, 000, 000ms−1 vs. 330ms−1) therefore auditory and visual signals
emitted by an event at a distance of 20m will be detected by an observer
with a delay of 61ms. Additionally, the time taken for signal transduction
is shorter for hearing (1̃0ms) than vision (5̃0ms)[27]. As a result of these
physical and neural differences, it has been proposed that sensory signals
only arrive synchronously to the auditory and visual cortices when an event
occurs approximately 10−15m from and observer - this distance has been de-
scribed as the horizon of simultaneity [27]. Thus, if the brain is overly strict
when evaluating temporal synchrony, the brain might lead to inhibition of
multisensory signals for distant events.
In addition to evaluating the relative onset timing of multisensory signals,
the brain must evaluate the coherence of these signals over time. Here it is
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important to make a distinction between temporal asynchrony and temporal
incongruency. Temporal asynchrony refers to a constant delay between sen-
sory streams, such as if the video and audio on a television is out of synchrony,
whereas temporal incongruency refers to uncorrelated sensory streams, such
as with an overdubbed speaker.
1.2.1 Temporal Synchrony
Behavioural responses to multisensory stimuli are dependent on the correct
resolution of temporal synchrony. Response times to multisensory stimuli
are affected by delays between sensory signals, with the fastest response
times when the stimuli are synchronous [4, 5]. Temporal synchrony also
leads to better performance in motion discrimination [28, 29] and target
detection [7, 30]. Therefore, some mechanism must evaluate the temporal
synchrony between signals of different sensory modalities.
We can interrogate this mechanism by presenting multisensory stimuli with
a delay between components in different sensory modalities known as a stim-
ulus onset asynchrony (SOA). We then ask participants to report whether
those components occurred at the same time [24, 31]. This is known as a
simultaneity judgement (SJ) task. Figure 1.1 displays how the distribution
of participants’ “simultaneous” responses might look for such an experiment.
The temporal binding window (TBW) is a quantification of the time-period
over which we are likely to perceive multisensory stimuli to be synchronous.
The point of subjective simultaneity (PSS) is the mean of this distribution,
and is the SOA at which the subject is most likely to perceive the stimuli as
synchronous.
An analogous paradigm is known as the temporal order judgement (TOJ)
task, in which participants are presented with equivalent stimuli as in the SJ
task, but are asked to report whether the flash preceded the tone or not (see
Figure 1.1). Using these measurements, we can quantify the TBW by taking
the range of SOAs over which participants were ”uncertain” of the temporal
order of the stimuli. This is usually the difference between 25% and 75%
thresholds [24, 31].
If the TBW is measured using the SJ task, the results are correlated with, but
not equivalent to, results from the TOJ task [31]. On average, the TBW is
shorter when measured using the TOJ task [31, 32]. It is possible that the SJ
task is simply more subjective than the TOJ task, since the decision criterion
for simultaneity is variable between observers. This has led to the opinion
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that the TOJ task is better representative of low-level temporal mechanisms
than the SJ task [24].
Figure 1.1: The physical delay with which auditory and visual stimuli are presented
(SOA), against the likelihood that they are perceived to be synchronous (SJ) and the
likelihood that the visual stimulus was perceived before the auditory stimulus (TOJ). At
large auditory-leading asynchronies (negative SOAs), participants are unlikely to perceive
the stimuli to be synchronous, and unlikely to perceive the visual stimulus before the
auditory stimulus. When the delay between sensory components is small, participants are
likely to perceive the stimuli to be synchronous, and are equally likely to perceive the
visual stimulus or auditory stimulus to occur first. For SJ tasks, participants responses
are typically fitted with a Gaussian function, the TBW is usually reported as the duration
over which value of the Gaussian function is above 50%, and the PSS is reported as the
the mean of the Gaussian function. For TOJ tasks, participants responses are fitted with
a psychometric function, the TBW is reported as the duration over which the value of the
psychometric function is between 25% and 75%, and the PSS is the SOA at which the
value of the psychometric function is 50%. Image adapted from [24].
A consistent property of responses to auditory-visual asynchrony is that the
PSS is slightly visual-leading. This means that simultaneity is most likely to
be perceived if the visual component is slightly before the auditory compo-
nent [31–35]. The asymmetry is slight, and usually around 20ms [32]. Since
light travels faster than sound, a 20ms visual-leading asynchrony occurs nat-
urally when an event occurs around 6m from an observer. It is most likely
that this asymmetry is a learned association about the natural world [24].
A critical finding is that responses to asynchrony are malleable. Within
participants, the TBW and PSS may change as a result of stimulus type [31,
32], task demands [31], training [36, 37], and recent exposure to temporal
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asynchrony [38, 39]. This implies that the mechanisms which determine the
synchrony of multisensory signals operate in a way which is dependent on
context.
Stevenson & Wallace [31] carried out a systematic investigation of perceptual
synchrony. Participants were presented with stimuli of three different types:
transient flashes and beeps, videos of tools (such as a hammer hitting a table),
and videos of speech (single syllables). The stimuli were presented with a
range of SOAs, between the visual and auditory components. Each stimulus
type was then presented 20 times per SOA. Participants indicated whether
they perceived the stimuli to be simultaneous at each SOA, and the averaged
results could be fitted with a response curve (see Figure 1.2). Finally, the
TBW for each participant was calculated as the range of SOAs over which
their response curve was above 50%. Stevenson et. al (2013) showed that the
temporal binding window is longest for speech, shorter for tools, and shortest
for transient stimuli [31]. The authors postulated that this effect is related
to stimulus complexity, and that the TBW is optimised to handle extended
processing times in the primary sensory cortices [31, 33].
Figure 1.2: Perceptual synchrony, reported as a function of stimulus onset asynchrony
(SOA) and stimulus type. Error bars represent the standard deviation between partici-
pants. I can see that for transient, flash-beep stimuli (left), the width of the response curve
is most narrow. On the right, I can see that the width of the response curve is widest for
speech stimuli. The width of these curves directly reflects the width of the TBW as well
as the strictness of the mechanism which determines the synchrony of sensory components
of a multisensory stimulus. Image adapted from [31]
Powers et al. [37] demonstrated that with feedback training, participants were
able to narrow their TBW, thereby reducing their tolerance to sensory asyn-
chrony. In their study, participants completed five 1-hour training sessions
on sequential days before their final assessment. In each training session,
participants were presented with beep-flash stimuli with various SOAs, and
asked to judge whether the beep and flash occurred simultaneously. After
submitting their response, participants were presented with the accuracy of
their judgement: a yellow smiley face and the word Correct! when correct,
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or a red sad face with the word Incorrect when incorrect. In the test sessions,
stimuli and task demands were exactly as in the training sessions, with the
exception that a) no feedback was provided, and b) a larger range of SOAs
were presented to participants. Participants completed test sessions before
and after training. Training significantly affected the width of the TBW,
which was narrowed by 40% on average.
Fujisaki et al. [38], demonstrated that the mechanisms responsible for percep-
tual synchrony can recalibrate to favour asynchronies to which the observer
has been previously exposed. Before each testing session, the authors pre-
sented participants with beeps and flashes with various SOAs (auditory first
235ms, 0ms, visual first 235ms) for three minutes. This is known as the
“adaptation phase”. Before each trial, participants viewed a “re-adapting”
stimulus with the same SOA as in adaptation phase for 10s. Test stimuli
were then presented at a range of SOAs. Participants reported whether the
test stimuli occurred at the same time or not. After the adaptation phase,
participants were more likely to perceive the test stimuli to be synchronous
when the modality order of the SOA was the same direction as the modality
order of the adaptation stimulus SOA (i.e. visual first or auditory first). This
led to a shift in the point of subjective simultaneity (PSS) for the test stimuli
in the direction of the asynchrony of the adaptation stimuli (see Figure 1.31).
This PSS shift is known as the recalibration effect.
Figure 1.3: Proportion of synchronous responses as a function of SOA and the SOA that
was presented prior to testing. When participants were previously exposed to auditory-
leading (blue) stimuli, they were more likely to perceive auditory-leading stimuli to be
synchronous during testing, and vice versa for visual-leading (red) asynchronies [38].
Vroomen et al. [40], investigated the recalibration effect, and exposed partic-
ipants to the following SOAs during the adaptation period (-200ms, -100ms
[auditory leading], 0ms [synchronous], 100ms, 200ms [visual leading]). As
1In Figure 1.3, it appears that the PSS shifts are manifested as a widening of the TBW
in the direction of the exposure asynchrony. However, the authors did not report that the
TBW was significantly affected by exposure to the asynchronous stimuli.
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the SOA used in the adaptation period increased, the recalibration effect did
not proportionally increase. The authors reported that there were no recal-
ibration effects for adaptation asynchronies larger than 350ms in a separate
experiment. It was hypothesised that recalibration does not take place after
large asynchronous lags because the cross-modal stimuli are not combined
during the adaptation phase [40].
Temporal recalibration does not only occur with simple stimuli such as flashes
and tones. Navarra et al. [41], presented participants with videos of speech
(or a musical pattern played on a piano) with an auditory lag of 300ms.
Participants performed a TOJ task on asynchronous flashes and tones that
were presented throughout the videos. In contrast to Fujisaki et al. [38]
and Vroomen et al. [40], the PSS did not shift in the direction of the adapted
stimulus. However, exposure to the asynchronous speech increased the length
of the TBW. Therefore, when presented with asynchronous speech, the test
stimuli had to be more temporally separated for participants to be able to
accurately judge their temporal order. As in Vroomen et al. [40], the widen-
ing effect was not present when the adaptation stimulus was very large. The
speech and music adaptation stimuli affected perceptions about the temporal
order of beeps and flashes, leading to the opinion that recalibration effects
may not be stimulus specific. Finally, when the test and adaptation stimuli
are both speech streams the PSS did shift in the direction of the exposed
asynchrony as expected [42, 43].
It has been demonstrated that temporal recalibration is not specific to au-
dition and vision, but is also present in auditory-haptic and visual-haptic
integration [44, 45]. Recalibration to asynchronous sound/light can modu-
late detection speeds and response times [46]. However, a parametric anal-
ysis of recalibration in sound/light/touch pairings did not detect PSS shifts
in sound-touch stimuli or light-touch stimuli after adaptation to the same
pairing [47]. Harrar et al. [47] additionally recorded response times to uni-
modal stimuli after adaptation to each sensory pairing; their findings were
not in agreement with Navarra et al. [46] with only detection speeds of visual
stimuli being modulated. The generality of temporal adaptation mechanisms
between multiple modalities is not known.
There is disagreement over the underlying mechanisms of recalibration. Some
authors have hypothesised that adaptation influences the speed at which
auditory information is processed [46]. Others propose that the timing
mechanism for auditory-visual processing is separate from those involving
touch [47], and a single multisensory mechanism has also been hypothe-
sised [44].
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More recently Van der Burg et al. [39] demonstrated that recalibration ef-
fects can be elicited after a single exposure to asynchrony, this is in contrast
to previous work, which required sustained exposure for adaptation to occur.
In these experiments, [39] participants judged whether transient beeps and
flashes (presented at a range of stimulus onset asynchronies: ±0ms, ±64ms,
±128ms, ±256ms, and ±512ms) were synchronous or not. The experimen-
tal session was extended to 120 trials per asynchrony (1200 trials in total),
in order to use the stimulus onset asynchrony (SOA) of the previous trial
as a model factor in their analyses. Their analysis showed a main effect of
trial t − 1 SOA on the mean PSS of trial t, and group differences in mean
PSS for trial t when preceded by either auditory leading or visual leading
stimuli. The rapid recalibration was strongly asymmetrical, with visual-first
t− 1 asynchronies more strongly affecting PSS on trial t than auditory-first
asynchronies (see Figure 1.4). The asymmetry of the effect was attributed to
the natural delays in auditory-visual stimuli due to the faster transmission
of light than sound. It was additionally shown that the rapid recalibration
effect occurred regardless of whether the previous trial was perceived to be
synchronous, and whether or not the previous trial required any conscious
decision on synchrony. The authors suggested that the rapid recalibration
mechanism is a low-level sensory effect that maximises benefits of auditory-
visual integration, rather than a top-down process, whereas previous investi-
gations of adaptation documented a top-down process that linked correlated
events through sustained exposure.
Figure 1.4: The mean PSS on trial t as a function of the SOA of trial t−1. The dotted line
indicates the average PSS for an SOA of 0ms on trial t−1. The SOA of one trial can affect
the percieved simultaneity of subsequent trials. The rapid recalibration effect occurred for
large visual-leading asynchronies, but only for small auditory-leading asynchronies. Figure
adapted from [39].
25
Further investigations of rapid recalibration for transient stimuli have shown
that it is necessarily an auditory-visual process: it does not occur for auditory-
haptic and visual-haptic stimuli [48], and does not occur for unimodal stim-
uli [49]. Rapid recalibration has been demonstrated using using more eco-
logically relevant stimuli (brief video clips in which a speaker pronounced
a single syllable with various SOAs). A first experiment showed that the
point of subjective simultaneity was highly dependent on the modality or-
der of the previous trial. In a second experiment, the speaker in the video
was changed at random between trials, but rapid recalibration continued to
occur. In a final experiment, male speakers’ syllable pronunciation was over-
laid with a female voice and vice versa. This experiment violated the unity
assumption of multisensory integration by introducing semantically incongru-
ent auditory-visual stimuli, but rapid recalibration consistently occurred [50].
These findings promote the hypothesis that rapid recalibration is a low-level
mechanism driven by basic temporal factors.
Similarities should be noted here between the rapid recalibration effect and
the serial dependency effect. Serial dependence occurs when recently per-
ceived or remembered information affects current information processing [51].
For example, in [52] participants were presented in each trial with a Gabor
patch, then 1s Gaussian noise, a 250ms fixation, and finally an approximate
1100ms response bar. Participants were asked to judge whether the response
bar was oriented more clockwise or anti-clockwise that the Gabor patch. It
was shown that the error on the current trial was positively biased in the
direction of the Gabor patch presented in the previous trial, and significant
effects were present when accounting for the second and third previous tri-
als. However, the rapid recalibration effect differs significantly from the serial
dependence effect because of the clear asymmetry in it’s effect size.
Rapid recalibration paradigms show PSS shifts after a single exposure, but
it is not known whether mechanisms that underlie this process are the same
as in classical recalibration studies in which there were extended adaptation
periods. To further investigate the differences between rapid and classical
recalibration, [53] used a combination of experimental paradigms, using an
adaptive period and examining trial t − 1 order effects, to investigate time-
scales of each phenomenon, and determine whether they operate indepen-
dently. Their results confirmed a dissociation of effects between classical and
transient recalibration. Sustained adaptation over 3 minutes caused large
PSS shifts that decayed after around 1 minute, whereas rapid recalibration
effects were consistent throughout the experiment. The authors proposed
that rapid recalibration is mediated by shifts low-level temporal alignment
between modalities, and that prolonged exposure to asynchronous stimuli
encourages top-down feedback which enacts longer term change [54]. Clas-
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sical and rapid recalibration were recently confirmed to operate on different
timescales [55].
It is important to make a distinction between temporal recalibration and
temporal adaptation. Temporal recalibration refers to a shift in the mea-
sured state of the mechanism responsible for determining synchrony after
adaptation has occurred. I define temporal adaptation to be an increase in
perceptual synchrony over time, as a result of ongoing exposure to asyn-
chronous stimuli. A key difficulty in the interpretation of temporal recalibra-
tion studies is that recalibration, the effect of adaptation, can be measured,
but adaptation cannot. For both classical and rapid recalibration studies,
it is not known whether the exposure to asynchrony alters low-level mecha-
nisms for judging simultaneity, or simply alters high-level subjective criteria.
More research is needed to clarify this distinction.
Stimulus type, feedback training, and adaptation exemplify the extent to
which the the perceived simultaneity of events can be modulated by external
factors. This may be reflective of malleability in underlying neural processes.
For example, emerging evidence supports the notion of brain as an “active”
sensor, in which momentary context is used to generate predictors for fu-
ture events [56–59]. Neural oscillations are central to active sensing, and
it has been argued that the brain encodes information about the temporal
structure of stimuli using oscillatory mechanisms. Unconscious temporal pre-
dictions about stimulus onset are then made unconsciously via the likelihood
of stimulus occurrence during a period of high excitability [60–63].
A common characteristic in many environmental stimuli is temporal regu-
larity [62]. For example, speech has amplitude modulations with regular
frequencies between 2 and 7 Hz [64, 65]. It has long been posited that the
brain makes use of these natural temporal structures in order to manage
attentional resources [66, 67].
Dynamic Attending Theory (DAT) is a framework within which I can de-
scribe how attention can vary over time. Three key properties of this frame-
work are: 1) attention levels oscillate at an internal frequency when there is
no external stimulation; 2) attention can become coupled with external, nat-
urally rhythmic stimuli through entrainment; 3) the oscillation of attention
will return to the internal frequency after external stimulations are removed.
A specific prediction of DAT is that the entrainment of attention to external
stimuli becomes more accurate over time, and that perception is improved
during attentional peaks [68](See Figure 1.5). There are a wealth of studies
which provide evidence in support of these predictions [68–76].
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Figure 1.5: DAT predicts that attentional oscillations become entrained to external stim-
uli, and that this entrainment is strongest when the external stimulus is regularly timed.
Here, attentional pulses, or periods in which attention is focused, are shown during a
during a stream of regularly timed events. Over time, epochs of high attention become
progressively shorter, and the amount of attentional energy used during each epoch is
heightened. During these periods of heightened attention, the reliability of stimulus per-
ception is theoretically increased. Figure adapted from [67].
For example, Large et al. [68] presented pairs of consecutive tones, and asked
participants to make judgements about the delay between their onset. Par-
ticipants first heard the standard interval, then a comparison interval, and
judged whether the comparison interval same or different to the standard.
Before the presentation of the standard interval, participants were passively
exposed to regular, isochronous tones. The authors showed that the rela-
tionship between the duration of the standard interval and the inter-stimulus
interval (ISI) of the preceding cues significantly affected the accuracy of par-
ticipants’ comparisons. When the standard interval was the same duration as
the preceding ISI, the accuracy of participants’ judgements increased. Tem-
poral discrimination decreased as the standard interval deviated from the
interval of the preceding train of tones. In the context of DAT this provides
evidence that attention is being entrained to the preceding cue stimuli, be-
cause judgements about the comparison interval were most accurate when
entrainment was upheld by the standard interval.
Another study of DAT showed that temporal patterns and regularity can
improve visual perception [70]. In this experiment, participants were re-
quired to discriminate between left and right oriented 45 ◦ visual gratings
(Gabor patches) that were overlaid with Gaussian noise. Participants sim-
ply responded left and right to the gratings, and discrimination performance
increased as noise level decreased. Importantly, the target stimuli were pre-
sented within a stream of distractor stimuli; these were visual Gaussian noise
stimuli that were presented in either a regular or irregularly timed sequence.
Participants made more accurate judgements about orientation when target
stimuli were presented in the regularly timed sequence. This is important
because it suggests that entrainment to external stimuli does not only affect
temporal perception, but can improve sensory sensitivity across senses.
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Recently, evidence has begun to emerge suggesting that temporally regu-
lar stimuli can influence perception across senses. For example, Escoffier et
al. asked participants to judge whether a picture of a face or a house was
upright or upside-down, and timed their responses [74]. Three conditions de-
termined the temporal context of these judgements. Firstly, the pictures were
presented alone, with no surrounding temporal structure. Secondly, the pic-
tures were presented alongside an accompanying musical beat. Importantly,
this condition was timed such that the target presentation occurred on-beat2.
Finally, the pictures were presented off-beat. There was a significant effect of
temporal context on the response times of judgements. Response times were
slowest when there was no accompanying rhythm, and fastest when the tar-
get stimuli were presented on-beat. This supports the view that attentional
entrainment is not specific to any individual sense. Via DAT, it is clear that
both temporal discriminability and multisensory processing can be affected
by temporal regularity. However, it is not clear whether dynamic attention
directly affects the perceptual synchrony of multisensory events.
Temporal context may affect perception via its effect upon attention, but
there may be more direct physiological effects of temporal context. Active
sensing describes how temporal fluctuations in sensory performance may
result from slow neural oscillations that can be entrained by external stim-
ulation. For example, corticocortical oscillations may be tied to epochs of
increased excitatory activity in, say the primary auditory cortex, which may
affect sensory processing during the epoch [59–62]. The phase and frequency
of these neural oscillations could become entrained to external stimuli via
phase resetting mechanisms [77–82], or could result from the intrinsic fre-
quency of motor sampling routines [62, 63]. It is likely that, the true contri-
bution of temporal context to perception combines ideas from both frame-
works. Indeed recent reviews have highlighted the similarites between the
two [67].
1.2.2 Temporal Congruence
Detection of temporal incongruence may be achieved by the moment to mo-
ment evaluation of the synchrony of sensory components. However, it is
important to consider that natural stimuli are rarely transient, and often
contain rich temporal structure [64, 83]. When presented with streams of
auditory and visual stimuli, we are able to match temporal structures over
time, and matching performance is greatest when the temporal structure of
2To avoid an auditory confound between the beat and no beat conditions, the authors
presented the target stimuli where the beat was predicted, but without any sound.
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the streams are most complex [84]. It is likely that such matching tech-
niques are used to detect temporal congruency, especially when stimuli are
degraded. For example, the detection of spoken sentences in noise is greatly
increased for temporally congruent stimuli compared with temporally incon-
gruent stimuli [13].
In a recent study, Crosse et al recorded electroencephalography (EEG) while
participants heard and/or viewed spoken conversation [10]. The auditory
component of the stimulus was presented with or without degradation (noise
mask). As expected, speech intelligibility was improved when participants
were presented with auditory and visual components compared with when
either modality was presented in isolation. Compared against the unisensory
condition, in multisensory speech there was a greater increase in intelligibility
when the auditory component was degraded than when it was not degraded.
This demonstrates the principle of inverse effectiveness. The authors then
used the EEG recordings to reconstruct the speech envelope using a decod-
ing technique with which data over a time range could be incorporated into
the model. The time window was increased incrementally from 0ms (in-
stantaneous EEG data) to 500ms. When speech was degraded, the decoder
required a larger data range to accurately reconstruct the speech envelope.
The authors argued that inverse effectiveness is reliant on the integration of
information over large temporal windows.
1.3 Spatial and Semantic Factors
Spatial coincidence and semantic consistency are crucial factors in multisen-
sory integration. It is important to understand their contribution to integra-
tion to give further context to the investigations presented in this thesis.
1.3.1 Spatial Congruence
Spatial congruency is determined by the source locations of the stimuli. If
unisensory components of a multisensory stimulus originate in the same lo-
cations, the multisensory stimuli are said to be spatially congruent. It has
been shown that the spatial orienting of attention occurs more quickly and
accurately for multisensory signals than for unisensory signals [85, 86] (for
a review, see [87]). When signals are spatially congruent, multisensory pro-
cesses can confer a perceptual benefit. For example, Frassinetti et al. [6]
varied the spatial proximity of an auditory transient tone and a light, and
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measured the detection rate of the target light. The detection rate was
greatly improved when the sound and light were spatially congruent.
By manipulating spatial congruence whilst maintaining temporal and se-
mantic congruence, it is possible to trick the brain into perceiving the signals
as originating from a different source: this is known as the ventriloquism
effect [88]. In this multisensory illusion, the relative certainty of spatial lo-
cation provided by visual signals overrides any spatial disparity with respect
to auditory signals, and sounds are perceived to originate from a different
location then their true source [89]. It should be noted that auditory infor-
mation can also influence the perceived location of a visual stimulus, but only
when the location of the visual stimulus is made less reliable [90]. This had
led to the assertion that spatial information from both senses are combined
optimally to reveal most about the stimulus, regardless of modality.
1.3.2 Semantic Congruency
The estimation of semantic congruence requires the comparison of a multisen-
sory signal with learned associations of multisensory stimuli. For example, a
“meow” sound is semantically congruent if it appears to originate from a cat,
but it would be incongruent if it originated from a dog. Semantic congru-
ence can also refer to learned meanings and definitions (e.g. the word ”red”
and the colour blue are semantically incongruent). It has been demonstrated
that reaction times to semantically congruent auditory-visual stimuli are de-
creased relative to unimodal stimuli, and that reaction times are increased
for semantically incongruent stimuli [20]. More recently it has been shown
that target detection and identification can also be improved when congruent
auditory-visual stimuli are presented, and diminished when the stimuli are
incongruent [19, 21].
1.4 Neural Correlates of Multisensory Inte-
gration
I have reviewed the temporal, spatial, and semantic factors that influence
multisensory behavioural phenomena. These stimulus characteristics are of-
ten manipulated to elicit multisensory responses, in order to understand the
neural basis of these phenomena. In early research, the primary goal of such
investigations has been to identify multisensory regions and examine their
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properties. More recently, significant insights have been gained by investi-
gating how these regions functionally interact. In the following sections, I
will provide an overview of multisensory integration in the brain.
1.4.1 Integration in Sensory Cortices
Sensory perception is traditionally investigated one modality at a time. How-
ever, there is evidence to suggest that multisensory processes can affect sen-
sory processing at an early level, within early sensory cortices. For exam-
ple, Calvert et al. [91] presented participants with auditory-only, visual-only,
and auditory-visual speech, and recorded neural activity with fMRI. When
auditory-visual speech was contrasted against the sum of unimodal condi-
tions, there was significant activation in the primary auditory cortex and
visual area V5. This is analogous to multisensory enhancement.
A recent study combined MEG with fMRI to give high spatiotemporal accu-
racy and presented participants with auditory-only, visual-only, and auditory-
visual combinations of tones and a black and white checkerboard pattern.
Initial responses to multisensory stimuli occurred in the primary auditory
cortex after 20ms, and auditory-driven activity was present in the primary
visual cortex within 10ms. Initial activation in the visual cortex occurred af-
ter 40ms, and visual-driven activity was present in the auditory cortex within
the next 55ms [92]. It is possible that such low latencies are facilitated by
afferent connections between the sensory cortices. Diffusion tensor imaging
(DTI) studies have shown that white matter tracts connect auditory and
visual cortices directly [93, 94].
A number of recent studies have demonstrated that the phase of oscillations
in the visual cortex can be “reset” by auditory stimuli [77, 80, 82]. For ex-
ample, Mercier et al. [80] presented participants with sequences of simple
auditory-only, visual-only, and auditory-visual stimuli with a random ISI be-
tween 750ms and 3000ms and made EEG recordings. Auditory-only stimuli
reset the phase of oscillations, and in some cases elicited event-related poten-
tials in the visual cortex. Phase resetting also occurs in the auditory cortex
as a result of visual stimulation [56, 95] (for a review see [96]).
Phase resetting is an important multisensory mechanism. A recent investi-
gation has demonstrated that the relative timing of events between sensory
modalities is encoded in the phase of neural oscillations [97]. In this study,
participants were presented with a stream of transient flashes and tones with
an SOA which switched between 0ms (4 repetitions), -200ms (8 repetitions),
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and 200m (8 repetitions). The auditory-visual stimuli were presented with
a regular ISI to elicit robust frequency tagging of cortical responses. EEG
recordings were taken throughout the experiment. There were systematic
shifts in the phase of oscillations in the auditory cortex, which matched the
asynchrony of the presented stimuli.
1.4.2 Multisensory brain regions
The first brain region that was shown to demonstrate multisensory properties
was the superior colliculus (SC). Meredith & Stein [98] demonstrated that
many neurons in the deep laminae of the cat SC were highly active upon pre-
sentation of an auditory-visual stimulus, but much less active when auditory
or visual stimuli were presented in isolation [98]. This seminal paper led to in-
creased research interest in multisensory integration, and subsequent studies
revealed many important properties of multisensory neurons. These include
response enhancement, inverse effectiveness, and response depression [17, 99–
102].
Many multisensory brain regions have been identified using imaging tech-
niques. Calvert et al. [14] carried out one of the first studies of this type.
In this study, participants viewed an alternating black and white checker-
board pattern and heard 100ms white noise bursts. The white noise bursts
were presented in time with the checkerboard alternation, to produce tempo-
ral congruency, or with a random offset, to produce temporal incongruency.
The auditory and visual stimuli were also presented in isolation. Criteria
were adapted from early electrophysiological studies to identify multisensory
regions. The authors contrasted the multisensory response during temporal
congruence against the sum of the unisensory responses to identify regions
exhibiting multisensory enhancement in the BOLD effect. In addition, the
multisensory response during temporal incongruence was contrasted against
the maximum unisensory response, to identify regions that exhibit multisen-
sory depression. Their search yielded an area in the left superior temporal
sulcus (STS) that was especially sensitive to multisensory stimuli. Evidence
from multiple studies now support that the STS is a multisensory region [14,
16, 103–108].
Other multisensory brain regions include the posterior parietal cortex (PPC)
[109], and prefrontal cortex (PFC) [110, 111]. Though the exact mechanisms
that govern processes in the SC, PPC, and PFC remain to be determined,
many studies have explicated the multisensory function of these areas. Sac-
cadic eye and head movements are controlled by the SC [112], this involves
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coordination between auditory and visual frames of reference. Saccadic re-
sponse times are faster when an auditory and a visual stimulus originate
within the same receptive field [113]. The PPC is involved in goal directed
limb movements, which requires correspondence between sensory receptive
fields [114]. In addition, there is evidence that the PPC maintains corre-
spondence between spatial frames of reference between senses [115, 116].
There is evidence that the PFC is involved in integrating auditory-visual
communication signals [111], and categorising semantic information [117].
The function of the superior temporal sulcus (STS) in relation to multi-
sensory processes is less clear. High definition fMRI has also revealed dis-
crete patches within the STS that respond to either auditory, visual, or
auditory-visual stimuli [104]. In some studies the STS has a larger response
to auditory-visual speech stimuli than to other types of stimuli [16, 118], and
is more active during object recognition [105, 108]. This suggests that the
STS has a role in semantic categorisation. However, similar results can be
found in this area with auditory-visual stimuli that have no semantic or lexi-
cal content [14, 119]. This has led to the view of a more general multisensory
role for the STS [2].
Several brain regions have been associated with temporally congruent and
incongruent auditory-visual stimuli. Typically, activity in these areas is in-
creased for congruent stimuli and decreased for incongruent stimuli, but this
is not always the case. The superior colliculus is maximally responsive to
auditory-visual stimuli that are presented simultaneously, and is significantly
less responsive to unimodal stimuli or less temporally proximate stimuli [15].
More recently, fMRI studies have associated cortical areas with temporal
congruence, including the inferior/superior frontal gyrus, superior temporal
sulcus, and inferior/superior parietal lobule [11, 14, 16, 91, 104, 105, 108,
119–121]. The association of these areas with temporal congruence specif-
ically, rather than semantic or spatial congruence, is debatable. However,
overall brain activity patterns remain consistent between studies with vary-
ing stimulus types, e.g. speech [16, 122], transient beeps and flashes [14, 107],
and speech-like ellipses and tones [119], suggesting that these regions are re-
sponsible with for low-level temporal correspondence calculation, regardless
of their involvement with higher level semantic consistency.
1.4.3 Connectivity
Multisensory integration involves functional connectivity between brain re-
gions, at least between primary sensory cortices. Connectivity has been
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investigated in several studies using psychophysiological interaction analy-
ses or dynamical causal modelling [28, 29, 107, 122–125]. Some studies have
reported connectivity between the superior temporal sulcus and primary sen-
sory regions, whereas others showed connectivity between superior temporal
sulci and inferior frontal gyri/sulci. Different stimulus types may account for
these findings, for example Noesselt et al. [107] used sound bursts and tran-
sient colour changes in either temporally congruous or incongruous patterns
to investigate temporal correspondence devoid of semantic content. This in-
dicated that connectivity between the STS and primary sensory cortices is
increased significantly during temporal congruence. Lewis & Noppeney [28]
also found greater connectivity between primary sensory regions when using
simple non-semantic sounds and shapes (a click sound accompanied a ro-
tational movement). In contrast, stimuli used in [124] were auditory-visual
video clips of tool use or musical instruments, subject to varying degrees
of degradation, and in [122] participants were presented with temporally
asynchronous spoken sentences. Both studies used stimuli with increased
semantic content and reported increased connectivity between the superior
temporal sulcus and the inferior frontal sulcus.
The majority of investigations of temporal congruence used either transient
stimuli or stimuli with associated semantics. Laing et al. [126] examined neu-
ral activity and connectivity elicited by continuous stimuli that were devoid
of semantic information, but retained key aspects of the temporal corre-
spondences present in speech. Using amplitude-modulated tones and size-
modulated shapes, the authors manipulated the modulation rate of either
the auditory or visual stimulus to create temporally congruent and incongru-
ent conditions. Activation in the superior temporal gyrus, precuneus, and
intraparietal sulcus was increased when the stimuli were congruent, relative
to when they were incongruent. Connectivity between the superior tempo-
ral gyrus and the inferior, middle, and superior frontal gyri was stronger
for temporally incongruent stimuli compared with congruent stimuli. These
results are consistent with Noesselt et al. [122] who presented speech stim-
uli, and manipulated delays between auditory and visual streams so that
participants were likely to switch between synchronous, and asynchronous
percepts. Crucially, in [122] connectivity between the STS and frontal re-
gions was increased during the perception of asynchrony. Collectively, this
suggests that effective connectivity between frontal regions and the superior
temporal sulcus is important for monitoring temporal correspondence during
physical asynchrony, even when semantic information is absent.
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1.4.4 Multisensory integration and neuronal inhibition
Inhibition is an important mechanism of integration. For example, when
auditory-visual signals are not aligned in space and time, multisensory pro-
cesses inhibit the neural response [8, 15, 16, 91, 98, 100, 101, 127] (for a
review see [2]). This is known as response depression.
The inhibitory neurotransmitter gamma-aminobutyric acid (GABA) is preva-
lent in the brain. Early experiments have used GABA antagonists to reduce
the spatial selectivity of visual neurons [128] and the pitch selectivity of au-
ditory neurons [129]. This suggests that GABAergic inhibition is important
for sensory tuning. Until recent years it has not been possible to measure
GABAergic inhibition non-invasively, however the development of spectral
editing techniques has led to a significant increase in signal to noise ratio
for in vivo measurements of GABA concentration using magnetic resonance
spectroscopy (MRS) [130–132].
Although the measurement of GABA concentration is not a direct measure
of GABAergic inhibition, investigators have discovered a plethora of corre-
lations between GABA concentration and their research focus: GABA con-
centration in the frontal and parietal lobes declines with age [133], GABA
concentration in the temporal lobe is decreased in patients with tinnitus and
presbycusis [134, 135], GABA concentration has been associated with de-
velopmental disorders [136], and finally, GABA concentration is correlated
with dosage of antipsychotics and anticholinergics in patients with chronic
schizophrenia [137]. It has also been demonstrated the production of neu-
ral oscillations in the gamma frequencies is affected by the concentration of
GABA [138–141]. It is thought that GABAergic inhibition causes increased
power of neuronal oscillations, especially in the gamma band, via increased
excitation of inhibitory GABAergic interneurons.
With respect to sensory processing, increased GABA concentration in indi-
viduals is correlated with a number of behavioural metrics, including orienta-
tion discrimination performance [142], tactile discrimination performance [143],
tendency towards visual motion assimilation [144], and percept duration in
visual bistability [145]. Edden et al. [142] measured orientation discrimina-
tion thresholds for sequential black and white circular gratings presented ei-
ther vertically or obliquely, and magnetoencephalography (MEG) to measure
stimulus induced peak gamma frequency and amplitude in the visual cortex
when participants viewed square-wave gratings over regular periods. GABA-
edited spectra were then acquired in the occipital lobe of each participant.
The authors showed that subjects’ orientation discrimination thresholds for
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oblique stimuli were significantly negatively correlated both with gamma
frequency and cortical GABA concentration. GABA was also significantly
positively correlated with gamma frequency. The authors suggested that the
synchrony of the neuronal assemblies required for orientation discrimination
are more easily maintained at higher gamma frequencies, thereby increas-
ing accuracy, and that these higher frequencies are facilitated by increased
GABA concentration. Oscillatory maintenance and correction in neuronal
populations via phase reset mechanisms are known to occur in multisensory
processing, particularly in primary sensory cortices. If GABA concentration
does influence unisensory processing in this manner, a correlation is likely to
exist between GABA and sensory thresholds in a multisensory task.
To date, only one study has demonstrated a direct link between multisen-
sory integration, cortical GABA concentration, and gamma band oscillia-
tions. Balz et al. [146] measured the participants’ illusion rate in the sound
induced flash illusion, wherein the presentation of one flash (transient dot)
with two or more noise-bursts leads to the illusory percept of an additional
flash/flashes. The illusion rate was compared against source localised gamma
band oscillation power and GABA concentration in the left superior tempo-
ral sulcus. Significant correlations were obtained between all three measure-
ments. This is an important finding that extends observations of GABA
influence from unisensory to multisensory perception, and demonstrates that
increased GABA in a multisensory brain region can increase gamma band
power and predict multisensory perception.
1.5 Overview of Experiments
In the next four chapters, I report the key justifications, methods, results,
and conclusions of four experiments. Each of these experiments are driven
by theories and literature discussed thus far.
I have identified that the mechanisms which compare the relative timing of
multisensory signals are likely to be context driven, and that the temporal
orienting of attention to a specific epoch may be driven by stimulus regular-
ity[68–70, 74]. However, it is unclear whether attentional orienting affects
the perceptual simultaneity of multisensory events. In the first experiment,
I aim to discover whether attentional modulation, driven by stimulus regu-
larity, can widen or narrow the TBW.
There is speculation that rapid recalibration, in which there is a shift in
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the PSS after a brief exposure to asynchrony, and classical recalibration,
for which the PSS shifts after long periods of exposure, are reliant upon
separate neural mechanisms. While there is evidence to suggest that these
phenomena occur at different timescales [55], the key difference between these
experiments is the adaptation phase, about which very little is known. In
the second experiment, I investigate temporal adaptation directly using a
novel paradigm to track perceptual responses to asynchrony over time. This
paradigm will make use of continuous, speech-like stimuli, allowing me to
study adaptation in an ecologically valid context. I aim to clarify the dis-
tinction between the mechanisms of rapid and classical recalibration by un-
derstanding the temporal context of these measurements.
Temporal adaptation may manifest in the brain as a shift in oscillatory phase
in the auditory cortex over time, to account for stimulus asynchrony [97].
However, to my knowledge no brain regions have been specifically associ-
ated with temporal adaptation, and fMRI has not been used to adaptation
directly. In the third experiment, I manipulate the state of temporal adap-
tation using a paradigm similar to that of Chapter 3 and measure brain
activity indirectly using fMRI. I expect that activation is increased during
temporal adaptation, and aim to identify brain regions that are associated
with this phenomenon. Additionally, I aim to replicate recent work which
has highlighted that parietal and frontal regions can be sensitive to temporal
asynchrony and incongruence.
Inhibition is an important mechanism of multisensory integration and sen-
sory tuning. A recent investigation has shown a correlation between resting
GABA concentration in the STS, and the prevalence of an auditory-visual
illusion. However, it is not clear whether the concentration of GABA leads to
improved multisensory enhancement. In the final experiment, I measure the
concentration of an inhibitory neurotransmitter in two putative multisensory
regions. With a robust behavioural paradigm, I derive a metric of integration
strength: this is the extent to which auditory perception is augmented by
the presence of a visual object. I aim to demonstrate correlation between the
concentration of GABA and integration strength.
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Chapter 2
Dynamic Attention and the
Temporal Binding Window
In subsection 1.2.1 I introduced the concept of the temporal binding window
(TBW) and of dynamic attending theory (DAT). The extent to which mech-
anisms underlying perceptual simultaneity between senses are influenced by
the temporal orienting of attention is unknown. In this chapter, a tempo-
ral order judgement (TOJ) task is adapted to investigate whether the TBW
is affected by attentional priming to the onset of a multisensory stimulus.
In these tasks, participants will judge the relative onset timing of auditory
and visual stimuli. To understand the connection between attention and
multisensory integration in brain and behaviour, regular or regularly timed
priming sequences are presented to make the onset of the target stimuli more
predictable.
2.1 Introduction
The temporal binding window (TBW) is a measure of tolerance to asynchrony
between multisensory stimuli (see subsection 1.2.1). The TBW varies in du-
ration within the population and between demographic groups [147]. Addi-
tionally, the TBW is dependent on stimulus type, experimental method [31],
and on previously presented stimuli or multisensory asynchronies [38].
Temporal regularity is known to affect sensory processing, and this may occur
via a number of possible mechanisms. For example, orientation discrimina-
tion is improved when presented during the onset of a beat in a regular
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pattern [70], and temporal discrimination is improved when test stimuli are
presented within a regular pattern [68]. In one study, participants’ detec-
tion and discrimination of visual stimuli was improved when the stimuli were
presented in time with an auditory rhythm [73].
We use dynamic attending theory (DAT) to describe how attention is mod-
ulated over time by both exogenous and endogenous rhythms. Sensory per-
formance is increased during attentional peaks, as predicted by the theory
(see subsection 1.2.1). Some early empirical support for DAT was based
upon temporal discrimination studies [68, 69, 76]. This effect of attention on
temporal discrimination is apparent in audition, but the effect of attention
on temporal discrimination between senses is less clear.
Few studies have investigated the relationship between the TBW and atten-
tion. In one study, participants performed a SJ task in which the visual
stimulus was a bouncing ball, and the auditory stimulus was an short click.
By judging the speed of the bouncing ball as it approached the surface, par-
ticipants were visually cued to the onset timing of the auditory click. The
authors additionally tested participants’ judgements about flash-click pairs
presented at the same asynchronies. Temporal discrimination was improved
for the bouncing ball stimulus relative to the flash-click pair [32]. Given
the effect of attention on the TBW in this study, it is plausible that the
TBW may be affected by fluctuations in attentional resources as influenced
by temporal regularity in accordance with DAT.
In the active sensing framework, neural oscillations can become entrained to,
or have their phase reset by, external stimuli. Mounting evidence suggests
that ongoing oscillations affect sensory processing [77–82]. For example, one
study asked participants to detect visual gratings during a 6 second period
after the presentation of an auditory tone. The visual grating was presented
alongside the tone, or at one of twelve time points separated by 500ms.
Target detection performance was periodic, and locked to the onset of the
initial auditory tone. In addition, periodicity was strongly influenced by
the co-occurence of auditory and visual stimuli. The authors suggested that
the initial tone reset the phase of ongoing oscillations and that periodicity in
sensory performance was elicited by the increased likelihood of depolarisation
periods of high excitability.
In the context of the TBW, neural oscillations may provide a low level tem-
poral mechanism: auditory and visual stimuli are more likely to co-occur if
they belong to a common oscillatory peak. Therefore, neural entrainment
elicited via an external rhythm could induce tighter constraints on the per-
ceived togetherness of the auditory and visual components.
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In this chapter I will investigate whether the accuracy of temporal order
judgements are affected by the regularity of stimuli preceding the test stimuli.
2.1.1 Aims
I hypothesised that:
• Cues to the onset of a multisensory pair reduce uncertainty about their
perceived synchrony, and narrow the TBW.
• Regularly timed cues to the onset of a temporal order judgement further
reduce this uncertainty.
• Regularly timed auditory cues narrow the TBW more than visual cues.
To address these questions we conducted three experiments in which we
manipulated the existence and regularity of cues that preceded a flash-beep
test pair.
2.2 Experiment 1
The primary aim of this experiment is to determine whether the temporal
binding window is shorter when participants are attentionally cued to the
onset of a temporal order judgement with regular cues compared with ir-
regular cues. As a control condition, I also tested participants judgements
about temporal order without any cues.
2.2.1 Methods
Participants
22 healthy adults (9 male; age: mean = 24.0, standard deviation = 4.1 years)
took part in the study. Participants responded voluntarily to advertisements
and were given a small monetary compensation for their time. Participants
gave informed consent to the study, and to the use of their data. The study
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was approved by the Newcastle University Ethical Committee and was run
in accordance with the Declaration of Helsinki.
Stimuli
All stimuli were presented using MATLAB with the Psychophysics Toolbox
extensions [148, 149]. The auditory tone consisted of a 400Hz sinusoidal
pure tone with a duration of 33ms. Auditory stimuli were presented at a
comfortable volume (70dB SPL) held constant across participants, and were
delivered via headphones (Sennheiser HD380 Pro). The visual stimulus was
a white circle presented for 33ms. The circle subtended a visual angle of 6.5◦
× 6.5◦ (150px × 150px) and was presented on a DellTM UltraSharpTM 19”
flat panel display (model 1907FP). For multisensory stimuli, the visual and
auditory were presented together with some delay between their onset.
Design
To measure the TBW, participants made judgements about the temporal
order of multisensory stimuli (tone-flash pairs). The tone-flash pair about
which participants made temporal order judgements was preceded by 3 tones
or flashes. There were 2 cue conditions (regular, irregular) tested within
subjects, and two cue modalities (visual, auditory) tested between subjects.
There were 9 Stimulus Onset Asynchronies (SOAs) between the tone and
flash: -200ms, -150ms, -100ms, -50ms (audio-leading), 0ms (synchronous),
50ms, 100ms, 150ms (video-leading).
Procedure
In the regular cue condition, the three cues and the onset of the TOJ stimuli
were isochronous. For irregular cues, the first and third cue onsets were the
same as in the regular cue condition, but the onset of the second cue was
manipulated such that a regular pattern could not be formed (see Figure 2.1.
For each cue modality (auditory or visual), the onset of the same component
of the TOJ matched the regular timing of the cue. The ISI between the cue
stimuli was 0.6s or 0.8s and this was counter-balanced between trials.
The time course of each trial is outlined in Figure 2.1. Each trial began with
a fixation cross for 1s, followed by a blank screen for 0.5s. Three cues were
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presented either regularly or irregularly, in the form of light flashes or tone
bursts. The tone flash pair began one ISI duration after the final cue. A green
response dot was presented 0.6s after the offset of the test pair, indicating
that a response was required from the participant. Participants pressed a
key to indicate whether they thought the tone or flash occurred first. The
response dot remained visible until participants gave their response. After
that, the screen turned black for 0.5s before the onset of the next trial. There
were 16 trials per SOA, leading to 144 different trials per cue condition.
The experiment was run in two 144 trial blocks with cue condition and ISI
interleaved. Participants read instructions detailing how to respond to the
stimuli, and were allowed 15 practice trials without feedback. Finally, par-
ticipants were able to take a short self-timed break every 64 trials.
Figure 2.1: Experiment 1 trial time-course. In the regular condition (top), 3 isochronous
cues preceded the onset of the TOJ stimuli. In the irregular condition (bottom), the
onset of the second cue varied randomly (dark grey areas). This manipulation allowed the
second cue to vary randomly, but not within 20% of the trial ISI from either the first and
third cue, or from the original presentation time. The test pair were presented such that
the stimulus with the same modality as the cue was presented one ISI after the third cue,
and the stimulus with the opposite modality as the cue was presented with some SOA
(light grey areas). Participants were asked whether the tone of flash occurred first, and
responded via keypress when presented with the green dot.
In addition to the cued conditions, we tested temporal order judgements with
no cue. Trials without cues were not interleaved with cue condition trials and
were completed in a separate block prior to the cued conditions. In the no-
cue condition, the onset of the test stimuli varied randomly. This was so
that participants could not be cued to the onset of the stimuli via temporal
regularity between trials. Each trial began with a fixation cross presented
for 1 second After the fixation, the screen turned black. The tone-flash pair




To estimate the TBW for each participant, we calculated mean flash-first
response rates for each SOA in each cue condition. A cumulative Gaussian
function curve was fitted to these means, and participants were removed from
further analysis if the Gaussian provided a poor fit for the data (R2 < 0.5).
The TBW was calculated as the range of SOAs between which participants
responded ”flash first” 25% of the time, and the TBW when they responded
”flash first” 75% of the time. For example, if the 25% threshold occurred
at a -100ms auditory first SOA and the 75% threshold occurred at a 100ms
visual first SOA, then the TBW would be 200ms. Thresholds were estimated
using the corresponding value from the fitted Gaussian.
2.2.2 Results
Figure 2.2 shows the mean proportion of flash-first responses as a function of
cue condition and SOA for n = 22 participants (11 for each cue modality).
To investigate cue modality and regularity, we first performed a 9 × 2 × 2
(SOA × cue regularity × cue modality) analysis of variance (ANOVA) on the
proportion of flash-first responses with cue modality as a between-subjects
factor and excluded the no-cue condition. There were no main effects present
for cue regularity or cue modality and no interaction effects. There was a
significant effect of SOA (F (1.525, 30.508) = 35.568, p < 0.0005, η2p = 0.640).
After fitting the proportion of flash first responses, 9 participants were re-
moved from further analysis of the TBW because the cumulative Gaussian
function did not provide a good fit for the data (R2 < 0.5; n = 13 remain-
ing with 6 cued by visual stimuli, and 7 cued by auditory stimuli). This
represents 41% of our cohort. The TBW for these participants is plot-
ted in Figure 2.3. To assess cue condition and modality we performed
a 2 × 2 ANOVA of cue regularity (regular, irregular) and cue modality
(tone, flash). There was a significant effect of cue regularity on the TBW
(F (1, 11) = 5.986, P = 0.032, η2p = 0.352), which was shorted when the
cue was regular (mean 84.8ms, standard error 10.9ms; collapsed over cue
modality) than when the cue was irregular (mean 101.9ms, standard error
14.1ms; collapsed over cue modality). I performed post-hoc pairwise com-
parisons of the cued TBWs against a control condition with no cue, there
was a significant difference between TBWs without a cue and TBWs with a
regular cue after correction for multiple comparisons (regular cue vs. no cue:
t(12) = 2.627, p = 0.020; irregular cue vs. no cue: t(12) = 1.478, p = 0.165).
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Figure 2.2: Flash first response rate for Experiment 1 plotted as a function of SOA, cue
condition, and cue modality. There were 22 participants in the no-cue condition, and 11
participants for each cue modality. Error bars represent the standard errors of the means.
Figure 2.3: Mean TBWs by cue condition and cue modality. Error bars represent the
standard error of the mean. There were n = 13 participants in the no-cue condition (black),
n = 6 participants in the visual cue condition (red, dark blue), and n = 7 participants in
the auditory cue condition (blue, green). Regular and irregular cue conditions that have
been collapsed across cue modality are shown in orange and purple respectively. There was
a significant decrease in the duration of the TBW in the regular cue condition compared
to the no-cue baseline (collapsed over cue modality) as indicated by the asterisk.
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2.3 Experiment 2
In section 2.2, we reported an effect of cue condition on the TBW in two
separate analyses, but no effect of cue modality. To gain more certainty
that these effects were caused by the rhythmic entrainment of attention, we
carried out a related and more focused experiment. Firstly, we discarded
the between-subject manipulation of cue modality in order to focus on cue
regularity. We chose to use auditory cues only, because beat perception is
poorer for visual rhythms than for auditory rhythms [150]. Additionally,
we increased the number of cues preceding the test stimulus from 3 to 6.
This bolstered differences between the isochronous and non-isochronous con-
ditions, as well as reinforcing a rhythmic percept. Finally, we did not test a
no-cue condition in order to focus on judgements of temporal order after reg-
ular and irregular cues. Together, the above manipulations provide a more




8 healthy adults took part in the experiment. More detailed demographics
are not available for these participants. Participants responded voluntarily
to advertisements and were given a small monetary compensation for their
time. All participants gave their informed consent to the procedure and to
the use of their data. The experiment was approved by the Newcastle Uni-
versity Ethical Committee and wsa ran in accordance with the Declaration of
Helsinki. These participants did not take part in any of the other experiments
in this study.
Stimuli
Stimuli were as described in subsection 2.2.1.
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Procedure
As in Experiment 1, participants made judgements about the temporal order
of a tone-flash pair. Preceding the test stimuli were 6 tones in either a regular,
or irregular pattern. Regular cues had an ISI of either 600ms or 800ms,
counter-balanced across trials. The auditory component of the test stimulus
was presented one ISI duration after the final cue to maximise temporal onset
anticipation. The accompanying flash stimulus was presented at some SOA
relative to the tone.
In the irregular cue condition, cues 2, 3, 4, and 5 were offset relative to the
onset of the corresponding cue in the regular condition. The offset was a
random value such that the new onset was not within 20% of the ISI of the
preceding or subsequent cue, nor within 20% ISI of the original onset (see
Figure 2.4).
There were 9 SOAs: -200ms, -150ms, -100ms, -50ms (auditory leading), 0ms
(synchronous), 50ms, 100ms, 150ms, 200ms (visual first). There were 16
trials per SOA, leading to 288 trials in total. There were two blocks of 144
trials. Participants had a self timed break every 64 trials, and took a longer
break between blocks. Finally, participants read the experiment instructions
and carried out 15 practice trials without feedback before completing the
experiment.
Figure 2.4: Regular and irregular cue trial time-courses for Experiment 2. A fixation
cross was presented for 1 second. The first cue stimulus was presented 0.5s after the offset
of the fixation cross. In regular cue condition trials (top), 5 further cues and finally the
test stimulus were presented with an ISI of either 600ms or 800ms. In irregular trials
(bottom), the onset of cues 2—5 varied randomly between the grey areas.
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Analysis
Analyses were as described in subsection 2.2.1.
2.3.2 Results
Figure 2.5 shows the mean flash-first response rate for TOJs with 6 regular or
irregular cues. We first performed a 9× 2 (SOA × cue regularity) repeated-
measures ANOVA on the proportion of flash-first responses. There was a
significant effect of SOA (F (1.520, 10.640) = 19.568, P < 0.0005, η2p = 0.737),
but no effect of cue regularity (see Figure 2.5). There were also significant
linear and cubic trends reflecting the response curve (F (1, 7) = 25.527, P =
0.001, η2p = 0.785 and F (1, 7) = 10.756, P = 0.013, η
2
p = 0.606 respectively).
Figure 2.5: The mean flash first response rate for Experiment 2 with n = 8 participants,
plotted as a function of SOA and cue condition. Error bars represent the standard errors
of the means.
The TBW was calculated as described in subsection 2.2.1. One participant
(12.5% of cohort) was removed from further analysis due to a poor fit of the
psychometric function (R2 < 0.5). The mean TBW for each condition is
plotted in Figure 2.6. There were no significant effects of cue regularity on
the TBW.
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Figure 2.6: The mean TBW as a function of cue regularity for Experiment 2. Error bars
represent the standard error of the means.
2.4 Experiment 3
In Experiment 2, I carried out an experimental procedure intended to focus
on the effect of cue regularity. However, no effects or trends were present in
the data. Additionally, cue regularity effects present in Experiment 1 were
not replicated.
In the final experiment in this chapter, I altered the experimental paradigm
used in Experiment 2 in three ways. First, to reduce experiment duration, I
used an adaptive procedure to estimate TBW with fewer trials. This was to
reduce fatigue as reported by participants in both Experiment 1 and Experi-
ment 2. Second, I manipulated the auditory component of the test pair such
that it was perceived to originate from the left or the right of the partici-
pant. This was to reduce the certainty about coupling between the TOJ test
pair to increase reliance on preceding cues via inverse effectiveness. Finally,




Twelve näıve participants (10 female; age: mean=20.3, standard devia-
tion=2) took part in the experiment. All participants were healthy adults
and did not take part in either Experiment 1 or Experiment 2. Participants
responded voluntarily to advertisements and were given a small monetary
compensation for their time. All participants gave their informed consent to
the procedure and to the use of their data. The experiment was approved
by the Newcastle University Ethical Committee and wsa ran in accordance
with the Declaration of Helsinki.
Stimuli
All stimuli are as described in Experiment 1 and Experiment 2, with the
exception of the auditory component of the test stimulus. This was a 400Hz
tone 33ms in duration, but was presented more loudly in either the left or
right ear to represent different stimulus locations.
Procedure
As in both Experiment 1 and Experiment 2, each trial consisted of a tone-
flash pair and participants were asked to judge the order in which they oc-
curred. Participants responded by pressing a key to indicate whether the
flash or the tone occurred first. The intensity of the tone was increased in
one ear such that the difference between left and right was 10 dB (average
70 dB). In addition, the phase of the sound wave was shifted by 90 degrees
to the left or right. Thus, the auditory component of the test pair was pre-
sented more loudly in the left or right ear (counterbalanced between trials).
The presentation of the test pair was preceded in all cases by 3 auditory cues
(tones). Cue stimuli were presented equally loudly in each ear. Cues were
regular or irregular, and their onsets were calculated as in Experiment 1:
Methods (see Figure 2.1).
The four conditions were regular-cue tone-first, regular-cue flash-first, irregular-
cue tone-first, and irregular-cue flash-first. Four interleaved QUEST [151,
152] staircase procedures were used to estimate the 75% correct thresholds
for each condition (i.e. one staircase per condition). In both tone-first pro-
50
cedures, the test stimulus was always auditory-leading (0ms to -250ms). In
the flash-first procedures, the test stimulus was always visual-leading (0ms
to 250ms). The starting thresholds were 100ms and -100ms for flash-first
and tone-first conditions respectively. Participants completed all trials in a
single block and were allowed a self-timed break after 64 and 128 trials.
Analysis
Each QUEST procedure returns a probability distribution function (PDF)
whose mean represents the calculated threshold. Participants were excluded
from further analysis if the standard deviation of the PDF returned by the
QUEST procedure was larger than 30ms, since the procedure could not accu-
rately determine the threshold within 40 trials. The TBW was calculated as
the difference between thresholds calculated in the tone-first and flash-first
procedures1. The measurement of the TBW in this procedure is equivalent
to Experiment 1 and Experiment 2, the only difference with Experiment 3
is that thresholds are estimated by the adaptative procedure instead of a
psychometric fit.
2.4.2 Results
4 participants were removed from further analysis because the adaptive pro-
cedure did not converge (33% of cohort). The calculated TBWs are depicted
in Figure 2.7. There was no significant difference between TBWs for the
regular and irregular conditions (t(7) = 0.334, P = 0.501).
2.5 Discussion
In this study, I investigated the effect of regular and irregular cues on judge-
ments of temporal order and the TBW. In the first experiment, I presented
participants with auditory-visual stimulus pairs with a SOA. I preceded the
test pairs with a regular or irregular auditory or visual cue. There was a
significant effect of cue regularity on the TBW, and the TBW was shorter
for regular cues than irregular cues. There was no effect of cue modality. In
post-hoc tests, there was a significant increase in TBW duration when there
1Since they are a complement, the 75% threshold from tone-first procedures is equiv-
alent to the 25% flash-first threshold.
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Figure 2.7: Mean TBW by cue regularity for Experiment 3. Error bars represent the
standard error of the mean.
was no cue versus compared to when there was a regular cue. However, I
could not repeat the cue regularity effect in experiments 2 or 3.
Temporal cues can increase sensory sensitivity and discriminability [153–
156]. I predicted that the TBW would narrow when participants were cued
to the onset of a TOJ. Evidence presented in subsection 2.2.2 suggests that
discrimination performance in temporal order judgements is improved when
subjects are cued to the onset of the test pair. This improved discrimination
is equivalent to a shortening of the TBW.
Regular temporal patterns in the environment can contribute to further at-
tentional tuning [68, 69, 71, 75](see subsection 1.2.1). I hypothesised that
regularly timed cues could further reduce the TBW width. In Experiment 1,
there was a significant effect of cue regularity on the TBW, which reflected
shorter TBWs for regular cues then irregular cues. This evidence supports
the hypothesis that stimulus regularity affects the mechanisms underlying
perceptual simultaneity, however the result was not reproducible in further
experimentation.
The TBW is known to be affected by a number of factors, including train-
ing [157], stimulus type [31–33], and experimental method [31, 32]. In [32],
the TBW was narrower when participants made judgements about a bounc-
ing ball stimulus, which provided a visual cue to the onset of an auditory
tone. These results are in line with [32], and additionally show that cuing
effects were not dependent on cue modality. It remains to be seen if there is
an interaction between cuing and other modulatory factors.
Few studies have demonstrated a multisensory attentional effect. In [73],
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participants made speeded judgements about simple stimuli whilst hearing a
rhythm. Judgements were faster when stimuli were presented on-beat, rather
than off-beat. In Experiment 1, participants were able to discriminate tem-
poral order more accurately when judgements were made in time with an
externally induced stimulus rhythm. This bolsters current evidence about
the generality of DAT. In addition, this shows that attention can have an
effect on how signals are matched temporally It is possible that increased at-
tention to temporal synchrony reduces perceptual tolerances, thus reducing
erroneous integration of mismatched stimuli. Additionally, the increased cer-
tainty associated with cued stimuli with low onset asynchronies could be used
to increase gain during neural interactions, leading to superadditivity [15].
A key limitation of this work is present in the measurement of “regular-
ity”. For example, the effects found in Experiment 1 may not have been
reproducible because the irregular condition induced other regularities not
accounted for by this manipulation. For example, throughout each exper-
iment, the final cue stimulus and the component of the test pair with the
same modality as the cue was always presented separated by one ISI. It is
also possible that the regular cue condition did not reliably induce attentional
entrainment. The inclusion of both visual and auditory cues in Experiment
1 is unlikely to have caused this discrepancy, since audition more reliably
induces stimulus rhythm than vision [150]. To be certain of entrainment ef-
fects, future works should use EEG to monitor entrainment to the stimuli.







In subsection 1.2.1 I introduced the concept of recalibration to temporal
asynchrony. There is speculation that rapid and classical recalibration rely
on separate neural mechanisms. Classical recalibration relies on an extended
period of exposure to asynchrony, known as the adaptation period. The
adaptation period constitutes the main methodological difference between
rapid and classical recalibration studies, yet auditory-visual temporal adap-
tation has, to my knowledge, not been measured directly. Here I introduce a
new paradigm that uses continuous stimuli, and has temporal characteristics
based on familiar speech patterns but contains no semantic content. This
paradigm allowed me to measure the duration and strength of adaptation
to a range of auditory-visual asynchronies. This gives insight into how the
brain compensates for temporal asynchrony and the time-scales over which
this compensation occurs.
3.1 Introduction
In auditory-visual recalibration studies, participants are asked to view auditory-
visual stimuli with some temporal asynchrony, and in subsequent testing, are
shown to have recalibrated their perception of synchrony [38, 40, 41] (see sub-
section 1.2.1). For example, if participants were exposed to a visual-leading
asynchrony, they were more likely to perceive visual-leading asynchronies as
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synchronous than if they had been exposed to no asynchrony, or an auditory-
leading asynchrony. This is demonstrated as a shift in the PSS in the direc-
tion of the adaptation asynchrony. The key driver of temporal recalibration
is the adaptation period.
In early papers, participants were exposed to the asynchrony for a number
of minutes, and often re-exposed before each trial [38, 40]. More recently,
rapid recalibration studies have also shown that recalibration can occur after
a single presentation [39]. A key difference between results for rapid and
classical recalibration is symmetry in the size of the PSS shift about the
adaptation SOA. In rapid-recalibration studies, recalibration occurs more
readily when the exposure stimulus is visual-leading. Whereas in sustained
recalibration studies, effect sizes were typically similar for auditory-leading
and visual-leading exposure stimuli. Is is not known whether temporal adap-
tation occurs equally for auditory-leading and visual-leading stimuli.
An investigation into the time-course of auditory-visual temporal adaptation
is needed to better understand how perceptual simultaneity changes over
time. For example, if adaptation can occur over a short duration, the ex-
tended exposure to asynchrony in classical recalibration papers was simply
not necessary to elicit the effect. Additionally if adaptation occurs in the
visual-leading direction only, then auditory-leading recalibration, as docu-
mented by classical recalibration experiments, may not have been driven by
perceptual change.
To track the time course of adaptation, I presented participants with contin-
uous, asynchronous auditory-visual stimuli and monitored perceptual simul-
taneity to track changes over time. By manipulating the auditory-visual de-
lay of continuous stimuli during presentation, I observed real-time responses
to stimuli that became asynchronous, and the following adaptation. This
manipulation of synchrony during each trial is key to the measurement of
adaptation, since the initial response to asynchrony can form a baseline mea-
surement with respect to which I can measure the overall adaptation. The
stimuli were based on speech, but were reduced to simple shapes and sounds.
This maintains the ecological validity of the stimuli whilst removing semantic
confounds.
3.1.1 Aims
Little is known about how the perceptual simultaneity of the adaptation
stimulus changes over time. I recorded perceptual simultaneity throughout
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the time course of adaptation, and hypothesised that:
• Auditory-visual temporal adaptation does not occur instantaneously.
• Auditory-visual temporal adaptation occurs to a larger extent for visual-
leading stimuli than for auditory-leading stimuli.
3.2 Experiment 1
The primary aim of this experiment is to measure adaptation, the change in
perceptual simultaneity over time, as participants hear and view temporally
asynchronous stimuli. To do so, participants were asked to continuously
report their perceived synchrony of an auditory-visual stimulus pair.
3.2.1 Methods
Participants
20 näıve, healthy participants took part in the study (mean age 20.25, range
9 years; 18 female). Participants responded voluntarily to advertisements
and were given a small monetary compensation for their time. Participants
gave written informed consent to the study, and to the use of their data. The
study was approved by the Newcastle University Ethical Committee and was
run in accordance with the Declaration of Helsinki.
Stimuli
Auditory and visual stimuli were initially derived from the IEEE sentences [158]
which consist of 720 standardised sentences that are phonetically balanced.
From this selection, 480 sentences were randomly selected without replace-
ment. The sentences were then concatenated into 20 groups of 24, and pauses
were added between sentences to mimic natural prose. The pause length was
a randomly assigned value of either 300ms, 400ms, 500ms, 600ms, 700ms,
800ms, 900ms, or 1000ms and occurred between 50% of sentences. The
groups of sentences were then full-wave rectified and low-pass filtered with a
cut-off of 4 Hz. 50 second sections were selected from the resulting envelopes,
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and used to define the amplitude of the auditory stimulus, and the size of
the visual stimulus.
The visual stimuli consisted of size-modulated three-dimensional cuboids (as
in [126]). The cuboid was created using 3D Studio Max 2016 (Autodesk,
Inc.). To vary the size of the cuboid, the “spherify” modifier was applied to
the centre (1.0 × 1.2 × 4.0 units [width × height × length]). The value of the
modifier was allowed to vary between 0.1 and 0.5 (where 0 is no change and 1
creates a sphere) determined by the envelope created in the above procedure.
The cuboid was rendered against a uniform black background from an oblique
camera viewpoint. The bounding box of the cuboid subtended a visual angle
of 13.7 deg × 13.7 deg (300×300 pixels). The videos were saved as Quicktime
movie files (3000 frames, 60 fps, H.264 compression) and were displayed on
a DellTM UltraSharpTM 19” flat panel display (model no.: 1907FP) at a
resolution of 1280× 1024 pixels.
The auditory stimuli were pure tones with a carrier frequency of 250 Hz. The
amplitude of the tone was determined by the envelope created in the above
procedure. Changes in amplitude were then coincident with changes in the
size of the visual stimulus, since they were created using the same envelope.
In order to create stimuli that change from synchrony to asynchrony without
any perceptible disruption, the auditory amplitude envelope was modified.
For auditory-first asynchronies, a section was cut from the envelope at the re-
quired time point. For visual-first asynchronies, a randomly selected section
of envelope was inserted at the required time point. The resulting concate-
nated envelopes contains one discontinuity for auditory-leading stimuli and
two discontinuities for visual-leading stimuli. In all cases, discontinuities
were compensated for using sine waves (see Figure 3.1). Audio files were
created in MATLAB 2012 and were saved as stereo wav files with a 22.05
kHz sampling rate. Auditory stimuli were presented with Sennheiser HD380
pro headphones at 75 dB SPL .
Procedure
Participants were presented with videos comprising of an amplitude-modulated
pure-tone and an animated shape. They were asked to continuously report
whether or not the tone and shape were in synchrony with each other. To re-
port their perception of the stimuli, participants held down the space bar on
a computer keyboard if stimuli were synchronous, and released it when they
appeared to be asynchronous. Responses were sampled 60 times per second.
Each video began synchronously for 5s, and changed seamlessly to one of 6
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Figure 3.1: To manipulate the synchrony of the auditory and visual components of the
stimulus, envelope discontinuities were patched using sinusoids. The section of envelope
which has been cut and concatenated is shown in blue. A sine wave (green) was generated
such that the stationary points of the wave are aligned with the nearest stationary points
to the discontinuity. The resultant modified auditory amplitude envelope is shown in
black.
asynchronies (-300ms, -200ms, -100ms [auditory-leading], 0ms [synchronous],
200ms , 300ms, 400ms [visual-leading], see Figure 3.2). The 100ms visual-
leading SOA was not included as pilot testing indicated that participants
were not able to distinguish that these stimuli differed from the synchronous
condition. There were 12 trials for each asynchrony, leading to 84 trials last-
ing 50s each. To minimise fatigue, participants ran the experiment over two
separate runs; each run contained an automatic break when half of the trials
were completed.
Figure 3.2: Experiment 1 trial time-course. Each trial began with with a fixation cross
for 3s. The auditory-visual stimulus was then presented with 0ms SOA for the first 5s
of each trial. The stimulus then transitioned seamlessly to the trial SOA. Participants
continuously monitored the stimulus and reported their perceived simultaneity of the au-
ditory and visual components. After stimulus presentation, the screen was blank for 3s
before the onset of the next trial.
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Analysis
Initially, trials in each condition were time-averaged. The resultant time-
series were down-sampled to the average proportion synchronous during each
second, yielding 45 data points per participant per condition. To determine
where to begin fitting the data, a separate fitting procedure was used to
estimate the point at which participants’ responses were most impacted by
the shift from synchrony to asynchrony. To do so, the following Gaussian
function was fitted to the trial and time averaged data for 15s following the




. Time series fits began
at the minimum point of this initial fit, rounded to the nearest second (see
Figure 3.3).
Figure 3.3: An initial fit is used to determine the starting data point of the final fit. An
inverted Gaussian, shown in black, is fitted to the 15 datapoints that follow the stimulus
transition (red). The start time for the final fit (green) is closest in time to the minimum
of the fitted Gaussian
To model the responses to asynchrony, a scaled cumulative Gaussian was
fitted to participants’ responses from the pre-calculated start point until the
end of the trial [159]. The fitting function was defined as









for σ > 0,











for σ < 0, and H(α, τ, 0, t) = α for σ = 0. G(m, s, t) is the cumulative
Gaussian distribution with mean m and standard deviation s at time t, given
by








Within this formalism, α represents the asymptotic value of the time-series.
σ represents the gradient of the fitted function at the inflection point, this
is where the derivative of the fitted function stops increasing and begins
to decrease (for G(m, s, t) this is the gradient of G at m). τ is the time
taken to reach the stable regime, which is given by the intersection of α and
the tangent of the fitted function at the inflection point. However, these
fit parameters are not suitable for measurement of the adaptation period
because they do not yield a value of relative change from fit start to end.
An example of fit is shown in Figure 3.4. The adaptation duration was
defined as the difference between the time at the start of the fit, and the time
at which the fitted curve was within 1% of the asymptotic value. The degree
of adaptation was calculated as the difference between the proportion of
synchronous responses at the start and end of the adaptation duration. If the
fitted curve did not reach the 1% threshold within the trial, the adaptation
was calculated as the difference between the time at the start of the fit and the
end of the trial, and the degree of adaptation was calculated as the difference
between the value of the fit at the beginning of the fit and at the end of
the trial. Participants whose fit had an asymptotic value of less than 0.7 in
the synchronous condition were removed from further analysis, as this may
indicate a misunderstanding of the experimental instructions since for 0ms
SOA trials, participants should respond synchronous throughout the entire
trial.
3.2.2 Results
1 participant was removed from further analysis because the value of their
asymptotic fit in the synchronous condition was less than 70% (representing
5% of the cohort). Participant’s responses to the synchronous stimui are
shown in Figure 3.5. As expected, the proportion of synchronous responses
increases sharply at the beginning of the trial, and remains high throughout.
The average time-course of participants responses for the remaining SOAs
are shown in Figure 3.6. After the change to asynchrony, each SOA yields a
different response curve. For some SOAs, adaptation occurs over a variable
epoch as responses recover to perceived synchrony.
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Figure 3.4: An example adaptation data set has been down-sampled to 45 points (black
dots). The fit begins at 8s and tends asymptotically towards a value of around 0.7. The
time at which the fitted curve reached a 1% threshold of the asymptotic value was used as
the time at which adaptation ceased (rightmost vertical dashed line). The time difference
between the start of the fit (leftmost vertical dashed line) and the end of the adaptation
period was recorded as the adaptation duration. The degree of adaptation was calculated
as the difference between the fitted values at the start and end of the adaptation duration
(horizontal dashed lines).
In each figure, there is an initial steep rise in synchronous responses owing
to the first 5s of physically synchronous stimuli. It appears that participants
are less likely acheive 100% synchrony in the first 5s for asynchronous trials.
To test this, I ran a one-way repeated-measures ANOVA on the percentage
of synchronous responses after 5s by SOA. There was no significant effect of
trial SOA on perceptual synchrony at 5s (F (6, 108) = 1.844, p = 0.097, η2p =
0.093). This verifies participants were not cued to the trial asynchrony before
the stimulus change. The mean proportion of synchronous responses after
5s was 82.69%, which may be indicative of general uncertainty about the
synchrony of the stimuli or the experimental task.
The degree of adaptation that each participant demonstrated for each SOA
was calculated. The average degree of adaptation for each SOA is depicted
in Figure 3.7.
To investigate the effect of SOA on the degree of adaptation, a one-way
ANOVA was performed on the degree of adaptation with SOA as a repeated-
measure. There was a strong main effect of SOA (F (6, 108) = 7.198, p <
0.0005, η2p = 0.286). Linear contrasts demonstrated an increase in the degree
of adaptation as the trial SOA increased from auditory-first to visual-first
(F (1, 18) = 35.154, p < 0.0005, η2p = 0.661).
One-sample t-tests showed that the degree of adaptation was significantly
greater than zero when the trial SOA was -100 ms, 200ms, 300ms, and
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Figure 3.5: Proportion synchronous trial time-course with 0ms SOA for all participants
(n = 19) in Experiment 1. The grey area represents the standard error of the means.
The proportion of synchronous responses is consistently close to 1 after participants have
started to respond. Note that the lowest value of the response curve between 5 and 20 is
close to the value at the end of the trial, therefore the degree of adaptation at this SOA
is low.
400ms (t(18) = 3.14, p = 0.003; t(18) = 3.564, p = 0.001; t(18) = 12.583, p <
0.0005; t(18) = 8.771, p < 0.0005 respectively).
I calculated the duration of adaptation for each participant as outlined in
subsection 3.2.1. However, many of the fits obtained with this procedure did
not reach their asymptotic value within the trial, and therefore these results
were constrained by the fitting procedure and not fit for further analysis.
3.3 Experiment 2
The results of Experiment 1 suggested that the degree of adaptation is de-
pendent on the size and direction of the trial asynchrony. In this experiment,
I investigated the effect of extended exposure to physically synchronous stim-
uli on the time-course of adaptation. I predicted that the extended reference
to physical synchrony would negatively impact the degree of adaptation.
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Figure 3.6: Mean proportion synchronous time-courses for all non-zero SOA conditions
(n = 19). Grey areas represent the standard error of the means. The synchronous period
at the beginning of each trial is shown in green. Each SOA yields a different response
curve after the initial synchronous response. In each figure, there is a steep rise in the
proportion of synchronous responses during the initial synchronous phase. At -200ms and
-300ms, the proportion of synchronous responses continued to decrease after 5s. At -100ms
there is a small dip in synchronous responses after 5s, after which synchronous responses




17 näıve healthy adults took part in the experiment (mean age 19.9, range 3
years; 13 female). Participants responded voluntarily to advertisements and
were given a small monetary compensation for their time. Participants gave
written informed consent to the study, and to the use of their data. The
study was approved by the Newcastle University Ethical Committee and was
run in accordance with the Declaration of Helsinki.
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Figure 3.7: The degree of adaptation as a function of SOA for n = 19 participants
in Experiment 1. Error bars represent the standard error of the means. The degree of
adaptation is larger for visual-leading asynchronies than auditory-leading asynchronies.
These values correspond to the time-series in Figure 3.6 and Figure 3.5 by the degree
responses recovered after the initial change to asynchrony.
Stimuli
Stimuli for this experiment were the same as in Experiment 1 –Methods.
Procedure
Participants were presented with videos that began with 20s of physically
synchronous auditory-visual stimuli, and then either remained synchronous,
or changed to one of the following 6 SOAs: -300ms, -200ms, -100ms, 0ms,
100ms, 200ms, 300ms (as in Experiment 1). There were 12 trials for each
asynchrony, leading to 84 trials of 50s each (see Figure 3.8).
Analysis
Because the auditory and visual components of the stimulus became asyn-
chronous after 20s rather than 5s, points between 20s and 35s were considered
to be suitable points to begin the final fit (see subsection 3.2.1). Otherwise
analytical methodology is the same as in Experiment 1.
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Figure 3.8: Experiment 2 trial time-course. Each trial began with with a fixation cross for
3s. The auditory-visual stimulus was then presented synchronously for 20s each trial. The
synchrony of the stimulus then changed to the trial SOA for 30s. Participants continuously
monitored the stimulus and reported their perceived simultaneity of the auditory and
visual components. After stimulus presentation, the screen was blank for 2s before the
onset of the next trial.
3.3.2 Results
Two participants were excluded from further analysis due to low asymptotic
fit values in the synchronous condition (see subsection 3.2.1) representing
12% of the cohort. The average time-course of participants responses to
synchronous stimuli are shown in Figure 3.9. Responses to the remaining
SOA conditons are shown in Figure 3.10. After the change to asynchrony,
each SOA yields a different response curve.
The average degree of adaptation for each SOA is presented in Figure 3.11. As
in Experiment 1, there is an asymmetry between auditory-leading and visual-
leading asynchronies. A one-way repeated measures ANOVA revealed a main
effect of SOA (F (2.64, 36.964) = 4.618, p = 0.01, η2p = 0.248). Linear con-
trasts demonstrated an increase in the degree of adaptation as the asynchrony
changed from auditory-leading to visual-leading (F (1, 14) = 7.583, p = 0.016, η2p =
0.351). One-sample t-tests showed that the degree of adaptation was signifi-
cantly greater than zero when the SOA was 200ms (t(14) = 2.282, p = 0.0193)
but not for other SOAs after correction for multiple comparisons.
As in section 3.2, I calculated the duration of adaptation for each participant.
Again, these results were constrained by the fitting procedure and not fit for
further analysis.
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Figure 3.9: Proportion synchronous trial time-course with 0ms SOA for all participants
(n = 15). The proportion of synchronous responses is consistently close to 1 after partic-
ipants have started to respond. As expected, responses have a similar profile to the 0ms
SOA condition in Experiment 1 (see Figure 3.5).
Figure 3.10: Proportion synchronous time-courses for all non-zero SOA conditions (n =
15). Grey regions represent the standard error of the mean value. Green regions represent
the initial stage of the trial, during which the SOA was 0ms. Each SOA yields a different
response curve after 20s. For visual-leading SOAs, the synchronous responses tend to
increase over time and plateau, whereas responses to auditory-leading SOAs do not.
66
Figure 3.11: Degree of adaptation, the difference between the proportion of synchronous
responses at the start and end of the fitted curve, as a function of SOA. Again Error bars
represent the standard error of the mean values.
3.4 Experiment 3
In both Experiment 1 and Experiment 2, the degree of adaptation was asym-
metrical, and was larger for visual-leading SOAs. The overall degree of adap-
tation for visual-leading SOAs was less in Experiment 2 (mean 0.15) than
in Experiment 2 (mean 0.3). To further investigate how the duration of ex-
posure to the synchronous stimuli affects subsequent adaptation, the above




20 näıve healthy adults took part in the experiment (mean age 20.8, range 4,
14 female). Participants responded voluntarily to advertisements and were
given a small monetary compensation for their time. Participants gave writ-
ten informed consent to the study, and to the use of their data. The study
was approved by the Newcastle University Ethical Committee and was run





I compared two SOAs: 300ms, and -300ms, preceded by one of two syn-
chronous durations: 5s and 20s (see Figure 3.12). Additionally, I kept the
0ms SOA condition as a control condition (see Experiment 1 Methods - Anal-
ysis). This led to a 2 × 2 factorial design (SOA × synchrony duration). I
did not include the 0ms SOA in the ANOVA. The stimuli had a duration of
50s. There were 12 trials for each condition, leading to 60 trials of 55s each.
Figure 3.12: Experiment 3 trial time-course. Each trial began with with a fixation cross
for 3s. The auditory-visual stimulus was then presented synchronously for either 5s or
20s each trial. The synchrony of the stimulus then changed to the trial SOA until the
total duration of the stimulus was 50s. Participants continuously monitored the stimulus
and reported their perceived simultaneity of the auditory and visual components. After
stimulus presentation, the screen was blank for 2s before the onset of the next trial.
Analysis
See subsection 3.2.1 - Analysis.
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3.4.2 Results
After fitting, 2 participants were removed from further analysis due to their
response in the synchronous condition (10% of cohort). The average time-
course of participants responses to synchronous stimuli are shown in Fig-
ure 3.13. Responses to the remaining SOA conditons are shown in Fig-
ure 3.14.
Figure 3.13: Proportion synchronous trial time-course with 0ms SOA for all participants
(n = 18). The proportion of synchronous responses is consistently close to 1 after partic-
ipants have started to respond. As expected, responses have a similar profile to the 0ms
SOA condition in both Experiment 1 Experiment 2.
The degree of adaptation as a function of SOA and duration of the pre-
ceding synchronous period is shown in Figure 3.15. A 2 × 2 (SOA × syn-
chronous duration) repeated measures ANOVA was performed on the degree
of adaptation. There was a main effect of SOA (F (1, 17) = 13.395, p =
0.002, η2p = 0.441) but no effect of the duration of the synchronous pe-
riod (F (1, 17) = 1.162, p = 0.296, η2p = 0.064). One-sample t-tests showed
that the degree of adaptation was significantly greater than zero for visual-
leading conditions (visual-leading 5s synchrony: t(17) = 3.623, p < 0.0005;
visual-leading 20s synchrony: t(17) = 2.707, p = 0.007). Additionally, the
degree of adaptation was significantly less than zero when the asynchrony
was auditory leading and the adaptation duration was 20s (auditory-leading
5s synchrony: t(17) = 1.103, p = 0.142; auditory-leading 20s synchrony:
t(17) = 2.563, p = 0.010; synchrony: t(17) = 1.703, p = 0.52).
Results pertaining to the adaptation duration have been omitted as they
were heavily biased by the measurement procedure.
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Figure 3.14: Proportion synchronous time-courses for all non-zero SOA conditions
(n = 18). Grey regions represent the standard error of the mean value. Green regions
represent the initial stage of the trial, during which the SOA was 0ms. After the change
to asynchrony, the proportion of synchronous responses to visual-leading SOAs increases
over time, whereas responses to auditory-leading SOAs do not.
3.5 Discussion
In this chapter, I conducted three experiments about auditory-visual adapta-
tion, which is a key methodology in classical recalibration studies. In Exper-
iment 1, I looked at time-courses of auditory-visual adaptation. To provide
a base-line response, each trial began with 5s of synchronous presentation. I
found that the SOA has a significant linear effect on the degree of adaptation,
and that the degree of adaptation was significantly greater than zero when
the SOA was -100ms, 200ms, 300ms, and 400ms. In Experiment 2, I repli-
cated the result that the SOA significantly affects the degree of adaptation.
Finally, in Experiment 3 I again replicated the effect of SOA on the degree
of adaptation.
In all experiments, I was not able to measure the adaptation duration ac-
curately because, in many cases, our fitting procedure indicated that it was
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Figure 3.15: The degree of adaptation in Experiment 3 as a function of modality order
and the duration of the initial synchronous presentation (n = 18). Adaptation occurred
for visual-leading SOAs but not for auditory-leading SOAs.
longer than the trial length. While this may qualitatively indicate that adap-
tation can occurs over 30—40 seconds, I cannot verify this quantitatively. Fu-
ture work on the time-course of adaptation should seek to refine the fitting
procedure so that the adaptation duration can be measured accurately.
Classical recalibration studies have shown that prolonged exposure to asyn-
chrony can shift the PSS in the direction of the exposed asynchrony [38].
These experiments had 3 minute extended adaptation periods before experi-
mental blocks, as well as re-exposure periods before each trial [38, 40]. In this
study, adaptation occurred within the 45s trial SOA and often over shorter
10-20 second epochs. Therefore, it is possible that PSS shifts presented in
these classical recalibration experiments were driven primarily by the re-
exposure phase. Additionally, this provides evidence that classical and rapid
recalibration rely on different neural mechanisms, since adaptation cannot
occur within a timescale applicable to rapid recalibration.
I hypothesised that adaptation would occur to a greater extent for visual-
leading stimuli than for auditory-leading stimuli. This hypothesis was based
upon the natural bias for visual-leading stimuli elicited by the multisen-
sory system when judging synchrony or temporal order (see section 1.2 -
Temporal Factors). I showed that although adaptation can occur for small
auditory-leading asynchronies, the degree of adaptation was much greater for
visual-leading asynchronies. For auditory-leading asynchronies larger than
100ms, adaptation did not occur. Interestingly, classical recalibration stud-
ies have demonstrated recalibration to auditory-leading stimuli with greater
asynchronies, when adaptation may not have occurred. In these cases, it is
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possible that recalibration effects in the auditory-leading direction were not
driven by perceptual changes to the adaptation stimulus. This hypothesis
may also describe the origin of the effect size modality order asymmetry in
rapid recalibration.
There is a natural preference for visual leading asynchronies in nature, which
may be driven by differences in physical and neural transduction speeds [27].
It is possible that low-level perceptual changes occur in the visual-leading
direction only, whereas recalibration to auditory-leading asynchrony requires
more time to establish higher-order associations. Overall, these experiments
give context to the ongoing debate about differences between the underlying
mechanisms of rapid and classical recalibration. Future work should address
whether low-level neural correlates of adaptation (e.g. phase shifts of neural
oscillations in primary sensory cortices [97]) occur more readily for visual-






In Chapter 3, I investigated temporal adaptation: the key methodological
manipulation of sustained recalibration studies. I demonstrated an asymme-
try in the adaptation effect, which challenges assumptions about how recali-
bration occurs.
To date, no brain regions have been associated with temporal recalibration or
temporal adaptation. In this chapter, I will use the same stimuli as in Chap-
ter 3 to manipulate the state of adaptation whilst collecting fMRI data. I will
use continuous stimuli with some temporal characteristics similar to those of
natural speech, to investigate the neural basis of adaptation to ecologically
valid stimuli.
4.1 Introduction
Very little is known about how auditory-visual adaptation occurs in the brain.
One recent study demonstrated a correlation between the size of the recali-
bration effect and the phase of neural oscillations in the auditory cortex [97].
The authors hypothesised that over time, ongoing cortical oscillations be-
come entrained to external stimuli. Subsequently, precession occurs in the
oscillatory phase to facilitate the encoding of the asynchronous event tim-
ing. However, it is not clear how or where this phase precession occurs, and
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imaging with higher spatial resolution is necessary for further investigation.
Although little is known about temporal adaptation in the brain, many stud-
ies have addressed the neural responses to stimulus repetition. Typically,
the neural response to some stimulus decreases with the number of repeti-
tions [160–164] (for a review see [165]). This neural response is referred to
as repetition suppression. One explanation for repetition suppression is that
the brain is able to represent the presented stimulus using fewer resources
when it is repeated. The sparse encoding of stimulus features leads to an
increase in sensitivity to small changes that do not match the internal rep-
resentation [161, 165, 166]. These models of stimulus repetition may apply
to adaptation; in this case the neural response to temporal asynchrony will
reduce as the duration of exposure increases.
For temporal adaptation, the concept of perceptual synchrony adds a con-
found not present in repetition suppression studies. This is because it is not
clear whether existing patterns of neural activity are elicited via physical or
perceptual synchrony or asynchrony. For example, in section 1.4: Neural
Correlates of Multisensory Integration I discussed some brain regions which
tend to be more active during temporal congruence than incongruence, and
even display superadditive behaviours [14, 16, 105, 119]. However, these
brain regions may not display these behaviours if both physical synchrony
and asynchrony are perceptually synchronous to the observer, as a result of
adaptation to prior stimuli.
One study has investigated the neural basis of perceptual synchrony and
asynchrony [122]. In the scanner, participants were presented with asyn-
chronous speech streams and asked to report when they felt that synchrony
of the speech changed by pressing one of three keys: auditory-leading, syn-
chronous, and visual-leading. These responses were then modelled as boxcar
functions in the fMRI analysis. The authors demonstrated distinct regions
within the superior temporal sulcus (STS) that were more active for percep-
tual synchrony than perceptual asynchrony or vice versa, and additionally
identified a region in the prefrontal cortex (PFC) which was more active dur-
ing perceptual asynchrony. These regions are thought to form a network in
which the PFC modulates activity in the STS [122, 124, 126, 167]. It is pos-
sible that these brain regions will be involved in the underlying mechanism
of adaptation, but it is not clear whether activity will reduce over time via
repetition suppression.
To investigate, I used the novel paradigm and stimuli as described in Chap-
ter 3 in conjunction with continuous fMRI. I manipulated the modality or-
der of the asynchrony and the presentation order of synchronous and asyn-
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chronous sections of the stimulus to elicit adaptation during specific pe-




• The overall neural response to the temporal asynchrony is increased
when the asynchrony is first presented, relative to when the same asyn-
chrony has been presented for a longer duration.
• Asynchronous perceptual states elicit a response in the superior tem-
poral sulcus (STS) and prefrontal cortex (PFC).
• Synchronously presented stimuli will elicit a greater response in the
STS than asynchronously presented stimuli.
4.2 Methods
4.2.1 Participants
23 right handed adults (14 female, 9 male; mean age 24, standard deviation
4.7, range 18–36) took part in the study. 23 participants reported normal
or corrected to normal vision, 22 participants has normal hearing (one par-
ticipant had moderate tinnitus but was able to hear the stimuli clearly).
Participants were recruited via the Newcastle University Institute of Neu-
roscience volunteer mailing list and were given £5 per hour or their time.
All participants gave informed consent to the experiment. The study was
performed in accordance with the declaration of Helsinki and approved by
the Ethics committee of Newcastle University.
4.2.2 Apparatus
The visual stimuli were back-projected onto a screen at the foot end of the
scanner using a Canon XEED LCD projector (1280 × 1024 pixels, 60Hz).
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Participants view the projection through an angled mirror attached to the
head coil 10cm above their eyes. Auditory stimuli were presented with an
MR-compatible audio system and delivered with in-ear electrostatic trans-
ducer headphones (NordicNeuroLab). To reduce scanner noise for partici-
pants, the headphones were modified such that they could be comfortably
worn beneath ear defenders. Head motion was restricted by placing foam
pads between the head and the head coil. The experiment was run on a
Windows 7 PC. Psychophysics Toolbox version 31 [148, 149] was used to
present stimuli and record responses (run on 32-bit MATLAB 2012, Math-
works, Inc.). Participants responded by key-press on a MR-compatible key
pad (LumiTouch).
4.2.3 Stimuli
The auditory and visual stimuli used in this experiment are described in
detail in Chapter 3. They consisted of a blue cuboid and an amplitude-
modulated tone for which the modulation envelope was derived from speech.
I was able to alter the delay between auditory and visual components of the
stimulus smoothly, without any clipping, popping, or other indication. In
this experiment, all auditory-leading asynchronies had an SOA of -300ms,
and all visual-leading asynchronies had an SOA of 300ms. When auditory
and visual components of the stimuli were synchronous, the SOA was 0ms.
I use the terms physical synchrony and physical asynchrony in this chapter
simply as a means to differentiate from perceptual synchrony and asynchrony.
Physical synchrony is used to describe the stimuli when the have been pre-
sented with an SOA of 0ms. I did not verify that the stimuli were in fact
physically synchronous during the experiment, nor did I account for the time
taken for signals to be transduced from the control PC to the projector and
headphones. However, any deviations from the intended SOA were consis-
tent across all trials and were orders of magnitude less than the experimental
variation of SOA (300ms between condiditons).
4.2.4 Design
Each functional run consisted of 7 trials in which I presented the stimuli for
40s. In three trials, the synchrony of the stimuli was unchanged through-
out presentation (auditory-leading, visual-leading, and synchronous). In the
1http://psychtoolbox.org/
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remaining trials, I altered the physical synchrony of the presented stimuli
after 20s, but always included 20s of synchrony (auditory-leading to syn-
chronous, synchronous to auditory-leading, visual-leading to synchronous,
and synchronous to visual-leading –see Figure 4.1). Participants continu-
ously reported on the synchrony of the stimuli throughout each trial. Fixa-
tion crosses were presented for 20s before each trial, and after the last trial.
The trial order was random for each run and there were were 4 functional
runs per participant.
Figure 4.1: fMRI behavioural task. Each trial began with with a fixation cross for 20s.
The auditory-visual stimulus was then presented for 40s each trial. In four out of seven
conditions, the asynchrony of the stimulus changed after 20s for the remaining 20s of the
trial. If the first interval was synchronous, the second interval was auditory-leading, visual-
leading, or synchronous. If the first interval was visual-leading, the second interval was
visual-leading or synchronous. Finally, if the first interval was auditory-leading, the second
interval was auditory-leading or synchronous. Participants continuously monitored the
stimulus and reported their perceived simultaneity of the auditory and visual components.
The next trial began immediately after the offset of the stimuli.
4.2.5 Procedure
Index and middle fingers were used to report the perceived synchrony or
asynchrony of the stimuli. Participants were asked to hold down a response
key at all times whilst stimuli were presented, and to remove pressure during
the fixation period. Participants were instructed to hold one response key
while they perceived the stimuli to be synchronous, and to hold the other
response key perceived the stimuli to be asynchronous. Outside the scanner,
participants were familiarised with viewing and responding to the stimuli in
a practise run (three 30s trials: auditory-leading, visual-leading, and syn-
chronous). Response keys were counterbalanced between participants and
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responses were captured every 17ms throughout each functional run. Ad-
ditionally, participants were instructed not to respond during the fixation
period.
Once inside the scanner, soft pads were placed in the head coil to restrict
movement. I then presented the stimuli whilst performing dummy scans to
ensure participants were able to comfortably hear the stimuli over scanner
noise. Each functional run was 7 minutes 20s in duration. There were four
functional runs for 22 participants and 3 for one participant due to technical
issues.
4.2.6 Image Acquisition
All participants were scanned at the Newcastle Magnetic Resonance Centre.
Anatomical T1-weighted images and functional T2*-weighted Echo Planar
Images (EPIs) were acquired from a 3 T Phillips Intera Achieva magnetic
resonance scanner using a Phillips 32-channel receive only head coil. The
high-resolution T1-weighted scan consisted of 150 slices and took approxi-
mately 5 minutes to acquire. The parameters of the structural scan were:
repetition time (TR) = 9.6ms, echo time (TE) = 4.6ms, flip angle = 8◦.
The field of view (FOV) was 240mm × 240mm × 180mm with a matrix size
of 208 × 208 pixels. Each voxel was 0.94mm × 0.94mm × 1.2mm in size.
The T2*-weighted Echo Planar Images (EPIs) were: acquisition time (TA)
= 1.3s, TR = 2s, TE = 30ms. The FOV was 192mm × 192mm × 115mm
in size with a matrix size of 64 × 62 pixels. Each voxel was 3mm × 3mm
× 4mm in size, with a 1 mm gap between slices. I used sensitivity encoding
(SENSE) with factor = 2 to increase the signal-to-noise ratio of the func-
tional images. For each participant, a total of 230 functional images were
acquired in each run (duration 7 minutes 20s). Before each functional run,
10 ”dummy” scans were acquired to allow for calibration of the T1 signal.
4.2.7 fMRI Preprocessing
To correct for head motion, functional images were realigned and re-sliced
to match the first image for each participant. These images were then
normalised to a standard Montreal Neurological Institute (MNI) EPI T2*-
weighted template with a re-sampled voxel size of 3 mm × 3 mm × 3 mm.
Resulting images were spatially smoothed with a Gaussian kernel (6 mm full-
width-at-half-maximum). To remove low frequency signal drifts, a high-pass
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filter with a cutoff of 128 s was applied.
4.2.8 fMRI Whole-brain Analysis
For all analyses I initially preprocessed data using SPM82 [168]. I used
the general linear model (GLM) with a two-step mixed-effects approach.
A fixed-effects model was used to analyse each participant’s data set. A
random-effects model was used at the group level. There was no additional
smoothing of the images at the group level. I analysed data at the first level
using 3 separate design matrices, each to test a different hypothesis.
Adaptation
I constructed the first design matrix to address the first hypothesis: that over-
all neural responses to temporal asynchrony reduce over time. Recall that
there were seven conditions: synchronous, auditory-leading, visual-leading,
auditory-leading to synchronous, visual-leading to synchronous, synchronous
to auditory-leading, and synchronous to visual-leading. Each condition was
presented for 40s. To test the hypothesis, I divided the 40s duration into
the first and second 20s interval. I modelled the onset of the second inter-
val for each of the seven conditions as a boxcar function with a duration of
20s. I created three additional regressors for the onset of the first interval.
The first regressor modelled the onset of the auditory-leading and auditory-
leading to synchronous conditions (2 trials). The second modelled the onset
of the visual-leading and visual-leading to synchronous conditions (2 trials).
The third regressor modelled the onset of the remaining conditions (3 trials).
Lastly, fixation periods were modelled as a single boxcar function. All box-
car functions were convolved with the canonical heamodynamical response
function and entered into the design matrix as regressors of interest. In ad-
dition, the movement parameters and a constant term for each functional
run were included in the design matrix as regressors of no interest. A linear
combination of the regressors was fitted to the BOLD signal to estimate the
beta weight for each regressor.
For the first-level analysis, contrast images were computed from the beta-
weight images. I focused on the following contrasts of the second 20s inter-
vals(but report other significant contrasts for completeness):
2https://www.fil.ion.ucl.ac.uk/spm/
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• Visual adaptation: visual-leading vs. synchronous to visual-leading.
• Auditory adaptation: auditory-leading vs. synchronous to auditory-
leading.
For the second-level group analysis, one-sample t-tests of participants’ con-
trast images were conducted at each voxel. For statistical analyses, I used an
initial threshold of punc = 0.001 and extent threshold of k = 10. I considered
clusters as significant if p < 0.05 FWE-corrected at the cluster level (unless
otherwise stated). I only report significant contrasts.
Perceptual Synchrony and Asynchrony
The second design matrix tested the second hypothesis: that asynchronous
perceptual states elicit responses in the STS and PFC. Participants’ responses
were used to model periods of perceptual synchrony, perceptual asynchrony,
and neither percept (i.e. no response). The onset and duration of these 3
perceptual conditions were based on participants’ key presses, convolved with
the canonical hemodynamic responses, and entered into the design matrix as
regressors of interest. As before, the design matrix also included the move-
ment parameters and a constant term for each functional run as regressors of
no interest. A linear combination of the regressors was fitted to the BOLD
signal to estimate the beta weight for each regressor. For the first level anal-
ysis, I contrasted perceptual synchrony against perceptual asynchrony. For
the second-level group analysis, one sample t-tests of participants’ contrast
images were conducted at the voxel level.
Physical Synchrony and Asynchrony
Here I use the term “physically synchronous” to mean that the stimuli were
presented with an SOA of 0ms, and “physically asynchronous” to mean that
stimuli were presented with any non-zero SOA. I did not verify that the stim-
uli were absolutely physically synchronous using any measurement apparatus.
This terminology serves only to differentiate this trial design, as it is possible
for stimuli to be presented asynchronously but perceived synchronously. The
final design matrix tested the hypothesis that physically synchronous stimuli
elicit responses in the STS. For all 7 conditions, I modelled the entire 40s
duration as 40s boxcar functions. Fixation periods were modelled as a single
boxcar function. As before, the design matrix also included the movement
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parameters and a constant term for each functional run as regressors of no
interest. A linear combination of the regressors was fitted to the BOLD sig-
nal to estimate the beta weight for each regressor. For the first-level analysis,
I focused on the following contrasts:
• Synchronous vs. (auditory-leading + visual-leading).
• Synchronous vs. auditory-leading.
• Synchronous vs. visual-leading.
For the second-level group analysis, one-sample t-tests of participants’ con-
trast images were conducted at each voxel.
4.3 Results
4.3.1 Behaviour
One participant did not respond to the stimuli in any functional run. An-
other participant failed to respond during one functional run. I removed
these runs from further fMRI analysis since I cannot be certain that these
participants were attending to the stimuli during this time. The time-courses
of participants responses from the remaining runs are shown in Figure 4.2 &
Figure 4.3.
Due to the low number of trials for each condition, I was not able to ade-
quately fit the behavioural data to verify adaptation effects at the participant
level. However, note the progressive increase in the proportion of synchronous
responses over time (see visual-leading stimuli in Figure 4.3) This is indica-
tive of adaptation.
4.3.2 fMRI Whole-Brain Analysis
I used a liberal initial threshold of punc = 0.001 and k = 10 for exploratory
analysis of the group level contrasts. Locations of significant clusters were
mapped via the WFU Pickatlas Toolbox [169] using peak voxel MNI coordi-
nates.
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Figure 4.2: Time-courses of participant’s responses to the multisensory stimuli during syn-
chronous trials (n = 22). A synchronous response is assigned a value of 1, an asynchronous
response the value of 0, and no response is assigned 0.5. As expected, the proportion of
synchronous responses remains high throughout the trial (as in Chapter 3).
Figure 4.3: Time-courses of participant’s responses to the multisensory stimuli during
asynchronous trials (n = 22). A synchronous response is assigned a value of 1, an asyn-
chronous response the value of 0, and no response is assigned 0.5.
Adaptation
I compared activation during the final 20s of trials in which the asynchrony
was the same, but the asynchrony of the initial 20s was different. During
visual-leading asynchrony, regions in the posterior cingulate cortex (PCC)
and middle occipital gyrus (MOG) were significantly more active when the
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preceding interval was visual-leading, compared to when the preceding inter-
val was synchronous3 (see Table 4.1, and Figure 4.4).
Location Hem k Z MNI coordinate punc pcorr
x y z
posterior cingulate cortex L 66 4.37 -15 -61 4 < 10−5 0.005
middle occipital gyrus L 74 4.25 -9 -97 10 < 10−5 0.003
posterior cingulate cortex R 44 3.72 18 -61 10 0.003 0.029
k, cluster size; Z, Z-score; punc, uncorrected cluster-level p-value; pcorr,
FWE-corrected cluster-level p-value
Table 4.1: Visual-leading > synchronous to visual-leading (n = 22). Significantly greater
activation occurred during visual-leading asynchrony when preceded by visual-leading than
when preceded with synchrony. Coordinates are the local maxima for p < 0.05.
Figure 4.4: Visual-leading > synchronous to visual-leading (n = 22; final 20s). In bi-
lateral PPC and left MOG, significantly greater activation occurred during visual-leading
asynchrony when preceded by visual-leading than when preceded by synchrony.
There was significantly greater activation in the intraparietal sulcus (IPS)
and middle temporal gyrus (MTG) when synchronous stimuli were preceded
by auditory-leading stimuli compared to when preceded by synchronous stim-
uli (see Table 4.2 and Figure 4.5). There were no other significant activations.
3The left and right PCC clusters have their peak voxels and 71.4% of their volume
inside the PCC when using the Talairach Daemon atlas.
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Location Hem k Z MNI coordinate punc pcorr
x y z
intraparietal sulcus R 311 4.55 57 -43 46 10−5 10−5
intraparietal sulcus L 71 4.28 -45 -40 40 10−5 0.004
middle temporal gyrus R 55 4.23 63 -46 -11 0.001 0.015
k, cluster size; Z, Z-score; punc, uncorrected cluster-level p-value; pcorr,
FWE-corrected cluster-level p-value
Table 4.2: Auditory-leading to synchronous > synchronous (N = 22). Significantly
greater activation occurred during synchrony when it was preceded by auditory-leading
stimuli than when preceded with synchrony. Coordinates are the local maxima.
Figure 4.5: Auditory-leading to synchronous > synchronous (N = 22). In bilateral IPS
and right MTG, significantly greater activation occurred during synchrony when it was
preceded by auditory-leading stimuli than when preceded with synchrony.
Perceptual Synchrony and asynchrony
I contrasted perceptual synchrony against perceptual asynchrony as reported
by participants during each trial, both correct and incorrect responses are
included (see subsection 4.2.4). The average perceptual timecourses are de-
picted in Figure 4.2 and Figure 4.3. Significant bilateral activation occurred
in frontal and parietal areas during perceptual asynchrony compared with
perceptual synchrony (see Table 4.3 and Figure 4.6).
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Location Hem k Z MNI coordinate punc pcorr
x y z
inferior frontal gyrus R 418 5.42 33 23 -8 < 10−5 < 10−5
inferior frontal gyrus L 140 4.71 -33 20 -8 < 10−5 < 10−5
intraparietal sulcus R 240 4.50 60 -43 43 < 10−5 < 10−5
intraparietal sulcus L 49 4.20 -42 -52 52 0.003 0.032
inferior frontal gyrus R 47 3.82 48 47 1 0.004 0.037
k, cluster size; Z, Z-score; punc, uncorrected cluster-level p-value; pcorr,
FWE-corrected cluster-level p-value
Table 4.3: Local maxima for perceptual asynchrony > perceptual synchrony (N = 22)
(see Figure 4.6)
Figure 4.6: Perceptual asynchrony > perceptual synchrony (N = 22). In bilateral IPS and
IFG, significantly greater activation occurred during perceptual asynchrony than during
perceptual synchrony.
Physical synchrony and asynchrony
I investigated contrasts between the synchronous, auditory-leading, and visual-
leading conditions. Three regions were significantly more active during auditory-
leading stimuli than during synchrony (see Table 4.4, Figure 4.7), but no re-
gions were more active for synchrony than asynchrony. No significant clusters
were present for any visual-leading contrast.
Location Hem k Z MNI coordinate punc pcorr
x y z
inferior frontal gyrus R 277 4.40 39 26 -11 < 10−5 < 10−5
inferior frontal gyrus L 86 4.11 -36 20 -11 < 10−5 0.001
intraparietal sulcus R 60 3.79 48 -46 40 0.001 0.009
k, cluster size; Z, Z-score; punc, uncorrected cluster-level p-value; pcorr,
FWE-corrected cluster-level p-value
Table 4.4: Auditory-leading > Synchronous stimuli (N = 22) (local maxima for p < 0.05,
see Figure 4.7).
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Figure 4.7: Auditory-leading > Synchrony (N = 22). There was significantly greater
activation in bilateral IFG and right IPS during auditory-leading stimuli than during
synchronous stimuli.
4.4 Discussion
The neural basis of auditory-visual temporal adaptation has not yet been
elucidated. I developed a novel stimulus set which has allowed me to study
temporal adaptation in the brain, as well as gain insight to the basis of
physical and perceptual asynchrony. My analysis of brain activation during
physical and perceptual synchrony and asynchrony has yielded significant
bilateral clusters in frontal and parietal regions associated with multisensory
processing. Analyses concerning adaptation yielded bilateral clusters in the
posterior cingulate cortex (PCC). Counter to my hypothesis, which was based
on repetition suppression, these clusters were more active when participants
had adapted to the asynchronous prior rather than during adaptation, but
only for visual-leading stimuli.
Throughout each trial, participants were asked to monitor the stimuli, and
report on the synchrony throughout presentation. Figure 4.3 depicts the av-
erage time-course of the participants for each condition. I did not perform per
participants analyses on these results due to the low number of trials. How-
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ever, the characteristics of group level response time-courses are as expected,
showing similar characteristics to the responses reported in Chapter 3. When
the visual-leading asynchrony was preceded by synchrony, there is an initial
dip in the synchronous response followed by a recovery phase in which partic-
ipants adapt to the new asynchrony. As in Chapter 3, adaptation appeared
to occur for visual leading stimuli only, and not for auditory leading stimuli.
I found that activation in the inferior frontal gyrus (IFG) and intraparietal
sulcus (IPS) was increased during physically auditory-leading stimuli com-
pared with physically synchronous stimuli, and during perceptual asynchrony
compared with perceptual synchrony. These regions have been reported in
studies of auditory-visual integration using various stimuli and tasks [106,
107, 121, 122, 124, 126, 170, 171]. However, with the exception of Noesselt
et al. [122], these studies reported increased activation during synchrony, not
asynchrony. It is possible that this is due to stimulus manipulations carried
out by Noesselt et al. as well as the present study, which increased stimulus
ambiguity. For example, Noesselt et al. [122] manipulated the synchrony
of the stimuli presented to each participant to induce an equal number of
perceptual switches between synchrony and asynchrony. Calvert at al. [16]
also presented participants with auditory-visual speech, but the visual com-
ponent of the stimulus was dubbed with a completely uncorrelated, incon-
gruent auditory-component. Perhaps the increased ambiguity present when
auditory-visual streams are asynchronous but associated in time, rather than
completely incongruent, increases cognitive load due to perceptual decision
making. In [171], activation in the frontal and parietal regions were observed
whilst participants performed temporal order and simultaneity judgements.
In this case, activation of the IPS and IFG was more robust when I contrasted
perceptual states than when I compared physical asynchronies, suggesting
that these regions are more associated with judgements about synchrony
than synchrony itself. More research is needed to dissociate these effects.
With regard to activation in bilateral IFG during auditory-visual asynchrony,
it has been proposed that perceptual asynchrony requires concurrent manip-
ulation of separate memory representations in the prefrontal cortex [122].
Assessments of the reliability of each stimulus modality may be performed
in frontal areas in order to provide topt-down modulation of sensory pro-
cessing [124]. In my experiment, participants were asked to monitor the
intentionally ambiguous synchrony of the stimuli, but it is not clear whether
increased BOLD responses in frontal regions are associated with stimulus
ambiguity, task demand or both. It would be beneficial to repeat this ex-
periment with a stimulus irrelevant task to determine the extent to which
this frontal activation is reliant on task demands. For example, participants
could be asked to passively view the presented stimuli whilst simltaneously
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completing a target detection task (i.e. responding to the detection of a tar-
get, say a red dot presented above the cuboid). This may make clear whether
frontal activation is related to conscious decisions about synchrony, as was
required by the current paradigm.
I hypothesised that the BOLD signal should increase when the synchrony
of the stimulus is changed, as the asynchrony represents a new novel stim-
ulus feature. I hypothesised that the BOLD response to asynchrony should
not be large when the asynchrony has been presented over an extended du-
ration. When I presented visual-leading asynchronous stimuli, there was
significantly more activation in the PCC when the stimulus was preceded by
the same visual-leading asynchrony, rather than by a synchronous stimulus.
This increased activity may be representative of the brain response when it is
adapted to, or compensating for, a stimulus with a visual-leading asynchrony.
This result is contradictory to stimulus priming studies, in which repeatedly
presented stimuli elicit response suppression [160–164]. It is likely that this
results from the underlying perceptual uncertainty of the temporally asyn-
chronous stimulus
Very little is known about the PCC, which forms a key node of the Default
Mode Network, wherein each node displays larger BOLD responses during
rest than during cognitive tasks. The PCC and ACC are highly anatomi-
cally [172] and functionally [173] connected brain regions. In addition, the
ACC is known to respond to conflicts in information processing [174], and in
turn redirects attention to the most behaviourally relevant stimuli to assist
with cognitive control [175]. Evidence is emerging that the PCC ”switches
mode”: functional connectivity changes dynamically in response to task de-
mands, suggesting it has a roles in cognitive control and conflict monitoring
as well as the default mode network [176]. Finally, recent work with non-
human primates suggests that the PCC monitors environmental change to
signal behavioural change [177]. In the context of my experiment, the PCC
is an ideally placed hub [178] for functional connectivity between the intra-
parietal sulcus and inferior frontal gyrus [173], and may have been involved
in monitoring the ongoing temporal conflict to enact behavioural change.
To further investigate the role of the PCC in temporal adaptation, a future
study could examine whether functional connectivity between the PCC and
IPS or IFG can be modulated by the state of adaptation.
When participants were presented with synchronous stimuli, there was signif-
icantly more activation in parietal and temporal areas when this was preceded
by an auditory-leading, asynchronous stimulus rather than a synchronous
stimulus. This may be indicative of temporal recalibration. However it
should be noted that these significant regions of activity were also present
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when contrasting physically auditory-leading stimuli against synchrony. The
behavioural response that occurred after changing from an auditory-leading
stimulus to a synchronous stimulus took around 10s to stabilise (see Fig-
ure 4.3. Therefore, it is also possible that BOLD responses remained elevated
due to the previous asynchrony. To more closely investigate adaptation af-
tereffects, a future study should compare the decay of the BOLD response
in the IPS against the average BOLD response in sensory regions.
In summary, I have applied the robust behavioural effects present in Chap-
ter 3 to manipulate behavioural states and measure the resulting neural re-
sponse. This work supports the hypothesis that frontal and parietal regions
contribute to the perception of asynchrony and are likely functionally linked
in this context. In light of these findings, it is important to note that the pre-
sented stimuli were derived from speech, but held no semantic information.
This work also indicates that the PCC may act as a monitor and facilitator





Correlates of Resting GABA
Concentration
The inhibitory neurotransmitter gamma-aminobutyric acid (GABA) may
have multifaceted effects on sensory integration in the brain. In this chap-
ter, the strength of auditory-visual integration is measured using a robust
behavioural paradigm [179], and measure resting GABA in two brain regions
using magnetic resonance spectroscopy (MRS). I aim to uncover the extent
to which inhibitory neurochemical mechanisms contribute to integration.
5.1 Introduction
Inhibition is an important factor in sensory integration. Many studies have
shown that inhibition, mediated by the neurotransmitter gamma-aminobutyric
acid (GABA), is important for sensory performance. For example, Wolf et
al. [128] measured the spatial selectivity of neurons in the primary visual
cortex of a kitten, before and after administering a GABA antagonist. The
spatial selectivity of the neurons decreased after administration of the antag-
onist, demonstrating the role of GABAergic inhibition in sensory tuning.
Recently, methodology has been developed to measure the concentration of
GABA in vivo. The concentration of the inhibitory neurotransmitter gamma-
aminobutyric acid (GABA) is correlated with visual orientation discrimina-
tion performance [142]. The authors suggested that perception is improved
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by the presence of GABAergic inhibition, which leads to more selectively
tuned neural responses. GABA may inhibit neural responses in nearby re-
ceptive fields to improve spatial tuning [180].
Another recent investigation demonstrated that GABA concentration is im-
portant for tactile discrimination. In the experiment, participants were pre-
sented with standard and comparison vibrotactile stimuli in sequence, and
judged whether the frequency of the second stimulus was the same or differ-
ent to the the first. An adaptive procedure was used to estimate the 75%
correct threshold. There was correlation between GABA concentration in
the sensorimotor cortex, and individual differences in tactile discrimination
performance [143]. The authors postulated that inhibition is generally im-
portant in sensory discrimination performance.
A general function of multisensory integration is to suppress neural responses
to stimuli that are not aligned in space and time [8, 15, 16, 91, 98, 100, 101,
127] (for a review see [2]). Given the importance of inhibition for neuronal
selectivity, it is likely that inhibition plays a role in multisensory integration.
Regarding spatial selectivity, the role of inhibition in multisensory integration
is less clear because different modalities represent space in different coordi-
nate spaces. Some transformation must occur to align the reference frames of
each modality, to perform integrative operations. There is evidence that this
transformation occurs in the parietal cortex [115, 116] and superior colliculus
(SC) [181]. Computational models have suggested that inhibitory signals are
important for mainting spatial frames of reference between modalities [182,
183]. It is possible that GABAergic inhibition mediates the suppression of
neural responses to multisensory stimuli that are not aligned in space.
Neural oscillations likely form the basis upon which we encode temporal
structure [59, 61, 97, 184]. Fast spiking GABAergic interneurons are impor-
tant to the generation of high-frequency gamma oscillations [185, 186]. Both
[142] and [143] demonstrated a ternary correlation between the concentration
of GABA, behavioural performance, and gamma band power. This suggests
that GABAergic inhibition may play a role in temporal discrimination.
A recent experiment has demonstrated a ternary correlation between GABA,
gamma band power, and the illusion rate of the sound induced flash illu-
sion [146]. This experiment demonstrates that GABA can affect multisensory
percepts. However, this illusory percept is not indicative of how multisensory
integration enhances sensory perception in general. I aimed to demonstrate
that inhibition mediated by GABA plays a general role in multisensory en-
hancement. To do so, I utilised an auditory discrimination paradigm which
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elicits a robust effect [179], and compared behavioural results with GABA
concentration in two multisensory regions. I identified these multisensory re-
gions by their increased BOLD response to temporal congruence in a previous
fMRI paradigm using the same stimuli [126].
5.1.1 Aims
I hypothesised that:
• The extent to which integration augments performance in an auditory
discrimination task is correlated with resting GABA concentration in
the superior temporal sulcus (STS) and intraparietal sulcus (IPS).
5.2 Methods
5.2.1 Participants
16 healthy adults (7 male, mean age 21.8, range 18–39, 1 left handed) took
part in the experiment. All participants reported normal or corrected to
normal vision and hearing and were näıve to the experiment and stimuli.
Participants responded voluntarily to advertisements and were given a small
monetary compensation for their time. Participants gave written informed
consent to the study, and to the use of their data. This study was performed




Note that this experimental procedure is exactly as in [179], Experiment
2. Auditory stimuli comprised amplitude-modulated tones with a carrier
frequency of 250 Hz. Five tones were sinusoidally amplitude-modulated at
a frequency of 2 Hz with modulation depths of: 52%, 44%, 36%, 28%, and
20% (see Figure 5.1). The tones were created in MATLAB 2012 with a 44.1
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kHz sampling rate and saved as 1.5s stereo wav files. Sounds were presented
at 75 dB SPL using Sennheiser HD380 pro headphones.
Visual stimuli were 1.5s videos of a size-modulated three-dimensional (3D)
cuboid. In 3D Studio Max (Autodesk, Inc.) the “spherify” modifier was used
to vary the size of a blue rectangular box of size 1.0 × 1.2 × 4.0 units (width
× height × length). The modifier was varied sinusoidally at either 1 or 2 Hz
and between values of 0.16 and 0.44 (where a value of 0 is the original cuboid
and a value of 1 is a sphere, see Figure 5.2). The cuboid was rendered at
an oblique angle against a uniform black background. The cuboid spanned
a visual angle of 13.7◦ × 13.7◦ (300 × 300 pixels,see Figure 5.1). The videos
were saved as Quicktime mov files (60 frames per second, H.264 compression)
and were displayed using a Dell Ultrasharp 19” flat panel monitor (model:
1907FP) at a resolution of 1280 × 1024 pixels.
Procedure
The behavioural experiment was run in three blocks: one auditory-only and
two auditory-visual. The auditory-only block was always completed first.
Participants were asked to read a set of instructions and confirm their un-
derstanding before beginning the experiment. Participants then completed
a short practice block, which was composed of 16 auditory-only trials and
gave feedback via a short beep for an incorrect answer. Feedback was not
given during the experiment. Throughout the experiment, participants were
seated in a dimly lit sound attenuating chamber.
In auditory-only blocks, participants were asked to listen to two sounds, and
ascertain whether they were same or different. Participants listened to the
tones and determined whether they were the same or different by listening
to the relative difference in amplitude modulation (i.e. did the volume of
one tone fluctuate more than the other?). When the presented pairs were
different, one of the tones had modulation depth 20% and the other tone
had depth 28%, 36%, 44%, or 52%. The order of presentation of smaller and
larger modulation depth was counterbalanced. When the presented pair was
the same, the percentage depth was 20%, 28%, 36%, 44%, or 52%. This led to
5 percentage differences between stimuli: 0% (same), and 8%, 16%, 24%, or
32% (different). There were 16 trials per percentage difference in modulation
depth. All 80 trials were completed in one block, with a self-timed break after
64 trials.
In auditory-visual blocks, participants were again asked to listen to two
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Figure 5.1: Example auditory and visual stimuli. The auditory tones were sinusoidally
amplitude modulated at a frequency of 2Hz (black) and with a variable percentage depth
(top: 20%, middle: 52%). The average amplitude was kept constant across modulation
depths. The carrier frequency of the tones was 250 Hz. The shape size (blue) was modu-
lated at either the same rate as the tone (2Hz, top), or a lower frequency (1Hz, middle)
to yield congruent and incongruent combinations. Visual stimuli were blue cuboids, and
a spherify modifier smoothly interpolated the vertices of the object into that of a sphere.
The value of this modifier oscillated between low (0.16, see “1”) and medium (0.44, see
“2”) values.
sounds and decide whether they were the same or different. A blue cuboid
was presented alongside one of the amplitude-modulated tones, and a blue
dot was presented alongside the other (see Figure 5.2). The presentation or-
der of the shape and the dot was counterbalanced. In each trial, the cuboid
was paired with either the greater or lesser modulated tone, and was tem-
porally congruent with the tone (2Hz) or incongruent (1Hz). This led to 4
auditory-visual conditions: congruent greater modulation (Cong >), congru-
ent lesser modulation (Cong <), incongruent greater modulation (Incong >),
and incongruent lesser modulation (Incong <). There were 16 trials per dif-
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ference level for each auditory-visual condition, leading to 320 trials. These
were completed over two 160 trial blocks, with self-timed breaks after 64 and
128 trials. Participants were asked to continually attend the visual stimuli
whilst discriminating the auditory stimuli.
In each trial, a fixation cross was presented for 0.5s (see Figure 5.2). An
amplitude-modulated tone and a blue dot or cuboid was presented for 1.5s,
followed by a blank screen for 1s. Another amplitude-modulated tone and
blue dot or cuboid was presented for 1.5s, followed by a green dot which
indicated that a response was required. The response dot was displayed
until a response was given. A blank screen was displayed for 1 second before
the next trial began.
Figure 5.2: Trial time-course for an auditory-visual trial. In this example, a temporally
congruent shape is paired with the tone with the lesser amplitude modulation. Participants
heard the amplitude-modulated tones in two intervals and were asked whether the two
sounds were the same or different. The shape modulation rate was either congruent (2 Hz,




For each participant and each condition, I calculated the average proportion
of different responses for each modulation depth difference, and performed
an initial ANOVA on the group. I then fit a cumulative Gaussian function
to the resultant 5 datapoints.
During experimentation, an error occurred in which the order of presentation
of the stimuli were not properly counterbalanced. For 1 participant, if the
cuboid was to be presented alongside the greater amplitude-modulated tone,
it was always presented during the first interval. Conversely, if the cuboid
was to be paired with the lesser amplitude-modulated tone, it was always
presented in the second interval.
Derived Behavioural Measures
In [179], the main effect of shape pairing occurred when the auditory-visual
pair were temporally congruent. When the shape was paired with the lesser
amplitude-modulated tone the overall proportion different response was re-
duced, and when paired with the greater amplitude-modulated tone, the
overall proportion different response was increased. This resulted in a large
separation between the proportion different for Cong > and Cong < con-
ditions at each amplitude modulation difference (see [179]). A measure of
integration strength was derived as the difference between 75% thresholds




After completing the behavioural study, participants were invited to take
part in MRS spectroscopy providing that (a) their 75% threshold for ampli-
tude modulation difference in all behavioural conditions could be accurately
estimated, and (b) that their discrimination accuracy in the auditory-only
task was above 70% for the largest amplitude modulation difference. In the
scanner, soft pads were placed in the head coil to restrict movement, and
participants were asked to lie as still as possible during the scans. A high-
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resolution scan was initially performed, and MRS acquisition volumes were
placed using the high-resolution image. Participants were allowed to hear
music during the structural scan but not during spectroscopy acquisition.
Structural MRI
To perform volume segmentation of the MRS and accurately estimate GABA
concentration, a high-resolution T1-weighted scan was performed. This scan
consisted 150 slices, with repetition time (TR) = 9.6ms, echo time (TE) =
4.6ms, flip angle = 8◦, field of view (FOV) 240mm × 240mm × 180mm,
matrix size 208 × 208 pixels, voxel size 0.94mm × 0.94mm × 1.2mm, and
took 5 minutes to complete.
MRS Acquisition
MRS was performed in two regions: the left superior temporal sulcus (STS),
and right inferior frontal gyrus (IFG) (see Figure 5.3). The average voxel
sizes in left STS or IPS were 24.8 mm ± 0.9 mm (anterior-posterior, mean
± standard error), 36.5 mm ± 2.2 mm (right-left) and 29.8 mm ± 1.8 mm
(inferior-posterior).
Figure 5.3: MRS acquisition volumes in the left temporal cortex (left) and right parietal
cortex (right).
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GABA+, which contains other macromolecules with the same resonance, was
measured and the proportion of GABA within the GABA+ signal was sub-
sequently estimated. GABA+ was measured with magnetic resonance spec-
troscopy (MRS) using the MEGA-PRESS method [132]. Specific parameters
were: TR 2000ms, TE 68ms, 320 averages, acquisition bandwidth 1000Hz,
and acquisition time 11 minutes. An inverse Gaussian editing pulse was ap-
plied at 1.9ppm during EDIT-ON scans and 7.5ppm during EDIT-OFF scans.
The GABA+ signal at 3.02ppm was separated from the overlying creatine sig-
nal by subtracting the EDIT-OFF from the EDIT-ON spectra. Acquisitions
took place on a Phillips Intera Acheiva 3 Tesla MRI scanner with an eight
channel head coil. The MEGA-PRESS spectra were analysed using the GAN-
NET pipeline [131] in MATLAB 2012, and Gaussian curves were fitted to the
GABA+ spectral peaks [136]. If fitting could not be performed accurately
(GANNET fit error > 10%) the acquisition was withdrawn from correlation
analyses. Non-water suppressed spectra were additionally obtained in both
the left STS and right IPS (PRESS: TE 68ms; TR 2000 ms; 10 averages),
and water amplitude was obtained from a Gaussian-Lorentzian fit to these
spectra. Tissue fractions of grey matter, white matter, and cerebro-spinal
fluid within the acquisition volumes were calculated using automated seg-
mentation in the SPM8 package [168], using a volume mask generated from
the acquisition volume. The final GABA measurement was estimated rela-
tive to water amplitude, tissue density, and the proportion of the GABA+
spectral peak thought to contain GABA discussed in [134, 187].
5.3 Results
5.3.1 Behaviour
The mean proportion of different responses are plotted in Figure 5.4. A 2
× 2 × 4 ANOVA (congruence × greater/lesser shape pairing × amplitude
modulation difference, the 0% difference condition was not included) was
carried out on the proportion of different responses. There was a significant
effect of shape pairing (F (1, 15) = 17.621, p < 0.000, η2p = 0.718), and a sig-
nificant effect of amplitude modulation difference (F (3, 45) = 116.833, p <
0.0005, η2p = 0.886). There was a significant interaction between shape pair-
ing and congruence (F (1, 15) = 4.669, p = 0.047, η2p = 0.237)
The mean 75% thresholds in each condition are shown in Figure 5.5. A 2×2
(congruence × greater/lesser shape pairing) repeated-measures ANOVA was
performed on the 75% thresholds. There was a significant main effect of shape
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Figure 5.4: Proportion ”different” responses as a function of the amplitude-modulation
difference and the trial condition (n = 16). Error bars represent the standard error of the
mean. The pattern of these results is comparable to those in [179].
pairing (F (1, 15) = 12.884, p = 0.003, η2p = 0.462), but no effect of congru-
ence and no interaction. Post-hoc pairwise comparisons were performed on
the 75% threshold in the auditory-only condition against thresholds in each
auditory-visual condition. Thresholds in the Cong > condition were signifi-
cantly lower than in the auditory-only condition after Bonferroni correction
(t(15) = 2.293, p = 0.037).
Figure 5.5: 75% thresholds for the proportion different responses in amplitude modulation
difference for each experimental condition (n = 16). The threshold was significantly lower
when a congruent shape was paired with the greater amplitude modulated tone than in
any other condition (* p < 0.05).
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5.3.2 Spectroscopy
The GANNET pipeline was ran on participants spectral data to estimate the
volume of GABA within the parietal and temporal regions. No outliers were
removed from the data prior to correlation analyses. Pearson correlation co-
efficients and uncorrected significance values are reported in Table 5.1. There
was a correlation between parietal GABA concentration and 75% amplitude
modulation threshold when the congruent shape was paired with the greater
amplitude-modulated tone, and when an incongruent shape was paired with
the greater amplitude-modulated tone. The derived measure of integration
strength (difference between Cong > and Cong < thresholds) was also cor-
related with parietal GABA concentration (see Figure 5.6). However, no
correlations were significant after correction for multiple comparisons.
Figure 5.6: Parietal GABA concentration plotted against integration strength (n = 16).
The correlation between these measurements was significant before correction for multiple
comparisons r = 0.512, p = 0.02.
Threshold condition Pearson’s r p
Auditory-only -0.358 0.122
Cong > -0.465 0.041
Incong > -0.467 0.039
Cong < 0.151 0.329
Incong < 0.054 0.384
Integration strength 0.512 0.020
Table 5.1: Uncorrected correlation coefficients and significance values for parietal GABA
and each behavioural measure (n = 16).
For temporal GABA, one participant had a fit error larger than 10%. Corre-
lation analysis was conducted with the remaining 15 participants. There were
no significant correlations in the temporal lobe (see Figure 5.7 Table 5.2).
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Figure 5.7: Temporal GABA concentration plotted against integration strength (n = 15).
Threshold condition Pearson’s r p
Auditory-only -0.014 0.961
Cong > -0.109 0.700
Incong > -0.079 0.780
Cong < -0.192 0.815
Incong < 0.066 0.380
Integration strength -0.082 0.771
Table 5.2: Uncorrected correlation coefficients and significance values for temporal GABA
and each behavioural measure (n = 15).
5.4 Discussion
In this chapter, I hypothesised that GABAergic mechanisms, via inhibitive
tuning or the generation of cortical gamma oscillations, facilitates multisen-
sory integration in brain and behaviour. I measured the extent to which
perception of an amplitude modulated tone was augmented by the presence
of a temporally congruent or incongruent auditory stimulus. I then measured
GABA in two putative multisensory regions, reported in [126] to demonstrate
increased BOLD response to the same stimuli during congruence compared
with incongruence. I found possible a correlation between the concentra-
tion of GABA in the parietal cortex and the strength of integration, which
represented the extent to which auditory perception was augmented by the
presence of a congruent visual stimulus. There were no correlations between
GABA in the temporal lobe and any behavioural measure.
The posterior parietal cortex is thought to map the representation of space
between separate sensory coordinate systems. It is possible that coordinate
map tuning does occurs in the parietal lobe, facilitated by inhibition [182,
183]. This would led to increased multisensory responses to stimuli that are
aligned in space. However, in my behavioural experiment, I did not vary
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the spatial origin of the auditory and visual components. Inhibition in the
parietal lobe may improve general perceptual cohesion between modalities
via map tuning, but this interpretation requires further investigation. Future
studies could explicitly manipulate spatial congruence, rather than temporal
congruence, to correlate GABA with the behavioural outcome.
In the superior temporal sulcus (STS), GABA concentration was not corre-
lated with any behavioural thresholds. This is perhaps surprising because
there is evidence that the STS is sensitive to temporal congruence, which
was manipulated in my behavioural experiment [14, 16, 103–108]. Temporal
congruence was manipulated in my experiment, and the behavioural effect of
shape pairing was absent for temporally incongruent stimuli. Given the lack
of correlation, it is unlikely that the perception of temporal congruence was
facilitated by GABA in my experiment. Low frequency amplitude modula-
tion in my stimuli may have reduced reliance on gamma frequency oscillations
for temporal synchrony, and by proxy reduced overall reliance on GABA con-
centration. In [146], GABA concentration in the STS predicted both gamma
oscillatory power, and the extent to which participants perceived the sound
induced flash illusion. The authors note that the stimuli presented during
sound induced flash illusion paradigms consistently produce gamma band
oscillations. It is possible that GABA has a general effect on multisensory
timing, but this effect is reduced for stimuli with lower frequencies. More
work is needed to ascertain the frequencies over which GABA concentration
may influence multisensory timing and coordination.
While GABA may not be directly associated with the strength of multisen-
sory integration, it is likely that inhibition plays a central role in both the




Multisensory integration allows us to combine and leverage signals from mul-
tiple modalities to reveal more about stimuli than could be revealed by the
sum of the individual senses. A core problem that integrative mechanisms
must overcome is to determine whether multisensory signals resulted from
the same event in time. This is further complicated by the relative delay
between arrival times of the physical signals, resulting from their different
propagation speeds. For example, if an event emits auditory and visual sig-
nals at a distance of 20m, there is a 61ms delay between the arrival of light
and sound to the observer. In this work, I investigated how the temporal
asynchronies between audition and vision are managed in relation to atten-
tion, adaptation, and inhibition.
In Chapter 2, I preceded judgments about temporal order with regular and
irregular temporal patterns. I hypothesised that a regular pattern would
induce increased attention when stimuli could be reliably anticipated, as in
dynamic attending theory (DAT), and that this increased attention would
lead to a shorter temporal binding window (TBW). In one experiment, the
TBW was shorter when the temporal order judgement (TOJ) was preceded
by regular cues than irregular cues. I attributed the improved TOJ accuracy
to increased attention that was induced by the regular pattern. However, I
was unable to replicate this result in subsequent experiments, and sensitivity
to temporal order in cued conditions may be a general consequence atten-
tional cuing [32, 188]. It is possible that the regular cues were unreliable in
inducing attentional entrainment, or that the irregular cues were unreliable
in obstructing it. In this experiment, I was unable to verify that participants
perceived the stimuli to be regular or irregular, nor could I verify that par-
ticipants perceived any differences between the two conditions. Future work
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on the effects of temporal context on the TBW could employ EEG to verify
rhythmic entrainment at the neural level, or could embed TOJs within longer
streams of regular or regular stimuli to ensure a rhythmic percept.
Recalibration studies demonstrate that exposure to temporally asynchronous
stimuli causes a recalibration of the perceived simultaneity of events [38, 39].
Classical recalibration studies used extended “adaptation” periods to elicit
this effect, but rapid recalibration studies demonstrate recalibration effects
without an adaptation period. In Chapter 3, I measured perceptual simul-
taneity whilst participants were exposed to continuous, asynchronous stimuli.
This allowed me to track the time-course of auditory-visual temporal adapta-
tion. I demonstrated that adaptation occurs only for small auditory-leading
asynchronies, but occurs over a large range of visual-leading asynchronies.
There is a general preference for visual-leading temporal asynchronies, with
numerous studies reporting a non-zero, visual-leading PSS [27, 31, 32, 37,
83, 188–194]. One explanation for this effect is that light travels faster than
sound, and so our senses are tuned to expect visual stimuli before auditory
stimuli. This has further validity when considering that auditory stimuli are
typically preceded by visual cues (i.e. the movement of a hammer before hit-
ting a nail). Analyses of orofacial movements have shown that visual speech
leads auditory speech by 100-300ms [64], though another study estimated the
range to be between 30ms auditory-leading and 170ms visual-leading [195].
However, a within-participant comparison of the TBW and PSS demon-
strated stronger asymmetries for beep-flash stimuli than for speech [31]. An-
other explanation for the visual-leading bias in synchrony judgements is that
sensory signals take longer to reach the visual cortex than the auditory cor-
tex [92]. Therefore if neural signals are to arrive simultaneously at some
intersensory processing region, then light emitted by an event must reach an
observer before sound (as is the natural case).
Classical recalibration studies have reported recalibration in both auditory-
leading and visual-leading directions [38, 40, 41]. The symmetry effects ev-
idenced in these studies are at odds with the findings reported in Chap-
ter 3. This is surprising because each of these studies expose participants to
auditory-visual asynchrony for extended periods. A key difference is that re-
calibration studies took SJ or TOJ measurements of a range of asynchronies
after exposure. For classical recalibration, it is possible that exposure in the
visual-leading direction altered the underlying mechanisms which determine
temporal coincidence, causing a shift in perceptual response and measur-
able differences in synchrony and temporal order judgements. Conversely,
extended exposure in the auditory-leading direction may simply increase the
likelihood that test asynchronies are compared to the exposure asynchrony.
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In this case, test asynchronies may be interpreted as synchronous simply
because they are less auditory-leading than the exposure stimulus, but not
because of any mechanistic changes. However, conclusions drawn via compar-
ison between the present study and classical recalibration studies are indirect
due to their methodical differences. Future work should present and measure
responses to asynchrony during the adaptation phase as in Chapter 3, and
measure the TBW and PSS with subsequent synchrony judgements. I could
then determine whether auditory-leading adaptation is comparative only.
This thesis has focused on the mechanisms of integration that manage latency
between audition and vision, but has not addressed other senses. Recalibra-
tion to temporal asynchrony is possible for auditory-tactile [45], and visual-
tactile [44] stimuli, but not when the adaptation period is very short [194].
This has led investigators to conjecture that recalibration occurs at different
time scales for audition and vision compared to audition and touch, or vision
and touch [194]. Regarding Chapter 3, if haptic stimuli were used in place
of auditory stimuli, future studies could investigate whether the asymmetry
between the amount of adaptation for visual-leading and auditory-leading
asynchronies resulted from the differing physical propagation speeds of sound
and light, or is a property of the sensory adaptation in general.
In Chapter 4 I investigated the neural basis of the adaptation effects ob-
served in Chapter 3. By manipulating the order of presentation of syn-
chronous, auditory-leading, and visual-leading stimuli, I manipulated the
state of adaptation in order to capture these states in fMRI. I additionally
asked participants to report their perceptual simulaneity throughout each
trial. This investigation reinforced the involvement of frontal and parietal
regions in the perception of temporal asynchrony, in line with recent inves-
tigations [122, 126]. I identified the posterior cingulate cortex (PCC) as a
possible monitor of and compensator for temporal asynchrony. The PCC has
not been previously identified in multisensory literature, but is thought to
have a general role in conflict monitoring and cognitive control [176]. Future
work could focus on the PCC for temporal adaptation, and investigate func-
tional connectivity in the region during periods of synchrony and asynchrony
to interrogate its role as a conflict monitor.
It is perhaps surprising that activity in primary visual and auditory cortices
was not increased during temporal synchrony, since this is often the case
in similar fMRI studies [91, 104, 107, 117, 170, 196]. However, many other
fMRI studies have not found evidence of increased activation in early sensory
areas [16, 119, 122, 126]. Nonetheless, it is clear that early sensory regions
have a large impact on multisensory processing. Numerous EEG studies have
demonstrated how auditory stimuli can reset the phase of neural oscillations
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in primary visual areas [78, 80, 82] and vice versa [81, 96]. Some studies
additionally evidenced how these early sensory interactions can affect per-
ception [77, 78, 81, 82, 197]. Given the wealth of evidence supporting the role
of primary sensory areas in multisensery perception, it is unlikely that these
areas are not involved in temporal adaptation. It is possible that processing
in these regions depends upon neural oscillations and does not elicit an in-
creased BOLD response. Future work should investigate the neural response
to adaptation with EEG and determine the extent to which phase reset and
rhythmic entrainment modulate the rate and amount of adaptation.
Activation in the PFC was increased during temporal asynchrony compared
with temporal synchrony. This finding supports mounting evidence that the
PFC region provides top-down modulatory feedback to sensory regions [122,
124, 126]. However, the resolution of temporal asynchrony may not require
high-level feedback. Evidence that integrative mechanisms are occurring in
low-level, primary sensory cortices is growing [80, 82, 92, 95, 97, 107, 198] (for
a review, see [199]). Recent studies suggest that low level circuits can carry
complex, contextual information [200]. This is important because fast reso-
lution of temporal asynchrony allows for the grouping of low-level features
that can be propagated upward to facilitate higher-order object representa-
tions [3, 201, 202]. It is possible that top-down feedback occurs when stimuli
are presented over a longer duration, but not for transient stimuli. More
work is needed to understand the role of top-down feedback in the resolution
of temporal congruence.
In Chapter 5 I investigated the impact of inhibition on multisensory integra-
tion. I carried out a behavioural task known to elicit a strong integrative
effect [179] and measured resting GABA concentration in the right parietal,
and left temporal cortices. These results indicated a possible correlation be-
tween the strength of adaptation, and GABA concentration in the parietal
lobe. I proposed that this correlation was a result of improved spatial tuning
in the parietal lobe [183], leading to improved integration. However, this
hypothesis is tentative because the spatial origin of the auditory and visual
components of the stimulus were not manipulated in the behavioural task.
Future work should attempt to correlate GABA with behavioural measures
that are reliant on high spatial or temporal tuning.
I did not use naturalistic stimuli in any of the experiments presented in this
thesis, so it is not clear how well these results generalise for stimuli with
increased semantic content. However, the ecological validity of the stimuli
used in Chapters 3, 4, & 5, which were continuous, and their amplitude mod-
ulation was either derived directly from speech or was modulated at rates
predominating in the temporal envelope of speech. Sensitivity to tempo-
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ral coherence between audition and vision is sensitive to stimulus type [31].
It would be useful to repeat the experiments presented in Chapter 3 with
auditory-visual speech stimuli and compare the impact of semantic congru-
ence on adaptation. I would expect adaptation effects to continuous speech
stimuli to be large: speech is known to widen the window of integration [31],
and contains both fine temporal structure [64] which will likely increase tem-
poral correspondence between modalities [84].
The spatial alignment between senses is also context dependent. The “ventril-
oquism aftereffect” occurs when participants have been exposed to spatially
mismatched acoustic and visual spaces [203, 204]. Similar to rapid recalibra-
tion studies, the ventriloquism aftereffect can also occur after a single brief
exposure to auditory-visual stimuli that are mismatched in space [205]. It
is thought that these operations are reliant upon spatial mappings between
the senses, that are maintained in the parietal lobe [115] and superior col-
liculus (SC) [181]. In addition, spatial realignment may be optimised with
inhibitory tuning mechanisms [182, 183]. In Chapter 5 I measured the con-
centration of an inhibitory neurotransmitter in the parietal region. The role
of GABAergic inhibition in integration may be more directly associated with
sensory tuning, rather than overall integration strength. Future work could
investigate whether the strength and duration of the ventriloquism aftereffect
is modulated by GABA mediated inhibition in the parietal region.
To conclude, I propose that low-level mechanisms govern the resolution of
event timing between senses. These low-level mechanisms occur within and
between primary sensory cortices, and calculate the statistical likelihood of
the simultaniety of events. I propose that the parameters of this calculation
are influenced by the temporal context of low-level stimulus features, such as
frequency, rhythm, and stimulus envelope. These parameters are further in-
fluenced by top-down signals from frontal regions, which accumulate evidence
over longer durations, as to whether or not multisensory signals are tempo-
rally linked. Overall, the work in this thesis supports the broader conclusion
that the brain is a dynamic, context-driven, Bayesian estimator, which ap-
plies appropriate probability functions to the binding of event signals, and is
able to do so at multiple timescales.
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