Abstract. Consider a (nonnegative) measure dσ with support in the interval [a, b] such that the respective orthogonal polynomials, above a specific index , satisfy a three-term recurrence relation with constant coefficients. We show that the corresponding Stieltjes polynomials, above the index 2 − 1, have a very simple and useful representation in terms of the orthogonal polynomials. As a result of this, the Gauss-Kronrod quadrature formulae for dσ have all the desirable properties, namely, the interlacing of nodes, their inclusion in the closed interval [a, b] (under an additional assumption on dσ), and the positivity of all weights. Furthermore, the interpolatory quadrature formulae based on the zeros of the Stieltjes polynomials have positive weights, and both of these quadrature formulae have elevated degrees of exactness.
Introduction
Consider a (nonnegative) measure dσ with support in the interval [a, b] , and let π n ( · ) = π n ( · ; dσ) be the respective monic orthogonal polynomial of degree n. The corresponding monic Stieltjes polynomial π * n+1 ( · ) = π * n+1 ( · ; dσ), of degree n + 1, can be uniquely defined by the orthogonality condition b a π * n+1 (t)t k π n (t)dσ(t) = 0, k = 0, 1, . . . , n (1.1) (see [2, §4] ), that is, π * n+1 is orthogonal to all polynomials of lower degree relative to the variable-sign distribution dσ * (t) = π n (t)dσ(t). Related to π * n+1 is the Gauss-Kronrod quadrature formula for dσ, We now assume that the orthogonal polynomials relative to dσ satisfy a threeterm recurrence relation of the following kind, π n+1 (t) = (t − α n )π n (t) − β n π n−1 (t), n = 0, 1, 2, . . . , α n = α, β n = β for n ≥ , (1.4) where α n ∈ R, β n > 0, ∈ N, and π 0 (t) = 1, π −1 (t) = 0. Thus, the coefficients α n and β n are constant equal, respectively, to some α ∈ R and β > 0 for n ≥ . Any such measure dσ is known to be supported on a finite interval [8, Theorem 10] , say [a, b] , and we indicate this, together with the property (1.4), by writing
has a very simple and convenient representation (see (2.13)) in terms of π n+1 ( · ; dσ) and π n−1 ( · ; dσ), provided that n ≥ 2 − 1. Subsequently in § 3, this representation is used to derive a number of properties for the Gauss-Kronrod formula (1.2), namely that the nodes τ * µ interlace with the nodes τ ν , all nodes τ ν , τ * µ are contained in [a, b] (under an additional assumption on dσ), all weights σ ν , σ * µ are positive, and the degree of exactness is at least 4n − 2 + 2. Moreover, in § 4 we show that the interpolatory formula (1.3) has positive weights and degree of exactness 2n − 1.
Among the many orthogonal polynomials satisfying (1.4) we mention the four Chebyshev-type polynomials and their modifications discussed in Allaway's thesis [1, Ch. 4] , as well as those associated with the Bernstein-Szegö measures. For many of these, the Stieltjes polynomials have previously been expressed explicitly in terms of Chebyshev polynomials, and the corresponding Gauss-Kronrod formulae have been shown to possess the desirable properties mentioned above (see [6, 7, 10, 11, 12] ). In addition, it has been shown in [12] that, for a class of Bernstein-Szegö measures, the weights in the interpolatory formula (1.3) are all positive.
The Stieltjes polynomials
We now present, assuming dσ ∈ M (α,β) [a, b] , the explicit formula for π * n+1 ( · ; dσ) in terms of the respective orthogonal polynomials π m ( · ) = π m ( · ; dσ). We begin with two preliminary lemmas, which play an important role in the subsequent development. Both make reference to the expansion of t k π n (t) for k = 0, 1, . . . , n in terms of the π m 's, which we write in the form
Note that the terms π n+i with i < −k are absent in (2.1) because of orthogonality of the π m . 
For k = 0, this is true by orthogonality. When k = 1, 2, . . . , n, we obtain from (2.1), (2.3) and orthogonality
where · is the L 2 -norm. Since n ≥ , there follows from (1.4) that β n = β n+1 = β, or equivalently,
which, inserted in the last equality of (2.5), proves (2.4) for k = 1, 2, . . . , n. Necessity. Assume that the Stieltjes polynomial is given by (2.2). Then we have, by virtue of (1.1) and (2.1),
which by orthogonality gives
In view of (2.6), this yields
and since π n 2 = 0, there follows (2.3).
Lemma 2.2. Consider a measure dσ
for i = 0, 1, . . . , k, and all k = 0, 1, . . . , n, n ≥1.
Proof. We apply induction on n. For n = 1, the induction claim holds trivially when k = 0, and by means of (1.4) when k = 1, since
that is, c
Assume now that the claim is true for some index n, that is,
we want to prove it for the index n + 1. The expansion of t k π n (t) in terms of the π m 's results from applying k times (1.4), solved for the term tπ n . Since (1.4) is assumed to hold with = 1, we have
for all m ≥ 1. It follows that the coefficients in (2.8) depend only on α, β and k, and not on n. Therefore, replacing n in π n by n + 1 gives the corresponding expansion for
This proves the induction claim for the index n+1 when k = 0, 1, . . . , n. It remains to show the claim for k = n + 1. The expansion for t n+1 π n+1 (t) is obtained by multiplying the expansion for t n π n+1 (t) by t, and then applying (2.9) to each term in the expansion. This yields, in the notation of (2.1), 
Proof. In order to prove (2. . This we do by starting from the trivial identity π n (t) = π n (t) for the polynomial in question and then multiplying both sides repeatedly by t, whereby on the right we continuously use (2.9) or the analogous relation from (1.4) (whichever is appropriate) to express the result in terms of higher-and lower-degree polynomials π r .
The induction claim for = 1 follows from Lemma 2.2 with i = 1. Assume now that the claim is true for some index ; we want to prove it for the index + 1. Replacing in (1.4) by + 1 has the effect that the recursion coefficients α and β may no longer be equal to α and β, respectively. As a consequence, the coefficients c n ±i,k in (2.1) generated by the above procedure will eventually change as well. In order to prove the induction claim for the index + 1, we must show that for all n ≥ 2 + 1, the coefficients c n ±1,k that evolve are not affected by the replacement of in (1.4) by + 1, i.e., α and β do not become involved in determining these coefficients. This will be the case for all k = 0, 1, . . . , n − since (2.9) still holds for m ≥ + 1. When k = n − + 1, then α and β enter the picture for the first time as parts of the coefficients of π , π −1 , and they, as well as lower-order coefficients α λ , β λ with λ < , continue to be involved for the remaining values of k = n − + 2, n − + 3, . . . , n. When k = n, then α λ , β λ with λ ≤ are involved in the expansion coefficients of π 2 −1 , π 2 −2 , . . . , π 0 . Since the highest-degree polynomial so affected is π 2 −1 , it is clear that when n ≥ 2 + 1, the expansion coefficients associated with π n−1 and π n+1 , that is, c n ±1,k , 1 ≤ k ≤ n, are independent of α λ , β λ with λ ≤ . This proves the induction claim for the index + 1, and completes the induction.
The following proposition will be useful in the development of §3. 
for all n ≥ 2 − 1.
Proof. Let n ≥ 2 − 1. First, (2.13) gives
Since τ ν is a zero of π n , we have by (1.4) that
which, inserted into (2.15), yields (2.14).
Gauss-Kronrod quadrature formulae
The Gauss-Kronrod formula (1.2) is said to have the interlacing property if the nodes τ ν , τ * µ are real and satisfy, when ordered decreasingly, is the "limiting spectral interval" of dσ. It may well be, however, that dσ has support points outside the interval (3.3) (cf. [3, Exercise 4.6, p. 128]), but for inclusion results we will assume the following property.
Before we state and prove the properties of the quadrature formula (1.2) announced in §1, we add another lemma in the spirit of Lemma 2.2 and Theorem 2.3. From (3.6) and (3.7) there follows that the τ * µ are real and satisfy (3.1). This proves the interlacing property.
(b) Let n ≥ 2 − 1. Since (3.1) is true, the inclusion property comes down to showing that (3.2) holds. A necessary and sufficient condition for that is
n+1 π * n+1 (a) ≥ 0 and π * n+1 (b) ≥ 0, which, on account of (2.13), is equivalent to
Assuming Property A, we now prove both these inequalities. Beginning with the second, we set t = b in (1.4), to get, using the second relation in (3.4),
Dividing both sides of (3.9) by π n (b), and letting q n = π n (b)/π n−1 (b), we obtain
Subtracting q n from both sides gives
Since q n > 0 for n ≥ 1, there follows from (3.10) that q n is a decreasing sequence for n ≥ and hence converges to, say, q as n → ∞. Thus, q n ≥ q for n ≥ . Multiplying both sides of (3.10) by q n , and then taking the limit as n → ∞, we immediately obtain q = √ β, hence
which by (3.11) yields the second inequality in (3.8).
For the first inequality, the proof is analogous. One now defines q n by q n = π n (a)/π n−1 (a) and shows that q n for n ≥ is a (negative) increasing sequence converging to − √ β, hence,
from which the first inequality in (3.8) follows as before.
(c) The weights σ ν are given by the formula
, ν = 1, 2, . . . , n (3.12) (see [9, Theorem 2] ), where λ ν = λ (n) ν are the weights of the n-point Gauss formula relative to dσ, known to be all positive, and · denotes the L 2 -norm. Also, the λ ν can be represented by
. . , n (3.13) (see [13, Eq. (3.4.7) ]). Let n ≥ 2 − 1. Then (3.12), by virtue of (2.14) and (3.13), yields (see [5, Corollary] ). By (1.1), this is true for k = 0, 1, . . . , n. For the remaining values k = n + 1, n + 2, . . . , 2n − 2 + 1 we can write (3.15) in view of (2.13) as
(3.16) By Lemma 3.1, we can write
Similarly, in the expansion 
Since (1.4), with = 1, holds for all n ≥ 1, the coefficients in this expansion are given in terms of α, β and k only. Therefore, replacing n − 1 in π n−1 by n + 1 gives the corresponding expansion for
(see also the proof of Lemma 2.2). Adding (3.18) multiplied by −β to (3.19), we get
or equivalently, respectively. Let n ≥ 2 − 1. Equating the right sides of (4.2) and (4.3), we find, in view of (3.14), = 0 for all p ∈ P k−1 , = 0 for some p ∈ P k (see [4, §1.3] ). Now, for n ≥ 2 − 1, we have by orthogonality, in view of (2.13), [π n+1 (t) − βπ n−1 (t)]p(t)dσ(t) = 0 for all p ∈ P n−2 , = − π n 2 = 0 for p = π n−1 .
Thus, the precise degree of exactness of (1.3) is 2n − 1.
