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Abstract
We derive a necessary and sufficient criterion for the convergence of powers of interval
matrices [A] to a limit which may differ from O. Generalizing former results we allow now
the absolute value |[A]| of [A] to be reducible with minor additional restrictions.
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1. Introduction
In order to check stability of systems of first order linear differential equations
with periodic coefficients one can use powers of interval matrices when verifying this
stability rigorously on a computer. To this end denote by (t) the fundamental sys-
tem of the corresponding homogeneous system which satisfies the initial condition
(t0) = I (I being the identity matrix). With the period T > 0 compute an interval
matrix [A] which encloses (t0 + T ) by using any appropriate interval algorithm for
initial value problems (e.g., [2,7,13]). Then it is known (cf. [5, p. 9, p. 53 ff, p. 71 ff])
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that the given system of differential equations can be guaranteed to be asymptotically
stable, and stable, respectively, if the limit [A]∞ := limk→∞[A]k of the powers [A]k
of [A] exists and satisfies [A]∞ = O, and [A]∞ /= O, respectively. (Stability is even
guaranteed if the sequence ([A]k) can be proved to be bounded.)
In [8] the existence of [A]∞ = O was studied intensively and was completely
solved there. (See also [12].) In [9] a necessary and sufficient criterion for the
existence of [A]∞ /= O was derived if [A] is a non-degenerate interval matrix with
irreducible absolute value |[A]| (defined in Section 2). The same condition also
guarantees the convergence of the (interval) total step method [x]k+1 = [A][x]k + b,
k = 0, 1, . . . , to some limit [x]∗([x]0) which depends on the starting vector [x]0.
This was shown in [3].
In the present paper we derive a necessary and sufficient criterion (Theorem 9)
for interval matrices [A] for which the absolute value is allowed to be reducible with
weak restrictions on the diagonal blocks in the corresponding reducible normal form
of [A]. To this end we use the concept of a block graph which together with some
notations can be found in Section 2. Section 3 contains some auxiliary results for
matrices of Rn×n, i.e., real n× n matrices A, which are needed in Section 4. In this
final section we present auxiliary results on interval matrices and we state and prove
our new result.
2. Notations
By I(R), I(Rn), I(Rn×n) we denote the set of intervals, the set of interval vectors
with n components and the set of n× n interval matrices, respectively. By ‘interval’
we always mean a real compact interval. We write interval quantities in brackets
with the exception of point quantities (i.e., degenerate interval quantities) which we
identify with the element which they contain. Examples are the null matrix O and
the identity matrix I . We use the notation [A] = [A,A] = ([a]ij ) = ([aij , aij ]) ∈
I(Rn×n) simultaneously without further reference, and we proceed similarly for the
elements of Rn, Rn×n, I(R) and I(Rn). If [A] is partitioned in blocks [A]ij , i, j =
1, . . . , s, we also write [A] = ([A]ij ) = ([A]ij )i,j=1,...,s , and we use an analogous
notation for real matrices if a block partition is emphasized. We call [a] ∈ I(R)
symmetric if [a] = −[a], i.e., if [a] = [−r, r] with some real number r  0. For
intervals [a], [b] we introduce the absolute value |[a]| := max{|a|, |a¯|}, the radius
rad([a]) := (a¯ − a)/2 and the (Hausdorff) distance q([a], [b]) := max{|a − b|,
|a¯ − b¯|}. For interval vectors and interval matrices these quantities are defined en-
trywise, for instance |[A]| := (|[a]ij |) ∈ Rn×n. We assume some familiarity when
working with these definitions and when applying the interval arithmetic
[a] ◦ [b] :={a ◦ b|a ∈ [a], b ∈ [b]} ∈ I(R),
[a], [b] ∈ I(R), ◦ ∈ {+,−, ·, /}, 0 ∈ [b] in case of ‘/’.
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Note that [a] ◦ [b] can be expressed by means of the bounds a, a¯, b, b¯ of the operands
[a] and [b]. For details see, e.g., the introductory chapters of [1] or [11].
For intervals [a], [b], [c], [d] we mention the basic relations
|[a] ± [b]|  |[a]| + |[b]|, |[a] · [b]| = |[a]| · |[b]|,
rad([a] ± [b]) = rad([a])+ rad([b]),
rad([a])|[b]|  rad([a][b])  rad([a])|[b]| + |[a]|rad([b]),
q([a] + [c], [b] + [c]) = q([a], [b]),
q([a] + [c], [b] + [d])  q([a], [b])+ q([c], [d]),
q([c][a], [c][b])  |[c]|q([a], [b]), q([a], 0) = |[a]|.
These relations extend to the same relations with vectors and matrices with the
exception of the second one which here reads |[A] · [B]|  |[A]| · |[B]|.
Since the multiplication between interval matrices is not associative we must
explain what we mean by the kth power of an interval matrix. Following [8,9], we
define
[A]0 := I, [A]k+1 := [A]k · [A], k = 0, 1, . . . , (1)
and
0[A] := I, k+1[A] := [A] · k[A], k = 0, 1, . . . (2)
The example [A] =
(
1 [0, 1]
1 −1
)
shows that [A]3 can differ from 3[A]. If limk→∞
[A]k exists (with respect to the Hausdorff distance q) then we write [A]∞ for this
limit, and A∞ if [A] ≡ A ∈ Rn×n. Similarly we write ∞[A] := limk→∞ k[A]. As
in the degenerate case we call [A] ∈ I(Rn×n) semi-convergent if [A]∞ exists and
convergent if it is semi-convergent with [A]∞ = O.
As usual we call the matrix A ∈ Rn×n non-negative if aij  0 for i, j = 1, . . . , n,
writing A  O in this case. By A > O we denote non-negative matrices whose
entries all are positive. We call them positive. For A,B ∈ Rn×n the inequalityA  B
means B − A  O, and A  B is equivalent to B  A. For vectors we apply these
definitions analogously.
According to the Theorem of Perron and Frobenius for irreducible non-negative
matrices A the spectral radius ρ(A) is a simple eigenvalue of A, and there are two
positive eigenvectors x, y such that
Ax = ρ(A)x, yTA = ρ(A)yT, yTx = 1 (3)
hold (see [14, p. 35] and [6, p. 500] e.g.). We call such vectors (right and left, respec-
tively) Perron vectors of A. In our paper we will use x, y exclusively for such vectors.
Note that we do not require the normalization
∑n
i=1 xi = 1 or
∑n
i=1 yi = 1 as was
done in [6, p. 497], in order to make Perron vectors unique.
In matrix theory one often divides non-negative irreducible matrices into two
classes: the primitive matrices, which have, by definition, only ρ(A) as (simple)
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eigenvalue λ with |λ| = ρ(A), and the cyclic matrices of index h > 1 with the (sim-
ple) eigenvalues λj = ρ(A)e jh ·2πi , j = 0, 1, . . . , h− 1. The theory guarantees that
other cases cannot occur for such matrices. Cyclic matrices A of index h can be
brought into the so-called cyclic normal form
PAP T =


O A12 O O · · · O
O O A23 O · · · O
...
...
.
.
.
.
.
.
.
.
.
...
O O · · · O Ah−2,h−1 O
O O · · · O O Ah−1,h
Ah,1 O · · · O O O


(4)
by means of some appropriate permutation matrix P . This shows that Ak > O can
never occur for cyclic matrices in contrast to primitive ones for which there is a
smallest integer k0 (the so-called index of primitivity) such that Ak > O holds for
all k  k0 = k0(A) (e.g., [4, p. 46] or [14, p. 47]).
By D = diag(σ1, . . . , σn) ∈ Rn×n we denote the diagonal matrix whose diagonal
entries are σ1, . . . , σn. If |D| = I holds then we call D ∈ Rn×n a signature matrix.
Note that D−1 = D for such matrices. We also define the vector e = (1, . . . , 1)T ∈
Rn.
The (directed) graph G(A) = (X,E) of a matrix A ∈ Rn×n consists of the sets
X = {1, 2, . . . , n} and E = {(i, j)|aij /= 0} ⊆ X ×X. The elements of X are called
nodes, those of E are called (directed) edges. We shortly write i → j if (i, j) ∈ E.
A sequence
(i, i1), (i1, i2), . . . , (il−2, il−1), (il−1, j) (5)
of edges is called a path of length l which connects the node i with the node j . We
abbreviate (5) by
i → i1 → i2 → · · · → il−2 → il−1 → j. (6)
A matrix A ∈ Rn×n is called irreducible if and only if every two nodes i, j are con-
nected by some path. Otherwise A is called reducible. It is well-known (see [14, p.
51] e.g.) that a reducible matrix A can be transformed to the block form
R(A) = PAP T =


A11 A12 · · · A1s
O A22 · · · A2s
...
.
.
.
.
.
.
...
O · · · O Ass

 (7)
by means of an appropriate permutation matrix P . Here, Aii are square block matri-
ces which are either irreducible or 1 × 1 zero matrices. The matrix R(A) = (Aij ) is
called the reducible normal form of A. It is unique up to some additional permuta-
tions of rows and corresponding columns. We say that [A] = ([A]ij ) ∈ I(Rn×n) is in
reducible normal form if (|[A]ij |) is the reducible normal form of |[A]|.
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A graph GB(A) = (XB,EB) is called a block graph of a block matrix A =
(Aij )i,j=1,...,s ∈ Rn×n with blocksAij ifXB = {1, 2, . . . , s} andEB = {(i, j)|Aij /=
O} ⊆ XB ×XB . We use the notation i→
B
j and i→
B
i1 →
B
i2 →
B
· · ·→
B
im−1 →
B
j
analogously to (6). In the latter case we say that i is connected with j in GB(A)
or, equivalently, Aii is connected with Ajj .
3. Auxiliary results
In this section we present some results which are used later on or which are helpful
to understand the subsequent section. We first recall a property of real matrices which
is equivalent to semi-convergence.
Theorem 1 (cf. [4, p. 152]). The matrix A ∈ Rn×n is semi-convergent if and only if
the following conditions hold:
(i) ρ(A)  1.
(ii) If ρ(A) = 1 and if λ is an eigenvalue of A with |λ| = 1 then λ = 1 and every
Jordan block associated with λ = 1 is of dimension 1 × 1.
Our next theorem considers the limit A∞ of the sequence (Ak).
Theorem 2 (cf. [4, p. 152]). Let A ∈ Rn×n. Then the following equivalences hold:
(a) A∞ = O if and only if ρ(A) < 1.
(b) A∞ /= O if and only if the subsequent properties hold:
(i) ρ(A) = 1;
(ii) if λ is an eigenvalue of A with |λ| = 1 then λ = 1;
(iii) every Jordan block associated with the eigenvalue λ = 1 is of dimension
1 × 1, i.e., the eigenvalue λ = 1 has only linear elementary divisors.
For non-negative matrices A Theorem 2 implies at once the following result.
Theorem 3 (cf. [6, 8.2.11, p. 500] or [9,Lemma 3]). Let A ∈ Rn×n be irreducible
and non-negative with ρ(A) = 1. Then A is semi-convergent if and only if A is prim-
itive. In this case we have
A∞ = xyT, x, y as in (3). (8)
Our next result shows a close relation between connectivity between two nodes in the
block graph GB(A) of a matrix A which is in reducible normal form and connectivity
between two nodes in the ordinary graph G(A) of A.
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Theorem 4. Let A ∈ Rn×n be in reducible normal form (7) with blocks Aij , i, j =
1, . . . , s. Define the index set ind(Aii) := {l|all is an entry of Aii}. Then i is con-
nected with j in the block graph GB(A) of A = (Aij ) if and only if each k ∈ ind(Aii)
is connected in G(A) with each k′ ∈ ind(Ajj ).
Proof. ‘⇒’ Let i→
B
i1 →
B
· · ·→
B
ir = j be the path in GB(A) which exists by
assumption. We proceed by induction on the length r of this path. If r = 1 then
Aij /= O hence there are indices l ∈ ind(Aii), m ∈ ind(Ajj ) such that alm /= 0. If
both ind(Aii) and ind(Ajj ) contain more than one element then Aii and Ajj are
both irreducible, hence there are paths k → · · · → l, m→ · · · → k′ in G(A) which
together with l → m form the required path in G(A). If ind(Aii) consists only of one
element then necessarily k = l, and a similar argument as above guarantees a path
k = l → m→ · · · → k′. The remaining case is handled similarly. If the assertion
holds for all paths in GB(A) of length less than r > 1 then split the path into i→
B
i1
and i1 →
B
· · ·→
B
ir = j and apply the induction hypothesis.
‘⇐’ Let k ∈ ind(Aii) be connected with k′ ∈ ind(Ajj ) by the path k → · · · → k′.
This path can be represented as
k → · · · → k′0 → k1 → · · · → k′1 → k2 → · · · → k′r → kr+1 → · · · → k′
such that k → · · · → k′0 is the largest leading subpath with nodes in ind(Aii), k1 →· · · → k′1 is the largest subsequent subpath with nodes completely in some ind(Ai1i1)
etc. (Note that ind(Ail il ) can consist of one element only.) Then i→
B
i1 →
B
· · ·→
B
ir →
B
j is a path which connects i with j in GB(A). 
In our next theorem we show how semi-convergence can be inherited by smaller
matrices arising from a given one.
Theorem 5. Let A ∈ Rn×n be non-negative and semi-convergent with ρ(A) = 1.
Moreover let A be in reducible normal form (7) with blocks Aij , i, j = 1, . . . , s.
Construct A˜ from A by deleting simultaneously some rows and columns. Then A˜ is
semi-convergent.
Proof. Construct the matrix B ∈ Rn×n from A by replacing the rows and columns
to be deleted by zero vectors and denote by Bij the blocks of B which correspond
to those of A. By construction O  Bii  Aii and ρ(A˜ii) = ρ(Bii) provided that
A˜ii is not completely deleted when defining A˜. Here and in the rest of the proof
we keep the indexing of A also for A˜. By the Theorem of Perron and Frobenius we
get ρ(A˜ii) = ρ(Bii)  ρ(Aii)  1 whence ρ(A˜)  1. Now let ρ(Aii) = ρ(Bii) =
1. By the definition of the reducible normal form Aii must be irreducible, and again
by the Theorem of Perron and Frobenius we get Aii = Bii since otherwise ρ(Bii) <
ρ(Aii). This implies Aii = A˜ii , hence any eigenvalue λ˜ of A˜ii with |λ˜| = 1 is one
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by virtue of the semi-convergence of A. In order to show that such an eigenvalue has
only linear elementary divisors (with respect to A˜) we choose any index pair l, m of
A˜. Exploiting the semi-convergence of A once more we can find a constant c such
that (A˜k)lm = (Bk)lm  (Ak)lm  (ceeT)lm = c for all k, i.e., the sequence (A˜k) is
bounded. Therefore, each Jordan block Jl(λ˜) associated with λ˜ = 1 must be 1 × 1
since otherwise the powers J kl (λ˜) of this block are unbounded (see (3.37) in [14],
e.g.) and so would be (A˜k). This proves the theorem. 
Note that Theorem 5 is incorrect if one cancels rows and columns of A with
different indices. This can be seen from the example
A =

1 0 10 0 1
0 12 0


if one cancels the third row and the second column. The new matrix A˜ =
(
1 1
0 1
)
is not semi-convergent while A apparently has this property.
The following two lemmas are used to prove Theorem 6 which will be a crucial
tool for Section 4 but is also of independent interest.
Lemma 1. Let A ∈ Rn×n satisfy the following properties:
(i) A is non-negative and in reducible normal form (7) with blocks Aij , i, j =
1, . . . , s, s > 1.
(ii) A11 is semi-convergent with ρ(A11) = 1 and ρ(Aii) < 1 for all i > 1. (Hence
A∞ = (A∞ij ) exists.)
(iii) Let x be a fixed right Perron vector of A11 and assume that there is a positive
vector y˜ such that A∞1,∗ := (A∞12, . . . , A∞1,s−1) = xy˜T > O.
(iv) 1 is connected with s in the block graph GB(A).
Then there is some positive vector yˆ such that A∞1s = xyˆT > O.
Proof. From (i) and (ii) one getsA∞ij = O for i = 2, . . . , s and j = 1, . . . , s. There-
fore, A · A∞ = A∞ implies A11A∞1s = A∞1s  O, whence each column of A∞1s is
either an eigenvector of A11 with respect to the eigenvalue λ = 1 or a zero vector.
Hence A∞1s can be written as xyˆT  O. Let y be that left Perron vector of A11 which
satisfies yTx = 1. In order to show yˆ > 0 we start with A∞ · A = A∞ from which
we get
A∞11A1s + A∞1,∗
(
AT2s , . . . , A
T
s−1,s
)T + A∞1sAss = A∞1s . (9)
With Theorem 3, (iii) and Neumann’s series (9) can be written as
xyˆT = A∞1s =
(
xyTA1s + xy˜T
(
AT2s , . . . , A
T
s−1,s
)T)
(I − Ass)−1.
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Multiplying with yT from the left yields to
yˆT =
(
yTA1s + y˜T
(
AT2s , . . . , A
T
s−1,s
)T)
(I − Ass)−1.
The first factor is non-negative and differs from O by virtue of (iv) which guarantees
a path in GB(A) ending with · · · → im → s, im < s. The second factor is positive
by Theorem 3.17 in [14]. Hence yˆT must be positive. 
Lemma 2. Let A ∈ Rn×n satisfy the following properties:
(i) A is non-negative and in reducible normal form (7) with blocks Aij , i, j =
1, . . . , s, s > 1.
(ii) Ass is semi-convergent with ρ(Ass) = 1 and ρ(Aii) < 1 for all i < s. (Hence
A∞ = (A∞ij ) exists.)
(iii) Let y be a fixed left Perron vector of Ass and let x˜ be a positive vector such that
A∞∗,s := ((A∞2s )T, . . . , (A∞s−1,s)T)T = x˜yT > O.
(iv) 1 is connected with s in the block graph GB(A).
Then there is some positive vector xˆ such that A∞1s = xˆyT > O.
Proof. Lemma 2 can either be proved by steps analogously to those in the proof of
Lemma 1 or by applying Lemma 1 directly to the matrix PˆATPˆ T, where Pˆ is the per-
mutation matrix with ones in the northeast–southwest diagonal and zeros elsewhere.
We leave the details to the reader. 
Theorem 6. Let A ∈ Rn×n be non-negative and in reducible normal form (7) with
blocks Aij , i, j = 1, . . . , s. Then A is semi-convergent if and only if the following
two properties hold:
(i) Aii is semi-convergent for all i = 1, . . . , s.
(ii) If ρ(Aii) = ρ(Ajj ) = 1 holds for some i, j with i < j then i is not connected
with j in the block graph GB(A).
Proof. ‘⇒’ Let A be semi-convergent. Then (i) holds trivially. Assume that (ii)
is false, i.e., ρ(Aii) = ρ(Ajj ) = 1 holds for some i < j and i is connected with
j in the block graph GB(A). Without loss of generality assume that i = 1, j = s,
ρ(Aii) < 1 for i = 2, . . . , s − 1 and i is connected to j by the path
i = 1→
B
2→
B
3→
B
· · ·→
B
j = s. (10)
(Otherwise delete from A all block columns and corresponding block rows with
numbers not forming the path which connects i with j . By virtue of the shape in (7)
the nodes appear in increasing order in this path. Renumbering these nodes yields to
an analogous situation we just assumed. Take into account Theorem 5 and eventually
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shorten the path!) From the preceding two lemmas applied to (Aij )i,j=1,...,s−1 and
(Aij )i,j=2,...,s , respectively, we get
A∞ =

xyT xy˜T A∞1sO O u˜vT
O O uvT

 with


A11x = x > 0, yTA11 = yT > 0,
y˜ > 0, u˜ > 0,
Assu = u > 0, vTAss = vT > 0,
yTx = 1 = vTu.
Using A∞ · A = A∞ we obtain
xyTA1s + xy˜T
(
AT2s , . . . , A
T
s−1,s
)T + A∞1sAss = A∞1s .
Multiplying from the right by u and from the left by yT results in
yTA1su+ y˜T
(
AT2s , . . . , A
T
s−1,s
)T
u = 0. (11)
By virtue of (10) the block As−1,s differs from zero. Its non-negativity and the pos-
itivity of u, y˜ guarantee that the left-hand side of (11) is positive which contradicts
the equality there.
‘⇐’ We prove the theorem by induction on the number s of block rows and block
columns, respectively.
If s = 1 then A = A11 whence the theorem follows. Now assume that the theorem
holds for matrices in reducible normal form (7) with less than s block rows and
corresponding block columns. Let
A =
(
C B
O Ass
)
, B =


A1s
...
As−1,s

 =: B(1),
Ak =: (A(k)ij ) =
(
Ck B(k)
O Akss
)
.
Then the matrices C∞ := limk→∞ Ck and A∞ss exist by virtue of the induction
hypothesis. It remains to show that B∞ := limk→∞ B(k) exists.
Case 1: ρ(Ass) < 1.
From Ak+1 = Ak · A we get
B(k+1) = CkB + B(k)Ass .
Let
Bˆ(1) := B, Bˆ(k+1) := C∞B + Bˆ(k)Ass, k = 1, 2 . . .
Then the matrix function f defined by f (X) := C∞B +XAss satisfies |f (X)−
f (Y )|  |X − Y |Ass . Since we assumed ρ(Ass) < 1 in Case 1, the function f is a
P -contraction (see [1, p. 134], with P = Ass), hence Bˆ∞ := limk→∞ Bˆk exists and
satisfies
Bˆ∞ = C∞B + Bˆ∞Ass. (12)
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Applying (12) repeatedly and using standard estimates for the absolute value yields
to
|B(k+m) − Bˆ∞|=|Ck+m−1B + B(k+m−1)Ass − C∞B − Bˆ∞Ass |
 |Ck+m−1 − C∞|B + |B(k+m−1) − Bˆ∞|Ass
 · · · 
m−1∑
i=0
|Ck+m−1−i − C∞|BAiss + |B(k) − Bˆ∞|Amss
εeeTB(I − Ass)−1 + |B(k) − Bˆ∞|Amss. (13)
Here the estimation |Ck+m−1−i − C∞|  εeeT follows from the convergence of the
sequence (Ck) towards C∞. The real number ε > 0 is an appropriate constant which
is independent both of m and of k  k0. It can be chosen arbitrarily small if k0 =
k0(ε) is sufficiently large. Since limm→∞Amss = O the expression in (13) can be
made as small as one wants by first choosing ε, then fixing k and finally adapting m.
This proves limj→∞ B(j) = Bˆ∞, i.e., B∞ = Bˆ∞.
Case 2: ρ(Ass) = 1.
Consider
A
(k)
is =
s∑
i1, . . . , ik−1 = 1
i  i1  · · ·  ik−1  s
Aii1Ai1i2 · . . . · Aik−1s . (14)
If i0 exists such that
i  i0 < s and ρ(Ai0i0) = 1 (15)
then all summands in (14) which contain the index i0 are zero. Otherwise there is a
path i0 →
B
· · ·→
B
s contradicting (ii). Therefore, il = i0 and i = i0 can be excluded
in (14). In particular,
A
(k)
i0s
= O for k = 1, 2, . . . (16)
For any i0 which satisfies (15) delete the i0th block row and the corresponding block
column in A and denote the remaining matrix by R while keeping the indices from
A. If R(k)is denotes the block of Rk in position (i, s) then the arguments above yield
to R(k)is = A(k)is . The only block Rll in R with ρ(Rll) = 1 is Rss = Ass . Therefore,
R∞ := limk→∞ Rk exists, hence A∞is = R∞is exists for all i /= i0 with i0 as described
above. Since (16) implies A∞i0s = O, the limit B∞ exists. 
Our next lemma generalizes the well-known convergence statement on monoton-
ically decreasing lower bounded sequences of reals. Now the sequence is ‘nearly’
monotonically decreasing.
Lemma 3. Let (uk), (εk) be real non-negative sequences which satisfy
uk+1  uk + εk, k = 1, 2, . . . , with c :=
∞∑
i=1
εi <∞.
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Then (uk) is convergent.
Proof. From
0  uk  uk−1 + εk−1  · · ·  u1 +
k−1∑
i=1
εi  u1 + c
we conclude that (uk) is bounded, hence there exists some subsequence (ukl ) which
converges to some limit u∗. Let k  kl . There is some m such that kl  k  kl+m.
This implies
ukl+m  uk +
kl+m−1∑
i=k
εi  ukl +
kl+m−1∑
i=kl
εi ,
and with ηl :=∑∞i=kl εi we get
ukl+m − ηl  uk  ukl + ηl
whence
ukl+m − u∗ − ηl  uk − u∗  ukl − u∗ + ηl. (17)
Let ε > 0 be given arbitrarily. Taking into account liml→∞ ηl = 0 there is an integer
l0 such that
|ukl − u∗| 
ε
2
and ηl 
ε
2
for all l  l0,
and (17) yields to |uk − u∗|  ε for all k  kl0 . This proves the assertion. 
4. New results
In this section we present our new results on semi-convergent interval matrices
[A]. In order to prove them we repeat some results of [8,9]. We first characterize
those columns of an interval matrix [A] which are non-degenerate in at least one of
the powers [A]k , k = 1, 2, . . . (cf. Definition 3 in [8].)
Definition 1. The j th column of [A] ∈ I(Rn×n) has property (∗) if there exists a
power [A]k containing in the same j th column at least one non-degenerate interval.
The following equivalence was proved in [8].
Lemma 4. The j th column of [A] ∈ I(Rn×n) has property (∗) if and only if there
is a path i = i0 → i1 → i2 → · · · → im−1 → im = j in the graph G(|[A]|) which
contains two neighboring nodes il , il+1 such that [a]il ,il+1 is non-degenerate.
Theorem 7. Let [A] ∈ I(Rn×n). Construct the real matrix B ∈ Rn×n by
bij :=
{|[a]ij | if the j th column of [A] has property (∗),
[a]ij ≡ aij otherwise.
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Then [A] is convergent if and only if ρ(B) < 1.
If the absolute value |[A]| of a non-degenerate interval matrix [A] is irreducible
then all its columns have property (∗), hence [A] is convergent in this case if and
only if ρ(|[A]|) < 1. Moreover, Theorem 7 in connection with Corollary 4 in [8]
shows that for an irreducible absolute value |[A]| the matrix [A] is convergent if and
only if the limit ∞[A] exists and equals O. For general matrices |[A]| this becomes
false as is illustrated by
[A] =


1 −1 0
1 −1 0
0
[
0, 12
]
0

 ,
where ∞[A] = O exists while the sequence ([A]k) is divergent. For |[A]| being irre-
ducible Theorem 7 can be generalized in the following way (cf. [9]) where now
[A]∞ /= O is possible.
Theorem 8. Let |[A]| be irreducible with rad([A]) /= O. Then [A] is semi-conver-
gent if and only if the following two conditions hold:
(i) The matrix |[A]| is semi-convergent.
(ii) If ρ(|[A]|) = 1 and if [A] contains only one matrix A˙ with |A˙| = |[A]| then A˙ /=
−D|[A]|D for any signature matrix D.
For |[A]| being reducible nothing is known up to now on the semi-convergence of
[A]. Theorem 9 will change this situation. In order to prove it we need some prepa-
rations. We start with a generalization of the well-known theorem of Mayer [10] on
the global convergence of the total step method.
Lemma 5. Let [A] ∈ I(Rn×n), [C](k), [C]∗ ∈ I(Rm×n), ρ(|[A]|) < 1,
limk→∞[C](k) = [C]∗.
Then for any matrix [X](0) ∈ I(Rm×n) the iterates
[X](k+1) = [C](k) + [X](k)[A], k = 0, 1, . . . , (18)
converge to some limit [X]∗ which satisfies
[X]∗ = [C]∗ + [X]∗[A]. (19)
This limit [X]∗ is independent of the starting matrix [X](0). It is the unique matrix
which satisfies (19).
The assertions hold analogously for [C](k), [C]∗, [X](0) ∈ I(Rn×m) and
[X](k+1) = [C](k) + [A][X](k). (20)
Proof. By standard rules for the Hausdorff distance q(· , ·) for interval matrices, the
interval function [g]([X]) = [C]∗ + [X][A] satisfies q([g]([X]), [g]([Y ])) 
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q([X], [Y ])|[A]|. Since ρ(|[A]|) < 1 the function [g] is a P -contraction (cf. [1, p.
134], e.g.) with P = |[A]|. Therefore, the iterates
[Y ](k+1) = [g]([Y ](k)), k = 0, 1, . . . , (21)
converge to a limit [Y ]∗ which is independent of the starting value [Y ](0). For the
iterates of (18) one obtains
q([X](k+m), [Y ]∗)=q([C](k+m−1) + [X](k+m−1)[A], [C]∗ + [Y ]∗[A])
q([C](k+m−1), [C]∗)+ q([X](k+m−1), [Y ]∗)|[A]|  · · ·

m−1∑
i=0
q([C]k+m−1−i , [C]∗)|[A]|i + q([X](k), [Y ]∗)|[A]|m
εeeT(I − |[A]|)−1 + q([X](k), [Y ]∗)|[A]|m
for given ε > 0 and arbitrary m provided that k is sufficiently large. Since
limm→∞ |[A]|m = O we get limk→∞[X](k) = [Y ]∗ =: [X]∗. Eq. (19) follows imme-
diately from (18). If there is another matrix which satisfies (19), say [X̂]∗, this matrix
would be the limit of (21) when starting with [Y ](0) = [X̂]∗. Therefore, [X̂]∗ =
[Y ]∗ = [X]∗ holds and [X]∗ is the unique matrix which satisfies (19).
The remaining part of the theorem follows analogously. 
For m = 1 and [C](k) = [b] ∈ I(Rn) the iteration (20) reduces to the total step
method mentioned above (see for instance [1, p. 143]).
Lemma 6. Let [A] ∈ I(Rn×n) satisfy the following assumptions:
(i) |[A]| is in reducible normal form (7) with blocks |[A]ij |, i, j = 1, . . . , s.
(ii) [A]11 is semi-convergent, ρ(|[A]11|) = 1 and ρ(|[A]ii |) < 1 for all i > 1.
(iii) rad([A]11) /= O.
Then [A] and |[A]| are semi-convergent.
If (ii), (iii) are replaced by rad([A]11) = O, i.e., [A]11 ≡ A11, and by ρ(A11) <
1, ρ(|[A]ii |) < 1 for i > 1, then [A] is convergent.
Proof. The assumption (ii), (iii) together with Theorem 8 guarantee that |[A]11| is
semi-convergent. Since |[A]11| is the only block [A]ii with ρ(|[A]ii |) = 1 and since
ρ(|[A]ii |) < 1 for i > 1 the matrix |[A]| is semi-convergent.
We continue by induction on s similarly as in the proof of Theorem 6. If s = 1
then the semi-convergence of [A] = [A]11 follows trivially by (ii). Assume now that
it holds for the matrix ([A]ij )i,j=1,...,s−1 where s > 1. Write [A] as
28 H.-R. Arndt, G. Mayer / Linear Algebra and its Applications 393 (2004) 15–37
[A] =
([C] [B]
O [A]ss
)
with [B] =


[A]1s
...
[A]s−1,s

 .
Then [C]∞, [A]∞ss exist by induction, by (ii) and by the remark below Theorem 7.
Consider the iteration
[B](1) = [B], [B](k+1) = [C]k[B] + [B](k)[A]ss , k = 1, 2, . . .
Since ρ(|[A]ss |) < 1 Lemma 5 with [C](k) := [C]k[B] and [A]ss instead of [A]
guarantees the existence of [B]∞ := limk→∞[B](k). Hence [A] is semi-convergent.
The convergence of [A] in the degenerate case [A]11 ≡ A11 with ρ(A11) < 1
follows directly from Theorem 7. Note that in this case no common column of [A]
and A11 has property (∗). 
Example 1. Let
[A] =

1/2 1/2 [−1, 1]1/2 −1/2 [−1, 1]
0 0 0

 .
Then [A] fulfills the assumption of Lemma 6 including the additional ones at the
end. Hence [A] is convergent. This can also be seen from
[A]2k−1 = 1
2k

1 1 [−2, 2]1 −1 [−2, 2]
0 0 0

 ,
[A]2k = 1
2k

1 0 [−2, 2]0 1 [−2, 2]
0 0 0

 , k = 1, 2, . . .
Lemma 7. Let [A] ∈ I(Rn×n) satisfy the following properties:
(i) |[A]| is in reducible normal form (7) with the blocks |[A]ij |, i, j = 1, . . . , s.
(ii) [A]ss is semi-convergent, ρ(|[A]ss |) = 1 and ρ(|[A]ii |) < 1 for all i < s.
(iii) rad([A]ss) /= O.
Then [A] and |[A]| are semi-convergent.
Although Lemma 7 looks similar to Lemma 6 its proof turns out to be quite differ-
ent. Since ρ(|[A]ss |) = 1 we can no longer apply Lemma 5 for proving the conver-
gence of ([B](k)). This makes things much more difficult and requires an additional
lemma which we want to present first. Lemma 7 will be proved afterwards.
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Lemma 8. Let the assumptions of Lemma 7 hold. Let
[A] =
([C] [B]
O [A]ss
)
,
(22)
[A]k = ([A](k)ij ) =
([C]k [B](k)
O [A]kss
)
, k = 1, 2, . . . ,
and let y be a fixed left Perron vector of |[A]ss |.
(a) There is a non-negative vector u such that limk→∞ |[B](k)| = uyT.
(b) There is a non-negative vector v such that limk→∞ rad([B](k)) = vyT.
(c) There is a subsequence ([B](kl )) of ([B](k)) which converges to some limit [B˜]∞.
(d) The matrix [B˜]∞ in (c) satisfies the equations
|[B˜]∞[A]ss | = |[B˜]∞||[A]ss | = |[B˜]∞|,
rad([B˜]∞[A]ss) = rad([B˜]∞) · |[A]ss | = rad([B˜]∞).
(e) If the matrix [B˜]∞ defined in (c) satisfies the relation [B˜]∞[A]ss = [B˜]∞ then
[B]∞ := limk→∞[B](k) = [B˜]∞, i.e., [A]∞ exists.
Proof. We first remark that the assumptions and definitions guarantee the existence
of [C]∞ = O and of [A]∞ss /= O. From Theorem 8 we then deduce that |[A]ss | is
semi-convergent hence |[A]| is semi-convergent. In particular, the sequence (|[A]ss |k)
can be bounded by some non-negative matrix K .
(a) Let x be a right Perron vector of |[A]ss | such that yTx = 1, and let {x, y2, . . . ,
yns } be an orthogonal basis of Rns , where ns is the number of rows of [A]ss . Since
yTx = 1 /= 0 the set {y, y2, . . . , yns } is a basis, too. Representing the rows of |[B](k)|
in this basis we get
|[B](k)| = ukyT + S(k), k = 1, 2, . . . , (23)
with appropriate real vectors uk and with some matrices S(k) = (s(k)ij ) which satisfy
S(k)x = 0. Multiplying (23) by x results in
0  |[B](k)|x = uk, k = 1, 2, . . . ,
and the same multiplication applied to
|[B](k+1)| = |[C]k[B] + [B](k)[A]ss |  |[C]|k|[B]| + |[B](k)||[A]ss | (24)
yields to
0  uk+1  |[C]|k|[B]|x + |[B](k)|x = εk + uk.
Note that the vectors εk := |[C]|k|[B]|x  0 tend to the zero vector as k tends to infi-
nity. Moreover they satisfy
∑∞
k=0 εk = (I − |[C]|)−1|[B]|x. Hence
∑∞
k=1 εkj <∞.
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Therefore, Lemma 3 applies componentwise. It shows that u := limk→∞ uk  0
exists. It remains to show that S(k) in (23) tends to the zero matrix as k tends to
infinity. Applying (24) repeatedly yields to
O |[B](k+m)| = uk+myT + S(k+m)

m−1∑
i=0
|[C]|k+m−1−i |[B]||[A]ss |i + |[B](k)||[A]ss |m
 |[C]|k(I − |[C]|)−1|[B]|K + ukyT + S(k)|[A]ss |m.
Fix k, let m tend to infinity and take into account the analogue of (8). With S =
(sij ) = (lim infl→∞ s(l)ij ) and S = (sij ) = (lim supl→∞ s(l)ij ) we then obtain
O  uyT + S  uyT + S  |[C]|k(I − |[C]|)−1|[B]|K + ukyT.
Now let k tend to infinity in order to get
O  uyT + S  uyT + S  uyT.
Hence
−uyT  S  S  O.
Assume that S has some entry sαβ < 0. Choose a subsequence (S(km)) whose entries
s
(km)
αβ converge to sαβ . Then we get
0 = (S(km)x)α=
ns∑
j = 1
j /= β
s
(km)
αj xj + s(km)αβ xβ
 1
2
|s(km)αβ |xβ + s(km)αβ xβ =
1
2
s
(km)
αβ xβ < 0
if m is sufficiently large. This contradiction proves S = S = O = limk→∞ S(k).
(b) The proof follows essentially the lines of (a). Therefore, it will be shortened.
Using the basis in (a) we start with the representation
rad([B](k)) = vkyT + T (k), T (k)x = 0, T (k) = (t(k)ij ), k = 1, 2, . . .
By virtue of (23) we get
uk+1=|[B](k+1)|x  rad([B](k+1))x = vk+1
=rad([C]k[B])x + rad([B](k)[A]ss)x  rad([B](k)[A]ss)x
 rad([B](k))|[A]ss |x = rad([B](k))x = vk  0. (25)
According to (a) the limit limk→∞ uk exists. Hence the sequence (vk) is bounded
from above and monotonically increasing. Therefore, it converges to some limit v 
0. Repeating essentially the estimates in (25) yields to
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|[B](k+m)| rad([B](k+m)) = vk+myT + T (k+m)
 rad([B](k))|[A]ss |m = vkyT + T (k)|[A]ss |m.
Let m tend to infinity and define T = (lim infl→∞ t (l)ij ), T = (lim supl→∞ t (l)ij ). Then
uyT  vyT + T  vyT + T  vkyT + T (k)xyT = vkyT,
and k →∞ yields to
(u− v)yT  T  T  O.
Using T (k)x = 0 we can prove limk→∞ T (k) = O by steps analogous to those in (a).
(c) Since the convergent sequence (|[A]|k) is bounded the assertion follows from
|[A]k|  |[A]|k .
(d) With ([B](kl )) from (c), with limk→∞[C]k = O and with (a) we get
|[B˜]∞[A]ss |= lim
l→∞ |[B]
(kl )[A]ss | = lim
l→∞ |[C]
kl [B] + [B](kl )[A]ss |
= lim
l→∞ |[B]
(kl+1)| = uyT = lim
l→∞ |[B]
(kl )| = |[B˜]∞|
=uyT|[A]ss | = |[B˜]∞||[A]ss |.
The remaining equalities follow analogously.
(e) Using the assumption and [B](k+1) = [C]k[B] + [B](k)[A]ss we get
q([B](k+1), [B˜]∞)q([C]k[B],O)+ q([B]k[A]ss , [B˜]∞)
 |[C]|k|[B]| + q([B](k), [B˜]∞)|[A]ss |
and as a generalization
q([B](k+m), [B˜]∞)
m−1∑
i=0
|[C]|k+m−1−i |[B]||[A]ss |i + q([B](k), [B˜]∞)|[A]ss |m
 |[C]|k(I − |[C]|)−1|[B]|K + q([B](k), [B˜]∞)K.
With k = kl , the right-hand side becomes arbitrarily small for sufficiently large l and
arbitrary m. Therefore, the assertion follows. 
Proof of Lemma 7. Without special further reference we use the notation of Lemma
8 including that of its proof.
The semi-convergence of |[A]| was already proved at the beginning of Lemma 8.
The assumptions of Lemma 7 guarantee the existence of [C]∞ = O and [A]∞ss /=
O. We want to show that [B˜]∞ = [B˜]∞[A]ss holds. Then Lemma 8(e) concludes the
proof.
Consider the ith row [B˜]∞i,∗ of [B˜]∞. By virtue of Lemma 8(a) either all entries
of this row are zero or all are non-zero.
Case 1: [B˜]∞i,∗ = −[B˜]∞i,∗.
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Elementary rules of interval arithmetic combined with Lemma 8(a) lead to
([B˜]∞[A]ss)i,∗=([−1, 1]|[B˜]∞||[A]ss |)i,∗ = ([−1, 1]uyT|[A]ss |)i,∗
=([−1, 1]uyT)i,∗ = ([−1, 1]|[B˜]∞|)i,∗ = [B˜]∞i,∗.
Case 2: [B˜]∞i,∗ /= −[B˜]∞i,∗.
The remark above Case 1 guarantees [B˜]∞ij /= 0, j = 1, . . . , ns , i.e., ui > 0. Since
rad([A]ss) /= O there is some A˜ss ∈ [A]ss with |A˜ss | /= |[A]ss |. Hence ρ(A˜ss) <
ρ(|[A]ss |)= 1. Therefore, [A] contains some matrix A˜with ρ(A˜) < 1 whence A˜∞ =
O and O ∈ [B˜]∞. Together with rad([B](k))  |[B](k)| this implies u  2v  2u.
Moreover, taking into account the hypothesis of Case 2, we get
0 < ui  2vi < 2ui. (26)
Define
µ
(k)
j = σ((...(([B˜]∞[A]ss )[A]ss ) · . . .)[A]ss︸ ︷︷ ︸
k factors
)ij
, k = 0, 1, . . .
with
σ[a] =


−1 if |[a]| = −a > a¯,
0 if [a] = 0,
1 otherwise
for intervals [a]. Note that σ marks the bound which yields to the absolute value |[a]|.
Moreover let [A]ss = ([aˆ]kl) ∈ I(Rns×ns ), σkl = σ[aˆ]kl and define aˆ−kl by [aˆ]kl =
σkl[aˆ−kl , |[aˆ]kl |]. Since vi > 0 according to (26) and since
rad((. . . (([B˜]∞ [A]ss)[A]ss) · . . .)[A]ss︸ ︷︷ ︸
k factors
)ij (rad([B˜]∞)|[A]ss |k)ij
=(vyT|[A]ss |k)ij = (vyT)ij
=viyj > 0
we get µ(k)j /= 0 for k = 0, 1, . . . . From Lemma 8(a), (b) and (d) we obtain
([B˜]∞[A]ss)ij=µ(1)j [ui − 2vi, ui]yj
=
ns∑
l=1
[ui − 2vi, ui]ylµ(0)l σlj [aˆ−lj , |[aˆ]lj |],
whence
[ui − 2vi, ui]yj =
ns∑
l=1
[ui − 2vi, ui]ylµ(0)l µ(1)j σlj [aˆ−lj , |[aˆ]lj |]. (27)
Note that [A]ss cannot have a symmetric entry [aˆ]l0j0 = −[aˆ]l0j0 /= 0. Otherwise
deduce −ui < ui − 2vi from (26). With (27) this leads to the contradiction
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(ui − 2vi)yj0
= −uiyj0 |[aˆ]l0j0 | + inf

 ns∑
l = 1
l /= l0
[ui − 2vi, ui]ylµ(0)l µ(1)j0 σlj0 [aˆ−lj0 , |[aˆ]lj0 |]


< (ui − 2vi)yl0 |[aˆ]l0j0 | +
ns∑
l = 1
l /= l0
(ui − 2vi)yl |[aˆ]lj0 |
= (ui − 2vi)
(
yT|[A]ss |
)
j0
= (ui − 2vi)yj0 . (28)
Thus if [A]ss has at least one non-degenerate symmetric entry then [B]∞ = [B˜]∞ =
−[B˜]∞. In particular, [A]∞ exists.
From now on let −aˆ−lj < |[aˆ]lj | or σlj = 0. Then there is exactly one element A˜ss
which satisfies |A˜ss | = |[A]ss |, namely A˜ss = (σlj |[aˆ]lj |). From (ii) we get ρ(|A˜ss |)=
1, hence ρ(A˜ss)  1. We show that even ρ(A˜ss) = 1 holds. To this end we multiply
[B˜]∞ k-times by [A]ss from the right in order to obtain
µ
(k)
j [ui − 2vi, ui]yj =
ns∑
l=1
[ui − 2vi, ui]ylµ(k−1)l σlj [aˆ−lj , |[aˆ]lj |]. (29)
We first remark that
µ
(k−1)
l µ
(k)
j σlj /= −1, k = 1, 2, . . . (30)
holds. Otherwise we get a contradiction as in (28). Let Dk be the diagonal matrix
defined by Dk = diag(µ(k)1 , . . . , µ(k)n ). Then |Dk| = I . Using (30) and comparing
the upper bounds in (29) we obtain
yTDk = yTDk−1A˜ss = yTDk−2A˜2ss = · · · = yTD0A˜kss . (31)
Together with |yTDk| = yT > 0 we can see that the sequence (yTD0A˜kss) is bounded
with limk→∞ |yTD0A˜kss)| = yT /= 0. Hence ρ(A˜ss) < 1 cannot occur; thus ρ(A˜ss)=
1 holds. With Lemma 5 from [9] and Theorem 8 we obtain A˜ss = D|A˜ss |D with
an appropriate signature matrix D ∈ Rns×ns . Since |A˜ss | is semi-convergent it is
primitive. Let k0 be its index of primitivity. Then |A˜ss |k > O for k  k0, and from
(31) we get
yTDkD = yTD0D|A˜ss |k.
Let (DkD)jj = 1. If D0D /= I we obtain the contradiction
yj = yTD0D(|A˜ss |k)∗,j < yT(|A˜ss |k)∗,j = yj .
Hence D0D = I in this case. If (DkD)jj = −1 we get analogously D0D = −I .
Therefore, D0D = DkD = αI , α ∈ {−1, 1}, k  k0. By virtue of the definition of
µ
(0)
j we end up with
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([B˜]∞[A]ss)i,∗=[ui − 2vi, ui]yTD1 = [ui − 2vi, ui]yTD0A˜ss
=[ui − 2vi, ui]αyT|A˜ss |D = [ui − 2vi, ui]αyTD
=[ui − 2vi, ui]yTD0DD = [B˜]∞i,∗.
Combining Case 1 and Case 2 results in [B˜]∞[A]ss = [B˜]∞ as required. 
The subsequent example shows that the assumptions of Lemma 7 can be weak-
ened without loosing semi-convergence.
Example 2. Let
[A] =

0 [−1, 1] [−1, 1]0 1/2 1/2
0 1/2 −1/2

 = ([A]11 [A]120 [A]22
)
≡
(
A11 [A]12
0 A22
)
with [A]12 = ([−1, 1], [−1, 1]). Then [A] fulfills the assumptions of Lemma 7 with
the exception of (iii). We obtain
[A]∞ =

0 [−1, 1] [−1, 1]0 0 0
0 0 0

 ,
i.e., [A] is semi-convergent (but not convergent although rad([A]22) = O, ρ(A22) <
1, ρ(|[A]22|) = 1; cf., however, Lemma 6).
Now we formulate the main result of our paper.
Theorem 9. Let [A] = ([A]ij )i,j=1,...,s be in reducible normal form with
ρ(|[A]ii |) < 1 if rad([A]ii ) = O. (32)
Then [A] is semi-convergent if and only if the following two conditions hold:
(i) The matrix |[A]| is semi-convergent.
(ii) If ρ(|[A]ii |) = 1 and if [A]ii contains only one matrix A˙ii with |A˙ii | = |[A]ii |
then A˙ii /= −Di |[A]ii |Di for any signature matrix Di.
Proof. We first notice that ρ(|[A]ii |) = 1 implies rad([A]ii ) /= O by virtue of (32).
‘⇒’ Let [A] be semi-convergent. Then [A]ii is semi-convergent, too. Therefore,
Theorem 8 applied to [A]ii or (32) in connection with Theorem 2(a) shows that
|[A]ii | is semi-convergent. Moreover Theorem 8 guarantees (ii). We next show that
the sequence (|[A]|k) is bounded. We proceed by induction on the number s of block
columns. Since |[A]ii | is semi-convergent the assertion is true for s = 1. Let
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[A] =
([A]11 [B]
O [C]
)
, [B] = ([A]12, . . . , [A]1s),
|[A]|k = (|[A]|(k)ij ) =
(|[A]11|k |[B]|(k)
O |[C]|k
)
.
Now assume the hypothesis is true for matrices with less than s blocks. So |[C]|k
and |[A]11|k are bounded. We have to show that |[B]|(k) is also bounded.
Case 1: rad([A]11) /= O.
Choose any index pair (i, j) which appears in [B]. Let [a]i0j0 be one of the non-
degenerate entries of [A]11. Since |[A]11| is irreducible there is a path i0 → j0 =
i1 → i2 → · · · → im = i in the graph G(|[A]11|) which implies
(rad([A]k+m))i0j(rad([A])|[A]|m−1|[A]|k)i0j
 rad([a]i0j0) · |[a]j0i2 | · . . . · |[a]im−1i | · (|[A]|k)ij . (33)
Since the sequence ([A]k) is bounded and since the factors of (33) in front of the
final factor (|[A]|k)ij are positive this latter factor is also bounded independently of
k, and so is |[B]|(k).
Case 2: rad([A]11) = O.
By virtue of (32) we have ρ(|[A]11|) < 1. We get the following expression for
|[B]|(k).
|[B]|(k)=|[A]11|k−1|[B]| + |[B]|(k−1)|[C]| = · · ·
=
k−1∑
r=0
|[A]11|r |[B]||[C]|k−1−r .
So the boundedness of |[C]|k and∑k−1r=0 |[A]11|r  (I − |[A]11|)−1 shows the bound-
edness of |[B]|(k) in this case.
Hence (|[A]|k) is bounded and a similar argument as at the end of the proof of
Theorem 5 shows that each eigenvalue λ˜ = 1 of |[A]| (if there is any) has only linear
elementary divisors. Together with the semi-convergence of the blocks |[A]ii | this
implies (i).
‘⇐’ We proceed by induction on the number s of block columns similarly as in
the proof of Theorem 6.
If s = 1 then the assertion follows from Theorems 7 and 8, respectively. Now
assume that the theorem holds for matrices in reducible normal form with less than
s block rows and corresponding block columns. Let
[A] =
([C] [B]
O [A]ss
)
, [B] =


[A]1s
...
[A]s−1,s

 =: [B](1),
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[A]k = ([A](k)ij ) =
([C]k [B](k)
O [A]kss
)
.
Then [C]∞ := limk→∞[C]k and [A]∞ss exist by the induction hypothesis. It remains
to show that [B]∞ := limk→∞[B](k) exists.
Case 1: ρ(|[A]ss |) < 1.
Here, Lemma 5 applied to
[B](k+1) = [C]k[B] + [B](k)[A]ss , k = 1, 2, . . . ,
guarantees the existence of [B]∞.
Case 2: ρ(|[A]ss |) = 1.
By virtue of |[A]k|  |[A]|k and with the notation |[A]|k = (|[A]|(k)ij ) (not to be
confused with the matrix (|[A](k)ij |)!) we obtain
|[B](k)is |=|[A](k)is |  |[A]|(k)is
=
s∑
i1, . . . , ik−1 = 1
i  i1  . . .  ik−1  s
|[A]ii1 | · |[A]i1i2 | · . . . · |[A]ik−1s |. (34)
Since |[A]| is semi-convergent we can delete – as in the proof of Theorem 6 – those
summands in (34) which contain an index i0, i  i0 < s, such that ρ(|[A]i0i0 |) = 1.
In this case at least one of the factors forming this summand is zero. In particular,
[B](k)i0s = [A]
(k)
i0s
= |[A]|(k)i0s = 0 for k = 1, 2, . . . ,
and when computing [B](k) we can delete block columns and block rows in [A]
with index i0. We then obtain some reduced matrix [R] = ([R]ij ) as in the proof
of Theorem 6. An analogous argument as at the end of this proof together with
Lemma 7 applied to [R] instead of [A] guarantees the existence of [B]∞. 
Note that Theorem 9 becomes false if the assumption (32) does no longer hold.
This can be seen by the following example.
Example 3. Let
[A] =


0 [−1, 1] [−1, 1] [a] [a]
0 0 0 1/2 −1/2
0 0 0 −1/2 1/2
0 1/2 1/2 0 0
0 1/2 1/2 0 0

 ≡
(
A11 [A]12
0 A22
)
with [A]12 = ([−1, 1], [−1, 1], [a], [a]) and [a] ∈ I(R). Then ρ(|[A]|)= ρ(|A22|)=
1, but |[A]| is not semi-convergent since |A22| is a non-negative irreducible matrix in
2-cyclic normal form with the eigenvalues λ1,2 = 0, λ3 = −1, λ4 = 1. The sequence
(|[A]|k) is bounded.
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If [a] = [−1, 1] then
[A]∞ = [A]2 =


0 [−1, 1] [−1, 1] [−1, 1] [−1, 1]
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 ,
i.e., [A] is semi-convergent.
If [a] = 0 the powers [A]k show an oscillatory behavior, they are bounded but
[A]∞ does not exist.
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