The process of architectural design aims to define a physical form that will achieve certain functional and behavioral objectives in a particular context. It comprises three distinct, but highly interrelated, operations: (1) Definition of the desired objectives; (2) production of alternative design solutions; (3) evaluation of the expected performances of the solutions and comparing them to the predefined objectives. Design can be viewed as a process of search for the a solution that satisfies stated needs, while at the same time adapting the needs to the opportunities and limitations inherent in the emerging solution.
INTRODUCTION
In the last 30 years attempts have been made to assist architects in performing their increasingly more demanding tasks through the use of computational methods. Several different computational frameworks have been proposed to address various aspects of architectural design and help designers better coordinate and manage them [Mitchell 1977 , Carrara & Novembri 1986 , Kalay 1987 , Coyne et al 1990 , McCall et al 1990 , Oxman 1991 , Fenves et al 1991 . Each one of the proposed frameworks relies on a specific paradigm of the design process itself. While these paradigms, and the computational frameworks that implement them, have taken different forms, they rely in principle on one of two fundamentally different methods of design [Aksoylu 1982] . The first, which is called "Puzzle-making" [Archea 1987] , is based on the adaptation and placement in context of previously developed design solutions (or partial solutions) that were proven successful according to some criteria. Such previously developed solutions thus attain the status of "prototypes," from which similar design solutions may be derived. In the absence of universal design rules, this approach provides an empirically validated corpus of "successful" design solutions whose adaptation to particular spatio-temporal contexts eliminates much of the uncertainty concerning the prediction and evaluation of expected performances, and provides a holistic framework, or direction, for searching for pertinent solutions. In architecture, this approach has been most clearly manifested in the Beaux Arts tradition [Norman 1987] , and by Christopher Alexander's Pattern Language [Alexander et al 1977] . Computational approaches to implement this paradigm are known as case-based design. 1 The second approach, called "Problem-solving" [Simon 1969 ], attempts (among other things) to provide a means to derive new design solutions from scratch, by finding the most appropriate answer to predefined objectives and constraints [Gross et al 1987] . This approach follows the well-known paradigm of means-ends analysis which was developed by Newell and Simon [1972] in the 1960s. In architecture, this paradigm has been most clearly evidenced by functionalist traditions ("form follows function"), as expressed by the Bauhaus. This approach requires the designer to begin with a general definition of the objectives the building ought to achieve, and to find a design solution that meets them [Mitchell 1987 ].
The two methods actually coexist in practice, and both are applied alternately by designers in the course of their work. If the designer starts from an existing prototype, situations may arise in which he must develop new, alternative solutions. At the same time, once a new design solution has been defined, it necessarily requires perfection and completion in all its elements in order to arrive at the final design, a process which often relies on applying prototypical "sub-solutions" (e.g., window details, etc.). The two approaches are thus complementary, practically indivisible, and often interchangeable.
Design process paradigm
To define a computational framework able to support both methods, and hence to assist architects throughout the design process, it is useful to examine some of the fundamental aspects of the process, in order to understand which of its parts lend themselves to computational assistance.
We have chosen to consider architectural design as a goal-directed search process which relies on prior experiences and knowledge. The purpose of the process is to define an object (or an environment) that achieves some desired behavioral and spatial characteristics, while conforming to and relying upon cultural, social, environmental, and other norms. We refer to the object that is being designed as the solution, and to the desired behavioral and spatial characteristics it strives to achieve as the goals. We view the process of design as a dialogue between the goals and the solutions within the particular social and cultural context of the project. The dialogue adapts and modifies the initial goals and solutions until they converge, such that a solution is found which achieves an acceptable set of performance characteristics (what Simon called a "satisficing" solution [1969] ). The designer must continuously predict and compare the expected performances of the emerging solution to the desired behavior represented by the goals, and change both the solution and the goals in an effort to bring about their sought convergence. This process is depicted schematically in Figure 1 .
The design process often starts by defining a set of needs (what we shall refer to here as goals), representing the client's general wants and wishes of the sought solution. These are translated into statements that define more specifically the expected behavior of the sought solution, expressed as requirements and preferences. At the same time, the designer often forms a mental image which represents a preliminary solution to the client's wants and needs, as well as his own beliefs, which are derived from the cultural and social context as well his personal "style." Often there is no direct link between the wants and needs as expressed by the client and the preliminary solution offered by the architect, other than the common cultural and social context within which both operate. The task facing the designer and the client is to find such a link, bringing the two into substantial convergence. This is done by way of abstraction and specification: abstraction of the solution, and specification of the needs. The expected behavior of the solution is deduced and compared to the desired behavior expressed by the needs. As the design process unfolds, both the needs and the solution are modified until they match. This process is depicted in Figure 2 . 1 (Oxman & Oxman) and Chapter 3 CaseBased Design in the SEED System (Fleming) in this book for more information. The process by which goals are generated is, essentially, analytical and deductive. It starts by defining a set of needs representing the wants and wishes of the sought solution. These are translated into statements that define more specifically the expected behavior of the solution, expressed as structured sets of requirements. The process by which solutions are generated, on the other hand, is intuitive and inductive. It begins by inventing or adapting a solution that appears to have performance characteristics that achieve the requirements, as well as other desired attributes (form, style, etc.) . This initial solution is analyzed by means of deductive reasoning processes, which generates an abstraction whose expected behavior can be compared to the desired behavior stated by the requirements. At the same time, the requirements are modified to overcome irreconcilable conflicts, and to accommodate emerging opportunities discovered as the process unfolds. Once a solution has been invented by means of an inductive reasoning process, it is analyzed by means of further deductive reasoning processes. These processes essentially reduce the complexity of the solution, generating an abstraction whose expected behavior can be compared to the desired behavior stated by the goals. As the design process evolves, the solutions and the goals are modified and refined, until it is determined that the expected behavior is close enough to the desired behavior ( Figure 3) . Design activities that are based on intuition and induction cannot, presently, be substituted by computational means. Computers can only assist designers by providing examples, precedents, case studies, prototypes, and their derivatives, adapted specifically to the context of the problem. However, choosing and adapting the appropriate solution remains a human prerogative.
See Chapter 2 Design Cognition: Models of Knowledge, Reasoning and Memory
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On the other hand, design activities that are based on deductive reasoning can (theoretically) be fully supported by computational means, and form the basis for our approach to computer-aided architectural design. To implement this approach, we have developed a computational model of the design process, which matches the paradigm we have discusses thus far.
A COMPUTATIONAL MODEL OF ARCHITECTURAL DESIGN
For the purposes of modeling the architectural design process by computational means, we must represent it in the form of a digital model. This model comprises three major components: 2 1. A data structure capable of representing symbolically the operands of the modeled phenomena in the computer's memory.
2.
Operators that manipulate and access that data.
3. A context which establishes a frame of reference for interpreting the model.
These components are largely independent of each other, but also overlap in many ways. It is their area of intersection which defines the scope of the model itself, as depicted in Figure 4 . The model we have developed for the purposes of representing the design process is based on a metaphorical concept which views buildings as living organisms, consisting of three strongly related components: (1) a structured set of spaces; which are enclosed by (2) a structured set of physical elements; plus (3) something we call the building's spirit. The objective of any design process is to define a building organism that will achieve certain functional and aesthetic needs. This is done in two ways: (1) by defining a specific set of spaces and enclosures (building objects) along with the methods of their construction and use, and (2) by defining the conditions these objects ought to satisfy.
The two kinds of entities rely on different representations: the first uses representations of specific building objects (e.g., walls, spaces, and materials), while the second uses representations of sets of desired performances. Such sets are defined not by listing all their individual members, but rather by the functional needs they fulfill.
Representation of needs
In order to arrive at a generally acceptable and useful representation of needs they must be defined objectively and unambiguously. This eliminates most, if not all, aesthetic criteria, and consequently the building spirit from qualifying as design objectives. Functional criteria, on the other hand, can be generalized into objective representations of needs, which we call requirements. From a computational point of view, requirements can be defined as variables, because they establish a mapping between a set of building objects and a set of values which express some of their qualitative (and quantitative) aspects. We call the specific values that satisfy a particular requirement in a particular situation, performance, and the set of all requirements and performances the behavior of the represented class.
Requirements can be represented in many different ways. For example, they can be represented as a class of use requirements (the nature, morphology, and dimensions of spaces, materials and equipment used, management procedures, etc.), or as a class of safety requirements (structural, mechanical, and exceptional events), or as a class of environmental requirements (temperature, humidity, lighting, etc.), and so on. Such classes can be divided recursively into sub-classes, creating a hierarchical structure of increasingly more specific and detailed requirements. Requirements can be classified according to their effect on the building organism. Two main classifications are common: (1) Requirements that affect the spatial aspects of the building; and (2) requirements that affect the physical, or technological aspects of the building. We have chosen to associate spatial requirements with entities we call Space Units (SU) and Building Units (BU). Space Units define classes of objects that meet requirements associated with individual rooms (or their equivalents), such as dimensions, type of use, environmental conditions, and so on (Figure 5a) . Building Units define classes of objects that meet requirements associated with structured sets of Space Units or, recursively, other Building Units (Figure 5b) . Similarly, we have chosen to associate the technological requirements of a building with classes of objects we call Functional Elements (FE). These entities define the physical components of the building that delimit space and define safety and comfort levels. They are grouped in hierarchies we call Functional Systems (FS), which comprise structured sets of FEs, or recursively, other FEs. 
Representation of objects
The stated requirements can be achieved by different, yet functionally equivalent objects, which possess the desired performance values. Building objects can be defined in many ways. 3 We have chosen the wellknown frame-based, object-oriented representation method, as will be discussed later in this chapter. Additionally, we have organized objects, much like classes of requirements, according to different properties. These include hierarchy, topology, geometry, and function. Hierarchical structures provide an organizational schema of parts and wholes, where parts may be composed of sub-parts. The structure as a whole resembles a semi-lattice, which is characterized by transitive non-symmetrical relationships of the kind "x is a part of y" (Figure 6 ).
Topological structures help organize the reciprocal interrelationships between objects. They provide a model of building use, both spatially and technologically. Topological structures are typically defined implicitly, inferred from the geometry of the building, although it is possible to define them explicitly using graph-theoretic means. 4 Geometriccal structures are, of course, the primary instrument used by designers to represent objects. Not only does geometry help "materialize" objects in ordinary space, but it also provides a framework onto which properties, such as dimensions, materials, cost, and even aesthetics, can be attached.
Functional structures help establish performances that result from combinations of objects according to specific, hierarchical, topological, and geometric relationships. For example, the load bearing capacity of a beam is derived from combining its geometry, materials, composition, and location relative to other building elements (columns, walls, etc.) . Functional structures help us identify and deal with such complex sets of relationships within a specific (functional) framework. See, for example, Baybars and Eastman [1980] for using graphs to represent spatial relationships in a building, and Chen and Harfmann [1993] for representing structural relationships. 
Implementation
To support our chosen model of architectural design we have developed a system, called KAAD (Knowledge-based Assistant for Architectural Design), that helps architects specify design objectives, adapt existing or create new design solutions, evaluate their expected performance, and compare them with the stated objectives, within the context of designing health-care facilities for treating infectious diseases.
Adaptation and refinement of design solutions is assisted by a knowledge-base comprising prototypical design solutions. It includes much of the information pertinent to generic building objects, such as walls, windows, doors, kitchens, bathrooms, houses, schools, hospitals, and so on. The knowledge-base includes not only syntactical information (form, materials, cost, etc.), but also semantic information which explains the meaning and contextual relevance of the information (e.g., that a particular window is an acceptable means of emergency egress in case of fire). Particular solutions are derived from prototypes by adapting them to the specific context of the problem, adding dimensions, relationships, orientations, and specific performance characteristics.
To support the generation of new solutions, the system supports the representation of design objectives, or goals, and includes a host of evaluators for predicting and comparing the expected performances of the emerging solutions with the stated objectives. A graphical and analytical user interface facilitates the communication between the system and the designer. The functional schema of the system is illustrated in Figure 7 . Specifically, this schema includes the following major components:
• Graphical user interface
• Analytical user interface (text, diagrams, etc.) • Project-specific object database (the geometrical and non-geometrical information about the objects that comprise the emerging design solution)
• Project-independent knowledge-base (prototypes, precedents, and other "standard" solutions)
• Project-specific goals
• Project-independent evaluators
• Project-independent solution generators (algorithms, expert systems, etc.). The design process is controlled by a Design Process Executive (DPE), which is responsible for dynaic and flexible design task allocation (selecting goals to be achieved, invoking generators and evaluators, etc.), and for maintaining the integrity of the solutions and the goals by propagating decisions and resolving conflicts. In the following sections we describe some of the key components of the system in detail, from both theoretical and implementational points of view.
THE DATABASE
Physical design involves operations on real and conceptual objects. To assist the designer computationally, therefore, it is necessary to represent the objects that are the substance of the designed artifact or environment. The database is the software component of the system that stores the objects that form the emerging design solution. It consists of three major components (Figure 6.8):
1. Generic objects, ranging from furniture and building components to entire buildings.
2. Instances of objects, where the generic objects have been dimensioned, assigned particular values (e.g., color), and placed in specific contexts.
3. Aggregation matrices, which provide access to groups of objects that share some common attribute (e.g., all furniture on the first floor).
Objects
Many computational methods have been developed for the purpose of representing objects and concepts. They typically take the form of records, a term that designates collections of related attributes. For example, a CHAIR could be represented by its shape, dimensions, materials, cost, and so on ( Figure 9 ). The representation includes both descriptive and functional attributes. The descriptive attributes represent the physical characteristics of the object, while the functional attributes represent its non-physical characteristics, such as the behavior and performance of the object under various conditions. For example, the functional attributes of the CHAIR would include characteristics such as stability, durability, and support ( Figure  9 ). Our particular implementation of the frame formalism uses the structural elements discussed earlier, namely --Space Units (SU), Building Units (BU), Functional Elements (FE) and Functional Systems (FS).
The database uses the structuring principles discussed earlier, including the Hierarchical, Topological, Geometrical, and Functional structures. They combine with the SU, BUs, FEs and FSs to form a represntation of prototypes.
The relationship between an object and its attributes is fixed. The values of the attributes themselves, however, are not fixed: they are variables. Such fixed-attribute, variable-value relationships are known as name-value pairs. Attributes (also known as slots) can be thought of as "place holders," or as predefined properties that are associated with particular types of values. Values (also known as fillers), include the permissible range of values that can be associated with a particular attribute, default values and even instructions (so called "demons") that allow the attribute to calculate its value when it depends on values associated with other attributes. For physical objects of the kind used in design there would typically be an attribute called shape, whose value would be a particular geometric entity describing the form of the object and its location in space relative to some frame of reference. There would also be attributes for material composition, structural properties, cost, thermal properties, and so on. Additionally, there would be attributes describing the function of the object, and how this function is affected by the context in which the object is embedded.
Every type of entities in the database is accompanied by operators that create, delete, and modify them, and associate them in various relationships. Additionally, the database includes certain knowledge that maintains the consistency of the information it contains, and propagates changes caused by outside operators (e.g., by the designer). 
Classification
To reduce the amount of space needed to store attributes that are shared by many objects, a classification hierarchy can be used. Classification provides a means of associating individual objects with classes of objects of the same kind, such that shared properties need not be stated separately for each object. For example, KITCHEN and BEDROOM are particular entities of a class of objects called ROOMs, which are themselves a particular subclass of entities called INDOOR SPACEs, and which are known to be SPACEs enclosed by walls. It is not necessary, therefore, to state separately that KITCHEN is an indoor space enclosed by walls, and that BEDROOM is an indoor space enclosed by walls. Rather, these properties, which characterize all rooms, can be associated with the generalization class ROOM, and known to hold true for KITCHEN and for BEDROOM by way of inheritance (Figure 10 ). On the other hand, COOKING and SLEEPING, which are particular properties of KITCHEN and of BEDROOM, respectively, are not class properties. Therefore, they must be associated with each object separately. Inheritance is a logical deductive mechanism, which by traversing the generalization hierarchy assembles the information that can be derived from belonging to each class in the hierarchy. An object inherits all the characteristics of the objects that comprise its "super-classes," and adds to them specialized characteristics that are not shared by other entities in that class. This information, in turn, will be inherited by objects that are even more specialized than the one which added the information. For example, a BEDROOM is a kind of room, therefore it inherits the properties of ROOM (i.e., an indoors space enclosed by walls). It is, however, a general class as far as MASTER BEDROOM and CHILD BEDROOM are concerned, which inherit the ROOM attributes and the attributes of BEDROOM (i.e., a quite place used for sleeping), and add to them such specialized attributes as DOUBLE-BED for the master bedroom, and SINGLE-BED for the CHILD BEDROOM. Inheritance helps maintain database integrity by eliminating redundant information that may not be updated when database changes occur. 
Instantiation
Instances are objects that are "copies" of one "master," or generic object ( Figure 11 ). An instance inherits all its characteristics form the generic object. The process of creating instances is known as instantiation: it substitutes actual values for the default values established for the generic object, thus creating a specific copy of that object. This copy is placed at a specific location in space. 
Assembly
Instances are connected to each other through relationships that form assembly hierarchies between the parts of an artifact. A chair, for example, can be considered an assembly of parts, such as the seat, the back, the armrests, the base and the wheels ( Figure 12 ). Assembly hierarchies allow propagation of changes form "parent" objects to their dependent "children." For example, when the chair is relocated, so are all its parts. This automatic propagation of changes helps maintain the semantic integrity of the database, by eliminating inconsistencies due to oversight. 
Aggregation
Groups of related objects that do not fall under the assembly or the classification hierarchies can be formed through aggregation matrices. They bind together objects that share some common property, or objects that must be considered together when some database changes occur ( Figure 13 ). Aggregation groups provide bi-directional change propagation, a feature which the other kinds of relationships lack. For example, an aggregation relationship can express the perpendicularity constraint between two walls in a symmetrical way, so when either one of the two walls is rotated the other will be adjusted accordingly. Aggregation relationships also differ from the other types of relationships in that they require explicit definition of the nature of the link. This explicit definition makes aggregation more general than classification and assembly relationships, where the nature of the relationship is implied by the type of the link itself. By adding a conditional component to the definition (in the form of a set of rules), the aggregation relation can exercise the link selectively, depending on the nature of the change and the nature of the affected objects. 
OBJECTIVES
Design objectives, as discussed earlier, can be stated as the desirable performances of the sought solution. Alternatively, they can be stated as the requirements, or constraints that the proposed solution ought to satisfy. They fall into two categories:
1. External constraints, such as gravity, wind resistance, building codes, and so on.
2. Internal, or design constraints, such as budget, number of rooms, function, style, and so on.
The first kind, called "hard" constraints, are either satisfied by the solution or not (they are pass/fail constraints) [Maher & Fenves 1985] . The second kind, called "soft" constraints, may be satisfied to different degrees. The degree of satisfying a particular constraint of this kind may depend on the degree of satisfying other constraints, thereby introducing the important concept of tradeoffs. For example, the intent of building a four-bedroom, single-family house may not be achievable if the budget only allows for a threebedroom house, unless the sizes of the rooms or the quality of the construction are reduced. Such tradeoffs are the hallmark of architectural design and they depend on judicious decision making on the part of the architect and the client. Each constraint indicates the specific level of performance a design solution must achieve in a particular category, or an acceptable range of performance values. It can be represented formally using the following general notation:
For example:
number_of_bedrooms (4) total_living_area (2300-2400 sqft) budget ($330,000-380,000).
The conditions under which a constraint is considered satisfied must be established by the designer at the outset of the design process, but may be changed as the process unfolds and as the particular circumstances of the design project manifest themselves by the designer's ability (or inability) to satisfy the constraints.
Goals
A set of constraints indicates a particular combination of desired performances that must be satisfied by a successful design solution in order to achieve a specific design objective. We call this set a goal. Goals provide a context for satisfying the constraints: they group together a number of related constraints, which achieve some higher-level intent. For example, the number of bedrooms in a single-family house determines the number of bathrooms it should have, because it is often indicative of the size of the family that will occupy the house. Likewise, the adjacencies of the rooms cannot be separated from their number and the types of activities they contain. The number of rooms and total floor area is directly related to the budget, which is influenced by the quality of the construction too. The function of the goals is thus to pull together a number of related constraints that should all be satisfied together, as discussed earlier with regard to Space Units (SU) and Building Units (BU). Each level in the goal hierachy represents further specification of the constraints.
More formally, goals can be represented by the following general notation:
Single_family_house (spaces (number_of_bedrooms (4), number_of_bathrooms (2-2.5), total_living_area (2300-2400 sqft), adjacencies (adj_matrix)), budget ($330,000-380,000), quality (style (conventional), form (two_story))).
The goals are considered to be achieved if all their constraints have been satisfied. The particular combination of constraints that is considered a "goal" is established when the goals are first introduced. This forces the designer (and the client) to consider and establish "reasonable" combinations of objectives, which then guide the design process. Additional goals may be added, or existing goals may be modified or deleted altogether, thereby providing a measure of flexibility and a means to represent changing preferences as the design process evolves.
5
The vertical bar used in this notation | stands for or: a constraint can be stated in terms of a specific value it must satisfy, or a range of values.
6
The curly braces used in this notation {} stand for repeating groups: a goal can consist of multiple goals, or multiple constraints.
Goal hierarchies
The definition of goals given earlier is recursive: a goal can be stated in term of constraints, or in term of other goals. There is no inherent difference between goals and constraints. Rather, they form a hierarchical structure where terminal nodes represent constraints, and intermediate nodes represent goals. An example of a goal hierarchy for designing a single-family house is depicted in Figure 14 . 
The Representation of Tradeoffs
The specificity of design goals must not be confused with the specificity of the design solutions that satisfy them. Different design solutions may achieve the same goal, albeit each may satisfy the constraints comprising the goal differently, representing tradeoffs in the context of achieving a particular goal. For example, the specifications in the design of a single-family house includes a list of rooms, their areas, the adjacencies between them, a budget, style, form, and so on. A design solution that achieves the singlefamily house goal would have to satisfy all these constraints. It is likely, however, that alternative solutions would satisfy the constraints at different but equally acceptable performance levels. To accommodate such tradeoffs we can form alternative goals, each representing the satisfaction of the same set of constraints at different performance levels, thus reflecting different preferences. For example, the following two goals represent alternative acceptable performance levels for achieving the goal of a single-family house, reflecting a price-performance tradeoff:
Single_family_house_1 (spaces (number_of_bedrooms (4), number_of_bathrooms (2-2.5), total_living_area (2300-2400 sqft), adjacencies (adj_matrix)), budget ($330,000-380,000), quality (style (conventional), form (two_story))).
Single_family_house_2
(spaces (number_of_bedrooms (3), number_of_bathrooms (1.5-2), total_living_area (1600-1800 sqft), adjacencies (adj_matrix)), budget ($280,000-310,000), quality (style (conventional), form (two_story))).
These goals represent an equivalence class of context-dependent, related sets of constraints, which define the conditions that ought to be met by a candidate design solution.
Prioritization and preferences
While alternative goals represent acceptable combinations of performance levels, some combinations may be preferable to others. A prioritization of goals, reflecting a descending order of preferences, may be imposed by the designer or by the client. It will indicate which combination of performances the designer should attempt to accomplish first. If that combination cannot be achieved, then the designer should try to accomplish the next preferred combination.
Prioritization of preferences is not only a common practice when designers and clients are faced with limited resources, but it also has a very profound effect on the direction of the design process and on its results. This is due to the fact that design is inherently a linear process, where the decisions leading to the specification of a design solution are made in sequence and are linked to each other. Hence, decisions made earlier in the process affect and may limit the options available to the designer in later design phases, sometimes to a degree where no options are available at all. For example, choosing a particular construction method early in the design process (e.g., using only prefabricated components), imposes many constraints on the building, limiting the options available to the architect in designing its form, details, and construction schedule.
Preferences can be represented by adding to the goal notation described earlier a prioritization factor, such as numbers on a scale of 1 to 10. Or, it can be done more simply (and effectively) by listing the goals in descending order of preferences, and constructing the goal-satisfying search algorithm such that it will process the list from top to bottom, terminating as soon as any one goal has been satisfied. This method is easier to implement computationally, and will allow additions and deletions of goals without renumbering the remaining ones.
EVALUATION
Evaluation can be understood as the process that compares what has been achieved (or is projected to have been achieved) to what ought to be achieved. Therefore, it can be defined as measuring the fit between the actual performances of the solution and the expected performances, as stated in the design objectives. Evaluation forms an integral part of the design search process: it constitutes the feedback part of the generate-and-test cycle, the "glue" which binds together the objective-setting and the solution-generating components of the process. It defines and clarifies the objectives of the design process, and guides it toward achieving them.
Evaluation is called for when a given state of affairs is known to be, or is suspected to be deficient in some non-obvious way (e.g., in the field of medicine, when the patient is sick, but the cause for his illness is not known), and while there is still hope and desire to improve it. The purpose of evaluation, like the purpose of medical diagnosis, is to determine what is wrong with the present state of the emerging solution, and what should be done to improve it. Conversely, if the solution is known to be optimal (because it was, perhaps, generated by an algorithm that guarantees optimum), or if we are resigned to the fact that it cannot be improved (e.g., in the case of a terminally ill patient), then there is no need to evaluate.
Evaluation is context-independent, since it basically measures the difference between achieved performance and desired performance. It can, therefore, be regarded as a neutral process, and general methods to perform evaluation can be developed [Simon 1969 ]. Nevertheless, to draw operational conclusions from a specific evaluation it must be combined with domain-specific knowledge.
Prediction
The process of evaluation can only be applied to a given, specific set of performance characteristics, such as the form, material composition and location of a building, much like medical diagnosis can only be ap-plied to the physical condition of a patient. When evaluating hypothetical design alternatives where performances are not yet in evidence and cannot, therefore, be measured directly, evaluation must be preceded by prediction. Prediction is the process whereby the expected performance characteristics of buildings (or other artifacts) are calculated, simulated, hypothesized, or otherwise made tangible, and can be subjected to evaluation. For example, the rate of heat loss through a given building envelope must be predicted, often by way of simulation, before an evaluative procedure can determine whether this rate is acceptable. Likewise, a building model must be subjected to earthquake simulation before its non-elastic behavior can be evaluated.
In practice, prediction and evaluation are so inseparably tied to each other that they are often considered to be one and the same. Energy analysis by means of heat loss simulation has been, for decades, considered the undisputed method of "evaluating" the energy performance of buildings, as has been cost and structural evaluations. Moreover, implicit evaluations are often confused with prediction, such as in the case of appraising the suitability of a building to support different stages in a family's life-cycle.
Modalities of evaluation and prediction
Typical architectural design problems involve many different objectives. Each objective has its own technological, environmental, social, economic and other requirements, and each has been the subject of intensive study, and even specialization, over the years. For example, the objective of making buildings energyefficient has enjoyed great popularity since the 1970s, because of the worldwide energy crisis. Likewise, work in the area of earthquake-tolerant structures has become the focus of considerable research efforts at the national level. Specific evaluators and predictors that specialize in one narrow domain each must, therefore, be employed. The individual objectives, however, are not independent of each other: when they are combined in the context of the built environment, design decisions that are intended to achieve one objective may support or interfere with the achievement of another objective. For example, to achieve optimal energy efficiency, buildings have been earth-sheltered. But this design solution interferes with objectives such as accessibility and view, and creates many technological problems. The designer must, therefore, achieve the stated individual objectives while reconciling their conflicting effects and side-effects to the benefit of the design solution as a whole.
The difficulties induced by these conflicting demands are further exacerbated by the hierarchical nature of the design decision-making process: broad and general solutions are contemplated first, and are gradually refined as the design process progresses. Alternatively, designers combine desired details into new wholes. In both cases, design decisions are propagated "up" and "down" different levels of the abstraction hierarchy: high-level organizational decisions may constrain lower-level details, while decisions that concern details may limit the designer's freedom in selecting high-level organizational schemes [Liggett et al 1991] . Design theorists refer to different levels in the design abstraction hierarchy as "design phases." Such phases typically include feasibility studies, conceptual design, design development, detailing and design documentation. For example, a circulation pattern in a building is typically first planned schematically (using such terms as circular, linear, radial, etc.), then refined and gradually articulated into a hierarchy of major and minor traffic zones, which are further refined into a hierarchy of public and private circulation spaces. These are later detailed by adding doorways, fire zones, means of egress, and so on.
Taken together, specialization along sub-disciplinary lines and hierarchical stratification of the design processes can be said to comprise two separate modalities:
1. The modality in which the designer focuses on one level of abstraction, searching for a composite solution that achieves multiple design objectives.
2. The modality in which the designer moves between different levels of abstraction, searching for a solution to a particular design objective. Designers engage both modalities alternately and in parallel: it is often difficult to engage one modality without, at the very least, being cognizant of the other (although the experts whom the designer consults are typically oblivious to design objectives other than their own). Nevertheless, for the purposes of representing and computationally assisting the design process and its evaluation, the distinction ought to be maintained.
The need to evaluate separate decisions in parallel, and the need to evaluate them at different phases of the design process, led to the development of methods that can evaluate multiple design criteria at one time, and to methods that can evaluate design decisions at multiple, different design levels. The first kind of methods use some weighting mechanism to determine the relative importance of the effects of design decisions. The second kind of methods incorporates knowledge necessary to predict and evaluate partial design decisions [Kalay 1992 ].
THE KNOWLEDGE BASE
Design knowledge is the means that guides designers towards finding a physical form which, when realized, will achieve the stated objectives. Knowledge distinguishes the designer from a layman engaged in design, and the expert from the novice. It is, therefore, the essence of design professionalism. The explicit representation of design knowledge is, therefore, essential for developing computational design aids.
The representation of knowledge in general, and design knowledge in particular, is difficult. It has been the focus of philosophical inquiry, artificial intelligence research, design methods research, and computer-aided design research for quite some time. Several models of design knowledge representation have been developed, addressing specific aspects of the problem. These models have generally tended to view design knowledge as a monolithic enterprise, and sought singular, albeit powerful, computational techniques to represent it. We suggest that design knowledge is not a homogeneous entity. Rather, it comprises several different kinds of knowledge, including descriptive knowledge (objects), prescriptive knowledge (goals), and operational knowledge (methods). We proposes to use a variety of computational tools to represent them, each particularly suited for representing one kind of knowledge.
Multi-modal design knowledge representation
We have chosen to use a conceptual approach to design knowledge representation which strives to capture multiple different kinds of design knowledge, representing both established and evolving design knowledge [Carrara et al 1992] . It is based on the premise that design knowledge comprises a set of attributes, beliefs, perceptions, relationships, aspirations and methods that embody the designer's personal experiences, the profession's shared experiences and the particular circumstances of a specific design project. More specifically, we suggest that design knowledge comprises three distinct, yet related, modalities:
1. Descriptive knowledge, representing the objects (and concepts) that comprise a particular domain of design, their function and the logical relationships between them (what is being designed and how does it perform).
2. Normative knowledge, representing the goals (intents) a particular design project ought to achieve and the constraints it must abide by (why is it being designed).
3. Operational knowledge, representing the methods (strategies) for selecting or generating objects, assigning to them appropriate values and linking them to each other so they meet the specified goals (how is it being designed).
Our approach recognizes the differences between the three modalities of design knowledge, and attempts to represent each one of them in the most suitable form rather than fit all of them into a single, albeit powerful, representation, such as an expert system or a prototype-based system. Naturally, such multimodal approach introduces the need to coordinate and to communicate between the different representational methods, and the need to classify design knowledge by its most representative modality (a task which is neither simple nor intuitive).
Descriptive knowledge
The representation of descriptive design knowledge is based on the observation that physical design involves operations on actual and conceptual objects. It is necessary, therefore, to represent the objects that are the substance of the designed artifact or environment. Many computational methods have been developed for the purpose of representing objects and concepts, as described earlier. Semantic networks appear to be one of the more suitable means for representing descriptive design knowledge. Implemented by means of an object-oriented programming language, they can represent existing design knowledge in a parsimonious and tractable manner, and offer intuitive means to extend and modify this knowledge, by adding new nodes and arcs, or by changing existing ones [Carrara et al 1992] .
It is important to note, in this context, the difference between the representation of objects as knowledge, vs. their representation as data. Data pertains to the specific, emerging design solution, and is concerned mostly with particular value assignments, such as dimensions, materials, spatial relationships, and so on. Knowledge, on the other hand, describes the meaning of the objects and the general concepts from which they are derived. For example, by defining WINDOW as an object which is a kind of OPENING, and by defining the characteristics of OPENING to include a "break in the continuity of some barrier," the knowledge-base can answer queries at higher levels of abstraction than the database can. For example, it could infer that the WINDOW, which is an object in its own right, is nonetheless inseparably linked to a hole in the wall in which it is embedded. This information, in turn, can support queries related to the WALL rather than to the WINDOW, such as transfer of heat and light, acoustical separation (or lack of it), structural integrity, construction details, and many more. It can also support queries related to the SPACE bounded by that wall, such as lighting conditions, view, ventilation, and more. This information can deductively support queries concerning the behavior and comfort of the occupants, and ultimately their expected degree of satisfaction from the proposed design solution.
Normative knowledge
The representation of normative design knowledge is based on the observation that design can be described as a goal-oriented search process where candidate solutions are produced and examined, seeking one that meets certain desired conditions [Simon 1969 , Simon 1972 , Akin 1978 . These conditions include both the designer's specific goals, and the intents that stand behind them. Often a design goal is stated too explicitly, in terms of a stereotypical solution rather than a desired need. For example, in designing an office, the designer may state QUIETness as a desirable goal (objective) to be achieved, when in fact his "real" objective may be to facilitate PRODUCTIVITY. If the QUIETness goal is pursued, then a design solution that emphasizes acoustical treatment may be preferred, rather than a solution that emphasizes lack of distraction. The first solution may, indeed achieve the QUIETness goal, but not the PRODUCTIVITY goal, which is the one that really matters. Furthermore, its pursuit may lead to expensive acoustical paneling, when designing inexpensive visual barrier may suffice [Kim 1987] . The desirability of PRODUCTIVITY in office design, and the relationship between it and QUIETness as well as PRIVACY, are what we call normative knowledge. This knowledge is distinct from the other kinds of knowledge we have discussed, and it may not exist in the goals specified by the designer.
Normative design knowledge thus serves to explain the goals stated by the designer and the client by representing the intrinsic meaning of a stated goal, which may not be the same as its extensional manifestation. It provides the designer with the necessary flexibility to choose between alternative solutions, negotiate impasses and take advantage of unfolding opportunities.
Operational knowledge
An important part of design knowledge comes in the form of methods, procedures, and tactics. We refer to such knowledge, which sometimes take the form of manuals, recipes, codes and even design "styles," as operational design knowledge. It comprises the methods designers use to generate candidate design solutions, and the methods they use to predict and evaluate their expected performances.
Design methods of this kind can be expressed as rules, algorithms and other means derived from the experience of individual designers, the cumulative experience of the profession as a whole, or from building codes and regulations (such as fire egress codes, design for accessibility, etc.). Many specific methods have been developed for a wide range of design tasks, including generators of schematic floor plans, staircases, kitchen layouts, the evaluation of area, volume, energy, cost, wayfinding, habitability and many more building performances (see, for example, [Kalay 1991]) . Each method typically comprises a welldefined body of knowledge, and is represented in some computational form.
We advocate an open-ended approach to operational design knowledge representation, which will permit the addition, replacement or modification of particular solution generators and evaluators as they become available.
DESIGN PROCESS CONTROL
Controlling the design process is a means of coping with and managing the complexity of searching a huge space filled with innumerable alternative combinations of possible solutions to the given problem. This space is much too large for systematic search, and much too complex to depend on the successful application of educated guessing (although this is a commonly used practice). Thus the critical difficulty in controlling the process of design is not so much the mutual adjustment of the components of a solution until they fit together into a meaningful whole, but rather pruning the enormous search space by some quick and efficient manner that will not exclude reasonable possible solutions. In traditional design practices, intuitive pruning leads to rapid convergence upon a single design solution that will eventually be elaborated in every detail. It is often called the "creative leap" by which the brain of a sufficiently informed person can select a relatively small set of promising solutions in the first place.
Controlling the process of design also involves allocating the responsibility for executing each task between the design participants (whether humans or machine). The proposed knowledge-based design envi-ronment will facilitate control of the design search process, where design goals are selected for accomplishment, and where the tasks of accomplishing them are allocated between the designer and the system. The task of controlling the design process is handled in our system by module called the Design Process Executive (DPE). It is responsible for monitoring the actions of both the user and the system, responding to each as needed, and facilitating the flow of information between the two.
The DPE implements the Partnership Paradigm [Swerdloff & Kalay 1987] . Accodringly, it imposes no pre-defined design sequence, nor pre-defined task allocation between the computer and the architect. Instead, it allows him to switch between computer-aided and un-aided design modes at will.
The DPE is guided by two general algorithms: one for selecting goals to be achieved, and one for achieving the selected goals. It can, however, be interrupted at any time by the user. Thus, while the system must pursue a path that leads it towards achieving the stated design objectives, the designer may digress to actions that do not lie immediately on that path, thus benefiting from opportunities emerging from the search for a solution, or compensating for problems resulting from it. The DPE is also responsible for propagating the implications of design decision from one goal to another.
Selecting goals
Much has been written about methods for selecting goals to be achieved (also known as meta-design methods, or planning) [Gero & Coyne 1987 , Mitchell 1990 ]. Typically, a path leading from general (high level) goals to specific (detailed) goals (called top-down) or from specific goals to general ones (called bottom-up) is pursued. It has also been argued that no specific direction should be assumed, since designers follow the design search path that is most suitable for their problem [Kodijat 1991 , Rajeev 1993 . Regardless of the strategy followed, designers may choose to achieve a particular goal by following some preplaned course of action, or by selecting one at will. Alternatively, they may choose to add new goals, or modify existing ones. We refer to this process, which also includes the ability to add or modify goals, as goal selection (Figure 16 ).
pre-planned dynamic select goal achieve goal choose goal add goal achieve goal select goal Figure 16 . Selecting goals to be achieved. Figure 16 shows how goal selection can be achieved by following a planned strategy, or one constructed dynamically as the design process evolves. Planning is a process whereby a course of action is mapped out before actually starting to accomplish the task it is meant to achieve. It is, in effect, a sequence of goals to be accomplished in some preferred order. Planning activities can only operate at a relatively high level of abstraction, and must not be concerned with the specific details of actual design solutions. They are, consequently, more easily correctable and less resource consuming than the design process itself [Gero & Coyne 1985] . Alternative sequences of accomplishing individual goals form different design solution strategies. A particular sequence represents a design plan. Planning is intended to optimize the problem-solving process by sequencing actions in the most appropriate manner, resolving high-level conflicts and discovering strategic errors. Due to the exploratory nature of design processes, plans cannot always be developed prior to and independently from the process of accomplishing the goals that comprise them (in particular since new goals may be added dynamically). A procedure for dynamically constructing plans is, therefore, an important part of the design process control structure.
As an example of a planned design process, consider the design of a single-family house. It is based on the goal tree depicted in Figure 14 . The SINGLE-FAMILY HOUSE goal itself is a high-level goal, which is achieved only when the complete design specifications have been worked out. Unless a particular house design is already given (e.g., through a catalog of pre-designed houses), a stepwise plan is needed, which will break-down the task of achieving it into smaller, more manageable design activities. Such a plan might consist of the following steps, each of which represent a sequence of goals:
These goals may still be too abstract to be achieved directly. A plan to achieve each one of them is needed. For example, the PROGRAMMING goal may be achieved through the following plan:
The GENERAL INFO goal is probably achievable directly, not requiring any further planning. The BRIEF goal, on the other hand, may necessitate pursuing the following plan:
Similarly, the SPACES goal may be achieved by following yet another plan:
Planning can be depicted schematically as following a path through a given sequence of goals. When more than one path is acceptable (i.e., when the order of achieving a goal is not strict), the path branches, as shown in Figure 17 . To aid the selection of the most appropriate plan in a given situation, plans must also include knowledge concerning their applicability to specific circumstances. Each plan thus has a set of pre-conditions that can be used to assess its relevance under given conditions, and a post-condition in the form of the higher-level goal it achieves. For example: plan 1 (spaces, (preferred floor-area, furniture layout), (rooms → areas → adjacencies)).
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The single-arrow → used in this notation implies a strict sequence of achieving the goals, e.g., that the PROGRAMMING goal must be achieved before SCHEMATIC DESIGN, which in turn must be achieved before DESIGN DEVELOPMENT. The double-arrow ↔ notation, on the other hand, means that the goals may be achieved in any order.
plan 2 (spaces, (desired proximities, avoiding disturbances), (rooms → adjacencies → areas )).
where SPACES is a post-condition (the high level goal to be achieved), and where the parenthesized list represents the preconditions (e.g. -PREFERRED FLOOR-AREA, FURNITURE LAYOUT). So in selecting a plan for SPACES, the possible alternatives would be examined and the one with the most appropriate preconditions will be chosen (i.e. plan 1 would be used in the case when floor area is more important than desired proximities). If two plans are similar in both their pre-and post-conditions, the first one will be chosen (similar to the selection of prioritized goals). Designers typically use both planned and dynamic strategies in the process of design. They select a general design strategy, relying on their experience, but often deviate from it in response to emerging situations. Such deviations may render the overall plan no longer applicable, and may necessitate the development of alternative plans.
Achieving goals
Goal-achievement refers to selecting the actual process for developing a design solution to meet the requirements listed in the selected goal, or for evaluating its expected performance (Figure 18 ). This process also includes the ability to modify goals, as discussed earlier. Design methods of this kind can be expressed as rules, algorithms and other means derived from the experience of individual designers, the cumulative experience of the profession as a whole, or from building codes and regulations (such as fire egress codes, design for accessibility, etc.).
Many specific methods have been developed for a wide range of design tasks. Our approach permits the addition, replacement or modification of particular solution generators and evaluators as they become available. The use of design goals permits, among other things, the communication of the results (or at least their implications) among different design generators. Thus, for instance, if a design method exists that can generate an architectural floorplan using room sizes and adjacency relationships as its guiding rules (e.g., [Schwarz 1992] ), then its results could be evaluated by methods that are concerned with habitability, energy, cost, constructability, and other performance measures [Fenves et all 1992] . The results are compared to the constraints specified in the goals, and perhaps modified to better meet all the requirements, even if they become less optimal from the particular generator's point of view. 
Constraint management
Design goals are linked through shared constraints, , and design actions that satisfy the constraints underlying one goal may also satisfy other goals that rely on the same constraints. Achieving a goal may, however, require relaxing the degree of satisfying some of the constants that comprise that goal. Other goals that rely on the same constraint may have higher demands on the degree of satisfying those constraints, thus becoming "dis-achieved" when the former goal has been achieved. In fact, as the designer adds, deletes, or otherwise modify the artifact, goals may become achieved or dis-achieved through their shared constraints. It is necessary, therefore, to check whether a design action intended to achieve a particular goal has not disachieved another goal. This check is akin to propagating the consequences of design actions throughout the network of objects. It is possible to communicate the satisfaction of a constraint by means of "broadcasting" the "event" of its satisfaction to all the goals that rely on that constraint. An event of this kind constitutes a "message" containing information about the nature of constraint that has been satisfied and the degree of its satisfaction. There are two principle modes in which events can be broadcast through the database: a centralized and a de-centralized mode.
In a centralized mode, the DPE directs messages to the appropriate goals that need to be informed. This is the predominant mode of managing database consistency in current CAD systems. The major advantages of this approach are the relative ease with which conflicts can be detected and resolved, and the ability to control change propagation. It can be implemented by means of a table, called a "bulletin board," which lists for every goal the constraints it relies upon (Figure 19 ). The disadvantage of this method is the maintenance of this table, which must be updated whenever a goal is added or modified. In a decentralized mode, individual constraints "broadcast" messages, "post" them on a central bulletin board, or "mail" them to specific addressees. The first two methods require some addressee-initiated activity to receive messages, while the third method places the responsibility on the "mailing" constraint rather than the goals. Either way, this method requires polling all the goals in the database to see if they have been affected by the change. By posting all events on a central bulletin board of the kind depicted in Figure  19 , and by forcing each goal to consult this bulletin board before responding to any event, they gain a "globalized" point of view. The bulletin board also serves as a basis for monitoring change propagation by high level design operators, and as a means for detecting and possibly resolving inter-goal conflicts.
Constraint management also involves the control of circularity and prioritization in responding to multiple simultaneous events. Circularity is the case where an event returns to the originating constraint after it has been propagated through the network. Priority is the case where a goal must respond to more than one event in a single propagation cycle.
Conflicts arise when an goal, responding to an event generated by achieving another goal, creates a new event that "undoes" the first one, or determines that it violates its own constraints. For example, re-sizing a room by relocating one of its walls may cause an adjacent room to shrink below its acceptable size. This state of unacceptable size may trigger an attempt to move the wall back to its original location, and vice versa.
Conflict handling is a direct result of change propagation, and characterizes all design processes, whether they are computer-aided or not. Not all conflicts can be resolved, and those that can may require trading off different qualities. Ideally, a knowledge-based system could handle all conflicts. This, however, is not practical, since conflict resolution may requires a much higher vantage point than individual goals may have. Some conflicts can be resolved by the system itself, using the bulletin board as relatively global vantage point (as in the case described above). For conflicts that cannot be resolved by the system, Minsky's suggestion to "migrate" conflicts upward to higher levels of the decision making hierarchy should be followed, namely, the designer or the high level design operators [Minsky 1986 ]. The role of the system will, in such cases, be to detect and report conflicts, rather than attempt to resolve them.
USER INTERFACE
The user interface has been designed to fulfill three related functions: (1) to facilitate the graphical and alphanumeric communication between the user and the system; (2) to perform the geometric operations underlying the creation, modification, and visualization of shapes; and (3) to control the operation of the system. These three operations were deemed related, because as far as CAD is concerned, the user interface is intimately linked to the geometrical modeling engine which facilitates the creation, modification, and visual display of shapes. As such, it typically includes operators to manipulate lines, polygons, and solids, which are represented through some modeling paradigm, such as the Boundary Representation method or the Constructive Solid Geometry model [Kalay 1989 ]. These so-called Geometric Modeling operators include creation, deletion, and editing of shapes, and their positioning in space relative to some frame of reference. Additionally, the graphical user interface includes operators to manipulate the way in which the shapes appear on the screen. These so-called View Operators include the creation and modification of views (collections of display parameters including the type of the view, its scale, and toggles such as hidden-lines and shading), the selection and selective display of windows (the regions on the screen in which a view is displayed), and menu picks (toggles associated with predefined boxes on the screen, which are means to invoke commands that are applicable in particular contexts).
At the same time, a conscious effort was made to decouple the user interface from the geometric modeling operations, allowing for independent development and updates of these modules. Accordingly, two separate modules were developed: a Geometric Modeling module (GM) written in C, and a User Interface module (UI) written in Lisp. The GM includes operators that create, modify, and destroy data structures representing lines, polygons, and solids, and store them in an hierarchical data structure of named shapes. The UI includes operators to display shapes and to interact graphically and alphanumerically with the geometric and non-geometric entities stored in database.
The Geometric Modeler (GM)
The GM is a self-contained package of geometric entities and functions that represent and manipulate shapes and their constituent parts. It is based on the Hybrid Edge data structure for representing lines, polygons, and solids [Kalay 1989 ], and includes an hierarchical data structure of shapes.
Four types of entities are supported, as depicted in Figure 20 : Lines (con-nected straight line segments), polygons (circuits of straight line segments), solids (well-formed, connected sets of planar polygons), and shapes (named nodes in a tree data structure that are associated with one line, polygon, or solid each, or which are the root of a tree of shapes, and may include display attributes like color, line style, fillpattern, fill-color, etc.). Geometric entities are created, modified, and displayed by operating on the shape they are associated with. For example, make_shape is a function that creates a named shape which has the geometry of a line, a polygon, or a solid, depending on what kind of entity was specified as its paramenter, and adds it as a child to the specified parent shape. Likewise, delete_shape deletes the named shape, along with all its children, recursively. Other operators supported by the GM include transform_shape, copy_shape, merge_shapes, save_shape, retrieve_shape, set_shape_display_attributes, and edit_shape, which facilitates picking and modifying shapes (adding, deleting and moving vertices and segments).
The User Interface (UI)
The user interface is a self-contained, general, customizable interface, which provides a programmable macro language interface to the GM and a means to communicate with other system modules that are nongraphical, such as the goals and the knowledge-base. It communicates with the GM through a construct we call "buckets": a named, fixed-length string of attributes. If the number of attributes in the string exceeds the size of the bucket, additional buckets are sent, until all the information has been transmitted. This mechanism works both ways, so information received by the UI from the GM is of similar form. This method buffers the GM from the UI, and makes it possible to modify each independently. It even made it possible to implement the UI in Lisp, while the GM is implemented in C.
The UI has a variable window layout (i.e., windows whose number and size can be altered dynamically by the user), and provides all the normal operators expected from a CAD system, such as menu selections, graphical picks, and display of line segments and polygons. The main entities which the UI operates on are the view (a collection of display parameters, including attributes such as view type, scale, and a zoom factor), window (one of the regions on the screen in which a view can be displayed), and menu (a predefined set of screen buttons, each of which can be associated programmatically with a function).
The user may create and modify views, and store them in files. He may assign a particular view to one of the windows, create a grid and toggle its gravity on/off, and he may zoom and pan in each window separately. The main view operators include make_view, scale_view, change_view, plot_view, overlay_view, zoom_view, pan_view , and so on. All these operators are available both graphically and alphanumerically.
As will be discussed in the Implementation section, we have developed several ways in which the user may interact with the system. They include a Bubble-Diagram View (BDV), in which Space Units are represented as bubbles, a Wire-Frame View (WFV), in which Functional Elements are represent by lines, and a general graphical representation we call Views, which depict Building Elements in a manner that conforms to the scale and the position in space of the view point. The designer may choose the most appropriate mode in which to view his creation, subject to some limitations (e.g., the WFV and View modes cannot be used until a geometry has been defined).
IMPLEMENTATION
This paper is intended, primarily, to discuss the conceptual issues concerning knowledge-based computeraided design. Nonetheless, it will be incomplete without discussed how the different modules outlined earlier in the paper come together and support each other in the context of the design process. We propose to combine the modules in a framework of the kind depicted in Figure 21 . This framework includes three major components that contain, in turn, the modules discussed earlier. In the following pages we will demonstrate one implementation of the proposed framework, which we call KAAD (Knowledge-based Assistant for Architectural Design), in the context of designing health care facilities for treating infectious diseases.
General structure of the knowledge base
The entire knowledge base has been implemented by means of a frame system. This implementation enables us to use a single set of operators to manage to all the data and to guarantee its integrity, while saving us much effort and greatly reducing the overall size of the system. Each object, whether a prototype or an instance, is represented by a set of attributes (slots), which may assume a value selected from one of several types (facets). Such values may consist of a number, a text string, another frame, or a procedure.
A frame-based system requires several slots and facets that are shared by all the objects in the knowledge base. The slots shared by all objects are: ISA ("is a") designates an object as an instance of the prototype referenced by the slot.
AKO ("a kind of") designates a prototype as special sub-class of the more general class of objects which are defined by the prototype referenced by the slot (the AKO slot is used to define hierarchies of prototypes).
IMS ("immediate successor") establishes an assembly (part-whole) relationship among instances (the referencing instance is considered part of the objects referenced by this slot).
SHAPE contains procedures to compute the geometric representation of the object.
The facets shared by the slots are: VALUE contains the value associated with the slot.
DEFAULT establishes the value which will be used if no other value has been specified.
MAX, MIN defines the max/min values for the slot (a range).
ALLOW-SET defines the set of allowed values for the slot (an enumeration).
CHECK-LIST establishes the list of mandatory values for the slot.
TO CALC ("to calculate") provides the object with a method to calculate the value of the slot when the system requires it. This facet contains a procedural attachment, implemented as a Lisp procedure, which is invoked when the value is required. The facet also implies the existence of an additional facet, C-TO-CALC ("compiled to calculate"), which contains the compiled version of the method. KAAD compiles the method the first time the procedure is invoked and stores it in the C-TO-CALC facet for future use.
TO VERIFY contains methods used to verify that the assigned values are allowed values, as defined in the previous facets.
TO DELETE contains the method to delete the value associated with the slot.
TO DRAW contains the procedural attachment used by the system to draw the object.
In the following, some of the main prototypes of the system will be described.
Space Unit prototype
The Space Unit (SU) prototype represents a class of environments intended to support a set of activities requiring the same characteristics in terms of space and equipment. In addition to the shared slots described earlier, SU prototypes include slots that describe the topological structure of the object. They establish relationships of contiguity, contact, and communication among the spaces represented by the SUs. The slots included in each SU prototype are:
ADS ("adjacent") establishes a spatial relationship between the SU and the other SUs which make up the whole building.
COM ("communication") defines a system of routes among SUs.
The relationships described here are only a few of the possible hierarchical and topological types of relationships used by SUs. Generally, flows of information, people, energy or "things" lead to the establishment of additional topological relationships. Relationships required by installations, routes and transport systems are typically included. An example of a simple SU prototype is depicted in Figure 22 . The number and kind of slots of a particular prototype is not defined a-priori, but may be changed by the designer, depending on his own goals. 
Building Unit prototype
The Building Unit (BU) prototype represents the highest level of aggregation of building objects and, in accordance with the earlier discussion, is defined recursively as a structured set of Building Units or Space Units.
The BU prototype includes only one slot, IMS, which implements the "part of" relationship. The IMS slot references objects that are hierarchically subordinate to the referencing object and contribute to its definition. Such objects may be other BUs or SUs (Figure 23) . The prototypes that define specialized BU subclasses include other slots that define their own specific characteristics. Facets of these slots may contain the rules and the procedures that will be used to calculate or verify data. Most of the characteristics will be computed indirectly, since BUs are aggregations of SUs and all the geometrical and quantitative characteristics derive from the SUs that define the BU. For example, the area of a nursing unit BU, which may include several SUs, will be computed by the procedures that calculate the areas of the SUs that constitute it. The methods that the BU prototype includes must only pass the request for a given value to lower level objects in the hierarchy recursively, until an object is found that contains the desired value or is able to calculate it.
A hospital prototype, which is a subclass of the entire BU class, is presented below. It includes a description, a set of requirements following the Italian Building Code, and the slot IMS that defines the required zones:
(hospital (ako (value bu)) (Description (value "a medical-social kind element with a preventive health function") (cod (Value 41) (ims (value "nursing-zone clinical-zone support-zone")))
Functional Element prototype
The Functional Element (FE) prototype represents an equivalence class (with regard to position and function) of physical elements that delimit space in the building and define safety and environmental comfort. The structure of an FE is depicted schematically in the Figure 24 . An FE may consist of Building Elements, such as the ones described in the following example, which represents a vertical partition made of hollow bricks finished with a double plaster. In addition to the slots DESCRIPTION and IMS, this FE also uses the slot COD, whose facet contains the relevant building codes, following several classifications. In this case the SFB facet classifies the object in accordance with the PC/SfB system: (PV .2 (ako (value PV)) (description (value "Vertical partition made of hollow bricks with plaster")) (ims (value SfB 42.3 SfB 22.43 SfB 42.3)) (shape (value sh1 sh2 .....)) (joint1 (to-ask (lambda(fr) (let (j1) (setf j1 (get-joint: message "Pick the first point")) (connect-joint j1 fr ))))) (joint2 (to-ask (lambda (fr) (let (j2) (setf j2 (get-joint: message "Pick the second point")) (connect-joint j2 fr))))) (SfB 42.3 (ako (value SfB 42)) (description (value "plaster")) (ims (value SfB V.21, SfB P.21, SfB P.11)) (cod (SfB 42.3))) (SfB 22.43 (ako (value SfB 22.4)) (description (value "hollow bricks wall")) (ims (value SfB F.1)) (cod (SfB 22.43)))
The FE prototype includes a slot called SHAPE whose facet contains pointers to the possible graphical representations of the object, which are defined as frames of type SHAPE. A SHAPE frame comprises the slots TO_DRAW and TO_DELETE whose facets contain the procedures able to build and display the graphical representation of the object. The facets of slots JOINT1 and JOINT2 in the example contain pointers to other objects, called JOINTS. They define rules which link the objects defining the SU, providing common points of reference. The role of the JOINTS is shown in Figure 25 . Every FE may be linked to other FEs by means of a set of JOINTS. In the example, for the sake of simplicity, only two JOINTS have been shown. They are represented by two points in the plane. Generally, as mentioned earlier, every object is related to other objects in the knowledge base in a more complex ways. Every JOINT has one or more SHAPES representing it. The procedural attachments it contains are able to compute the correct graphical representation, given the kind and the number of objects it links. In the example the JOINT comprises only one SHAPE called S-JOINT.
Functional Sub System prototype
It is often necessary to deal with structured sets of FEs that, in accordance with the previous definitions, have the structure depicted in Figure 26 . Every such Functional Sub-System (FSS) may be made of other FSSs or FEs. The definition of FSS is derived from the need to define characteristics and constraints over a structured set of physical objects. A typical example of FSS is given by the vertical partitions of a building. In this case it may be necessary to define several overall characteristics such as a given level of acoustic insulation or a given fire resistance. The characteristics that are defined for the FSS, in order to allow exceptions, are hidden by the ones defined in the object prototypes or in the instances that the FSS comprises. In the case of requirements, the opposite rule is in force: the requirements specified for the given FSS define the set of rules the FEs must follow. 
Base Element prototype
At the bottom of the FE hierarchy are the so-called Base Elements (BE). A BE corresponds to a real physical object, albeit one which the designer is not interested in specifying any further since it can be found directly in the desired form and structure. The BE definition corresponds to the end products specified in the bill of materials for a particular building. Every BE may be defined in terms of other BEs. In this case the hierarchical relationships do not represent "part of" relationships, but rather a decomposition in terms of costs and quantities, defined by the slot COST-ANALYSIS. The structure of the following example of a BE is depicted in Figure 27 . (SfB F.1 (ako (value SfB F) (description (value "Hollow Brick Wall")) (cod (SfB F.1) (price_list (default City_of_Rome L28)) (units mq)) (price_analysis (default (3.38 L136) (4.40 M23)) Figure 27 . Base Element (BE) prototype.
Constraints
Earlier in this paper we argued that it is necessary to represent explicitly the desired behavior (goals) of the building objects defined by the designer, and to compare them continuously to the expected performance of the emerging solutions. KAAD performs this task by verifying compliance of the values assigned to each slot with constraints that represent one of the possible explications of the goals. To implement this process, the knowledge base includes representations of both the characteristics of the object and the constraints it must satisfy. Two kinds of constraints have been defined: natural constraints and design constraints. Natural constraints are defined as intervals within which the values assumed by specific characteristics of the object may vary. They are established mainly on the basis of common sense rather than building codes. Their aim is to guarantee the coherence of the knowledge base. This kind of constraint is represented by particular kinds of facets (e.g. MIN/MAX, ALLOW-SET) in the list of characteristics of the object prototype that is being constrained.
Design constraints are defined by the designer with the aim of establishing required performances. They are represented by specific frames. The requirement frame includes two slots. The first defines the applicability of the requirement, the second establishes the constrained characteristic. A design constraint frame has the following general structure ( Figure 28 ):
(constraint (obj (set FRAME_NAME)) (attribute (set ATTR-NAME)) (max (value VALUE)) (min (value VALUE) 
How the system works
KAAD is the first implementation of the methodology described in the previous pages and represents the basis for all further developments. At present it contains information related to the design of health care facilities for treating infectious diseases. It can check specifications related to natural constraints and design constraints.
To demonstrate the structure of the knowledge base and how the system works, we will use as an example a small real case comprising the nursing module shown in Figure 29 , in which the hatched arrows represent the communication between rooms and the white ones represent adjacent rooms. For the sake of simplicity the adjacency with the outside and with other modules of the hospital have not been represented. The case study, albeit of reduced complexity, is significant because buildings for treating infectious diseases must respond to a considerable number of constraints, many of which are often very important. The designer must fulfill specific requirements related to the treatment of symptomatic seropositive or AIDSinfected patients, and must guarantee an adequate protection of the patients against the risk of crossed or opportunistic infections. At the same time the designer must guarantee an adequate level of protection to the visitors and the staff by carefully evaluating paths, entrances, filter and reclamation areas and dressing rooms. The design process is based on the instantiation of knowledge base prototypes. The designer may start by defining several characteristics and constraints that KAAD uses to instantiate the appropriate prototypes. Typically not all the information needed to completely define the instance will be specified. KAAD will begin a slot-filling process that attempts to complete the instance, asking the designer for the necessary values and the specification as needed.
When the designer has specified the geometric information defining the FEs, the system can calculate many of the values needed to complete the instantiation process. Using geometrical definitions, KAAD is able to calculate and verify many object characteristics, such as adjacencies, paths, areas, and so on.
The designer may interact with the system in one of several ways, using the most appropriate manner for the design activity he is engaged in. The different way in which KAAD can operate are:
Bubble-Diagram View (BDV):
In the BDV mode KAAD represents the defined SUs as bubbles, highlighting the adjacencies and the defined paths (Figure 30 ). This kind of representation is useful for defining the overall characteristics of the building. The BDV is the default mode of representation when the geometry of the building has not yet been defined. Wire-Frame View (WFV): Based on wire-frame representation of FE, and therefore SUs and BUs, the WFV mode can be used only after the geometry of the FEs has been defined.
Views:
Views are the graphical representations of the building and its elements, conforming to the scale and the position in space of the view point. Every object in the knowledge base may have one or more views. Depending on the particular context in which the designer works, the appearance of each object changes and conforms itself to parameters set by the View Activation Conditions.
The design process described above may be characterized as Top-Down design. KAAD can also operate in a Bottom-Up design mode. In that case, the designer may start from scratch, drawing several lines and graphical objects representing a design hypothesis. Starting with such graphical primitives, the designer may tell the system that one of them represent the instance of a physical object prototype. The classification and the attribution of a semantic meaning to the graphical primitive make it possible to use both WFV and VIEW modes. The designer may build and display views representing details of FEs, perform evaluations and verifications of constraints affecting the technological subsystem. The system therefore cannot operate on characteristics and constraints concerning the spaces subsystem. To make that possible, the designer must interactively define the links between the subsystems, as shown in Figure 31 . Thus, both top-down and bottom-up design modes are supported (depicted in Figures 32 and 33, respectively) . To conclude this brief description of the implementation of the system, we should comment on the use and implementation of hard and soft constraints. Although the management of trade-offs have not yet been implemented, KAAD is able to handle constraints of both types. Figure 32 , which depicts the explication of the goals in terms of constraints, is organized hierarchically. The designer must activate or deactivate requirements manually. When a requirement or a set of requirements are activated, KAAD enforces the fulfillment of all their constraints, notifying the designer when a constraint has not been fulfilled by some design solution.
Languages and platforms
KAAD has been implemented in Lisp and C. All the components concerning the knowledge base have been implemented using the Allegro Common Lisp 3.0 from Franz, Inc. The parts of the system concerning the graphic and the database management components have been implemented using the C language. The user interface was developed under X11R3.
The first implementation of the prototype was developed in the UNIX environment. At present, a PC version under windows 3.1 using Allegro CLl/PC 1.0 and Borland C ++ is in the final stages of development.
CONCLUSION
Recent developments intended to model the architectural design process and to represent the knowledge it relies upon promise to become significant forces shaping the future of computer-aided architectural design. Nonetheless, the development of integrated knowledge-based design system is still a matter of much research and development. The difficulty is due, in part, to a lack of distinction between design processes that can be represented as overt knowledge (in some formal way) and those that cannot. Whereas learning, creativity, and judgment are the hallmarks of architectural design, they are, and for the foreseeable future will continue to be, the prerogative of humans. On the other hand, there are many design processes which have already been successfully computed, such as a host of analyses, visual representations, and even certain solution generating algorithms. The difficulty, then, lies in developing design frameworks that can integrate the computable aspects of architectural design with the ones that are not currently computable, in a smooth, transparent way.
We have proposed such an integrative approach, which facilitates design but does not fully automate it. It is based on the observation that designers are able to cope with and manage complex design processes, and have for centuries achieved outstanding results doing so without the aid of computers. It is our contention that it is not necessary to fully automate each and every one of the design process activities in order to significantly improve design productivity and quality. Rather, it is more prudent to develop a practical symbiosis between the capabilities of designers and machines.
The implementation of our approach is based on viewing architectural design as a process of search, which aims to reconcile the differences between a set of requirements, given by the client, and the expected behavior of a design solution, proposed by the architect. In the course of negotiating the differences between the two ends, tradeoffs must be made on both sides. The process also contributes to better understanding the problem itself, and informs both the architect and the client of initially hidden opportunities and irreconcilable conflicts.
The development of such computational design assistance requires the explicit representation of the goals of the design project, the emerging solution, and the methods employed for both generating and evaluating the solution and the goals. We have chosen to represent goals in the form of requirements which define desired or mandatory performances of the sought solution. They are divided into spatial and technical (physical) requirements, reflecting the dual, complementary structure of buildings. An hierarchical ordering helps us manage the complexity of the ensuing goals. Likewise, we have chosen an objectcentered approach to representing the emerging design solution, adopting prototype-instance and property inheritance methods to help us organize the information pertaining to the building objects themselves.
We have chosen to represent design methods in the form of evaluators and solution generators.
These form an open-ended, loose collection of algorithms, rule-based packages, and other techniques, some of which are well known (e.g., energy evaluation) and some that have been developed specifically for the purposes of our chosen domain of implementation (health-care facilities).
The prototype we have developed includes, of course, many additional components, such as a user interface, a control structure, and many more. It also relies on much work done elsewhere to define the design knowledge pertaining to the chosen domain of implementation.
The system forms a framework for implementing our proposed design partnership paradigm. In such partnership, the role of the computer can be shifted dynamically between passive representation/evaluation and active generation/evaluation of design solutions. Such dynamics would allow the designer and the system to respond to changing requirements, unforeseen problems, and emerging opportunities as they arise during the design process. The system demonstrates the feasibility of implementing this paradigm. Its utility for practicing architects is, nonetheless, yet to be tested.
