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Abstract: Artificial intelligence (AI) is the name of the academic field of study which studies how to create 
computers and computer software that are capable of intelligent behavior. Major AI researchers and 
textbooks define this field as "the study and design of intelligent agents", in which an intelligent agent is a 
system that perceives its environment and takes actions that maximize its chances of success. John 
McCarthy, who coined the term in 1955, defines it as "the science and engineering of making intelligent 
machines". AI research is highly technical and specialized, and is deeply divided into subfields that often 
fail to communicate with each other. Some of the division is due to social and cultural factors: subfields 
have grown up around particular institutions and the work of individual researchers. AI research is also 
divided by several technical issues. Some subfields focus on the solution of specific problems. Others focus 
on one of several possible approaches or on the use of a particular tool or towards the accomplishment of 
particular applications. The central problems (or goals) of AI research include reasoning, knowledge, 
planning, learning, natural language processing (communication), perception and the ability to move and 
manipulate objects. General intelligence is still among the field's long-term goals. Currently popular 
approaches include statistical methods, computational intelligence and traditional symbolic AI. There are 
a large number of tools used in AI, including versions of search and mathematical optimization, logic, 
methods based on probability and economics, and many others. The AI field is interdisciplinary, in which 
a number of sciences and professions converge, including computer science, mathematics, psychology, 
linguistics, philosophy and neuroscience, as well as other specialized fields such as artificial psychology. 
This article is prepared based on the Author’s teaching the subject for M.Tech level recent years, keeping 
in view of VTU Syllabus in particular.  
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I. INTRODUCTION 
AI is focussed on the sort of problem solving that 
we do every day when we decide how to get work 
in the morning, often called common sense 
reasoning. It includes reasoning about physical 
objects and their relationship with each other (eg: 
an object can be in only one place ar a given time), 
as well as reasoning about actions and their 
consequences (eg. If you let go of something, it 
will fall on the floor and may break). To 
understand this sort of reasoning Newell, Shar and 
Sinon built the general problem solver which they 
applied to several tasks as well as the problem of 
performing sympolic manipulation of logical 
expression. As AI research progressed and 
technique for handling larger amounts of world 
knowledge was developed . 
 
The underlying Assumptions: 
At the heart of research in AI lies what newly 
Sinon called the physical symbol system 
hypothesis. They define a physical symbol system 
as follows: A physical symbol system consists of 
set of entities called symbols, which are physical 
pattern that can occur as components of another 
type of entity called an expression. Thus a symbol 
structure is composed of a number of intances of 
symbols related in some physical way. At any 
instant of time the system will contain a collection 
of these symbol structures. Besides these 
structures, the system also contains a collection of 
processors that operate an expression to produce 
other expressions, processes of creation, 
modification, reproduction and destruction. A 
physical symbol system is a machine that produces 
through time an evolving collection of symbol 
structures. Such a system exists in a world of 
objects wider than just these symbolic expressions 
themselves. 
AI Technique: 
AI Technique is a method that exploits knowledge 
that should represent in such a way that: 
•  The knowledge captures generalizations. In 
other words, it is not necessary to represent 
separately each individual situation . Instead , 
situations that share important properties are 
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grouped together. If knowledge does not have 
this property, inordinate amounts of memory 
and updating will be required. So we usually 
call something without this property "data" 
rather than knowledge. 
•  It can be understood by people who must 
provide it. Although for many programs, the 
bulk of the data can be acquired automatically 
(for example, by taking readings from a 
variety of instruments), in many AI domains, 
most of the knowledge a program has must 
ultimately be provided by people in terms, 
they understand. 
•  It can easily be modified to correct errors and 
to reflect changes in the world and in our 
world view. 
•  It can be used in a great many situations even 
if it is not totally accurate or complete. 
•  It can be used to help overcome its own sheer 
bulk by helping to narrow the range of 
possibilities that must usually be considered. 
Level of the model, criteria for success 
Level of the Model 
Before building any system, it is good practice to 
build its model. There are several reasons one 
might want to model human performance with 
tasks. 
1. So that psychological theories of human 
performances:- One example of a program 
that was written for the team is PARTY, 
which exploited a model of human paranoid 
behaviour to simulate the conventional 
behaviour of a paranoid person. The model 
was good enough that where several 
psychologists were given the opportunity to 
interact with the program via a terminal, they 
diagonal its behaviour as paranoid. 
2. To enable computers to understand human 
reasoning:- For example, for a computer to be 
able to read a newspaper story and then 
answer a question, such as “Why did the 
terrorists kill the hostages?”. The program 
must be able to simulate the reasoning process 
of people. 
3. To enable people to understand computer 
reasoning. In many circumstances, people are 
reluctant to rely on the output of a computer, 
unless they can understand how the machine 
arrived at its result. 
4. To exploit what knowledge we can gather 
from people:- Since people are the best-
known performers of most of the tasks with 
which we are dealing, it makes a lot of sense 
to look at them for clues, as how to proceed. 
Criteria for Success: 
It is possible to compare the time it takes for a 
program to complete a task compared to the time 
required by a person to do the same thing. For 
example, there are several programs in use by 
computer companies to configure particular system 
as per customer needs. These program typically 
requires minutes to perform tasks . Such programs 
are usually evaluated by looking at the bottom line 
whether they save money.  If our goal is writing a 
program to simulate human performance at a task, 
then the measure of success is the extent to which 
the program’s behaviour corresponding to that 
performance, as measured by various kinds of 
experiments and protocol anslysis. In this we do 
not simply want a program that does as well as 
possible. We want one that fails when people do 
various techniques developed by psychologists for 
comparing individuals and for testing models. 
The problem as a State Space Search 
To build a program that could “play chairs” we 
would first have to specify the starting position of 
the chess board, the rules that define the legal 
moves and the board positions that represent for 
one side of the other. In addition we must make 
explicit the previously implict goal of not playing a 
chess but also mining the games if possible. 
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For the problem: “Play Chess”, it is fairly easy to 
provide a formal and complete problem 
description. The starting position can be set as 8X8 
arrays where each position contains a symbol 
starting for the appropriate place in the official 
chess opening position. We can define as our goal 
any board position in which the oponent does not 
have a legal move and his/her king is under attack, 
the legal moves provides the way of getting from 
the initial state to a goal state. They can be 
described easily as a set of rules consisting of two 
parts: a left side that serves as a pattern to be 
matched against the current board position and the 
right side that describes the change to be made to 
the board position to repeat the more. 
If rules are within, then there would be a total of 
10
120
 possible board positions. To minimize such 
problems: we should look for a way to write the 
rules describing the legal moves as general as 
possible. To do this, it is useful to introduce some 
convenient notations for describing patterns and 
substitutions.  
You can use “If then else or While if then else “like 
program structure or any other way to describe 
chess moves. 
We have just defined the problem of playing chess 
as a problem of moving around in a state space, 
where each state corresponds to a legal position of 
the board. 
Production systems 
A production system consists of:- 
A set of rules, each consisting of a left side (path 
that determines the applicability of the rule and a 
right side that describes the operations to be 
performed, if the rule is applied. 
 –  One or more knowledge-bases that contain 
whatever information is appropriate for 
particular tasks. Some parts may be 
permanent, while other parts may pertain only 
to the solution of the current problem. The 
information is these database may be 
structured in any appropriate way.  
–  A control strategy that specifies the order in 
which the rules will be compared to the 
database and a way of resolving the conflicts 
that arise when several rules match at once. 
–  A rule applier. 
The basic requirements of control strategy are 
The 1
st
 requirement of a good strategy is that 
is caused motion. 
The 2
nd
 requirement of a good control strategy 
is systematic. 
Problem characteristics and production system 
characteristics 
Problem Characteristics: 
Search is a very general method applicable to a 
large class of problems. 
It encompasses a variety of specific techniques, 
each of which is particularly effective for a smaller 
class of problems. In order to choose the most 
appropriate method for a particular problem, it is 
necessary to analyze the problem along several key 
dimensions. 
 Is the problem decomposable into a set of 
independent smaller and easier sub problems. 
 Can solution steps be ignored or at least 
undone if they prove universe. 
 Is the problem universe predictable? 
 Is a good solution to the problem obvious 
without comparison to all other possible 
solution ? 
 Is the desired solution a state of the world or a 
path to a state? 
 Is a large amount of knowledge absolutely 
required to solve the problem or is knowledge 
important only to construct the search? 
 Can a computer that is simply given the 
problem return the solution, or will the 
solution of the problem required interaction 
between the computer and the person? 
The characteristics of the solution that is desired 
and the circumstances in which the solution must 
take place are: 
 Is the problem decompossible? 
 Can solution steps be ignored or undone? 
Production system characteristics 
 Can production systems, like problems be 
described by a set of characteristics that had 
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some light on how they can easily be 
implemented ? 
 If so what relationships are there between 
problem types and the types of production 
systems best suited for solving the problems ? 
The answer to the 1
st
 question is yes. Consider the 
following definition of class of production systems. 
A monotonic production system is a production 
system in which the applicant of a rule never 
present the later application of a rule that could also 
have been applied at the time 1
st
 rule was selected. 
A monotonic production system is one in which 
this is not true. A partially commutative production 
system is a production system is one in which this 
is not true, sequence of rules transforms state x into 
state y then any permutation of those rules that is 
allowable i.e. Allowable also transforms state x 
into state y. A commutative production system is 
one that is both monotonic and partially 
commutative. 
 
Issues in the design of search programs 
Every search process can be viewed as a traversal 
of a true structure in which each node represents a 
problem state and each represents a relationship 
between the state represented by the word it 
connects. For example: Search tree for a water jug 
problem. The areas have been labeled in the figure, 
but they corresponds to particular water – pouring 
operation. The search process particular water- 
pouring operation. The search process must find a 
path or paths through the tree that connect an initial 
state with one or more final states. 
 The direction in which to conduct the search 
(forward versus backward reasoning). We can 
search forward through the state space from 
the state to a goal state or we can backward 
search from the goal. 
 Flow to select applicable rules (matching). 
Production system typically spends most of 
their time looking for rules to apply, so it is 
critical to have efficient procedure for 
matching rules against states. 
 Flow to represent each node of the search 
process for problems like chess, a node can be 
fully setup by a simple array. In more 
complex problem solving, however it is 
inefficient and impossible to represent all the 
facts in the world. 
Agents And Environments 
An agent is anything that can be viewed as 
perceiving its environment through sensors and 
acting upon that environment through effectors. A 
human agent has eyes, ears, and other organs for 
sensors, and hands, legs, mouth, and other body 
parts for effectors. A robotic agent substitutes 
cameras and infrared range finders for the sensors 
and various motors for the effectors. A software 
agent recieves keystrokes, file contents and 
network particles as sensoring inputs and acts on 
the environment by displaying in the screen writing 
files and sending network precept. The term 
precept is used to the agent’s perceptual agents at 
any given instant. An agents percept sequence is 
the complete history of everything, the agent has 
ever perceived. In general, an agent‘s choice of 
action at any given instant can depend on the entire 
percept sequence observed to date. But not on 
anything it hasn’t percerived. By specifying the 
agent’s choice of action for every possible percept 
sequence, we have said more or less everything 
there is to say about the agent. 
The nature of environments 
Task Environment – Performance environment, 
Actuators, sensors (PEAS) description. In 
designing an agent, the first step must always be to 
specify the task environment as fully as possible. 
The vacuum world was a simple example; let us 
consider a more complex problem: an automated 
taxi driver. We should point out, before the reader 
becomes alarmed, that a ful!y automated taxi is 
currently somewhat beyond the capabilities of 
existing technology. The full driving task is 
extremely open-ended. There is no limit to the 
novel combinations of circumstances that can arise. 
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Properties of task environrnents  
The range of task environments that might arise in 
AI is obviously vast. We can, however, identify a 
fairly small number of dimensions along, which 
task environments can be categorized. These 
dimensions determine, to a large extent, the 
appropriate agent design and the applicability of 
each of the principal families of techniques for 
agent implementation.  
 Fully observable vs. partially observable. 
 Single agent vs multiagent 
 Deterministic vs. stochastic 
 Episodic vs. sequential 
 Discrete vs. continuous. 
 Known vs unknown. 
Design the structure of agents 
The job of AI is to design the agent program that 
implements the agent function mapping percepts to 
actions. We assume that this program will run on 
some sort of computing device with physical 
sensors and actuators. We call this architecture:  
agent = architecture + program 
Agent programs 
They take the current percept as input from the 
sensors and return an action to the actuators. It just 
takes the current percept as input, because nothing 
more is available from the environment; if the 
agent' s actions depend on the entire percept 
sequence, the agent will have to remember the 
percepts. 
Four basic kinds of agent program that embody the 
principles underlying almost all intelligent systems:  
 Simple reflex agents; 
 Model-based reflex agents;  
 Goal-based agents;  
 Utility-based agents. 
Each kind of agent program combines particular 
components in particular ways to generate actions.  
function SIMPLE-REFLEX-AGENT(percept) 
returns an action 
presistant: rules, a set of condition-action rules 
state <- INTERPRET-INPUT(percept) 
rule <- RULE-MATCH(state, rules) 
action <- RULE-ACTION[rule] 
return action 
A simpIe reflex agent:- It acts according to , whose 
condition matches the current state, as defined by 
the percept. 
Hill climbing, Best – first search 
Generate and Test: 
It is the simplest AI technique: it consists of the 
following steps: 
Algorithm: Generate – and – Test 
 Generate a possible solution. For some 
problems, this means generating a particular 
point in the problem space. For other, it 
means generating a path from a start state. 
 Test to see if this is actually a solution by 
comparing the chosen point or the endpoint of 
the chosen path to the set of acceptable goal 
states. 
 If a solution has been found, quit, Otherwise 
return to step 1. 
If the generation of possible solutions is done 
systematically, then this procedure will find a 
solution eventually if one exists. Unfortunately, if 
the problem space is very large, “eventually” may 
be a very long time. 
Hill climbing: 
It is a variant of generate-and test in which 
feedback from the test procedure is used to help the 
generator to decide which direction to move in 
search space. In a pure generarte-and-test 
procedure, the test function responds with only yes 
or no. But if the test function is augmented with a 
heuristic function that provides an estimate of how 
close a given state is to the goal state, then generate 
procedure can exploit or as shown in the procedure 
below: 
Algorithm simple Hill climbing: 
1. Evaluate the initial state. If it is also goal 
state, then return it and quit. Otherwise 
continue with the initial state as the current 
state. 
2. Loop until a solution is found or until there 
are no new operators left to be applied in the 
current state: 
a. Select an operator that has not yet 
been applied to the current state and 
apply it to produce a new state 
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b. Evaluate the new state 
I. If it is the goal state, then return 
it and quit. 
II. If it is not a goal state but it is 
better than the current state, then 
make it the current state. 
III. If it is not better than the current 
state, then continue in the loop. 
Steepest-Ascent Hill Climbing 
A useful variation on simple hill climbing, 
considers all the moves from the current state and 
selects the best one as the next state. This method is 
called Steepest-Ascent Hill Climbing or Gradient 
search. 
Algorithm: Steepest-Ascent Hill Climbing 
1. Evaluate the initial state. If it is also a goal 
state, then return it and quit. Otherwise, 
continue with the initial state as the current 
state. 
2. Loop until a solution is found or until a 
complete iteration produces no change to 
current state: 
a. Let SUCC be a state such that any 
possible successor of the current 
state will be better than SUCC 
b. For each operator that applies to the 
current state do: 
i. Apply the operator and generate 
a new state 
ii. Evaluate the new state. If it is a 
goal state, then return it and quit. 
If not, compare it to SUCC. If it 
is better, then set SUCC to this 
state. If it is not better, leave 
SUCC alone. 
c. If the SUCC is better than the current 
state, then set current state to SUCC 
Best First Search 
1. Start with OPEN containing just the initial 
state 
2. Until a goal is found or there are no nodes left 
on OPEN do: 
a. Pick the best node on OPEN 
b. Generate its successors 
c. For each successor do: 
i. If it has not been generated 
before, evaluate it, add it to 
OPEN, and record its parent. 
ii. If it has been generated before, 
change the parent if this new 
path is better than the previous 
one. In that case, update the cost 
of getting to this node and to any 
successors that this node may 
already have. 
Problem reduction, Constraint satisfaction, mean-
ends analysis 
 Problem Reduction 
Algorithm  
1. Initialize the graph to the starting node. 
2. Loop until the starting node is labeled 
SOLVED or until its cost goes above 
FUTILITY: 
a.  Traverse the graph, starting at the initial 
node and following the current best path, 
and accumulate the set of nodes that are 
on that path and have not yet been 
expanded or labeled as solved. 
b.  Pick one of these nodes and expand it. If 
there are no successors, assign 
FUTILITY as the value of this node. 
Otherwise, add its successors to the 
graph and for each of them compute f’. 
If f’ of any node is 0, mark that node as 
SOLVED. 
Change the f’ estimate of the newly expanded node 
to reflect the new information provided by its 
successors. Propagate this change backward 
through the graph. If any node contains a successor 
and whose descendants are also solved, label the 
node itself as SOLVED. At each node that is 
visited while going up the graphics decide which of 
its successor are is the most promising and mark ot 
as part of the current best path to change. This 
propagation of revised cost estimates back up the 
tree was not necessary in the BFS algorithm 
because only unexpanded nodes were examined. 
But now expanded nodes must be re-examined so 
that the best current path can be selected. Thus it is 
important that their f’ values be the best estimates 
available. 
 Constraint Satisfaction 
 Propagate available constraints. To do this 
first set OPEN to set of all objects that must 
have values assigned to them in a complete 
solution. Then do until an inconsistency is 
detected or until OPEN is empty: 
o Select an object OB from OPEN. Strengthen 
as much as possible the set of constraints that 
apply to OB. 
o If this set is different from the set that was 
assigned the last time OB was examined or if 
this is the first time OB has been examined, 
then add to OPEN all objects that share any 
constraints with OB. 
o Remove OB from OPEN. 
 If the union of the constraints discovered 
above defines a solution, then quit and report 
the solution. 
 If the union of the constraints discovered 
above defines a contradiction, then return the 
failure. 
 If neither of the above occurs, then it is 
necessary to make a guess at something in 
order to proceed. To do this loop until a 
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solution is found or all possible solutions have 
been eliminated: 
o Select an object whose value is not yet 
determined and select a way of strengthening 
the constraints on that object. 
o Recursively invoke constraint satisfaction 
with the current set of constraints augmented 
by strengthening constraint just selected.  
Means-Ends Analysis (Current, GOAL) 
1. Compare CURRENT to GOAL. If there if no 
difference between them then return. 
2. Otherwise, select the most important 
difference and reduce it by doing the 
following until success of failure is signaled: 
a. Select an as yet untried operator O 
that is applicable to the current 
difference. If there are no such 
operators, then signal failure. 
b. Attempt to apply O to CURRENT. 
Generate descriptions of two states: 
O-START, a state in which O’s 
preconditions are satisfied and O-
RESULT, the state that would result 
if O were applied in O-START. 
c. If (FIRST-PART <- MEA( 
  CURRENT, O-START)) 
 and 
 (LAST-PART <- MEA(O -
  RESULT, GOAL)) 
are successful, then signal success and return 
the result of concatenating FIRST-PART, O, 
and LAST-PART. 
Representations and mappings 
Two different kinds of entities: 
 Fact: truths in some relevant world. These are 
the thing we want to represent. 
 Representations of facts in some chosen 
formalism. They are the things we will 
actually be able to manipulate. 
One way to think of structuring these entities is as 
two levels. 
 The knowledge level at which facts are 
described. 
 The symbol level, at which representation of 
objects at the knowledge level are defined in 
terms of symbols that can be manipulated by 
program.  
 
Mapping between facts ans representations 
It is important to note that usually the available 
mapping functions are not one-to-one, infact they 
are often not even functions but rather many-to-
many relations. 
Approaches to knowledge Representation 
Representational adequacy – the ability to represent 
all the different kinds of knowledge that might be 
needed in that domain. 
 Inferential Adequacy  
 Inferential Efficiency 
 Acquisitional Efficiency 
Unfortunately no single system that optimize all of 
the capabilities for all kinds of knowledge that have 
been found. 
The most important techniques are as below. 
 Simple relational knowledge: 
The simplest way to represent declarations fact is 
as a set of relations of the same sort used in 
database system. 
 Inheritable knowledge: 
 In order to show properly inheritance, object must 
be organised into class and class must be arranged 
in a generalization hierarchy. 
 Inferential knowledge: 
Property inheritance is a powerful form 
of inference, but it is not the only useful form. 
 Procedural knowledge: 
Procedural knowledge can be represented in 
program in many ways. The most common way is 
simlify as code for doing something. 
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Issues in knowledge representation, while 
framing problem 
 Are any attributes of object so basic that they 
occur in almost every problem domain? If 
there are, we need to make sure that they are 
handled appropriately in each of the 
mechanisms we propose. If such attributes 
exist, what are they? 
 Are there any important relationships that 
exist among attributes of objects? \ 
 At what level should knowledge be 
represented? Is there a good set of primitives 
into which knowledge can be broken down ? 
Is it helpful to use such primitives  
 How should set of objects be represented?  
 Given a large amount of knowledge stored in 
a database, how can relevant parts be accessed 
when they are needed? 
 
Simple facts in logic, instance and ISA 
relationship 
Propositional logic is appealing because it is simple 
to deal with and a decision procedure for it exists. 
We can easily represent real-world facts as logical 
propositions written as well-formed formulas 
(wff's) in propositional logic, as shown 
 
Representing Instance and ISA Relationships 
 
 
Computable functions and predidates, Resolution, 
Natural Deduction 
Natural Deduction 
Consider the below greater than(GT) and less 
than(LT) relationship: 
 GT (1, 0)  LT (0, 1) 
 GT (2, 0)  LT (1, 2) 
 GT (3, 2)  LT (2, 3) 
Clearly we do not want to write the representation 
of each of these facts individually. For one thing, 
there are infinitely many of them. But even if we 
only consider the finite number of them that can be 
represented, say, using a single machine word per 
number, it would be extremely inefficient to store 
explicitly a large set of statements when we could, 
instead, so easily compute each one as we need it. 
Thus it becomes useful to augment our 
representation by these computable predicates. 
It is often also useful to have computable functions 
as well as computable predicates. Thus we might 
want to be able to evaluate the truth of 
GT(2 + 3,1) 
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To do so requires that we first compute the value of 
the plus function given the arguments 2 and 3, and 
then send the arguments 5 and 1 to GT. 
Knowledge based agents and the Wumpus world 
The central component of a knowledge based agent 
is its knowledge base or KB. A knowledge base is a 
set of sentences. Each sentence is expressed in a 
language called a knowledge representation 
language and represents some assertion about the 
world. 
Wumpus World 
The wumpus world is a cave consisting of rooms 
connected by passageways. Lurking somewhere in 
the cave is the wumpus, a beast that eats anyone 
who enters its room. The wumpus can be shot by 
an agent, but the agent has only one arrow. Some 
rooms contain bottomless pits that will trap anyone 
who wanders into these rooms. 
PEAS Description:- 
Performance measure: +1000 for picking up the 
gold, –1000 for falling into a pit or being eaten by 
the wumpus, –1 for each action taken and –10 for 
using up the arrow. The game ends either when the 
agent dies or when the agent climbs out of the cave. 
 Environment:  
A 4 × 4 grid of rooms. The agent always starts in 
the square labeled [1,1], facing to the right. The 
locations of the gold and the wumpus are chosen 
randomly, with a uniform distribution, from the 
squares other than the start square. In addition, 
each square other than the start can be a pit, with 
probability 0.2. 
Actuators:  
The agent can move forward, turn left by 90
◦
, or 
turn right by 90
◦
 . The agent dies as miserable death 
if it enters a square containing a pit or a live 
wumpus. 
Sensors:  
The agent has five sensors, each of which gives a 
single bit of information:  
 In the square containing the wumpus and in 
the directly (not diagonally) adjacent squares 
the agent will perceive a stench.  
 In the squares directly adjacent to a pit, the 
agent will perceive a breeze.  
 In the square where the gold is, the agent will 
perceive a glitter.  
 When an agent walks into a wall, it will 
perceive a bump.  
 When the wumpus is killed, it emits a woeful 
scream that can be perceived anywhere in the 
cave. 
Propositional Logic, Propositional Theorem 
Proving, Effective  
Propositional Model Checking:- 
The syntax of the Propositional Logic defines the 
allowable sentence. The atomic sentence consists 
of a single proposition symbol. Each such symbol 
stands for a proposition that can be true or false. 
We use symbols that start with an uppercase letter 
and may contain other letters or subscripts for 
example: P, Q, R, H71,3 and north. The names are 
arbitrary but are often chosen to have some 
mnemonic value to the reader. For example, we 
might use W1,3 to stand for the proposition that the 
wumpus is in [1,3]. There are two proposition 
symbols with fixed meanings: True is the always-
true proposition and False is the always-false 
proposition. Complex sentences are constructed 
from simpler sentences using logical connectives. 
Propositional Theorem Proving:- 
The first concept is logical equivalence: two 
sentences α and β are logically equivalent if they 
are true in the same set of models. We write this as 
α ⇔ β. For example, we can easily show (using 
truth tables) that P ∧ Q and Q ∧ P are logically 
equivalent. 
Deduction Theorem:- 
For any sentences α and β, α |= β if and only if the 
sentence (α ⇒ β) is valid. 
The second concept we will need is validity. A 
sentence is valid if it is true in all models. Valid 
sentences are also known as tautologies—they are 
necessarily true. 
Agents based on propositional logic 
Agent can use logical conference to construct plans 
that are guaranteed to achieve its goals. 
The agent known that the starting square contains 
no pits (p1, 1) and no wumpus (w1, 1), 
furthermore, for each square, it is known that the 
square is breezy if and only if a neighbouring 
square has a pit, and a square is smally if and only 
if a neighboring square has a pit, and a response is 
smelly if and only if a neighbour square has a 
wumpus. Thus we include a large collection of 
sentances of the following forms: the agent also 
knows that there is exactly one wumpus. This is 
expressed in two parts. First we have to say there is 
atleast one wumpus. Then we have to say there is 
atlast one wumpus. If there is currently a strech, 
one might supprt that a proportion stench should be 
added to the knowledge base. 
Logic for non-monotonic reasoning 
 Logic for nonmonotonic reasoning: 
 Defines the set of possible worlds that could 
exist, the given the facts that we do have. 
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More precisely, we will define an 
interpretation of a set of wffs to be a domain 
D, together with a function that assigns: to 
each predicate a relation , to each function and 
operator that maps from D” into D;and to 
each constant, an element of D. 
 Provides a way to say that we prefer to 
believe in some models rather than others. 
 Provides the basis for a practical 
implementation of this kind of reasoning. 
 Corresponds to our institutions about how this 
kind of reasoning works. In other words, we 
do not want variations of syntax to have a 
significant impact on the conclusion that can 
be drawn within our system. 
Figure shows one way of virtualizing how 
nonmonotonic reasoning works in all of them. The 
box labelled A corresponds to an original set of 
wff’s. the large wide contains all the models of A. 
when we add some non-monotonic reasoning 
capabilities of A, we get a new set of wffs, which 
we have labelled B. 
 
Bayesian Network 
Consider the example of the sprinkler, rain and 
grass, figure shows the flow of constraint we 
described, the constraints flow incorrectly from 
“sprinkler on” to “rained last night”. The problem 
was that it failed to make a distinction that was 
critical. There are two different ways that 
propositions can influence the likelihood of each 
other. The first is that caused influences the 
likelihood of their symptoms; the second is that 
observing a symptom affects the likelihood of all 
the possible causes. The idea behind the Bayesian 
Network structure is to make a clear distinction 
between these two kinds of influence. 
 
This can be constructed as a DAG that represents 
the causuality relationship among variables. The 
idea of a cousuality graph has proved to be very 
useful in several systems, particularly medical 
diagnosis system such as CAS-NET and 
INTERNIST, CADUCEUS. The variables in such 
a graph may be proporitional or they may be 
variables that take values of some other type. 
Figure shows a causuality graph for the wet grass 
example. In addition to 3 nodes, the graph contains 
a new node corresponding to the proportional 
variables that tells us whether it is currently the 
rainy season. 
Dempster-Shafer theory. 
Dempster-Shafer Theory 
This approach considers sets of propositions and 
origins to each of them an interval. 
[Brief, Plausibility] 
In which the degree of belief must lie. Belief 
measures the strength of the evidence in favour of a 
set of propositions. It ranges from D (Indicating no 
evidence) to  
[denoting certainity] 
Plausibility (PI) is denoted to be  
Pl(s)=1-Bel(-1s) 
It also ranges from 0 to 1 and measures the extent 
to which evidence in favour of -1s leave for belief 
in particular if we have certain evidence in favor of 
-1s, then Bel (-1s) will be 1 and PI(s) will be 0. 
This tells us that the only possible value for Bel(s) 
is also 0 
All : Allergy 
Flu : flu 
Cold : cold 
Pneu : Pneumonia 
{The, cold, Pneu }  {All} 
Fuzzy logic with details 
The motivation for fuzzy sets is provided by the 
need to represent a fundamental changes to be 
made to our idea of set membership and 
corresponding changes to the definition of logic 
operation. 
John is very tall 
Mary is slightly ill. 
Sue and Linda are close friends 
Exceptions to the rules are nearly 
 impossible. 
 Most frenchmen are not very tall. 
Set theory defines set membership as a boolean 
predicate, fuzzy set allows us to represent set 
membership as a possibility diatibution. 
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For the set of tall people and the set of very tall 
people, It contrasts with the standard boolean 
definition for tall people . In the latter, one is either 
tall or not and these must be a specified height that 
defines the boundary. The same is true for very tall. 
In the former, one’s tallness increases with one’s 
height untill the value of 1 is reached. 
 
 
Implementation issues in reasoning systems 
Implementation Issues 
The first is how to derive exactly those non-
monotonic conclusions that are relevant to solve 
the problem at hand , while not wasting time on 
those that, while they may be licensed by the logic, 
are not necessary and are not worth spending time 
on. 
The second problem is how to update our 
knowledge incrementally as problem – solving 
progress. 
The definitions of the logical system tell us how to 
decide on the truth status of a proportion with 
respect to a given truth status of the set of the 
knowledge box. Since the procedures for doing this 
is a global one, any change to the knowledge box 
may have for reacting consequences. It would be 
computationally interactable to handle this problem 
by starting over with just the facts that are 
explicitly stated and reapplying the various non-
monotonic reasoning steps that were used before 
this time deriving possibly different truths. The 
third problem is that in monotonic reasoning 
system, it often happens that more than one 
interpretation of the known facts is licensed by the 
available inference rules. In Reither’s terminology, 
a given nonmonotonic system may have several 
extenxious at the moment, eventhough many of 
them will eventually be eliminated as new 
knowledge become available. Thus some kind of 
search process is necessary. Flow should it be 
managed. 
Augmenting a problem-solver 
 Augmenting a problem-solver 
Problem solving using uncertain knowlwdge is no 
exception. As a result, there are two basic 
approaches to the kind of problem solving (as well 
as a variety of hybrids): 
 Reason forward from what is known 
Treat monotonically derivable ones are handled. 
Non monotonic reasoning systems that supports 
this kind of reasoning allow standard foreward-
chaining rules to be augmented with unless clauses, 
which introduce a basics for reasoning by default. 
Control is hansled in the same way that all other 
control decissions in the system are made. 
 Reason backward to determine whether 
some expression P is true (or perhaps to find a 
set of bindings for its variables that made it 
true). Non monotonic reasoning systems that 
support this kind of reasoning may do either 
or both of the following two things. 
o Allow default clauses in backward rules. 
Resolve conflicts among defaults using the 
same control strategy that is used for other 
kinds of reasoning (usually rule ordering) 
o Support a kind of debate in which an attempt 
is made to construct arguments both in favor 
of P and opposed to it. Then some additional 
knowledge is applied to the arguments to 
determine which side has the stronger case. 
 
Implementing Depthfirst search 
Dependency – directed backtracking: 
The depth first approach to nonmonotonic 
reasoning then the following scenario is likely to 
occur often: We need to know a fact, F, which 
cannot be derived monotonically from what we 
already know, but which can be derived by making 
some assumption A which seems plausible. So we 
make assumption A, derive F, and then derive 
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some additional facts G and H from F. We later 
derive some other facts M and N, but they are 
completely independent of A and F. A little while 
later, a new fact comes in that invalidates A. We 
need to rescind our proof of F, and also our proofs 
of G and H since they depended on F. But what 
about M and N? They didn’t depend on F, so there 
is no logical need to invalidate them. But if we use 
a conventional backtracking scheme, we have to 
back up past conclusions in the other in which we 
derived them. So we have to backup past M and N, 
thus undoing them, in order to get back to F, G, H 
and A. To get around this problem, we need a 
slightly different notion of backtracking, one that is 
based on logical dependencies rather than the 
chronological order in which decisions were made. 
We call this new method dependency-directed 
backtracking in contrast to chronological 
backtracking, which we have been using up until 
now. 
 
Probability with dice, tossing a coin, all events, 
and various probabilities like marginal, 
conditional probabilities 
Probability with dice: 
There are 6 possible outcomes with dice. {1, 2, 3, 
4, 5, 6} so the possibility occurance of a particular 
number is 1/6. 
Probability of Coin 
There are two possible outcomes with coins Head / 
Tail (H/T). So the probability of occurance of Head 
/ Tail is ½. 
Marginal Probabilities and Conditional 
Probabilities; 
Probabilities such as P(total = 11) and P(double = 
3) are called unconditional or prior probabilities 
(and some times just “priors” for short); they refer 
to degree of belief in propositions in the absence of 
on other information. Most of the time, however, 
we have some information, usually called evidence, 
that has already been revealed. For example, the 
first die may already be showing a 5 and we are 
waiting with bated breath for the other one to stop 
spinning. In that case, we are interested not in the 
unconditional probability of rolling doubles, but the 
conditional or posterior probability (or just 
“posterior” for short) of rolling doubles given that 
the first die is a 5. This probability is written 
P(doubles | Die1 = 5), where the “ | ” is pronounced 
“given.” Similarly, if I am going to the dentist for a 
regular checkup, the probability P(cavity)=0.2 
might be of interest; but if I go to the dentist 
because I have a toothache, it’s P(cavity |toothache 
)=0.6 that matters. 
An example to apply Bayes Theorem 
Product rule, it can actually be written in two 
forms:  
P(a ∧ b) = P(a | b)P(b) and P(a ∧ b) = P(b | a)P(a) .  
Equating the two right-hand sides and dividing by 
P(a), we get  
 
This equation is known as Bayes’ rule (also Bayes’ 
law or Bayes’ theorem). This simple equation 
underlies most modern AI systems for probabilistic 
inference. 
The more general case of Bayes’ rule for 
multivalued variables can be written in the P 
notation as follows: 
 
 
P(c | e)=0.7  
P(e)=1/50000  
P(e)=0.01  
P(c | e) =  = 0.0014 . 
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Certainity factors and rule-based systems 
MYCIN represents most of its diagnostic 
knowledge as a set of rules. Each rule has 
associated with it a certainty factor, which is a 
measure of the extent to which the evidence that is 
described by the antecedent of the rule supports the 
conclussion that is given in the rule’s consequent. 
A typical MYCIN rule looks like 
 
This is the form in which the rules are stated to the 
user. They are actually represented internally in an 
easy way to manipulate LISP list structure. The 
rule we just saw would be represented internally as 
 
Acting under uncertainity 
Uncertainity: 
Consider again the A90 plan for getting to the 
airport. Suppose it gives us a 97% chance of 
catching our flight. Does this mean it is a rational 
choice? Not necessarily: there might be other plans, 
such as A180, with higher probabilities. If it is vital 
not to miss the flight, then it is worth risking the 
longer wait at the airport. What about A1440, a 
plan that involves leaving home 24 hours in 
advance? In most circumstances, this is not a good 
choice, because although it almost guarantees 
getting there on time, it involves an intolerable 
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wait—not to mention a possibly unpleasant diet of 
airport food. 
To make such choices, an agent must first have 
preferences between the different possible 
outcomes of the various plans. An outcome is a 
completely specified state, including such factors 
as whether the agent arrives on time and the length 
of the wait at the airport. 
Basic Probability notations and Example 
Like logical assertions, probabilistic assertions are 
about possible worlds. Whereas logical assertions 
say which possible worlds are strictly ruled out (all 
those in which the assertion is false), probabilistic 
assertions talk about how probable the various 
worlds are. In probability theory, the set of all 
possible worlds is called the sample space. The 
possible worlds are mutually exclusive and 
exhaustive—two possible worlds cannot both be 
the case, and one possible world must be the case. 
For example, if we are about to roll two 
(distinguishable) dice, there are 36 possible worlds 
to consider: (1,1), (1,2), . . ., (6,6). The Greek letter 
_ (uppercase omega) is used to refer to the sample 
space, and ω (lowercase omega) refers to elements 
of the space, that is, particular possible worlds. 
 
A fully specified probability model associates a 
numerical probability P(ω) with each possible 
world.1 The basic axioms of probability theory say 
that every possible world has a probability between 
0 and 1 and that the total probability of the set of 
possible worlds is 1: 
 
For example, if we assume that each die is fair and 
the rolls don’t interfere with each other, then each 
of the possible worlds (1,1), (1,2), . . ., (6,6) has 
probability 1/36. 
Inference using full joint distribution 
There has been endless debate over the source and 
status of probability numbers. The frequentist 
position is that the numbers can come only from 
experiments: if we test 100 people and find that 10 
of them have a cavity, then we can say that the 
probability of a cavity is approximately 0.1. In this 
view, the assertion “the probability of a cavity is 
0.1” means that 0.1 is the fraction that would be 
observed in the limit of infinitely many samples. 
From any finite sample, we can estimate the true 
fraction and also calculate how accurate our 
estimate is likely to be. 
The objectivist view is that probabilities are real 
aspects of the universe— propensities of objects to 
behave in certain ways—rather than being just 
descriptions of an observer’s degree of belief. 
The subjectivist view describes probabilities as a 
way of characterizing an agent’s beliefs, rather than 
as having any external physical significance. 
Examples for Independence, mutually exclussive 
events while rolling dice 
The full joint distribution then becomes 
P (Toothache, Cavity, Catch, Weather), which has 
2 X 2 X 2 X 4 = 32 entries 
P(toothache , catch, cavity, cloudy) 
= P(cloudy | toothache , catch, cavity)P(toothache , 
catch, cavity)  
P(cloudy | toothache , catch, cavity) = P(cloudy) 
 
Two examples of factoring a large joint distribution 
into smaller distributions, using absolute 
independence.  
(a) Weather and dental problems are independent.  
(b) Coin flips are independent. 
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Wumpus world revisited 
The probability of each of the three squares contain 
a pit. The relevant properties of the wumpus world 
are that (1) a pit causes breezes in all neighboring 
squares, and (2) each square other than [1,1] 
contains a pit with probability 0.2. The first step is 
to identify the set of random variables we need. 
 
 
(a) After finding a breeze in both [1,2] and [2,1], 
the agent is stuck - there is no save place to 
explore. 
(b) Division of the square into known, frontier, 
and other for a query. 
 The first step to identify the set pf variables 
we need. 
 As in the propositional logic case, we want 
one Boolean variable Pij, for each which is 
tree iff square [i, j] actually contains a pit. 
 There also have Boolean variable Bij, that are 
true iff square [i, j] is breezy; we include these 
variables only for the observed squares – in 
this case [1, 1], [1, 2] and [2, 1]. 
 The next step is to specify the full joint 
distribution P( P1,1…..P4,4, B1,1, B1,2, B2,1), 
Applying the product rule we have. 
 P( P1,1…..P4,4, B1,1, B1,2, B2,1) = P(B1,1, 
B1,2, B2,1| P1,1…..P4,4) P( P1,1…..P4,4) 
Semantic Nets and Semantic Frames 
 The main idea behind semantic nets is that the 
meaning of a concept comes from the ways in 
which it is connected with other concepts.  
 In Semantic Nets, information is represented 
as a set of nodes connected to each other by a 
set of labeled arcs which represents relation 
among the nodes. 
 The network contain examples of both 
instance relations, as well as some other, more 
– specific relations like term and uniform 
color. 
Frames: 
A frame is a collection of attributes and associated 
values that describe some entity in the world. Some 
times a frame describes an entity in some absolute 
sense. 
Conceptual dependency, conceptual scripts, CYC 
(i) Conceptual dependency: 
 Conceptual dependency is a theory of how to 
represent the kind of knowledge about events 
that is usually contained in natural language 
sentence. 
 The goal is to represent the knowledge in a 
way that 
o Facilitates drawing inferences from the 
sentences. 
o  Is independent of the language in which the 
sentences were originally stated. 
 
 Above representation leads to the following 
sentence. 
“I gave the man a book.” 
 Following are some typical primitives used: 
ATRANS : Transfer of an abstract relationship 
(e.g., give) 
PTRANS : Transfer of the physical location of an 
object (e.g.,go)  
PROPEL: Application of physical force to an 
object (e.g.,push)  
(ii) Scripts: 
 CD is a mechanism for representing and 
reasoning about events. 
 A script is a structure that describes a 
stereotyped sequence of events in a particular 
context. 
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 A script consists of a set of slots. Each slot 
may be associated with some information and 
what kind of values it may contain as well as 
a default value to be used if no other 
information is available. 
 Following are some of the important 
components of a script: 
Entry Conditions -- must be satisfied before events 
in the script can occur.  
Results -- Conditions that will be true after the 
events described in the script  
Props -- Slots representing the objects that are 
involved in events described in the script.  
Roles-- Slots representing people who are involved 
in the events described in the script. The 
presencnce of these people, too, can be inferred 
even if thay are not mentioned explicitely. 
Track – The specific variations on a more general 
pattern that is represented by this particular script. 
(iii) CYC: 
A very large knowledge based project aimed at 
capturing human commonsense knowledge. 
Motivations: 
Why should we want to build large knowledge 
base. 
 Brittleness: 
Specialized knowledge based systems are brittle. 
They cannot cope with novel situations, and their 
performance degradation is not graceful. 
 Form a content: 
The technique we have seen so far for representing 
and using knowledge may or may not be sufficient 
for the purpose of AI. 
 Shared knowledge: 
Small knowledge based systems make simplifying 
assumptions about to represent things like space, 
time motion ans structure. 
Here are two possibilities: 
 Machine learning: 
In order for a system to learn a great deal, it must 
already know a great deal. 
 Natural language understanding: 
Humans extend their own knowledge by reading 
books and talking with other humans. 
Implementing Optimal Decision in games 
 In a normal search problem, the optimal 
solution would be a sequence of actions 
leading to a goal state – a terminal state that is 
a win. 
 In adversial search, MIN has something about 
it. MAX therefore must find a contingent 
strategy, which specifies MAX's most in the 
initial state, then MAX's moves in the states 
resulting from every possible. 
 
The minimax algorithm: 
The minimax algorithm algotithm computes the 
minimax decision from the current state. It uses a 
simple recurssive computation of the minimax 
values of each successor state, directly 
implementing the defining squations. 
Optima decisions in multiplayer games: 
Many popular games allow more than two plays. 
Let us examine how to extend the minimax idea to 
multiplayer games. This is straightforward from the 
technical viewpoint, but raises some interesting 
new conceptual issues. 
Explain: Alpha-Beta Pruning 
 The problem with minimax search is that the 
number of game state it has to examine is 
essential the depth of the tree. 
 Unfortunately, we cannot eliminates the 
exponent but out we can effectievely cut it in 
half. 
 We can use pruning to eliminates large parts 
of tree from consideration. The particular 
technique examine is called alpha-beta 
purning. 
 When applied to the minimax tree, it is the 
same move as minimax would, but purnes 
away branches that cannot possibly inter the 
final decition. 
 
Imperfect Real time Decisions 
 The minimax algorithm generates the entire 
game search space, whereas the alpha–beta 
algorithm allows us to prune large parts of it. 
 However, alpha–beta still has to search all the 
ways to terminal states for at least a portion of 
the search space.  
 This depth is usually not practical, because 
moves must be made in a reasonable amount 
of time—typically a few minutes at most. 
   S.Sridhar* et al. 
  (IJITR) INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY AND RESEARCH 
Volume No.4, Issue No.1, December - January 2016, 2760 – 2780. 
2320 –5547 @ 2013-2016 http://www.ijitr.com All rights Reserved.  Page | 2777 
Evaluation Functions 
An Evaluation function returns an estimate of the 
expected utility of the game from a position. The 
idea of an estimator was to new when it was 
proposed. 
The performance of a game-playing program 
depends strongly on the quality of its evaluation 
function. An inaccurate evaluation function will 
guide an agent toward positions that turn out to be 
lost. 
First, the evaluation function should order the 
terminal states in the same way as the true utility 
function: states that are wins must evaluate better 
than draws, which in turn must be better than 
losses. 
Otherwise, an agent using the evaluation function 
might be even if it can see ahead all the way to the 
end of the game. 
Stochastic Games, particularly observable geme 
In real life, many unpredictable external events can 
put us into unforseen situations. Many games 
mirror this unpredictability by including a random 
element,such as throwing a dice. 
 
 
Examples for state of the art game programs 
 In 1965, the Russion mathematician 
Alexander Kronrod called chess “the 
Drosophilles atrificial intelligence”. John 
Mccarthy disagrees whereas some discoveries 
apply to biology more boardly. 
 AI has used broadly chess to do the equivalent 
breeding very fast fruit flies. Perhaps a better 
analogy is that chess is to AI as Grand motor 
racing is to the car industry: 
 State-of-the-art game programs are blindingly 
fast, highly optimized machines that 
incorporate the latest engineering advances, 
but they aren't much useful for doing the 
shopping or driving off-road. 
 IBM's DEEP BLUE chess program, now 
retired, is well known for defeating world 
champion Garry Kasparov in a widely 
publicized exhibition match.  
 Deep Blue ran on a parallel computer with 
thirty IBM RS/6000 processors doing alpha—
beta search. 
Need for alternative approaches 
 Because calculating optimal decisions in 
games is intractable in most cases, all 
algorithms must make some assumptions and 
approximations. 
 The standard approach based on minimax, 
evaluation functions, and alpha-beta pruning 
is just one way to do this. 
 First let us consider heuristic minimax. It 
selects an optimal move in a given search tree 
provided that the leaf node evaluations are 
exactly correct. 
In reality, evaluations are usually crude estimates 
of the value of a position and can be considered to 
have large errors associated with them. 
 
Forms of learning, supervised learning, Learning 
decision trees 
Any component of an agent can be improved by 
learning from data. The improvement the technique 
used to make them, depend on four major factors: 
 Which improvement is to be improved. 
 What prior knowledge the agent alrready has. 
 What representation is used for the data and 
the component. 
 What feedback is available to lerarn from. 
Compononts to be learned. 
The following are common components of many 
agents: 
 A direct mapping from conditions on the 
current state to action. 
 A means to inter relevant properties of the 
world from the perpect sequence. 
 Information about the way the world evolves 
and about the results of possible actions the 
agent can take. 
 Utility information indicating the desirability 
of world states. 
 Action value information indicating the 
desirability of actions. 
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Evaluation and choosing the best hypothesis 
We want to learn a hypothesis that fits the future 
data best to make that precise we need to define 
“future data” and “best”. We make the stationary 
assumption: that there is a probability distribution 
over examples that read stationary over time. 
Each example data point is a random variable Ej 
whose observed value ej = (xj, yj) is sample from 
that distribution, and is independent of the previous 
examples. 
P (Ej ! Ej-1, Ej-2, …. ) = P (Ej) 
And each example has an identical prior probability 
distribution: 
P (Ej) = P( Ej-1) = P(Ej-2) = …….. 
Examples that satisfy these assumptions are called 
independent and identically distributed or iid. An 
iid assumption connects the past to the futurte. 
Some such connections all bets are off-the future 
could be anything. 
The theory of learning, PAC, regression 
 The main unanswered questions in learning is 
this: how can we be sure that our learning 
algorithm has produced a hypothesis that will 
predict the correct value for previously. 
 In formal terms, how do we know that the 
hypothesis h is close to the target function f if 
we don’t know what f is? 
 We have started with the question of how 
many examples are needed for learning. We 
saw from the learning curve for decision tree 
learning on the restaurant problem that 
improves with more training data. 
 Learning curves are useful, but they are 
specific for a particular learning algorithm on 
a partical problem. 
 Questions like this are addressed by 
computationic learning theory, which lies at 
the intersection on AI, Statistics and 
Theoritical Computer Science. 
Non parametric models, support vector machines 
 Linear regression and neural networks use the 
training data to estimate a fixed set of 
parameter w. That defines our hypothesis 
hw(x), and at that point we can through away 
that transmittted data, because they are all 
summarized by w. 
 A learnimg model that summarized data with 
a set of parameter of fixed size is called 
parametric model. 
 No matter how much data you throw at a 
parameters it needs. When data sets are small, 
it makes sense to have restrictions on the 
allowable hypothesis, to avoid overﬁtting. 
 But when there are thousands millions of 
examples to learn from, it seems like a better 
idea to let the data for themselves rather than 
forcing them to spell through a tiny vector of 
parameters. 
 A non - parametric model is one that cannot 
be characterized by a bounded set of 
parameters. 
Support vector machine 
The support vector machine or SVM framework is 
currently the most popular approach for “off-the-
shelf” supervised learning: if you don’t have any 
specialized prior knowledge about a domain, then 
the SVM is an excellent method to try first. 
There are 3 properties that make SVMs at track. 
1. SVMs construct a maximum margine 
separator a decision boundary with the largest 
possible distance to example points. This 
helps them generalized well. 
2. SVMs create a linear separating hyperplane 
but they have the ability to embed the data 
into a higher-dimensional space, using the so 
called Kernel trick. 
Often, data that are not linearly separable in 
the original input space are easily separable in 
the original input space are easily separable in 
the higher-dimensional space. 
3. SVMs are a nonparametric method – they 
retain training examples and potentially need 
to store them all. 
Statistical learning, learning with complete data 
Consider a simple example. Our favorite surprise 
candy comes in two flavors: cherry (yam) and 
limely. The candy manufacturer has a peculiar 
sense of humor and wraps each piece of candy in 
the same opaque wrapper, regardless of ﬂavor. 
The candy is sold in very large bags, of which there 
are known to be ﬁve kinds—again, in 
distinguishable from the outside: 
h1: 100% cherry  
h2: 75% cherry + 25% lime 
h3: 50% cherry + 50% lime 
h4: 25% cherry + 75% lime 
h5: 100% lime  
Given a new bag of candy, the random variable H 
(for hypothesis) denotes the type of the bag, with 
possible valuesh 1 through 5. H is not directly 
observable, ofcourse. As the pieces of candy are 
opened and inspected, data are revealed—D1, 
D2,..., DN, where each D is a random variable with 
possible values cherry and lime. The basic task 
faced by the agent is to predict the ﬂavor of the 
next piece of candy. Despite its apparent triviality, 
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this scenario serves to introduce many of the major 
issues. 
Learning with hidden variables. 
 Many real world problems have hidden 
variables which are not observable in the data 
that are available for learning. 
 For example, medical records often include 
the observed symptoms, the treatment applied, 
and perhaps the out come of the treatment, but 
they seldom contain a direct observation of 
the disease itself. 
 Hidden variables are important, but they do 
complicate the learning problem. 
 
A simple diagnostic network for heart disease, 
which is assumed to be a hidden variable. Each 
variable has three possible values and is labeled 
with the number of independent parameters in its 
conditional distribution. 
Implementation of the EM algorithm 
The basic idea of EM in this context is to pretend 
that we know the parameters of the modes and that 
we know the parameters of the mode and then to 
infer the probability that each data point belongs to 
each component. After that, we refer the 
components to the data, where each component is 
fitted to the entire data set with each point weight 
by the probability that it belongs to that component. 
 The process iterates until convergence. 
Essentially, we are "completing" the data by 
inferring probability distributions over the 
hidden variables - which component each data 
point belongs to - based on the current model.  
 For the mixture of Gaussians, we initialize the 
mixture model parameters arbitarily and then 
iterate the following two steps: 
o E-step: Compute the probabilities pij = P (C=I 
| xj), the probability that datum xj was 
generated by component i. By Bayes' rule, we 
have  
pij =  P(xj | C = i) P (C=i). 
o M-step: Compute the new mean, covariance, 
and component weights as follows: 
mi <- Sumj pij xj / pi 
Sumi <- Sumj pij xj xj T/pi 
wi <- pi 
Handwritten digit recognition: 
Recognizing hand written digits is an important 
problem with many applications, including 
automatic sorting of mail by postal code, 
automated reading of checks and tax returned, data 
entry for hand held computers.  
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