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The total energy of the wave equation is conserved with respect to
time if the propagation speed is a constant, but this is not true
in general for time dependent propagation speeds. Indeed, it is
considered in Hirosawa (2007) [3] that the following properties
of the propagation speed are crucial for the estimates of the
total energy: oscillating speed, difference from the mean, and the
smoothness in Cm category. The main purpose of this paper is to
derive a beneﬁt of a further smoothness of the propagation speed
in the Gevrey class for the energy estimates.
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1. Introduction
1.1. Background
Let us consider the following Cauchy problem for a wave equation with a time dependent propa-
gation speed a = a(t):
{
∂2t u − a(t)2u = 0, (t, x) ∈ (0,∞) ×Rn,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), x ∈Rn,
(1.1)
where  =∑nj=1 ∂2x j , and a(t) satisﬁes
a0  a(t) a1 (1.2)
for positive constants a0 and a1  1. The total energy of the solution to (1.1) at t is given by
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2
∫
Rn
(∣∣∂tu(t, x)∣∣2 + a(t)2∣∣∇u(t, x)∣∣2)dx,
where ∇ = (∂x1 , . . . , ∂xn ).
If a(t) is a constant, then the energy conservation E(t) ≡ E(0) holds; but such a property does
not hold in general for variable propagation speeds. If a ∈ C1([0,∞)), then the equality E ′(t) =
a′(t)a(t)‖∇u(t, ·)‖2
L2
and Gronwall’s inequality yield the estimate
exp
(
−
t∫
0
2|a′(s)|
a(s)
ds
)
E(0) E(t) exp
( t∫
0
2|a′(s)|
a(s)
ds
)
E(0),
where a′ denotes the derivative of a with respect to t; we shall also denote a′′ and a(k) , the second
and k-th order derivatives of a with respect to t , respectively. Therefore, under the assumption to the
order of the oscillating speed:
∣∣a′(t)∣∣ C(1+ t)−β (β  0), (1.3)
we have
η(t)−1E(0) E(t) η(t)E(0) (1.4)
for
η(t) =
⎧⎨
⎩
exp(C(1+ t)−β+1) (β < 1),
(1+ t)C (β = 1),
C (β > 1),
(1.5)
where C is a positive constant; we shall denote universal positive constants by C and Ck with
k = 0,1, . . . without making any confusion. Here the estimates (1.4) with η(t) = C are called the
generalized energy conservation (= GEC).
It is known that the order η(t) of (1.5) with β = 1 for the estimates (1.4) can be improved in
η(t) = C under the additional assumption for the C2 property of a(t):
∣∣a′′(t)∣∣ C(1+ t)−2; (1.6)
we can ﬁnd a basic idea for the proof in [6] and [7]. Thus we see that the C2 property of a(t)
contributes to improve the order of η(t) of (1.5) for the energy estimates (1.4).
Generally, any Cm properties of a(t) for m 3 do not contribute to improve the order of (1.5) even
if we introduce the additional assumptions
∣∣a(k)(t)∣∣ Ck(1+ t)−kβ (k = 1, . . . ,m) (1.7)
for any 0  β < 1, which are generalizations of the C1 property (1.3) and the C2 property (1.6) for
a ∈ Cm . Indeed, the example of a(t)
a(t) = 2+ cos((log(e+ t))γ )
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for γ > 2, and [1] for the idea of the proof of γ > 1). Thus we cannot overcome the critical number
β = 1 to the assumption of the oscillating speed (1.3) for GEC though a(t) is smoother than C3.
However, we can derive a beneﬁt of the Cm property of the propagation speed if we introduce an
additional assumption, which describes an error of the variable propagation speed from the mean of
it. Let us suppose that a(t) has a mean on [0,∞), that is, there exists a constant a∞ such that
lim
t→∞
∫ t
0 a(s)ds
t
= a∞.
Then we introduce the stabilization property, which was introduced in [3] as follows: there exist con-
stants c0 > 0 and α ∈ [0,1) such that
t∫
0
∣∣a(s) − a∞∣∣ds c0(1+ t)α. (1.8)
Here we remark that (1.8) is trivial for α = 1 since (1.2) is valid.
Then the following results are known:
Theorem 1.1. (See [3].) Let a ∈ Cm([0,∞)) for m  2 satisfy (1.7) and (1.8) for a β  0. If α  β , then there
exists a positive constant ρ such that the energy estimates (1.4) hold for
η(t) = exp(ρ(1+ t)σm) with σm =max
{
0,α − β + 1− α
m
}
.
Moreover, if a ∈ C∞([0,∞)) and (1.7) are valid for any m ∈ N, then the estimates (1.4) hold for
η(t) = exp(ρ(1+ t)σ∞) with σ∞ =
{
0 (α < β),
α − β + ε (α  β),
where ε is an arbitrarily small positive constant.
We have from Theorem 1.1 that GEC is valid for β = α + (1 − α)/m for m < ∞, and β = α + ε
for m = ∞. Clearly, β < 1 holds since α < 1 and m  2; thus β = 1 is not crucial for GEC anymore.
Moreover, it is also proved in [3] that GEC is not valid for α > β in general though a ∈ C∞([0,∞))
satisﬁes (1.7) for any m ∈N and (1.8). Consequently, for a ∈ C∞([0,∞)), we observe that α = β is the
critical case for GEC.
Remark 1.1. We observe that limm→∞ σm = α − β and σm is strictly decreasing if and only if α < 1.
Therefore, the stabilization property is crucial to derive a beneﬁt of the Cm properties of a(t) for the
energy estimates (1.4).
1.2. Main theorem
We realize a beneﬁt of the smoothness of a(t) for the energy estimates (1.4) in the Cm category
by Theorem 1.1. However, this theorem does not give any precise conclusions in the limit case as
m → ∞; thus one cannot derive any beneﬁt of further smoothness properties of a(t) than C∞ . The
main purpose of this paper is to derive more precise estimates (1.4) in the limit case m → ∞ to
introduce the Gevrey regularity of a(t).
For ν > 1, ρ > 0 and I ⊂ R, we introduce the Gevrey classes γ νρ = γ νρ (I) and γ ν = γ ν(I) as
follows:
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{
f (t) ∈ C∞(I); ∣∣ f (k)(t)∣∣ Ck!νρ−k (k = 0,1,2, . . .)},
and
γ ν(I) =
⋃
ρ>0
γ νρ (I).
Let a ∈ γ ν([0,∞)) satisfy (1.2) and the stabilization property (1.8) for a α ∈ [0,1). We assume
that there exist constants μ  0 and ρ0 > 0 such that the derivatives of a(t) satisfy the following
estimates:
∣∣a(k)(t)∣∣ k!ν(ρ0(1+ t)α(log(e+ t))μ)−k (k = 1,2, . . .). (1.9)
Then our main theorem is represented as follows:
Theorem 1.2. Let a ∈ γ ν([0,∞)) satisfy (1.8) and (1.9) for some constants α ∈ [0,1), μ  0 and ρ0 > 0.
Then there exists a positive constant C such that the energy estimates (1.4) hold for
η(t) = exp(C log(e+ t)σ ) with σ =max{0, ν − μ}. (1.10)
We observe from Theorem 1.2 that further smoothness property of a(t), that is, smaller ν , con-
tributes for more precise energy estimates. Moreover, the energy estimates near the critical case α = β
are precisely developed from Theorem 1.1 by considering a log-effect to the order of the derivatives
of a(t) corresponding to the Gevrey order ν . Thus we realized the new critical condition ν = μ for
GEC.
Let us summarize the conclusion of Theorem 1.2 in contrast to the previous results. Suppose that
(1.3) and (1.8) with α = β < 1 are valid. Under the assumptions to the higher order derivatives of a(t)
as (1.7) with β = α or (1.9) with μ = 0, the orders of the error η(t) as t → ∞ on the estimates (1.4)
are represented by the following table:
a(t) C1 Cm (m 2) C∞ γ ν (ν > 1)
η(t) exp(Ct1−α) exp(Ct 1−αm ) exp(Ctε) exp(C(log t)ν )
where ε is an arbitrarily positive constant. The next table shows the orders of oscillating speed |a′(t)|
as t → ∞ to be concluded GEC; thus we put β = α + (1− α)/m for (1.7) and μ = ν for (1.9):
α = 1 α < 1
a(t) C1 C2 Cm (m 2) C∞ γ ν (ν > 1)
O (|a′(t)|) t−1−ε t−1 t−α− 1−αm t−α−ε t−α(log t)−ν
Remark 1.2. The assumption ν > 1 is required of basic properties of the algebra for the Gevrey func-
tions (see Propositions 2.1, 2.2 and Lemma 4.3), and they are essential for the proof of our main
theorem. Therefore, we cannot consider the critical case ν = 1; consequently, we have no answer
whether one can choose η(t) as a polynomial order or not in the critical case of (1.9) with μ = 0.
Remark 1.3. We see that for any β < α and ν > 1 GEC does not hold in general under the assumptions
(1.7) with Ck = k!ν and (1.8) by a small modiﬁcation of the arguments in [3].
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ρ(t) = (1+ t)α(log(e+ t))μ.
Let ψ ∈ γ ν1 (R) be a non-constant and 1-periodic function satisfying |ψ | < 1 and ψ(k)(0) = 0 for any
k = 0,1,2, . . . . For a large constant K we set τ j = K j − 1 for j = 1,2, . . . . Then we see that τ j +
ρ(τ j) < τ j+1 for any j. Let us deﬁne a(t) by
a(t) =
{
1+ (log(e+ τ j))−μψ
( t−τ j
ρ(τ j)
)
, t ∈ [τ j, τ j + ρ(τ j)] ( j = 1,2, . . .),
1, t ∈ [0,∞) \⋃∞j=1[τ j, τ j + ρ(τ j)].
Then we observe that a ∈ γ ν([0,∞)) satisfying (1.9) for ρ0 = 1. Moreover, for t ∈ [τk, τk+1], we have
t∫
0
∣∣a(s) − 1∣∣ds k∑
j=1
τ j+ρ(τ j)∫
τ j
∣∣a(s) − 1∣∣ds k∑
j=1
(1+ τ j)α  2Kkα
 2(1+ τk)α  2(1+ t)α;
thus the stabilization property (1.8) is valid for the mean a∞ = 1.
2. Preliminaries for the proof
2.1. Reduction of the problem in the phase space
Denoting v(t) = v(t, ξ) = uˆ(t, ξ), where uˆ is the partial Fourier transformation of u(t, x) with re-
spect to x, (1.1) is rewritten as the following Cauchy problem in the phase space {(t, ξ) ∈ [0,∞)×Rn}:
{
∂2t v + a(t)2|ξ |2v = 0, (t, ξ) ∈ (0,∞) ×Rn,
v(0, ξ) = uˆ0(ξ), ∂t v(0, ξ) = uˆ1(ξ), ξ ∈ Rn. (2.1)
Then we introduce the microenergy of (2.1) by
E(t, ξ) = 1
2
(
a(t)2|ξ |2∣∣v(t, ξ)∣∣2 + ∣∣∂t v(t, ξ)∣∣2).
The goal of our proof is to derive the following estimates
η(t)−1E(0, ξ) E(t, ξ) η(t)E(0, ξ) (2.2)
uniformly in the phase space, which immediately give the estimates (1.4) since E(0) < ∞. Indeed, the
estimates (2.2) will be concluded by Lemmas 3.1 and 4.5.
We shall propose that the following three properties of the propagation speed and their interac-
tions are crucial for the energy estimates (1.4):
• difference from the mean (stabilization property): described by (1.8) with the parameter α;
• oscillating speed: described by (1.9) for k = 1 with the parameters α and μ;
• smoothness (in the Gevrey class): described by (1.9) as k → ∞ with the parameter ν .
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Actually, the inﬂuences of these properties to the estimates of E(t, ξ) are different in different zones
of the phase space; brieﬂy, the stabilization, and the smoothness properties are dominant in the low,
and the high frequency parts of the phase space respectively, and the border of these zones are
determined by the oscillating speed. We shall deﬁne the effective zones taking account the claims
above corresponding to the following conditions to the parameters α, μ and ν:
α = μ = 0; (A1)
α = 0 and 0< μ < ν; (A2)
α = 0 and μ ν; (A3)
α > 0. (A4)
Let N be a large constant depending on a0, a1, c0, α, μ and ν , to be chosen later. For (A1), (A2) and
(A4) we deﬁne the non-negative τ0 = τ0(ξ) implicitly by
(1+ τ0)α |ξ | = N
(
log(e+ τ0)
)σ ; (2.3)
here we see that τ0(ξ) is uniquely deﬁned in |ξ | N for (A1) and (A2), and in |ξ | N for (A4) (see
Fig. 1). Then we deﬁne the zones of low, and high frequency parts of the phase space, which are
called the pseudo-differential zone ZΨ = ZΨ (N), and the hyperbolic zones ZH = ZH (N) respectively, by
ZΨ =
⎧⎨
⎩
{(t, ξ) ∈ [0,∞) ×Rn; t > τ0(ξ)} for (A1) and (A2),
{(t, ξ) ∈ [0,∞) ×Rn; |ξ | < N} for (A3),
{(t, ξ) ∈ [0,∞) ×Rn; t < τ0(ξ)} for (A4),
and
ZH =
{
(t, ξ) ∈ [0,∞) ×Rn \ ZΨ
}
.
2978 F. Hirosawa / J. Differential Equations 248 (2010) 2972–2993Moreover, we divide the hyperbolic zone ZH into inﬁnitely many subzones ZH,k = ZH,k(N) (k =
1,2, . . .). For (A2), (A3) and (A4) we set tk = tk(ξ) implicitly by
ρ(tk)|ξ | = (1+ tk)α
(
log(e+ tk)
)μ|ξ | = N(k + 1)ν (2.4)
for k = 0,1, . . . . Here we note that {(t, ξ) ∈ (0,∞) ×Rn; t = t0(ξ)} ∩ ZH = ∅. Then we deﬁne ZH,k by
ZH,k =
{ {(t, ξ) ∈ ZH ; Nkν  |ξ | < N(k + 1)ν} for (A1),
{(t, ξ) ∈ ZH ; tk−1(ξ) t < tk(ξ)} for (A2)–(A4). (2.5)
For a ξ ∈Rn \ {0}, we denote
ZH (ξ) = ZH ∩
([0,∞) × {ξ}) and ZΨ (ξ) = ZΨ ∩ ([0,∞) × {ξ}),
m0(ξ) =
{
min{k ∈N∪ {0}; tk(ξ) > 0} for (A2) and (A3),
min{k ∈N∪ {0}; tk(ξ) >max{0, τ0(ξ)}} for (A4),
and
m1(ξ) =max
{
k ∈N∪ {0}; tk(ξ) τ0(ξ)
}
for (A2).
Then we have
ZH (ξ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∅ for (A1)–(A3) with |ξ | < N,
[τ0, tm0) ∪
⋃∞
j=m0+1[t j−1, t j) for (A4) with |ξ | < N,[0, τ0] for (A1) with |ξ | N,
[0, tm0) ∪
⋃m1
j=m0+1[t j−1, t j) ∪ [tm1 , τ0] for (A2) with |ξ | N,
[0, tm0) ∪
⋃∞
j=m0+1[t j−1, t j) for (A3) and (A4) with |ξ | N,
and
ZΨ (ξ) =
⎧⎪⎨
⎪⎩
[0,∞) for (A1)–(A3) with |ξ | < N,
[0, τ0) for (A4) with |ξ | < N,
(τ0,∞) for (A1) and (A2) with |ξ | N,
∅ for (A3) and (A4) with |ξ | N.
By the deﬁnitions of the zones ZH,k we have the following lemma, which describes a correspon-
dence between the number k and t in ZH,k:
Lemma 2.1. Let (t, ξ) ∈ ZH,k. There exists a positive constant c1 independent of ξ such that t  c1ek.
Proof. By (2.3) and (2.4) we have the following estimates. For (A1), noting σ = ν and t  τ0, we have
(
log(e+ t))ν  (log(e+ τ0))σ = |ξ |
N
 (k + 1)ν .
For (A2), noting σ = ν − μ, we have
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log(e+ t))ν  (log(e+ tk))ν = N(k + 1)ν(log(e+ tk))σ|ξ |
 N(k + 1)
ν(log(e+ τ0))σ
|ξ | = (k + 1)
ν .
For (A3), noting σ = 0 and |ξ | N , we have
(
log(e+ t))μ  (log(e+ tk))μ = N(k + 1)ν|ξ |  (k + 1)ν  (k + 1)μ.
For (A4), noting τ0  t  tk , we have
(
log(e+ t))μ  (log(e+ tk))μ = N(k + 1)ν
(1+ tk)α |ξ | 
N(k + 1)ν
(1+ τ0)α |ξ | = (k + 1)
ν  (k + 1)μ
for μ ν , and noting σ = ν − μ for μ < ν , we have
(
log(e+ t))ν  (log(e+ tk))ν = N(k + 1)ν(log(e+ tk))σ
(1+ tk)α |ξ |
 C1N(k + 1)
ν(log(e+ τ0))σ
(1+ τ0)α |ξ | = C1(k + 1)
ν,
where
C1 = max
0τs
{(
1+ τ
1+ s
)α( log(e+ s)
log(e+ τ )
)σ}
. 
2.2. Algebraic properties for Gevrey functions
Let us introduce the following propositions concerning the products and the divisions of the
Gevrey functions; these properties are essential on the symbol calculus in Section 4.2 for the esti-
mate of E(t, ξ) in ZH .
Proposition 2.1. (See Proposition 4.1 [5].) Let I be a compact set of R, ν and ρ be constants satisfying ν > 1
and ρ > 0. If f1, f2 ∈ γ νρ (I) satisfy
sup
t∈I
{∣∣ f (k)j (t)∣∣} C jk!νρ−k
for j = 1,2 and any k = 0,1,2, . . . , then there exists a constant κ > 0 depending only on C1 , C2 and ν such
that
sup
t∈I
{∣∣( f1(t) f2(t))(k)(t)∣∣} κC1C2k!νρ−k
for any k = 0,1,2, . . . .
Proposition 2.2. (See Proposition 4.2 [5].) Let I be a compact set of R, ν and ρ be constants satisfying ν > 1
and ρ > 0. If f ∈ γ νρ (I) satisﬁes f (t) f0 for a positive constant f0 , and
sup
{∣∣ f (k)(t)∣∣} C0k!νρ−kt∈I
2980 F. Hirosawa / J. Differential Equations 248 (2010) 2972–2993for any k = 0,1,2, . . . , then there exists a constant κ > 1 depending only on f0 and ν such that
∣∣∣∣
(
1
f (t)
)(k)∣∣∣∣ κC0k!νρ−k
for any k = 0,1,2, . . . .
For proofs of both propositions refer to [5].
3. Estimates in the pseudo-differential zone
Let (t, ξ) ∈ ZΨ , and set v0 = v0(t) = v0(t, ξ) by
v0 =
(
v0,1
v0,2
)
= M−10
(
ia∞|ξ |v
∂t v
)
= 1
2
(
∂t v + ia∞|ξ |v
∂t v − ia∞|ξ |v
)
,
where
M0 =
(
1 −1
1 1
)
, that is, M−10 =
1
2
(
1 1
−1 1
)
.
Then v0 is a solution to
∂t v0 = (Φ0 + B0)v0,
where
Φ0 =
(
φ0 0
0 φ0
)
, B0 =
(
0 b0
b0 0
)
,
φ0 = i(a
2 + a2∞)|ξ |
2a∞
and b0 = i(a
2 − a2∞)|ξ |
2a∞
.
Hence we have
∂t |v0|2 = 4{b0v0,1v0,2} 2|b0||v0|2  |a
2 − a2∞||ξ |
a∞
|v0|2  2a1|a − a∞||ξ |
a0
|v0|2.
Therefore, by Gronwall’s inequality we have the followings estimates. For (A1)–(A3) with |ξ | < N we
have
∣∣v0(t, ξ)∣∣2  exp
(
2a1
a0
|ξ |
t∫
0
∣∣a(s) − a∞∣∣ds
)∣∣v0(0, ξ)∣∣2
 exp
(
2a1c0
a0
|ξ |
)∣∣v0(0, ξ)∣∣2  exp
(
2a1c0N
a0
(
log(e+ t))σ)∣∣v0(0, ξ)∣∣2.
Analogously, for (A1) and (A2) with |ξ | N , noting t > τ0 we have
∣∣v0(t, ξ)∣∣2  exp
(
2a1c0N
a
(
log(e+ t))σ)∣∣v0(τ0, ξ)∣∣2.0
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∣∣v0(t, ξ)∣∣2  exp
(
2a1
a0
|ξ |
t∫
0
∣∣a(s) − a∞∣∣ds
)∣∣v0(0, ξ)∣∣2
 exp
(
2a1c0
a0
(1+ t)α |ξ |
)∣∣v0(0, ξ)∣∣2  exp
(
2a1c0C1N
a0
(
log(e+ t))σ)∣∣v0(0, ξ)∣∣2,
where C1 is the same constant as in the proof of Lemma 2.1. Analogously, we have the following
estimates for |v0| from below:
∣∣v0(t, ξ)∣∣2 
{
exp(−C(log(e+ t))σ )|v0(0, ξ)|2 for |ξ | < N ,
exp(−C(log(e+ t))σ )|v0(τ0, ξ)|2 for (A1) and (A2) with |ξ | N,
where C = 2a1c0C1N/a0. Noting the inequalities
(
a0
a1
)2
E(t, ξ)
∣∣v0(t, ξ)∣∣2 
(
a1
a0
)2
E(t, ξ),
which follow from the deﬁnition of v0, we have the following lemma:
Lemma 3.1. Let (t, ξ) ∈ ZΨ . There exists a positive constant C such that
{
η(t)−1E(0, ξ) E(t, ξ) η(t)E(0, ξ) for |ξ | < N,
η(t)−1E(τ0, ξ) E(t, ξ) η(t)E(τ0, ξ) for (A1) and (A2) with |ξ | N, (3.1)
where η(t) is given by (1.10).
4. Estimates in the hyperbolic zone
4.1. Reﬁned diagonalization procedure
Let (t, ξ) ∈ ZH,k for a k ∈ N, and set v1 = v1(t) = v1(t, ξ) by
v1 =
(
v1,1
v1,2
)
= M−10
(
ia|ξ |v
∂t v
)
= 1
2
(
∂t v + ia|ξ |v
∂t v − ia|ξ |v
)
.
Then v1 is a solution to
∂t v1 = (Φ1 + B1)v1,
where
Φ1 =
(
φ1 0
0 φ1
)
, B1 =
(
0 b1
b1 0
)
,
{φ1} = φ1, = a
′
2a
, {φ1} = φ1, = a|ξ | and b1 = b1 = − a
′
2a
.
Here we remark that
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Let us inductively deﬁne δ j for j = 1, . . . ,k − 1, φ j and b j for j = 2, . . . ,k by
δ j = ib j2φ j, ,
{φ j} = φ j, = 12∂t
(
log
(
a∏ j−1
l=1 (1− |δl|2)
))
, (4.1)
{φ j} = φ j, = a|ξ | +
j−1∑
l=1
−2|δl|2φl, + {δ′l δl}
1− |δl|2 , (4.2)
and
b j =
b j−1|δ j−1|2 + δ′j−1
1− |δ j−1|2 , (4.3)
here we supposed |δl| < 1 for any l = 1, . . . ,k − 1. We deﬁne M j for j = 1, . . . ,k − 1, Φ j and B j for
j = 2, . . . ,k by
M j =
(
1 −δ j
−δ j 1
)
,
Φ j =
(
φ j 0
0 φ j
)
and B j =
(
0 b j
b j 0
)
.
Here we suppose that the following lemma, which will be proved by using Lemma 4.4, is valid:
Lemma 4.1. There exists a positive constant N0 independent of j and k such that M1, . . . ,Mk−1 are invertible
for any N  N0 in ZH,k.
Then we have the following lemma:
Lemma 4.2. Let k  2. Assume that M j are invertible for j = 1, . . . ,k − 1 in ZH,k, and set vk = vk(t) =
vk(t, ξ) by
vk = M−1k−1 · · ·M−11 v1.
Then vk is a solution to
∂t vk = (Φk + Bk)vk. (4.4)
Proof. Noting the equalities
[Φ j,M j] = −B j and [B j,M j] = −4i|δ j|2{Φ j},
we have
M−1j [Φ j,M j] =
2i|δ j|2
1− |δ |2{Φ j} −
1
1− |δ |2 B jj j
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M−1j [B j,M j] = −
4i|δ j|2
1− |δ j|2{Φ j} +
2|δ j|2
1− |δ j|2 B j.
It follows that
M−1j [Φ j + B j,M j] = −
2i|δ j|2
1− |δ j|2{Φ j} −
(
1− |δ j|
2
1− |δ j|2
)
B j.
On the other hand, noting the equality ww ′ = 12 (|w|2)′ + i{ww ′}, we have
M−1j [∂t,M j] = −
1
1− |δ j|2
(
δ′jδ j δ
′
j
δ′j δ
′
jδ j
)
= − (|δ j|
2)′
2(1− |δ j|2) I −
i{δ′jδ j}
1− |δ j|2
(
1 0
0 −1
)
− 1
1− |δ j|2
(
0 δ′j
δ′j 0
)
.
Therefore, we obtain
M−1j (∂t − Φ j − B j)M j = ∂t − Φ j − B j + M−1j [∂t − Φ j − B j,M j]
= ∂t −
(
φ j, + (|δ j|
2)′
2(1− |δ j|2)
)
I
− i
(
φ j, − 2|δ j|
2φ j,
1− |δ j|2 +
{δ′jδ j}
1− |δ j|2
)(
1 0
0 −1
)
− |δ j|
2
1− |δ j|2
(
0 b j
b j 0
)
− 1
1− |δ j|2
(
0 δ′j
δ′j 0
)
= ∂t − Φ j+1 − B j+1
for any j = 2, . . . ,k − 1. Consequently, we have
(∂t − Φk − Bk)vk = M−1k−1 · · ·M−11 (∂t − Φ1 − B1)M1 · · ·Mk−1vk
= M−1k−1 · · ·M−11 (∂t − Φ1 − B1)v1 = 0;
thus (4.4) is valid. 
Remark 4.1. Lemma 4.2 is introduced in [2], which will be called a reﬁned diagonalization procedure,
in order to derive a beneﬁt of smoother propagation speeds for the estimate of E(t, ξ) in the hyper-
bolic zone with considering an effective symbol class, as in the next section. In particular, an idea of
reﬁned diagonalization procedure is introduced in [4] for k = 3.
4.2. Symbol classes
For a positive real number κ and integers k, l, p, q satisfying k  1, 0  l  k and p  0 we
introduce the symbol class S p,qk,l (κ) = S p,qk,l (κ;N) restricted in ZH,k(N) by
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{
f (t, ξ) ∈ C∞([0,∞) ×Rn \ {0});∣∣∂ jt f (t, ξ)∣∣ κ(p + j)!ν(ρ0ρ(t))−(p+ j)|ξ |q, 0 j  l, (t, ξ) ∈ ZH,k(N)}.
For convenience we denote S p,qk,l (1) = S p,qk,l , S p,qk,l (κ) = κS p,qk,l and
S p1,q1k,l1 (κ1)S
p2,q2
k,l2
(κ2) =
{
f1 f2; f1 ∈ S p1,q1k,l1 (κ1) ∧ f2 ∈ S
p2,q2
k,l2
(κ2)
}
.
Clearly, f ∈ S p,qk,l if and only if κ f ∈ κS p,qk,l ,
κ1κ2S p,qk,l = κ1
(
κ2S p,qk,l
)= (κ1κ2)S p,qk,l ,
and
(
κ1S p1,q1k,l1
)(
κ2S p2,q2k,l2
)= κ1κ2(S p1,q1k,l1 S p2,q2k,l2 )
for any κ,κ1, κ2 > 0. Then the following properties are established:
Lemma 4.3.
(i) If f j ∈ κ jS p,qk,l j for j = 1,2, then f1 + f2 ∈ (κ1 + κ2)S
p,q
k,min{l1,l2} .
(ii) If f j ∈ S p j ,q jk,l j for j = 1,2, then there exists a constant κ > 1 depending only on ν such that f1 f2 ∈
κS p1+p2,q1+q2k,min{l1,l2} . In particular, if f2 is independent of t, then f1 f2 ∈ S
p1,q1+q2
k,l1
.
(iii) If f ∈ S0,0k,l and f  f0 for a positive constant f0 , then there exists a constant κ > 1 depending only on
f0 and ν such that 1/ f ∈ κS0,0k,l .
(iv) If f ∈ S p,qk,l , then f ∈ 1ρ0N (
p+l
k )
ν S p−1,q+1k,l . It follows that f ∈ ( 1ρ0N (
p+l
k )
ν) jS p− j,q+ jk,l for j = 1, . . . , p.
(v) If f ∈ S p,qk,l for l 1, then ∂t f ∈ S p+1,qk,l−1 .
Proof. (i) and (v) are trivial from the deﬁnition of the symbol classes. (ii) and (iii) immediately follow
from Propositions 2.1 and 2.2. Let us prove (iv) for q = 0 without loss of generality. Noting (2.4), for
0 j  l we have
∣∣∂ jt f (t, ξ)∣∣ (p + j)!ν(ρ0ρ(t))−(p+ j)  (p + j)νρ0ρ(tk−1)|ξ | (p − 1+ j)!ν
(
ρ0ρ(t)
)−(p−1+ j)|ξ |
= 1
ρ0N
(
p + j
k
)ν
(p − 1+ j)!ν(ρ0ρ(t))−(p−1+ j)|ξ |
 1
ρ0N
(
p + l
k
)ν
(p − 1+ j)!ν(ρ0ρ(t))−(p−1+ j)|ξ |.
Thus (iv) is proved. 
A beneﬁt of reﬁned diagonalization procedure in ZH,k on the symbol class S p,qk,l can be realized as
the following lemma; this is the key lemma for the proof of our main theorem.
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|ξ |
φ j,
∈ K1S0,0k,k− j(1;N) and b j ∈ K j2S j,− j+1k,k− j (1;N) (4.5)
for any j = 1, . . . ,k and N  N1 . In particular it follows that
δ j ∈ K1K
j
2κ
2
S j,− jk,k− j(1;N), (4.6)
where the constant κ is the maximum of the ones of Lemma 4.3(ii) and (iii).
Proof. Let us ﬁx k 1. By Lemma 4.3(iii), (1.2) and (1.9), there exists a constant κ > 1 such that
a ∈ a1S0,0k,k and
1
a
∈ a1κS0,0k,k .
Therefore, by Lemma 4.3(ii) and (v) we have
|ξ |
φ1,
= 1
a
∈ a1κS0,0k,k and b1 ∈
1
2
(
a1S1,0k,k−1
)(
a1κS0,0k,k
)⊂ a21κ2
2
S1,0k,k−1.
Thus (4.5) for j = 1 is valid for
K1  a1κ and K2 
K 21
2
. (4.7)
Let 1  l  k − 1. Assume that (4.5) is valid for any 1  j  l and N  N1,1 := max{2K2ρ−10 ,
K1K2κρ
−1
0 }. Then we have
(
bl
φl,
)′
∈ K1Kl2κSl+1,−lk,k−l−1, δl ∈
K1Kl2κ
2
Sl,−lk,k−l,
and
bl|δl|2 ∈ K
2
1 K
3l
2 κ
4
4
S3l,−3l+1k,k−l ⊂
K 21 K
3l
2 κ
4
4
(
1
ρ0N
(
2l + k
k
)ν)2l−1
Sl+1,−lk,k−l
⊂ K
2
1κ
4
4
(
3νK2
ρ0N
)2l−1
Kl+12 Sl+1,−lk,k−l ⊂
K 21κ
4N1,2
4N
Kl+12 Sl+1,−lk,k−l
for N  N1,2 := 3ν K2ρ−10 . For a non-negative integer m we have
|δl|2m ∈
(
K1κ
2
(
K2
ρ0N
)l)2m
κ2m−1S0,0k,k−l ⊂
(
N1,1
2N
)2m
κ2m−1S0,0k,k−l ⊂
(
N1,1κ
2N
)2m
S0,0k,k−l
for N  N1,1 by (4.14). Moreover, for N  κN1,1 we have
1
1− |δl|2 =
∞∑
|δl|2m ∈
∞∑(N1,1κ
2N
)2m
S0,0k,k−l ⊂ 2S0,0k,k−l. (4.8)m=0 m=0
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bl+1 ∈ 2S0,0k,k−l
(
K 21 K
l+1
2 κ
4N1,2
4N
Sl+1,−lk,k−l +
K1Kl2κ
2
Sl+1,−lk,k−l−1
)
⊂
(
K 21κ
5N1,2
2N
+ K1κ
2
K2
)
Kl+12 Sl+1,−lk,k−l−1
for any N  N1,3 :=max{N1,1κ,N1,2}. Then, by putting
K2 = K
2
1
2
(4.9)
for a given K1 satisfying
K1 max
{
a1κ,4κ
2}, (4.10)
which ensures (4.7), we have
bl+1 ∈ Kl+12 Sl+1,−lk,k−l−1
for any
N  N1,4 :=max
{
N1,3,2K2κ
5N1,2
}; (4.11)
we shall suppose (4.11) from now on.
We prove that there exists K1 for which (4.5) holds true. By the representation (4.2), we have
φl+1, = (a + ε1,l + ε2,l)|ξ |,
where ε1,l = ε1,l(t, ξ) and ε2,l = ε2,l(t, ξ) are given by
ε1,l = |ξ |−1
l∑
m=1
{δ′mδm}
1− |δm|2 , ε2,l = |ξ |
−1
l∑
m=1
ηmφm, and ηm = − 2|δm|
2
1− |δm|2 .
By (4.14), (4.8), (4.9) and (4.10), we have
ηm ∈ K 21κ4
(
K 21
2ρ0N
)2m
S0,0k,k−m ⊂
K 22
4
(
N1,1
2N
)2m
S0,0k,k−m,
it follows that
l∑
m=1
ηm ∈ K
2
2
4
l∑
m=1
(
N1,1
2N
)2m
S0,0k,k−m ⊂
K 22N
2
1,1
8N2
S0,0k,k−l. (4.12)
Moreover, noting N 
√
2N1,2 we have
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K 21 K
2m
2 κ
3
4
S2m+1,−2mk,k−m−1 ⊂
K 2m+22
4a1
(
2ν
ρ0N
)2m+1
S0,0k,k−m−1
⊂ K2
4a1
(
N1,2
N
)2m+1
S0,0k,k−m−1 ⊂
K2N1,2
4a1N
(
1
2
)m
S0,0k,k−m−1,
and
ε1,l ∈ K2κN1,22a1N
l∑
m=1
(
1
2
)m
S0,0k,k−m−1 ⊂
N1,4
4a1N
S0,0k,k−l−1. (4.13)
By the representation (4.2), we have the following expansions of ε2,l:
ε2,l = a
l∑
m1=1
ηm1 +
l∑
m1=2
ηm1ε1,m1−1 +
l∑
m1=2
ηm1ε2,m1−1
= a
(
l∑
m1=1
ηm1 +
l∑
m1=1
m1−1∑
m2=1
ηm1ηm2
)
+
l∑
m1=2
ηm1ε1,m1−1 +
l∑
m1=2
m1−1∑
m2=2
ηm1ηm2ε1,m2−1
+
l∑
m1=2
m1−1∑
m2=2
ηm1ηm2ε2,m2−1
...
= a
(
l∑
m1=1
ηm1 +
l∑
m1=1
m1−1∑
m2=1
ηm1ηm2 + · · · +
l∑
m1=1
m1−1∑
m2=1
· · ·
ml−2−1∑
ml−1=1
ηm1ηm2 · · ·ηml−1
)
+
(
l∑
m1=2
ηm1ε1,m1−1 +
l∑
m1=2
m1−1∑
m2=2
ηm1ηm2ε1,m2−1 + · · ·
+
l∑
m1=2
m1−1∑
m2=2
· · ·
ml−2−1∑
ml−1=2
ηm1ηm2 · · ·ηml−1ε1,ml−1−1
)
+
l∑
m1=2
m1−1∑
m2=2
· · ·
ml−2−1∑
ml−1=2
ηm1ηm2 · · ·ηml−1ε2,ml−1−1
= ε2,l,1 + ε2,l,2 + ε2,l,3.
By (4.12) we have
ε2,l,1 ∈ a1S0,0k,k
(
κ−1
l−1∑
m=1
(
K 22κN
2
1,1
8N2
)m)
S0,0k,k−l ⊂ a1
l−1∑
m=1
(
K 22N
2
1,3
8N2
)m
S0,0k,k−l
⊂ a1N
2
1,5
2N2
S0,0k,k−l
for N  N1,5 :=max{N1,4, K2N1,3/2}. Analogously, we have
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N31,5
8a1N3
S0,0k,k−l
by (4.13). Moreover, noting ml−1 ml−2 − 1 · · ·m1 − (l− 2) 2, it follows that ε2,ml−1−1 = ε2,1 =
η1a, we have
ε2,l,3 ∈
a1N41,5
8N4
S0,0k,k−l
for N  N1,5. Consequently, for any N  N1,5 we obtain
ε1,l + ε2,l ∈
(
1
a21
+ a1
2
+ 1
8a1
+ a1
8
)
N1,5
N
S0,0k,k−l−1,
it follows that
a − φl+1,|ξ | ∈
(5a31 + a1 + 8)N1,5
8a21N
S0,0k,k−l−1 ⊂
a0
2
S0,0k,k−l−1
for N  N1 := (5a31 + a1 + 8)N1,5/(4a0a21). Therefore, we have
φl+1,
|ξ | ∈
(
a1 + a0
2
)
S0,0k,k−l−1 and
φl+1,
|ξ | 
a0
2
;
thus by Lemma 4.3(iii), there exists a positive constant K1  1 satisfying (4.10), which depends only
on ν , a0 and a1 such that
|ξ |
φl+1,
∈ K1S0,0k,k−l−1
for any N  N1. Thus Lemma 4.4 is proved inductively. 
Proof of Lemma 4.1. Let us conclude the proof of Lemma 4.1. We note that Lemma 4.4 has a meaning
if the invertibility of M1, . . . ,Mk−1 are valid. Actually, (4.5) and (4.6) are valid for j = 1 without using
Lemma 4.1. Then, by Lemma 4.3(iv) we have
δ1 ∈ K1K2κ
2ρ0N
S0,0k, j−1,
it follows that |δ1|  1/2 for N  K1K2κρ−10 , and thus M1 is invertible. Consequently, we have
Lemma 4.4 for k = 2. Suppose that M1, . . . ,M j−1 are invertible. Then by Lemmas 4.3(iv) and 4.4
we have
δ j ∈ K1κ2
(
K2
ρ0N
) j
S0,0k,k− j, (4.14)
it follows that |δ j |  2− j for any N  N1,1 = max{2K2ρ−10 , K1K2κρ−10 }, which implies that M j is
invertible in ZH,k . Thus Lemma 4.1 is proved inductively by using Lemma 4.4. 
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We shall prove the following estimates in the hyperbolic zone ZH :
Lemma 4.5. Let (t, ξ) ∈ ZH . There exists a constant C > 1 such that
{
C−1E(τ0, ξ) E(t, ξ) CE(τ0, ξ) for (A4) with |ξ | < N,
C−1E(0, ξ) E(t, ξ) CE(0, ξ) for |ξ | N. (4.15)
Proof. From now on we suppose that N  N1. Let k 1 and (t, ξ) ∈ ZH,k . For the solution vk of (4.4)
we denote
vk =
(
vk,1
vk,2
)
.
By the inequalities
∂t |vk|2 = 2φk,|vk|2 + 4{bkvk,1vk,2}
{
 2(φk, + |bk|)|vk|2,
 2(φk, − |bk|)|vk|2,
and Gronwall’s inequality, we have
∣∣vk(t)∣∣2
{
 exp
(
2
∫ t
τ φk,(s)ds + 2
∫ t
τ |bk(s)|ds
)|vk(τ )|2,
 exp
(
2
∫ t
τ φk,(s)ds − 2
∫ t
τ |bk(s)|ds
)|vk(τ )|2,
for any (τ , ξ) ∈ ZH,k satisfying τ < t .
We shall consider the case (A1). By the representation (4.1) we have
exp
(
2
t∫
0
φk,(s)ds
)
= a(t)
a(0)
Ak(0, t),
where
Ak(τ , t) = Ak(τ , t, ξ) =
k−1∏
l=1
(
1− |δl(τ , ξ)|2
1− |δl(t, ξ)|2
)
.
For k = 1, by Lemma 2.1 we have
t∫
0
∣∣b1(s)∣∣ds K2t
ρ0
 ec1K2
ρ0
.
For k 2, let us recall Stirling’s formula:
k! = (2πk) 12 eλke−kkk, (4.16)
where the sequence {λk}∞k=1 satisﬁes λk ∈ (1/(12k + 1),1/(12k)). By Lemmas 2.1, 4.4, (2.3), (2.5),
(4.16), and noting σ = ν we have
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0
∣∣bk(s)∣∣ds c1
(
eK2
ρ0
)k
k!ν |ξ |−k+1  c1(2π) ν2 eνλk Nk 3ν2
(
K2
eν−1ρ0N
)k

c1(2π)
ν
2 e
ν
12 K 22
ρ20
k
3ν
2 N−
k
2  c2N−
k
4
for any N  N2 :=max{N1, K 22ρ−20 ,16}, where
c2 =max
{
ec1K2ρ
−1
0 , c1(2π)
ν
2 e
ν
12 K 22ρ
−2
0 maxk2
{
k
3ν
2 2−k
}}
.
Therefore, we obtain
∣∣v1(t)∣∣2
{
 a(t)a(0) exp(2c2)|v1(0)|2,
 a(t)a(0) exp(−2c2)|v1(0)|2,
(4.17)
and
∣∣vk(t)∣∣2
⎧⎨
⎩
a(t)
a(0) Ak(0, t)exp(2c2N
− k4 )|vk(0)|2,
 a(t)a(0) Ak(0, t)exp(−2c2N−
k
4 )|vk(0)|2,
(4.18)
for k 2. By the deﬁnition of v j we have
∣∣v j+1(t)∣∣2 = 1+ |δ j(t)|2
(1− |δ j(t)|2)2
(∣∣v j(t)∣∣2 − 4{δ j v j,1v j,2})
{
 (1− |δ j(t)|)−2|v j(t)|2,
 (1+ |δ j(t)|)−2|v j(t)|2, (4.19)
for any (t, ξ) ∈ ZH,k and j = 1, . . . ,k − 1. Here we have from |δ j | 2− j that
k−1∏
j=1
(
1+ ∣∣δ j(t)∣∣) k−1∏
j=1
(
1+ 2− j)= exp
(
k−1∑
j=1
log
(
1+ 2− j)
)
 exp
(
k−1∑
j=1
2− j
)
 e,
and
k−1∏
j=1
(
1− ∣∣δ j(t)∣∣)−1  k−1∏
j=1
(
1+ 1
2 j − 1
)
 exp
(
k−1∑
j=1
1
2 j−1
)
 e2.
Consequently, by (4.17), (4.18) and (4.19), we obtain
∣∣v1(t)∣∣2 
(
k−1∏
j=1
(
1+ ∣∣δ j(t)∣∣)2
)∣∣vk(t)∣∣2  e2∣∣vk(t)∣∣2
 a(t)
a(0)
Ak(0, t)exp
(
2+ 2c2N− k4
)∣∣vk(0)∣∣2
 a(t)
a(0)
exp
(
4+ 2c2N− k4
)( k−1∏
j=1
(
1− ∣∣δ j(0)∣∣)−2
)∣∣v1(0)∣∣2
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a(0)
exp
(
8+ 2c2N− k4
)∣∣v1(0)∣∣2.
Thus we obtain
E(t, ξ)
{ a1
a0
exp(2c2)E(0, ξ) for k = 1,
a1
a0
exp(8+ 2c2N− k4 )E(0, ξ) for k 2.
Analogously, noting the estimates
k−1∏
j=1
(
1− ∣∣δ j(t)∣∣) e−2 and k−1∏
j=1
(
1+ ∣∣δ j(t)∣∣)−1  e−1,
we have the following estimate from below:
E(t, ξ)
{ a0
a1
exp(−2c2)E(0, ξ) for k = 1,
a0
a1
exp(−8− 2c2N− k4 )E(0, ξ) for k 2.
We shall consider the estimate of E(t, ξ) from above in the case (A2); the estimate from below,
and the proof in the cases (A3) and (A4) are almost the same. By the representation (4.1) we have
exp
(
2
t∫
τ
φk,(s)ds
)
= a(t)
a(τ )
Ak(τ , t)
a(t)
a(τ )
e2
for any 0 τ < t . Moreover, by Lemmas 2.1, 4.4, (2.3), (2.5) and (4.16), we have
t∫
tk−1
∣∣bk(s)∣∣ds
(
K2
ρ0
)k
k!ν |ξ |−k+1
t∫
tk−1
ρ(s)−k ds c1ρ(0)
(
eK2
ρ0
)k
k!ν(ρ(tk−1)|ξ |)−k+1
 c1(2π)
ν
2 eνλk Nk
3ν
2
(
K2
eν−1ρ0N
)k
 c2N−
k
4
for k 2. Therefore, we obtain (4.17) for k = 1, and
∣∣v1(t)∣∣2 
(
k−1∏
j=1
(
1− ∣∣δ j(t)∣∣)−2
)∣∣vk(t)∣∣2
 a(t)
a(tk−1)
Ak(tk−1, t)exp
(
4+ 2c2N− k4
)∣∣vk(tk−1)∣∣2
 a(t)
a(tk−1)
exp(6+ c2)
∣∣vk(tk−1)∣∣2.
Analogously, by the inequalities
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0
∣∣bm0(s)∣∣ds c2N−m04
for m0  2, and
t j∫
t j−1
∣∣b j(s)∣∣ds c2N− j4
for m0 + 1 j  k − 1, we have
∣∣vm0(tm0)∣∣2  a(tm0)a(0) Am0(0, tm0)exp
(
2c2N
−m04 )∣∣vm0(0)∣∣2
 a(tm0)
a(0)
Am0(0, tm0)
(m0−1∏
j=1
(
1+ ∣∣δ j(0)∣∣)2
)
exp
(
2c2N
−m04 )∣∣v1(0)∣∣2
 a(tm0)
a(0)
exp(4+ c2)
∣∣v1(0)∣∣2,
and
∣∣v j(t j)∣∣2  a(t j)
a(t j−1)
A j(t j−1, t j)exp
(
2c2N
− j4 )∣∣v j(t j−1)∣∣2
for m0 + 1 j  k − 1. Consequently, noting the equalities
k−1∏
j=m0+1
A(t j−1, t j) =
k−1∏
j=m0+1
j−1∏
l=1
1− |δl(tl−1)|2
1− |δl(tl)|2
=
( m0∏
l=1
k−1∏
j=m0+1
1− |δl(tl−1)|2
1− |δl(tl)|2
)(
k−2∏
l=m0+1
k−1∏
j=l+1
1− |δl(tl−1)|2
1− |δl(tl)|2
)
=
(∏m0
l=1(1− |δl(tm0)|2)
)(∏k−2
l=m0+1(1− |δl(tl)|2)
)
∏k−2
l=1 (1− |δl(tk−1)|2)
,
it follows that
k−1∏
j=m0+1
A(t j−1, t j) e2,
we have
∣∣vk(tk−1)∣∣2  (1+ ∣∣δk−1(tk−1)∣∣)2∣∣vk−1(tk−1, ξ)∣∣2
 a(tk−1)
a(t )
Ak−1(tk−2, tk−1)exp
(
2c2N
− k−14 )(1+ ∣∣δk−1(tk−1)∣∣)2∣∣vk−1(tk−2)∣∣2
k−2
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
(
k−1∏
j=m0+1
a(t j)
a(t j−1)
A j(t j−1, t j)exp
(
2c2N
− j4 )(1+ ∣∣δ j(t j)∣∣)2
)∣∣vm0+1(tm0)∣∣2
 a(tk−1)
a(tm0)
exp
(
4+ 2c2
k−1∑
j=m0+1
N−
j
4
)(
1− ∣∣δm0(tm0)∣∣)−2∣∣vm0(tm0)∣∣2
 4a(tk−1)
a(tm0)
exp(4+ c2)
∣∣vm0(tm0)∣∣2.
Therefore, we obtain
E(t, ξ) 4a(t)
a(0)
exp(14+ 3c2)E(0, ξ) 4a1 exp(14+ 3c2)
a0
E(0, ξ)
for any N  N2. 
5. Concluding of the main theorem
Summarizing Lemmas 3.1 and 4.5, we can conclude the uniform estimates (2.2) in (t, ξ) as follows:
For (A1)–(A3), if (t, ξ) ∈ ZH , then we have (2.2) with η(t) = C by (4.15); if (t, ξ) ∈ ZΨ ∩ {|ξ | < N},
then we have (2.2) by (3.1); if (t, ξ) ∈ ZΨ ∩ {|ξ |  N}, then we have (2.2) by (4.15) with t = τ0 and
(3.1).
For (A4), if (t, ξ) ∈ ZΨ , then we have (2.2) by (3.1); if (t, ξ) ∈ ZH ∩ {|ξ | N}, then we have (2.2)
with η(t) = C by (4.15); if (t, ξ) ∈ ZH ∩ {|ξ | < N}, then we have (2.2) by (3.1) with t = τ0 and (4.15).
Remark 5.1. For (A1)–(A3) and (A4) with |ξ |  N , we have (2.2) with η(t) = C in ZH . However, we
cannot have such uniform estimates in (t, ξ) due to the estimates (3.1) in ZΨ .
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