INTRODUCTION 39
About 85 years ago, Baas Becking hypothesized that all microbial life is distributed 40 worldwide, but the environment (e.g. gut, skin, plants, wastewater treatment systems) 41 selects for and enhances a specific phenotypic function, which then becomes observable 42 (i.e. above detection limit) (Baas-Becking, 1934). To date, different functions in microbial 43 ecosystems have been described using computational models (reviewed in (Succurro & 44 Ebenhöh, 2018)), however predictive power is still limited. For example, current kinetic 45 models use pre-defined optimal metabolic strategies and require extensive re-calibration to 46 simulate different environments. Consequently, these models cannot predict the outcome of 47 a new environmental condition. 48 Natural environments are dynamic and changing conditions are inevitable. To cope with 49 this, evolution has selected for a certain degree of metabolic flexibility that leads to the 50 recently discussed rate/yield trade-offs ( characteristics arise as selective advantage, e.g. higher substrate uptake or growth rates 54 versus higher energetic efficiency (i.e. higher biomass yield) versus membrane space (i.e. 55 higher transporter capacity) versus storage metabolism (i.e. metabolic buffer capacity). 56
Proposed solutions to tackle some of today's grand societal challenges like wastewater 57 treatment as well as production of chemicals from renewable resources or waste streams 58 rely on microbial communities. In the design of these processes, engineers can exploit the 59 selective advantage of a given community (i.e. intracellular storage) to, for example, remove 60 phosphate or produce polyhydroxyalkanoates (PHA) from wastewater streams (Barnard, 61 1976 ; Kleerebezem & van Loosdrecht, 2007) . To select for a relevant microbial community, 62 one of the main technological questions arising is "how to design and control the selective 63 environment that stabilizes the open microbial community for the desired function?". 64
One of the best characterized and modeled microbial communities can be found in 65 biological wastewater treatment plants. The selected microbial community was tuned over 66 the years to promote removal of organic carbon, nitrogen and phosphorus from sewage. In 67 its history, there have been several discoveries which led to the design of new generations 68 of this bioprocess. An important condition for enhanced biological phosphorus removal 69 (EBPR) was accidentally discovered in treatment plants that contained an anaerobic zone at 70 the entrance in otherwise fully aerobic activated sludge systems (Srinath, Sastry, & Pillai, 71 1959) . As a result, microorganisms experienced time-varying presence and absence of 72 external electron acceptors (O 2 ). In the absence of O 2 , ordinary aerobic heterotrophs cannot 73 produce energy, which gives a selective advantage to Polyphosphate Accumulating 74 Organisms (PAOs) that can use their polyphosphate and glycogen storage for energy 75 production. PAOs remove phosphate from the environment by accumulating it intracellularly 76 as polyphosphate (Barnard, 1976; Seviour, Mino, & Onuki, 2003) . 77
When no external electron acceptor is present (usually defined as anaerobic condition in 78 EBPR literature), PAOs use their polyphosphate and glycogen storage as competitive 79 advantage (Van Loosdrecht, Pot, & Heijnen, 1997). These storage compounds are used to 80 generate ATP and NADH allowing to rapidly sequester extracellular organic carbon sources 81 such as volatile fatty acids to store them intracellularly as polyhydroxyalkanoates (PHAs). 82
The incorporation of these sources into PHAs is faster than into biomass synthesis (growth), 83 representing another competitive advantage: rapid sequestration of the extracellular organic 84 carbon sources making these inaccessible for the regular heterotrophs. In the presence of 85 an external electron acceptor (aerobic), the accumulated PHAs are used for both growth and 86 regeneration of the polyphosphate and glycogen storage pools. While the single metabolic 87 traits of PAO are commonly found among microorganisms (genotype), the combined use of 88 them to sequester substrates in the absence of external electron acceptors is what defines 89 the PAO phenotype. For example, in periodic, dynamic environments such as activated 90 sludge systems, other microbial functional groups can be found such as Glycogen 91
Accumulating Organisms (GAOs), Polyhydroxyalkanoate Accumulating Organisms (PHA-92 AOs) and regular aerobic heterotrophs (Figure 1); these microorganisms share the single 93 metabolic traits of PAOs, however each uses them to different extents (phenotype) which 94 result in different levels of fitness (i.e. reproductive success in a given environment). An 95 additional investment of resources in these storage phenotypes confers microorganisms 96 robustness to cope with unexpected events during the cyclic environment (Maurer, Gujer, 97 Hany, & Bachmann, 1997). Such additional storage activity requires resources (i.e. 98 metabolic energy, but also additional enzymes/proteins) leading to a reduction of the 99 maximal growth rate and yield compared to a growth-only strategy and generates a trade-off 100 between the different metabolic processes ( Figure 1 
104
Recently, a modeling approach for dynamic resource allocation has been proposed that 105 integrates stoichiometry and dynamic conditions and allows for the calculation of optimal 106 phenotypes. This new modeling framework (Rügen, Bockmayr, & Steuer, 2015) known as 107
Conditional Flux Balance Analysis (cFBA) is a variant of dynamic FBA and it has been 108 developed as a dynamic resource allocation formalism to understand growth in a periodic 109 environment. This formalism has been used previously for the analysis of axenic 110 cyanobacterial growth in day/night cycles (Faizi, Rügen et al., 2015) . 112
In the present study we aim to better understand why each different metabolic strategy -113 PAOs, GAOs, PHA-AOs and heterotrophsdespite their common genetic traits, can all be 114 found in a competitive environment where oxygen is periodically unavailable. To do so, we 115 constructed a model using the novel cFBA approach ( 
128

MODEL CONSTRUCTION
129
In the framework of cFBA the cell is described as an autocatalytic system with different 130 functions that contribute to growth and share common resources. Maximal reaction rates are 131 defined by the amount of available enzyme and its respective catalytic capacity. 132
Consequently, enzyme synthesis is also limited by the quantity of ribosomes, which in turn 133 are synthesized by enzymes (auto-catalysis). 134
Here, the amounts of macromolecules such as biomass precursors, proteins, enzymes, 135 ribosomes and storage polymers are explicitly modeled and are considered time-dependent 136 (i.e. dynamic). Moreover, alike in conventional FBA, it is assumed that changes in metabolic 137 intermediates occur much faster than in macromolecules, thus all intermediates are in quasi-138 steady state. To enforce the synthesis of inert compounds like biomass precursors and non-139 catalytic proteins, a so-called quota (i.e. minimum amount required) is introduced (Rügen et 140 al., 2015) . Quotas for the storage polymers are also set to represent the extra investment in 141 robustness. 142
In this framework, dynamic environmental transitions are described as stable, periodic 143 cycles. Consequentially, biomass composition is the same at the end and start of a cycle. 144
Furthermore, when such repetitive system is stable, the biomass synthesized during one 145 cycle equals the biomass removed from the system (i.e. in equals out). Based on that, the 146 net growth at end of the cycle is expressed as a multiplication of the defined individual 147 cellular components at the beginning of the cycle. 148
All simulations were based on a simplified metabolic network of one of the most well 149 studied PAOs, Candidatus Accumulibacter phosphatis, derived from (Oyserman, Noguera, 150 del Rio, Tringe, & McMahon, 2016). This model was constructed following the steps 151 proposed by (Reimers, Lindhorst, & Waldherr, 2017) . 152
Metabolic network 153
The model comprises the main metabolic reactions to describe PAOs growth during 154 anaerobic-aerobic cycles ( Figure 3 ). This works as a meta-network since the phenotypes of 155 GAOs, PHA-AOs and heterotrophs are subsets of the metabolic network of PAOs. 156
Traditionally metabolic models for these organisms have been separated for the different 157 redox conditions, the here used model apprch does not need predefined modelling of 158 anaerobic or aerobic conditons. Reaction names and stoichiometry are shown in Table 1 . 159 ATP requirements for acetate and phosphate uptake, together with the ATP:NADH 160 stoichiometry of the oxidative respiration (i.e. P/O ratio in ETC reaction) were based on 161 for these compounds can be found in Table 1 presented in both studies. Since these values were estimated for cyanobacteria and E. coli, 209 respectively, it is reasonable to also use them to describe the bacterial ecosystems 210 understudy (see Table 1 ). Furthermore, a sensitivity analysis was performed to study the 211 influence of these values, i.e. each parameter was changed by one order of magnitude 212 up and down (see Figure 8 in Supplementary Information). 213 The combination of (2) and (3) sets the minimum acetate uptake rate. The type of metabolic 238 response was not a constraint in this model, nor any of the other kinetic rates. 239
RESULTS AND DISCUSSION
While the amount of acetate per g DW0 available is an experimental design input defining 240 the environment, the constraints on storage quotas are specific to PAO metabolism. When 241 no initial amount of intracellular storage polymers is set, the simulation predicts that the 242 (optimal) cell will only accumulate the minimum amount of polymers needed to consume all 243 acetate anaerobically; polyphosphate and glycogen would optimally be zero at the 244 anaerobic/aerobic switch, and PHA would be zero at the beginning/end of the cycle. These 245 are specific optima for the defined environmental conditions, and, as consequence, these 246 cells have no buffer capacity to cope with fluctuations in the environment. Investing in higher 247 accumulation as observed experimentally will increase the robustness during a deviating 248 cycle as reserves will be available. The initial intracellular storage polymer quotas thus 249 represent a growth trade-off towards robustness. 250 Furthermore, the acetate uptake duration was constrained to obtain the PAO phenotype. 251
In a simulation without such constraint, acetate is consumed only during the aerobic phase 252 (as seen later in Figure 5 ). This constraint thus selects for specific phenotypes with respect 253 to a rate/yield tradeoff. Substrate uptake rate is an essential competitive advantage, as the 254 fastest consuming organism will thrive. Anaerobic acetate consumption represents a 255 significant rate advantage (i.e. earlier sequestration) compared to waiting for aerobic 256 conditions. However, and as later seen in Figure 6 , this represents a trade-off against growth 257 as a significant allocation of energy is required for formation and consumption of the stored 258 PHA. In this case, the allocated energy is mainly used for polymer cycling instead of the 259 traditional protein resource allocation used to describe e.g. Crabtree effect in yeast (Nilsson 260 & Nielsen, 2016) . 261
Polyphosphate versus glycogen 262
The reference simulation representing the optimal operation for the given condition 263 glycogen-based metabolism (GAM) was associated with different experimental conditions. 267
This metabolic flexibility was also discussed extensively from a redox balancing viewpoint 268 where different sources of reducing equivalents were considered: partial TCA cycle 269 with/without glyoxylate shunt, and glycolysis (Silva et al., 2018). One described 270 environmental condition that potentially promotes GAM is low phosphate availability. To 271 simulate this limitation, the current model was used, but this time with polyphosphate 272 synthesis impeded. As a result of this simulation, a GAM phenotype came up as the optimal 273 strategy ( Table 2 ). Note that GAM is also the strategy used by GAOs. 274 The purpose of utilizing glycogen or polyphosphate anaerobically is the same: to provide 281 ATP for anaerobic acetate uptake and activation for polymerization into PHAs. The choice of 282 one ATP source over the other can be determined by the environment. As shown in Table 2 , 283 PAM leads to a higher growth yield than GAM. This is because polyphosphate production 284 and consumption are energetically less costly than the glycogen cycling ( Figure 6) . 285 Furthermore, glycogen cycling comes along with balancing reducing equivalents whereas 286 polyphosphate not. As demonstrated in (Silva et al., 2018) , polyphosphate leads to higher 287 metabolic flexibility thus allowing for higher fitness to cope with changes in the environment. 288
However, when phosphate is limited in the environment and polyphosphate accumulation is 289 impeded, GAM is the alternative. In both PAM and GAM simulations, the acetate uptake rate 290 and the ATP costs for both acetate and phosphate transport were set to the same value. 
313
When acetate is allowed to be consumed throughout the whole cycle (Figure 5d ), the 314 optimal solution found is to only do it once oxygen is available and only regular aerobic 315 heterotrophic growth occurs. On the other hand, when acetate is forced to be taken up within 316 30 min into the anaerobic phase (Figure 5a) , the optimal solution is to invest in the storage 317 of polyphosphate and glycogen aerobically and to make use of them anaerobically. As it can 318 be seen from the amount of lean biomass synthesized in each case, storing polyphosphate 319 and glycogen is indeed an investment as it leads to a lower biomass yield (Figure 5a Interestingly, the amount of biomass produced is not as sensitive to the anaerobic acetate 325 uptake rate (0.5 and 1.5h scenarios), as opposed to when acetate is consumed fully 326 aerobically (2 and 5h). If the anaerobic biomass yields are the same, then the fastest 327 consumer will thrive. This raises the question: what is then the bottleneck setting the 328 maximal biological rates in these systems? Here it is already seen that PHA production 329 alleviates the growth bottleneck allowing for faster acetate uptake. Thus, the question 330 remains whether PHA production has enough processing capacity to keep up with acetate 331 transport, or if this transport is the actual bottleneck. Other possible bottlenecks may be 332 related with the ATP generation capacity or any other related process such as limited 333 membrane space for transporters. To shed light on these questions, we recommend a 334 comprehensive analysis of biomass composition, proteome (incl. transporters), membrane 335 structure and processes. 336
Intracellular energy allocation strategies and respective rate/yield trade-offs 337
To further explore the investment on each cellular process, their net ATP gain/losses are 338 shown in Figure 6 . At first glance, the differences in ATP generation in the ETC reaction 339 point towards the efficiency of the strategy employed: Less ATP invested means less need 340 for its production, and thus leading to a higher biomass yield as verified earlier. 341 ) are estimated for each linear pathway, which are currently based on in vitro 356 measurements but should become predictive using thermodynamics and molecular 357 dynamics modeling (Pekař, 2015) . Nonetheless, a sensitivity analysis was made by varying 358 each assumed one order of magnitude higher/lower (see Figure 8 in Supplementary 359 Information). The results show that the simulated output is only very sensitive to the 10x 360 decrease of for BMP synthesis. However, the simulated biomass yield in that case is 361 one order of magnitude lower than the experimentally observed, which is further from reality 362 than the one obtained in our reference simulation. For all the other simulations, all 363 conclusions were not sensitive to changes in ( ) across 3 orders of magnitude (see 364 Figure 9 in Supplementary Information). 365
From Figure 6 it becomes clear that the rate advantage that accumulating organisms (-366 AOs) have does not only come from fast acetate sequestration, but also from having the 367 enzymes and resources that provide ATP anaerobically. To compare the different 368 phenotypes ( Figure 5 ) in a pareto-like relation between rate and yield (Figure 7) , average 369 acetate uptake rates were calculated taking into account the whole time in which acetate is 370 available until it is fully consumed. For example, PHA-AOs only take 30 min to consume 371 acetate but they only do so after the 1.5 h of anaerobic phase, thus the average rate is 372 calculated over the 2 h of acetate availability. In the scenario where no acetate is taken up anaerobically or when it is pulse-fed into an 398 aerobic system, PHA-AOs are known to thrive and dominate in such conditions (Beun, 399 Paletta It is also important to note that simulations predicted that the most efficient strategy for PHA-406
AOs and heterotrophs would be to make use of glycogen and polyphosphate storage to 407 cover for maintenance costs during the anaerobic starvation period. However, they may 408 trade-off this (simulated) robustness to have a higher biomass yield. This will result in higher 409 cell death during the anaerobic starvation period compensated by having higher amounts of 410 offspring aerobically. In order to evaluate the investments that such strategy requires, 411 enzyme and biomass decay should also be considered in future simulations. 412
A tool to predict phenotypes based on defined environment 413
The new modeling framework developed by (Rügen et al., 2015) was used in this study 414 as it allows for understanding growth in a periodic environment. Here we show how it can be 415 applied to microbial communities by using a meta-network of the main functional groups 416 present in such community and how it can predict which metabolic trait (phenotype) has the 417 highest fitness for the set environment (i.e. combination of pathways that lead to the optimal 418 energy allocation strategy). 419
Apart from using a meta-network instead of pre-defined strain-specific stoichiometric 420 models, this formalism only requires a rough estimation of kinetic parameters to simulate an 421 approximate proteome allocation. This approach contrasts with current kinetic models for 422 PAOs/GAOs/PHA-AOs that use pre-defined optimal metabolic strategies, for example 423 ( Kleerebezem, 2015) . These kinetic models require extensive re-calibration to simulate 425 different environments and consequently cannot predict the outcome of a new environmental 426 condition. Furthermore, they may be used for describing microbial competition among pre-427 defined metabolic strategies (input), however they will not be able to predict the most optimal 428 and competitive strategy (output). For example, it is not trivial that to maximize biomass in a 429 competitive system, investment in PHA cycling is what enables fast substrate sequestration 430 that in turn results in more offspring than a biomass yield-strategy. 431
This set of simulations has demonstrated why a polyphosphate-based metabolism is 432 most adequate to cope with a competitive environment where oxygen is periodically 433 unavailable. However, when polyphosphate is limiting, a glycogen-based metabolism 434 emerges as an alternative. Lastly, simulations show that a faster and anaerobic acetate 435 uptake is a strategic investment on competitiveness and represents a clear trade-off against 436 growth. 437
The balancing between rate versus yield strategies has regularly been shown in batch 438 and chemostat studies (Bachmann, Molenaar, Branco dos Santos, & Teusink, 2017). Here 439 we showed that it is also the driver in microbial selection for dynamic ecosystems like 440 wastewater treatment processes, but likely also tidal zones and systems subjected to 441 light/dark cycles. 442 This is an example of when "Unity in biochemistry" (Kluyver & Donker, 1926) meets 443 "Everything is everywhere, but the environment selects" (Baas-Becking, 1934): one 444 metabolic network was used for all metabolic strategies (phenotypes) mentioned but it is the 445 environment that sets which phenotype will thrive in the end. 446
MATERIALS & METHODS
447
Simulation and implementation 448
The files for the simulation were obtained from (Rügen et al., 2015) and executed in 449 MATLAB version 9.4 (R2018a). The following changes were implemented: 1) LINPROG was 450 used as linear optimization solver; 2) the simulation was adapted to this case study to model 451 the usage of a defined external carbon source (acetate), within a specified amount of time. 452
To this effect, acetate is modelled as an unbalanced metabolite (Ac_ext), however without 453 any contribution to the composition of biomass (i.e. it has a weight of 0 on the Biomass 454 composition vector). A spontaneous reaction (Ac_feed) was added to ensure the 455 replenishment of acetate for the next cycle, which is only active at the end of the cycle. 456
All simulations were performed to mimic the experimental set-up used by (Acevedo et al., 457 2012), i.e. cycles of 5 hours divided into 20 uniform intervals of 15 minutes, with 1.5 hours of 458 anaerobiosis and 3.5 hours of aerobic phase. To represent these two different conditions, 459
ETC was set to 0 (i.e. blocked) and redTCA as irreversible during anaerobiosis, and then 460 both were let free during the aerobic phase. 461
To simulate the different scenarios, the following constraints were used: 462 -Polyphosphate production and consumption reactions were set to zero (i.e. blocked) 463 to obtain the results presented in Table 2 . In order to study the effect of the value of the different turnover rates, , a sensitivity 640 analysis was made by varying each assumed one order of magnitude higher/lower. As it 641 can be seen in Figure 8 , the change in these parameters does not alter the qualitative 642 analysis performed in this study, except for the decrease of for BMP synthesis. 643
However, that simulation leads to about one order of magnitude lower biomass yield as 644 compared with experimental data (Table 2) , which indicates the unlikelihood of this value. 645
All these simulations, together with the sensitivity analysis for the GAM were used to 646 generate Figure 9 , showing that the conclusions drawn from Figure 7 
