h IT IS OUR pleasure to introduce this special issue on Hardware Acceleration in Computational Biology. The role of computing in molecular biology research has never been more defining. The synergy has reached a critical juncture where the rate of data generation is rapidly outpacing the rate at which it is processed. Most of the data processing for biocomputing applications currently is done in software, which takes a very long time. For example, aligning even hundreds of sequences using state-ofthe-art progressive alignment tools requires several hours on modern workstations. With sequencing technologies becoming increasingly high-throughput and increasingly commonplace at biologists' research labs, large-scale sequence analysis, often involving millions to even tens of millions of sequences, has become one of the primary bottlenecks in the path to scientific discovery. The biocomputing domain also hosts a number of compute-intensive applications wherein the underlying problems are proven to be computationally intractable (e.g., phylogeny reconstruction). These aspects collectively position biocomputing as a domain that has the potential to immensely benefit through the incorporation of the latest advancements from the computing community.
Several hardware accelerators to speed up data processing have been proposed recently. Among these, FPGA-based reconfigurable hardware platforms, Graphics Processing Unit (GPU), Cell Broadband Engine (CBE) and multicore processors are notable. Each of these has advantages and limitations. The principal advantages of using FPGA-, GPUor CBE-based systems are fast prototyping and ease of implementation. These systems primarily rely on software and use an existing hardware platform to map algorithms. On the other hand, the massive scale of fine-grain parallelism inherent in several biocomputing applications can be exploited efficiently in a multicore platform by integrating a large number of processing elements on a single chip. However, rapid prototyping with multicore processors is still not mature.
The challenge of designing efficient hardware accelerators for biocomputing is actively being pursued by a number of researchers worldwide, and from a variety of different perspectives. Successful solutions will likely adopt and encompass elements from all or at least several levels of abstraction.
This special issue highlights recent investigations regarding various hardware accelerators for biocomputing. The selected papers represent a design and benchmarking of wide range of accelerators, starting from field programmable gate arrays (FPGAs), to graphic processing units (GPUs), and multicore processors.
''Hardware Accelerators in Computational Biology: Application, Potential, and Challenges,'' by Majumder et al., presents a tutorial on the use of hardware platforms, such as FPGA, GPU, the Cell Broadband Engine (CBE), and custom multicore processors as accelerators. It also presents a comparative study for applications spanning the computational biology spectrum-from ones based on combinatorial optimization to those heavily dependent on simulation.
In ''A Review of Hardware Acceleration for Computational Genomics, '' Aluru and Jammula present a comprehensive survey on the use of hardware accelerators such as FPGAs and GPUs for biological applications within the domain of computational genomics that perform various types of sequence analysis operations. The authors reviewed acceleration of biological sequence analysis applications on GPU, FPGA, system-on-chip (SoC), and other accelerator platforms.
The next article is ''CUSHAW2-GPU: Empowering Faster Gapped Short-Read Alignment Using GPU Computing, '' by Liu and Schmidt. This paper focuses on the design of CUSHAW2-GPU, a parallelized, fast, and accurate gapped short-read aligner based on GPU computing. This aligner is designed to accelerate the CUSHAW2 algorithm proposed by the authors earlier, using CUDA enabled GPUs.
The fourth article ''Pursuing Coordinated Trajectory Progression and Efficient Resource Utilization of GPU-Enabled Molecular Dynamics Simulations, '' by Schlachter et al., explores the development of workflow and resource managers for addressing several simulation-based and resource utilization related challenges for GPU-enabled molecular dynamics (MD) simulations on nondedicated wall clocklimited clusters. Observing that an inefficient use of GPUs on nondedicated computing clusters could give rise to significant idle times for the accelerators and uncoordinated trajectory ensembles, the authors propose new workflow and resource managers that can overcome the problem.
In ''Large-Scale Pairwise Sequence Alignments on a Large-Scale GPU Cluster,'' Savran et al., describes a GPU kernel for performing pairwise sequence alignments for large-scale short sequence datasets generated by next-generation sequencers. They first describe improvements of their original kernel, where they solve a crucial performance limitation related to memory usage. After that, they describe its performance obtained by scaling the kernel on TACC Stampede, a large-scale cluster equipped with state-of-the-art GPUs.
The last article ''Reconfiguring the Bioinformatics Computational Spectrum: Challenges and Opportunities of FPGA-Based Bioinformatics Acceleration Platforms, '' Chrysos et al., presents a detailed survey on the use of FPGA-based reconfigurable computing platforms for a wide range of sequence and structural bioinformatics applications, with emphasis on performance and energy efficiency. They considered sequence comparison, multiple sequence alignment, RNA and protein secondary structure prediction, gene prediction and phylogenetic tree computation applications in this survey.
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