Abstract: A comprehensive treatment of digital backward propagation (DBP) accounting for the vectorial nature of optical transmission is presented. Experimental results show that selfphase and cross-phase modulation are the major sources of nonlinear impairments, even for small channel spacings and for transmission in low dispersion fibers. It is verified that compensating only the incoherent nonlinear impairments not only has the advantage of requiring lower computational load but also removes the necessity of using phase-locked carriers for the signal or phase-locked local oscillators. Simulation results show that polarization-mode dispersion has to be taken into account for practical wavelength division multiplexing systems for DBP to work properly. It is found that to compensate interchannel nonlinear impairments, the changes in the polarization states of channels have to be followed at every span.
Introduction
Optical signals suffer linear and nonlinear impairments during transmission in optical fiber, which limits the transmission capacity [1] - [6] . With the introduction of wavelength division multiplexing (WDM) to increase fiber capacity, it became clear that not only dispersion, but fiber nonlinearity as well, could significantly degrade signal quality [7] . Therefore, mitigating or compensating these impairments is a significant research component for optical communication. As the methods for compensating linear impairments including dispersion and polarization-mode dispersion (PMD) matured [8] - [10] , nonlinear impairments became the limitation on the fiber capacity. Increasing the number of WDM channels or decreasing the channel spacing results in higher nonlinear penalties. Increasing the spectral efficiency by using higher order modulation formats and increasing the transmission distance require increasing the optical signal-to-noise ratio (OSNR). Increasing OSNR for a given noise level requires increased signal power, which in turn produces more severe nonlinear impairments [4] . Therefore, reducing or compensating nonlinear impairments can significantly increase the fiber capacity.
Several methods have been used to reduce nonlinear impairments, such as optimizing fiber dispersion and dispersion maps [2] , [11] - [13] , using new modulation formats [14] - [18] , polarization interleaving [19] - [21] , advanced amplification methods [15] , optical phase conjugation [22] , [23] , and nonlinear post processing [24] , [25] . With the exception of optical phase conjugation and nonlinear post processing, all of these methods have been aimed at designing a more nonlinearity tolerant system rather than removing the nonlinear impairments.
In addition to the above methods, which are all optical in nature, digital compensation methods have been proposed recently. Initially, lumped nonlinear post compensation was proposed based on the assumption that dispersion was low [26] - [29] . There are many reasons for this shift as digital compensation methods are much more flexible and less costly in comparison. Thanks to the recent developments in coherent optical communication [30] - [32] , the complete electric field of the signal became accessible in the digital domain. With access to the complete electric field it became possible to compensate nonlinear impairments even when fiber has large dispersion so that the changes in the signal waveform along the fiber cannot be neglected [33] - [47] . Moreover, it became possible to compensate interchannel nonlinear impairments, such as cross-phase modulation (XPM) and four-wave mixing (FWM), as long as the neighboring channels are also received. Among these techniques, the digital backward propagation (DBP) method, which is based on solving the nonlinear propagation equation in the backward direction starting with the received signal as the input and producing the signal at the transmitter at its output, proved to be quite promising.
Compensation of nonlinear impairments in WDM systems using DBP is technically challenging. In WDM systems, where the system as a whole experiences considerable amount of nonlinearity and dispersion, it is impossible to compensate the nonlinear impairments in a single step. Rather, the electric field of all WDM channels as a whole must be propagated backward along the fiber. This requires significantly more computation compared with compensating for only linear impairments [36] , [38] , [39] . Therefore, for digital techniques to be practical in compensating nonlinear impairments, efficient techniques have to be developed that can still compensate nonlinear impairments but, at the same time, require an affordable computation load. As a way of reducing the number of computations required for DBP, it has been suggested that only the impact of incoherent nonlinear processes including self-phase modulation (SPM) and XPM be compensated [38] , [41] .
In addition to requiring large amounts of computational load, the DBP technique also has hardware requirements at the receiver. The nonlinear processes such as FWM can be extremely phase sensitive, meaning that when WDM channels are received, their phases in relation to other channels must be preserved. This is extremely difficult to achieve because in practice different WDM channels have different local oscillators. To retain the phase relation between different channels, these local oscillators must be locked in phase.
As the DBP technique relies on reproducing the transmitted signal along the fiber faithfully until reaching the transmitter, it is crucial to know how this technique performs in the presence of random perturbations along the fiber, such as those caused by PMD [48] . As a result of PMD, polarizations of different WDM channels rotate differently [49] . Since nonlinear processes depend on the polarizations of the individual channels, these rotations are expected to affect the results obtained by DBP. The effect of PMD on DBP has yet to be studied.
In this paper, we provide a comprehensive treatment of DBP for polarization-division multiplexed (PDM) WDM systems and in the presence of PMD. In Section 2, the governing equation for vectorial DBP, namely, the computationally efficient Manakov equation, is presented, together with its coupledmode formalism, which allows selective compensation of individual nonlinear effects. In Section 3, the coupled Manakov equations are employed to perform DBP for a PDM WDM transmission system. It is shown experimentally that indeed, compensating for only SPM and XPM can increase the signal quality significantly, even for small WDM channel spacing. It is also verified by the experimental results that in this case, there is no need to phase lock the WDM carriers or the local oscillators. In Section 4, the impact of PMD on DBP is studied by simulating a PDM WDM system. It is found that even low levels of PMD significantly impair the DBP technique. However, by monitoring PMD on a per-span basis and incorporating PMD into DBP, DBP can still remain effective in the presence of PMD.
Manakov Equation
In a coherent optical communication system, the complex field of each WDM channel including amplitude, phase, and state of polarization (SOP) can be fully recovered at the receiver. The complete knowledge of the received signal makes it possible to calculate the signal at the transmitter; distortions caused by the fiber can be removed from the received signal. To recover the signal at the transmitter, the evolution of the signal through the fiber should be calculated. The evolution of the electric field in the fiber can be described by the vectorial nonlinear Schrodinger equation [50] , [51] . Because of the random residual birefringence in the fibers, a simpler equation called the Manakov equation can be used instead of the vectorial nonlinear Schrodinger equation. The Manakov equation can be written as follows [52] , [53] :
In writing the coupled equations (CEs) in (2), it is possible to identify the individual terms responsible for different nonlinear processes. The third term on the right-hand side of (2) is the SPM term. Up to the third term, this equation is exactly the same as (1), which is simply the Manakov equation written for a single channel. The rest of the nonlinear terms are responsible for the interchannel nonlinear effects. The fourth term is the XPM term, which is similar in form to the XPM term that occurs in the scalar case where all the channels have the same polarization. This term induces nonlinear chirp proportional to the power of the neighboring channels, which does not depend on their phases. Because of the absence of the explicit dependence on the phases of the neighboring channels, we will call this term the incoherent XPM (IncXPM). The IncXPM is twice as strong for the channels with the same polarization compared with the orthogonal polarization. The fifth term is also a XPM term in the sense that it involves only two WDM channels. Unlike the IncXPM term, these terms are not completely independent of the phases of the interacting fields. Phase changes originating from processes such as PMD where the phase depends on both the polarization and frequency affects these terms directly. On the other hand, the phase that is common to both polarizations such as group-velocity dispersion or that is common to both WDM channels such as birefringence cancels out. This term can also be viewed in terms of the FWM process between two WDM channels. As a result of this process, one photon from x polarization of the first channel and one photon from the y polarization of the second channel are transferred to the y polarization component of the first channel and the x polarization of the second channel or vice versa. This term is also partially responsible for the polarization dependence of XPM.
The final term is the FWM term, which can cause transfer of power between different channels. In the notation of (2), the channels A i , A k , A l , and A m are coupled through FWM process, as long as their frequencies satisfy the condition ! i þ ! k À ! l À ! m ¼ 0, and their polarization states are such that if A i and A k are parallel, A l , A m are also parallel to them, and if A i and A k are orthogonal to one another, A l , A m are also orthogonal to one another. As a result of FWM an energy transfer occurs between the A i , A k pair and A l , A m pair. The magnitude and the direction of the energy transfer are determined by the phase relation between the four interacting channels. If the system is not working in the extremely high nonlinear regime, the FWM requires a certain length to accumulate enough energy transfer between the channels to cause significant amount of distortion. If the phase relation between the channels is not maintained for long distances in the fiber, distortions caused by FWM do not grow, and it can be neglected. The condition for maintaining the phase relation between the channels is called the phase matching condition, and it is given by Ák i;k ;l;m þ NL ¼ 0. Ák i;k ;l;m and NL represent the change in the phase relation between the channels per unit length as a result of fiber dispersion and accumulated nonlinear phase, respectively.
For a given WDM system with certain dispersion parameters, channel spacing, nonlinearity coefficient, and power per channel, it is possible to estimate whether FWM is negligible or not. In WDM systems with equal channel spacing, FWM is expected to be strongest between neighboring channels. In other words, if dispersion is strong enough to suppress FWM between neighboring channels, it is strong enough to suppress FWM between channels that are farther apart. For FWM effects to grow considerably, the phase relation between the interacting channels must be maintained for a length scale comparable with the nonlinear length given by L NL ¼ 1=ð e P ch Þ, where e ¼ m ½1 À expðÀL sp Þ= is the effective nonlinear parameter, and L sp is the span length. Here, nonlinear length is defined for power per channel to estimate FWM interactions between only the neighboring channels. The change in the phase relation between the interacting channels in a single nonlinear length should be small so that ÁkL NL ( . For a given dispersion and channel spacing, this condition becomes 2 Á! 2 =ð e P ch Þ ( . This condition can be used as a rule of thumb for the simplest cases as several assumptions have been made, for instance, the effect of polarization is ignored, as well as the possibility of efficient FWM coupling between farther channels through modulational instability.
As given in (2), the CEs leave out some of the second-order processes captured by the full Manakov equation (1) . For instance, (2) cannot account for energy transfer from WDM channels outside of the WDM bandwidth. To capture those effects, extra channels beyond the WDM band should be added to the CEs. CEs also neglect the energy transfer through FWM to the parts of the spectrum that falls between the WDM channels.
XPM terms do not depend on the phases of the interacting channels. However, they are still sensitive to the SOPs of the channels. As a major source of nonlinear impairment, it is crucial to understand the nature of this polarization dependence. XPM can be divided into two parts: one part that is independent of the SOPs and one part that is completely polarization dependent. To see this distinction explicitly the CEs are presented below in the vector notation, and FWM terms are omitted:
where jA i i ¼ ½A iðx Þ A iðy Þ T is the amplitude of the ith WDM channel in the Jones vector notation, and Lð! i Þ represents the linear terms in (2), including the loss and dispersion terms. It can be seen by looking at (4) that the SPM term and the first term of the XPM term have no polarization dependence. The second term in the XPM term is a matrix with nonzero trace, meaning that it has a component which has polarization dependence. This term can be separated into the polarization dependent and independent parts by using the Pauli matrices as follows: jA j ihA j j ¼ ½P j þP j Á=2, P j ¼ hA j jA j i, and P j are the optical power and the Stokes vector of the jth channel, ¼ ½ 1 ; 2 ; 3 is the Pauli spin vector, and 1 , 2 , and 3 are the Pauli spin matrices [49] , [50] . Equation (4) can now be separated into polarization independent and dependent parts as
In (5), the first term in the second line is the part of XPM that do not depend on the SOPs of the interacting channels. This term induces phase shift that is proportional to the total powers of WDM channels in both polarizations. The last term, however, is completely dependent on the SOPs of the interacting channels. Similar to the polarization independent part, all channels also contribute to the polarization dependent part. The polarization dependent part has two distinct contributions. First, just as the polarization independent part of XPM, it contributes to the nonlinear phase shift. Second, it causes nonlinear rotation of the channel. To see these contributions more clearly, (5) can be put into the following form:
where P T ¼ P i P i is the total power in all the WDM channels,P T ¼ P iP i is the sum of the Stokes vectors of all the channels, e.g., the collective vector, andŝ i is the unit Stokes vector of the ith channel. As it can be seen in (6), the polarization dependent term is split into two parts. The first part contributes only to the nonlinear phase shift. This term changes between the extremes AE m P T =2, depending on the relative orientation of the channel with respect to the collective vector at a given point in time. The second term, on the other hand, causes nonlinear rotation of the ith channel around the collective vector at a rate proportional to the part of the collective vector that is orthogonal to the ith channel. Note that the cross product is maximum when the Stokes vectors are orthogonal, which occurs when the ith channel and the collective vector are at 45 in Jones space. Note also that the polarization independent part of XPM is proportional to the sum of the powers of all the channels. However, the polarization dependent part is proportional to the sum of the Stokes vectors of all the channels. In the extreme case when all the channels have the same SOP, the two parts of XPM are similar in magnitude. Nevertheless, in a PDM WDM system with a large number of channels, this term is expected to be smaller compared with the polarization independent portion because of the vectorial sum.
As long as the signal at the receiver is obtained with adequate accuracy, the signal at the transmitter can be obtained by numerically solving either the full Manakov equation or the CEs. These equations can be solved in the backward direction, and the received signal is used as the initial condition. The most common numerical method for solving the nonlinear propagation equations is the split-step Fourier method. In the split step method the fiber is divided into steps. As an approximation, only the nonlinear part or the dispersive part of the equations is solved in each step. The step size should be small enough to follow changes in the propagating field that are caused by both dispersion and nonlinearity. The step size should be small enough so that the changes in the spectrum caused by the fiber nonlinearity could be followed accurately, and therefore, in the next step, the dispersive propagation can be calculated accurately. The step size required by the fiber nonlinearity should be much smaller than the nonlinear length that is defined as L NL ¼ ð e PÞ, where P is the total power.
Step size should also be small enough to follow how the optical fields evolve along the fiber as a result of dispersion so that in the following step, the impact of nonlinear interactions can be followed accurately.
Calculating the dispersive and nonlinear evolution over and over in small steps along the fiber increases the computational load. To avoid unnecessarily increasing the computational load, only changes in the optical field that are relevant to accurate calculation of nonlinear processes should be followed in small steps. For instance, in a transmission system where FWM is strong, step size should be small enough to follow the phases of the interacting fields relative to one another because FWM is sensitive to such changes. However, if FWM is negligible, and XPM is the dominant source of nonlinear distortions, there is no need to follow the changes in the phases of the channels in small steps since XPM is insensitive to relative phases of the channels. In this case, the step size is still limited because XPM is sensitive to the walk off between channels as a result of the group delay. However, it is much larger compared with what is required by the FWM process. It is useful to define the FWM length
where N is the total number of WDM channels, and B is the baud rate. L FWM is the length scale at which the relative phases of the farthest channels interacting through FWM changes by 1 rad because of dispersion, and L XPM is simply the length at which the farthest WDM channels walk off by one another by a bit period. These length scales should not be understood as the length scales at which FWM or XPM becomes important; rather, they should be understood as the length scales that limit the maximum step size that can be used in the split-step method, which is imposed by the fiber dispersion to calculate FWM or XPM accurately [41] .
Comparing the step size requirement imposed by FWM and XPM shows that for a transmission system where the impact of FWM is small, computational load can be decreased by a factor roughly given by the ratio of the FWM and XPM lengths:
It is important to note that, if the FWM is weak and, therefore, the step size is chosen to accommodate the XPM length, the FWM terms should be removed from the calculation. Otherwise, the impact of FWM terms will not be calculated correctly. During the backward propagation, the contribution of FWM can be miscalculated, and it may grow strong, even though FWM is weak in the forward propagation. One of the advantages of using the CEs instead of the full Manakov equation is that in the CEs, FWM terms appear explicitly, and they can be removed from the equation. This is not possible when full Manakov equation is used. Therefore, Manakov equation requires the step-size to be small enough to accurately calculate FWM, even though FWM is very weak and negligible [41] .
Another advantage of using the CEs in terms of computational load is that it requires a lower sampling rate. Solving the Manakov equation accurately requires the sampling rate to cover twice the total bandwidth of the WDM system, even though there is no significant energy present outside of the WDM bandwidth. Therefore, the required number of samples per symbol becomes S M ¼ 2NÁ!=ð2BÞ. This is because FWM can couple WDM channels to parts of the spectrum outside of the WDM bandwidth. If the sampling rate is not large enough, FWM causes aliasing leading to errors. CEs, on the other hand, require correct sampling of individual channels, which is just two samples per channel per symbol. Therefore, the number of samples per symbol becomes S CE ¼ 2N. As a result, CEs always require lower number of samples as long as channel spacing is larger than the symbol rate [41] .
When the effect of FWM is small and it is negligible, CEs have another significant advantage from a practical point of view. Because FWM is sensitive to the relative phases of the WDM channels, the relative phases of the WDM channels must be accurately measured at the receiver. Otherwise, during the back propagation, the contribution of FWM cannot be calculated accurately. To make sure that the relative phases of the WDM channels are measured correctly, the local oscillators used at the coherent receivers for each WDM channel must be locked in phase. Alternatively, if the nonlinear compensation is implemented at the transmitter using DBP, it is necessary that the carriers of different WDM channels be locked in phase. Satisfying these conditions becomes extremely difficult as the number of the channels is increased. If the impact of FWM is negligible, however, neither the local oscillators nor the carriers need to be locked in phase since XPM does not depend on the phases of the channels [41] .
Digital Backward Propagation
This section presents experimental results of DBP using the Manakov equations. For completeness and for comparison purposes, the results of DBP using the full Manakov equation will be summarized first [40] . Then, the results of DBP using the coupled Manakov equations will be presented.
Experimental Setup
The discussion in Section 2 shows that nonlinear impairments are deterministic and that they depend on the signal and fiber parameters. Even with this deterministic nature of the impairments, it is difficult to determine how effective DBP would be in a practical system in the presence of ASE noise, nonzero carrier and local oscillator linewidth, fiber dispersion that is typically not constant along the fiber, receiver imperfections such as detector and analog to digital converter (DAC) bandwidth, imbalance and delay in the I and Q arms, as well as polarization arms and DAC quantization. In a recent experiment, the possibility of compensating the nonlinear impairments experienced in a PDM WDM system was demonstrated by using DBP based on solving the full Manakov equation. In this section, this experiment and its main results will be summarized first, and then, it will be compared with the proposed XPM only compensation.
The experimental set up is shown in Fig. 1 . At the transmitter side, three distributed feedback lasers are used as the carriers. The same pseudo random BPSK pattern with a length of 2 23 À 1 is used to modulate the side channels at 6 GBd/s, whereas the center channel is modulated with the delayed version of the same pattern. Polarization multiplexing is achieved by combining the delayed copies of the combined channels in the orthogonal polarization state by using a polarizing beam splitter.
The loop consists of a single span of nonzero dispersion shifted fiber, a single EDFA to compensate for the total loss of the loop, a band pass filter, and a polarization controller. Two acoustooptic modulators are used as optical switches. The fiber is 80 km long, with second-order dispersion parameter of 2 ¼ À4:84 ps 2 =km and a nonlinearity parameter of ¼ 1:5 W À1 km À1 . The band pass filter has a 1-nm bandwidth. After the loop, a portion of the signal is used to monitor the loss/gain balance in the loop, and the rest is sent to the coherent receiver. At the receiver, a single local oscillator is tuned to the carrier frequency of the center channel. The received signal and the local oscillator are combined at the 90 hybrid. The two quadratures leaving the hybrid are divided into the two polarization components and detected by four photodiodes, each measuring one polarization component of one quadrature. The electrical signal is amplified by linear radio frequency amplifiers and received by the real-time oscilloscope (RTO). The RTO has an analog bandwidth of 12 GHz, and it samples all four ports at 50 Gsa/s. Since balanced detection is not used, the DC component of the electrical signal is blocked before entering the RTO. For the same reason, the signal power entering the hybrid is attenuated so that the power level of the signal is 23 dB below the local oscillator power. To make sure that the photodetectors operate in the linear regime, the power of the local oscillator is adjusted so that total optical power entering the photodetectors is below 5 dBm.
Orthogonal WDM (OWDM) is used to pack three WDM channels into 25-GHz bandwidth limited by the analog bandwidth of the RTO. Using OWDM, it was possible to fit three channels at 6 Gsym/s Bd rate separated by 7 GHz into the RTO bandwidth. Note that three is the minimum number of WDM channels necessary to see the full effect of both XPM and FWM. An RF delay at the transmitter is used to make sure that the bit slots of all channels are aligned in time, which is a requirement of OWDM. Having only four DACs (four ports of the RTO) also made it necessary to use the same local oscillator for all the channels. Fig. 2 shows the spectrum of the measured field before and after 1400 km of fiber transmission. Comparison of the spectrum after transmission with the back-to-back case shows how severely spectrum is modified through nonlinear propagation. The major change in the spectrum is due to spectral broadening.
DBP Using the Full Manakov Equation
When the full Manakov equation [see (1) ] is solved in the DBP, the whole electric field is used as the starting point, and the evolution of the electric field is backtracked step by step using the split step method until the transmitter. After the backward propagation, the channel to be recovered is filtered using an appropriate OWDM filter. OWDM filtering is followed by carrier phase estimation, polarization demultiplexing, and, finally, Q value estimation.
After DBP is performed, the Q value is calculated and plotted as a function of transmission distance for both X and Y polarizations shown by circles and stars, respectively, in Fig. 3 . The black curves show the Q value obtained when the full Manakov equation is solved in DBP. The red curves in contrast show when only dispersion compensation is used. Clearly, at the 6 dBm of total power and distances beyond 1000 km, dispersion compensation is not enough as the signal accumulates a significant amount of nonlinear impairments. With all the experimental imperfections and uncertainties, DBP can Fig. 2 . Spectra of the measured WDM channels (a) right after the transmitter and (b) after 18 loops. The total input power is 6 dBm, and the green and blue curves show the two orthogonal polarization components.
still remove most of the nonlinear impairments successfully. The blue curves are obtained when the impairments resulting from the orthogonal polarization are ignored. For instance, for the X polarization, the power in the Y polarization is set to zero. In this case, the Q value is even worse than dispersion compensation case, showing that the impairments resulting from the orthogonal polarization is significant.
DBP Using the Coupled Manakov Equations
To demonstrate the feasibility and the advantage of using CEs and compensating only for XPM and SPM effects, the CEs [see (2) ] instead of full Manakov equations are solved in DBP. Note that the CEs are derived based on the assumption that the total field can be decomposed into WDM channels, which can be separated from one another based on their spectrum. When OWDM is used, the channel spacing is so small that individual channels cannot be separated based on their spectrum. Indeed, to access the data carried by each OWDM channel orthogonality of the channels are used and not their separability by spectrum. Nevertheless, the outline of the three channels is still visible, as can be seen in Fig. 2 . To use the CEs the spectrum obtained at the receiver is split into three channels before DBP. The digital filters are centered around the carriers of the OWDM channels, and the filter bandwidth is 6 GHz. The spectra of the filtered channels along with the corresponding filters are shown in Fig. 4 . After filtering, the channels are brought to the baseband to be used as the input for the CEs, which takes the following form in the case of three WDM channels: where A 2 is the electric field of the center channel and A 1 and A 3 are the side channels. The equation for A 3 can be obtained by interchanging subscripts 1 and 3 in the first equation of (7). The equations for the y -polarization component can be found by interchanging the subscripts x and y . After receiving the electrical field, the CEs are solved in the backward direction instead of the full Manakov equation to remove the nonlinear impairments. After the backward propagation, the channel to be recovered is filtered using an appropriate OWDM filter. In the case of CEs, in order to retain the orthogonality of the channels, the side channels are multiplied by their carriers and added to the center channel before the OWDM filter is applied. OWDM filtering is followed by carrier phase estimation, polarization demultiplexing, and, finally, Q value estimation, as before.
After DBP is performed, the Q value is calculated and plotted as a function of transmission distance in Fig. 5 . To compare the efficiency of using the full Manakov equation and to see the effect of omitting different nonlinear processes, six different cases are considered. The black curve shows the Q values Fig. 4 . Spectra of the three channels (red, green, and black) obtained by filtering the spectrum of the optical field measured after 1400 km propagation (blue). The corresponding filters are overlaid on the spectra. Only the x-polarization components are shown for clarity.
obtained when the full Manakov equation is solved, and the green curve shows when only the dispersion compensation is used. The red curve shows the Q values obtained when the CE of (7) is solved while keeping all the terms. The slight difference between solving the CEs and the Manakov equation can be attributed to the filtering since the same difference in Q value is observed also back to back. The rest of the curves are also obtained by solving the CEs, but in each case, different nonlinear processes are neglected, i.e., removed from (7). The blue curve shows the Q values obtained when the FWM terms are neglected. Comparing it with the red curve shows that the penalty from ignoring the FWM process is less than 1 dB. In this particular setup, this penalty is not significant enough to justify including FWM process in to the calculations. Next, to test how big the contribution of the CohXPM is, this term is omitted from (7), while the IncXPM terms are retained, and the results are shown with the pink curve. Clearly, CohXPM terms produce significant nonlinear impairment, and they should be included in the compensation. The brown curve shows the case when only SPM terms are retained among the nonlinear terms. At high power levels, compensating for only SPM terms produces no advantage over compensating dispersion only. Fig. 5 shows that it is possible to use CEs instead of Manakov equations and that compensating for only XPM and SPM is enough even when the channel spacing is very low. In WDM systems with larger channel spacings, the difference between the two cases is expected to be even less. However, because the channel spacing is of the same order as the channel bandwidth in the experiment, we were not able to verify the advantage of ignoring the FWM in terms of being able to use larger step size or using lower sampling rate.
The advantage of compensating only for XPM in terms of not needing phase-locked oscillators is not clear from Fig. 5 since only one local oscillator is used for all channels. The most significant effect of using independent local oscillators is that each channel will be received with a phase that is random relative to the others. This can be simulated easily by multiplying each channel by a random phase after the channels are filtered and before they are put into back propagation. Fig. 6 compares the Q values obtained when the CEs are solved in DBP with (red) and without (green) the FWM terms as well as with (circles) and without (stars) the added random phase noise. The Q values obtained with the random phase noise are the worst Q values obtained among 50 different runs. Fig. 6 shows that there is no penalty arising from using independent local oscillators when FWM is dropped from the CEs. However, when FWM is included in the equations, the random phases added by the local oscillators induce a significant Q penalty because in this case, the FWM terms 
Polarization-Mode Dispersion
For DBP to remove the nonlinear impairments effectively, it is necessary that the evolution of the signal from the transmitter to the receiver must be backtracked faithfully. For instance, the evolution of the signal as a result of fiber dispersion must be tracked carefully so that the nonlinear processes can be calculated accurately. Another linear process that occurs in fibers and affects the nonlinear interactions is PMD. PMD is a consequence of residual birefringence present in fibers that varies in magnitude and direction randomly along the fiber. PMD causes two polarization components of the signal to travel with slightly different group velocities [48] , [49] . If the delay becomes comparable with the bit period, PMD causes outages. For individual WDM channels, the impact of PMD can be avoided by keeping the baud rate low, or it can be removed using several optical or digital signal processing techniques. However, when nonlinear interactions among the channels are strong, the impact of PMD over several channels has to be considered. From another perspective, the effect of PMD can be described as frequency dependent birefringence. Polarizations of different channels rotate at different rates or direction because of PMD. In a WDM system with many channels, even though the baud rate of individual channels may be small, PMD can still induce random rotations of distant WDM channels with respect to one another and affect the nonlinear interactions among them.
Because the nonlinear processes depend on the relative orientations of the interacting channels, it is necessary to follow these random rotations caused by PMD along the fiber to compensate nonlinear impairments effectively. Just as in the case of dispersive effects, the random rotations caused by PMD should be followed in the backward direction frequently enough that at each step, the amount of relative rotations should be small. Similar to the dispersion length or nonlinear length where these effects are expected to be significantly large, a PMD diffusion length L PMD can be defined that corresponds to the length scale at which the random rotations caused by PMD are large. Because both the magnitude and the direction of residual birefringence fluctuate along the fiber as well as in time, the magnitude and direction of PMD also vary randomly in time. Therefore, the effects of PMD can only be described statistically. L PMD ¼ 3=ðD p Á!Þ 2 is the length scale at which two WDM channels separated in frequency by Á! cannot be expected in an average sense to retain their relative orientations [54] , [55] . D p is the PMD parameter which depends on the properties of a given fiber. Modern fibers typically have PMD parameters lower than 0.5 ps= ffiffiffiffiffiffi ffi km p and can be as low as 0.01 ps= ffiffiffiffiffiffi ffi km p [56] . The impact of PMD on DBP depends on both the fiber PMD parameter and the bandwidth of the WDM system. To see the impact of PMD it is necessary to evaluate a WDM system with much larger bandwidth than the experimental setup. For this purpose, a 12-channel PDM WDM system is simulated using the commercial software VPI. Fig. 7 shows the schematic of the simulation setup. A total of 12 channels per polarization are modulated at 25 GBd, and channel spacing is 50 GHz. 16-QAM is chosen as the modulation format. The two polarization channels are combined, and then, their SOPs are adjusted with a polarization controller to be at 45 with the principal state of polarizations (PSPs) of the transmission fiber at the central wavelength. This is the case of the worst alignment which guarantees sampling the worst-case results. The transmission system consists of 10 spans of 100-km-long NZDSF fibers separated by EDFAs with a 5-dB noise figure. The dispersion and dispersion slope of the fibers are 4.4 ps/km/nm and 0.045 ps/km/nm 2 . The nonlinear parameter is 1.3 W À1 km À1 , and loss coefficient is 0.2 dB/km. EDFAs are running in the power mode, and they fully compensate the fiber loss. After forward propagation, the transmitted signals are separated into two polarizations, and each polarization component is mixed with 12 phase-locked local oscillators of the same polarizations in 90 hybrids. After coherent detection, back propagation and the following DSP is performed with Matlab.
After polarization diversity coherent detection, electric fields of all the channels in both polarizations are available. These fields are used as the initial condition to solve either the CEs of (2), or they can be combined to obtain the whole field to be used as the initial condition for the Manakov equation (1) . VPI is not used in the backward propagation, and these equations are solved using the split-step Fourier transform method in Matlab.
First, average optical power levels where the transmission is significantly nonlinear are determined by changing the input power in the forward propagation. For each power, the field is back propagated, and the Q value is calculated as a figure of merit. PMD is artificially turned off so that the impact of PMD does not interfere with the determination of the nonlinear regime. In this case, all the channels experience the same fast rotation due to fiber birefringence so that Manakov equations are valid. Fig. 8 shows the Q value calculated for each channel and polarization as a function of total launched power. For the particular system that is simulated, the optimum total power is found to be 15 dBm when DBP is used for impairment compensation. For comparison, the Q values obtained when only dispersion compensation is applied are also shown in Fig. 8 . In this case, the optimum power is only 9 dBm, and more importantly, the maximum achievable Q value is 6 dB lower compared with what can be achieved by backward propagation. Impairment compensation by DBP is justified beyond 9 dBm. If the impact of PMD can be taken into account perfectly, the Q value should approach the blue lines and approximately 16 dB at 15 dBm input power.
To see how much PMD can render DBP ineffective, the simulations are repeated by adding PMD in the forward propagation. To obtain statistically meaningful results, simulations are repeated for 40 random realizations of PMD, while in each case, the input SOP of the center channel is aligned at a 45 angle with the PSPs. To determine how significant the impact of PMD is, as well as to make sure that the deviation from the ideal compensation is due to PMD, the SOPs of individual channels are corrected periodically during the back propagation calculation. The results are shown in Fig. 9 . The case when the number of polarization corrections equals 1 means the received field is back propagated as it is until the transmitter and the SOPs of the channels are corrected to separate the data in two polarizations. When number of polarization corrections is 10, which is the number of spans, SOPs of each channel are corrected at every span to match the SOP of that channel at that location in forward propagation. This correction is possible in a simulation as the transmission matrix as a function of wavelength is recorded along the fiber. In a real transmission system, the polarization rotation matrix per span has to be monitored for each WDM channel. It should be noted that monitoring the polarization rotation matrix is expected to be more difficult than current efforts in monitoring only the PSPs and differential group delay (DGD). 9 shows that for this highly nonlinear system PMD significantly deteriorates the capability of the DBP technique to compensate nonlinear impairments if the relative rotations of the SOPs of WDM channels are not taken into account. Even for a highly nonlinear system, correction of channel polarization at every span can be enough to achieve the same level of nonlinear compensation that can be achieved when there is no PMD. PMD is expected to be a less of a problem for transmission systems with lower nonlinearity as well as when fibers with lower PMD parameters significantly lower than 0.05 ps= ffiffiffiffiffiffi ffi km p are used. The simulation results are also used to see the penalty arising from neglecting the FWM terms. Fig. 9 is reproduced by solving the CEs in (2) with FWM terms dropped. The results are compared with the case when the full Manakov equation is solved in DBP, and they are shown in Fig. 10(a) for D p ¼ 0:05 ps= ffiffiffiffiffiffi ffi km p and in Fig. 10(b) for D p ¼ 0:1 ps= ffiffiffiffiffiffi ffi km p . CEs are capable of compensating for nonlinearity, even though they perform slightly worse when FWM is not included in the equations as expected.
Conclusion
Nonlinear impairments are currently limiting fiber-optic transmission capacity. DBP has emerged as a potential method of removing nonlinear impairments and thereby increasing the capacity of fiber-optic transmission. The effectiveness of DBP using the full Manakov equation has been shown not only by simulations but also by experiments. This paper further demonstrates that DBP can be applied using the CEs and compensates only for XPM and SPM, which is possible when FWM is small. The improvement obtained by compensating all the nonlinear impairments versus compensating only the incoherent processes is presented. The comparison showed that impact of FWM is small even for channel spacing as low as 7 GHz. The additional advantage of compensating only for incoherent processes is that it does not require the use of phase-locked local oscillators. This advantage is also demonstrated based on the experimental results.
A major concern for the applicability of DBP is the presence of PMD. Since nonlinear processes couple WDM channels far from one another spectrally, PMD plays an important role even if individual channel baud rates are low enough to avoid impairment from PMD. The impact of PMD on DBP is estimated by extensive simulations. It is shown that PMD significantly hinders the ability to remove nonlinear impairments by DBP because of the random nature of the PMD. Nevertheless, effective compensation of nonlinear impairments using DBP is still possible in the presence of PMD, provided that the polarization rotation matrix of the transmission fiber is monitored on a per-span basis.
