Abstract-In this paper, we present solutions to Zadeh's challenge problem on calculating linguistic probabilities. First, we argue that Zadeh's solution to this problem via the Generalized Extension Principle is very difficult to implement. Then, we use a syllogism based on the entailment principle to interpret the problem so that it can be solved by calculation of pessimistic (lower) and optimistic (upper) probabilities via Linguistic Weighted Averages. We use a pessimistic and an optimistic compatibility measure to calculate such probabilities. Then, we choose vocabularies for heights and linguistic probabilities that are involved in the problem statement. The vocabularies are modeled using interval type-2 fuzzy sets. We calculate optimistic (upper) and pessimistic (lower) probabilities, which naturally would be interval type-2 fuzzy sets. Finally, we map the pessimistic and optimistic probabilities into linguistic probabilities present in the vocabularies, so that the results can be comprehended by a human. We investigate viable alternatives for the pessimistic and optimistic compatibility measures, and also solve a similar problem with a different hypothesis.
I. INTRODUCTION
Advanced Computing with Words (ACWW) [15] is a methodology of computation in which carriers of information can be numbers, intervals, and words. In such a paradigm, assignment of attributes to variables may be implicit, and one generally deals with linguistic truth, probability, and possibility.
Apparently, modeling of words in natural languages plays a pivotal role in ACWW. Mendel argues that since words mean different things to different people, a first-order uncertainty model of a word should be an interval type-2 fuzzy set [14] . Moreover, Zadeh anticipates that type-2 fuzzy sets will play a more important role in ACWW in the future [15] . Therefore, it is plausible to implement reasoning schemes for ACWW using type-2 fuzzy sets.
Zadeh has introduced a set of challenge ACWW problems in his papers and recent presentations, in which linguistic usuality and probability values are involved. We have already proposed methodologies for solving some of those problems employing Linguistic Weighted Averages and Interval Type-2 Fuzzy Sets [18] , [19] . In this paper, we focus on another one of Zadeh's challenge problems (the probability that John is short (PJS) problem), which is formulated as:
Probably John is tall. What is the probability that John is short? This problem involves a linguistic probability (Probably) and linguistic attributes (tall, short). Note that the assignment of "Probably" to the probability that "John is tall" is implicit, i.e. it is derived only after studying the structure of the statement, which does not directly state that "the probability that John (a person picked at random) is tall is constrained by the word Probably" . It is therefore categorized as an ACWW problem. In this paper we propose a novel weighted average approach for solving the PJS problem.
The rest of this paper is organized as follows: In Section II, Zadeh's solution to the problem is investigated. In Section III, our solution to the problem, via compatibility measures and Linguistic Weighted Averages (LWAs), is proposed. In Section IV, this solution is computationally implemented. In Section V, a similar problem is solved in which the probability of a different hypothesis is required. Finally, in Section VI, some conclusions are drawn and a framework for future works is offered.
II. ZADEH'S SOLUTION TO THE PJS PROBLEM
Zadeh solves the PJS problem using generalized constraints. The proposition "Probably John is tall" implicitly imposes a linguistic constraint, "Probably," on the probability of John being tall. To calculate this probability, one needs the probability distribution function of John's height, . Clearly, for heights between and , one has:
In this problem, the linguistic constraint "Probably" is assigned to the probability of the fuzzy event "Tall," whose probability is calculated by [30] :
Similarly, the probability of the fuzzy event "Short" is calculated by:
To derive the linguistic constraint imposed on ℎ by (2), one exploits the following Generalized Extension Principle [32] . Let (⋅) and (⋅) be real functions characterized by:
Furthermore, assume that one has:
where and are T1 FSs. Then induces as follows:
Zadeh's approach states that there is a soft constraint "Probably" on presented in (2) , and requires the calculation of the soft constraint on ℎ presented in (3). Therefore, in
The Generalized Extension Principle implies that the soft constraint on the probability that John is short is characterized by the following membership function:
in which is the space of all possible height probability distributions on [ , ] . The sup is taken over , since we have no information on the height distribution.
The above mathematical program is very complicated and must be solved over all possible height distributions, which makes the problem from very hard to impossible to solve. In what follows, we offer another methodology for solving the problem, one that is also based on the Extension Principle, but in a different way.
III. OUR SOLUTION TO THE PJS PROBLEM
This section presents our solution to the PJS problem using Linguistic Weighted Averages (LWAs). To begin, we need to translate the problem into a form suitable for LWAs. We argue that "It is likely that John is tall" (which is equivalent to "Probably John is tall") implies that "It is unlikely that John is not tall." Such an intuition can be derived formally from the following rule obtained from the entailment principle, and was originally stated for fuzzy quantifiers in [33] :
The probability that is is The probability that is ′ is ¬ in which ¬ is the antonym of the fuzzy set , and its membership function is given by:
and ′ is the complement of the fuzzy set , characterized by:
This implies that we have the following belief structure for the problem:
in which and are focal elements, and and are probability mass assignments. The difference between this belief structure and the belief structures that are studied in the literature [10] , [13] , [25] , [27] , [28] is that the probability mass assignments are words rather than numeric values. Belief structures with fuzzy-valued probability mass assignments were first introduced by Zadeh [31] ; however, they have not been in the mainstream of research in the evidential reasoning community. In the past decade, there has been some research on belief structures with interval-valued probability mass assignments [4] , [20] , [23] , [26] . As a natural extension, some studies formulate fuzzy-valued probability mass assignments [1] , [5] , [34] .
To understand the above reasoning procedure, consider the following analogy with classical probability theory. The domain of heights under consideration is [155, 220] cm. Assume that is a crisp set, e.g., the set of all people whose heights are between 185 cm and 205 cm. Then, includes heights in [155, 185) cm and (205, 220] cm. If Prob(Tall ) = p, then Prob(notTall ) = 1 − p. When probabilities are linguistic values like "Likely," we must exploit the extension principle [11] , [29] . If the probability that John is tall is , in which is a linguistic probability [8] , then the probability that John is not tall is 1− , in which− represents the subtraction operation for FSs, i.e.:
in which ¬ is a valid model for the antonym of the fuzzy probability . It is worth noting that there are other valid models for the antonym of a fuzzy set [21] , but in the above syllogism, this model seems to be the most suitable choice, due to the analogy with the non-fuzzy case.
In his original article, Zadeh uses the following setting for calculating Expected Certainty, , and Expected Possibility, Π:
1 Assume that one has a belief structure with focal ] , in which F represents the set of all type-1 fuzzy sets over the universe of discourse . Then, for a hypothesis , the Expected Certainty and Possibility are calculated via:
Π( ) ( ) = sup
in which
, which are respectively Zadeh's suggestions for a certainty and a possibility measure. They actually act as a subsethood and an overlap (intersection) measure as noted by Yager [25] , or more generally, as a pessimistic and an optimistic compatibility measure, ℐ and , respectively. Unfortunately, the above optimization problems may have no solutions (see Appendix A), and instead, one must use fuzzy weighted averages (FWAs) represented by the following expressive formulas [12] :
Similarly, if the focal elements and the probability mass assignments are interval type-2 fuzzy sets, one should use Linguistic Weighted Averages (LWAs) to guarantee that there are solutions for the problem of determining lower and upper probabilities. Assume that one has a belief structure with focal elements {˜1,˜2, ⋅ ⋅ ⋅ ,˜} ⊆F , whose probability mass assignments are {˜1,˜2, ⋅ ⋅ ⋅ ,˜} ⊆F [0, 1] , in whichF represents the set of all interval type-2 fuzzy sets over the universe of discourse . Then, for a hypothesis˜, the lower and upper probabilities are calculated via the following LWAs: = (˜,˜) represents an optimistic measure of compatibility of˜and˜, which satisfy [25] :
In such a framework, we can calculate the following LWA's to obtain the lower and upper probabilities that John is short:
in whichLProb − andLProb + are the lower (pessimistic) and the upper (optimistic) probabilities that John is tall.
Next, we show that Jaccard's similarity measure [2] , [16] can be used as ℐ, and Vlachos and Sergiadis's subsethood measure [22] , as , because (˜,˜) ≤ (˜,˜). and are computed as:
Theorem 1. (˜,˜) ≤ (˜,˜).
Proof: Note that in the denominator of (16):
because:
Also:
Hence,
and therefore, (˜,˜) ≤ (˜,˜). Consequently, Jaccard's similarity measure is used by us as a pessimistic compatibility measure, and Vlachos and Sergiadis's subsethood measure is used by us as an optimistic compatibility measure.
There are many different pairs of ℐ and used in the literature of fuzzy evidence theory for calculation of lower and upper probabilities [9] , [10] , [17] , [27] , [28] . A very general class of measures for type-1 fuzzy sets, suggested by Yager [25] , is represented by:
in which C , T , and S represent a fuzzy complement (cnorm), a t-norm, and a t-conorm respectively. In particular, Yager uses the following measures (which are exactly Zadeh's certainty and possibility measures):
Yager notes that ℐ and in (24) and (25) are measures of inclusion and intersection for type-1 fuzzy sets, and satisfy (14) . He proves that they reduce to ordinary inclusion and intersection when and are non-fuzzy, and also satisfy the following property:
in which ′ is the complement of . When the probability mass assignments are numeric, (26) 
e. the lower probability of and the upper probability of its complement sum up to 1.
Unfortunately, due to the presence of min and max in the definition of ℐ and , they are conservative, i.e. they do not change in many cases when and change, although they have desirable mathematical properties. Therefore, some alternative compatibility measures have been proposed in the literature [9] , [27] , [28] , by relaxing some of the mathematical properties of ℐ and . Inspired by Yager's work, we suggest the following alternate measures for interval type-2 fuzzy sets: In the sequel, we compare the solutions to the PJS problem that are obtained by and to the solutions obtained by ℐ and .
IV. IMPLEMENTATION OF THE SOLUTION
In this section, we solve the PJS problem based on the theory provided in Section III. First, we establish a vocabulary of words and their interval type-2 fuzzy set models for the linguistic variable height that are illustrative of those that would be obtained by the Enhanced Interval Approach [24] Vocabulary of interval type-2 fuzzy sets representing linguistic heights.
partitioning of the universe of discourse of numeric heights, we calculate pairwise Jaccard similarities between its words, to make sure that each of the distinct words are adequately dissimilar from other words. Pairwise similarities are shown in Table I . Observe that the words are pairwise dissimilar, since all the pairwise similarities are less than 0.5.
The membership functions for a vocabulary of linguistic probability words are also established. The words are: Almost improbable, Very unlikely, Unlikely, More or less unlikely, Even chance, More or less likely, Likely, Very likely, Almost certain. The membership functions are depicted in Fig. 2 .
In order to verify that the vocabulary of linguistic probabilities provides a suitable partitioning of the space of numeric probabilities, we calculate pairwise Jaccard similarities between the probability words, to make sure that each of these distinct words are adequately dissimilar from others. Pairwise similarities are shown in Table II . It can be seen that the words are pairwise dissimilar, since all the pairwise similarities are less than 0.5.
Next, we calculateLProb
− andLProb + according to (15) . Note that the LWAs include the fuzzy set , which is the complement of . Its membership function is shown in Fig. 3 . Observe that is a non-convex fuzzy set, but it can be written as the union of two convex fuzzy sets 1 and 2 3 . From Figs. 1 and 3 , we observe that ℎ ∩ 2 = ∅, so that ℎ ∩ 2 ( ) = 0; therefore, in (15):
are then calculated using ℐ = and = , and they are depicted in Fig. 4 .
3 By a convex interval type-2 fuzzy set, we mean that both of its lower membership function and upper membership functions are convex. Accordingly, for a non-convex interval type-2 fuzzy set, the lower or the upper membership function (or both) is non-convex. Next, in order to express these results so that they are comprehensible to humans, we calculate the Jaccard's similarity ofLProb − andLProb + with the members of the vocabulary of interval type-2 fuzzy probabilities. These similarities are summarized in Table III . Observe that the most similar words to the lower and upper probabilities are Almost improbable and Very unlikely, respectively. We can therefore conclude that a linguistic solution to the PJS problem is:
"The probability that John is short is between Almost improbable and Very unlikely."
Observe from Fig. 4 thatLProb − andLProb + are very close to each other. This is also obvious from Table III, since the similarities of the lower probability with the words Almost improbable and Very unlikely are very close. This is due to the fact that ℎ and have a very little overlap. If they are modeled by fuzzy sets whose intersection is empty, the lower and upper probabilities become the same, since in this case ℐ( , ℎ ) = ( , ℎ ) = 0, and ℐ( , ℎ ) = ( ( , ℎ ). It is well known that the centroid of an interval type-2 fuzzy set can be used to quantify its uncertainty (e.g., [16] ). The centroid can hence be used to quantify the uncertainty about the numeric lower and upper probabilities which are the solutions to the PJS problem. The term around can be used to express the uncertainty represented by the centroids; it expresses the inter-person and intra-person uncertainties about the words propagated by the LWA. This cannot be done by any solution involving type-1 fuzzy sets, including Zadeh's solution, since type-1 fuzzy sets do not reflect the uncertainty about the membership values.
Consequently, we also calculate the centroid of the lower and the upper probabilities. They are [0.0651, 0.0865] and [0.0705, 0.0912], respectively, and their average centroids are 0.0758 and 0.0809, respectively. Hence, one can conclude that a fuzzy numerical solution to the PJS problem is:
"The probability that John is short is between around 7.58% and around 8.09%."
Next, we implement our solution using Yager's measures extended to interval type-2 fuzzy sets, ℐ and . We get a singleton at 0 forLProb Table  IV . Its centroid is [0.0644, 0.0748] and its average centroid is 0.0696.
Yager's measures are very conservative (they involve min and max which determine the compatibilities based on some "critical points"), and as a result, the lower probability is 0 because ℐ ( , ℎ ) = ℐ ( , ℎ ) = 0. Note that if we change the word Short to Very short, the result would be the same, since ℐ ( , ℎ ) = 0, although we intuitively expect that the lower probability that John is short is bigger than the lower probability than John is very short. This problem was referred to by Yen [28] as insensitivity of the lower and upper probabilities to the change of evidence (or focal elements) due to conservativeness of the measures. The solution using Yager's measures in both cases would be: "The probability that John is short is between 0 and 6.9%;" or, "The probability that John is short is between 0 and Almost improbable."
V. SOLVING THE PROBLEM GIVEN OTHER HYPOTHESES
In this section, we solve the following problem that is similar to the PJS problem, in which the probability of the hypothesis "John is very tall" is calculated (we call this problem the PJVT problem):
It is likely that John is tall. What is the probability that John is very tall?
Note that this problem has the same focal elements as the PJS problem, and the inference of lower and upper probabilities is done using the belief structure given by (9) .
This problem can be solved in the same way as Zadeh's PJS problem, i.e. we can calculate lower and upper probabilities by:
First, we examine the results of applying and to the PJVT problem. We calculate the LWAs pertinent to the lower and upper probabilities using and . They are shown in A linguistic solution to the PJVT problem using and is: "The probability that John is very tall is between Very unlikely and Unlikely," and a fuzzy numerical solution to the problem is:
"The probability that John is very tall is between around 16.49% and around 18.27%." Using Yager's ℐ and , the lower probability is a singleton at 0, and the upper probability is shown in Fig. 7 . Its centroid is [0.0690, 0.0801], and the center of centroid is 0.0746. The Jaccard's similarities of the upper probability with the members of the vocabulary of linguistic probabilities are shown in Table VI .
The linguistic and fuzzy numerical solutions to the PJVT problem using Yager's measures are:
"The probability that John is very tall is between 0 and Almost improbable." "The probability that John is very tall is between 0% and around 7.46%."
Comparing the results obtained by using Jaccard's and Vlachos-Sergiadis measures and Yager's measures, we observe that Yager's measures cannot distinguish between the lower probability of being short and the lower probability of being very tall, although intuitively, it is more probable that John is very tall than John is short. This is also the case for the upper probability of "John is tall." In contrast, and are sensitive enough to the change of the hypothesis whose lower and upper probabilities are inferred.
Note that the linguistic results obtained in this paper are dependent to the size of vocabularies; if a smaller number of linguistic probabilities is used, lower and upper probabilities may map into the same word. If a smaller number of linguistic heights is used, the measures of subsethood and overlap would change, and the lower and upper probabilities change accordingly.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we translated two Advanced Computing with Words problems into belief structures whose focal elements (Tall and notTall) and mass probabilities (Likely and Unlikely) are interval type-2 fuzzy sets. We used the LWA to calculate the lower probabilities and the upper probabilities of the hypotheses "John is short" and "John is tall," and used a pessimistic and an optimistic compatibility measure ( and ) to calculate the probabilities. We compared the results to the results obtained by using Yager's conservative measures, and showed that they do not suffer from insensitivity to the change of evidence and focal elements, and are not conservative.
Future research should be devoted to the fusion of conflicting information [7] using belief structures with fuzzy probability mass assignments and calculating their expected values; the results can then be applied to more complicated Advanced Computing with Words problems. As an example, assume that we have the following granule of information from a source other than PJS problem's source of information: It is fairly unlikely that John is moderately tall. How can we determine the probability that "John is short" combining the above information with the original information "It is likely that John is tall"? (11) The first optimization problem stated in (11) can be translated into the following optimization problems for each -cut of :
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in which ( ) and ( ) represent the -cuts of and , respectively. Observe from (31) that if ∑ ′ ( ) > 1 or ∑ ′ ( ) < 1, then both optimization problems in (31) do not have solutions, since the constraints ∈ [ ′ ( ), ′ ( )] and ∑ = 1 cannot be satisfied simultaneously. The same argument applies to Π in (11) .
