We study the median m(x) in the gamma distribution with parameter x and show that 0 < m ′ (x) < 1 for all x > 0. This proves a generalization of a conjecture of Chen and Rubin from 1986: The sequence m(n) − n decreases for n ≥ 1. We also describe the asymptotic behaviour of m and m ′ at zero and at infinity.
Introduction
The gamma distribution with parameter x has density with respect to Lebesgue measure on (0, ∞) given by e −t t x−1 /Γ(x). We consider the median m(x) of this distribution which is defined implicitly as 
We of course also have 
We show that m is continuous and increasing. This is a consequence of a result about general convolution semigroups of probabilities on the positive half-line, that we give in Section 2. There we also show that m is real analytic and that m satisfies a certain differential equation. We shall mainly study m through the function ϕ(x) ≡ log x m(x) , x > 0.
This function appears if we make the substitution u = log(x/t) in the relation (2) . We get:
−∞ e −x(e −u +u) du = 1 2 ∞ −∞ e −x(e −u +u) du.
Chen and Rubin (see [5] ) studied the median of the gamma distribution and proved that x − 1/3 < m(x) < x for x > 0. The relation (4) was also used in [5] to establish that ϕ(x) > 0, or equivalently m(x) < x. (It follows by observing that 0 −∞ e −x(e −u +u) du < ∞ 0 e −x(e −u +u) du, which is true because sinh u > u for u > 0. ) Chen and Rubin furthermore conjectured that the sequence m(n) − n decreases. This conjecture has recently been verified by Alzer (see [1] ). He proved that m(n + 1) − αn decreases for all n ≥ 0 exactly when α ≥ 1 and increases exactly when α ≤ m(2) − log 2. Note that m(1) = log 2.
In this paper we investigate the properties of m as a function on (0, ∞). In terms of ϕ Chen and Rubins conjecture takes the form 1−xϕ ′ (x) < e ϕ(x) . As a crucial step towards this result we show that xϕ(x) decreases and that 1 3 < xϕ(x) < log 2 for all x > 0 (see Proposition 3.5) . In terms of m this relation can be rewritten as xe − log 2/x < m(x) < xe −1/3x .
If we use that e −a < 1 − a + a 2 /2 for a > 0 then we see that in fact m(x) < x 1 − 1 3x + 1 18x 2 = x − 1 3 + 1 18x
for all x > 0. This result improves a result of Choi about m(n + 1), see [6, Theorem 1], even though it is there claimed to be best possible.
The asymptotic behaviour of m(x) for x → 0 and for x → ∞ is given in Section 4. From this we can deduce that m (k) (x) > 0 for x close to 0 for each k while (−1) k m (k) (x) > 0 for x sufficiently large and k ≥ 2. It is reasonable to believe that m ′′ (x) > 0 for all x > 0, i.e. m is convex, but the higher derivatives of odd order change sign.
We also relate our work to papers of Ramanujan, Watson and others on Ramanujan's rational approximation to e x , see Section 6.
Medians of convolution semigroups on the halfline
A family {µ x } x>0 of probabilities concentrated on [0, ∞) is called a convolution semigroup if it has the properties (i) µ x ([0, ∞)) = 1 for all x > 0;
(ii) µ x * µ y = µ x+y for all x, y > 0;
(iii) µ x → δ 0 for x → 0 in the vague topology (here δ 0 denotes the Dirac mass at zero).
The gamma distributions {e −t t x−1 /Γ(x) dt} x>0 is an example of such a convolution semigroup. A probability measure µ on [0, ∞) has median m if
Of course a probability measure may not have a median and if it exists it may not be unique. However, if the measure has density w.r.t. Lebesgue measure on [0, ∞) then the median exists: this follows from the fact that M → µ([0, M ]) is continuous and increases from 0 to 1. If the density is strictly positive almost everywhere on [0, ∞) then the median is unique. Proof. We write dµ x (t) = g x (t) dt. As we have seen above, m exists as a function on the positive half-line. We now show that m is increasing. Let x > 0 and h > 0. Then
Since m(x + h) by definition satisfies
we must therefore have m(x) < m(x + h). This shows that m is strictly increasing.
Concerning the continuity we first notice that for any A > 0,
as h → 0. In fact, using the same computation as above we get
as h → 0, because of the vague convergence. (All measures have the same total mass, so vague convergence implies weak convergence.) Now let x 0 > 0 and let ǫ > 0 be given. For A = m(x 0 ) + ǫ we have, as h → 0 + ,
so that m(x 0 + h) ≤ m(x 0 ) + ǫ for all sufficiently small and positive h. Similarly we find m(x 0 − h) ≥ m(x 0 ) − ǫ, and this shows that m is continuous. We now specialize to consider the medians m(x) of the gamma distributions. We notice Proposition 2.2 The median m(x) of the gamma distributions is real analytic.
Proof. We consider the C 1 -function
The median is implicitly defined as F (x, m(x)) = 1/2. The fact that the continuous function m is C 1 follows from the implicit function theorem, which yields the following differential equation for m:
which shows that m satisfies a differential equation of the form
with G(x, y) being real analytic for x, y > 0. Therefore m is real analytic. 
Uniform results
In this section we prove the generalized version of Chen and Rubin's conjecture (Theorem 3.3). Proposition 3.2 below is the key to our results. Before stating it we need some notation.
We consider the function f (x) = e −x +x. It is easily seen that f (x) decreases for x < 0 and then increases for x > 0. Hence f has an inverse on (−∞, 0], which we call u, and an inverse on [0, ∞), which we call v. The function u is defined for t ≥ 1 as u(t) ≤ 0 and
the function v as v(t) ≥ 0 and
The following function ξ plays an important role:
The function ξ(t) is defined for t > 1 by (6) , but for t = 1 this expression yields ∞ − ∞ and a closer study is necessary. The following result holds and will be proved in Section 5.
Proposition 3.1
The function ξ(t) defined for t > 1 by (6) has a holomorphic extension to the cut plane C \ {x ± 2πi | x ≥ 1}. The following holds:
(ii) lim t→∞ ξ (n) (t) = 0 for n ≥ 1;
(iv) ξ(1) = 2/3, ξ ′ (1) = 8/135 and ξ ′′ (1) = −16/2835.
(v) All points on {x ± 2πi | x ≥ 1} are singular points for ξ and the series
diverges for all x.
In Figure 2 we have shown the graph of ξ(t) for t ≥ 1. 
where the function ξ is defined in (6) .
In the first integral on the right hand side we make the substitution u = v(t) and in the second the substitution u = u(t), where u(t) and v(t) denote the functions above. In this way we get
It is easy to see that in terms of the function ϕ the relation m ′ (x) < 1 takes the form 1 − xϕ
for all x > 0.
Before proving this result, we give the following Lemma.
Lemma 3.4 The relation
Proof. In the left hand side of the relation in Proposition 3.2 we make the substitution s = xu and get in this way
On the right hand side we perform integration by parts, and this gives
Here ξ(1) = 2/3 (see Proposition 3.1) and the assertion of the lemma now follows by multiplication by e x .
Proposition 3.5
The function x → xϕ(x) decreases for x > 0 and we have
In particular ϕ is decreasing from ∞ to 0 (and m is increasing). (The graph of xϕ(x) is shown in Figure 3 .) Proof. From Lemma 3.4 we find by differentiation, that
Since 1 − (1 + a)e −a > 0 for a > 0 and ξ ′ (t + 1) > 0 for t > 0 (see Proposition 3.1) we have
Therefore we have
which is a negative quantity, so xϕ(x) decreases. Furthermore, since e −s e x(1−e −s/x ) ≥ e −s , we get from Lemma 3.4,
since lim x→∞ ξ(x) = 1. (See Proposition 3.1.) From this we obtain that xϕ(x) is bounded by log 2 for all x > 0. If we let l = lim x→0 + xϕ(x) then by the dominated convergence theorem we find
We let finally L = lim x→∞ xϕ(x). We get in the same way as before
Proof of Theorem 3.3. We use the expressions A(x) and B(x) and the relation (8) from the proof of Proposition 3.5. We get
Now, using that 1 − e −a < a and 1 − (1 + a)e −a < a 2 /2 for a > 0, we find
This gives
It is easily seen that the function
attains its maximum on [1/3, log 2] at u = 1/3 with value
We obtain from this the relation
Remark 3.6 The difference between e ϕ(x) and 1 + ϕ( 
Asymptotic results
Here we describe the behaviour of m and m ′ at zero and at infinity. We first investigate m near zero. We use
Furthermore,
By definition of m(x) and by the functional equation of the gamma function we have
We perform integration by parts on the integral on the left hand side in this relation and we thus get
We next differentiate this relation and get after some manipulation
We now use that m(x) x → 1/2 as x → 0 and we get in this way
This is the same as
By (9) we get
for x → 0 and, since (as used before) x log m(x) → − log 2, we get
At infinity we have 
Remark 4.3 Choi ( [6] ) found the asymptotic expansion of m(n+1) up to order o(n −3 ). Higher order expansions of m(n + 1) were found in [9] . In the appendix we have included higher order expansions of m(x) and ϕ(x) (and higher order derivatives of the function ξ at 1). Because of the complexity, the computations behind the expansions in the appendix were made using "Maple 9", using the same method as described in Lemma 4.4.
Lemma 4.4 The functions ϕ and ϕ ′ have asymptotic expansions at infinity.
For the function ϕ we have in particular
Proof. We have already seen in Proposition 3.5 that ϕ(x) = O(x −1 ). Therefore
On the other hand, by partial integration,
(We remark here that the sum involving the derivatives of ξ at 1 describes the asymptotic behaviour of Ramanujans function, see Section 6.) From Proposition 3.2 we thus get
From this relation it is possible to deduce that ϕ(x) has an asymptotic expansion of the form
as x → ∞ and for any n. (See below.) Let us first find the coefficients c 1 , c 2 and c 3 in the expansion. If n = 0 we get, using ξ(1) = 2/3,
(This we have already found in Proposition 3.5.) For n = 1 we get, using
Here we use u + e −u − 1 = u 2 /2 + o(u 2 ) for u → 0 and we get in this way
Then we use the result for n = 0 to obtain that xϕ(x) 3 = 1/(27x 2 ) + o(x −2 ), and if we insert this into the relation above we get
We repeat the argument to obtain the following for n = 2:
where we use u+e −u −1 = u 2 /2−u 3 /6+o(u 3 ) and (u+e −u −1) 2 = u 4 /4+o(u 4 ) for u → 0 and we get
In the term xϕ(x) 3 /6 we substitute the expansion of ϕ(x) for n = 1 and in the terms xϕ(x) 4 /24 and x 2 ϕ(x) 5 /40 the expansion of ϕ(x) for n = 0. In this way we get 
These computations also indicate how to show that there is an asymptotic expansion (12) for every n ≥ 1. One could use an inductive argument based on the relation (11): First of all, the sum
contains a term of order 1/x n+1 . Next the integrand (u + e −u − 1) k is approximated by its Taylor polynomial of order n + k,
and the expansion ϕ(x) = n k=1 c k /x −k +o(x −n ) is then used in the upper limit of the integrals in the sum
Using these approximations it is possible to obtain
This is an expansion of ϕ(x) of order n + 1. To see that also ϕ ′ (x) has an asymptotic expansion we differentiate (7) and get
Adding (7) to the relation above we get after multiplication by e x and a change of variable s = t − 1,
In the first integral we consider again Taylor approximation and in the second integral we perform integration by parts. Using also the asymptotic expansion of e x(ϕ(x)+e −ϕ(x) −1) we are finally able to see that there is an asymptotic expansion of ϕ ′ (x). The coefficients in this expansion can be identified by integrating the expansion and using the known expansion of ϕ(x), cf [2] [Appendix C].
Proof of Proposition 4.2. Since ϕ(x) has an asymptotic expansion,
also has an asymptotic expansion. We have in particular
We insert in this relation the asymptotic expansion of ϕ(x) from the lemma above. We get, after some computation,
Since ϕ ′ (x) has an asymptotic expansion, the same is true for m ′ (x), since m ′ (x) = (1− xϕ ′ (x))e −ϕ(x) . The expansion of m(x) can be found by integrating the expansion of m ′ (x), and this gives the desired expansion of m ′ (x). . 
Properties of the auxiliary function ξ
In this section we derive the properties of the function ξ, stated in Proposition 3.1. Most of these properties we found surprisingly difficult to establish. Much of the difficulty lies in the fact that ξ in given as a sum of two terms, where it is necessary to control the cancellation between these two terms. Throughout this section u and v denote the functions defined in (6) . We begin by considering them separately. The investigation is based on a simple lemma of independent interest. We recall that a C ∞ -function ν(t) defined on the positive half-line is called completely monotonic if
It is called a Bernstein function if
The last conditions can also be expressed that ν ′ (t) is completely monotonic. For details about these classes of functions see e.g. [3] .
Lemma 5.1 Let F be completely monotonic, let ς(t) be a positive C ∞ -function for t > 0 and assume that ς ′ (t) = F (ς(t)). Then we have: For each n ≥ 1 there exists a completely monotonic function F n such that
In particular ς is a Bernstein function.
Proof. For n = 1 we can use
Here F n+1 ≡ −F ′ n F is completely monotonic as a product of two completely monotonic fuctions.
Furthermore we have
so ς is a Bernstein function.
Proposition 5.2 The functions −u(t + 1) and v(t + 1) are Bernstein functions and lim
Proof. We have v ′ (t) = F (v(t)) where
is completely monotonic. Since v(t) → ∞ as t → ∞ we have e −v(t) → 0 and hence v(t)/t = 1 − e −v(t) /t → 1 as t → ∞.
For the function w ≡ −u we have w ′ (t) = G(w(t)) where
is completely monotonic. We have t = e −u(t) +u(t) > 1+u(t) 2 /2 (since u(t) < 0) so that −u(t) < 2(t − 1) and thus u(t)/t → 0 as t → ∞. Bernstein functions admit integral representations (see e.g. [3, p. 64]) and thus we have
and
for some positive measures λ and σ on (0, ∞). Since t+1−v(t+1) = e −v(t+1) → 0 for t → ∞ we conclude that λ((0, ∞)) = 1, hence
The measure σ has infinite total mass because u(t) → −∞ for t → ∞. From these representations we see that ξ(t) = u ′ (t) + v ′ (t) → 1 as t → ∞ and also that u (n+1) (t) and v (n+1) (t) both tend to zero as t tends to infinity for any n ≥ 1. This shows that ξ (n) (t) = u (n+1) (t) + v (n+1) (t) → 0 as t → ∞ for any n ≥ 1.
One could hope to deduce further properties of ξ by using these integral representations. We have not succeeded in doing this, since much cancellation between u and v takes place and we do not know λ and σ explicitly. Furthermore, it it not even true that ξ(t + 1) is a Bernstein function even though it is increasing and concave.
We have found an approach using complex analysis and we shall make extensive use of the theory of the so-called Pick functions, see [7] . A holomorphic function p defined in the upper half plane is a Pick function if it maps the upper half plane into the closed upper half plane, or put in another way, if ℑp is a non-negative harmonic function. A Pick function has an integral representation,
where a ≥ 0, b is real and µ is a positive measure on the real line. Furthermore,
in the vague topology. Note that a Pick function can be extended to a holomorphic function in C \ R by (13) . If A ⊆ R is closed we recall that p has a holomorphic extension to C \ A if and only if the support of µ is contained in A.
The proofs of the results to follow are based on an investigation of the holomorphic function f (z) = e −z + z.
Concerning the values of the function ξ and its derivatives at z = 1 we have the following proposition. 
Proof of Proposition 5.3.
The function f (z) − 1 has a zero of multiplicity 2 at z = 0. Hence there exists a holomorphic function h in a neighbourhood of 0 such that f (z) − 1 = h(z) 2 there. Since h ′ (0) 2 = 1/2 = 0, h is one-to-one near z = 0. We choose h ′ (0) = 1/ √ 2 and with this choice h is uniquely determined. We have thus a radius r > 0 such that for any w with |w| < r, there are exactly two solutions to the equation f (z) = w, namely z = h −1 (± √ w − 1). In particular, for t > 1 and close to 1 we have
where u and v are the functions appearing in (6) . We denote by ∞ n=1 a n w n the Taylor series of h −1 (w). Then
and, since ξ(t) = u ′ (t) + v ′ (t), we find ξ(1) = 2a 2 and ξ ′ (1) = 4a 4 . The numbers a 2 and a 4 can be found as follows. If
and this gives after some manipulation
The numbers a 2 and a 4 can now be identified if we differentiate four times the relation (h −1 )(h(z)) = z and put z = 0 (so that expressions involving e.g. (h −1 ) (4) (0) appear). We find, again after some manipulation, (h −1 ) (2) The monotonicity properties of ξ follows from the next proposition.
Proposition 5.5 The function ξ increases on the real line and it is concave on [1, ∞).
The key to the proof of this proposition is an integral representation of ξ that we give in Proposition 5.12.
Lemma 5.6
The function f (z) = e −z + z is a conformal mapping of the strip
onto the domain
In Figure 4 we have indicated the image of some horizontal lines in S 2π under the function f .
Proof. We have f (x + iy) = σ + iτ if and only if e −x cos y + x = σ −e −x sin y + y = τ.
For y = π we get τ = π and σ = x − e −x so f maps the horizontal line R + iπ onto itself and is one-to-one there.
Note that for 0 < y < π we have τ = −e −x sin y+y < y so f (S) ⊆ {ℑw < π}. For τ < π we get e x = (sin y)/(y − τ ) and since τ < y we find x = log(sin y/(y − τ )) and finally we shall look for a solution y to the equation log sin y y − τ + (y − τ ) cos y sin y = σ.
For τ < π we put
We claim the following:
1. For 0 < τ < π, F τ (y) decreases for y ∈ (τ, π) from ∞ to −∞.
2. For τ = 0, F τ (y) decreases for y ∈ (τ, π) from 1 to −∞.
3. For τ < 0, F τ (y) decreases for y ∈ (0, π) from ∞ to −∞.
It is easy to see that lim y→π − F τ (y) = −∞, lim y→τ + F τ (y) = ∞ for τ > 0 and lim y→0 + F 0 (y) = 1. We also have lim y→0 + F τ (y) = ∞ for τ < 0 since the first term in F τ (y) has a logarithmic singularity. To verify 1., 2. and 3. we need to show that F ′ τ (y) < 0. We find, after some computation,
If we put κ = (sin y)/(y − τ ) then κ > 0 and hence κ + 1/κ ≥ 2. Since cos y < 1 we see that indeed F ′ τ (y) < 0.
From 1. and 3. it follows that for given σ ∈ R and τ < π, τ = 0 there is a unique solution y to the equation F τ (y) = σ and therefore there is a unique solution to f (x + iy) = σ + iτ . If τ = 0 there is by 2. a unique solution y to the equation F τ (y) = σ when σ < 1 and none when σ ≥ 1.
For π < y < 2π we have sin y < 0 so τ > y and therefore
For τ > π we put
It follows that F τ (y) increases with y ∈ (π, 2π), and the conformality follows in the same way as for the case τ < π.
Lemma 5.7 The function w → f −1 (1 − w) is a Pick function with the representation
where
is increasing on (0, ∞) from 0 to 1.
Proof. First of all, 1 − w belongs to the lower half plane when w belongs to the upper half plane. Since f −1 maps all of T , and hence in particular the lower half plane, into the strip 0 < ℑz < 2π, f −1 (1 − w) is certainly a Pick function. We next derive its integral representation. Since its imaginary part is bounded the number a in the representation (13) must be zero. It remains to identify the measure µ. Since the function f −1 (1 − t − iy) is continuous on e.g. R × [0, 1] and is real for y = 0 and t < 0 we find
for t > 0 and η(t) = 0 for t < 0. By definition the function Y (t) = πη(t) satisfies the equation
(with the notation of Lemma 5.6). We find from this
and since F ′ 0 is negative (see again Lemma 5.6), Y (t) and hence η(t) must be increasing. Since Y (t) tends to π as t tends to ∞ (this is because F 0 (Y (t)) → −∞), η(t) → 1 as t → ∞.
Lemma 5.8 The function
has a holomorphic extension to C \ {ℑw = ±2πi, ℜw ≥ 1}.
For t > 1 we have g(t) = u(t) + v(t) and g ′ (t) = ξ(t). The function g ′ is thus a holomorphic extension of ξ.
All points on the lines {ℑw = ±2πi, ℜw ≥ 1} are singular points for g.
Proof.
Since f −1 is a conformal mapping of the region
the function g is holomorphic in
However, g has a continuous extension to {ℑw = 0, ℜw ≥ 1} with boundary values u + v, so from Moreras theorem we conclude that g is holomorphic across this half-line. Concerning the boundary values on the half-lines {ℑw = ±2πi, ℜw ≥ 1} we have (σ ≥ 1)
and similarly
Therefore g is not continuous across any segment of the half-line
and so all these points are singular points. Since g(w) = g(w) the same conclusion holds for the points on the other half-line.
Proposition 5.9
The Taylor series for ξ(z) centered at 1 has radius of convergence equal to 2π and the asymptotic series
Proof. We have ξ = g ′ , where g is the function in Lemma 5.8. If the radius of convergence of ξ at 1 were larger than 2π then the primitive g would also have a holomorhic extension to this larger disk, and this contradicts the fact that g has singular points in that disk.
Concerning the divergence of the asymptotic series we use that the radius of convergence of the Taylor series is finite. It means that lim sup
and hence that for some ǫ > 0, |ξ (k) (1)| 1/k /(k!) 1/k > ǫ for infinitely many k. From Stirlings formula we have (k!) 1/k ∼ k/e and therefore lim sup
This shows on the other hand that the asymptotic series diverges for any complex number z.
In the following log denotes the principal logarithm defined in the cut plane C \ (−∞, 0].
Lemma 5.10 The function
is a Pick function. It has the representation
where the function h is given as
Furthermore, h increases on (0, ∞) from 0 to 1. For τ ∈ [e, ∞) we have
Proof. We consider the holomorphic function g from Lemma 5.8 in the strip S = {0 < ℑw < π}. Hence the function V (w) = ℑg(w) is a harmonic function in S. Furthermore, since f −1 maps all of {ℑw < π} \ {x | x ≥ 1} into S, V is also bounded there, with the apriori bound −π < V (w) < π. We claim that indeed 0 < V (w) < π for all w ∈ S.
We consider the boundary values of V . The horizontal line {t + iπ, | t ∈ R} is mapped by f −1 to itself, whereas {t − iπ, | t ∈ R} is mapped by f −1 to some curve inside the strip S. Therefore f −1 (t − iπ) has imaginary part greater than −π and hence the boundary values V (t + iπ), t ∈ R, are all non negative. Since g(w) = g(w), the boundary values V (t), t ∈ R, are all zero. We conclude that V has non-negative boundary values. Since it is bounded, the maximum principle in an unbounded region (see e.g. [10] ) yields that V (w) > 0 for all w ∈ S.
Since log maps the upper half plane onto the strip S, the function Ψ(w) = g(log w) maps the upper half plane into itself, and is hence a Pick function. Since ℑΨ is bounded, Ψ has an integral representation of the form
for some positive measure µ. Here ℑΨ(t) = 0 for t > 0 since V is zero on the real line. We thus find the measure µ to be supported on the negative half-line with density
After making a change of variable (t → −t) in the integral we conclude that
where h is the function in the statement of the lemma. By definition of h, π(1 − h(t)) = ℑf −1 (log t − iπ), so h is increasing if the solution Y (t) to the equation F −π (Y (t)) = log t is decreasing. This is indeed the case, since
and F ′ −π < 0.
Remark 5.11
Since it is easily verified that V (w) = ℑg(w) is positive for π < ℑw < 2π it follows that g(2 log w) is also a Pick function. If we let w → 0 + we see that
Hence ξ(t) → 0 as t → −∞.
Proof of Proposition 5.12. As we have noticed above, Ψ(w) = u(log w) + v(log w), for w ≥ e , where Ψ is the function in Lemma 5.10. Hence ξ(log w) = wΨ ′ (w) and so we get from (16),
If we perform integration by parts on the right-hand side of this relation then we get
Proof of Proposition 5.5. We get by differentiation of the formula in Proposition 5.12 that
and since we know that h ′ (t) > 0 for all t ∈ R, we see that ξ ′ (t) > 0 for all t ∈ R.
It is more technical to establish that ξ(t) is concave for t ≥ 1. We differentiate both sides of the relation above once more and we get in this way
so that, again using the integral representation of ξ ′ (log w),
This last integral we split into two, one for s < 1 and another for s > 1. We thus get, after making the substitution s → 1/s in the latter one,
From this relation we see that ξ is concave on [log w 0 , ∞) if
Now, as noted in the proof of Lemma 5.10,
We see that (17) holds provided
Since log s runs through (−∞, 0) when s ∈ (0, 1), this condition is the same as
for all t ≥ 0 and all w ≥ w 0 . We aim at proving this for w 0 = e, so what we really should prove is the following:
for all t ≥ 0 and all α ≥ 1. We verify this inequality by using Lemma 5.7. According to that lemma, with w = 1 − α − t + iπ, we have
If we replace t by −t in this formula we get
Since η ′ (s) > 0 we see from this expression that Y ′ −π (α + t) − Y ′ −π (α − t) has the same sign as t for α ≥ 1 and hence is positive for t > 0.
Relation to work of Ramanujan
Defining θ(n) for natural numbers n by
Ramanujan [11] claimed that 1 3 < θ(n) < 1 2 . This was later proved independently by Szegő [12] and Watson [13] . Further details about Ramanujan's problem can be found in [4] . See also [8] . Choi noticed the relation between this problem and the median in the gamma distribution, see [6] . By n partial integrations we get the formula
and finally
Following Watson [13] we can write
(1 + t/n) n e −t dt.
We now make the substitution s = 1 + t/n in the last integral and split the first integral in two by integrating over (0, 1) and (1, ∞). This gives
Watson notices that the right-hand side of this equation makes perfect sence when n is replaced by a positive real variable x and the corresponding function he denotes y(x). We keep the notation θ(x) and make the substitution t = e −u in the integrals to get θ(x) = 1 + x 2 e 
From (10) we get
We further see that the function φ(t) from [13, p.300] is given as φ(t) = 135 8 ξ ′ (t + 1).
In [13] Watson discusses the behaviour of −t −1 log φ(t) for t > 0. He reaches a conclusion using a combination of rigorous analysis and numerical tabulation. The present analysis does not contribute in making his conclusion rigorous.
Appendix: Higher order expansions and Maple code
In this section we give the derivatives of ξ at 1 of order up to 10 and higher order asymptotic expansions of ϕ(x) and m(x). These results we have found using the "Maple 9" system. We have also included the Maple code, with a short description.
Computation of the derivatives of ξ . . , b n are just the coefficients in the Taylor expansion of h(z) at z = 0 up to order n. We could therefore also have used the command taylor but we prefer the more direct and efficient method outlined in the procedure below.
We notice that the variable s in the procedure sum_of_int(n,PHI) contains many terms of order x −l with l > k. These terms are not needed and they are therefore deleted. That happens in the for loop containing temp1. (It improves program efficiency.)
The second procedure xi_sum(n+1) simply computes the asymptotic expansion n k=0 ξ (k) (1) 2x k+1
by calling the procedure xi_derivatives(n+1).
xi_sum:=proc(n) local temp: temp:=xi_derivatives(n): return sum(temp[k]/2/x^k, k=1..n); end proc;
To find the expansion of ϕ(x) we combine these two procedures in the procedure asymp_phi(n). This procedure computes the asymptotic expansion of ϕ(x) up to order o(x −n−1 ).
asymp_phi:=proc(n) local phi,k: phi:=1/3/x: for k from 1 to n do phi:=xi_sum(k+1)-sum_of_int(k,phi): end do: return phi; end proc;
We have
