This paper proposes a machine learning approach to the problem of modelbased contour tracking for rigid or deformable objects. The motion of the target is calculated by tracking its contours in a video sequence. We develop a probabilistic representation of contours that allows robust contour tracking in presence of texture and clutter.
Introduction
In this paper we investigate the use of machine learning techniques to detect boundaries between potentially textured regions. We demonstrate the effectiveness of this approach in the context of tracking of rigid or deformable objects using images that are problematic for other techniques. More specifically, we show how a small set of weak learners can be used to estimate the conditional probability of a texture discontinuity, given its neighborhood. The weighted sum of weak learners can be seen as an approximation of a log-likelihood. This representation of texture discontinuities makes it possible to enforce spatial connectivity of contours quantitatively. Spatial constraints together with trained weak learner responses provide a natural way to detect contours of object which is not attainable through conventional methods such as gradient-based techniques. These characteristics make the resulting contour detection algorithm coherent and simple while remaining general and robust.
In the remainder of this paper, we first discuss related work. We then describe the classification method for contour extraction. Finally Section 4 we go through spatial connectivity constraints used to aggregates the classifier information and report our experiments on tracking and comparison of the performance with some other tracking methods.
Related work
The contours for common tracking applications are extracted using different methods. Methods based on local gradient information [2] or edge distance transform [11] are appealing due to their simplicity and speed, but their application is restricted to cases where the contrast is sufficient. Furthermore, they tend to fail in the presence of highly textured objects and clutter, which produce too many irrelevant edges. This is due to failure to exploit the intensity values and structures available in the image.
Texture segmentation techniques such as methods based on graph cuts [1] require computing Markov Random Field (MRF) models which tend to be computationally intensive and therefore not suitable for tracking. Recently Rother et. al. [9] have introduced a fast interactive technique based on graph cuts which yields impressive segmentation results thanks to improvements in the optimization stage and local post-processing. In contrast, rather than making a general hypothesis model for inside and outside texture, in our proposed method we exploit geometric and continuity constraints in conjunction with fast classifier-based estimation of local boundary positions. Our claim is that local boundaries can be picked with more precision with less computation on concentrating the learning on details which is more favorable for tracking proposes.
Machine learning methods and Hidden Markov Models, on the other hand, have been used extensively for object detection [12] and recognition. However, these methods have not yet been applied to low level generic classification problems, such as finding texture discontinuities (cuts) in a narrow image band. The main motivation behind the present work is that such a tool can prove to be useful in a wide variety of applications that require reliable boundary detection.
Contour point classification
In this section we show how trained classifiers are used to provide a likelihood measure for the points in the vicinity of a given contour point. The input to each classifier is a narrow image band as described below. The output of each classifier is a binary decision which is '1' if it determines that there is a texture cut in the middle of the band and '0' if otherwise. Furthermore, each classifier is associated with a weight which is related to the total weighted error on the training set. This is explained in detail in section 3.3. 
Database
The set of training examples consists of images of size 32 × 8 pixels. The positive examples are composed of two randomly selected patches of size 128 × 32 from random images collected from the web. These patches are concatenated to each other to form an image of size 256 × 32 with a texture transition in the middle. To produce more realistic texture transitions, the concatenation is done by stochastic blending of the connecting ends of the two patches as illustrated in Fig. 1 . Finally the results are downsampled to give 32 × 8 images with a smooth texture transition in the middle. The negative samples contain only one downsampled randomly selected image region. Examples of both positive and negative samples are shown in Fig. 2 .
Classifiers
The features that we use for classification of pattern changes are the mean of the different bands on both sides of the database samples in frequency or intensity domains as shown in Fig. 2 -c. Therefore, a feature f (s) corresponding to image pixel sequence s can be defined by 4 parameters:
where I l and I r are the intensity values or the magnitude of FFT coefficients of the left and right pixel sequences of the image respectively.
Training classifiers
We associate a feature to each classifier. The training is done using Adaboost [5] that learns by selecting the relevant features with the most discriminating information. We use the algorithm described in [12] for the implementation of the Adaboost and at each stage r the trained classifier h r is given a threshold T r , a parity P r and a weight w r . The output label of such classifier is then given by
The first four trained classifier features are shown in Fig. 3 . The bars show the indices of pixel on left and right side of a sample image and whether features are in intensity or FFT domain. The hatched bars indicate the parity of the classifier (i.e. P r is −1 in Eq. 2 if the hatched bars are on the left side). We see that the first two classifiers compare intensity values of the last pixels on the left side with the first pixel on the right side with different parities. That basically means that the best way to determine whether there is texture cut in the middle of an image is simply by comparing pixels around the potential cut position. We conjecture that the reason why there is one pixel space between the indices compared on both sides in the case of the first two classifiers is that in most edges the two textures tend to blend into each other. The next two classifiers are in FFT domain and compare different frequency bands of the two sides of the image. A boosted set of classifier with R weak learners then gives a score x i = ∑ R r=1 w r ×h r (i) to input sequence s. Once the classifiers have been trained and boosted using enough training samples, we can check the performance on the training and test databases for different numbers of weak learners. Fig. 4 shows the error rate of classifications on training and test sets versus the number of weak learners. The graphs shown correspond to trained classifiers using Adaboost and regularized Adaboost [8] techniques.
We see that Adaboost error rate decreases exponentially on the training set while it remains constant on the test dataset after about 50 weak learners due to over-fitting. Regularized Adaboost is a way to reduce the effect of outliers. Fig. 4 shows that although the over-fitting is reduced in the case of the training set, no significant improvement is observed on the test set in the case of regularized Adaboost. Therefore, we use nonregularized version of Adaboost algorithm to train of the weak classifiers.
To study the performance of the classifier in detecting the texture boundary in an image the following simulation was conducted. Fig. 5 shows the distribution of error in pixels of the detected texture transition position from the real texture boundary in 1000 randomly generated images using different numbers of weak learners. The images are 256 pixels long and are made by blending two random textures in the middle, therefore we can assume a texture change in the middle of them. The sliding window is 32 pixels long which is the same size as the 4000 used as training examples. The detected boundary corresponds to the position which maximizes the weighted sum of classifiers response. We can see in Fig. 5 that as the number of weak learners increases, the peak around zero error gets more prominent and the distribution elsewhere becomes flat. Moreover, it can be noted that a small number of weak learners is enough for reliable detection.
Model of the conditional probability
For each scanline and each location in that scanline, we obtain a response equal to the weighted sum of weak learners as defined in Section 3.3. We propose to combine those responses into a probabilistic model by first converting them into conditional probabilities as follows. At a given location, we denote by Y a random variable standing for the presence of a cut, by S the pixel intensities in the considered neighborhood on the search direction and by x the weighted sum of weak learners at that location. The posterior probability of having a texture transition at that location is thus given by:
Under the assumption that X|Y = 0 and X|Y = 1 both follow normal laws of expectation µ 0 and µ 1 and of same variance σ , we obtain
with α = (µ 1 − µ 0 )/σ 2 and β = (µ 1 + µ 0 )/2, and µ 0 , µ 1 and σ estimated with a trivial likelihood maximization.
Finally, the weighted sum of weak learners X can be seen as an approximation of a log-likelihood log
, similarly to the combination of weak learners in a naive Bayesian predictor [7] . Thus, the parameters α and β stand for a correcting factor for the dependency between weak learners and the prior log-ratio respectively.
In the next section we show how the object model can be used, in conjunction with the classifier responses around the object outlines, to find the most probable model silhouette for tracking applications.
Experimental results
In this section we present our experimental results on tracking deformable and rigid objects. Current implementation of our system can reach a speed of 6 to 10 frames per second on a 2.8 GHz Pentium 4. Its speed mainly depends on the number of samples on the model, length of the pixel sequences on each sample point, and the number of weak learners used in the conditional probability classifier. According to our experiments a low number of classifiers such 4 to 10 depending on the complexity of the sequence is enough for reliable contour tracking.
At each frame during tracking we have an initial guess for the object silhouette. The conditional probability model is applied to search lines parallel to the normal directions at each sample point. Each search line gives independently the probability of texture change across it. These probabilities can be aggregated to yield a probability distribution for the most probable contour, i.e. the object boundary.
Based on whether the tracked object is rigid or deformable, we use two methods to treat independent probabilities given by the conditional probability classifier on each search line in order to obtain the object contour in the current frame. These methods are discussed below.
3-D tracking of rigid objects
For a rigid object Robust stochastic search methods such as RANSAC [3] can be used to determine the optimal pose which maximizes the posterior boundary probability. We use a system similar to Drummond and Cipolla's [2] in which the search starts from the estimated projection of a 3-D object model and performs a line search in the direction perpendicular to the projected edges. Our proposed algorithm gives the conditional probability of texture change along these lines. At each iteration of our RANSAC-style algorithm, for each visible model edge two scanlines are selected randomly. Two points are then drawn randomly on those scanlines according to the conditional probability given by the classifier. The straight line defined by those two points is used as the observation for the current model edge for which the RANSAC support is equal to the sum of the conditional probabilities of the pixels on it. After enough iterations we pick up the line with largest support for each model edge. Pose parameters are then taken to be those that minimize the distance of the model's projection to the selected lines. Fig. 7 shows several frames of tracking results in presence of clutter on a sequence of 600 frames with large and fast camera motions.
For the purpose of evaluation, we have tried the same system using our method and three other edge-based trackers, namely, gradient-based tracker [2] , Fisher discriminant classifier [4] , and a fast texture boundary detector [10] . The results obtained on a short sequence are shown in Fig. 8 and are discussed below.
Gradient-based tracker: The corresponding implementation of the gradient-based tracker works well and is very fast when the target object stands out clearly against the background. However it tends to fail for textured object whose boundaries are hard to detect unambiguously. An example of such failure is shown in the second row of Fig. 8 .
Fisher's discriminant function: As an example of linear discriminant we take Fisher's discriminant [4] . The goal is to find a position that maximizes the between class variance while minimizing the within class variance of intensity values at the same time on either side of the potential texture boundary. Fisher's discriminant analysis has been used successfully in applications such as lip tracking [6] in a framework similar to that described in this paper. As can be expected from its definition, Fisher's criterion for edge-based tracking works well only when the assumption of two classes with normal distribution is valid around the object boundary. The tracking results are shown in the third row of Fig. 8 , where some of the detected edges are drifted from the real ones.
Texture boundary detection: Finally, we compare our method with a fast texture boundary detector [10] , which assumes uniform prior for all texture distributions and updates the estimated texture distribution as new pixel on scanlines are encountered. This method is fast and adapted for real-time tracking. However, correct estimation of texture distribution relies on a relatively long scanline in order for the transition matrices to converge. The 4 th row in Fig. 8 shows tracking results using this method. It can be noticed that edges lacking texture around them cause the tracking to break gradually.
Replacing the boundary detector part of our system with our proposed method based on the classifier and RANSAC not only reduces the length of the search line required to almost half (60 pixels) but also yields good tracking results on the same sequence as shown in the first row of Fig. 8. 
Tracking deformable object
When the model has a high number of degrees of freedom, stochastic search for the optimum model parameters is not trivial. In this case we present a Hidden Markov Model to relate the responses of the classifier along different lines orthogonal to the candidate edge. This is the case when the model does not consist of straight or geometrically well defined edges.
We define a HMM with, as observable state, a set of pixel sequences S = {S i | i = 1, ..., N} where each sequence S i has M pixels as illustrated in Fig. 6 . The HMM is characterized by the visible state S i which is the sequence of pixel intensities on line i and the hidden state Z i which is the location of the real edge along the line i. The likelihood distribution in each of the states, P(S t | Z t ), is given by individual sequence conditional probabilities of section 3 and the dependency between successive hidden states, P(Z t+1 | Z t ), is modeled by a Gaussian kernel which ensures connectivity and smoothness of the bound- ary. Finally, the initial state distribution P(Z 0 ) is assumed to be uniform. We wish to maximize the probability of the hidden states for a given set of sequences, S:
Solving Eq. 5 yields the state sequence which corresponds to the most likely contour in the search line and it can be efficiently done by dynamic programming.
We have applied our algorithm to tracking of the upper body motion as an example of deformable body motion. The user draws an initial path by clicking on some points around the body outline. These points define an spline curve which is used as the starting guess for the body outline. The outline is then obtained using the conditional probability classifier in conjunction with HMM and it serves as the initial guess for the successive frames. Several frames of the tracking results are shown in Fig. 9 .
Conclusion
We have presented a classification-based method to detect boundaries between potentially textured regions and applied it to tracking of rigid or deformable objects. The classifica- tion is handled by a small set of trained weak learners which estimate the conditional probability of texture cut, given the neighborhood.
The tracked object model provides constraints which can be combined with the likelihood distribution given in the vicinity of each contour point, thus allowing the extraction of the optimum contour for tracking. These constraints are enforced by either of the following fashions.
HMM. A Hidden Markov
Model is defined to calculate the joint law of local conditional probabilities along the contour which is particularly useful in case of tracking free meshed objects.
Stochastic pose estimation in case of rigid objects. RANSAC method is used to find a pose that maximizes the sum of probabilities of contour points given by the classifier.
Training classifiers to distinguish texture cut is a novel approach to contour tracking and is validated through our reported experimental results on tracking deformable and rigid objects. Moreover, a simple comparison shows that it outperforms three other edgebased trackers, namely, gradient-based tracker, Fisher discriminant classifier, and a fast texture boundary detector.
Finally, it is possible to concentrate the training of the weak learners on specific subjects, such as faces, hands or objects. This will be the focus of our future work in that area. Another issue for future work is to study the performance of other features such as cooccurrence matrices as texture transition classifiers.
