Abstract-Heterogeneous multi-agent systems have previously been studied and deployed to solve a number of different tasks. Despite this, we still lack a basic understanding of just what "heterogeneity" really is. For example, what makes one team of agents more heterogeneous than another? In this paper, we address this issue by proposing a measure of heterogeneity. This measure takes both the complexity and disparity of a system into account by combining different notions of entropy. The result is a formulation that is both easily computable and makes intuitive sense. An overview is given of existing metrics for diversity found in various fields such as biology, economics, as well as robotics, followed by a discussion of their relative merits and demerits. We show how our proposed measure of heterogeneity overcomes problematic issues identified across the previous metrics. Finally, we discuss how to apply the new measure of heterogeneity specifically to multi-agent systems by using the notion of a common task-space to compare agents with different capabilities.
I. INTRODUCTION
When creating a multi-agent system, one must make two important design choices: determining the types of agents that will make up the system, and the algorithms, e.g., control laws, perception algorithms, and inter-agent communication protocols that those agents will execute. Over the past decade, a significant amount of effort has been spent researching the latter. As a result, controllers now exist which drive teams of autonomous agents to carry out tasks such as reaching consensus (e.g., [1] , [2] , [3] , [4] ), achieving formations (e.g., [5] , [6] , [7] ), providing sensor coverage (e.g., [8] , [9] , [10] ), and so on. However, recent advancements in the standardization of agent-based software frameworks (e.g., [11] , [12] , [13] ), has given rise to "heterogeneous" systems comprising of agents with different capabilities (e.g., legged robots, UAVs, AUVs, sensor nodes).
Many of these heterogeneous systems exhibit different dynamics and capabilities compared to their homogeneous counterparts. It is of no surprise then, that many recent research projects have focused on understanding the dynamics of such heterogeneous systems and controlling them (e.g., [14] , [15] , [16] , [17] , [18] ). However, one important piece missing from the current research in heterogeneous multiagent systems is a universally agreed-upon definition of heterogeneity that answers fundamental questions such as: 
1) What is heterogeneity?
2) How can heterogeneity be quantified? 3) How heterogeneous is a multi-agent system? In this paper, we take a step back from current research efforts on heterogeneous systems and instead attempt to answer these three questions. It is the authors' belief that only after a definition of heterogeneity has been established, can its effects on a multi-agent system be uncovered systematically.
II. WHAT IS HETEROGENEITY?

A. Existing Metrics for Heterogeneity
There have been many past attempts to quantify heterogeneity. For example, the Atkinson, Gini, and Theil indices described in [19] are commonly used in economics to measure the inequality of wealth distribution within a population.
Biologists have also proposed a number of measures to describe the biodiversity within an ecosystem. Examples from [20] include the Shannon index (i.e., entropy), Simpson index, and Berger-Parker index, all of which quantifies heterogeneity based on the percentage of the total population belonging to each species. However, they do not take into account any differences between the species.
Rao's quadratic entropy was presented in [21] as a means to measure biodiversity, while incorporating the differences between species. Given a metric defined on the set of available species, the quadratic entropy calculates the expected distance-squared between any two randomly chosen members of the population. However, [22] showed that the distribution which maximizes Rao's quadratic entropy only assigns the population to the pairs of species which are furthest away from one another and therefore does not promote species diversity. Within the robotics community, hierarchic social entropy was proposed in [23] to describe robot diversity for a multi-robot system. Like Rao's quadratic entropy, hierarchic social entropy takes into account both the percentage of the total population within each species, and the differences between the species. However, the metric involves solving multiple clustering problems and is therefore difficult to compute analytically.
It should be clear by now that although heterogeneity has been observed in many scientific fields, there lacks a general consensus as to its definition and how it should be quantified. For the remainder of this section, we will present a new definition of heterogeneity that relates it to two key characteristics of a system: complexity and disparity. This fundamental relationship between the three properties will be developed into a new metric for heterogeneity in the next section and will be shown to overcome problematic issues identified in existing metrics.
B. Complexity and Disparity
We will illustrate what characteristics of a system are required for heterogeneity through a simple example.
Example 2.1: Consider the task of picking handfuls of colored marbles out of a bag. For simplicity, let the differences amongst the types (or species) of marbles be given by the difference in their shade of darkness. Suppose the first batch of marbles picked (Group A) was all white, as shown in Figure 1(a) . Despite lacking a concise definition of heterogeneity at this point, it is clear that Group A is not heterogeneous at all. Now, suppose two more batches (Groups B and C) of marbles are picked from the bag as shown in Figures 1(b) and 1(c) respectively. Both are clearly more heterogeneous than Group A, but in different ways.
Group B is more heterogeneous than Group A since its marbles are distributed evenly amongst three different types, whereas all the marbles in Group A are of the same type. We will describe how distributed the marbles are to different types as the group's "complexity". Looking now at Group C, we see that its marbles are only distributed evenly amongst two types and so it is more complex than Group A but less so compared to Group B. However, notice that while Group B has more types present, the colors of the marbles are only slight variations of one another. Compare this to what is seen in Group C where different types of marbles have very distinct colors. We will describe this notion of how distinct the marbles are from one another as the group's "disparity".
Using these terms, we see that the homogeneous Group A has neither complexity nor disparity. Group B is more heterogeneous than Group A because it exhibits higher complexity. On the other hand, Group C is more heterogeneous than Group A because it shows higher disparity. Complexity and disparity thus serve as two key characteristics that must be present in a heterogeneous system. However, oftentimes an increase in one may decrease the other. Therefore, to maximize heterogeneity, a system must strike a balance between the two oftentimes competing properties as shown in Group D of Figure 1 (d). Based on these observations, we propose the following relationship:
(1)
C. Implications of Heterogeneity on Expressiveness
The purpose of this paper is not to advocate heterogeneity, but to simply understand and describe it. From an engineering perspective, it would be useful if one could relate it to the "expressiveness" of a system, i.e., the range of tasks which it can accomplish. However, note that expressiveness can vary independently of heterogeneity. Consider two homogeneous teams of agents, one well-equipped and the other not. Clearly, one is more expressive than the other. Unveiling the connection between heterogeneity and expressiveness, if one exists, is a potentially fruitful research direction. 
III. HOW CAN HETEROGENEITY BE QUANTIFIED?
A. A New Measure of Heterogeneity
Assume that in a multi-agent system, each agent belongs to exactly one of M possible species (types). Let p i ∈ [0, 1] be the probability that a randomly chosen agent belongs to species i,
T is the vector of probabilities that a randomly chosen agent will belong to each of the available species. Moreover, let
be the set of all probability distributions over M species.
Recall from the previous section that the complexity of a system describes how well spread out the agents are amongst the available species. This measure of disorder is exactly captured by the entropy of the system. Entropy gives the expected number of bits needed to describe which species an agent belongs to when using an optimal coding scheme. The precise definition of entropy is stated below.
Definition 3.1: Suppose that the M available species in a multi-agent system, as well as the probability distribution p ∈ P M of agents belonging to each species, have both been established. The entropy 1 , E : P M → R ≥0 , of the multiagent system is given by
Entropy is minimized when all the agents belong to the same species, and is maximized when the agents are evenly distributed across all species as illustrated in Figure 2 (a). Note that entropy is purely a function of the percentage of agents belonging to each species. Next, we move on to quantifying a system's disparity. As was described in the previous section, disparity is a measure of how different agents are from one another. To compute such a quantity, it is necessary to first establish a metric amongst the set of all species. Disparity can then be computed as the expected distance between two randomly drawn agents by using Rao's quadratic entropy.
Definition 3.2: Suppose the entropy of a multi-agent system is well defined, and a metric d : M × M → R ≥0 is established between the species. Rao's quadratic entropy, Q : P M → R ≥0 , of the multi-agent system is given by
Note that just like with entropy, Rao's quadratic entropy is also minimized when all agents belong to the same species. The population distribution which maximizes Rao's quadratic entropy involves the agents being distributed only amongst the pairs of species which are the most distant from one another based on the metric d, as seen in Figure 2 (b).
Having specified how to compute both the complexity and disparity of a system, heterogeneity can then be quantified using the relationship described in (1).
Definition 3.3:
Suppose that the entropy E (p) and Rao's quadratic entropy Q (p) of a multi-agent system are both well-defined. The heterogeneity, H : P M → R ≥0 , of a multi-agent system is given by
B. Conservation of Species within HeterogeneityMaximizing Populations
A major issue which prevented Rao's quadratic entropy from being used as a measure of biodiversity was that oftentimes, achieving the most diverse population required eliminating the population from some species. We will now show that our heterogeneity measure does not suffer from this problem. Before showing this key result, however, we must first establish that a heterogeneity-maximizing distribution even exists.
Lemma 3.1: There exists a probability distribution p
Proof: H is a continuous function over the compact set P M . Therefore, a maximizing p * ∈ P M must exist. We are now ready to show a key result: that no species need to be eliminated in the most heterogeneous population according to H, i.e., H promotes species variety.
Theorem 3.1: Let p * ∈ P M be the probability distribution which maximizes H, then p * i > 0 for all i ∈ M. Proof: The proof of this theorem will be shown using induction for when the system contains k species. In the base case when only k = 1 species is available, the only way to distribute the population is to have p * 1 = 1 > 0. For the inductive hypothesis, assume that for k = M species, the population distribution which maximizes H assigns a nonzero portion of the population to each species. We will show that the same holds with k = M + 1 species.
Let p ∈ P M , where p 1 , . . . , p M > 0, be any probability distribution for an arbitrarily chosen subset of M species out of the M + 1 that are available. We will show that H will always increase when some of the population from each of the M species is distributed to the M + 1th species. Hence, the most heterogeneous distribution when k = M +1 must have nonzero population in all M + 1 species. Start by defining a probability distribution q (ǫ) ∈ P M +1 , which is parameterized by ǫ ≥ 0, where
for i = 1, . . . , M , such that ǫ represents how much of the population from the first M species is being transferred to the M +1th species. The heterogeneity of the new distribution is H (q (ǫ)) = E (q (ǫ)) Q (q (ǫ)), which is continuous for ǫ ∈ [0, ǫ * ], where ǫ * = min 1 M , p 1 , . . . , p M since H (q (ǫ)) is only defined for q (ǫ) ∈ P M +1 . Taking the derivative with respect to ǫ reveals that H (q (ǫ)) is continuously differentiable for ǫ ∈ (0, ǫ * ). Taking the right sided limit as ǫ goes to zero, we get that
Therefore, there must be someǫ ∈ (0, ǫ * ) for which
is positive for all ǫ ∈ (0,ǫ) and hence, H (p) < H (q (ǫ)).
Since any suchǫ assigns a nonzero population to each of the M + 1 species, heterogeneity always can be increased by distributing some of the population in the first M species to the M +1th species. From this we see that when k = M +1, the heterogeneity-maximizing distribution involves having a nonzero population in each of the M + 1 species.
C. Heterogeneity in Systems with Uniform Species
To gain better insight into what H considers the most heterogeneous population, we will temporarily focus on a special type of system. Suppose each species in a system is represented by its index, 1, . . . , M , and the distance between two species is proportional to the absolute value of the difference between the two indices. We will refer to this situation collectively as the multi-agent system having uniform species.
Definition 3.4:
A multi-agent system with uniform species consists of M available species, where the metric d between species is defined such that d (i, j) = α|i − j|, for some constant α > 0.
Although a system with uniform species is but a special case, it allows us to easily visualize population distributions in a simple scenario where not all species are equidistant. The intuition gained from analyzing this special case can then be applied to estimate what the maximally heterogeneous population distribution looks like in a general system.
We will start by showing that the most heterogeneous population distribution in a system with uniform species obeys a symmetry property.
Lemma 3.2:
If p * is the heterogeneity-maximizing distribution in a multi-agent system with uniform species, then it satisfies the symmetry property:
Proof: We will show that for every probability distribution p that does not satisfy the symmetry property, it is always possible to construct a distribution q ∈ P M , where
Suppose in the above expression we fix p and are allowed to choose q ∈ P M to minimize E (q). Using Lagrange multipliers to minimize E (q) with the constraint that g (q) =
However, since q = p, we then conclude that E (q) > E (p).
Next, we will show that Q (q) ≥ Q (p). Substituting q into the definition of Q and performing some simplifications, while keeping in mind that
2 because of uniform species,
Computing the difference between Q (q) and Q (p) gives
p j j is the expected species index.
Because we have shown that E (q) > E (p) and Q (q) ≥ Q (p), it follows that H (q) > H (p).
Building on the symmetry result in the previous lemma, we will now derive a key relationship between the percentages of agents in each species within the most heterogeneous distribution.
Lemma 3.3:
If p * is the probability distribution which maximizes H in a multi-agent system with uniform species, then p *
The problem of finding the heterogeneitymaximizing distribution can be posed as a constrained maximization problem, where the goal is to maximize H (p) with respect to the constraints: g (p) = 0 and h i (p) ≥ 0, for all i ∈ M, such that
for all i ∈ M. The resulting Lagrange function is given by
where λ = 0 and µ i ≥ 0, for i ∈ M, are Lagrange multipliers. However, since it was shown in Theorem 3.1 that p * i > 0 for all i ∈ M, we know that all of the inequality constraints are inactive and so µ i = 0, for all i ∈ M. Therefore, we can simplify the Lagrange function to:
The optimality conditions state that
Calculating the partial derivative of H (p) and substituting it into the previous expression, we get that for all k ∈ M:
We will use the following shorthand notation for the summation in the expression above:
Since λ is constant, the following holds for any i, k ∈ M:
Grouping the quantities together, we get the following optimality condition for each pair of species i, k ∈ M:
Since the heterogeneity-maximizing distribution causes
Therefore, for the above expression to hold, it must be that
for all i, k ∈ M. Calculating the term X 2 i −X 2 k for the special case of when the multi-agent system has uniform species gives
However, because the heterogeneity maximizing probability distribution is symmetric by Lemma 3.2, we have that
2 . Substituting it back into the previous expression and combining this result with the expression in (5) gives
from which we conclude that
The previous lemma describes which species has more of the population distributed to it than others in the most heterogeneous population. Combined with the symmetry result of Lemma 3.2, they give a concise statement about the shape of the most heterogeneous population distribution in a system with uniform species.
Theorem 3.2: Let p * be the probability distribution which maximizes the heterogeneity measure H in a multi-agent system with uniform species, then p *
where upon simplifying the inequality on the right side,
That shows the first part of the theorem. The second part of the theorem is simply a restatement of Lemma 3.2. Theorems 3.1 and 3.2 together paint a picture of what the most heterogeneous population distribution looks like with uniform species. With this information, we can now compare the heterogeneity measure H with entropy and Rao's quadratic entropy. Figure 3 shows the heterogeneity maximizing distribution in a multi-agent system with uniform species, consisting of M = 5 species total. Notice that consistent with Theorem 3.1, the maximally heterogeneous distribution assigns agents to each species, unlike with Rao's quadratic entropy as seen in Figure 2(b) . Furthermore, the heterogeneity-maximizing distribution does not assign the same number of agents to each species in all situations, unlike with entropy as seen in Figure 2(a) . Instead, because the differences between species are taken into account, more agents are assigned to the species whose indices are closer to the two extremes: 1 and 5, as described by Theorem 3.2. Thus, the most heterogeneous distribution retains some of the population in all species, and strikes a balance amongst the system's complexity and disparity. 
IV. HOW HETEROGENEOUS IS A MULTI-AGENT SYSTEM?
The computation of H, or more specifically Q, in (4) requires that a metric d be established amongst the species. However, this choice may seem rather arbitrary when dealing with agents in a general setting. For example, what is the distance between a robot dog that can only wag its tail and a robot parrot that can only sing? Should the two be compared by their weight, size, vocal abilities, physical abilities, color, or something else? Clearly, the correct answer to this question depends on the task at hand. We therefore use the notion of a task-space to describe a set of tasks of interest. Such a set allows us to describe and compare the capabilities of agents from different species on common ground. Definition 4.1: A task-space 2 , (T, γ), is a pair containing a non-empty countable set T of tasks, and a weight function γ : T → R >0 for each task such that t∈T γ(t) = 1.
The purpose of the weight function is to place greater emphasis on certain tasks over others. This could be for various reasons, such as if one task occurs more frequently than another. Accompanying a task-space is a task-map which describes what tasks each species of agents can accomplish.
Definition 4.2:
A task-map, ω : M → 2 T , associated with a multi-agent system and its task-space is a mapping from species index to a set of tasks.
These definitions establish a common ground for which the capabilities of different agent species can be described and compared on. To perform such a comparison, we present the notion of a functional distance as a measure of the difference in two species' capabilities with respect to a task space.
Definition 4.3:
The functional distance between two species i, j ∈ M, with respect to a task-space (T, γ) and task-map ω, is given by δ(T, γ, ω) :
. (6) Suppose γ(t) describes the percentage of the mission which requires an agent to perform task t. Then the functional distance is simply the ratio of the number of tasks which only one of the two agents can accomplish, to the number of tasks that either can do. When two agents are capable of the exact same tasks, the functional distance is 0. Moreover, when two agents perform sets of tasks which are disjoint, the functional distance is 1.
To make this slightly more concrete, consider a |T |-dimensional space where each coordinate represents one of the tasks and |T | denotes the size of the set T . We next look at the representation of the agent capabilities in this task space. This visualization can help us better understand the heterogeneity of the agents. It can also be utilized to extend the definition of the functional distance to the case where the task-map is not binary, i.e., a node can do a task with a certain level of quality.
Let S i for i ∈ M be a |T | × 1 vector that represents the capabilities of agent i in the |T |-dimensional task space. For instance, for the task-map of Definition 4.2, S i will be zero everywhere except for the rows corresponding to the tasks that it can accomplish where it would be one. We can easily extend this representation to non-binary task-map cases. Let < u, v > Γ and ||u|| 2 Γ represent the weighted inner product and the weighted Euclidean norm-squared respectively, for arbitrary |T |×1 vectors u and v and a diagonal weight matrix Γ with the diagonal elements of γ(t) for t ∈ T . Consider a mission that consists of n tasks. Then, the weighted distancesquared between s i and s j in the |T |-dimensional task space, ||s i − s j || 2 Γ , represents the ratio of the number of tasks (out of the total n tasks) that can be accomplished by only one of two agents i and j (and not both) during the mission. The functional distance of Definition 4.3 can then be expressed, based on the |T |-dimensional space representation of tasks, as follows:
Having established a distance measure with respect to a task space, we can compute the heterogeneity of a multiagent system with respect to that space. Since this measure is based on the agents' ability to carry out tasks specific to the task-space, we refer to it as the system's functional heterogeneity. 3 
Definition 4.4:
The functional heterogeneity H(p, T, γ, ω) of a multi-agent system with respect to a task-space (T, γ) and task-map ω, is the heterogeneity H(p) of the system using the functional distance δ(T, γ, ω) as the species metric.
