This paper presents a tutorial and overview of genetic algorithms for electromagnetic optimization. Genetic-algorithm (GA) optimizers are robust, stochastic search methods modeled on the concepts of natural selection and evolution. The relationship between traditional optimization techniques and the GA is discussed.
Introduction
he application of modem electromagnetic theory to radiation T and scattering problems often either requires, or at least benefits from, the use of optimization. Among the typical problems requiring optimization are shaped-reflector antenna design [ 11, target image reconstruction [2] , and layered material, anti-reflectivecoating design for low radar cross section (RCS) [3] . Other problems, such as antenna-array beam-pattem shaping [4, 51, while solvable without optimization, are often more readily handled using optimization. This is particularly true when one is faced with realization constraints imposed by manufacturing considerations or environmental factors.
Electromagnetic optimization problems generally involve a large number of parameters. The parameters can be either continuous, discrete, or both, and often include constraints in allowable values. The goal of the optimization is to find a solution that represents a global maximum or minimum. In addition, the solution domain of electromagnetic optimization problems often has nondifferentiable andor discontinuous regions, and often utilizes approximations or models of the true electromagnetic phenomena to conserve computational resources. These characteristics sorely test the capabilities of many of the traditional optimization techniques, and often require hybridization of traditional optimization methods, if these methods are to be applied at all. This paper focuses on a relatively new approach to optimization, called the genetic algorithm (GA). Genetic algorithms are robust, stochastic-based search methods, which can handle the common characteristics of electromagnetic optimization problems that are not readily handled by other traditional optimization methods. The goal of this paper is to explore genetic algorithms and their application to a variety of electromagnetic and electromagnetic-related problems. Section 3 gives an overview of the genetic algorithm and its relationship to other traditional optimization methods. Section 4 describes a simple genetic algorithm, and provides some of the details of its implementation and use. Section 4 presents a case study of the use of GAS to find the maxima of several two-dimensional surfaces. Section 5 is intended to acquaint the reader with the GA concepts as used in practice, as well as to attempt to substantiate the claim that GA optimization is applicable to electromagnetic problems. Finally, Section 6 discusses several applications of GAS to electromagnetic optimization to illustrate the wide applicability of GAS, and to emphasize some decisions that must be addressed by the user in applying GA optimization.
Before beginning the presentation of the GA, it may be helpful to consider what kind of problems might benefit from GA optimization. A good candidate problem for GA optimization is illustrated in Figure 1 , where the problem is to design a broadband patch antenna. Parameters that are usually included in this type of 1045-9243/97/$10.0001997 IEEE optimization problem include the location of the feed probe, the width and length of the patch(es), and the height of the patch(es) above the ground plane(s). In addition, it may be desirable to include constraints on the available dielectric materials, both in terms of thickness and dielectric constants; tolerance limits on the patch size and probe location; constraints on the weight of the final design; and possibly even cost constraints for the final production model. Given the large number of parameters, and the unavoidable mixture of discrete and continuous parameters involved in this problem, it is virtually impossible to use traditional optimization methods. GA optimizers, on the other hand, can readily handle such a disparate set of optimization parameters. The rest of this paper will attempt to show why GAS would work well for this and related problems in electromagnetics.
Genetic algorithm overview
Genetic-algorithm optimizers are robust, stochastic search methods, modeled on the principles and concepts of natural selection and evolution. As an optimizer, the powerful heuristic of the GA is effective at solving complex, combinatorial and related problems. GA optimizers are particularly effective when the goal is to find an approximate global maximum in a high-dimension, multi-modal function domain, in a near-optimal manner. This is particularly true when the problem can be cast in a combinatorial form, a form at which GAS excel. Some important terminology and concepts of GA optimizers are presented in a sidebar.
Global versus local optimization
Before dealing with the specific details of genetic algorithms and their implementation, it is useful to consider the relationship between GA optimizers and the more traditional, and possibly more familiar, optimization methods. Genetic algorithms are classified as global optimizers, while more familiar, traditional techniques-such as conjugate-gradient and the quasi-Newton methodsare classified as local techniques. Figure 2 illustrates this relationship between the most commonly used optimization methods.
The distinction between local and global search or optimization techniques is that the local techniques produce results that are highly dependent on the starting point or initial guess, while global methods are largely independent of the initial conditions. In addition, local techniques tend to be tightly coupled to the solution domain. This tight coupling enables the local methods to take advantage of the solution-space characteristics, resulting in relatively fast convergence to a local maximum. However, the tight solution-space coupling also places constraints on the solution
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The global techniques, on the other hand, are largely independent of and place few constraints on the solution domain. This absence of constraints means that the global methods are much more robust when faced with ill-behaved solution spaces. In particular, global techniques are much better at dealing with solution spaces having discontinuities, constrained parameters, and/or a large number of dimensions with many potential local maxima. The downside to the global method is that it cannot, or at least does not, take advantage of local solution-space characteristics, such as gradients, during the search process, resulting in generally slower convergence than the local techniques.
In electromagnetic-design problems, convergence rate is often not nearly as important as getting a solution. Having found a solution, the ultimate goal is to find the best solution, or global maximum. In these applications, global methods are favored over local methods. Global techniques either yield a global or nearglobal maximum, instead of a local maximum, and often find useful solutions where local techniques cannot. Global methods are particularly useful when dealing with new problems, in which the nature of the solution space is relatively unknown.
Of the global techniques, genetic algorithms are particularly well suited for a broad range of problems encountered in electromagnetics. Genetic algorithms are considerably more efficient, and provide much faster convergence, than random-walk searches. In addition, they are easily programmed and readily implemented. Unlike gradient searches, GA optimizers can readily handle discontinuous and non-differentiable functions. GA optimizers are also well suited for constrained-optimization problems. A comparison among the major features of conjugate-gradient (CG), randomwalk (Random), and GA optimization is presented qualitatively in Figure 3 .
A simple genetic algorithm
This section presents the basic elements of a genetic-algorithm optimizer. It is suggested that the reader read this and the following section, presenting a case study of the use of this GA optimizer, and then re-read this section, to fully appreciate the GA optimizer presented here. A block diagram of a simple geneticalgorithm optimizer is presented in Figure 4 . This GA optimizer and the description that follows is modeled aAer that presented by Goldberg [6] . Extensions to the simple GA optimizer are presented at the end of this section.
The concept of the genetic algorithm, first formalized by Holland [7] and extended to functional optimization by De Jong [SI, involves the use of optimization search strategies patterned after the Darwinian notion of natural selection and evolution. During a GA optimization, a set of trial solutions, or individuals, is chosen, and then evolved toward an optimal solution, under the selective pressure of the fitness function.
In general, a GA optimizer must be able to perform six basic tasks:
1. 2. 3. Initialize a starting population, 4.
5.

6.
Encode the solution parameters as genes, Create a string of the genes to form a chromosome, Evaluate and assign fitness values to individuals in the population, Perform reproduction through the fitness-weighted selection of individuals from the population, and Perform recombination and mutation to produce members of the next generation. These performance requirements lead to the existence of three phases in a typical genetic-algorithm optimization. These phases are (1) initiation, (2) reproduction, and ( 3 ) generation replacement. In the simple, typical genetic-algorithm optimizer of Figure 4 , hitiation consists of filling an initial population with a predetermined number of encoded, usually randomly created, parameter strings, or chromosomes. Each of these chromosomes represents an individual prototype solution or, simply, an individual. The set of individuals is called the current generation. Each individual in the set is assigned a fitness value by evaluating the fitness function for each individual.
Non-differentiable Object Functions
The reproduction phase produces a new generation from the current generation. In reproduction, a pair of individuals is selected from the population to act as parents. The parents undergo crossover and mutation, thereby producing a pair of children. These children are then placed in the new generation. The selection, crossover, and mutation operations are repeated until enough children have been generated to fill the new generation. In some GA implementations, this scheme is altered slightly. Selection is used to fill the new generation, and then crossover and mutation are applied to the individuals in the new generation, through random pairings. In either case, the new generation replaces the old generation.
In the simple genetic algorithm presented here, the new generation is the same size as, and completely replaces, the current generation. This is known as a generational genetic algorithm. Alternatively, in slightly more complicated GA implementations, the new generation can be of a different size than its predecessor, and/or there can be overlap between the new generation and the old generation. GA methods having overlapping populations, called steadystate genetic algorithms, will be discussed in more detail, below.
In the generation-replacement phase, the new generation replaces the current generation, and fitness values are evaluated for and assigned to each of the new individuals. The termination criterion is then evaluated and, if it has not been met, the reproduction process is repeated.
Chromosomes and parameter coding
Genetic algorithms operate on a coding of the parameters, instead of the parameters themselves. The coding is a mapping from the parameter space to the chromosome space that transforms the set of parameters, usually consisting of real numbers, to a finite-length string. The coded parameters, represented by genes in the chromosome, enable the genetic algorithm to proceed in a manner that is independent of the parameters themselves and, therefore, independent of the solution space. Typically, a binary coding is utilized, but any encoding from binary to continuous, floating-point number representations of the parameters can be used.
Generally, it can be shown that using a coding that has some underlying relevance to the problem at hand produces better results. In addition, it is generally best to use the shortest possible alphabet. Binary coding has the shortest possible useful alphabet and, while it may have little relevance to a given problem, it does yield very simple GA operators. In a binary coding, the parameters are each represented by a finite-length binary string. The combination of all of the encoded parameters is a string of ones and zeros. The coded parameters, represented by a set of 1s and Os for binary coding, are analogous to, and often referred to, as genes. The genetic algorithm acts on the chromosome to cause an evolution towards an optimal solution. Fitness values provide a measure of the goodness of a given chromosome and, by direct association, the goodness of an individual within the population. Fitness evaluation involves decoding of the chromosome to produce the parameters that are associated with the individual, followed by the evaluation of the fitness function for the decoded parameters.
Selection strategies
Selection introduces the influence of the fitness function to the genetic-algorithm optimization process. Selection must utilize the fitness of a given individual, since fitness is the measure of the "goodness" of an individual. However, selection cannot be based solely on choosing the best individual, because the best individual may not be very close to the optimal solution. Instead, some chance that relatively unfit individuals are selected must be preserved, to ensure that genes carried by these unfit individuals are not "lost" prematurely +om the population. In general, selection involves a mechanism relating an individual's fitness to the average fitness of the population.
A number of selection strategies have been developed and utilized for genetic-algorithm optimization. These strategies are generally classified as either stochastic or deterministic. Usually, selection results in the choice of parents for participation in the reproduction process. Several of the more important and most widely used of these selection strategies are discussed below.
Population decimation
The simplest of the deterministic strategies is population decimation. In population decimation, individuals are ranked from largest to smallest, according to their fitness values. An arbitrary minimum fitness is chosen as a cutoff point, and any individual with a lower fitness than the minimum is removed from the population. The remaining individuals are then used to generate the new generation through random pairing. The pairing and application of GA operators are repeated until the new generation is filled.
The advantage of population-decimation selection lies in its simplicity. All that is required is to determine which individuals are fit enough to remain in the population, and to then provide a means for randomly pairing the individuals that survive the decimation process.
The disadvantage of population decimation is that once an individual has been removed from the population, any unique characteristic of the population possessed by that individual is lost. This loss of diversity is a natural consequence of all successful evolutionary strategies. However, in population decimation, the loss can, and often does, occur long before the beneficial effects of a unique characteristic are recognized by the evolutionary process. The normal action of the genetic algorithm is to combine good individuals with certain characteristics to produce better. Unfortunately, good traits may not be directly associated with the best fitness in the early stages of evolution toward an optimal solution.
When a characteristic is removed from a population by decimation selection, the only way that the characteristic may be reintroduced is through mutation. Mutation is used in GAS as a means for exploring portions of the solution domain. In genetic terms, mutation is a way of adding new genetic material, or characteristics, but it is a very poor mechanism for adding spec@ genetic material. It is best to keep good genes or good portions of genes whenever possible.
It is due to the serious detrimental effects of this premature loss of beneficial characteristics that more sophisticated, stochastic-selection techniques were developed. It is a testament to the GA's robustness as an optimization technique that population decimation works at all.
Proportionate selection
The most popular of the stochastic-selection strategies is proportionate selection, sometimes called roulette-wheel selection [SI. In proportionate selection, individuals are selected based on a probability of selection given in Equation (l), where f(parentJ is the fitness of the ith parent:
The probability of selecting an individual from the population is purely a function of the relative fitness of the individual. Individuals with high fitness will participate in the creation of the next generation more often than less-fit individuals. This has the same effect as the removal of the least fit in population decimation, in that characteristics associated with higher fitness are represented more in subsequent generations. The distinction between population decimation and proportionate selection is that in proportionate selection, there is still a finite probability that highly unfit individuals will participate in at least some of the matings, thereby preserving their genetic information. Figure 5 depicts the proportionate-selection process as a roulette wheel, where individuals are assigned a space on the wheel that is proportional to their relative fitness. The wheel is "spun," and the individual pointed to at the end of the spin is the individual selected. Proportionate selection can have stochastic errors when population sizes are small. Modifications, such as fitness scaling, have been developed to attempt to deal with these errors.
Tournament selection
A second popular strategy (and perhaps among the most effective for many applications) is tournament selection [9] . Tour- nament selection is depicted in Figure 6 . In toumament selection, a sub-population of N individuals is chosen at random from the population. The individuals of this sub-population compete on the basis of their fitness. The individual in the sub-population with the highest fitness wins the tournament, and becomes the selected individual. All of the sub-population members are then placed back into the general population, and the process is repeated. The most commonly used form of toumament selection is binary tournament selection, in which N equals two.
Both toumament selection and proportionate selection use selection with replacement, so that individuals may, and usually do, participate in multiple pairings. Toumament selection has been shown [9] to provide slightly better convergence toward a solution in the initial stages of the optimization process. Tournament selection also has a somewhat faster execution time. The time complexity of proportionate selection is O(n2), while toumament selection has O(n) time complexity.
GA operators
Once a pair of individuals has been selected as parents, a pair of children is created by recombining and mutating, the chromosomes of the parents, utilizing the basic genetic-algorithm operators, crossover and mutation. Crossover and mutation are applied with probability pcross and pmutarion, respectively.
Crossover
The crossover operator accepts the parents and generates two children. Many variations of crossover have been developed. The simplest of these is single-point crossover. In single-point crossover, shown in Figure 7 , if p > pc,.,, a random location in the parent's chromosomes is selected. The portion of the chromosome preceding the selected point is copied from parent number 1 to child number 1, and from parent number 2 to child number 2. The portion of the chromosome of parent number 1 following the randomly selected point is placed in the corresponding positions in child number 2, and vice versa for the remaining portion of parent number 2's chromosome. If p <pcross, the entire chromosome of parent number 1 is copied into child number 1, and similarly for parent number 2 and child number 2.
The effect of crossover is to rearrange the genes, with the objective of producing better combinations of genes, thereby resulting in more fit individuals. It has been shown [6] that the recombination process is the more important of the two GA operators. Typically, it has been found that probability pcross values of 0.6-0.8 are optimal.
Mutation
The mutation operator provides a means for exploring portions of the solution surface that are not represented in the genetic makeup of the current population. In mutation, if p > pmutntion, an element in the string making up the chromosome is randomly selected and changed. In the case of binary coding, this amounts to selecting a bit from the chromosome string and inverting it. In other words, a "1" becomes a "0" and a "0" becomes a "1." If higher-order alphabets are used, slightly more complicated forms of mutation are required.
Generally, it has been shown that mutation should occur with a low probability, usually on the order of pmurafion = 0.01 -0.1. The action of the mutation operator is illustrated in Figure 8 . Figure 8 shows a randomly selected element in a chromosome (shaded element 9) being changed to a new form (0 + 1 and 1 + 0 in the binary case).
Fitness functions
The fitness function, or object function, is used to assign a fitness value to each of the individuals in the GA population. The fitness function is the only connectiort between the physical problem being optimized and the genetic algorithm. The only constraints on the form and content of the fitness function, imposed by the simple GA, are that (1) the fitness value returned by the fitness function is in some manner proportional to the goodness of a given trial solution, and (2) that the fitness be a positive value. In some implementations of the GA optimizer, the constraint that the fitness value be a positive value is not even required.
Genetic algorithms are maximizers by nature. To find a minimum, a slight modification to the usual functional form is required. One simple method is to define the fitness function for minimizing f ( x [ n ] ) as in Equation (2): where Max is a positive number larger than the largest expected value of f ( x [ n ] ) . Alternatively, minimization in the GA can be accomplished through appropriate fitness scaling, or through the use of modified selection operators that seek out lower fitness values.
Extensions and improvements to the simple GA optimizer
Many extensions and improvements to the simple GA optimizer have been developed and utilized. Among these are the concepts of elitism [6] , the use of steady state algorithms [lo] , the use of real coded parameters [ 111, the concept of community based genetic algorithms [ 121, and approaches applicable to the travelingsalesman problem. Several of these extensions are discussed in more detail, below.
Elitist strategy
One of the most important practical extensions is the elitist strategy. In the simple genetic algorithm, it is possible for the next generation to have a best individual with a lower fitness than a preceding generation. This loss of the best individual occurs due to the probabilistic nature of the GA selection, crossover, and mutation. A simple test can be added to verify that the best individual in the new generation is at least as good as the one from the preceding generation. If a decrease in the fitness of the best individual is observed, the best individual from the preceding generation can be inserted into the new generation [6] . Saving and inserting the best individual from the last generation is known as the elitist strategy, or simply elitism. Elitism can be used to insure that there is a monotonic increase in the best fitness in the population as a function of time.
Steady-state genetic algorithms
A second important extension to the simple GA, presented above, is the use of overlapping generations. The simple GA, presented above and shown in the block diagram of Figure 4 , is more properly known as a generational replacement GA, or simply a generational GA. Each reproduction cycle in a generational GA produces an entirely new generation of children, which then replaces the parent generation. An altemative to this approach is the steady-state replacement GA, or simply, the steady-state GA [lo] . Steady-state GAS have been shown to exhibit advantages, such as faster convergence, in many applications. In the steadystate GA, only a portion of the current generation is replaced by children generated in the reproductive cycle, resulting in overlapping generations. The percentage or portion of the current generation that is to be replaced is a parameter set by the user, and can range from a single individual to 100% of the population.
Steady-state GAS can be implemented as having a block diagram that is essentially identical to that shown in Figure 4 . The difference between the generational approach of Figure 4 and the steady-state approach is in the size of the temporary population. The actions of selection, crossover, and mutation create a temporary population of children. The temporary population of children is then inserted into the parent population, by replacing selected individuals in the parent population. A variant to steady-state GAS, described above, is to insert the temporary population into the parent population, producing a temporarily expanded parent population. Individuals are then selected and deleted from the expanded population until the original population size is reached again. In addition to timing of replacement and on what criteria population replacement takes place, consideration must be given to how population replacement is accomplished.
In generational replacement, only the method of selection has to be determined. In steady-state replacement, however, both the method of selecting parents for participation in reproduction and the method of selecting individuals that are to be replaced must be determined. Many methods of selecting the individuals to be replaced have been reported, including replacing the least fit, replacing selected parents, replacing random individuals, and using a second stochastic selection to select individuals to be replaced. If replacement of the least-fit individuals is used, the preservation of the fittest individuals is guaranteed, and the use of elitism is not required.
Other extensions, such as dominant and recessive genes, and the concept of the niche and speciation, have been and are continuing to be explored. However, the complexity and costs of these techniques may outweigh the marginal benefits gained from their use in many practical electromagnetic applications.
The traveling-salesman problem (TSP)
Some problems are best handled by identifying particular features of the problem, and then adapting or extending the genetic algorithm to better accommodate those features. This is particularly true of problems such as the traveling-salesman problem (TSP). The classical TSP involves a salesman who is going to visit several cities. Each city is to be visited by the salesman only once, and the salesman is to return home at the end of the trip. The problem is to find an ordering of the cities that minimizes the total trip length. The traveling-salesman type of problem arises in electromagnetics in several instances, including optimal circuit layout, wireless network layout, and related problems.
The traditional, simple GA operators need only a minor modification to greatly improve their performance in the TSP. A modification to the crossover operator, discussed above in Section 4.3, called a partially matched crossover, is designed to allow a GA to be used for the TSP [6] . This method is illustrated in Figure 9 .
Partially matched crossover eliminates the generation of invalid trips by the crossover operation, thereby reducing the total space that must be searched to find an optimal solution. A useful modification of the mutation operator, discussed in Section 4.3 for the TSP, is depicted in Figure 10 . In this version of mutation, instead of randomly changing an element in the chromosome, a pair of elements is interchanged. In order to better understand the operation of the geneticalgorithm optimizer, described above, it is helpful to consider a specific, albeit arbitrary, example. Consider, for example, the use of a GA optimizer to find the maximum value of function within a constrained range of input parameters. Specifically, consider the function f ( x , y ) , given by Equation (3) and plotted in Figure 11 , with the parameters x and y constrained to the range from 0.0 to 8.0. Equation (3) is a two-dimensional function, having parameters x and y , and consists of the product of a pair of the magnitude sinc functions:
As a candidate for an optimization-based determination of a maximum value, Equation (3) presents a number of problems. While Equation (3) has a well-defined, global maximum within the constrained parameter range, it also has a number of local maxima, along with non-differentiable regions resulting from the magnitude operator. A GA optimizer can be used to find the maximum of the function within the range x , y ~{ 0 , 8 ) by simply defining the f ( x , y ) of Equation (3) to be the fitness function.
The first step in using a genetic-algorithm optimizer on this problem is to choose a coding, or mapping of the parameters into genes. In this case, a binary-string coding will be used. Since the problem represented by Equation (3) is a two-dimensional problem, the most natural chromosome structure is a two-part string. The first part of the string, or first gene, corresponds to the first parameter, x, and the second gene, representing the parameter y , is contained in the second portion of the string.
GA optimization actually operates on the coded form of the parameters, so what is actually needed in practice is a way to decode the chromosomes into the parameters for use in the fitness function given by Equation (3) , as opposed to a way of encoding the parameters. A binary-decoding method, from an N-bit gene to a pair of parameters x and y , which incorporates the range constraints of the problem, is given by Equation (4): where p is either x or y , pmln and pm, are the minimum and maximum range bounds corresponding to the parameter p , and bn is the binary bit in the nth place along the gene corresponding to parameter p . Examination of Equation (4) reveals that it is a scaled binary-to-decimal conversion, where the scaling adjusts the range to lie between pmln and pm,. In this example, pmln = 0.0 and pm, = 2.0, for both p = x and p = y . Altematively, a gray code could be used. With Equation (4), any chromosome created during the GA optimization can be decoded into the parameters x and y , and a fitness value can be assigned by using Equation (3).
Having chosen a coding, the GA optimization can begin by creating a population of chromosomes, and calculating fitness values for each of these individuals. The chromosomes of the starting population are typically created by filling binary arrays of 32 elements with randomly generated 1s and 0s. A random-number generator that has a uniform distribution, a long (preferably infinite) repetition period, and a range between 0 and 1, is called successively for each bit in each chromosome in the population. If the random-number generator retums a value greater than 0.5, a "1" is inserted in the chromosome. For anything less than 0.5, a zero is inserted into the chromosome. Decoding of the chromosomes into parameter values is then performed, using Equation (4), followed by the calculation of fitness values for each individual, using the decoded parameters and the fitness function of Equation (3) . The use of a randomized initial population attempts to insure that the solution domain is sampled in an unbiased, uniform way, thereby providing a reasonable starting point for the optimization. Table 1 tabulates a typical initial or starting population, resulting when 16 bits were used for each gene in the chromosomes, and 20 individuals were included in the population. The size of the population is up to the user, and is based on the expected complexity of the solution space and the number of parameters that are involved. Generally, however, a population of between 20 and 100 individuals seems to work well for most practical problems.
In the case of Table 1 , the best individual in the starting population happens to be individual 6, with a fitness of 0.489281. The decoded parameters of individual 6 are {x = 3.548760, y = 2.694621). Since the maximum of the function is known to occur at {x = 3.000, y = 3.000), it can be seen that individual 6 is not very close to the maximum. After choosing a coding and filling the initial population, the genetic algorithm can begin optimizing. Successive generations are produced by the application of selection, crossover, and mutation. In the example illustrated here, tournament selection was used. The probability of crossover was set at 0.7, and the probability of mutation was set at 0.05 for each chromosome. The crossover and mutation probabilities used here were in the middle of the normally acceptable ranges of 0.6-0.8 for p0,, and 0.01-0.1 for pmulafion, respectively. Elitism was also employed.
For a particular trial of this example, a fitness value of f(x,y) = 0.998757 was achieved after only eight generations. An optimal fitness value of f(x,y)=l.OOOOO was achieved after 41 generations, with the parameters x = 3.000290 and y = 2.999924.
So, within about 160 evaluations of the fitness function, a nearoptimal value was located on the solution surface.
Since GA optimization involves various randomized operations, the progress towards the optimum is not always the same, and convergence characteristics are often best studied in terms of an average over many trials. Figure 12 shows the average progress of the GA optimization as a function of the number of generations. Since the population included 20 individuals, each generation required up to 20 evaluations of the fitness function, Equation (3). Two of the curves presented in Figure 12 show the convergence of the GA optimizer, the first representing an average of 20 independent trials, and the second showing the average of 50 independent trials. As can be seen, the GA optimizer, on average, makes rapid progress towards the optimum solution. After only seven to nine generations (140 to 180 evaluations of the fitness function), a near optimum had been located, on average.
These results can be compared to those produced by a completely random search method. Random-search results, averaged over 20, 50, and 1000 independent trials, are also plotted in Figure  12 . To facilitate comparison with the GA results, the random search in this case was constrained to the x , y ~{0.0,8.0) range. In addition, groups of 20 randomly selected pairs of x and y values were evaluated using Equation (3) , and the best result from each group was recorded. This is analogous to the concept of generations in the GA optimization. In addition, if a group or generation failed to produce a better result than the last group, the best result from the last group was carried over as the current best value. As can be seen, the GA optimizer out-performed the random-search method in terms of an average convergence rate. The randomsearch method did not converge to the optimal value until well beyond 100 generations.
The variance between GA trials, when compared to the random-search method, was also relatively small. The agreement between 20 and 50 averaged trials for the GA optimization was very good, while there was more difference exhibited in the case of the random search. GA has been called a "directed" random search, a notion supported by the results presented in Figure 12 .
In the case presented above, the termination criterion was simply to test whether a specified number of generations had been reached. Other termination conditions could have been used, but would have added little to such a simple problem.
Another way to view the operation of the genetic algorithm is to consider its action at the population level. Again, consider a two-dimensional magnitude sinc example, similar to that above. In this example, the population size was set at 100, to provide enough individuals to visually illustrate the population dynamics to the GA optimizer. Figure 13 is a plot of the distribution of a GA population at the beginning of the optimization and after 100 generations. At the beginning of the optimization, the population was randomly distributed on the fitness-function domain. After 100 generations, the population was no longer randomly distributed, but instead was largely grouped on the main peak. Those individuals in the population that were not on the peak were generally lined up with the peak. This shows that the GA optimizer was working with the population as a whole. Ultimately, the GA optimizer tried to put all individuals to the peak; the action of the mutation operator tended to work against this goal, especially toward the end of the optimization process.
A more difficult problem
Now consider a more difficult two-dimensional problem, with two relatively equal-height maximal regions. In this case, let the solution surface be represented by a sum of two offset magnitude sinc functions, similar to those used above, where the smaller peak was chosen to be 90% as high as the higher peak. This example is depicted in Figure 14 , with 100 individuals in the population.
Again, the initial population is chosen to sample the potential solution domain as evenly as possible by filling the initial chromosomes with a random selection of 1s and Os. After 100 generations, it was found again that most of the population was grouped on or around the highest peak. In fact, no individuals ended up on the lower peak after 100 generations. This result can be explained by noting that a GA works by selecting individuals with the best characteristics. The individuals that occupy one of the two coordinate axes that intersect the larger peak are favored by the GA optimization and, therefore, tend to predominate in the population. Of course, it is expected that the action of the mutation operator would occasionally introduce individuals that could end up on the lower peak. In all of the examples discussed above, the goal was to find thc peak value on the surface. The presence of a few less-fit individuals is of little consequence.
S comparison of steady-state and generational GA performance
Consider a final example, comparing the performance of a generational and a steady-state genetic algorithm. The problem is to find the maximum in a multi-dimensional hypersurface described by where the variables are constrained to lie in the range 0 < x, 5 8.0, and n = 8. The maximum value of the fitness functions is located at xI = 2.0 for all i. As before, the choice of the function of Equation (5) is arbitrary, and is simply intended to provide a sufficiently complex, multi-dimensional example to illustrate the points below.
The optimization problem was conducted using a generational GA and a steady-state GA, and roulette-wheel selection. The steady-state GA that was used created children, inserted them into the population, and then deleted the worst individuals from the temporarily expanded parent/child population. Three different replacement percentages were used in the steady-state GA runs. A total of 50 separate optimization runs were conducted, and the average convergence properties were collected for each of the generational and steady-state configurations. The population size was 100 individuals, the probability of crossover was 0.7, and the probability of mutation was 0.01. The average progress of the best individual toward the goal is plotted against the number of times Equation (5) was evaluated in Figure 15 , for the configurations under consideration. As can be seen in Figure 15 , decreasing the percentage replacement generally increased the convergence rate. The generational GA approach exhibited slower convergence than the steady-state GA approach for all tested percent replacements, including 100% replacement. In addition, the generational GA had significantly slower convergence in the later stages of the optimization process.
The differences in the observed convergence results can be attributed to several factors. First, the lower the percentage replacement in the steady-slate GA, the sooner the newly created genetic material is able to participate in the reproductive process. For instance, when replacement is 100% in the above example, 100 evaluations of the fitness function take place prior to the insertion of the individuals into the "breeding" population. Secondly, the generational GA loses out to the steady-state GA because of the total replacement of the parent population by the child population. This total replacement takes place without regard for the fitness of the parents or the newly created children, and has the potential for eliminating large numbers of highly fit individuals in the later stages of the optimization process. Since it is likely that many newly created children will be less fit than many of the parents, the steady-state GA that was used has the advantage of preserving large numbers of the most fit of both the pxent and child populations. Finally, progress in GA optimization occurs primarily as a result of the recombination process embodied in the crossover operator. The steady-state GA with low replacement percentages provides a large pool of genetic variability, while limiting the number of fitness evaluations required. In a population of 100 individuals, a 10% replacement in the steady-state GA requires 10 fitness-function evaluations per generation. There are, however, 100 individuals that can participate in the reproductive selection process. Contrasting this to the generational case, to achieve only 10 fitness-fimction evaluations per generation, the population size would be 10. A population size of only 10 individuals would likely be far too few individuals to ensure proper GA optimization, in most cases.
A second convergence comparison, using the function of Equation (5), is provided in Figure 16 . In this figure, the average progress of the generational GA, with roulette-wheel and binarytoumament selection, is plotted along with roulette-wheel and binary-tournament selection cases for a 10% replacement steadystate GA. All other of the parameters are as they where for the case presented above, in Figure 15 . Binary-toumament selection improved the convergence of both the generational and the steadystate GAS. However, the steady-state GAS still provide an advantage over the generational GAS in these examples.
The generational GA is slightly more computationally efficient if the cost of evaluating the fitness function is ignored. The lack of efficiency in the steady-state GA results from the need to perform selection of the individuals to be deleted. Generally, however, in electromagnetic problems, the cost of the fitness-hnction evaluation so completely outweighs the cost of the GA operations that the computational inefficiency of the steady-state GA is of no consequence.
Example applications of genetic algorithms in electromagnetics
Genetic algorithms have found, and are continuing to find, numerous applications to real-world problems in engineering and computer science. In particular, GA optimization has been applied successfully to a wide variety of electromagnetic problems. Among these successful applications are the design of broadband microwave absorbers [3] , the synthesis of antenna arrays [4, 13, 14, 151 and wire antennas of various forms [15, 171 , the design of frequency-selective surfaces [ 181, radar target recognition and backscattering problems [2] , and wireless-network layout [ 191. Five of these applications of GAS to electromagnetic problems are described in more detail below. This section provides a representative picture of the range of genetic-algorithm optimization applications possible in electromagnetics. The selection of these particular examples is intended to demonstrate the breadth of the applicability of GA optimization to electromagnetics.
Broadband multi-layer microwave absorbers
Genetic algorithms have been used to synthesize lightweight, broadband, multi-layer, microwave absorbers [3] . The goal was to produce light-weight, relatively thin multi-layer microwave absorbers, backed by a perfect conductor, that could be used for radar-absorbing applications on airborne platforms, where weight and thickness are critical. Additionally, the multi-layer materials were to be constructed from a discrete set of N, available material types, with frequency-dependent permittivities and permeabilities. Optimization of reflectivity over a large number of incident angles was also included in the optimization goal. The idea behind this optimization and its application is shown in Figure 17 .
A database, listing the available materials, was developed. A binary encoding was used, wherein each layer was allocated several bits within the chromosome. Some of these bits encoded the thickness of the layer, using a standard finite-length binary encoding, while the remaining bits identified the material by pointing to an entry in the material database. The genetic algorithm utilized a fitness function that minimized reflectivity over a range of angles and frequencies, and included penalties for total thickness. Proportionate selection was used as the selection method.
Successful designs of absorbing coatings, with minimized thicknesses and minimized reflection coefficients in the 0.2-2 GHz, 0.5-8 GHz, and 2-8 GHz ranges were reported in [3] .
Low sidelobe levels in thinned and non-uniform arrays
In this application of genetic algorithms, the goal was to minimize the sidelobes produced by an antenna array by thinning or removing elements making up the array [13] . Thinning was Figure 18 . Results of thinning an array to achieve an optimal low sidelobe pattern using the GA.
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would have required 240 = 1.0995 x 10l2 fitness evaluations. For large arrays, the GA is obviously a better approach than the prohibitively expensive approach of exhaustive examination of possible solutions.
Sidelobe levels of -22.09 dB are reported by [13] for linear arrays with 200 elements: 77% of the elements were "on," and had 0.5h nominal spacing. Two-dimensional arrays were also optimized successhlly using the genetic-algorithm approach.
Shaped-beam arrays
Genetic algorithms have been used to synthesize shapedbeam antenna patterns for linear arrays [5] . The goal in this application was to select a set of amplitude and phase weights to achieve a narrow, flat-topped beam design, given a finite set of available amplitude and phase states. The geometry, fitness function, and resultant excitation coefficients for the linear array are presented in Figure 19 .
Two different approaches were studied. In the first approach, linearly variable weights were assumed. The second approach assumed that the amplitude and phase weights were being generated by digital attenuators and digital phase shifters, with relatively few available states. In the first case, the linear amplitude and phase ranges were coded as 16-bit natural binary numbers. In the second case, a mapping from the available digital amplitudeiphase states to a binary representation was made. Both proportionate and tournament-selection strategies were investigated.
Good results were achieved with both continuously variable (albeit discretized due to parameter encoding) and highly discretized parameter sets. Tournament selection was found to be more effective at reaching an optimum result, both in terms of maximizing the fitness values and in terms of achieving faster convergence. accomplished in the fitness function by switching on and off elements within the array, and testing for and locating the maximum sidelobe levels.
The chromosomes in this case consisted of binary strings, with one bit per antenna array element. Elements that were "on" were represented by a "1," and elements that were "off" were represented by a "0." Population decimation was used as the selection criterion. Here, again, the parameters are naturally highly discretized (i.e,, 1 = on and 0 = off). In fact, this is a case where the natural coding, a binary, is also the optimal coding.
An example result, similar to those reported by [13] , is provided in Figure 18 . The case in Figure 18 involved an array with 0.3h element spacing and a 40-element array. The goal, as in [13] , was to minimize the maximum sidelobe level by selectively removing elements from the array. Even symmetry about the center of the array was assumed. A maximum sidelobe level of better than -20 dF3 was achieved. It should be noted that this result was achieved with less than 5000 evaluations (100 individuals in the population and 50 generations) of the fitness function, and represents a stable, repeatable result. To exhaustively survey all possible combinations of present and absent array elements in this case Of particular interest was the result that, given a limited number of phase and amplitude states, the GA optimization produced better results operating on the states directly, than were achieved by optimizing the linearly variable weights and then rounding off to the nearest available digital state. These results are presented in Figure 20 , where the use of GA optimization to directly choose the discrete values of phase and amplitude can be seen to have produced a flatter beam than the method of roundingoff the continuous results.
Natural resonance extraction
Genetic algorithms have been applied to extracting the natural resonance frequencies from a radar target [2] using multiple data sets. The chief application of resonance extraction from radar retums is for automatic target recognition. In the genetic algorithm, performance and results are compared to results generated by the constrained E-pulse technique.
Population decimation was used as the selection technique in this work. The goal was to minimize the residual R(on,wn) with respect to {on,on}, where
Broadband patch-antenna design
Round-offMethod --- . . ,K; sk is the energy in the kth response in Equation (6) . The fitting function, gk(t), for the kth aspect angle is given by Equation (7):
n=l The minimization problem was converted to a maximization problem, using the approach of Equation (2), with f ( x [ n ] ) = R({cT,,w,}) of Equation (6) . Resonance parameters were coded using a natural binary coding. The results reported indicate that the genetic-algorithm method produced better results than previously explored methods, including the constrained E-pulse technique (CET). The GA approach required less computational effort than the CET, did not require an initial guess, and it simplified the inclusion of constraints on the damping coefficients. The GA approach worked well with large numbers of modes and large data sets, producing rapid and efficient resonance extraction. Genetic algorithms have recently been used successfully in the design of broadband patch antennas [20] . The design goal in this example was to produce sub-wavelength patch antennas with significantly wider operational bandwidths than are typical of classical designs. A novel direct coupling of the GA with the Method of Moments was developed, in which the binary string of the chromosome was used to represent the presence or absence of a subsection of metal in the patch. To illustrate the use of this technique, a h/2 square patch, fed by a simple wire feed, was optimized for improved operational bandwidth. The bandwidth of the patch antenna was increased from 6% to over a 20% frequency bandwidth. A graph showing the retum-loss performance before and after optimization is provided in Figure 21 . The shape of the patch before and after optimization is shown in Figure 22 .
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As can be seen in Figure 21 plane. The feed consisted of a wire with a voltage source at the ground planeiwire interface, and located 0.24 x 0.12 cm from the comer of the patch. GA optimization was performed by removing square metal from the patch region. The population size was 100 individuals, and 100 generations were produced. The probability of crossover was set at 0.7, while the probability of mutation was equal to 0.02. Elitism and roulette-wheel selection [6] were used. The goal was to minimize the maximum S 11 magnitude at three frequencies: 2.7 GHz, 3 GHz, and 3.3 GHz. The fitness function in this case was given by Equation (8):
where the subscript n refers to sample points in the S 11 (dB) versus frequency function. The GA optimizer here operated as a maximizer, with the goal of producing a large negative S11 magnitude at each of the sampled frequency points. By defining the fitness function as the retum loss of the least-well-matched frequency point, the GA optimization had the affect of producing retum loss values at all sampled points that were about the same magnitude.
The results of the best individual from the GA/MoM optimization, in terms of the magnitude of S11, are shown in Figure 21 as a solid line. As can be seen, an acceptable 2:l match has been achieved over the entire 2.7-3.3 GHz band. The resulting patch is not symmetrical. This is not a surprise, however, since no constraints were placed on the GA optimizer to produce a symmetrical structure. Additionally, there are several entirely equivalent structures with identical S 1 1 performance. While not an intuitive result, the design result of Figure22 is readily realizable by standard printed-circuit-board techniques.
Conclusion
Genetic algorithms have been introduced as another tool in the arsenal of the electromagnetic designer. A simple genetic algorithm was presented, and the operation of the principal GA operators, selection, crossover, and mutation, was discussed. A step-bystep case study was then presented, in an attempt to put the discussion of the genetic algorithm into a specific context. It was shown that, at least for a simple multi-dimensional problem, the steadystate GA has significantly better convergence performance than the generational GA.
Five representative examples of the use of the genetic algorithm, applied to electromagnetics, were then presented. Though only five specific applications were presented, the GA is applicable to a broad class of optimization problems. In fact, the five examples presented were chosen with the intent of demonstrating this idea of broad applicability.
While perhaps not always the best method for attacking an optimization, genetic algorithms have the distinct advantage that they tend to produce globally optimal results without requiring a great deal of information about the solution domain. Genetic algorithms are particularly useful when applied to problems that are highly constrained, or have discretized parameter sets that cause problems for the local techniques. A general-purpose genetic-algorithm engine can be developed that will apply to almost all problems, requiring only modifications to the fitness function. Genetic algorithms should be among the first methods considered when faced with a new electromagnetic optimization problem.
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