The performance of current EEG-based self-paced brain-computer interface (SBCI) systems is not suitable for most practical applications. In this paper, an improved SBCI that uses features extracted from three neurological phenomena (movement-related potentials, changes in the power of Mu rhythms and changes in the power of Beta rhythms) to detect an intentional control command in noisy EEG signals is proposed. The proposed system achieves a high true positive (TP) to false positive (FP) ratio. To extract features for each neurological phenomenon in every EEG signal, a method that consists of a stationary wavelet transform followed by matched filtering is developed. For each neurological phenomenon in every EEG channel, features are classified using a support vector machine classifier (SVM). For each neurological phenomenon, a multiple classifier system (MCS) then combines the outputs of the SVMs. Another MCS combines the outputs of MCSs designed for the three neurological phenomena. Various configurations for combining the outputs of these MCSs are considered. A hybrid genetic algorithm (HGA) is proposed to simultaneously select the features, the values of the classifiers' parameters and the configuration for combining MCSs that yield the near optimal performance. Analysis of the data recorded from four able-bodied subjects shows a significant performance improvement over previous SBCIs.
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Introduction
Self-paced brain-computer interface (SBCI) systems allow individuals to control a device or an object using their brain signals only, and at their own pace, i.e. whenever they wish. This is unlike the traditional synchronized approach, where the user is only able to control the device during periods specified by the system [2] . The performance of SBCIs is usually determined via two objective functions: (1) the true positive (TP) rate, i.e. the percentage of intentional control (IC) commands that are correctly detected by the SBCI system, and (2) the false positive rate (FP), i.e. the rate of false positives generated by the system during the periods for which the user does not intend control (No Control (NC) periods). In other words, the FP rate is calculated as the percentage of decisions in the NC periods that are false.
Currently, the performance of EEG-based SBCIs is not suitable for most practical applications. For example, the latest variation of an SBCI system, called the low frequencyasynchronous switch design (the LF-ASD) generates a false positive every 12 s on average (with average TP rate = 41.1%) [3] . Such frequent false activations may cause user frustration and limit the application of the system. In this paper, we focus on improving the performance of SBCI systems in terms of decreasing the FP rate (FPR) so that the system is more suitable for practical applications. There are several ways of improving the performance of EEG-based SBCIs. These include the use of sophisticated signal-processing schemes; exploring spatial, temporal and frequency-related information of EEG signals; and taking advantage of the information provided by different control sources (neurological phenomena) of the brain (see [4] for a review of current neurological phenomena used in BCI systems).
To improve the performance of SBCIs, the simultaneous use of three neurological phenomena as sources of control has been recently proposed [1] . These phenomena consisted of movement-related potentials (MRP) [5] [6] [7] , changes in the power of Mu rhythms (CPMR) and changes in the power of Beta rhythms (CPBR) [8, 9] . The main rationale behind using these specific neurological phenomena is that they are time locked to the onset of a movement. Thus, when a movement occurs, they are expected to be present in the EEG. A number of papers provide some evidence that these MRP and changes in the Mu rhythms provide complementary information to explore the cognitive functions of the brain [7, [10] [11] [12] [13] [14] . There is also some evidence regarding the differences between the Mu and Beta rhythms [15, 16] . See [1] for more details.
In [1] , an EEG-based SBCI is proposed that uses information extracted from these three neurological phenomena and achieves low FP rates. One feature is extracted for each phenomenon in each EEG channel, resulting in the generation of three features per EEG channel. Each feature is extracted by matched filtering (MF) the signal with a template of the corresponding neurological phenomenon (created through averaging the IC epochs). Each feature is classified using a K-nearest neighbor (K-NN) classifier. Increasing the number of neurological phenomena from one to three has the disadvantage of tripling the dimensionality of the feature space. To reduce the dimensionality of the feature space, therefore, a new algorithm is developed in [1] that uses a two-stage multiple classifier system (MCS) to classify the features. An MCS forms a strong classifier by using an ensemble of 'weaker' classifiers. For an SBCI, the number of training IC patterns is usually limited. Therefore, the proposed two-stage MCS allows the system to examine a large number of features, thus exploring as much information as possible. To reduce the dimensionality of the feature space, a genetic algorithm (GA) is used to select a subset of features that yield near optimal performance. For simplicity, the parameter values of all classifiers are assumed to be the same and are selected through an exhaustive search. The proposed system is shown to achieve low FP rates (an average FP rate of 0.5% for four subjects). The TP rate, however, is also low (the average TP rate is 27.3%). To improve the performance of the system, we note that it has a total of 3N classifiers, where N is the number of EEG channels. In [1] , it is assumed that the parameters of all classifiers have the same value. The parameter values are then found using an exhaustive search. This process is clearly suboptimal. Furthermore, because of the computational complexity involved, the corresponding MCS for each neurological phenomenon is designed separately. For each MCS, a separate GA is employed to select the features that produce the best performance. A better design would be to have the process of feature selection carried out simultaneously for all three MCSs.
In this paper, we have expanded the methodology proposed in [17] . We propose improvements to the SBCI system designed using three neurological phenomena to boost its performance. A method that uses a stationary wavelet transform (SWT) and matched filtering is developed for feature extraction. Support vector machines (SVMs) are used for classification because they have the advantage of minimizing the empirical risk (the training error), as well as the confidence error (the test error) [18] . We also used bipolar EEG signals instead of monopolar EEG signals as in [1] . This is done by first recording the EEG signals in a monopolar fashion (e.g., electrodes F 1 and FC 1 , referenced to ear electrodes). Then the bipolar EEG signals are generated by calculating the differences between each adjacent pairs of EEG electrodes (e.g. F 1 -FC 1 in the above example). Bipolar signals were calculated because it has been shown that bipolar EEG signals may result in the generation of more discriminant wavelet features (extracted from MRPs) than when monopolar EEG signals are used [19] . Since using bipolar EEG signals leads to an increase in the number of EEG signals, the dimensionality of the feature space as well as the number of classifier parameters whose values need to be estimated increase. A hybrid genetic algorithm (HGA) is proposed to automate the design process of the improved SBCI. The proposed HGA simultaneously selects the features, estimates the classifiers' parameters and chooses how the outputs of MCSs developed for each neurological phenomenon, should be combined together. Analysis of the data obtained from four able-bodied subjects (coded as AB1 to AB4) shows that the improved SBCI performs significantly better than previous EEG-based SBCIs.
Methods
The structure of the improved SBCI is shown in figure 1 . For each neurological phenomenon in every EEG signal (there are N EEG signals in total), features are extracted using an SWT. To reduce the dimensionality of the wavelet feature space, we propose the use of a matched filter. For each neurological phenomenon in an EEG channel, an SVM is designed (resulting in a total of 3N classifiers). The output of each SVM is a logical state '1', when an IC pattern is detected and is '0' in other cases. For each neurological phenomenon, an MCS classifies the outputs of N SVMs using the majority voting rule. A second-stage MCS uses the outputs of the three MCSs to decide the outputs of which MCSs should be combined together and how this combination shall be done. An HGA is employed to simultaneously find (1) the subset of features, (2) the parameter values for each SVM and (3) the configuration of the three MCSs that leads to near optimal performance (defined as the TPR FPR ratio). In the rest of this section, we describe the details of the components of this two-stage MCS.
Feature extraction
The discrete wavelet transform (DWT) is a powerful tool for extracting time-frequency features. It has been extensively applied in the analysis of event-related potentials (ERPs) [20, 21] , as well as in the design of BCI systems [22] [23] [24] [25] [26] .
The DWT is defined as the convolution of a signal x(t) with a wavelet function ψ a,b (t), where ψ a,b (t) is the dilated and shifted version of the wavelet function ψ(t) and is defined as follows:
where a and b are the scale and translation parameters, respectively. The DWT thus maps a signal of one independent variable t into a function of two independent variables a, b, such that
The contracted versions of the wavelet function match the high-frequency components of the original signal and the dilated versions match the low-frequency oscillations. Then by correlating the original signal with the wavelet functions of different sizes, the details of the signal at different scales are obtained. The resulting correlation features can be arranged in a hierarchical scheme called multi-resolution decomposition [27] , which separates the signal into 'details' at different frequency bands and a coarser representation of the signal called an 'approximation'. See [27] for more details.
DWT, however, is shift variant, and the values of wavelet coefficients may vary even with small shifts in time [28] . Therefore, we propose using the shift-invariant stationary wavelet transform (SWT) to detect the neurological phenomenon of interest.
A SWT resolves the shiftvariance problem associated with the DWT by eliminating the downsampling operator from the multi-resolution analysis [29] . We first describe the application of the SWT to extract features from MRPs and then discuss feature extraction from CPMR and CPBR.
Consider the set of all training data consisting of N IC IC commands. Suppose that each of the training epochs is decomposed using a wavelet function ψ(t). If the wavelet coefficients are to be used as features, the number of features becomes
where N Features , N Level and N Samples denote the total number of wavelet features per EEG signal, the number of decomposition levels and the number of samples per epoch, respectively. It is apparent that the size of the feature space becomes very large, even for a small number of EEG signals. To reduce the dimensionality of the feature space, we propose using a matched filter. A linear matched filter is known to be a simple yet useful tool for measuring the similarities between two sequences. Assuming that c j,k,p and d j,k,p are the approximation and detail coefficients at scale j and translation k of the pth epoch in the training set of the IC commands, the averages of the approximation and detail coefficients at scale j and translation
The approximation template at scale j (Template C j ) and the detail template at scale j (Template D j ) are then obtained using the following formulae:
Let
. . , N Samples , and p = 1, 2, . . . , N) be the set of all approximation coefficients at scale j of the pth epoch. The cross-covariance between Template C j and C j,p is then calculated as follows:
where E is the expected value operator. After calculating XCOR j,p (n) for each epoch, the following features, representing the maximum of the cross-correlogram over a period of 0.125 s, are extracted [1] :
where (t finish − t start ) is the length of the epoch, and t finish and t start show the start and finish of an epoch as discussed in detail in section 3. Figure 2 demonstrates an example of this feature extraction method, assuming that the length of the epoch and the template are both t finish − t start = 2 s (the duration of the cross-covariance signal will thus be 4 s = 0.0625 after t = 2 s. The maximum value in (9) is then calculated over this window with a width of 0.125 s, because MRPs lie in frequencies below 4 Hz [19] , and the sampling rate is 128 Hz. Features are then generated by sliding a window over the EEG signal by shifts of 0.125 s.
Apart from the above features, the following features are also extracted:
where t is the time operator. This feature provides information about the time instant when the maximum of the crosscorrelogram occurs. Similar formulae can be obtained for the detail coefficients as well as for the features extracted from the NC epochs. This process is repeated for all EEG channels. We select the features belonging to the coarsest approximation and detail levels. As a result, four MRP features are generated for each EEG channel. For the CPMR and CPBR phenomena, all epochs are band-pass filtered before feature extraction. For CPMR, the band pass is chosen from 8 to 12 Hz, as recommended by other BCI studies [30] [31] [32] . For CPBR, because of the relatively wide range of the Beta rhythms, a user-customized band pass is chosen for each individual, as explained below. Both filters are linear phase 32-point FIR filters. The amplitudes of the bandpass-filtered signals are squared to obtain the power values. The SWT is then applied and the wavelet coefficients of the power signals are calculated. The rest of the feature extraction process is similar to that used for MRPs and it yields four CPMR features and four CPBR features for each EEG channel.
The choice of the proper wavelet function.
In the analysis of ERPs, the wavelet function is usually chosen solely based on the similarity between the neurological phenomenon and the shape of the wavelet function [22, 33, 34] . The downside of this approach is that the choice of wavelet function may become subjective. Moreover, it has been shown that the shape of the neurological phenomenon may vary from one subject to another [35] . As a result, to achieve a better performance, this process needs to be carried out separately for each subject. Even if a separate wavelet function is chosen for each subject, the use of a single wavelet function for all channels may not be optimal because the amount of information varies from one EEG channel to another. For each subject, and for each neurological phenomenon in each EEG channel, a Fisher ratio is defined, as follows [36] :
where µ IC(p,q,r,s) and µ NC(p,q,r,s) are the means and σ 2 IC (p, q, r, s) and σ 2 NC (p, q, r, s) are the variances of the IC and NC classes for features r of neurological phenomena p and for channels q extracted using wavelet function s. For each pair of channels q and neurological phenomena p, the wavelet function that achieves the following objective is chosen for that particular pair:
The wavelet functions are selected from a pool of Daubechies, Biorthogonal, Symlet and Coiflet wavelet functions (46 wavelet functions in total). Some of these wavelet functions were chosen because of their similarities with the shape of neurological phenomena. As an example, in [23] Symlet wavelets were found to be suitable for the analysis of the event-related desynchronization of the brain rhythms. Similarly, in [22] , Daubechies wavelets were chosen for the analysis of event-related potentials. Biorthogonal wavelets also carry resemblance to the shape of bipolar MRPs. However, as stated earlier, we used an automatic method for selecting the type of wavelet functions to minimize the subjectivity in the choice of wavelet functions. Features are normalized prior to the calculation of the Fisher ratios.
The choice of the proper CPBR frequency band.
Because of the wide range of the Beta rhythms, and to select more discriminant features for CPBR, equation (11) Each frequency band is analyzed separately. The averages of the Fisher ratios are compared, and the frequency band that results in the highest average is selected. The reason for different Beta frequency bands were considered for this study was to find subject-specific frequency bands that resulted in more discriminant features (based on Fisher's ratio). Please note that although some of the frequency bands described above are covered by other frequencies (e.g.,
, this does not mean that features extracted from f 2 are necessarily more discriminant. This is because if the feature extracted from frequency band f 3 = [18 − 22] does not provide discriminant information, adding f 3 to f 1 may even result in decreasing the amount of discriminancy between the classes.
Feature classification
The features for each neurological phenomenon in an EEG channel are classified as an IC or NC state using an SVM classifier. For each neurological phenomenon, the classifiers' outputs are combined using an MCS. Prior to classification, outliers were removed as follows. Suppose the Mahalanobis distance for a feature vector with K variables,
where is the covariance matrix evaluated from the data. The outliers are then removed using the following algorithm [47, 48] :
Retain only the points in FS. The value of λ was chosen such that the training samples that were further than four standard deviations from the mean, were considered as outliers [49] . (2) Repeat until the above condition is not met.
After applying this algorithm, the maximum percentage of features recognized as outliers was 3% for NC features and 1% for IC features.
Support vector machines (SVMs).
A total of 3N SVM classifiers are used for each subject. Kernel-based learning combines the beneficial properties of the linear classification methods, such as simplicity, but since the feature and input spaces are nonlinearly related to the overall classification is nonlinear in the input space [50] . We used the LIBSVM software for implementing the SVMs [51] , and a Gaussian kernel as the kernel function. The classifier's performance depends on the regularization parameter C and the bandwidth σ of the kernel. Since there are 3N classifiers, 3N values had to be estimated for each parameter. The output of each SVM is a binary label that indicates if the input pattern belongs to an IC or a NC class.
2.2.2.
Multiple classifier systems (MCSs). For each neurological phenomenon, an MCS with a majority voting rule classifies the binary outputs of the SVMs (there are N SVMs for each neurological phenomenon). In the case of 'even' number of classifiers and if both classes have equal number of votes, the more-frequent class (NC) is chosen as the label for the input pattern. The outputs of the three MCSs are then combined using a second-stage MCS as shown in figure 1. This MCS can have five configurations for combining the outputs of the three MCSs as follows: (1) configuration 1 uses the AND rule to combine the binary outputs of MCS1 and MCS2 related to MRP and CPBR, respectively. The default class is an NC (the logical state '0'), unless both MCS1 and MCS2 identify an IC command (the logical state '1'); (2) configuration 2 uses the AND rule to combine the binary outputs of MCS1 and MCS3 that are related to MRP and CPMR, respectively; (3) for configuration 3, the AND rule is used to combine the binary outputs of MCS2 and MCS3 related to MRP and CPBR, respectively; (4) for configuration 4, the outputs of all three MCSs are combined according to the majority voting rule; (5) for configuration 5, the AND rule is used to combine the outputs of all MCSs. The choice of the best configuration is done by a HGA as explained in the next section.
Hybrid genetic algorithm (HGA)
A hybrid genetic algorithm (HGA) is designed so that it (1) selects the best features; (2) determines the values of the classifiers' parameters; and (3) selects the best of the five MCS configurations described in section 2.2.2. In applying genetic algorithms to optimize the performance of the system, each parameter of interest is first coded in the form of a randomly generated binary string. Each bit in this binary string is called a gene. The concatenation of all the binary strings forms a 'chromosome', and the set of 'chromosomes' forms a 'population'. Each chromosome is then evaluated and a fitness value assigned. The chromosomes are then combined using operators such as 'selection', 'crossover' and 'mutation' to generate new chromosomes. The 'selection' operator selects a proportion of the existing population to breed a new generation. The selected chromosomes are usually those with higher fitness compared to other chromosomes in the population. After selection of the 'fitter' chromosomes, a pair of 'parent' chromosomes is selected for generating the 'child' chromosomes. A child chromosome is a new solution that typically shares many of the characteristics of its 'parents'. The 'crossover' operator ensures that this is the case by copying some of the genes of each parent to the child. The 'mutation' operator is used to maintain genetic diversity from one generation of a population to the next. This process is repeated until a new population of chromosomes is generated. It is expected that the population evolves gradually and that fitness improves over generations. This process is continued until some criteria for stopping the GA are met [52] .
To represent each possible combination of features, a binary chromosome of length L Chromosome is defined (see, figure 3(a) ). Bit i of the first N features bits of the binary chromosome specifies whether or not feature i is selected by figure 3(b) ). The first four bits are used to represent the value of C and the second half is used to represent the value of σ . Exponentially growing sequences are used for C and σ , i.e., their values vary from 2 −8 to 2 7 . For each chromosome, a local exhaustive search is then carried out to find the best of the five configurations in the second-stage MCS. Suppose x denotes a model in figure 1 .
In order to add a larger weight to solutions with lower false activation rates, the objective function for the HGA is defined as in equation (14):
where the false activation rate (FAR) is the percentage of NC epochs that are affected by one ore more false detections. The main difference between the FAR and FPR rate is that multiple FPs in an epoch are counted as one FA. The values of T 1 and T 2 in equation (14) are selected as 50% and 80%, respectively, for all subjects except for subject AB3. Please note that currently there is no consensus amongst BCI researchers, as what is the acceptable threshold for the performance of a BCI system (this is especially the case for SBCI systems). For this study, the value of T 1 was chosen as 50%, for two reasons: first, we wanted to prevent the solutions with low TP rates that also had low FA rates to become dominant in the population. An example of such solution is the one with TPR = 20%, FAR = 1%. In this example, although the FAR is very low, the TPR is also low (corresponding to the successful identification of only one out of 5 IC commands). Second, we postulated that the value of T 1 = 50% will be a reasonable minimum requirement for the TP rate, as it corresponds to the identification of one out of every two IC commands on average (please note that IC commands should be separated from the periods of NC). Any configuration that resulted in the average TP rate of less than T 1 = 50% was then penalized with a zero fitness value. The value of T 2 = 80% was chosen, as it has been stated that (at least for synchronized BCI systems) accuracies above 70% are considered to be acceptable [53, 54] . We thus chose the value of T 2 = 80% and none of the solutions whose performances yield TP 80% were penalized. The solution whose fitness lies between these two extremes was penalized according to the formula described by (14) . For subject AB3, the value of T 1 resulted in the generation of chromosomes with high FA values. For this subject, the values of T 1 and T 2 were chosen as 33% and 50%, respectively. The 'mean' operator was applied over the inner-validation sets (see section 3). We implemented a lexicographic approach for sorting the chromosomes in the HGA population [55] . In this approach, the chromosomes are compared and ranked according to the values of f 1 (x) in (14) . Any ties were resolved by comparing the relevant chromosomes again with respect to another objective. If there is also a tie, a third objective function is used for comparison and so on. A total of six objective functions were used as follows (in the order of priorities):
where N Features is the number of features. The 'mean' operator is applied over the results obtained from the inner-validation sets (see section 3). The remaining operators of the HGA are tournamentbased selection (tournament size = 3), uniform crossover (p = 0.9) and uniform mutation (p = 0.01). The sizes of the initial population and the rest of the populations are chosen as 200 and 100, respectively. The HGA is randomized initially. Elitism is used to keep the best-performing chromosome of each population in the subsequent populations. The number of evaluations is set to 5000. If for more than 10 consecutive generations, the improvement in the first objective of the best solution was found to be less than 1%, the algorithm is terminated.
Experimental results
In this section, the results of the experimental analysis of the data of four able-bodied subjects are presented and the results are compared to those reported in previous EEG-based BCI studies. A theoretical analysis of the performance of the proposed two-stage MCS is addressed in the appendix.
Data collection and evaluation
Data from three male and one female able-bodied subject (denoted as subjects AB1 to AB4) were used in this study. The subjects were right handed and between 31 and 56 years old. They had signed consent forms prior to participation in the experiment.
IC data were collected as subjects performed a guided right index finger flexion movement. At random intervals of 5.6-7.0 s (mean of 6.7 s), a white circle of 2 cm diameter was displayed on the subject's monitor for 1/4 s, prompting the subjects to perform a movement. In response to this cue, the subject had to perform a right index finger flexion 1 s after the cue appeared. The 1s delay was used to avoid visual evoked potential (VEP) effects caused by the cue. This is the time that the subject is expected to attempt the movement, but this time may vary from one subject to another and from one movement attempt to another (see [56] for more details).
As mentioned in the introduction, a SBCI should differentiate between IC and NC epochs (in contrast to synchronized BCI systems that need to differentiate different IC commands from each other). For this reason, the data in NC sessions are also needed to represent the epochs for which the user did NOT intend to perform a control. During a NC session, subjects were asked to count the number of times that a white ball bounced off the monitor's screen. The NC sessions thus contained attentive as well as non-attentive NC data. Each NC session lasted for approximately 2 min and during each recording day, up to two such NC sessions were recorded.
EEG signals were recorded from 13 monopolar electrodes positioned over the F 1 ,F z ,F 2 ,FC 3 ,FC 1 ,FC z ,CF 2 ,FC 4 , C 3 ,C 1 ,C z ,C 2 and C 4 locations according to the International 10-20 system. The cutoff frequency of the amplifier was set at 30 Hz. An ocular artifact was detected when the difference between the electro-oculugram (EOG) electrodes (placed at the corner of and below the right eye) exceeded ±25 µV. This threshold was determined during data recording and by carefully monitoring the recorded EOG activity during the calibration stage. It was chosen such that most of the prominent eye movement activities were captured (see [56] for details). All signals were sampled at 128 Hz and referenced to linked ear electrodes.
The recorded signals were converted to bipolar EEG signals, since it has been shown that bipolar EEG signals may result in the generation of more discriminant wavelet features for MRPs compared to the case where monopolar EEG signals are used [19] . The conversion was carried out by calculating the difference between adjacent EEG channels, and resulted in the following 18 bipolar EEG signals: F 1 -FC 1 , F 1 -F z , F 2 -F z , F 2 -FC 2 , FC 3 -FC 1 , FC 3 -C 3 , FC 1 -FC z , FC 1 -C 1 , FC z -FC 2 , C 1 -C z , C 2 -C 4 , FC 2 -FC 4 , FC 4 -C 4 , FC 2 -C 2 , FC z -C z , C 3 -C 1 , C z -C 2 and F z -FC z . Table 1 shows the timetable of recording the data for all subjects. For each subject, 'Day 1' was considered as the origin date, and the dates when the rest of the data were collected, were numbered relative to 'day 1'.
An IC epoch consisted of data collected over an interval containing the onset of movement (measured as the switch activation) as long as no artifact was detected in that particular interval. The interval started at t start = −1 s, i.e. 1 s before the onset of movement, and ended at t finish , i.e. 1 s after the onset of movement. In this study, NC epochs were collected from NC sessions only. The NC epochs were selected as follows: a window of width (t finish − t start ) s was slid over each EEG signal collected during an NC session by a step of 16 time samples (0.1250 s), resulting in eight classifier decisions per second. For each 1 s window where artifacts were not detected, features were extracted. The last two columns of table 1 show the total number of IC and 1s NC epochs that are not contaminated with artifacts. The method of calculating the TP rate is shown in figure 4 . In figure 4(a) , a sample EEG signal and in figure 4(b) the output of the physical switch are shown. As stated earlier, data (from 1 s before to 1 s after a decision point) are used for classification. Assuming that the system has no processing delay and the SBCI system has the ideal detection rate, the output of the SBCI system should be as demonstrated in figure 4(c) . In other words, the IC command should be detected 1 s after pressing the switch. Although, the exact timing of the switch activation is known, the neurological phenomena may not be completely time-locked to the switch activation. As a result, we have also considered any activation in the time range [−0.125, +0.125] s around the expected activation of the switch as a true positive (see, figure 4(c) ). The rest of activations were treated as false positives.
Results
A five-level SWT decomposition resulted in the generation of wavelet coefficients in the following frequency bands: , [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] , [8] [9] [10] [11] [12] [13] [14] [15] [16] , [4] [5] [6] [7] [8] , [2] [3] [4] and [0-2] Hz. For all neurological phenomena, the features were calculated for the lowest approximation and detail levels (which are attributed to the [0-2] and [2] [3] [4] Hz frequency bands, respectively). For subjects AB1-AB4, the selected CPBR frequency bands were [22] [23] [24] [25] [26] [27] [28] [29] [30] , [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] , [22] [23] [24] [25] [26] [27] [28] [29] [30] and [14] [15] [16] [17] [18] Hz, respectively (see section 2.1.2 for details). Although the selected frequency bands resulted in more discriminant features compared to features selected from other frequency bands, the results were not necessarily significant (p > 0.05). This observation was consistent among all subjects.
We used a nested cross-validation to analyze the performance of the SBCI. In a nested cross-validation, the inner cross-validation set is used for training the classifier and model selection (in our proposed design, the model selection procedure involves the selection of the best chromosome). The outer cross-validation set is used to test the performance. The data collected for all five sessions were combined together first. IC and NC epochs were then randomly selected and were divided into five sets. For each outer cross-validation set, 20% of the data were used for testing and the rest were used for training. The training datasets were further divided into five folds. For each fold, 80% of the data were used for training the SVM and 20% were used for choosing the best chromosome. Since the size of the NC data is much larger than the size of the IC data, this results in an imbalanced classification problem. For this reason, during the training of the SVM classifier, the NC features were randomly sub-sampled so that the number of training samples, for both IC and NC classes, remained the same.
The test results are shown in table 2. The first row shows the selected configuration for the two-stage MCS. For subjects AB1 and AB4, the combination of MRP and CPBR led to superior results (configuration 1), while for subjects AB2 and AB3, the combination of all three neurological phenomena using the AND rule was the best configuration (configuration 5).
The next three rows in table 2 show the total number of selected bipolar signals, the number of selected channelneurological phenomenon combinations (please note that there are three neurological phenomena and 18 bipolar EEG signals, resulting in a total of 18 × 3 = 54 EEG channel-neurological phenomena combinations) and the total number of selected 
Discussion and conclusions
It is theoretically possible to design a multiple classifier system such that very good classification accuracy can be obtained (see the appendix). This can be achieved even if the performance of individual classifiers is only slightly better than chance. To achieve high performance, the classifiers need to be diverse. In this paper, we explored the information from three neurological phenomena (movement-related potentials and changes in the power of Mu and Beta rhythms) and locations of EEG channels to create diverse classifiers. A hybrid genetic algorithm (HGA) was designed to maximize the performance under the computational constraints (i.e., time and computational resources). The proposed design is denoted as SBCI Fully-Automated , as in this design, features, parameter values of classifiers and the method of classifier combination have all been automatically determined. We showed that the proposed SBCI achieves low FP rates at a modest TP rate. To our knowledge this is the first time that such low FP rate has been reported for a modest TP rate in an EEG-based SBCI. This brings the design of a practical EEG-based SBCI system with low false positive rate closer to the reality.
It is, however, difficult to directly compare the result of this study with those of other SBCI studies. This is because the recording protocol, the neurological phenomena used, the decision rate and the evaluation methodology vary amongst different studies. Furthermore, the method of labeling the output samples varies between different SBCI studies. This difficulty in comparing SBCI systems has been discussed in detail in a technical report recently published by researchers from leading research laboratories in the field of SBCI systems [57] .
We compared the results of SBCI Fully-Automated with those of SBCI Semi-Automated as reported in [1] . Both studies use similar experimental paradigms (we denote the latter design as SBCI Semi-Automated as in this design, only feature extraction was automated for each neurological phenomenon.). The performance of both studies is summarized in table 3. A two-way analysis of variance (ANOVA) using 'subject' and 'study' as independent variables was carried out. The samples were TP and FP rates for different outer cross-validation folds (five samples per individual). The results of our analysis shows that the TP rate increases from 27.1% to 56.2% (p < 10 −5 ) in SBCI Fully-Automated and the average FP rate decreases from 0.5% to 0.1% (p < 10 −5 ). These results indicate that SBCI Fully-Automated achieves a superior performance compared to SBCI Semi-Automated .
Compared to the SBCI Semi-Automated , the performance of the SBCI was improved because of (1) Automation of the design. In [1] , the classifier parameter values and the structure of the 2nd-stage classifier were not automatically determined. The proposed method in this paper achieves full automation by reformulating the chromosomes and incorporating these parameters in the structure of each chromosome. We have proposed a hybrid GA for this automation process.
(2) New feature extraction method. We have proposed a new feature extraction method that applies a stationary wavelet transform (SWT) as a pre-processing stage and matched filtering (MF) for the final feature extraction stage. We also proposed a criterion for the automatic selection of the wavelet function (which is usually done subjectively by the designer).
However, this improvement comes at the expense of increased system complexity.
The LF-ASD is another state-of-the-art SBCI, previously developed by the brain interface laboratory of the Neil Squire society [19] . During the past few years, different variations of the LF-ASD have been proposed by the members of our research group [3, 35, 58] as well as by others [59] . The LF-ASD uses features extracted from six bipolar EEG channels to distinguish an IC command (if present) from the background NC states. In table 3, we also compare our results with those of two of the latest variations of the LF-ASD. These studies used the same experimental paradigm and the same datasets. In the first variation (denoted as LFASD User-Customized ), the effects of user-customization of the system's parameter values by an expert are studied [35] . In the second (denoted as LFASD Path ), the knowledge of the path of features is used to improve the performance [3] . Both papers focused on improving the TP rate at a fixed FP rate. Please note that in the LFASD User-Customized study, the TP rates were estimated from the ROC curves and thus only approximate values can be derived. For one participant (AB4), the ROC curves were not plotted in [35] and thus we could not estimate the TP rate at FPR = 0.2%.
As shown in table 3, the TP rates of LFASD User-Customized drop below 10% for FP rates equal to or below 0.2%. The values of TP rates at 0.2% were estimated from the receiveroperating characteristic (ROC) curves plotted in [35] . Since the ROC curves for able-bodied subjects were not available in [3] , we used the reported TP results for FP = 1%. The results in table 3 show the improvement achieved in terms of TP FP rates. As seen from this table, for low FP rates, the SBCI Fully-Automated achieves higher TP rates than both the LFASD User-Customized and LFASD Path . A t-test between the performance obtained by SBCI Fully-Automated and those achieved by LFASD Path shows that the TP rates in SBCI Fully-Automated are higher (p < 0.02), while the FP rates are lower (p = 0). The same comparison with the results obtained for FP = 0.2% in LFASD User-Customized shows a highly significant improvements in the TP rates (p < 10 −5 ), while the decrease in FP rates is not statistically significant (p = 0.16).
The results in table 3 also show that SBCI Fully-Automated has an average of 1.2 FPs every 100 s. The original design of the LF-ASD had an average of one FP every 6 s [58] and the improved design had an average of one FP for every 12 s [3] ). Thus, SBCI Fully-Automated is able to recognize a longer period of the NC state without having a false positive.
Although the results in table 3 show that SBCI Fully-Automated achieved a superior performance compared to the rest of SBCIs examined in this study, the results also indicate a great deal of inter-subject variability in terms of performance. As an example, the TP and FP rates for subject AB2 were 64.2% and 0.0%, respectively, while the values obtained for subject AB3 were TP = 46.9% and 0.3%, respectively. One reason that can be stated for this is the variability of the quality of the neurological phenomenon from one subject to another. For example, when the IC epochs of subject AB2 were averaged, very distinct MRP patterns emerged, however, for subject AB3, the MRP patterns were less pronounced (see [35] for more discussion on the variability of MRPs amongst different individuals). An interesting area that needs further exploration is to see how the qualities of the neurological phenomena will improve after subjects get more training. This is left to future studies.
One concern in BCI studies is the effect of artifacts on the performance of the system. Particularly, systems that use slow potentials such as MRPs, may be vulnerable to the presence of eye movement artifacts. One advantage of our proposed system is that it uses three neurological phenomena each belonging to a different frequency band. While eye movements are mostly low frequency components that may affect MRPs, their effect on the changes in the power of Mu and Beta rhythms is much less significant. Since our system depends on observing movement-related patterns in more than one neurological phenomenon when detecting an IC pattern, it is thus more robust to the presence of artifacts. Nevertheless, when detecting EOG artifacts using a thresholding scheme, smaller EOG artifacts may not be detected. Thus in our future studies, we plan to explore the use of more sophisticated artifact-removal methods such as independent component analysis (ICA) to improve the artifact-monitoring system.
Another research area that needs further attention is the choice of a suitable evaluation metric for SBCIs. The evaluation of the performance of any SBCI system greatly depends on the evaluation metric used. Currently there is no consensus amongst BCI researchers as to which performance metric summarizes the performance of a given SBCI more efficiently [57] . As an example, although in a number of SBCI papers, the receiver-operating characteristic (ROC) curve and the area under ROC (AUC) have been used for evaluating the performance, the suitability of this metric in the field of SBCI was recently questioned. This is because when the ROC curve is plotted over the whole range of the (TPR, FPR) domain, the solution looks like a perfect answer, which is usually not the case [57] . Future research in this area can result in the generation and selection of more suitable cost functions that guide the model search procedure more efficiently. Table 2 also shows that in SBCI Fully-Automated , almost all bipolar EEG channels are selected. The use of fewer EEG channels is preferable, since it reduces the complicity of the feature space and may also speed up the setup of the data recording. Future work explores decreasing the number of bipolar EEG channels used by the SBCI Fully-Automated .
Scale-up is another important issue that is part of our future research. Scaling can be done in two stages. In stage 1, the system detects IC commands (using the proposed method). In the second stage, a second detector differentiates different IC patterns (e.g., related to left/right movements) from each other. This approach has been successfully implemented by another research group [60] .
This study is based on the use of executed movements. Future studies investigate the performance of the proposed SBCI system using the data of individuals with motor disabilities (attempted movements).
An important future study is the online testing of the system. So far only couple SBCI studies have been conducted under specific conditions in an online fashion [60, 61] . The main reason can be attributed to the high FP rates in SBCI systems. Since our proposed SBCI system has resulted in much lower false positives compared to other EEG-based SBCI systems, future research should focus on the online testing of the performance of the system. Because neurological phenomena may vary over time, methods for adapting the system need to be developed. These methods can be divided into two parts: the adaptation of the classifier and the adaptation of the parameter values of the system. To adapt the SVM classifiers, data recorded during an online testing of the system can be used to re-train the classifiers offline. Since the training data need to be marked, reporting methods such as sip and puff switch can be used to mark new IC and NC epochs [61] . Tuning of the system's model (i.e., adaptation of the parameter values) can be done using local search algorithms. Both adaptation procedures can be done offline on a separate computer and the 'updated' SBCI system can then replace the existing system. Investigating these methods is left for future studies.
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Appendix. Theoretical analysis of the proposed SBCI
The majority of studies that theoretically analyzed the combinations of classifiers have made some assumption about the independence of classifiers (for more details, see [62] [63] [64] ). In this appendix, the performance of the proposed SBCI is analyzed theoretically using the framework developed in [64, 65] . This theoretical framework applies linear programming to determine the lower and higher bounds of performance of an MCS, but it does not make any assumption about the independence of classifiers. For simplicity, we focus on the upper and lower bounds of the fitness function formulated as a TP FP ratio (instead of the more complex function defined in (14) ). To obtain these bounds, the maximum and minimum of the TP and FP rates of the two-stage MCS are determined by linear programming. T be the vector of joint probabilities of the correct detection of an IC command. Since for K classifiers, there are 2 K possible combination of correct/incorrect classifiers, vector x will be of length 2 K . This combination of the classifier can be shown using a Venn diagram, as in figure A1 . In this figure, x 0 shows the percentage of IC commands that all MCSs failed to correctly identify, and x 1 shows the percentage of IC commands that the first classifier (MCS 1 ) correctly identified but that the rest of the classifiers (MCS 2 and MCS 3 ) could not correctly identify, and so on.
A.2. Constraints
Let TP SBCI (x) represent the probability of the correct classification of the IC commands in the proposed SBCI. We wish to find the values of x that yield the maximum and the minimum of TP SBCI (x). The constraints of this optimization problem are as follows:
(1) The values x i are non-negative and are smaller than 1:
2) The sum of the joint probabilities is 1:
3) The sum of the joint probabilities for which classifier r could correctly identify an IC command must equal p r , the normalized TP rate of the classifier r. Or, mathematically,
where d is the vector of the normalized TP rates of the classifier, as represented below:
N IC is the number of IC commands and TP j is the TP rate of the jth classifier, and A eq is a K × 2 k matrix, whose rth row corresponds to the rth classifier. A eq is defined as follows: (A.7)
A.3. Objective functions
Let f TP(SBCI) (i) denote the entry at ith position in TP SBCI (x). We can then define the following fitness function for the twostage MCS (configurations 1-3 and 5 in section 4) as follows: 8) where N 1 is the number of ones in bit(i,K) and N 0 is the number of zeros in bit(i,K) and p IC is the probability of the IC state, calculated as follows: 9) where N IC is the number of IC epochs and N Total is the total number of epochs. N Total is calculated as follows:
(A.10) Equation (A.8) implies that only when all the classifiers participating in the two-stage MCS correctly identify an IC command, the output of the two-stage MCS will be '1'. If all of them fail to recognize an IC command, the output is zero. In other cases, the decision is made based on the probability of the IC state. It can be seen that as N 0 increases, the SBCI has a higher probability of generating an FN. When p IC is sufficiently small (e.g., p IC < .01), and N 0 is sufficiently large, p As can be seen, the formulation is the same as that for the TP rate. The main difference is in the formulation of (A.8).
Here, because of the high probability of p NC (e.g.,p NC > 0.99), In the case of a tie and for a relatively large N 0 , the probability of correct identification of an IC command will be close to zero. The opposite case is true for NC trials. Figure A2 depicts the TN Max and TN Min values of the SBCI as functions of the TN rates of the individual MCSs in the first stage (for simplicity, it is assumed that all individual MCSs have the same TN rates). The optimal values are found by maximizing and minimizing the TP and TN values using linear programming. The value of P NC is estimated from the experimental protocol (described in section 3) to be P NC ≈ 0.99. Figure A2 (a) shows that even for MCSs with high FP rates (e.g., 20%<FP<50%), it is theoretically possible that the proposed SBCI will achieve low FP rates. For FP rates <10%, the FP rate of the proposed SBCI can theoretically approach zero. figure A3(a) ).
A.4. Results

