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I. ABSTRACT 
 
Abstract 
Efficient operations of highways are inevitably critical for the sustainable, fast and safe 
transportation of people and freight. Effective maintenance in particular is of primary 
importance for ensuring that a highway meets operational and safety standards and offers 
efficient services to its users. Road surface or pavement maintenance comprises of required 
actions for planning rehabilitation strategies and maintenance activities over a highway 
network, having as an objective to keep the network in an acceptable functional and structural 
condition. Therefore, pavement condition assessment and prediction of deterioration become 
mandatory prerequisites for deciding on maintenance programming and budget allocation. 
Improved models of that category would better decisions on maintenance activities and 
allocation of resources. 
In this context, this PhD research focuses on the development of novel, efficient models for 
assessing existing condition and predicting future damage of pavements. Particular research 
efforts include introduction of an approach for assessing existing pavement condition, as well 
as the development of new post-treatment pavement deterioration models. New tools and 
methods are developed for that purpose: first, a new method for assessing existing pavement 
structural health, using the dynamic stiffness modulus is introduced and evaluated. Next, a 
Bayesian duration based model is developed in an effort to predict remaining service life of 
pavements, following rehabilitation actions. A subsequent model is developed for forecasting 
asphalt cracking initiation, again following maintenance activities; this model is based on 
Artificial Neural networks. Explanatory parameters are identified in all models; these include 
treatment activities, weather and structural characteristics of pavements. A qualitative 
comparison of BDM and ANN techniques reveals conceptual differences: BDM refers to the 
temporal behavior of pavement deterioration while attempts to forecast the probability of 
deterioration given a set of inputs. On the other hand, the quantitative comparison yields strong 
statistical similarities between the outcomes of the two models, with respect to estimating post-
treatment deterioration timing. 
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Abstract 
Modeling and predicting pavement distress and deterioration has attracted considerable attention 
in the literature. Despite this interest, it has largely ignored the effects of rehabilitation treatments 
on extending service life, an area of obvious importance for both research and practice. In this 
paper, the problem of extending pavement life due to different rehabilitation treatment 
applications is addressed. This is done on the basis of data collected from the Specific Pavement 
Study 5 of the Long Term Pavement Performance Program (LTTP). Bayesian stochastic duration 
models are developed that account for both parameter uncertainty and model specification 
uncertainty. Results indicate that, as expected, traffic and the type of treatment significantly 
affect pavement condition following rehabilitation. Further, the loglogistic functional form 
estimated via the Bayesian Inference describes distress initiation better than existing approaches. 
 
Introduction and Background 
Pavement management systems are extensively used to select maintenance strategies that result 
in the lowest possible project life cycle costs. The core of such systems are pavement 
deterioration models that predict future pavement condition based on present condition and a 
variety of external deterioration factors such as traffic, climatic and environmental parameters. 
Besides being the most important parts of pavement management systems, deterioration models 
are also one of the weak points of such systems. Inaccurate models can make the selection of 
optimal maintenance strategies very difficult. Correctly specified models, on the other hand, will 
help ensure that life-cycle cost analysis will contribute to a system that leads to prudent 
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maintenance policies. As such, estimation of the time at which a pavement condition will fall 
below an acceptable level (failure) provides valuable information for highway agencies and 
management authorities. This estimation can help agencies and authorities to properly plan 
maintenance and rehabilitation activities, estimate budgets, and allocate resources.  
The success of pavement management systems largely depends on the quality of 
deterioration models embedded in their structure. Significant research has concentrated on the 
development of a large array of approaches to model and predict pavement distress and 
deterioration. Despite research in the area of pavement cracking initiation, little work has been 
done on pavement cracking following rehabilitation treatments. This is an area with important 
implications since the results can shed light on the appropriateness of rehabilitation treatments 
and with respect to the factors that affect rehabilitated pavement cracking.  
Estimating the time at which pavement condition drops below an acceptable level is 
another issue that has attracted some research interest.  Paterson and Chesher (1986) developed a 
distress model using condition data from Brazil and applied duration models for the variability in 
failure times. Prozzi and Madanat (2000) incorporated probabilistic duration modeling 
techniques to develop performance models and predict pavement failure times from experimental 
failure data from the AASHO Road Test (1962). A variable rate hazard function (the Weibull 
distribution) was adopted in this study following the work of Patterson and Chesher (1986). 
Loizos and Karlaftis (2005) developed surface distress models for predicting pavement failure 
times based on pavements from 15 European countries. Their results indicated that pavement 
distress is affected by construction, traffic, and climatic factors and that the distress initiation 
process is best described by the lognormal functional form. Wang and Allen (2008), with data 
from Kentucky, investigated the procedures and methods for establishing thresholds and for 
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developing performance prediction models for AC overlays. Christofa and Madanat (2010) 
developed crack initiation models for flexible pavements by combining experimental and field 
data.  
Significant computational advances enable the estimation of formerly very complex and 
computationally cumbersome statistical models which, in general, possess two very attractive 
properties: i. they are based on explicit mechanistic models that stem directly from pavement 
engineering practice. ii. their estimation and subsequent interpretation of results is 
straightforward, transparent, and tractable. The Bayesian inference framework enables the 
estimation of mathematically complex models such as, for example, stochastic duration/hazard 
models. These models have been applied very frequently in transportation research to model a 
wide array of phenomena. But, because of data and developmental complexity, only few 
applications can be found in the area of infrastructure systems and pavement engineering where 
such models can be very useful. 
This paper addresses the question of how different treatments affect pavement life by 
modeling the time elapsed between various rehabilitation strategies and cracking initiation. Data 
from the Long Term Pavement Performance (LTPP) Data Base and the Specific Pavement Study 
5: Rehabilitation of AC pavements (SPS-5) are used for this purpose. A Bayesian framework is 
employed for estimating duration models. This allows us to include in the models prior 
information on parameter values, account for non-linear covariate effects, and extend the 
investigation to random parameter models. It is important to note that the Bayesian methodology 
developed considers both parameter uncertainty (by computing posterior density) and model 
specification uncertainty (by considering three plausible stochastic formulations).  
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The Data 
The LTPP Database 
The data used in this paper were collected as part of the LTPP program established in 1984 as 
one of the key research areas of the Strategic Highway Research Program. It has more than 2,400 
test sections of in-service highways in North America and its general objective is to increase 
pavement life through investigation and research of performance (FHWA, 2009). The LTPP 
program consists of in-service pavement sections classified as General Pavement Studies and 
Specific Pavement Studies. For the nine SPS projects, test sections were constructed and 
monitored or rehabilitated with the scope of investigating five different experimental concepts 
(categories). From the “Pavement Rehabilitation” category, SPS-5 experiment data are used for 
this paper.  
The SPS-5 experiment examines the effectiveness of eight AC rehabilitation techniques 
on existing pavements. Treatment elements include intensity of surface preparation, thickness of 
AC overlay and type of AC overlay mixture (Table 1). The experiment has 18 test sites including 
all four climatic regions (Southern/Western/North Central/North Atlantic) Each test site is 
comprised of eight test sections of 500ft each with each section undergoing a different 
rehabilitation technique and one not-rehabilitated control section. 
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Table 1. Details of different rehabilitation treatments 
Section 
Overlay 
Thickness 
(inches) 
Surface  
Preparation 
    Asphalt 
Overlay Type 
502 2 Minimala Recycledc 
503 5 Minimal Recycled 
504 5 Minimal Virgin 
505 2 Minimal Virgin 
506 2 Intensiveb Virgin 
507 5 Intensive Virgin 
508 5 Intensive Recycled 
509 2 Intensive Recycled 
a  Sections received patching and leveling only for ruts 
greater than 0.5 in; no milling except to remove an open-
graded friction course. 
b  Sections received patching, crack sealing and milling to 
a depth of 1.5 to 2 in. 
c  Recycled asphalt overlay mixture contains 30% of 
recycled material. 
 
Data Collection 
Alligator cracking information for all three severity levels (low/moderate/high) was collected for 
all years of measurements in 16 out of 18 states through manual inspection (see Table A-1 in the 
appendix). Minnesota and Maine had no record of alligator cracking before or after rehabilitation 
at any of their test sections.  
Time (duration) between rehabilitation activities and the initiation of cracking is 
estimated in this paper. This time was estimated from the initial panel data set. When a pavement 
section had not cracked until the end of observation period, that observation was considered as 
right censored (i.e. the time at which that section would crack is not available). For all test 
sections, three categories of explanatory variables were collected: construction and rehabilitation, 
climate and traffic data (Table A-2 in the Appendix offers a list of available variables. Summary 
statistics for these variables appear in Tables 2 and 3).  
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Table 2. Descriptive Statistics 
  Variablesa Unit Mean Std.Dev. Min Max N Missing 
Ti
m
e T_S_REP years 7.45 5.04 0 20 238 0 
AGE years 11 5.44 0 22 238 0 
Cl
im
at
e 
D_AB_32 days 58.66 53.73 0 190 217 21 
D_BEL_0 days 89 67.74 0 243 217 21 
FR_IND ˚C-days 302.78 534.08 0 2442 217 21 
FR_TH days 68.74 44.41 0 173 217 21 
PRECIP Mm 819.26 488.32 27.5 1834.1 217 21 
Tr
af
fi
c 
AADT count 1307.81 1674.37 224 7597 145 93 
ESAL count 638.18 895.85 26 3965 168 70 
a  Variable explanations appear in Table A1 in the Appendix 
Table 3.  Layer Thicknesses 
  Subbase & Basea Asphalt Concreteb Improvementc 
Treatment Mean Std. Dev Mean Std. Dev Mean Std. Dev 
502 17.76(45.11) 11.24(28.55) 7.51(19.08) 2.38(6.05) 2.42(6.15) 0.66(1.68) 
503 17.27(43.87) 7.85(19.94) 10.37(26.34) 2.32(5.89) 5.18(13.16) 0.60(1.52) 
504 16.69(42.39) 7.94(20.17) 10.24(26.01) 2.11(5.36) 5.15(13.08) 0.50(1.27) 
505 16.49(41.88) 8.22(20.88) 7.79(19.79) 2.37(6.02) 2.45(6.22) 0.55(1.40) 
506 15.75(40.00) 6.94(17.63) 7.49(19.02) 2.42(6.15) 3.84(9.75) 0.90(2.29) 
507 19.74(50.14) 13.65(34.67) 10.26(26.06) 2.33(5.92) 6.66(16.92) 0.72(1.83) 
508 17.06(42.33) 8.12(20.62) 10.36(26.31) 2.75(6.99) 6.83(17.35) 0.86(2.18) 
509 16.81(42.70) 8.24(20.93) 7.62(19.35) 2.47(6.27) 4.11(10.44) 0.57(1.45) 
a. Total thickness of base & sub-base layer (in in); numbers in parentheses 
are in cm. 
  b. Total thickness of all asphalt layers after rehabilitation (in in); numbers 
in parentheses are in cm. 
  c. Total thickness of new asphalt layers (in in); numbers in 
parentheses are in cm.       
 
 
Construction and rehabilitation data include pavement age, time since rehabilitation 
treatment, layer thicknesses and indicator variables for different treatments. Pre-rehabilitation 
cracking values, although a potentially important parameter for alligator cracking following 
rehabilitation, were excluded from the analysis because of missing data (there were no 
monitoring records before rehabilitation for five out of 16 states). Climate data collected come 
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from “virtual weather stations” statistics (called such in the LTPP database) and include annual 
temperature and precipitation statistics. As there were no weather measurements after 2006, 
missing values were replaced by average values for each of the variables and for each section 
separately. Missing values for the traffic data, including annual 18-kips equivalent single-axle 
loads and annual average daily number of trucks, were completed using linear extrapolation. 
The Methodology 
Duration Models  
The analysis of time unit failure has been used for many decades in various scientific disciplines 
such as engineering and biometrics. This has been done to estimate life expectancy of equipment 
and the life expectancy after the onset of a disease respectively. More recently, social scientists 
and economists have applied similar sets of techniques to predict strike duration, length of time 
between arrests, unemployment spells and so on. Hensher & Mannering (1994) and Bhat (2000) 
give an in-depth overview of hazard-based duration modeling applications in transportation. 
Washington et al. (2010) discuss methodological, computational and estimation issues in 
duration modeling. 
The basic reasoning behind duration modeling is to examine whether the longer a 
pavement resists cracking the more likely it is that it will crack within the next time period (or a 
specified time period in more general). Conversely it could also be that the longer the pavement 
resists the less likely it is that it will crack in the following time period(s). Let T be a nonnegative 
random variable that represents the time (duration) between construction, last overlay or last 
maintenance and the initiation of surface cracking of flexible and semi-rigid pavements. The 
probability distribution of T can be represented in a number of ways, of which the survival and 
hazard functions are the most useful. The survival function is defined as the probability that T is 
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of length at least t (i.e. time until a pavement section cracks lasts at least t min) and is given by 
(Washington et al. 2003, 2010) 
( ),    0F t P T t t    (1) 
Because F frequently refers to the cumulative distribution function and therefore gives the 
probability in the left rather the right tail, the notation used here suggests that F(t) is a monotone 
left continuous function with F(0)=1 and lim ( ) 0.t F t  The probability density function 
(p.d.f.) of T is 
0
lim
t
P t T t t dF tf t
t dt
�ሺ�ሻ = lim�→∞ ቀ1 + 1�ቁ� (2) 
Also, ( ) ( )
t
F t f s ds  and ( ) 0f t  with 
0
( ) 1f t dt . The hazard function specifies 
the instantaneous failure rate at T = t conditional upon survival to time t and can be defined as 
follows 
0
( | )lim
t
f tP t T t t T th t
t F t
 (3) 
It is important to note that hazard functions are extremely useful in practice. They indicate 
the rate at which cracking is likely to begin after the pavement has lasted (has not cracked) for 
time t. This answers one of the fundamental question tackled by pavement deterioration 
modeling and, for this reason, is more interesting than the survival or the c.d.f. functions. Also, 
from Eq. (3) it can be seen that h t  specifies the distribution of T since 
log ( )d F th t
dt
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by integrating and setting F(0) = 1 
0
( ) exp tF t h u du   
and the p.d.f. of T becomes 
0
exp
tf t h t h u du                                                                                  (4) 
The literature suggests a wide variety of functional forms for the duration distributions 
(for a more detailed description readers can refer to Kalbfleish & Prentice (1980) and Lancaster 
(1994)). Among these are the exponential, the Weibull, the Lognormal, the inverse normal, the 
Loglogistic, the Gamma, the generalized Gamma, the Generalized F, and the Gompertz 
distributions. Previous research using the same data conclusively rejected other functional forms 
in favor of the log-logistic distribution for modeling the observed time from construction or last 
overlay or maintenance until a pavement section cracks (Loizos & Karlaftis, 2006). In this paper 
the analysis follows these findings to achieve both computational consistency and comparability 
of findings. We formulate the Bayesian inference for the log-logistic functional form only. It is 
noted that Bayesian estimation of the very popular Weibull distribution is very straightforward. 
The log-logistic distribution allows for nonmonotonic hazard functions and is often used as an 
approximation of the more computationally cumbersome lognormal distribution. This 
distribution, with parameters  > 0 and P > 0 has the density function, 
      21 1P Pf t P t t         
and hazard function 
10 
 
     11 PPP th t t                             (5) 
Eq. (5) indicates that if P < 1, then the hazard is monotone decreasing in duration. If P = 1, then 
the hazard is monotone decreasing in duration from parameter . If P > 1, then the hazard 
increases in duration from zero to an inflection point, ti = (P-1)1/P/, and decreases toward zero 
thereafter. Finally note that t is the time (from construction or last overlay or maintenance) until 
a pavement section cracks.   is estimated as   0 1 1exp ,  and + +...+ . k kX X x x         
Bayesian Estimation of Duration Models 
Bayesian approaches combine “subjective” prior knowledge or information, with “objective” 
current information (data) through the application of Bayes’ theorem. In this manner meaningful 
“posterior” information can be derived. A cornerstone of Bayesian methods is that useful, 
thoughtful, and/or meaningful ‘subjective’ or ‘prior’ expert information or knowledge can be 
formally accommodated in an analysis. For example, in the linear regression model 
kikii xxy  ...ˆ 110 
 
an analyst may know something about the expected values of some or all of 
the s'  from prior research, from fundamental knowledge, or prior data. It could be that 
  ,~1 N , where ȝ and σ are known. Large values of σ might indicate a high degree of 
uncertainty in the value of ȝ while smaller values may indicate greater confidence. In cases 
where useful information is available, constraints on prior statistical distributions of parameters 
such as distributional shape, parameter values, and upper and lower limits can be incorporated in 
the analysis.  
The Bayesian approach is focused on estimating the entire density of the parameters of 
interest obtained from a combination of the likelihood and the prior. In contrast, classical 
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estimation such as maximum likelihood estimation (MLE) is focused on an “optimal” estimate  
and relies on large sample properties to make inferences about the parameters. The Bayesian 
estimation used in this paper considers the estimation of the regression parameter(s)   and the 
shape parameter P using the Log-Logistic hazard formulation of Eq. (8). Reasonably assuming 
independence across observations, the likelihood function of the observed time t (the time - from 
construction or last overlay or maintenance - until a pavement section cracks) is 
     
1 0
, , , , | , , | , ,
i i
i i i i
d d
l t X f t X S t X         
where 1id  if the pavement section has ‘cracked’, zero otherwise (Congdon, 2001). The first 
component of the likelihood function accounts for the probability contribution from pavement 
sections with cracking, while the second for those without cracking. Substituting the log-logistic 
density function and survivor function to  f  and  S   respectively, we obtain the likelihood 
function for the available sample of pavement sections as  
     11 1, , , ,1 1i P Pi i P Pd ii i i iP tl t X t t                                                            (6) 
where  exp . iX     
 
Empirical Estimation 
In developing the models, we followed the common practice of stepwise selecting the 
independent variables to be included in the final specification (Washington et al. 2010). As a first 
step, we examined the correlation coefficient between all independent variables. Then, we 
created a set of ‘theoretical’ models in which we selected to include all possible combinations of 
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independent variables with correlation coefficients below 0.7. This was done to avoid the 
multicollinearity problem frequently present in statistical models. We then fit the parameters of 
the theoretical models to the actual data, and included in the models those variables where the t-
test (coefficient estimate / standard error) was statistically significant at the 95% level. We 
selected the final – ‘best’ – model as the one with the best fit to the data and the best coverage of 
as many as possible independent variable categories (traffic, climate, construction and 
rehabilitation). We followed this process for both estimation approaches, i.e. MLE and Bayesian. 
 The results of the analysis, presented in Table 4 for both MLE and Bayesian estimation, 
showed that largely the same variables are significant for both models. Traffic and rehabilitation 
treatment variables significantly affect the dependent variable. Following model development, 
work concentrated on the explanation of results to investigate the influence of the independent 
variables on the time between rehabilitation treatment and  alligator cracking initiation. From 
Table 4 it can be seen that the AADT_TR parameter, referring to the annual average daily 
number of trucks, significantly influences the rate at which failure occurs. Specifically, when it 
increases, the duration between rehabilitation and the initiation of alligator cracking decreases, 
suggesting that the pavement is expected to develop cracks at a higher rate. Regarding surface 
preparation (SURF_PR), results show that intensive preparation has a “positive” effect on 
pavement life since it decelerates cracking initiation. Likewise, the parameter that concerns the 
asphalt mix overlay (RECYCL) indicates that virgin asphalt mix overlay decreases failure rates 
following rehabilitation. The results of the analysis show that sections with colder climatic 
conditions are prone to faster development of cracking than sections in warmer conditions (S_N 
variable). Finally, increased thickness of the sub-base and base (TH_SB), and asphalt mix 
overlay (TH_AC), result in increased duration between rehabilitation treatments and initiation of 
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alligator cracking. This is a very important finding from a practical perspective. Despite the 
similarities in the results, it is important to note that the two estimation approaches present some 
differences in the findings. The first is the magnitude of the parameter estimates, while the 
second is the lack of significance of the squared term of truck AADT without the model losing 
its fit to the date. The survival functions estimated by the two models appear in Figure 1, where a 
certain superiority of the fit of the Bayesian function is apparent. Figure 1 also indicates that as 
time since rehabilitation treatments elapses, survival level of pavements decreases, with a sharp 
increase in cracking between 3 and 6 years after rehabilitation. Almost all sections indicate 
alligator cracking 11 years after rehabilitation.  
 
Table 4. Bayesian Parameter Estimates vs. Maximum Likelihood Estimates for Alligator 
Cracking Initiation 
Variables* 
Log-logistic 
(MLE Estimation) 
Log-logistic 
(Bayesian Estimation) 
Coefficient (b) b/std. error Coefficient (b) b/std. error 
CONSTANT 0.779 10.32 1.123 11.31 
SURF_PR 0.085 3.77 0.092 4.12 
RECYCL 0.056 2.41 0.637 3.11 
S_N -0.071 -2.21 -0.059 -1.89 
AADT_TR -0.000 -7.76 -0.007 -5.37 
AADT_TR2 0.4E-07 7.15 - - 
TH_SB 0.014 5.41 0.032 6.27 
TH_AC 0.029 5.04 0.037 7.32 
 
λ 
P 
 
             0.30  
             3.77                       
 
           0.21 
           5.43 
* Dependent variable: Time between rehabilitation treatment and  alligator crack initiation      
   (Number of observations: 126) 
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Figure1. Pavement Surface Distress Survival Functions (MLE and Bayesian Loglogistic) 
 
A finding of importance relates to the shape parameter P; findings suggest statistical 
significance for the parameter estimates between MLE and Bayesian inference. MLE estimation 
(yielding P = 3.77) suggests that the probability of cracking occurring during the next time 
period is high when it has not done so up to - approximately – 6 years. Maximum probability of 
cracking is reached at 4,5 years following construction, last overlay or last maintenance, and then 
becomes low. This is markedly different that the Bayesian estimation results (yielding P = 5.43), 
where the maximum probability of cracking is much higher at 3 years, but decreases rapidly 
following that.  
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Conclusions 
This paper studied the effectiveness of different rehabilitation treatments with respect to 
pavement life using alligator cracking as performance indicator. This was done using data from 
the 2010 online LTPP data base and two hazard based duration models were used to predict the 
time between rehabilitation and the initiation of cracking. The developed models demonstrate 
some advantages over previous research. First, data were obtained from test sections from 16 
different states and therefore include all climatic regions and may more realistically represent 
pavement distress mechanisms and duration patterns. Second, three groups of data were used as 
explanatory variables (construction and rehabilitation, climate and traffic), making the analysis 
more reliable. Third, the work explicitly concentrated on evaluating the effects of different 
rehabilitation strategies on the time from treatment until cracking initiation, a topic where 
surprisingly little research has been done in the past. Fourth, the models developed are not only a 
methodological improvement over previous research, but can be straightforwardly used in 
pavement management software. Combining Equation (5) with the independent variables and 
corresponding parameters of Table 4, engineers can immediately estimate pavement life 
following rehabilitation. 
Each year following rehabilitation increases the propensity to crack by 9.3%. Increased 
thickness of the sub-base and base and asphalt mix overlay, result in increased duration between 
rehabilitation treatment and initiation of alligator cracking. This is a very important finding from 
a practical perspective. From a maintenance and rehabilitation management perspective, it is 
imperative to assess the effectiveness of different rehabilitation treatments and achieve minimal 
project life cycle costs. In this study the parameters that affect alligator cracking initiation for the 
applied treatments were determined and a comparison among the particular treatment elements 
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was explicitly made. The results presented here can be directly used by highway agencies and 
management authorities in selecting suitable maintenance and rehabilitation policies, in 
minimizing lifecycle costs, and in optimizing pavement quality. 
 
Appendix 
 
Table A-1. Climatic Regions & States with SPS-5 test sites (Source: LTPP DataPave Online) 
and classification for the indicator variable Northern/Southern Regions (S_N) 
Region S_N State Code & Name 
Southern 
Southern 
1 Alabama 
12 Florida 
13 Georgia 
28 Mississipipi 
35 New Mexico 
40 Oklahoma 
48 Texas 
Western 
4 Arizona 
6 California 
Northern 
8 Colorado 
30 Montana 
81 Alberta 
North Central 29 Missouri 
83 Manitoba 
North Atlantic 24 Maryland 
34 New Jersey 
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Table A-2. Data & Variables collected 
Construction & Rehabilitation Data 
ST_CD Numerical code for state 
T_S_REP Time since rehabilitation treatment 
AGE Pavement  age 
TH_SUB Total thickness of sub-base layer 
TH_BAS Total thickness of base layer 
TH_SB Total thickness of base & sub-base layer 
TH_AC Total thickness of all asphalt layers following rehabilitation  
TH_IMP Total thickness of the new asphalt layers added 
ED Extent of damage before rehabilitation 
OVER_TH Indicator variable for overlay thickness of rehabilitation treatment (0 if 2-in and 1 if 5-in ) 
SURF_PR Indicator variable for surface preparation of rehabilitation treatment (0 if minimal 
and 1 if intensive) 
RECYCL Indicator variable for asphalt mix of rehabilitation treatment (0 if recycled and 1 if 
virgin) 
Climate Data 
D_AB_32 Number of days per year where daily maximum air temperature is above 32.2 C° 
D_BEL_0 Number of days per year where daily minimum air temperature is below 0 C° 
FR_IND Calculated freezing index for a one year period  
FR_TH 
Number of days in the period when the air temperature goes from less than 0 
degrees Celsius to greater than zero degrees Celsius; assumes minimum daily 
temperature occurs before maximum daily temperature 
PRECIP Total precipitation for a one year period  
S_N Indicator variable for climatic regions (0 if southern climatic region and 1 if 
northern (Table 2)) 
Traffic Data 
ESAL Annual ESALs in thousands in the LTPP lane 
AADT_TR Estimated annual average daily number of trucks in the LTPP lane 
 
 
 
REFERENCES 
AASHTO Road Test, Report 5, Pavement Research, 1962. Special Report 61E, HRB, National 
Research Council, Washington, D.C. 
Bhat, C.R. 2000. Duration Modeling, In Handbook of Transport Modelling, D.A. Hensher and 
K.J. Button (Eds.), Elsevier Science, New York, NY. 
18 
 
Christofa, E.M., and Madanat, S.M. 2010. “Development of pavement crack initiation models by 
combining experimental and field data.” Proc., 89th Transportation Research Board Annual 
Meeting (CD-ROM), National Research Council, Washington, D.C. 
Congdon, P. 2001. Bayesian Statistical Modelling. Wiley, New York. 
Federal Highway Administration (FHWA). 2009. “Long-Term Pavement Performance (LTPP) 
Information Management System: Pavement Performance Database User Reference Guide.” 
FHWA, U.S. DOT.  
Hensher, D.A. & Mannering, F.L. 1994. Hazard-based duration models and their application to 
transport analysis, Transport Reviews, 14(1), 63-82. 
Kalbfleish, J.D. & Prentice, R.L. 1980. The Statistical Analysis of Failure Time Data, Wiley 
Series in Probability and Mathematical Statistics, Wiley and Sons, New York. 
Lancaster, T. 1994. The Econometric Analysis of Transition Data, Econometric Society 
Monographs, Cambridge University Press. 
Loizos, A., and Karlaftis, M.G. 2005. “Pavement crack initiation prediction from in-service 
pavements: A duration model approach.” Transportation Research Record: Journal of the 
Transportation Research Board, No.1940, TRB, National Research Council, Washington, D.C., 
38-42. 
Loizos, A. & Karlaftis, M.G. 2006. Prediction of Pavement Crack Initiation from In-Service 
Pavements: A Duration Model Approach, Transportation Research Record: Journal of the 
Transportation Research Board, 1940, 38-42. 
National Cooperative Highway Research Program (NCHRP). (2004). “Guide for mechanistic-
empirical design of new and rehabilitated pavement structures. Final Report.” Rep. No. NCHRP 
1-37A, Transportation Research Board, Washington, D.C. 
PARIS (Performance Analysis of Road Infrastructure) FINAL REPORT, 1998 RO-96-SC.404, 30 
November. 
Paterson, W.D.O., and Chesher, A.D. (1986). “On predicting pavement surface distress with 
empirical models of failure times.” Transportation Research Board 1095, TRB, National 
Research Council, Washington, D. C., 45-56. 
Prozzi, J.A., and Madanat, S.M. (2000). “Using duration models to analyze experimental 
pavement failure data.”  Transportation Research Record: Journal of the Transportation 
Research Board, No 1699, TRB, National Research Council, Washington, D.C., 87-94 
Tierney, L. & Kadane, J.B. 1986. Accurate approximations for posterior moments and marginal 
densities. Journal of the American Statistical Association, 81, 82-86. 
19 
 
Tierney, L., Kass, R.E., Kadane, J.B. 1989. Fully exponential Laplace approximations to 
expectations and variances of nonpositive functions. Journal of the American Statistical 
Association, 84, 710-716 
Wang, Y., and Allen, D. (2008). “Staged survival models for overlay performance prediction.” 
International Journal of Pavement Engineering, 9(1), 33-44. 
Washington, S., Karlaftis, M.G. & Mannering, F.L. 2003. Statistical and Econometric Methods 
for Transportation Data Analysis. Chapman & Hall/CRC Press, Boca Raton, FL. 
Washington, S., Karlaftis, M.G., and Mannering, F.L. (2010). Statistical and Econometric 
Methods for Transportation Data Analysis. 2nd Edition, Chapman & Hall/CRC Press, Boca 
Raton, FL. 
 
 
 Using the Asphalt Pavement Dynamic Stiffness Modulus  
In Assessing Falling Weight Deflectometer Test Results  
Dr. Atef Badr1, a, Aristides G. Karlaftis2,b 
1
 Associate Professor in Civil Engineering 
Nazarbayev University, Kazahstan  
2ADK Consulting Engineers S.A. 
106 Themistokleous str., 10681 Athens, Greece 
aatefbadr@hotmail.com, bag.karlaftis@ADK.net 
Keywords: Falling Weight Deflectometer (FWD), Dynamic Stiffness Modulus, Asphalt, Pavement, 
Performance Indices. 
 
Abstract. Assessing pavement quality has attracted significant interest in the literature. Despite this 
interest, what has been commonly overlooked in pavement research are cost and time related 
constraints imposed by the various most frequently employed methods. This study develops an 
approach for the rapid assessment of pavement structural quality that can be readily implemented in 
the field and can lead to limiting testing budget. Assessment is based on the Dynamic Stiffness 
Modulus (DSM) that has been recognized as a fairly accurate indicator of pavement quality. Results 
indicate that a DSM value of less than 0.80 indicates poor pavement conditions and a value higher 
than 1.20 indicates good pavement structural conditions. Also, the DSM shows a relatively good 
correlation with the asphalt pavement modulus in flexible pavements and, since the DSM can be 
easily produced in the field during testing, it can also be used to ascertain the amount of FWD testing 
required at each testing section. 
Introduction 
The quality of pavements, along with their maintenance, has been the subject of numerous studies 
because of the interest for both researchers and practitioners [1]. Pavement quality indices have for 
long been used as a tool for rapidly estimating pavement quality through measures such as roughness, 
structural capacity, layer integrity, and so on [2]. Although these indicators should not be used for the 
detailed interpretation of a pavements response, they can be used as good estimators that provide 
useful information [3]. To this end, assessing pavement quality has attracted significant interest in the 
literature. Methodologies commonly employed have ranged from simple backcalculation techniques 
[4], to artificial intelligence [5,6], and higher order statistics [7]. Recently, some researchers used 
non-destructive testing and advanced computer methods for assessing pavement quality; such testing 
methods range from ground penetrating radar for mapping pavement structure to the Falling Weight 
Deflectometer (FWD), commonly used for structurally assessing pavements [8]. Despite this interest, 
what has been commonly overlooked in pavement research are cost and time related constraints 
imposed by the various most frequently employed methods [5]. 
This study develops an approach for the rapid assessment of pavement structural quality that can be 
readily implemented in the field and can lead to limiting testing budget. Assessment will be based on 
the Dynamic Stiffness Modulus (DSM) that has been recognized in both research and practice as a 
straightforward – yet fairly accurate - indicator of pavement quality [9]. We note that previous 
research has use the DSM for pavement subgrade evaluation; in this research we extend this use and 
show that it can additionally be used for ascertaining both pavement quality and the need for overlays. 
In this discussion, it is important to recognize that the ease of obtaining this index makes it possible to 
use it real-time in the field. In this manner, engineers responsible for pavement measurements have a 
clear idea of pavement quality for each section being tested. Furthermore, they can also modify 
 testing needs accordingly (increased number of FWD tests for poor pavement quality or fewer tests 
for higher quality pavement sections). 
Methodology 
Dynamic Stiffness Modulus. As presented by Loizos et al. 2003 [9], the Dynamic Stiffness Modulus 
is derived by dynamic simulation of the Falling Weight Deflectometer test.  The FWD test consists of 
a weight dropped from a specific height on a circular plate. A number of sensors (geophones) 
measure the deflections caused by the drop at the center of the plate and at predefined locations 
(deflection bowl). A simplified representation of the FWD and the theoretical analog applied, are 
shown in Figure 1. 
Figure 1: (a) Principle of FWD Test and (b) Theoretical Analog 
 
Even though the FWD is a purely dynamic method, asit  is the application of the wheel load on the 
pavement, the majority of methods used today for the analysis of measured deflections are based on 
static solutions [10]. Therefore, there is a need to interpret the FWD results through a dynamic 
analysis approach. The fundamental equation that describes the FWD test (Figure 1b), is given below: 
 
MgKuuCuM    (1) 
 
where u is the deformation, u and u are the first and second derivatives of u over time t; K and C are 
the parameters of the spring and dashpot respectively that represent the pavement structure, and Mg 
the falling weight (M denotes the mass and g the acceleration of gravity). 
Considering that the spring and dash-pot constants represent the dynamic impedance of the rigid plate 
under vertical loading, these constants can be related to the characteristics of the pavement structure 
considered. Based on the theory of vertical harmonic oscillation of pavement surface foundations, K 
and C are given by: 
 
K=KST*kv, and C=KST*R/S*cv (2) 
 
where  KST =4G*R/(1-v) the static impedance, R the radius of the plate, G the shear modulus, v the 
poisson ratio, S the shear wave velocity of the pavement structure, and kv, cv frequency dependent 
factors. Through this analysis that is described in detail in [9], the DSM can be expressed as: 
 
max
max
2
**
2
1 FqRk vDSM v  (3) 
 
where Fmax the maximum force applied by the FWD equipment and δmax the maximum deflection 
recorded at the center of the loading plate. 
 Applying average values encountered in practice (v=0.35, ρ=2.0 Mgr/m3), and specific equipment 
parameters for the equipment used during data collection (drop height, plate radius, etc) to the above 
equation, the following expression can be obtained: 
 
max
max*1.3 FDSM   (4) 
 
Both the Fmax and δmax parameters are recorded during testing by the FWD equipment. 
 
Pavement Indices. Following the FWD test, backcalculation of the recorded maximum deflections is 
undertaken in order to calculate the deformation moduli of the various pavement layers. No direct 
closed form solution is currently available. Most of these traditional techniques incorporate iterative 
and/or optimization schemes to produce deflection bowls by varying the material properties, until the 
desired accuracy is achieved [11]. This approach often proves cumbersome and very time consuming, 
particularly if a high number of FWD test points is to be analyzed [5]. 
Another approach for ascertaining pavement quality is through pavement indices or indicators. 
Various indicators have been proposed with the most common being the area index (AREA), the 
surface curvature index (SCI), the base curvature index (BCI) and the base damage index (BDI) 
[2,3,12,13,14]. Applications range from simple pavement quality indication to application in 
Pavement Management Systems (PMS) [15]. 
The following Table summarizes the most commonly used indices and their objectives: 
 
Indicator Equation Unit Objective 
Area 
0
9006003000 22150
d
ddddAREA   mm Characterizes the shape of the deflection basin close to the load 
SCI 3000 ddSCI   μm/mm Characterizes the condition of bound layers 
BCI 900600 ddBCI   μm/mm Characterizes the condition of sub-base or subgrade 
BDI 600300 ddBDI   μm/mm Characterizes the condition of base layers 
Table 1: Common Indicators and their Objective 
 
where d0, d300, d600, d900, d1200, d1500 – measured deformations at the distance of 0, 300, 600, 
900, 1200, 1500 mm from the center of the loading plate 
Data Used 
Data used in this study were derived from FWD tests conducted in 1,791 points along the PATHE 
national motorway in Greece, in order to ascertain maintenance needs for existing pavements. Major 
constraints in this project were to: i. minimize the number of tests conducted (cost minimization), 
and, ii. obtain results in the shortest possible time frame (since time allotted was very short). 
Data provided by the final highway designs and the construction sections were used to estimate 
pavement sections with similar design and construction characteristics. Coring tests were also 
undertaken to measure the thickness of pavement layers for the detailed design. 
From the 1791 FWD measurements, 977 measurements were conducted on semi-flexible pavement 
(cement stabilized base), and 814 measurements on flexible pavement. 
The software ROSY of CARLBRO was used for the back-calculation of the pavement layer moduli 
of elasticity as well as for calculating the overlay requirements and the remaining pavement life. 
Also, along with ROSY that uses the mechanistic-empirical methodology, the empirical AASHTO 
1993 methodology was also applied for calculating overlay needs. 
 Implementation and Results 
Implementation Results. The first step in implementing the methodology is to derive the DSM index 
for each point in the dataset and comparing the results of this approach to the results of the detailed 
design. These results were provided by both the more modern mechanistic-empirical approach as 
well as the empirical AASHTO 1993 methodology. 
From the analysis of the results it can be seen that DSM is a good indicator of pavement structural 
quality, i.e. the need for overlay. Low values for the DSM indicate the need for overlay, while higher 
vales indicate a more structurally sound pavement. A DSM value of less than 0.80 indicates a poor 
pavement that requires overlay, while a DSM value of greater than 1.20 indicates a good quality 
pavement that needs no rehabilitation. The results of the application of the above limits to the 
available dataset are shown in Table 2. 
 
Final Design 
 
DSM 
Flexible Pavement Semi Flexible All Data 
Overlay 
Require
d 
No 
Overlay 
Overlay 
Require
d 
No 
Overlay 
Overlay 
Require
d 
No 
Overlay 
Overlay Required 
(DSM<0.80) 127 18 12 2 139 20 
No Overlay 
(DSM>1.20) 0 669 1 962 1 1631 
Table 2: Classification of Results and DSM Performance 
 
In the overall data set, in 128 cases both DSM and detailed design resulted in the need for overlay and 
in only 3 cases did the final design result in the need for overlay when the DSM did not indicate the 
same. Likewise, in 1394 cases both DSM and detailed design resulted in no need for overlay and in 
only 2 cases did the DSM indicate the need for overlay when not needed. In the case of a perfect fit, 
the greyed-out cells should equal zero. 
From the aforementioned data, the overall error in prediction is 21 cases out of 1791, i.e. 1.17%. The 
highest error was recorded in the flexible pavements, where the DSM classified 18 cases as not 
requiring overlay, while the detailed design indicated such need, leading to an error of 2.21%. 
 
Figure 2 depicts the DSM index as compared to the overlay thickness calculated during the detailed 
design, as well as the limits presented above. 
0.00
0.50
1.00
1.50
2.00
0 50 100 150 200 250
D
yn
a
m
ic
 
St
ifn
e
s
s
 
M
o
du
lu
s 
(G
Pa
)
Overlay Thickness (mm)
Granular Base
Semi-Flexible
No Overlay
Overlay
 
 Figure 2: Results of the DSM approach 
 
Moduli Estimations. Further analysis of the dynamic stiffness modulus shows that for flexible 
pavements DSM correlates relatively well (R2=0.74) with the asphalt pavement modulus calculated 
from the back-analysis during detailed design. 
Also, as shown in Figure 3, the DSM correlated even better with the average pavement modulus (Ep) 
calculated by the AASHTO 1993 methodology. This observation is consistent with what would be 
expected from the application of the theory of elasticity in pavements, considering that DSM is a 
composite (average over depth) modulus [1,4,5]. 
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Figure 3: Correlation between DSM and Asphalt Pavement Modulus 
 
Correlation with other indices. As discussed above, the DSM correlated very well with the modulus 
of the asphalt pavement. This is because the DSM is derived using only the central deflection (d0), 
which is dominated by the parameters of the asphalt layer. 
Therefore, it is expected that the DSM will be highly correlated with the SCI index that indicates the 
condition of the bound layers, as shown in Figure 5. 
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 Figure 4: Correlation between DSM and SCI factor 
 
Despite the DSM being dominated by the condition of the asphalt layers, it also correlates rather well 
with the AREA index as well (Figure 5).  
R2 = 0.8617
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Figure 5: Correlation between DSM and AREA factor 
Conclusions 
This study applied the Dynamic Stiffness Modulus on a number of FWD tests to establish the 
potential of the DSM as a pavement structural capacity indicator. Some key findings and conclusions 
are:  Pavement indices are frequently used for the assessment of pavement quality. As such, the 
DSM is easily calculated in the field and can provide quick and reliable insights regarding 
pavement structural capacity,  Contrary to other indices that are mostly empirical, DSM has a sound theoretical basis and 
can best incorporate the dynamic attributes of the FWD test,  For overall structural evaluation, a DSM value of less than 0.80 indicates poor pavement 
conditions and a value higher than 1.20 indicates good pavement structural conditions,  DSM shows a relatively good correlation with the asphalt pavement modulus in flexible 
pavements. This observation makes the Dynamic Stiffness Modulus a good candidate for use 
as seed modulus for the asphalt layer in backcalculation techniques. This observation should 
be further researched for the Light Weight Deflectometer (LWD) where it could provide a 
first estimate of the asphalt modulus.   Since the DSM can be easily produced in the field during testing, it can also be used to 
ascertain the amount of FWD testing required at each testing section, i.e. the initial testing 
program can lightened if DSM values are high enough in a section, or on the other hand 
measurements should be increased if DSM is low.  Future implementation of the DSM may include Pavement Management Systems, where it 
can be used as an indicator to prioritize routine preventive maintenance and establish 
rehabilitation needs. 
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Predicting Asphalt Pavement Crack Initiation Following Rehabilitation Treatments  
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Abstract 
Prolongation of the service life of pavements requires efficient prediction of the performance 
of their structural condition and particularly the occurrence and propagation of cracking of the 
asphalt layer. Although pavement performance prediction has been extensively investigated in 
the past, models for predicting the cracking probability and for quantifying impacts of 
associated explanatory factors following pavement treatment, have not been adequately 
investigated in the past. In this paper the probability of alligator crack initiation following 
pavement treatments is modeled with the use of genetically optimized Neural Networks, The 
proposed methodological approach represents the actual (observed) relationships between of 
probability of crack initiation and the various design, traffic and weather factors as well as the 
different rehabilitation strategies. Data from the Long Term Pavement Performance (LTPP) 
Data Base and the Specific Pavement Study 5 (SPS-5) are used for model development. 
Results indicate that the proposed approach results in accurately predicting the probability of 
crack initiation following treatment; furthermore it provided information on the relationship 
between external factors and cracking probability that can help pavement managers in 
developing appropriate rehabilitation strategies. 
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1. Introduction 
Monitoring and maintaining pavements in a serviceable condition, throughout the lifetime of 
a highway system, is the cornerstone of pavement management systems (PMS). To enhance 
the performance of PMS, successful prediction of pavement performance and particularly of 
the occurrence and propagation of cracking, is of primary importance. Indeed, the way in 
which future serviceability is affected by material deterioration and wear factors, in addition 
to improvements resulting from pavement treatments, are critical to the effectiveness of a 
Pavement Management System (PMS) (Roberts and Attoh-Okine 1998, Anwaar et al. 2013). 
Repeated traffic loads lead to the formation of pavement deterioration patterns consisting of 
many-sided, sharp-angled pieces, known as alligator cracking. Once initiated, cracking 
rapidly propagates both in severity and extent, allowing water to penetrate the pavement, 
weakening the unbound layers and consequently accelerating the rate of pavement 
deterioration (Owusu-Ababio, 1998). Predicting when and in what form patterns will 
probably occur is also important for determining optimal pavement maintenance strategies. 
Literature on pavement cracking prediction is extensive, with different methodologies 
applied for that purpose, such as linear regression, survival analysis and advanced 
computational intelligence approaches (Wang et al. 2005, Ker et al. 2008, Ceylan et al. 2011, 
Mariani et al. 2012). Regression techniques have been found inefficient for accurately 
predicting crack performance in the presence of the multitude of contributory factors, material 
nonlinearity, and uncertainty involved in the cracking process (Haider and Karim 2009). 
Artificial Neural Networks (ANN) have been systematically used in pavement management: 
Bosurgi and Trifiro (2005) reviewed research on ANNs applications in pavement 
management and identified areas such as condition assessment, deterioration modeling and 
performance prediction, project and intervention selection, prioritization, optimization and 
accident prediction. Owusu-Ababio (1998) investigated several ANN model architectures for 
predicting flexible pavement cracking. Lou et al. (2001) developed a back-propagation neural 
network (BPNN) model to forecast the short-term time variation of cracking initiation for 
Florida’s highway network; the BPNN model results were compared to those of a commonly 
used autoregressive model and the BPNN model was seen to be certainly more accurate than 
the autoregressive model. Ceylan (2013) applied ANN, attempting to increase accuracy in 
pavement back-calculation results and Sun and Hadson (2005) proposed an ANN based 
probabilistic framework for pavement fatigue cracking prediction for characterizing damage 
distribution under mixed traffic loading. Haider and Karim (2009) compared the ability of 
ANN and recurrent Markov chains to model crack performance, using the Florida Department 
of Transportation's pavement condition data. Bianchini and Bandini (2010) implemented 
neuro-fuzzy models to the change in the pavement serviceability related to the traffic 
increment based on the current conditions of the structure and considering the climatic or 
environmental factors.  
Despite this interest, potential models for prediction of the cracking probability and 
quantification of the impact of associated explanatory factors have not been adequately 
investigated in the past. For example, even the recent FHWA report “Impact of Design 
Features on Pavement Response and Performance in Rehabilitated Flexible and Rigid 
Pavements” (FHWA, 2011) only offers a cross-classification approach for identifying 
appropriate treatments to pavements but does not attempt to predict the impact of these 
treatments or pavement design parameters to cracking. Furthermore, work on rehabilitation 
strategies has focused resource allocation schemes and prioritization issues, while it has 
relatively disregarded the importance of evaluating rehabilitation strategies on the grounds of 
pavement serviceability (Bosurgi and Trifiro 2005). In addition, research based on ANN has 
rarely used the explanatory abilities of this method; this has significant implications on the 
usefulness of proposed models as a managerial tool, despite their well-documented usefulness 
in research. The traditional lack of explanatory power in ANN significantly hinders their use 
as tools to explain relationships between cracking and various external factors; therefore, this 
affects the ability of pavement managers to develop informed rehabilitation strategies. 
In this paper the problem of modeling the risk of alligator crack initiation is treated 
using genetically optimized Neural Network models focusing on the influence of different 
rehabilitation strategies. The proposed methodological approach targets on transparently 
representing the observed relationships between risk of crack initiation and the various 
design, traffic and weather factors as well as the different rehabilitation strategies, using 
influence measures, tailor-made for ANN. Data from the Long Term Pavement Performance 
(LTPP) Data Base and the Specific Pavement Study 5: Rehabilitation of AC pavements (SPS-
5) are used. The remainder of the paper is structured as follows: Section 2 outlines the ANN 
scheme used in this work for developing crack predictions models. Data used are presented in 
Section 3 and model results are offered and discussed in Section 4. Section 5 contains the 
conclusions of the paper. 
2. Neural Network Pavement Performance Prediction Scheme 
Multilayer Feed-forward Perceptrons (MLPs) has been proven to be efficient in 
treating transportation problems (Karlaftis and Vlahogianni 2011). MLP can be considered as 
a generalization of single-layer Perceptrons. The existence of a hidden layer consisting of a 
set of processing units is responsible for introducing non-linearity to the network (Principe et 
al. 2000).  
A MLP with one hidden layer and a logistic output activation function provides an 
output value py  of the p-th data example of the form (Principe et al. 1999): 
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s w h    (2) 
where kjw  is the connection weight between the kth neuron in the hidden layer and the jth 
neuron in the output layer and j is the bias term. The term kh presents the output of the 
hidden neuron and is given by: 
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  , with k ik i iis w x   , where ikw  is the 
connection weight between the kth neuron in the hidden layer and the ith input variable. i is 
the bias term. The output of the MLP for a discrete choice model can be described by:  
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where probability ip  is the weighted average of the logsigmoid function for neurons bounded 
between 0 and 1.  
Equation 1 is equivalent to a logistic regression model which can be considered as a 
special case of a neural network regression for binary choice, since the logistic regression 
represents a neural network with one hidden neuron (Vlahogianni et al. 2012). The difference 
is in the existence of the hidden layer; the nonlinearity induced in the hidden layer - the output 
kh  is usually a nonlinear function of the input patterns - provides the NN model with 
enhanced flexibility compared to Logit models. Although neural networks may result to more 
flexible and robust models when compared to similar statistical structures, they may not be 
considered as a stand-alone modeling choice, as they require statistics to increase their 
transparency and explanatory power (Karlaftis & Vlahogianni 2011).  
2.1 Optimization Issues in Back-propagation MLP - Genetic Algorithms 
The concern in modelling Multilayer Perceptrons is the specification of their optimal structure 
with respect to the number of hidden units and the learning rule followed. In a more thorough 
view of optimizing these two and especially the back-propagation procedure, one can trace 
three basic factors: the number of hidden units m, the learning rate η and the momentum α, 
which are not automatically adjusted but have to be estimated by the practitioner. A common 
approach is to use a trial-and-error procedure in order to discover an optimal value of the 
three variable parameters. However, some “rules of thumb” can be applied for determining 
the optimal value of the above parameters (Principe et al., 2000), but these are not necessarily 
successful due to the vast dimensions of the solution space. Searching for a near-optimal 
neural network structure requires the coordinated optimization of the network with respect to 
structural and learning issues along with a meta-optimization effort in a more detailed level 
(calibration of learning parameters) (Vlahogianni et al. 2005). 
 
Most traditional optimization approaches such as the calculus-based, the enumerative 
and the random methods are either local-based search methods (this means that they could 
provide a local optimum) or suffer from problems such as the dimensionality curse (because 
of the large solution space that had to be searched) and they cannot be considered as robust 
(Goldberg 1989). Such obstacles may be overcome using Genetic Algorithms (GAs). GAs are 
stochastic search algorithms which act on a population of possible solutions and are based on 
three operators: selection, crossover and mutation. In the beginning, there is a random 
population of potential solutions A encoded as chromosomes. Each chromosome consists of 
genes: A=α1α2α3...αL. During selection, a chromosome from the current generation’s 
population is chosen for inclusion in the next generation’s population. Selection does not 
introduce new chromosomes but re-estimates the population’s chromosomes, increasing the 
number of fitter ones and decreasing the number of less fitter ones. The basic concept GA is 
to promote fittest chromosomes, allowing them to pass on their genes to the next generation. 
The theoretical basis of the operations taken place in a genetic algorithm is related to 
the Schema Theorem (Winter et al. 1996). In brief, each schema H are templates containing 
population A(t) of chromosomes Aj (j=1,2,…,n). It possesses two distinct characteristics: (a) 
order o(H), which is the position of the number of fixed chromosome positions present in the 
template, and (b) length δ(H) which is the distance between the first and the last chromosome 
position. At a given generation t, if  m is the number of examples of a specific schema H 
within a population A(t), then the chromosomes Aj are been selected from the next generation 
(t+1) with the probability:  i i jp f f  . The schema grows as the ratio of its average 
fitness to the average fitness of the population: 
 
( )( , 1) ( , ) f Hm H t m H t f   (5) 
where, jf f n  the average fitness of the entire population. Crossover effects are 
expressed by the following: 
 ( ) ( ) ( )1 ( , 1) ( , ) 1
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where, ps is the survival probability under crossover, pc is the probability of the particular 
mate, l is the length of the chromosome. Adding the effect of mutation, the expression that 
explains the number of copies transferred to the next generation is: 
 
( ) ( )( , 1) ( , ) 1 ( )
1c m
f H H
m H t m H t p o H p
lf
        (7) 
where, pm is the probability of random alteration of a single position in the schema H. 
2.2 Neural Network Input Influence Measure for Explanatory Power 
The lack of a mechanism for explicitly describing the learned relationship between the input 
and output space is the main reason why Neural Networks are considered as “black-boxes”. 
The explanatory power of a model is related to its ability as a decision-making tool (Karlaftis 
and Vlahogianni 2011); intuitively, any decision should be based on a solid understanding of 
the mechanism by which different factors interact and influence crack initiation. 
Revealing the learned relationships in Neural Network models is a problem that may 
be treated from different methodological angles. Two basic approaches may be found in 
literature; the general approach, which provide an estimate for each variable’s influence on 
the overall behavior of the network and, the specific approach, which estimate each variable’s 
influence on the network’s output for a particular instance of an input vector (Zobel and Cook 
2011). 
A very popular variable significance measure is the variability of the output to 
changes in a specific input, which is achieved by adding a random value of a known variance 
to each sample and computing the output, while keeping the rest of inputs to their mean value. 
The sensitivity for input k is expressed as (Principe et al. 2000): 
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where ipy  is the ith output obtained with the fixed weights for the pth riding input pattern – a 
vector of riding parameters, o is the number of outputs, P is the number of patterns, and 2  is 
the variance of the input perturbation. In general, inputs that have large sensitivity are more 
crucial in the modeling. 
3. Dataset 
The data used in this paper were collected as part of the US Long-Term Pavement 
Performance (LTPP) program; LTPP is a 20-year study of in-service pavements across North 
America established under the Strategic Highway Research Program and is now managed by 
the Federal Highway Administration. The study targets to reveal various design, material, 
traffic and weather factors and rehabilitation approaches that may lead to the extension the 
life of highway pavements (FHWA 2011). LTPP involves more than 2,400 test sections. In-
service pavement sections are classified as General Pavement Studies (GPS) and Specific 
Pavement Studies (SPS). For the nine SPS projects, test sections were constructed and 
monitored or rehabilitated with the scope of investigating five different experimental concepts 
(categories).  
From the “Pavement Rehabilitation” category, SPS-5 experiment data are used for 
this paper. The SPS-5 experiment examines the effectiveness of eight asphalt concrete (AC) 
rehabilitation techniques on existing flexible pavements. Treatment elements include intensity 
of surface preparation, thickness of AC overlay and type of AC overlay mixture. The 
experiment has 18 test sites; each test site is comprised of eight test sections at 500ft each, 
with each section undergoing a different rehabilitation technique and one not-rehabilitated 
control section. Sections differ in terms of the AC overlay thickness (2 in or 5 in), surface 
preparation (minimal or intensive), and AC overlay type (recycled or virgin); for more details 
see FHWA (2011) and Badr and Karlaftis (2013).  
A preliminary statistical evaluation of performance of different rehabilitation 
strategies for flexible pavements, based on a cross-classification approach, has been 
undertaken by FHWA (FHWA 2011). This provided insights on the relationship between 
pavement treatments and cracking initiation time, under different traffic and weather 
conditions.  In general, three categories of explanatory variables are available: construction 
and rehabilitation, climate and traffic data. The construction and rehabilitation data include 
pavement age, time since rehabilitation treatment, layer thicknesses and indicator variables 
for different treatments.  
Pre-rehabilitation cracking values (extent of damage), although considered a 
potentially important parameter for fatigue cracking following rehabilitation, were excluded 
from the analysis due to missing data (there were no monitoring records before rehabilitation 
for five out of 16 states). While lagged variables (such as pre-habilitation cracking 
information) may have been introduced in the model, the fact some data was not available, 
could result into misleading model outcomes. Indeed, despite the fact that NN regression can 
theoretically address missing values, the derived model would behave as a “black-box”. 
Alternatively, as part of future work, separate models may be developed for the cases of 
existing pre-habilitation cracking information. Climate data collected come from “virtual 
weather stations” statistics (so called in the LTPP database) and include annual temperature 
and precipitation statistics; as there were no weather measurements after 2006, missing values 
were replaced by average values for each of the variables and for each section separately. 
Missing values for the traffic data, including annual 18-kips equivalent single-axle loads and 
annual average daily number of trucks, were completed using linear extrapolation.  
4. MLP Application and Results 
Multi-layer Perceptron (MLP) models are developed in order to predict the probability of 
cracking initiation following different rehabilitation treatments on the basis of an aggregate 
(overall) and a treatment-specific analysis. The models use as input the available explanatory 
variables (described in Table 1) in order to predict the probability of cracking. For this, an 
indicator variable was created; pavements with any degree of fatigue cracking took on the 
value of 1, while pavements with no cracking the value of 0. Missing data are treated using 
the following strategy: when more than two years of observations are missing and the next 
record was the first with a non-zero cracking value (for the particular test section), the 
assumption is made that it cracked at the mid-point of the missing observations. 
MLPs are trained using a total of 1904 paradigms collected from the 18 test sites with 
8 different test sections each. Of these paradigms 60% are used for training (1143), 15% as 
cross validation (286), i.e. for the control of the training process to avoid ‘overtraining’, and 
25% as testing set (476). The test set was not presented during training and are used as an out 
of sample, independent set to assess the ANN’s capability to generalize. Neural Network 
structural, learning and GA optimization specifications are seen in Table 2. 
The strategy followed to select the proper set of input variables and come up with the 
optimum structural and learning parameters evolved in two stages: in the first stage, the MLP 
was trained using GAs for optimizing the input space and selecting the most critical input 
variables. The optimization ended when it converged to the minimum mean square error for 
the cross validation set. Figure 1 shows the best and average fitness with regard to the mean 
square error (MSE) of approximation per generation. The consequent sensitivity analysis 
results depicted in Figure 2, show that the most critical input variables as revealed by the GA 
optimization are the climatic condition (S_N), the material type (RECYCL), the surface 
preparation of rehabilitation treatment (SURF_PREP), the total thickness of all AC layers 
following rehabilitation (AC), the overlay thickness of rehabilitation treatment (OVER_TH), 
the years since the application of the rehabilitation treatment (T_S_REH) and the cumulative 
ESAL (CESAL). 
In the second stage of the analysis, a new Neural Network is developed using as 
inputs the 7 inputs resulted from the first stage of optimization. In the specific stage, GAs are 
only used for the optimization of learning parameters and the number of hidden neurons. The 
categorization results in the test set (out of sample data) are seen in Table 3. Figure 3 shows 
the average MSE with standard deviation boundaries for the training and cross validation sets. 
The above set of results shows that the network has been trained well and exhibits very good 
discrimination power. The trained network is capable of predicting the likelihood of crack 
initiation with acceptable level of accuracy, while using a reduced input dataset.  
In Figures 4a-4d, the notation “1” in the legend corresponds to cracking probability 
p>0.5 (cracking initiated), while “0” denotes initiation probability p<0.5 (no cracking 
present). As shown in Figures 4a and 4b, intensive surface preparation before rehabilitation 
leads to lower probability of cracking initiation, while using Recycled Asphalt Pavement 
(RAP) instead of virgin material leads to shorter life time from rehabilitation to alligator 
cracking initiation. These results coincide with observations made in recent research (Labi et 
al., 2007; FHWA, 2011) and show that the ANN can correctly capture the underlying 
relationships between these factors and the probability of cracking. As expected, higher 
overlay thickness tends extend pavement life until cracking initiation (Figure 4c), while 
climate conditions influence cracking initiation times, with colder climatic condition leading 
to faster development of cracking (Figure 4d), probably due to higher temperature variances 
and precipitation. 
Findings suggest that the interpretation of the data is not straightforward since the 
same pavement structure (asphalt and base thickness with same rehabilitation technique) may 
crack under lower cumulative ESAL. This may be the result of time (more years have elapsed 
since rehabilitation and environmental factors are of increased importance), and may lead to 
complex and possibly non-linear relationships between input factors and probability of 
cracking. Increased complexity and non-linearity could be the reason that ANN can provide 
more accurate results, since they can straightforwardly map highly non-linear associations.   
The above results, combined with the findings from the sensitivity analysis, can be 
used by pavement managers to prepare strategies for pavement rehabilitation. For example, 
low cracking risk strategies should involve virgin material, rigorous surface preparation and 
higher overlay thickness, since these are the factors with the highest influence. Lower 
rehabilitation cost solutions involving minimum surface preparation and lower overlay 
thickness can lead to significantly shorter time for cracking initiation (higher probability of 
cracking), as shown in Figure 5, derived from the test data in New Jersey and Alabama. More 
detailed information on each strategy can be obtained by directly applying the proposed 
neural network model. 
5. Conclusions 
This paper presented a new approach for predicting asphalt pavement cracking 
initiation following treatment, a topic rarely addressed in past research on pavement 
rehabilitation.  The new approach not only predicts the probability of initiation of cracks 
following rehabilitation but also provides vital information about the appropriateness of 
rehabilitation treatments as well as identifying the factors that affect the performance of the 
rehabilitated pavement cracking. The model resulted in accurately predicting the risk of crack 
initiation following rehabilitation; as well as providing information on the relationship 
between external factors and cracking probability that can help pavement managers in 
developing appropriate rehabilitation strategies. Future work will focus on the development of 
separate models for the cases of existing lagged data (pre-rehabilitation cracking values) 
could provide even more efficient model predictions. 
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Table 1: Description of available variables. 
Variable Name Abbreviation Variable Description [Units] 
Construction & Rehabilitation Data 
Time since Treatment  T_S_RP Time since the application of the rehabilitation treatment [years] 
Age  AGE Age of the pavement (since construction) [years] 
Sub-base & Base  SB Total thickness of base & sub-base layer [inches] 
AC  AC Total thickness of all AC layers following rehabilitation [inches] 
New AC  OVER_TH Total thickness of the new AC layers added [inches] 
Extent of Damage  DAM_EXT Fatigue cracking extent of damage before rehabilitation 
AC Overlay Thickness  OVER_TH Indicator variable for overlay thickness of rehabilitation treatment (0 if 2-in 
and 1 if 5-in ) 
Surface Preparation  SURF_PR Indicator variable for surface preparation of rehabilitation treatment (0 if 
minimal and 1 if intensive) 
AC Overlay Type  RECYCL Indicator variable for asphalt mix of rehabilitation treatment (0 if recycled 
and 1 if virgin) 
Climate Data 
Pavement location S_N Whether the pavement is located in the North or South 
Days above 32 CD_A_32 Number of days per year where daily maximum air temperature is above 32.2 degrees Celsius [days] 
Days below 0  CD_B_0 Number of days per year where daily minimum air temperature is below 0 degrees Celsius [days] 
Freeze Index  CFR_IND Calculated freezing index for a one year period [Celsius-days] 
Freeze-Thaw  CFR_TH 
Number of days in the period when the air temperature goes from less than 0 
degrees Celsius to greater than 0 degrees Celsius; assumes minimum daily 
temperature occurs before maximum daily temperature [days] 
Precipitation  CPREC Total precipitation for a one year period [mm] 
Traffic Data 
ESAL  CESAL Annual ESALs in the LTPP lane [in thousands] 
AADT Truck  AADT_T Estimated annual average daily number of trucks in the LTPP lane 
 
  
Table 2: Model structural, learning and optimization specifications. 
Parameter Value 
Input Space GA optimized 
Output Space 0/1 (logistic) 
Hidden Layers 1 
Activation Function tanh 
Train Stopping Cross-validation (Early Stopping) 
Max Number of Epochs 10,000 
Error Criterion Mean Square Error (MSE) 
Learning  Back-propagation 
GA Optimization Input space, Step size η and momentum α, Number of hidden units 
GA specifications 
Population = 50, Generation = 50 
Selection: tournament 
Fitness function: minimization of MSE (cross validation set) 
  
Table 3: Model results for the test set with regard 
Output / Desired No Cracking Cracking 
No Cracking 249 21 
Cracking 24 182 
Performance   
Mean Square Error 0.087 0.086 
Mean Absolute Error 0.204 0.211 
Percept Correct (%) 91.20 89.66 
  
 Figure 1: Best and average fitness with regard to the mean square error (MSE) of 
approximation per generation. 
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Figure 2: Sensitivity to alligator cracking changes from changes in the input variables. 
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Figure 2: Comparison of Cracking Initiation depending on (a) Surface Preparation, (b) 
virgin asphalt vs, Recycled, (c) Overlay Thickness, and (d) Climatic Conditions 
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 Figure 3: Low cracking probability strategy (Intensive preparation, Virgin material, 
Higher overlay thickness) versus lower cost strategy (Minimal preparation, Virgin 
Material, Low overlay thickness) 
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Abstract: In periods of scarce resources, efficient pavement preservation is challenging, as 
authorities have to ensure pavement serviceability and road safety, under tight budget 
constraints. Efficient prediction of pavement deterioration is critical for proper decision 
making with respect to pavement maintenance and rehabilitation activities. Cracking in 
particular is among those pavement failures, whose repair is of outmost important for 
ensuring highway safety and serviceability. As such, different models have been introduced 
in the literature, attempting to model and predict asphalt pavement cracking. 
This paper focuses on comparing the performance of an econometric (Bayesian Stochastic 
Duration Model - BSD) and a computational intelligence model (Neural Network - NN) in 
forecasting cracking probability of asphalt pavements. Both models have been developed 
using the LTTP dataset and consider various pavement parameters, along with the effect of 
treatments. A qualitative comparison showed that the NN model involves more explanatory 
parameters compared to the BSD model; however common explanatory variables offer 
similar insights among models. Subsequently, distributions of cracking probability for the 
two modes were compared using a non-parametric statistical test. Quantitative results 
revealed that in cases of most treatments, probabilities follow the same distribution with 
respect to time. 
 
 
1.  Introduction 
 
Pavement management has been a topic of wide interest both for academics and professionals 
for at least two decades. Indeed, in periods of scarce resources, efficient pavement 
preservation is challenging, as authorities have to ensure pavement serviceability and road 
safety, under tight budget constraints. As such, pavement management aims at supporting 
decisions towards effective maintenance and rehabilitation of pavements, given their 
operational environment and constraints. Prediction of deterioration in particular has been a 
major process of pavement management: agencies need to know future conditions and 
serviceability of pavements in order to program maintenance and rehabilitation activities and 
allocate required resources for that purpose. This implies that accuracy and robustness in 
prediction are critical for successful pavement management; agencies should have good 
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quality information on future pavement deterioration for making appropriate preservation 
decisions. Pavement cracking has been a form of deterioration, which may considerably 
affect the structural integrity and serviceability of a pavement. As such, the literature has 
exhibited different models for modeling and cracking prediction of asphalt pavements. 
Recent, relevant work has focused on three modeling approaches for describing pavement 
deterioration: regression [1], survival analysis [2];[3]; [4]; [5] and computational intelligence  
[6]; [7].  
 
Despite the extent of published work, little focus has been given on comparing the 
performance of different crack prediction models, for a number of reasons, such as the use of 
different datasets for model development, variables used, and methodological inconsistencies 
between different modeling approaches. Only Young et al in [6] have attempted to compare 
artificial neural networks and recurrent Markov chains for modeling pavement cracking.  In 
this context, we seek to compare crack prediction models developed by [5] and [7] for that 
purpose. The first model applies survival analysis principles for predicting time since 
pavement cracking, while the second model exploits artificial neural networks (ANN) for 
classifying cracking based on various explanatory parameters. Both models have been 
developed using the same dataset: data from the Long Term Pavement Performance (LTPP) 
Data Base and the Specific Pavement Study 5: Rehabilitation of AC pavements (SPS-5) are 
used for developing both models. The remainder of the paper is structured as follows: section 
2 describes the dataset used for model development and comparison. Sections 3 and 4 outline 
the theoretical background and empirical estimation findings of the models under 
comparison. The comparison methodology and results are presented in detail in section 5. 
Conclusions are summarized in section 6.  
 
2. Data 
 
The dataset used for developing both models under comparison was collected as part of the 
LTPP program, which was established in 1984. Its objectives are to conduct research towards 
enhancing pavement life and serviceability [8]. More than 2,400 test sections of operating 
highways in the USA are investigated as part of the program; LTPP projects are classified as 
General Pavement Studies and Specific Pavement Studies (SPS). For the nine SPS projects, 
test sections have been constructed and monitored or rehabilitated with the scope of 
investigating five different experimental concepts (categories). From the “Pavement 
Rehabilitation” category, SPS-5 experiment data are used for this paper. The SPS-5 
experiment investigates the impact of eight rehabilitation treatments on existing pavements. 
These include intensity of surface preparation, thickness of AC overlay and type of AC 
overlay mixture. The experiment is conducted in 18 test sites, covering all four climatic 
regions of the US (Southern/Western/North Central/North Atlantic). Each test site consists of 
eight test sections of 500ft each with each section undergoing a different rehabilitation 
treatment and one not-rehabilitated control section, as seen below in Table 1. 
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Table 1. Details of different treatments 
Section / 
Treatment ID 
Overlay Thickness 
(inches) 
Surface  
Preparation 
    Asphalt 
Overlay Type 
502 2 Minimala Recycledc 
503 5 Minimal Recycled 
504 5 Minimal Virgin 
505 2 Minimal Virgin 
506 2 Intensiveb Virgin 
507 5 Intensive Virgin 
508 5 Intensive Recycled 
509 2 Intensive Recycled 
a  Sections received patching and leveling only for ruts greater than 0.5 in; no milling except 
to remove an open-graded friction course. 
b  Sections received patching, crack sealing and milling to a depth of 1.5 to 2 in. 
c  Recycled asphalt overlay mixture contains 30% of recycled material. 
 
In general, three categories of explanatory variables are available in the dataset: construction 
and rehabilitation, climate and traffic data. Construction and rehabilitation data include 
pavement age, time since treatment, layer thicknesses and indicator variables for different 
treatments. Pre-rehabilitation cracking values, although a potentially important parameter for 
alligator cracking following rehabilitation, were excluded from the analysis because of 
missing data (there were no monitoring records before rehabilitation for five out of 16 states). 
Climate data collected come from “virtual weather stations” statistics (called such in the 
LTPP database) and include annual temperature and precipitation statistics. As there were no 
weather measurements after 2006, missing values were replaced by average values for each 
of the variables and for each section separately. Missing values in the series (i.e. ESAL, 
AADT, etc), were completed using linear extrapolation. Explanatory variables considered in 
any (or both) models under comparison are summarized in Table 2: 
 
Table 2. Explanatory Variables for the two models 
Variable Name Abbreviation Variable Description [Units] 
Construction & Rehabilitation Data 
Time since Treatment  T_S_RP 
Time since the application of the rehabilitation treatment 
[years] 
Age  AGE Age of the pavement (since construction) [years] 
Sub-base & Base  SB Total thickness of base & sub-base layer [inches] 
AC  AC 
Total thickness of all AC layers following rehabilitation 
[inches] 
New AC  OVER_TH Total thickness of the new AC layers added [inches] 
Extent of Damage  DAM_EXT Fatigue cracking extent of damage before rehabilitation 
AC Overlay Thickness  OVER_TH Indicator variable for overlay thickness of rehabilitation treatment (0 if 2-in and 1 if 5-in ) 
Surface Preparation  SURF_PR Indicator variable for surface preparation of rehabilitation treatment (0 if minimal and 1 if intensive) 
AC Overlay Type  RECYCL Indicator variable for asphalt mix of rehabilitation treatment (0 if recycled and 1 if virgin) 
Climate Data 
Pavement location S_N Whether the pavement is located in the North or South 
Days above 32 D_A_32, Number of days per year where daily maximum air 
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CD_A_32 temperature is above 32.2 degrees Celsius [days] and 
cumulative values* 
Days below 0  D_B_0, CD_B_0 
Number of days per year where daily minimum air 
temperature is below 0 degrees Celsius [days] and cumulative 
values* 
Freeze Index  FR_IND, CFR_IND 
Calculated freezing index for a one year period [Celsius-days] 
and cumulative values* 
Freeze-Thaw  FR_TH, CFR_TH 
Number of days in the period when the air temperature goes 
from less than 0 degrees Celsius to greater than 0 degrees 
Celsius; assumes minimum daily temperature occurs before 
maximum daily temperature [days] and cumulative values* 
Precipitation  PREC, CPREC Total precipitation for a one year period [mm] and cumulative 
values* 
Traffic Data 
ESAL, CESAL ESAL, CESAL Annual ESALs in the LTPP lane [in thousands] and 
cumulative values* 
AADT Truck AADT_T, CAADT_T 
Estimated annual average daily number of trucks in the LTPP 
lane and cumulative values* 
*Explanatory variables which correspond to the cumulative value of factors per year since a treatment was applied (denoted 
with a “C” in the beginning of their name) 
 
It is also noted that for the development of the duration model by [5], cracking data was 
available for three severity levels (low/moderate/high) through visual inspection for most 
LTPP sections, while time between treatment and cracking initiation was derived by available 
panel data in the LTPP database. It is noted that, in cases of not cracked pavement sections 
until the end of the observation period (of 11 years), related duration data were considered 
right censored. 
 
3. Bayesian Stochastic Duration Model 
 
A stochastic duration model (BSD) was developed by [5] for modeling time until cracking 
initiation of asphalt pavements; model parameters were estimated using a Bayesian 
framework for that purpose. 
 
Hazard based duration models are widely used for analyzing time unit failure; in the present 
case the objective is to examine “whether the longer a pavement resists cracking the more 
likely it is that it will crack within the next time period (or a specified time period in more 
general).” [5]. In detail, let T be a nonnegative random variable that represents the time 
(duration) between pavement construction or treatment, and the initiation of surface cracking 
of flexible pavements. The probability distribution of T can be represented in a number of 
ways, of which the survival and hazard functions are the most useful [4]. The survival 
function is the probability distribution of T: it defines the probability that T has a duration of 
at least t (i.e. time until a pavement section cracks lasts at least t time units) and is given by 
[9]. 
 
( ),    0F t P T t t    (1) 
 
The hazard function specifies the instantaneous failure rate at T = t conditional upon survival 
to time t and can be defined as follows: 
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0
( | )lim
t
f tP t T t t T th t
t F t
 (2) 
 
This implies that hazard functions indicate the rate at which cracking is likely to begin after 
the pavement has not cracked for time t. Therefore, hazard functions are extremely useful in 
pavement management. Also, from Eq. (3) it can be seen that h t  specifies the distribution 
of T, whose probability distribution function is given by: 
 
0
exp
tf t h t h u du   (3) 
 
A log-logistic distribution is selected for modeling the observed time from construction or 
last overlay or maintenance until a pavement section cracks [2]; [5]. This distribution, with 
parameters  > 0 and P > 0 used in eq (3) makes the density function: 
       21 1P Pf t P t t          (4) 
 
and hazard function from eq (2) 
      11 PPP th t t     (5) 
 
It is noted that t is the time (from construction or treatment) until a pavement section cracks.   is estimated as   0 1 1exp ,  and + +...+ . k kX X x x       The effect of different 
explanatory variables can then be straightforwardly represented by using a proportional 
hazard form [10] as follows: 
      0, exph t X h t X    (6) 
 
where h0 is a baseline hazard function, X is the set of explanatory variables and β the set of 
estimated model coefficients. Using equation (6), hazard and survival curves may be derived 
for alternative values of explanatory variables. 
 
A Bayesian approach is followed for estimating model parameters; this approach combines 
“subjective” prior knowledge or information, with “objective” current information (data) 
through the application of Bayes’ theorem. The Bayesian estimation considers the estimation 
of the regression parameter(s)   and the shape parameter P using a Log-Logistic hazard 
formulation [5]. For details on the estimation process the reader is referred to this publication. 
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Model parameters derived are presented in Table 3. The value of λ presented in Table 3 is 
calculated using the mean values of explanatory variables X used for model estimation and 
may be used as the parameter of the log-logistic baseline hazard model [11].  
 
 
Table 3. Bayesian Estimates for Cracking Initiation Model 
Variables* 
Log-logistic 
(Bayesian Estimation) 
Coefficient (b) b/std. error 
CONSTANT 1.123 11.31 
SURF_PR 0.092 4.12 
RECYCL 0.637 3.11 
S_N -0.059 -1.89 
AADT_TR -0.007 -5.37 
SB 0.032 6.27 
AC 0.037 7.32 
λ 
P 
0.21 
5.43 
 
Furthermore, according to Table 3, truck traffic (AADT_TR) has a significant impact on the 
rate at which cracking occurs: increased traffic may accelerate cracking initiation. Surface 
preparation (SURF_PR) and virgin asphalt mix overlay (RECYCL) on the other hand seem to 
delay cracking initiation.  As for weather effects, colder climates have a negative effect in 
pavement life, compared to warmer climates. Finally, increased thickness of sub-base and 
base (SB) and asphalt mix overlays have a positive impact to the duration between treatments 
and cracking initiation.  
 
4. Neural Network (NN) Model  
 
Neural networks were exploited by [7], in an effort to predict the probability of cracking, 
following pavement treatments. In this presentation Multi-layer Perceptron (MLP) NN 
models were developed for predicting the probability of cracking following pavement 
treatments both for an aggregate (overall) and a treatment-specific analysis. In particular, a 
classifier variable is used, for which pavements with cracking obtain a value of 1 and 
pavements without cracking obtain a value or 0. MLP can be considered as a generalization 
of single-layer Perceptrons. The existence of a hidden layer consisting of a set of processing 
units is responsible for introducing non-linearity to the network [12]. A MLP with one hidden 
layer and a logistic output activation function provides an output value yp of the p-th data 
example of the form [12]: 
 
 
1
,
1 jp s
y
e
    (7) 
 j kj k j
k
s w h     (8) 
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where kjw  is the connection weight between the kth neuron in the hidden layer and the jth 
neuron in the output layer and j is the bias term. The term kh presents the output of the 
hidden neuron and is given by: 
1
1 kk s
h
e
  , with k ik i iis w x   , where ikw  is the 
connection weight between the kth neuron in the hidden layer and the ith input variable. i is 
the bias term. The output of the MLP for a discrete choice model can be described by:  
 
,i j j i
j
p s   (9) 
 
1
1, 0j j
j
      (10) 
where probability ip  is the weighted average of the logsigmoid function for neurons bounded 
between 0 and 1.  
 
Equation (7) corresponds to a logistic regression model, which can be addressed as a special 
case of a neural network regression for binary choice, since the logistic regression represents 
a neural network with one hidden neuron [13]. The difference is in the existence of the 
hidden layer; the nonlinearity induced in the hidden layer - the output kh  is usually a 
nonlinear function of the input patterns - provides the NN model with enhanced flexibility 
compared to Logit models. Although neural networks may result to more flexible and robust 
models when compared to similar statistical structures, they may not be considered as a 
stand-alone modeling choice, as they require statistics to increase their transparency and 
explanatory power [14]. For details on MLP optimization, the interested reader is referred to 
[7] 
 
It is noted that evaluation of neural network relationships may be addressed by a general 
approach, which examines each variable’s influence on the overall NN behavior or by a 
specific approach, which considers the impact of each variable to the NN output, for a 
specific instance of inputs [15]. A common measure for that purpose is based on the 
variability of the output to changes in a specific input, which is achieved by adding a random 
value of a known variance to each sample and computing the output, while keeping the rest 
of inputs to their mean value [12].  
 
MLPs were trained using a total of 1904 paradigms collected from the 18 test sites with 8 
different test sections each. Of these paradigms 60% are used for training (1143), 15% as 
cross validation (286), i.e. for the control of the training process to avoid ‘overtraining’, and 
25% as testing set (476). The test set was not presented during training and are used as an out 
of sample, independent set to assess the NN’s capability to generalize. Neural Network 
structural, learning and GA optimization specifications are presented in Table 4. 
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Table 4. Model structural, learning and optimization specifications. 
Parameter Value 
Input Space GA optimized 
Output Space 0/1 (logistic) 
Hidden Layers 1 
Activation Function tanh 
Train Stopping Cross-validation (Early Stopping) 
Max Number of Epochs 10,000 
Error Criterion Mean Square Error (MSE) 
Learning  Back-propagation 
GA Optimization Input space, Step size η and momentum α, Number of hidden 
units 
GA specifications 
Population = 50, Generation = 50 
Selection: tournament 
Fitness function: minimization of MSE (cross validation set) 
 
 
Table 5 presents the results of the test set with respect to the classification performance 
measures man square error, mean absolute error and mean relative percent error (cracking 
probability threshold value 0.5). The model exhibits high classification accuracy.  
 
Table 5. Model results for the test set 
Output / Desired No Cracking Cracking 
No Cracking 249 21 
Cracking 24 182 
Performance   
Mean Square Error 0.087 0.086 
Mean Absolute 
Error 0.204 0.211 
Percept Correct 
(%) 91.20 89.66 
 
Results indicate that the model may accurately indicate the cracking initiation after 
rehabilitation. Evidently, for the NN model to be used for a decision making tool, and 
inherent mechanism for explicitly describing the learnt relationship between the input and 
output space is required. For this, a sensitivity analysis is conducted. Figure 1 summarizes the 
impact of each explanatory variable to the probability of cracking. According to Figure 1, 
treatment and climatic variables seem to have the highest contribution to probability of 
cracking. Indeed, surface preparation (SURF_PR), use of virgin instead of recycled material 
for the asphalt layer (RECYCL) and overlay thickness (OVER_TH) yield lower cracking 
probabilities and longer time from treatment to cracking. 
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Figure 1: Impact of explanatory variables to pavement cracking 
 
Similarly construction characteristics such as higher asphalt thickness (AC) seem to extend 
time until pavement cracking. Climate conditions (S_N) are found to have a strong impact to 
the probability of cracking with colder (northern) areas expected to exhibit cracking sooner, 
when compared to southern ones. On the other hand, as expected, time since rehabilitation 
does affect cracking. On the contrary, the cumulative of variables such as truck traffic 
(expressed by cumulative ESAL), precipitation and so on is much lower. However, the actual 
impact of truck traffic is large, as the magnitude of the associated variable values is much 
higher compared to those of their counterparts. 
 
5. Model Comparison 
 
This paper intends to compare the performance and outcomes of two distinct model types for 
forecasting asphalt cracking. The first model (BSD) is based on a well-established 
econometric approach (survival analysis), and aims at predicting the time between pavement 
treatment and cracking initiation. As for the second model (NN), a computational intelligence 
technique is exploited for deriving cracking probability of asphalt pavement under different 
treatments, under different inputs. 
 
5.1 Qualitative Facts 
 
From a conceptual perspective, while the BSD model expresses time up to cracking, the NN 
classifies pavements to cracked and non-cracked cases, by considering various input 
parameters. Furthermore, the NN does account for time since treatment. Therefore, while the 
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BSD model strictly refers to the temporal behavior of pavement with respect to cracking, the 
NN attempts to forecast the probability of cracking initiation given a set of inputs.  
 
As far as explanatory variables are concerned, the BSD model takes into account current 
truck traffic conditions, construction characteristics (subbase, base and asphalt layer 
thickness), the climate and some treatment characteristics (type of asphalt material and 
surface treatment), as far as the specific application, presented by [5], is concerned. On the 
other hand, the NN model allows the inclusion of additional treatment characteristics, 
including overlay thickness and also accounts for the cumulative effects of some explanatory 
variables, such as traffic and precipitation. In addition, the NN considers time since treatment 
as an explanatory variable, a variable not included in the BSD model. As such, the NN can 
allow investigation of a particular instance and therefore can straightforwardly allow 
predictions for specific treatment parameters, a fact which could prove to be useful for 
pavement programming applications in the project level. The behavior of explanatory 
variables is similar for both models. However, the impact of treatment variables is larger for 
the BSD model, while the NN results are more sensitive to climatic conditions.  
 
5.2 Statistical Comparison 
 
A statistical comparison is undertaken in an effort to investigate whether model outputs in 
both cases exhibit similar results for an independent set of pavement sections and 
corresponding treatments; these along with their characteristics are presented in Table 6: 
 
Table 6. Comparison set of pavement segments (year 0) 
ID
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t 
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N
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R
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R
EC
Y
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1 502 0 5 37 19 1 19 1728.7 415 51 6 10.4 16.4 5.5 1.9 2 0 0 
2 504 0 5 37 19 1 19 1728.7 415 51 5.5 10.7 16.2 8.1 4.6 5 0 1 
3 505 0 5 37 19 1 19 1728.7 415 51 6 10.4 16.4 5.2 2 2 0 1 
4 506 0 5 37 19 1 19 1728.7 415 51 5.4 10.6 16 5.7 3 2 1 1 
5 509 0 5 37 19 1 19 1728.7 415 51 6 11 17 5.9 3.4 2 1 0 
6 502 0 3 183 31 0 31 302.7 660 250 0 14.7 14.7 6.4 2.7 2 0 0 
7 504 0 3 183 31 0 31 302.7 660 250 0 17.6 17.6 9.1 4.8 5 0 1 
8 505 0 3 183 31 0 31 302.7 660 250 0 12.8 12.8 6.9 2.8 2 0 1 
9 506 0 3 183 31 0 31 302.7 660 250 0 12.8 12.8 8.2 5.2 2 1 1 
10 509 0 3 183 31 0 31 302.7 660 250 0 14.8 14.8 6.5 3.9 2 1 0 
11 502 1 0 0 223 1228 156 607.6 323 286 15 0 15 7.6 2 2 0 0 
12 504 1 0 0 223 1228 156 607.6 323 286 11 2.5 13.5 11.3 4.8 5 0 1 
13 505 1 0 0 223 1228 156 607.6 323 286 11.6 2.3 13.9 8.4 2.1 2 0 1 
14 506 1 0 0 223 1228 156 607.6 323 286 13 2 15 6.7 3.8 2 1 1 
15 509 1 0 0 223 1228 156 607.6 323 286 13.5 0 13.5 8.8 3.8 2 1 0 
16 502 1 2 5 205 2270 77 561.2 250 160 4 5 9 7.1 2.7 2 0 0 
11 
 
17 504 1 2 5 205 2270 77 561.2 250 160 5 5.1 10.1 10.1 5.6 5 0 1 
18 505 1 2 5 205 2270 77 561.2 250 160 5 5.1 10.1 8.4 3.1 2 0 1 
19 506 1 2 5 205 2270 77 561.2 250 160 10 3.5 13.5 7.2 3.1 2 1 1 
20 509 1 2 5 205 2270 77 561.2 250 160 5 6.9 11.9 7.6 3.5 2 1 0 
 
Probability of not cracking in specific time periods, following a treatment is selected as a 
comparison measure for the two models. A period of 10 years following treatment is used for 
comparison, in order to account for BSD model limitations due to right censoring. For the 
BSD model, the survival curve for each pavement in the set is derived, using an proportional 
hazard form [10]; [9]. The following formula is used for that purpose [16]: 
    exp0( , ) XS X t S t   (11)  
 
where S is the survival curve for explanatory variables X (corresponding to each pavement 
section) and S0 a baseline survival function curve (corresponding to mean λ and p parameters 
presented in Table 3). Using equation (11), the probability of a pavement section being intact 
can be straightforwardly derived for different timings in the future.  
 
The Neural Network is applied to the same set of sections and, for different treatment types, 
probability of not cracking is derived for different time periods following cracking. It is noted 
that the NN uses cumulative values of the AADT, ESAL and other parameters changing over 
time for deriving cracking probabilities at different time periods. This implies that Table 6 
values are complemented with panel data on some parameters for the years following the 
treatment.  
 
Probability values for distinct timings drawn from the two models are then compared using 
the non-parametric Mann- Whitney – Wilcoxon U (MWW-U) Test [9]. The strength of non-
parametric tests is that they do not rely on underlying assumptions regarding the distribution 
of the analyzed data. The null and alternative hypotheses of the test are the following: 
 
 H0: The two sample distributions are drawn from the same population. 
 H1: The two sample distributions are drawn from two different populations. 
 
In order to obtain the test statistic, the two samples are combined and the set is ranked from 
smallest to largest. In cases of ties, an average rank of tied observations is assigned. The 
smallest observation is denoted as 1 and the largest as n. The sum of ranks for the first sample 
is R1 and for the second sample is R2. If n1 and n2 are the sizes of the two populations, the test 
statistic is calculated as follows:  
 
 
 1 1
1 2 1
1
2
n n
U n n R
      (12) 
 
The U statistic is a measure of the difference between the ranks of the two samples. The 
assumption that only location differences (mean or median) exist between the two 
populations and a large or small value of the statistic provides evidence of the difference in 
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the location of the two populations. If samples are large (n1,n2≥10), the U statistic can be 
approximated by a normal distribution. In that case, its mean value and standard deviation are 
given by: 
 
 
1 2( )
2
n nE U   (13) 
 
 1 2 1 2 1
12U
n n n n      (14) 
 
and the large sample test statistic is given by: 
  
 
( )
*
U
U E UZ   (15) 
 
Test results are summarized in Table 6; for each case the result of the MWW-U test with 
respect to the null hypothesis Ho is indicated (retain or reject). Figures 2-5 present probability 
distribution over time for the two models and some indicative cases. 
 
Table 7. MWW-U Test results 
ID Treatment Level of significance Result 
1 502 0.126 Retain Ho at the .05 level 
2 504 0.293 Retain Ho at the .05 level 
3 505 0.563 Retain Ho at the .05 level 
4 506 0.292 Retain Ho at the .05 level 
5 509 0.791 Retain Ho at the .05 level 
6 502 0.004 Reject Ho at the .05 level 
7 504 0.885 Retain Ho at the .05 level 
8 505 0.006 Reject Ho at the .05 level 
9 506 0.603 Retain Ho at the .05 level 
10 509 0.065 Retain Ho at the .05 level 
11 502 0.045 Reject Ho at the .05 level 
12 504 0.865 Retain Ho at the .05 level 
13 505 0.073 Retain Ho at the .05 level 
14 506 0.865 Retain Ho at the .05 level 
15 509 0.474 Retain Ho at the .05 level 
16 502 0.101 Retain Ho at the .05 level 
17 504 0.411 Retain Ho at the .05 level 
18 505 0.946 Retain Ho at the .05 level 
19 506 0.644 Retain Ho at the .05 level 
20 509 0.428 Retain Ho at the .05 level 
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Figure 2: Probability of not cracking (ID 5) 
 
Figure 3: Probability of not cracking (ID 7) 
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Figure 4: Probability of not cracking (ID 12) 
 
 
Figure 5: Probability of not cracking (ID 18) 
 
As can be seen from Table 7 for most types of treatments, there is evidence that probability of 
not cracking follows the same distribution for both models. Evidence weakens only in case of 
treatment 502, which involves a two inch overlay, minimal surface preparation and recycled 
asphalt pavement. As such, treatment 502, is considered to be a ‘lower effect’ treatment for 
minor cracks. Thus, it can be considered that this type of treatment is probably used either in 
cases where possibly no treatment is needed, or a ‘heavier’ type of treatment is warranted. 
This last observation is also shared by [17], that point out that treatment 502 has a higher pre-
treatment IRI (i.e. lower initial pavement performance) than other treatments. In effect this 
would mean that in some cases where treatment 502 is applied, the physical phenomenon is 
not adequately represented by this treatment and therefore the mathematical models suffer as 
well in their interpretation. 
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6. Conclusions 
 
This paper intends to compare the performance and outcomes of two distinct model types for 
forecasting asphalt cracking: i. a Bayesian survival model based on a well-established 
econometric approach aiming at predicting cracking probability of asphalt pavement under 
different treatments, and ii. a computational intelligence technique (NN) to derive the time 
between pavement treatment and cracking initiation, under similar inputs. The results show 
that:  The NN model allows the inclusion of additional treatment characteristics, including 
overlay thickness and also accounts for the cumulative effects of some explanatory 
variables, such as traffic and precipitation. In addition, the NN considers time since 
treatment as an explanatory variable, a variable not included in the BSD model.  The impact of treatment variables is larger for the BSD model, while the NN results 
are more sensitive to climatic conditions,  Probability values for distinct timings drawn from the two models are then compared 
using the non-parametric Mann- Whitney – Wilcoxon U (MWW-U) Test,  For most types of treatments, there is evidence that probability of not cracking follows 
the same distribution for both models,  Differences between models given for Treatment 502, can be explained through the 
nature of the treatment and its effect on cracking. 
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1. Introduction 
1.1 Background 
The modern world is inevitably highly dependent upon transportation systems and 
infrastructures; social prosperity and economic development of communities rely on improved 
accessibility and safe and efficient transportation of people and goods. Highways are those 
transportation infrastructures that undertake the largest share of passenger and freight 
transportation globally. For instance, in the EU, over 90% of passenger trips correspond to 
highway related modes (passenger cars, buses, etc.), with EU highways accommodating over 
4 trillion veh-km annually (European Commission, 2011). Similarly, highway based freight 
transportation has an over 72% share in the EU. In the USA, mode share of highway modes 
for passenger transport is also over 90% (European Commission, 2011). In developing 
countries, motorization has led to considerable increases in highway usage, as travellers 
rapidly shift to private travel modes (Acharya, 2005; Kutzbach, 2009).  
In this context, efficient operations of highways are critical for the sustainable, fast and safe 
transportation of people and freight. Several factors related to the design, construction, 
maintenance and operations management of highways contribute towards these objectives: 
highways should be properly designed and constructed, adequately maintained and their 
operations are expected to be managed in the most effective way possible. 
Effective maintenance in particular is of primary importance for ensuring that a highway meets 
operational and safety standards and offers efficient transportation services to its users. This 
is especially true in areas and times of limited resources and scarce funding: replacement of 
highway infrastructure elements is a costly and time consuming process and highway systems 
are extensive in most developed countries. As such, maintenance is expected to focus on: 
(a) Repairing highway element defects,  
(b) Expanding structural and service life of highway elements, and,  
(c) Retaining road safety and functionality.  
As such, in order to plan, organize and manage maintenance activities in a systematic, cost-
efficient way, it is critical to understand, analyse and model those factors affecting pavement 
deterioration and be able to predict future maintenance needs. Indeed, research on the factors 
that contribute to highway element deterioration, including climate, traffic and environmental 
parameters has been extensive over the past years. Frequently, these factors are combined 
to develop models that are valuable tools for planning required maintenance strategies and 
for estimating necessary resources for that purpose. Adoption of an appropriate maintenance 
strategy may lead to minimizing project life cycle costs; to this end, it is important to develop 
models that help in estimating the effectiveness of highway element maintenance activities 
and help in prolonging their service life. 
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1.2 Pavement Performance and Maintenance 
Asphalt or bitumen road surfaces, also called pavements, are the major components of roads 
and highways; they undertake traffic loads, allow for the smooth and safe circulation of 
vehicles, protect and waterproof highway subgrades. Also, pavements are continuously 
subject to weather and environmental conditions. Pavement management comprises of 
required actions for planning rehabilitation strategies and maintenance activities over a 
highway network, having as an objective to keep the network in an acceptable (or optimal) 
functional and structural condition. Tools used for pavement management include (Hudson et 
al., 1997; Haas, 2001): 
i. Methods for assessing the condition and serviceability of pavements. 
ii. Indicators and measures of highway segment importance to traffic. 
iii. Inventories of pavement characteristics for different segments, including pavement 
condition and segment importance. 
iv. Models for estimating / predicting future pavement conditions. 
v. Pavement life-cycle models 
vi. Models for deciding among alternative maintenance and repair activities and for 
developing candidate work-plans. 
vii. Models for programming and resource/budget allocation. 
These tools / models are typically combined in a systematic way, either in a top-down or a 
bottom up approach and form a pavement management system (Medury and Madanat, 2013). 
Top-down Pavement Management Systems (PMS) exploit aggregate pavement information 
for the overall highway network and lead to management suggestions in the network level by 
offering insights for high level planning and budget allocation. Bottom-up PMS focus on the 
project (highway segment) level and assist in low-level decisions for maintenance and 
rehabilitation of pavements. In bottom-up PMS, information derived in the project level can 
then be aggregated and offer insights in the network level. 
In pavement management PMS, pavement condition assessment and prediction of 
deterioration are required prerequisites for proceeding into decisions for maintenance 
programming and budget allocation. Indeed, assessment of current conditions is necessary 
as a starting point for evaluating current needs and for keeping track of possible structural and 
functional degradation rates, when compared to the past. As for condition prediction, decisions 
on future repair and maintenance activities require an estimate of what will be the state of 
damages and the functional status of a pavement in the future years, given its current condition 
and other explanatory factors. 
Deterioration prediction becomes of particular interest, as the deterioration and functionality 
loss of pavements is a result of various mechanisms, which in turn lead to different types of 
damage to pavements. For example, pavement cracking could be a result of permanent 
deformation, weather conditions (thermal cracking) or fatigue. Similarly, rutting may be the 
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outcome of the pavement’s structural inability to cope with loads or the poor construction of 
the pavement’s subgrade.  
 
Figure 1: Typical pavement cracking examples (longitudinal, block and alligator cracking) 
This leads to the fact that alternative treatments may lead to different future conditions of 
pavements (Carvalho et al., 2011). Therefore, deterioration prediction models should take into 
account both endogenous and exogenous factors contributing to the deterioration of 
pavements in order to best assess the rehabilitation strategies and the service life of 
pavements. 
In this context, decisions on rehabilitation strategies and repair works on a road network would 
require more detailed information on the actual deterioration mechanisms, damage types and 
the current conditions of a pavement. This implies that complex, damage specific models 
should be developed for predicting particular parameters of structural integrity and 
serviceability. Such models would offer detailed forecasts on the impacts of various 
deterioration mechanisms to a pavement. Development of improved models for this purpose 
would allow better decisions on pavement rehabilitation works and strategies followed, as well 
as more efficient allocation of resources for that purpose. 
 
1.3 Research Aim and Objectives 
As mentioned earlier, efficient, mechanism-specific, condition prediction models are required 
for managing pavements in the project-level. The aim of this PhD research is the development 
of novel, efficient models for assessing and predicting future damage of pavements. Particular 
research objectives include: 
i. Development of pavement deterioration models, including fatigue cracking and 
structural failure, 
ii. Estimation of pavement remaining service life, 
iii. Application of performance indicators as an alternative first approach to estimating 
pavement strength. 
This research introduces novel methods and tools in pavement rehabilitation strategies. First, 
a new method for assessing pavement conditions, using the dynamic stiffness modulus is 
introduced and evaluated. Next, a duration based model is developed in an effort to predict 
remaining service life of pavements, following rehabilitation actions. A subsequent model is 
developed for investigating asphalt cracking initiation, again following maintenance activities. 
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1.4 Contribution and Originality 
From a conceptual perspective, the contribution of this research is two-fold. First, with respect 
to pavement condition assessment, a novel method for the rapid assessment of pavement 
structural quality is proposed. The Dynamic Stiffness Modulus (DSM) is a continuation of 
previous original research (Loizos et al., 2003) and is extended as indicator for the rapid 
assessment of the pavement structural condition. This approach can be readily implemented 
in the field and can lead to limiting testing budget, as it introduces a simple yet efficient way 
for determining pavement conditions, which can be straightforwardly used under real-time 
conditions. This denotes that pavement engineers can directly have a clear insight of 
pavement quality for each section being tested. 
Secondly, with respect to the pavement crack initiation modelling effort of this research, little 
work has been done on modelling pavement deterioration following rehabilitation treatments. 
This is an area with important implications, since relevant models can shed light (a) on the 
appropriateness and/or optimal selection of rehabilitation treatments, and (b) on those factors 
that affect rehabilitated pavement deterioration. Furthermore, estimating the time at which 
pavement condition drops below an acceptable level is another issue that has attracted limited 
research interest. So far, work on rehabilitation strategies has focused on resource allocation 
schemes and prioritization issues, while it has disregarded the importance of evaluating 
rehabilitation strategies, on the grounds of pavement serviceability (Bosurgi and Trifirò, 2005). 
Methodologically, novel statistical and artificial intelligence methods are exploited for obtaining 
improved predictions of pavement service life and cracking initiation. Indeed, significant 
computational advances enable the estimation of formerly very complex and computationally 
cumbersome statistical models which, in general, possess two very attractive properties: 
i. They are based on explicit mechanistic models that stem directly from pavement 
engineering practice. 
ii. Their estimation and subsequent interpretation of results is straightforward, 
transparent, and tractable.  
For example, the Bayesian inference framework used for service life prediction in 
this research, enables the estimation of mathematically complex models such as, 
for example, stochastic duration/hazard models. 
These models have been applied very frequently in transportation research to model a wide 
array of phenomena (Bhat and Pinjari, 2000; Washington et al., 2010; Wang and Allen, 2008). 
In this research, this particular technique of Bayesian Duration Models (BDM) is now being 
applied in the area of pavement engineering, where such models are proven to be very useful. 
Furthermore, current research employing Artificial Neural Networks (ANN) on pavement 
deterioration prediction has rarely used the explanatory abilities of this method; this has 
significant implications regarding the usefulness of the proposed models as a managerial tool, 
despite their well-documented usefulness in research. The traditional lack of explanatory 
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power in neural networks significantly hinders their use as tools to explain relationships 
between cracking and various external factors. The methodology adopted in this research 
proposes an approach that also brings to light the explanatory abilities of ANN’s and will assist 
pavement managers and decision makers to develop informed rehabilitation strategies. 
Finally, a comparison of different methodologies, such as statistical models and Artificial 
Neural Networks (ANN) in estimating pavement crack initiation, is achieved, providing a cross-
disciplinary point of view in this area of research. 
1.5 Thesis Structure 
The remainder of the thesis is structured as follows:  Chapter 2 offers a short yet comprehensive review of the literature on pavement 
cracking modelling efforts and summarizes state-of-the-art review findings.  Methodologies and theoretical aspects of models introduced in this thesis are 
presented in Chapter 3.  Chapter 4 presents model results along with their discussion and systematic 
comparison.  Main conclusions and recommendations of the thesis are given in Chapter 5. 
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2. State of the Art Review 
2.1 Pavement Distress and Rehabilitation 
Monitoring and maintaining pavements in a serviceable condition, throughout the lifetime of a 
highway system, is the cornerstone of pavement management systems (PMS). To enhance 
the performance of PMS, successful prediction of pavement performance and particularly of 
the occurrence and propagation of cracking, is of primary importance. Indeed, the way in which 
future serviceability is affected by material deterioration and wear factors, in addition to 
improvements resulting from pavement treatments, are critical to the effectiveness of a 
Pavement Management System (Ahmed et al., 2013; Roberts and Attoh-Okine, 1998). 
Repeated traffic loads lead to the formation of pavement deterioration patterns consisting of 
many-sided, sharp-angled pieces, known as alligator cracking. 
 
Figure 2: Typical Alligator cracking instance (Miller and Bellinger, 2014) 
Once initiated, cracking rapidly propagates both in severity and extent, allowing water to 
penetrate the pavement, weakening the unbound layers and consequently accelerating the 
rate of pavement deterioration (Owusu‐Ababio, 1998; Loizos and Karlaftis, 2006). Predicting 
when and in what form patterns will probably occur is also important for determining optimal 
pavement maintenance strategies. Despite this interest, potential models for prediction of the 
cracking probability and quantification of the impact of associated explanatory factors have not 
been adequately investigated in the past. For example, the recent Federal Highways 
Administration (FHWA) report “Impact of Design Features on Pavement Response and 
Performance in Rehabilitated Flexible and Rigid Pavements” (Carvalho et al., 2011) only offers 
a cross-classification approach for identifying appropriate treatments to pavements, but does 
not attempt to predict the impact of these treatments or pavement design parameters to 
cracking. Furthermore, work on rehabilitation strategies has focused resource allocation 
schemes and prioritization issues, while it has relatively disregarded the importance of 
evaluating rehabilitation strategies on the grounds of pavement serviceability (Bosurgi and 
Trifirò, 2005).  
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2.2 Pavement Cracking Models 
2.2.1 Statistical Methodologies 
Literature on pavement cracking prediction is extensive, with different methodologies applied 
for that purpose, such as linear regression, survival analysis and advanced computational 
intelligence approaches (Ker et al., 2008; Wang and Allen, 2008; Ceylan et al., 2010; Bianchini 
and Bandini, 2010; Mariani et al., 2012). Regression techniques have been found inefficient 
for accurately predicting crack performance in the presence of the multitude of contributory 
factors, material nonlinearity and uncertainty involved in the cracking process (Haider and 
Chatti, 2009). Estimating the time at which pavement condition drops below an acceptable 
level is another issue that has attracted some research interest. Paterson and Chesher (1986) 
developed a distress model using condition data from Brazil and applied duration models for 
the variability in failure times. Prozzi and Madanat (2000) incorporated probabilistic duration 
modelling techniques to develop performance models and predict pavement failure times from 
experimental failure data from the AASHO Road Test (Liddle, 1962). A variable rate hazard 
function (the Weibull distribution) was adopted in this study following the work of Paterson and 
Chesher (1986). Loizos and Karlaftis (2005) developed surface distress models for predicting 
pavement failure times based on pavements from 15 European countries. Their results 
indicated that pavement distress is affected by construction, traffic, and climatic factors and 
that the distress initiation process is best described by the lognormal functional form. Wang 
and Allen (2008), with data from Kentucky, investigated the procedures and methods for 
establishing thresholds and for developing performance prediction models for AC overlays. 
Finally, Christofa and Madanat (2010) developed crack initiation models for flexible pavements 
by combining experimental and field data.  
The above statistical methodologies are further explained in paragraph 3.2 (Statistical 
Methods) and in the paper by Badr and Karlaftis (2012). 
2.2.2 Artificial Neural Networks 
Artificial Neural Networks (ANN) have been systematically used in pavement management: 
Bosurgi and Trifirò (2005) reviewed research on ANNs applications in pavement management 
and identified areas such as condition assessment, deterioration modelling and performance 
prediction, project and intervention selection, prioritization, optimization and accident 
prediction. Owusu-Ababio (1998) investigated several ANN model architectures for predicting 
flexible pavement cracking. Lou et al. (2001) developed a Back-Propagation Neural Network 
(BPNN) model to forecast the short-term time variation of cracking initiation for Florida’s 
highway network; the BPNN model results were compared to those of a commonly used 
autoregressive model and the BPNN model was seen to be certainly more accurate than the 
autoregressive model. Ceylan et al. (2015) applied ANN, attempting to increase accuracy in 
pavement back-calculation results and Schwartz et al. (2013) proposed an ANN based 
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probabilistic framework for pavement fatigue cracking prediction for characterizing damage 
distribution under mixed traffic loading. 
ANN’s were also successfully applied in predicting the stress intensity in pavement cracking 
(Wu et al., 2014) following modelling in 3D FEA. Results showed that the ANN approach 
outperformed the statistical non-linear approach. Haider and Chatti (2009) compared the 
ability of ANN and recurrent Markov chains to model crack performance, using the Florida 
Department of Transportation's pavement condition data. Bianchini and Bandini (2010) 
implemented neuro-fuzzy models to the change in the pavement serviceability related to the 
traffic increment based on the current conditions of the structure and considering the climatic 
or environmental factors. 
 
2.3 State-of-the-Art Review Findings 
The review revealed several econometric models which analyse factors that contribute on 
pavement cracking and forecast their performance. Similarly, as seen in paragraph 2.2.2, 
some researchers have investigated artificial neural networks and their potential in estimating 
future performance of pavements with respect to cracking. Similarities and differences 
between the two methodologies are presented in detail by Karlaftis and Vlahogianni (2011) 
and possible synergies are discussed. 
In recent years, significant computational advances enabled the estimation of formerly very 
complex and computationally cumbersome statistical models, which in general, possess two 
very attractive properties: i) they are based on explicit mechanistic models that stem directly 
from pavement engineering practice, ii) their estimation and subsequent interpretation of 
results is straightforward, transparent and tractable. The Bayesian inference framework 
enables the estimation of mathematically complex models such as, for example, stochastic 
duration/hazard models (Badr and Karlaftis, 2012). These models have been applied very 
frequently in transportation research to model a wide array of phenomena (Anastasopoulos 
and Mannering, 2014; Vlahogianni and Karlaftis, 2013; Bhat and Pinjari, 2000; Bu et al., 2012). 
However, because of data and developmental complexity, only few applications can be found 
in the area of infrastructure systems and pavement engineering where such models can be 
very useful. Furthermore, research based on ANN has rarely used the explanatory abilities of 
this method; this has significant implications on the usefulness of proposed models as a 
managerial tool, despite their well-documented usefulness in research. The traditional lack of 
explanatory power in ANN significantly hinders their use as tools to explain relationships 
between cracking and various external factors; therefore, this affects the ability of pavement 
managers to develop informed rehabilitation strategies. In this context, this thesis intends to 
investigate the potentials of Bayesian inference and Artificial Neural Networks in explaining 
and predicting asphalt pavement cracking and comparing the results of these methodologies. 
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3. Research Methodology 
This chapter discusses the methodological approach followed in this research. It also includes 
technical and methodological details, which are related to the pavement modelling applications 
presented in chapter 4. 
3.1 Introduction to the Methodology 
The structure of the research methodology followed in this thesis is depicted in Figure 3.  
 
Figure 3: Research methodology outline 
The first step involved the identification of the problem, i.e. the need for developing advanced 
models used in pavement management. In the second step, a thorough review of the literature 
revealed conceptual gaps in the areas of pavement condition assessment and prediction, 
along with appropriate methodological tools for addressing them. The third step focused on 
data collection, setup, calibration and validation of these models. The final outcome is a set of 
three models. The first model is used for assessing and predicting pavement structural integrity 
(Badr and Karlaftis, 2013) and the other two models (statistical and ANN) are used for 
predicting pavement cracking (Badr and Karlaftis, 2012; Karlaftis and Badr, 2015). These 
research methods employed in this thesis are presented in paragraphs 3.2 and 3.3 
respectively. 
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3.2 Statistical Methods  
3.2.1 Duration Models and Bayesian Estimation 
Duration Models 
The analysis of time unit failure has been used for many decades in various scientific 
disciplines, such as engineering and biometrics. This has been done to estimate life 
expectancy of equipment and the life expectancy after the onset of a disease respectively. 
More recently, social scientists and economists have applied similar sets of techniques to 
predict strike duration, length of time between arrests, unemployment spells and so on. 
Hensher and Mannering (1994) and Bhat and Pinjari (2000) give an in-depth overview of 
hazard-based duration modelling applications in transportation. Washington et al. (2010) 
discuss methodological, computational and estimation issues in duration modelling. 
The basic reasoning behind duration modelling is to examine whether the longer a pavement 
resists cracking the more likely it is that it will crack within the next time period (or a specified 
time period in more general). Conversely it could also be that the longer the pavement resists 
the less likely it is that it will crack in the following time period(s). Let T be a nonnegative 
random variable that represents the time (duration) between construction, last overlay or last 
maintenance and the initiation of surface cracking of flexible and semi-rigid pavements. The 
probability distribution of T can be represented in a number of ways, of which the survival and 
hazard functions are the most useful. The survival function is defined as the probability that T 
is of length at least t (i.e. time until a pavement section cracks lasts at least tmin) and is given 
by Washington et al. (2010): 
( ),    0F t P T t t
        (3.1) 
Because F frequently refers to the cumulative distribution function and therefore gives the 
probability in the left rather the right tail, the notation used here suggests that F(t) is a 
monotone left continuous function with F(0)=1 and lim ( ) 0.t F t  The probability density 
function (p.d.f.) of T is: 
0
lim
t
P t T t t dF tf t
t dt
     (3.2) 
Also, the following holds:  
( ) ( )
t
F t f s ds and ( ) 0f t  with 
0
( ) 1f t dt     (3.3)  
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The hazard function specifies the instantaneous failure rate at T = t conditional upon survival 
to time t and can be defined as follows: 
0
( | )lim
t
f tP t T t t T th t
t F t
    (3.4) 
It is important to note that hazard functions are extremely useful in practice. They indicate the 
rate at which cracking is likely to begin after the pavement has lasted (has not cracked) for 
time t. This answers one of the fundamental questions tackled by pavement deterioration 
modelling and, for this reason, is more interesting than the survival or the c.d.f. functions.  
The literature suggests a wide variety of functional forms for the duration distributions - for a 
more detailed description, readers can refer to Kalbfleisch and Prentice (2011) and Lancaster 
(1992). Among these are the exponential, the Weibull, the Lognormal, the inverse normal, the 
Log-logistic, the Gamma, the generalized Gamma, the Generalized F and the Gompertz 
distributions. Previous research using the same data conclusively rejected other functional 
forms in favour of the log-logistic distribution for modelling the observed time from construction 
or last overlay or maintenance until a pavement section cracks (Loizos and Karlaftis, 2005). In 
this paper the analysis follows these findings to achieve both computational consistency and 
comparability of findings. We formulate the Bayesian inference for the log-logistic functional 
form only. It is noted that Bayesian estimation of the very popular Weibull distribution is very 
straightforward. The log-logistic distribution allows for non-monotonic hazard functions and is 
often used as an approximation of the more computationally cumbersome lognormal 
distribution. This distribution, with parameters  > 0 and P > 0 has the density function,       21 1P Pf t P t t              (3.5) 
and hazard function 
     11 PPP th t t            (3.6) 
Equation (3.6) indicates that if P < 1, then the hazard is monotone decreasing in duration. If P 
= 1, then the hazard is monotone decreasing in duration from parameter . If P > 1, then the 
hazard increases in duration from zero to an inflection point ti = (P-1)1/P/ , and decreases 
toward zero thereafter. Finally note that t is the time (from construction or last overlay or 
maintenance) until a pavement section cracks. λ is estimated as   0 1 1 k kλ=exp -Xβ , and Xβ=β +x β +...+x β  , where β coefficients of the variables xi 
considered in the model (given in Table 5). 
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Bayesian Estimation of Duration Models 
Bayesian approaches combine “subjective” prior knowledge or information, with “objective” 
current information (data) through the application of Bayes’ theorem. In this manner 
meaningful “posterior” information can be derived. A cornerstone of Bayesian methods is that 
useful, thoughtful, and/or meaningful ‘subjective’ or ‘prior’ expert information or knowledge can 
be formally accommodated in an analysis. For example, in the linear regression model 
0 1 1ˆ ...i i k kiy x x      an analyst may know something about the expected values of some 
or all of the 's from prior research, from fundamental knowledge, or prior data. It could be 
that  1 ~ ,N   , where ȝ and σ are known. Large values of σ might indicate a high degree of 
uncertainty in the value of ȝ while smaller values may indicate greater confidence. In cases 
where useful information is available, constraints on prior statistical distributions of parameters 
such as distributional shape, parameter values, and upper and lower limits can be incorporated 
in the analysis.  
The Bayesian approach is focused on estimating the entire density of the parameters of 
interest obtained from a combination of the likelihood and the prior. In contrast, classical 
estimation such as maximum likelihood estimation (MLE) is focused on an “optimal” estimate 
and relies on large sample properties to make inferences about the parameters. The Bayesian 
estimation used in this paper considers the estimation of the regression parameter(s) λ and 
the shape parameter P using the Log-Logistic hazard formulation. Reasonably assuming 
independence across observations, the likelihood function of the observed time t (the time - 
from construction or last overlay or maintenance - until a pavement section cracks) is:      
1 0
, , , | , |
i i
i i i i
d d
l t X f t X S t X          (3.7) 
where 1id  if the pavement section has ‘cracked’, zero otherwise (Congdon, 2007). The first 
component of the likelihood function accounts for the probability contribution from pavement 
sections with cracking, while the second for those without cracking. Substituting the log-logistic 
density function and survivor function to  f  and  S   respectively, we obtain the likelihood 
function for the available sample of pavement sections as: 
     11 1, , 1 1i P Pi i P Pd ii i i iP tl t X t t           (3.8) 
where  iλ=exp -X β    
3.2.2 Pavement Quality Indicators 
On the other hand, simpler statistical methods, such as the use of pavement performance 
indicators, can prove to be very helpful in the selection of appropriate timing for pavement 
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rehabilitation. Pavement quality indicators have for long been used as a tool for rapidly 
estimating pavement quality through measures such as roughness, structural capacity, layer 
integrity, etc. 
The Dynamic Stiffness Modulus (DSM) approach is investigated in order to establish the 
possibility to use Pavement Performance Indicators for the rapid assessment of pavement 
structural quality, such that can be readily implemented in the field and can lead to limiting 
testing budget.   
Assessment of the approach is based on the DSM that has been recognized in both research 
and practice as a straightforward – yet fairly accurate - indicator of pavement quality (Loizos 
et al., 2003). This previous research has used the DSM for pavement subgrade evaluation; in 
this research the use of DSM is extended to show that it can additionally be used for 
ascertaining both pavement quality and the need for overlays, to be considered in the 
rehabilitation strategy adopted. 
As presented by Loizos et al. (2003), the Dynamic Stiffness Modulus is derived by dynamic 
simulation of the Falling Weight Deflectometer test. The FWD test consists of a weight dropped 
from a specific height on a circular plate. A number of sensors (geophones) measure the 
deflections caused by the drop at the centre of the plate and at predefined locations (deflection 
bowl). A simplified representation of the FWD and the theoretical analogue applied, are shown 
in Figure 4. 
 
Figure 4: (a) Principle of FWD Test and (b) Theoretical Analog (Loizos et al., 2003) 
 
Even though the FWD is a purely dynamic method, as is the application of the wheel load on 
the pavement, the majority of methods used today for the analysis of measured deflections 
are based on static solutions (Hadidi and Gucunski, 2010). Therefore, there is a need to 
interpret the FWD results through a dynamic analysis approach. The fundamental equation 
that describes the FWD test (Figure 4b), is given below: 
Mu Cu Ku Mg           (3.9) 
where u is the deformation, u and u are the first and second derivatives of u over time t; K and 
C are the parameters of the spring and dashpot respectively that represent the elastic and 
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viscous properties of the pavement structure, and Mg the falling weight (M denotes the mass 
and g the acceleration of gravity). 
Considering that the spring and dash-pot constants represent the dynamic impedance of the 
rigid plate under vertical loading, these constants can be related to the characteristics of the 
pavement structure considered. Based on the theory of vertical harmonic oscillation of 
pavement surface foundations, K and C are given by: 
K=KST*kv, and C=KST*R/S*cv       (3.10) 
where  KST =4G*R/(1-v) the static impedance, R the radius of the plate, G the shear modulus 
of the ground, v the Poisson ratio, S the shear wave velocity of the pavement structure, and 
kv, cv frequency dependent factors. Through this analysis that is described in detail in (Loizos 
et al., 2003), the DSM can be expressed as: 
2
max
v max
F1-vDSM= *q*
2k R δ        (3.11) 
Where q is the difference between the spring force F’=K*δ and the contact force F=K*δ+C*δ, 
due to the presence of the viscous damper, Fmax the maximum force applied by the FWD 
equipment and δmax the maximum deflection recorded at the centre of the loading plate. 
Parameter q is calculated as q = 1.0 when β ≤ 0.10 and q=1.0-1.10*β when β>0.10 (Loizos et 
al., 2003) and  
� = √ ��ଷ�௩ଶ(�௪ +��)ሺ1 − �ሻ�௩ 
By applying average values encountered in practice (v=0.35, ρ=2.0Mgr/m3) and specific 
equipment parameters for the equipment used during data collection (drop weight, plate 
radius, etc) to the above equation, the following expression can be obtained: 
max
max
*1.3 FDSM          (3.12) 
Both the Fmax and δmax parameters are recorded during testing by the FWD equipment. 
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Typical average values for various pavement structures are given in Table 1; these can be 
used to assist the application of equation 3.12 in other cases (Maher and Bennet, 2008; Iowa 
DOT, 2011; Johnson, 2016). 
Table 1μ Typical values of Poisson’s ratio and specific weight for various pavement structures 
Material 
Poisson’s Ratio (v) Specific Weight (ρ) – Mgr/m3 
Range of 
Values 
Typical 
Value 
Range of 
Values 
Typical 
Value 
Hot Mix Asphalt 0.30 - 0.40 0.35 1.75 – 2.15 2.00 
Portland Cement 
Concrete 
0.15 - 0.20 0.15 2.15 – 2.50 2.35 
Untreated Granular 
Materials 
0.30 - 0.40 0.35 1.75 – 2.15 2.00 
Cement-Treated 
Granular Materials 
0.10 - 0.20 0.15 2.10 – 2.40 2.25 
Loose Sand or Silty 
Sand 
0.20 - 0.40 0.30 1.90 – 2.25 2.10 
Dense Sand 0.30 - 0.45 0.35 2.00 – 2.25 2.10 
Fine-Grained Soils 0.30 - 0.50 0.40 1.80 – 2.00 1.92 
 
3.3 Artificial Neural Networks 
3.3.1 General Facts on ANN’s 
Multilayer Feed-forward Perceptrons (MLPs) has been proven to be efficient in treating 
transportation problems (Karlaftis and Vlahogianni, 2011). MLP can be considered as a 
generalization of single-layer Perceptrons. The existence of a hidden layer consisting of a set 
of processing units is responsible for introducing non-linearity to the network (Príncipe et al., 
2000). A MLP with one hidden layer and a logistic output activation function provides an output 
value yp of the p-th data example of the form: 
1
1 jp s
y
e
           (3.13) 
j jkj k
k
s w h           (3.14) 
Where wkj is the connection weight between the k-th neuron in the hidden layer and the j-th 
neuron in the output layer and șj is the bias term. The term hk presents the output of the hidden 
neuron and is given by: 
1
1 kk s
h
e
  , with k ik i iis w x   , where ikw  is the connection 
weight between the k-th neuron in the hidden layer and the i-th input variable. The output of 
the MLP for a discrete choice model can be described by:  
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,i j j i
j
p s          (3.15) 
1
1, 0j j
j
            (3.16) 
where probability ip  is the weighted average of the log-sigmoid function for neurons bounded 
between 0 and 1 and Ȗj a coefficient.  
Equation (3.13) is equivalent to a logistic regression model which can be considered as a 
special case of a neural network regression for binary choice, since the logistic regression 
represents a neural network with one hidden neuron (Vlahogianni et al., 2012). The difference 
is in the existence of the hidden layer; the nonlinearity induced in the hidden layer - the output 
hk is usually a nonlinear function of the input patterns - provides the ANN model with enhanced 
flexibility compared to Logit models. Although neural networks may result to more flexible and 
robust models when compared to similar statistical structures, they may not be considered as 
a stand-alone modelling choice, as they require statistics to increase their transparency and 
explanatory power (Karlaftis and Vlahogianni, 2011).  
3.3.2 Optimization Issues in Back-propagation MLP - Genetic Algorithms 
The concern in modelling Multilayer Perceptrons is the specification of their optimal structure 
with respect to the number of hidden units and the learning rule followed. In a more thorough 
view of optimizing these two and especially the back-propagation procedure, one can trace 
three basic factors: the number of hidden units m, the learning rate η and the momentum α, 
which are not automatically adjusted but have to be estimated by the practitioner. A common 
approach is to use a trial-and-error procedure in order to discover an optimal value of the three 
variable parameters. However, some “rules of thumb” can be applied for determining the 
optimal value of the above parameters (Príncipe et al., 2000), but these are not necessarily 
successful due to the vast dimensions of the solution space. Searching for a near-optimal 
neural network structure requires the coordinated optimization of the network with respect to 
structural and learning issues along with a meta-optimization effort in a more detailed level 
(calibration of learning parameters) (Vlahogianni et al., 2005). 
Most traditional optimization approaches such as the calculus-based, the enumerative and the 
random methods are either local-based search methods (this means that they could provide 
a local optimum) or suffer from problems such as the dimensionality curse (because of the 
large solution space that had to be searched) and they cannot be considered as robust 
(Goldberg and Holland, 1988; Cho et al., 2013). Such obstacles may be overcome using 
Genetic Algorithms (GA). GA’s are stochastic search algorithms which act on a population of 
possible solutions and are based on three operators: selection, crossover and mutation. In the 
beginning, there is a random population of potential solutions A encoded as chromosomes. 
Each chromosome consists of genes: A=α1α2α3...αL. During selection, a chromosome from the 
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current generation’s population is chosen for inclusion in the next generation’s population. 
Selection does not introduce new chromosomes but re-estimates the population’s 
chromosomes, increasing the number of fitter ones and decreasing the number of the less fit. 
The basic concept of the Genetic Algorithms is to promote fittest chromosomes, allowing them 
to pass on their genes to the next generation. 
The theoretical basis of the operations taken place in a genetic algorithm is related to the 
Schema Theorem (Winter et al., 1996). In brief, each schema H are templates containing 
population A(t) of chromosomes Aj (j=1,2,…,n). It possesses two distinct characteristics: (a) 
order o(H), which is the position of the number of fixed chromosome positions present in the 
template, and (b) length δ(H) which is the distance between the first and the last chromosome 
position. At a given generation t, if m is the number of examples of a specific schema H within 
a population A(t), then the chromosomes Aj are been selected from the next generation (t+1) 
with the probability i i jp f f  . The schema grows as the ratio of its average fitness to 
the average fitness of the population: 
( )( , 1) ( , ) f Hm H t m H t f         (3.17) 
where jf f n  the average fitness of the entire population. Crossover effects are 
expressed by the following: 
( ) ( ) ( )1 ( , 1) ( , ) 1
1 1s c c
H f H Hp p m H t m H t p
l lf
             (3.18) 
where ps is the survival probability under crossover, pc is the probability of the particular mate, 
l is the length of the chromosome. Adding the effect of mutation, the expression that explains 
the number of copies transferred to the next generation is: 
( ) ( )( , 1) ( , ) 1 ( )
1c m
f H H
m H t m H t p o H p
lf
           (3.19) 
where pm is the probability of random alteration of a single position in schema H and o(H) the 
order (which is the position of the number of fixed chromosome positions present in the 
template), δ(H) the length (which is the distance between the first and the last chromosome 
position), m is the number of examples of a specific schema H within a population A(t) at 
generation t. 
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3.3.3 Neural Network Input Influence Measure for Explanatory Power 
The lack of a mechanism for explicitly describing the learned relationship between the input 
and output space is the main reason why Neural Networks are considered as “black-boxes”. 
The explanatory power of a model is related to its ability as a decision-making tool (Karlaftis 
and Vlahogianni, 2011); intuitively, any decision should be based on a solid understanding of 
the mechanism by which different factors interact and influence crack initiation. 
Revealing the learned relationships in Neural Network models is a problem that may be treated 
from different methodological angles. Two basic approaches may be found in literature; the 
general approach, which provide an estimate for each variable’s influence on the overall 
behaviour of the network and, the specific approach, which estimate each variable’s influence 
on the network’s output for a particular instance of an input vector (Zobel and Cook, 2011). 
A very popular variable significance measure is the variability of the output to changes in a 
specific input, which is achieved by adding a random value of a known variance to each sample 
and computing the output, while keeping the rest of inputs to their mean value. The sensitivity 
for input k is expressed as (Príncipe et al., 2000): 
2
1 1
2
( )
P o
ip ip
p i
k
y y
s  
         (3.20) 
where ipy  is the i-th output obtained with the fixed weights for the p-th riding input pattern – a 
vector of riding parameters, o is the number of outputs, P is the number of patterns, and 2  
is the variance of the input perturbation. In general, inputs that have large sensitivity are more 
crucial in the modelling. 
It is noted that sensitivity analysis is the sole way of investigating the explanatory power of 
ANN, as there is no statistical significance measure for that purpose. In this context, through 
this process, input parameters with the most impact to the outcome can be identified through 
a first round of training of the ANN with all inputs. A second training process can then be 
initiated, this time including only the most crucial parameters, thus resulting in a simpler ANN 
architecture, which inquires less training time. Figure 7 below shows the results of the 
application of this approach for indicating the explanatory power of ANN. Furthermore, it 
should be stressed that, as ANN are forecasting oriented models, there is no underlying 
explanatory mechanism, which would relate response variables to the ANN outcome. Indeed, 
ANN training has a target to provide good forecasts and not explain the impact of factors to 
the final result.  
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3.4 Comparison of Methods 
In general, the literature (Karlaftis and Vlahogianni, 2011; Cherkassky et al., 2012) largely 
suggests that statistical methods are preferable over ANN when:  There exists a statistical method which describes a problem better than ANN;  There is prior knowledge on the functional relationship of the problem variables;  Statistical properties of the underlying, explanatory mechanism and parameters have 
to be explained;  Interpretability of results and causalities are required. 
On the other hand ANN’s are suggested for development when:  There exist adequate data for training the ANN;  Emphasis is given on obtaining ‘good’ predictions and not so much on how these 
predictions were obtained;  The underlying explanatory mechanism is unknown and/or hard to define;  The assumptions of statistical models (e.g. normality, linearity, stationarity) are not 
valid;  Traditional (statistical) methods yield results that are extremely tedious and nearly 
impossible to interpret. 
In this particular research into pavement cracking initiation, two distinctive approaches are 
investigated and compared: (a) a statistical approach (survival analysis – Bayesian Duration 
Models), and (b) an Artificial Intelligence approach (Artificial Neural Networks). 
The rationale behind choosing those two methods also reveals core differences between 
statistical and ANN methodologies: while the Bayesian Duration Model (BDM) expresses time 
up to cracking, the ANN model classifies pavements to cracked and non-cracked cases, by 
considering various input parameters. Furthermore, the ANN does account for time since 
treatment. Therefore, while the BDM strictly refers to the temporal behaviour of pavement with 
respect to cracking, the ANN attempts to forecast the probability of cracking initiation given a 
set of inputs. Also, BDM are capable of interpreting the impact of explanatory factors, as well 
as forecasting, while on the other hand, ANN are proven methods of successful forecasting 
without considering any underlying explanatory mechanisms. As such, comparison of their 
performance for the case at hand is of additional interest and merit. 
 
In this chapter the methods adopted during the research are presented. These methods 
involve both statistical (from simple indicators to complex non-linear statistical approaches) 
and Artificial Neural Networks. In the next chapter the application of these methods is 
presented in real world data and the results are discussed. 
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4. Results and Discussion 
4.1 Dataset 
Two separate sets of data were used for this study. The first set of data was applied in the 
paper titled: “Using the Asphalt Pavement Dynamic Stiffness Modulus in Assessing Falling 
Weight Deflectometer Test Results” (Badr and Karlaftis, 2013), while the second set of data 
was used for the investigation in pavement cracking following rehabilitation treatments (Badr 
and Karlaftis, 2012; Karlaftis and Badr, 2015). 
DSM Data 
Data used in this study were derived from FWD tests conducted in 1,791 points along the 
PATHE national motorway in Greece by ADK Consulting Engineers (2006), in order to 
ascertain maintenance needs for existing pavements. Major constraints in this project were to: 
i) minimise the number of tests conducted (cost minimization), and ii) obtain results in the 
shortest possible time frame (since time allotted was very short). 
Data provided by the final highway designs and the construction sections were used to 
estimate pavement sections with similar design and construction characteristics. Coring tests 
were also undertaken to measure the thickness and other properties of the pavement layers 
for the detailed design. 
From the 1791 FWD measurements, 977 measurements were conducted on semi-flexible 
pavement (cement stabilized base) and 814 measurements on flexible pavement. 
The software ROSY (SWECO) was used for the back-calculation of the pavement layer moduli 
of elasticity as well as for calculating the overlay requirements and the remaining pavement 
life. Also, along with ROSY that uses the mechanistic-empirical methodology, the empirical 
AASHTO 1993 methodology (AASHTO, 1993) was also applied for calculating overlay needs. 
The pavement design was also conducted by ADK Consulting Engineers (2006) that also 
courteously provided the data for this study. 
Pavement Cracking Data 
The dataset used for developing both models under comparison was collected as part of the 
LTPP program, which was established in 1984 (Hanna et al., 1994). Its objectives are to 
conduct research towards enhancing pavement life and serviceability (Elkins et al., 2003). 
More than 2,400 test sections of operating highways in the USA are investigated as part of the 
program (SHRP, 1990); LTPP projects are classified as General Pavement Studies and 
Specific Pavement Studies (SPS). For the nine SPS projects, test sections have been 
constructed and monitored or rehabilitated with the scope of investigating five different 
experimental concepts (categories). From the “Pavement Rehabilitation” category, SPS-5 
experiment data are used for this paper. The SPS-5 experiment investigates the impact of 
eight rehabilitation treatments on existing pavements. These include intensity of surface 
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preparation, thickness of AC overlay and type of AC overlay mixture. The experiment is 
conducted in 18 test sites, covering all four climatic regions of the US (Southern/Western/North 
Central/North Atlantic). Each test site consists of eight test sections of 500ft each with each 
section undergoing a different rehabilitation treatment and one not-rehabilitated control 
section. 
 
Table 2: Details of different treatments (Badr and Karlaftis, 2012) 
Section / 
Treatment ID 
Overlay Thickness 
(inches) 
Surface  
Preparation 
    Asphalt 
Overlay Type 
502 2 Minimala Recycledc 
503 5 Minimal Recycled 
504 5 Minimal Virgin 
505 2 Minimal Virgin 
506 2 Intensiveb Virgin 
507 5 Intensive Virgin 
508 5 Intensive Recycled 
509 2 Intensive Recycled 
a  Sections received patching and leveling only for ruts greater than 0.5 in; no milling except 
to remove an open-graded friction course. 
b  Sections received patching, crack sealing and milling to a depth of 1.5 to 2 in. 
c  Recycled asphalt overlay mixture contains 30% of recycled material. 
 
In general, three categories of explanatory variables are available in the dataset: construction 
and rehabilitation, climate and traffic data. Construction and rehabilitation data include 
pavement age, time since treatment, layer thicknesses and indicator variables for different 
treatments. Pre-rehabilitation cracking values, although a potentially important parameter for 
alligator cracking following rehabilitation, were excluded from the analysis because of missing 
data (there were no monitoring records before rehabilitation for five out of 16 states). Climate 
data collected come from “virtual weather stations” statistics (called such in the LTPP 
database) and include annual temperature and precipitation statistics. As there were no 
weather measurements after 2006, missing values were replaced by average values in each 
state/county for that year for each of the variables and for each section separately. Missing 
values in the series (i.e. ESAL, AADT, etc), were completed using linear extrapolation 
(Bardaka, 2012). Explanatory variables considered in any (or both) models under comparison 
are summarized in Table 3: 
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Table 3: Explanatory Variables for the two models. 
Variable Name Abbreviation Variable Description [Units] 
Construction & Rehabilitation Data 
Time since Treatment T_S_RP 
Time since the application of the rehabilitation treatment 
[years] 
Age AGE Age of the pavement (since construction) [years] 
Sub-base & Base SB Total thickness of base & sub-base layer [inches] 
AC AC Total thickness of all AC layers following rehabilitation [inches] 
New AC OVER_TH Total thickness of the new AC layers added [inches] 
Extent of Damage DAM_EXT Fatigue cracking extent of damage before rehabilitation 
AC Overlay Thickness OVER_TH 
Indicator variable for overlay thickness of rehabilitation 
treatment (0 if 2-in and 1 if 5-in ) 
Surface Preparation SURF_PR 
Indicator variable for surface preparation of rehabilitation 
treatment (0 if minimal and 1 if intensive) 
AC Overlay Type RECYCL 
Indicator variable for asphalt mix of rehabilitation treatment (0 
if recycled and 1 if virgin) 
Climate Data 
Pavement location S_N Whether the pavement is located in the North or South 
Days above 32 
D_A_32, 
CD_A_32 
Number of days per year where daily maximum air temperature 
is above 32.2 degrees Celsius [days] and cumulative values* 
Days below 0 
D_B_0, 
CD_B_0 
Number of days per year where daily minimum air temperature 
is below 0 degrees Celsius [days] and cumulative values* 
Freeze Index 
FR_IND, 
CFR_IND 
Calculated freezing index for a one year period [Celsius-days] 
and cumulative values* 
Freeze-Thaw 
FR_TH, 
CFR_TH 
Number of days in the period when the air temperature goes 
from less than 0 degrees Celsius to greater than 0 degrees 
Celsius; assumes minimum daily temperature occurs before 
maximum daily temperature [days] and cumulative values* 
Precipitation PREC, CPREC 
Total precipitation for a one year period [mm] and cumulative 
values* 
Traffic Data 
ESAL, CESAL ESAL, CESAL 
Annual ESALs in the LTPP lane [in thousands] and cumulative 
values* 
AADT Truck 
AADT_T, 
CAADT_T 
Estimated annual average daily number of trucks in the LTPP 
lane and cumulative values* 
*Explanatory variables which correspond to the cumulative value of factors per year since a treatment was 
applied (denoted with a ͞C͟ in the beginning of their name) 
It is also noted that for the development of the duration model, cracking data was available for 
three severity levels (low/moderate/high) through visual inspection for most LTPP sections, 
while time between treatment and cracking initiation was derived by available panel data in 
the LTPP database. Also, in cases of not cracked pavement sections until the end of the 
observation period (of 11 years), related duration data were considered right censored. 
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4.2 Using the Asphalt Pavement DSM in Assessing Falling Weight 
Deflectometer Test Results 
This research was published in the paper “Using the Asphalt Pavement DSM in Assessing 
Falling Weight Deflectometer Test Results” (Badr and Karlaftis, 2013) [Section III – 
Publications, paper no. 2] and investigates the use of the Dynamic Stiffness Modulus (DSM) 
as an early indicator of asphalt pavement rehabilitation.  
From the analysis of the results it can be seen that DSM is a good indicator of pavement 
structural quality, i.e. the need for overlay. Low values for the DSM indicate the need for 
overlay, while higher vales indicate a more structurally sound pavement. A DSM value of less 
than 0.80 indicates a poor pavement that requires overlay, while a DSM value of greater than 
1.20 indicates a good quality pavement that needs no rehabilitation. The results of the 
application of the above limits to the available dataset are shown in Table 4. 
 
Table 4: Classification of Results and DSM Performance 
Final Design 
 
DSM 
Flexible Pavement Semi Flexible All Data 
Overlay 
Required 
No 
Overlay 
Overlay 
Required 
No 
Overlay 
Overlay 
Required 
No 
Overlay 
Overlay Required 
(DSM<0.80) 
127 18 12 2 139 20 
No Overlay 
(DSM>1.20) 
0 669 1 962 1 1631 
 
In the overall data set, in 128 cases both DSM and detailed design resulted in the need for 
overlay and in only 3 cases did the final design result in the need for overlay when the DSM 
did not indicate the same. Likewise, in 1394 cases both DSM and detailed design resulted in 
no need for overlay and in only 2 cases did the DSM indicate the need for overlay when not 
needed. In the case of a perfect fit, the greyed-out cells should equal zero. 
From the aforementioned data, the overall error in prediction is 21 cases out of 1791, i.e. 
1.17%. The highest error was recorded in the flexible pavements, where the DSM classified 
18 cases as not requiring overlay, while the detailed design indicated such need, leading to 
an error of 2.21%. 
Figure 5 depicts the DSM index as compared to the overlay thickness calculated during the 
detailed design, as well as the limits presented above. 
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Figure 5: Results of the DSM approach 
Further analysis of the dynamic stiffness modulus shows that for flexible pavements DSM 
correlates relatively well (R2=0.74) with the asphalt pavement modulus calculated from the 
back-analysis during detailed design. 
This is because the DSM is derived using only the central deflection (d0), which is dominated 
by the parameters of the asphalt layer. Therefore, it is also expected that the DSM will be 
highly correlated with the SCI index that indicates the condition of the bound layers, as shown 
in the paper published (Badr and Karlaftis, 2013). 
 
4.3 Duration model estimation for Pavement Rehabilitation and Service 
Life 
This research was published in the paper “Duration model estimation for Pavement 
Rehabilitation and Service Life” (Badr and Karlaftis, 2012) [Section III – Publications, paper 
no. 1 – Journal Impact Factor IF=1.045]. 
In developing duration models, two types of estimators were considered: the typical minimum 
least squares estimation (MLS) and the Bayesian approach. The common practice of stepwise 
selecting the independent variables to be included in the final specification was followed for 
model development (Washington et al., 2010). As a first step, the correlation coefficient 
between all independent variables was examined. Then, a set of ‘theoretical’ models was 
created, in which it was decided to include all possible combinations of independent variables 
with correlation coefficients below 0.7. This was done to avoid the multicollinearity problem 
frequently present in statistical models. Parameters of the theoretical models were then fit to 
the actual data and those variables where the t-test (coefficient estimate / standard error) was 
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statistically significant at the 95% level were included in the models. The final – ‘best’ – model 
was selected as the one with the best fit to the data and the best coverage of as many as 
possible independent variable categories (traffic, climate, construction and rehabilitation). This 
process was followed for both MLE and Bayesian estimation approaches. 
The results of the analysis, presented in Table 5 for both MLE and Bayesian estimation, show 
that largely the same variables are significant for both models. Traffic and rehabilitation 
treatment variables significantly affect the dependent variable. Following model development, 
work concentrated on the explanation of results to investigate the influence of the independent 
variables on the time between rehabilitation treatment and alligator cracking initiation. From 
Table 5 it can be seen that the AADT_TR parameter, referring to the annual average daily 
number of trucks, significantly influences the rate at which failure occurs. Specifically, when 
the average daily number of trucks increases, then the duration between rehabilitation and 
initiation of alligator cracking decreases, thus suggesting that the pavement is expected to 
develop cracks at a higher rate. 
Regarding surface preparation (SURF_PR), results show that intensive preparation has a 
“positive” effect on pavement life since it decelerates cracking initiation. Likewise, the 
parameter that concerns the asphalt mix overlay (RECYCL) indicates that virgin asphalt mix 
overlay decreases failure rates following rehabilitation. The results of the analysis show that 
sections with colder climatic conditions are prone to faster development of cracking than 
sections in warmer conditions (S_N variable). 
Finally, increased thickness of the sub-base and base (TH_SB) and asphalt mix overlay 
(TH_AC), result in increased duration between rehabilitation treatments and initiation of 
alligator cracking. This is a very important finding from a practical perspective. Despite the 
similarities in the results, it is important to note that the two estimation approaches present 
some differences in the findings. The first is the magnitude of the parameter estimates, while 
the second is the lack of significance of the squared term of truck AADT without the model 
losing its fit to the data. The survival functions estimated by the two models appear in Figure 
6, where a certain superiority of the fit of the Bayesian function is apparent. Figure 6 also 
indicates that as time since rehabilitation treatments elapses, survival level of pavements 
decreases, with a sharp increase in cracking between 3 and 6 years after rehabilitation. Almost 
all sections indicate alligator cracking 11 years after rehabilitation. 
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Table 5: Bayesian Parameter Estimates vs. Maximum Likelihood Estimates for Alligator Cracking 
Initiation 
Variables* 
Log-logistic 
(MLE Estimation) 
Log-logistic 
(Bayesian Estimation) 
Coefficient (β) b/std. error Coefficient (β) b/std. error 
CONSTANT 0.779 10.32 1.123 11.31 
SURF_PR 0.085 3.77 0.092 4.12 
RECYCL 0.056 2.41 0.637 3.11 
S_N -0.071 -2.21 -0.059 -1.89 
AADT_TR -0.000 -7.76 -0.007 -5.37 
AADT_TR2 0.4E-07 7.15 - - 
TH_SB 0.014 5.41 0.032 6.27 
TH_AC 0.029 5.04 0.037 7.32 
λ 
P 
             0.30  
             3.77                       
           0.21 
           5.43 
* Dependent variable: Time between rehabilitation treatment and alligator crack initiation 
A finding of importance relates to the shape parameter P; findings suggest statistical 
significance for the parameter estimates between MLE and Bayesian inference. MLE 
estimation (yielding P = 3.77) suggests that the probability of cracking occurring during the 
next time period is high when it has not done so up to - approximately – 6 years. Maximum 
probability of cracking is reached at 4.5 years following construction, last overlay or last 
maintenance, and then becomes low. This is markedly different that the Bayesian estimation 
results (yielding P = 5.43), where the maximum probability of cracking is much higher at 3 
years, but decreases rapidly following that.  
 
Figure 6: Pavement Surface Distress Survival Functions (MLE and Bayesian Loglogistic) 
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Finally, it should be stressed that the model results indicated that each year following 
rehabilitation increases the propensity to crack by 9.3%. Increased thickness of the sub-base 
and base and asphalt mix overlay, result in increased duration between rehabilitation 
treatment and initiation of alligator cracking. This is a very important finding from a practical 
perspective. From a maintenance and rehabilitation management perspective, it is imperative 
to assess the effectiveness of different rehabilitation treatments and achieve minimal project 
life cycle costs. In this study the parameters that affect alligator cracking initiation for the 
applied treatments were determined and a comparison among the particular treatment 
elements was explicitly made. The results presented here can be directly used by highway 
agencies and management authorities in selecting suitable maintenance and rehabilitation 
policies, in minimizing lifecycle costs, and in optimizing pavement quality. 
 
4.4 Predicting Asphalt Pavement Crack Initiation Following 
Rehabilitation Treatments  
This research was published in the paper “Predicting Asphalt Pavement Crack Initiation 
Following Rehabilitation Treatments” (Karlaftis and Badr, 2015) [Section III – Publications, 
paper no. 3 – Journal Impact Factor IF=3.402] 
Multi-layer Perceptron (MLP) models are developed in order to predict the probability of 
cracking initiation following different rehabilitation treatments on the basis of an aggregate 
(overall) and a treatment-specific analysis. The models use as input the available explanatory 
variables (described in Table 3) in order to predict the probability of cracking. For this, an 
indicator variable was created; pavements with any degree of fatigue cracking took on the 
value of 1, while pavements with no cracking the value of 0. Missing data are treated using 
the following strategy: when more than two years of observations are missing and the next 
record was the first with a non-zero cracking value (for the particular test section), the 
assumption is made that it cracked at the mid-point of the missing observations. 
This application uses the software Neurosolutions™ (Neurodimension, 2016). MLPs are 
trained using a total of 1904 paradigms collected from the 18 test sites with 8 different test 
sections each. Of these paradigms 60% are used for training (1143), 15% as cross validation 
(286), i.e. for the control of the training process to avoid ‘overtraining’, and 25% as testing set 
(476). The test set was not presented during training and is used as an out of sample, 
independent set, in order to assess the ANN’s capability to generalize outputs. Neural Network 
structural, learning and GA optimization specifications are seen in Table 6. 
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Table 6: Model structural, learning and optimization specifications 
Parameter Value 
Input Space GA optimized 
Output Space 0/1 (logistic) 
Hidden Layers 1 
Hidden Layer Neurons GA optimized 
Activation Function tanh 
Train Stopping Cross-validation (Early Stopping) 
Max Number of Epochs 10,000 
Error Criterion Mean Square Error (MSE) 
Learning  Back-propagation 
GA Optimization 
Input space, Step size η and momentum α, Number of hidden 
units 
GA specifications 
Population = 50, Generation = 50 
Selection: tournament 
Fitness function: minimization of MSE (cross validation set) 
 
The strategy followed to select the proper set of input variables and come up with the optimum 
structural and learning parameters evolved in two stages: in the first stage, the MLP was 
trained using GAs for optimizing the input space and selecting the most critical input variables. 
The optimization ended when it converged to the minimum mean square error for the cross 
validation set. The consequent sensitivity analysis results depicted in Figure 7, show that the 
most critical input variables as revealed by the GA optimization are the climatic condition 
(S_N), the material type (RECYCL), the surface preparation of rehabilitation treatment 
(SURF_PREP), the total thickness of all AC layers following rehabilitation (AC), the overlay 
thickness of rehabilitation treatment (OVER_TH), the years since the application of the 
rehabilitation treatment (T_S_REH) and the cumulative ESAL (CESAL). 
 
Figure 7: Sensitivity to alligator cracking changes from changes in the input variables. 
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In the second stage of the analysis, a new Neural Network is developed using as inputs the 
seven (7) inputs resulted from the first stage of optimization. In the specific stage, GA’s are 
only used for the optimization of learning parameters and the number of hidden neurons. The 
categorization results in the test set (out of sample data) are seen in Table 7. 
Table 7: Model results for the test set with regard 
Output / Desired No Cracking Cracking 
No Cracking 249 21 
Cracking 24 182 
Performance   
Mean Square Error 0.087 0.086 
Mean Absolute Error 0.204 0.211 
Percept Correct (%) 91.20 89.66 
In Figure 9a-d, the notation “1” in the legend corresponds to cracking probability p>0.5 
(cracking initiated), while “0” denotes initiation probability p<0.5 (no cracking present). As 
presented in Figure 9 and Figure 9Figure 10, intensive surface preparation before 
rehabilitation leads to lower probability of cracking initiation, while using Recycled Asphalt 
Pavement (RAP) instead of virgin material leads to shorter life time from rehabilitation to 
alligator cracking initiation. These results coincide with observations made in recent research 
(Labi et al., 2007; Carvalho et al., 2011) and indicate that the ANN can correctly capture the 
underlying relationships between these factors and the probability of cracking. As expected, 
higher overlay thickness tends to extend pavement life until cracking initiation (Figure 11), 
while climate conditions influence cracking initiation times, with colder climatic conditions 
leading to faster development of cracking (Figure 9), probably due to higher temperature 
variances and precipitation. 
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Figure 9: Comparison of Cracking Initiation depending on Climatic Conditions 
Figure 10: Comparison of Cracking Initiation depending on asphalt mix (virgin asphalt vs recycled) 
Figure 11: Comparison of Cracking Initiation depending on Overlay Thickness 
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Findings suggest that the interpretation of the data is not straightforward since the same 
pavement structure (asphalt and base thickness with same rehabilitation technique) may crack 
under lower cumulative ESAL. This may be the result of time (more years have elapsed since 
rehabilitation and environmental factors are of increased importance), and may lead to 
complex and possibly non-linear relationships between input factors and probability of 
cracking. Increased complexity and non-linearity could be the reason that ANN can provide 
more accurate results, since they can straightforwardly map highly non-linear associations. 
Figure 12: Low cracking probability strategy (Intensive preparation, Virgin material, Higher overlay 
thickness) versus lower cost strategy (Minimal preparation, Virgin Material, Low overlay thickness) 
(Karlaftis and Badr, 2015) 
Figure 13: Low cracking probability strategy (Intensive preparation, Virgin material, Higher overlay 
thickness) versus lower cost strategy (Minimal preparation, Virgin Material, Low overlay thickness) 
(Karlaftis and Badr, 2015) 
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The above results, combined with the findings from the ANN sensitivity analysis, can be used 
by pavement managers to prepare strategies for pavement rehabilitation. For example, low 
cracking risk strategies should involve virgin material, rigorous surface preparation and higher 
overlay thickness, since these are the factors with the highest influence. Lower rehabilitation 
cost solutions involving minimum surface preparation and lower overlay thickness can lead to 
significantly shorter time for cracking initiation (higher probability of cracking), as shown in 
Figure 12 (derived from the test data in New Jersey and Alabama). More detailed information 
on each strategy can be obtained by straightforwardly applying the proposed neural network 
model. 
 
4.5 Asphalt Cracking Prediction: A comparison of econometric and 
computational intelligence models 
A comparison of the performance and outcomes of two distinct model types for forecasting 
asphalt cracking follows their development. This research has been submitted for publication 
under the title “Asphalt Cracking Prediction: A comparison of econometric and computational 
intelligence models” [Section III – Publications, paper no. 4]. 
The first model (BDM) is based on a well-established econometric approach (survival analysis) 
and aims at predicting the time between pavement treatments and cracking initiation. As for 
the second model (ANN), a computational intelligence technique is exploited for deriving 
cracking probability of asphalt pavement under different treatments, under different inputs. 
4.5.1 Qualitative Facts 
From a conceptual perspective, while the BDM model expresses time up to cracking, the ANN 
classifies pavements to cracked and non-cracked cases, by considering various input 
parameters. Furthermore, the ANN does account for time since treatment. Therefore, while 
the BDM model strictly refers to the temporal behaviour of pavement with respect to cracking, 
the ANN attempts to forecast the probability of cracking initiation given a set of inputs.  
As far as explanatory variables are concerned, the BDM model takes into account current 
truck traffic conditions, construction characteristics (subbase, base and asphalt layer 
thickness), the climate and some treatment characteristics (type of asphalt material and 
surface treatment), as far as the specific application is concerned. On the other hand, the ANN 
model allows the inclusion of additional treatment characteristics, including overlay thickness 
and also accounts for the cumulative effects of some explanatory variables, such as traffic. In 
addition, the ANN considers time since treatment as an explanatory variable, a variable not 
included in the BDM model. As such, the ANN can allow investigation of a particular instance 
and therefore can straightforwardly allow predictions for specific treatment parameters, a fact 
which could prove to be useful for pavement programming applications in the project level. 
The behaviour of explanatory variables is similar for both models. However, the impact of 
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treatment variables is larger for the BDM model, while the ANN results are more sensitive to 
climatic conditions.  
4.5.2 Statistical Comparison 
A statistical comparison is undertaken in an effort to investigate whether model outputs in both 
cases exhibit similar results for an independent set of pavement sections and corresponding 
treatments; these along with their characteristics are presented in Table 8: 
 
Table 8: Comparison set of pavement segments (year 0) 
ID
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1 502 0 415 51 6 10.4 16.4 5.5 2 0 0 
2 504 0 415 51 5.5 10.7 16.2 8.1 5 0 1 
3 505 0 415 51 6 10.4 16.4 5.2 2 0 1 
4 506 0 415 51 5.4 10.6 16 5.7 2 1 1 
5 509 0 415 51 6 11 17 5.9 2 1 0 
6 502 0 660 250 0 14.7 14.7 6.4 2 0 0 
7 504 0 660 250 0 17.6 17.6 9.1 5 0 1 
8 505 0 660 250 0 12.8 12.8 6.9 2 0 1 
9 506 0 660 250 0 12.8 12.8 8.2 2 1 1 
10 509 0 660 250 0 14.8 14.8 6.5 2 1 0 
11 502 1 323 286 15 0 15 7.6 2 0 0 
12 504 1 323 286 11 2.5 13.5 11.3 5 0 1 
13 505 1 323 286 11.6 2.3 13.9 8.4 2 0 1 
14 506 1 323 286 13 2 15 6.7 2 1 1 
15 509 1 323 286 13.5 0 13.5 8.8 2 1 0 
16 502 1 250 160 4 5 9 7.1 2 0 0 
17 504 1 250 160 5 5.1 10.1 10.1 5 0 1 
18 505 1 250 160 5 5.1 10.1 8.4 2 0 1 
19 506 1 250 160 10 3.5 13.5 7.2 2 1 1 
20 509 1 250 160 5 6.9 11.9 7.6 2 1 0 
 
Probability of not cracking in specific time periods, following a treatment is selected as a 
comparison measure for the two models. A period of 10 years following treatment is used for 
comparison, in order to account for BDM model limitations due to right censoring. For the BDM 
model, the survival curve for each pavement in the set is derived, using a proportional hazard 
form (Bhat and Pinjari, 2000; Washington et al., 2010). The following formula is used for that 
purpose (Rodriguez, 2010): 
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    exp0( , ) XS X t S t        (4.1)  
where S is the survival curve for explanatory variables X (corresponding to each pavement 
section with β the corresponding coefficient) and S0 a baseline survival function curve 
(corresponding to mean λ and p parameters presented earlier). Using equation (4.1), the 
probability of a pavement section being intact can be straightforwardly derived for different 
timings in the future.  
The Neural Network is applied to the same set of sections and, for different treatment types, 
probability of not cracking is derived for different time periods following cracking. It is noted 
that the ANN uses cumulative values of the AADT, ESAL and other parameters changing over 
time for deriving cracking probabilities at different time periods. This implies that some values 
are complemented with panel data on some parameters for the years following the treatment.  
Probability values for distinct timings drawn from the two models are then compared using the 
non-parametric Mann- Whitney – Wilcoxon U (MWW-U) Test (Washington et al., 2010). The 
strength of non-parametric tests is that they do not rely on underlying assumptions regarding 
the distribution of the analysed data. The null and alternative hypotheses of the test are the 
following: 
 H0: The two sample distributions are drawn from the same population. 
 H1: The two sample distributions are drawn from two different populations. 
In order to obtain the test statistic, the two samples are combined and the set is ranked from 
smallest to largest. In cases of ties, an average rank of tied observations is assigned. The 
smallest observation is denoted as 1 and the largest as n. The sum of ranks for the first sample 
is R1 and for the second sample is R2. If n1 and n2 are the sizes of the two populations, the test 
statistic is calculated as follows:   1 1
1 2 1
1
2
n n
U n n R
            (4.2) 
The U statistic is a measure of the difference between the ranks of the two samples. The 
assumption that only location differences (mean or median) exist between the two populations 
and a large or small value of the statistic provides evidence of the difference in the location of 
the two populations. If samples are large (n1,n2≥10), the U statistic can be approximated by a 
normal distribution. In that case, its mean value and standard deviation are given by: 
1 2( )
2
n nE U           (4.3) 
 1 2 1 2 1
12U
n n n n            (4.4) 
 
and the large sample test statistic is given by: 
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( )
*
U
U E UZ          (4.5) 
Test results are summarized in Table 9; for each case the result of the MWW-U test with 
respect to the null hypothesis Ho is indicated (retain or reject). Figure 14 through Figure 17 
present the probability distribution over time for the two models and some indicative cases. 
 
Table 9: MWW-U Test results 
ID Treatment Level of significance Result 
1 502 0.126 Retain Ho at the .05 level 
2 504 0.293 Retain Ho at the .05 level 
3 505 0.563 Retain Ho at the .05 level 
4 506 0.292 Retain Ho at the .05 level 
5 509 0.791 Retain Ho at the .05 level 
6 502 0.004 Reject Ho at the .05 level 
7 504 0.885 Retain Ho at the .05 level 
8 505 0.006 Reject Ho at the .05 level 
9 506 0.603 Retain Ho at the .05 level 
10 509 0.065 Retain Ho at the .05 level 
11 502 0.045 Reject Ho at the .05 level 
12 504 0.865 Retain Ho at the .05 level 
13 505 0.073 Retain Ho at the .05 level 
14 506 0.865 Retain Ho at the .05 level 
15 509 0.474 Retain Ho at the .05 level 
16 502 0.101 Retain Ho at the .05 level 
17 504 0.411 Retain Ho at the .05 level 
18 505 0.946 Retain Ho at the .05 level 
19 506 0.644 Retain Ho at the .05 level 
20 509 0.428 Retain Ho at the .05 level 
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Figure 14: Probability of not cracking (ID 5) 
 
Figure 15: Probability of not cracking (ID 7) 
 
 
Figure 16: Probability of not cracking (ID 12) 
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Figure 17: Probability of not cracking (ID 18) 
 
As it can be seen from Table 9 for most types of treatments, there is evidence that the 
probability of not cracking follows the same distribution for both models. Evidence weakens 
only in case of treatment 502, which involves a two-inch overlay, minimal surface preparation 
and recycled asphalt pavement. As such, treatment 502, is considered to be a ‘lower effect’ 
treatment for minor cracks. Thus, it can be considered that this type of treatment is probably 
used either in cases where possibly no treatment is needed, or a ‘heavier’ type of treatment is 
warranted. This last observation is also shared by Ahmed et al. (2013), that point out that 
treatment 502 has a higher pre-treatment IRI (i.e. lower initial pavement performance) than 
other treatments. In effect this would mean that in some cases where treatment 502 is applied, 
the physical phenomenon is not adequately represented by this treatment and therefore the 
mathematical models suffer as well in their interpretation. 
 
4.6 Model Limitations 
The methodologies and models presented above have been investigated in detail and provide 
very good accuracy in either the prediction of structural health leading to the need for 
rehabilitation or the estimation of crack initiation time following rehabilitation. However, there 
are limitations associated with these models, which are discussed below. 
Data Limitations 
Model limitations associated with the data sets used for their development are inevitable and 
apparent in all such methodologies. 
In the case of the Dynamic Stiffness Modulus model, the data are not used for the development 
of the model but the DSM approach is dependent upon the FWD equipment used. In that 
sense, for other applications it is suggested that equation 3.11 is adapted, with the specific 
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equipment values and either pavement parameters acquired from previous testing or generic 
ones, as shown in Table 1, in order to derive an updated form of equation 3.12. 
As discussed in section 4.1, the LTPP data set is the most complete dataset available with 
respect to pavement cracking information. Nevertheless, it includes data from the US and 
Canada only and therefore transferability of the models outside of North America, needs 
further validation. Furthermore, due to data availability, not all possible explanatory variables 
were included in the model (i.e. pavement design characteristics, traffic modal split, etc) and 
it can be argued that the model may be biased towards the average value of such parameters. 
Methodology Limitations 
Hazard based duration models are inevitably well established econometric methods for 
describing time-related phenomena. Nevertheless, they are parametric methods and as such, 
they rely upon an underlying statistical distribution for describing the associated phenomena. 
As such, in the present case, alternative statistical distributions were assumed a priori for 
representing time since pavement failure; these include the Weibull and Log-logistic functional 
forms. This a priori assumption of a distribution may be based on past work and experience 
but does not always guarantee that the optimal functional form is selected.  
ANN’s on the other hand are data driven and rely on empirical training in order to establish a 
relationship between explanatory parameters and outputs. This implies that ANN’s do not 
consider, neither interpret, any underlying mechanism explaining the phenomena considered. 
Therefore, ANN offer no insights on the actual phenomenon described but rather attempt to 
estimate responses of dependent variables to changes in explanatory factors. Furthermore, 
the explanatory power of ANN is not directly evident through an analytical process; additional 
statistical inference may be required for validating the statistical performance of an ANN model 
outside the dataset used for its development. 
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5. Conclusions and Recommendations 
5.1 Conclusions 
Asphalt pavement deterioration following rehabilitation treatment, is a phenomenon with 
considerable impacts to highway serviceability. Indeed, while treatments aim at prolonging the 
service life of pavements, their actual impact to pavement cracking has been scarcely 
investigated in the past. As such, post-treatment pavement rehabilitation is a topic of particular 
importance in the areas of pavement design and management. In this context, this thesis 
focused on investigating and modelling the performance of asphalt pavements, following 
rehabilitation. Specific objectives included (a) the development of novel econometric and 
artificial intelligence models for describing and forecasting cracking of asphalt pavements, (b) 
the investigation of post-treatment pavement service life, and (c) the establishment of 
performance indicators as quick response methods for assessing pavement strength. 
The assessment of the structural strength of a pavement is based on the introduction of the 
Dynamic Stiffness Modulus (DSM) as a relevant indicator. The DSM has a sound theoretical 
basis on soil dynamics and can be easily implemented in the field, even in real time conditions. 
A real world application showed a 2.21% accuracy in predicting the need (or not) for pavement 
rehabilitation. Furthermore, since the DSM can be easily derived on-site it can also be 
exploited for ascertaining the amount of FWD testing required at each test section. This allows 
an Agency to quickly identify and focus or allocate resources in sections with poor pavement 
conditions. 
For the purposes of modelling post-treatment pavement deterioration, two approaches were 
followed: (a) survival analysis in the form of a hazard based duration models and (b) artificial 
neural networks (ANN). Based on the literature review, both techniques were deemed 
appropriate for the problem at hand. 
The effectiveness of different rehabilitation treatments with respect to pavement life was 
examined by exploiting hazard based duration models. Minimum Least Square (MLS) and 
Bayesian inference were considered as alternative estimators and alligator crack initiation time 
as the pavement deterioration variable. The effort was to predict the time between pavement 
rehabilitation and the initiation of cracking. Results indicated that climatic effects, the weather 
and treatment characteristics (thickness, material type, surface preparation) do have an impact 
in asphalt pavement cracking; it was found that each year after rehabilitation increases the 
propensity to crack by more than 9%, while maximum cracking probability at the same time 
ranges between 3 to 4.5 year, depending on the estimator.  
Developed duration models demonstrated some advantages over previous research. First, 
data were obtained from test sections in 16 different areas in the USA. Therefore data 
considered various climatic regions and could more realistically represent pavement distress 
mechanisms and duration patterns. Second, three types of data were used as explanatory 
variables (construction and rehabilitation, climate and traffic), making the analysis more 
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detailed and thus reliable. Third, the work explicitly concentrated on evaluating the effects of 
different rehabilitation strategies on the time from treatment until cracking initiation, a topic 
where surprisingly little research has been done in the past. Fourth, from a methodological 
perspective, Bayesian estimation was considered next to the typical minimum least squares 
technique. Five, the models developed were not only a methodological improvement over 
previous research, but could be straightforwardly used in the pavement management process.  
An artificial neural network (ANN) approach was next adopted for predicting asphalt pavement 
cracking initiation following treatment. The ANN approach not only predicted the probability of 
initiation of cracks following rehabilitation, but also provided vital information about the 
appropriateness of rehabilitation treatments as well as identifying the factors that affect the 
performance of the rehabilitated pavement cracking. The model resulted in accurately 
predicting the risk of crack initiation following rehabilitation. It also provided insights on the 
relationship between external factors and cracking probability, indicating particular 
construction parameters that may lead to longer pavement life, a fact that can help pavement 
managers in developing appropriate rehabilitation strategies.  
The performance and outcomes of the econometric and artificial intelligence approaches were 
further compared from both a qualitative and a quantitative perspective; for the latter case, 
similar model inputs were considered and appropriate statistical tests were applied. The 
qualitative comparison revealed that the ANN model allowed the inclusion of additional 
treatment characteristics, including overlay thickness and also accounted for the cumulative 
effects of some explanatory variables, such as traffic and precipitation. In addition, the ANN 
considered time since treatment as an explanatory variable, a variable not included in the BDM 
model. 
On the other hand, the quantitative comparison pointed out that the impact of treatment 
variables is larger for the BDM model, while the ANN results are more sensitive to climatic 
conditions. Probability values for distinct timings drawn from the two models were compared 
using the non-parametric Mann- Whitney – Wilcoxon U (MWW-U) Test. It was found that for 
most types of treatments, there was evidence that the probability of not cracking followed the 
same distribution for both models. Differences between models were only found for a particular 
treatment type (Treatment 502), which may be explained by the nature of the treatment and 
its effect on cracking. 
Overall, this research and its outcomes contributed both to the state-of-art and practice. From 
a research perspective, novel methodological approaches were successfully exploited for 
investigating a problem of primary importance in pavement management; complex 
phenomena were described with advanced statistical and artificial intelligence tools, factors 
affecting post-treatment cracking were identified, their contribution was quantified and their 
impact was forecasted. For practitioners, this research offered a tool for rapidly assessing 
pavement structural quality. Also, the performance of different treatments to pavement 
deterioration was investigated thoroughly in this research; findings can aid decision makers in 
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designing efficient pavement treatment strategies in the project and network levels, and 
efficiently allocating resources for that purpose. Information derived, such as the level of 
impact for each contributing factor and the timing at which pavement condition drops, are 
important inputs in the pavement management process. 
 
5.2 Recommendations 
As for future research directions, methodological improvements could refer to several aspects 
of model refinements. First, pending upon data availability, additional contributing factors may 
be considered in model development, such as pavement design characteristics, detailed 
climatic information (average and peak temperatures, moisture etc), modal split of traffic etc. 
Second, for the case of survival analysis models, alternative distribution functions can be 
investigated and compared to the log-logistic functional forms. Third, for ANN, advanced, 
multi-layer structures could be considered, along with a detailed sensitivity analysis of the 
ANN. Indeed, the current ANN approach establishes the magnitude of effect each input has 
on the result, but future research should also provide insight on the type (positive/negative) 
and distribution (linear, non-linear, etc) of this effect.  
Another aspect that future research can focus on is the potential transferability of the model. 
This implies testing alternative datasets (from other regions and countries) in an effort to 
validate the models’ applicability to other areas of the globe. As indicated earlier, this would 
also imply the incorporation of possibly additional explanatory parameters, which could aid 
both in a further improved representation of the underlying mechanism (in the case of duration 
models) and the forecasting performance of models developed. 
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