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A family of soluble Markov chains is introduced, which derive from simple prescriptions 
allowing ‘saved’ and ‘recouped’ successes in combinations of Bernoulli or hypergeometric trials. 
These processes lead directly to simple eigenvalue spectra and to eigenvectors which are classical 
polynomials of a discrete variable. A number of elementary, but apprently unrecognized, proper- 
ties of ‘cumulative’ Bernoulli trials are discussed as background. Possible applications in epidemic 
and reliability theory are described. 
1. Introduction 
Although the binomial distribution b(i, N, cw ) is a commonplace in textbook 
statistics and innumerable variations on the theme of Bernoulli trials are known 
(see e.g. Feller [8, Chapter 6]), certain Straightforward extensions of the same idea 
seem nevertheless to have passed unnoticed. We shall introduce one such here 
under the title of Cumulative Bernoulli Triafs (CBT’s), a simple formalization of 
the idea of ‘saving’ successes and supplementing them by the results of adcritionall 
trials. Although various models for san.plin% without replacement are known, and 
the effect of aggregating separate sequences of Bernoulli trials is considered in the 
classic work of Lexis (See e.g. von Mises [lb, Chapter 9]), our approach seems to 
be distinct from these and indeed more interesting in a number of res3ects. We 
shall expose in particular the essential connection between CBT’s and the 
Krawtchouk polynomials (the set orthogonal on the integers i E [!b, 1, . . . , IV] with 
binomial weight), which appear as eigenvectors of a simply constructc,d Markov 
chain of such trials. This statistical origin may indeed be the simplest yet given for 
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the Krawtchouk set, which have made sporadic appearances in proSability theory 
in connections as diverse as ‘fourfold sampling’ (Aitken and Gonin [l]), the 
Ehrenfest model (Kac [13]), theory of polymer chains (Schulten, Schulten and 
Szabo [18]) and coding theory (Sloane [19]).. 
We begin by deriving some background results on combinations of Bernoulli 
trials with ‘saved’ successes (Section 2) and go on to derive Markov chains based 
on the same idea (Section 3). These are thlen modified to cover combinations of 
Bernoulli and Poisson trials (Section 4) and extended to the case of hypergeometric 
trials in Section 5. In Section 6 a further extension is made to processes involving 
three- rather than two-stage trial combinations. In conclusion we draw attention 
to interrelationships between the models described here and earlier work on 
*distributive processes’ involving occupancy distributions rather than Bernoulli 
trials. In this way we arrive at a quintet of processes whose eigenvectors comprise 
all the natural orthogonal polynomials of a discrete variable (Hahn, Gonin, Meixner, 
Krawtchouk and Charlier sets) and which give perhaps the simplest statistical 
explanation for the same. 
2. Cumulative Bernoulli trials 
The essential idea behind Cumulative Bernoulli Trials is that of a player ‘saving’ 
his successes in a sequence of throws and being allowed one or more further 
sequences of trials to improve his score. This situation, familiar enough in gambling 
games, is prrhaps most easily described in terms of dice throwing, or the analogous 
‘fruit machine’. 
L=et a player throw N dice for successes at probability (Y (e.g. ‘aces’ at poker 
dice with Iv = 5, (Y = A). He now ‘puts aside’ his initial k successes and tries again 
with the remaining N -k dice. His final accumulated total of i successes is then 
scored. Allowing the possibility that the supplementary i -k successes may be at 
different probability /3, we can see that the distribution function for the outcome is 
Pti, N; ct. p ) = i b(k,N,cu)h(i-k,N-k,p) 
k 0 
with, as usuarl. 
Now the summation can be carried out explicitly. We find that 
(2.1) 
(2.2) 
= ( ) % [l -41 -tu)(l -p,]‘[II-.-tu)(l-p)lh I. i 
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so that quite simply 
b’2’(i,N;a,p)=b(i,N, l-(1-CY)(l-p)) (2.3 j
Naturally, when either cy or p tend to 0 or 1 the appropriate simple binomial 
distribution is obtained. 
We can now consider various extensions. Let b(“‘(k, N; cyl, (~2, , . . , a,) be the 
probability of a total of i successes in n attempts when the success probabilities at 
each attempt are cyl, Q, . . . , an respectively. Clearly the distribution b’” ) must 
satisfy the recurrence 
b’“‘(i, N; cyl,. . . , aN) = i 6’“~“(k, N; CY.,, . . . ,a,.1)6(i--k,N-k,a,) (2.4) 
k =0 
Likewise it is obvious that, by successive application, the function 6”‘) can always 
be reduced to the simple binomial 
b(“‘(i, N;al,. . . ,a,)=h(i, N, q(w,. . . +,A) (2.5 1 
with ‘1 some function of the n variables LY, to be determined. Moreover it follows 
from the first step (2.3) that the form of 77 is itself governed by the recurrence relation 
qb1, * * -, d=q(w,..., a, -l)!l -G)+% 
This is easy to solve. We can see almost on inspection that it is satisfied by 
r7bl* * - 0, cu,)=1-(1-cw~)(“r-cu~)“‘(1-~,,) 
with the endcondition q(cyl) = CY 1. Thus from the general case we have 
I’ 1, 
6”%,N;al ,..., a,,)=6 l,N,l- iT 
( 
C--ctr,,) 
,’ -z 1 
or, more naturally, when all the u,, are equal, 
h’“‘(i,iV,a)=6(i,N, l-(l-cr)“). 
2.1. T/w associated grmvth process 
t2.6, 
(2.7, 
(2.8, 
Formulated somewhat differently, the above is an example of a pure growth 
proces:, on a set of states EL, k = 0, 1, 2, . . . , N representing ‘k accumulated 
successes with saving’. The transition prDbahilitiet, G ( j, i ) = Pr{E, --) Ej} are evidently 
= 0, j<i. (2.9) 
The result of the previous analysis is then that the n-step transition probabilities 
G’“‘( j, i) must be 
G’“‘(i,i)=b(i-i,N-i, l-(L-a,)“). (2.10) 
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or 
~‘fl’~i.i,-h(i-i,N-i, 1-I’: (l--a,)) (2.11) 
v=l 
in the case of unequal probabilities. Equations (2.10) and (2.11) completely charac- 
terize the Markov chain for passage from the initial state E. (or equally any other 
&) to the persistent state Eh. 
2.2. The waiting time to complete success 
‘The most natural question to ask concerns the distribution of waiting times to 
N successes, when starting from Eo. For the case of equal trial probabilities, this 
is simply a matter of noting that 
C;““(j,o)=&(i,N, l-U-a)“), (2.12) 
G’“‘(N,O)=[l -(l-cu)“]N. (2.13) 
Since successes only increase in number, this must be the cumulative distribution 
function for waiting times n to reach the state E N. The actual first-passage-time 
distribution is thus 
M’,(11,N,n)=[l -(l -a)“lN -[l -(l -C&IN. (2.14) 
Such a simple result must surely have a ready combinatoric explanation, which 
indeed lies in the following equivalence: 
Pr{N successes in nt most n throws with 11’ dice saving successes] 
= Pr{At least one success in each of N separate throws with II dice}. 
This interesting identity can be made clear on considering the tableau in Fig. 1 in 
which the two alternatives are represented by reading successive columns left to 
right or WC x ,sive rows top to bottom. 
The distribution (2.1.4) can also be written in the form 
~I~~(~z, N, ix I = ; (-1 I” (1 -cr)““[l -(l -cu) “I. 
,’ -1 
(2.15) 
Fig. 1 .Tahlcau ihstrating the equivalence of Pr{N successes in at mosr n tf~rows of N dice with ‘saving’ 
a9f WCC~CF~~~) and Pr(Ar !t~sr one success in ~NC/I of N separate throws of n dice). The record of 
ktle r’c’kW*\ 6h1ac.k ilrL.lc\ I (‘;111 IX< ‘rc;~i qt~ally III horizontal a114 \.crtical directions, the ordp. beins 
immaterial in the latter case. 
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Using this, the first moment can be obtained as 
For five aces at poker dice (N = 5, a! = &) we find p I= 13.025 . . . throws. Figure 
2 shows the shape oE the probability distribution for this and other simple cases. 
p1(N,a)= f (-l)“+l iv 
( ) 
[l - (1 -a )“]-l. 
U--l V 
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(2.16) 
-7 I I 
w,(n,N,a 1 
Fig. 2. The probability distribution function w I(n, N, LY ) for waiting-time to complete success when N 
dice are throw n n times with ‘saved’ successes (cf. equation (2.14)). (a) N = ~O,_CR = 0.5; (b) N = 5, a = k 
(aces at poker dice); (c) N = 20, cy = 0.2. 
We may note the relatively long tail on the distribution (2.14) reflecting the 
decreasing probability of accumulating the last few successes with each trial. 
For unequal success probabilities we need only replace 1 - (1 -@)‘I by 1 - 
j-J;:; (1 --a,) in equation (2.14). In that case the expression for the mean is of 
course more complicated. 
3. Krawtchouk processes: recauped succec3es 
We ZIOW turn to a variant of th: above triais scheme which WC iead to a Markcv 
chain having somewhat P.X interesting properties thwc: pure growth proce:;s 
described in Section 2.1. B.4 H 
Let a player with N dice now throw only a $%&ion i of them for successes at 
probability a. He then ‘puts aside’ the k $1~ xesses obtained and is allowed to ti y 
again for additional successes at probc&lity @ The probability distribution for a 
1 
F 
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final score of j successes i , evidently, the convolution 
rnin Ii. j 1 
K(j,i;aJ)= c b(k,i,a)b(,j-k,N-k,p). 
k=O 
(3.1) 
This has to be a stochastic matrix and can be considered to give the transition 
probabilities for a Markov chain on the states Eo, El, . . . , EN as before except hat 
now the player is forced to ‘sacrifice’ his successes at every alternate throw and 
‘recoup’ them at probabiltiy CL 
Fig. 3. The Krawtchouk process. Schematic representation of trials leading to the transition matrix 
(3.11. Wavy arrows indicate stochastic steps, straight arrows indicate scores carried forward. 
Unlike the expression (2.1) for b”‘(i, IV), the above series cannot be summed. 
Written out, it is 
Kc j, i; tu, p) = 
p'( 1 -u )'(I -p )" ' nllrl~l.;) a 4 1 k 
--- ,2,, (F) (G) [i_~ci,“4,!,!* 
(N-j)! 
(3’2) 
The following special cases emerge naturally: 
(3.3) 
Kbt,i;n.O)=b(j,i,a), OSjSiSN, 
(3.4) 
- 0, ()SiS,P’SN. 
These are corresponding to the cases where no score is possible on either the first 
or second stages of each cycle. 
It is not difficult to extend the above prototype to more useful situations in which 
simple Bernoulli trials may be accumulated. A case of particular interest is that 
where individual successes and failures are identified with susceptibility to infectior 
and/or response to therapy with a drug. The following ‘infection-therapy’ models 
are the simplest of a whole variety that may be designed. 
A possible translation of the CBT’s of Section 2 would ble an experiment in 
which a popufation of N infected individuals is treated with a dtrug which produces 
a permanent cure wsth probability CY at each application. The extinction of the 
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disease as a function of the number n of repeated applications is clearly governed 
by the results of Section 2.2 with the state Ek standing for ‘k individuals cured’. 
Consider now the more realistic alternative which allows for the possibility of 
reinfection after administration of the drug. .Let i index the number of uninfected 
cases when the drug is applied to the remaining N -i of a population wjith a 
probability of cure 1 --a. Suppose then that both infection of the previously 
untreated individuals and reinfection of the cured ones can both occur with fixed 
probability /3. The probability that j uninfected cases will be found after one such 
cycle is evidently just the transition matrix (3.1). (With ‘success’ now perhaps 
unfortunately referring to the ability of the bacteria to resist the drug.) A slight 
variation of the above is where an enhancement of infection can precede rather 
than follow therapy and a more realistic alternative can be written in which the 
probability of reinfection p is made a function of the number of cases outstanding. 
these and other refinements are considered in a separate paper [12]. 
Somewhat similar models can be envisaged in the statistics of reliability of systems 
composed of discrete subunits. Questions would be posed concerning the number 
of ‘servicings’ needed to obtain a fully reliable system when defective subunits are 
replaced by others, themselves of uncertain reliability. 
3.1. Formal characterization of the Krawtchouk process 
The Markov chain defined by the transition matrix K of (3.2) proves t’o have 
a number of remarkably simple properties. To elucidate these we must first 
formalize our description in the conventional manner. Let X,, be the random 
state-variable governed by # and taking values on the integers i E [O, 1, . . . , ,Y] at 
discret\= times fz = 0, 1, 2, . . . . We shall designate both absolute probabilities 
P(i, n ) = Pr{X,, = i} and conditional probabilities P(i, 12 1 i) = Pr{X,, = i 1 X,, = i}, iden- 
tifying the latter with the powers K’“’ of the transition matrix and summarizing 
both in the column vectors P(n ) and P(n 1 i). Since evidently K( i, i) > 0 for* all i, it 
all states communicate, the Markov chain is irreducible and WE’: may anticipate the 
existence of a unique stationary distribution P(W) satisfying KPw) = P(m) and 
arising as P(oO) = K? Finally we define the first moments (P(n)) = E{X,,} and 
(P(n, v )) = E{X,, 1 Xc, = v} and the aut4correlation function: .~(I? ) = 
E{(X,, - E{X,))(XI, --3(X,.))). Our main result consists in deriving a spectral rep- 
resentation of K in terms of its eigenvltlues {A,,} and the left and right eigenvectl-3s 
w,, @,. As a first step to this we shall obt;Cn the stationary distribution Y(0. 
TO obtain the stationary distribution P(W) wle identify this with the right eigcn- 
vector &I of K having: ho = 1 and consider the linear equations for its components 
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Now, noting that a sufficient condition for some & to satisfy the above is that 
K ( j, i) possesses the symmetry property 
KC, j)4Mj) = K(j, i)&(i) (3.6) 
and also that the summation part of K(j, i) is symmetric in i and j, we can deduce 
that &(i) must be of the form 
4,,k, = A 
N i&l -fl)N-i 
with A a constant 
normalization 
i I- (1 -cYji 
independent of i. The latter can be fixed by imposing the 
1 
from which it follows that 
A= - 
[ 
P IN 
1 
+1-p;- . 
--a 
Rearranging slightly we see that 
CUi)= i 
( ) 
IV @‘[Cl -a)(1 -P)lN ‘/[l-d -p,y =hti,N,q) (3.7) 
with 
P 
rl = 1 -n(1 -pj 
(3.8) 
Thus the stationary distribution is a binomial with the appropriate combination of 
a and p as success probability. The limiting cases are again as expected: 
(CU = 1 or-p = 1) =+ q = 1, a=0 * q=p, p=o * q=o. 
From this we know that infinite repetition of the trial scheme from whatever 
initial state will establish the above binomial distribution, i.e. K’“‘(j, i) = 
brj,N,p(l -or(1 -p,,-‘. In the simple infection-therapy model described earlier 
this function measures the limiting success possible in controlling the infection. 
_W. Moments and autocorrelation 
The simplicity of the above result suggests that other quite special properties 
&rive from the convolutional structure of the transition matrix. Of these the easiest 
to obtain are those related to moments of the distribution P(n ). 
,Con!;ider the first moment of the transition matrix, defined as 
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Interchanging the order of summation and using the means of the two binomials 
we find that 
cLdi)= i b(k , i,d ? jb(j--k,N-k,B) 
k =o j=k 
= i b(k, i,m)[P(N-k)+kl 
k =0 
=pN+a(l--P)i=a+bi. (3.10) 
We can show in similar fashion that the moments of order n are necessarily 
polynomials of degree rz in the variable i. 
The above result is immediately reflected in the time-dependence of the mean 
number of successes in tlie evolution of the Markov chain. On forming the mean 
(P (n + 1)) from the equation P(n + 1) = KP(n) we find that, whenever the transition 
moment is of the form p I(i) = a + bi as above, the evolution of the mean is 
necessarily given by 
(P(n + l)} = LY + b(P(n)). (3.11) 
This simple first-order recurrence relation has the solution 
(P(n)) = b”(P(O))+a (3.12) 
Assuming that lb1 < 1 it follows incidentally that (P(a)\ = a/( 1 -b 1. Interpreting 
this for the Krawtchouk process we find that 
(3.13) 
The autocorrelation function for equilibrium fluctuations is closely related to the 
above and can be determined by evaluation of the sum 
S,(n) = z P(v, a){((P(i, n 1 v) -- (P(i, cQ)>(?(i, 0 1 v) - W, W)~ (3.14) 
v = 0 
with the identifications: P(,, OO)=~~~(V), P(i, OIvj=Si” and (cf. 3.12)) 
(P(i, n 1 v)) - (P(i, 00)) = 6” (V - a/( 1 - b 1). Using these we find straightforwardly that 
S,(n) = 6” Var{&(i)} (3.15) 
where Var{&(i)) is the equilibrium variarce. Noting that this is Nq( 1 -q ) for the 
binomial (3.7) and entering the values of a, b and q in terms of the probabilities 
Q and /3, we arrive at the autoccorrelation function 
S,(n ) = 4 P I[ l-- P ---- 1-a(l-P) l-u!(l -p, 1 [cu (1 -- p )I”. (3.16) 
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3.4. The eigemalue spectrum 
It is surprisingly easy to find the spectrum of the transition matrix K of (3.1) in 
terms of the probabilities cy and p. Let Qrk be a right eigenvsctor of K, i.e. 
Kak = AkQik. (3.17) 
Notice now that K can be factorized such that 
cFG)@, = AgDk (3.18) 
where F and G are lower and upper triangular matrices with nonzero diagonals, 
having elements 
F(j,k)=b(j--k,N-k,p), Osk<j<N, 
= 0, j<k; 
G(k, i) = 6(k, i, a), Osk<I’sN, 
= 0, i<k, 
(3.19) 
Now since IKI = lFGl= IFIIGl, an d moreover F( k, k ) > 0 and G (k, k: ) > 0, it follows 
that 
fi h= ir F(k,k)G!k,k)= ; h(O,N-k;p,bck,k;cx) 
k 11 k -0 k CO 
= (i hlO,k,P))( fi h kJw). 
k :tE k =0 
(3.20) 
Having thus removed the N-dependence from under the product sign, we can 
recognize that 
AI,=6(k,k,d6(0,k,@)=ak(l-@)k (k=O,l,..., N). (3.21) 
Thus the spectrum is completely determined, the value A. = 1 giving the stationary 
distribution according to (3.5) with &I as in (3.7). The limiting cases are: cx + 1, 
AI,-,il-p)k;p-*()lAk-tLYLr; LY -+ 0 or p -+ 1, Ak + 0. We may easily check that, with 
(k and p less than unity, all the eigenvalues given by (3.21) are necessarily distinct. 
It follows from the symmetry (3.6) that the left and right eigenvectors, !& and 
Qzk of K are interrelated through the direct product 
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We can therefore concentrate on the left eigenvector equation 
: SAj)K(j, i) = A”@,(i) (3.23) 
j =O 
with Kgiven by (3.1). 
Since the components &(i) are just the binomial distribution and the spectrum 
is distinct, we know that the vectors ?P, will be orthogonal with respect to this 
weight, i.e. that 
i 4hWJi)Wi) = constxS,,. (3.24) 
i =O 
Now, it may be recalled that an orthogonal polynomial set defined over the integers 
iE[O,l,... , N] with precisely this property is the Krawtchouk polynomials 
k,,(i, 71, N) = $,(-i, -rz; -N; 17~‘). These can be written 
k,,(i, q, if0 = 
my-‘, (-i),.(-n),q ” 
5 1 -(-N),.u! 
_,y:“(;)(:f)(;) ll_s) ” (3.25, 
with (~1)” =a(a+l)(n+2)*** (a + u - 1). (See e.g. Chihara [2, Chapter 5, Section 
31.) The orthogonality relation takes the form 
: h(i, N, q)kJi, q, N)k,,(i, q, Iv) =.~~JCrv 
i -0 
(3.26) 
with 
A/ = (;)(&)“. (3.27) 
We may note that the self-duality relation k,,(i, c, N) = k&z, c, N) makes (3.26) an 
explicit completeness relation for the expansion of any function defined over the 
integers i E [0, 1, . . . , N]. 
It is thus natural to consider the Kravtchouk set as an orthonormal basis for 
expanding the unknown eigenvectors in the form 
(3.28) 
and then, as a first step in determining the expaslsion coefficients u,,~ to investigate 
the ‘Krawtchouk moments’ of the transition matrix, defined as 
&i, N, q) = f k,(j, q, N)Wj, i). (3.29) 
/ -0 
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Or, explicitly, 
(3.30) 
(Note that we have replaced min(iJ) in the summation limit by i, taking the 
condition k ~j to be implicit in the binomial coefficients.) Considering first the 
inner summation, defined as the function S(j, X) and shifting limits, we see that 
in fact 
srj, Iv) = ;cf; (N; k)fl’il -p)N-i-kk,,(j + k, q, NJ. 
We can then appeal to Kummer’s transformation for the hypergeometric function: 
zFIIA,B,C;z]:=(l-z)-A zF1[A,C-B,C;z(l-z)-‘*] (3.31) 
to rewrite the Ipolynomial as 
k,,(j+k,77,N)=(l-~-*)“k,(N-j-k,(~-1) ‘,N). 
Entering the latter in the summation we then find that 
Use of the identity 
(-N+k +j,l= (“-,F -I)(-N+k), 
enables us to recognize that the inner summation is just a binomial expansion of 
unity time ai a factor (-N + k )I. The whole is then proportional to a new ?FI function 
such that 
A’( j, N ) = ( 1 - YJ l )“#I 
-n,-N+k (l-/3) *-- 
--A/ ‘f-71 1 ’ * 
A further use of Kummer’s relation brings this into the form 
T-p u 
scj, N) I= -- ( 1 knij, iv +!/‘il -p), N). rl 
(3.32) 
(3.33) 
Returning now to the complete Krawtchouk moment and :;etting out k,,tk, q ; N) 
explicitly we see that 
l ‘\“ (-i)~+~(-a)~+l(l-~)’ k ’ 
,$, k! 
. i3.34) 
Use of the identity 
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again converts the inner summation to a binomial expansion of unity while the 
outer summation can be seen to be another Krawtchouk polynomial. In this way 
we obtain 
pf(i,N,q)= 77-p ( ) k(i, h -P)lb(l -PI]: w rl (3.35) 
Thus, without further need to determine the Fourier coefficients &,k we see that 
the representation (3.28) can be made diagonal 
nomials by the requirement 
T-P i.e. q =- P 
a(l-P)=v9 1-n(l-P)’ 
This is just the value of 71 conforming to the 
(N + l)-component vectors with components 
CL,(i) = k,(L P/El -~(l +)I, NJ 
provided we match the two poly- 
(3.36) 
stationary distribution (3.7). The 
(3.37) 
thus satisfy the eigenvalue quation (3.23). The eigenvalues are then 
77--P n 
A,= - ( > =d’(l -fly’, rl (3.38) 
in agreement with (3.21). 
It is now a straightforward matter to write the spectral representation of the 
powers K’” ) in the usual way: 
(3.39) 
Setting this out we find 
N 
K’“‘(i, i) = j ( )L p i1 1-a(l-P) I[ @ Ni _ -_I__- l-cY(l--p> 1 
F I 
.- ,, 
(l-4(1 -P) 
&‘k’( 1 -p,“” 
~~,(i,Pl[1-~(~-P)l,N)k,~,P/[1-~(1-~1l,N~. (3.40) 
With this formula the n-step transition probabilities for the CRT Mhrkov chains 
described at the beginning of this section are completely determined. If we put 
n = I, in the above, so as to obtain the spectral representation ofthe simple transition 
probability matrix, the result is a little-known bilinear expansion for the Krawtchouk 
polynomials analogous to those developed by Erdelyi [6] for the Laguerre poly- 
nomials in a continuous variable. Similar formulae in other polynomial systems 
have been described by Cooper, Hoare and Rahman [4] and the result just given 
is actually a special case of a larger class investigated by Rahman [16], to which 
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we shall refer again later. Incidentally, we may note that the whole structure 
developed above reduces to the well-known results for the two-state Markov process 
when we put N = 1 (cf. e.g. Cox and Miller [5, Section 3.21). 
In closing this section we note that an alternative route to the autocorrelation 
function via the eigenvalue problem leads to an equivalence between (3.15) and 
the statement 
S,(n ) = Var{&}A Y (3.41) 
subject always to the condition that K possess the property (3.10). 
(To prove this it suHices to note that the condition (3.10) implies the existence 
of a ieft eigenvector with components IL,(i) = 1 +a-*(6 - 1)i and eigenvalue h1 = 6. 
An alternative derivation of (3.15) then follows when writing i = (t,4* - l)a/(b - 1) 
in the expression 
(P (i, n 1~)) = f iK’“‘(i, v), 
i -0 
replacing Krpr ’ by the spectral representation (3.39) and using the orthogonality 
(3.24)~ 
X;is will be the Gmplest method of specifying the autocorrelation for the vari- 
ations on the basic process which we shall go on to consider. 
4. Charlier processes 
A natural modification of the present theory arises when the second of two 
cumulative Bernoulli trials corresponds to rare events in the Poisson limit. We can 
then write for the transition probability 
K(j,i)= c b(k,i,a)p(j-k,Ir_) (4.1) 
with pti, p ) a Poisson distribution with mean p : p(i, CL j -= p ’ e -“/i !. The state-space 
is now shifted to the whole positive integers i E [O, 1, . . . , ~1 and unlimited successes 
can, in principle, be attained. Thus we have, <xplicitly, 
h: ( k, if now being the probability that, after k initial successes at probability cy, a 
final i are scored when supplementary successes are added with Poisson probability. 
We could construct a spectral representation for K by thle same route as for the 
Krawtchouk process, but for the sake of brevity will be content to derive the 
necessary formulae simply by taking the limit N -+ ix7, /3 -+ 0, ND = c.c at the appropri- 
ate pointli. 
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Consider first the stationary distribution &(i). Letting the subscript [P] indicate 
the constrained limit just written, we have 
@ N-i liqp]4d, N, a, P> = limrpl - --- 
1-6x(1-+) I 
1 /L i 
=- _P 
( > i! l-a! 
e-‘“/‘l-“’ 
=p(i, p/(1 -a)). (4.3) 
Thus the stationary distribution is Poisson with mean p/( 1 -- CY ), the original mean 
being reduced in proportion to the failure probability of the initial Bernoulli trial. 
The behaviour of the spectrum is particularly simple, since it does not depend 
on N at all. From (3.21) we have 
(4.4) 
Turning now to left eigenvectors we see that they are converted to the Charlier 
polynomials Cn (i, a ) defined as ([PI = iV -f 00, ar + 0, Nar = a ) 
C,,(i, a) = lim&,(i, p/[l -cu(l -@)I, N) 
= 2F&--n, -i; -a (4.5) 
[2, chapter VI, Section 11. these are orthogonal with Poisson weight, such that 
eWa f (a’/i!)CJi, a)CY(i, a) = a”v!S,,. PM) 
i=O 
Thus the eigenvectors become 
4Mi) = CA, @I(‘1 -a)). M.7) 
On constructing the n-step transition probability from these elements we find that 
1 K’“‘(i, i) = - ( ) F je -p I( I -0 I - j! 1-a 
1 
x “CO yr 
( ) 
” 
& CY”“C”ii, p/(1 -a))Cu(i, /A/(1 --a)). (4.8) 
. 
The same equation results on application of the limit [P] to both sides of (3.40). 
Other properties follow straightforwardly-the equilibrium autocorrelation func- 
tion, in particular, taking the form 
S,(n)=/A(l -cy)%“. (4.9) 
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The Charlier process is in a sense less general than the Krawtchouk one but has 
additional interest inasmuch as it is a rare example of a Markov chain explicitly 
soluble on a denumerably infinite state-space with all states communicating. 
A useful representation of the process can be given in the language of infection 
and therapy introduced earlier. An effectively infinite population is subject to a 
disease with which i individuals are initially infected. A therapeutic stage with 
probability. (Y is followed by an infection stage with Poisson probability of new 
infection and recurrence. The progress of such a simplified epidemic to the stationary 
state is governed by (4.8). The alternative of regarding 
when the state E. is reached leads to a more difficult, but 
problem. 
5. Cumulative hypergeolnetric trials 
the epidemic as extinct 
interesting passage-time 
Mre have by no means exhausted the soluble processes mathematically related 
to orlr original example of cumulative Bernoulli trials. A further interesting class 
arises when our starting point is in sampling experiments of hypergeometric type. 
(See e.g. [ 15, Section 1 .ll]J 
Recall the standard presentation of the hypergeometric distribution in terms of 
a ‘capture-recapture experiment. In a population of A4 fish some N <M are ‘red’, 
and the rest ‘black’. We catch L <:M of them under unbiased conditions and find 
i of the catch to be ‘red’ with probability: 
15.1) 
This is the hypergeornetric distribution, which yields the binomial in the hmit 
M -‘,m, L + a, (L/M) = U. Note the symmetry W(i, N, L, AI) = W(i, L, N, A-f). 
In cumulative hypergeome:tric trials we first catch k ‘red’ fish under the above 
conditions and then kelep them while we try algain with either the same or possibly 
a different value of L. liThe size of the catch t must, however, be restricted by the 
condition L <: h4 -iv.) In a manner parallel to the Bernoulli case we can then 
examine the statistics of attempts to catch nil red fish in our sample. Although we 
can write the convolutions wccfd to calculate W”*‘(i, L, N, M), where 
Il.“’ ‘ii. I_. N. .%I = Pr{To~al of i *ired’ fish caught in !I catches of L without 
rtzplaccmer~t when N out of M are -red’}. 
there seems to be no simple solution for the recurrence between W”*‘(L, L,, IV, A4) 
and Iv %, L., N. Ml such as led to the formula (,X3), and while the problem of 
4mplc hypergcomctric trials with ‘saved’ successes merits further investigation we 
clhall put it aside in order t40 concentrate here on the appropriate Markov process. 
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Somewhat surprisingly, in view of the above remarks, it proves possible to 
construct a soluble Markov chain of iterated ‘capture/recapture’ trials precisely 
analogous to the Krawtchouk process just described. Although somewhat more 
artificial than the K-process itself, this would also seem to suggest applications in 
various fields. 
5.1. The Gonin process 
A population of IV fish has N <AI members ‘red’ and the rest ‘black’. Let a 
subpopulation of R fish, i of them being red, be initially partitioned off. Let this 
same subpopulation then be divided again by catching a definite number L s R at 
random, keeping the k red ones found and returning the remainder to the pool. 
Let a sample of R -L now be caught from the pool, the red ones present being 
separated and added to the k already caught to give a total of i. The diagram in 
Fig. 4 will make this process clearer. 
The procedure just described evidently generates aMarkov chain on the discrete 
state-space indexed by the integers i E [0, 1, . . . , L], for which the transition- 
probability Pr{Ei + Ej } is given by the matrix 
min Ci,j) 
K&i)= C W(k,L,i,R)W(j-k,R-L,N-k,M-L). 
k -0 
(5.2) 
This may be written out in many alternative ways, of which the two following are 
the most suggestive 
L!(R-L)!(M-R)! i! (R -i)! = 
R!(M-L)! (N-j)!(M-R -N +j,i3 
mint i. j ) (N-k)!(M-L-N+k)! 
’ ,“,, k!(i-k)!(j-k)!(L-k)!(R -L--i+k)!(R -L-j+k)!’ 
i-y*3) 
The structural resemblance of the above to the KrawtcFouk kernel (3.2) is evidlent 
and the latter is duly recovered when taking the limit L + 00, R + 00, A4 -3~ 30; 
(LI’R)=a; (R-L)/(M-L)=p. 
The method used in Section 2.1 for- the determination of tnz stationary distrihu- 
tion is again applicable. Noting that the summation factor in K(j, i) is symmetricii! 
in i andj we can deduce from the term mulriplying it, that the stationary distribution 
is 
as was to be expected from the nature of the trials. (See agai n Fig. 4,J 
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L. . __ 
i ’ L_. AL__ -_ .- _-J 
Fig. 4. The Gonin process. Schetmatic representation of hypergeometric triais leading to the transition 
matrix (5.2). Wavy arrows in,di’cate stochast;c steps, straight arrows indicate scores carried forward. 
The deduction of the spectrum is likewise straightforward. Using the same method 
as in Section 3.3 it follows that 
A~ = W(k, L, k, R ,W(O, R --L, k, M -L) 
(5.5) 
As before, the determination of the eigenvectors is a more exacting problem 
hut, as we shall see, there are simplifying aspects not present for the K-process. 
WC must first introduce the polynomial set G,,(i, L, M, IV), orthogonal with hyper- 
geometric weight in the sense that 
i u”ti, L, iv, .Af )G,, (i, L, M, N )G,.(i, L, M, IV) =, \‘,,F;,,.. (5.6) 
1 0 
The polynomials G, have been described in the literature, but are not listed in any 
standard compilation known to us and have received no accepted name. We propose 
to call them the Gonin polynomials, in recognition of what seems to be the first 
substantial investigation of their properties by Aitken and Gonin [l], Gonin [9]. 
The appropriate definition is 
GA, L, M, ,V) = >F2 
-Il. -i,rr -M-- 1 
-L, -N 
; 1 1 0.7) 
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and they satisfy the above orthogonality relation with 
Jli”, = 
(N -v + l),(-L),(--M - l),(M - 2n + 1) 
(-M+N+l),(-M+L),(M+l) l 
(5.8) 
The relationship of the Gonin to the Krawtchouk polynomials is via the limiting 
process 
lirn[Kj G, (i, L, M, IV) = k, (i, cy, N) (5.9) 
where [JC] stands for the operations I, + 30, M + 00; L/M = cy. 
Taking the same approach as. in the case of the K-process (Section 3.4) we first 
consider the expansion of the left eigenvectors in the Gonin basis: 
To find the Gonin moments &$, IV) we have 
j&i,N)= 
Working out the 
manipulations that 
d,,(:)(~~:)(~)-‘(~~~) -’ 
x,9U-,“)(“,;;)(;~;) k(I,R,M,N). 0.11) 
inner summation first, we find by relatively straightforward 
= A,,G, k L M, N) (5.12) 
where A, is precisely the eigenvalue (5.5). Then the outer summation is not difficult; 
we find that 
(5.13) 
The above steps may be summalized in the statement that we have discovered 
a factorization of the transition matrix in the form K =-S’S’, the action of the 
matrices S’ and S* on the Gonin polynomials being to shift the first parametier 
downwards by an integer L 47 and then restore it by the same increment, the 
eigenvalue A ,, arising as a proportionality factor in the Iirst of these steps. If 
C,(L, M, IV) is the (L + 1 )-component row-vector with components G,,(i, L, M, NJ, 
then the matrices S and S’ can be characterized as ‘sum-ladder-operators’ acting 
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on the right with the effect that 
They are triangular, their elements being just the conditional probabilities con- 
voluted in the original definition of K (equation (5.2)).’ 
s+(v,j)= W(j-v,R-L,N-v,M-L), vsj, 
= 0, v>j; 
(5.15) 
s (i, cg = W(v, L, i, R I, vSi , 
= 0, v > i. 
Given these propertie s, the eigenvalue problem is solved, for we can write 
!P,,K = W,, CS S l I = &,*,I (5.16) 
with 
tb,,(i) = G(i, R, M, N) (5.17) 
and A,, given by (5.5). 
Copying the bilinear expansion (3.39) and noting that (3.22) again applies, we 
arrive at the spectral representation of the n-step transition probabilities in the form 
v!(-M --A’ + 1 ),_(-M +I? ),,(M + 1) 1 
x 
I 
(-M+R),.(-L),, ” 
- 
(-R),.(-M +L), 1 G,,(i, R, M, N IG,.t j, R, M NJ. (5.18) 
As with ali the above equations, alternative forms can be written using the identity 
(-A), -H)%! (5.19) 
This rare example of a matrix eigenvalue problem soluble by factorization is not without mathemati- 
~‘4 Interest. The rxrious fact that the classic probability distributions can provide ladder-operators for 
their own orthogonal pol;lnomial systems has been noted elsewhere for the negative-hypergeometric 
and negative-binomial discrete distributions and the beta and gamma continuous ones {Cooper, Hoare 
and Rahman [4]1. In the case of the binomial distribution and the Krawtchou) polynomials. a factorization 
underlies the results of Section 3.4, but this is not into simple iadder-operatclrs-hence the more detailed 
wlutisn given. If in the above derivation the ladder-operation is made sLqle-step (i.e. R -L = 11. then 
the qlerationc with S’ and S produce three-term recurrence relations between the G,, polynomials; 
these are in fact disguised versions of some kslown, though obscure, contiguous relations for the 3F; 
functron\ I See especially Rainville [ 17, Sectiort 481. I
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However, the above, using the Pochhammer notation, brings out more clearly the 
result of the limit L-,00, R+w, A&m; (L/R)=a, (R-L)/(M-R)=p. This 
makes the whole process into the Krawtchouk one and the above expansion into 
(3.40). Putting n = 1 and equating the right hand side of (5.18) to the expression 
in (5.3) gives a pre .iously unpublished bilinear formula for the Gonin polynomials. 
Finally, on using (3.41) for the autocorrelation function, we find 
(5.20) 
the prefactor being the variance of tht-: stationary distribution (5.4). 
6. Three chance processes 
Here we shall confine ourselves to one further elaboration of the previous ideas, 
leading from the basic notion of cumulative trials to another simply-conceived 
family of soluble Markov chains. 
Consider the natural extension to the K-processes of Section 3 in which rizrec 
rather than TWO successive trials are the basis of each stage. There are several 
alternative ways in which three Bernoulli trials can be convoluted, but we shall 
choose the following, which leads to the simplest mathematical exposition. 
(i) Let N dice be divided into subsets of i and N -i. Let esch subset be thrown 
separately for successes at probability a and p respectively. The k2 successes in 
the first group are scored. 
c~ii) The failures in each of the two groups are now thrown again. for successes 
at probability y. 
(iii) The i combined successes of stages (i) and (ii 1 are jointly scored. The process 
is then repeated with i replacing i in the next cycle. (See Fig. 5.) 
Fig. ,i. Three-chance Kra~.~?chouk process. Schematic representation of trials leaciinp, to the transition 
matrix (6.1). 
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This sequence clearly generates a Markov chain, the transition probabilities for 
which are formed by the double convolution 
nllrllL.1 J 
K(j,i)= 1 b(kl,i,rw) F b(j-kz,kl-k,,p)b(k,-i,N-i,y) (6.1) 
kz =O k 1 =max(i,i, 
or, explicitly, 
K(jJ3=[i!W--i)!(l -ru)‘p’(l -P)-‘r-i[,l -J/)“] 
mrnlr.jl a k2 
x - z 
k2- 0 kz! (i -k2)! (i -k2)! (1 -fl)k2pk2 
N 
x c (kl -kz)!$‘(l -p,“’ 
k,.rn.~,~,,j)(N-k~)!(k~-i)!ik~-j)!(l-;,)k” 
(6.2) 
The summation part being again symmetric in i and j, we may follow the same’ 
procedure as for the simple Krawtchouk process to arrive at the stationary distribu- 
tion t&,(i). Thus by steps essentially parallel to those in the derivation of (3.7) we 
find that 
with 
We may 
d,,(i) = hii, IV, q’) (6.3) 
PY 
p’=py+(l -a)(* -pj 
(6.41 
note already that in the limit y -+ 1 (guaranteed success in the final trial) 
the above forms revert to the simpler cases (3.2) and (3.7). 
Unfortunately the spectrum of K in (6.2) cannot be determined by the simple 
process used earlier because the transition matrix can no longer be written as the 
product of two triangular ones. Nevertheless the eigenvalue problem is exactly 
soluble by slight elaboration of the algebraic method already given. 
We being by remarking that the symlmetry of K(j, i) again assures us that its 
eigenvectors will be orthogonal with reqpect to the weight q&,(i) above. (Cf. (3.6) 
and (X22)-(3.24ri. Thus we may once more consider an expansion in the 
Krawtchouk set with ~1’ replacing n in (3.28). However, before computing the 
Krawtchouk moments of the transition matrix we shall modify the latter to a more 
convenient form. 
Note first that the inner summation in the expression (6.2) for K can be written 
in tcrmc of a terminating :F1 hypergeometric function. Thus 
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We then apply Kummer’s transformation to this (cf. (3.31)), substitute back and 
obtain, after a further shift of summation variables, 
K(j, 0 = Hj, N, PrK(1 -a >/Yli 
Further noting that 
2F1 
-r, -j 
N+l-j~;~ 1 
the double summation can be reduced, after lengthy manipulations. to give 
mj, i) = btj, :q, fly) 
[ 
(l--0)(1 -p,! izF 1 [ 4,-j 43 +po -y) l-PY 1 -N ; -&cl -cx)(l -p> I (6.5) 
With this, the Krawtchouk moment of order 12 takes the form 
/.zci, N $I= 
[ 
(1 --(Y)(l -p, i 
1 _py -_I [l -Pyl” f[) c:,r$g 
x 31 
-j, -i a(l-/3)+/3(1-y) . _~. 
-N ’ pyc1 -a)(1 --p, ZF1 1 [ -j9 ---I’ 1 I __N ” I ’ (6.6, 
At this point we can appeal to a c;tandard formula in the theory of hypergeometric 
functions to the effect that 
;_ A 0 j-0 j s$F, c-j, b, -h; r)2FI(-j,c, --A;47 
L= (1 fS)*+b+l (I +S -ss= j ‘(1 +.P -SQ (‘2FI 
h, c -zJs 
---A; (l+s -sz)(l +s -.q, 1 
(6.7) 
[7, Section 23.2, formula (12)]. Using this, with the identifications 
PY 1-i (1 --p)+p(l --a! -___ 
yqjy~ z=- @Y(I-a)(l_p) ’ 
we arrive at the desired moments in thlz form 
&hi, N, q’) = F K(j, i)k,,!j, v’, N) =A,,k,,(j, $, N) 
, -0 
where 77’ is the quantity given in (6.4) and 
A,, =[l --/3y -(l -Cr)(J -p,]“. (633 
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We have thus solved the required eigenvalue Iproblem with the eigenvalues just 
given and the left eigenvectors 
(li,Ai) = k,.(i, I!‘, N). (6.9) 
It remains to write the spectral representation ofthe n-step transition probabilities 
in the form analogous to (3.40): 
x Ui, q’, Wb(j, 7-L NJ (6.10) 
ylrith I,’ as before. 
The case n = 1 represents still znother bilinear expansion for the Krawtchouk 
polynomials-this time not a straightforward analogue of the Erdelyi formula. As 
written above it is in fact a special case of an even larger class of formulae proved 
and discussed in detail by Rahman [ 161. 
Finally, the autocorrelation function for equilibrium fluctuations becomes 
(6.11) 
All these formulae reduce to the corresponding ones in Section 3 when we take 
the limit y 4 1. 
7. Meimer and Hahn processes 
As WC hintccl at earlier, there arc certainly still further examples of sduble 
processes sharing as a common factor the property that successes in a combination 
of ~i;lls arc in an appropriate sense ‘saved’ in such as way as to influence the 
succeeding state in a Markovian manner. With some insight into the interconnec- 
tions between the classic probability distributions and their sampling models, two 
further processes car1 be imagined, which stand in a form of dual relationship to 
the K and G-processes analysed above. We refer to systems based on trials with 
negative b:!:?omial and negative hypergeometric outcomes. Since these distributions 
are related to the respective ‘positive’ binomial and hypergeometric distributions 
by simple parameter interchanges rather than limits, we could almost say that the 
results of interest are contained in the equations already derived. To elucidate 
them we only have to take noie of the quintets of correspondences, shown in Tables 
I and 2. 
By systematic application of the required interchanges most of the formulae of 
this paper may thus be presented in their ‘positive’ rather than their ‘negative’ 
aspect, this giving rise to the ‘Hahn’ and ‘Meixner’ processes on the state-spaces 
i “I go. 1. . . . J?] and ir[O, 1,. . ., ~1 respectively. Only the eigenvalues require a 
slight variation of the above. Their interrelationships are found to be as follows, 
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Table 1 
Equilibrium distributions 
Hypergeometric 
M+CO 
L o. LIM=a 
3 
I 
(7 i (g(l _+N -i 
Binomial 
Negative hypergeometric 
p--L 
< l f(p+q) ii+l),.,(dV-i+lj, l _____I- - 
q= -M+L r(pr(q) (N+ up,, 1 
p=-N 
* l 
(i + 11, -1 
c= a/(1--n) 
f(p) (1 -cW 
i! 
Pbisson 
--__-_I__--_ -- _.._.. _._ 
Table 2 
Eigenfunctions 
Gonin polynomials 
-----.- 
Hahn polynomials 
3r2 1 -L, -N 
_ f-k, -i, k -M-l 
;I 
I 
p= -1. -k, --i, k +p +q - 1 
c----------3 
q 2 -M tl. 3F2 p, -N 
; 1 
I 
2F1 
-k, -i 
-N ‘a 
J p-z -N 
4 l 
c -a/l1 aJ 
26 
--k, -i ;1 _I 
P I‘ 1 
Krawtchouk poiynomials Meixner f.olynomials 
(‘P P / 
/ I‘ -+ Xl 
/ 
1’ -. ,X) 
#‘d-k, -i; -CL ‘I 
Charlier polynomials 
the connection between Krawtchouk and Meixner cases being broken ofi taking 
the indicated limits. For the eigenvalues see Table 3. 
We have discussed both the Hahrr and Meixner processes as well as their 
contimous variable analogues (Jacobi and Laguerre processes) at length elsewhere 
[4] and will not go cnto furthtr details here. As may be seen from the nature of 
the underlying distribution furctions, the trials involved are the result of ‘occupancy’ 
statistics rather than those of hypergeometric or Bernoulli type. Such cases are of 
rather more relevance in statistical physics, where a definite conserved quamtity, 
such as energy, may be partitioned, for example between molecules, in a Marklovian 
manner. This type of process has been discussed in its physical context by Hoarc 
and Cooper [3] and Hoare and Rahman [ 1 O]. 
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Table 3 
Eigenvalues 
-- 
Gonin Al, 
(--i),~-44+ R)k 
(--R)I,J-M -+L)k 
-I_ :p. -R =p+q 
< > 
-M=p+q+r 
L+=J 
I 
L/R =a 
R+X R -L -- 
M -s r M - ,L 
=P 
a% -p,& 
Krawtchouk Ak 
\ 
Hahn Ali 
(p)k(dk 
(Pk 
(P +q)k 
/ 
Meixner Ak 
With care and some insight into the finite difference calculus the reader will be 
able to construct and interrelate all seven of the processes mentioned above (Gonin, 
Hahn, Krawtchouk, Meixner, Charlier, Jacobi and L,aguerre) and derive a complete 
description of each from the most fundamental case set out here, namely the Gonin 
process. The same is true of the septet of ‘three-chance processes with double 
cummation kernels introduced in Section 6. Space limitations prevent us tabulating 
311 nhese results, but a more detailed account of the underlying mathematics, together 
witsl further statistical material, will be found in [ll]. 
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