A single nitrogen-vacancy (NV) center in diamond is a prime candidate for a solid-state quantum magnetometer capable of detecting single nuclear spins with prospective application to nuclear magnetic resonance (NMR) at the nanoscale. Nonetheless, an NV magnetometer is still less accessible to many chemists and biologists, as its experimental setup and operational principle are starkly different from those of conventional NMR. Here, we design, construct, and operate a compact tabletop-sized system for quantum sensing with a single NV center, built primarily from commercially available optical components and electronics. We show that our setup can implement state-of-the-art quantum sensing protocols that enable the detection of single 13 C nuclear spins in diamond and the characterization of their interaction parameters, as well as the detection of a small ensemble of proton nuclear spins on the diamond surface. This article providing extensive discussions on the details of the setup and the experimental procedures, our system will be reproducible by those who have not worked on the NV centers previously.
I. INTRODUCTION
Quantum sensing aims to measure physical quantities such as magnetic field (magnetometry), electric field (electrometry), temperature (thermometry) with high sensitivity and precision by exploiting a controlled quantum system as a sensor. 1 Its rapid growth as a subfield of quantum technology owes in no small part to the negatively-charged nitrogen-vacancy (NV) center in diamond, which is among the most promising platforms for a solid-state quantum sensor, 2-7 with a wide range of applications including nanoscale magnetic resonance imaging (nanoMRI). [8] [9] [10] [11] [12] [13] [14] [15] [16] In a diamond substrate with sufficiently low NV defect density, a single isolated NV center can be resolved optically, and its electronic spin can be initialized by optical pumping, be coherently manipulated by a series of microwave pulses. The use of the single-NV quantum sensor significantly reduces the required volume of analyte for nuclear magnetic resonance (NMR), ultimately down to the single molecular level. Recent demonstrations toward this ambitious goal include detection of single protons, 17 spectroscopy of single proteins, 18 sub-hertz spectral resolution, [19] [20] [21] [22] [23] spectroscopy and tracking of single nuclear spins via weak measurements, 24, 25 determination of the positions of single nuclear spins, [26] [27] [28] [29] [30] and so forth. Remarkably, many of them have been realized at room temperature.
Given such rapid progress, there is a growing need for making the NV magnetometry more accessible to wider research communities such as chemists and biologists, who are the most frequent users of conventional NMR and potentially benefit from this new avenue. From technological point of view, standard knowledge on optics and microwave engineering are sufficient to construct an NV magnetometry system in the laboratory. Even so, combining the knowledge from the two areas and designing, building, and testing a working system are not trivial, and present a number of challenges to nonspecialists (those who have never worked on the NV centers). A few platforms targeted for NV magnetometry have become commercially available, 31-34 but industrial-level turn-key systems are still yet to come. We therefore feel that at this stage it is important and helpful to provide a comprehensive and detailed description about the construction and operation of a simple single-NV magnetometer, especially the one which we believe is reproducible by nonspecialists without sacrificing immense amount of their time and effort. A circumstantial evidence of this belief is that the setup we describe below was constructed from scratch and tested by then-undergraduate students with no prior hands-on experience on either optics or microwave engineering.
We note that there are recent reports describing experimental setups for NV centers in detail. 35, 36 A major distinction between those and ours is whether a system is designed for ensemble or single NV centers. The setup for the former is more robust against misalignment than that for the latter, because (i) it does not require highprecision scanning stages and (ii) the photon counts are significantly enhanced. It is even possible to miniaturize the entire system including microwave and electrical components. By replacing bulky electronics with integrated circuits, portable NV magnetometers usable outside of the laboratory environment may be realized. [37] [38] [39] On the other hand, the use of scanning stages to resolve single NV centers means additional system complexity and size, even though we made an effort to keep the system compact by utilizing commercially available, off-the-shelf fiber optic components and optical cage system. Still limited to the laboratory use, our system is capable of working with single NV centers, and is fully fledged, in the sense that in principle many of state-of-the-art NMR experiments with single NV centers can be performed. Therefore, the two approaches based on ensemble and single NV centers are complementary.
This article is organized as follows. We describe the design of our system in Sec. II. After giving an overview of the physics of the NV center and discussing the key parameters (Sec. II A), various aspects of the design, optics (Sec. II B), microwave antenna (Sec. II C), DC magnetic field (Sec. II D), and electronics (Sec. II E) are explained in more detail. Section II E also discusses multipulse sensing protocols used for nanoscale magnetometry. In Sec. III, we present experimental data obtained from our system. Diamond samples used are summarized in Sec. III A. We first test the scan range and calibrate the magnetic field strength using ensemble NV centers (Sec. III B). We then show the basic results such as photoluminescence (PL) imaging, continuous-wave optically detected magnetic resonance (CW ODMR), Rabi oscillation, pulsed ODMR, Ramsey interferometry, and Hahn echo, measured with a single NV center (Sec. III C). Quantum sensing of internal and external nuclear spins is demonstrated in Sec. III D ( 13 C nuclei in diamond) and Sec. III E (protons in oil), respectively. In Sec. III F, extendibility of our setup to measure PL spectra and photon statistics are discussed briefly. The conclusion is given in Sec. IV, followed by Appendices providing the lists of items and the design details. Throughout this article, we have nonspecialists in mind and aim to provide comprehensive and pedagogical descriptions.
II. DESIGN

A. NV center
The (negatively-charged) NV center in diamond is an optically-active, S = 1 paramagnetic defect in diamond. The defect structure projected onto the (001) plane of a diamond crystal is shown in the inset of Fig. 1(a) . The electronic structure and optical and spin properties of the NV center have been discussed in a large amount of literature. [40] [41] [42] [43] Here, we explain them briefly, just enough to identify the physical parameters (wavelength, frequency, and magnetic field strength) that directly influence our design of the setup. The orbital ground state of the NV center is spin-triplet, labeled as 3 A 2 . The Hamiltonian H e of this triplet electronic spin of the NV center, when the static magnetic field B 0 is applied along the NV symmetry axis (one of the 111 axes), are given by
where h is the Planck constant, S z is the S = 1 spin operator, D = 2.87 GHz is the zero-field splitting, and γ e = 28.0 MHz/mT is the gyromagnetic ratio of the NV spin. H e is diagonal, and its eigenenergies E are straightfor-wardly given by
where m S = 0, ±1 are the spin quantum numbers. In our case, we solely work with the m S = 0 ↔ −1 magnetic dipole transition at f NV = D − γ e B 0 and use the m S = 0 and −1 states as the "sensor qubit" |0 and |1 states, respectively. We apply B 0 of up to 30 mT, which is most conveniently produced by a permanent magnet (Sec. II D).
There is an orbital excited state labeled as 3 E, higher in energy by 1.95 eV from the 3 A 2 state. When the defect is illuminated by a green laser, it emits photons at the wavelength ranging from 637 nm (zero-phonon line) to 800 nm (the long wavelength end of the phonon sideband). Importantly, this fluorescence is spin-state dependent. The photon counts are higher (lower) if the spin state is in the m S = 0 (−1) state. This is because the m S = −1 state prefers the non-radiative decay process (intersystem crossing) via intermediate 1 A 1 -1 E states that involves a spin-flip (m S = −1 → 0). Therefore, the laser excitation at 532 nm (optical pumping) and the counting of photons from the phonon sideband (650-800 nm) provide a simple means to initialize and determine the spin state. We note that with a 532-nm laser the second-order Raman spectrum of diamond appears in the 600-625 nm range (Sec. III F), and therefore the photons in this range must be filtered out. Combined with spin control by microwaves, ODMR of a single spin is realized at room temperature.
B. Optics
Our aim is to construct a compact, easy-to-handle, yet single-NV-resolving nanoscale magnetometry system. For optical components, we rely on commercially available fiber optics and optical cage system. The use of these components provides self-aligned free space optics, and enhances the accessibility and reproducibility by nonspecialists. Figure 1 shows a schematic of our setup. Fiber optics is used from the laser (#1) to the collimator (#3), and at the single photon counting module (SPCM, #14). Between the input and output parts is the cage system, constituting a confocal scanning microscope.
The optical diffraction limit δ is given by δ = λ/(2NA) with λ the excitation wavelength and NA ≈ 1 the numerical aperture (0.8 for the air objective lens and 1.42 for the oil objective lens listed in Table II in Appendix A) . With a 532-nm laser the focal spot size is about a quarter of a micron, and a single NV center can be regarded as a point light source. Lateral scanning is usually achieved by the use of mirror galvanometers or translation stages (often piezoelectric). We adopt a dual-axis linear feedback stage from Sigma Tech (#8), which provides the minimum resolution of 10 nm (≪ δ) and the maximum scan range of 20 × 20 mm 2 . Diamond substrates used for quantum sensing experiments are typically a few millimeters wide. Therefore, the scan range of 20 × 20 mm 2 enables the search of the whole surface of a diamond substrate or even multiple samples at the same time. This is particularly convenient to characterize NV-containing diamond samples prepared in the laboratory by using chemical vapor deposition (CVD) with N-doping near the surface or ionimplantation of N + . 44, 45 Since the presence of nitrogen is only a prerequisite to create and stabilize NV centers, additional steps such as annealing, electron irradiation, ion-implantation of C + or He + , and chemical treatment are often required. [46] [47] [48] [49] [50] The ability to quickly examine the sample conditions in between different steps is highly desirable.
In standard confocal microscopy, the depth resolution is improved by the use of a pinhole to spatially filter the out-of-focus background light. In our case, the emitted photons are focused (via an objective lens of #13) onto a single-mode fiber connected to the SPCM. This effectively works as a spatial filter, and provides the depth resolution of about a micron. In addition to saving the space, the absence of mirror galvanometers and a pinhole in our setup facilitates the task of optical alignment. The depth scan is carried out by a piezo positioner (#6). Taken together, the system achieves the confocal volume much smaller than 1 µm 3 , and therefore single NV centers can be resolved optically when the NV defect density is on the order of or less than 10 12 cm −3 (= 1 NV center/µm 3 ), which is satisfied in high-quality diamond substrates or low-dose N + ion implantation (Sec. III A). Furthermore, super-resolution imaging techniques, such as stimulated emission depletion (STED) microscopy and stochastic optical reconstruction microscopy (STORM), have been applied to NV centers, successfully resolving multiple NV centers separated by less than the optical diffraction limit. [51] [52] [53] [54] For clarity, we make passing reference to the roles of respective optical components shown in Fig. 1 , in the order of light propagation. The 532-nm light from the laser (#1) is passed through or blocked by the fiber acoustooptic modulator (AOM, #2). Pulsed ODMR requires an AOM to have high extinction ratio, because a leakage of green light during the spin manipulation leads to undesired initialization of the spin state, degrading the fidelity of spin control. With a free-space AOM, one can employ a double-pass configuration, which effectively enhances the extinction ratio with a single device. This is not possible with a fiber AOM. The fiber AOM we use (Gooch & Housego Fiber-Q) provides the extinction ratio of 50 dB at 532 nm, satisfying the requirement.
The collimator (#3) prepares a collimated beam that enters into the objective lens (#7) after being attenuated to a desired power by the neutral density (ND) filter (#4) and reflected at the dichroic filter (#5). The diameter of the collimated beam should match with the pupil diameter of the objective lens. The NV center emits red photons, and a portion of them are collected by the same objective lens. Although this is a widespread configuration for detecting NV centers, the collection efficiency is intrinsically low due to the large mismatch of the refractive indices between air (n = 1) and diamond (n = 2.4). The total internal reflection at the air-diamond interface limits the number of photons coming out of the surface. 55, 56 The dipole emission pattern of the NV center also contributes to the low collection efficiency. 57, 58 Typically, less than 10% of the photons emitted from the NV center enters into the objective lens. Various approaches to enhancing the collection efficiency, such as the use of a solid immersion lens or a photonic waveguide, have been demonstrated. [59] [60] [61] The photons entering the objective lens pass through the dichroic filter and are directed to the charge coupled device (CCD, #11) or the second objective lens (#13) by the mirrors (#9 and #10). The CCD is used to find the diamond surface prior to the scan. The second mirror (#10) is removable, and is replaced by the longpass filter (cut-on at 650 nm) when using the SPCM. The filter set (#12) is composed of notch (to reject residual laser light), longpass (cut-on at 600 nm), and shortpass (cutoff at 800 nm) filters. The reason for the 650-nm longpass filter being made removable is that we wanted to keep the ability to perform optical spectroscopy below 650 nm (Sec. III F). If such spectroscopy is not needed, the 600nm longpass filter in the filter set can be replaced with the 650-nm one.
The signal red photons are imaged onto the singlemode fiber and collected by the SPCM (#14). Choosing an SPCM with high photon detection efficiency, low dark count and high timing resolution is essential. The detection efficiency, as well as the coupling efficiency to the fiber port, affects the total collection efficiency at the detector, which typically ends up in a few %. We use Excelitas Technologies SPCM-AQRH-16-FC, which is specified to have detection efficiency > 70% at 700 nm, dark count rate < 25 cps (counts/second), and timing resolution < 500 ps. This model is a popular choice in the community, but comparable performance can also be achieved by products from other manufactures (e.g., Laser Components COUNT-10C). 
C. Microwave antenna
To take advantage of the wide scan range available in our system, microwaves should also be applied across the wide area of the sample surface. In Ref. 62, we designed a broadband, spatially-uniform microwave planer ring antenna for ODMR of NV centers. The antenna has the resonance frequency f res at around 2.87 GHz, the bandwidth of 400 MHz, and uniform microwave magnetic fields oscillating perpendicular to the antenna plane within a 1-mm-diameter hole of the antenna [ Fig. 2(a) ]. The identical design can be adopted here for the use in B 0 = 0-10 mT. The design parameters are listed in Table I as Antenna #1. Its simulated and measured S 11 properties are shown in Fig. 2 
To work at B 0 ≈ 20 mT, the design needs to be modified in order to bring the resonance frequency down to 2.3 GHz. In Ref. 62 , we made a qualitative argument to view the antenna as a series LC circuit, where the circuit inductance L is proportional to the hole radius r, and the capacitance C is inversely proportional to the gap g and proportional to the gap width R + s − r. Then, the circuit has f res that is proportional to (LC) −1/2 ∝ (g/r(R + s − r)) −1/2 . This suggests that a reasonable strategy to reduce f res is to increase R and s. We performed three-dimensional electromagnetic simulations using CST MICROWAVE STUDIO R software, and identified the values of R and s that provide a desirable f res (Antenna #2 of Table I ). The fabricated antenna shows the S 11 property in good agreement with the simulation. We note that the data in Fig. 2 (b) were simulated or measured without placing a diamond sample on top of the antenna. It has been confirmed that the presence of the diamond barely affects the S 11 properties of these antennas. 62
D. DC magnetic field
We apply B 0 by using a cylindrically shaped permanent magnet and aligning the axis of the cylinder parallel to the NV axis, which is one of the 111 directions. To realize this efficiently, we use the sample stage and the magnet stage shown in Fig. 1(c) . In designing them, the following factors were considered. First, when picking up a single NV center, we do not know in advance which one of the 111 directions this particular NV center is pointing in. Hence, it is desired that we are able to apply B 0 along any one of four possible 111 directions. Second, in our configuration of scanning confocal microscopy, the laser focal spot is fixed in the laboratory frame upon horizontal image scan, and the vertical movement of the objective lens is typically restricted to a few microns. Third, diamond substrates we use are most often (001)faced single crystals. In this case, the 111 directions are off by ±35 • from the (001) plane. Hence, if we mount the sample so that its orthogonal [110] and [110] directions may be parallel to the lateral scan directions, which are defined as the x and y axes in the laboratory frame [the inset of Fig. 1(a) ], possible NV axes lie in the xz and yz planes. (Parenthetically, the 110 directions of a given sample is usually specified in its specification sheet or can be known by inspecting facets of the crystal.)
The sample stage itself is fixed on the translation stage, and the microwave antenna with the diamond sample on top is fixed on it by four screws. Its cantilever shape creates a free space beneath the antenna to allow for the access of the magnet. Importantly, the photon counts in this configuration are confirmed to be stable over long time (i.e., negligible vibrations). The magnet stage has a fixed tilt angle of 35 • and is combined with the linear actuator (#16) and the rotary stage (#17).
Upon installation, the height of the magnet is manually adjusted so that the axis of the cylinder hits the focal spot. This needs to be done only once, as long as the vertical displacement of the focal spot is much smaller than the radius of the cylindrical magnet (chosen to be u = 10 mm in our case), which is placed in the mag-net holder. The direction of B 0 is roughly aligned along the desired NV axis by rotating the magnet stage near the xz or yz planes, but the exact rotation angle is determined by examining CW ODMR spectra (Sec. III B). Once B 0 is aligned with the symmetry axis of a chosen NV center, one will find that other NV centers pointing in the same direction are brighter than those not, due to the magnetic-field-dependent fluorescence of the NV centers. 63 Hence one does not have to align the rotation angle of the magnet stage for each NV center as long as one stays in the same B 0 direction.
The strength of B 0 is controlled by changing the distance d between the focal spot and the magnet surface. The relation between B 0 and d can be calculated analytically. Namely, the magnetic field B 0 that a cylindrically shaped permanent magnet with the remanence field B r , the radius u, and the height h produces at the distance d from the center of the top surface along the symmetry axis is calculated as
By geometry, d cannot be made arbitrarily small. The magnet can approach the sample until a periphery of the magnet touches the back side of the sample stage, i.e., d min = u/ tan 35 • + t h / sin 35 • with t h = 5 mm the thickness of the sample stage. On the other hand, the maximum d is limited by the travel range of the actuator (d tr = 25 mm in our case), but it is not necessary to move the magnet in the full range as long as the desired field range is covered. Figure 2 (c) shows two curves of B 0 as functions of d with the parameter values listed in Table I . We select the parameters so that Magnet #1 (#2) is compatible with Antenna #1 (#2) within the acceptable range of d [the horizontal axis on the right hand side of Fig. 2(c) ]. With u = 10 mm, we obtain d min ≈ 23 mm. We observe that Magnet #2 can generate B 0 = 10-30 mT by setting d ≈ 40-25 mm (d min < 25 mm and d min + d tr > 40 mm), as desired. The lower magnetic field is realized by Magnet #1, except for B 0 = 0 mT, which is obtained by simply removing the magnet. Magnet #1 has h that is 15 mm shorter than Magnet #2, with other parameters being equal between the two. If we replace Magnet #2 with Magnet #1, d min will be about 40 mm, for which B 0 is expected to be 2 mT. With a spacer, Magnet #1 can be brought closer to the substrate and the desired field up to 10 mT is readily achieved.
Our method described here is not without a few drawbacks. The main concern is that a diamond substrate can have a miscut angle of a few degrees, meaning that the surface is not exactly the (001) plane. In addition, it is possible that the top and back surfaces of the substrate are not perfectly parallel and/or manual sample mounting causes an unintentional tilt. These errors can be cumulative or may cancel each other (accidentally), but in the end we are likely to have an angle error of a few degrees that is uncorrectable by the present method.
So far, we find this level of error not to be detrimental to our experiments. A straightforward remedy will be to add a goniometer to the magnet stage, but we have not adopted it in order to keep our system as simple as possible.
Another concern is that the remanence field B r of a permanent magnet is temperature-dependent. We used neodymium (NdFeB) magnets, but it is known that samarium-cobalt (SmCo) magnets are more temperature-insensitive and thus are a good option when the temperature control of a laboratory space is not stable. The spatial homogeneity achieved by a single permanent magnet is not problematic in dealing with single NV centers, but the use of a pair of permanent magnets or electromagnets may be considered when dealing with ensemble NV centers and a larger spot size. 36 Before concluding this section, we comment on the use of (111)-faced substrates. In this case, the NV centers of interest are almost always those pointing perpendicular to the surface. The application of B 0 becomes simpler, realized by setting a permanent magnet on the back of the substrate and moving it up and down. However, this means that the microwave antennas discussed in Sec. II C, which generate the microwave magnetic fields perpendicular to the antenna plane, are unsuitable for ODMR. In this case, alternative designs of uniform microwave antennas compatible with (111)-faced substrates, such as discussed in Refs. 64 and 65, can be utilized. Figure 3 shows a diagram of electronic devices used in our setup. The devices without numbers have already appeared in Fig. 1 . Some of them are controlled directly from the computer or via the data acquisition device (DAQ, #19), and even when dedicated controllers are required (the linear stage and the piezo positioner) they are relatively small in size. The most space-occupying devices are rack-mount instruments, namely the arbitrary waveform generator (AWG, #18, Tektronix AWG7102) and the vector signal generator (VSG, #20, Anritsu MG3700A). While the development of dedicated fast electronics with small footprint are not the scope of the present work, designing compact high-frequency devices will become essential in the near future, especially in the field of quantum computing, where the increase in the number of qubits means the increase in the number of control devices and the use of bulky electronic devices is no longer intolerable. The use of field-programmable gate array (FPGA) is becoming increasingly important to realize fast, compact, flexibly controllable circuitry. In the below, we discuss a method of spin control based on our specific choice of devices, but many of the considerations there are sufficiently general and applicable to other configurations and device models.
E. Electronics
It is important to recognize that, whatever we do, in the end all the information about the NV centers is obtained from photons emitted from them. In this sense, the performance of the SPCM is crucial, as discussed in Sec. II B. The SPCM converts the photon counting events into TTL electrical signals, which are collected by the DAQ and processed in the computer. The control of electronics and signal processing are all carried out via integrated software custom-written in MATLAB. 66 In our setup, the timing and duration of the data acquisition are not triggered, but all the photon counting events are collected and time-tagged. Based on the types of experiments executed, the software program judges which photon counting events contain meaningful information. For instance, a PL image is obtained by moving the sample stage with the linear stage (for x, y) and the piezo positioner (for z) while continuously illuminating the laser light (with the AOM open). The map of the photon counts at respective sample positions gives the PL image. When the microwave frequency of the (V)SG is swept under continuous laser illumination and at a fixed sample position, the photon counts as a function of the microwave frequency give a CW ODMR spectrum. As will be shown in Figs. 5(b) and 6(b), the vertical axis of a CW ODMR spectrum is usually given as contrast, which is defined as the ratio of the photon count under microwave irradiation to that without. By turning on and off the microwave with an AWG-generated square wave at 2 kHz, the contrast is immune to the fluctuation of the photon counts arising the temporal drift of the position or laser power that occurs slower than 2 kHz. Contrary to these continuous measurements, a timedomain experiment involves dynamical control of a sensor electronic spin. To our knowledge, the most widespread approach to timing control in NV magnetometry setups is to employ SpinCore Technologies PulseBlaster as a multichannel pulse pattern generator (PPG). On the other hand, advanced quantum sensing protocols make essential use of shaped microwave pulses, for which an AWG is required. By using the trigger signals of the AWG for timing control, and thus letting the AWG play dual roles of pulse shaping and timing control, we have dispensed with a PPG in our setup. The AWG is readily synchronized with the DAQ, and therefore the control sequences and subsequent detection events are correlated unambiguously.
Microwave pulse sequences for dynamical spin control and quantum sensing require that the microwave pulses be not only time-and shape-controlled but also phasecontrolled. The phase control here does not mean to control the absolute phase of a gigahertz oscillation or to realize the spin rotations around different axes in the laboratory frame. The spin rotation is realized in the rotating frame, and only the relative phases among different pulses in a single run of pulse sequence are relevant. 67 Moreover, in the scheme so called single-sideband suppressed carrier modulation, the relative phase is defined by the in-phase (I) and quadrature (Q) signals, over which the operator (user) has full control. Suppose we prepare the I and Q signals given by 
We observe that θ IF determines the relative phase across different pulses and the LO phase θ LO does not have to be known. The lack of the knowledge on θ LO does not cause a problem in defining the rotation axes, as long as θ LO is constant during each run of the sequence (< 1 ms). We define the rotation about the x (y) axis of the rotating frame by setting θ IF = 0 • (90 • ).
In the remainder of this section, we introduce microwave pulse sequences to be used in Sec. III. These sequences consist of a combination of π/2 and π pulses, and their pulse lengths have to be determined in advance. This is done by observing the Rabi oscillation, in which a microwave pulse of variable length T p is sandwiched by 532-nm optical pulses with typically length on the order of 1 µs. The first optical pulse initializes the NV spin into the m S = 0 state, and the second optical pulse reads out the final spin state. As increasing T p , the final spin state oscillates between the m S = 0 and −1 states (equivalently the sensor qubit's |0 and |1 states). T p at which the state is driven from |0 to |1 for the first time gives a π pulse (a π rotation in the Bloch sphere). Setting a π/2 pulse length as a half of the π pulse length, we create a superposition of |0 and |1 with a π/2 pulse.
As discussed above, the pulse shape and length are defined by A(t) of the IQ signals, and we use either a square envelope or a cosine-square envelope. We set f IF = 100 MHz, and use 1 GS/s, giving 10 points in one cycle of the oscillation. Exemplary IQ waveforms are shown in Figs. 4(a) and (b). For both pulse shapes, we define T p as the time between the rising and falling edges of the pulses, i.e., the envelope of the cosine-square pulse is given as cos 2 (2πt/T p ). We use the square pulses for π/2 pulses and the cosine-square pulses for π pulses. The reason for these choices will be explained at the end of this section. Concrete examples of the Rabi oscillations will be presented in Sec. III C.
Having determined the pulses lengths, we start with two most basic pulse sequences: Ramsey interferometry and Hahn echo. 68, 69 The pulse sequence for the Ramsey interferometry is given by
and that for the Hanh echo as
Here, X/2 and X denote π/2 and π pulses about the x axis of the rotating frame, respectively. In both cases (and the rest of the sequences given below), the 532-nm optical pulses are applied before and after the microwave pulse sequences. In the Ramsey interferometry, the first X/2 pulse creates spin coherence along the y axis of the rotating frame. The NV spin then evolves freely during the time τ , and is brought back to the z axis of the rotating frame by the second X/2 pulse. Here, the microwave frequency (f LO + f IF ) does not have to be tuned exactly at the resonance frequency of the NV spin, but can be detuned by a few MHz. The signal is seen to oscillate at the detuned frequency, and the resulting oscillation is called the Ramsey fringe. In practice, the detuning is inevitable due to the presence of the hyperfine interaction with the nitrogen nuclear spin inherent to the NV center. The two stable isotopes of nitrogen, 14 N (99.6%) and 15 N (0.04%), have nuclear spins I = 1 and In the case of natural abundance diamond, where 13 C isotopes with I = 1 2 occupy 1.1% of the lattice sites (the rest is occupied by 12 C isotopes with I = 0), T * 2 is typically on the order of a few µs. If the fluctuation is slow compared with τ , and is regarded as quasistatic, there is a way to counter the effect of the fluctuation. The Hahn echo realizes this by adding the X pulse in the middle and thereby refocuses the evolution during the first half of τ . The Hahn echo often improves the spin coherence by a few orders of magnitude, and its decay time scale is called the coherence time T 2 . Concrete examples of the Ramsey interferometry and the Hahn echo will be presented in Sec. III C. There, we will observe that a longer time scale allowed by the Hahn echo reveals complex dynamics due to the interaction between the NV electronic spin and the environmental 13 C nuclear spins.
The refocusing X pulse can be repeated many times. In fact, such multipulse sequences realize more general control of qubit-environment dynamics, called dynamical decoupling, and are used to extend qubit coherence times. [70] [71] [72] [73] Many of them share a common form
where (· · · ) N/k denotes the repetition of N/k times with k the number of π pulses in the repetition block and N the total number of π pulses. For instance, the Carr-Purcell (CP) and Carr-Purcell-Meiboom-Gill (CPMG) sequences repeat the following sequences N times (with k = 1):
where Y is the π pulse about the y axis of the rotating frame. 74, 75 More complex multipulse sequences are a family of XY sequences. 76 The repetition blocks for XYk, with k = 4, 8, 16, are given by
whereX andȲ are the π pulses about −x and −y axes of the rotating frame, respectively, and the definitions of YX4 andXȲ8 follow logically. When XYk is repeated N/k times in the sequence, we denote XYk-N . From a different perspective, these periodic pulse sequences can be viewed as a filter function primarily sensitive to the frequency component at (2τ ) −1 . For AC magnetometry, we repeat a sequence as incrementing τ . When τ matches with the half period of an oscillating field, dynamical decoupling fails and the loss of coherence signals the presence of a magnetic field oscillating at (2τ ) −1 . The spectral resolution of AC magnetometry (i.e., how long we can sample an oscillation) is limited by T 2 , but multipulse sequences for AC magnetometry simultaneously achieve dynamical decoupling, extending T 2 .
We will make a frequent use of correlation spectroscopy, the sequence of which is given by
τ in the (· · · ) N/k sequence is fixed at the value where the signal is observed in multipulse sequences, and t corr is swept. The first block of the pulse sequence start with the X/2 pulse, creating coherence along the y axis of the rotating frame, and ends with the Y /2 pulse. This means that the Y /2 pulse projects the angle between the y axis and the Bloch vector of the sensor, ϕ ≈ sin ϕ, onto the z axis. The information on ϕ is stored along the z axis during t corr , and is retrieved back to the xy plane by the Y /2 pulse for further sensing. In this way, t corr can be extended up to the limit of spin relaxation time (denoted as T 1 ), which is usually much longer than T 2 in this system. Correlation spectroscopy thus achieves higher resolution compared with standard T 2 -limited AC magnetometry. 13, 14, 77, 78 A variant of correlation spectroscopy is to apply π pulses M times instead of simply waiting t corr :
Correlation spectroscopy turns out to be a powerful tool to analyze the hyperfine parameters of a single nuclear spin (Sec. III D).
Finally, we comment on some of the further details of our approach to pulsed experiments. First, the waveform length of our AWG goes up to 32.4 × 10 6 points, and with 2 channels of 1 GS/s sampling, it covers 16.2 ms, meaning that the AWG can generate not only the individual pulses, but the entire sequence. For a long sequence, a majority of them could be zeros (free evolutions), but by generating the entire sequence as a single waveform, we do not have to worry about the timing control during the sequence.
Second, for the same T p , the pulse area is larger for the square pulse, and thus a π pulse is achieved in a shorter pulse duration. We use square pulses for π/2 pulses to create and retrieve coherence, for which short (ideally instantaneous) pulses are desired. On the other hand, the cosine-square (or other shaped) pulses can overcome the timing resolution limited by the sampling rate of the AWG, 79 and are advantageous for π pulses constituting multipulse sequences. As mentioned above, for AC magnetometry the condition f ac ≈ (2τ ) −1 must be satisfied. At high f ac and with an increased pulse number, the total time spent for π pulses become non-negligible. It is thus convenient to define N τ as the time from the spin coherence is created till it is retrieved, i.e., τ is defined as the time between the center positions of the adjacent π pulses or the falling edge of the π/2 pulse to the center of the π pulse. Although τ is commonly referred to as "free evolution time" or "interpulse delay", this is not strictly correct in our definition.
Third, pulsed experiments often take a few hours or even longer than a day for signal accumulation, during which the laser light must be kept focused onto the target NV center. We use a tracking technique whereby a narrow-range PL image is taken at regular time interval of t track (typically set to be 5 min) and the focal position is readjusted to the brightest pixel. Our AWG cannot handle this transition between repeated pulse sequences and PL imaging, as t track is much longer than the maximum waveform length. Instead, the 2-in-1-out switch (#23) controlled by the DAQ (#19) is utilized (Fig. 3) . During repeated pulse sequences, the AWG sends TTL signals to open and close the AOM. For PL imaging, this control signal line is switched to the DC source, making the AOM always open, and a small volume (typically 0.5 × 0.5 × 3 µm 3 ) is scanned. Note that microwave pulses continue to be generated and applied during the tracking procedure, as the switching happens every t track that is not synchronized with the timing of pulse sequences. This does not affect the imaging quality, because of the continuous illumination of the laser light and the small duty cycle of the microwave pulses. As mentioned earlier in this section, the photon counting events are timetagged. The photon counts recorded during PL imaging are correlated with the positions of the linear stage and are distinguished from the signals from pulsed experiments, which otherwise have been obtained.
III. OPERATION
A. Sample
Three diamond samples were prepared from CVDgrown, (001)-faced, type-IIa substrates (Element Six) with the dimension of 2 × 2 × 0.5 mm 3 . These substrates are specified to contain less than 0.03 ppb NV centers, corresponding to < 5 × 10 12 cm −3 or < 5 NV centers/µm 3 (the atomic density of diamond is 1.77 × 10 23 cm −3 ). The actual NV densities are often smaller than the specified values, to the level where single NV centers are resolvable optically. Sample #1 is as delivered and single NV centers contained in bulk are to be measured.
In Sample #2, the entire surface was implanted by 14 N + ions with the energy of 10 keV and the dose of 10 11 cm 2 , producing ensemble NV centers. Sample #3 was ion-implanted together with Sample #2, but with SiO 2 films deposited on the surface prior to the implantation. This method generates single NV centers close to the diamond surface, which we use to detect proton nuclear spins placed on the diamond surface. The detail of the ion implantation with SiO 2 films is described in Ref. 80 .
B. PL imaging, CW ODMR, and calibration of B0
We begin with ensemble NV centers. Sample #2 is mounted on Antenna #2. The purpose here is to check the basic performance of our setup. In particular, we have to make sure that our designs of microwave antennas and magnets are working well, prior to examining single NV centers. One of preferable features of our setup is its wide lateral (xy) scan range. This is demonstrated in Fig. 5(a) , showing a 1 × 1 mm 2 area of the diamond surface (at B 0 = 0 mT). The presence of ensemble NV centers is confirmed by high photon counts (150-300 kcps) in the entire surface. To obtain this image, the z scan is also performed at each pixel to account for the tilt of the sample with respect to the laboratory frame. We find that the z position changes by −9.039 µm (−4.001 µm) along the x (y) direction, corresponding to the tilt angle of −0.52 • (−0.23 • ). Figure 5 (b) shows CW ODMR spectra taken at five different positions in Fig. 5(a) , one at the center (0, 0) and four at the corners (±0.5, ±0.5). We note that the position (0, 0) coincides with the center of the 1-mmdiameter hole of the antenna. As mentioned in Sec. II A, the photon counts are spin-state-dependent, and the photon counts are reduced when the microwave frequency matches with the m S = 0 ↔ −1 transition. B 0 is aligned along one of the NV axes with the strength of 20 mT (by Magnet #2). To achieve this, the following procedure was taken. We first set the actuator position, which sets the field strength, and obtain an ODMR spectrum. We then rotate the magnet using the rotary stage and take another ODMR spectrum. We repeat the process until the resonance dip becomes the lowest frequency. After alignment is done, we change the actuator position and take a series of ODMR spectra to calibrate the relation between B 0 and d.
The result for the Magnet #2-Antenna #2 pair is shown in Fig. 5(c) . The solid line is a fit by Eq. (3) with B r as the only fitting parameter. We obtain B r = 1270 mT, fully consistent with our design in Sec. II D. The same calibration is conducted for the Magnet #1-Antenna #1 pair. In this case, lower magnetic fields allow for the observation of the two resonances corresponding to the m S = 0 ↔ ±1 transitions simultaneously [ Fig. 6(b) ]. The use of the information on the m S = 0 ↔ 1 transition complements the smaller change of the magnetic fields as moving the positions of the actuator or rotary stage.
The successful observation of ODMR spectra from the positions separated by 1 mm demonstrates that the microwave fields from Antenna #2 is distributed in the large area. The variations in the width and contrast of the resonance lines can be attributed to two effects. One is that the quality and distribution of the NV centers are not uniform across the sample, as also evidenced by the spatially inhomogeneous photon counts in Fig. 5(a) . The other effect arises from the property of the antenna itself. It is seen that the ODMR spectrum at the center is broader compared with the rest of the spectra. This suggests that, under the fixed microwave input power, the microwave field is strongest at center, causing power broadening, while other positions experience comparatively weaker fields, yet enough to induce the spin resonance. This is consistent with the fact that the four corners are slightly outside of the hole of the antenna.
C. Basic test with a single NV center
We now examine the basic operations of our setup by carrying out standard characterization of single NV centers in diamond. Figure 6 summarizes the results on Sample #1 mounted on Antenna #1. An exemplary photoluminescence (PL) image from scanning confocal microscopy is shown in Fig. 6(a) . It is the lateral scan of a 3 × 3 µm 2 area at a depth of 40 µm beneath the diamond surface. The bright spot at the center of the image indicates the presence of the NV center. It should however be noted that the size of the NV center itself is by far smaller than the fluorescent spot, and it is possible that multiple NV centers exist in a single spot. A convincing way to confirm that a given fluorescent spot contains only one single-photon emitter is to take photon statistics and observe an antibunching behavior. This can be done by slightly modifying our setup (Sec. III F), but requires an additional SPCM, a fiber beam splitter and a timing analyzer. Diffraction-unlimited super-resolution imaging, as mentioned in Sec. II B, is another approach but is technically more demanding. Empirically, we know typical photon counts we get from a single NV center under given conditions (laser power, depth, and so on), and if there are multiple, k = 2, 3,· · · , emitters in a single spot, the photon counts increases roughly k times. In addition, unless all the NV centers in a spot share the same NV axes (with probability 0.25 k−1 ), multiple resonances due to nondegenerate m S = 0 ↔ −1 transitions will be observed in the ODMR spectrum. Fig. 2(b) ]; under the same microwave input power, a more power is absorbed at 2.738 GHz, causing a power broadening of the line but giving higher contrast. Figure 6 (c) shows Rabi oscillations with square ( ) and cosine-square ( ) pulses, wherein the microwave frequency is set at the m S = 0 ↔ −1 resonance of 2.7375 GHz. The vertical axis is given as P 0 , the probability of the final state being m S = 0. It should be noted that when calculating P 0 the information of the photon counts from CW measurements cannot be used. This is because in the CW mode the NV spin is continuously repumped while in the pulsed mode the optical pulse and the microwave control are temporally separated. The photon counts from the m S = 0 state is straightforward to determine (the photon counts right after the optical pulse). On the other hand, the photon counts from the m S = −1 state must be determined independently of the Rabi measurement, as there is no guarantee a priori that the applied microwave pulses can accurately rotate the NV spin. To robustly flip the NV spin from laser-initialized m S = 0 to m S = −1, we use a chirped microwave pulse known as WURST (wideband, uniform rate, smooth truncation). 81 The amplitude modulation of WURST is given by
where we set T w = 2 µs and w = 2. The frequency is chirped linearly from −10 to 10 MHz around the resonance frequency during the pulse. The IQ signals are shown in Fig. 4(c) . By slowly and widely sweeping the microwave frequency across the resonance, the WURST pulse adiabatically flips the target spin. Prior to each pulse sequence, we record the reference photon counts with and without a chirped pulse and use them to calculate P 0 . Figure 6 (c) demonstrates clear oscillations for the two pulse shapes, but their frequencies (Rabi frequencies) are markedly different. This difference is not essential and is due to the definition of T p (Sec. II E). Under the normalized microwave power, the pulse area of the square pulse is twice larger than that of the cosine-square pulse, accounting for the difference in the Rabi frequencies. More importantly, it is observed that, as increasing T p , the oscillation minima (rotations by odd multiple of π) gradually deviate from P 0 = 0. This is because the pulse bandwidth becomes narrower for longer T p , and the narrowband pulse can no longer excite the whole resonance line. As the bandwidth of the cosine-square pulse is narrower for the same T p , this effect is seen to be more pronounced. On the other hand, when full rotations (even multiple of π) are realized, the electronic spin always ends up in the m S = 0 state. The oscillation maxima are thus not affected by the pulse bandwidth. From Fig. 6(c) , we determine T p for π/2 (π) with the square (cosine-square) pulse to 31.5 ns (122.1 ns). These values will be used in multipulse experiments.
While fast, broadband microwave pulses are building blocks for time-domain experiments, we can use a slow, narrowband microwave pulse to perform pulsed ODMR. In Fig. 6(d) , the length of the π pulse is set at 1292 ns and the microwave frequency is swept across the resonance. The observed three dips correspond to the 14 N nuclear spin being in the m I = −1, 0, and 1 states in ascending order. The observed linewidths of about 1 MHz are narrower than the pulse bandwidth, and the adjacent m I = −1 and 0 (0 and 1) resonances are separated by 2.18 MHz (2.14 MHz), consistent with the known hyperfine parameter of the 14 N nuclear spin. These fine structures were masked in the CW ODMR spectrum of Fig. 6(b) , in which the resonance width of the m S = 0 ↔ −1 transition is as broad as 20 MHz, due to the microwave power broadening. Figure 6 (e) shows a Ramsey fringe with the microwave frequency set at the m I = 0 resonance. Consecutive X/2 pulses are equivalent to an X pulse, so the fringe starts at P 0 = 0 (m S = −1). For longer τ , the spin state is completely randomized and the fringe converges to P 0 = 0.5. The curve is fitted by
for which we obtain T * 2 = 0.50 µs with the stretched exponent p of 2.01 (i.e., Gaussian decay). α 0 (α 1 ) is the portion of the signal arising from the m I = 0 (±1) state(s), and indeed the fitted value of α 2 = 2.1 MHz agrees with the 14 N hyperfine splitting observed in pulsed ODMR.
To obtain Fig. 6(e) , we also ran a sequence in which the readout X/2 is replaced byX/2. The sequence withX/2 should produce an inverted echo decay curve, and the both decay curves should converge to P 0 = 0.5. The two data are subtracted and averaged. This procedure, called phase cycling, serves to ensure that all the experimental parameters are properly set. Large errors in the pulse rotation angles, short initialization time, and incorrect setting of the readout duration are among typical causes for the two decay curves to become asymmetric. The phase cycling is used in all the multipulse experiments presented in this article.
We go on to perform a Hahn echo experiment [ Fig. 6(f) ]. It is observed that the echo signal decays to P 0 = 0.5 within 20 µs, and grows back to P 0 ≈ 1 in the next 20 µs. This collapse and revival behavior repeats many times. The first three recurrences are fully shown, and after that, only the peak positions are acquired ( ). The recurrence is due to the interaction with the 13 C nuclear spin bath in diamond. 82, 83 At B 0 = 4.7 mT, 13 C nuclear spins precess at f c = γ c B 0 = 50.3 kHz, where γ c = 10.705 kHz/mT is the gyromagnetic ratio of the 13 C nuclear spin. It is found that the revival period matches with twice the 13 C precession period (20.9 µs). During the free evolution, the NV electronic spin is in a superposition of the m S = 0 (|0 ) and −1 (|1 ) states, which couple differently to 13 C nuclear spins. The m S = 0 state is nonmagnetic and the 13 C nuclear spins precess at their bare Larmor frequency, whereas the hyperfine interactions with the m S = −1 state result in nuclear precession frequencies being slightly different for individual nuclear spins. The refocusing π pulse exchanges |0 and |1 , and different evolutions of the nuclear spins before and after the π pulse cause the decoherence of the NV electronic spin. When the nuclear spins make integer multiple of the bare Larmor precession during τ , the evolution of the nuclear spin bath before and after the π pulse cancels exactly, leading to the echo revivals.
Other effects, such as dipolar interactions among nuclei, make this cancellation incomplete and the peak positions decay over time. We fit this envelope decay with stretched exponential of the form
and obtain T 2 = 364 µs (p = 1.06), much longer than T * 2 obtained from the Ramsey fringe. There are additional modulations superposed to the decay envelope, with broad dips at around 0.3 and 0.5 ms. These features are likely due to the interaction with clusters of 13 C nuclei. 83, 84 The results presented in this section clearly and sufficiently demonstrate that our compact setup fully functions as an ODMR spectrometer for single NV centers. We thus move on to demonstrate the ability of detecting single and ensemble nuclear spins using a single NV electronic spin as a quantum sensor.
D. Quantum sensing of 13 C nuclei in diamond
Using the single NV center found and characterized in Sec. III C, we carry out quantum sensing of 13 C nuclei in diamond. As mentioned above, uncoupled, bare 13 C nuclear spins precess at f c = 50.3 kHz at B 0 = 4.7 mT. On the other hand, when 13 C nuclei are located relatively close to the NV center, the hyperfine interaction acts as an effective magnetic field added to B 0 and their precession frequencies are spectrally separated from the bath nuclei.
The NMR spectra obtained by XY4-4 are shown as circle points ( ) in Fig. 7(a) . The sequence is repeated as incrementing τ , and P 0 at respective τ are plotted as a function of (2τ ) −1 . In the spectrum by XY4-4, the signals around f c saturate at P 0 ≈ 0.5. This is characteristic of AC signals with random amplitude and random phase, 1 in this case manifesting weakly-coupled nuclear spin bath. On the other hand, we observe a dip at 134.41 kHz (marked as A) that goes below 0.5, indicative of an isolated single nuclear spin, which is coherently coupled with the NV center. We further examine the region ≥100 kHz by applying XY16-16 ( ). The spectrum changes dramatically, and we now observe four dips marked as B (123.76 kHz), C (152.43 kHz), D (250.0 kHz), and E (271.74 kHz), with additional small dips around 200 kHz. In the below, we analyze these signals in detail, and determine the hyperfine parameters of the 13 C nuclear spin responsible for the spectra. Importantly, we show that the seemingly different spectra obtained by XY4-4 and XY16-16 in fact originate from the same set of nuclear spins and are explained consistently. Central to this analysis is correlation spectroscopy.
We first examine A. Figure 8(a) shows the result of correlation spectroscopy as a function of t corr (left) and its fast Fourier transform (FFT) spectrum (right). FFT reveals two peaks, one at f interaction with 13 C nuclei, but now with individual nuclear spins. Again, the nonmagnetic m S = 0 state does not affect the 13 C nuclear spin precession, whereas the m S = −1 state modifies it. We observe that f (A) 0 matches with f c , suggesting that it arises from the coupling to the m S = 0 state. It follows that the m S = −1 state is responsible for f (B) 1 . Theoretically, f 0,1 correspond to the eigenvalues of the NV-13 C-coupled Hamiltonian:
Here, I x,z are the I = 1 2 spin operators, and a ,⊥ are the components of the hyperfine parameters parallel and perpendicular to B 0 , respectively. Solving Eq. (20) , we find that f 0,1 are given as f c and (f c + a ) 2 + a 2 ⊥ , respectively.
The fact that the information on a ,⊥ is contained only in f 1 suggests that an additional measurement is necessary to determine both. This is realized by measuring P 0 by incrementing N (the number of the equally spaced π pulses) in multipulse sequences. For a nuclear spin coherently coupled with the NV electronic spin, P 0 as a function N exhibits an oscillation that can be interpreted as a nuclear Rabi rotation around the a ⊥ axis. The result is shown in Fig. 8(d) , with the oscillation frequency f 
with φ 0,1 = πf 0,1 τ and φ r = π − 2πf r τ . Substituting the values of f
, and τ into Eqs. (21) and (22), we obtain a = −226.2 kHz and a ⊥ = 242.8 kHz.
Although we have analyzed A in the XY4-4 spectrum successfully, it disappears in the XY16-16 spectrum and instead B and C appear on the lower and higher frequency sides, respectively. It may be guessed that B and C have the same origin as A. To confirm this experimentally, we repeat correlation spectroscopy on B and C. The results are shown in Figs. 8(b) and (c). As expected, f 0,1 of B and C all appear at frequencies identical to those for A. We conclude that A, B, and C originate from the same single 13 C nuclear spin. = 469 kHz. (c) The points in △ (gray) are obtained by the N π-pulse sequence at D with τ fixed as 2.00 µs. The points in (black) are obtained by the N π-sequence combined with correlation spectroscopy. For clarity, the signal amplitude is multiplied by 2 with the baseline set at P0 = 0.5. The FFT is from the latter data. FFT shows a peak at f Next, we analyze D and E. Unlike B and C, the XY4-4 spectrum does not show a clear dip around 250-270 kHz, providing no clue whether D and E originate from the same nuclear spin or have different origins. We perform correlation spectroscopy on D and E for t corr longer than 100 µs, so that the spectral resolution better than 10 kHz are achieved. Figures 9 (a) and (b) show the results on D and E, respectively. From the Fourier spectra, it is confirmed that the f 1 signals for D and E both appear at 50 kHz, exactly matching with the nuclear Larmor frequency as in the cases of A-C. On the other hand, the f 1 signals for D and E appear at 488 kHz and 469 kHz, respectively, a difference larger than the spectral resolution. We thus infer that D and E originate from different nuclear spins. We further run a sequence as incrementing N [△ in Figs. 9 (c) and (d) ]. In both cases, we observe only feeble oscillations. This does not improve well even using correlation spectroscopy ( ). The FFT spectrum of D shows a weak signal at 20.3 kHz, but no peak is observed in the FFT spectrum of E. Relying on the FFT data of D, we obtain a = 357.0 kHz and a ⊥ = 270.2 kHz.
To determine the hyperfine parameters of E, we simulate the NMR spectra of Fig. 7(a) , using the missing experimental input f (E) r as a fitting parameter. The NMR signals from the individual nuclei are simulated as 29, 78, 85, 86 
with
The full spectrum is then calculated as
where P (i) 0 is P 0 simulated for i = A, D, and E using Eq. (23), and T 2 here is a fitting parameter that accounts for the effect of decoherence of the sensor spin. We search the value of f (E) r that reproduces the XY16-16 spectrum in 100-500 kHz. Once all the hyperfine parameters are determined, we simulate the XY4-4 spectrum in 0-500 kHz to check the consistency. The results are shown in Fig. 7(b) , where the solid lines are the simulated full spectra [Eq. (25) ] and the dotted lines are the contributions from the respective nuclei [Eq. (23) ]. With a = 348.2 kHz and a ⊥ = 248.7 kHz for E, which are very different from those for D, the spectra of both XY16-16 and XY4-4 are reproduced satisfactorily. Notably, we can identify the origin of the small dips around 200 kHz of the XY16-16 spectrum as tails of B-E. They arise due to the filter function that the periodic π pulses form. 1 On the other hand, there is a small discrepancy between the simulation and the experiment at around 420 kHz. Correlation spectroscopy by XY16-16 with τ = 1.20 µs = (2 × 416.67 kHz) −1 did not show any signals, however.
From Fig. 7(b) , we can make a few instructive observations. First and foremost, appearances are deceiving. 7 Different multipulse sequences can give different spectra, even though they are applied to the same nuclear environment. In addition, finite-length pulses can produce more complex structures. 87 Therefore, correlation spectroscopy should be conducted to correctly interpret them. We note that our simulation assumed infinitesimally short pulses. This worked well in the present case, where the low frequency (long τ ) regime is probed. Second, in XY16-16, we observe that the spectral overlap between D and E causes the signals to become weaker, due to Eq. (25) . The same mechanism is also responsible for feeble oscillations observed in Fig. 9(b) . Third, the simulation of XY4-4 shows dense signals below 100 kHz. These are fractional harmonic signals appearing at 1/3 and 1/5 of the original frequencies. They have significant contributions to the spectrum below 100 kHz, where the bath nuclei with weak hyperfine parameters also exist. Interestingly, we identify that the signals at 1/3 of frequencies of B and C are responsible for the sharp change observed at 100 kHz, a transition from the continuous spectrum to the discrete one (A). Fourth, decoherence of the sensor spin causes P 0 not to return to 1.0 even in the absence of the signal. This is more pronounced when τ becomes longer, i.e., at low frequencies and/or for XY16-16.
Finally, we have also performed a fitting assuming that D and E share the same hyperfine parameters. Although a large parameter space was searched, the NMR spectra had never been reproduced as well as Fig. 7(b) . We conclude confidently that the origin of D and E are different.
E. Proton NMR
Quantum sensing of single nuclear spins, as demonstrated in Sec. III D, holds great promise for structure analysis at the single molecular level. Although outside of the scope of this article, the current setup is fully compatible with protocols to achieve sub-hertz spectral resolution. 19, 20, 22 In addition, with a single-NV quantum sensor, we can utilize not only the spectral information but the spatial information to determine a molecular structure. By localizing the positions of the individual nuclear spins in a molecule, [27] [28] [29] [30] the molecular structure emerges itself. At present, experimental demonstrations are primarily performed on single 13 C nuclear spins in diamond as a testbed. There are still only a handful of reports on the detection of single or a few external nuclear spins. 10, 17 This is, however, not due to the limitation of protocols but to the difficulty of having a single NV center very close to the surface and with high coherence. The continued efforts and advancement have been made on this subject. 44, 47, 50, [88] [89] [90] Therefore, the next important task of our nanoscale magnetometer is to detect a small ensemble of external nuclear spins. The simplest approach is to replace the air objective lens with oil immersion one (Table II of The top surface of Sample #3 has a few-micron-thick CVD-grown, undoped 12 C layer, in which single NV centers generated by 14 N + ion implantation exist. 80 The triangle points (△) in Fig. 10(a) are the Hahn echo decay curve. The horizontal axis for the Hahn echo decay is given as 2τ with τ as defined in Eq. (8) . The fit with a stretched exponential decay gives T 2 = 6.2 µs and p = 1.26. The echo revival as observed in Fig. 6 (f) could appear at every 4.0 µs at this field strength, but is absent here owing to the use of 12 C isotopes. This short T 2 is typical of near surface NV centers, as mentioned above. Nonetheless, multipulse sequences can extend the coherence. We apply the XY16-64 sequence here. For the proton precession frequency of 1 MHz, we expect the signal at around N τ = 32 µs [N = 64, (2τ ) −1 = 64/(2 × 32 µs) = 1 MHz], and indeed observe a dip there ( ). To analyze the data, we define a decay envelope given as a stretched exponential decay as shown in the dashed line (T 2 = 16.1 µs and p = 0.97). The observed proton NMR signal C(τ ) is expressed as 91
Here, B rms is the root-mean-square amplitude of AC magnetic field produced by the nuclear spins, given as
with ρ the nuclear spin density and d NV is the depth of the NV center from the surface. For the oil we use (Olympus IMMOIL-F30CC), ρ is known to be 6 × 10 28 m −3 . 92 To derive Eq. (26), the dephasing time of nuclear spins T * 2n is assumed to infinitely long (see Ref. 91 for deviation and the expression for finite T * 2n ). Figure 10 (b) shows the normalized signal in the frequency unit after subtracting the decay envelope. The fit (solid line) gives d NV = 6.26 nm. The depth information is crucial in studying the properties of shallow NV centers, and here proton NMR plays a vital role.
As demonstrated here, the principle of nanoscale NMR spectroscopy with a single NV center is quite different from that of conventional NMR. The detection capability of the latter is governed by small thermal polarizations of nuclei and the sensitivity of inductive coils. Various approaches are being pursued to enhance the nuclear polarizations statically (high magnetic fields > 10 T and low temperatures) and dynamically (hyperpolarization) and to reduce the analyte volume down to nanoliters. 93, 94 In contrast, the present experiments were performed at low magnetic fields and room temperatures. In addition, the detection volume of the sensor is on the order of (dNV ) 3 ≈ 0.25 zL (zeptoliters). The number of protons contained in this volume is ρ(dNV ) 3 polarization at room temperature and at low magnetic fields is on the order of 10 −7 , and the number of polarized nuclear spins in this volume is much less than one.
In fact, what we relied on here is the statistical polarization, which is on the order of √ 1500 ≈ 39 and exceeds the thermal polarization. From Eq. (27), we estimate B rms ≈ 560 nT. Still, in both conventional and nanoscale NMR, the magnetization signals from ensemble nuclei are detected. To detect single nuclear spins, the coupling of the NV center to the target nuclear spin must be stronger than that to the ensemble spins, as in the case of 13 C nuclei in diamond (Sec. III D). 10 To this end, creation of high-coherence shallow NV centers is crucial, as mentioned above.
F. PL spectroscopy and photon correlation
In this section, we provide optical characterizations of NV centers obtained by interchangeably modifying the original setup. As demonstrated so far, nanoscale magnetometry is fully possible without these measurements. Nonetheless, the performance of the magnetometer critically depends on the optical properties of the NV centers and the ability to characterize them within the same setup is highly advantageous.
We use a double-grating spectrometer and a liquidnitrogen-cooled CCD for spectroscopy. The former is equipped with a fiber-coupled input port, so in principle all we have to do is to disconnect the output fiber from the SPCM, and connect it to the input port of the spectrometer. However, this makes spectroscopy data susceptible to drift, as there is no mechanism to track the position of an NV center. We utilize a fiber beam splitter (BS) to conduct both spectroscopy and tracking, as schematically shown in Fig. 11(a) . Although the spectrometer and the tracking system (Sec. II E) are not synchronized, spectroscopy data are not affected by tracking owing to short times required for it. Figure 12 (a) shows spectroscopy on the single NV center identical to the one we characterized in Sec. III C. The weak zero-phonon line at around 640 nm and the broad phonon sideband extending up to 800 nm are observed. In this range of wavelengths, the emission from neutral vacancies (V 0 ) can appear around 741 nm (called the GR1 line). 95 The structure between 600 nm and 621 nm is the second-order Raman spectrum of diamond. Considering the excitation wavelength of 532 nm, the corresponding Raman shift ranges from 2130 cm −1 to 2690 cm −1 , consistent with the literature values. 96 While the Raman photons do not spectrally overlap with the PL photons, and can be filtered out by use of a longpass filter at 650 nm (which is removed in this measurement, see Sec II B), they do overlap with the phonon sideband of the neutral NV centers. This can be avoided by using a green laser operating at a shorter wavelength. For instance, with excitation at 514.5 nm, the Raman spectrum can be brought to appear in the range shorter than 600 nm (though of course the selection of optical components must be modified accordingly).
The photon correlation measurement is also possible with a fiber-based setup. Now connecting one end of the fiber BS to another SPCM instead of spectrometer and also using a time correlated single photon counting module (TCSPCM) [ Fig. 11(b) ], we can measure the second order correlation function g (2) (τ d ). Again, it is required to keep tracking an NV center and a switch is added to realize this. The measurement mode is also switched by software, so that the photon correlation data are not affected by tracking. g (2) (τ d ) of the same single NV center is shown in Fig. 12(b) . Here, the delay time τ d is defined as the temporal difference between the time at which one SPCM records a photon arrival and the time at which the other does. The difference in the electrical lengths is calibrated by exchanging the roles of the two SPCMs. For the two laser powers (P L ) used, g (2) (0) goes very close to zero, 0.040 (0.064) for P L = 1.0 mW (3.4 mW), demonstrating photon antibunching, a hallmark for a quantum emitter that emits one photon at a time. The data are fitted by [97] [98] [99] 
Here, ζ accounts for the effect of incoherent background photons: g (2) (0) = 1 − ζ. γ 1 is related to the excitation and emission rates between the 3 A 2 and 3 E states under off-resonant laser excitation. The transition to and from the nonradiative 1 A 1 -1 E states gives γ 2 > 0 and η > 1 (the absence of the intersystem crossing would give γ 2 = 0 and η = 1). When P L , and thus the excitation rate from 3 A 2 to 3 E, is increased, the excitationdecay cycle becomes unbalanced, causing photon bunching g (2) (τ d ) > 1 as observed in the P L = 3.4 mW case.
From the fits, we obtain η = 1.18 (1.53), γ 1 = 0.094 ns −1 (0.108 ns −1 ), γ 2 = 0.012 ns −1 (0.010 ns −1 ) for P L = 1.0 mW (3.4 mW). η, γ 1,2 provide the information on the photophysics of the NV center involving multiple energy levels. [97] [98] [99] The understanding of the photophysics of the NV center is a key ingredient to achieve better collection efficiency and spin-initialization efficiency, 61 which then has a far-reaching consequence not only for quantum sensing, but for quantum network 59,60,100 and fluorescent biomarkers 101-103 utilizing NV centers.
IV. CONCLUSION
To conclude, we have designed, constructed, and operated a compact tabletop-sized system for quantum sensing with a single NV center. Despite its compactness, our setup realizes the state-of-the-art quantum sensing protocols that enable the detection of single nuclear spins and the characterization of their interaction parameters. The data also show that our setup possesses the temporal stability enough to keep tracking the same NV center for long time to conduct detailed nuclear spin sensing experiments with it. We have also provided a wealth of practical and hands-on information so that nonspecialists can reproduce the setup, conduct experiments, and analyze the data. Tables II-VII provide full lists of optical and electronic  components of the reported nanoscale magnetometer. An important caveat is that, although carefully chosen, the listed items are by no means the only options and there may be a set of items which perform equally well or better than the listed ones.
For stable operation of the system, it is recommended that the system is fixed on an optical table or a breadboard and is housed in an optical enclosure to block external light. We note that our design is metric and the optical table/breadboard on which the system is to be fixed should have M6 taps on 25 mm centers. The use of imperial parts will require a modification of the design to fit one's own optical table/breadboard. Some items which we assume are readily available in optics laboratories, for instance, laser safety glasses, an optical power meter, and electrical and communication cables (BNC, SMA, GPIB, LAN etc.), are omitted. Fig. 1 . Note that the collimator (#3) is selected based on the pupil diameter of the objective lens (#7). The current lineup of TC18APC-type collimators from Thorlabs do not cover 532 nm, but the alignment wavelength can be customized upon request. When a different objective lens is used, a different collimator may be considered. Table I for the dimensions of the respective magnets. In our setup, the rotary stage was later replaced by a motorized stage X-RSW60A-E03 (Zaber Technologies), in order to automate the field tuning procedure. On the other hand, full manual control of the magnet position is also possible by using a micrometer instead of the actuator (#16). Note that the actuator we currently use interferes with the two of the posts (P200/M listed in Table IV ). The use of a smaller actuator or micrometer allows us to address all the NV axes. As suggested in Sec. II D, a goniometer may be added to fine-tune the tilt of the magnet. Figures 13 and 14 show drawings of the sample stage and the magnet holder/stage pictured in Fig. 1(c) . Their CAD files, as well as those for Antennas #1 and #2, are available upon request. 
