ABSTRACT Enumerating all the spanning trees of a graph without duplication is one of the widely studied problems in electrical engineering and computer science literature. Since the number of spanning trees increases rapidly with the size of the graphs, a highly efficient method desired to compute all the spanning trees of a graph such as the method of eigenvalues of the Laplacian matrix. In this paper, using a connection between the eigenvalues of the Laplacian matrix and known properties of the Chebyshev polynomials, we have explicit formulas for counting the number of spanning trees of the Cartesian and Composition products of certain families graphs.
I. INTRODUCTION
Many problems in various fields of science and engineering need to be formulated in terms of graphs. There are problems where spanning trees are necessary to be computed from the given graphs such as: Network Design, Cluster Analysis, Image Processing, Internet Routing Algorithms, Calling Trees, Organization Charts, Molecular Biology, Chemistry and Bioinformatics [1] - [6] .
Spanning trees are special subgraphs of a graph that have several important properties. First, if T is a spanning tree of graph G, then T must span G, meaning T must contain every vertex in G. Second, T must be a subgraph of G. In other words, every edge that is in T must also appear in G. Third, if every edge in T also exists in G, then G is identical to T . The complexity (the number of spanning trees) of a connected undirected finite graph G is denoted by τ (G).
There are many techniques to count this number. Kichhoff [7] gave the matrix tree theorem. In which the complexity of a graph G(V , E) with V = {v 1 , v 2 , . . . , v n } is equal to any of the cofactors of the Laplacian matrix L(G),
if i = j and (v i , v j ) ∈ E(G) 0 otherwise
The associate editor coordinating the review of this manuscript and approving it for publication was Yilun Shang. That is, the diagonal elements have values equal to the degree of the corresponding vertices, and the off-diagonal elements are −1 if an edge connects the two vertices, and 0 otherwise. However, for a large generic graph, evaluating the relevant determinant is tedious and computationally intractable, so a lot of efforts has been devoted to counting the complexity in some specific graphs by using different techniques.
Another method for counting this number of a multigraph G is the deletion-contraction method, in this method, the number of spanning trees of a multigraph G is reduced to a sum of the number of spanning trees in small graphs which we known. That is: τ (G) = τ (G-e) + τ (G/e), where G − e is the graph obtained by deleting an arbitrary edge e and G/e is the contraction of G by e [8] , [9] .
An alternative way for computing the number of spanning trees of a graph can be achieved through the calculation of the eigenvalues of the Laplacian matrix L(G). The Laplacian matrix of a graph has many interesting properties. In particular, one can show that for a connected graph, it's Laplacian matrix has n − 1 non-zero eigenvalues [9] .
Kelmans and Chelnoknov [10] derived the following formula:
where n = µ 1 ≥ µ 2 ≥ . . . ≥ µ n = 0 are the eigenvalues of the Laplacian matrix L(G). Equivalently the number of spanning trees is equal to any cofactor of the Laplacian matrix of G.
In this work, we use this method to compute the number of spanning trees of Cartesian and Composition products of two graphs G 1 and G 2 , if G 1 and G 2 are one of the following graphs: Path graph P n , Cycle graph C n , Complete graph K n , Complete bipartite K m,n , Hypercube graph Q n , Fan graph F n and Wheel graph W n .
Many works have conceived different techniques to derive the number of spanning tree of a graph can be found at [11] - [16] .
II. SOME PROPERTIES OF CHEBYSHEV POLYNOMIALS
In this section we give certain numerous properties of Chebyshev polynomials which play an important role in our computations [17] .
The Chebyshev polynomial of the first kind T n (x) is defined as:
Or equivalently T n (x) = cos(n cos Thus, we conclude that
Solving the recurrence relation (4), we get:
The Chebyshev polynomial of the second kind U n (x) is defined as:
Therefore, U 0 (x) = 1, Thus, we conclude that
Solving the recurrence relation (7), we get:
Since, U n−1 (cos
One further notes that:
From identities (9) and (10), we get
Therefore,
Also we can see that:
Polynomials T n (x) and U n−1 (x) are joint by the next identity
III. KRONECKER PRODUCT AND KRONECKER SUM OF MATRICES
The Kronecker product is an operation of two matrices of arbitrary size, A ∈ R m×n and B ∈ R r×s which is defined as the mr × ns block matrix
Note that the Kronecker product is associative and distributive over +, but not commutative, and if A ∈ R m×n , B ∈ R r×s , C ∈ R n×p and D ∈ R s×t , then (A ⊗ B)(C ⊗ D) = AC ⊗BD ∈ R mr×pt . Furthermore for all two matrices A and B, [18] . The Kronecker sum of two matrices A ∈ R n×n and B ∈ R m×m is defined as A ⊕ B = I m ⊗ A + B ⊗ I n .
Note that A ⊕ B = B ⊕ A. VOLUME 7, 2019 
IV. COMPLEXITY OF CARTESIAN PRODUCT OF GRAPHS
The Cartesian product G 1 ×G 2 of two graphs G 1 and G 2 , is the graph with vertex set V (G 1 ) × V (G 2 ), and any two vertices (x 1 , y 1 ) and (x 2 , y 2 ) are adjacent in G 1 ×G 2 whenever x 1 = x 2 and y 1 y 2 ∈ E(G 2 ) or y 1 = y 2 and x 1 x 2 ∈ E(G 1 ) [19] . We note that
Theorem 1: Suppose G 1 and G 2 are two nontrivial-vertex disjoint connected graphs of order n 1 and n 2 respectively. If µ 1 , µ 2 , . . . , µ n 1 and η 1 , η 2 , . . . , η n 2 are the eigenvalues of L(G 1 ) and L(G 2 ) arranged in non-increasing order, then µ i + η j , for 1 ≤ i ≤ n 1 and 1 ≤ j ≤ n 2 are the eigenvalues of
Proof:The adjacency matrix of G 1 × G 2 is defined as:
Let λ i and δ j be eigenvalues of A(G 1 ) and A(G 2 ) with corresponding eigenvectors w i and w j respectively for 1 ≤ i ≤ n 1 and 1 ≤ j ≤ n 2 .
The degree sequence of G 1 × G 2 is obtained as
Thus the degree matrix of G 1 × G 2 is given by
Thus, the Laplacian matrix of G 1 × G 2 is given by
Now, let µ i and η j be the eigenvalues of L(G 1 ) and L(G 2 ) associated with eigenvectors x i and x j respectively for
Here we can drive the next theorem: Theorem 2: Suppose G 1 and G 2 are two nontrivial-vertex disjoint connected graphs of order n 1 and n 2 respectively. If µ 1 , µ 2 , . . . , µ n 1 and η 1 , η 2 , . . . , η n 2 are the eigenvalues of L(G 1 ) and L(G 2 ), then
Lemma 1: Consider the fan graph
The eigenvalues of L(F n ) are 0, n + 1 and 3 − 2 cos
Proof: The fan graph F n has the Laplacian matrix: 
Using properties of determinants, we can prove that:
Using Lemma1 in [20] , we have:
Applying identity (9), yields:
Lemma 2: Consider the wheel graph
Proof: The wheel graph W n has the Laplacian matrix:
Using properties of determinants, we can prove that: 
Using Lemma 2 in [20] and identity (15), we have: [20] : For m, n ≥ 2 and r, s, p, q ≥ 1, we have i.
respectively, thus using formula (1) together with Theorems 1 and 2 yields:
The proofs of (ii-v) can be obtained by using the facts: The eigenvalues of 1 respectively, yields:
Theorem 5: For m, n ≥ 2 and p, q ≥ 1, we obtain i.
.
The proofs of ( ii-vi) can be obtained by using the facts:
]. The explicit formulas follows from (5) and (8) . Theorem 6: For m, n ≥ 2 and p, q ≥ 1, we have
, respectively, thus using formula (1) together with Theorems 1 and 2 yields:
The proofs of ( ii-vii) can be obtained by using the ii
The explicit formulas follows from (5) and (8).
V. COMPLEXITY OF COMPOSITION PRODUCT OF GRAPHS
The composition, or lexicographic product G 
Thus, the degree matrix of G 1 [G 2 ] is obtained as
. Now, let µ i and η j be the eigenvalues of L(G 1 ) and L(G 2 ) associated with eigenvectors w i and w j respectively for 1 ≤ i ≤ n 1 and 1 ≤ j ≤ n 2 . Then
Here we can derive the next theorem: Theorem 8: Suppose G 1 and G 2 are two nontrivial-vertex disjoint connected graphs of order n 1 and n 2 respectively. If µ 1 , µ 2 , . . . , µ n 1 and η 1 , η 2 , . . . , η n 2 are the eigenvalues of L(G 1 ) and L(G 2 ), then
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Theorem 9: For m, n ≥ 2 and r, s, p, q ≥ 1, we get
iπ m }, thus using formula (1) together with Theorems 7 and 8, yields:
The proofs of ( ii-xvi) can be obtained by using the facts: The eigenvalues of 1 respectively,we get:
The explicit formulas of i, ii , iii, iv , v, vii, xi and xiii follows from (5) and (8).
Theorem 10: For m ≥ 2 and n, p, q ≥ 1, we obtain
iπ m }, thus using formula (1) together with Theorems 7 and 8 yields:
The proofs of (ii-ix) can be obtained by using the 
The explicit formulas of ii and iv follows from(5) and (8).
Theorem 11: For m, n ≥ 2 and p, q ≥ 1, we get
The proofs of ( ii-xi) can be obtained by using 
The proofs of (ii-xiii) can be obtained by using the The explicit formulas follows from (5) and (8) .
VI. CONCLUSION
By noting a connection between the eigenvalues of Laplacian matrix and known properties of Chebyshev polynomials we have simple proofs of explicit formulas for counting the complexity τ (G) of several types of graphs under some operations of graphs such as Cartesian product and composition product.In future work,we will find the explicit formulas for counting the complexity τ (G) of several types of graphs under other operations of graphs such as tensor product and normal product.
