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Introduction
Climate change is predicted to affect the hydrology of most regions through its influence on temperature, rainfall, evapotranspiration (IPCC, 2007) and ultimately the runoff and performance of water resources infrastructures such as reservoirs. These impacts must be quantified for better planning and operation of water resource systems. This has been attempted using outputs from general circulation models (GCMs) to force catchment hydrological models for the assessment of runoff impacts. The outputs of these hydrological models then form input to water resources simulation models for the purpose of characterising systems performance (see e.g. Fowler et al., 2003; Nawaz and Adeloye, 2006) . However, as widely recognised (see Raje and Mujumdar, 2010) , there are uncertainties in GCMs climate change predictions not only between GCMs but also within GCMs (Peel et al., 2014) . The latter relates to the inability of a GCM to produce the same output over different runs, while the former concerns variability in outputs of different GCM experiments caused largely by structural, parametrisation and initialisation differences. To avoid the complications and uncertainties in downscaled GCM climate predictions, change factor (delta perturbation) method is suggested, in which plausible changes in the runoff impacting weather variables such as precipitation and temperature are assumed and the effect of this on runoff is simulated using a suitable hydrological model (Anandhi et al., 2011) .
However, whether based on downscaled GCMs or delta perturbations, the traditional approach using single traces of both the current and future hydrology fails to recognise that these single traces represent one realisation of the population of possible traces. Thus, any impact estimated using the single traces can only relate to the average impact; no information is available on either the possible range of impacts or the variability (or uncertainties) of the assessed impacts. To be able to provide these answers, the population (or ensemble) of the current and future climate is required. Peel et al. (2014) did this to characterise within-GCM variability by replicating (100 times) GCM-based single runs of current and future climate, using a Monte Carlo simulation approach. These then produced replicates of runoff (current and future), which were then used to force a hydrological model, leading ultimately to the evaluation of uncertainties and variability in runoff and reservoir yields.
This work has characterised the uncertainties in climate change impacts for the Pong reservoir using an approach similar to that described by Peel et al. (2014) . However, major differences between the current study and Peel et al. (2014) include that: delta perturbations instead of downscaled GCM climate change scenarios were used; stochastic modelling to derive replicates of runoff used the runoff series directly, rather than the indirect approach by Peel et al. (2014) in which the rainfall and temperature were modelled stochastically; and reservoir impacts analysis is not limited to the yield/storage alone but includes consideration of performance indices.
In the following sections, more details about the adopted methodology are given. These are then followed by the case study after which the results are presented and discussed. The final section contains the conclusions.
Methodology
The flowchart of the methodology is shown in Fig. 1 .
HYSIM hydrological model
HYSIM was used to simulate catchment runoff in the study. HYSIM is a conceptual rainfall-runoff model that has the capability to simulate river basin scale hydrology as described in detail by Manley and WRA (2006) . The mandatory minimum input data requirements to run the model are the precipitation, temperature and potential evapotranspiration. Apart from its possible use in modelling the evapotranspiration, the temperature is also required for the modelling of snowmelt and accumulation based on the empirical degree-day approach. HYSIM has been extensively used in several research studies including snowy catchments of the United Kingdom to address climate change impacts issues (Murphy et al., 2006) . 
Stochastic data generation
Replicates of monthly runoff were simulated using the Thomas-Fiering monthly model (McMahon and Mein, 1986) :
where, Q 1 , Q 2 are generated flows for month January and February respectively; µ is mean flow for the month indicated; b is least square regression coefficient (Eq. 2); t n is normal random variate with zero mean and unit variance; σ is standard deviation of flow for the month indicated; ρ is correlation coefficient between adjacent months as indicated. Equation (1) assumes that monthly runoff is normally distributed, which as will be seen later is not true for the Beas River. Thus, the Box-Cox transformation (see Eq. 3) was used to normalise the data:
where, Q and Q are untransformed (UT) and transformed (Tr) flows respectively, and λ is a parameter estimated such that the skewness of Q becomes zero (McMahon and Adeloye, 2005) . After transformation using Eq. (3), the parameters in the Eqs. (1) and (2) are estimated and used for data generation.
The final step in the data generation is to bring back the generated values to the original values by applying inverse of the Box-Cox transformation:
2.3 Sequent Peak Algorithm (SPA) for capacity estimation
For reservoir capacity estimation, the sequent peak algorithm (SPA) was used (McMahon and Adeloye, 2005) :
where, K a is reservoir capacity, K t+1 and K t are respectively the sequential deficits at the end and start of time period t, D t is the demand during t, Q t is the inflow during t and N is the number of months in the data record. The analysis assumes that the reservoir is full at start and end of the cycle, i.e.
Reservoir behaviour simulation and performance indices
To assess reservoir performance, behaviour simulation was carried out using (McMahon and Adeloye, 2005) :
where, S t+1 , S t are respectively, reservoir storage at the end and beginning of time period t; D t is the actual water released during t (which may be different from the demand D t , depending on the operating rule curves); LRC is the lower rule curve ordinate for the month corresponding to t; and URC is the upper rule curve ordinate. Genetic algorithms (GA) optimised rule curves derived for the Pong reservoir by Adeloye et al. (2015) were used. Following simulation, the performance was summarised using (McMahon and Adeloye, 2005) : Reliability (time-based (R t ) and volume-based (R v )):
Resilience (ϕ):
Vulnerability (η):
where, N s is the total number of intervals (months) out of N (months) that the demand was met; f s is number of continuous sequences of failure periods; f d is the total duration of the failures; and all other symbols are as defined previously.
Pairing of runoff replicates for impact assessment
To obtain the population of climate change impacts on the various reservoir characteristics, estimates of these characteristics for the current and corresponding future runoff are required. The best way to achieve this is to use a "two-site" stochastic generation approach (see McMahon and Adeloye, 2005) , in which the current runoff is a "site" and the future runoff is another "site". This approach was used by Peel et al. (2014) for quantifying the effect on runoff, etc. of climate change perturbations in the precipitation and temperature pair, considering each of these processes as a "site". However, multi-site data generation requires too much effort and can be problematic if the data are non-normally distributed. Consequently, a different approach which is much simpler to use was adopted in this study as follows. After the stochastic generation of 1000 replicates for the current and future runoff, a pair of integer numbers was randomly generated, with the 1st of these representing the current and the 2nd representing the future. This process is repeated until all the 1000 current and future runoff series have been paired up. If during the generation, a number is repeated (i.e. has been generated before), that pair is discarded and a new pair is generated. In this way the current and future hydrology scenarios (or runoff series) are paired up for the purpose of climate change impacts assessment.
Case study river basin and data
The Beas River, on which the Pong dam and its reservoir are located, is one of the five major rivers of the Indus basin in India (see Fig. 2 ). The reservoir drains a catchment area of 12 561 km 2 , out of which the permanent snow catchment is 780 km 2 (Jain et al., 2007) . Active storage capacity of the reservoir is 7290 Mm 3 . Monsoon rainfall between July and September is a major source of water inflow into the reservoir, apart from snow and glacier melt. The reservoir meets irrigation water demands of 7913 Mm 3 year −1 to irrigate 1.6 Mha of command area. The mean monthly distribution of the irrigation releases is shown in Fig. 3 . These releases pass through hydropower turbines to generate electricity prior to being diverted to the irrigation fields.
Monthly reservoir inflow and release data from January 2000 to December 2008 (9 years) were available for the study. The historic mean annual runoff (MAR) at the dam site is 8485 Mm 3 (annual coefficient of variation is 0.225). The mean monthly flows are also shown in Fig. 3 , which reveals the significantly higher inflows during the Monsoon season. In general, the irrigation demands are larger than the natural river flows except during the Monsoon, implying that such demands cannot be met without the Pong reservoir. Gridded Tropical Rainfall Measuring Mission (TRRM 3B42 V7) daily rainfall data with the spatial resolution of 0.25 • × 0.25 • that span the runoff period were used. Since potential evap- 
Results and discussion

HYSIM rainfall-runoff model
The model was calibrated with daily data from January 2000 to December 2004 and validated using the data from January 2005 to December 2008. In general, the model performed reasonably well with Nash-Sutcliffe efficiency indices during the calibration and validation were respectively 0.88 and 0.78. The complete details about the performance of the model during calibration and validation are presented by Adeloye et al. (2015) . The calibrated HYSIM model was used to assess impacts of delta changes in the precipitation and temperature on the runoff. Changes in the annual precipitation considered were ±5 % and for temperature, increases of 1 and 2 • C were considered. The mean values of the simulated annual and seasonal runoff are given in Tables 1 and 2 respectively. In general, reduction in precipitation causes reduced runoff irrespective of temperature situation. However, the simulation has also revealed the influence of the melting seasonal snow/glacier on the runoff. For example, on an annual scale, increasing the temperature by 2 • C is causing the runoff to increase by 18 %. The effect of decreasing rainfall on the runoff appears moderated by rising temperature due to the resulting runoff from melting snow and glacier. Thus, the 6.3 % reduction in annual runoff arising from a 5 % decrease in rainfall has turned to a 12 % rise in runoff when the temperature rose by 2 • C.
Data generation
The high skew of the untransformed (UT) monthly runoff shown in Table 3 suggests that the monthly runoff cannot justifiably be modelled using the normal distribution. The skew of the Box-Cox transformed data (Tr) are also shown in Table 3 , together with the estimated transformation parameter (λ). The transformed data exhibit the required near zero skew. The characteristics of the generated and historic runoff (current) data are compared in Fig. 4 . Similar results are available for the future runoff scenarios but these have been omitted here for lack of space. The generated statistics are the mean over the 1000 replicates. Figure 4 shows the stochastic model has reasonably reproduced the mean, standard deviation and correlation of the historic. The skewness is less well simulated, which is not surprising given that the skew was removed prior to the stochastic modelling. However, this should not be a major concern since reservoir capacity estimate is mostly influenced by the coefficient of variation, CV (i.e. standard deviation divided by the mean) and less by the skew (Burges and Linsley, 1971 ). 
Uncertainty in capacity estimates
Population of reservoir capacity based on existing monthly irrigation releases at the Pong (see Fig. 3 ) are summarised in the box plots in Fig. 5 . The horizontal dashed line represents the existing capacity of 7290 Mm 3 . As Fig. 5 clearly shows, there is wide variability in the required reservoir capacity for each runoff scenario. Although the existing capacity of the Pong is 7290 Mm 3 , the required capacity estimates based on the current runoff series could be as low as 3854 Mm 3 or as high as 10 289 Mm 3 . These, respectively, represent overdesign and under-design situations relative to the existing capacity at the Pong reservoir. The implication of under design is that the reservoir will fail frequently to meet the demand, -5%  T0_P0%  T0_P+5%  T1_P-5%  T1_P0%  T1_P+5%  T2_P-5%  T2_P0%  T2_P+5%   R t   (%)   75   80   85   90   95   100   T0_P-5%  T0_P0%  T0_P+5%  T1_P-5%  T1_P0%  T1_P+5%  T2_P-5%  T2_P0% as recently found by Adeloye et al. (2015) , where the simulated vulnerability of the Pong reservoir was shown to be as high as 66 %. The effect of climate change on the capacity estimates broadly follows the effect on runoff. Thus, as the precipitation and hence runoff decreases, the capacity required for meeting the demand increases. Consequently, a 5 % decrease in the rainfall without a change in temperature (T0_P-5 %) would require a capacity as high as 11 902 Mm 3 to meet existing demands. However, when the precipitation increased by the same amount, (T0_P+5 %), the maximum capacity was 10 029 Mm 3 . This is only marginally less than the maximum capacity for the T0_P0 % scenario and may be caused by the fact that the additional rainfall especially in the already wet Monsoon season does not influence reservoir capacity estimate. When the precipitation changes are accompanied by increase in temperature, the resulting additional runoff has caused a reduction in the capacity requirement when compared to their corresponding no-temperature change situations. Figure 6 summarises the population of changes in required reservoir capacity based on the paired experiments discussed earlier. Again, there are huge uncertainties in the predicted changes, which call into question the use of single runs of impact models in water resources climate change impact studies. Figure 6 shows the uncertainties are more pronounced for drier conditions than for wetter conditions. Thus, a 5 % decrease in the rainfall can mean that the current capacity is either too little by as much as 134 % or is too much by 55 %. For the most wet future scenario investigated (T2_P+5 %), the variability is much less, with either an under design of 68 % or over design of 62 %.
The above large arrays of possibilities in the impact of climate change are bound to complicate decision making regarding adaptation and mitigation. Because impacts are not unique, it is obviously misleading to be talking of the impact because such does not exist. However, what can be done is to attach likelihood (or probability) of occurrence to the assessed impacts. Figure 7 shows the empirical cumulative distribution function (CDF) of required capacity estimates for all the investigated scenarios and reveals the rightward shift in the CDF as the catchment becomes drier, implying higher storage requirements at a given probability. Additionally, not only are the drier conditions requiring more storage at a given probability, their CDFs are also less steep resulting in significant differences between the lower and higher quantiles of the capacity estimates.
Uncertainty in reservoir performance
The resulting performance of reservoir behaviour simulation for the ensembles of stochastic replicates generated for various scenarios are shown in Fig. 8a-d . As was the case with the capacity estimates, all the assessed indices have uncertainties. A quick comparison of time based reliability (R t ) and volumetric reliability (R v ) shows that R t < R v . From  Fig. 8a , it is evident that, R t is improving when the precipitation is increasing as expected; similarly temperature increases also improved the R t , due to additional runoff avail- T0_P0%  T0_P+5%  T1_P-5%  T1_P0%  T1_P+5%  T2_P-5%  T2_P0% T0_P0%  T0_P+5%  T1_P-5%  T1_P0%  T1_P+5%  T2_P-5%  T2_P0% ability from snow and glacier melt from the Himalayas. Contrary to R t , the R v shows less variability for all the scenarios. Figure 8c shows the resilience (i.e. probability of recovering from failure) and reveals that, increasing the precipitation also improves the resilience. Figure 8d shows the variability in the assessed vulnerability. In general, the vulnerability is decreasing as expected when the precipitation and temperature are increasing. However, although the assessed vulnerability of the Pong reservoir is about 66 % based on single run of the runoff record as alluded to earlier (see Adeloye et al., 2015) , the vulnerability could actually be either as low as 33 % or as high as 94 % if the stochastic properties of the runoff are taken into account. In general, vulnerability (or single period deficits) above 25 % is not recommended because of the distress it can cause to water users (Fiering, 1982) . Thus, the fact that the least vulnerabilities obtained for the Pong exceeds 25 % requires changes in operational practices, e.g. by hedging, to tamper the large single period shortage. The empirical CDFs of the performance indices are shown in Fig. 9 , from where values corresponding to given probability of occurrence can be obtained.
Conclusions
The Monte Carlo experiments have revealed the limitation of single runoff impact models for water resources impact assessments. The results for the Pong reservoir using delta perturbations in rainfall and temperature have shown that assessed impacts can be highly variable. For example, in relation to reservoir capacity needed to maintain existing levels of irrigation water releases, it has been revealed that the needed capacity for future conditions may either be 175 % lower or 60 % higher. The associated reservoir performance indices are similarly highly variable.
