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ABSTRACT:
Although many numerical techniques have been developed to solve systems of
ODE's, PDE's and ADE's, all assign the independent variable step, i.e., time,
space, and compute the changes in dependent variables. On the surface, this
appears to be the most reasonable approach. What would happen if the process
were reversed and the dependent variables were manipulated and the change in
independent variable determined? This is the basis of the reverse variable
method which may provide a number of advantages over the standard techniques.
The method is described and applied to solution of several standard stiff and
non-stiff ODE's. Extensions of the method to PDE's, ADE's and even to deter-
mining roots of algebraic equations are discussed.
INTRODUCTION:
With the wide variety of numerical techniques available to solve ODE's, it
hardly seems possible that yet another technique could be found. Despite
this, the recent literature has seen a flowering in this area (Byrne et. al.,
Hanna)
Although the methods differ in detail, they all fundamentally assume or deter-
mine a change in the independent variable, dt, and compute the changes in
dependent variables, y. What would happen if instead, the procedure were
reversed.
For a single equation where f is not a function of t,
dt = dy/f(y) ....... (1)
A variety of well-known integration techniques are available to approximate't.
This approach is quite useful for integration of high-order kinetics which
occur in bleaching or extraction of wood fibers. Such reactions are usually
limited by component concentrations rather than by reactor residence time.
Simpson's rule proved to be very time consuming and occasionally unstable in
solving these equations. The solution to the problem was to integrate piece-
wise on the controlling reactant, a,
where R is evaluated at the half-interval. Ca is incremented based on Ca0.
The advantage is provided by an accurate estimation of Ra at each interval.
For R having a power law form,
and Cb, .. related to Ca through algebraic relations,
the time step is computed piece-wise semianalytically.
This is the most common situation and the method is therefore quite useful for
a variety of reactions. The concentration of the key reactant is reduced, the
concentrations of other reactants are evaluated at the half-interval though
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the stoichiometric relations and R is evaluated at the half interval. If one
of the components is limiting, the concentrations are determined by interpola-
tion and the integration is stopped. If ti+1 exceeds the reactor space time,
the actual time available is assumed and (7) is inverted to compute Cai+1.
This method is very rapid, accurate and simple for the types of reactions in
this category. The method works regardless of the order of the reaction.
Zero and first order reactions are integrated to different solutions. The
reaction rate is accurately known at each iteration.
Although the method is only second order in the prediction of ti+1, the error
accumulation is less than could occur with any traditional approach.
For multivalued problems, the reverse-variable approach also tends to find
nontrivial solutions if they exist. This is illustrated easily by solving the
following simple example.
The exact non-trivial solution, y = t2/4 and R-V solution obtained by Eq. 4,
were obtained for Ay = 0.1 and 0.01 respectively. Euler-based methods fail
to find the non-trivial solution for this problem because both the initial
value and slope are zero.
For each case, the absolute error in t increases to .19 and .06, respectively,
at the first iteration and then remains constant for all subsequent iter-
ations. The relative error rises initially and then decreases rapidly to
zero. Thus the numerical solution can be represented by the following
for all time where e = 0.19 and .06, respectively.
This absense of error growth occurs because f(y) is known for any y with an
accuracy which is independent of t. This property applies to more arbitrary
systems of equations but the statement that the error does not increase cannot
be made unequivocably. It should be noted that the piece-wise semianalytic
approach of Eq.7 provides the exact solution.
Because the solution diverges, in a sense, At decreases from .01 to .0014
over the course of the solution for Ay = .01.
This method is faster and more stable than Gear's method for extremely rapid
reactions. For the following hypothetical reaction,




y Iteration t k'* Iteration t k*
1 1 = 0 .34 19 =0 .027
0.9 2 = 0 .38 6 = 0 .031
0.8 3 = 0 .44 7 = 0 .035
0.7 4 0 .52 6 =0 .041
0.6 5 = 0 .66 6 =0 .051
0.5 6 = 0 .92 7 0 .076
0.4 7 = 0 1.5 6 .00001 .114
0.3 8 = 0 3.5 6 .00001 .247
0.2 9 = 0 18 6 .00002 1.47
0.1 10 .0001 2700 95 .00002 22.7
0.0008 11 .0001 2700 95 .00002 2.5x1047
The results are somewhat surprising in that they show that time is limiting.
The R-V method handles the very high rate with no problem while the Adams-
Bashford method (IMSL) becomes oscillatory and eventually fails. The rate
constant k varies from 0.027 to 2.5 x 1047. In addition the A-B method
required 259 iterations compared to 11 for R-V.
When y changes rapidly, time steps are computed to be small and as y nears
depletion, time steps increase. Reaction of the last increment of y requires
only a single iteration while fixed step methods may require orders of magni-
tude more iterations.
The advantage of a semi-implicit or semianalytic approach may be obvious for a
single ODE or ADE but how could such an approach be generalized to multiple





Yi i = l,n
where j is not equal to i and Yi = Yi0 t = 0.
Begin by assigning ayin where n refers to iteration n. For nonzero initial
values assign
....... (13)
where NY is a single integration parameter for all yi. When yi0 = 0 assign
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the increment an arbitrary value 1/NYO where NYO is chosen independently. Next
compute,
Atin = Ayin/fi ......... (14)
where fi is evaluated at the half interval,
and t and fj are evaluated at the last iteration, tn-l,f n- 1.
Next the slopes must be consistent with positive Atin for all i. For any i
for which atin < O, the sign of Ayjn is reversed and fin and Atin are reeval-
uated.
If after reevaluation Atin is negative, this indicates a rapid change in
slope of the function over the increment. In this case, the increment Ayin
is reduced and the temporary value of yn is evaluated at the new half-
interval. This is repeated until all time increments are positive. If this
is repeated several times,the algorithm interprets this as a steady function
and this variable is considered to be at a pseudo-steady state over this
increment.
The actual time increment is chosen as the minimum of the set of Atin.
Atn = min Atin .......... (17)
Each increment Ayin is rescaled by the ratio of the minimum time increment
and Atin.
Time is incremented by the minimum time step,
Rescaling results in a progression in step sizes which decrease with decreas-
ing fj. The equation with the highest eigenvalue determines the time scale
for each step. The dominant.equation can vary with each iteration and the
time scale will vary in a corresponding fashion.
Special conditions in which the slope is repeatedly zero are also handled.
When fkn = 0, that time increment is ignored and yi is not incremented. If
min Ath = 0, then a pseudo-steady state is assumed for all dependent vari-
ables and time is incremented by a user-specified amount.
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ADVANTAGES
For many types of problems the R-V method is not much more difficult to imple-
ment than Euler's method and is no more storage intensive than any second
order method. The method is most applicable to functions which are not
strongly dependent on t. Stiffness is handled automatically through the
rescaling. However, the efficiency drops for highly nonstiff systems due to
the extra rescaling loop. Difficulties with most methods, which are avoided
with the R-V method, are in choosing the optimal tolerance, initial time step
and in some cases determining whether to evaluate the Jacobian.
Applications
The method has been applied to a wide variety of test problems designed to
demonstrate strength or weakness in the approach. The various test problems




Van der Poel equation (Norsett)
Algebraic-Differential Equations, ADE's
Ramp functions, discontinuous slopes (Norsett)
Bleaching kinetics (Jones (1987, 1988)
Oscillatory problem with stability implication (rigid
undamped pendulum)
Furnace control problem (Norsett)
Partial Differential Equation:
1-D transient heat conduction in a slab
Algebraic Equations, AE's:
Three transcendental algebraic equations (Burden)
All examples were solved in a 286 IBM PC compatible in Fortran 77 compiled
with a Microsoft 4.1 compiler. All variables were declared single precision.
All but two of these are discussed below.
Stiff ODE's
Case 1 is the classic autocatalytic reaction (Robertson Problem).
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Comparisons of solutions at t = 10 and relative execution times for a variety
of methods are reported by Davis (1984). This problem requires either an ana-
lytic or numerical Jacobian for successful solution by DGEAR. The R-V solved
the problem in about 60 minutes including data transfer on a 286 PC.
For NY = 5000 and NYO = 10000 this case was integrated to t = 10 in 800 iter-
atiops. Results are as shown in Figure 1. At t = 10, y1 = .829, y2 = 1.652
x10- , y3 = .1513 compared to the "EXACT" solution values of Caillaud and Pad-
manabhan reported by Mason, y1 = .841, y2 = 1.62 xl0-5 , y3 = .159. Differ-
ences could be attributed to use of singTe-precision variables.
Figure 1 here
Van der Poel Problem:
For this problem, which is discussed by Norsett (1985), NY = 1 x 105, NYO = 1
x 10 . yl and Y2 are virtually zero over nearly the entire interval except in
the immediate vicinity of t = 80.98. Y1 drops rapidly to -133.7 and returns
to zero as shown in Figure 2. The results agree with those reported by Nor-
sett for several methods. The computed time step begins near 0.003 drops to




For a rigid undamped pendulum whose length is equal to g, Newton's Law reduces
to
The damped version of this equation poses no problems for most methods such as
fourth order RK (stiff or nonstiff). These methods experience problems for
zero damping and for the above initial conditions. For zero damping, Runga-
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Kutta methods predict that the pendulum will go "over the top" indefinitely
after two or three cycles even when Y1(0) is as low as 3.1. The solution is
supposed to exhibit continuous oscillation from 12 o'clock and not go over the
top.
The R-V method solved the above problem for y1(0) = 3.141, yZ = 0 and NY = NYO
= 30. A stiff fourth-order R-K algorithm was unstable for this initial condi-
tion. Because the initial condition cannot be set precisely at 7, the solu-
tion is not expected to oscillate indefinitely. For the conditions used, the
solution was slightly damped and oscillations continued but with a very slight
drop off in amplitude over many oscillations. The position and velocity are
shown in Figure 3 over five cycles up to t = 250.
Figure 3 here
ODE's with discontinuities (the simple furnace control problem)
y if status = 0
- y/2 if status = 1
r y - 2
y(0) = 1 and g(x,y) = X y - 1
k-
status = 0 initially
status is reset to 0 if g(x,y
status is reset to 1 if g(x,y
x E [0,10] .... (25)
if status = 0
if status = 1
) < 0 and status = 1
) Ž 0 and status = 0
The R-V method solved the above problem and other problems with logic and dis-
continuous slopes to give the same results as the analytical solutions. The
results for the furnace problem are shown in Figure 4 (NY = 100, iterations





......... (27)0 = g(t,y,z)
The approach recommended by Norsett is to take the total derivative of g (pro-
vided the partials are nonsingular) and solve the resulting set of ODE's as
follows.
This approach worked using the R-K method on the following ADE.
Applying the total derivative and solving for z',
......... (30)
This problem is interesting because it has multiple
bits properties similar to optimization problems in
tion acts as an equality constraint.
solutions. It also exhi-
which the algebraic equa-
One solution [0.6155,0.6155] for large time is obtained with the above initial
conditions. The other is [-1.615,-1.615]. It is interesting that y(O) = 0
and z(O) = 1 also gives the same first steady state solution. The R-V method
tended to go to the first solution rather than the second. It was even more
interesting that for a wide variety of initial conditions, the solution con-
verged to the first steady state rather than the second.
Partial Differential Equations
A rather simple problem, that of unsteady one-dimensional heat conduction, is
solved by discretizing the PDE in the spatial dimension, y. The dimensionless
form of the equation is,
where e = (TO - T)/(T) - TO), T = at/b2 and v = y/b, b is the slab half-
thickness, t is time, y is the spatial dimension and a is the thermal diffu-
sivity. This problem is easily solved with the R-V method for steady boundary
conditions, 81=eN=1 with N = 12, NY = NYO = 100 over the range r = [0,1].
A comparison of the results with the analytical solution in Table II shows
that the R-V solution is reasonably accurate over the entire range of space




COMPARISON OF SOLUTION OF 1-D HEAT CONDUCTION PROBLEM













































































































There is no reason why the approach could not be used for the solution of a
variety of problems involving multidimensional PDE's, such as that described
recently by Byrne (1988). Currently, the method is being used to solve the







































The method used to solve a limited class of algebraic equations is admittedly
experimental. Intuitively, the solution of a set of algebraic equations is
the steady state solution of a set of differential equations. For two equa-
tions and two unknowns,
...... (32)
the roots can be determined as the steady state solutions of
Yl(0) = arbitrary starting point .... (34)
Y2(0) = arbitrary starting point .... (35)
The R-V method is a type of multidimensional search which lends itself to this
approach. Time is introduced as a dummy variable. Solutions of the following
equations were obtained for a variety of starting points (Burden et. al.
1981):
The order of the derivatives may affect the roots that are found. However,
this property was not investigated thoroughly. One known solution is
[1.0,2.0,3.0]. Other solutions were obtained by choosing various starting
points as summarized in Table III. A steady state was assumed when dummy















no roots found (no steady state)
no roots found (no steady state)
In the above example, it was not known how many roots actually exist. There
appear to be at least three real roots, [1,2,3], [4.05,-1.80,3.15],
[4.13,3.03,-3.05], all within the range -5 to + 5. It is interesting that the
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starting points needed to be very close to [1,2,3] in order for the method to
converge to that root. This indicates that the root may be unstable in some
sense. Judging by this it appears that of the three roots two are stable and
one is unstable. The occurence of an odd number of real roots in which an odd
number are unstable is frequently observed in reaction engineering problems.
As the method converges to a root, the minimum "time" step increases dramati-
cally to 50 or more. As the method diverges the "time" step decreases to
10-o. This suggests that a stopping criteria could be based on some choice of
a minimum time step for divergence and maximum "time" for convergence to a
root. A new set of starting points would be chosen automatically using a ran-
dom seed. The method can also be used to solve for roots of complex.variable
equations by applying it to each of the real and imaginary parts.
Source Code:
Those interested in obtaining an annotated listing of the rather brief source
code may contact the author at The Institute of Paper Chemistry.
CONCLUSIONS
More study may be necessary to determine the full range of applicability, to
make in-depth comparisons with established techniques and to establish the
limitations and advantages. The exact nature of the truncation error must be
established. A way of solving simple optimization problems with this method
has so far eluded the author.
The technique offers several advantages: simplicity, accurate derivative eval-
uations, limited or nonexistant error propagation, greater stability and auto-
matic step size determination and tends to find nontrivial solutions. In some
cases it may even be faster than some other methods. The method outlined dis-
played some interesting properties and may indeed be preferable to some meth-
ods for the solution of a variety of equations. This appears to be particu-
larly true of the types of kinetics which initially provided the motivation
for this work.
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