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Abstract 6 
Entropy waves, as hot spots or density inhomogeneities, can be generated by the flame unsteadiness in 7 
combustors. These waves are convected downstream while being annihilated by the flow decay and 8 
dispersion mechanisms. This results in the diffusion of the enthalpy of the wave within the base flow. 9 
Decaying entropy waves may, therefore, affect the density and viscosity of the base flow and 10 
consequently modify the combustor hydrodynamics. Study of such hydrodynamic modifications is the 11 
objective of the current numerical study. In particular, the extent of induced changes in the flow is 12 
investigated. To do so, some hydrodynamic indices are introduced, in which vorticity magnitude and 13 
the angles between the velocity and vorticity vectors are the main parameters. In keeping with the 14 
previous studies, entropy waves are inserted at the channel inlet by a linear-increment and 15 
exponential-decrement temperature function in a cold flow. A more realistic, and rarely investigated 16 
thermal boundary condition of convective type are considered on the walls of the channel. The results 17 
show that convection of the entropy waves through the channel noticeably changes the hydrodynamic 18 
parameters, such as vorticity vector, helicity and streamlines alignment. This is in contrast with the 19 
general notion, which regards entropy waves as passive scalars.   20 
 21 
Keywords: Convecting entropy waves; Combustor hydrodynamics; Streamline wrapping and coiling; 22 
Vorticity and helicity vector.  23 
 24 
1. Introduction 25 
Nomenclature 
𝐶𝐹𝐿 Courant-Friedrichs-Lewy number Greek symbols 
ℎ Channel half-height 𝛾 Heat capacity ratio 
ℎ𝑠 Sensible enthalpy 𝜆 Thermal conductivity 
𝑘 Turbulent kinetic energy 𝜇 Dynamic viscosity  
𝑝 Pressure 𝜐 kinematic viscosity 
𝑅𝑒 Reynolds number 𝜌 density 
𝑆 Strain rate 𝜏 Shear stress 
𝑡 Time Subscripts and superscripts 
𝑇 Temperature  𝑚𝑎𝑥 Maximum  
𝑢 Velocity 𝑟𝑒𝑠 Resolved domain 
𝑉 Volume of a computational cell 𝑡𝑜𝑡 Total  
∀ Computational domain 𝑤 Pertaining to wall 
  𝜏 Pertaining to turbulence 
 26 
Combustion generated noise is an important source of noise in power generating devices, such as gas 27 
turbines and aero-engines [1,2]. Reduction of this noise source is of significance from the 28 
environmental point of view [3]. Combustion noise may, further, contribute with the so called 29 
thermoacoustic instabilities in combustors [2,4]. These instabilities often include strong pressure 30 
oscillations, which can induce pronounced thermal stresses and mechanical vibrations and therefore 31 
lead to hardware damage [4]. Avoiding thermoacoustic instabilities and reducing the noise level are, 32 
currently, amongst the major challenges before the development of clean and quiet gas turbines [4]. 33 
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Addressing these issues requires a deep understanding of all the relevant physical processes that can 1 
influence the problem of combustion noise.  2 
Conventionally, combustion noise is attributed to the interactions between flow turbulence and 3 
the flame heat release [1]. This is usually regarded as direct combustion noise [1]. In addition to this, 4 
there exists a second mechanism of noise generation in reactive flows, referred to as indirect 5 
combustion noise or entropy noise [1]. This is a lesser explored mechanism in comparison with direct 6 
noise. Nonetheless, there is now strong evidence indicating that entropy noise could be the main 7 
source of combustion noise in gas turbines [5,6,7]. This is the reason of increasing emphasis on 8 
understanding entropy waves as the main component of indirect combustion noise. Entropy waves are 9 
density inhomogeneities or hot spots, resulting from unsteady combustion [1]. In combustors, they 10 
can be produced by the interactions between the flame and acoustics and the subsequent combustion 11
of the unburned fuel packs downstream of the flame [4,8]. This leads to the development of a front 12 
with a higher temperature compared with that of the base flow, which is often regarded as entropy 13 
wave [1,2]. The wave is then convected throughout the combustor by the mean flow and is partially 14 
converted to acoustic waves in a downstream nozzle or diffuser [4]. This should be noted that the term 15 
convection indicates the displacement of the entropy wave by the mean flow. The physical principles 16 
of entropy noise were, first, explained by Ffowcs Williams and Howe [9] and Howe [10]. Later, the 17 
process of conversion of entropy waves to acoustic waves was modelled by Marble and Candel [11]. 18 
This work included a linear analysis of a one-dimensional non-diffusive flow. Recently, the work of 19 
Marble and Candel has been extended to nonlinear cases in a series of theoretical and numerical 20 
works by a number of authors [12-14]. Although significant advances were made in these studies, the 21 
interactions among entropy wave and the convective base flow and the thermal influences of the flow 22 
boundaries were largely ignored. 23 
In practice, the generation of entropy noise includes convection of flame generated density 24 
inhomogeneities (entropy waves) towards the exit nozzle. During this convection process, entropy 25 
waves are subject to viscous dissipation, turbulent mixing and flow non-uniformities. These effects 26 
can lead to a partial or complete wave annihilation and hence, eliminate the noise source. Some 27
experimental measurements of entropy waves inside thermoacoustically unstable combustors have 28 
confirmed that entropy waves could be highly dispersive [14, 15]. Nevertheless, most existing 29 
analytical [11,16,17], numerical [2,18,19] and experimental [1,20-22] works have neglected this. Only 30 
a few studies considered entropy wave dissipation and dispersion [23-25]. Eckstein et al [23, 24] 31 
considered the dispersion of entropy waves and argued that entropy waves make a negligible 32 
contribution with the thermoacoustic instability of the combustor [24]. Their model for the dispersion 33 
of entropy wave was developed in the earlier work of Sattelmayer [25], who modelled the dispersing 34 
process as a temporal stretch of a density impulse. This analysis was on the basis of the residence time 35 
distribution in a simple exhaust duct [25]. Sattelmayer [25] argued that non-uniformity of a duct flow 36 
could cause significant dispersion and hence, entropy waves could hardly survive in real combustors. 37 
He, therefore, considered entropy waves to be of little significance in the analysis of thermoacoustic 38
instabilities and combustion noise [25]. In sharp contrast with this conclusion, recent direct numerical 39 
simulation of Morgans et al. [26], in an incompressible non-reactive channel flow, showed that 40 
entropy waves could mostly survive the flow decay and dispersion effects. Nonetheless, Morgans et 41 
al. confirmed the effects of shear dispersion on the entropy wave. This is predominantly due to non-42 
uniformity of a fully-developed velocity profile. Regardless of the ongoing debates on the strength of 43 
entropy wave dissipation in combustors, it is clear that these waves are subject to some levels of 44 
dissipation.  45 
Although there have been a few efforts to investigate the effects of flow field on entropy waves 46 
[23-26], there is, currently, no study on the contrariwise effects. By dissipation of the hot parcels in 47 
the flow, heat diffuses into the base convective flow and modifies the fluid density and subsequently 48 
alters the velocity and vorticity fields. These hydrodynamic modifications are, then, likely to affect 49 
the combustor acoustics through mechanisms of aerodynamic noise [26,27]. However, currently, there 50 
is no measure of such hydrodynamic modifications. Further, the thermal boundary conditions of the 51 
combustor can act as a crucial parameter affecting the dissipation of entropy waves. In reality, the 52 
thermal boundary condition of a gas turbine combustor is of convective types due to the flow of 53 
bypass air on the combustor external walls. Yet, such thermal boundary conditions have been rarely 54 
considered in the analysis of entropy waves. Thus, the influences of realistic thermal boundary 55 
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conditions on the entropy wave dissipation and subsequently combustor hydrodynamics have 1 
remained totally unexplored. By considering adiabatic and convective thermal boundary conditions, 2 
the current work investigates the flow modifications induced by the convection and annihilation of 3 
entropy waves in a channel. The process of entropy wave convection is analyzed through large eddy 4 
simulation (LES) of a fully developed flow between two parallel plates. Some hydrodynamic 5 
indicators are, then, introduced to evaluate the influences of entropy wave on the base flow. It is 6 
found that the annihilation of entropy wave noticeably modifies the hydrodynamics of the convective 7 
flow. 8 
  9 
2. Problem configuration and Numerical method  10 
2.1. Geometry and boundary conditions 11 
A fully-developed turbulent flow between two parallel plates, similar to that of Morgans et al. [26], is 12 
considered, see Fig. 1. The computational length, height and width are respectively 24𝜋ℎ, 2ℎ and 𝜋ℎ. 13 
Take in Fig. 1 14 
The turbulent Reynolds number, defined as 15 
𝑅𝑒𝜏 = 𝑢𝜏ℎ/𝜐, (1) 
is assumed to be 180, similar to Morgans et al. [26], in which ℎ is the channel half-height, 𝜐 is the 16 
kinematic viscosity and 𝑢𝜏 is the friction velocity, described as follows. 17 
𝑢𝜏 = �𝜏𝑤𝜌 , (2) 
where, 𝜏𝑤 is the shear stress on the wall. Reynolds number based on hydraulic diameter and bulk 18 
velocity is assumed to be 7500 and 13000, while this is based on ℎ (Fig. 1) and centerline velocity is 19 
1700 and 3400. These are hereafter called respectively 0.5𝑅𝑒𝑚𝑎𝑥  and 𝑅𝑒𝑚𝑎𝑥 . Fully-developed 20 
velocity profile at the inlet, periodic boundary condition in the spanwise direction and no-slip 21 
condition on the walls are applied. Fully-developed inlet velocity profile is numerically obtained at 22 
the outlet of the channel, which is longer than the hydrodynamic entrance length [28]. It is also 23 
statistically found that the deviation of the velocity profile through the channel from the fully-24 
developed inlet condition is negligible. At the outlet, zero axial gradients for all flow variables are 25 
imposed [26]. Either adiabatic or convective thermal boundary conditions are employed on the walls. 26 
The value of the heat transfer coefficient and free stream temperature are 100 W/m2K and 273 K, 27 
respectively, for a typical aero-combustor [29]. The inlet temperature is kept constant at 300K and the 28 
working fluid is assumed to be air. 29 
 30 
2.2. Governing equations and numerical methods 31 
In the current problem, eddies can have crucial effects upon the dissipation and dispersion of entropy 32 
waves. Thus, at least, large eddies should be accurately simulated. Numerical simulations of Reynolds 33 
average Navier-Stokes (RANS) equations cannot capture eddies and only model them via Reynolds 34 
stress terms. On the other hand, DNS is prohibitively expensive for the case studies in the current 35 
problem. Therefore, large eddy simulation (LES) is employed in this investigation.  36 
The governing equations in LES are obtained by filtering the Navier-Stokes equations upon the 37 
physical domain. Filtered equations can effectively separate large and small scale eddies. Filtering, 38 
similar to equations of RANS, adds a term to the momentum equation. This is the subgrid-scale stress 39 
which is unknown and requires modeling.  40 
Quantity of 𝜑 is decomposed into large-scale 𝜑� and small-scale quantity 𝜑′. 𝜑� can be expressed as 41 
follows, 42 
𝜑�(𝑥) = ∫ 𝜑(𝑥′)𝐺(𝑥, 𝑥′)𝑑𝑥′𝑉 , 𝑥′𝜖∀,  (3) 
in which 𝜑 is the original (unfiltered) function, 𝑥′ is the spatial coordinate, 𝑥 is the spatial coordinate 43 
after filtering, 𝐺 is the filter function, 𝑉 is the volume of a computational cell and ∀ is the 44 
computational domain [30]. The filter function is  45 
𝐺(𝑥, 𝑥′) = � 1𝑉 , 𝑥′𝜖∀0, 𝑥′ otherwise    (4) 
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Considering Newtonian fluid and compressible flow, the filtered mass and momentum equations are 1 
given by  2 
𝜕𝜌
𝜕𝑡
+ 𝜕
𝜕𝑥𝑖
(𝜌𝑢�𝑖) = 0, (5) 
𝜕
𝜕𝑡
(𝜌𝑢�𝑖) + 𝜕𝜕𝑥𝑗 �𝜌𝑢�𝑖𝑢�𝑗� = 𝜕𝜕𝑥𝑗 �𝜎𝑖𝑗� − 𝜕?̅?𝜕𝑥𝑖 − 𝜕𝜏𝑖𝑗𝜕𝑥𝑗   (6) 
In Eq. (6), 𝜎𝑖𝑗 is the stress tensor due to molecular viscosity, defined as 3 
𝜎𝑖𝑗 = �𝜇 �𝜕𝑢�𝑖𝜕𝑥𝑗 + 𝜕𝑢�𝑗𝜕𝑥𝑖�� − 23 𝜇 𝜕𝑢�𝑙𝜕𝑥𝑙 𝛿𝑖𝑗 .  (7) 
Further, 𝜌, 𝑢 and 𝑝 are fluid density, velocity and pressure, respectively. 𝜇 is the dynamic viscosity 4 
and 𝜏𝑖𝑗 is the subgrid-scale stress tensor defined as 5
𝜏𝑖𝑗 = 𝜌𝑢𝚤𝑢𝚥����� − 𝜌𝑢�𝑖𝑢�𝑗.  (8) 
Based on the Boussinesq hypothesis, the subgrid-scale turbulent stresses is computed as 6 
𝜏𝑖𝑗 −
1
3
𝜏𝑘𝑘𝛿𝑖𝑗 = −2𝜇𝑡𝑆?̅?𝑗,  (9) 
where 𝑆?̅?𝑗 is the strain rate tensor for the resolved scales and defined by 7 
𝑆?̅?𝑗 ≡
1
2
�
𝜕𝑢�𝑖
𝜕𝑥𝑗
+ 𝜕𝑢�𝑗
𝜕𝑥𝑖
� . (10) 
Various models have been introduced in the literature for subgrid-scale turbulent viscosity (𝜇𝑡) 8 
modelling. In the current study, Wall-Adapting Local Eddy-Viscosity (WALE) model [30] is adopted. 9 
This is due to the advantages of this model for wall bounded flows, particularly in comparison with 10 
the well-known Smagorinsky-Lilly model [31]. WALE considers zero turbulent viscosity for laminar 11 
shear flows in contrast with the Smagorinsky-Lilly model [31], which assumes non-zero turbulent 12 
viscosity. This allows WALE model to treat more correctly the laminar zones in the domain. In this 13 
model, 𝜇𝑡 is calculated from 14 
𝜇𝑡 = 𝜌𝐿𝑠2 �𝑆𝑖𝑗𝑑𝑆𝑖𝑗𝑑�3 2⁄
�?̅?𝑖𝑗?̅?𝑖𝑗�
5 2⁄
+�𝑆𝑖𝑗
𝑑𝑆𝑖𝑗
𝑑�
5 4⁄  , (11) 
where 𝑆𝑖𝑗
𝑑 = 1
2
�?̅?𝑖𝑗
2 + ?̅?𝑗𝑖2 � − 13 𝛿𝑖𝑗?̅?𝑘𝑘2  and ?̅?𝑖𝑗 = 𝜕𝑢�𝑖𝜕𝑥𝑗. 𝐿𝑠  is the mixing length of the subgrid-scale and 15 
is computed by [30] 16 
𝐿𝑆  = 𝑚𝑖𝑛�𝜅𝑑,𝐶𝑤𝑉1 3⁄ �.  (12) 
Details of 𝐿𝑆 function can be found in Ref. [30]. 17 
The filtered energy equation results in the following equation 18 
𝜕𝜌ℎ�𝑠
𝜕𝑡
+ 𝜕𝜌𝑢�𝑖ℎ�𝑠
𝜕𝑥𝑖
−
𝜕?̅?
𝜕𝑡
− 𝑢�𝑗
𝜕?̅?
𝜕𝑥𝑖
−
𝜕
𝜕𝑥𝑖
�𝜆
𝜕𝑇�
𝜕𝑥𝑖
� = − 𝜕
𝜕𝑥𝑗
�𝜌�𝑢𝚤ℎ𝑠������ − 𝑢�𝑖ℎ�𝑠�� = 𝜕𝜕𝑥𝑗 (𝜇𝑆𝐺𝑆𝐶𝑝𝑃𝑟𝑆𝐺𝑆 𝜕𝑇�𝜕𝑥𝑗),  (13) 
where ℎ�𝑠 and 𝜆 are the sensible enthalpy and thermal conductivity, respectively. The term 𝜌�𝑢𝚤ℎ𝑠������ −19 
𝑢�𝑖ℎ�𝑠) is the subgrid enthalpy flux. 20 
  
In Eq. (13), 𝜇𝑆𝐺𝑆 and 𝑃𝑟𝑆𝐺𝑆 are subgrid viscosity and Prandtl number, respectively.  21 
The governing equations are solved by the open-source CFD toolbox, OpenFOAM. The finite volume 22 
method, on a Cartesian grid, is adopted to solve the unsteady compressible Navier-Stokes equation 23 
with the coupled algorithm that solves the momentum and continuity equations together. The spatial 24 
discretization was performed using the second-order accurate and bounded. A second-order backward 25 
Euler transient scheme was applied for the time discretization [32]. The time step is chosen such that 26 
the Courant-Friedrichs-Lewy number (𝐶𝐹𝐿) [33] becomes lower than unity. According to 𝐶𝐹𝐿 27 
definition, time step is taken to be 28 
∆𝑡 = 𝐶𝐹𝐿 ∆𝑥𝑚𝑖𝑛/𝑢1 𝑚𝑎𝑥,  (14) 
in which ∆𝑥𝑚𝑖𝑛 is the minimum grid width and 𝑢1 𝑚𝑎𝑥 is the maximum longitudinal velocity. Each 29 
simulation was initialized with the solution of a preceding steady RANS simulation to achieve fast 30 
convergence of computation. Further, to assure obtaining reliable results, a time twice of channel 31 
washout of a massless particle is elapsed before recording the results.  32 
 33 
2.3. Inlet entropy wave  34 
5 
 
By considering steady and perturbation parts of quantities in the first law of thermodynamics and 1 
assuming an ideal gas as well as the linearity of the perturbation (denoted by a prime) with respect to 2 
the steady part (denoted by an overbar), the following relation for entropy fluctuation can be written 3 
[34]. 4 
𝑠′
𝑐𝑝
= 𝑇′
𝑇�
− (𝛾−1
𝛾
) 𝑝′
?̅?
  (15) 
In the absence of acoustic fluctuations (i.e. 𝑝′ is negligible), it can be concluded that 
𝑠′
𝑐𝑝
≅
𝑇′
𝑇�
 [26], 5 
which shows that the temperature and entropy scales are similar. This is the rationale behind 6 
introducing the entropy wave by a transient temperature function at the inlet. Yet, it is essential to 7 
note that there is no linearization in this study. Temperature pulse is added to the air flow using a 8 
linear increment and an exponential decrement function [35]. Unlike the induced heat source function 9 
of Morgans et al. [26], this has the ability of practical implementation [35] and lower potential of 10 
overshoot numerical error. This high temperature region, with the amplitude of 1.1 times of the base 11 
flow temperature (in Kelvin), is then convected through the channel and forms the entropy wave. 12 
 13 
2.4. Grid size and validation 14 
To obtain an optimum grid size, two important parameters were computed. The ratio of area under 15 
temperature-time graph at the inlet to that at the outlet was first computed and compared for various 16 
grid sizes. The results showed a grid of 490000 cells was sufficiently fine to ensure a grid independent 17 
solution. This is determined by examining 𝐿𝐸𝑆_𝐼𝑄𝑘index [36] for various grid sizes. 𝐿𝐸𝑆_𝐼𝑄𝑘, 18 
defined as the following 19 
𝐿𝐸𝑆_𝐼𝑄𝑘 = 𝑘𝑟𝑒𝑠𝑘𝑡𝑜𝑡 , (16) 
is an assessment index for quality of a LES mesh size. Here, 𝑘𝑟𝑒𝑠is the resolved kinetic energy and 20 
𝑘𝑡𝑜𝑡is the total kinetic energy.  𝐿𝐸𝑆_𝐼𝑄𝑘 for most engineering applications that typically occur at 21 
high Reynolds numbers is adequate in the range of 0.75 to 0.85 [37]. The minimum 𝐿𝐸𝑆_𝐼𝑄𝑘 in the 22 
current study was 91%, which confirms that this number of cells assured grid independency. The grid, 23 
further, should be fine near walls; thus, dimensionless velocity (𝑢+) and wall distance (𝑦+) for 24 
turbulent flow are secondly considered, 25 
𝑢+ = 𝑈
𝑢𝜏
,𝑦+ = 𝜌𝑢𝜏∆𝑦
𝜇
,  , (17) 
in which ∆𝑦 is the distance of the cell from the wall and 𝑈 is the time-averaged velocity. 𝑢+ versus 26 
𝑦+ graph in Fig. 2 shows that the current grid ensures a good coincidence against DNS results of 27 
Moser et al. [38]. Further, 𝑦+ for the nearest cell to the wall is less than unity (about 0.9 which is not 28 
presented in this figure), as recommended by LES developers [31].  29 
 30 
Take in Fig. 2 31 
 32 
Physical diffusion is of high significance in this study, as it determines dispersion and dissipation of 33 
the entropy wave. Conductivity and viscosity are two sources of thermal and inertial physical 34 
diffusion, involved in energy and momentum equations, respectively. Numerical diffusion, however, 35 
may act as a non-physical source that affects the results. Although second-order discretization and 36 
fine grid size reduce the importance of numerical diffusion in the current study, this should be still 37 
examined in an Eulerian flow. To evaluate the numerical diffusion of the simulations, an inviscid flow 38 
with zero thermal conductivity was assumed. The inlet temperature of the flow was 300K. The 39 
entropy wave was induced at the inlet. Fig. 3 shows the ratio of mass-weighted average of 40 
temperature increment to the base temperature in various cross-sections. This figure shows that the 41 
behavior of the wave remains overall unchanged. There is a minor difference in the area under the 42 
graph, as an index of wave dissipation, between the inlet and the outlet. Further, the maximum change 43 
of the wave width, as an index of wave dispersion, is about 3 percent. Numerical diffusion is, 44 
therefore, negligible and it can be claimed that diffusion found in the simulation is exclusively of 45 
physical nature.  46 
 47 
Take in Fig. 3 48 
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 1 
Finally, the temperature increment versus time, which represents the entropy wave, was compared 2 
favorably with the experimental results of Bake et al. [35]. This experiment included temperature 3 
measurement, by only one thermocouple, in the so called entropy wave generator. The setup included 4 
a duct equipped with an unsteady electrical heater as the source of entropy waves. Once generated, the 5 
waves were convected downstream and passed through the inserted thermocouples before entering a 6 
downstream nozzle [35]. Due to the unknown spanwise and altitudinal position of the thermocouple in 7 
Ref. [35], mass-weighted average of temperature against experimental data of Ref. [35] is illustrated 8 
in Fig. 4. This is the reason for the existence of small difference between the two sets of data at the 9 
wave rear. Near channel walls region is included in mass-weighted average of the numerical work, but 10 
not in the experimental data of Ref. [35]. The slower mean velocities near the channel walls causes a 11 
spreading of the back of the temperature pulse [26]. Except for some small discrepancies at the back 12 
of the pulse, good coincidence is observed in Fig. 4. It should be further noted that the results of the 13 
current numerical simulations were also compared with DNS of Jongwoo and Yoo [39] on mixed 14 
thermal convection. This resulted in excellent agreements for the velocity profiles and average 15 
Nusselt number variations.  16 
 17 
Take in Fig. 4 18 
 19 
3. Results and discussion 20 
As stated earlier, entropy waves are subject to some levels of dissipation which can potentially affect 21 
combustor hydrodynamics. For a fixed amplitude of temperature disturbance, Reynolds number (𝑅𝑒) 22 
and turbulence intensity (𝑇𝐼) are considered as the governing inlet parameters. Further, as argued 23
earlier, thermal boundary conditions are important in this topic. In the current work, two thermal 24 
boundary conditions are considered. These include the convective and adiabatic conditions on the 25 
walls; the thermal properties of convective heat transfer on the external walls are stated earlier in 26 
section 2.1. The former is a more realistic boundary condition in gas turbine combustors and the latter 27 
has been used in the previous studies of entropy waves [26]. The investigated test cases are listed in 28
Table 1. 29 
 30 
Take in Table 1 31 
 32 
The snapshot of Δ𝑇/𝑇𝑏𝑎𝑠𝑒 for the wave convecting through the channel is depicted in Figs. 5 and 6. It 33 
should be noted that temperature ranges of Figs. 5 and 6 are slightly different due to different effects 34 
of thermal boundary conditions. In these figures, the left column correspond to the situations, in 35 
which the wave has just completely entered the duct and the inlet has the base flow temperature. The 36 
right column, however, shows a later moment, when the whole wave is still flowing in the channel 37 
and thus, the outlet has the base flow temperature. Dissipation of the wave is clear in these figures. 38
This is especially true, for 0.5𝑅𝑒𝑚𝑎𝑥  cases (even number cases) compared with those of 𝑅𝑒𝑚𝑎𝑥  (odd 39 
number cases) and is primarily due to the lower bulk flow velocity, which makes the waves more 40 
exposed to annihilation mechanisms of the flow. On the other hand, in 𝑅𝑒𝑚𝑎𝑥 cases, although the 41 
turbulence effect is high, convecting velocity of the wave is also higher rendering a shorter residence 42 
time of the wave and therefore less time for being influenced. Similar effects of bulk velocity on the 43 
wave front deformation have been reported in convecting reactive waves [40]. The slower velocity 44 
near the walls results in stronger dissipation of the wave in this region. Further, the wave dissipation 45 
in cases with convective heat transfer on the walls is considerable which may arise from both 46 
hydrodynamic and thermal effects. It is also observed in Figs. 5 and 6 that higher TI (cases 3, 4, 7 and 47 
8) has, generally, resulted in more significant wave dissipation. This is found by thinner hot core of 48 
the wave at the outlet. The snapshots show that as a result of wave dissipation, heat diffuses into the 49 
base flow. This, in turns, leaves some influences on the hydrodynamics of the channel flow as 50 
evaluated in this section.   51 
 52 
Take in Fig.5 and Fig. 6 53 
 54 
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Table 2 shows the ratio of the medium enthalpy difference before entrance of the wave and just after 1 
washing the wave out of the channel (when the wave rear increases the base flow temperature by 10 2 
percent at the channel exit) for the whole channel to the enthalpy of the wave. Only adiabatic cases 3 
are shown in Table 2. This ratio represents the fraction of the thermal energy of the entropy wave, 4 
which diffused into the base flow. The values presented in Table 2 might seem to be negligible. 5 
Nevertheless, as the results in this section show, such low values can still considerably affect the 6 
vorticity field. The ratio increases by increasing 𝑇𝐼 or decreasing 𝑅𝑒 . The snapshots in Fig. 5 indicate 7 
that 𝑅𝑒 has a very noticeable deterioration effect on the waves. Yet, the results of Table 2 express that 8 
𝑇𝐼 leaves a relatively stronger effect on the thermal diffusion of wave. Nonetheless, it is important to 9 
note that this comparison is only valid in the considered range of 𝑅𝑒 and 𝑇𝐼. 10 
 11 
Take in Table 2 12 
 13 
To quantify hydrodynamic modification caused by the convection of the entropy wave, some metrics 14 
are introduced in this study. One of the main parameters characterizing the hydrodynamics of all 15 
flows is vorticity. In combustors, vorticity is of particular significance due its direct pertinence to the 16 
mechanism of vortex sound [17]. This is an aerodynamic noise generation mechanism, which can 17 
have similar undesirable consequences to those of entropy noise [17]. To evaluate vorticity 18 
modifications the following metrics are used; integration of absolute vorticity, local spanwise vorticity 19 
and local streamwise vorticity. The effectiveness of these has been previously in the field bio-fluid 20
dynamics [41,42].  21 
Average integration of absolute vorticity (𝐴𝐼𝐴𝑉) magnitude upon spatial and temporal domains is 22 
firstly presented, as the following 23 
𝐴𝐼𝐴𝑉 = 1
∀∆𝑡
�𝜔𝑑∀𝑑𝑡. (18) 
In Eq. (18), ∀ is the channel volume and ∆𝑡 is the time taken for washing a massless particle out the 24 
channel for the case without an entropy wave and the time of entropy wave convecting through the 25 
channel for the case with an entropy wave. Fig. 7 illustrates that 𝐴𝐼𝐴𝑉 decreases after passage of the 26 
wave throughout the channel. Although convection of the wave results in a low increment of the 27 
enthalpy ratio (see Table 2), it leaves up to 50 percent reduction in 𝐴𝐼𝐴𝑉 (see Fig. 7). This is probably 28 
due to increasing kinematic viscosity and decreasing density in the gas medium. An increase in 𝑅𝑒 or 29
𝑇𝐼, further, raises 𝐴𝐼𝐴𝑉. 𝑇𝐼 can increase 𝐴𝐼𝐴𝑉 with a factor 8. 𝑅𝑒, however, has a lower effect, as 30 
this increases 𝐴𝐼𝐴𝑉 up to 200 percent. The effect of entropy wave on 𝐴𝐼𝐴𝑉 is more pronounced at 31
higher 𝑇𝐼 in convective wall cases, while this is more highlighted at lower 𝑇𝐼 in the adiabatic cases.  32 
 33 
Take in Fig. 7 34 
 35 
The magnitudes of velocity (𝑉�⃗ ) and vorticity (𝜔�⃗ ) vector, as well as the angle between them are of 36 
importance in the description of a flow field. The inner product of the velocity and vorticity vectors, 37 
called helicity, is used to characterize complex fluid flows as a measure of fluid dynamical quantity, 38 
which shows the degree to which the streamlines wrap and coil around each other [43]. Similar to 39 
energy, helicity has a great influence on the evolution and stability of turbulent and laminar flows and 40 
is defined as [44]  41 
𝐻𝑒𝑙𝑖𝑐𝑖𝑡𝑦 =  𝑉�⃗ . (∇�⃗ × 𝑉�⃗ ). (19) 
Considering Eq. (19), Grigioni et al. [41] defined the basic quantity, 42 
𝛹�𝑠(𝑡)� = 𝑉�⃗ .�∇�⃗ ×𝑉�⃗ �
𝑉�⃗ �∇�⃗ ×𝑉�⃗ � = cos𝜑. (20) 
𝛹 is a normalized function of helicity, varying between 0 and 1, for purely axial or circumferential 43 
and purely helical flow, respectively. 𝜑 is the angle formed between velocity and vorticity vectors.  44
Fig. 8 shows the averaged integration of absolute helicity (𝐴𝐼𝐴𝐻) upon spatial and temporal domain, 45 
described as follows. 46 
𝐴𝐼𝐴𝐻 = 1
∀∆𝑡
�𝑉�⃗ . (∇�⃗ × 𝑉�⃗ )𝑑∀𝑑𝑡, (21) 
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∀ and ∆𝑡 are the same as those defined in Eq. (18). Affected by the vorticity magnitude (see 𝐴𝐼𝐴𝑉 1 
values), 𝐴𝐼𝐴𝐻 signifies with increasing either of 𝑅𝑒 or 𝑇𝐼. Fig. 8 further shows the strong influence of 2 
𝑇𝐼 on 𝐴𝐼𝐴𝐻. This is such that, in some cases, variations in 𝑇𝐼 can alter 𝐴𝐼𝐴𝐻 by a factor 8, which is 3 
the same increment in 𝐴𝐼𝐴𝑉. It is also observed in Fig. 8 that 𝐴𝐼𝐴𝐻 is much lower in cases with small 4 
𝑇𝐼 compared with those of high 𝑇𝐼. Further, the effect of entropy wave on variation of 𝐴𝐼𝐴𝐻 is more 5 
intensified at adiabatic cases compared with those of convective heat transfer. Similar to 𝐴𝐼𝐴𝑉, 6 
convection of entropy waves causes a reduction in 𝐴𝐼𝐴𝐻, which is up to 50 percent. Fig. 9 indicates 7 
that the averaged integration of absolute 𝛹 (𝐴𝐼𝐴𝑆, see Eq. (22)) presents a similar variation of 𝐴𝐼𝐴𝐻 8 
as that found in Fig. 8. Nevertheless, due to the same order of magnitude of 𝐴𝐼𝐴𝐻 and 𝐴𝐼𝐴𝑉, 𝐴𝐼𝐴𝐻 is 9 
mainly affected by the vorticity values rather than 𝛹.  10 
𝐴𝐼𝐴𝑆 = 1
∀∆𝑡
�𝛹𝑑∀𝑑𝑡, (22) 
Fig. 9, further, illustrates that the passage of entropy wave results in more streamlines wrapping, while 11 
increasing either of 𝑅𝑒 or 𝑇𝐼 enhances streamline coiling. Due to the axial flow in the channel, 𝐴𝐼𝐴𝑆 12 
takes a low value. Entropy wave imparts weaker effect on 𝐴𝐼𝐴𝑆, in comparison with the other indices. 13 
For instance, in Figs. 8 and 9, entropy wave can raise 𝐴𝐼𝐴𝐻 by 200 percent, while 𝐴𝐼𝐴𝑆 is altered not 14
more than 100 percent. The preceding analyses show that the hydrodynamic modifications are most 15 
pronounced for the adiabatic channel with 𝑅𝑒𝑚𝑎𝑥 and 𝑇𝐼=5% and the thermally convective channel 16 
with 0.5𝑅𝑒𝑚𝑎𝑥 and 𝑇𝐼=20%. This result, once again, emphasizes the significance of thermal boundary 17 
conditions in the annihilation process of entropy waves.       18 
 19 
Take in Fig. 8 and Fig. 9 20 
 21 
Using helicity definition, it is possible to define two basic quantities; the local streamwise vorticity 22 
(𝑆𝑇𝑊𝑉), and the local spanwise vorticity (𝑆𝑃𝑊𝑉) [42], defined as the following, 23 
𝑆𝑇𝑊𝑉 = 𝑉�⃗ .𝜔���⃗
�𝑉�⃗ �
= |𝜔�⃗ |𝑐𝑜𝑠𝜑,  (23) 
𝑆𝑃𝑊𝑉 = 𝑉�⃗ ×𝜔���⃗
�𝑉�⃗ �
= |𝜔�⃗ |𝑠𝑖𝑛𝜑 = |𝜔�⃗ | sin[𝑐𝑜𝑠−1𝛹].  (24) 
By a particle-trace analysis new metrics can be introduced [42] that give a measure of the alignment 24 
of the local velocity and vorticity vectors. Over the trajectory described by the generic particle 25 
labelled 𝑘 moving through the channel, the following quantities can be calculated. 26 
𝑠𝑡𝑤𝑣𝑖𝑘 = 1𝑁𝑘 ∑ �𝑆𝑇𝑊𝑉𝑘,𝑗�𝑁𝑘𝑗=1 ,  (25) 
𝑠𝑝𝑤𝑣𝑖𝑘 = 1𝑁𝑘 ∑ �𝑆𝑃𝑊𝑉𝑘,𝑗�𝑁𝑘𝑗=1 ,  (26) 
where 𝑁k is the number of points 𝑗 (𝑗=1,.., 𝑁k) in the 𝑘th trajectory (𝑘=1,.., 𝑁𝑝𝑎𝑡ℎ) in which 𝑆𝑇𝑊𝑉 27 
and 𝑆𝑃𝑊𝑉 are calculated. Further, the streamwise vorticity index (𝑆𝑇𝑊𝑉𝐼) and the spanwise vorticity 28
index (𝑆𝑃𝑊𝑉𝐼) are defined as follows [42] 29 
𝑆𝑇𝑊𝑉𝐼 = 1
𝑁𝑝𝑎𝑡ℎ
∑ 𝑠𝑡𝑤𝑣𝑖𝑘
𝑁𝑝𝑎𝑡ℎ
𝑘=1 = 1𝑁𝑝𝑎𝑡ℎ ∑ 1𝑁𝑘𝑁𝑝𝑎𝑡ℎ𝑘=1 ∑ �𝑆𝑇𝑊𝑉𝑘,𝑗�,𝑁𝑘𝑗=1   (27) 
𝑆𝑃𝑊𝑉𝐼 = 1
𝑁𝑝𝑎𝑡ℎ
∑ 𝑠𝑝𝑤𝑣𝑖𝑘
𝑁𝑝𝑎𝑡ℎ
𝑘=1 = 1𝑁𝑝𝑎𝑡ℎ ∑ 1𝑁𝑘𝑁𝑝𝑎𝑡ℎ𝑘=1 ∑ �𝑆𝑃𝑊𝑉𝑘,𝑗�.𝑁𝑘𝑗=1   (28) 
In this study, a cluster of massless, neutrally buoyant, non-diffusing particles [41] (𝑁𝑝𝑎𝑡ℎ=50) are 30 
injected uniformly at the channel inlet. 100 points are then considered (𝑁𝑘=100) with the same spatial 31 
intervals on the particle paths through the channel.  32 
Figs. 10 and 11 demonstrate the values of  𝑆𝑇𝑊𝑉𝐼 and 𝑆𝑃𝑊𝑉𝐼 for the investigated test cases. Similar 33 
to the other studied parameters, increasing 𝑅𝑒 or 𝑇𝐼 has a signifying effect on 𝑆𝑇𝑊𝑉𝐼. This is due to 34 
increasing both vorticity (as 𝐴𝐼𝐴𝑉 illustrates in Fig. 7) and cosine of angle between the velocity and 35 
vorticity vector, 𝛹, (as 𝐴𝐼𝐴𝑆 represents in Fig. 9). Although sine of 𝜑 decreases by raising 𝑅𝑒 or 𝑇𝐼, 36 
𝑆𝑃𝑊𝑉𝐼 increases due to the dominant influence of vorticity magnitude. The value of 𝑆𝑇𝑊𝑉𝐼 is much 37 
smaller than 𝑆𝑃𝑊𝐼𝑉𝐼, which is clear from the low values of 𝛹 (found from 𝐴𝐼𝐴𝑆). Entropy waves 38 
have a diminishing effect on both 𝑆𝑇𝑊𝑉𝐼 and 𝑆𝑃𝑊𝑉𝐼. Figs. 10 and 11 further reveal that entropy 39 
waves can change the alignment of the local velocity and vorticity vectors by passing through the 40 
channel. The effect of entropy wave on 𝑆𝑇𝑊𝑉𝐼 is stronger at adiabatic cases, while its effect on 41 
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𝑆𝑃𝑊𝑉𝐼 is more pronounced at convective cases. Similar to that discussed in Figs. 7-9, the strongest 1 
effects of entropy waves on hydrodynamics is found at 𝑅𝑒𝑚𝑎𝑥 and 𝑇𝐼=5% for the adiabatic channel 2 
and, 0.5𝑅𝑒𝑚𝑎𝑥 and 𝑇𝐼=20% for the thermally convective channel.  3 
The presented results clearly show that in contrast to the existing view [26], entropy waves or hot 4 
spots are not passive scalars. Isolation of them from the base flow can be therefore questionable and 5 
leads to faulty prediction of a combustor hydrodynamics. 6 
Take in Fig. 10 and Fig. 11 7 
4. Conclusions 8 
This paper presented a numerical study on the effects of the annihilation of entropy waves upon 9 
the combustor hydrodynamics. To establish quantitative measures of these effects, some 10 
hydrodynamic indices were introduced. Most of these indices were associated with vorticity, due 11 
to the direct impact of vorticity on the hydrodynamics and the mechanism of vortex sound 12 
generation. Adiabatic walls, as a usual thermal boundary condition, and convective walls, as a 13 
realistic and rarely investigated thermal boundary condition were considered. Large eddy 14 
simulation of the flow between two parallel plates, in which entropy waves are convected, showed 15 
that entropy waves can considerably modify the channel hydrodynamics.  16 
The main findings of this work can be summarized as follows. 17 
• Convection of the entropy wave causes up to 50 percent reduction in average integrations 18 
of absolute vorticity and helicity. 19 
• Passage of entropy wave results in more streamlines wrapping, while increasing either of 20 
𝑅𝑒 or 𝑇𝐼 leads to stronger streamlines coiling. 21 
• Flow in the channel with convective heat transfer on the walls causes more annihilation 22 
on the passing entropy wave, compared with that in the case with adiabatic walls. 23 
• Convection of the entropy waves can change the alignment of the local velocity and 24 
vorticity vectors; this is more highlighted in adiabatic cases. 25 
• Average integration of absolute helicity is mainly dominated by vorticity rather than the 26 
angle between vorticity and velocity. 27 
• The strongest influences of entropy waves on the channel hydrodynamics was found at 28 
𝑅𝑒𝑚𝑎𝑥 and 𝑇𝐼=5% of the adiabatic channel and 0.5𝑅𝑒𝑚𝑎𝑥 and 𝑇𝐼=20% of the thermally 29 
convective channel. 30 
These results clearly showed that in contrast to the existing view, entropy waves or hot spots are not 31 
passive scalars and isolation of them from the base flow can be questionable. The presented analyses 32 
in this work, further, demonstrated the considerable effect of the annihilation of entropy waves on the 33 
flow vorticity field. They showed that the decaying entropy waves can signify flow vortices, which 34 
can potentially contribute with the aerodynamic sound generation.  35
 36 
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Table 1- Case studies explanation 37 
Case No. Description 
1 𝑅𝑒𝑚𝑎𝑥 , 𝑇𝐼=5%, Adiabatic walls 
2 0.5𝑅𝑒𝑚𝑎𝑥 , 𝑇𝐼=5%, Adiabatic walls 
3 𝑅𝑒𝑚𝑎𝑥 , 𝑇𝐼=20%, Adiabatic walls 
4 0.5𝑅𝑒𝑚𝑎𝑥 , 𝑇𝐼=20%, Adiabatic walls 
5 𝑅𝑒𝑚𝑎𝑥 , 𝑇𝐼=5%, Convective walls 
6 0.5𝑅𝑒𝑚𝑎𝑥 , 𝑇𝐼=5%, Convective walls 
7 𝑅𝑒𝑚𝑎𝑥 , 𝑇𝐼=20%, Convective walls 
8 0.5𝑅𝑒𝑚𝑎𝑥 , 𝑇𝐼=20%, Convective walls 
# 38 
 39 
Table 2- The ratio of the enthalpy difference before entrance of the wave and just after the wave washing out of 40 
the channel for the whole channel to enthalpy of the wave 41 
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(Enthalpy difference before entrance of the wave 
and just after the wave washing out of the 
channel)/Enthalpy of the wave)#
Case No.#
0.612 %#1 
0.646 % 2 
0.666 % 3 
0.703 % 4 
 1 
 2 
# 3 
 
Fig. 1. Schematic configuration of the channel. 
# 4 
 
Fig. 2. Dimensionless velocity versus wall distance: a comparison between the current LES and DNS of 
Moser et al. [38]. 
# 5 
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Fig. 3. The ratio of increment to the base temperature value in various cross-sections of an Eulerian flow. 
# 1 
# 2 
 
Fig. 4. Temperature increment as the entropy wave versus time: a comparison between the current numerical 
study and experiments of Bake et al. [35]. 
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Fig. 5. Snapshot of Δ𝑇/𝑇𝑏𝑎𝑠𝑒  for the wave convecting through the channel with adiabatic walls.#
# 4 
#
##
Case5#
##
Case6#
##
Case7#
##
Case8#
Fig. 6. Snapshot of Δ𝑇/𝑇𝑏𝑎𝑠𝑒  for the wave convecting through the channel with thermally convective walls. 
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#
Fig. 7. Average integration of absolute vorticity upon volume and time for cases with and without entropy 
wave convecting through the channel. 
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Fig. 8. Averaged integration of absolute helicity upon volume and time for the cases with and without 
entropy wave convecting through the channel. 
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Fig. 9. Averaged integration of absolute 𝛹 upon volume and time for the cases with and without entropy 
wave convecting through the channel. 
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Fig. 10. 𝑆𝑇𝑊𝑉𝐼 for the cases with and without entropy wave convecting through the channel.  
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Fig. 11. 𝑆𝑃𝑊𝑉𝐼 for studied cases with and without entropy wave convecting through the channel.  
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