This paper presents a new iterative approach to probabilistic robust controller design, which is an alternative to the recently proposed Subgradient Iteration Algw rithm (SIA). In its original version [12] the SIA possesses the useful property of guaranteed convergence in a finite number of iterations, hut requires that the radius of a non-empty ball contained in the solution set is known a-priori. This rather restrictive assumption was later on released in 131. but only at the expense of am increased number of iterations. The approach in this paper does also not require the knowledge of such a radius, and offers a significant improvement even over the original SIA in t e r m of the maximum number of possible correction steps that can be executed before a feasible solution is reached. Given an initial ellipsoid that contains the solution set, the approach iteratively generates a sequence of ellipsoids with decressing volumes, all containing the solution set. A method for finding an initial ellipsoid containing the solution set is also proposed. The approach is illustrated on a real-life diesel actuator benchmark model.. keywords: probabilistic robustness, robust LMIs, 10-bust control.
Introduction
The Subgradient Iteration Algorithm was recently proposed in the literature for probabilistic design of LQ regulators 1121. It was developed in parallel with [3] , which deals with general robust LMIs. The main advantage of this approach over the existing deterministic approaches to robust controller design is that it can handle very general uncertainty structures, where the uncertainty can enter the system in any (possibly nonlinear) fashion. Additionally, this approach does not solve simultaneously a number of LMIs, whose dimension grows exponentially with the number of uncertain parameters, but rather "solves" one LMI a t each iter- ation. This turns out to be a very powerful feature when one observes that even for a small number of real uncertain parameters most of the existing LMI solvers will be unable to handle the resulting number of LMIs.
For an overview of the literature on probabilistic design the reader is referred to [12, 3, 10, 9, 7, 13, 14, 11, 81, and the references therein.
While enjoying these nice properties, the major drawback of the SIA is that the radius of a ball contained in the solution set is required to be known a-priori. This radius is used a t each iteration of the SIA t o compute the size of the step that will be made in the direction of the anti-gradient of a suitably defined function. As shown later on, not knowing such a radius r may result in the SIA failing to find a feasible solution. Knowledge of r , on the other hand, guarantees that the algorithm will terminate at a feasible solution in a finite number of iterations with probability one, provided that the sw lution set has a non-empty interior [12] . While a modification of the SIA was proposed in 131 that no longer necessitates the knowledge of r , this was only achieved at the expense of a significant increase in the number of iterations performed. This paper provides an alternative method that offers a strong improvement in the convergence speed even over the original SIA, while at the same time assumes no knowledge of T.
The approach proposed in this paper is based on the Ellipsoid Algorithm (EA) [Z], and can be used for finding exact or approximate solutions to LMI feasibility problems, like those arising from many (robust) controller/filter design problems. The uncertainty A is assumed to be bounded in the structured uncertainty set A, and to he coupled with a probability density function fa(A). It is further assumed that it is possible t o generate samples of A according to fa(A). The interested reader is referred to [5, 6, 41 for more details on the available algorithms for uncertainty generation. Then at each iteration of EA two steps are performed.
At the first step a random uncertainty sample A(') E A is generated according to the given probability density function fn(A). With this generated uncertainty a suitably defined convex function is parametrized so that at the second step of the algorithm an ellipsoid is computed, in which the solution set is guaranteed to lie. The EA thus produces a sequence of ellipsoids with decreasing volumes, all containing the solution set. Provided that the solution set has a non-empty interior, it will be established that this algorithm converges to a feasible solution in a finite number of iterations with probability one. It is also shown that even if the SD lution set has a zero volume, the EA converges to the solution set when the iteration number tends to idloity -a property not possessed by the SIA. In addition, a method is presented for obtaining an initial ellipsoid that contains the solution set.
The remaining part of the paper is organized as follows. In the next Section the problem is formulated, and the SIA is summarized. In Section 3 the EA is developed, its convergence is established and compared to the convergence of the SIA. In Section 4 a method for obtaining an initial ellipsoid containing the solution set is presented. The complete EA method is illustrated in Section 5 on the design of a robust Hz state-feedback
controller for a benchmark model, taken from [l] . Finally, Section 6 concludes the paper. 
. , A i } V T , with
A;t = max(0, A~) ,
In this paper we consider an uncertain system Ga(a),
where the symbol a represents the s-operator (i.e. the time-derivative operator) for continuous-time systems, and the z-operator (i.e. the shift operator) for discretetime systems. The uncertainty A is characterized by an uncertainty set A and a probability distribution over this uncertainty set fa.
where U ( z , A) = U T ( x , A) is affine in x, and where the set X is assumed to he convex. The controller is then parametrized by any solution 5'. Such a controller is called robust whenever the uncertainty set A has more than one element. The set of all feasible solutions to the control problem is called the feasibility (solution) set, and is denoted as
S P { x E X : U ( s , A ) S O , V A E A } . ' (1)
Similarly to [12,3] we define the following cost Junction
which is such that
{ x E X : v(z,A)=O, V A E A } -S .
We can thus reformulate the initial control problem in the form of an optimization problem as follows: Assumption 1 (Strong Feasibility Condition) A scalar r > 0 is known for which there exists x* E X such that {x E X : 1 1 2 -x'11 5 r } C S.
Many controller (and filter) design problems can be represented in terms of LMIs of the form 121
Assumption 1 implies that the solution set S has anonempty interior, and that a radius r ofa hall contained in S is known. This is often is a rather restrictive assump tion due to the fact that usually no a-pnoriinformation about the solution set is available. Given x(') and 0 < 7 < 2, perform the following steps.
Step 1: Generate a random sample A(i) with probability distribution f a .
Step 2: Select the step-size
The following technical assumption needs to be additionally imposed Assumption 2 FOT any x(') $Z S there is a nonzero probability to generate 0 sample A(') for which
This assumption is not restrictive and is needed to make sure that for any dl) e S there is a nonzero probability for a correction step to be executed. By correction step it is meant an iteration (4) with
It is shown in 131 that for any initial condition so E K , the SIA finds a feasible solution with probability one in a finite number of iterations, provided that Assump tions 1 and 2 hold. It is also shown that the number
provides an upper bound on the maximum number of correction steps that can he executed.
A serious drawback of the SIA is that Assumption 1 is too restrictive as io most applications r is unknown. The next example demonstrates how the SIA may actually result in divergence in cases that the radius r is inappropriately selected. 
In [3] it is proposed that, whenever unknown, the radius r in the SIA is replaced by E $ ( ; ) : where s ( i ) is the number of correction steps performed before the i-th iteration, and cS > 0, cl + 0, and Czoc. = cc. While this modification retains the convergence properties of the SIA, it can significantly increase the number of correction steps, and thus the number of iterations that need to be performed (see Equation ( 5 ) ) .
The Ellipsoid A l g o r i t h m (EA)
In this section an alternative approach to the SIA is proposed that both requires no knowledge of r , and retains the nice convergence properties of the SIA.
Assume that an initial ellipsoid E(') that contains the solution set S is given
with center z(O) E X and Po t W N x N such that Po = Po' > 0. The problem of finding such an initial ellipsoid will be discussed in the next section. Define the halfspace
Due to the convexity of the function u(z, A) we know that H(") also contains the solution set S, and there- 
The (i + 1)-th iteration of the EA is then summarized as follows.
The convergence of the approach is established in the following lemma. (8) and due to the fact that E(') 2 S for all i = 0,1,. . . , it follows that in a finite number of iterations with probability one the algorithm will terminate at a feasible solution.
Lemma 2 (Convergence of the EA) Consider the

EA, and suppose that Assumption 2 holds. Let
(ii) If we now suppose that v o l ( S ) = 0, then due to the convexity of the function, and due to Equation (S), the algorithm will converge to a point in S with probability one.
Thus, the newly proposed EA converges to a feasible solution even in the case that the set S has an empty interior, a property not possessed by the SIA. 
vol(E(')) 5 eC*vol(E(")).
Since the volume of the consecutive ellipsoids tends to zero, and since vol(S) > 0, there exists a number IEA such that
e-*vol(E(")) 5 v o l ( S ) , V s ( i ) 2 IEA.
Therefore, we could obtain the number IEA from the following relation Now, by taking the natural logarithm on both sides one obtains 01
vol(E("))
VOl(S) Therefore, Equation (9) is proven.
We would like to point out that usually I E A << I S M .
This is demonstrated in the following example. it as shown in Figure 3 , which we will use as an initial ellipsoid to start the EA. In order to find a bounding rectangular parallelepiped, we need to find solutions to the following constrained optimization problems
These can be rewritten as LMI problems by noting that
As a result, the following algorithm is proposed for fast initial ellipsoid selection. 
Algorithm 3 (Initial Ellipsoid Computation) (a) Find solutions to the LMI problems
Eo = {x E X : (Z -Z . )~( Q~P ) -' ( Z -z.) 5 1).
An Illustrative Example
Next, we present an example illustrating the probabilistic approach developed in this paper. We consider the problem of designing a robust "2 statefeedback controller for a model, representing a red-life diesel actuator benchmark system, taken from [l] . The model, which will not be reported here due to lack of space, has four real uncertain parameters. The goal is to d e sign a robust statefeedback controller for the uncertain system that achieves an upper bound = 1 for the worst case "*-norm of the closed-loop system. This problem can he represented as the following LMI fea- This solution was found by the EA method in less than 100 iterations. Starting from the same initial conditions, the SIA was terminated after 500 iterations having found no feasible solution (it was run for r = 1, r = 0.1, and r = 0.01). 6 
Conclusions
In this paper a new probabilistic approach was pro- 
