This is an expository article whose main aim is to introduce nor~nal affine semigroups and its links with other areas such as graph tlleory, linear programming and polyhedral geometry. As an application we derive the classical and generalized ~narriage theorems.
Introduction
Let A = ( a i j ) be an integral matrix of order n x q with nonzero distinct columns and let A = {vl, . . . ,v,) be the set of colurnri vectors of A. The integral closure or normalization of the u@ne semigroup associated to A, is defined as:
Here & A denotes the rational polyhedral cone in R" given by where & is the set of non negative real numbers, and ZA is the subgroup of Z n generated by A.
By Gordan's Lemma [18] there are 71,. . . , y, E Z n such that There is an efficient algorithm due to W. Bruns and R. Koch [9, 101 that computes 7 1 , . . . , 7,. 'Partially supported by CONACyT grant 279313 and SNI.
Definition 1.1
The semigroup Nd is said to be normal if = NA Note that using Normalit. [9] onc can decide whether a given affine semigroup is normal.
There is interest in studying the family of normal semigroups because of its connections with other areas such as combinatorics, commutative algebra and geometry [5, 6, 7, 8, 23, 37, 451 . Normal semigroups occur in the theory of toric varieties [12, 20, 361 and in invariant theory [25, 351. In Section 2 we introduce the notion of circuit and give a sufficient condition for the normality of an affine semigroup in terms of circuits [3] . Then we show that if A is unimodular (resp. totally unimodular with 11011 negative entries), then NA (resp. its Rees semigroup) is normal [3, lG].
An interesting case in which the normality of NA is well understood is when A is the incidence matrix of a graph [24, 33, 341 , see Corollary 3.10. In Section Section 3 we examine affine semigroups associated to graphs and prove that the Rees semigroup of a bipartite graph is in a certain sense strongly normal [16] , see Theorem 3.6 and Corollary 3.8.
In order to link graph theory with polyhedral geometry in Section 4 we present. a combinatorial description of the edge cone R+ A associated to the incidence matrix A of a connected graph [39, 40, 431 . Then we apply this description to recover the classical and generalized versions of the marriage theorem.
Affine semigroups
In this section we introduce affine semigroups using integral matrices. We will define the normalization of those semigroups and study their normality in some cases of interest arising from unimodular matrices. The important notion of elementary vector and its relation to normality will be examined.
Elementary integral vectors or circuits
The notion of elementary integral vector occurs in convex analysis [30] and in the theory of toric ideals of graphs [36, 431. If a E RQ, its support is defined as
Note that a = a+ -a _ , where a+ and a-are two non negative vectors with disjoint support. Proof. It follows from Proposition 2.9 and the fundamental theorem of finitely generated abelian groups. See [46, Theorem 8.4 .10] for details.
Normality of semigroups
Various results about the normality of semigroups will be discussed below. Some of those results will be proved using techniques from graph theory and integer programming. Proof. It follows basically from the fundamental theorem of finitely generated abelian groups [26, Chapter 31 . See [16] for details.
0
Remark 2. 13 Recall that R+A can be expressed as an intersection of closed half spaces through the origin [ll] , that is, there is a rational matrix C such that R + A = { X E I W~~C X~O } .
Thus this representation together with Lemma 2.12 yield a membership test to decide when a given a in Z n belongs to &f = Z A n R+ A. On the other hand by Proposition 2.14 one has Since vi, , . . . , vit are linearly independent by comparing the coefficients of b with respect to the two representations given by (1) and (2) one derives b E Nd. This proof is due to C. Escobar, I. Gitler and R. Villarreal [16] .
The material in this section is related to covering properties. For a discussion on the existence of unimodular (Hilbert) covers of rational cones see (51 and the references there.
Next we present a sufficient condition for the normality of Nd in terms of the elementary integral vectors of the kernel of the matrix A. Proof. See [17] for a proof that works for some other more general affine hyperplanes.
Normality of Rees semigroups

0
Next we will use linear programming techniques to study the normality of certain Rees semigroups. Our main references for linear programming are [31, 471. In the proof below we use standard notation and terminology as described in those references. one concludes that the linear program (*) has an optimal value greater or equal than b, which is attained at a vertex xo of the rational polytope 
Affine semigroups of graphs
Here we introduce the interesting class of affine semigroups associated to graphs. Several aspects related to those semigroups have been studied in the literature [13, 14, 24, 32, 33, 34, 41, 42, 431 . In this sectio~i we describe the integral closure of those semigroups and give some applications.
Let G be a graph with vertex set V(G) = { v l , . . . , v,,} and edge set E(G) = {zl , . . . , r,). Consider the set of all the vectors e, + e j E Rn such that {vi, vj) is an edge of G. The matrix A whose columns are the vector in AG is called the incidence matrix of G. Thus the set AG is in one to one correspondence with the set E(G), for this reason we sometime refer to the vector ai as the edge ai.
Definition 3.1
The edge semigroup associated to the graph G is the affine semigroup NAG = Nal + . . . + Na,.
Our next aim is to give a description of the integral closure of NAG in terms of special circuits of the graph (see Theorem 3.9). This description links the normality property of NAG with the combinatorics of the graph G (see Proposition 4.15).
The incidence matrix A of G plays an important role because its rank can be interpreted in graph theoretical terms as it will be seen below.
Recall that a graph G is bipartite if all its cycles are of even length. Thus any tree and in particular any point is a bipartite graph. The number of bipartite connected components of G will be denoted by co, and the number of non bipartite connected components will be denoted by cl. Thus c = q, + cl is the total number of components of G. Proof. Since total unimodularity is preserved under the operation of adding columns of unit vectors, it suffices to prove that the matrix B obtained from A by adding a row of l's is totally unimodular.
If B is not totally unimodular, it contains a minimal violation submatrix V that contains part of the last row. That is V is not totally unimodular, but this is so for every proper submat,rix of I/. Hence according to [38, Corollary 12. 3.12(b)], V is Eulerian, is square, is nonsingular, and has a row with all 1's.
Since A has two 1's in each column, B has three 1's in each column. Hence, as V is Eulerian, V has two 1's in each column. Using that the columns of V are different because V is nonsingular, this implies that the first row of V has exactly one nonzero entry, a contradiction with the fact that V is Eulerian. This proof is due to Klaus Truemper. The matrix V has determinant -2, A is totally unimodular, but B is not because V is a submatrix of B. Thus Theorem 3.6 does not extend to incidence matrices of k-hypergraphs with k > 2.
There is another family of {O,l) matrices preserving total unimodularity when adjoining a row or column consisting of l's, see [38, Lemma 12. 3.41.
Corollary 3.8 ([33]) If G is a bipartite graph and A is the incidence matrix of G, then the Rees semigroup of A is normal.
Proof. It follows from Theorem 3.6 and Theorem 2.15. 
The integral closure of an edge semigroup
Let G be a graph on the vertex set V = {vl, . . . , v,) and let NAG be its edge semigroup. Our goal here is to unfold a construction for the normalization:
. . ,a,) denotes the set of all vectors ei + e j in Rn such that {vi, v j ) is an edge of G. There is a version of Theorem 3.9, due to Hibi and Ohsugi [24] , that allows loops in the graph G.
As an immediate consequence of Theorem 3.9 one has the following full characterization of when NAG is normal.
Corollary 3.10 Let G be a connected graph. T h e n NAG is normal if a7id
only if for a n y two edge disjoint odd cycles Z1, Z2 either Z1 and Z2 have a c o m m o n vertex, o r Z1 and Z2 are connected by a7i edge. Definition 3.11 A graph G is said to satisfy the odd cycle co7iditiori if every two vertex disjoint odd cycles of G can be joined by ail edge in G.
The odd cycle condition has come up in the literature in connection with the normality of edge subrings [24, 33, 341 and the description of the circuits of a graph [30, 431 ; it also occurred before [19] .
A representation of the edge cone
A main goal of this section is to give a combinatorial description of the edge cone [39, 40, 451 . Some applications will be presented, in particular the classical marriage theorem will follow at once. 
where M is the incidence matrix of G and co(G) is the number of bipartite components of G. Let us introduce some more terminology and fix the notation that will be used throughout. We begin by recalling some of the relevant notation on polyhedral geometry; see [4, 8, 461. If a E R n , a # 0, then the set Ha will denote the hyperplane of R' " It will turn out that the facets of R+A are defined by independent sets (see definition below) or by hyperplanes of the form He, = {x E R" I xi = 0).
Lemma 4.2 ([39]) I f vi is not a n isolated vertex of G , then the set F =
He, n R+A is a proper face of the edge cone. IPI is even. As G is connected, using Corollary 3.10 it follows that P E NA.
The converse is clear because NA is normal. 
Proof. +) Since NAG is normal:
Hence a = (1,. . . , 1 ) = ( a l , . . . , a n ) is in &AG. Using Corollary 4.7 we get that the vector a satisfies the inequalities:
for every independent set of vertices A of G, as required.
e) First we use Corollary 4.7 to conclude that a is in the edge cone, then apply Proposition 4.14 to get a E NAG. 
