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Mit dem Produktionsbeginn der Erweiterung des SERVus-Clusters stehen allen
SERVus-Benutzern seit 11. März 1996 erheblich leistungsfähigere Batch- und Interaktivsysteme
zur Verfügung. Wir hoffen damit dem steigenden Leistungsbedarf heute und auch in
absehbarer Zukunft gerecht werden zu können. 
Die in der BI. 12/95 bereits angekündigten und beschriebenen neuen Maschinen, SP2 für Batch- und
SMP für Interaktivbetrieb, sind seit 11. März 1996 zur allgemeinen Produktion freigegeben. Seit
diesem Zeitpunkt wird auch zu den bekanntgegebenen Gebührensätzen abgerechnet. 
Durch die Inbetriebnahme der neuen Maschinen erhöht sich die Leistungsfähigkeit des
SERVus-Clusters im Interaktivbereich um etwa 500 Prozent (Integerleistung) und im Batchbereich um
mindestens 1000 Prozent (Floating Point-Leistung). 
mindestens 1000 Prozent (Floating Point-Leistung). 
Wir bitten alle SERVus-BenutzerInnen die neuen Systeme möglichst rasch und intensiv zu benutzen,
um einen zügigen Ü bergang von der alten auf die neue Hardware zu erreichen. 
Für eine Ü bergangszeit wird die alte Hardware noch wie gewohnt zur Verfügung stehen. In einem
ersten Schritt wollen wir die inzwischen leistungsmäßig nicht mehr zeitgemäßen Modelle 220
(servus07-servus14) durch die neuen SMP-Systeme ablösen. 
Neue Betriebssystem-Version AIX 4.1.4
Der Einsatz der neuen SMP-Systeme bedingt zwingend die Verwendung der neuesten
Betriebssystem-Version AIX 4.1.4. Zur Vereinheitlichung der Betriebssystem-Version wurde auch auf
den SP2-Knoten AIX 4.1.4 installiert. Die im SERVus-Cluster verbleibenden alten Systeme werden im
Laufe des Jahres ebenfalls Zug um Zug auf AIX 4.1.4 hochgerüstet werden. 
Wichtigster Vorteil von AIX 4.1.4 gegenüber AIX 3.2.5 ist die Unterstützung von Filesystemen >2
GB, die maximale Filegröße ist jedoch weiterhin auf 2 GB beschränkt. Ansonsten ist AIX 4.1.4
praktisch 99-prozentig aufwärtskompatibel zu AIX 3.2.5, d.h. in der Regel funktionieren alle unter
AIX 3.2.5 lauffähigen Anwendungen ohne Probleme und Neuübersetzung auch unter AIX 4.1.4. Unter
AIX 4.1.4 compilierte Anwendungen sind jedoch im Normalfall unter AIX 3.2.5 nicht lauffähig! 
Benutzerumgebung
Die Benutzerumgebung auf den neuen Systemen entspricht weitestgehend der im bisherigen SERVus
gewohnten Umgebung. 
Identisch sind insbesondere: 
·Loginnamen, Passwörter, Heimatverzeichnisse 
·Mail-Adressen: Am SERVus ankommende E-Mail kann nur auf den interaktiv verfügbaren
SMP-Systemen gelesen werden 
·Drucker 
· lokales Scratch-Filesystem (Größe s. Listen) mit TMPDIR-Umgebungsvariable 
·NFS-gemountete Filesysteme der CRAY M92 /ruscy, /ruscy_b zur Massendatenspeicherung. 
Alle Benutzereinträge im SERVus-Cluster wurden automatisch auf die neuen Systeme übernommen.
Ein erneuter Antrag zur Nutzung der neuen Systeme ist daher nicht er-forderlich. 
Software
·AIX 4.1.4 mit AFS 3.4a 
·C, C++ Compiler xlC 3.1.3, Online Help mit info -l c, bzw. info -l cset, Manuals im
PostScript-Format unter /usr/lpp/xlC/postscript/c bzw. .../cset 
·F90, F77 Compiler xlf 3.2.2, Online Help mit info -l xlf, Manuals im PostScript-Format
·F90, F77 Compiler xlf 3.2.2, Online Help mit info -l xlf, Manuals im PostScript-Format
unter /usr/lpp/xlf/postscript 
·X11R5- und Motif1.2-Runtime, Entwicklungsumgebungen nur auf SMP-Systemen 
·PICASSO, UNIRAS 
·FIDAP, FIRE, FLOW3D 
·Mathematica 
·DataExplorer (nur SMP-Systeme) 
·Parallel Program Environment, MPI-Implementierung (Lizenzen nur auf SP2-Knoten
servus41-48), Online Help auf allen Systemen mit info -l pe, Manuals in PostScript unter
/usr/lpp/ppe.pedocs 
·Batchsystem DQS 
·/sw aus /client/bin (z.B. elm, emacs, netscape usw.). 
SP2-System für Batchbetrieb
Die SP2-Knoten werden überwiegend für Batchjobs unter DQS eingesetzt. Dabei wird vorerst auf
jedem Knoten exclusiv ein DQS-Job laufen, der dann die volle Leistungfähigkeit des Knotens zur
Verfügung hat. 
Die maximale Laufzeit eines DQS-Jobs auf einem SP2-Knoten wurde auf 50 CPU-h erhöht, und ist
damit mehr als doppelt so lang wie bisher. Die neuen DQS-Queues sind mit qstat3 -f ersichtlich. 
Alle SP2-Knoten besitzen die neuere POWER2-Architektur. Zur optimalen Ausnutzung der
Leistungsfähigkeit dieses CPU-Typs (auch servus17 und servus18 sind POWER2) sollten Batchjobs
mit der Compiler Option qarch=pwr2 übersetzt werden; siehe dazu den Tuning Guide
/usr/lpp/xlf/DOC/tuning 
Auf diesem Weg erzeugte Binaries sind allerdings in der Regel auf anderen CPU-Ty-pen (alte
POWER-, bzw. PowerPC-Architektur) nicht lauffähig. 
Zum Testen im Interaktivbetrieb sind momentan die beiden Knoten servus49 und servus50 freigegeben.
 SP2-System: Zwei Frames mit Kontroll-Workstation
HW-Ausstattung
·RS/6000 SP-System 30 Knoten, 2 Wide2 (Modell 591), 28 Thin2 (Modell 39H) 
·alle Knoten z.Z. nur mit Ethernet, TPS-Switch wird noch nachgerüstet, zusätzlich 1 Knoten mit
HIPPI-Adapter und 2 Knoten mit FDDI-Adapter als Router ins HPPI- bzw. FDDI-Backbone 
·Knotennamen, Speicher- und Plattenaustattung entnehmen Sie bitte der nachfolgenden Liste: 
Ü bersicht SP2-Knoten
Hostname Knotentyp Hauptspeicher[MB] 
Platten
[GB]
/scr
[GB]
Verwendung
(vorläufig) 
servus21 Wide2 512 2 * 4,5 = 9 2 Batch 
servus22 Wide2 1024 4 * 2 = 8 2 Batch 
servus23 Thin2 128 2,2 1 Batch 
servus24 Thin2 128 2,2 1 Batch 
servus25 Thin2 128 2,2 1 Batch 
servus26 Thin2 128 2,2 1 Batch 
servus27 Thin2 128 2,2 1 Batch 
servus28 Thin2 128 2,2 1 Batch 
servus29 Thin2 128 2,2 1 Batch 
servus30 Thin2 128 2,2 1 Batch 
servus31 Thin2 128 2,2 1 Batch 
servus32 Thin2 128 2,2 1 Batch 
servus33 Thin2 128 2,2 1 Batch 
servus34 Thin2 128 2,2 1 Batch 
servus35 Thin2 512 4,5 2 Batch 
servus36 Thin2 256 2,2 1 Batch 
servus37 Thin2 256 2,2 1 Batch 
servus38 Thin2 256 2,2 1 Batch 
servus39 Thin2 128 2,2 1 Batch 
servus40 Thin2 256 2,2 1 Batch 
servus41 Thin2 128 2,2 1 Parallel 
servus42 Thin2 128 2,2 1 Parallel 
servus42 Thin2 128 2,2 1 Parallel 
servus43 Thin2 128 2,2 1 Parallel 
servus44 Thin2 128 2,2 1 Parallel 
servus45 Thin2 128 2,2 1 Parallel 
servus46 Thin2 128 2,2 1 Parallel 
servus47 Thin2 128 2,2 1 Parallel 
servus48 Thin2 128 2,2 1 Parallel 
servus41 Thin2 128 2,2 1 Interaktiv 
servus41 Thin2 128 2,2 1 Interaktiv 
Leistungskennzahlen
Leistungsdaten der SP2-Knoten im Vergleich zur Referenz-CPU servus17: 
Maschine Typ MHz SPECint92 SPECfp92 Linpack DP 
servus21, 22 Wide2 (591) 77 143,5 307,9 156,0 
servus23-50 Thin2 (39H) 66 129,1 260,7 133,1 
servus17 590 66 121,6 259,7 131,8 
Aufgrund der geringen Leistungsdifferenzen zwischen den SP2-Knoten und der Referenz-CPU, wird
die CPU-Zeit auf den SP2-Knoten genauso wie auf der Referenz-CPU berechnet (Normierungsfaktor
1,0). 
SMP-Systeme für Interaktivbetrieb
HW-Ausstattung
·2 RS/6000 SMP-Systeme Modell R30, 6 CPU PPC601, 75 Mhz, 
1 MB L2-Cache pro Prozessor, 512 MB RAM 
· je 6 GB /scr in RAID 
·Netzanbindung FDDI, Ethernet 
·Knotennamen servint1 bzw. servint2 
Leistungskennzahlen
Leistungsdaten einer PPC601-CPU im Vergleich zu den alten Interaktivsystemen und zur
Referenz-CPU (Werte aus entsprechendem Single-Prozessormodell; für Modell R30 sind keine
SPECint-, bzw. SPECfp-Angaben verfügbar): 
Maschine Typ MHz SPECint92 SPECfp92 Linpack DP 
servint1, 2 R30 (1 CPU) 75 88,1 98,7 20,1 
servus02 560 50 43,2 97,6 31,3 
servus06 350 42 35,4 74,2 18,8 
servus07-14 220 33 20,4 29,1 6,6 
servus07-14 220 33 20,4 29,1 6,6 
servus17 590 66 121,6 259,7 131,8 
Wie aus den Leistungsdaten ersichtlich ist, sind die SMP-Systeme besonders für Integer-betonte
Aufgaben geeignet, die typischerweise im Interaktivbetrieb anfallen (z.B. Editieren, Kompilieren,
grafische Anwendungen). Zudem sollte die Multiprozessor-Architektur, auch bei größeren
Benutzerzahlen pro System, ein gutes Antwortverhalten ermöglichen. Im Accounting entspricht 1 h
CPU-Zeit auf SMP-Systemen 0,6 h der Referenz-CPU. 
Dr. Christoph Zeller, NA-5955 
E-Mail: zeller@rus.uni-stuttgart.de 
AFS: 
Release-Wechsel
Barbara Raiser
Am 24. April 1996 wird während der üblichen Wartungszeit, zwischen 14:00 und 18:00 Uhr,
das neue Release 3.4a auf den AFS-Servern installiert ... 
Gleichzeitig erfolgt die Umstellung der Clienten-Software von AFS 3.3 auf AFS 3.4a 
/afs/rus/system/afs34a/@sys --> /afs/rus/system/@sys 
Von den Architekturen, die nicht mehr von Transarc unter AFS 3.4a unterstützt werden, stellen wir
zukünftig next_mach30, sgi_51, sun3_411, sun4c_52, sun4m_52 allerdings als Release 3.3
unter /afs/rus/system/@sys weiterhin zur Verfügung. 
Entfallen werden die Plattformen alpha_osf1, pmax_ul4, sgi_50, vax_ul4 
Betreiber von Workstations, die eine dieser Architekturen unbedingt benötigen, werden gebeten, sich
unter afs@rus.uni-stuttgart.de mit den verantwortlichen AFS-Administratoren in Verbindung zu
setzen. 
Das neue Release von AFS bietet vor allem Erweiterungen im administrativen Bereich sowie Software
für neue Architekturen. Für Administratoren von Workstations bringt die neue Software Ä nderungen
beim Login und Cache Manager. Einzelheiten dazu finden Sie in den Release Notes. Für den Upgrade
eines AFS-Clienten müssen die Clienten-Software auf die lokale Platte kopiert, eventuell die Links von
/usr/afsws geändert sowie der Rechner neu gestartet werden. 
Dokumentationen von Transarc (README, Announcement, Release Notes und Installation Guide)
können Sie unter /afs/rus/common/doc/afs/AFS-3.4a finden; bitte lesen Sie vor der Installation
das README. 
Als besonderen Service gibt es unter /afs/rus/common/software/afs34a für authentisierte
Benutzer die AFS-Clienten-Software (mit gnuzip gepackt) als tar-Files. Weiteres zum Thema
Installation eines AFS-Clients finden Sie unter: 
/afs/rus/common/doc/afs/AFS-Client-Installation.ps 
Durch den Release-Wechsel sollten sich für die Nutzer keine Ä nderungen ergeben. Für etwaige Fragen
stehen wir Ihnen natürlich gerne zur Verfügung; bitte benutzen Sie afs@rus.uni-stuttgart.de bei
Anfragen. 
Barbara Raiser, NA-5953 
E-Mail: raiser@rus.uni-stuttgart.de 
