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A piecewise-linear function whose definition involves the operators man and min may be 
reformulated as a ‘sum-of-partial-fractions’ by use of an algebraic structure 9, and so may be 
‘rationalized’ to become a ‘quotient-of-polynomials’ in the notation of 3. We show that these 
‘partial fractions’ and ‘polynomials’ have algebraic properties closely analogous to those of their 
counterparts in traditional elementary algebra: in particular an analogue of the fundamental 
theorem of algebra holds. These formal properties lead to straightforward procedures for 
finding maxima and minima of such functions. 
Minimax problems for piecewise-linear functions have attracted some interest 
in the literature recently [2,3]. This interest arises partly from the fact that mere 
general functions can often be approximated by piecewise-linear functions, and 
partly from the fact that certain combinatorial problems give rise naturally to 
minim:= problems for piecewise-linear functions. As an example of the latter 
case, t’be problem of finding the absolute centre of a graph requires us to find the 
minimum with respect to x on a given closed interval [0, d] of the function: 
max min(w, +X, l)j -X) (Ll) 
j-L.4 
where wl,. . . , & are given [6]. 
In [(;I, the algebraic structure f = (J, @, Qp) was applied to the solution of this 
latter problem. Here J is the set of real numbers under the binary operations: 
ne)y =madx, y) 
x@y=x+y I 
for x, y EJ. 
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It is easily verified that 9 has the following properties (for all x, y, z E J): 
P,: xcl3(ycfw = w3y)cBz 
P2: xCBy=yCBx 
P$ x@(yQDzl= wl3QN9z 
P.$ x@y=y@x 
Ps: xtB(y@z) = (x63y~~w3w 
P$ (y@z)CDx = o@xM3(z@x) 
P,: x@O=x 
&: O@x=x 
P9: 3xk.l such that: x63x’ = 0 
P : 
P;;: x@x=x 
x’@x = 0 
P,t: x@y*x 
&: If w 2x and y az, then (w@y)a(x@z) 
‘Addition’ is associative 
and commutative. 
‘Multiplication’ isassociative 
and commutative. 
‘Multiplication’ is left-distributive 
and right-distributive over ‘addition’. 
Arithmetical zero is a right-‘multiplicative’ 
and left-‘m~4tiplicative’ id ntity element. 
Each element has a right-‘multiplicative’ 
and left-‘multiplicative’ inverse. 
‘Addition’ is idempotent 
and increasing 
and isotone. 
On the basis of P, to &, one may construct an extensive algebraic theory [S]; for 
the present, ‘however, suffice it to say that properties Pt to PI0 validate the 
construction and manipulation of ruti~nal alge6r& expressions following for the 
most part the ordinary rules of elementary algebra, under the usual conventions 
regarding brackets, precedence of @ over @ and so on. 
It turns out that the function (1.1) assumes the form of a rational function when 
reformulated in the notation (1.2), and an analysis of the properties of such 
functions enables us to minimise (1.1) by a very simple procedure [6]. 
In the present paper, we shall undertake a more extensive investigation of tine 
algebraic properties of rational functions over 9, and apply them in particular to 
the mintmisation of the following piecewise-linear generalisation of (1.1) 
44x) = max min(u, + px, vi - px) 
j= l.....n 
(1.3) 
where ul,. . . , u,, are given real numbers and p is a given positive integer. 
Our interest in (1.3) derives from the following result. 
Themem 1. Let f be any continuous real-ualued function, I any given finite closed 
interval and E any positive number. Then there exist positive integers n and p, and 
real numbers ul,. . . , u,, such that: 
~fw- max min(q + px, ui - px)( < 8 for all x E I. 
j=l . . . ..n 
Hence piecewise-linear functions of the form (1.3) are dense in the space of 
continuous functions on any closed interval, and so give a basis for the analysis of 
minimax problems for arbitrary continuous functions. 
Theorem 1 is discussed in [4]; a formal proof will be presented in a forthcoming 
publication on approximation theory. 
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Let us now introduce the algebraic structure 9 = (.I, @, @) defined by (1.2) with 
properties PI to P13, and agree the following notational conventions. An r-fold 
integral ‘power’ a@ 0 . c @a of an element a E J will be written a(‘) to distinguish 
it from an arithmetic4 power, and its inverse according to P9 and PI0 will be 
written cL(-‘I. Evidently u(‘) = ra and a(-‘) = --Iu. By convention, u(O) = 0. If Q, R 
are algebraic expressions then Q@R(-‘) will also be written as a ‘rational 
expression’: 
Q = (2.1) 
R 
The double fraction-bar suffices to distinguish (2.1), which evidently has the value 
Q -R, from the arithmetical quotient Q/R. Verbal references to operations (1.2) 
will always use inverted commas, thus, ‘addition’, ‘multiplication’, etc., to distin- 
guish them from arithmetical operations. 
We may now express min(x, y) in this notation, by way of illustration: 
X@Y xnin(rc,y)=x+v -max(x,y)==. 
XeY 
(2.2) 
Finally, if 4 (j=l,..., n) are indexed expressions, we may define the iterated 
‘sum’ and ‘product’ as follows: 
s:s a . is by definition 4S1@ l . . @S, = max (q), j-1 j=l.....n 
fia $ is by definition a,@ l l l @cS, = g 8ja 
i-1 j-1 
We may call this whole notational system ~CUE ulgebra. 
Lemma 2. If x, y E J and t is u positiue infeger then 
(x $ y)“’ = x(‘@ yf'), 
Proof. (x43 y)(” = 2 madx, y) 
= mad% ty) 
= p@ y(t)_ 
(2.3) 
In view of the evident fact that also (X @ y)“’ = x(%0 ytt’, we remark en passant 
that the mapping x c-, xtt’ is an automorphism of the algebra 9. 
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3. Reformulation 
Using (2.2) and (2.3) we may reformulate (1.3) as 
(3.1) 
Applying a ‘multiplier’ xe)@ WI-~) to numerator and denominat& in (3.1) we get: 
In the light of Lemma 2 we may write 
where we define 
ci = U,/2P, 6j = (Vj - Uj)/2p. 
(3.2) as 
(3.2) 
(3.3) 
(3.4) 
Formally, (3.3) presents a ‘sum of partial fractions’ and, exactly as in conventional 
real algebra, such an expression may be manipulated into the form of a ‘rational 
function’. For this purpose, we must make some definitions. 
IA 60,. . . , bN be (N+ 1) 3 1 given real coefficients; let ro, . . . , rN be giwn 
integers with ro- ~0 and (if N>O) roe* l l <r,. A function 
R(x) = mm &+4x) 
k =O.....N 
will be called a maxpolynomial. The name derives from 
formally a polynomial when (4.1) is recast in the notation 
R(x)= fe bk@x(Q! 
k=O 
Now define &, ch, and & as follows: 
&(x)=bk+rkx (k=O,...,N). 
If NN: 
&C(x) = max #&x) (k =0, . . . , N), 
j=O....,N 
jfk 
pk = bk--l-bk 
rk - &-1 
(k = 1,. . . , N). 
of the form 
(4.1) 
the fact that R(x) is 
of max algebra: 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
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Thus 
R(x)= max +&) 
k =O.,...N 
(4.6) 
And, ifN>l, &(X:>&(X) fm&$~<&+, (k=l,...,N-1) with equality 
forx=& andforx=&+*. 
Roof. We first prove the last sentence of the lemma. So suppose N> 1 and 
81< ..x&. Choose x with &<x<&+, (lsk~N-1). 
If j>k we have 
I s+a- I;) = ok+* ‘x. (4.7) 
Thus b& - bj > rjx - rk& whence 
#k(x) > 4&d. (4.8) 
In similar fashion we show (4.8) for i < k also, whence 
If x = a+,, adaptation of (4.7H4.9) gives 
4&k+*) a rkruhc+d* (4.10) 
However, if j = k+ 1 when x = a+,, the relational sequence (4.7) holds with 
equality throughout, so, from (4.4), 
M&+1) = +k+*(a+& rhr(&+1). (4.11) 
From (4.iO) and (4.11), we see that (4.9) becomes an equality for n = &+l and 
similarly for x = a. The other cases in the lemma are proved similarly. 
CorOn~y 4. Let R(x) be as in (4.2). Then! 
if N=O, R(x)=&(x); 
if N = 1, R(x)=&(.x) (x s &) and R(x) S&(X) (X apI); 
if N>l and &< ‘* *c&u, R(x)=&(x) (xs&); R(x)=&(x) (&GxS&+l; 
k=l , . . . , N-l); R(x)=+&s) (xq&). 
Proot. We first prove the last clause of the corollary. So suppose N > 1 and 
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Pl< l l me&. Choose x with & GX G&+~. We have 
W(x) 2 @k(X) (by (4.6)) 
= ma&#k(x), &k(x)) 
-‘maMAx), 4kW) (from Lemma 3) 
= R(x), (by (4.4), (4.6)) 
The other cases are proved similarly. 
5. Irredmbcy 
With the notation of the previous section, let N a 1. We shall say that & is 
inesseAal (in (4.6)) for a particular h (0~ h s N) if it holds that: 
&(x)c&(x) (all x) ’ (5.1) 
and & is strictly inessential (in (4.6)) if it holds that: 
Otherwise we shall say that &, is essential (in (4.6)). That &, and & are always 
essential follows from ro< l 9 l <rN; for if @-=, r)--,+= then: 
40(5)- 4J5) -+ +O” (h = 1,. ’ ‘9 N); 
&(q)-c#!&(q)+f~ (~=0,...,N-1) 
If N = 0, or if N 2 1 and each c#+, is essential in (4.6) (h = 0, . . . , N), we shall say 
that (4.6) (or (4.2)) is an irredundant expression (for R). 
Lemma 5. With the notation of Section 4: (4.6) is not an imdmdant exp~!ssion if 
and only if R(x) = h(x) for some h (OS h s N). 
Proof. Evidently, if (4.6) is not an irredundant expression, then (5.1) holds for 
some <bh and so for all x: 
RWWdx) (by (4.4), (4.6)) 
= maJM&)9 &l(x)) 
~-x-MhJ~), &dx)) (by 6.1) 
= R(x) (by (k4), (4.6)) 
IIence 
R(x) = k(x). 
Conversely, if (5.3) holds then for all x : 
(5.3) 
h,(x) = R(x) 2 4,,(x), (by (4.6)), 
showing that &(x) is inessential. 
NJo>yj>. . . >‘~:>t$>O~ 
-((s-P) 4) (%I - ‘IsI)(‘-‘“r - 3) = 
( ‘-?A-%)*-(+ ‘--P) = (~)v-~~y-va 
274 R. A. Cuninghume-Gwen, i?FX kfeijer 
Theorem 8. With the notation 
for R(x): 
R(x) = f@ !J&x(r& 
k=O 
Then R(x) may be written 
Fig. 1. Maxpolynomial. 
of Section 4, let (4.2) be an imdundant expn~sion 
(6.1) 
R(x)=x”~‘@b,@q(x) 
where q(x) =O for N = 0 and where, for N a 1: 
(6.2) 
q(x) = fi@ (x@&)(ek), (6.3) 
k=l 
where & (k = 1,. + . , N) are the corners of R(x), of orders 
ek = r, - rk-1 (k = 1,. . . , N). (6.4) 
Remark. In (6.2) we have factored out x@@b, to leave q(x) ‘manic, with 
constant term’. The theorem then asserts that such a q(x) may be rendered into 
‘linear factors’ involving the corners & with multiplicities given by ek (R = 
1 
l l 9 
into 
IV’). Evidently (6.4) implies that e, + l l l -t-e, = r, -r,, so R(x) is resolved 
rN factors, each of the form x or (x:$/3). 
Proof of Theorem 8. Assume first that N > 1, and so & < l l l < &. Take x to 
satisfy & S x G &+* for some h (1 s h GN- I). We have from (1.2): 
x@& = 
x (k = 1,. . . , h), 
& (k=h+l,...,N-). 
(6.5) 
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Hence defining q(x) as in (6.3) and using (2.4), (6.5): 
= x i (rk -i&f f &-I- h) (by (4.9, (6.4)) 
k=l k=h+l 
= x(tk - to) + (4 - bd. (6.6) 
Thus 
x(r~~bNQpq(%)=f~+bN+q(%) (by definition) 
=4+ri& (by (6.6)). 
Hence, the right-hand side of (6.2) equals h(x) for & GX G &+l and similarly 
equals &(x) for x s& and equals b(x) for x 2 &. So, by Corollary 4, the 
right-hand side of (6.2) equals R(x) for all values of x when N> 1. The discussion 
for IV= 1 is similar and the result is trivial for N = 0. 
We now establish the converse to Theorem 8. 
1 9. Let a nota-negatiue integer . and a real number b be given. Let S, 7’ 
either both denote the empty set, or mpectiuely denote sets containing a finite 
number NB 1 of rreal numbers & (k = 1, . . . , N), where if N> 1 there holds 
Bl< l -C&, andpmitiueintegersek (k=l,...,N). Define 
C?(ro, b, S, T; x) = x”o@ b@q( x) (6.7) 
where q(x) = 0 if S and T are empty, and otherwise 
TOzen Q(ro, b, S, T; x) is identically equal to a maxpolynomial R(x) having an 
imdundont expression of the form (4.2), with & = b; if S, T are non-empty, then 
R(x) has Ncomers, namely &, . . . , &, and if S, Tare empty then N = 0 in (4.2). 
ptoof. If S, T are empty then: 
Q(ro, b, S, T- x) = x”d@ b 9 (as given) 
with N = 0 and bN = b. And this is an irredundant expression since N = 0. 
If S, T are non-empty, define: 
k 
rk =ro+ c eh (k = 1,. . . , N) (6.10) 
h=l 
&,==b+ f e&, (k=O,...,N-1) 
h=k+l 
(6.11) 
b=b (6.12) 
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and let R(X) be given by (4.2). Evidently, r. < rl < l l l , so a well-defined ma- 
polynomial results. Also we have, by (6.10)-(6.12), 
6 k-l - bk 
=Pk (k=l,...,N), (6.13) 
so & are the comers of R(x), and expression (4.2) is accordingly irredundant by 
Theorem 6. Moreover, from (6.10), 
rk - rk-1 = ek (k = 1,. . . ) Iv). 
Hence by Theo,*em 8, R(x) identically equals 
i.e. Q(r,, b, S, T; x) =R(x). 
7. Unique f4wWrisation 
We have shown that any maxpolynomial R(x) having an irredundant expression 
has a factorisation (6.3). We now show, first that this factorisation is uniquely 
determined by R(x), then that such a factorisation exists for any maxpolynomial. 
if und 
Pmof. 
equals 
Q(r,, b: S, T; x) = Q(r& b’, S’, ‘I-‘; x) (7.1) 
only if r-(-J = r;, b=b’, S=S’, T=T’. 
Suppose (7.1) holds. Now Q(ro, b, S, T; x), by Theorem 9, identically 
a maxpolynomial R(x) having an irredundant expression 
f@ bk @ x(Q), 
k=O 
suitably satisfying (6.10) to (6.12) and with N = 0, or N = 1 and one corner &, or 
!V>l and comers pl<* l l < &,,. Similarly, Q(r& b’, S’, T’; x) identically equals a 
maxpolynomial R'(x) having an irredundant expression 
suitably satisfying (6.10) to (6.12) and with N’ = 0, or N’ = 1 and one comer pi, or 
N’>l andcomers &<*.~p6. 
If these two functions are to be identically equal, Corollary 4 clearly shows that 
N=N’, b=b’, S=S’, rk=r; (k=O ,..., IV). And from (6.10), this last implies 
T = T’. The converse is of course trivial. 
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Tbeorcm 11. Every maxpolynomial possesses a unkpe ‘linear fuctorisation’. That 
is, if R(x) is given by (4.2) then 
R(x)= Q(r, 6, S, T; x) (7.2) 
holds fat exactly one choice of r, 6, S, T. There ho&is I = TV, b = &, and if N a 1, 
andN’istheordetofSandT,then l~N’~Nandj&e=r~-q,. 
Rd. if (4.2) is not an irredundant expression then N > 1 and \vt: may drop an 
inessential term h(x) = 4 @dQ &om (4.2) and then, if the result is not an 
irredundant expression we may drop an inessential term and so on. We have seen 
that cbo(x), h(x) are both essential in (4.6) and similarly in any subsequent 
expression obtained by dropping inessential terms. Hence for any R(x) given by 
(4.2) we may in a finite number of steps find an irredundant expression for R(x) 
of the form 
(7.3) 
with 0, NEKE{O,..., w. Then by Theorem 8, 
R(x) = Qbo, h, S, T; 4 (7.4) 
for suitable sets S, T. And by Corollary 10, this expression for R(x) as a ‘product’ 
Q is unique. So let (N’+ 1) be the order of K. Then N’ G N; moreover if N Z= 1 
then K is of order at least 2 since 0, NE K, so N’a 1 and then from (6.4): 
LET e = (TV - to). 
Cordky 12. With the notation of Theorem 11, there is exactly one subset K of 
10 , . . . , N} such that (7.3) giues an inredundant expmsion for R(x). Any expression 
for a maxpolynomiad is an expression for R(x) if und only if it 
corresponding to K, together perhaps with one or more terms #, 
+&Hmax A(x) (all x). 
keK 
contains all terms 
satisfying 
(7.5) 
hoof. The proof of Theorem 11 shows that we may always find at least one 
irredundant expression for R(x) using a subset of the b(x) (k = 0,. . . , N) (not 
necessarily a proper subset). 
From two given irredundant expressions for R(x), say: 
* 
E QD 8 bi x(‘:) s E. b,‘@x(‘i? 3 R(x) 
k=O km0 
we may by Theorem 8 find two factorisations, 
QW,, b&, S’, T’; x) = Qh,, h,, S, T; x), 
whence by Corollary 10, rh = r,, 6; = &, S’ = S so N’ = N. 
(7.6) 
(OrL) 
(6.L) TN ‘**“‘I+) y_‘--p&9_‘-‘f9 
(8-L) 
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soluble if and only if (8.2) is soluble: 
za?k+rjJ (all kEK), 
2 < b + rhx. 
Evidently (8.2) is soluble if and only if: 
h(x) =*max h(x) for some x. 
keK 
(g-2) 
(8.3) 
Hence if (8.2) is insoluble for some K E{O, - . . , N)\(h) then for all n: 
(using (4.4)). 
So &, is inessential in (4.6). Conversely, if (8.2) is soluble for K ={0, . . . , N)\(h) 
then (8.3) says that for some x, +,(x@+,(x) so #,, is not inessential in (4.6). 
R~BBu&. Clearly L,emma 13 remains true if we replace reference to some subset 
KE{O,. . . , N)\(h) by reference to the specific subset K = (0, . . . , N)\(h). 
We now recall 
Motzkiiu’s mlc-pm of the Akmative [l]. For gken matrices B, C, D of equal 
numbers of columns, the system of hear dations (8.4): 
BE>@, q-9 Dg=O, (8.4) 
has a solution 5 if and only if the system of linear relations (8.5): 
B”b+C’%+D%=O, too, I-0, P#O, (8.5) 
has no solution 9, v, w. 
Here B” denotes the transposed of B, etc. We may now prove Theorem 14. 
Tbsc#eam 14. With the notation of Section 4: &, is inessential in (4.6) if and only if 
there is some subset K ~(0, . . . , N)\(h) of indices for which fkte exist scalars 
A& dC) such fhaf 
4Q c Akkr 
krK 
(8.7) 
(Cl ‘8) 
; 
:( 1yg) in0 %U!liJM 
(01 l 8) 
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Fig. 2. Concave hypograph. 
Fig. 3. Convex epigraph. 
are evidently convex sets with two parallel vertical boundaries and one polygonal 
boundary which is respectively concave or convex. If R(x) has the ix-redundant 
expression (4.2) with Na 1, for example, the epigraph of its restriction to the 
interval [&, &] coincides with the convex epigraph of the collection of points 
(81, R(B,)), l l l 3 (&, R(&& he Fig. 1). 
Cordlarg 1s. Giuen R(x) defined by (4.2), let S be the collection of points (rk, b) 
(k=O,..., IV). Then $ has a unique concaue basis T. Specifically, if (7.3) gives the 
imdundant expression for R(x) then (rk, &) E T if and only if k E K. 
Roof. Immediate from Corollary 12 and Theorem 14. 
NOW, it is geometrically evident (Fig. 2) that the concave basis for $ is given by 
its set of extreme points and this is easily demonstrated rigorously by routine 
arguments. Moreover we can pick out these extreme points sequentially by 
‘sighting’ along the boundary with rays emanating from other extreme points. 
These considerations yield the following algorithm for determining the set K of 
indices such that (7.3) gt’ws the inedundant expression for a maxpolynomial R(x) 
having a given expression (4.2): 
Step 1. Accept 0 into K. 
Step 2. If the last index accepted into K was N, stop. 
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Step 3, Otherwise let the last index accepted into K be k. Accept now into K 
the greatest index k’ (k < k’s IV) for which (& - bk)/(+ -. rk) is maximal. Return 
tc Step 2. 
Suppose by way of example that in (4.6) we have N= 4 and 
&J(x) = 1+2x, c#qx) = 2 + 3x, 
&(x)=4+5x, 4,(n) = 1+6x, (9.1) 
44(x) = 2 + 7x. I 
Thus 
R(x)= 1@x’2’ CD 2@xt3’ @ 4Qpx’s’ $ l@x@j) CB 2opx”’ . (9.2) 
On graphing the function as in Fig. 4, we see that +1 is inessential and +3 is 
strictly inessential. Fig. 2 plots (rk, h) from (9.2), showing that (tI, b,), (r3, b3) lie 
in the concave hypograph of the three extreme points (rO, &,), (r2, bz) and (r,,, bJ 
which are concavely independent. An easy modification of the argument leading 
to Theorem 14 shows, as Fig. 2 illustrates, that strictly inessential terms give rise 
to interior points of the concave hypograph, whilst non-strictly inessential terms 
give rise to boundary points which are not extreme points (compare Fig. 2 and 
Fig. 4). 
Fig. 4. Inessential terms. 
Remark. From (4.5) it is evident that the ratios (h#- II&(Q- rk) for consecutive 
accepted indices k, k’ are just the corners & with changed sign. 
Applying the algorithm to the data of (9.2), we fkst accept 0 into K then we 
examine the ratios: 
2-l 
1 
4-l l-l 2-l 1 -= 
-= 3-2 ’ 1 
--= 
’ ” 
---=- 
5-2 6-Z ‘74 5. 
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These correspond to ‘sighting’ the other points (Q, h) by a ray from (Q,, bO). 
The largest ratio (= 1) gives a ray along the boundary AO, A2 and the greatest 
index for which this ratio is achieved gives the point A*. We accept 2 into K and 
consider: 
lo4 -3 -= 2-4,-l 
6-5 ’ 7-5 * 
Thus we accept 4 = N into K and the algorithm is finished. So the irredundant 
form for R(x) is given by 
R(n)= l@x’” @ 4&P @ 2&c”‘. (9.3 j
The comers are minus the ‘accepted ratios’, already computed by the al- 
gorithm; the orders are the denominators of those ratios. Hence the factorisation 
following Theorem 8 is: 
R(x) =2@X’2’Qp(x @ l’-“)‘3’@(X @ 1)‘2’. (9.4) 
We remark on the evident duality between the convex epigraph of the 
(&, R(a)) (k E K) and the concave hypograph of the (rk, &) (k E K); in fact they 
are related by a discrete form of Fen&Z conjugacy. This conjugacy, and its 
algebraic expression, will be explored in a future publication. 
Finally, if Na 2, for each integer j (rO < j < I&, let ai be such that (j, q) is a 
boundary point of the concave hypograph (so if j is rk E K then q = h); and let 
pro = bO, s = b. We can evidently deduce the following, using Theorem 14 and 
Corollary 15. 
coronary 16 
R(x), namely 
Giuen R(x) defined by (4.2), we can find two canonical forms for 
the imdundant form (7.3) and the ‘fin form’ 
TN 
If ro= 0 in (9.5) we shall say that R(x) has a constant erm. Our theory then 
shows that R(x) possesses a factorisation 
R(xbM&&@q) j&h a+* * l sq,$ 
111 
10. Partial fmctiaDs 
In (3.3) there occurs an expression of the form 
(10.1) 
(6’01) 
(o@*) =s(x)n 
P 
qdi!L.m. 3 303 ‘Jap!suol) 
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is that 
pSqej+1 (j=l,...,n-1). (10.10) 
Proof. The necessity of (10.10) was proved in [6]. Assume now that (10.10) 
holds, and define: 
W-1 
c,=g; cr=s+kxj(Cuk-$+l) (j=l,...,n-1). (10.11) 
- 
From (lO.lO), (10.11) we easily infer {‘PMZ), (10.13), (10.14): 
CIGm 1 *SC& (10.12) 
Cl -&,a* l *PC,-& (10.13) 
Ci-Qli= cj+j-i3j+1 O’=l,...,n-1). (10.14) 
With these values for the CjS consider the value of the right-hand side of (10.9) 
for, say: 
CUjdXdtSj,l (l<jGR-1). 
Using (lO.lO), the value is: 
(10.15) 
maX(Cl-X,...,Cj-X,Cj+l-S,+l,.==,C,-~) 
= maX(Cj -X, Cj+l - ++I) (by (10.12), (10.13)) 
=kj-q) (by (10.14), (10.15)). (10.16) 
And the value of P(x)//Q( x ) , using (10.7), (10.8) and (l@. 15) is: 
g+jx+ “2 ak-jx- f S, (for j<n-1), 
k=j+l k=j+l 
g+(n-1%~(n-1)x-& (for j=n-lj, 
i.e. (q - aj) in all cases. Hence the two sides of (10.9) are equal for a[i G x =G &+I 
(j=l,..., n - 1) and by similar reasoning also for x G &, for aj GX G q 
(j=l,..., n - 1) and for x a&,. So the chosen values of cl,. . . , c, give a 
resolution into partial fractions. 
If we resolve the numerator P(x), given by (10.6), into ‘linear factors’ (by e.g. the 
procedures of Section 9) we find 
P(x)= lo~(x-~o)Qp(x~2)~(~~8~. (11.1) 
Thus P(x) has the factor (x@O)@(x@8) in common with the denominator Q(x) 
given by (10.3). We may cancel this factor in P(x)//Q(x) and ‘multiply out’ 
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numerator and denominator to obtain another ‘ration& 
U(x) = 
lO@(xCB2) 12 a3 lo& 
(x@l)@(xW) = 8 @ 7@x CB Xt2) l 
expression’: 
(11.2) 
If we resolve (11.2) into partial 
obtain 
U(x) -- =A@10 
(x691) (x$7) 
fractions using the method of Theorem 17, we 
(11.3) 
Expression (11.3j differs formally from expression (10.2) in that the terms 
involving the cancelled factors (x@O), (x@8) are missing in (11.3). Since (10.2) 
and (11.3) define the same function, we infer that the missing terms in (11.3) are 
inessential in (10.2). In fact, if we rewrite (10.1) as: 
u(X) = r@ @j(X) (11.4) 
j=l 
where 
0j(X)ECj//(X@8j) (j = 1, l l l ) n), (11.5) 
we may, by exact analogy with our discussion of maxpolynominals in Section 5, 
introduce the locutions: @j is inessential (or strictly inessential) in (11.4) and (11.4) 
is an irredundant expression (for U). 
Lemma 18. Let U(x) be defined by (11.4), (ll.S), wherein n 22 and SIG- l l a&. 
‘Then Oi (lsjsn) is inessential in (11.4) ifand only ifforsome kfj (leken) it 
holds that 
Cj sCk (11.6) 
Cj-6jsCk-&a (11.7) 
Roof. Suppose (11.6), (11.7) hold for some j, k (k # j). Evidently 
Cj +&, SC, +6jm 
Now on ‘rationahsing’ by analogy with conventional algebra (see Cd]): 
(11.8) 
(on cancelling XWj). (11.9) 
If we ‘add’ to both sides of (11.9) any ‘summands’ present in (11.4) with indices 
%uyuu$!?aq ayi W passms~p uouamouaqd atp sasgm~o~ MOU Jinsax %yho~~o$ aq~, 
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be g&n, where if j # k then either ci # ck or i$ # &. Suppose a function U(x) has a 
representation 
U(x) = c* oj (x) (11.15) 
jeG 
us a ‘sum’ of the partial fractions @j(x) 0’ CE G) where G is some coktion of indices. 
Then there is a unique subset L of G such that (11.16) is an inedundant expression 
for Uylx) in partial fiaqtions: 
C@ @j(x)* 
jlEL 
(11.16) 
Any expression as a csurn’ of partial fractions (I 1.14) is an expression fw U(X) if 
artd only if it is of the form 
where H 2 L and where, if H# L there holds: 
Oh(x)< ze @j(x) (all x and al2 h f H\L). 
jcL 
(11.17) 
(11.18) 
Expression (11.17) is inedundant if and only if H = L. 
Proof. Given (11.15), we can, if necessary, remove inessential terms until the 
resulting expression (11.16) is irredundant. Let (11.17) be any irredundant 
expression for U(x). If L # H, assume fkst that we can find h E H\L. If 4 were 
‘added’ to (11.16), it would be inessential, hence by Lemma 18 we can find a 
k E L such that 
C& s c, and c,,-&,~c~-&. (11.19) 
Evidently, kg H n L since & is not inessential in (11.17); hence k E L\H. Then 
similarly we c~?.Gd find hk H\L such that 
ck GC,l and ck -s, dch’-4’. (11.20) 
If (11.19), (11.20) are not to imply that Ok is inessential (through &) in (11.17) 
we must have h’ = h. But then cj, = ck and C~ - 8,, = ck - 4 so that h = k by the 
theorem hypothesis, contradictirig h E H\L. So H\L must be empty and SO, 
similarly, is L\H. Hence (11.17) is irredundant if and only if L = H. 
Now let (11.17) be any expression for U(x). Since we may cast out inessential 
terms and arrive at an irredundant expression which can only be (11.16), we infer 
H 2 L. And if h E H\L, then (11.18) holds because 
jeH jcL 
Conversely, any expression (11.17) with H I> L, whereby (11.18) holds, clearly 
gives an expression for U(X). 
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12.- and mhrfrrp 
We turn now to the problem of finding maxima and minima of ‘rational’ 
functions in max algebra, The following result is fundamental. 
Leamnu 22. Let maxpolynominals P(x), Q(x) be giwen, and define U(x)= 
P(x)//Q(x). Then U(x) is a piecewise-linear function. Its local minima (if any) 
occur only at certain COTM~S of P(x) and its local maxima (if any) occur onEy at 
certain corners of Q(x). (Points in whose neighbourkood U(x) is merely constant are 
not here classifid as &al minimum or maximum poinrs.) 
proof, U(x) is the arithmetical difference of two piecewise-linear functions and so 
is piecewise-linear. Moreover, Corollary 7 shows that the slope of U(x)-= 
P(x) - Q(x) can change from negative to non-negative, or from non-positive to 
positive, only at a comer of P(x), and from posdtive to non-positive, or from 
non-negative to negative, only at a comer of Q(x). 
The following results enable the maximum and minimum values for fairly 
general classes of ‘rational expressions’ to be obtained from an examination of 
their coefficients. 
Thorem 23. Let P(x), Q(x) be given maxpolynominals 
Q(x) = fe dk @X’3. 
k=O 
If N G M and (12.2) contains no strictly inessential tears then 
Roof. For any x an&l for 0~ k s N we haVre 
E gj dk@X(rk’ 
bkB k=O SC 
dk Q(x) 
(by &a) 
bk =- 
2y 
(12.1) 
(12.2) 
(12.3) 
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‘Summing’ with respect to k (k = 0, . . . , IV) and using axiom P 
(12.4) 
Bn the other hand, since (12.2) contains no strictly inessential terms we have for 
each k=O,..., N a value xk or x for which 
Q(JCk) = db @x(kr,). (12.5) 
Evidently 
P(x+t&@x(krL) (by PlJ- 
Hence 
PO25 (k=O,...,N). 
Qbhc) dk 
(12.6) 
Let & be a value of k (0~ k G IV) for which bk//& is greates’. Then from (12.4), 
(12.6): 
Evidently (12.7) implies 
(12.7) 
(12.8) 
Corollary 2& ‘With the notation of Theorem 23, if IV2 M and (12.1) contains no 
strictly inesseWi6rZ terms then 
Proof. Applying Theorem 23 to the function Q(x)//P(x) we have 
mMQ(x) - P(x)) = max (dk - 4) 
x k=O.....M 
which is equivalent to the required result. 
I 
(12.9) 
Now it is clear thatt we can develop an algebraic system dual to max algebra by 
using the functions x@‘y = n&(x, y) and x@ y = x + y. Analogues of the axioms 
and notations of Sections 1 and 2 apply in the obvious way and the resulting 
system can be called ‘min alg,ebra’ [SJ. 
So if IV = M and neither (12.1) nor (12.2) contains strictly inessential terms we 
can paraphrase 
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(12.3), (12.9) by saying that the mintinum and maximum of 
are 
fl k 
P 
fl 
(12.10) 
k 
P 
f 4(8)x(‘*) 
and (12.11) 
respectively. Under analogous irredundancy assumptions, (12.11) also give the 
minimum and maximum values of the corresponding function in min algebra: 
(12.92) 
and of course also of any function obtained by changing the coefficients in (12.10), 
(12.12) to b,@&k, @B&k for arbitrary &k (k=O,. . . Jv). 
In the foregoing argument we have assumed that the same powers of x were 
used in (12.1), (12.2). The following result avoids +I=- assumption. 
Theorem 25. Let P(x), Q(x) be any maxpoiynowzinals nd let their expression i  
full canonical form (see Corollary 16) be 
(12.13) P(x)= E. ajQDx’l’, 
i-b 
(12.14) 
Proof. As for Theorem 23 and Corollary 24 bearing in mind the fact that the full 
canonical form contains no strictly inessential terms. 
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13. A general procedure 
We conclude with the task mkntioned in the first section, the qinimisation of a 
function q?(x) given by (1.3), or equivalently by (3.3). 
Theorem 26. Let e(x) be given by (3.3). Among terms having identical value for 4 
(if this arises) we rvtay cancel all but one, i.e. one with greatest value of cj, the others 
being inessentiat bj Lemma 18. Suppose this has already been done In (3.3) and 
that indices are alkxated so that aI < l l l <IS,, if n > 1. Let Q(x) be defined by 
(10.8) and let P(x) be a maxpolynominal satisfying (10.9). Let the linear factorisa- 
tion of P(x) be given by (10.7) and let us now cancel between P(x) and Q(x) any 
common linear factors (with due regard to multiplicities). Let L be the set of indices j
for which (x@ cyi) is not cancelled. If L is non-empty then the local minimum points 
of e(x) are exactly the aj (Jo 5) and: 
min Jl(X) = p l?lin(2Cj - cyI.)* 
x j6L 
(13.1) 
If L is empty then q+(x) does not assume a minimum. 
Proof. Define U(x) =P(x)//Q(x). If L is empty then after canceiling: 
P(x) g 
U(x)---= S---E 
Q(x) d.36 
(for some uncancelled 8). Thus 
q?(x) = x(*+8 ( u(x))(2p) (by (3.3), (10.9)) 
= px + 2pg -2p max(x, 6). 
Clearly thiT has no local minimum points for positive p. 
If L iseon-empty then let &(k=l,...,m) and&(k=l,...,m-t-1) be the 
uncancelled corlrers of P(x), Q(x) respectively, where a[ s l l l s cu; and 6: < 
l *=<S;+l. From r(lO.lO), as a result of cancellation: 
~~~-QY+S~+~ (k = 1,. . . , m). (13.2) 
Define 
k=l 
Evidently U(x) = P’(x)lfa’(x). We consider the function 
= x + 2P’(x) - 2Q’(x). 
(13.3) 
(13.4) 
(13.5) 
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For x < Si, this function equals x +2g + 2 crml cw;- 2 ZZt 8: and so has unit 
gradient. As x passes through a comer of Q’(x), it follows from (13.5) and 
Corollary 7 that the slope of g(x) decreases by 2 and similarly as x passes through 
a romer of P’(X), the slope of s(x) increases by 2. From (13.2) therefore we see 
that the slope of e(x) changes from +1 to -1 at each 8; and from -1 to +l at 
each CX;, and is otherwise constant. Hence the cw; (k = 1, . . . , m), i.e. the CX~ 
(j E L), are exactly the local minimum points of s(x) and therefore also of: 
fax)= .Qw pv” 
= xfP)@ ( u(x))‘2p’ 
Now, we may produce an irredundant expression far U(x) in two ways: first by 
cancelling inessential terms (if any) from (3.3); second by applying the construc- 
tion (10.11) to P’(x), Q’(x) which have no common factor. Theorem 21 shows 
that these must have the same result, so the Cj with je L in (3.3) are exactly the c; 
(say) with k = 1,. . . , m + 1 produced by construction (10.11) applied to P’(X), 
Q’(x). Now for k = 1,. . . , m: 
(13.6) 
This ‘summation’ contains terms of three possible kinds: 
From (10.12), (10.13), (10.14) and (13.2) we see that the central term in (13.7) is 
greatest, so: 
U(0;) = CL- CXL = Cj - cyi for some j E L. 
And for each j E L: 
#(aj) = a:“‘@( U((yi))(2p) = 2pC, - pcxi* 
Now the minimum value of Jr(x) is the least of its values at its local minimum 
points, so (13.1) follows. 
As an example, consider the minimisation of: 
rl/(x) =max[min(2x, 32 - 2x), min( 16 + 2x, 20 - 2x), 
min( 16 + 2x, 16- 2x), min( 12 + 2x, 40 - 2x), 
min(4 + 2x, 32 -2x)]. 
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This is of the form (1.3) with n = 5 and p = 2. Reformulating as in Section 3: 
32@xt2’ e ~O@X’~’ e lti@x”) $40@@ ~ 32@~‘~’ 
#(x) =--- 
J&@)@ 32 x’4’c94 Xt4’@0 xt4)@28 xt4’@28 l 
(13.8) 
We may drop the last term which is inessential, having t:he same denominator as 
the penultimate term. Rearranging to g.ke a1 <a l 9 <=& we have 4(x) = 
x(~)@(U(X))(~) where U(x) is given by (10.2). We may ‘rationalize’ this as in 
Section 10 and then cancel common factors as in Section 11 to obtain (11.2). 
Hence $(x) has only one local minimum point, at x = 2. Its value there, by 
Theorem 5 and (11.3), is 2(10- 2) = 16. 
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