





presented to the University of Waterloo
in fulfilment of the




Waterloo, Ontario, Canada, 2019
© Mariia Sobchuk 2019
I hereby declare that I am the sole author of this thesis.
This is a true copy of the thesis, including any required final revisions, as
accepted by my examiners.




In this thesis we are studying the cases when quantum independence and
quantum chromatic numbers coincide with or differ from their classical coun-
terparts. Knowing about the relation of chromatic numbers separation to the
projective Kochen-Specker sets, we found an analogous characterisation for
the independence numbers case. Additionally, all the graphs that we studied
that had known quantum parameters exhibited both the separation between
the classical and quantum independence numbers and the separation be-
tween the classical and quantum chromatic numbers. This observation and
the Kochen-Specker connection suggested the possibility of the chromatic
and independence numbers separations occurring simultaneously. We have
disproved this idea with a counterexample. Furthermore, we generalised
Manĉinska-Roberson’s example of the chromatic numbers separation to an
infinite family. We investigate some known instances with strictly larger
quantum independence numbers in-depth, find a more general description
and generalise Piovesan’s example. Using the Lovász theta bound, we prove
that there is no separation between the independence numbers in bipartite
and perfect graphs. We also show that there is no separation when the clas-
sical independence number is two; and that the cone over a graph has the
same quantum independence number as the underlying graph.
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The terms coclique and chromatic number became classical in graph theory
over their more than 70 year long history. On the other hand, their quantum
analogues appeared recently, with the first instance of quantum chromatic
number generally attributed to the paper Cameron, Montanaro, Newman,
Severini and Winter [7] published in 2007. The theory is captivating, as it
shines new light on well-favoured graph theoretical properties, and draws
subtle connections between Physics and Mathematics.
There have been two main directions of research in this area: one is to
explore the difference of the quantum world and classical through Physical
concepts and another one is to do so with Mathematical ideas. A lot of
progress has been made by Mančinska, Roberson and Scarpa by 2013, when
coincidentally they all published their theses [19], [26] and [27]. More re-
cently, in 2016, interesting new results come from Piovesan’s thesis [23]. Be-
fore learning how our work builds on their contributions, we first introduce
the definitions of the quantum chromatic number and quantum independence
number.
Throughout the thesis we use standard trace matrix inner product. For
the matrices P,Q ∈ Cn×n we have
hP,Qi = trP ∗Q.
Definition. For a graph X, the quantum chromatic number χq(X) is the
minimum integer s for which there exist a |V (X)|×s block matrix P such that
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1. INTRODUCTION
P (u,i) ∈ Cd×d is a projection, and its entries satisfy the following conditions:X
i∈1,...,s
P (u,i) = Id for all u ∈ V (X)
hP (u,i), P (v,i)i = 0 for all uv ∈ E(X) and i = 1, ..., s
To get the intuition for this definition, let the entries of the matrix P be
1× 1 projections, in other words integers 0 or 1. Given a classical colouring,
let the ij-th entry P (u,i) be 1 if the vertex u is coloured colour i. In this case,
P becomes a usual characteristic matrix of a classical colouring. Immediately,
it follows that
χq(X) ≤ χ(X)
for any graph X.
Definition. For a graph X, the quantum coclique number αq(X) is the
maximum integer t for which there exist a |V (X)| × t block matrix P with




(u,i) = Id for all i = 1, ..., t
• P (u,i)P (v,j) = 0 for any uv ∈ E(G) for all i, j = 1, ..., t
• P (u,i)P (u,j) = 0 for any i 6= j for all i, j = 1, ..., t and u ∈ V (X)
To get a better feeling for the definition, considering 1×1 projections may
help again. Let us assume, vertices in the α-coclique are labelled as 1, ..., α,
and making the P (u,i) entry one if u is the ith vertex of the coclique. Again,
P is now just a characteristic matrix of a coclique. Similarly, this shows that
for any graph X we have
α(X) ≥ αq(X).
The idea is that if the dimension of the projections is greater than one,
these two definitions generalise the classical parameters. The purpose of this
thesis has been studying the known examples of the results on separation
and generalising them.
One way to look at this topic is as in Roberson’s thesis [26], where he
views the quantum graph parameters through the lens of quantum homo-
morphisms, just as the classical chromatic and independence numbers can
be defined in terms of classical homomorphisms. He finds a pair of graphs
between which there is a quantum homomorphism, but no classical one which
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yields a graph with the separation between the classical and quantum inde-
pendence numbers.
In the next thesis, Piovesan [23] gives an example of an orthogonality
graph of a Kochen-Specker set, a construction that we call a Kochen-Specker
graph, which exhibits the separation between the classical and quantum in-
dependence numbers.
Roberson and Mančinska [20] came up with the example of a graph on
14 vertices, a cone over a graph on 13 vertices, G13, where the two chromatic
numbers differ. Remarkably, G13 was an orthogonality graph of a Kochen-
Specker set. A Kochen-Specker set is a set of vectors in a Hilbert space, such
that it is impossible to pick one vector from each basis without picking two
orthogonal ones. We will see them coming up again soon.
There are instances of separations in large graphs, for example in [27], but
we are looking for generalising examples, possibly for new infinite families.
We study smaller graphs.
There have been known infinite families of graphs where either χ > χq [4]
or α < αq [27]. The former construction involves Hadamard graphs and the
latter builds on the chromatic separation to yield the independence numbers
difference. In this thesis, we show that all Erdős-Rényi graphs give rise to the
graphs whose quantum chromatic number is strictly larger than its classical
counterparts (more detail can be found in4.4.1). Using Scarpa’s construction
this yields more graphs with the independence numbers gap. This new exam-
ple builds on Mančinska and Roberson’s work in [20]. We observed that G13
is an Erdős-Rényi graph [11] and defined an embedding of the Erdős-Rényi
graph into R3. Applying Mančinska and Roberson’s technique, we proved
that such embedded graphs have the chromatic numbers separation.
We have also come up with a new graph on 120 vertices exhibiting sep-
aration between the quantum and classical independence numbers. For this
we first observed [11] that the graph from Piovesan’s thesis [23] is a Cayley
graph. To understand the relation better, we have found an explicit ho-
momorphism which to our surprise used Quaternion algebra. Changing the
underlying group and using Quaternions, we have come up with the above-
mentioned 120-vertex graph.
On the physical side, Scarpa and Mančinska determined the condition for
the sets of projections defining the quantum chromatic number to guarantee




1.0.1 Theorem. For all graphs G, we have that c = χq(G) < χ(G) if and
only if the entries {P (v,a)}v∈V (G),a∈[c] of the |V (G)| × c quantum chromatic
matrix P is a projective KS set.
Encountering Kochen-Specker sets so very often led us to wonder if a
similar condition can be proved for the projections defining the quantum
independence number, resulting in the next theorem.
1.0.2 Theorem. For all graphs G, we have that k = αq(G) > α(G) if and
only if the entries {P (v,a)}v∈V (G),a∈[k] of the |V (G)| × k quantum chromatic
matrix P form a projective KS set.
And while the separation examples are relatively scarce and difficult to
find, the instances of results which echo the classical intuition are of interest
as well. Using the known bounds, we observed that bipartite and perfect
graphs exhibit no separation. While G14 has the gap for the chromatic num-
bers, Lovász theta bound that was within one from α(G13), broke our hopes
of G13 or its cone of exhibiting the difference between the independence num-
bers.
In analogy to the result of being quantum bipartite being equivalent to
being classically bipartite [7], we proved the following:
1.0.3 Lemma. If α(G) = 2, then αq(G) = 2.
Finally, as one would expect:
1.0.4 Lemma. Consider a graph X. If X ∪ {v} is obtained by adding an
apex vertex v to X, then αq(X) = αq(X ∪ {v}).
Since we are working a lot with quantum measurements, we will present
some Physical background about the quantum measurement postulate. Ad-
ditionally, we include the history of the Kochen-Specker theorem, as it also




This thesis is a study of the quantum chromatic number and the quantum
independence number of a graph. Logically, we will start with the classical
background and gradually relate it to the quantum notions with the help of
the language of homomorphisms.
It is well known that the chromatic number of a graph X can be expressed
in terms of the existence of a homomorphism from X into a complete graph.
Moreover, finding the coclique number is equivalent to finding a homomor-
phism from Kα(X) to the complement of the original graph X. In this chapter,
we will review these concepts.
Mančinska and Roberson [21], [26] defined the quantum chromatic and
independence numbers and generalised homomorphisms to quantum homo-
morphisms. Originally, this had been done in terms of games. However, since
they are not the main focus of this thesis, the reader can get acquainted with
the games definition in the appendix to this chapter. We will use the newer
definition in terms of projections.
We will define orthogonal graph representation and learn two theorems
on the quantum chromatic number, which will demonstrate the importance
of this graph representation for the subject.
Finally, since projections are central in this area, there is a brief overview




Chromatic number and independence number are central notions in graph
theory.
Chromatic number is a famous graph parameter. It is usually defined as
the least integer r such that each vertex of X can be assigned one of r colours
such that adjacent vertices receive different colours.
Figure 2.1: 3-Colouring of a wheel graph
For us it will be more convenient to define it in terms of homomorphisms.
Definition (Classical homomorphism). Homomorphism from a graph X to
graph Y is a function f : V (X) → V (Y ) such that whenever x and x0 are
adjacent (denoted by x ∼ x0) in X, it holds that f(x) ∼ f(x0) in Y as well.
This theorem will serve as our definition of a chromatic number.
2.1.1 Theorem. [13] The chromatic number of the graph X is the least
integer r such that there is a homomorphism from X to Kr.
Proof. Suppose that the chromatic number of a graph is r. Vertices of Kr
correspond to colours 1, ..., r. Now, define a homomorphism from
h : X → Kr
h(v) 7→ colour of v
Now, if two vertices are adjacent in X, they will have different colours, and
thus will map to adjacent vertices of Kr. If they are of the same colour,
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2.1. CLASSICAL DEFINITIONS
they are not adjacent and are mapped to the same vertex in Kr. Since Kr
is loopless, h is a homomorphism. The choice of r was minimum, so the
statement follows.
On the other hand, if there is a homomorphism h : X → Kr then for each
i ∈ Kr each h−1(i) corresponds to a colour class, consisting of nonadjacent
vertices. Thus,
colour(v) = i if i ∈ h−1(i)
is a valid r-colouring.
Coclique number, also referred as independence number, is the size of a
maximal subset of vertices of a graph such that no two are adjacent. It would
be called the clique number in the complement of the graph.
Figure 2.2: 4-coclique in the Petersen graph
As for the chromatic number, we will give a general definition for the inde-
pendence number of the graph and then the one in terms of homomorphisms,
which will be more useful to us.
There are multiple connections between independent sets and colourings.
For example, in a proper colouring of X, colour classes (vertices of the same
colour) are cocliques. Additionally, χ(X) ≥ α(X) = ω(X) There is an
analogous theorem for quantum independence number in terms of homomor-
phisms.
2.1.2 Theorem. [13] The coclique number of the graph X is the largest
integer s such that there is a homomorphism from Ks to X.
Proof. Suppose, S is a maximal independent set in X with the size s. In
the complement X, the set S = {s1, ..., ss} will correspond to a Ks subgraph.
Now, define a homomorphism from




Now, this is an inclusion homomorphism.
On the other hand, if s is the largest integer such that there is a homomor-
phism h : Ks → X, then there is a Ks clique subgraph in X, corresponding
to an s-coclique in X.
2.2 Quantum definitions
At first the definition of a quantum homomorphism may look totally unre-
lated to the classical one.
Definition. [21] There exists a quantum homomorphism from X to Y if and
only if there exist a |V (X)| × |V (Y )| matrix E with projections E(x,y) in the




(x,y) = I for all x ∈ V (X)
• E(x,y)E(x0,y0) = 0 if (x = x0 and y 6= y0) or (x ∼ x0 and y y0)
If we consider projections to be 1 × 1 matrices which get values either
0 or 1, then this definition easily reduces to the classical homomorphism.
Suppose, h : X → Y is an (X,Y )-homomorphism. Let
E(x,y) =
(
1 if h(x) = y,
0 otherwise .
One can check that this is a valid quantum homomorphism.
When the projections of interest are not one-dimensional, in [26] Rober-
son demonstrates a way to translate the question about quantum homomor-
phisms into a language of the better studied classical homomorphisms. For
this a concept of measurement graph is useful.
Definition (Measurement graph). [26]
For us a projective measurement, on a set S is a set of projections in
Cd×d, that sum to identity (implying they are pairwise orthogonal) and are
indexed by the elements of the set S.
For a finite graph Y and d ∈ N, define the measurement graph M(Y, d)
to be the graph whose vertices are projective measurements on the set V (Y ).




2.2.1 Theorem. [26] If X and Y are graphs, then X q−→ Y if and only if
X →M(Y, d) for some d ∈ N.
Proof. Suppose, f : X → M(Y, d). Let f(x) = Ex. Let E(x,y) = Exy . It
follows from the definition of the measurement graph that projections E(x,y)
satisfy the conditions in the definition of the measurement graph.
On the other hand, if X q−→ Y, then there exist projections E(x,y) satisfying
the conditions in the definition of the quantum homomorphism. Let
f : V (X) → V (M(Y, d))
x 7→ Ex = {E(x,y)}y∈V (Y )
Then if x ∼ x0, we have that E(x,y)E(x0,y0) = 0 if y is not adjacent to y0 and
and f is indeed a homomorphism.
Now we are going to define χq and αq in terms of projections.
2.2.1 Quantum chromatic number
In the literature χq is defined analogously to χ through, now a quantum,
homomorphism. Thus, χq(X) is the smallest s such that there is a quantum
homomorphism from X into Ks. In other words, there are projections P (u,i)




(u,i) = Id for all u ∈ V (X) and
• P (u,i)P (v,j) = 0 if (i = j and u 6= v) or (i ∼ j and u v)
We can rewrite it in a more convenient way.
Definition. For a graph X, the quantum chromatic number χq(X) is the
minimum integer s for which there exist a |V (X)|×s block matrix P such that




(u,i) = Id for all u ∈ V (X) and
• hP (u,i), P (v,i)i = 0 for all uv ∈ E(X) and i = 1, ..., s
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2. HOMOMORPHISMS
We will often concentrate on the entries {P (u,i)}u∈V (X),i∈[s] themselves,
without recalling the matrix explicitly.
As a careful reader notices, d is not fixed in the definition. This pushes
various definitions with a concrete d, such as χ(1)q , a rank one quantum chro-
matic number, where d = 1. If we have the matrix Q for the rank-1 quan-
tum chromatic number, it also satisfies the conditions for χq. It means that
χq ≤ χ(1)q for all graphs.
A lot of graphs studied in this thesis will be orthogonality graphs for some
set of vectors from some Hilbert space H. Vertices of such graphs are the
chosen vectors and two vertices are made adjacent only if the correspond-
ing vectors are orthogonal. The dimension of H is the dimension of this
orthogonal representation.
On the other hand, a graph G on n vertices has orthogonal representa-
tion in some Hilbert space H if there is a homomorphism from G into an
orthogonality graph of a subset of vectors in H.
Example. For example, vectors (1, 0, 0), (0, 1, 0) and (0, 0, 1) determine an
orthogonal representation of K3 in R3.
Some graphs with the known quantum chromatic number rely on the
dimension of vectors the orthogonal representation of the graph to determine
the quantum chromatic number. Therefore, it can be interesting to know the
lowest such dimension, also known as the orthogonal rank, ξ of the graph.
Here we present a couple of related theorems.
2.2.2 Theorem. [7] ξ(X) ≤ χ(1)q (X).
Proof. Suppose, X is a graph with χ(1)q (X) = k, obtained by rank-1 d × d
projections {P (u,i)}u∈V (X),i∈[k]. Observe, that since projections are rank-1,
they can be written as P (u,i) = uiu∗i for any u ∈ V (X), i ∈ [k]. Now, we must
have d rank-1 projections adding up to Id, which means that χ(1)q (X) = d.
Now, we from the definition of the quantum chromatic number, it follows
that for every u adjacent to v,
hP (u,1)P (v,1)i = hu1u∗1, v1v∗1i = 0
which happens if and only if
hu1, v1i = 0.
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To obtain the orthogonality representation of the graph, only consider the
projections from the quantum coclique matrix in the column 1, i.e.
{P (u,1) = u1u∗1}u∈V (G)
and define a homomorphism into the orthogonality graph of the vectors
{u1}u∈V (G) :
u 7→ u1,
which is a valid orthogonal representation ofG. Hence, ξ(X) ≤ d ≤ χ(1)q (X).
2.2.3 Theorem. [7] If a graph X has a real orthogonal representation in
dimension 3 or 4, then χq(X) ≤ 4. Similarly, if X has a real orthogonal
representation in dimension 8, then χq(X) ≤ 8.
Remark. Cameron et al in [7] only prove the theorem for dimension 4. They
claim that the analogous proof works for dimension 8, without providing the
proof. We verified the construction in dimension 8.
The proof of this theorem is taken from [20].
Proof. Clearly, a 3-dimensional orthogonal representation can be easily
lifted to a 4-dimensional one by adding a 0 last coordinate to each of the
vectors, so it suffices to consider the 4-dimensional case only.
Cameron et al. in [7] provide a method to construct a quantum 4-
colouring relying on the 4-dimensional orthogonal representation.
Suppose r = (r0, r1, r2, r3)T ∈ R4 is a unit vector (for us later will be com-
ing from an orthogonal representation). We will describe how to construct a
full orthonormal basis from it. If we do that, then the projections on each of
the basis vectors will give us projections that sum to identity, and will be a
good candidate for projections vi for a quantum colouring of a vertex v ∈ G.
Thus, associate to any vector r ∈ R4 a quaternion
q(r) = r0g0 + r1g1 + r2g2 + r3g3,
where g0 = 1, g1 = i, g2 = j, g3 = k. The g0,1,2,3 notation is easier to refer to
quaternions, because of the imaginary unit i. Thus, we have that g2m = −1
for m = 1, 2, 3 and for distinct i, j ∈ {1, 2, 3}, we have gigj = ±gk for some
k ∈ {1, 2, 3} \ {i, j}. Similar rules also hold for octonions. For convenience,
we also include the multiplication table here:
11
2. HOMOMORPHISMS
Figure 2.3: Octonions multiplication table, [3]
Now, for all i ∈ {0, 1, 2, 3} define ri ∈ R4 to be the vectors such that
q(ri) = giq(r). For example, for r0 we want a vector such that
q(r0) = g0q(r) = r0g20 + r1g0g1 + r2g0g2 + r3g0g3.
However, since g0 = 1, we get that
q(r0) = r0g0 + r1g1 + r2g2 + r3g3 = q(r),
so r0 = r. Another example is r1. We are looking for a vector such that
q(r1) = g1q(r) = r0g1g0+ r1g1g1+ r2g1g2+ r3g1g3 = r0g1− r1g0+ r2g3− r3g2,
where the last equality comes from the property of quaternions and yields a
vector
q(r1) = (−r1, r0,−r3, r2, )T
when written in the quaternion basis. In a similar manner we could write the
remaining vectors obtained from r in a matrix form, i.e. (r0, r1, r2, r3)T =
r0 −r1 −r2 −r3
r1 r0 r3 −r2
r2 −r3 r0 r1
r3 r2 −r1 r0

Here we will show that {r0, r1, r2, r3} form an orthonormal basis. The ith
entry in the jth column corresponds to the coefficient in front of rj in the
quaternions basis. We can just double check by multiplying the vectors out
in quaternions basis that they are orthogonal.
12
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There is a more systematic way too. One can see the pattern after we show
why r1, r2, r3 are orthogonal to r0 = r. First, observe that left-multiplying
q(r) by gi swaps the coefficients g0 and gi with an opposite sign (as in the
matrix the new g0’s are −r1,−r2 and −r3. So the new coefficients for g0
and gi contribute nothing to the inner product (e.g. for r0 and r2, we get
−r0r2 + r2r0 for the 0th and 2nd coordinates.)
The same is true of the remaining coordinates. When calculating the
expression for hr0, rmi we will face the summation g1gig1 + gjgigj, where in
general i 6= 0, j, 1. By properties of quaternions, g1gig1 = gjg1 and gjgigj =
g1gj = −gjg1. In other words, those also contribute 0 to the inner product,
so each of r1, r2, r3 is orthogonal to r0. Similar arguments show that they are
pairwise orthogonal as well.
Second, recall that r was a unit vector. Since multiplying by gi just
permutes the elements of the group and they all have the same norm, q(r)
is a unit vector too. Now, we obtained ri by changing signs and rearranging
entries of r, hence, we did not change its norm. We see that all ri are unit
vectors.
Now, suppose a graph X has an orthogonal representation φ in dimension
4. Using the above construction and letting φ(v) = r, we can construct
orthonormal basis {φ(v)0, φ(v)1, φ(v)2, φ(v)3} as above. As mentioned in the
beginning, we can let vi be a projection onto the vector φ(v)i. Since φ(v)i’s
come from an orthonormal basis,
P
i vi = I4 and hvi, vji = 0 if and only if
hφ(v)i, φ(v)ji = 0, which holds from again φ(v)i’s forming a basis.
We have just shown how given a 4-dimensional real orthogonal represen-
tation, we can construct a quantum 4-colouring.
There is a similar construction for dimension 8 orthogonal representation
with help of octonions. Since we have not found the proof written out in the
literature, we provide it here.
Proof. We verify that all of the above steps work in dimension 8 as well.
Consider a unit vector r = (r0, ..., r7)T ∈ R8. As before, we will try to
construct an orthonormal basis for R8 from it. With every such vector r,
Associate an octonion
p(r) = r0e0 + r1e1 + ...+ r7e7,
where e0, ..., e7 are octonions. Now for all i = 0, ..., 7, let ri ∈ R8 be the




q(r1) = e1(r0e0 + r1e1 + ...+ r7e7)
= −r1e0 + r0e1 − r3e2 + r2e4 − r5e4 + r4e5 + r7e6 − r6r7,
Where the last equality is using the octonions multiplication rules.
ri = (−r1, r0,−r3, r2,−r5, r4, r7,−r6)T .
Placing the column vectors r0, ..., r7 results in the following matrix.
r0 −r1 −r2 −r3 −r4 −r5 −r6 −r7
r1 r0 r3 −r2 r5 −r4 −r7 r6
r2 −r3 r0 r1 r6 r7 −r4 −r5
r3 r2 −r1 r0 r7 −r6 r5 −r1
r4 −r5 −r6 −r7 r0 r1 r2 r3
r5 r4 −r7 r6 −r1 r0 −r3 r2
r6 r7 r4 −r5 −r2 r3 r0 −r1
r7 −r6 r5 r4 −r3 −r2 r1 r0

We will show that its columns are pairwise orthogonal, and thus, r0, ..., r7
form a basis. The reasoning is very similar to the one in the 4-dimensional
case. Left multiplying r by ei swaps r2j and r2j+1 for j = 0, 1, 2, 3 with
making one of the elements negative. Recall that all the coefficients r0, ..., r7
are real numbers, so the vector r0 = r is orthogonal to any ri, i = 1, ..., 7, in
R8.
Looking at the multiplication table of octonions (provided below), one
can notice that for any pair of ei and ej there are 4 pairs (k,m) of elements








Figure 2.4: Octonions multiplication table, [2]
Thus, when taking inner products of columns corresponding to the vectors
ri and rj, the summands will consist of pairs of the type ekem − emek = 0,
making any two such columns orthogonal.
Now, if we have an 8-dimensional orthogonal representation, we can con-
struct a quantum 8-colouring as follows. For a vertex v with a vector r,
assign projections {r0(r0)T , ..., r7(r7)T}. They sum to identity, as rank-1 pro-
jections built from a basis. The orthogonality conditions still hold as the
orthogonality conditions hold for the underlying vectors.
2.2.2 Quantum independence number
Analogously, define αq as the largest t such that there is a quantum homomor-
phism from Kt
q−→ X. This corresponds to a quantum clique number of the
complement ωq(X). In this case, the Definition 2.2 guarantees the existence




(x,i) = Id ∀i ∈ V (Kt) (1)
• E(x,i)E(x0,j) = 0 if (i = j and x 6= x0) or (i ∼ j and x x0) (2)
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By labelling vertices of Kt as {1, ..., t}, noting that i ∼ j in Kt if and only if
i 6= j ∈ [t], and observing that x x covers the case that x = x0, we rewrite
the definition in the more compact form.
Definition. For a graph X, quantum coclique number αq(X) is the max-
imum integer t for which there exist a |V (X)| × t block matrix P with




(u,i) = Id for all i = 1, ..., t
• P (u,i)P (v,j) = 0 for any u ∼ v for all i, j = 1, ..., t
• P (u,i)P (u,j) = 0 for any i 6= j for all i, j = 1, ..., t and u ∈ V (X)
As in the case with the quantum chromatic number, we will concentrate
on the entries {P (u, i)}u∈V (X),i∈[t] themselves, without recalling the matrix
explicitly.
2.3 Linear Algebra
At this point it is clear that we will be dealing a lot with projections, so it
helps to recall some of their properties. For d × d projections P and Q we
recall some general facts:
• PQ = 0 if and only if hP,Qi = 0
• Since P 2 = P, the eigenvalues of P are 0 and 1.
• Therefore, P is positive semidefinite.








There is another more elaborate result about the sum of projections that
sum to identity.
2.3.1 Theorem. [9] Suppose Ai, i = 1, ...,m are n × n complex matrices
and let ni denote the rank of Ai. Then if
Pm
i=1Ai = In the following are
equivalent:
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1. A2i = Ai
2.
P
i ni = n
3. AiAj = 0 for all i, j = 1, ...,m and i 6= j,
2.4 Analogues of classical results
There are quite a few similarities between the quantum and classical param-
eters.
2.4.1 Lemma. If X q−→ Y , then χq(X) ≤ χq(Y ).
Proof. Consider a quantum homomorphism Y q−→ Kk. We can compose
quantum homomorphisms to obtain X q−→ Y q−→ Kk. Since we are looking for
the smallest n such that there is a quantum homomorphism from X to Kn,
we conclude that χq(X) ≤ χq(Y ).
To the best of our knowledge the rest of this subsection provides some
new results.
2.4.2 Lemma. Consider a graph X. Let Y be obtained by adding an apex
vertex v to X, then αq(X) = αq(Y ).
Proof. First, if projections {P (u,i)}u∈Xi∈[t] determine a t-quantum coclique in
X, then we can just assign t zero projections to v. Hence, αq(Y ) ≥ αq(X).
Now, suppose
{Q(u,i)}u∈Yi∈[k]
determine a k-quantum coclique in Y. We will create a quantum k-coclique in
X. First, delete the vertex v from Y and choose an arbitrary vertex u ∈ X.
Update projections of u from Q(u,i) to
R(u,i) = Q(u,i) +Q(v,i).
Leave the remaining projections unchanged:
R(x,i) = Q(x,i) for x 6= u.




R(u,i)R(u,j) = (Q(u,i) +Q(v,i))(Q(u,j) +Q(v,j)) = 0
if i 6= j, since u and v are adjacent in Y . Similarly, for x 6= u, i 6= j







Moreover, if y 6= u and i 6= j and x ∼ y
R(x,i)R(y,j) = Q(x,i)Q(y,j) = 0.
Finally, if x ∼ u and i 6= j, then
R(x,i)R(u,j) = Q(x,i)(Q(u,j) +Q(v,j)) = 0),
because x ∼ v in Y for all x ∈ X. Therefore, αq(X) ≥ αq(Y ). The statement
follows.
Using Lovász’s ϑ, we can prove that Paley(13) exhibits no separation
between the classical and quantum independence numbers. We are going
to define Paley(13) below, while ϑ is just a bound aiding our calculations.
The curious reader is welcome to explore more about this parameter in the
Section 6.3.
Definition. [13] For a prime power q ≡ 1 mod 4, Paley graph P (q) has
as vertex set the elements of the finite field GF (q), with two vertices being
adjacent if and only if their difference is a nonzero square in GF (q).
It is well-known, that for any q ≡ 1 mod 4, a Paley graph P (q) is isomor-
phic to its complement. [17]. They are also known to be vertex-transitive
[13]. A graph G is vertex-transitive if for any two vertices u and v there is a
homomorphism h : G→ G from the graph to itself mapping u to v.
2.4.3 Theorem ([17]). If G has n vertices, is isomorphic to its complement





2.4. ANALOGUES OF CLASSICAL RESULTS
This theorem can help establish quantum independence number when
other bounds may be not tight enough, as illustrated in the example below.
Example. α(P (13)) = αq(P (13)) = 3.
Proof. From the above theorem, we get that ϑ(P (13)) =
√
13 < 4. Using
the bound from [5]:
3 = α(P (13)) ≤ αq(P (13)) ≤ 3.
2.4.4 Lemma. Suppose, G is a graph on n vertices, then α(G) = 2 if and
only if αq(G) = 2.
Proof. For the easier only if direction, suppose that αq(G) = 2. Since
α(G) ≤ αq(G),
we can only have α = 1 or α = 2. The only graph with α = 1 on n vertices is
a complete graph Kn. However, the so called inertia bound on the classical
and quantum coclique from [29] says that
α(Kn) ≤ αq(Kn) ≤ min{n0(Kn) + n+(G), n0(Kn) + n−(Kn)},
where n0(Kn) is the number of zero eigenvalues of the adjacency matrix of the
graph G, the n+(Kn) is the number of positive eigenvalues of the adjacency
matrix of the graph and n−(Kn) is the number of negative eigenvalues of
the adjacency matrix of the graph. One can see that n0(Kn) + n+(Kn) = 1
for any complete graph, and thus αq(Kn) = 1 as well. We conclude that if
αq(G) = 2, then α(G) = 2.
Now we will prove the the if direction.
Claim: If a graph G has a quantum t coclique assignment, it has a quantum
t− 1 coclique assignment.
Proof: Suppose αq(G) = t, given by projections {P (u,i)}u∈V (G)i∈[t] . Then we can




P (u,i) if i < t− 1,
1
2
(P (u,i) + P (u,i+1)) if i = t− 1.




Thus, without loss of generality, towards contradiction, assume that there
is a 3-quantum coclique assignment {P (u,i)}u∈V (G)i∈3 . From the quantum co-
clique definition, for each index (column), we get the column sums:
P (u1,1) + ...+ P (un,1) = I
P (u1,2) + ...+ P (un,2) = I (∗)
P (u1,3) + ...+ P (un,3) = I.
Now, choose an arbitrary vertex v, and multiply each of these expressions by
P (v,i) for i = 1, 2, 3. We obtain that for each i 6= j and j ∈ {1, 2, 3}:
P (v,1)(P (w1,j) + ...+ P (ws,j)) = P (v,1)
P (v,2)(P (w1,j) + ...+ P (ws,j)) = P (v,2)
P (v,3)(P (w1,j) + ...+ P (ws,j)) = P (v,3).
Where W = {w1, ..., ws}, s ≤ n are the non-neighbours of v. Moreover, since
α(G) = 2, every set of 3 vertices of G has at least two vertices with an edge
between them. For the set of any two non-neighbours of v and v that looks
like {wa, wb, v}, we have to have that there is an edge wawb. It follows, that
W form a clique in G. Now, multiply each expression
P (v,i)(P (w1,j) + ...+ P (ws,j)) = P (v,i)
for i 6= j and all i = 1, 2, 3 on the right by some P (wc,k), such that in a such
expression k 6= i, k 6= j, wc ∈ W [notice that it is possible to choose such k,
because the assumption is αq ≥ 3]. SinceW is a clique, any P (wa,j)P (wc,k) = 0.
In this way, we get that P (v,i)P (wc,k) = 0 with the condition that v and wc
are not adjacent and i 6= k.
Hence, when multiplying all three equations from (∗) together, we will be
left with X
i,j,k=1,...,|V (G)|
P (ui,1)P (uj ,2)P (uk,3) = 0 6= I,
because P (ui,a)P (uj ,b) = 0 if ui ∼ uj by definition of quantum coclique, and





To smoothly transition into the chapter on Kochen-Specker theorem, we
present some of the quantum-mechanical formalism.
We will encounter measurements and quantum states a lot in basic con-
text. Therefore, here we provide some background on these topics. For us, a
quantum state will be a norm one vector in Cd. In quantum mechanics, there
is no determined state of a quantum system in a given moment, but instead
the corresponding vector provides probability of an outcome of any possible
measurement. For example, consider a state
ψ = a1e1 + a2e2 + a3e3 + a4e4,
where e1, ..., e4 form an orthonormal basis for C4. Quantum mechanics states
that if we perform a measurement in the standard basis, we will have a
probability
pi = |hv, eii|2
of measuring the e0is basis vector. As such, the probability of an outcome
being |00i is |a|2. We could also perform a measurement in a different orthog-
onal basis. For knowing the probabilities of the outcomes, we would need to
rewrite our state vector in the new basis, and take the squared values of the
amplitudes [1].
Peres [22] defines a quantum measurement to be a quantum test with
outcomes labelled by real numbers. There is a Mathematical way to think
about it. The measurement in quantum mechanics is a set of matrices {Mi}i,
with indices referring to those real outcomes satisfyingX
i
M∗i Mi = I.
. If our system is in the state ψ, then the probability of outcome i is defined
to be
ψ∗M∗i Miψ.
We see that the sum-to-identity requirement guarantees that the total prob-
ability over all outcomes is one.







which will have to be an eigenvector of the observable.
For our purposes, we just need projective measurements where Mi’s are
projections. We have that a projective measurement is a set {Pi}i of pairwise
orthogonal projections in Cd×d summing to Id.
In the example above, we could choose a {Pi = eie∗i }i. As expected, the














3.1 Kochen-Specker theorem as a
consequence of Gleason’s theorem
Gleason’s theorem and the Kochen-Specker theorem are two fundamental
results in Quantum Physics.
Before stating the theorems, we first start with definitions. A lot of
material here is taken from [24]. We use the simplified version of the Gleason’s
frame function. A real function f defined over the unit vectors in Rn is called
a frame function if:
1. For all unit vectors x, we have f(x) ≥ 0.
2. There is a constant Cf such that for every orthonormal basis x1, ..., xn
in Rn, we have
Pn
k=1 f(xk) = Cf .
The number Cf is called the weight of the frame function. If we restrict values
of the frame function to weight Cf = 1 and only allow the function f to have
values 0 and 1, then we obtain what is known in literature as the marking
function. A marking function on S ⊆ Rn is a function f : S → {0, 1} such
that for all orthonormal bases B ⊆ S we have
P
u∈B f(u) = 1.
Now, we are ready to state Gleason’s theorem.
3.1.1 Theorem (Gleason’s theorem). Let f be a non-negative frame func-
tion on a real (or complex) separable Hilbert space H of dimension d ≥ 3.
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Then there is a self-adjoint, positive semidefinite operator W on H such that
f(x) = xTWx.
Gleason has proved that whenever a frame function exists, it will have to
be continuous. The proof can be found in [24]. Using Gleason’s theorem it is
possible to prove that the orthogonality graph of a unit sphere in R3 cannot
be three coloured. Indeed, if we have a three-colouring, define a function
g : S3 → {0, 1} such that
g(v) =
(
1 if v is coloured colour 1
0 otherwise.
Such g satisfies the definition of the frame function (and marking function),
since its evaluation sums to 1 on each maximal 3-clique. However, g is not
continuous. By compactness it follows that there is a finite subset of vectors
in R3, such that their orthogonality graph cannot be 3-coloured, in other
words, on which there is no marking function. Kochen-Specker theorem
finds such set of vectors explicitly [11].
3.1.2 Theorem (Kochen-Specker). [22] There is a finite set M of projections
in Cd×d, such that there is no marking function f :M → {0, 1} satisfyingX
P∈S⊂M
f(P ) = 1.
Observe, that the Kochen-Specker theorem is stated using rank-1 projec-
tions {P}P∈M , not vectors. However, we can associate each rank-1 projection
P with its corresponding vector x such that P = xxT .
In their original proof, Kochen and Specker come up with the set of
vectors which has no marking function. Therefore, sets of vectors in Cd for
which there is no marking function became known as Kochen-Specker seta.
There have been a number of proofs of the Kochen-Specker theorem for
dimension d ≥ 4, and they are shorter and easier to understand. The proofs
by Cabello et al. [6] and [15] differ only in the number of vectors: 18 and
20 respectively. The proofs demonstrate there is no marking function using
equations. We will present a proof here which generalises one approach to
prove the Kochen-Specker theorem in d ≥ 4. For example, we will take a
brief look at Kernaghan’s proof.
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Proof. [15] In the proof we use non-unit vectors for visual convenience, but
they can be normalised without influencing the proof. Here is the system of
equations that Kernaghan proves is inconsistent.
1 = f(1, 0, 0, 0) + f(0, 1, 0, 0) + f(0, 0, 1, 0) + f(0, 0, 0, 1)
1 = f(1, 0, 0, 0) + f(0, 1, 0, 0) + f(0, 0, 1, 1) + f(0, 0, 1,−1)
1 = f(1, 0, 0, 0) + f(0, 0, 1, 0) + f(0, 1, 0, 1) + f(0, 1, 0,−1)
1 = f(1, 0, 0, 0) + f(0, 0, 0, 1) + f(0, 1, 1, 0) + f(0, 1,−1, 0)
1 = f(−1, 1, 1, 1) + f(1,−1, 1, 1) + f(1, 1,−1, 1) + f(1, 1, 1,−1)
1 = f(−1, 1, 1, 1) + f(1, 1,−1, 1) + f(1, 0, 1, 0) + f(0, 1, 0,−1)
1 = f(1,−1, 1, 1) + f(1, 1,−1, 1) + f(0, 1, 1, 0) + f(1, 0, 0,−1)
1 = f(1, 1,−1, 1) + f(1, 1, 1,−1) + f(0, 0, 1, 1) + f(1,−1, 0, 0)
1 = f(0, 1,−1, 0) + f(1, 0, 0,−1) + f(1, 1, 1, 1) + f(1,−1,−1, 1)
1 = f(0, 0, 1,−1) + f(1,−1, 0, 0) + f(1, 1, 1, 1) + f(1, 1,−1.− 1)
1 = f(1, 0, 1, 0) + f(0, 1, 0, 1) + f(1, 1,−1,−1) + f(1,−1,−1, 1)
There are 11 equations, while each vector occurs an even number of times
in them. According to hidden variables postulates, each vector will have a
unique pre-assigned value of 0 or 1. However, when summing all the equa-
tions, the sum of the left hand side will be odd, but the sum of the right
hand side will have to be even, a contradiction.
3.2 Weak and projective Kochen-Specker
sets
Renner and Wolf condensed Kochen-Specker sets to weak Kochen-Specker
sets, which are of the smaller size. A weak Kochen-Specker set is a subset S
of vectors in Cn, such that there for any marking function S → {0, 1} there
are two orthogonal vectors u, v ∈ S such that f(u) = f(v) = 1. It can easily
happen that two vectors are orthogonal, but do not belong to the same basis,
if S is a proper subset of Cn.
Every Kochen-Specker set is vacuously a weak Kochen-Specker set, be-
cause it has no marking function in the first place. The Renner and Wolf’s
theorem states that every finite weak Kochen-Specker set can be extended
to a Kochen-Specker set.
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3.2.1 Theorem. [25] Let H ⊆ Cd and let S ⊆ H be a finite weak Kochen-
Specker set. Then there exists a finite Kochen-Specker set S 0 such that
S ⊆ S 0 ⊆ H with
|S 0 \ S| ≤ |S|(|S| − 1)
2
(n− 1)
Proof. Build S 0 by extending each pair of orthogonal vectors in S to a basis




elements. Now, suppose, there is a marking function on S 0. Then, when
restricted to S, the function f is still a marking function, so there are two
orthogonal vectors u, v ∈ S such that f(u) = f(v) = 1. However, now f
evaluates to 1 on two elements in the basis containing u and v in S 0. From
the contradiction we conclude that S 0 is a Kochen-Specker set.
Using projections instead of vectors in the definition of the weak Kochen-
Specker sets, Scarpa, Mančinska and Severini generalise the latter to the
projective Kochen-Specker sets [18], which Scarpa uses to find a condition
for the separation between χ and χq in [27].
Definition. A subset S of d× d projections over Cd is a projective Kochen-
Specker set if for any function f : S → {0, 1} such that for all subsets S ⊆ S
summing to Id, that evaluates as followsX
s∈S
f(Ps) = 1,
there are two orthogonal projections P and P 0 in S such that f(P ) = f(P 0) =
1.
We could look at the Kochen-Specker sets from the graph theoretic per-
spective as well by considering orthogonality graphs of the underlying sets.
For convenience, using Kernaghan’s set of 20 vectors, we would get a 20-
vertex orthogonality graph, with the orthogonal bases corresponding to the
4-cliques. If there were a marking function, it would “mark” (or evaluate to
one) on one vector from each of these 4-cliques and the chosen vertices would
form a coclique. This motivates a definition of a Kochen-Specker graph. A
subset of vertices in an orthogonality graph in Rd is strictly transverse if it
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contains exactly one element from each d-clique. A Kochen-Specker graph is
an orthogonality graph of the set S ⊆ R3 such that there exists no strictly
transverse subset of the vertices. Just as there are Kochen-Specker set and
weak Kochen-Specker sets, we define a weak Kochen-Specker graph to be
an orthogonality graph of the set S ⊆ R3 that has no strictly transverse
subset that is a coclique. Similarly, projective Kochen-Specker graphs are
weak Kochen-Specker graphs with vectors coming from a set of projections,
residing in the Cd.
Since in the weak (or projective) Kochen-Specker sets any marking func-
tion evaluates to one on two orthogonal items, in such a set the collection of
vectors where a marking function evaluates to one will never be a coclique,
which motivated our definition.
As expected, if there is a weak Kochen-Specker graph, it is an induced
subgraph of a Kochen-Specker graph by the Theorem 3.2.1. Moreover, the
Renner and Wolf’s construction of completing every pair of orthogonal ver-
tices to a clique, extends a weak Kochen-Specker graph to a Kochen-Specker
graph, which is a not disjoint union of d-cliques. If the original graph was fi-
nite, the extension will be clearly finite as well. Moreover, we will see this will
imply the separation between α and αq. One instance of this phenomenon is




Where classical and quantum
chromatic numbers differ
4.1 Introduction
The topic of the quantum chromatic number is relatively well-studied. We
are interested in the definitions and graphs with different χ(G) and χq(G).
We will start with the proof of the theorem by Giannicola Scarpa [27, The-
orem 3.3.10] that characterises graphs with χ < χq, in terms of projective
Kochen-Specker sets representation. In addition, in this chapter we provide
new results that generalise Mančinska and Roberson’s construction from the
”Oddities of quantum colourings” paper [20].
4.2 Relation to the Kochen-Specker sets
The following example due to Giannicola Scarpa is of the fundamental the-
oretical importance. It relates Kochen-Specker theorem with the separation
between the classical and quantum chromatic numbers.
However, it is not easy to check if a set is a Projective Kochen-Specker
set: in principle we would have to first identify all the subsets summing
to identity, and this is at least as hard as finding all the maximum cliques
in the orthogonality graph of the underlying projections, which takes expo-
nential time. Verifying the existence of the marking function will only add
complexity.
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4.2.1 Theorem. For all graphs G, we have that c = χq(G) < χ(G) if and
only if the entries {P (v,i)}v∈V (G),i∈[c] of the |V (G)|×c quantum coclique matrix
P is a projective KS set.
Proof. For the forward direction, suppose G is such that c = χq(G) < χ(G).
We will show by contrapositive, that every assignment of quantum colouring
projections is a projective Kochen-Specker set. Aiming for a contradiction,
we will prove that if c = χq(G) and the union of quantum coclique projections
is not a projective Kochen-Specker set, then we can classically c-colour the
graph.
Suppose
S = {P (v,i) : v ∈ V (G), i ∈ [c]}
is not a projective Kochen-Specker set. Thus, we can find a a marking func-
tion f : S → {0, 1} such that for any two orthogonal projections P, P 0 ∈ S,
we either have f(P ) = 0 or f(P 0) = 0. We claim that
colour(v) = i if f(P (v,i)) = 1
is a valid classical c-colouring. First, for any two adjacent vertices u and v
we have that P (v,i)P (u,i) = 0. Since S is a projective Kochen-Specker set, only
one of them will be picked, so this is a proper colouring. Each vertex will get
a colour, because f , as a marking function, has to evaluate to 1 on all sets of
projections summing to I. Thus, χ(X) ≤ c = χq(G) ≤ χ(G), so χ(G) = c, a
contradiction.
For the other direction, suppose χq(G) = c, and suppose that the union of
projections for all quantum colourings form a projective Kochen-Specker set.
Towards contradiction, suppose it is possible to colour a graph in c colours.
To each v in V (G) with colour β, assign projections {P (v,i) = |i+ βihi+ β|},
where the addition is modulo c. This is a quantum c-colouring, and each ver-
tex gets the same projective measurement, with vertices of different colours
having the matrices of this measurement in different orders. Thus, if we
define a function




1 if P (v,i) = |1ih1|
0 otherwise
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we can see that f is a marking function that only chooses at most one of any
two orthogonal projections. This contradicts the assumption of the union of
projections being a projective Kochen-Specker set.
4.3 Mančinska and Roberson’s example
In 2016 Roberson and Mančinska discovered a graph on 14 vertices, for which
the quantum chromatic number is less than the classical chromatic number.
They conjectured that χ(X) = χq(X) for any graph X with fewer than 14
vertices. They call the 14-vertex graph G14, which is a cone over G13, a graph
defined below.
To define G13, Mančinska and Roberson consider the orthogonality graph
of the columns of the matrix below:1 0 0 1 1 1 1 0 0 1 1 −10 1 0 1 −1 0 0 1 1 1 1 1




4.4. GENERALISATIONS OF MANČINSKA AND ROBERSON’S EXAMPLE
Interestingly, Mančinska and Roberson proved that χq(G13) = χq(G14).
Since we were given a 3-dimensional representation of G13, we can obtain a
4-dimensional representation of G14 by appending 0’s to the vectors in or-
thogonal representation of the G13-subgraph and labelling the 14th vertex,
called Ω, by (0, 0, 0, 1)T vector. Using Theorem 2.2.3 Mančinska and Rober-
son concluded that χq(G14) ≤ 4. The big portion of the paper is a thorough
calculation to show that, in fact,
χq(G14) = 4.
At the same time, they demonstrated that χ(G13) = 4, implying that
χ(G14) = 5,
which gave the desired separation.
In the next section we will attach a more familiar name to G13 and gen-
eralise this beautiful example.
4.4 Generalisations of Mančinska and
Roberson’s example
Christopher Godsil observed that the graph G13 from [20] is a subgraph of the
Erdős-Rényi graph overGF (3), which served as an impetus for generalisation.
These graphs have been originally known for having the maximum possible
number of edges while not having any 4-cycles, but for us they will serve a
new purpose.
For a prime p, the vertices of ER(p) are the one-dimensional subspaces
of the vector space F3p. We can attach any vector in the subspace to the
corresponding vertex. Two such vertices are adjacent if the corresponding
vectors are orthogonal over F3p. We will explore the version of these graphs
with orthogonality relation taken over the reals.
Using the idea of Mančinska and Roberson, there are many ways to build
new graphs with the separation of χ and χq. One way is to get one instance
of orthogonal representation ER(3), which is isomorphic to G13, and then
add some 3-dimensional vectors to it. The resulting orthogonality graph will
have chromatic number at least 4, because of G13 contained in it. At the
same time, the cone over it will have a 4-dimensional orthogonal representa-
tion, and, thus, quantum chromatic number at most 4, yielding the desired
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separation. However, not all such constructions will yield even connected
examples, as we might choose additional vectors not orthogonal to anything
in ER(3), etc.
Here we will demonstrate the promised generalisation, yielding the infi-
nite family of ”nice” graphs with the separation between the quantum and
classical chromatic numbers.
4.4.1 The chromatic and the quantum chromatic
numbers separation in ER(p)
First, construct an orthogonal representation of ER(p) using the 3-dimensional
vectors over Zp of the form
V(ER(p)) := { 0, 0, 1 , 0, 1, a , 1, a, b }a,b∈{0,...,p−1} \ {[0, 0, 0]}.
4.4.1 Lemma. The vectors in V(ER(p)) represent all one dimensional sub-
spaces over F3p.
Proof. To see this, first suppose there is a vector k, c, d ∈ K, k > 1
spanning a one-dimensional subspace K. Since F is a field and k 6= 0, there
exists 1
k






can be viewed as a basis vector for K.
Secondly, suppose, there is a vector 0,m, a , with m > 1 spanning a
one-dimensional subspace M. Again, the vector 1, 1, a
m
is in its span.
Finally, it is clear that any vector of the form 0, 0, a is in the span of
0, 0, 1 .
Now, replace integers x ∈ Zp such that x > p−12 with p− x. In this way,




Now, construct an orthogonality graph over R using this form of V(ER(p)),
and call this graph ER0(p). Note that ER0(3) is just G13.
4.4.2 Lemma. ER0(p) with the above representation over R is connected.
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Proof. We will show that between any pair of vertices there exists a path.
To begin, assume b 6= 0, d 6= 0.
First, consider a pair of vertices of ER0(p): vertex 0, a, b and 0, c, d
such that a, b ∈ {0,±1, ...,±p−1
2
}. Then there is a path consisting of vertices:
0, a, b , 1, 0, 0 , 0, c, d .
Now look at a different pair of vertices of ER0(p): vertex v, labelled by
0, a, b and u, labelled by 1, c, d such that a, b ∈ {0,±1, ...,±p−1
2
}. Then
there is a path consisting of vertices:
0, a, b , 1, 0, 0 , 0, 1,− c
d
, 0, c, d .
Finally, between the vertices [1, a, b] and [1, c, d] there is a path
[1, a, b], [0, 1,−a
b
], [1, 0, 0], [0, 1,− c
d
], [1, c, d].
Now, in case b = 0, d = 0 there will be a path
1, a, 0 , 0, 0, 1 , 1, c, 0 .
If only one of b, d is 0, without loss of generality assume b = 0, d 6= 0, then
there will be a path
1, a, 0 , 0, 0, 1 , 1, 0, 0 , 0, 1,− c
d
, 0, c, d .
These represent all the most general pairs of vertices, so we conclude that
the graph is connected.
4.4.3 Lemma. χ(ER0(p)) ≥ 4.
Proof. Since ER0(3) is the orthogonality graph of the subset of V (ER0(p)),
χ(ER0(p)) ≥ χ(ER0(3)) = χ(G13) ≥ 4.
The above lemma shows that the cone over ER0(p) will have the sepa-
ration between the χ and χq. This is not the only way to construct such
graphs. We need to be careful about the construction. For example, as in
G13 over Z3, we had vertices (1, 1, 0) and (1,−1, 0) orthogonal over Z3 and
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over R. However, if we chose the embedding where the vectors will be not as
above, but, say, (1, 1, 0) and (1, 2, 0) instead, the orthogonality over R would
have been lost. In general, we can chose a very specific set of entries for the
vectors, 0,±1, ...,±p−1
2
, which guarantees that the orthogonality graph over
R will be connected. However, any choice of integers, as long as it includes
0,±1 will work for the proof of the above lemma, but may result in the
disconnected graph. Only the connected component containing G13 may be
considered.
Using similar ideas, we could construct ER0(p, 4), with vertices being one-
dimensional subspaces of R4. Technically, it will have no right to be called
Erdős-Rényi any more, but will contain G14 now, the cone over G13, and will
also yield the separation.
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Chapter 5
Where classical and quantum
coclique numbers differ
5.1 Introduction
There are few currently known examples of graphs where classical coclique
number is strictly less than the quantum one. One can be found in Teresa
Piovesan’s Ph.D thesis [23, Page 34]. Another construction by Giannicola
Scarpa [27, Section 3.4.2] allows to construct a graph with α < αq, given a
graph where χ > χq. There is also a construction by Mančinska and Roberson
[21] based on the differences between quantum and classical homomorphisms.
In this chapter we will prove a characterisation of separation for quantum
cocliques using projective Kochen-Specker sets. Teresa Piovesan’s example
is also based on Kochen-Specker sets. Therefore, it is logical to start with a
section submerging a reader into the background on Kochen-Specker theorem.
5.2 Relation to the Kochen-Specker sets
Very interestingly, we were able to discover that there is a similar character-
isation of the independence numbers’ separation, as in the case with chro-
matic numbers. However, as the statement resembles an analogous result
about the chromatic number, the same complexity issues arise. It is at least
exponentially difficult to check if the given set of projections is a projective
Kochen-Specker set, if one had to identify all sets of projections summing to
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identity first. The reason is that identifying all sets of projections summing
to identity is equivalent to finding all maximum cliques in the orthogonality
graph of the all αq|V (G)| coclique assignment projections of the graph G.
5.2.1 Theorem. For all graphs G, we have that k = αq(G) > α(G) if and
only if the entries {P (v,i)}v∈V (G),i∈[k] of the |V (G)| × k quantum coclique
matrix P form a projective KS set.
Proof. For the forward direction, suppose that k = αq(G) > α(G). With
a contrapositive technique, we will prove that if there is a quantum coclique
assignment that is not a projective Kochen-Specker set, we will be able to
find a classical coclique in G of size k.
If S = {P (v,i) : v ∈ V (G), i ∈ [k]} is a quantum coclique assignment
in dimension d that is not a projective Kochen-Specker set, then there is a
marking function
f : S → {0, 1}
such that for any pair of two orthogonal projections P, P 0 at most one gets
marked, i.e. either f(P ) = 0 or f(P 0) = 0. Now, let










P (v,k) = Id (k).
From the definition of quantum coclique within the same vertex row of
the corresponding |V (G)| × αq matrix all projections will be orthogonal.
Now, use a marking function f to find a classical k-coclique K, according
to the rule:
if f(P (v,i) = 1 for some i ∈ [k], include v into K (∗)
We will see that this chooses a classical coclique of size k. First, recall
from the definition of quantum coclique that if u and v are adjacent, then
P (v,i)P (u,j) = 0 for any i, j ∈ [k]. Therefore, since S is not a projective
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Kochen-Specker set and f is a marking function, f can only choose one
projection per vertex, and at most one projection will be chosen from any
pair of adjacent vertices. Thus, the set of vertices chosen by the (∗) rule,
say K 0 = {v1, ..., vm} is a coclique. In order for f to be a marking function,
it has to choose at least one projection from each St since
P
St = Id, so it
will choose a classical coclique of size k. Now k ≤ α(G) ≤ αq(G) = k, so
α(G) = k, a contradiction.
For the other direction, suppose that αq(G) = k, and every quantum
coclique assignment
Si := {P (v,i) : v ∈ V (G), i ∈ [k]}
is a projective Kochen-Specker set. Towards contradiction, we assume that
α(G) = k = αq(G). Now let K = {v1, ..., vk} be a classical coclique of size
k in G. To each vt ∈ K assign a tuple of projections {P (vt,i)}i∈[k] such that
only P (vt,t)} is nonzero. Let {P (vt,t)} = Id. For vertices in G that are not
in K, assign k-tuples of 0 projections. This is a valid k-quantum coclique
assignment. Moreover, consider the function f : S → {0, 1}
f(P (v,i)) =
(
1 if P (v,i) = Id
0 otherwise
For each Si it evaluates to 1, and whenever two projections are orthogonal,
f picks at most one of them. Thus, f is a marking function, contradicting
the fact that S is a projective Kochen-Specker set.
As we have discussed in the first chapter, the notions of chromatic number
and independence number are classically related. We have been looking for
something connecting their quantum counterparts. The reliance on projective
Kochen-Specker sets in order to exhibit the separation provides one new link
between quantum chromatic and independence numbers.
We will open the following section with Scarpa’s theorem which provides
another relation between the quantum chromatic and independence numbers.
5.3 Giannicola Scarpa’s construction
In search for quantum and classical independence numbers separation and
having many graphs with chromatic numbers’ separation on hand, it is nat-
ural to inquire if the found examples of χq < χ can give rise to graphs with
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α < αq. It turns out, there is a connection, involving Cartesian products of
graphs. Scarpa found a relevant graph and proved the separation by estab-
lishing an upper bound for its classical independence number and a strictly
greater lower bound for its quantum one.
Definition (Cartesian product of graphs). Cartesian product of graphs G
and H, denoted G H, has the vertex set V (G)×V (H), and vertices (x1, h1)
and (x2, h2) are adjacent if either x1 = x2 and h1 ∼ h2, or h1 = h2 and
x1 ∼ x2.
5.3.1 Lemma ([14]). Let G be a graph on n vertices with χ(G) > k. Then
we have α(G Kk) < n.
Proof. Observe that G Kk can be partitioned into n disjoint cliques Kk.
Towards contradiction, suppose that α(G Kk) ≥ n. We can only pick at
most one vertex from each of the n cliques, so suppose α(G Kk) = n and
W ( V is an independent set of size n.
Now, properly colour G Kk as follows. If a vertex (v, i), 1 ≤ i ≤ k
belongs to W , colour it with a colour i. Now, vertices of same colour (v, i)
and (u, i) are adjacent if and only if u ∼ v in G and they are in the same
clique Kk, and, thus, not both of them in W . Therefore, restricted to only
the vertices of G, this is a proper colouring of G with k colours, contradicting
that χ(G) > k.
Now we will proceed to the construction.
5.3.2 Theorem ([27]). Let G be a graph such that k = χq(G) < χ(G), then
αq(G Kk) > α(G Kk).
Proof. Consider a graph G with some quantum colouring with k colours.
Suppose, the vth row of the corresponding |V (G)| × k matrix has projections
{P (v,i)}i∈[k]. Construct G0 with vertices (v, i), v ∈ V (G), i ∈ [k]. Construct its
quantum n-colouring such that the row corresponding to (v, i) of the quantum
colouring matrix has n − 1 zero projections, while only the vth column has
the projection P (v)i . Declare (v, i) and (u, j) to be adjacent whenever their
nonzero projections are orthogonal. The resulting graphG0 will have n cliques
of size k. The at most k nonzero projections in such a clique will come from
the k-quantum colouring of some vertex of G and thus will sum to identity.
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Consider the relationship between (v, i) and (u, i). They are adjacent if
and only if v ∼ u in G because P (v,i)P (u,i) = 0. Similarly, (v, i) and (v, j) are
adjacent whenever i and j are different. No other cases of adjacency exist.
Therefore, the created graph G0 is G Kk.
If we choose G such that k = χq(G) < χ(G) and build G Kk as above,
we are going to obtain a graph with α(G Kk) < n by Lemma 5.3.1 and
αq(G Kk) ≥ n.
5.4 Teresa Piovesan’s example
One example when α < αq comes from Teresa Piovesan’s thesis at page 34
[23]. The author used a Kochen-Specker graph Gp from [8] to prove the
separation.
We provide the underlying Kochen-Specker set Gp below and explain how
the separation is achieved.
1: (1,0,0,0) 2: (0,1,0,0) 3:(0,0,1,0) 4: (0,0,0,1)
5: (0,1,1,0) 6: (1,0,0,-1) 7: (1,0,0,1) 8: (0,1,-1,0)
9: (1,1,1,1) 10: (1,-1,1,-1) 11: (1,-1,-1,1) 12: (1,1,-1,-1)
13: (1,-1,0,0) 14: (1,1,0,0) 15: (0,0,1,1) 16: (0,0,1,-1)
17: (-1,1,1,1) 18: (1,1,1,-1) 19: (1,-1,1,1) 20: (1,1,-1,1)
21: (1,0,1,0) 22: (0,1,0,1) 23: (1,0,-1,0) 24: (0,1,0,-1)
Each row of this table forms an orthonormal basis. Therefore, the sets of
vertices
V1 = {1, 2, 3, 4}, V2 = {5, 6, 7, 8}, V3 = {9, 10, 11, 12},
V4 = {13, 14, 15, 16}, V5 = {17, 18, 19, 20}V6 = {21, 22, 23, 24}
partition V (G) into six cliques.
We will first establish the upper bound on the classical coclique number.
To choose vertices for a coclique in Gp, one has to choose at most one vertex
from each of the six cliques. The set of bases that form these cliques was
chosen in [8] to be a Kochen-Specker basis set. In other words, it is impossible
to choose six elements, one from each of the bases, such that pairwise they
are non-orthogonal. In terms of orthogonal representation, it means that
there is no coclique of size six in Gp, so α(Gp) < 6.
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Now, consider the following construction from [23] of the projections for
quantum coclique. For a vertex u in a clique Vj we assign
P (u,i) = 0 for i ∈ [6] \ j
and
P (u,j) = xux
T
u ,
where xu is the normalised vector of u. Such projections will satisfy the defi-
nition of quantum coclique . Now, each vertex gets assigned six projections,
so αq ≥ 6.
5.4.1 Lemma. The maximal cliques of Gp have size four. Moreover, every
pair of adjacent vertices in the above orthogonality graph Gp is in some
maximal 4-clique.
Proof. Can be easily checked computationally.
In particular, this property forces this set of vectors with orthogonality
adjacency rule to be a Kochen-Specker set.
Chris Godsil has suggested a description of Gp in terms of Cayley graphs.
Definition. [13, Section 3] The Cayley graph Cay(G,C) is the graph with
vertex set consisting of elements of a group G and edge set
E(Cay(G,C)) = {gh : hg−1 ∈ C}
In the following two theorems we will see the isomorphism. The first
theorem establishes it, while the second one will reveal mysterious underlying
quaternionic behaviour of the bijection.
5.4.2 Lemma. Piovesan’s graph Gp is isomorphic to a Cayley graph of a
symmetric group on 4 letters with the connection set of elements of order 2.
Proof. One can check that the following assignment is an isomorphism:
1: () 2: (12)(34) 3:(13)(24) 4: (14)(23)
5: (23) 6: (1243) 7: (1342) 8: (14)
9: (124) 10: (234) 11: (143) 12: (132)
13: (1324) 14: (1423) 15: (34) 16: (12)
17: (142) 18: (134) 19: (123) 20: (243)
21: (1432) 22: (13) 23: (1234) 24: (24).
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5.4.3 Theorem. There is an orthogonal representation of Gp, similar up to
a sign to the one given above, such that it is isomorphic to Cay(S4, C), where
C := {s ∈ S4 : s2 = ()}.
Proof. Chris Godsil has observed that according to the embedding in the
Lemma 5.4.2, the cliques B2, ..., B6 are the cosets of the group formed by the
elements of {(),(12)(34),(13)(24),(14)(23)} of S4. It is therefore reasonable to





This is an arbitrary assumption, but building on it below we will see how it
is useful. We will show how to obtain the rule for multiplication of ei’s, and
we’ll evidence how resembles the Quaternion structure. First, we will show
that if i 6= j, then eiej 6∈ {e1, ei, ej}. From the above assignment we have
that
eiej 6∈ {ei, ej}.
To show that for i 6= j we have eiej 6= e1, suppose by contradiction that
eiej = e1
eiejej = e1ej = ej
±ei = ej,
which is false. Additionally, we will assume that e2i = −ei for i = 2, 3, 4.
Since every permutation can be written as a product of transpositions,
we will represent them in terms of vectors first. We illustrate the general
procedure with one example. The other cases will be analogous.
(14) = ae1 + be2 + ce3 + de4, a, b, c, d ∈ R
(23) = xe1 + ye2 + ze3 + we4, x, y, z, w ∈ R
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(
ae1 + be2 + ce3 + de4 = e4(xe1 + ye2 + ze3 + we4)
xe1 + ye2 + ze3 + we4 = (ae1 + be2 + ce3 + de4)e4
Using that e24 = −1(
ae1 + be2 + ce3 + de4 = xe4 + ye4e2 + ze4e3 − we1















ye2e4 = c3e4e4 = −ce3 = −ye4e2
ze3e4 = be2e4e4 = −be2 = −ze4e3
ce3e2 = ye4e2e2 = −ye4 = −ce3e2
We established that if i 6= j, then eiej 6∈ e1, ei, ej, we conclude that
e4e3 = e2 = −e3e4
e2e4 = e3 = −e4e2
e3e2 = e4 = −e2e3
eie1 = e1ei for i = 2, 3, 4
e2i = −e1
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The signs are arbitrary, and depending on which choice of signs one has, the
embedding will be different. Moreover, for convenience we choose integers
mod 3 as coefficients, and we have that
(14) = e2 − e3
(23) = e2 + e3
Similarly,
(13) = e2 + e4
(24) = e2 − e4
(12) = e3 − e4
(34) = e3 + e4
To construct representations for all other permutations, write them canoni-
cally as a product of transpositions, and use the above-mentioned rules for
the multiplication of ei’s.
5.4.1 New separation between α and αq
Using this idea, we construct a graph G120 on 120 vertices labelled by the
elements of S5 with the separation between 29 = α(G120) and αq(G120) ≥ 30.
To start, assign every vertex of S4 ⊆ S5 the same 4-dimensional vector as
above.
Using the procedure outlined above, when searching for the homomor-
phism between Gp and the Cayley graph, and writing all permutations in-
volving 5 as a product of transpositions, we can find 4-dimensional vectors
corresponding to the vectors in S5 but not S4. However, first we need to
decide how the transposition in S5 but not S4 are represented. Here is the
example of this procedure with (1, 5). Transpositions (2, 5), (3, 5) and (4, 5)
will be analogous.
We want a vector corresponding (1, 5) to be adjacent to the vectors cor-
responding to
(2, 3) = (1, 5)(̇1, 5)(2, 3)
(2, 4) = (1, 5)(̇1, 5)(2, 4)
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(3, 4) = (1, 5)(̇1, 5)(3, 4)
in the orthogonality graph. From the above calculations we had that
(2, 3) → e2 + e3
(2, 4) → e2 − e4
(3, 4) → e3 + e4
Now, let (1, 5) correspond to ae1 + be2 + ce3 + de4. Then
(ae1 + be2 + ce3 + de4) · (e2 + e3) = b+ c = 0
(ae1 + be2 + ce3 + de4) · (e2 − e4) = b− d = 0
(ae1 + be2 + ce3 + de4) · (e3 + e4) = c+ d = 0
Therefore, (1, 5) corresponds to a vector (∗, b,−b, b). Let us choose (0, 1,−1, 1).
In general, let us use vectors in this representation of S5.
(15) to correspond to a vector (0, 1,−1, 1),
(25) to correspond to a vector (0, 1, 1,−1),
(35) to correspond to a vector (0, 1, 1, 1),
(45) to correspond to a vector (0,−1, 1, 1)
Now we will use the vectors assigned to all the elements of S5 to construct
orthogonality graph G120. Turns out, G120 can be partitioned into 30 cliques
of size 4, resulting into the lower bound αq(G) ≥ 30. Computationally, one
will be able to check that α(G) = 29. Interestingly, the resulting graph is
not Cayley and the Piovesan’s graph Gp = Cay(S4, involutions) is not its
subgraph.
5.5 Mančinska and Roberson’s construction
- homomorphic product
Now we will need to recall the definition of quantum homomorphisms. Since
the classical independence number can be expressed in terms of homomor-
phisms, and αq can be defined with quantum homomorphisms, there is a
hope for the separation between α and αq if the quantum homomorphism
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exists between Kt and X, but the classical one does not. In [21], Mančinska
and Roberson show that any graphs for which X → Y but X 6 q−→ Y can be
used to construct graphs for which αq > α. First we need some lemmas and
definitions.
We begin with a folklore definition of the homomorphic product, relations
of which mimic relations between (x, y)-vertex-labelled projections in the
definition of the quantum homomorphism between the graphs X and Y .
Definition (Homomorphic product). For graphsX and Y , the homomorphic
product XnY is the graph with vertex set V (X)×V (Y ) with distinct vertices
(x, y) and (x0, y0) adjacent if either x = x0, or x ∼ x0 and y 6∼ y0.
The next lemma demonstrates why homomorphic product can be useful,
and, probably, why it is called so.
5.5.1 Lemma. For graphs X and Y , we have that X → Y if and only if
α(X n Y ) = |V (X)|
Proof. Follows easily from the definition of the homomorphic product
.
The quantum analogue holds true as well, for which we do not include
the proof. It can be found in the Mančinska and Roberson’s paper in [21].
5.5.2 Lemma. For graphs X and Y , we have that X q−→ Y if and only if
αq(X n Y ) = |V (X)|
From the above two lemmas Lemma 5.5.1 and Lemma 5.5.2, we have the
following.
5.5.3 Corollary. If X 6→ Y and X q−→ Y, then α(X n Y ) < αq(X n Y )
Proof. If X 6→ Y then α(X n Y ) < |V (X)|. However, if X q−→ Y, then
αq(X n Y ) = |V (X)|.
In their paper [20], Mančinska and Roberson have proved that the graph
G13 has 4 = χ(G) = χq(G). This graph is an orthogonality graph of a Kochen-
Specker set [30]. What was interesting is that in G14, obtained by adding
an apex vertex to G13, quantum chromatic number remained unchanged,
χq(G14) = 4, but χq(G) = 5 certainly went up. Thus G14 exhibited the
separation between χ and χq.
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So far all the known examples exhibiting separation between α and αq
also exhibited separation between χ and χq and were orthogonality graphs
of a Kochen-Specker set. They had chromatic number 5 and a 4-dimensional
orthogonal representation, where the latter implied that χq ≤ 4 (Proposition
12 in [7]. It is, therefore, natural to check whether G14 exhibits separation
between α and αq. However, according to the theorem 2.4.2, since αq(G13) =
αq(G14), so we only need to check αq(G13). We will show that unlike the
most examples coming from Kochen-Specker sets, this one does not have
both separations. To prove it, we will need the definition of Lovász ϑ.
Definition ([17]). Let G = (V,E) be a graph, and let M(G) denote the set
of V ×V symmetric matrices A such that Aii = 1 for all i ∈ V and Aij = 1 for
i 6= j and ij 6∈ E. Let λmax(A) denote the largest eigenvalue of a symmetric




5.5.4 Theorem. α(G13) = αq(G13) = 5.
Proof. Lovász ϑ is an upper bound for αq [5]:
5 = α(G13) ≤ αq(G13) ≤ ϑ(G13).
The last inequality comes from [17]. Now, consider the matrix A, where
Aii = 1 for all i ∈ V (G)
Aij = 1 for all uv 6∈ E(G)
Auv = −1.24 for all uv ∈ E(G)
This matrix satisfies the definition for ν(G) and its largest eigenvalue is < 5.7.
Thus, αq(G) ≤ 5, and αq(G) = α(G) = 5.
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Inertia and Lovász ϑ upper
bounds on αq
In this chapter we will look at the proofs of some tremendously helpful known
upper bounds for αq, which are also bounds on α. There has been a proof of
the inertia bound in [29] and an indirect proof of the Lovász ϑ in a number
of papers. We will give a direct proof here, which relies on the idea from [5].
Since α ≤ αq, the cases when at least one of these bounds is within
less than one away from α have no quantum versus classical independence
number separation. Checking if this is the case is usually the first procedure
to follow when trying to find a separation, taking advantage of the fact that
both bounds can be determined in polynomial time.
6.1 Inertial upper bound for the classical
independence number
Wocjan and Elphick [29] establish an inertia bound on the quantum inde-
pendence number based on Godsil’s [12] proof of the classical analogue. We
are going to prove this below, but first we will need to introduce a new ma-
trix associated with a graph. Hermitian adjacency matrices were originally
defined for directed graphs to encode the number of edges between vertices.
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The weighted Hermitian adjacency matrix H of a digraph D is defined by
Hu,v =

iw if there is an arc from u to v
−iw if there is an arc from v to u
w if there are arcs from u to v and from v to u
0 otherwise.
6.1.1 Theorem (Classical inertia bound). Suppose, W is a Hermitian weighted
adjacency matrix ofG and n0(W ), n+(W ), n−(W ) are the numbers of its zero,
positive and negative eigenvalues respectively. Then the following holds:
α(G) ≤ n0(W ) + min{n+(W ), n−(W )}.
The authors use Godsil’s proof from [12], but first they prove a useful
lemma, on which the proof relies.
6.1.2 Lemma. Let M ∈ Cm×m be an arbitrary Hermitian matrix. A sub-
space U of Cm is called totally isotropic with respect to the Hermitian form
defined by M if
u∗Mu = 0
for all vectors u ∈ U . The dimension of all maximally totally isotropic
subspaces is equal to
n0(M) + min{n+(M), n−(M)}
Proof. The matrix M is Hermitian, so by spectral decomposition, we can
find invertible matrix S and a diagonal matrix D, such that
D = SAST .
By Sylvester’s law of inertia, the number of negative elements in the diagonal
of D is always the same, for all such S, and the same holds for the number
of positive elements. With this rule, we can simplify the statement and let
M be diagonal. By scaling if necessary, we may further assume that it has
only eigenvalues +1, 0,−1.
We proceed by finding a totally isotropic subspace of the specified dimen-
sion
n0(M) + min{n+(M), n−(M)}.
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Let x+a , x0b and x−c be the eigenvectors of M with corresponding eigenvalues
1, 0 and −1, and assume a = 1, ..., n+, b = 1, ..., n0 and c = 1, ..., n−.
Assuming without loss of generality that n+ ≥ n−, the subspace U spanned
by
x0b , b ∈ [n0],
x+c + x
−
c , c ∈ [n−]
is indeed such that eTuMeu = 0 for all u ∈ U, so it is totally isotropic of
dimension n0 + n−, which by assumption is n0 +min{n−, n+}.
It is left to show that no other totally isotropic subspace can be of a larger
dimension. Let U be any totally isotropic subspace and V be a subspace
spanned by x+a , a ∈ [n+]. It follows that since both U and V are subspaces
of the eigenspace of M ,
n+ + n− + n0 = m
≥ dim(U + V )
= dim(U) + dim(V )− dim(U ∩ V )
= dim(U) + n+.
The last equality follows from the fact that dim(U ∩V ) = 0. Indeed, since V
is spanned by the eigenvectors of M with positive eigenvalues, if x ∈ V, then
x ∗Mx 6= 0. Moving n+ to the left, we see that dim(U) ≤ n0 + n−.
Now we are ready to prove the classical inertia bound Theorem 6.1.1.
Proof. First, G be a graph with a weighted adjacency matrix W . If two
vertices u, v are non adjacent in G and their corresponding basis vectors are
eu and ev, then
euWev = Wu,v = 0.
In other words, by associating standard basis vectors in |V (G)| dimensions,
we identify each coclique S ⊆ V (G) with a totally isotropic subspace of
dimension |S|. The inertia bound thus follows from the Lemma 6.1.2.
6.2 Inertial upper bound for the quantum
independence number
In this section we will present inertial upper bound of Wocjan and Elph-
ick [29] on quantum independence number. The end goal is to prove the
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following.
6.2.1 Theorem. For any graph G with quantum independence number
αq(G) and Hermitian weighted adjacency matrix W :
αq(G) ≤ n0 +min{n+(W ), n−(W )}.
This lemma is an elementary linear algebraic result linking orthogonality
of projections, needed for αq, and the spectral decomposition, related to the
inertia bound.
6.2.2 Lemma. Let P,Q ∈ Cd×d be two arbitrary orthogonal projectors of












denote their spectral decompositions. Then the following are equivalent:
(a) hP,Qitr = 0
(b) xTk yt = 0 for all k ∈ [r] and l ∈ [s]
Proof. The backwards direction is trivial. The forward direction follows
from the fact that each xkxTk and ytyTy is positive semidefinite. Since the
product of two symmetric positive semidefinite matrices is positive semidef-
inite, 0 = hP,Qitr is a sum of positive semidefinite matrices, which implies
that each summand is a 0-matrix.
Now, recall the indexing of the projections in the definition of quantum











The following counting result will help to establish the upper bound on
the dimension of the maximum isotropic subspace.
For u ∈ V, i ∈ [t], k ∈ [r(u,i)], define the composite vectors
ψ
(u,i)
k = eu ⊗ x
(u,i) ∈ Cn×n ⊗ Cn×n,
50
6.2. INERTIAL UPPER BOUND FOR THE QUANTUM INDEPENDENCE NUMBER
6.2.3 Lemma. The cardinality of the index set
{(u, i, k) : u ∈ V (G), i ∈ [t], k ∈ [r(u,i)]} (1)
is td.
Moreover, for all u, v ∈ V, k, l ∈ [t], k ∈ [r(v,j)], we have :
hψ(u,i)k , ψ
(v,j)




T (A⊗ Id)ψ(v,j)l = 0.
Proof. From the definition of quantum coclique we are guaranteed thatX
u∈V (G)
P (u,i) = Id.
In addition, the projections P (u,i) for i ∈ [t] are pairwise orthogonal, which
implies that their ranks are additive:X
u∈V (G)
r(u,i) = d, for each i ∈ [t].
For a fixed u ∈ V (G) the only variable parameters in ψ(u,i)k are i ∈ [t] and




l i = e
T












= δu,vhx(u,i)k , x
(v,j)
l i
It remains to investigate
hx(u,i)k , x
(u,j)






Again, from the definition of quantum coclique, P (u,i)P (v,j) = 0 if i 6= j,
which by Lemma 6.2.2 means (∗) is 0. Furthermore, if i = j, but k 6= l we
observe that x(u,i)k and x
(u,j)
l form orthogonal spectral idempotents of P (u,j),
which again makes (∗) is 0 by Lemma 6.2.2 . It follows that
hψ(u,i)k , ψ
(u,j)
l i = δi,jδk,l.
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If uv 6∈ E(G), the first part of the tensor product in the last equality will be
0 by the quantum coclique definition and Lemma 6.2.2 and we are done.
Now suppose, uv ∈ E(G), and suppose i 6= j. It follows that
hx(u,i)k , x
(v,j)
k i = hP
(u,i), P (v,j)i = 0.
Finally, suppose that uv ∈ E(G), and suppose i = j, then
hx(u,i)k , x
(v,i)
k i = hP
(u,i), P (v,i)i = 0.
Last two equalities again follow from the definition of quantum coclique and
Lemma 6.2.2.
At this stage we can finish the proof of Theorem 6.2.1.
Proof. From Lemma 6.2.3 we conclude that ψk’s form a totally isotropic
subspace with respect to Hermitian form A ⊗ Id of dimension td. Lemma
6.1.2 establishes the upper bound on dimension of such subspace as n0(A⊗
Id) + min{n+(A ⊗ Id), n−(A ⊗ Id)}. Since eigenvalues of tensor product are
products of eigenvalues of corresponding matrices, and all eigenvalues of Id
are 1, we simplify the expression to:
td ≤ d(n0(A) + min{n+(A), n−(A)})
αq = t ≤ n0(A) + min{n+(A), n−(A)},
establishing the quantum inertia bound.
After considering the inertia bound above, we will get familiar with one
more graph parameter, which is an upper bound for both α and αq. This is
the well-known Lovász theta.
6.3 Lovász theta and inertia bound
The inertia bound and Lovász theta are not comparable. We will provide
an example of a strongly regular graph, the Clebsch graph, to support this
claim. Theorem 9 in the seminal Lovász paper [16] states the following.
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6.3.1 Theorem. Let G be a regular graph, and let λ1 ≥ λ2 ≥ ... ≥ λn be




Equality holds if the automorphism group of G is transitive on the edges.
It is known that the Clebsch graph X is edge transitive and thus the
application of the previous theorem shows that its ϑ(X) = 6. The simple cal-
culation shows that its inertia bound is five, coinciding with the independence
number.
On the other hand, consider a cycle graph on six vertices, C6. This graph
is also edge transitive, so ϑ(C6) = 2. However, in this graph the inertia bound
is three.
When one bound is not tight, another one could provide a better insight
in proving that α and αq are the same for a particular graph. Using this
strategy, we will see immediately that both bipartite and perfect graphs do
not exhibit quantum versus classical coclique number separation. Lovász’s ϑ
was also helpful to show that Paley graph on 13 vertices has no separation,
for which it is not known whether the inertia bound is tight [28]. With a bit
more work in the other section, we will prove the same statement for G13,
the graph from the [20] paper.
6.4 Direct proof of αq(G) ≤ ϑ(G)
By 2013 it was known that Lovász theta is an upper bound for αq(G) - Scarpa
mentioned the bound in his thesis [27]. There was no direct proof, but a chain
of results, for example, from Beigi [5] and Piovesan [23] implied the bound.
In the appendix we state those theorems, but in the main section, we will
prove the bound directly. It is a simplified version of Beigi’s proof. First, we





Buv = 0 for every edge uv ∈ E(G).
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6.4.1 Theorem ([5],[10],[23]). For any graph G, we have that αq(G) ≤ ϑ(G).
Below is our short adaptation of the Beigi’s proof.
Proof. Suppose, αq(G) = k. Then there are d×d projections {P (u,i)}u∈V (G),i∈[k]




(u,i) = Id for all i ∈ [k]
(2) hP (u,i), P (v,i)i = 0 for every u 6= v ∈ E(G)
(3) hP (u,i), P (v,j)i = 0 for every edge uv ∈ E(G)
(4) hP (u,i), P (u,j)i = 0 for every i 6= j ∈ E(G)




(u,i). We will show that matrix
B
trB




which will turn out to be αq(G).
Claim: Matrix B is positive semidefinite.
Proof: Suppose we have two d× d Hermitian matrices S = S∗ and R = R∗.
Label rows of S as s1, ..., sn and rows of R as r1, ..., rn. Then their inner
product is




Now, our matrix B resembles a Gram matrix, since its entries are inner
products of the vectors in matrix Hilbert space hPu, Pvi for u, v ∈ V (G). We
will define a matrix M such that B = MM∗, to prove that B is positive
semidefinite.
Let M be a n × d block matrix with (u, j)th block being the jth row of




hui, vii = trPuPv = trP ∗uPv = hPu, Pvi = Bu,v.
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hP (u,1) + ...+ P (u,k), P (u,1) + ...+ P (v,k)i.












hP (u,i), P (u,i)i =
X
i∈[k]
hId, Idi = kd.
Claim: trBJ = α2qd = k2d.



















hP (u,i), P (v,j)i.
Rewriting ths sum asX
i∈[k]
hP (v1,i) + ...+ P (vn,i), P (v1,j) + ...+ P (vn,j)i =
X
i,j∈[k]
hId, Idi = k2d.
Now, we have confirmed that αq = trBJtrB , which was enough to prove the
theorem.
6.5 Appendix
We will fist define a new quantity, and explain below how it relates to the
αq ≤ ϑ(G) inequality.
55
6. INERTIA AND LOVÁSZ ϑ UPPER BOUNDS ON αq
Definition. Denote by α∗(G) the maximum number m for which there exist
POVMs {P iu}i∈[m], and {Quvj }j∈[m] for every edge uv of G such that for some
fixed bipartite state |ψi we have
hψ|P iu ⊗Quvj |ψi = δij.
Beigi in Theorem 1 of [5] proves that
ϑ(G) ≥ α∗(G).
Then Piovesan in Corollary 5.1.17 proves that
αq(G) ≤ α∗(G).
Together these two results imply that αq(G) ≤ ϑ(G). However, the proof of
the above mentioned Beigi’s Theorem 1 is essentially the proof that αq(G) ≤
ϑ(G). For our purposes, the ordinary matrix trace norm was enough, so we
did not define a specific matrix norm as in the proof. The reasoning about




While working in this fascinating topic, we have studied a lot of existent
literature and were able to answer some questions and to identify new ones.
We started by reviewing and confirming the bound on chromatic number
derived from the orthogonal representation in dimensions between three and
eight from [7]. The construction relies on the properties of the only finite
division algebras in this dimension range, the quaternions and octonions.
This bound is extremely useful and has been the key tool for coming up with
the graphs exhibiting the chromatic numbers gap. We would like to know
if there are bounds in higher dimensions of orthogonal representations, and
possibly for independence numbers as well.
In the same chapter we proved results that are accordant with the classical
expectations. The more we know about the cases when the quantum and
classical quantities coincide, the more restrictive is the search for the cases
when they differ. For this reason, we are hoping to see progress in the future
involving bounds that are either bounding both the classical and the quantum
parameter, or are squeezed between the two parameters.
Searching for graphs with the classical versus quantum chromatic number
gap, we were able to generalise Mančinska and Roberson’s example [20] to
an infinite family. One way to further the research would be to look for more
infinite families with the separation.
As the separations are one of the purposes of this work, we have studied
the three main examples of the difference between the quantum and classical
independence numbers. We have successfully found a new Cayley represen-
tation for the Piovesan’s example [23, Page 34], which helped us find a new
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graph with the separation. Scarpa characterised chromatic numbers separa-
tion in terms of projective Kochen-Specker sets and showed how to obtain
a graph with the independence numbers separation given a graph with the
gap between the chromatic numbers. We related Projective Kochen-Specker
sets further with the separation between the independence numbers, which
has provided another link between the quantum chromatic number and the
quantum independence number. It would be interesting to know how else
the two parameters relate.
1 Question. Can we find a graph X with χ(X) > χq(X) if we have a graph
G such that α(G) < αq(G)? How else can one relate χq and αq?
So far the prevalent majority of examples, including the one we found,
has been coming from the orthogonal representations and have only rank-1
projections. This leaves a question of finding more versatile examples with
the quantum and classical separations, as well as learning more about the
rank-one quantum graph parameters in comparison with the general ones.
2 Question. Find a graph G such that χq(G) < χ(G). What is the smallest
such graph? What are the new infinite families F such that for every G ∈ F
we have χq(G) < χ(G)?
3 Question. Find a graph G such that αq(G) > α(G). What is the smallest
such graph? What are the new infinite families F such that for every G ∈ F
we have αq(G) > α(G)?
This brings a related question of what role does the dimension of the
projections in the definition of either the quantum chromatic or quantum
independence number play?
4 Question. Is there a graph G such that χ(c)q (G) 6= χ(d)q (G), where c, d > 1?
and c 6= d? With the same restrictions, can it happen that α(c)q (X) 6= α(d)q (X)





[2] Octonion, 2019, https://en.wikipedia.org/wiki/Octonion.
[3] Quaternion multiplication table, 2019, https://commons.wikimedia.
org/wiki/File:Quaternion-multiplication-table.png.
[4] D. Avis, J. Hasegawa, Y. Kikuchi, and Y. Sasaki, A quantum protocol
to win the graph colouring game on all hadamard graphs, IEICE Trans-
actions 89-A (2006), 1378–1381, https://arxiv.org/pdf/quant-ph/
0509047.pdf.
[5] S. Beigi, Entanglement-assisted zero-error capacity is upper bounded by
the lovasz theta function, ArXiv abs/1002.2488 (2010), https://ui.
adsabs.harvard.edu/abs/2010PhRvA..82a0303B.
[6] A. Cabello, A proof with 18 vectors of the Bell-Kochen-Specker
theorem, New developments on fundamental problems in quantum
physics (Oviedo, 1996), Fund. Theories Phys., vol. 81, Kluwer Acad.
Publ., Dordrecht, 1997, https://arxiv.org/pdf/quant-ph/9706009.
pdf, pp. 59–62. MR 1601708
[7] P. J. Cameron, A. Montanaro, M. W. Newman, S. Severini, and A. J.
Winter, On the quantum chromatic number of a graph, Electr. J. Comb.
14 (2007), https://arxiv.org/abs/quant-ph/0608016.
[8] T. S. Cubitt, D. W. Leung, W. Matthews, and A. J. Winter, Improving
zero-error classical communication with entanglement, Physical review
letters 104 23 (2010), 230503.
59
BIBLIOGRAPHY
[9] G. N. de Oliveira, Matrices whose sum is the identity matrix, Gazeta de
Matemática, http://gazeta.spm.pt/getArtigo?gid=625.
[10] R. Duan, S. Severini, and A. J. Winter, Zero-error communication via
quantum channels and a quantum lovász -function, 2011 IEEE Interna-
tional Symposium on Information Theory Proceedings (2011), 64–68.
[11] C. Godsil, personal communication.
[12] C. Godsil, Interesting graphs and their colour-
ings, https://pdfs.semanticscholar.org/1f94/
47ade22fe859028cd79ad0ce0cd1070ba073.pdf, 2006.
[13] C. Godsil and G. Royle, Algebraic graph theory, Graduate Texts in Math-
ematics, vol. 207, Springer-Verlag, New York, 2001. MR 1829620
[14] P. Hell and J. Nesetril, Graphs and homomorphisms, Oxford University
Press, 2004.
[15] M. Kernaghan, Bell-kochen-specker theorem for 20 vectors, Journal of
Physics A: Mathematical and General 27 (1994), L829–L831, https://
iopscience.iop.org/article/10.1088/0305-4470/27/21/007/pdf.
[16] L. Lovász, On the shannon capacity of a graph, IEEE Trans. Information
Theory 25 (1979), 1–7.
[17] L. Lovász, Geometric representations of graphs, December 2007, http:
//web.cs.elte.hu/~lovasz/geomrep.pdf.
[18] L. Mancinska, G. Scarpa, and S. Severini, A generalisation of kochen-
specker sets relates quantum colouring to entanglement-assisted channel
capacity, Proceedings of AQIS Conference 2012, January 2012.
[19] L. Mancinska, Separable state discrimination using local quantum opera-
tions and classical communication, Ph.D. thesis, University of Waterloo,
2013, http://hdl.handle.net/10012/7792.
[20] L. Mancinska, D. E. Roberson, and R. Freivalds, Oddities of quantum




[21] L. Mančinska and D. Roberson, Graph homomorphisms for quan-
tum players, 9th Conference on the Theory of Quantum Computa-
tion, Communication and Cryptography, LIPIcs. Leibniz Int. Proc. In-
form., vol. 27, Schloss Dagstuhl. Leibniz-Zent. Inform., Wadern, 2014,
https://arxiv.org/abs/1212.1724, pp. 212–216. MR 3354695
[22] A. Peres, Quantum theory: concepts and methods, Fundamental




[23] T. Piovesan, Quantum entanglement: insights via graph param-
eters and conic optimisation, Ph.D. thesis, Universiteit van Am-
sterdam, 2016, http://www.illc.uva.nl/Research/Publications/
Dissertations/DS-2016-09.text.pdf.
[24] I. Pitowsky, Infinite and finite gleason’s theorems and the logic of
indeterminacy, Journal of Mathematical Physics 39 (1998), https:
//doi.org/10.1063/1.532334.
[25] R. Renner and S. Wolf, Quantum pseudo-telepathy and the kochen-
specker theorem, International Symposium onInformation Theory, 2004.
ISIT 2004. Proceedings., June 2004, pp. 322–322.
[26] D. E. Roberson, Variations on a theme: Graph homomorphisms, Ph.D.
thesis, University of Waterloo, 2013, https://uwspace.uwaterloo.ca/
handle/10012/7814.
[27] G. Scarpa, Quantum entanglement in non-local games, graph parameters
and zero-error information theory, Ph.D. thesis, Universiteit van Am-
sterdam, 2013, https://www.illc.uva.nl/Research/Publications/
Dissertations/DS-2013-03.text.pdf.
[28] J. Sinkovic, A graph for which the inertia bound is not tight, 2018.
[29] P. Wocjan and C. Elphick, An inertial upper bound for the quantum in-




[30] S. Yu and C. H. Oh, State-independent proof of kochen-specker theorem




















projective Kochen-Specker set, 26




α and αq separation characteri-
sation in terms of Projective
Kochen-Specker sets, 36
α = 2 if and only if αq = 2, 4, 19
G120 - the new separation between
α and αq, 43
Confirmed proof for octonions, 13
Erdős-Rényi separation, 33
Quantum independence number of
G13, 46
Quaternions isomorphism, 41
The independence number of the
graph and its cone, 17
The quantum independence num-
ber Paley13, 19
Orthogonal rank, 10
Orthogonal representation, 10
Product
Cartesian, 38
Homomorphic, 45
Projective Kochen-Specker separation
Independence number, 36
vertex-transitive, 18
63
