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To  enhance  electrocardiogram  (ECG)  monitoring  systems  in  personalized  detections,  deep  neural  net-
works  (DNNs)  are  applied  to overcome  individual  differences  by periodical  retraining.  As introduced
previously  [4], DNNs  relieve  individual  differences  by fusing  ECG  with  impulse  radio  ultra-wide  band
(IR-UWB)  radar.  However,  such  DNN-based  ECG  monitoring  system  tends  to  overﬁt  into  personal  small
datasets  and is difﬁcult  to generalize  to  newly  collected  unlabeled  data.  This  paper  proposes  a self-
adjustable  domain  adaptation  (SADA)  strategy  to prevent  from  overﬁtting  and  exploit  unlabeled  data.
Firstly,  this  paper  enlarges  the  database  of  ECG  and  radar data  with  actual  records  acquired  from  28
testers  and  expanded  by  the  data  augmentation.  Secondly,  to  utilize  unlabeled  data,  SADA combines  selfeywords:
ransfer learning
omain adaptation
ne-class classiﬁcation
elf organizing maps
organizing  maps  with  the  transfer  learning  in  predicting  labels.  Thirdly,  SADA  integrates  the  one-class
classiﬁcation  with  domain  adaptation  algorithms  to reduce  overﬁtting.  Based  on  our enlarged  database
and standard  databases,  a large  dataset  of  73200  records  and  a  small  one  of 1849 records  are  built  up
to  verify  our  proposal.  Results  show  SADA’s  effectiveness  in  predicting  labels  and  increments  in  the
sensitivity  of  DNNs  by 14.4%  compared  with  existing  domain  adaptation  algorithms.
©  2018  The  Authors.  Published  by  Elsevier  Ltd. This  is an  open  access  article  under  the CC  BY-NC-NDCG monitoring
. Introduction
How to provide a personal diagnosis becomes a trend of
he mobile electrocardiogram (ECG) monitoring, after the precise
edicine is presented. The reliability of mobile ECG monitoring
ystem is affected by the detection error caused by individual dif-
erences. Overcoming the issue of individual differences promotes
he clinical usage of mobile ECG monitoring based on the Internet of
hings. A mobile cloud hybrid solution for mobile ECG monitoring
1] is put forward to enhance the adaptation to individual differ-
nces. This solution applies the deep neural network (DNN) in the
rrhythmia detection on the mobile side, and dynamically retrains
his neural network on cloud using new personal data. Through the
rocess of periodical retraining, the neural network is adjusted as
daptive to individual differences.Though such DNN-based mobile ECG monitoring solution
chieves the adaptation to individual features due to the virtue
f periodical retraining procedures, it is subject to personal data
∗ Corresponding author.
E-mail address: zhanglin@bupt.edu.cn (L. Zhang).
ttps://doi.org/10.1016/j.bspc.2018.08.002
746-8094/© 2018 The Authors. Published by Elsevier Ltd. This is an open access article 
/).license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
used for ﬁne-tuning. In real mobile health applications, new col-
lected data are almost unlabeled and corresponding categories are
imbalanced. Besides, on condition that the size of personal datasets
is small, the retraining procedure tends to over-ﬁt. These situa-
tions brings about issues on how to exploit unlabeled data, how to
prevent over-ﬁtting during retraining, and how to keep the recog-
nition sensitivity for each class on the imbalanced dataset in the
ECG monitoring solution.
The domain adaptation is able to relieve over-ﬁtting of neural
networks in the target domain, since it controls the learning in tar-
get domain with matching to the source domain. As a few labels are
available in the target domain in real ECG monitoring applications,
the domain adaptation is performable in a semi-supervised way,
which exploits unlabeled data by predicting pseudo labels with a
basic classiﬁer [14] such as the support vector machine (SVM) [2]
or the self-organizing maps (SOM) [19]. Since SOM offers unsu-
pervised morphological clustering, it is adopted in this paper for
classifying ECG waveforms. The SOM serves as a rough clustering
method and therefore it is employed together with other clustering
algorithms, such as the fuzzy c-means (FCM) clustering. However,
existing SOM-based clustering is unable to integrate multiple data.
Besides, the real ECG monitoring scenarios cannot meet the con-
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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iig. 1. Proposed strategy for mobile ECG monitoring. CNNs denotes a standard neur
ith  weights of CNNu and used for personalized diagnoses.
traint of existing domain adaptation algorithms that the set of
lasses is the same across domains. It is common that the target
omain only acquires the normal category from a speciﬁc person.
This paper proposes a self-adjustable domain adaptation (SADA)
trategy in the DNN-based mobile ECG monitoring system to pre-
ent from overﬁtting to individual differences. Fig. 1 illustrates the
rchitecture of a mobile ECG monitoring solution which is extended
y SADA. To fuse ECG and radar data for relieving interferences
f motion artifacts and individual differences, SADA adopts a cas-
ade convolutional neural network introduced previously [4]. SADA
odiﬁes the SOM-based clustering to fuse multiple data and broad-
ns the application scenarios of domain adaptation algorithms.
irstly, SADA extends the SOM-based clustering by the transfer
earning (TL). Secondly, SADA applies the one-class SVM (OC-SVM)
ith the domain adaptation. By breaking the restriction of domain
daptation with the OC-SVM in our scenario, SADA increases the
ensitivity of DNNs. Experimental results verify the effectiveness of
ADA by comparisons with existing domain adaptation algorithms.
The rest of this paper is organized in the following. Section 2
ives a summary of related works on the domain adaptation and
tates details of the personalized ECG monitoring system integrated
ith IR-UWB radar. Section 3 presents the modiﬁcation that SADA
ade to SOM-based clustering, describes issues on the consistency
f class sets across domains and explains the extension of existing
omain adaptation algorithms by applying the OC-SVM. Section 4
resents experimental results and their analyses. Finally, Section 5
oncludes our paper.
. Related works
.1. Related works in domain adaptations
The deep structure of DNN is capable of extracting transfer-
ble features [13] speciﬁc to data and tasks. Since such features are
omain-invariant, the deep domain adaptation dependent on DNNs
eneﬁts in these domain-invariant features in reducing distribu-
ion discrepancies across domains. The deep domain adaptation
ligns domains through adding restrictions to the training loss of
NNs with an extra loss of domain fusion or domain classiﬁcation.
he domain fusion loss enables classiﬁers indistinguishable across
omains, while the domain classiﬁcation loss maintains extracted
eatures distinct on target and source domains. The network archi-
ecture in [8] is adjusted to import the domain classiﬁcation loss
nto the back-propagation. The network in [9] achieves the domainwork trained on the MIT-BIH database. CNNu is adjusted by SADA. CNNt is updated
classiﬁcation loss and the domain fusion loss simultaneously with a
compromise deal. Works in [5–7,15] append the domain fusion loss
by calculating the maximum mean discrepancy (MMD)  of extracted
features on source and target domains.
Speciﬁcally, the domain fusion loss is decreased by reducing
discrepancies of the marginal distribution or the conditional dis-
tribution across domains [3]. The deep transfer network (DTN) [5]
poses constraints to both marginal distribution and conditional
distribution. The deep adaptation network (DAN) [6] presents a
strategy for the optimal multi-kernel selection, to improve the
marginal matching performance across multiple layers. The joint
adaptation network (JAN) [7] restricts the joint distribution across
multiple layers in the neural network. It is no longer necessary to
separately adapt the marginal and conditional distribution.
As in [16], the domain adaptation requires that the class space
keeps exactly consistent across target and source domains, which
hinders its application in real-world scenario such as the mobile
health monitoring. Though the network in [9] is applicable in situ-
ation that a part of categories lack labeled target data, it still obey
the consistency constraint on class space. It is necessary to develop
a ﬂexible domain adaptation which is usable in either consistent
or inconsistent class space. Then SADA makes a ﬁrst attempt to
broaden the application of domain adaptation to the situation that
the class space shrinks in the target domain.
2.2. Personalized ECG monitoring integrated with IR-UWB radar
2.2.1. Multi data acquisition
In addition to the ECG monitoring, it is feasible to apply
other contactless heart rate (HR) detections achieved through the
capacitively coupled ECG measurement, the radar-based displace-
ment measurement and the audio-based HR measurement [21].
The radar-based HR measurement outperforms other noncontact
means due to its robustness in long distances (>10 cm) [22]. Besides,
the radar-based HR measurement suppresses the affects of motion
artifacts by applying multi antennas [23] or by adopting the gener-
alized warblet transform to cancel random body movements [24].
Therefore, it is effective to apply the radar-based HR measurement
to assist in vital sign monitoring scenarios such as the sleep apnea
detection based on ECG or electroencephalograms [31–42].Radar-based HR monitoring is achieved by the continuous-wave
(CW) radar and the UWB  radar, which includes the stepped fre-
quency CW radar, the frequency-modulated CW radar and the
IR-UWB radar [46]. Except the IR-UWB radar, other three kinds
W.  Yin et al. / Biomedical Signal Process
Table  1
Frequency bands of wavelet coefﬁcients in ﬁrst four levels when ECG sampling rate
is 360 Hz.
Wavelet decomposition ECG features
Levels Frequency band (Hz) Waves Frequency band (Hz) Energy ratio (%)
cd1 90–180 – – –
cd2 45–90 – – –
cd3 22.5–45 QRS 0–38 98
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cascade neural networks are sharable to initialize a new neural net-cd4 11.25–22.5 P 0–20 90
ca4 0–11.25 T 0–8 92
f radars belong to the doppler radar which extracts vital signs
rom changing phase information. Because of the null-point prob-
em, doppler radars have limitations in vital sign monitoring [45].
n contrast, IR-UWB radars acquire vital signs from echos’ time
f arrival and therefore avoid the null-point problem. Besides, IR-
WB  radars have advantages in through-the-wall detections. Thus,
R-UWB radar based HR monitoring is selected as a non-invasive
easurement in the personalized ECG monitoring system.
The DNN-based ECG monitoring system [4], which SADA is
pplied to, simultaneously collects ECG recordings and radar data
or personalized diagnoses. Since the DNN-based classiﬁcation is
ot dependent on predeﬁned features and classiﬁes ECG wave-
orms more accurately than other classiﬁers such as the SVM [25],
he mobile ECG monitoring deploys neural networks for precise
iagnoses. The vital signs carried by radar data vary in diverse indi-
iduals [21] and therefore are useful for generalizing DNN-based
CG monitoring against individual differences.
ECG acquisition module
The ECG acquisition module compromises an ECG sensor and a
enoising ﬁlter, as depicted in Fig. 1. The ECG sensor is based on
he BMD101 chip and a bluetooth module BC147413. The denois-
ng ﬁlter suppresses the baseline drift by a zero-phase-shift ﬁlter,
emoves power-line interferences at 50 Hz by a notch ﬁlter, and
educes the electromyographic interference based on the wavelet
ecomposition. Since the spectrum of EMG  interference is over-
apped with that of ECG [28], it is hard to denoise EMG  interferences
y bandpass ﬁltering. Due to the multiscale frequency resolution,
he wavelet decomposition is effective in reducing EMG  interfer-
nces [28] and extracting features of ECG [26,27] for sleep apnea
etections. The wavelet decomposition divides ECG into high fre-
uency bands and low frequency bands in multiple scales. EMG
nterferences are dominant in high frequency bands while QRS
omplexes are mainly contained in low frequency bands [48].
herefore, the wavelet-based denoising is able to reduce EMG  inter-
erences by setting thresholds to detailed coefﬁcients of wavelet
ecompositions in high frequency bands.
In the ECG acquisition module implemented in Fig. 1, each ECG
ecord is resampled from 512 Hz to 360 Hz before denoising. In this
ase, wavelet coefﬁcients of ﬁrst four levels respectively occupy
requency bands as shown in Table 1. cd1, . . .,  cd4 are detailed coef-
cients of level 1–4, and ca4 is approximation coefﬁcients of level
. 98% energy of QRS complexes is distributed in band 0–38 Hz.
he peak energy of QRS complexes is concentrated within a fre-
uency band 10–20 Hz [47], which is overlapped with the band of
d4. In order to reduce EMG  interferences with less loss in QRS com-
lexes, the acquisition module decomposes ECG into three levels
ith bior2.2 wavelet and removes EMG  interferences by setting
oft thresholds to detailed coefﬁcients of wavelet decompositions
n each level.
Acquisition module for radar dataing and Control 47 (2019) 75–87 77
The acquisition module for radar data contains an IR-UWB radar
platform and an extractor for heart beat signals. The radar platform
is the NVA-R661 radar module, which is implemented on single
chip CMOS NVA6201 impulse radar transceiver. The radar signal
processing ﬂow contains procedures including the removal of DC
component, a band-pass ﬁltering, the removal of clutters based
on the principal component analysis (PCA), and the separation of
heartbeats and respirations, as illustrated in Fig. 2.
The transmitting frequency band of applied radar module is
selected according to the power spectral density (PSD) of transmit-
ting impulses and the Chinese standard on UWB  frequencies. Vital
signals tend to be buried by clutters and noises when the trans-
mitting PSD is low. Therefore, the frequency band with a higher
PSD, provided by the applied radar, is selected as 5.65–7.95 GHz
[49]. Cutoff frequencies of bandpass ﬁltering are set as bounds
of the transmitting frequency band to reduce noises out of the
band. PCA-based methods suppress clutters by removing the com-
ponent corresponding to the ﬁrst eigenvalue in the singular value
decomposition (SVD) of radar data [30]. Primary components corre-
sponding to ﬁrst N eigenvalues contain more clutter signals rather
than vital signals. The PCA-based method calculates the energy
ratio En of each components to all components and determines the
N components to be removed on condition that
∑N
i=1En(i) > 0.85.
Observed in our experiments, the energy ratio of the ﬁrst compo-
nent is usually greater than 0.85. Thus N is selected as 1 in this
paper.
ECG recordings and radar data are aligned by receiving time-
stamps before they are dealt with denoising and detections.
Continuous data streaming is intercepted into segments by a time-
window without overlapping. After ECG segments are denoised
and heartbeat signals are derived from radar segments, ECG seg-
ments and heartbeat signals are imported to a convolutional neural
network (CNN) for arrythmia detections. Speciﬁc processing pro-
cedures are elaborated in the previous work [4].
2.2.2. Data fusion and periodical transfer learning
Given that features in ECG and radar data are related but distinct,
a cascade convolutional neural network (CCNN) is designed to sepa-
ratively capture different features from ECG and radar data and then
integrates extracted features together. As illustrated in Fig. 1, CCNN
comprises the CNN1 for radar data, the CNN2 for ECG recordings
and the CNN3 for fusing features. Numbers of neurons, feature maps
and layers of CCNN are determined by reference to a multi-lead
convolutional neural network (LCNN) designed in [50]. Speciﬁcally,
convolutional layer numbers of CNN1 and CNN2 are equal to those
of LCNN. Map  numbers in each layer of CNN1 and CNN2 are set
as the same with corresponding layers in LCNN. Neuron numbers
in multilayer perceptrons (MLP) of CNN3 are equivalent to MLP  of
LCNN. The sum of neuron numbers in output maps of CNN1 and
CNN2 is equal to neuron numbers in feature maps in the third sub-
sampling layer of LCNN. On the basis of consistent neuron numbers
and map  numbers with LCNN, advantages of CCNN integrating ECG
with radar data are veriﬁed in [4]. Input-layer architectures of CNN1
and CNN2 are devised according to respective sampling rates of ECG
and radar data. The input layer of CNN1 contains 360 neurons and
the input layer of CNN2 contains 1200 neurons.
The cascade neural network is originally trained on the stan-
dard MIT-BIH database and a pre-collected dataset of ECG and radar
data. To adapt to individual features of a speciﬁc person, the cascade
neural network is ﬁne-tuned on personal data based on the transfer
learning. According to the transfer learning, the weights of standardwork, which is trained with new collected personal data. Through
such periodical transfer learning, the standard cascade neural net-
work is generalized to personal data. When the size of personal
78 W.  Yin et al. / Biomedical Signal Processing and Control 47 (2019) 75–87
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ataset is inadequate, the retraining tends to over-ﬁt into the cur-
ent dataset at each time during periodically updating the neural
etwork.
. Self-adjustable domain adaptation strategy
.1. Overview
SADA is implemented based on the ECG monitoring platform
entioned above. As illustrated in Fig. 1, ECG recordings and radar
ata are collected simultaneously for online detections by a cas-
ade neural network and periodically imported to off-line retaining.
ADA is performed in off-line retraining neural networks. Then the
pdated neural network is applied in online detecting abnormal-
ties in ECG data and radar data. The periodical off-line retraining
elps in keeping a robust accuracy in personal data. SADA respec-
ively makes adjustments on the label prediction and the neural
etwork ﬁne-tuning. Since the back propogation of neural net-
orks requires inputting labeled data, SADA predicts labels for
nlabeled data by an extended SOM-based clustering. The SOM-
ased clustering is adjusted by the transfer learning and combined
ith the genetic algorithm (GA) based FCM clustering. Besides,
ADA adopts the one class classiﬁcation to eliminate limits of the
omain adaptation. By deploying the extended domain adaptation,
ADA enhances the generalization of neural networks and increases
he classiﬁcation sensitivity.
.2. Label prediction by SOMSADA predicts labels for unlabeled data by a morphological clus-
ering based on the SOM and the FCM clustering. Speciﬁcally, SOM
s modiﬁed by reducing errors in similarity measurements withheartbeat extraction.
dynamic time wrapping (DTW) [17]. TL is imported into SOM so as
to fuse ECG and radar data. GA is combined with FCM clustering as
the GA-FCM clustering to prevent FCM clsutering from trapping in
local optimums.
3.2.1. Dynamic time wrapping
For clustering ECG recordings, it is more effective to perform
the similarity measurement by applying dynamic time wrapping
rather than Euclidian distances. DTW offers a robust measurement
of similarity for time series. As stated in [11], deploying DTW in
clustering ECG waveforms is helpful in increasing the clustering
accuracy. As Fig. 3(a) illustrates, the time alignment is not available
in a short-time recording, even though it is available for single beat.
In this case, the euclidian distance is a measurement so strict that
causes interferences in SOM clustering. In Fig. 3(b), DTW matches
the point P to the point P2 while the euclidian distance compares
the point P to the point P1.
3.2.2. Transfer learning based SOM
The IR-UWB radar serves as an effective noncontact meature-
ment in the mobile health monitoring. In the situation that ECG data
is badly interfered, it is helpful to integrate radar data as an assis-
tance in diagnoses. Since the diagnosis information is consistent in
radar data and ECG data, such as beat to beat intervals [18], results
of arrhythmia diagnoses are the same for an ECG recording and a
synchronized radar signal. Fig. 4 depicts the time relation of an ECG
recording and a heartbeat signal extracted from the radar data. The
knowledge learned in the radar data is transferable for augment-
ing the diagnosis accuracy in ECG data. Thus, SADA imports the
radar data in clustering ECG data based on the concept of transfer
learning.
W.  Yin et al. / Biomedical Signal Processing and Control 47 (2019) 75–87 79
Fig. 3. (a) Time alignment in short-time recordings. (b) Similarity me
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3.2.3. Clustering combined with genetic algorithmig. 4. Heart beat signal extracted from radar data and synchronized ECG signal.
SOM preserves the data distribution and topology during the
apping procedure. In the output map, SOM stimulates neighbor
eurons of an activated neuron but suppresses remote neurons. The
osterior probabilities of an output neuron are the same in ECG data
nd radar data, i.e., P(m|xuwb) = P(m|xecg). The posterior probability
(m|x) suggests the possibility that a speciﬁc sample x belongs to
he mth output neuron. Since the KL divergence is usable in mea-
uring discrepancy of two probability distributions, it is adopted
n calculating the distance matrix Ud of output neurons. The dis-
ance matrix Ud carries information about the activated region. Theasurement by Euclidian distance and dynamic time wrapping.
active regions in the output map  are distributed at adjacent areas
in ECG data and radar data, as marked with red circles in Fig. 5. Such
information of activated region is transferable, in the situation that
output maps of SOMs for ECG data and radar data have the same
topology.
As illustrated in Fig. 6, the transferable distance matrix Ud is
obtained from radar data by calculating the KL divergence with
the posterior possibility P(m|x) of each output neuron in the ﬁrst
SOM1. Then a second SOM2 initializes its distance matrix by the
shared matrix Ud. Speciﬁc procedures are described in Algorithm
1.
Algorithm 1. Flow of SOM improved by transfer learning
Input: Heartbeat data from radar data, and ECG data.
Output: Index of maps from ECG data to activated output neurons Ix ,
and centroids of each cluster dx .
1: Two self-organizing maps are set up with the same
architecture, noted as SOM1 and SOM2.
2: The ﬁrst SOM1 obtains the posterior possibility of each output
neuron P(m|x) from the heartbeat data;
3:  A sharing distance matrix Ud is built up through calculating the
KL divergence;
4: The distance matrix of a second SOM2 is initialized by Ud .
5:  The SOM2 generates rough clusters of ECG data, producing Ix
and dx .
6: return Ix and dx;The SOM is usually implemented in a two-stage clustering,
whose second stage employs ﬁne clustering methods such as the
fuzzy c-means clustering to merge output neurons of SOM. The
80 W.  Yin et al. / Biomedical Signal Processing and Control 47 (2019) 75–87
Fig. 5. KL-divergence matrix in (a) ECG data space and (b) UWB-radar data space.
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CM clustering is sensitive to initial centers. The genetic algo-
ithm is applicable with the FCM clustering method to optimize
he selection of initial centers [20]. Besides, the genetic algorithm
s importable into the FCM clustering to prevent trapping in a local
ptimum.
SADA adopts the genetic algorithm during the tuning itera-
ions of FCM clustering to adjust the clustering division, as shown
n Fig. 7. The optimization on clustering division is solved by
he genetic algorithm through minimizing the sum of distances
o clustering centers within each cluster. Speciﬁcally, the genetic
lgorithm tunes the cluster tags Y = [y1, . . .,  yN] by the following
ptimization function as
min
i ∈ N+
L∑
ti=1
(D − ı(Y − ti)Ki), (1)
here D = [d1, . . .,  dN], and di is an M-dimensional feature vector
f the ith node among total N active neurons in the output map  of
OM. ti is a tag for the ith cluster of total L clusters and Ki is the
enter of the ith cluster.
In the unsupervised clustering, SOM divides input data into
ough categories by mapping data onto active neurons, and then the
A-based clustering method assigns speciﬁc categories for input
ata by merging active neurons into corresponding classes.
.3. Domain adaptation based on OC-SVM
.3.1. Issues on consistency of class sets
Existing domain adaptation algorithms are restricted to the
ssumption that the class set is consistent across domains. How-
ver, in the application scenario of mobile ECG monitoring, the class
et changes at each time of periodical retraining neural networks.
ecause the appearance of arrhythmia is occasional, it is possible
hat the class set of new collected data contains only the normalFig. 7. Flow of clustering combined with genetic algorithm.
category. Alternatively, the target domain captures one or several
kinds of arrhythmias, as depicted in Fig. 8(a).
Speciﬁcally, the source domain Xs contains data of the nor-
mal  category and N kinds of arrythmia, i.e., Xs = {xsn, xsa}, xsa =
{xsa1, xsa2, · · ·, xsaN}, where xsa denotes all arrhythmias exist in the
source domain. The target domain Xt comprises data of the nor-
mal  category and a few abnormal types, i.e., Xt = {xtn, xta}, xta =
{xta1, · · ·,  xtaM}, M ≤ N, where xta denotes all arrhythmias appear in
the target domain. Xt1 in Fig. 8(b) illustrates a casual case that the
target domain captures M diseases types of N types. Besides, Xt2 in
Fig. 8(b) depicts an extreme case that the class set of target domain
contains only the normal category, i.e., xta = .
When the neural network serves as a two-class classiﬁer for
telling normal data from abnormal data in the ECG monitoring sce-
nario, the task is equivalent to a multi-label classiﬁcation. As shown
in Fig. 8(b), for each ECG recording, there are two main labels yn and
ya indicating whether the current sample is normal. The abnormal
label ya comprises a series of sub tags denoting the corresponding
type of arrhythmias, i.e., ya = [ya1, . . .,  yaN]. In order to distinguish
normal data from abnormal data, the neural network actually per-
W.  Yin et al. / Biomedical Signal Processing and Control 47 (2019) 75–87 81
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orms a multi-label classiﬁcation which recognizes all abnormal
ags yai and then comes down to the abnormal label ya. In case that
he target domain only comprises normal data, the task of neural
etwork is translated from the two-class classiﬁcation to one-class
lassiﬁcation. When the target domain has a few abnormal data, the
eural network works as a multi-label classiﬁer, which separates
ny kind of abnormal data from normal data. As the arrhythmia
ppears occasionally in the target domain, the class set cannot keep
onsistent across domains.
Within the source domain, the marginal distribution is
(x = xsa) =
∑N
i=1P(x
s
ai
) and P(x = xsn) = 1 − P(x = xsa). In the target
omain, it assumes that a random variable with Binomial distri-
ution Bi decides the possibility that an arrhythmia type exist
n a speciﬁc ECG sample. If the i th arrhythmia type appeared,
i = 1; otherwise, Bi = 0. The vector B = [B1, . . .,  BN] indicates all
rrhythmia types that appear in an ECG sample. Then, the marginal
istribution of target domain is set as P(x = xta) =
∑N
i=1BiP(x
t
ai
) and
(x = xtn) = 1 − P(x = xta). Such random changes in the marginal dis-
ributions have inﬂuences in the NN-based domain adaptation in
lassiﬁcation sensitivity for each arrhythmia type.
Domain adaptation algorithms reduce the distribution discrep-
ncy using the MMD.  Taking the deep transfer network [5] for an
xample, the marginal discrepancy in the feature space is calculated
s [10]
MD  = || 1
ns
ns∑
i=1
xsi −
1
nt
nt∑
j=1
xtj ||22 = Tr(XMXT), (2)
here X = [Xs, Xt], Xs = [xs1, · · ·,  xsns ] ∈ Rd×n
s
is a source dataset, and
t = [xt1, · · ·,  xtnt ] ∈ Rd×n
t
is a target dataset. M is the MMD  matrix,
hose element Mij is set as
ij =
⎧⎪⎨
⎪⎩
1/(ns)
2, i ≤ ns, j ≤ ns
1/(nt)
2, i > ns, j > ns
−1/(nsnt), otherwise.
(3)
In our situation, given that class sets are not consistent between
omains, SADA attempts to covert class sets to equal sets. SADA
djusts the class set of source domain by adding a sparse diagonal
atrix C to the dataset X. Then the MMD  is devised as
MD  = Tr(XCMCTXT), (4)
here C = diag(c1, . . .,  cL), and L = ns + nt. The element cj (1 ≤ j ≤ L) is
alculated as{
1, j ≥ ns
j =
aj, 1 ≤ j ≤ ns,
(5)
here aj is an indicator whether the jth source data shares the same
rrhythmia types with all target data. If the jth source data containsspace and (b) label space.
no arrhythmia type included in the target domain, aj = 0; other-
wise, aj = 1. However, the indicator vector B is unknown during
retraining neural networks, and therefore it is difﬁcult to obtain the
sparse matrix C. It is necessary to solve the problem in generating
matrix C before the domain adaptation. SADA attempts to acquire
the value of cj by selecting proper source data through one-class
classiﬁcation.
3.3.2. One-class – support vector machine
One-class classiﬁcation is usable in the situation that only one-
class data is available for training. In other cases, when the training
dataset is imbalanced in different classes, it is feasible to apply the
one-class classiﬁcation instead of multi-class classiﬁcation, whose
decision boundary is correspondingly deviated. The decision hyper-
sphere of OC-SVM is determined by the quadratic programming
[12]:
min
r,c,
r2 + 1
vn
n∑
i=1
i
s.t.
∥∥c − (xi)∥∥2 ≤ r2 + i, i ≥ 0,
(6)
where (xi) is the mapping of ith training sample xi in the feature
space, n is the size of training dataset, c is the center of a hyper-
sphere to enclose selected samples, r is the decision radius of the
hypersphere, i is the error, and v is a trade-off parameter between
r and i.
The decision function of OC-SVM is set as f(x) = ||c − (x)|| − r. If
f(x) ≤ 0, then x is classiﬁed as a target; otherwise, it is recognized
as an outlier.
3.3.3. One-class classiﬁcation based domain adaptation
As shown in Fig. 9, the features of different arrhythmias are dis-
tributed in different parts of a feature space projected by kernel
functions. Due to individual differences, there are drifts in feature
distributions of the same arrythmia. The decision hypersphere of
OC-SVM determined by features of target domain is possible to
enclose source-domain features irrelative to arrhythmias in target
domain. Therefore, the hypersphere needs to be adjusted to select
proper source-domain features by adaptively updating the center
of a decision hypershpere.
The process of one-class classiﬁcation based domain adaptation
is detailed in the Algorithm 2. During these procedures, the value
of aj in Eq. (5) is generated. Then ﬁnal selected features of source
domain and all features of target domain are used in the domain
adaptation by existing algorithms.
Algorithm 2. Flow of one-class classiﬁcation based domain adap-
tation
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 domain in feature space with Gassian kernels.
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Table 2
Settings on adopted methods in clustering procedures of four schemes.
Schemes Rough clustering Fine clustering Input data
ED DTW FCM GA-FCM ECG Radar data
SADA –
√
–
√ √ √
TL-FCM –
√ √
–
√ √
ED-FCM
√
–
√
–
√
–
ED-GAFCM
√
–  –
√ √
–
Fig. 10. Comparisons of 4 schemes in receiver operating characteristic space.
Table 3
Evaluating parameters of 4 clustering schemes.
Schemes Acc (%) Spec (%) Sens (%) F1 AUC
SADA 82.1 80.9 86.7 0.67 0.84
TL-FCM 79.4 76.1 91.6 0.64 0.83
ED-FCM 72.3 69.3 83.4 0.40 0.59Fig. 9. Distributions of source and target
Input: All features of source domain hs , all features of target domain
ht , and tags of domains Td .
utput: Selected features of source domain hsx , and an vector {aj}
indicating whether a source feature is selected.
The ﬁrst one-class classiﬁcation stage:
1:  A one class support vector machine is trained by features of
target domain in the Hilbert space.
2: The trained OC-SVM is applied to select proper features of
source domain, generating values for the vector {aj}, 1 ≤ j ≤ ns .
The  iterative one-class classiﬁcation stage:
3:  The selected features of source domain are used to train the
next OC-SVM.
4: The next OC-SVM is applied to select proper features of source
domain as ﬁnal selected features hsx , updating values in the
vector {aj}.
5: return hsx and {aj}.
The computational complexity of each one-class classiﬁcation
tage in SADA is O(L2), where L is the training batch size. Though
he one-class classiﬁcation stage is performed for N times, the extra
omputational complexity imported by SADA is still O(L2). The com-
utational complexity of JAN is O(L2) and DTN has a computational
omplexity as O(L). The optimization procedure of DAN causes a
omputational complexity O(L3). Thus computational complexities
f JAN and DAN are not enlarged with adopting SADA. The sensitiv-
ty of DTN is increased by applying SADA, while its computational
omplexity rises as a trade off.
. Experiments and analysis
In order to validate the performance of SADA, three evaluating
arameters are calculated and compared from experiments in the
ollowing.
Accuracy: it is the rate that ECG and radar data are classiﬁed into
correct categories.
Speciﬁcity: it is the rate that normal ECG data and radar data are
categorized as normal.
Sensitivity: it is the rate that abnormal ECG data and radar data
are categorized as abnormal.
.1. Experiments on SOM
In order to verify the clustering based on SOM and transfer learn-
ng, IR-UWB radar data and ECG data are acquired simultaneously
rom 28 testers in resting states and moving states. After denos-
ng ECG data and extracting heartbeat signals from IR-UWB radar
ata, synchronized ECG data and heartbeat signals are imported
o SOM-based clustering. Experiments are repeated 14 times. 246
ecords of ECG and heartbeat signals are used at each time and every
ecord lasts for 1.5 seconds. Speciﬁc settings of validating schemes
re elaborated in Table 2, where the symbol
√
denotes the chosen
ethod.
The applied topology of SOM contains 9 × 9 neurons. Weights of
eurons in the SOM are adjusted with Euclidean distances or theED-GAFCM 72.7 70.1 82.2 0.56 0.74
DTW barycenter averaging. In settings of GA-based clustering, the
population size is 50 and the generation number is 30. The indi-
vidual size is equal to the number of active neurons in SOM. The
crossover fraction is 0.8 and the migration fraction is 0.2.
Fig. 10 illustrates the comparison of above four schemes in the
receiver operating characteristic (ROC) space. Table 3 shows three
parameters mentioned above and two  other evaluating parameters
including the F1 score and the area under curves (AUC). As observed
in either Table 3 or Fig. 10, SADA achieves a better performance than
other three schemes in predicting labels. Evaluating parameters
of the scheme TL-FCM are greater than those of the scheme ED-
FCM, showing integrating multiple data by TL helps in increasing
classiﬁcation accuracies.
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Table  4
Settings of vital sign datasets in two scales.
Datasets Training dataset Validation dataset Test dataset
S T S T S T
4
4
(
4
a
ﬁ
a
T
A
i
Table 5
Results of retraining procedure on validation dataset
Schemes V1 Dataset V1 mini Dataset
Acc (%) Spec (%) Sens (%) Acc (%) Spec (%) Sens (%)
TL-A 84.2 87.3 46.1 82.1 89.8 59.8
JAN  [7] 83.6 86.0 55.8 80.2 88.2 57.1
OC2-JAN 90.2 92.3 63.5 91.9 95.6 82.0
DAN [6] 71.2 73.0 47.3 80.2 90.9 49.0
OC2-DAN 84.0 86.5 53.5 83.3 90.5 62.0
DTN [5] 73.3 75.9 39.0 72.7 84.5 39.5
OC2-DTN 73.5 76.0 39.5 76.3 87.1 45.7
Table 6
Results of retraining procedure on test dataset.
Schemes T1 Dataset T1 mini Dataset
Acc (%) Spec (%) Sens (%) Acc (%) Spec (%) Sens (%)
TL-A 84.6 86.8 30.0 78.0 85.3 54.8
JAN  [7] 83.1 85.7 53.3 79.1 85.2 59.8
OC2-JAN 90.3 92.8 62.1 87.4 91.9 72.6
DAN [6] 72.6 74.7 49.3 75.9 86.4 41.6
OC2-DAN 84.3 87.1 53.3 77.7 84.6 56.0VS 38,700 25,534 V1: 1000 8480 T1: 375 8595
VS  mini 132 1290 V1 mini: 40 258 T1 mini: 40 387
.2. Experiments on domain adaptation
.2.1. Experimental settings
(i) Dataset settings in source domain and target domain: The
source domain comprises 39075 records derived from the
MIT/BIH database and the Chinese Cardiovascular Disease
Database (CCDD) [29]. Speciﬁcally, 29700 records are extracted
from the MIT/BIH database and 9375 records are obtained from
CCDD, by dividing a recording into segments which last for
1.5 seconds with a sampling frequency 360 Hz. Radar records
in source domain are generated as sinus signals with peaks
aligned to R peaks in ECG records.
The target domain contains 34,129 records acquired from
our dataset. Each ECG record is a segment for 1.5 s with a sam-
pling rate 512 Hz and each radar record is a segment for 1.5 s
with a sampling rate 40 Hz. Since heartbeats usually appear
more than twice in 1.5 s, the generated ECG records contain
information of RR intervals which are useful for detecting pre-
mature beats.
As declared in Table 4, the vital sign dataset is organized in
two scales, respectively denoted as VS and VS m ini,  where S
is the source domain and T is the target domain. The valida-
tion dataset of VS is marked as V1 and the test dataset of VS is
marked as T1. The validation dataset of VS m ini is marked as
V1 m ini and the test dataset of VS m ini is marked as T1 m
ini. The scale of VS m ini is similar to sizes of datasets adopted
in [43,44] and adequate for training.
(ii) Validation schemes: SADA is employed in three existing
domain adaptation algorithms, including the deep transfer
network, the joint adaptation network, and the deep adap-
tation network. SADA generates a series of extended domain
adaptation algorithms, different on the number of itera-
tions of applying the OC-SVM. Speciﬁcally, DTN are expanded
by implementing the OC-SVM twice, denoted as OC2-DTN.
Besides, a standard network is trained in the source domain,
named as A0. A0 is further ﬁne-tuned in our dataset by trans-
fer learning, denoted as TL-A. Training with each validation
scheme is carried out by 14,000 iterations on the caffe platform.
iii) Neural network settings: The adopted neural network has a
cascade architecture presented in [4] to integrate ECG data
and radar data. The neural network is retrained by transfer-
ring weights of the ﬁrst three layers and then updating the
whole neural network during ﬁne-tuning. As analyzed in [13],
features of shallow layers are common and features of deep
layers are task speciﬁc. According to the strategy of checking
transferable layers in [13], ﬁrst three layers of the cascade con-
volutional neural network in [4] are sharable across different
domains.
.2.2. Results
Before retraining procedures, the original neural network A0 is
pplied to the target domain. A0 achieves an accuracy 35.7%, a speci-
city 32.0% and a sensitivity 78.0% in the V1 dataset, and obtains
n accuracy 32.8%, a speciﬁcity 31.4% and a sensitivity 65.0% in the
1 dataset. The low values of accuracy and speciﬁcity suggest that
0 performs poorly in the new dataset without ﬁne-tuning. It also
ndicates that domain adaptation is needed for reducing affects ofDTN [5] 74.5 77.4 40.5 71.8 82.4 38.0
OC2-DTN 74.6 77.5 40.6 77.2 88.9 39.5
individual differences. Table 5 depicts results of adjusting A0 by
three existing domain adaptation algorithms and corresponding
algorithms extended by SADA on the validation dataset. Results on
the test dataset are shown in Table 6.
4.2.3. Analysis
In Tables 5 and 6, TL-A is trained by transfer learning but without
domain adaptations. As results of TL-A reveal, the sensitivity cannot
be increased as well as the accuracy and the speciﬁcity. Since the
sensitivity index plays nonnegligible functions in the arrhythmia
diagnosis, it is necessary to improve the sensitivity during dynamic
retraining.
Focused on evaluating parameters of V1 m ini dataset in Table 5,
our proposal improves the sensitivity of DAN by 13% with OC2-
DAN, and enhances the sensitivity of DTN by 6.2% with OC2-DTN.
The sensitivity value of JAN is lifted up by 24.9% with OC2-JAN.
Besides, all accuracies and speciﬁcities of three existing algorithms
are increased by integrating with our proposal in the V1 m ini
dataset. Although the improvements of JAN and DAN in V1 dataset
are not as large as those in V1 m ini dataset, the sensitivity shows
increments with our proposal in V1 dataset.
As observed in parameters of V1 m ini dataset in Table 6, the
sensitivity of DAN is raised by 14.4%, and the sensitivity of DTN is
increased by 1.5%. As to JAN, the increment in sensitivity is up to
12.8% in V1 m ini dataset with our proposal. Similarly, evaluating
parameters of JAN and DAN take on increasing trends in V1 dataset
by integrating our proposal.
Validation datasets V1 and V1 m ini are employed in training as
well and therefore evaluating parameters in Table 5 show greater
values than those in Table 6. Since the decline of parameters in
Tables 5 and 6 is not beyond 2.1% in V1 dataset and 9.4% in V1 m
ini dataset, it observes the generalization of neural networks and
indicates that SADA does not cause over-ﬁtting.
To verify inﬂuences of applying the OC-SVM, the cascade one-
class classiﬁcation stage in Algorithm 2 is repeated for multiple
times, and results of JAN are depicted in Fig. 11. Increasing trends
are observed in Fig. 11(a), (b) and (c) in both V1 dataset and V1 m
ini dataset. Besides, SADA helps in reducing loss values of JAN in
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Fig. 11. Iterations of applying OC-SVM to JAN with (a) accuracy, (b) speciﬁcity, (c) sensitivity, and (d) loss.
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Fig. 12. Iterations of applying OC-SVM to DAN with (a) accuracy, (b) speciﬁcity, (c) sensitivity, and (d) loss.
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Table 7
Time proﬁling of 100 retraining iterations in CPU and GPU mode on VS dataset.
Schemes CPU mode GPU mode
JAN (s) DAN (s) DTN (s) JAN (s) DAN (s) DTN (s)
Original 371.8 424.6 241.3 183.4 260.6 7.2
OC-  387.7 460.8 371.9 213.9 299.9 178.9
OC2- 406.6 509.6 394.8 227.2 321.6 205.9
OC3- 423.1 551.6 415.1 258.9 339.7 227.9
OC4- 447.3 595.4 429.7 275.2 354.8 243.8
OC5- 465.8 644.8 444.4 280.9 384.5 280.6
OC6- 494.0 699.5 461.4 322.8 416.1 290.7Fig. 13. Iterations of applying OC-SVM to DTN wit
atasets of two scales. Similar results are obtained in experiments
hat employ OC-SVM with DAN for multiple times, as elaborated in
ig. 12.
Fig. 13 depicts results of applying OC-SVM to DTN for multiple
imes. As in Fig. 13(a), (b) and (c), SADA lifts up evaluating parame-
ers of DTN in V1 m ini dataset, while evaluating parameters stays
table in V1 dataset. DTN calculates average discrepancies across
omains without mapping into a kernel space. SADA applies OC-
VM to select proper sub-domain of source domain for matching.
ince average discrepancies change little on the chosen sub-domain
nd the source domain, DTN shows few increments with SADA in
he large-scale dataset.
Table 7 elaborates the time proﬁling of 100 retraining iterations
n CPU and GPU mode on VS dataset with a batch size 500. The
PU version is Intel(R) Pentium(R) G3240 with a running frequency
.10 GHz. The GPU version is GeForce GTX 1070. The extra time pro-
ling that SADA imports to DTN reaches 283.5 s in the GPU mode.
he extra time proﬁling that SADA imports to DAN reaches 274.9 s
n the CPU mode at most. To a speciﬁc record, the extra time pro-ﬁling added to DTN is 5.7 ms  in the GPU mode, and the extra time
proﬁling added to DAN is 5.5 ms  in the CPU mode. Since the train-
ing procedure is periodically performed off-line, such extra time
proﬁlling is acceptable.
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. Conclusion
This paper proposed the SADA strategy adjusting domain adap-
ation algorithms in ECG monitoring systems to ﬁt into individual
ifferences. SADA enlarges the dataset of ECG and IR-UWB radar
ata for training a cascade neural network designed in our previous
ork. As a semi-supervised domain adaptation algorithm, ﬁrstly,
ADA predicts labels to exploit unlabeled data by combining SOM
nd TL. Secondly, SADA selects the matching domain by OC-SVM
efore deploying domain adaptations. Compared with three exist-
ng domain adaptation algorithms, experiments show that SADA
ncreases the sensitivity of DNN by 14.4% in the small-scale dataset
1 m ini and 8.8% in large-scale dataset V1.
The sensitivity increments of SADA on small dataset veriﬁes its
ffectiveness in real personal monitoring scenario whose dataset is
ot large. Currently, the OC-SVM adopted in SADA is based on single
ypersphere induced by Gaussian kernels. In our future work, SADA
s to extend the OC-SVM to a classiﬁer built on multi hyperspheres,
n order to handle more complicated feature distributions across
omains in the kernel space.
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