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-ABSTRACT 
The traveling-salesm.~n problem is a generalized fotm <:if the 
,s·imple problem of findin_g_ the shortest ,closed loop tijat, c-on_.l'iect-~.: 
:se,vera.1 _points in: a. p:l·ane .. ·N.o s:atis-fact·o:ry an,aly:ficral ·s:_ol_ti:ti.ptj_ of 
ex-aml.n11t1 on of subs·ets of: tours. .~ 
The re1~t-ionshJ'i> :of t,he me·th'.o.d. ,to· tota-1 :¢numerat·-io:n· is stressed,_. 
This relati9t1s.hi-p guar:a:11tees an optima·1 .so·1u-iion yet t:he- ,method 
total enumerat.i".on. The coilc~p:t :o:f substltuting an "equivalent" pro.b-
ler,i, fo_r· t.-he or.fginal probte1n: ($ Jnt-r:oduced ,and demonstrated. 
:C:Omp·ut¢r· p~o~r:am w.r'itte:n: .to d·em.onstr·ate· t.he niethod are present~_d '.' 
l. 
,, 
'-
> ( 
. ,, 
:,·.·· 
1. INTRODUCTION 
The traveling-salesman problem takes its name f·rom.· t.h.e ::f'pl'.J,.owing: 
simple situation: A salesman wishes to travel the shortest dist·arice· 
from his home to each of n-1 specified cities, and then returil h<;nne. ) 
:Gene:ra.'lizations of this proble.m have applications in many $1_.t.tratipps 
i~volving the se.quencing of ;a -set of jobs on a single fac±li"t:f. 
Character of the Problem 
The pro:blem is one of a class of c·ombtnatc>":tial problems,.: .ln 
[1,. p. t:q3], Arnoff and Sengupta state the following: 
" To date, although methods and procedures have been 
developed for problems of a similar nature (eog., the tran:s-
portation and assignment problems), relatively little is 
known abou·t _efficient methods for solving traveling-salesman. 
problems. There are few mathematical results relative to 
this problem, and, as yet,. no general method for obtain.j.ng 
a solution has been found." 
:Tµe :tact that GOmpJ.e.te enumerat.-i.on of all possib1¢ t'dtirs:· ·prpvi'.d.es 
. . 
.. :a theoretically satis,facto·ry sol~t:io'i1 to the problem is pointecl. :otrt iri 
:the literature [1, Gr ·J.~, J7, .21] •. The ·pra.c.tical impossib-flf.t-y o.'f 
applying totat ·e:Q11.m·era.tion: to. a_ny but t.he smallest .of .problems f.s. , .. 
'how.e·v.er, quite clear. Ackoff in [·1, p. 152] points out t'hat ·there 
.ar.e 653,837,184,000 different tours to be considered in. a relatively 
:small symmetrical problem involving 15 cities. He f.urthe.r states tha:t. 
a computer which could ¢valuate each tour in 1 m:icro . ..;;..secon·d WO-U·ld. 
require over 38,000 years to evaluate the possible· tour:s .fn. a· 2·o·~city 
problem. Boehm, and the Editors of Fortune Magazine in [5, p. 114]. 
make the plight of a salesman tempted to turn his 49-city problem ·over 
to a computer seem even more hopeless: 
2 
··, ... 
.. 
' 
"If he had a computer on each square inch of the earth, 
land, and sea, and if each computer could calculate the length 
of a billion routes per second, he would have had to wait 
a billion-billion-billion centuries for an answer. Meanwhile, 
however, Hawaii would have become the fiftieth state, and 
he would have to start all over again, and this time the problem 
would take fifty times as long." 
Statements such as these serve to indicate the tremendous number 
of combi~ations possible. They also indicate considerable inefficiency 
in a ·.me·th.od .. of total enumeration. Certainty a salesman could, in a 
short t'ime, se1·ect w;hat would be a reasonable route; reasonable, ·tha-t: 
·ts, iti terms o"f the E;rffo:rt required to f:ind one much shorter. MQre· 
important, perhaps, he could also prec;LLc::t· tha.t: many of the rQut:e:s' <)il 
which the computer must s:pe..nd y.ea:rs would h~ :far ,f.rom .op.timal. 
A Method of Attack 
,! 
I This thesis descrthe·s. and evalua.te·s: -.a ·ilte-t-hod·, ,·of solution whfch· ' ..... ·. 
.retai.n.s the. basi.c 'C.ombinatorial approach. of: .tot:al enumeration and ·has: 
the· foll~wing lJJJi?<>rt.ant characterist}:cs-~ 
l.. lt ·is .a:ppl1c.able to both $ymniet.r:'ic:· and· no.nsymme.tric :1i:rOql~ms 
-with ra'i1d··oni etements . .. ·' ·-· ....... ','. . ' .. . 
. . 
:2.. It can be ·cdm_b1hed. with available method·s· .wh,fc-h f.ind 
approximate solutions ..•. 
3. It can be termin_ated Jit -apy point where the s.o}.u:tion :i's 
:c6ns1dered sufficiently ·accur·a.te. 
4. lt is· eas~l:y pr~grammed for· ~Se on an electronic computer. 
$~ It· is a basic method which is susceptible to further 
refinement. 
The method to be described is called a computational procedure 
b·ecause it is specifically intended for electronic computer 
3 
ti, 
. ' ,',/, 
' ·: 
! 
., 
applications. It is a more direct attack than any which has been 
found in the literature. 
-The conceptual development of this procedure was a heuristic 
process. The first computer program prepared essentially proceeded 
toward the solution by total enumeration and evaluation of all tours-. 
The particular method selected was one in whtC!h the computational 
.efficiency could be i,mpro.ved :by· the ·c:om·b.fnatio.n o.f. enumerative and 
·evaluati·ve steps. The: resul·t o:f· t·h-is combi-na.tion was an algorithm 
. .. . 
:{or s:e:-.1:e.cting. tou:rs -of p.ro~re,ssi-.v.e::ly low·et· measure. The algorithm 
is .oe·scr·.ib·ed in .Cha·pt,er 5 on th-is basi·s. .The utilization of this. 
-algor.i_th_m, :l:~ combi~atio_n: wi·t:h ava:i.table· meth~ds which enhance ttif 
eff ~:ct"i ve~ess, cons·tl tut es the :CQ_mputa.tional procedure. 
The calcu~at_ing power of the .computer was used tp .• ~ub:s:ta.n:t-::i>a:_t~-
.ana:lytic~lly cie·rt-ved re lat ions.:hips, ~-t:id to assist. in t:he ·-ev··alu:a_.t-icln 
1_.e •. , al.1 tours- are: con-sidered (eit.her individually or as elemenfs 
.of: a. subset).. 'Intuitive judgments were used in the select ion of ,··: 
n;ie:t-hods which determine the efficiency of the process. Th1 s ingred;"i-
ent is common in the development of mat.hmatical programming algo1(ithrii:~. 
:~ 
•, 4. 
. ~---·- -~,.~. ··~ .. ~- ._,.,_ ~ _.,., .. _,.,.:--•~ ........... ~ 
,;.. 
2. DESCRIPTION OF THE PROBLEM 
The generalized traveling-salesman problem can be stated mathe-
matically as follows: 
Determine: 
which minimizes: 
-s..ti.b je:c.t tq .:. 
x·ij '(l:, j_ :: . : l. ,: :2-, • • • 1 n) 
I x1j = 1 
j 
·X · · · +. ·X1·· 1° + •· -.. :•. X1· ·. .. .· 1: . . -1 .. 1.1_·-~. ·_ 2 3 l c. r"'!"' · .. r 
.. 
··s t~:l 
where .. cij are given rea:1 n-UI11bers, and '.(i1 ,. ~2 • • • ir) is a pennutation 
_of the integers 1 th·ro-u·gh r where r < n •. 
The last equa.tt:on ~tates the tour restriction. '.W.ithout this . -
. 
. . 
restriction, the: prob1em .defined is the assignment pro·blem, ·t"iie _solu'!"'! 
tion of which may contain several disconnected loops. 
An alternate statement of the traveling-salesma:_n, pro:blem, fs· :t.-o 
find a cyclic permutation P = (.l_, k~_, k3 ••• kn) of the integers 1 
through n such that c1, ~: + .c:ka·ka + ••• cknl is minimized. 
Restricted Forms of tne Problem 
The problem of finding the shortest route on a map is ca.lJe,q, 
Euclidean because distances are computed between points in the 
. ·i. 
Euclidean plane (at least approximately). A convenient way to· 'dis_pl:~y 
5 
r~ 
f' (: 
r. 
i'' 
I 
r;i 
,, 
,J 
l 
-· 
• • .-. .•• ~- • "-·' .-, - '.. . .,,: '·'"'""·,-' .... <,•.•;, 
,. •;, .. ,. ,,~·- . , .. -,,.,.-_-· '• .• •;••. -; ,1;,' • ;, • ' .··'· .. :'\"\' .•.. 
the data for this problem is in the form of a triangular array of 
distances such as is used in atlases and road maps. These arrays 
are in principle square, but sin~e the distance between two cities 
is independent of the direction traveled, half of the array and the 
diagonal elements are left out. The diagonal elements are of course 
ze.ro. This independence of direction and distance makes the pro'lf~.¢ill 
one of a class called symmetric. Not all symmetric problems are 
Euclidean, but Euclidean problems are necessarily symmetric· .. 
The general problem is called nonsymmetric and has appli:cat:ions.: 
in many applications i:X1 in~ustry and manageme~t. The total qua:nt·ity 
to. be minimized c.·.an be tim~, cost, distance, or any other quant'.i'ta.t·ive 
tt . b t f.'• . t . . t . b t " . t. " a r1 u e o·,.:.a. rans1 ion e ween c1 ies. It is convenient to. refer 
to the names of the rows a.Ii.d co1umn,s: of the array as cities, an,d t·o· the 
elements o.f t"he. ar·r.ay :as c<>s.t:s ·in dlscussing the general problem •. 
A sequen·ce :Of cities which satifies the restrictions of the 
-problem is called· a. tour, and a sequence with which is associate.d a .. 
minimum cost is called an optimal tour. 
There are (n-1)! possible tours, .and i·n th·e .nt,nsymmetri.c problem 
a solution consists of finding one wtth- ·a ·m.in:tmum. cost. In the 
:symmetric problem, since each tour has the same cost as the same 
sequence taken in the opposite direction., a solution is said to consist 
of finding one of ! (n-1) ! tours with a minimum cost. The difficulty 
with solving the traveling-salesman problem is purely computational, for 
there must exist one or more tours which are optimal. The argument that 
finding any one of these optimal tours constitutes a solution is based 
6 
:,_,. 
L. 
upon the fact that if costs are truly equal, then there should be 
no economic reason for preferring one optimal solution to another. 
This argument, as it applies to linear programming procedures, is 
developed by Hadley in [ 15, p·~, lij6]. Hadley points out, however, th·tit-
useful information ca:n :sometimes be obtained from a knowledge of all 
Qpti.mal ·solutions. 
, .. 
7 
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3. HISTORY OF THE PROBLEM 
Arnoff and Sengupta in [1, pp. 150-157] give an account of the 
early history of the traveling-salesman problem, and credit Flood [12] 
with stimulating much of the great interest which exists with respect 
to it. Flood in 1937-· at-tempted to find near-optimal solutions to the 
problem as related to schoolr bus routings. He also cites important 
industrial and management applications of the prob!€~. 
The relationship of the traveling-salesman problem tq- ltneijt 
programming and other mathematical programming problems 1:10:s also b·eeri 
the subject of considerable study by Flood; Dantzig, Fulke:rs·on and 
.Jo.hnson [9, 10]; Robinson [~5], a;nd_ others. Gomory [13], Dantzig [11].,. 
,~nd others have done wo·rk :r.¢lat-f~g the traveling~salesman problem ·to 
integer linear programming. 
Dant zig, Fulkerson, and -Johnson in :[9] describ:e a lln·eaJ' ·pro-
gramming approach to the symmetric traveling-salesman problem, which 
~n some cases, enables .. one· to find an optimal tour and pro·ve it so. 
The method involves the successive solution of a ser_ies. of· linear-
programming prob.lems (by the simplex technique) ·a·s ~ddlt.ional restric-
tions found necessary are introduced. Selection of these re_st~ictJon_s 
)i.s. done by a mapping technique. They demonstrate the method on several 
,sm·all problems, and also on a 42-city problem and a 49-city problem. 
Barachet [3] developed a set of theorems leading to a graphical 
solution of Euclidean problems. He states, however, that: 
"The essentially intuitive procedu~e does not permit 
one to ascertain without doubt that a circuit of minimum 
length will be obtained." [3, p. 845] 
8 
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Croes in [7] describes an iterative procedure and demonstrates 
its use on a 20-city problem. Croes observes that "it remains dubious 
whether it is efficient to use an electronic computer for these 
calculations, as they involve mostly inspectional work." [ 7, p. 811] 
More recent work, ihvolving computer solutions, has been done by 
Held and Karp [ 16] using :a . . dynamic programming technique. They have 
solved problems up to 1:3 .clties using an IBM 7090 Computer. Bellman 
in [4] points out that storage requirements are the primary limitation 
on extending the use of this method to larger problems. Held and Karp 
have developed an approximation method which see~s ·to work well on larger: 
problems, but doe~ not guarantee an optimal tour. It is reported in 
[21, p. 973] that Gpnzalez independently developed a similar dynamic\ 
programming techniqJJ'f3, a:nd programmed an IBM 1620 to handie problems· -up, 't_p 
10 cities. The solution of a 10-city problem required 8 minutes. 
Karg and Thompson tn [ 17] desc:ribe their heuristic method with 
·., which they have solved· 1::arge .(57 cities) Euclidean problems using 
a Bendix G-20 Comput.er .• : This: :method does not guarantee optimality, 
but its probabilistic nature p.ermits successive reruns which seem to 
provide either optimal tours, or very near optimal tours. 
Recent work by Little, Murty, Sweeney and Karel [ 21] is the. cl.osest 
in concept to that reported on in this thesis. They describe an:· 
algorithm which they .call "branch and bound" which breaks up the set 
of all tours into smaller and smaller subsets and calculates upper and 
lower bounds on the cost of tours contained therein. Certain subsets· 
represented by portions of the cost matrix are stored while others are 
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further broken down. Lower bounds determine the order of investigation 
and possibly later pennit the rejection of a subset whose lower bound 
is higher than a known tour cost. Little et al., report the solution of 
problems up to 40-cities using this algorithm as programmed for an 
Illd 7090. The average solution time for five 40-city problems was 
8.37 minutes. 
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4. OBJECTIVE OF THE THESIS 
No attempts to solve traveling-salesman problems with a method 
based on total enumeration have been found in the literature. While 
a procedure for eliminating subsets of non-optimal tours by sequential 
examination does not show promise of solving very large problems, it 
iµay be a practical means of solving problems involving up to 20 cities ... 
Uses for such a procedure wotild include: 
1. The direct study ·cr.f t.he combinatorial :n~ .. tu·Jte ot the 
problem. 
2. The solut'ion of IJi:od.efate $:.ized practical :problems. 
3.. .The checking of s·o1:uti,ons obtained by pt.oposed Monte 
Ca.rlo and intu.it.ive methods. 
lt is the obj··ective of this thesis to develop $t.1ch :a procedure. 
anc;:1· to examine it in terms of its .us:abil i ty and 1.imi..tati·oris ... 
The basic weakness of total enumeration .is that no advantage is 
· taken of the cost relati~rt$hips which are peculi.ar to a given proble-. 
The expected decreas.·e.: .111 tJ1e number of computat'i.ons required wi t.h a 
modified procedure d~pends upon the following· observation: 
Since a:ll cost elements involved are positive, the. total 
·c·pst of an'.y to:u.r is not less than the CO~."t:' :p{ ·a'ny por.t:J.Oll· o::f. 
.S:inc·e .. t:he proposed procedure does take advantage of cos~ relat.ion:--
~:llips· within the problem, methods of modifying these relationships 
to the advarttage of the procedure have to be considered. These methods, 
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which involve matrix reduction, are covered in the literature. Matrix 
reduGtion results in what Held and Karp in [16] call an "equivalent" 
problem. 
Any advantage of such a method over total enumeration must be 
either analytically or statistically demonstrated. An analytical 
detennination of the characteristics of such a method presents many of 
the same difficulties which are characteristic of an analytical approach 
to· 't.he t:raveling-salesman problem itself. Demonstration by hand cal-
:cul·?,ti(l°Ii- is· not considered practical because the expected number o.f 
:compl:i't_ational steps, though not as great as those required for tot:_al 
en·umeration, are stil.l con-slde.rable. Therefore, a computer program was: 
·p.repared for use i_n de:mofistrating the usefullness and examining the 
¢b.ara.cteristics o.f the procedure developed. 
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5. DESCRIPTION OF THE ALGORITHM 
The algorit;tim for the selection of progressively 1ow·¢.r.- cost: 
tours is the result of efforts to improve on a method of total 
enumeration by the effective utilization of information gained 
during the enume:r.a-ttve. proces:s. This sequentially developed in-
formation is in ·the form of accumulative costs calcu_lated for po.rtlons.: 
,of tours (~uh-tours). The set of all ppss~b1e. t.o.urs is considered· in 
a :Par.tlcular· order so that tb-is :inf:ormation n;i_·ay be used to eliminate· 
·f-rom .further consideration subsets of tours which are non-opti-~a:i. 
Each tour may be represented uniquely by a. ~eqµ¢nce of ·fn.e :~1ames 
Pt the n citie·s in the order vi.sited. Since th.e t:ou.r ·is a loop_, it 
.Ls .nett: ne.cess.ary that· the ~s:¢quen·c~ b~g-ln. with ·-the ·salesma_n' s home 
¢1t,.y. .For conveni.ence_,. the set .of· possoiole ·-tou.rs· w.ill .be represente.ci 
by the set T pf s·eq.u,ences·., { t.} ., ,of integers (the -city n:ames) which. 
begin wt tJ1 l, and. ~-n, whi-ch every integer betw·een J_. and n ,oc·c.urs :o·nce· 
and only on:ce' :i11 .e_v~iry t·. 
The set T .o.f·; SEfq_ue~Ge~' :will be con:s.fd.ered in i-ts ri:at.1.fral order 
where: 
tl = (1,,. ·.2, e: • • ' n) and 
t c· n-1) ! = ( 1 , n, n-1 , . .- .: , :~, :2-,,.) 
The positions within a se.que:n:_ce will be numbered fr.om lef.t to· 
._right. Any sequence may, the ref ore, be represented by ti = ( 1, k 2 ,. 
th 
... , k ..• , k. , k ) , where k is the city name in the p pos.i tion p n-1 n p 
from the left. 
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Recursive Generation of Tours 
From such a sequence, for example: 
t = ( 1, 4, 7, 8, 3, 9, 6, 5, 2) , i 
the next sequence t. may be generated by the following steps: 1+1 •. 
1. Select the right-most element which has a larger element 
to.its right, and call its position m. Call the element 
iQ. pos.ltiqn m, k . 
m 
Th'is element in our example is 3, and its position· number is 
5; (the fifth position from the left). In this case, 
k - k - 3. 
m 5 
2. If m = 1, the sequence· t. is the 1~:s.t o:t t-he ordered set, T 
1 
and the procedure is finished. 
3. From those elements to the right of k wh·ich are greater th-a·n, 
m 
.,.-:''.:'.' 
k , select the smallest. Call its position q. 
m 
In our example, k - k8 = 5. q 
4. Interchange k and k. 
m q 
Let us symbolize this operation :by·; 
k 
m 
_. . 
.... 
k 
q 
5. Rearrange in ascending order to the right, those elements 
to the right of k . 
m 
The sequence is now t := ( 1., 4, 7, 8, 5 , 2, a,.. a::_.,. 9) • i+l 
Cost Calculation 
The cost of each : tour can be calcti-i.afed from: 
• • • + ck k + ck 1 
n-1 n n 
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It should be noted, however, that the order of the cities to the 
left of position m will not be changed by the generation of the next 
sequence. A saving in calculation may be realized, therefore, by 
maintaining accumulative costs as follows: 
B. · .. 0 
·1 
-- ·B + c_· ··k· .k. ____ ;wl1,;:fre -p~l p 
. _p_~l ·p; 
. . . 
. The·: t:ou.r cost. :calculation is then: .. -, ' . ': -. . . •. . - . . , 
·C· -
. :t B + ck k 
m-l m-1 m 
+ 0 e .0 
A.: l)let'_hPQ. of total enume'r··ati .. on would consist o.f:_:: 
1-.- Generate each tour in. order. 
:2 •. Calculate th.e c·os_·t of each tour .• 
c . 
, .. ··kn.~-1.kn 
.••.•. , -n. 
:3 •. Save the lowest co.st tour, t and i·t:s c·o·st C ....... , and 
,mi_.n ~1J1· 
each _:n_ e __ :w_· __ --: c·os_t w. ith C . :, ·e.ach ti-me: s_··a·v. __ ._-_ing-.· t_ h .. e: compare 
·m·in· 
_ .,
lower. 
It is obvious, however•, (hat a: .fu.+-ther saving of -ca:lcttl_at-ioils· 
·can be realized by comp:arf.ng ~.ccumulative costs with C :rather tha:n. 
mi.n 
completing the cost c:a1.cu1·atl.on for each tour. Thi-s· will permit 
rejecting from further consideration a subset of tours, each member· 
of which begins with a sub-tour whose cost is not less than C . • 
min 
An Algorithm for the Sele9tion of Prosressively Lower Cost Tours 
An algorithm which alternates between a partial cost calculation 
and that portion of the generation of the next tour required to define 
the next city, and thus selects only progressively lower cost 
tours, may be stated as follows: 
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Given a feasible solution: 
t = (1, k , 
min 2 ... ' I .k k ) ' n-1 n 
associated accumulative costs: 
Bl - 0 
p 
B 
- I C p - 2, 3, n ' - ... ' p k. l k. J- J j=2 
and the cost of the tour C - B + c , the next feasible solution knl min n 
t' for which C' < C . can be found as follows: min min min 
Step 1 
Step 2 
Step 3 
Step 4 
·Step 5 
., ' 
Step 6 
Step 7 
m .- n-1, Set m equal to n-1 
m ._ max (pl p ~ m), j = 1., 2 , .•.•.• , n-m), decrement m, if 
k <k +. m m J ~ necessary, so that there is an element to 
the right which is greater thank. 
m 
If m - 1, search is completed; there is no t' . for which 
min 
C' < C • 
min min 
k ~ min 
m p>m 
(k I k > k ) , interchange P P m k with the smallest element m 
to the right which is greater thank. 
m 
Go to step 5. 
k .ts- min (kp),interchange k with the smallest element m+l m+l p>m 
-. 
to the right of m. 
m.-m + 1, replace m by m+l. 
B .- B + ck k , calculate accumulative cost. 
m m-1 m-1 m 
If B. ~ C , go to step 2. 
m min 
If m < n-1, go to step.4. 
If l\i+ck k +ck 1 ~Cmin, go to step 2, otherwise, a-sequence n-1 n n 
representing a lower cost tour has been gener-
ated'. C' B + + C 
= ck · k k 1 · min ' m n-1 n n 
16 
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A 5-City Problem 
The following 5-city (n=5) problem will serve to illustrate the 
use of this algorithm: 
Cost Matrix 
from 1 2 3 4 5 
1 X 3 9 4 1 
2 5 X 1 8 4 
~: 
3- 2 1 X 7 
-~ 
41 4 6 3 X 8 
.5:· . . 3 1 5 2 X 
·For the first tour in the ordered set, t 1 - t __ ·: ---.1-_- -. ~.- (l, .2, -3, 4-, .m1n 
:~l,. 'acc;.:u.mul,ative costs are as follows: B1=0; B =3; B3=4; B =11; 2 · 4 
The cost of the tour C. is 22. The next tour in the set, min 
having a lower cost, can be found by application of the st~ps of the 
algorithm. 
The calculat·ions p~oceed as follows: 
( step 1) 
( step 2) 
( step 3) 
( step 5) 
( step 7). 
m = 4 
m - 4 
t. -
1 
B4 -
( 1, 
B 
3 
B + C 
2, 3, 5, 
+ c3 --5 
+ C 4 5 4 4 1 
4) 
13 
= 19 < 22. 
The result is: t' . = t = (1, 2, 3, 5, 4), which has a cost min i 
C' = 19. Continued reentry at step 1 with C . set to C' · . will min min min 
produce the following successively lower cost tours: (1, 2, 5, 4, 3) 
at a cost of 14, and (1, 5, 4, 2, 3) at a cost of 12. Final exit will 
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be at step 2, indicating that the last tour selected is optimal. 
The number of computations performed in using this algorithm is 
. rf 
considerable.! The speed and accuracy of an electronic computer, 
however, makes its use possible. Its advantage over total enumeration 
is not apparent from this small example. The application of step 3 
is analogous to the generation of another tour, as in step 4 of the 
recursive generation of tours. In this algorithm, however, step 3 
is applied (a partial tour is incremented) each time accumulative 
cost exceeds C. , as indicated in step 5. Thus, all tours which 
· min 
begin with (1, k2 , ••• , km) are eliminated from consideration each 
time B, the cost of this portion of the tour, is not less than C .• 
m min 
With what frequency, and at what point this condition occurs depends 
upon the cost structure of the problem. ·The actual number of tours 
·.eliminated when this condition occurs is ( n - m) ! , the number of 
possible arrangements of the unconsidered cities. This indicates 
that the algorithm may have an increasing advantage over total enumer~· 
ation for larger problems. 
This algorithm used as described, selects the next tour higher in 
_/ 
the set and lower in cost than a given tour. An alternate u~e 'YE:.i<;.h 
selects the first tour in.the set having a cost less than a given 
value is described ·in Chapter 6. 
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6 •. THE COMPUTER PROGRAM 
Several IBM 1620 Computer programs were written for the develop-
ment and testing of the algorithm for the selection of progressively 
lower cost tours. The use of this algorithm in the final computer 
program constitutes the computational procedure. The algorithm is called 
the search phase of this program. A flow chart of the program, as used 
for evaluation purposes, is shown in Figure 1. Operating instructions 
and a program listing are contained in Appendix B. 
An Initial Feasible Solution 
•. ~ '· 
Two methods of selecting an init:tal. feasible st>lution were tried.: 
The first method was to c.a1c.ulate the cost of the ··:f:irst tour in the 
ordered set, t - (1, 2, ... , n). Although no accurate timing checks 
1 
were made, it was decided that an improvement could be realized by a 
better selection of a starting tour. 
Th d th d " t . t h" e secon me o was a neares -c1 y approac [ 1, p. 157]. 
· This approach is analogous to the salesman selecting for his next city 
to visit, the nearest city as yet unvisited. This simple procedure 
presented no programming d.ifficulty. It begins by selecting the 
lowest cost element in row 1 and designating the column in which this 
element occurs as the first city visited. The procedure continues by 
selecting the lowest cost element in the row corresponding to the column 
just designated, except that elements in columns already designated and 
in column 1 are not considered. The selection of one from several 
lowest cost elements is arbitrary. When no additional columns can be. 
designated, the tour is defined. 
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A tour selected by this m~thod is probably not optimal due to 
the step by step nature of selection, i.e., sub-optimization in each 
- .. 
step will not assure overall optimization. The tour will, however, 
probably be lower in cost than some randomly selected tour since the 
method aims at a low cost. The final program, with very little in-
. 
., 
crease in program steps, repeats this nearest-city approach once for 
each city as a starting point. The lowest cost tour in this set of 
n tours is then used as a starting point in searching for an optimal 
I 
tour. 
The Search Phase 
The entire set ·Of fours must be selectively searched to guarantee 
the selection of an optimal tour. The use of an initial feasible 
solution, other than t 1 necessitates a slightly modified usage of the 
algorithm for the selection of progressively lower cost tours. 
Three alternatives were considered: 
1. Modify t~e algorithm to allow searching the set of tours 
in either direction. 
2. Use another set of city names for internal processing. 
3. Modify entry point of algorithm. 
The third alternative was used in the final program. Entering 
the algorithm at step 5 with t = t 1 , m = 2, and C. set to any min min 
given value, e.g., the cost of the nearest-city tour, will produce the 
first tour in the ordered set having a cost less than C (if such a 
min 
tour exists). Entered in this manner, the algorithm begins with 
calculation of accumulative costs for the first portion oft. 
1 
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Except for the possible advantage in having a ·1ower value of C with 
min 
which to compare these costs, operation of the algorithm is unchanged.· 
A double usage of the algorithm is illustrated in Figure 1, i.e., 
SEARCH 1, and SEARCH 2. Steps of the algorithm in which the indicated 
functions take place are shown in the Figure 2. It will be noted 
that step 1 of the algorithm is not required since exit from step 7 
occurs with m = n-1. 
Assignment Problem Sol.ution 
The effectiveness of the search phase depends upon t.he ·cost·· 
structure of the problem matrix. This cost structure can be modified 
by the use of elementary row and column operations. The resulting 
reduced matrix will represent what Held and Karp in [16, p. 208] call 
an equivalent traveling-salesman problem. The cost of each and every 
tour under such a matrix is less than the cost of the same tour under 
the original matrix by a constant which we shall call D. (See Appendix 
A). For an example of a pair of such matrices, see Figures 3 and 4. 
The assignment problem solution matrix was selected for use as 
an equivalent problem in this procedure. Although codes are available 
for solving the assignment problem, they do not leave the reduced 
cost matrix in a form convenient for further processing. For this 
reason, solution of the assignment problem was included in the computer 
program. 
Since it was expected that some assignment problem solutions 
would also be solutions to the traveling-salesman problem, it was 
decided to check first for this condition. This is accomplished by 
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entering the search phase of the procedure with C. set equal to 1. 
min 
If there is such a solution, it will appear as a zero cost tour under 
the reduced matrix. Thts µ_~e. of the search phase is referred to in 
Figure 1 as SEARCH 1. 
The Computational Procedure 
• 
As shown in Figure 1, the computer program attempts to solve the 
tr~veling-salesman problem by the following steps: 
1. Solve the assignment problem. 
::2·. If the assignment problem solution ni:'a't_r·fx=: con:t.-a.fns .1:1 ,_ze.~.<> 
-co.st: tour (SEARCH 1), then it is an .optfrnal to.ur at a: ~:os.t ·of 
:11 •. 
3, •: Otherwise, s~lec·t :at1 initial tour· by· t·he nearest-city appro·ac:h. 
4. Select progre:$:~'ive.ly lower cost t.ours. (SEARCH 2). 
A • Find the fi~st· tour in the ordered set which has a cost 
·.·. . . . -·· . . 
lower than that of the initial tour selected. If none 
exists, the-n the nearest-city ... tour is opttmal. 
B. Otherwise, c.ontinue the sear.c·h·· for progressively lowe:-r 
cost tours unt·il ·the· set of tours is exhausted. 
l.Ii t'.h:i~ search phase of the program, at a point corresponding to 
:$tep 3 of the algorithm, a loop counter ( SUB-TOURS EVALUATED) is inc':re.-
mented each time a partial tour is incremented, i.e., it cannot be 
extended at a total cost less than C . 
min 
This count, the sum of these 
occurrences in SEARCH 1, and SEARCH 2 is used to indicate the relative 
efficiency of the procedure as compared with total enumeration. For 
an example of a computer printout, see Figure 11. 
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7. EVALUATION 
Objectives 
A series of tests were run· to demonstrate the computational 
procedure and to evaluate its effectiveness in the final computer 
program. 
The specific object'i-y:es ,of the evaluati.011. were to: .-.·. 
1. Determine the ·range of problem size-~ over which the 
method is c91I1ptitationally effect.ive, and the program 
usable • 
. Determine the approximate :co.:n .. t".rt·bution ·:to effectiveness 
provided by the us) of an equivalent prb,bl,ein, i.e. , the 
ass.ig-nme·n.t-· problem- $ol"tition matrix··.: 
.. 
p·roblems with known or VE(r·ifiable, s.pl.µJ:io.n:s .. 
Generation of Test Problems 
Most of the problems used i.n ·this·. ·ev.aluat.:ion were nonsyllllliet .. ri".c 
cost matri.ces with· elements consisting o_f ·urii'formly distri-buted 3--
d.igt t random nµ.,nl)ers:. These problems w·ere ge:nerated l>y a computer 
program using the: ~.ixed congrual method due to· Allard, Dobel, and 
Hull [2, p. 13·7],. The program listing for this program is contained 
10 in Appendix C. The series x = 101 x. +l (mod 10 ) was us.ed wt th; i+l 1 
randomly selected ten digit starting val..ues of The three high X • i 
order digits of x are entered consecutively across the rows of the i+l 
cost matrices generated. Values on the diagonal are then deleted 
(replaced by X). This method of generating test problems was used 
because it permits later regeneration of the problem set for verif ±~· 
cation of results or for further testing. 
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Test 1 1 Solution of Complete Sets of Problems 
This test was run to determine the range of pr9bLem sizes 
over which the program is usable. 
Problems were generated in sets of fifty problems of eac~-$~ze 
( 10, 12, 14, 16, 18 and: 2.0 cities) and run, in complete sets .o:t in~· 
creasing size, until ,~olution times b~came excessive. In most cases·; 
·these runs were made qvernight. .A st:art and stop time for the set 
w.as· available :from a time clock on the compyt·er. Since this clock 
,is; not 'pt-q:gram--accessible, individual problem times were not rec9_:r:ded. 
·T}le su,b-tout· count is considered to be an indic:ator of the re·lati..v~: 
d,11.'ficulty of problems within the set. Solut-i:on time was over eight 
hours for the first 18 city problem and t.he ·test, .wa-s te.rmfnated at 
this point. 
The first problem from each set of (10, 12, 1_,{ ·an:d. 16-ci ty) 
problems, corresponding reduced matrices, and :comp4t¢.r ·solutions to 
these problems are shown in Fig.ures 3 throug-ii ·11-. 
Table 1 is a. summary ot ,so:lu:tion v:ar-±abl~s for this ·te·st:.. Aver·_; 
:age s.olution ttmes and the init . .i-al values of x. used in gen.e:rattng l. 
·th.e: p,robl.ems are included in Table 1. Histograms showing the ·dts1:r-i--, 
but ion of sub-tour evaluations with each set are shown in Figures 12 
through 15. Figure 16 is a plot of SUB-TOURS EVALUATED and (n-1)! 
I 
shown_ as functions of the NUMBER OF CITIES (n). AVERAGE SOLUTION 
TIME as a function of NUMBER OF CITIES is plotted in Figure 17. 
Test 2, Time Limited Solution of 20-city Problem Set 
The objective of this test was to secure additional information 
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,on the distribution of solution difficulty within a set of random 
entry problems of a given size. 
A patch modification to the computer program, limiting sub-tour 
-(:!valuations to 100.,.QOO was prepared. If a given 20-c1 ty problem was 
:no.t solved in the ~11,oted time (about 35 min.), results to that point 
would be printed and .s~lQtion of the next problem would be attempt.e.d-,: 
Because of excessive paper tape input required, and limitatio~~ 0£: 
the paper tape reader, the problem generator program was put into 
core along wit~ th~ main program. As each problem was generated, 
·the associated. iialue of x was printed to allow later· regeneration . . . . i 
of· the· problem .if tf~sired. 
:Eighteen 2:0--gi ty problems were run d:~r:.tn;g tlri.s test. Results 
of: :-fhe test are shown in Table 2. 
'l'e:s.t: 3, Solution Under the Original Matrix 
This test was run to verify earlier obse:ry~t:.i,or1s. tridicating 
markedly lorig·er se.arc.h .times without prior -s.olutto:n of the assign-
ment problem. 
The first 28 problems· in ··the 10-ci ty set were sol veg ,ri.t:i1 the· 
~earch taking place under th,e ·original problem matrix. Thts >was 
a.~·complished by simply by-passing the assignment problem solution 
portion of the computer program. Results of this test are shown in 
Table 3. 
Test 4, Problems From the Literature 'I, ... ·, · .t r 1 
Solution was obtained for a 20-city problem due to Croes [14, 
p. 795]. This is a symmetrical problem with 2-digit random entries. 
The problem, its associate reduced matrix, and the solution found 
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( the same as that given by Croes) are shown in Figure 18, 19·, and 
20 respectively. 
Several road atlas distance problems were attempted.. These 
P~9blems were constructed by taking distances between the first 
n cities of an alphabetical list which forms a 57-city problem given' 
by Karg and Thompson in [17., pp. 242, 246]. All values of n betw.e:en. 
10 and 17 were used. Beyo.n.'d this., point, computer running tin.ie be-
·came excessive, and for this reason, the test was terminated. Results 
( 
'' 
,. 
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' 
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I 
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I 
of this test are shown in Figures 21 through 24. 
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8. DISCUSSION 
Random Cost Problems 
The results of the tests run on this procedure indicate consid~ .. 
erable variability in the difficulty of solution of problems of a 
given size. This was expected, however, since the methoci does aim at 
taking advantage of the variability of problem character. Because of 
:thi~ variability, these result~ are not considered to indicate, 
except in a very general way, the capacity of this method to solve 
other types of problems, e.g., practical s-cheduling problems. 
The results of Test 1, summarized in Table 1, reveal what the 
-author considers an interesting characteristic of 3-digi t unifonn 
random cost problems. The rate of increase of Optimal Assignment 
Cost (D) and Optimal Tour Cost as problem size was increased from 
10 cities to 16 cities was somewhat less than exp.ected. It does s,e·em: 
reasonable, however, in view of the fact tha_t in ··a random cost p.rob-
:l·ijm- the addition of another city to a given problem could con¢e:iv.~ply 
aecrease either or both ·o.f thes.e .cos·ts. This is, of: c·ou;rs~r, p.ot ·true· 
of a Euclidean problem. 
The variability of ~ol1.1tion difficulty, to the degree that this: 
is indicated by a count of SUB-'OOURS EVALUATED, is shown in the histo--· 
grams, figures 12 through 15. This sub-tour count appears to be d·ts·-
tributed approximately exponentially within each set of problems, 
with the variance increasing as the size of the problem is increased. 
This increasing variance is also shown in Table 1 • 
Figure 16 shows that the average number of sub-tours evaluated 
increased approximately exponentially with increasing problem size. 
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This figure can also be interpreted as indicating an increasing 
advantage of the method over total enwneration as problem size is 
increased. Both factors increase at such a rate, however, that this 
characteristic probably becomes of decreasing practical advantage for 
larger problems. 
Figure 17 shows that average solution time increased somewhat 
faster than exponentially with problem size. It seems reasonable· 
that this tendency would prevail even if more efficient programming 
methods were used with this algorithm. 
The results of Test 2, as shown in Table 2, confinn the fact 
th.at solution difficulty varies considerably between problems of a 
gi.ven size. Five of the eighteen 20-city problems were solved within 
the limitation of 100,000 sub-tours imposed. The limited additional 
information to be ·gained from this approach, relative to the time. 
required, indicated that this t'e~ft should be discontinued. 
The results of Test 3, shown in Tabl~ ~' indicate that the: sttb-
sti tution of the assignment problem solution matrix for the original 
cost matrix decreased solqtion difficulty for these problems. Average 
:solution time for each 10-ci ty problem was 5 minutes using the orig-
.fn·a1 cost matrix, as compared with an average time of approximately 
.. 8 minutes using the reduced matrix. 
Symmetrical Problems 
The solution of Croes' 20-city problem, figure 18, indicates a 
few of the characteristics peculiar to symmetrical problems.· The 
reduced matrix, figure 19, is nonsymmetrical. 'nlis illustrates the 
fact that the assignment problem solution matrix is not unique, i.e., 
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another solution matrix would be formed by transposing this matrix. 
The optimal tour found is shown by the circled values in Figure 19. 
The same tour, taken in the opposite direction, is shown by the ele-
/ 
ments enclosed in squares. The individual elements are different, 
but of course the tour cost is the same. The computer printout is 
shown in figure 20. A program option which permits printing each 
lower cost tour found was used. Individual times for portions of 
the solution were not recorded, but the total solution time w~s 
approximately 5.5 hours. 
No attempt was made to facilitate the s·oiu·t-ion of symmetrical 
problems by taking advantage of symmetry. One possible way of hand-
}.t:ng. this would be to modify the cost structure in such a way as to 
block a group of tours. Care must be exercised to prevent blocki.n~ 
a given tour and its counterpart obtained by traversing the circuit 
in the opposite direction. A safe procedure would be to replace one 
zero in the first row of the reduced cost matrix by a large cost. 
Road Atlas Distance Problems 
This series of problems was called RAND-MC NALLY on the computer 
printout, figure 22, because the original source of the data as given. 
by Karg and Thompson [17, p. 246] is Rand-McNally Road Atlas, 38th 
Edition, Rand-McNally Company: 1962. This data is shown in Figure 
21. Computer running times were not recorded on these runs, but it 
was observed that the 17-ci ty problem ran for slightly over 12 hours. 
Solution of these problems was independent of each other ·as far 
as the computer program is concerned. Figure 22 indicates that,with 
the exception of the 16-city problem solution, each succeeding 
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solution tour is what would result from inserting the added city at 
an optimal point in the sequence. This is the basis of the method 
used by Karg and Thompson [ 17] . Figures 23 and 24 illustrate the 15-
and 16-city tours and emphasize this exception. This effect is 
'' . '' 
~andled by Karg and Thompson by cutting the problem at convex por-
tions qf the tour and investigating other possibilities [17, p. 230]. 
The.- amount by ·which the optimal tour for the 16-city problem is less 
lh·an that which would result from simply inserting city 16 (Detroit) 
:into the 15-ci ty tour was not determined. 
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9. SUMMARY AND SUGGESTED IMPROVEMENTS 
Computational methods, not wholly unrelated to total enumeration, 
can be applied to the solution of moderate sized traveling-salesman 
problems. 
It is not necessary to define completely each tour in order to 
evaluate all tours with respect to one which is optimal. At each 
step of the evaluation provess, the tours may be divided into twQ 
categories: 
1. Those which are definitely not lower in .co.st than: a sp:eci.-· 
fied tour. 
2. Tlx>se which Dlij·y be lower in cost: th:an· .a J,pect-tte·.d tour .. 
Continued evaluation of the second category ma:y i_nd'.icate· ·tha·t 
~e·rt,a.in subsets of t-hese tours can be moved to the first c~tefg.or:y .• 
Th.is process may be. :.c·ontinued until the se__cond category conta.inJ; 
.either one tour, or· :·no tours. Re-application of this process will.-, 
:in a finite i:iumber of steps, select an opttlrial tour. The :number .p:f· 
computational steps required to select an optimal tour by this ·pro.-
cess will in many cases be measureably decreased by substituting the 
assignment problem solution matrix for that of the original problem. 
This procedure, while it does guarantee an optimal soluticn in 
a finite number of steps, does not provide that this number of 
steps will be small. The difficulty of solution of a problem increases, 
at least exponentially, with the dimension (number of cities) of the 
problem. It is also largely a function of the character of the 
individual problem. The distribution of solution difficulty for 
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random entry problems of a given size appears to l;>e: approximately 
exponential. 
This method of solving traveling-salesman problems is easily 
programmed for the computer solution of moderate sized problems. 
For larger problems, the value of D, the assignment problem solution· 
cost, is made avaliable. The value is a lower bound on the cost of 
a~ optimal tour. If a tour exists at this cost, the tour can be found .. 
" . " The nearest-city-approach tour and its cost are made available if 
.no tour at a cost of D exists. This nearest-city tour may be cons.1d·ered 
·as an approximate solution to the problem. From this point on, .-more 
accurate solutions may be found. Very little can be said about th~ 
expected computer running time required to prove an optimal soluti~>h-., 
The process may be terminated, however, at an_y t:i~e a, suff icientl_y 
accurate solution has been found. The .determination of what 'Consti-· 
tutes a sufficiently accurat.e s.olut ion, with respect to the: us.e, 
intended, is l~ft. to the user~ 
-':, . . 
-~ . 
Modifications and-Extensions 
The basic structure of the procedure is such that modifications 
and improvements may be easily introduced. Such a modification could 
provide for starting with an approximate solution obtained by other 
means. Other criteria for terminating the consideration of a sub-
set of tours can also be added. These criteria may be peculiar to 
a given problem or they may be peculiar to a certain class of prob-
lems, e.g., symmetrical problems. 
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The algorithm may be easily modified to generate all optimal 
tours. Instead of incrementing the partial tour when its cost is 
equal to C. , the modified algorithm will require th~t its cost be min 
greater than C . 
min The change is a weakening of the criteria used ttt 
terminate the investigation of partial tours, and .an increase in com:~ 
puter running time must be expected. The amount :Of' this increa,se wi11 
be different for each individual problem. A pro.blem· wi:th a.11 eqttal-
costs is the. east.est to handle with the pres~nt: .met:hod, an·d: .it :would 
become the most. dlff.fcult if all optimal tours, were d.eslre·.d.: 
T·he d:trec:t apprQ_ach· used here: f:or the solution 9_f: t·r:~vel·ifi:g~ 
. '• 
salesman problems can be applied to other combinato··rt~l .p:r·obl~ilis. Art 
ordered set of fea·sible solutions can be broken into d'isjoint subse.t·s 
which may be ·seg;uentia·liy examtn·e ..:d .. for a progressively lower objective 
function. 
;: 
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10. CONCLUSIONS 
The procedure for solving traveling-salesman problems presented 
in the thesis is a definite improvement over a method of total 
enumeration and evaluation of all tours. At its present state of 
development, use of the IBM 1620 computer program is restricted by 
computer running time to problems of sizes under approximately 
:20 cities. 
Because of the extreme variability of computer runn_frig ·t-ime;: 
no specific conclusions are drawn with respect to the usefulne:s·,s o:f: 
this method for solving prac·tical scheduling problems. It doe:s-, 
however, repre:sent an alt_ernate approach which is wort]) ce>nsldtfrtn·g. 
As an av_ailable., e,a_stl·y· programmed tool for use in studying the 
-comb.in.atorial natur·e of the t·raveling-salesman problem, the procedur.e·: 
has. proven useful. 
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Unifonn Random 3 Digit Cost Matricitis 
Number of Cities 
Number of Problems 
Opt. Assignment Cost 
Minimum 
Maximum 
Average 
Variance 
Opt. Tour Cost 
Minimum 
Maximum 
Average 
Variance 
Sub-Tours Evaluated 
Minimum 
Maximum 
Average 
Variance 
Avg. Solution Time 
(Minutes) 
10 
50 
879 
2127 
1395 
279 
879 
2477 
1495 
309.9 
37 
2859 
469.6 
520.8 
.817' 
12 14. 16 
:.&O ·50 50 
847 823 916 
2366 2243 2231 
1412.2 1472 1530 
349.9 324.8 346.9 
847 962 10-54: 
2551 2243 ~-~i-sa 
1539 1574 1:66.8 
354.4 318.0 3;6Q .1 
63 317 1:0-~ 
13553 56837 562-955 ' .. . . . 
2426 9185 75 390 
' . 2599 11961 108-,900' 
J .s:s .3: .•. ·96 
•. 
Initial x. 1 9033742167 87094662:1'3. ·4612785263 5642315437 
·Tab·.le· t.:· Te~s:t' 1 -· Summary of Solution Variables 
··:...···. 
:3~5.: 
I 
j 
l .k 
I 
, " 
. I! 
"' 
, ,a 
. IIIT 
[ 
'a 
, I 
' 1" 
D 
., ' 
-;Prob. 
No. 
1 
2 
.3 
4 
5 
.6 
7 
·s 
9 
IO 
11. 
1.2 
J,3 
14 
17 
... -",-_-.,--~~·~.,. 
Initial 
xi 
2138649647 
9806510047 
1090370447 
5990230847 
4506091247 
6637951647 
2385812047 
1749672447 
4729532847 
1325393247 
1537253647 
5365114047 
2808974447 
3868834847 
8544695247 
6836555647 
8744416047 
4268276447 
i> Nearest 
City Cost 
1921 2099 
1013 1479 
1092 1776 
1752 259:7 
1155· 1696 
i4~3 1663 
'15.'96 1925 
1581 2457 
1458 1834 
1431. 1549 
1207 2098 
1376 2333 
1722 20.62-: 
1238 t1·62· 
1478 2136 
1085 1175 
1416 1966 
1507 1806 
Minimum Sub-tours 
Cost Tour Evaluated 
2098 * 
1094 96612 
1543 
* 
2461 
* 
1696 *: 
'1588 
'*·· 
16'81 * 
2457 * 
1651 * 
1549 2:73:77·· 
2030 * 
2,0:16. :* 
1,79:9 '717·79; 
1743 * 
2·024 * 
1156 13859 
1966 *-
1612 61522 
* Indicates Run Stopped After 100,000 su:b~tclµ.rs. 
Table 2: Test .2 Results - 20 City Problems 
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D 
-Problem 
No. 
1 
2: 
3 
4 
.5: 
.,6. 
7, 
8: 
:_g 
lO: 
ll 
12 
t'.3 
l.4 
'15 
·1s·, 
·r1: 
::is: 
19· 
·2:cl 
2:1 
:22: 
23 
24,. 
. . . 
.25. 
.2:s 
::i:r 
28 
.. 
,J' 
-· 
Sub-tours Evaluated 
Original Reduced 
Matrix Matrix 
67* 
467 
482 
55* 
64* 
289 
1016 
1582 
37* 
1538 
625 
39* 
439 
526 
252 
927 
471 
135* 
2859 
294 
790 
625 
61* 
53* 
1002 
304 
65* 
662 
7347 
7197 
40019 
9878·, · 
2637 
6799 
9448 
44938 
2854 
14152 
16228 
5960 
1189.6 
4520 
9518 
4618 
11959 
11829 
27414 
9261 
32589 
34390 
23654 
14572 
16945 
16260 
5228 
19366 
- ·-· - ~ - -· -· - - ·- - - ;.~ -
~62 
*· Indicates assignment problem 
solution to traveling salesman 
problem. 
150.5_3·. 
. 
Table 3: Test 3 Results - 10. Ctty Problem Set 
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C 
YES 
ASSIGNMENT 
PROBLEM 
SOLUTION 
-..- --- _ ... _ 
SEARCH 1 * 
NO 
NEAREST-CITY 
TOUR 
I 
SEARCH 2 * 
C =N-C Cost 
min 
.-.---~-,_-
HALT 
PRINT: 
D 
* $.~ f=. _Ft·gµ re, 2· 
PRINT: 
N-C COST, 
TOUR 
PRINT: 
MIN COST, 
TOUR, 
SUB-TOURS 
EVALUATED 
FIGURE 1: · Evaluation Program Flow Chart. 
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Note: 
m=2 
t . =t1 
min 
FINISH 
c . :f see Note] min 
B = 0 1 
4 
EXTEND 
PARTIAL 
TOUR 
SEARCH 1 - Cmtn= .1 
SEARCH 2 - Cm_(n~ ·N-.C. -C:P.ST 
NO 
3 
OF 
SET 
NO 
INCREMENT: 
PARTIAL TOUR 
and 
SUB-TOUR COUNT 
TOUR 
STORE TOUR 
FIGURE 2: Search Phase 
Flow Chart 
,· 
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* 10 CITY RANDOM·COSTS NO. 01 
X 320 358 242 539 505 098 985 553 920 
942 x 146 e33 207 976 64e 542 795 377 
095 608 X 965 466 098 919 900 928 825 
348 208 075 X 366 021 162 409 404 815 
-763 077 812 111 295 X 567 288 184 626 
226 ~7 613 915 426 111 X 360 391 548 
394 ~3 168 013 403 751 871 X 744 217 
918 815 330 359 276 947 737 521 X 182 
450 514 949 901 097 8'.52 o82 313 693 X 
FIGURE 3: Sample 10-city Problem, 
Random Cost Matrix. 
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* 10 CITY REDUCED NO. 01 
X 49 260 144 426 407 00 819 175 822 
796 X 00 687 46 830 502 328 369 231 
·oo 340 x 870 356 03 824 737 553 730 
327 14 54 X 330 00 141 320 103 794 
115 563 502 &)4 300 00 X 181 00 437 
736 60 148 177 79 765 555 271 X 00 
368 259 &;7 819 00 770 00 163 331 X 
D= 01542 
FIGURE 4: Sample 10-city Pr~blem, 
Reduced Matrix. 
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* 12 CI TY RANDOM COSTS NO. 01 
X 526 174 662 879 869 833 142 348 194 621 782 
049 X 551 721 887 673 980 002 232 473 849 813 
158 028 X 729 687 446 o49 950 025 577 351 542 
8o4 262 521 X 322 564 028 869 782 013 368 223 , 
533 844 303 666 X 238 100 192 470 562 773 101 
243 6o7 319 237 958 X· 962 230 293 597 393 737 
509 415 006 680 694 179 X 485 004 409 329 325 
895 490 518 360 375 914 326 X 232 517 277 012· 
284 723 039 035 611 778 668 542 X 998 843 219 
1 88 00 1 . 110 179 088 951 120 198 o4 7 X 870 961 
074 524 943 295 884 363 746 417 139 066 X 165 
684 126 745 245 792 020 o44 469 400 t53 762 X . 
~ 
FIGURE 5: Sample 12-city Problem, 
Random Cost Mat~ix. 
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* 12 CITY REDUCED NO. 01 
X 351 00 4~2 ... 617 727 691 00 176 52 295 640 
39 X 517 691 765 671 978 00 200 471 663 811 
155 00 X 706 572 451 54 955 00 582 172 547 
783 216 476 X 189 551 15 856 739 00 171 210 
425 711 171 538 X 138 00 92 340 462 489 01 
26 365 78 00 629 X 753 21 54 388 00 528 
I 
527 408 00 678 6oo 205 X 511 00 435 171 351 
875 445 474 320 243 902 314 X 190 505 81 00 
269 683 00 00 484 771 661 535 X 991 652 212 
212 00 110 183 00 983 152 230 49 X 718 993 
00 425 845 201 698 297 680 351 43 00 X 99 
656 73 693 197 652 00 24 449 350 433 558 X 
FIGURE 6: Sample 12-city Problem, 
Reduced Matrix. 
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* 14 CI TY RANDOM COSTS NO. 01 
X 502 726 419 376 o44 530 611 743 073 449 428 287 033 
415 X 833 155 703 075 670 694 178 978 793 173 526 130 
144 618 X 651 ~9 8o3 163 529 460 486 117 853 194 651 
753 061 175 X 486 174 672 930 000 042 339 301 480 578 
456 147 861 001 X 178 060 076 730 774 221 353 734 217 
665 262 537 274 739 686 X 559 535 115 654 057 790 890. 
972 242 506 181 302 536 190 X 243 545 094 547 260 301 
457 246 925 502 744 189 155 751 X 271 453 797 51 ·, 654 
146 774 207 006 628 442 739 738 598 X 299 250 301 462 
744 166 768 622. 837 574 055 569 487 272 X 791 990 998 
879 ~4 264 681 817 585 095 671 855 419 376 X 777 538 
342 552 833 156 816 435 977 75-6 446 090 112 326 X 597 
322 597 335.902 121 288 178 056 686 344 826 456 100 X 
l,_ • 
FIGURE 7: Sample 14-city ·problem, 
Random Cost Matrix. 
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* 14 Cl TY REDUCED NO. 01 
X 294 453 347 164 00 413 464 596 35 389 425 96 00 
243 X 529 52 460 00 522 516 00 909 702 139 304 66 
00 4o7 X 576 634 756 43 379 310 445 54 E47 00 615 
759 00 49 X 421 277 702 930 00 151 426 445 436 692 
386 10 659 00 X 205 14 00 654 &)7 232 421 614 255 
730 118 09 781 280 X 431 515 113 6o7 461 00 433 316 
470 00 210 148 473 588 X 358 334 23 540 00 545 &)3 
797 00 199 75 56 458 39 X 62 473 00 510 35 234 
278 00 614 392 494 107 00 566 X 195 355 756 282 583 
71 632 00 00 482 464 688 657 517 X 305 313 176 495 
665 20 557 612 687 592 00 484 402 296 X 850 86 t 27 
r 
14:9 292 508 32 552 339 &)8 557 247 oo o·o ·271 x 512 
272 480 15.3 921 00 335 152 00 630 397 857 544 00 X 
D= 01522 
FIGURE 8: Sample 14-city Problem, 
Reduced Matrix. 
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• 16 CITY RANDOM COSTS NO. 01 
.. 
X 725 323 694 131 320 343 695 291 475 031 194 659 590 632 9I~-1 
0·91 X 177 953 353 660 722 953 351 500 588 409 381 550 602- 874· 
:363 736 X 208 083 409 354 816 431 5~8 434 887 645 196 828 6·3·_9 
547 301 490 X 7~5 359 322 614 073 449 411 558 430 517 268 10°3-
421 614 071 192 X 137 903 234 733 069 993 347 071 217 956: .$89 
558 455 031 208 088 X 325 876 539 465 048 930 014 472 758 6l4· 
084 520 597 317 023 411 X 812 053 451 599 500 581 694 135' 64-7 
4 37 178 025 624 120 167 942 X 033 391 579 522 725 286 899 87 .. 4: 
J 31 231 370 394 8o9 794 203 586 X 966 598 493 796 405 979 91+5. 
:51 l 675 235 799 7·96 484 962 177 93.9 X '7()0 705 294 724 175 757 
~ 
5 l-9- 460 541 691 820 827 614 090 1_86: 862: X :o.·06 635 187 922 .192 
448 250 28o 350 411 565 072 366 058 ·950· 04-5· X ·908 772 048 888 
70_4 ·r8o 279 254 656 351 521 68o 68o 726 381 580 x 252 534 9?5 
959 941 091 225 780 822 057 84 3 196 8o2 029 933 272 513 X 18() 
180 253 564 053 4 37 224 723 050 146 777 553 933 234 645 23·7 :.><! 
FIGURE 9: Sample 16-city Problem, 
Random Cost Matrix. 
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* 16 CITY REDUCED NO. 01 
\ . 
X 6oo 206 660 47 127 240 664 166 350 00 163 559 393 575 766 
00 X 00 859 209 407 559 862 1_66 315 497 318 221 293 485 659 ~. 
333 612 X 175 00 217 252 786 307 464 404 857 546 00 772 485 
446 545 10 214 x ·oo 856 259 664 oo 18 372 .27 76 955 490 
125 467 552 355 l l :290 X 853 00 398 640 541 5.5.:3 5'€&9· :150 564 
498 145 00 682 128 66 931 X .QO 358 640 583 .. 7l'7 f8l 934 &J9 
00 06 153 260 625. 501 00 455 X 741 467 362·: .596 108 822 690 
362 432 00 647 594 173 741 28 696 X. 55·1 ·55:6, 76 409 00 484 
. . . 
484 192 230 383 394 439 36 402 00 892 81 X 875 642 58 &Jo 
472 431 774 730 &)4 256 09 oo 7·37 644 408 55· 3·67 x· 1:5 .. 2: 718 
f 
974 862 20 237 742 675 oo 858 117 723 44 948 218 36.2 ·x 71 
130 109 428 00 334 12 6ol 00 02 633 503 883 115 429 161 X 
D= 01461 
FIGURE 10: Sample 16-city Problem, 
Reduced Matrix. 
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* 10 CITY RANDON COSTS NO. 01 
D= 01542 
MIN C5ST 01542 
TOUR · 
01,07,09,10,65,08,04,o6,o2,03, 
SUB-TOURS EVALUATED 67 
* 12 CITY RANDOM COSTS NO. 01 
D= 00943 
NC COST 01119 
TOUR 
09,04,10,05,07,03,02,08,12,06,11,01, 
MIN COST 01025 
TOUR 
01,08,12,06,11,09,04,10,05,07,03,02, 
SUB-TOURS EVALUATED 1303 
* 14 CITY RANDOM COSTS NO. 01 
D= 01522 
NC COST 02249 
TOUR 
lj,11,07,12,03,01,14,o8,o2,09,06,05,04,10, 
MIN COST 01593 
TOUR ... 
01,14,05,08,13,11,07,10,o4,09,02,06,12,03, 
SUB-TOURS EVALUATED 548o5 
* 16 CITY RANDotv1 COSTS NO. 01 
D= 01461 
NC COST 01943 . 
TOUR 
09,07,05, 10_, 15,03, 14,08,06, 13,02,01., 11, 12,04,16, 
MIN COST 01667 
TOUR 
01,11,12.,15,16.,o4,o9,07,05,10,03,14,o8,o6,13,o2, 
SUB-TOURS EVALUATED 160762 
FIGURE 11: 
,· 
Sample Test 1 Computer 
Solution-Printout. 
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FIGURE 12: Histogram of 10-city R_ain.d·om Cost Problems. 
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FIGURE 13 :. Histogram of 12-ci ty Random Cost Problems .• 
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FIGURE 14: Histogram of 14-city Random Cost Problems. 
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* CROES TWENTY CI T'Y ·TR:AVEL I NG-SALESMAN PROBLEM 
.-·. .. • .... 
X ~9 41 09 18 06 42 48 74 43 51 07 36 93 .58 11 5·1 61 30 44 
~.9: X 72 72 50 3.9 60 34 25 46 25 35 14 20 35· 83 27 .86 9·5 ·30 
', . 
4 J ]2 X 70 54 35 59 88 19 72 87 J8 24 68 63 8o 58 40 89 24. 
09 72 70 X 6o 26 24 73 79 51 43 58 o4 47 29 22 48 27 88 91 
t8 JO )4 $0. X 17 74 93 00 76 30 55 84 42 47 91 21 59 24 ()() 
06 39 35 20 17 X 26 60 32 63 84 21 26 96 75 14 13 51 16 83 
42 60 59 24 74 26 X 97 65 64 13 23 03 78 }5 30 56 22 13 58 
48 34 88 73 93 60 97 X 63 27 42 62 32 20 26 05 fu 52 47 36 
74 25 19 79 bO )2 65 6J X 71 91 05 85• 51 72 53 08 49 90 39 
43 46 72 51 76 63 64 27 JI X 66 30 57 08 71 19 25 10 83 4C 
51 45 87 43 30 8li, l 3 42 91 . 66 X 09 26 06 99 33 08 99 92 3 l 
07 35 38 58 55 21 23 62 05 30 09 X e6 27 34 f 2 45 59 32 77 
36 14 24 o4 84 26 03 32 85 57 2~ 86 X I 2 28 24 6Q 19 12 20 
93- 20 68 47 42 96 78 20 510806 27 12 X 19 77 14 22 54 77 
58 35 63 29 47 75 .15 26 72 71 99 34 28 19 )< 22 75 28 72 64 
1 t 83 8o 22 91 14 30 05 53 19 33 72 24 77 22 X 62 79 97 47 
5 l 27 58 48 21 13 56 00 08 25 08 45 60 14 75 62 X 91 59 75 
·61 &5 4o Z{ 59 51 22 52 49 10 99 59 19 22 28 79 91 X 87 04 
30 95 89 88 24 16 13 47 90 83 92 32 12 54 72 97 59 87 X 32 
44 30 24 91 00 · 83 58 36 39 4o 31 77 20 77 64 47 75 04 32 X 
FIGURE 18: Croes' 20.-city Traveling~sa .. 1.e.sman Problem. 
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.c.·R;QES 20-C I TY PROBLEM, REDUCED MATRIX 
X 12 16 @ 12 00 4 3 51 8o 38 50 ~ 39 90 44 17 45 56 18 45 
10 X 30 48 27 16 44 20 14 24 07 11 @:g@ 04 72 04 64 66 14 
l 4 :J) X 38 23 o4 35 66 (@ 42 61 06 02 40 24 61 27 10 52 @g 
@g48 3b X 47 07 18 69 7t> 39 35 44@) 37 08 213515 69 85 
10 27 23 47 X 05 69 90@9 65 23 42 81 33 27 91 09 48 @ 75 
00 18 06 09 07 X 23 59 34 54 79 10 25 89 57 IT£]@ 42 00 &:l 
39 42 33 16 67 19 X 99 70 58 11 15 05 74 @ 35 49 16@9 58 
)5 06 52 55 76 43 87 X 58 11 30 44 2li 06 [Qij@ 63 36 24 26 
78 14 ~ 78@) 32 72 72 K 72 96 04 94 54 64 65 08 50 84 46 
36 24 42 39 65 52 60 25 72 X 60 18 55 @g 52 20 14 @ 66 36 
4 7 06 60 34 22 76 12 43 95 59 X @) 27 01 83 37 @g 92 78 .30 
(@ 13 08 46 44 10 19 60 06 20 §] X ~ l 9 15 73 34 49 15 73 
37@) 02 ~ 81 23 07 38 94 55 28 82 X 12 17 33 57 17 Oj 24 
88@2)4o 37 33 87 76 20 54@02 17 12 X 02 8o 05 14 39 75 
4o 02 22 06 25 53 ~@ 62 50 82 11 15 00 X 12 53 07 44 4.9 
01 58 47 07 77 (@ 23122] 51 06 24 57 19 66 00 X. 48 66 77 40 
4203 26 34 08~50 76 07 13@31 56 o4 54 61 X 79 4o 69 
54 64 10 15 48 40 18 50 50 §} 93 47 J7 14 09 8o 8o X 70@) 
18 68 54 71~oo@4o8668 81 15 05 414893 43 72 x 23 
43 14@ 85 75 78 60 4o 46 36 31 71 24 75 51 54 70 ~ 21 X 
a ;::;. :02 18 
FIGURE 19: Reduced Matrix For Croes' 20-city Problem. 
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* CROES TWENTY CITY TRAVELING-SA ESMAN PROBLEM 
D= 00218 
NC COST 00253 
TOUR 
06.,19,07,15.,14,10.,18,20,03,o .,05,17,11,12.,01.,04., 
13.,02.,08.,16 
COST 00252 
TOUR 
01,04,13,02,08,16,15.,07.,19.,06,05,09,03,20.,18.,10, 
14.,17.,11,12 
COST 00246 
TOUR 
01,04.,13,02.,14,10.,18,20.,03,09.,05.,19,07,15.,08.,16., 
06, 17., 11, 12, 
MIN COST 00246 
TOUR 
01,04.,13.,02,14,10,18,20,03,09,05.,19,07,15.,08.,16., 06, 17., 11., 12, 
SUB-TOUR~ EVALUATED 936943 
:•.: 
FIGURE 20: -Co.mput:e.r. :Solution to Croes' 2o~ci-ty Problem. 
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M" 
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.(11. ti:>·. ~ 
,(If 
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:~~ 
. en;. 
··c-+ 
·til: 
·::s, 
()· 
_CD, 
""'d 
·11 
:o 
:o-:~-
('O 
9, 
en 
1 
2 
3 
4, 
·5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
0 
678 
.331 
702· 
0 
675 0 
152- 791 
1. Akr<>n ,. ,Ohio 
2 • 13 ... 
3. Baltimore., Md. 14. -Denve·r 
., . .· 
. ' Colo. 
0 4. Birmingham,, Al.a .• l5. Des Moines, .Iow·a_ 
121.0 .1.623· 1531 1475 0 5. Bismark_~ .N. Dak. 16. Det r<;>_i.-t:·, Mic:higa.n· 
655 1074 399 1190 1818 0 6. Boston, Mass • 
210 881 364 .900: 1-377 477 0 7. Buffalo, N. ¥~. 
1334 1457 1655 136.5" 58~) .1~·42 1497 0 8 • Chyehne:, ·wyomi-~g. 
364 702 fi8_5. 653 .s·s3 9-94 -527 968 0 9 • Chicago, Jlt •.. 
~ 
227 454 498 ."175. 1187 869. ~25 -1.188 324 0 10 
• C in:ci--nna"ti ,: .()h·10 
,...--... 
33 695 351 ·114 
--l.1$7 6·'31 L86 131-1 -34_1 
-239 0 11 • Cleveland·-, :Qf1J:0: 
121 554 395 se4 .12·05. ··763: .327 124:8_ :~-~-~- 10_6 140 0 
1180 820 1422. E3°S::~ '1172 ·1_821 1378 8:67 937 9.53 1254 1054 0 
-1380 1411 1631 13"02. 6":_81 :1:g:g-7 1$07 lbI 1013 '1172 1366 1236 784 0 
706 899 1027 8,23: 672: :l3J4 ;869 6·:2s:: 33:_9_ 576 683 701 70:1. 674 0 
190 709 511 730 1139 69q 252 1263 293 255 167 185 1203 1318 635 0 
- -
-452 414 723 "365 1114 1107 649 1076 292 225 463 331 749 1030 505 442 0 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
--· 
,•. 
.. 
• • A "' • ...,. -f"'• () 5 5 , 0 
.\ ~" ... -..) ~ I . • ;·l·O 
•. 1-; 
J I., ' '. '. 
( ~ ,,..: ~ r q 1 () ~ 1 . I '7 ( -, r . '- i . '?· ,r J.1 
., f J •• J 1 ·~ ) ' .. } I / ' I : I •: , . :'.') I ·'· "- f _'...., ·. :r: 
MIN cc,sr 05232 
T(JUR 
01, 07, 06, 0 3, 0 2, Ol•, 08; 05, 0 9, 10, 
SlJB-TCJURS EVALUATED 25576 
* 11 CITY RAND-MC NALLY 
D= 03219 
NC cc,sr 05241 
TCJUR 
08,05,09,10,01,11,07,06,03,02,04, 
MIN CCJST 05241 
TCJUR 
08,05,09,10,01,11,07,06,03,02,04, 
SlJB-T(JlJRS EVALUATED 112191 
1 * 12 CITY RAND-MC NALLY 
D= 03340 
~J C C CJ ST O 5 2 4 1 
. T C1UR 
oa,05,09,10,12,01,11,07,06,03,02,04, 
MIN CuST 05241. 
TCJUR 
08,05,09,10,12,01,11,07,06,03,02,04, 
SUB-TOURS EVALUATED 614807 
~·- 13 CI TY RAND-l'IC NALLY 
[l = OL• 31~6 
• 
ti~ C(JST 05614 
1·uuR 
09,12,01,11,07,06,03,10,02,04,13,U8,05, 
MI M COST 05408 
TC,UR 
01,11,07,U6,03,02,04,13,08,05,09,10,12, 
~ t, 8-T (, t.' P. ~- f. VALUATED 11 7 6 8 7 
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-* lL~ CITY RAND-i\lC NALLY 
D::: O'-~ 70 2 
nc C(JST 05836 
TCJUR 
11 , 01 , 1 2, 10, 0 9, ()5, 08 ~ 14, 1 3, 04 .: 0 2, (l 3 ~ 0 7 l·.(J~ .... 
~11 N CuST 05426 
TCJUR 
O 1 , 11 , 0 7 , 0 6 , O 3 ,, 'J 2 , 0 4 , 1 3 , 1 4 , 08 , 0 5 , 0 9 , 1 0 , 1 2 , 
S'JO--TuURS E'JALUATED 107422 
* 15 CITY RAND-MC NALLY 
D= 04709 
MC CCJST . 06175 
TuUR 
09, 10, 12,01, 11,07,06,03,0·2,04, 13, 15,05,08: 14, 
:11 N C ~ S T O 5 5 8 4 
TCJUR 
U 1 , 11 , U 7 , U 6 , O 3 , (J 2 , r J 4 , 1 3 , 1 4 , 08 , O 5 , l 5 , 0 9 , 1 0 , 1 2 , 
. . . SUB-TCJURS EVALUATEJ 187240 
* 16 CITY RAND-MC NALLY 
D= 04853 
NC CCJST 06838 
TCJUR 
13, 15,09, 16,01, 11,07,06,03, 10, 12,02,04,05,08, 14, 
~11 tJ Cu ST 05 748 
TCJUR 
01,03,06,07,16,09,15,05,08,14,13,04,02,10,12,11, 
SUB-TCJURS EVALUATED 821867 
* 17 CITY RAND-MC NALLY 
D= 05003 
NC CCJST 06953 
TCJUR 
1 2 , 1 U , 1 7 , 0 9 , 1 6 , 0 1 , 11 , 0 7 , 0 6 , 0 3 , U 2 , < )4 , 1 3 , 1 5 , O 5 , ~ J 8 ~ 1 4 ·, 
/\11 N C (JS T O 5 9 3 3 
TCJUR 
u1,03,06,07,16,09,15,05,oa,14,13,04,02,17,10,12,11, 
~UB-TuURS EVALUA TE~J 2560681 
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APPENDIX A 
Equivalent Problem 
63 
,r . 
THE EQUIVALENT PROBLEM 
In the traveling-salesman problem, the costs ·of transition."s_ 
between ordered pairs of cities may be represented by an men m~·-trJ:t,·. 
A = 11 c .. I\. The cost of going from city i to c-i.ty- j i·s th~ :e·nt-ry-
l.J ' 
1.11· r.ow i ~nd column. :J o·f. the matrix. In cal_c·ulat±ng th,e cost .or a· . 
. tour·, t)ne and only one- cost is used from ea.db row and e.ach ·c·o.lumn:. 
~If :a consta:ri:t u .. is· subtracted f_rom ·eac·h. el.e.m·ent. _of. ·a r.ow· :i:;-: 
. . . . i 
the cost of· any toJ,lr under the new matrix is u. les,s ·1>na::ri ·under.· the 
l. 
old. This ts· ·aI.la:logous to reducing all departure cos:;t:$ :t:or cJt.y i 
by an amo,unt ui. ·since each tour must involve a: departure f.-roin. -cifty 
l ,. the- relative costs .of all tours.: a.re· unch~.nged-~ ·Tof3 J>roces·s_ or .-$·µp-
trac-ting the smallest element of· a row :from· eliC',h' elennent~ in the· ·rotJw 
is. cal led row reduct ion. 
The same argument m_ay be appl.f.-ed ·to -c.-o·lumn r.e·du.ctfon:_; subt,racti_:Qg 
t:he smallest element .. , v .. ,· ·O:f ·a: -coltnnrt from. ·.each· :·elemEfn·t in the co1...; 
' J . 
.. 1.unp_. In this case, the· arrtval ¢0.st.s f.br :the: city· r.-e.p·re.sented: by- :the 
:.c.o.lumn are all reduced by a·n· e_qQ."Eti -~mo_u.n·t. :The ccJs.t. -of ·e.ac:h: to·ur 
under the new matrix is again r~d.uced py a cons-t~.rit as ,cc:>1j(pareo· to -th~ 
cost of the same tour under the old matrix. 
A matrix with all non-negative elements, and with at least: Q:n~ 
zero in each row and in each column, is called a reduced matrix... lf 
C. is the cost of a given tour under the original matrix, f.ind n: -f.s: 
l. 
·the· s.um· -of the constar.ts used in making· the·: r·e:ducti:on, then C·' , .. th·e: i 
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~c.ost of the same tour under the reduced matrix is gt·vert by.: 
C' = C - D i i 
The two traveling-salesman problems, i.e •. , the: :pne., defined by 
.,,.,., the original matrix and the one defined by ·the· reduced matrix are 
eq ul,val.:en.t. 
row. ·and c.t>lUiilrt reduct:ions ·a:r·e. ·mad.e. ·Th¢· equivalent pr.ob-le~ selected: 
i'$ one for ·wb.i_¢.h :the-- _qqant.i'ty ·n. i_s: a maxiumum. There is no gua.rante.e 
that such a s·e·lect:i;o:n ·will minimtz .. e the computation.s requi.:re9· ·to 
solve the tra.veling .. -saies·man pr·oblem:. 
The r~Jtonale for {:h,:Ls selec.t.·i.on i:-$ .l;>ase.d .up.on· ·t·h:¢. mechanics of 
-the. :method used for eli,minatt-ng .g!oup,s ot'. :tou~·s from consideration, 
and ::up.on, the following obse·rvatioris :· 
1.... Since C:i_ .::;:: ·ci + D, e:ach. ap.d .e:very tbtlr wt.I 1 hav-e a :m.)1-fi-imurn 
cost und·-~i· a matr-ix .f .or w·ht ch n· 1·s .ii: .. Jil'aximum. . . .. . ' -. . . ,. - .· 
.• .. 
:a.. If 'a· t:oqr ·.has. a .zerQ -C.<>s·t tinder, s·uch a reduced ma·ti:tJt ·,· the_n. 
,~Lt is a:n .. ;~_pt:--.tmal. t.ou·r ,. $.µd l:ts cos·t un:de.r the ori:gi,n.al matr:i.x 
Th:e p·ro'blem of select.trig' the -c)pe:r-at-ions which maximize D .:Ls· the 
·dual of: the assignment pro:blem [:6 .. , p. 348]. The dual of the· ~ssign-
men_t problem is 
Maximize D ··=: .\ U + \ V 
.L . . i 1~ J 
Subject to C. • lJ: 
i. J 
~ ti ·+ ·V 1. J: 
. •, ·, 
1. 
.... ':,- ·, ... ~""· ''' ._-.'.' ::·-.:~--. '•," . . . ,. ' . ,.\,--' 
( .. ,.J j 
The best procedures for solving the assignment problem an.d 
hence its dual, are appl iGat ions of the "Hungarian Method"; ·and a.re. 
based on a fundamental theorem proved by the Hungarian mat-hemat:tc_i,art 
" ' [ J Konig in 1916, and stated by Egervary 18 as follows; 
ti If the elements of a matrix are divided into two· 
classes by a property R, then the minimum number of lines 
that contain all of the elements with the property -~- t.s: 
equal to the maximum number of elements with the pro~ 
perty R, no two on the same line." · 
Flood, in [' 12] , presents such a technique which .in .. volves re·duci1.1g: 
the cost matrix in such a way as to find a set of n independent 
zer<;>s, one in each row and each .column. This s¢.t bf zeros gives 
an· optimal solution to the. ass·tgnment problem. From the dual p·.ro--
blem, he shows that the cost of·. an optimal a·:,s:i:gmnent is equal to 
the sum of the reducing ,.-c,ot1slants, .used. Flood f·urth·e.r point.s out 
t:hat ·this solution of the assfgfiment problem will also be a sol.u.t.io:n 
o'f the traveling-salesman problem if and only if there is a symme·t-r:ic 
·permutation of the rows and columns of the reduced cost m~.t·.r-ix:: such 
1 that the slant elements are all z~ro. 
It should be noted ·that the assignment proble·m. ·solu."tion matrix 
is not necessarily uni·que [ 6, p·. 360]. Only the z:e.ro e.lements 
which form the solution of the assignment problem are u_Ilique. This· 
matrix is, however, a starting point in searching for a, ·~olution to: 
the traveling-salesman problem. 
1. The slant of an nxm matrix is the set of elements consist-
ing of all elements immediately above the diagonal together 
with the element in the last row of the first column [6, p. 471]. 
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Operating Inst:ru~c.tl.·on:s.-
The purpo?e of t:hls program is ·to·. $91 ve tr aveli·ng~~salesm.~ll p'ro·b-t-'. 
lenfS. ·Qf d'tmens'ion ·less than 49 cl.ties. C9s:t el·ements m.us·t 'be i.r(te.-.-
t.ime: :ori: pro:blems ·c1ver 16 c1.tle$: :may be excessive. Av:~_rage. runnin·g 
,times :for· r.andom elem.ent .problems between 10 and l6 ·ct.ties are s'hb\\'I:l:. 
i)1 .Fi.gure i7.. St.nee t.be: ·met.hod of ·solution ·.u~ed. fo.r· t·raveling"""sale~.-
m.a:_ri ·prob.lenis: ,.i.nv-olves· s.ol11tion of t4e a~.s :ignmen·t 'problem, this .pro.gra.in 
may ·als:o b.e us·e.ct :for s_o.lvtng. assfgnn1ent 'J:>ro.bl.ems:.~ The optima·;1. assfgn-
m~nt. c.ost ('D} -t:s. :printed· 01.1.t:,. bu_t'. th~ :opt'i.m.al ·assigrime-nt must: be· 
Th-is .program :fs wri.tten .:in: t.-h¢ Symbo.l ic Progranun:ing _Sys.-tent (SI?:S). 
:re·ade,r and· p_tinch. lnd :Lrect: Add.res:s trig is the only a.dcti·t:(onal feta·tt1f e 
:required~ 
.. The p.rogra.m. ·tape is loaded by de_presstng .RESET, INSERT, typing 
:3600000003 -RELEASE and ST ART. . . . . . ' .. As tl}.e program tape is read, the fir·S'.t: . ~ . . 
·six lines of the computer program li~t~tig will be typed, i-._f3,., the 
program title and the .pr.og!am .switch o:pt~;ons. Witp· prq_gram switch 1 
on, the ou-tput: fornta.t' w·fll be· as .-$·h.ow.n in Figure 20. With this switch 
.· 
cj,ff, t.he format will b~- as- s·h-own in Figure 22. The remainder of the 
·switch setting options ~:re self explanatory. 
After the program fap~ is loaded, the computer will halt in MANUAL 
mode. The ~erator should then load the problem tape and press START. 
·".--8-0 
lh.e i·t:ipµt matrix may be entered in t·ornra·t .:frEfe. s.i,yJ·e·. ~ '.t1:n¢: 
·b·egt11ti.:ing with an asterisk (*) is cons:td,·erefd :a comnieh:t and: will be 
typ¢·d o·n, the typewriter fo:r: ident.i'.fi'oa.tion. ··EaGh row of the: m~t.rix 
-~·ntrte.s .. witht.n. the 1.i.n~· mu-st ·be se,pa=ra:ted by at least on.e space. ·The 
-cfi_ag9n·~·1 -~1~ments rn·ay be ·n:ume:r>i.ca::J or a.l_phabettc, since these elements 
:·a.re: not -actu·ally used fn· ·t:he: solut:i:'ori. of the problem. Rows of the 
Th~. l_a_st ·f-.QW of the input tn,at.r-'±x :-mti's·t. Jje· :(-q.lJ_Q\\l'~d-: ·py:_: $·>( $0L) .... 
·6=9. 
·-~ 
Program Listing For 
·TRAVELING- SALESMAN P~OG-JW4, 
·10: 
Z· 
'•' 
, .. 
,,I'. 
:-
':· 
'Ii,. 
*T·RAV[LING-SALESMAN PRGGRAM 3, F.A. WI L S·ER 4-19-64 
* /' 
*St_ ~~~E BEST TGURS . 
*S2 - HALT AFTER ~RGBLEM SGLVEU 
*S3 - PUNCH REDUCED MATRIX 
*S4 - PUNCH INPUl- MATRIX 
CJOGRG@t+02 
DU''ALCaO Sl@S 
caD c: (cul , @ 
NC TY(a{l SC@5 
ACC@OS@>S 
SMAL(a{) S@S 
RM(a{) SC@2 
CG s T can s C@5 
(al) C (@1 , (a) 
RG't/@lJC@>S, 500 
CGL@lJC@>5, 600 
GUT@l)C(a>S, 700 
T GUR@l.J S@, 700 
LI ST(a0S(@, 900 
CM I NCaO S@, 9000 
I NPUT(al)S(a), 9019 
-f l:M 1 (aO S(a)5 
CciOGRG@l 004 
PREP(@TFM@l. I-NE 
@T F @)S T C , C L R 
(@TF M@T EM 1 , I NPUT +801 
* 
* 
* 
* 
* 
* 
@>TFM@>-TEMl 
C@S~1c@i- EM 1 , 4 
' 
71 
00402 
00406 00005 
00407 00001 
00412 00005 
00417 00005 
00422 00005 
00424 00002 
00429 00005 
00430 00001 
00435 00005 
00440 00005 
00445 00005 
00700 00000 
00900 00000 
09000 00000 
09019 00000 
00450 00005 
01004 
01004 16 05787 ooooo 
01016 26 05773 0578 2 
01028 16 00450 09820 
01040 16 00450 00000 
01052 12 00450 00004 
-
-.. • -~ ;-~ ~ I .,__~ ... ~.-'-- .---- -.,c-~• -, ~ - . '-,•--.j'!'l<-1-·~. j ' 
i. 
I 
'.{ 
' ', 
' '· ..,.... ' ·• ,: i ' . • ,.-, ' '', ·w,,"~~~~w.~,~~~\111<.1~~~~imt..~~~~~'r"~~.;. .... . . -,J~1ilf!U;~lli•<w~~.(tt,1JJ.~:i.w~.:r,acxk.""'tt:'"'"1""'fl"~~ · ~~Jm~\'r,i;.t;;i-t,"".:,i:~,fe?;~w:r.Yl,".}-'o':~~ ., 
* 
* 
.,'r 
* 
* Cc0C~1(ci>T.f:M 1 , I NPUT. 
(aSH(a))'r- 36 
(ci>TF MC<iRuv/, 2, 1011 
·* READS DATA AND SETS 
RE AU(@SF caoA ·1 A 
.U:P CGST 
(aRAPT (wl N PUT 
CKR EC(a8NH(w*+20, INPUT 
C~CaREAD 
CciOGRG~\- 3 
CciX:M(wl N PUT , 14, 8, ST A·R 
Ca6NE@*+56 
l~~1Ccil. I NE , 1 
@RCTY 
(<il; /AT Y (@I N P··U.T~ 2. 
CJS@READ 
@VGRGC~- 3 
CdCM(@I NPU T' 13, 8 ,.D::GL:L·AR 
CciE [Ceil-LAG 
(ciX:M(a)I N PUT , , 8, S PAC: E·S 
CalJ N ~@DA.TA 
CK2(ci)TR@INPUT-1,INPUT+1 
CalJ@X:KR EC 
(aOGRG@*- 3 
DAT A(alJNF (al) 2, DAT A 
(aX: F (al) A TA 
* 
* 
* 
* 
* 
@)TF M((VT I C, 10000 
(a)\~1(aR GW, 2 , 1 0 
-- ----- -
72 
01064 14 00450 D9019 
01076 46 01040 01100 
01088 16 00435 00002 
MATRIX 
01100 32 01280 00000 
01112 37 09019 003oo 
o 1124 45 01144 09019 
0113649 O 1100 00000 
01144 
01144 14 09019 00014 
01156 47 01212 01200 
O'i168 11 05787 00001 
01180 34 00000 00102 
01192 39 09017 °0100 
01204 49 01100 ooooo 
01212 
01212 14 09019 00013 
01224 46 01464 01200 
01236 14 09019 00000 
01248 47 01280 01200 
01260 31 09018 09020 
01272 49 01124 00000 
01280 
01280 44 01360 01280 
01292 33 01280 00000 
01304 16 04793 Toooo 
01316 11 00435 00002 
CSZFE771C 1t 7i 725 757 . . ..• a-· . . " . . . rr . 
:I 
I 
I 
t r 
:-..i 1' 
II 
Ill 
: II 
1 
I· 
·,. I 
'· 
. D 
~ 
I 
..J 
c-- . 
* 
* 
* 
* 
* (cOCF(ciRGW 
(ci>TF@)T I C-2, RG~J 
(cill(Jl) 2+ 12 
CciOGRG@)*-- 3 
O 2(a>A~1@)T I C , 4 , 1 0 
@>TF M@T E~11 , I NPU T -1 
c~M@>T EM 1 , 2 
(ciOD@Jk-12, -TFM 1 
(a>SM@T EM 1 , 1 
(a)T F M (a)-T I C , , 8 
@>T N S (a)- T EM 1 , - T I C 
(@TR@>I NPU T, -T EM 1 
@BGiCK2 
/'· 
01328 33 00435 ooooo 
01340 26 04791 00435 
01352 49 01372 00000 
01360 
01360 11 04793 00004 
01372 16 00450 09018 
01384 11 00450 00002 
01396 43 01384 00450 
01408 12 00450 00001 
01420 16 04793 ooooo 
01432 72 00450 04793 
01444 31 09019 00450 
01456 49 01260 00000 
Ci.OURG(a)*-3 01464 
* SETS UP END GF LIST J.NDICATGRS 
FLAG@TF(.al.ACIT,RUW 01464 26 05033 00435 
* 
* 
* 
* 
-k 
(wSM@RC,W, 2 , 10 
ca>TF ~LAC I T, RGvi 
(@SM@RGW, 2, 10 
(@TF (~NLAC, RGW 
c~Meal~GW, 6, 10 
(ci>T F (aR M , R GvJ 
(aO TM@r.L EAN 
(~ NC 4@)*+48 
(alJTM@PCHMA,*+12 
(~JAPT(a{)GL 
@Ji 
·73 
01476 12 00435 00002 
01488 26 05028 00435 
01500 12 00435 00002 
01512 26 05021 00435 
01524 11 00435 00006 
01536 26 00424 00435 
01548 17 03132 ooooo 
01560 47 0160~ 00400 
01572 17 03252 01584 
01584 39 05861 00200 
01596 48 00000 00000 
-
-
lr 
'l,. 
1 · ,, 
I 
* 
* 
* 
* 
'*• 
*- ** CGST Rf:.DUCER PHASE 
(0Y1-F M(aU UAL 
CciU T MCcOC L EA N 
* f- I ND S ~MALLEs·r IN 
F SRla>TFM(al{GVJ,, 10 
laJTFM(rilSMAL, 9999, 8 
c@TFM@r: GL,, 10 
(allTM(a)\DRES, *+48 
(aX(@ T I C, SMAL . I 
(a6NL(@*+24 
(@TF (alSMAL, - T I C 
c~~1Cc0CGL, 2, 10 
(a{1NR(aF SR+ 36, -CGL 
F!G~/ 
* SUBTRACT SMAL FRGM RGW 
~(aOUAL, SMAL 
SUBRG@)TFM(a(GL,, 10 
(al3 TMCa¥\D Rf. S, *+ 24 
(wS(<i>-T I C, SMAL 
(cil!\M@C G L , 2, 1 O. 
(ul3 NR@>S UBRG+ 12, -COL 
Ccil4~1(aR G w, 2, 1 0 
Cci6NRCaF SR+ 12, -Ru~/ 
* FI ND SMALLEST IN CGL .. 
F S C(a)TF MCaX: GL; , 10 
* 
* 
* 
(<:i)TFMla>SMAL,9999,8 
(a>TFM(aRG~J, , 10 
(aETM(a)A.DRFS, *+48 
(aX(a)-T I C, SMAL 
01608 16 00406 00000 
01620 17 03132 ooooo 
01632 16 00435 00000 
01644 16 00!•22 09999 
01656 16 00440 00000 
01668 17 03040 01716 
01680 24 04793 00422 
01692 46 01716 01300 
-01704 26 00422 04793 
01716 11 00440 00002 
01728 45 01668 00440 
01740 21 00406 00422 
01752 16 00440 00000 
01764 17 03040 01788 
01776 22 0479J 00422 
01788 11 00440 00002 
01800 45 01764 00440 
01812 11 00435 00002 
01824 45 01644 00435 
01836 16 00440 00000 
01848 16 00422 09999 
01860 16 00435 00000 
01872 17 03040 01920 
01884 24 04791 00422 
... , 
1 
I 
I 
I 
IT 
·1 
. "1 
.I 
] 
I 
.·.: 
I\ 
* 
* 
* :*· 
:.* 
CJ8NL(a1*+24 
twTF (i.USMAL , -T I C 
(~MCciRGW, 2, 10 
(JC NR(cif-- SC+ 36, - RGV,'. 
* SUBTRACT SMAL FR.GM C'.GL 
C~CaOUAL, SMAL 
01896 46 01920 01300 
-.01908 26 00422 0479! 
01920 11 00435 00002 
01932 45 01872 00435 
SURCGLcarfFM@RGV/,, 10 
(allTM(alA.DRES,*+24 
(wS@-T I C, SMAL 
(alAM(aRGW, 2, 10 
Cal3NR@)SUBC GL+ 12, - RGr,/ 
(alAM(aXGL, 2, 10 
01944 21 00406 00422 
01956 16 00435 00000 
01968 17 03040 01992 
01980 22 04793 00422 
01992 11 00435 00002 
02004 45 01968 00435 
02016 11 00440 00002 
02028 45 01848 00440 
Cal3NR@FSC+12,-CGL 
* MAKE INITIAL ASSIGNMENTS 
@TFM@X:V,, 10 02040 16 02507 00000 
ASSIG(@TFM@RGVJ,, 10 02052 16 00435 00000 
@TFM@X:GL,,10 02064 16 00440 00000 
CciOD@UPC, -CGL,, BRANCH IF tGVER~~076 43 02 168 00440 
(al3TM(alADRES,UPC 02 088 17 03040 02168 
CaX:M(@- T I C,, 8 02 100 14 04 793 00000 
CallNEC~PC o2 112 4 7 02 168 01200 
(ci¥\M(.cOCV ,2, 10 0 2124 11 02507 00002 
@TDM(a)--CGL,9, 11 021 36 15 00440 00009 
(ciJSF(ii)-TIC 021 43 32 04793 00000 
@t3@UPC+24 02 160 49 02192 00000 
@OGRG(ii)*-3 02168 
UPC(alAM(.cOCGL,2,10 02 168 11 00440 00002 
* 
* 
* 
* 
* 
* 
-~-. ._.,. ...... ,,- ·.-c--.-, • 
·75 
.................. ---i-···---.-~----- --·---~---:-.~.,...- ' ---- . ...., ... , .. -..,.-....--- -----•--,_-- ..,..,. ' 
- -~·-- - • I 
*: 
CciSNHtaAS SI G+24, -CGL 
C~M@.RGW, 2, 10 
CciB t~R@A S S I G+ 12, -Ru~J 
"'' n[·i-ERMI NE MJ NIMUM CGVERI NG 
MNCGV@TFMCaXGL,,10 
(cv-:F M@RGV/, , 10 
CJOO(a)JPCGL, -CGL 
CJ6 D(ciP''+48, - RG~J 
~TM(a¥\DRES, *+36 
CcOCM@>- T I C, , 8 
@U t(cOCGVR' , , BRA NC::H :CiN :UCL. 
CcilA M(al~ G vi/ , 2 , 1 0 
CaBNR@*-60,--RGW 
UPCGL~MCaX:GL,2, lO 
Ca8NRlciMNCGV+ 12 ,-CGL 
@U~MC 
@OGRG@*-3 
CG\/R(a)TOM~RGv/, 9, 11 
(c.uT FM (a( G L , , 1 0 
c~~1CaXV, 2, 10 
Cci8NFC<OCGVR2, -CGL 
(cilJ TMCa¥\DR ES, CGVR 2 
02180 45 02076 00440 
02192 11 0043 5 00002, 
02204 45 02064 00435 
02216 16 00440 00000 
02228 16 00435 ooooo 
02240 43 02324 00440 
02252 43 02300 00435 
02264 17 03040 023oo 
02276 14 04793 ooooo 
02288 46 02356 012oo 
02300 11 00435 00002 
02312 45 02252 00435 
02324 11 00440 00002 
02336 45 02228 00440 
02348 49 02508 ooooo 
02356 
02356 15 00435 00009 
02368 l6 00440 ooono 
02380 11 02507 00002 
02392 44 02472 00440 
CalJNFCtOCGVR2,-TIC,, 
rJX:F(a)-TIC 
02404 17 03040 02472 
EXAMINE CGV RGW FGR ESS ZERG -
02416 44 02472 04793 
* 
* 
* 
.... 
7(: 
' 
@TOM(w-CGL,,, UNCGVER CGL 
Ca15MCaXV, 2, 10 
(al) (<i.M NC G V 
76 
02428 33 04793 ooooo 
02440 15 00440 00000 
02452 12 02507 00002 
02464 49 02216 ooooo 
·- . _ ._ _ ·•-- n,· - •~· ., • · c-•. ·· ,,~ --, ' ·• 
• 
•• 
* 
* 
* 
*: 
CcilJGRG@)*- 3 
CG \IR2(wAMCaX:GL, 2, 10 
.. Ccill NR(JX:GVR + 36' - Cul 
CdUGiMt~CC,V 
CV(JDS 
Ctv1CCciCCllX: V, RM 
C~H(a))', 
~[@)SEARCH 
* FIND SMALLEs1· UNCGVERED 
FSUV(LVTFM(@SMAL, 9999, 8 
(wTF M~G~l, , 10 
(a6DCal--C 2+24, -RGVl 
@TF Mlal: GL , , 10 
CaBDCciF C 2, -CGL 
~ T ~1(alA. D R E S , F C 2 
(a(@>-T I C, SMAL 
(JSNLC<if"C 2 
(wTF (a>SMAL, - T 1-C 
.F C·2(@AM(aX:GL, 2, 10 
c~NFt@f" SUV+48, -CGL 
c~MCciRGW, 2, 10 
CciONR(aTSUV+24, -RGvl 
02472 
02472 11 00440 00002 
02484 45 02392 00440 
02496 49 02216 00000 
02507 00000 
02508 24 02507 00424 
02520 46 0252001100 
02532 46 04230 01200 
VALUE 
02544 16 00422 09999 
02556 16 00435 00000 
02568 43 02676 00435 
02580 16 00440 00000 
02592 43 02652 00440 
02604 17 03040 02652 
02616 24 04793 0042 2 
02628 46 02652 01300 
02640 26 00422 04793 
02652 11 00440 00002 
02664 45 02592 00440 
02676 11 00435 00002 
j( SUB-t"RACT SMAL FRGM UNC AND 
02688 45 02568 00435 
ADD TG TWICE CGV VALUES 
A ·r TC((uTF M(a.RG~J, , 10 
02700 16 00435 00000 
02712 16 00440 00000 
* 
* 
* 
* 
.. 
(@TF M(a(GL, , 10 
(<if~OM(alA. T 2- 11 , 1 , , ADO o2 724 . 15 0283 7 00001 
(cillD(i.i)I CC, -RGW,, BRANCH RGW CG~2736 43 02812 00435 
77 
* 
* 
*· 
·* 
'· 
C<i8DCaiFE7,-CCiL,,BRANCH CUL CGVO~~t~ 43.02780 00440 
(alTOM(altl. T2- 11 , 2,, SUB TR,ll.C T o2 760 15 028 3 7 00002 
(all@ll CC+ 12 
(aOGRG(a)*- 3 02772 49 02824 00000 
02780 
CFEZ(a8TM~DRES,AT2 
(aXF (a}- T I C 
(Jil~ T2 
02780 17 03040 02848 
02792 33 04793 ooooo 
02804 49 02848 00000 
(cil)GRG(a)*- 3 02812 
ICC@l3NF(a¥\T2,-CGL,,BRANCH RGW CGVO~~~~ 44 02848 00440 
(al3TM@1l\DRES,AT2 02824 17 03040 02848 
~@}-TI c, SMAL,, MGD IF I ED TG 
AT 2(a)AM@X: GL, 2' 1 0 
SUR TRACT 
02836 21 04793 00422 
c<mNR(a)-\ TTC+24, -Cul 
~~1CaRGW, 2, 10 
CalJ N R (a)\ TT C + 1 2 , - R G \' I 
02848 11 00440 00002 
02860 45 02724 00440 
* UPDATE DUAL 
02872 11 00435 00002 
02884 45 02712 00435 
.. , .. 
'I\ 
"I'( 
@)TFM(<OCGL, , 10 
CaBD(w*+24, -CGL 
C~@DUAL,SMAL,,ADD F(,R EACH 
~~1CaX:GL, 2, 10 
Ca6NR(a)*-- 36, CGL 
(cill F M@RGvJ, , 1 0 
02896 16 00440 00000 
02908 43 02932 00440 
UNC CGL 
02920 21 00406 00422 
02932 11 00440 00002 
02944 45 02908 00440 
02956 16 00435 00000 
(al3NF(a)*+24 ,-RG~J 02968 44 02992 00435 
Su - F .. GR :E.ACH CGV RGvJ (c:i)$(iiDLJAL, SMAL,, ts • .·.· . 02980 22 00406 00422 
~M@RGvl, 2, 10 
CcilJ NRCiu*- 36, -RGW 
(all TM(aX.; LEAN 
78 
02992 11 00435 00002 
03004 45 02968 00435 
03016 .17 03132 Uoooo 
.• ·' 
~ ,- ._ .... 
' ·-,. 
r 
(·,-!_.·,, . 
'.·' •• )r 
•;,· . 
.... 
.. _.-,_ 
~ 
. ·, 
., I 
I 
I 
• 1 
- I 
. I 
.;~I 
' . 
,, 
. ,, 
I 
- I 
. ;t 
r 
I 
I, 
.!! 
' 
. I 
' IJ!' 
I 
-, 
.. ~·· '·'·· ,. 
I 
•• 
* 
* 
* 
* (al30ASSIG-12 
* SUDRGUTINES 
· AD RE SC<OC@RG\tJ, CGL 
C~ N E(a)*+ 2 0 
(cil1@-AD RES+ 1 
(aDGRGC@'k-· 3 
(w I F (@T I C - 2 , R G\At 
(@TF (@I IC, CGL 
(~ F (a)T I C - 1 
~(arr IC' COL 
@BB 
CL EAN@)TF M@T EM 1 , 698 
@)l FM(a)-T EM 1 
(ub~1@T EM 1 , 4 
@X;M(@1 EM 1,498 
~H(w'A"- 36 
@TF(aRGw, RM 
(@1 F@CGL, RM · 
(wl D(@-R GW, 400 
@)TD(a>--CGL, 400 
C~B 
- , •. I 
* ~GRMATS MATRIX ~GR PUNCHING PCHMA(@lF M@)T EM 1 ' I NPuT +801 
* 
* 
* 
* 
(o)TF MC@- I tM 1 
(a)SM@)i EM 1 , 4 
~M(ci)T t.M 1 , I N t-'U I 
@UH@*-36 
03028 49 02040 00000 
f~o3040 24 00435 00440 
03052 47 03072 01200 
03064 49 03039 00000 
03072 
03072 26 04791 00435 
03084 26 04793 00440 
03096 33 04792 00000 
03108 21 04793 00440 
03120 42 00000 00000 
03132 16 00450 00698 
03144 16 00450 00000 
03156 12 00450 00004 
03168 14 00450 00498 
03180 46 03144 01100 
03192 26 00435 00424 
03204 26 00440 00424 
03216 25 00435 00400 
03228 25 00440 00400 
03240 42 00000 00000 
03252 16 00450 09820 
03264 16 00450 ooooo 
03276 12 00450 00004 
03288 14 00450 09019 
03300 46 03264 01100 
"It 
* 
* 
(a1 I F MCciR C, V/ , , 1 0 
N R (@1- FM(@-, EM 1 , I NP U I - 2 
ca11t-MC~GL,, 10 
(ci).\M(a)T tM 1 , 8 
CalJTM~DRtS,NCGL-12 
,@CF(a)-TIC 
(@T NF (a}- T l: M 1 , - T I C· 
(al3@.t.J C G L 
(ciDGRllc@*- 3 
@TF (a)- T EM 1 , D L:a 
NCGL~M~GL, 2' 10 
Cal3NR(a}JR+24, -CGL 
(cu-\M(@T F.M 1 , 2, 10 
(@ 1 ,- M@}- T t M 1 , , 1 0 
(al) C C@l , Ca>, * 
LtR~~M@YI tM 1, 6 
Cal3D@J*+ 24, - I tM 1 
c@1 t- M(a}-Tt.M 1,, 8 
(al'..,M(@I I:. M 1 , 2 
CaUD@*+24,-Tt:.Ml 
(w 1 ~ M(a}- I l:.M 1 , , 1 0 
eax; M(@1 L: M 1 ,· I· NP U I 
Cci\:s H(@: ER S 
~APl~P 
* 
* 
*· 
*' 
* 
;'( 
(ci>/-1 AP T @)S P 
(~IAPT@)I NPuT 
:80 
03312 16 00435 00000 
03324 16 00450 09017 
03336 16 00440 00000 
03348 11 00450 00008 
03360 17 03040 03404 
03372 33 04793 00000 
03384 73 00450 04793 
03396 49 03416 00000 
03404 
03404 26 00450 05871 
03416 11 00440 00002 
03428 45 03348 00440 
03440 11 00450 00002 
03452 16 00450 00000 
0346~3 00001 
03464 12 00450 00006 
03476 43 03500 0045D 
03488 16 00450 ooooo 
03500 12 00450 00002 
03512 43 03536 00450 
03524 16 00450 00000 
03536 14 00450 09019 
03548 46 03464 01100 
03560 39 05873 002oo 
03572 39 05873 00200 
03584 39 09019 002oo 
·I 
l 
'\ 
II 
•:1 
i 
:1 
·, 
II 
·.I ) 
i 
{ 
·, 
" 
ll 
\ 
~· I 
C 
I 
C 
[ 
C 
t 
I 
c~MCciR uw , 2 , 1 0 
CciUNHC~R, --RGW 
(a\'t'APT ~ p 
(~t'A PT (a>S P 
(all@)-PCHMA+ 1 
~ u L (a) 1 F M(at I S T , , 1 0 11 
(@Tl- M@(,RG, 2, 10 
(a>1 t- @)-GRu, GRu 
(a)\M@(,R G, 2, 10 
(a@(,RG, RM 
(all L (cit,~ -- 3 6 
(a) 1 F M@>-lJR u , , 10 
(al)C(a)l , Cw,* 
@)TF M(a{JRG, , 10 
03596 11 00435 00002 
03608 45 03324 00435 
03620 39 05873 00200 
03632 39 05873 00200 
03644 49 0325T 00000 
03656 16 00900 00000 
03668 16 04496 00002 
03680 26 0449b 04496 
03692 11 04496 00002 
03704 24 04496 00424 
03716 47 03680 01300 
03728 16 0449b OuuOO 
03739 00001 
03740 16 04496 00000 
(al38 03752 42 00000 00000 
@t)GRG(i.i)*-9 03754 
* CALCULATES MINIMUM NEAR CITY CGST 
NERCIT@TFM@X:MIN,99999 03754 t6 09000 99999 
@)TFM(a(,UT,, 10 
(a)TF (cil_ I ST , GUT 
(wTFM@XiRG, 2, 10 
(al3 TMC<OC LE AN 
(cvTF(aRGW,GUT 
(wTF (cOCGL, GUT 
(a)T F Mta>NC TY 
PTNR@TDM@>-CuL,9,11 
@TFM@)SMAL,9999,8 
* 
*· 
·*· 
"* 
* 
* 
81 
03766 16 00445 00000 
03778 26 00900 00445 
03790 16 04496 00002 
03802 17 03132 ooooo 
03814 26 00435 00445 
03826 26 00440 00445 
03838 16 00412 00000 
03850 15 00440 00009 
03862 16 00422 09999 
* ·.·,··,.·,s,.,•.r,·.,•,,,r,,o:;·;·..,,.,-..-,,,""""""'"-".""'"' ··•~··· , .• ,,_,~,--~,~-·.,,----·_~'.-'C;''.""~-~~~-·-7••-....-. 
-- ----.~-.,,.. , ... ..,,.. -· ~ ..... -~,--.,,.,, -~~ ~-: ·r~.~1--~·,.,..;:n-~n ~·e--:-; - "-';,~.~,,~- _, ·,•1 , ~-:· ··i:-,: :;~;o:;·;~~-,~:.:-,,, ... c,.,• 
\ ., 
''" 
'' 
'' 
:., 
,:'_i 
',· 
',,t 
' P,' 
.... ,, 
I• 
. rt~.;, ,, 
" 
* 
* 
* 
-J~ 
cw·f F MCaX: GL , , 10 
·:f R YA@ll D(aXiGAWA, -CGL 
(cilJ TM(~ DR f. S. 
ltOC(r:v- TI C, S~~AL 
(cir,H(a)k+ 36 
(a>TF-CcvSMAL, -TIC 
c@TF (@SAVE, CGL 
GGA~!A~M(iOCGL, 2, 10 
(dB NR(@TR YA, -Cul 
(a}'\@l'J CT Y , SMA'l 
,'r 
* 
·* 
;'( 
@T F (cix: G L , SA V E. 
@TF@RGW, SAVE 
{wTF (a)-GRG, SAVE 
~MCwRG, 2, 10 
@UNR@PTNR ,-GRG 
ca>TF(aXGL, GUT 
@UT M@}'\DR ES 
(ci¥\ Cal'J C T Y , - T I C 
cax:: (aX: M I N , NC T Y 
I -
CJ6 NH(w*+ 36 
{ci>TR@TGUR- 1 , LI S T·-l 
(a)TF (cOCM I N, NC TY 
(@A~1@XjUT, 2, 10 
(a((wUT ,RM 
(allleal'JERC IT +24 
@00(@*+24, CM I N-4 
... 
03874 16 00440 00000 
03886 43 03958 00440 
03898 17 03040 00000 
03910 24 04793 00422 
03922 46 03958 01100 
03934 26 00422 04793 
03946 26 04520 00440 
03958 11 00440 00002 
03970 45 03886 00440 
03982 21 00412 00422 
03994 26 00440 04520 
040q6 26 00435 04520 
04018 26 04496 04520 
04030 11 04496 00002 
04042 45 03850 04496 
04054 26 00440 00445 
04066 17 03040 ooooo 
04078 21 00412 04793 
04090 24 09000 00412 
04102 47 04138 011oo 
04114 31 00699 00899 
04126 26 09000 00412 
04138 11 00445 00002 
041·50 24 00445 00424 
04162 47 03778 013oo 
04174 43 04198 08996 
.} 
I 
:~ 
'1 , 
i . 
', l 
' 
: I 
'.j, I ) l 
! 
i, 
'. I/ 
I :I 
. 1 
: l 
11 
, I 
I 'II 
! .II 
' j 
: ] 
' 
! :1 
'. I 
i I 
i 
I 
t I 
r' 
; .f 
1 . 
; I 
.,_ I 
1 I 
.I 
,. 
·*· 
t'/{ 
t~F (aXM I N--3 
(~ T 1\1',wT Y P E , NC 
(ulSF(a1TGUR 
·~JAJ (<DS E R 2 
(iDGR G(@*-- 3 
·k-1,-1c S LARCH PHA:SL, 
.SEARCH@f~C TY 
c@TNF(a1JUA2, DUAL 
(.ilt/A T YCiO UA 
(all NC 3@k+ 36 
Ca8 TM~alPCHMA, '>'C'+ 1 2 
-(iWlA PT CalJ U A 
@tF(@TGUR 
~@T Ff1CaX:M I N, 1 
.SER2@)B TM(a}S UL 
(a{l (a)S ~i A p + 4 8 , , , CH EC K F:O·ft Z £ R G 
'AJC,RG(a)k- 3 
* INCREMENTS PART I AL T_CiUR. 
ca>SM(a(JRG, 2, 10 
@UNF(a)SK IP, -GRG. 
CciO@OGNE 
CciOGRG(a)k-3 
SK I P(~TF(ciF I NG, GRG 
@.\l\M(al-- I NG, 2, 10 
(a8NR(a)k+20,-F I NG 
(a8@SK IP-32 
@l)GRG@r''-3 
* 
* 
* '. t. .,. 
-')(' 
* 
,'r 
* 
83 
04186 32 08997 ooooo 
04198 17 05430 05789 
04210 32 00700 ooooo 
04222 49 04326 ooooo 
04230 
04230 34 00000 00102 
04242 73 05857 00406 
04254 39 05843 001oo 
04266 47 04302 003oo 
04278 17 ·03252 04290 
04290 39 05843 002oo 
04302 33 00700 00000 
04314 16 09000 00001 
04326 17 03656 ooooo 
CGST TGUR 
04338 49 04594 ooooo 
04346 
04346 12 04496 00002 
04358 44 04378 04496 
04370 49 05090 00000 
04378 
04378 26 04501 04496 
04390 11 04501 00002 
04402 45 04422 04501 
04414 49 04346 °0000 
04422 
I 
-
* 
* 
*· 
* CcOCCcv-GRG, -F I NG 
c~H@)SK I P+ 12 
·..-:- ·- . 
SK 2(ci>TF(a>SAV E, F I NG 
(<ill\M(cif" I NG, 2, 10 
(al3 NR(a)*+ 20, -FI NG 
CciB(@S~JAP 
04422 24 04496 0450T 
04434 46 04390 01100 
04446 26 04520 04501 
04458 11 04501 00002 
04470 45 04490 0450T 
04482 49 04546 00000 
(alJGRG@*-· 3 04490 
(aX:(@900, 900,, EQUIV lG '( .,.LJRG '-F 6~t~o 24 00900 00900 
(<i8H(a>SK2+12 04502 46 04458 01100 
(QX:@>900,-FING,,EQUIV TU (-SAVE()4~~tG~4 00900 0450T 
~H(ci)SK2 04526 46 04446 01100 
~(a>SK2+12 04538 49 04458 00000 
@VGRG(ci)k-3 04546 
SVJAP((VTFCaF I NG,-SAVE 
(@TF@)-SAVE,-uRG 
(@TF@)-GRG IF I NG 
C@SM(a(JRG, 2, 10 
I 
(wTF@ACC, -PGC 
@)TF(@TIC-2,-GRG 
c~M(@S TC , 1 , 1 0 
(ci¥\M@(,RG, 2, 10 
(all(ruEVAL · 
@DGRG(a)*-- 3 
/ 
*, E)~TENDS FAVGRABLE TulJR: 
(<OC(@--F I NG, -SAVE 
@llH@*+24 
NEXT@)TF@)SAVE,F 1-NG 
* 
* 
* 
* 
"'' 
' ,: ~ 1 
• ·1.. · 't°-i 
,84 
' ' 
04546 26 04501 04520 
04558 26 04520 0449b 
04570 26 04496 04501 
04582 12 04496 00002 
04594 26 00417 04497 
04606 26 04791 0449b 
04618 11 05773 00001 
04630 11 04496 00002 
04642 49 04746 ooooo 
04650 
0465o 24 0450T 04520 
04662 46 04686 01100 
04674 26 04520 04501 
(' 
k 
11 ' 
* * 
* 
'* 
* (a)\~1@f I NG , 2 , 1 0 
@O NR@* .. 48, --FI NG 
(@T F (cif I NG , - SA\/ E 
(cilT F (ci>- SA V E , - GR G 
{'PTF (a}-G·RG, F I NG 
[V:AL{@TF(a)T· 1 C, -GRG 
(aX: F (a)T I C - 1 
c~@T I C, -GRG 
(a)S~CC' 10000,' EQUIV TG 
@ONP@)SK IP 
(@TF (<i>-PGC, AC C 
(a)T F (@T I C - 2 , -GR G 
@¥\~1Cc0Ci R G , 2, 1 0 
(£VTF taf I NG, GRG 
(<OC(wRG, LAC IT 
(al3 L(a)NE < T 
(al3 E(a>E VAL 
c@T F M(a)T I C , , 1 0 
(a)S(~CC, -TIC 
Call NP CaX: GU NT 
NUM I N(a)TF M(a{JRG, , 10 
(a>S(a>-PGC, ACC 
(aAM(a{JRG,2,10 
(all NR(al''(_ 24, -GRG 
(@TR(@TGUR-1, LI ST~- l 
(ciU NC 1 (a)*+ 24 
/_, 1:-',·:,·./.-. '.'.. .·-.' 
04686 11 04501 00002 
04698 45 04650 0450T 
04710 26 04501 04520 
04722 26 04520 0449b 
04734 26 04495 04501 
04746 26 04793 0449b 
04758 33 04792 ooooo 
04770 21 04793 04496 
(Acc,or~~122 00417 10000 
04794 47 04378 011oo 
04806 26 04497 00417 
04818 26 04791 0449b 
04830 11 04496 00002 
04842 26 04501 04496 
04854 24 04496 05033 
04866 47 04674 01300 
04878 46 04746 01200 
04890 16 04793 ooooo 
04902 22 00417 04793 
04914 47 05010 01100 
04926 16 04496 00000 
04938 22 04497 00417 
04950 11 04496 00002 
04962 45 04938 0449b 
04974 31 00699 00899 
04986 47 05010 00100 
* 
* 
* 
* 
-85: 
l,"1 
* 
* 
,.,' 
1, 
; 
I 
t 
; 
I' 
'' ' 
. '· -~'·\;;U.~.!tJ'A:..'lHritl'l.1.~•.\.i:t~11.;-~·114~~~,j ·- ·• L ~- ' J ~ .,. ' . . ' r.i:.1.".<LMt<.1."<1="":.;..,;,~1,ti,,,._r.V'A{t,.~fNi':\.'""'~·.:..-,·fJl,:t:,:!.)l'!f' rf~ P.!l'4. -. ·:' · ... · . ·.:,, . -.· , •• ,·,·,:•'''., ·' .··', :··:.: -~ • , · '·,· ;·,.' • '·_ , .- ·- _ ~,-·!!i,?;!,,ll/,'l\lff/ff;..~-.,11.\N:O.'IW•·-t•\'J'li,n;r~.;.,,.,IW!.~11--,..,.\/-.'1<",u, .. ...,t*,.......,.,. . .......,..,,n.,,.,, .. .,i.,,..._4,,,,~-~ ·· ····· .· F~-i~i~-..~ . .;~ ... ---~ ..... _.,.,..,...,.,,_,,,,.,~ .... .-.. ~""'""""'"'-" ... 
* 
* 
* 
* 
(c.i8TM@TYPE,SP 04998 17 05430 05873 
Qu I\' TG ( GRG, NNLAC) CGUNT@>TFM(a!JRG,,, E ·.· 05010 16 04496 00000 
V .,.u ( -NL AC I T, -LAC I T) (ciX:@)900,900,,EQUI 1 05022 24 00900 00900 
CatlH(a)SKIP 05034 46 04378 01100 
(a>TF(a>SAVE,-LACl·r 05046 26 04520 0503) 
(ci>TF(a)-LAC IT, -NLAC IT 05058 26 0503) 05028 
(lVTF (a)-NLAC I T, SAVE 
(a8(a)SWAP+48 
@OGRG(@*-- 3 
DGNEC~NF~ERC IT, TGUR 
* FGRMATS TYPED GUTPUT 
c~TM(~TYPE ,MIN 
@RCTY 
(JRC -,- y 
(alt/A TY(a)S TE 
(a)TFM@TEM 1, stc. 
C@S~1tar,· EM 1 ,., l 
( al3 NF c ci1k - 1 2 , - T EM· 1 
CalJD(@*+ 32, - T EM 1 
~M@TEM 1, 1 
(a.0@*-24 
(al)GRGC@*-3 
t@;-/NT Y(a}- T EM 1 
(al,JN PT (a)- T EM 1 
(<iRCT Y 
(a.RCTY 
PAGE~M@LINE,5 
* 
* 
* 
* 
-Ir 
86 
05070 26 05028 04520 
05082 49 04594 00000 
05090 
05090 44 03754 00700 
05102 17 05430 05797 
05114 34 00000 00102 
05126 34 00000 00102 
o513a· 39 05721 001oo 
05150 16 00450 05773 
05162 12 00450 00001 
05174 44 05162 00450 
05186 43 05218 0045~ 
05198 11 00450 00001 
05210 49 05186 ooooo 
05218 
05218 38 00450 001oo 
05230 38 00450 00200 
05242 34 00000 00102 
05254 34 00000 00102 
05266 11 05787 00005 
,. 
. . .\ 
' . 
~''.; 
,· ·. i 
." 
fl 
,' 
·1 
: Ll 
' I 
111 
.• I 
• ! 
' l 
. I . 
' r 
I ) d 
. ' 
D 
J D 
..--,,, ..... , 
,· 
~-
.. •,. 
"IC' 
* 
* 
* CciX:MCcil.. I NE, 4 3 
(alll@>*+ 104 
(a¥\~1(al. I N E , 1 
(aRCTY 
Cc0C~1@L I NE, 66 
CalJL@>*-- 36 
Cafl [(a)k+ 32 
C@SM@l. I NE , 66 
@B~AGE+36 
@DGRGC@* 3 
(@TF M@l. I NF. 
@ENC2CalPREP+12 
Cafl~R E P+ 12 
TYPE@RCTY 
@>I/A TY(a}-TYPiE.+l 
@T F CaX: G S T , DU AL 
(c.i)\@(u ST, CM I N 
(<OCF(a(GST-4 
@JIJA TY(a1>RC 
Cal/NT Y(a):G S T-4 
@RCTY · 
@JI/ A TY (a)T I S 
@RCTY 
@TFM@(JUT,, 1 O 
MGR(a>TFM(ci)T EM 1 , , 1 O 
* 
* 
* 
* 
n 
* 
! 1· ,· 
o5278 14 05787 00043 
o5290 47 05394 01300 
o5302 11 05787 00001 
05314 34 00000 00102 
05326 14 05787 00066 
o5338 47 05302 01300 
o5350 46 05382 01200 
o5362 12 05787 00066 
o5374 49 05302 00000 
05382 
05382 16 05787 00000 
05394 47 01016 00200 
05406 48 00000 00000 
05418 49 01016 00000 
05430 34 00000 00102 
05442 39 05429 00100 
05454 26 00429 00406 
05466 21 00429 09000 
05478 33 00425 00000 
05490 39 05815 00100 
05502 38 00425 00100 
05514 34 00000 00102 
o5526 39 05829 00100 
05538 34 00000 00102 
05550 16 00445 00000 
05562 16 00450 00000 
,·: 
, .. 1 
~-
.. 
,·: 
I. 
) 
.. 
* 
* 
* 
* 
* (a>T F Cci>S A , -GU ·t 
(aX:F (a/SA 
SA(aO S 
(~~1(a)SA, 2, 10 
(ci¥\~1(a)T EM 1 , 1 , 1 0 
(a>SM(wSA, 2, 10 
CalJN~·~@*- 24 
@TtJF~UM, TEM 1 
(ci),,J A TYCalJUM-2 
~~1(a(JUT, 2, 10 
@B NR@MGR , -GUT 
(aRCTY -
~M(al. I NE ,4 
05574 26 05597 00445 
05586 33 05597 ooooo 
05597 00000 
05598 11 05597 00002 
05610 11 00450 00001 
05622 12 05597 00002 
05634 47 05610 01200 
05646 73 05809 00450 
05658 39 05807 00100 
05670 11 00445 00002 
05682 45 05562 00445 
05694 34 00000 00102 
05706 11 05787 00004 
05718 42 00000 00000 
(a(JGRGC@*-9 05720 
S l E@llACc@, SUB-TU URS C\/ALUATED @> 05721 00022 
ST C(aD S(a)l 0 
(al) C (a11 , (a) 
C LR(aDC Ca18, 0 
L I NECW S(a)5 
NC(a{)AC@, NC (ii) 
MIN(al)AC@,MIN (a) 
NUM~JC~,O 
(aOAC(a), ,@> 
PRC@UAC@>, CGS T 
T I S(uAJ AC@, TC.UR 
* 
* 
* 
* 
,'r 
* 
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05773 00010 
05774 00001 
05782 00008 
05787 00005 
05789 00004 
05797 00005 
05809 00004 
05811 00002 
05815 00007 
05829 00007 
" 
.. · 
' 
' :, I 
' . i 
< I 
~] 
: .; [ 
. '. I 
" ~ 
, I 
~ J 
., 
1 
> I 
J I 
. r: 
J I 
i / 
l 
I' 
! 
I 
; 
I 
! 
I 
I 
j 
·; 
: I -
l 
l 
j 
: I ! 
i I 
1 I 
J 
! 
I c: 
l 
I 
I 
! 
t 
' ' ,i I 
l 
i 
, 
* 
* OUA(ciOAO(a>, D= 
OUA2@0C(@10,0 
CciOAC@),@> 
UGL(ciOAC(@, $(@ 
DG(ciDC(a)8, 6 7 
S P(aD AC (a), (w 
GR G (cilJ S (ci), S K 2 + 5 0 
PGC@lJS@), SK2+51 
TI C(cit) S(@, EVAL+4 7 
FI NG@OS@), SK2+55 
. ·,·" _ .. ,_,._, .. ,._ 
SA\/ [(all !:)(a>, !)K 2+ 74 
NNLAC(alJ S@, CGUN·,· + 11 
NLAC I T@OS(@, CGUNT + 18 
LAC I T@ljS(a), CGUNT+23 
(aOEND(aPREP 
, '. - ' - ... ~~ •• "' -·,< '~, ... _,. .. ,~ ', .. ''·"""' .. -........ -..... ,- "' .- , .. ~~ ........ , .. , .. , . .-
05843 00003 
05857 00010 
05859 00001 
05861 00002 
05871 00008 
05873 00002 
04496 00000 
04497 00000 
04793 00000 
04501 00000 
04520 00000 
05021 00000 
05028 00000 
05033 00000 
01004 
I . 
.. 
' , ... 
~ /ill,; 
' 
. ! 
' 
' 
,., 
~-
Unt·form 
APPENDIX C 
Random; Cost 
Pr.o·blem Ge:n_~r.:ator 
:go 
-
,,·. ,' 
n:::. 
' ;,· 
1J,};;', 
··' 
'?mMid J 
/• 
• 
' . 
,, 
·The purpose of tJ:tJ·~ program is to generate, ·on paper tape:;-: ·matrices.: 
consisting of uniform random 3-digit numbers. T.he program is writle:rt: 
:i.n the Symbolic Programming Syste.m (SPS) , for use on the IBM 1620. 
>O.perati9n of this program require:s a basic IBM 1620 with paper t~1pe 
reader and pµnch.. 'The onl . .Y ·addtti'(lnal feature required is I,IJ..dt·,re:c·t 
Ad(lre.ssing. 
Th,e :program tape :is .l.oad,ecf by cle,pressin·g RE~ET, INSERT, typ·iJ1:g 
·• :3~000()0003, RELEASE and ,.S'rART. As the p:r:-.ogram ·tape is read, a: me.$sag.e . 
. givin.g .t.he title .of tbe: ?ptogram. woill. b¢ 1ft0duce·a· on ~he console ty.pe.-
=writer. 
Aft~.r: ··t.h.e tape. f~: IoJfded, oper~1tion is begun· ·by depressing ST.'ART· .. 
The ·ne~·t m$.ssage will .:r·ead: SIZE OF MATRIX. The· operator shou·l·d 
:e_nte·r ,a tw.q 't;IJ.~.:it :numbe:r indicating the dimension .of ·the matrix· 
c:te:st·re.d, e·. g:_~ r :08 :qr 16, and then depress RELEASE and :S.TART. 
·the next message will re .. ad: NUMBER OF MATS. :The operator should 
:e:1:tte:r· a. two digit pumber ind'icating the qua-nt.ity ·c;,f problems .des:ired 
and 1::b_en depress RELEASE and START. 
Tp.~· next message will re:ad:· TEN DIGIT SEED:. Th·e opera(q:r $·1Jo.tfld, 
.a·t.- this p9int, enter a ranpomly selected ten digit- number and then 
depre:ss· RELEASE. and: START. 
The paper tap.e· '!:>.Unch will then produce the problems requested. 
·E-~ch problem is preceeded by a header, e.g., *12 DIGIT RANOOM COSTS 
NO. 04. The for~at of the tape is such that each problem will be 
produced on a. single page if the tape is .. run on a FLEXOWRITER. If 
91 
, I,·,~ 
·" 
I· 
the:· s·ize of the matrix' :fs. gre:_~t:e:r than l,7 X 17, the printout: :w·i.11 
.ove.r_flow the page.- I'.n. any c.ase· ,-. the- format will be acce.ptable·. as 
-input. .to the Trav.e_li.ng:_-:Sale·sma:n :Pro_gram· li.s:te,d· i-n -AP:pe·n,dix· B. Ty·p.:t.~ 
:ca·1 examples of th i.s :format= ar·e· :show-:r:i; .i ti: .fi gu·-r·e:s: 3., ::5 ,: 7, :_and =9· •' 
:;;· .. I 
. / ·: 
l 
92 
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t 
IBM 1620 Compu{~.t· 
Program Listing .Fait 
·UNIFORM: .RANOOM COST TRAVELING--SALESMAN 
PROBLEM GENERATOR 
,, 
,: "_. , . -~·· 
' ' , •• ,I ~ • ' 
00402 34 00000 00102 
*. UNIFGRM RANUGN CGST ~ FoAoWILSER 4-20-64 TRAVELING-SALESMAN PRGBLEM GENERATGR 
S T(<iRC TY 
(CVIIATY(aRu~JS 
00414 39 01087 00100 -
C~NTY~--1 .. 
00426 36 01276 00100 •· (a"RCTY 
00438 34 00000 00102 :.. .t 
CciltJATY(aMATS 
00450 39 01121 00100 
! 
'. ,·1 
(aRNTY(~-1 
00462 36 01264 00100 
Cci>SF~- 1 
00474 32 01276 00000 
C<i>SF CaQ- 1 
00486 32 01264 00000 
I 
. 11 
I 
I 
' i'.' @RCTY 
00498 34 00000 00102 I i.i 
.: t_ 
I 
' f (WIJA TY@S E ED 
oo510 39 01155 00100 
: L : r 
C 
I 
I 
I 
. I 
', J CaRNTY(a)XZ-9 
oo522 36 01317 00100 
Cw5F(@X7.-9 
I[ 
• II 
i[ 
'[ 
(@TNFC~EAD+6, N 
00534 32 01317 00000 
/c 
I 
. I 
00546 73 01195 01277 [ :I (wTFMCcil. I NE, 65, 1 O 
00558 16 01263 00065 
C<»T F M(ul: G U NT , , 1 0 
00570 16 01261 00000 
PAG E(<W/APT(a>SP 
00582 39 01295 00200 
' [ 
i 
! [ C~MCcil. I NE , 1 , 1 O 
00594 11 01263 00001 
CciX:M(al.. I NE, 66, 10 
00606 14 01263 00066 
Cal3L(al> AGE 
00618 47 00582 01300 
(c.uTFM(al. I NE, , 1 O 
00630 16 01263 00000 
CalA~1CaX: GUN T, 1 , 1 O 
00642 11 01261 00001 
CwTNF(@Nu+lO,CGUNT 
00654 73 01257 01261 
~TM(aRCH, HEAD 
00666 17 01050 01189 (cuTF (ciRG\\i, N 
00678 26 01291 01277 
Gf{u~J(~TF (uCuL 'N 
00690 26 01289 01277 
"le 
* 
* 
94 
* 
-le 
; * 
... _ 
" 
, 
" 
'* 
* 
* 
ca>TF MCiiflC , I N 
~M(iillC,4 
GE N(ci1'1M@>X7, 101, 9 
Cci>SF~O 
(~M~9, 1 
@>TNF (a)-PC, 92 
(ci>TF@)XZ, 99 
~M(iillC, 4 
CaX:@RGW, CGL 
~NE(@*+24 
@)TF (a)-PC, DG 
(a)TFM@)-PC, , 8 
@()C(a}l ,(a),* 
(a)SM@C GL , 1 , 1 0 
(a8NZ@XiRGW+24 
(a8 TM(a)SPC, 2, 10 
~TM~CH, IN 
(a)SM@RGW, 1 , 10 
(allNZCaGRGW 
@8 T M(@S PC , 1 , 1 0 
(aeTM~CH,DGL 
(wSM(ciXJ, 1 , 10 
(al; NZ(iillAG E 
(all(@S T 
s PC(al\~1(al_ I NE, 1 , 10 
* 
* 
* 
* 
* 
* 
* 
.,f ... 
95 
00702 16 01316 01349 
00714 11 01316 00004 
00726 13 01326 00101 
00738 32 00090 00000 
00750 11 00099 00001 
00762 73 0131b 00092 
00774 26 01326 00099 
00786 11 01316 00004 
00798 24 01291 01289 
00810 47 00834 01200 
00822 26 01316 01311 
00834 16 0131b 00000 
00845 00001 
00846 12 01289 00001 
00858 47 00714 012oo 
00870 17 00990 00002 
00882 17 01050 01349 
00894 12 01291 00001 
00906 47 00690 01200 
00918 17 00990 oooa1 
00930 17 01050 01299 
00942 12 01265 00001 
00954 47 00582 01200 
00966 48 00000 00000 
00978 49 00402 00000 
00990 11 01263 00001 
( '. 
H:: 
~
!,;··.····'.· .•. • .• ; 
·,,.!,.' 
:', 
~ . 
* 
*' 
* 
* (ci\tJ A PT (@SP 
(~t·1(<i)S PC-1 , 1 , 10 
Cal3 NZ (a)S PC 
C~B 
PCH(ciJ/JAPT(@-PCH+ 1 
(a¥\M(al. I NE , 1 , 1 0 
Cat3B 
., ·. 
Ru\,; S(a{1AC(@, s I z E GF MATR- r.x.- (cil 
01002 39 01295 002oo 
01014 12 00989 00001 
-
01026 47 00990 012oo 
01038 42 00000 00000 
01050 39 01049 00200 
01062 11 01263 00001 
01074 42 00000 00000 
01087 00017 
MATS(<.il)AC(a),NUMBER GF MATS'(@ 01121 00017 
SEEDGillAC(a),TEN DIGIT SEED (@ 01155 00017 
!; 
HEAD(<lflAC(a), * CITY RANDUM CGST~ 1189 00029 
NG(<iVAC@, NG o @ 
C G lJ NT (aO S (a)2 
LI N E(JD S(a)2 
Q(a1J S(@2 
@OS@l 0 
NCciD S(@2 
@l1S(@10 
CGL@OS(a)2 
RGW(LiU SCw2 
CciO C (a)2 , 0 
SP(al)AC(cu, @> 
D GLC:iD AC(@, $(a) 
OGL@OAC(@, X 
DG(al> S(@, DGL +8 
PC@OS@>S 
* 
* 
'* 
;ff 
:k· 
* 
.• , •'l 
96 
O 124 7 00007 
O 1261 00002 
O 1263 00002 
O 1265 00002 
01275 00010 
01277 00002 
01287 00010 
O 1289 00002 
O 1291 00002 
o 1293 00002 
01295 00002 
-
01299 00002 
01303 00005 
01311 00000 
01316 00005 
, , .. 
I 
!' ii, 
I 
! 
:, 
I § 
f 
' ~ 
I 
[ 
'\E 
f 
I 
I 
-Jc 
* 
* 
*· 
,'r·· 
"* 
X, CciO S@>l 0 
CciUS@20 
I N(cilJA S(a>2 
CciO E ND @)S T 
01326 00010 
01346 00020 
01349 00002 
00402 
i, 
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