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Abstract We study the structure of projections of finite cutting paths that correspond
to a Sturmian substitution with incidence matrix that has determinant 1. We show that
such projections can be seen as two-letter words, and that there exists another Sturmian
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1 Introduction
The history of Sturmian words goes back to Bernoulli in 1772 and Christoffel (1875)
[6]. The first in depth study of Sturmian words was made by Morse and Hedlund in
1940 [11]. We call a substitution σ over an alphabet of two letters Sturmian if σ maps
every Sturmian word to a Sturmian word. In 1991 Séébold [17] showed that Sturmian
substitutions that have a fixed point are exactly those substitutions that have Sturmian
words as fixed points. For further information on Sturmian words and substitutions
we refer to Lothaire [9], Chap. 2 and Pytheas Fogg [12], Chap. 6.
If u = u(0)u(1) . . . is a word defined over the alphabet A = {0, . . . , n}, we
define in the (n + 1)-dimensional space the cutting points corresponding to u by
pi = (|u(0) . . . u(i − 1)|0, . . . , |u(0) . . . u(i − 1)|n), where |v|a denotes the number
of occurrences of the letter a in the word v. These cutting points approximate a half-
line through the origin, that we call the cutting line, quite well. See Series (1985) [18].
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We can project the cutting points parallel to the cutting line, onto an n-dimensional
plane through the origin. In 1982 Rauzy [13] introduced a fractal which is defined as the
closure of the projection of the cutting points corresponding to the fixed point of the Tri-
bonacci substitution 0 → 01, 1 → 02, 2 → 0. The analogues of this so-called Rauzy
fractal have been studied for many other substitutions, see for example [1,2,5,8].
An important question is whether the projection of the cutting points generates a tiling
or not. This question was the motivation for Tijdeman and the author [16] to have a
closer look at the structure of the projections of the cutting points corresponding to the
set of finite words σ n(0) in case σ is the Fibonacci or Tribonacci substitution. In the
Tribonacci case they found a close connection with number systems. This result was
generalized by Fuchs and Tijdeman in [7]. In the case of the Fibonacci substitution,
Tijdeman and the author projected the cutting points corresponding to σ n(0) onto the
y-axis. By looking at the order of these projected points, they formed a two-letter
word vn , as we explain in Sect. 3 of this article. They found that the limit word that
is generated in this way is a two-sided Fibonacci word. In [15] the author general-
ized this property to unimodular substitutions defined over two letters. He showed for
a special class of Sturmian substitutions, which he called Christoffel substitutions,
that the words vn are generated by another Sturmian substitution. For more results
on Christoffel substitutions see [3,4,10]. In the present paper we generalize the result
from [15] to the set of all Sturmian substitutions that have an incidence matrix with
determinant 1.
In Sect. 2 we start with some notation and definitions. Next in Sect. 3 we derive
some basic properties of the projections of the cutting points. In Sect. 4 we prove
a number of results on Sturmian substitutions which we use in Sect. 5. Finally, in
Theorem 5.8 we obtain our main result that the projection words vn are generated by
another Sturmian substitution. We give an explicit expression for this substitution in
terms of the original substitution.
2 Notation and definitions
An alphabet A is a finite set of elements that are called letters. In this article we always
assume A = {0, 1}. A word is a function u from a finite or infinite block of integers B
to A. We call a word u finite when B is finite, infinite when B = Z≥0 and bi-infinite
when B = Z. If 0 ∈ B we call u a central word. If k ∈ B and u(k) = a we say u has
the letter a at position k. When u is a central word, we often underline the letter at
position 0. If v = v(0) . . . v(m) is a finite word and if (u(i))i∈B is a finite or infinite
word, and there exists a k ∈ Z such that v(l) = u(k + l) for l = 0, . . . m, then v is
called a subword of u. Moreover, if k is the smallest element of B, we say v is a prefix
of u. On the other hand, if u is finite and k + m is the largest element of B, we call v
a suffix of u. If a word u is finite, we denote by |u| the number of letters in u, and by
|u|a the number of occurrences of the letter a in u.
A word u is called balanced if ||v|0 − |w|0| < 2 for all subwords v,w of equal
length. A finite word u is called strongly balanced if u2 is balanced. Here u2 is the
concatenation of u with u. An infinite word is Sturmian if it is balanced and not
ultimately periodic.
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We call a finite word u a Lyndon word if every partition u = vw implies u < wv
in the lexicographical order.
By cyclically shifting a finite word to the left (right, respectively) we mean removing
the right-most (left-most, respectively) letter and placing it on the first open position
on the left (right, respectively). By cyclically shifting over a number of positions we
mean repeating this procedure a number of times. We call the new word a cyclic shift
of the original one.
A substitution σ is an application from an alphabet A to the set of finite words. It
extends to a morphism by concatenation, that is,σ(uv) = σ(u)σ (v). It also extends in a
natural way to a map from infinite words to infinite words. A substitution over the alpha-
bet A is primitive if there exists a positive integer k such that, for every a and b in A,





corresponding to σ . By MTσ we denote the transposed matrix. A fixed point of a substi-
tution σ is an infinite word u with σ(u) = u. For each a ∈ A we specify one letter in
σ(a). If we apply σ to a central word . . . u(−1)u(0)u(1) . . ., then the specified letter of
σ(u(0)) will be the underlined letter at position 0 of . . . σ (u(−1))σ (u(0))σ (u(1)) . . ..
If x is a real number, and y the largest integer that is smaller than or equal to x ,
then we denote by {x} = x − y the fractional part of x .
3 Central progressions
Definition We call a function w a central progression if
• its domain is a block of integers of length m of Z containing 0,
• its image is the set {0, 1, . . . m − 1},
• there exists a c ∈ Z such that if k is in the domain of w, then w(k) ≡ ck (mod m).
We denote by |w| the length of the interval on which w is defined. Note that it
follows from the definition that gcd(c, m) = 1.
Example 1 Let the domain of w be {−4,−3, . . . , 1, 2}, so that m = 7, and let c = 2.
Thenw(−4)= 6, w(−3)= 1, w(−2)= 3, w(−1)= 5, w(0)= 0, w(1)= 2, w(2)= 4.
For convenience we also use the notation w = 6 1 3 5 0 2 4.
Definition Let u = u(0) . . . u(m − 1) be a finite word. The cutting path in the
x-y-plane corresponding to u consists of m + 1 integer points pi given by pi =
(|u(0) . . . u(i − 1)|0, |u(0) . . . u(i − 1)|1) for i = 0, . . . , m, connected by line seg-
ments of lengths 1.
In the sequel of this section we let u = u(0) . . . u(m − 1) denote a finite strongly
balanced word containing both zeros and ones, with gcd(|u|0, |u|1) = 1. Consider the
cutting path corresponding to u, and draw the line through the origin and the end point
of the path, given by y = |u|1|u|0 x . We project each integer point pi on the cutting path
parallel to this line onto the y-axis. By P(pi ) we denote the second coordinate of the
projection of pi . It is clear that P(p0) = P(pm) = 0.
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∣∣∣i ∈ {0, . . . , m − 1}} .
Note that Du is a set of integers. We define wu : Du → {0, . . . , m − 1} as follows. If
P(pi ) = k/|u|0 then wu(−k) = i . We say wu has the number i at position −k.
Example 2 Let u = 01001. Then we find that Du = {−1, 0, 1, 2, 3} and wu =
2 0 3 1 4, as can be seen in Fig. 1.
Lemma 3.1 For k ∈ Du we have wu(k) ≡ k|u|−11 ≡ −k|u|−10 (mod m), where the
inverse is taken modulo m.
Proof The first congruence follows from Lemma 2.3 of [15]. The proof of the second
congruence follows from |u|0 + |u|1 = m and gcd(|u|0, |u|1) = 1. unionsq
Corollary 3.2 wu is a central progression.
Proof Proposition 5.1 of [15] states that Du is a block of integers of length m, if and
only if u is strongly balanced. Since P(p0) = 0 we have 0 ∈ Du . The third property
of a central progression follows from the previous lemma. unionsq
Remark From the construction of the cutting path we see that if wu(k) = i then
wu(k + |u|1) = i + 1 in case u(i) = 0, and wu(k − |u|0) = i + 1 in case u(i) = 1.
We say that to move from number i to i + 1 in wu we either jump |u|1 positions to the
right or jump |u|0 positions to the left. The number of positions that we jump to the
left or right is called the length of the jump.
From now on until the end of this section, we let w be a central progression of
length m and D = {d, d +1, . . . , d +m −1} its domain. If d < 0 we put z = w(−1),
if d = 0 we put z = w(m − 1).
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Definition We define vw as the central word that you get by replacing every number
in w smaller than z by 0, and every other number by 1.
Lemma 3.3 vw is strongly balanced.
Proof It follows from Lemma 3.1 that if i ∈ D, then w(i) equals 0 if {−i z/m} ∈
[0, z/m), and 1 otherwise. According to [9] Sect. 2.1.2 words defined in this way are
strongly balanced (so-called rotation words). unionsq
The following result follows from [9] Sect. 2.1.2.
Lemma 3.4 vw is a Lyndon word if and only if d = 0.
We define ŵ : Z → {0, 1, . . . m −1} as follows. For given k ∈ Z, put ŵ(k) = w(l),
where l is such that k ≡ l (mod m) and l ∈ D. Similarly v̂w is defined as the bi-infinite
periodic continuation of vw.
Lemma 3.5 Put x = w(1)−1 (mod m) and y = (w(1)x−1)/m. Then every subword
of v̂w of length x that starts at a position congruent to −x modulo m, contains exactly
y + 1 ones, and every other subword of length x contains exactly y ones.
Proof Note that when we move a position to the right, the value of w increases by w(1)
modulo m. Because w(1)x = ym + 1, we see that when we start at position j in ŵ,
with j not equal to −x modulo m, and move x times a position to the right, it happens
exactly y times that we move to a value that is lower than the previous one. It follows
from the definition of vw that ŵ(i) > ŵ(i + 1) ⇐⇒ ŵ(i) ≥ ŵ(−1) ⇐⇒ v̂w(i) = 1.
Therefore the subword of v̂w of length x starting at position j contains y ones. When
we start in a position equal to −x modulo m, w goes down in value y + 1 times since
the last step is to a position with w-value 0, and therefore the subword of length x
contains y + 1 ones. unionsq
Lemma 3.6 Let w be a central progression taking values on −1 and 1. The difference
between the number of w-values left of 0 that are larger than w(1) and the number of
w-values left of 0 that are smaller than w(−1) is 0 or 1.
Proof It follows directly from the definition of central progression that w(i +1)−w(i)
is modulo m constant w(1) for every i . Therefore every position j in w, for which
w( j) < w(−1) has a number directly on the right that is larger than w( j), and hence
at least equal to w(1), except for the right-most position. Similarly, every position j in
w, for which w( j) ≥ w(1) has a number directly on the left that is smaller than w( j),
and hence smaller than w(−1), except for the left-most position. Hence we can form
pairs of neighbouring numbers left of 0 for which the right one is larger than w(1)
and the left one smaller than w(−1). Since every number left of 0 is either smaller or
larger than w(1) and therefore the only number without a companion is the left-most
number in case it is larger than w(1), the lemma follows. unionsq
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4 Sturmian substitutions
We call a 2 × 2-matrix Sturmian if it has determinant equal to ±1 and has entries in
Z≥0. We call a substitution φ over two letters Sturmian if φ(u) is a Sturmian word for
every Sturmian word u. The following proposition follows directly from Proposition
2.3.10 of [9].
Proposition 4.1 A two-letter substitution φ is Sturmian if and only if there exist two
sequences of words u(n), v(n) such that
• u(0) = 0, v(0) = 1 or u(0) = 1, v(0) = 0,
• for every n ≥ 0 we have u(n+1) ∈ {u(n)v(n), v(n)u(n)}, v(n+1) = v(n) or u(n+1) =
u(n), v(n+1) ∈ {u(n)v(n), v(n)u(n)},
• there exists an m such that φ(0) = u(m), φ(1) = v(m).
Lemma 4.2 If φ is a Sturmian substitution, then φn(0) is strongly balanced for every
n > 0.
Proof It follows from Corollary 9 of [14] that a Sturmian substitution maps every finite






be a Sturmian matrix. If a +b > c+d, then we call M an upper
matrix, if a + b < c + d a lower matrix.
Let u = u(0) . . . u(m − 1) denote a finite strongly balanced word containing both
zeros and ones with gcd(|u|0, |u|1) = 1 and let x be an integer with 0 ≤ x < |u|.
Then wu−1(x) denotes the position of the number x in the central progression wu .







= 0, and such that φ(0) is a prefix of φ(1). Let x, y be
two different integers such that 0 ≤ x < |φ(0)|, 0 ≤ y < |φ(0)| and wφ(0)−1(x) <
wφ(0)−1(y). Then wφ(1)−1(x) < wφ(1)−1(y).
Proof It suffices to prove the statement for neighbouring numbers x, y in wφ(0), with
x left of y. Note that a jump in wφ(0) to the left has length a and to the right length b.
Similarly, a jump in wφ(1) to the left has length c and to the right length d.
First assume x < y. We call i, j the number of jumps to the left and to the right,
respectively, that we have to make in wφ(0) to get from x to y. Hence jb− ia = 1. It is
clear that j ≤ a and it follows from [15] Corollary 4.1 that a ≤ c. Since det Mφ = ±1
we get a( jd − ic) = c( jb − ia) ± j = c ± j ≥ 0. If jd − ic = 0, then in wφ(1)
after j jumps to the right and i to the left, we are back in our starting position. Hence
id − jc > 0. Since φ(0) is a prefix of φ(1), it follows that if we go from x to y in
wφ(1) we also make i jumps to the left and j to the right. Hence we move jd − ic ≥ 1
positions to the right.
Now assume x > y. Then we find in the same way that when we go from x to y in
wφ(1) we move at least 1 position to the left. unionsq
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= 0, and such that φ(0) is a suffix of φ(1). Let x, y be
two different integers such that 0 ≤ x < |φ(0)|, 0 ≤ y < |φ(0)| and wφ(0)−1(x) <
wφ(0)−1(y). Then wφ(1)−1(x + c + d − (a + b)) < wφ(1)−1(y + c + d − (a + b)).




c + ag d + cg
)






is an upper matrix. Then a−1 = c + d (mod a + b).
Proof This follows directly from the fact that ad − bc = 1. unionsq
Lemma 4.6 Let φ be a Sturmian substitution that has a fixed point starting with 0, and





that has determinant equal to 1. Let x, y be
two different integers such that 0 ≤ x < |φ(0)|, 0 ≤ y < |φ(0)| and let n be a positive
integer so that wφn(0)−1(x) < wφn(0)−1(y). Then wφn+1(0)−1(x) < wφn+1(0)−1(y).
Proof It suffices to prove the statement for neighbouring numbers x, y in wφn(0), with





:= Mnφ . Note that a jump in wφn(0) to the left has length an
and a jump to the right length bn . Since
Mn+1φ =
(
aan + bcn abn + bdn
. . . . . .
)
,
a jump in wφn+1(0) to the left has length aan + bcn and a jump to the right length
abn + bdn .
First assume x < y. We call i, j the number of jumps in wφn(0) to the left and to
the right, respectively, that we have to make to get from x to y. Hence jbn − ian = 1.
Since wφn(0) is a prefix of wφn+1(0), we see that to move from x to y in wφn+1(0) we
move jbn+1 − ian+1 positions to the right. We have
an( jbn+1 − ian+1) = an(a + jbdn − ibcn) = aan + jb + jbbncn − ibancn
= aan + bcn + jb > 0,
hence the integer y is on the right of x in wφn+1(0).
Now assume x > y. We call i, j the number of jumps in wφn(0) to the left and to the
right, respectively, that we have to make to get from y to x . Hence jbn − ian = −1.
To move from y to x in wφn+1(0) we move jbn+1 − ian+1 positions to the right. We
have
an( jbn+1 − ian+1) = an(−a + jbdn − ibcn) = −aan + jb + jbbncn − ibancn
= −aan − bcn + jb.
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If Mnφ is a lower matrix, we have j ≤ an ≤ cn which gives jbn+1 − ian+1 < 0 and
we are done. Assume Mnφ is an upper matrix. Note that wφn(0)(−1) = cn + dn , where
we use Lemma 3.1 and Lemma 4.5. In case j ≤ cn we have −aan − bcn + jb < 0
hence jbn+1 − ian+1 < 0 and we are done. In case j > cn we have i < dn , hence
bn( jbn+1 − ian+1) = bn(−a + jbdn − ibcn) = −abn + ib − bdn < 0,
and thus jbn+1 − ian+1 < 0. unionsq





be a Sturmian matrix with determinant equal to 1
and abcd 
= 0. Let φ be the substitution that has Mφ as incidence matrix, such that
φ(0), φ(1) are balanced Lyndon words. Then we call φ a Christoffel substitution.
It follows from [15] Sect. 6 that for every Sturmian matrix there exists a unique
Christoffel substitution that has that matrix as incidence matrix. The following result
is proved as Lemma 6.4 of [15].
Lemma 4.7 Let φ be a Christoffel substitution. If the corresponding incidence matrix
is an upper matrix, there exist words u and v, possibly empty, such that φ(0) = u0v
and φ(1) = u1. If it is a lower matrix, there exist words u and v, possibly empty, such
that φ(0) = u0v and φ(1) = (u0v)ku1 for some positive integer k.
Corollary 4.8 Let φ be a Christoffel substitution. If the corresponding incidence
matrix is a lower matrix, there exist possibly empty words u and v such that φ(0) = 0u
and φ(1) = v1u. If it is an upper matrix, there exist possibly empty words u and v
such that φ(0) = 0u(v1u)k and φ(1) = v1u for some positive integer k.





. Note that if we start with a Lyndon word,
interchange the zeros and ones, and read it backwards, the result is a Lyndon word
again. Let ψ be the substitution obtained from φ by interchanging the zeros and ones,




, and the result follows directly from Lemma 4.7. unionsq
Lemma 4.9 Let φ be a Christoffel substitution that has an upper matrix as incidence
matrix. Let k with 0 < k < |φ(0)| be an integer and let ψ be the substitution such
that you get ψ(0) by cyclically shifting φ(0) over k positions to the left, and ψ(1) by
cyclically shifting φ(1) over k positions to the left. Then
a) ψ(1) is a prefix of ψ(0),
b) ψ is a Sturmian substitution.
Proof a) It follows from Corollary 4.8 that φ(0) = 0u(φ(1))l with u a suffix of
φ(1), and from Lemma 4.7 that φ(1) = v1 with v a prefix of φ(0). This implies the
statement.
b) First let ψ be the substitution that corresponds to k = 1. We know from (a) that
ψ(1) is a prefix of ψ(0). We use induction to show that ψn(0) is a cyclic shift of φn(0)
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for every n > 0. For n = 1 this is clear. Assume it is true for n = m − 1. Consider
the word ψm(0). By cyclically shifting it one position to the right, we get the word
φ(ψm−1(0)), where we use that ψ(0) and ψ(1) start with the same letter. It follows
from the induction hypothesis that this is a cyclic shift of φm(0).
Now let k be any number with 0 < k < |φ(0)| and ψ the corresponding cyclic
shift of φ. By induction on k it follows that ψn(0) is a cyclic shift of φn(0) for every
n > 0. Since φ is a Christoffel substitution, φn(0) is strongly balanced for every n,
and it follows that ψn(0) is strongly balanced. Hence the limit word that you get by
letting n → ∞ is a Sturmian word that is mapped to itself by ψ , and it follows from
[9] Theorem 2.3.7 that ψ is a Sturmian substitution. unionsq





be a Sturmian upper matrix with determinant 1
and let v be a strongly balanced word that is not Lyndon, with |v|0 = a, |v|1 = b.
Then the substitution ψ , with ψ(0) = v and ψ(1) the prefix of ψ(0) of length c + d,
is a Sturmian substitution that has N as incidence matrix.
Proof Let k be the number of times you have to cyclically shift v to the right, to get
a Lyndon word. Let φ be the Christoffel substitution that has N as incidence matrix.
Let ψ ′ be the substitution such that you get ψ ′(0) by cyclically shifting φ(0) over
k positions to the left, and ψ ′(1) by cyclically shifting φ(1) over k positions to the
left. Then according to Lemma 4.9 (a) ψ ′(1) is a prefix of ψ ′(0), hence ψ ′ = ψ .
According to Lemma 4.9 (b) ψ is a Sturmian substitution. Clearly ψ ′ has the same
incidence matrix as φ which is N . unionsq
Remark The result of Proposition 4.10 does not hold if ψ(0) is a Lyndon word. Take





and ψ(0) = 00101. Then ψ(1) := 00 is the prefix of ψ(0)
of length 2, but the substitution ψ is not Sturmian and does not have N as incidence
matrix.
5 Projecting Sturmian substitutions
From now on let Mσ =
(
a b
c + ag d + bg
)






is an upper Sturmian matrix, and let σ be a primitive Sturmian
substitution that has Mσ as incidence matrix, has a fixed point starting with 0, and such
that σ(0) is not a Lyndon word. Note that the case that σ is a Christoffel substitution
has been considered in Sect. 6 of [15].
Put wn = wσ n(0) and vn = vwn for n ≥ 1, where wu and vw are defined in
Sect. 3. Denote by e, f the number of values left of the 0 position in wσ(0) and
wσ(1) respectively, by p the number of 0’s in v1 left of the underlined letter, and set
r = e + b( f − p − eg). Note that e > 0 since σ(0) is not a Lyndon word, hence
p < e and r > 0.
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and σ(0) = 01001, σ (1) = 010010101001. Then
g = 2, wσ(0) = 2 0 3 1 4, v1 = 10101 and wσ(1) = 9 2 7 0 5 10 3 8 1 6 11 4. Hence
e = 1, f = 3, p = 0 and r = 3.
Lemma 5.1 Let g = 0. Then f − p = 0 or f − p = 1.
Proof By Proposition 4.1, we know that σ(1) is a prefix of σ(0), or σ(1) is a suffix
of σ(0).
Assume σ(1) is a prefix of σ(0). If we apply Lemma 4.3 to the substitution φ with
φ(0) = σ(1) and φ(1) = σ(0), we see that the c + d numbers of wσ(1) appear in the
same order in wσ(0). Hence f equals the number of w-values in wσ(0) left of 0 that are
smaller than c+d. It follows from Lemma 3.1 and Lemma 4.5 that wσ(0)(−1) = c+d.
Since p is by definition the number of zeros left of the underlined letter in v1, we get
f = p.
Now assume σ(1) is a suffix of σ(0). Then the sequence of jumps to the right and
left in wσ(1) starting from the number 0, are in the same order as the sequence of
jumps to the right and left in wσ(0) starting from the number a + b − (c + d). Hence
f equals the number of w-values in wσ(0) left of a + b − (c + d) that are larger than
a + b − (c + d). It follows from wσ(0)(−1) = c + d that wσ(0)(1) = a + b − (c + d).
Recall that p equals the number of w-values in wσ(0) left of 0 that are smaller than
c + d. It follows from Lemma 3.6 that f − p is 0 or 1. unionsq
Lemma 5.2 If g > 0, there exist non-negative integers x, y with x + y = g and a
word u such that σ(1) = σ(0)x uσ(0)y and such that u is a prefix or suffix of σ(0).
Proof Since g is the maximum number of times we can subtract the sum of the entries
in the top row of Mσ from the sum of the entries in the bottom row, it follows from
Proposition 4.1 that g is the maximum number of times we can remove σ(0) as a prefix
or suffix from σ(1). It also follows from Proposition 4.1 that u is a prefix or suffix
of σ(0). unionsq
Lemma 5.3 We have
(i) (d + bg)−1 ≡ a + b (mod c + d + ag + bg),
(ii) (c + d)(a2 + bc + abg) ≡ a + bg (mod a2 + bc + abg + ab + bd + b2g),
(iii) (a2 + bc + abg)−1 ≡ ac + cd + adg + bc + d2 + bdg (mod a2 + bc + abg +
ab + bd + b2g).
Proof (i) (a + b)(d + bg) − 1 = b(c + d + ag + bg), for (ii), (iii) the proofs are
similar. unionsq
Proposition 5.4 0 ≤ f − p − eg ≤ g + 1.
Proof In case g = 0 this follows from Lemma 5.1.
Assume g > 0. According to Lemma 5.2 there exist non-negative integers x, y
with x + y = g and a word u that is a prefix or suffix of σ(0) such that σ(1) =
σ(0)x uσ(0)y . From (i) in Lemma 5.3 it follows that |σ(1)|−11 ≡ |σ(0)| (mod |σ(1)|).
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Hence according to Lemma 3.1 we have wσ(1)(1) = |σ(0)| = a + b. So when we
start at position 0 in wσ(1) and make a + b jumps, where the jumps follow the pattern
indicated by the word σ(0), we end up at position 1. After repeating this process x
times we end up at position x . After making the next |u| jumps we must end up at
position −y, since after repeating the process of making a + b jumps y times at the
end, we get back at position 0. This yields y ≤ g numbers of wσ(1) in the negative
positions −y,−y + 1, . . . ,−1.
Notice that wσ(0) contains the numbers 0 up to a + b − 1, of which by definition
e numbers are left of 0. If wσ(0) is a prefix of wσ(1) (which means x > 0), it follows
from Lemma 4.3 that the numbers between 0 and a + b appear in the same order in
wσ(1) as they do in wσ(0). Hence wσ(1) has exactly e numbers between 0 and a + b
that are left of position −y. If wσ(0) can be removed twice as a prefix of wσ(1) (which
means x > 1), the jumps from a+b to 2(a+b) in wσ(1) are an exact copy of the jumps
from 0 to a + b. So wσ(1) also has exactly e numbers between a + b and 2(a + b) that
are left of position −y. Continuing in this way up to x times, this generates exactly
xe numbers left of position −y in wσ(1).
In the same way, using Lemma 4.4, we see that ye numbers are generated left of
position −y in wσ(1) by the suffix σ(0)y of σ(1). Together this gives xe + ye = eg
numbers left of position −y in wσ(1).
Now we consider the remaining subword u which is a prefix or suffix of σ(0). When
we jump in wσ(1) from position x to position −y, where the jumps follow the pattern
indicated by the word u, it generates a certain amount of values left of position −y in
wσ(1). We shall show that this amount is equal to p or p + 1.
Note that |u|0 = c, |u|1 = d. Recall that wσ(0)(−1) = c + d and wσ(0)(1) =
a + b − (c + d). Consider the substitution φ with φ(0) = u and φ(1) = σ(0), which





. It follows from Proposition 4.1 that φ is a
Sturmian substitution.
In case u is a prefix of σ(0), we see by applying Lemma 4.3 to φ, that the c + d
numbers in wφ(0) = wu are in the same order as the numbers 0 up to c + d − 1 in
wφ(1) = wσ(0). Hence the number of values left of 0 in wu equals the number of values
left of 0 in wσ(0) that are smaller than c + d = wσ(0)(−1), which is p by definition.
In case u is a suffix of σ(0), we see by applying Lemma 4.4 to φ, that the c + d
numbers in wφ(0) = wu are in the same order as the numbers a + b − (c + d) up
to a + b − 1 in wφ(1) = wσ(0). Hence the number of values left of 0 in wu equals
the number of values in wσ(0) left of wσ(0)(1) = a + b − (c + d) that are at least
a+b−(c+d). Since p equals by definition the number of values in wσ(0) left of 0 that
are smaller than wσ(0)(−1), it follows from Lemma 3.6 that the number of w-values
left of 0 in wu is p or p + 1.
Because the order of the c+d numbers inwφ(0) = wu is preserved inwφ(1) = wσ(0),
and the order of the a + b numbers in wσ(0) is preserved in wσ(1), we see that when
we jump in wσ(1) from position x to position −y, where the jumps follow the pat-
tern indicated by the word u, it generates either p or p + 1 numbers left of position
−y in wσ(1). It follows that the total number of values left of position 0 in wσ(1) is
in between p + eg + y and p + eg + y + 1, hence in between p + eg and p + eg +
g + 1. unionsq
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Definition We denote by τ the substitution that has
Mτ :=
(




(−g g + 1
1 −1
)
as incidence matrix, and which is such that
• if we cyclically shift τ(0) over r positions to the right, we get a Christoffel word,
• the (r + 1)th letter of τ(0) is underlined,
• τ(1) is a prefix of τ(0).
It follows from Proposition 4.10 that τ is a Sturmian substitution.





and τ(0) = 011010101,
τ (1) = 0110101. Note furthermore that
σ 2(0) = 010010100101010010100101001010010101001,
w2 = wσ 2(0) = 14 36 19 2 24 7 29 12 34 17 0 22 5 27 10 32 15 37 20 3 25 8 30
13 35 18 1 23 6 28 11 33 16 38 21 4 26 9 31 and
v2 = 011010101101010101101010110101010110101.











Proof For n = 1 the statement follows directly from the definition of e. Assume the
statement is true for some positive integer n.
































it is easy to check that a′b′n+1 − b′a′n+1 = b′n and c′b′n+1 − d ′a′n+1 = −a′n . It follows
that if there exists a jump to the right in wn from some position x to some position
y, then there exists a series of a′ + b′ jumps in wn+1 from position x to position y.
Similarly if there exists a jump to the left in wn from some position x to some position
y, then there exists a series of c′ + d ′ jumps in wn+1 from position x to position y.
It follows from the previous remarks, that the first a′ + b′ jumps in wn+1, from
position 0 to position b′n , generate e numbers that are located left of the most left
number in wn . In the same way each other jump to the right in wn corresponds to a
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series of a′ + b′ jumps in wn+1 which each generate e numbers at positions left of the
most left position of wn , and each jump to the left in wn corresponds to a series of
c′ + d ′ jumps in wn+1 which each generate f numbers at positions left of the most
left position of wn .
Note that the number of jumps to the right and left in wn are given by the two entries
in the top row of Mnσ , respectively. Hence wn+1 contains the same number of values





, and the result follows. unionsq
Let q be the number of zeros in τ(0) left of the underlined letter.
Lemma 5.6 For n ≥ 1 the number of letters left of the underlined letter in τ n−1(v1)
equals
(
(p, e − p)
n−1∑
k=0









Proof Note that if we apply any substitution φ with incidence matrix Mφ to a word
u containing x zeros and y ones, then the number of zeros and ones in φ(u) is given
by the elements of (x, y)Mφ , respectively. By definition v1 has p zeros and e − p
ones left of the underlined letter. After applying τ n−1 to v1 these zeros and ones yield





letters left of the underlined letter. Furthermore, τ(0) has by
definition q zeros and r − q ones left of the underlined letter. Hence τ n−1(0) has





letters left of the underlined letter. We see
that the total number of letters left of the underlined letter in the central word τ n−1(v1)
equals
(









From this the result follows directly. unionsq
Proposition 5.7
d( f − p − eg) = q − p.
Proof First assume g = 0 (i.e. Mσ is an upper matrix). We know from Lemma 5.1
that f − p equals 0 or 1.
If f = p, it follows that r = e. Since v1 and τ(0) are both strongly balanced, have
the same number of zeros, the same number of ones, and the same number of letters
left of the underlined letter, we get v1 = τ(0), hence q = p.
Assume f − p = 1. Then r = e + b. Hence τ(0) is the cyclic shift of v1 that
you get by cyclically shifting over b positions to the left. Since b(a + b − (c + d)) =
123
462 S. W. Rosema
(b − d)(a + b) + 1, it follows from Lemma 3.5 that the prefix of length b of τ(0)
contains exactly b − d ones, hence exactly d zeros. Thus q − p = d.
Now assume g > 0, hence Mσ is a lower matrix. We know from Proposition 5.4
that f − p − eg ≤ g + 1. Since the first jump in wσ(0) is to the right of length b,
we see that wσ(0) has at most a − 1 numbers left of 0, hence e < a. It follows that




a2 + bc + abg ab + bd + b2g
ac + a2g + cd + bcg + adg + abg2 bc + abg + d2 + 2bdg + b2g2
)
.
It follows from Lemma 3.1 and Lemma 4.5 that w1(−1) = c + d and w2(−1) =
ac + cd + adg + bc + d2 + bdg.
Let s be the positive integer such that w2(−s) = c+d. Since w2(−1) ≡ (a2 +bc+
abg)−1 (mod |w2|) we see that s ≡ (c + d)(a2 + bc + abg) ≡ a + bg (mod |w2|)
according to Lemma 5.3 (ii). Hence s = a + bg.
A calculation gives bw2(1) = b(|w2| − w2(−1)) = (b − d)|w2| + a + b. Using
a similar argument as in the proof of Lemma 3.5, we see that every subword of b
letters in v2 contains d zeros and b − d ones, provided that the number in w2 at the
position directly right of this subword is at least a + b. The numbers smaller than
a + b in w2 are exactly the numbers in wσ(0), and since according to Lemma 4.6 their
order is preserved in w2, the first number left of 0 in w2 that is smaller than a + b is
wσ(0)(−1) = c + d which can be found at position −s = −(a + bg) in w2.
Since r < a + b(g + 1), the position of the left most letter of τ(0) is larger than
−(a + b(g + 1)), and therefore the values of w2, at the negative positions of τ(0) are
each at least a+b. Hence each subword of length b of τ(0) left of position −1 contains
exactly d zeros. Since r−e=b( f −p−eg), we obtain q−p=d( f −p−eg). unionsq
The next theorem says that if σ(0) is not a Christoffel word, the words vn are
generated by another Sturmian substitution. In case σ is a Christoffel substitution, this
was proved in [15] Theorem 6.1. Recall that τ is the substitution that has
Mτ :=
(




(−g g + 1
1 −1
)
as incidence matrix, and which is such that
• if we cyclically shift τ(0) over r positions to the right, we get a Christoffel word,
• the (r + 1)th letter of τ(0) is underlined,
• τ(1) is a prefix of τ(0).
Theorem 5.8 Let σ be a primitive Sturmian substitution that has an incidence matrix
with determinant 1, that has a fixed point starting with 0, and for which σ(0) is not
a Christoffel word. Let the central words vn for n ≥ 1 be defined as before. Then
vn = τ n−1(v1).
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= (e, f )
(
c a − c








By Proposition 5.7 and r = e + b( f − p − eg) we have




c a − c







c a − c
d b − d
)
+ (0, f − p − eg)
(
c a − c
d b − d
)
= (p, e − p)Mτ + (q − p, r − q − e + p).











(p, e − p)
n−1∑
k=0









According to Lemma 5.5, the expression on the left represents the number of letters
left of the underlined letter in vn , and according to Lemma 5.6 the expression on
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the right represents the number of letters left of the underlined letter in τ n−1(v1).
Since vn and τ n−1(v1) are strongly balanced words, and they contain according to
Theorem 5.4 of [15] the same number of zeros and ones, the result follows. unionsq
6 Final remarks
If the substitution τ has a fixed point starting with 0, we can apply the procedure of
projecting the cutting paths corresponding to τ , to construct the substitution φ, in the
same way as we constructed the substitution τ from the substitution σ . It is easy to
check that if Mσ is an upper matrix then Mφ = Mσ , hence φ(0), φ(1) are cyclic shifts
of σ(0), σ (1) respectively. We have seen in [15] Corollary 6.2 that if σ is a Christoffel
substitution, then we get φ = σ . This is not the case in general, as the following
example shows.





and σ(0)= 0101101, σ (1)= 01101. Then e = 1,





and τ(0) = 0100100, τ (1) = 010.
Repeating this process, we get e = 4, f = 1, p = 1 and r = 4, which results in
φ(0) = 1011010, φ(1) = 10110.
If σ is a Sturmian substitution that has an incidence matrix with determinant 1, for
which σ(0) is a Christoffel word, but that is not a Christoffel substitution, there need
not exist a substitution τ such that vn = τ n−1(v1), as the following example shows.





and σ(0) = 01, σ (1) = 101. Then we get the
following table for vn .
n vn
1 0 1
2 1 0 0 1 0
3 0 1 0 1 0 0 1 0 0 1 0 1 0
. . . . . .
It is clear that there is no substitution τ such that τ(v1) = v2 and τ(v2) = v3.
If σ is a Sturmian substitution with a fixed point starting with 0 that has an incidence
matrix Mσ with determinant −1, we can still form the central words vn , except that for
odd n, we need to reflect the central progressions wn in the origin, before we construct
vn from wn . Since the substitution σ 2 has incidence matrix with determinant 1, it is
clear that there exists a substitution τ2 such that v2n = τ2(v2n−2). But as the following
example shows, there does not need to exist a substitution τ such that vn = τ(vn−1).





andσ(0) = 001, σ (1) = 0. Then we get the following
table for vn .
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n vn
1 1 1 0
2 1 1 0 1 0 1 0
3 1 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 0
. . . . . .
It is easy to check that there is no substitution τ such that τ(v2) = v3. However, this
example suggests that if we define the substitution τ by τ(0) = 110, τ (1) = 10, then
we have vn = τ (vn−1), where we denote by u the word u mirrored in the origin. An
interesting question is if this holds for all Sturmian substitutions that have an incidence
matrix with determinant −1.
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