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The variational method and critical point theory are employed to investigate the existence of
solutions for 2nth-order diﬀerence equation Δnpk−nΔnyk−n  −1n1fk, yk  0 for k ∈ 1,N	
with boundary value condition y1−n  y2−n  · · ·  y0  0, yN1  · · ·  yNn  0 by constructing
a functional, which transforms the existence of solutions of the boundary value problem BVP
to the existence of critical points for the functional. Some criteria for the existence of at least one
solution and two solutions are established which is the generalization for BVP of the even-order
diﬀerence equations.
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1. Introduction
Diﬀerence equations have been applied as models in vast areas such as finance insurance,
biological populations, disease control, genetic study, physical field, and computer applica-
tion technology. Because of their importance, many literature deals with its existence and
uniqueness problems. For example, see 1–10	.
We notice that the existing results are usually obtained by various analytical
techniques, for example, the conical shell fixed point theorem 1, 6	, Banach contraction
map method 7	, Leray-Schauder fixed point theorem 2, 10	, and the upper and lower
solution method 3	. It seems that the variational technique combining with the critical
point theory 11	 developed in the recent decades is one of the eﬀective ways to study the
boundary value problems of diﬀerence equations. However because the variational method
requires a “symmetrical” functional, it is hard for the odd-order diﬀerence equations to create
a functional satisfying the “symmetrical” property. Therefore, the even-order diﬀerence
equations have been investigated in most references.
Let a, b,N > 1, n ≥ 1, k be integers, and a < b, a, b	 : {a, a  1, . . . , b} be a discrete
interval in Z. Inspired by 5, 8	, in this paper, we try to investigate the following 2nth-order
boundary value problem BVP of diﬀerence equation via variational method combining
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 0 k ∈ 1,N	, 1.1
y1−n  y2−n  · · ·  y0  0, yN1  · · ·  yNn  0, 1.2
where Δnyk  Δn−1yk1 − Δn−1yk n  1 is the forward diﬀerence operator; pk ∈ R for k ∈
1−n,N	 and f ∈ C1,N	×R,R.A variational functional for BVP 1.1-1.2 is constructed
which transforms the existence of solutions of the boundary value problem BVP to the
existence of critical points of this functional. In order to prove the existence criteria of critical
points of the functional, some lemmas are given in Section 2. Two criteria for the existence of
at least one solution and two solutions for BVP 1.1-1.2 are established in Section 3 which
is the generalization for BVP of the even-order diﬀerence equations. The existence results
obtained in this paper are not found in the references, to the best of our knowledge.




fk, sds, p  max
k∈1−n,N	
∣∣pk




2. Variational Structure and Preliminaries
We need two lemmas from 12	 or 11	.
Lemma 2.1. Let H be a real reflexive Banach space with a norm ‖ · ‖, and let φ be a weakly lower




















Furthermore, if φ has bounded linear Gaˆteaux derivative, then φ′x0  0.
Lemma 2.2 mountain-pass lemma. Let H be a real Banach space, and let φ : H →
R be continuously diﬀerential, satisfying the P-S condition. Assume that x0, x1 ∈ H and Ω
is an open neighborhood of x0, but x1 /∈Ω. If max{φx0, φx1} < infx∈∂Ωφx, then c 
infh∈Γmaxt∈0,1	φht is the critical value of φ, where
Γ  {h | h : 0, 1	 −→ H, h is continuous, h0  x0, h1  x1}. 2.3
This means that there exists x2 ∈ H, s.t. φ′x2  0, φx2  c.
The following lemma will be used in the proof of Lemma 2.4.
Advances in Diﬀerence Equations 3
Lemma 2.3. IfAm×m is a symmetric and positive-defined real matrix, Bm×n is a real matrix, BT is the
transposed matrix of B. Then BTAB is positive defined if and only if rankB  n.
Proof. Since A is positive defined, then
BTAB is positive-defined ⇐⇒ ∀x / 0, xTBTABx > 0
⇐⇒ ∀x / 0, BxTABx > 0 ⇐⇒ ∀x / 0, Bx / 0 ⇐⇒ rankB  n.
2.4
LetH be a Hilbert space defined by
H 
{












, y ∈ H. 2.6






can show that there exist constants q1, q2 > 0, s.t. q1‖y‖  ‖y‖q  q2‖y‖; that is, ‖ · ‖q is an
equivalent norm of ‖ · ‖ see 9, page 68	.





2  4n‖x‖2, x ∈ H, where λ is a postive constant. 2.7
Proof. Since x ∈ H, Δn−jxN1  Δn−jxj−n  0, j  1, 2, . . . , n. By using the inequality a − b2 
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2  4n‖x‖2. 2.9
On the other hand, define bk  Δnxk 
∑n
j0−1jCjnxkn−j , k ∈ 1 − n,N	, where Cjn is
the combination number, then we can rewrite {bk}N1−n in a vector form, that is, b  Bx, where
b  b1−n, b2−n, . . . , bN
















cn cn−1 · · · 1





cn cn−1 · · · 1




















2  bTb  BxTBx  xTBTBx, 2.11
and by Lemma 2.3 with Am×m  INn×Nn, we know that BTB is positive defined. Hence
all eigenvalues of BTB are real and positive. Let λ be the minimal eigenvalue of these N
eigenvalues, then λ > 0. Therefore xTBTBx  λxTx, that is,∑N1−nΔnxk2  λ‖x‖2.
However, how to find the λ in Lemma 2.4 is a skillful and challenging task. The
following lemma from 13	 oﬀers some help for the estimation of λ.







z ∈ C :
∏
Pi∈γ
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In Lemma 2.5, C is the complex number set, and the denotations CA, γ , Pi, R′i can
be found in 13	. Since BTB is positive defined, all eigenvalues are positive real numbers.







z ∈ R :
∏
Pi∈γ








where BTB  bij	. B is a subset of R and can be calculated directly from BTB. Define λ 
max{0,min{B}}. If λ > 0, we can use this λ as λ in Lemma 2.4. If λ  0, then one needs to
calculate the eigenvalues directly.



















































− [F(k, yk  xk


















, θ ∈ 0, 1.
2.16
The continuity of f and the right-hand side of the inequality in Lemma 2.4 lead to 2.15.
Furthermore, for any x ∈ H,we have Δn−jxN1  Δn−jx1−n  0, j  1, 2, . . . , n. By using










































































































Since x ∈ H is arbitrary, we know that the solution of BVP 1.1-1.2 corresponds to the
critical point of φ.
3. Main Results
Now we present our main results of this paper.
Theorem 3.1. If there existM1 > 0, a1 > 0, a2 ∈ R, and σ > 2 s.t.
Fk, u  a1|u|σ  a2, ∀ |u| > M1, 3.1
then BVP 1.1-1.2 has at least one solution.
Proof. In fact, we can choose a suitable a2 < 0 such that
Fk, u  a1|u|σ  a2, ∀u ∈ R. 3.2
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∥σ  a2N  n. 3.3















∥σ − a2N  n. 3.4
Noticing that σ > 2, we have lim‖y‖→∞φy  −∞. From Lemma 2.1, the conclusion of this
lemma follows.







|u|r  r1, 3.5
where r, r1 satisfy either r  1, r1 > 4np or r > 1, r1 > 0, then BVP 1.1-1.2 has at least one
solution.
Proof. Assume that r  1, r1 > 4np. Then for 1  r1 − 4np/2 > 0, there exists M3 > M2,
such that |fk, y|  r1 − 1|y| as |y| > M3. We have from the continuity of fk, u that there
is a K > 0 such that −K ≤ fk, u ≤ K for all k ∈ 1,N	, |u| ≤ M3. When y > 0, one has









fk, sds  −KM3  r1 − 12 y
2 − r1 − 1
2
M23; 3.6









fk, sds  −KM3  r1 − 12 y
2 − r1 − 1
2
M23. 3.7
Let c : −KM3 − r1 − 1/2M23, then we have
∫y















∣∣2 − c  4
np − r1  1
2
∥∥y
∥∥2 − c  −1
2
∥∥y
∥∥2 − c, 3.8
which implies lim‖y‖→∞φy  −∞, and by Lemma 2.1, the conclusion of this lemma follows.
Assume that r > 1, r1 > 0. Then for 2  r1/2 > 0, there exists M4 > M2, such
that |fk, y|  r1/2|y| as |y| > M4. We have from the continuity of fk, u that there is
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a K > 0 such that −K ≤ fk, u ≤ K for all k ∈ 1,N	, |u| ≤ M4. When y > 0, one has




































Let d : −KM4 − r1/2r  1Mr14 , then we have
∫y
0fk, sds  r1/2r  1|y|r1  d for
|y| > M4. Therefore, by Theorem 3.1, the conclusion of this lemma follows.
Theorem 3.3. Assume that pk > 0, k  1 − n, . . . ,N, and
i supk∈1−n,N	limu→ 0fk, u/u  r2 < pλ, λ > 0 is defined in Lemma 2.4;
ii F satisfies 3.1 in Theorem 3.1 or f satisfies the assumptions in Corollary 3.2.
Then BVP 1.1-1.2 has at least two solutions.
Proof. We first show that φ satisfies the P-S condition. Let {ym}∞m1 ⊂ H satisfy that {φym}
is bounded and limm→∞φ′ym  0. If {ym} is unbounded, it possesses a divergent
subseries, say ymk → ∞ as k → ∞. However from ii, we get 3.4 or 3.8, hence
φymk → −∞ as k → ∞, which is contradictory to the the fact that {φym} is bounded.
Next we use the mountain-pass lemma to finish the proof. By i, for 3  pλ− r2/2 >
0, there exists R1 > 0 such that fk, y/y  r2  3 for |y|  R1. Then
∫y
0fk, sds  r2 




































R21 > 0  φθ, y ∈ ∂Ω, 3.12
where θ is the zero element in H, and Ω  {y ∈ H | ‖y‖ < R1}. Since we have from 3.4
or 3.8 that lim‖y‖→∞φy  −∞, there exists y1 ∈ H with ‖y1‖ > R1, that is, y1 /∈Ω, but
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φy1 < φθ  0. Using Lemma 2.2, we have shown that ξ  infh∈Γmaxt∈0,1	φht is the
critical value of φ,with Γ defined as
Γ 
{
h | h : 0, 1	 −→ H,h is continuous, h0  θ, h1  y1
}
. 3.13
We denote y as its corresponding critical point.
On the other hand, by Theorem 3.1 or Corollary 3.2, we know that there exists y∗ ∈ H,
s.t. φy∗  supy∈Hφy. If y
∗ /y, the theorem is proved. If on the contrary, y∗  y, that
is, supy∈Hφy  infh∈Γmaxt∈0,1	φht, that implies for any h ∈ Γ, maxt∈0,1	φht 
supy∈Hφy. Taking h1 /h2 in Γ with maxt∈0,1	φh1t  maxt∈0,1	φh2t  supy∈Hφy,
by the continuity of φht, there exist t1, t2 ∈ 0, 1 s.t. φh1t1  maxt∈0,1	φh1t,
φh2t2  maxt∈0,1	φh2t. Hence h1t1, h2t2 are two diﬀerent critical points of φ, that
is, BVP 1.1-1.2 has at least two diﬀerent solutions.
4. An Example




−9  0, k ∈ 1, 300	,
y−2  y−1  y0  0, y301  y302  y303  0.
4.1
Let fk, u  u3eu
2−9, we have limu→ 0fk, u/u  0, limu→∞fk, u/u  ∞. Hence
fk, u satisfies the conditions in Theorem 3.3, the boundary value problem 4.1 has at least
two solutions.
Acknowledgments
This research is partially supported by the NSF of China and NSF of Guangdong Province.
References
1	 R. P. Agarwal and J. Henderson, “Positive solutions and nonlinear eigenvalue problems for third-
order diﬀerence equations,” Computers &Mathematics with Applications, vol. 36, no. 10–12, pp. 347–355,
1998.
2	 R. P. Agarwal and D. O’Regan, “Singular discrete n, p boundary value problems,” Applied
Mathematics Letters, vol. 12, no. 8, pp. 113–119, 1999.
3	 R. P. Agarwal and F.-H. Wong, “Upper and lower solutions method for higher-order discrete
boundary value problems,”Mathematical Inequalities & Applications, vol. 1, no. 4, pp. 551–557, 1998.
4	 R. P. Agarwal, K. Perera, and D. O’Regan, “Multiple positive solutions of singular and nonsingular
discrete problems via variational methods,” Nonlinear Analysis: Theory, Methods & Applications, vol.
58, no. 1-2, pp. 69–73, 2004.
5	 Z. M. Guo and J. S. Yu, “Existence of periodic and subharmonic solutions for two-order superlinear
diﬀerence equations,” Science in China Series A, vol. 33, pp. 226–235, 2003.
6	 D. Jiang, J. Chu, D. O’Regan, and R. P. Agarwal, “Positive solutions for continuous and discrete
boundary value problems to the one-dimension p-Laplacian,”Mathematical Inequalities & Applications,
vol. 7, no. 4, pp. 523–534, 2004.
7	 L. T. Li and P. X. Weng, “Boundary value problems of second order functional diﬀerence equation,”
Journal of South China Normal University Natural Science Edition, no. 3, pp. 20–24, 2003.
10 Advances in Diﬀerence Equations
8	 H.H. Liang and P. X.Weng, “Existence andmultiple solutions for a second-order diﬀerence boundary
value problem via critical point theory,” Journal of Mathematical Analysis and Applications, vol. 326, no.
1, pp. 511–520, 2007.
9	 H. H. Liang and P. X. Weng, “Existence of solutions for a fourth-order diﬀerence boundary value
problem and a critical point method,” Applied Mathematics A Journal of Chinese Universities, Series A,
vol. 23, no. 1, pp. 67–72, 2008.
10	 P. J. Y. Wong and R. P. Agarwal, “Existence theorems for a system of diﬀerence equations with n, p-
type conditions,” Applied Mathematics and Computation, vol. 123, no. 3, pp. 389–407, 2001.
11	 P. H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Diﬀerential Equations,
vol. 65, American Mathematical Society, Providence, RI, USA, 1986.
12	 A. Ambrosetti and P. H. Rabinowitz, “Dual variational methods in critical point theory and
applications,” Journal of Functional Analysis, vol. 14, pp. 349–381, 1973.
13	 R. A. Horn and C. R. Johnson,Matrix Analysis, Cambridge University Press, Cambridge, UK, 1985.
14	 M. Bohner and A. Peterson, Dynamic Equations on Time Scales: An Introduction with Application,
Birkha¨user, Boston, Mass, USA, 2001.
