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Abstract
Multi-methods are a straightforward extension of traditional
(single) dynamic dispatch, which is the core of most object
oriented languages. With multi-methods, a method call will
select an appropriate implementation based on the values of
multiple arguments, and not just the first/receiver. Language
support for both single and multiple dispatch is typically
designed to be used in conjunction with other object oriented
features, in particular classes and inheritance. But are these
extra features really necessary?
Mµl is a dynamic language designed to be as simple as
possible but still supporting flexible abstraction and poly-
morphism. Mµl provides only two forms of abstraction: (ob-
ject) identities and (multi) methods. In Mµl method calls are
dispatched based on the identity of arguments, as well as
what other methods are defined on them. In order to keep
Mµls design simple, when multiple method definitions are
applicable, the most recently defined one is chosen, not the
most specific (as is conventional with dynamic dispatch).
In this paper we show how by defining methods at run-
time, we obtain much of the power of classes and meta object
protocols, in particular the ability to dynamically modify the
state and behaviour of ‘classes’ of objects.
CCS Concepts • Software and its engineering → Ob-
ject oriented languages;Procedures, functions and sub-
routines; •Theory of computation→Object oriented con-
structs;
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1 Introduction
Most object oriented (and functional1) languages support
only single dynamic dispatch: the code executed by a method
call is determined by a single argument (the receiver). For
example, to evaluate a call like x.add(y), the value of x will
be inspected for a definition of an add method (depending
on the language, this may be found in a slot/field [1], class
[8], and/or parent object of x [16]) . This approach can be in-
flexible for two main reasons: the value of y is ignored when
selecting the implementation of add and only the creator of
x can define an add method.
Multi-methods [2, 4, 6, 10, 11, 13–15, 17] are one approach
to overcoming these limitations: methods can be declared to
dispatch based on the values of multiple arguments. Unlike
conventional single dispatch, multi-methods can usually be
declared outside of the objects/classes of any of their argu-
ments. Consider for example the following Julia code:
add(x :: Number, y :: Number) = x + y
add(x :: Array, y :: Array) =
[add(xy[1], xy[2]) for xy = zip(x, y)]
add(x :: Array, y :: Number) = [add(xe, y) for xe = x]
add(x :: Number, y :: Array) = [add(x, ye) for ye = y]
add([[1, 2], 3], 4) // evaluates to [[5, 6], 7]
Thus a call like add(x ,y)will first get the types of x and y,
say T1 and T2, and then execute the body of the add method
defined with (_ :: T1, _ :: T2) (or (_ :: T ′1 , . . . , _ :: T ′2),
for some super types T ′1 and T ′2 of T1 and T2, respectively).
In the above example, Array and Number are core language
types, yet wewere allowed to define the various addmethods;
this is in contrast to conventional single dispatch languages,
in which users cannot easily write methods that dynamically
dispatch over pre-defined types/classes.
Mµl is a language built around multi-methods as an at-
tempt at being even more flexible by eliminating as many
extra concepts as possible, whilst increasing the flexibility
of multi-methods.
1Since a function or lambda can be thought of as an object with a single
‘apply’ or ‘call’ method.
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1.1 The Mµ l Programming Language
The language ofM µ l2 is designed to be as simple as possible,
it is an expression based left-to-right call-by-value language
with the following grammar (wherex and  are identiers
and  is an ‘identity’):
(Expression) e F t j new j def M j  (e)
e;e0 j x := e;e0
(Term) t F x j 
(Method) M F  (p|c) {e}
(Paramater) p F t j =t
(Constraint) c F  (t)
A (ground) term(t ) is either a standard variable name (x) or
an identity ( ); during reduction, anx may be replaced by
an  . Identitiesare the only kind of value inM µ l, their only
intrinsic meaning is whether they are the same or dierent
(i.e., their ‘identity’). An cannot appear in the source code,
and can only be created by anew expression, which will
evaluate to a fresh identity that is distinct from any pre-
existing ones.; thus identities cannot be forged.
Methods(M) are global and are dynamically installed by an
expression of the formdef  (p|c) {e}, or simplydef  (p) {e}
when thec is empty. Here is the name of the method being
dened, however multiple methods may bedefined with
the same name; thep andc are (comma separated) lists of
parameters and constraints (respectively); and the body of
the method is given bye. Thee, p, andc are interpreted in
the scope where thedef was evaluated, augmented with
appropriate bindings for anypi of form x: i.e. methods are
closures, as with traditional lambda expressions. Adef ex-
pression does not reduce to a value/identity, and so cannot
be used as anargumentto a method call or the RHS of a ‘:=’,
however it can be used as thebodyof another method3.
A method callexpression is of the form (e) and will
rst evaluate its arguments to identities and then reduce to
e0

p B 

, where  (p|c) {e0} is themost recentlyinstalled
applicable method, and for eachpi of form x,

p B 

per-
forms standard capture-avoiding substitution of or x. A
method  (p|c) {e0} is applicableto the call  ( ) whenever
eachp

p B 

acceptsthe corresponding , and eachc

p B 

is satised. When no such applicable method exists, reduc-
tion will get stuck.
A parameter(p) of form t will accept any value, whereas
one of form=t will only accept the currentvalue of t . A
constraint(c) is of form  (t) and is satised whenever it has
a matching applicable method: i.e. whenever the call (t) is
dened.
2
‘M µ l’ is pronounced like ‘mull’; themstands for the ancient Greek word
mŁjodoc(‘methodos’), meaning pursuit of knowledge.
3This restriction is to keep the formalism simple, and we leave it future
work to provide a meaningful value for such an expression.
Finally,M µ l supports standardsequencexpressions of the
form e;e0, and let expressions of the formx := e;e0. We
present a formalised set of reduction-rules in Appendix A.
The following example demonstrates the aforementioned
features in action:
def foo(n) { n };
// create three distinct identies
bar := new; baz := new; qux := new;
foo(bar); foo(baz); foo(qux); // evaluates to bar, baz, and qux
def foo(=bar) { baz };
foo(bar); // Now this evaluates to baz
foo(qux); // Still evaluates to qux, as qux , bar
foo(qux); // Evaluates to qux
def foo(x | foo2(x)) { foo2(x) };
foo(bar); // Still evaluates to baz, as foo2(bar) is undefined
def foo2(=bar) { bar };
foo(bar); // now returns foo2(bar), which returns bar
Later on we will introduce syntax sugar for natural num-
bers, lists, and lambdas. Our examples also use string literals
of the form"text" which evaluate to an identity such that
print( ) will print text.
We have implementedM µ l4, with all the aforementioned
features, in Racket [5] by using the ‘brag’ [18] parser gener-
ator and an encoding of our reduction rules in PLT Redex
[9]. We have used this to test that all the code examples
presented in this paper behave as indicated.
2 Abstraction Support
We now show howM µ l is powerful enough to encode various
language features including mutable elds, ‘value equality’
(as opposed to reference equality), multiple dynamic dispatch,
and multiple inheritance. Similarly to meta-object-protocols,
M µ l allows such features to be used at runtime, allowing state
and behaviour to by dynamically added to whole groups of
object a time, thus providing support for meta-programming.
None of this power requires any extensions toM µ l, the two
core abstractions of identities and methods are sucient;
this is in contrast to most languages were such power is
provided by specic abstractions and syntactic forms.
2.1 (Mutable) State
Suppose we want to represent records: collections of named
(mutable) values, we can do this by representing the elds
as methods (which are closures):
def new-point(x, y) { // a ’ constructor’ for a ’ record’
res := new;
def get-x(=res) { x }; // a ’ getter’
def get-y(=res) { y };
// res is like a {x = x, y = y} record
res };
4The source code is available atgi hub.com/IsaacOscar/Mul.
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point := new-point(1, 2);
get-x(point); // returns 1, like point.x = 2
The above works because in Mµl method definitions, un-
like variables and parameters, have global scope. We can
update fields by re-defining methods (compare this with
languages where fields are also methods [1]):
def get-x(=point) { 2 }; // like point.x = 2
get-x(point); // now returns 2
Or, better yet, we can define a setter:
// can only call this method if get-x(that) is already defined
def set-x(that, x | get-x(that)) {
def get-x(=that) { x } };
set-x(point, 3);
get-x(point); // now returns 3
This works because in Mµl it is not an error to redefine
a method: a method call will resolve to the most recently
defined applicable method (in this case, the one defined
by the most recently installed get-x(=point) method). We
could have instead placed a def set-f1(=res, x) inside the
body of point, however the set-f1(x, y | f1(x)) version
gives us code reuse: if an identity ι has a corresponding
get-x(ι) method, it will automatically get a set-f1(ι,y)
one, even if ι is not the result of a call to new-foo.
Note that we can also provide a global-set-x(x)method
that will change the value of get-x for all identities:
def global-set-x(x) {
def get-x(that) { x } };
global-set-x(4);
get-x(point); // now returns 4
This is similar to changing an instance slot to a shared
slot using the meta object protocol of Common Lisp [2].
2.2 Value Equality
In the previous section we used integer literals, we can obvi-
ously represent these as simply method calls to some ‘suc-
cessor’ method, but how do we ensure that a 1 appearing
somewhere in the source code is the same identity as an-
other 1? Of course we can let the compiler ‘intern’ these, but
there’s a more general way, memoise the successor function:
zero := new; // An identity simply representing the number 0
def succ(n) { // returns an identity representing n + 1
res := new;
def succ(=n) { res }; // memoise the result
def pred(=res) { n };
res };
Thanks to the def succ(=n) {res} line above, any future
calls to succ, with an identical n value will return an identical
result. Thus we can safely desugar a number literal n into
succn(zero).
We can also easily define arithmetic operations such as
plus in terms of zero, succ, and pred:
def plus(x, =zero) { x }; // Since x + 0 = x
def plus(x, y | pred(y)) {
// Since x + (y + 1) = (x + y) + 1
// This requires pred(y) to be defined (so y , 0)
succ(plus(x, pred(y))) };
one := succ(zero);
def plus(x, =one) { // optimised case for x + 1
succ(x) };
Note that the same approach can be used to encode lists with
value equality:
empty := new; // The empty list
def cons(h, t) { // like h : t in Haskell
res := new;
def cons(=h, =t) { res }; // memoise the result
def head(=res) { h }; def tail(=res) { t };
res };
list1 := cons(1, empty); // Or [1]
list2 := cons(1, empty); // Identical to list1
Thus we can desugar lists of the form [e1, . . . , en] into
cons(e1, . . . cons(en , empty) . . .).
2.3 (Multiple) Dynamic Dispatch
One of the simplest tools for dynamic dispatch is the lambda
expression, for example consider a classical map function in
Haskell:
map(f, []) = []; -- case for empty list
map(f, h : t) = f(h) : map(f, t); -- case for non empty list
map(\x -> x + 1, [1, 2]); -- evaluates to [2, 3]
We can encode such dynamic dispatch in Mµl by using an
apply method:
def map(f, =empty) { empty };
def map(f, l | head(l)) {
// Here l , empty, since head(empty) is undefined
cons(apply(f, head(l)), map(f, tail(l))) };
lam := new; // an identity to represent our lambda expression
def apply(=lam, x) { plus(x, 1) }; // the body of the 'lambda'
map(lam, [1, 2]); // pass the 'lambda'
We can use this pattern to desugar lambda expressions of
the form {p => e} to ‘p := new; apply(=l,p) {e}; l ’, for
some fresh identifier l .
Recall our Number/Array example of multiple dispatch
from Section 1, in order to encode this we need to be able to
distinguish between a ‘natural number’ and an ‘array/list’.
We can do this by using methods:
def as-natural(=zero) { zero };
def as-natural(n | pred(n)) { n }; // n = succ(...)
// as-natural(x) is defined iff x is a 'natural number'
def as-list(=empty) { empty };
def as-list(a | head(a), tail(a)) { a }; // a = cons(...)
// as-list(x) is defined iff x is a 'list'
Note how our as-natural/as-listmethods behave like
‘structural type cast’ operations: they return their argument
if and only if they have the ‘structure’ of a ‘number’/‘array’;
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here a ‘no applicable method’ error would correspond to a
failed cast5. Since we can constrain method definitions by
whether such calls would fail, we can use them to encode
multiple dispatch:
def add(x, y | as-natural(x), as-natural(y)) {
plus(x, y) };
def add(x, y | as-list(x), as-list(y)) {
// Assuming zip-map is defined analogously to map
zip-map({xe, ye => add(xe, ye)}, x, y) };
def add(x, y | as-list(x), as-natural(y)) {
map({xe => add(xe, y)}, x) };
def add(x, y | as-natural(x), as-list(y)) {
map({ye => add(x, ye)}, y) };
add([[1, 2], 3], 4); // evaluates to [[5, 6], 7]
Thus we still get the power of multiple dispatch without
needing a seperate notion of ‘type’ or ‘class’: methods them-
selves can play such a role.
Recall that method definitions apply at runtime, and as
such, newmethods can be dynamically installed; for example
if a programmer decides at some point that they wish to
provide new overloads for add they can do so:
def make-add(x, y, res) {
def add(=x, =y) { res } };
add(1, 1); // returns 2
make-add(1, 1, 3);
add(1, 1); // now returns 3
2.4 (Dynamic) Inheritance
One common use case for classes is (multiple) inheritance:
a derived class can automatically get all the methods of its
base classes. This is particularly useful as it can significantly
reduce code duplication. We can achieve a similar effect by
using a technique like that of mixins [3]:
def mammal-mixin(self) { // like a 'mammal' class/mixin
def as-mammal(=self) { self };
def tails(=self) { 1 };
def legs(=self) { 4 };
self };
def biped-mixin(self) {
def as-biped(=self) { self };
def legs(=self) { 2 };
self };
def kangaroo-mixin(self) {
mammal-mixin(self); // inherit tails and legs from 'mammal'
biped-mixin(self); // override with 'biped's legs method
// Note: biped-mixin(mammal-mixin(self)) would also work
def as-kangaroo(=self) { self };
def arms(=self) { 2 }; // extra method
self };
5This approach has the same problems as structural types: if head(turtle)
and tail(turtle) are defined, then so will as-list(turtle), similarly one
can also define an as-list(=frog) method.
k := kangaroo-mixin(new); // make a new 'kangaroo'
tails(k); legs(k); arms(k); // returns 1, 2, 2
We can dynamically perform inheritance by passing an
existing object to such a ‘mixin’:
mb := mammal-mixin(new);
legs(mb); // returns 4
biped-mixin(mb); // Almost like adding a new 'class' to mb
legs(mb); // now returns 2
We can also use our ‘as’ methods to do something akin
to monkey-patching: we can dynamically install or update a
method for all ‘instances’ of a ‘mixin’:
m := mammal-mixin(new);
legs(m); legs(mb); legs(k); // returns 4, 2, and 2
def legs(self | as-biped(self)) { 3 };
legs(m); legs(mb); legs(k); // returns 4, 3, and 3
3 Related Work
Many languages support multi-methods [11], including Com-
mon Lisp [2], Clojure [6], Dylan [14], Cecil [4], Julia [13],
JavaGI [17], JPred [10], and Korz [15].
Such languages allow methods to specify the required
class [2, 4, 6, 14, 17], type [13], parent object [6, 15], and/or
a predicate written in a special purpose sublanguage [10].
UnlikeMµl however, these languages come with complicated
dispatch algorithms in order to determine the ‘most specific’
applicable method to call. Notably, Common Lisp, Clojure,
and Julia also provide support for runtime redefinition of
multi-methods and Common Lisp provides an (eql e) spe-
cifier which is equivalent to Mµl’s =x (since e will be eval-
uated when the method is defined); however we have not
yet found a language that supports something like our µ(x)
constraints.
Though most of these languages are large with many fea-
tures, the language of Korz has a similar complexity to Mµl:
Korz provides ‘coordinates’ (like Mµl’s identities, except that
they can be created with a parent coordinate) and method
definitions. It also supports ‘dimensions’ (similar to implicit
parameters in Scala [12]), the values of these ‘dimensions’ are
implicitly passed throughout all method calls, their values
can be overridden for individual method calls, and methods
can dispatch with respect to them.
4 Future Work & Conclusion
Though the language we presented is both simple and flex-
ible enough to encode many patterns in object oriented
languages, there are however several notable limitations
in Mµl’s design. Firstly, the syntax can become verbose, es-
pecially with the common patterns of def µ(x|m(x)) and
res := new; µ(=res, ...) ...; res; we are considering various
syntax sugars that could alleviate this.
Secondly, Mµl’s expressivity could be improved, such as
by adding higher-order constraints of the formm(µ(x)) and
4
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providing support for reflective operations, like dynamic-
ally querying defined methods. Another major limitation
is in our dispatch algorithm: a new method definition will
make any pre-existing (less applicable) methods un-callable.
This means that one has to be careful as to what order they
define methods; in addition, one cannot perform something
like a ‘resend’ or ‘next-method’ call, nor can we temporar-
ily activate methods, as supported by ‘layer activation’ in
context-oriented programming [7], thus we are unable to
simulate ‘super’ calls.
Finally, and most importantly, Mµl is too flexible: we can
arbitrarily call define and redefine methods. Not only could
this cause programmers to accidental re-define methods be-
ing used by others, it prevents Mµl from fully supporting
encapsulation. Though Mµl can prevent arbitrary code from
calling ‘private’ methods, it can’t prevent them from being
redefined:
def person() {
res := new; inner := new;
def message(=inner) { // a 'private' method
"Hello World" };
def speak(=res) { // a 'public' method
print(message(inner)) };
res };
p := person();
speak(p); // Ok, prints "Hello World"
message(p); // Error
def message(x) { "Goodbye World" };
speak(p); // Now prints "Goodbye World"
Putting method names in protected ‘packages’ or allowing
handles to specific methods (as in Common Lisp) could help,
as could ‘final’ methods.
Since the easy redefinition of methods makes it very hard
to statically determine what a method call will reduce to, it
is likely to be seriously difficult to implement Mµl efficiently.
We would also like to extend Mµl with something akin to a
type-system, so that we can statically ensure the absence of
‘no applicable method’ errors.
A Reduction Rules
In Section 1.1 we informally described the semantics of Mµl,
here we provide a formal definition. For reference, here is
the grammar of Mµl together with a standard left-to-right
evaluation context E.
(Expression) e F t | new | defM | µ(e)
e; e ′ | x := e; e ′
(Term) t F x | ι
(Method) M F µ(p|c) {e}
(Paramater) p F t | =t
(Constraint) c F µ(t)
(Context) E F □ | µ(ι, E, e) | E; e | x := E; e
M |e −→ M ′ |e ′
M |e −→ M |e ′
M |E[e] −→ M |E[e ′] M |ι; e −→ M |e
M |x := ι; e −→ M |e [x B ι]
ι is fresh
M |new −→ M |ι M |defM ′; e −→ M ′,M |e
M ⊢ Mi ∼ µ(ι) = e
∀j < i • ∄e ′ •M ⊢ Mj ∼ µ(ι)→ e ′
M |µ(ι) −→ M |e
M ⊢ M ′ ∼ µ(ι)→ e
p[p B ι] ∼ ι M ⊢ c[p B ι]
M ⊢ µ(p|c) {e} ∼ µ(ι)→ e[p B ι]
p ∼ ι
ι ∼ ι
=ι ∼ ι
M ⊢ c
∃e •M ⊢ Mi ∼ µ(ι)→ e
M ⊢ µ(ι)
Figure 1. Reduction Rules
We will use the notation e [p B ι] to perform a substitu-
tion, where e [=t B ι] = e and e [x B ι] performs the usual
capture-avoiding substitution; similarly for p ′ [p B ι] and
c [p B ι].
Our reduction rules are presented in figure 1; our arrow is
of the formM |e −→ M ′ |e ′, where the state of the system,M ,
is the list of installed methods (ordered by most-recent first)
and e is the main expression. We useM ⊢ M ′ ∼ µ(ι)→ e to
mean that under stateM , the methodM ′ is applicable to the
call µ(ι) and (after substituting in the arguments ι) has body
e; we use p ∼ ι to mean that the parameter p accepts the
value ι; andM ⊢ c to mean that under stateM , the constraint
c is satisfied.
Note that our reduction rules make no attempt at checking
for errors, in particular reduction will get stuck if a def or
an unbound x is used when an ι is expected (such as the RHS
of a ‘:=’, an argument to a method-call, or the RHS of an ‘=’
parameter).
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