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Abstract. This paper presents a new narrow-stencil finite difference method for approximating
the viscosity solution of second order fully nonlinear elliptic partial differential equations including
Hamilton-Jacobi-Bellman equations. The proposed finite difference method naturally extends the
Lax-Friedrichs method for first order problems to second order problems by introducing a key stabi-
lization and guiding term called a “numerical moment”. The numerical moment uses the difference
of two (central) Hessian approximations to resolve the potential low-regularity of viscosity solutions.
It is proved that the proposed scheme is well posed (i.e, it has a unique solution) and stable in both
the `2-norm and the `∞-norm. The highlight of the paper is to prove the convergence of the proposed
scheme to the viscosity solution of the underlying fully nonlinear second order problem using a novel
discrete comparison argument. This paper extends the one-dimensional analogous method of [14]
to the higher-dimensional setting. Numerical tests are presented to gauge the performance of the
proposed finite difference methods and to validate the convergence result of the paper.
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finite difference methods, generalized monotonicity, numerical operators, numerical moment.
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1. Introduction. This paper develops and analyzes a narrow-stencil finite dif-
ference approximation of the viscosity solution to the following fully nonlinear second
order Dirichlet boundary value problem:
F [u](x) ≡ F (D2u,∇u, u,x) = 0, ∀x ∈ Ω,(1.1a)
u(x) = g(x), ∀x ∈ ∂Ω,(1.1b)
where Ω ⊂ Rd (d ≥ 2) is a bounded domain and D2u(x) denotes the Hessian matrix of
u at x. The PDE operator F is a fully nonlinear second order differential operator in
the sense that F is nonlinear in D2u (or in at least one of its components). We assume
g is continuous and F is Lipschitz in its first three arguments. Moreover, F is assumed
to be elliptic and satisfy a comparison principle (defined in Section 2.3). The paper
focusses on a particular class of fully nonlinear PDEs called Hamilton-Jacobi-Bellman
(HJB) equations which correspond to F [u] = H[u], where
H[u] ≡ min
θ∈Θ
(
Lθu− fθ
)
,(1.2a)
Lθu = A
θ(x) : D2u+ bθ(x) · ∇u+ cθ(x)u.(1.2b)
HJB equations arise in various applications including stochastic optimal control, game
theory, and mathematical finance (cf. [15]).
Numerical fully nonlinear PDEs has experienced some rapid developments in re-
cent years. Various numerical methods have been proposed and tested (cf. [12, 23]
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and the references therein). In order to guarantee convergence to the viscosity solu-
tion of problem (1.1), most of these works follow the framework laid out by Barles-
Souganidis in [1] which requires that a numerical scheme be monotone, consistent, and
stable. It follows from a well-known result of [22] that, in general, monotone schemes
are necessarily wide-stencil schemes as seen in [9, 10, 26, 29]. Consequently, to design
convergent narrow-stencil schemes, one has to abandon the standard monotonicity re-
quirement (in the sense of Barles-Souganidis [1]) and, instead, deal with non-monotone
schemes. This in turn prohibits one to directly use the powerful and handy Barles-
Souganidis (analysis) framework. On the other hand, it should be pointed out that
monotone narrow-stencil schemes could be constructed for problem (1.1) in special
cases. For example, when the matrix Aθ is diagonally dominant for all θ, the methods
proposed in [20, 2] become narrow-stencil schemes even though they require wide-
stencils for general negative semi-definite matrices Aθ. For isotropic coefficient ma-
trices Aθ (i.e., Aθ diagonal), a monotone linear finite element method was proposed
in [18]. Finally, we also mention that when Aθ satisfies a Cordes condition, a least
square-like interior penalty discontinuous Galerkin (IP-DG) method was proposed in
[30]. This method is obviously a narrow-stencil scheme, and it was proved to be
convergent even though it is not monotone.
The primary goal of this paper is to develop a convergent narrow-stencil finite
difference method for problem (1.1) in the general case when F is uniformly elliptic.
Thus, we only require Aθ to be uniformly negative definite as long as the underlying
PDE satisfies the comparison principle. The method to be introduced in this paper can
be regarded as a high dimensional extension of the one-dimensional finite difference
method developed and analyzed by the authors in [14]. We note that this extension
is far from trivial in terms of both method design and convergence analysis because
of the additional difficulties caused by the second order mixed derivatives on the off-
diagonal entries of the Hessian matrix D2u for d ≥ 2. Indeed, constructing “correct”
finite difference discretizations for those mixed derivatives and controlling their “bad”
effect in the convergence analysis poses some significant new challenges. Recall that
the main reason to use wide-stencils in the works cited above is exactly to “correctly”
approximate the second order mixed derivatives. Hence, the new challenges which
must be dealt with in this paper can be regarded as the price we need to pay for not
using wide-stencils.
To achieve our goal, several key ideas are introduced and utilized in this paper.
First, we introduce multiple discrete approximations of ∇u and D2u to locally capture
the behavior of the underlying function u when it has low regularity. The reason for
using such multiple approximations is to compensate for the low resolution of a fixed
grid, especially when using a narrow-stencil finite difference approximation. Second,
as explained above, using narrow-stencils forces us to abandon the hope of construct-
ing monotone finite difference schemes (again, in the sense of Barles-Souganidis [1]).
However, in order to obtain a convergent scheme, the anticipated finite difference
method must have some “good” structures. Our key motivating idea is to impose
such a structure, called generalized monotonicity, on our finite difference scheme. We
shall demonstrate that besides allowing for the use of narrow-stencils, generalized
monotonicity is a more natural concept/structure than the usual monotonicity con-
cept/structure, and it is much easier to verify. Third, to obtain practical generalized
monotone finite difference methods, two important questions to answer are: how to
build such a scheme and what is the primary mechanism that makes the method
work? Inspired by the vanishing moment method developed in [11, 13], we propose a
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higher order stabilization term/mechanism, called a numerical moment, as a means
to address these questions. We will see that the stabilization term/mechanism is the
key for us to overcome the lack of monotonicity in the admissibility, stability, and
convergence analysis.
The remainder of this paper is organized as follows. In Section 2 we introduce the
basics of viscosity solution theory and elliptic operators as well as the corresponding
notation. We also define our primary finite difference operators that will be used
throughout the paper and list some identities for those difference operators. In Sec-
tion 3 we first formulate our finite difference method and then prove several properties
of the scheme. Section 4 is devoted to studying the well-posedness of the scheme. A
contraction mapping technique based on a pseudo-time explicit Euler scheme is em-
ployed to prove the existence and uniqueness for the proposed finite difference scheme
and to derive an `2-norm stability estimate. In Section 5, an `2-norm stability es-
timate for the second-order central difference quotients of the numerical solution is
first derived using a Sobolev iteration technique. Then an `∞-norm stability estimate
is derived based on combining both `2 estimates. The results in Sections 4 and 5
rely upon some auxiliary linear algebra results that can be found in Appendix A. In
Section 6 we present a detailed convergence analysis for the proposed finite difference
method. In Section 7 we provide some numerical experiments that validate and com-
plement the theory. The paper is concluded in Section 8 with a brief summary and
some final remarks.
2. Preliminaries. We begin by recalling the viscosity solution concept for prob-
lem (1.1) as documented in [6, 8, 5] and defining basic difference operators that will
be used to construct our finite difference method. We define the relevant function
space notation in Section 2.1, state the definition of viscosity solutions in Section 2.2,
and recall the definition of ellipticity and the comparison principle in Section 2.3.
The comparison principle ensures uniqueness of solutions to (1.1). The specific as-
sumptions for HJB equations will be given in Section 2.4. Lastly, in Section 2.5, we
define our basic difference operators which will serve as the building blocks for con-
structing various discrete gradient and Hessian operators. The discrete gradient and
Hessian operators will be used to define our narrow-stencil finite difference method in
Section 3.
2.1. Function spaces and notation. Standard function and space notation as
in [4] and [16] will be adopted in this paper. For example, for a bounded open domain
Ω ⊂ Rd, B(Ω), USC(Ω), and LSC(Ω) are used to denote, respectively, the spaces of
bounded, upper semicontinuous, and lower semicontinuous functions on Ω. For any
v ∈ B(Ω), we define
v∗(x) ≡ lim sup
y→x
v(y) and v∗(x) ≡ lim inf
y→x v(y).
Then, v∗ ∈ USC(Ω) and v∗ ∈ LSC(Ω), and they are called the upper and lower
semicontinuous envelopes of v, respectively. We also let Sd×d ⊂ Rd×d denote the set
of symmetric real-valued matrices.
In presenting the relevant viscosity solution concept for fully nonlinear second
order PDEs, we shall use G to denote a general fully nonlinear second order operator.
More precisely, G : Sd×d×Rd×R×Ω→ R. The general second order fully nonlinear
PDE problem is to seek a locally bounded function u : Ω→ R such that u is a viscosity
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solution of
G(D2u,∇u, u,x) = 0 in Ω,(2.1)
where we have adopted the convention of writing the boundary condition as a discon-
tinuity of the PDE (cf. [1, p.274]). We shall treat the Dirichlet boundary condition
explicitly in the formulation of our finite difference method for (2.1).
2.2. Viscosity solutions. Due to the full nonlinearity of the differential op-
erator in (2.1), the standard weak solution concept based upon lowering the order
of derivatives on the solution function using integration by parts is not applicable.
Thus, a different solution concept is necessary for fully nonlinear PDEs. Among sev-
eral available weak solution concepts for fully nonlinear PDEs, the best known one is
the viscosity solution notion whose definition is stated below.
Definition 2.1. Let G denote the second order operator in (2.1).
(i) A locally bounded function u : Ω→ R is called a viscosity subsolution of (2.1)
if ∀ϕ ∈ C2(Ω), when u∗ − ϕ has a local maximum at x0 ∈ Ω,
G∗(D2ϕ(x0),∇ϕ(x0), u∗(x0),x0) ≤ 0.
(ii) A locally bounded function u : Ω → R is called a viscosity supersolution of
(2.1) if ∀ϕ ∈ C2(Ω), when u∗ − ϕ has a local minimum at x0 ∈ Ω,
G∗(D2ϕ(x0),∇ϕ(x0), u∗(x0),x0) ≥ 0.
(iii) A locally bounded function u : Ω → R is called a viscosity solution of (2.1)
if u is both a viscosity subsolution and a viscosity supersolution of (2.1).
Remark 2.1. (a) Applying the above definition to the Dirichlet boundary value
problem (1.1), we require the viscosity solution u satisfies the Dirichlet boundary con-
dition (1.1b) in the viscosity sense. Using the notation of [5, Section 7], this can be
described as follows. First, define the boundary operator B ∈ C (Sd×d,Rd,R, ∂Ω) by
(2.2) B(A,q, v,x) ≡ v(x)− g(x)
based on the Dirichlet boundary condition (1.1b), and then define the differential
operator G : Sd×d × Rd × R× Ω→ R by
G(D2u,∇u, u,x) ≡
{
F [u](x), if x ∈ Ω,
B[u](x), if x ∈ ∂Ω.
Then we have
G∗ (A,q, v,x) =
{
F (A,q, v,x) , if x ∈ Ω,
min
{
F (A,q, v,x) , B (A,q, v,x)
}
, if x ∈ ∂Ω
and
G∗ (A,q, v,x) =
{
F (A,q, v,x) , if x ∈ Ω,
max
{
F (A,q, v,x) , B (A,q, v,x)
}
, if x ∈ ∂Ω.
Using the boundary operator B, we have explicitly written the boundary condition as
a discontinuity of the PDE operator G.
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(b) If g is continuous, then another way to enforce the Dirichlet boundary con-
dition is in the pointwise sense. As explained in [5], the enforcing of the Dirichlet
boundary condition in the viscosity sense and in the pointwise sense may not be equiv-
alent in general.
The above definitions can be informally interpreted as follows. Without a loss of
generality, we may assume u∗(x0) = ϕ(x0) whenever u∗ − ϕ has a local maximum
at x0 or u∗(x0) = ϕ(x0) whenever u∗ − ϕ has a local minimum at x0. Then, u is
a viscosity solution of (2.1) if for all smooth functions ϕ such that ϕ “touches” the
graph of u∗ from above at x0, we have G∗(D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0) ≤ 0, and for all
smooth functions ϕ such that ϕ “touches” the graph of u∗ from below at x0, we have
G∗(D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0) ≥ 0. A geometric interpretation of the definition of
viscosity solutions can be found in Figure 2.1. Since the definition is based on locally
moving derivatives from the viscosity solution to a smooth test function, the concept
of viscosity solutions relies upon a “differentiation-by-parts” approach. This is in
contrast to weak solution theory where derivatives are moved to a test function using
an “integration-by-parts” approach, which, in general, is not a local operation.
Fig. 2.1. A geometric interpretation of viscosity solutions for second order problems. The
figure on the left corresponds to a viscosity subsolution being “touched” from above and the figure
on the right corresponds to a viscosity supersolution being “touched” from below.
2.3. Ellipticity and the comparison principle. An advantage of the viscosity
solution concept for fully nonlinear problems is that, due to its entirely local structure,
it is flexible enough to seek solutions in the space of bounded functions. To ensure
the existence and uniqueness of viscosity solutions, additional structure conditions on
the differential operator G are often necessary. The most common such conditions
are an ellipticity requirement and a comparison principle. The following definitions
of ellipticity and the comparison principle are standard (cf. [5]).
Definition 2.2. (i) Equation (2.1) is said to be uniformly elliptic if, for all
(p, v,x) ∈ Rd × R× Ω, there holds
λtr (A−B) ≤ G(B,p, v,x)−G(A,p, w,x) ≤ Λtr (A−B)
whenever A ≥ B, where A,B ∈ Sd×d and A ≥ B means that A−B is a nonnegative
definite matrix.
(ii) Equation (2.1) is said to be proper elliptic if, for all (p,x) ∈ Rd × Ω, there
holds
G(A,p, v,x) ≤ G(B,p, w,x)
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whenever v ≤ w and A ≥ B, where v, w ∈ R and A,B ∈ Sd×d.
(iii) Equation (2.1) is said to be degenerate elliptic if, for all (p, v,x) ∈ Rd×R×Ω,
there holds
G(A,p, v,x) ≤ G(B,p, v,x)
whenever A ≥ B, where A,B ∈ Sd×d.
Definition 2.3. Problem (2.1) is said to satisfy a comparison principle if the
following statement holds. For any upper semicontinuous function u and lower semi-
continuous function v on Ω, if u is a viscosity subsolution and v is a viscosity super-
solution of (2.1), then u ≤ v on Ω.
The comparison principle is sometimes called a strong uniqueness property due
to the fact it immediately yields the uniqueness of viscosity solutions for problem
(2.1) (cf. [1]). When G is differentiable, the degenerate ellipticity condition can
also be defined by requiring that the matrix ∂G∂D2u is negative semi-definite while the
proper ellipticity condition additionally requires the number ∂G∂u is nonnegative (cf.
[16, p. 441]). We then clearly see that the ellipticity concept for nonlinear problems
generalizes the notion for linear elliptic equations.
Remark 2.2. Since we have assumed that G satisfies the comparison principle,
it follows that that problem (2.1) has a unique viscosity solution u ∈ C(Ω).
2.4. Hamilton-Jacobi-Bellman equations. As mentioned in Section 1, a spe-
cific class of fully nonlinear PDEs that fits the structure requirements in this paper
are (stationary) Hamilton-Jacobi-Bellman (HJB) equations described by (1.2).
We shall assume that Aθ is uniformly (in θ) negative definite in the sense that
there exists constants 0 < λ ≤ Λ such that
(2.3) − Λ|ξ|2 ≤ Aθ(x) ξ · ξ ≤ −λ|ξ|2 ∀ξ ∈ Rd,x ∈ Ω, θ ∈ Θ.
We also assume there exists a constant K > 0 such that
‖Aθ‖L∞(Ω), ‖bθ‖L∞(Ω), ‖cθ‖L∞(Ω) ≤ K
and cθ(x) ≥ k0 > 0 for some constant k0 for all x ∈ Ω and θ ∈ Θ. Thus, the
equation is proper elliptic and satisfies the comparison principle. We note that for
stochastic optimal control applications, we have cθ ≡ 0 (cf. [15]). This case will also
be considered. However, such problems may not satisfy a comparison principle as
discussed in [24] and [28].
Under the above assumptions on the coefficients and the control set, problem
(1.1)–(1.2) has a unique solution and H is globally Lipschitz continuous. Thus, H is
differentiable almost everywhere and the weak derivatives are bounded by the constant
K. Since Θ is closed and bounded, there actually exists a function θ∗(x) ∈ Θ such
that
H[u] = min
θ∈Θ
(
Lθu− fθ
)
= Aθ
∗
: D2u+ bθ
∗ · ∇u+ cθ∗ u = 0 in Ω.
Thus, ∂H∂D2u = A
θ∗ , ∂H∂∇u = b
θ∗ , and ∂H∂u = c
θ∗ , and we have H is differentiable
everywhere with bounded first order derivatives.
The analysis assumes a global Lipschitz condition for ease of presentation; how-
ever, locally Lipschitz should be sufficient. The global Lipschitz assumption excludes
Monge-Ampe`re-type equations which are only conditionally degenerate elliptic [4] and
locally Lipschitz. In light of the recent work [10], we know that the Monge-Ampe`re
equation has an equivalent HJB reformulation. Much of the work of this paper can
be extended to the Monge-Ampe`re equation via its HJB reformulation.
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2.5. Difference operators. We introduce several difference operators for ap-
proximating first and second order partial derivatives. The multiple difference opera-
tors will be used to help resolve the low regularity of viscosity solutions and will play
a key role in motivating and defining our new narrow-stencil FD methods.
Assume Ω is a d-rectangle, i.e., Ω = (a1, b1) × (a2, b2) × · · · × (ad, bd). We shall
only consider grids that are uniform in each coordinate xi, i = 1, 2, . . . , d. Let Ji(≥ 2)
be an integer and hi =
bi−ai
Ji−1 for i = 1, 2, . . . , d. Define h = (h1, h2, . . . , hd) ∈ Rd,
h = maxi=1,2,...,d hi, J =
∏d
i=1 Ji, and NJ = {α = (α1, α2, . . . , αd) | 1 ≤ αi ≤ Ji, i =
1, 2, . . . , d}. Then, |NJ | = J . We partition Ω into
∏d
i=1 (Ji − 1) sub-d-rectangles with
grid points xα =
(
a1 +(α1−1)h1, a2 +(α2−1)h2, . . . , ad+(αd−1)hd
)
for each multi-
index α ∈ NJ . We call Th = {xα}α∈NJ a mesh (set of nodes) for Ω. We also introduce
an extended mesh T ′h which extends Th by a collection of ghost grid points that are
at most one layer exterior to Ω in each coordinate direction. In particular, we choose
ghost grid points x such that x = y ± 2hiei for some y ∈ Th ∩ Ω, i ∈ {1, 2, . . . , d}.
We set J ′i = Ji + 2 and N′J is defined by replacing Ji by J ′i in the definition of NJ
and then removing the extra multi-indices that would correspond to ghost grid points
that are not in the set T ′h to ensure |N′J | = |T ′h|.
2.5.1. First order difference operators. We define the standard forward and
backward difference operators as well as the central difference operator for approx-
imating first order derivatives including the gradient operator. The forward and
backward difference operators will serve as the building blocks for constructing all of
the first and second order difference operators in this paper.
Let {ei}di=1 denote the canonical basis vectors for Rd. Define the (first order)
forward and backward difference operators by
(2.4) δ+xi,hiv(x) ≡
v(x + hiei)− v(x)
hi
, δ−xi,hiv(x) ≡
v(x)− v(x− hiei)
hi
for a function v defined on Rd and
δ+xi,hiVα ≡
Vα+ei − Vα
hi
, δ−xi,hiVα ≡
Vα − Vα−ei
hi
for a grid function V defined on the grid Th. Note that “ghost-values” may need to
be introduced in order for the above difference operators to be well-defined on the
boundary of Ω. We also define the following central difference operator:
(2.5) δxi,hi ≡
1
2
(
δ+xi,hi + δ
−
xi,hi
)
for i = 1, 2, · · · , d.
Lastly, we define the “sided” and central gradient operators ∇+h , ∇−h , and ∇h by
∇±h ≡
[
δ±x1,h1 , δ
±
x2,h2
, · · · , δ±xd,hd
]T
, ∇h ≡
[
δx1,h1 , δx2,h2 , · · · , δxd,hd
]T
.(2.6)
2.5.2. Second order difference operators. We now introduce a number of
difference operators that approximate second order derivatives including the Hessian
operator. Using the forward and backward difference operators introduced in the
previous subsection, we have the following four possible approximations of the second
order differential operator ∂2xixj :
Dµνh,ij ≡ δνxj ,hjδµxi,hi for µ, ν ∈ {+,−},
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which in turn leads to the definition of the following four approximations of the Hessian
operator D2 ≡ [∂2xixj ]:
(2.7) Dµνh ≡
[
Dµνh,ij
]d
i,j=1
for µ, ν ∈ {+,−}.
To construct our numerical methods in the next section, we also need to introduce
the following three sets of averaged second order difference operators:
δ̂2xi,xj ;hi,hj ≡
1
2
(
D+−h,ij +D
−+
h,ij
)
=
1
2
(
δ−xj ,hjδ
+
xi,hi
+ δ+xj ,hjδ
−
xi,hi
)
,(2.8a)
δ˜2xi,xj ;hi,hj ≡
1
2
(
D−−h,ij +D
++
h,ij
)
=
1
2
(
δ+xj ,hjδ
+
xi,hi
+ δ−xj ,hjδ
−
xi,hi
)
,(2.8b)
δ
2
xi,xj ;hi,hj ≡
1
2
(
δ̂2xi,xj ;hi,hj + δ˜
2
xi,xj ;hi,hj
)
=
1
4
(
D++h,ij +D
+−
h,ij +D
−+
h,ij +D
−−
h,ij
)
(2.8c)
=
1
4
(
δ+xj ,hjδ
+
xi,hi
+ δ−xj ,hjδ
+
xi,hi
+ δ+xj ,hjδ
−
xi,hi
+ δ−xj ,hjδ
−
xi,hi
)
for all i, j = 1, 2, . . . , d. For notation brievity, we also set
δ2xi,hi ≡ δ̂2xi,hi ≡ δ̂2xi,xi;hi,hi , δ˜2xi,hi ≡ δ˜2xi,xi;hi,hi , δ
2
xi,hi ≡ δ
2
xi,xi;hi,hi .
Using the above difference operators, we define the following three “centered” approx-
imations of the Hessian operator D2 ≡ [∂2xixj ]:
(2.9) D̂2h =
[
δ̂2xi,xj ;hi,hj
]d
i,j=1
, D˜2h =
[
δ˜2xi,xj ;hi,hj
]d
i,j=1
, D
2
h =
[
δ
2
xi,xj ;hi,hj
]d
i,j=1
.
We will also consider the (standard) central approximation of the Hessian operator
D2h defined by
(2.10)
[
D2h
]
ij
≡
{
δ2xi,hi if i = j,
δ
2
xi,xj ;hi,hj , if i 6= j.
We now record some facts that can be easily verified for the various second order
operators. First,
2D̂2h = D
+−
h +D
−+
h , 2D˜
2
h = D
−−
h +D
++
h , 2D
2
h = D̂
2
h + D˜
2
h.
Second, a simple computation reveals
δ̂2xi,xj ;hi,hjv(x) = −
v(x+ hiei − hjej)− v(x+ hiei)−
[
v(x− hjej)− v(x)
]
2hihj
(2.11a)
− v(x− hiei + hjej)− v(x− hiei)−
[
v(x+ hjej)− v(x)
]
2hihj
,
δ˜2xi,xj ;hi,hjv(x) =
v(x+ hiei + hjej)− v(x+ hiei)−
[
v(x+ hjej)− v(x)
]
2hihj
(2.11b)
+
v(x− hiei − hjej)− v(x− hiei)−
[
v(x− hjej)− v(x)
]
2hihj
,
δ
2
xi,xj ;hi,hjv(x) =
v(x+ hiei + hjej) + v(x− hiei − hjej)
4hihj
(2.11c)
− v(x− hiei + hjej) + v(x+ hiei − hjej)
4hihj
.
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D̂2hv D˜
2
hv D
2
hv D
2
hv
Fig. 2.2. Local stencils for the discrete central Hessian operators D̂2hv, D˜
2
hv, D
2
hv, and D
2
hv
in two dimensions. Circled nodes correspond to a discrete approximation of vxx. Boxed nodes
correspond to a discrete approximation of vxy. Nodes with a diamond correspond to a discrete
approximation of vyy.
Lastly, there holds the relationships
δ2xi,hi = δ
±
xi,hi
δ∓xi,hi ,(2.12a)
δ2xi,2hi = δ
2
xi,hi = δxi,hiδxi,hi .(2.12b)
We have δ2xi,hi ≡ δ̂2xi,hi is the standard (second order) three-point central differ-
ence operator for approximating second order derivatives in one-dimension, δ
2
xi,hi =
δ2xi,2hi is a lower-resolution (second-order) three-point central difference operator for
approximating second order derivatives in one-dimension, δ˜2xi,hi is a (second order)
five-point central difference operator for approximating second order derivatives in
one-dimension, δ
2
xi,xj ;hi,hj is the standard (second order) central difference operator
for approximating second order mixed derivatives, and δ̂2xi,xj ;hi,hj and δ˜
2
xi,xj ;hi,hj
are
two alternative (second order) central difference operators for approximating second
order mixed derivatives. Observe that in two dimensions, D̂2h corresponds to a 7-point
stencil, D
2
h and D
2
h correspond to 9-point stencils, and D˜
2
h corresponds to an 11-point
stencil, as seen in Figure 2.2. The operators D̂2h and D
2
h use nearest neighbors in the
stencil (including diagonal directions) while D
2
h and D˜
2
h use neighbors two steps away
in each Cartesian direction.
We lastly introduce the (diagonal) variables ξji = ξ
i
j and η
j
i = η
i
j so that we can
define the central difference operators δ2
ξji ,h
and δ2
ηji ,h
by
δ2
ξji ,h
v(x) ≡ v(x− hiei + hjej)− 2v(x) + v(x + hiei − hjej)
h2i + h
2
j
,(2.13a)
δ2
ηji ,h
v(x) ≡ v(x + hiei + hjej)− 2v(x) + v(x− hiei − hjej)
h2i + h
2
j
(2.13b)
for all i, j = 1, 2, . . . , d with i 6= j. Then, a direct computation yields[
D
2
hv
]
ij
=
[
D2hv
]
ij
=
h2i + h
2
j
4hihj
(
δ2
ηji ,h
v − δ2
ξji ,h
v
)
,(2.14a)
[
D̂2hv
]
ij
=
hi
2hj
δ2xi,hiv +
hj
2hi
δ2xj ,hjv −
h2i + h
2
j
2hihj
δ2
ξji ,h
v,(2.14b)
[
D˜2hv
]
ij
= − hi
2hj
δ2xi,hiv −
hj
2hi
δ2xj ,hjv +
h2i + h
2
j
2hihj
δ2
ηji ,h
v,(2.14c)
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[
D˜2h
]
ij
[
D̂2h
]
ij
[
D
2
h
]
ij
=
[
D2h
]
ij
Fig. 2.3. Illustration of the relationship between the Cartesian directions and diagonal di-
rections when defining various mixed second order partial derivative approximations. Blue corre-
sponds to added three-point (non-mixed) second derivative approximations and red corresponds to
subtracted three-point (non-mixed) second derivative approximations.
relationships that are illustrated in Figure 2.3. Lastly, there holds
[
D˜2hVα
]
ii
− [D̂2hVα]ii = δ˜2xi,hiVα − δ2xi,hiVα(2.15)
= 2
(
δ2xi,2hiVα − δ2xi,hiVα
)
=
1
2
(
δ2xi,hiVα−ei − 2δ2xi,hiVα + δ2xi,hiVα+ei
)
for all i = 1, 2, . . . , d.
3. A narrow-stencil finite difference method. We now propose a new finite
difference method for approximating viscosity solutions of the fully nonlinear second
order problem (1.1). In the construction of such a narrow-stencil scheme, our main
idea is to design a numerical operator that utilizes the various numerical Hessians
defined in the previous section so that a relaxed (or generalized) monotonicity condi-
tion is satisfied. The crux of the formulation is to introduce the concept of numerical
moments which can be considered analogous to the concept of numerical viscosities
used in the Crandall and Lions’ finite difference framework for (first order) Hamilton-
Jacobi equations. Below, we first define our narrow-stencil finite difference method,
and we then describe the idea and details of numerical moments. We also prove a
generalized monotonicity result for our proposed numerical operator.
3.1. Formulation of the narrow-stencil finite difference method. In Sec-
tion 2.5.2 we defined four basic sided discrete Hessian operators Dµνh for µ, ν ∈ {+,−}.
These four operators are the building blocks for constructing our numerical operator
F̂ that approximates the differential operator F . However, inspired by our earlier 1-D
work [14], we construct the numerical operator F̂ so that it only depends explicitly
upon the central difference operators D̂2h and D˜
2
h with regard to the Hessian argument
in F . Recall that T ′h denotes the extended mesh of Ω that includes ghost mesh points
and N′J is the corresponding extended index set of NJ (see Section 2.5).
Our specific narrow-stencil finite difference method is defined by seeking a grid
function Uα : N′J → R such that for all α ∈ NJ
F̂ [Uα,xα] = 0 for xα ∈ Th ∩ Ω,(3.1a)
Uα = g(xα) for xα ∈ Th ∩ ∂Ω,(3.1b)
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where
F̂ [Uα,xα] ≡ F˜
(
D−−h Uα, D
−+
h Uα, D
+−
h Uα, D
++
h Uα,∇+hUα,∇−hUα, Uα,xα
)
(3.2)
≡ F̂ (D̂2hUα, D˜2hUα,∇+hUα,∇−hUα, Uα,xα)
≡ F
(
D
2
hUα,∇hUα, Uα,xα
)
+A(Uα,xα) :
(
D˜2hUα − D̂2hUα
)
− ~β(Uα,xα) ·
(∇+hUα −∇−hUα),
for A : RJ × Th → Rd×d a matrix-valued function and ~β : RJ × Th → Rd a vector-
valued function. Recall that 2D
2
hUα = D˜
2
hUα + D̂
2
hUα and 2∇hUα = ∇+hUα +∇−hUα.
Hence, D
2
hUα and ∇hUα are not regarded as independent variables in the function
F̂ . We also note that the explicit dependence of F̂ on the Uα and xα arguments is
inherited from F . Suitable choices for A and ~β will be specified in Section 3.3 to
guarantee well-posedness and convergence of the scheme.
In order for the above scheme to be well defined, the issue of how to provide the
ghost values must be addressed. This is because when xα is next to the boundary
∂Ω, equation (3.1a) uses ghost grid points which are outside of the domain Ω when
evaluating D˜2hUα. Inspired by our 1-D work [14], we propose to use the following
auxiliary equations, which can be viewed as a discretization of an additional boundary
condition, to define the required ghost values in terms of the boundary and interior
grid values:
(3.3) ∆hUα ≡
d∑
i=1
δ2xi,hiUα = 0 for xα ∈ Sh ⊂ Th ∩ ∂Ω,
where
Sh ≡
{
xα ∈ Th ∩ ∂Ω |xα + hiei ∈ Th ∩ Ω or xα − hiei ∈ Th ∩ Ω(3.4)
for some i ∈ {1, 2, . . . , d}}.
We refer the reader to [14, 21, 12] for detailed explanations of why such auxiliary equa-
tions are appropriate from the PDE point of view. See Figure 3.1 for an illustration
of how to implement the auxiliary boundary condition (3.3).
We remark that the definition of scheme (3.1)–(3.3) does not depend on the partic-
ular structure of the differential operator F . Hence, it is defined for all fully nonlinear
second order PDEs including HJB equations and Monge-Ampe`re-type equations. We
also note that the numerical operator F̂ defined by (3.2) satisfies a consistency prop-
erty which says that F̂ [Uα,xα] = F (P,q, Uα,xα) provided D˜
2
hUα = D̂
2
hUα = P and
∇+h = ∇−h = q.
3.2. Numerical moments. Since the last two terms in (3.2) where the numer-
ical operator F̂ is defined are special, we now take a closer look at them and explain
the insights behind their introduction. First, a direct calculation immediately yields
(3.5) δ+xi,hiUα − δ−xi,hiUα = hi
Uα−hiei − 2Uα + Uα+hiei
h2i
= hi δ
2
xi,hiUα,
which is a central difference approximation of uxixi(xα) scaled by hi. This is the very
reason that this term is called a numerical viscosity in the literature, and it was used
in [7] to construct a Lax-Friedrichs monotone scheme for Hamilton-Jacobi equations.
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∂Ω
∂Ω
x1
x0
x−1
x−2
∆hU0 = 0
=⇒ U−1−2U0+U1h2y + δ
2
x,hx
U0 = 0
=⇒ U−1 = −U1 + 2U0 − h2yδ2x,hxU0
Fig. 3.1. An example in two dimensions of how to enforce the auxiliary boundary condition
when building the matrix representation of δ2xi,2hi
. The circled nodes correspond to evaluating
∆2hU1. The blue and red ghost nodes are defined using the auxiliary boundary condition ∆hUα = 0
along ∂Ω. The blue and red nodes along ∂Ω are treated as knowns. Thus, we can replace the ghost
nodes with unknown nodes corresponding to grid points in the interior of the domain as well as known
values coming from the Dirichlet boundary condition. Note that the green nodes are ghost nodes that
are not needed since they do not appear in the calculation of F̂ [U ]. Accordingly, the corner mesh
node is not included in the construction of the set Sh over which the auxiliary boundary condition
is enforced.
Second, also by a direct calculation, we get for i, j ∈ {1, 2, . . . , d}[
D˜2hVα
]
ij
− [D̂2hVα]ij = 12(δ+xi,hiδ+xj ,hj − δ+xi,hiδ−xj ,hj − δ−xi,hiδ+xj ,hj + δ−xi,hiδ−xj ,hj )Vα(3.6)
=
hihj
2
δ2xi,hiδ
2
xj ,hjVα =
hihj
2
δ2xj ,hj δ
2
xi,hiVα,
which is an O(h2i + h
2
j ) approximation of vxixixjxj (xα) scaled by hihj/2. Thus,
21d×d :
(
D˜2h − D̂2h
)
Vα ≈ h2∆2v(xα),
where 1d×d denotes the d× d matrix with all entries equal to 1.
Due to the above observation and motivated by its connection to the vanishing
moment method of [11], we introduce the following definition for the above expression.
Definition 3.1. Let A : RJ × Th → Rd×d and V be a given grid function. The
discrete operator M : RJ → R defined by
M [V,xα] ≡ A
(
Vα,xα
)
:
(
D˜2hVα − D̂2hVα
)
for all xα ∈ Th ∩ Ω is called a numerical moment operator.
Let Mij denote the (i, j) component of the matrix difference
[
D˜2hVα
]−[D̂2hVα] and
let Ai and Aj denote the matrix representations of the difference quotients −δ2xi,hiVα
and −δ2xj ,hjVα with Dirichlet boundary conditions, respectively. Then,
Mij =
1
2
hihjAiAj =
1
2
hihjAjAi.
Since Ai and Aj are symmetric positive definite, it follows that Mij is symmetric pos-
itive definite. Thus, the numerical moment is a strictly positive operator. Similarly,
by (3.5), we have the numerical viscosity is also a strictly positive operator.
A NARROW-STENCIL FD METHOD FOR FULLY NONLINEAR PDES 13
3.3. Generalized monotonicity properties of the numerical operator F̂ .
In the definition of F̂ , no restriction or guideline is given for the choices of the matrix-
valued function A and the vector-valued function ~β. Suggested by the admissibility
and stability proofs to be given in subsequent sections, we consider a special family of
the pairs A and ~β, that is, A = γ1d×d for some constant γ > 0 and ~β = β~1 for some
constant β ≥ 0, where 1d×d and ~1 denote the matrix and the vector with all entries
equal to one, respectively. Thus, the numerical operator is a linear perturbation of the
nonlinear operator F . We note that the particular choice for γ and β depends on the
Lipschitz constants of the differential operator F which we now explain. For the ease
of presentation we only present the details for the case that F is differentiable with
respect to its first three arguments and make a comment for the Lipschitz continuous
case at the end.
Since F is proper elliptic and differentiable, there exist constants Kii ≥ kii > 0,
k0 ≥ 0, and Kij ,Ki,K0 ≥ 0 such that
−Kii ≤ ∂F
∂uxixi
≤ −kii, k0 ≤ ∂F
∂u
≤ K0,∣∣∣∣ ∂F∂uxixj
∣∣∣∣ ≤ Kij , ∣∣∣∣ ∂F∂uxi
∣∣∣∣ ≤ Ki
for all i, j. Let k∗∗ = min{kii}, K∗∗ = max {Kij}, and K∗ = max {Ki}.
By the definition of D
2
hUα and ∇hUα, we get
∂F̂
∂D˜2hUα
=
1
2
∂F
D2u
+ γ1d×d ≥
(
γ − 1
2
K∗∗
)
1d×d,(3.7a)
∂F̂
∂D̂2hUα
=
1
2
∂F
D2u
− γ1d×d ≤
(
1
2
K∗∗ − γ
)
1d×d,(3.7b)
∂F̂
∂∇+hUα
=
1
2
∂F
∂∇u − β
~1 ≤
(
1
2
K∗ − β
)
~1,(3.7c)
∂F̂
∂∇−hUα
=
1
2
∂F
∂∇u + β
~1 ≥
(
β − 1
2
K∗
)
~1,(3.7d)
∂F̂
∂Uα
=
∂F
∂u
≥ k0,(3.7e)
where the inequalities hold component-wise. Clearly, for sufficiently large γ and β,
every partial derivative in (3.7) has a fixed sign as reflected in the following lemma.
Lemma 3.2. Assume that F is proper elliptic and has bounded derivatives with
respect to its first three arguments for all x ∈ Ω. Then for sufficiently large γ > 0 and
β ≥ 0, the numerical operator F̂ is nonincreasing with respect to each component of
D̂2hUα and ∇+hUα and nondecreasing with respect to each component of D˜2hUα, ∇−hUα,
and Uα.
Proof. The assertion holds by (3.7) if γ and β are chosen such that γ ≥ K∗∗2 and
β ≥ K∗2 . The proof is complete.
Remark 3.1. (a) It is easy to see that the conclusion of Lemma 3.2 still holds if
F is proper elliptic and Lipschitz continuous with respect to its first three arguments
for all x ∈ Ω. This is because the inequalities in (3.7) still hold if all of the partial
derivatives are replaced by their respective difference quotients, which is sufficient to
ensure the monotonicity stated in the lemma.
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(b) It should be noted that the monotonicity proved above in Lemma 3.2 is non-
standard. First, it holds only with respect to the various zero-, first-, and second-order
difference operators. Second, the monotonicity with respect to each matrix or vector
argument holds component-wise; in other words, in a component-wise ordering for
these matrix or vector arguments.
(c) We shall refer to the monotonicity stated in Lemma 3.2 for F̂ as generalized
monotonicity conditions throughout the rest of the paper. We also note that, for h
sufficiently small, we can choose β = 0 when k∗∗ > 0. i.e., F is not degenerate
elliptic.
4. `2-norm stability and well-posedness. The goal of this section is to show
that the proposed narrow stencil scheme as defined in Section 3.3 with the choices of
the parameters
(4.1) A = γ1d×d, ~β = β~1
has a unique solution for sufficiently large γ, β ≥ 0 that is uniformly bounded in a
weighted `2 norm. For transparency, we consider the second-order PDE problem
F [u](x) ≡ F (D2u, u,x) = 0 ∀x ∈ Ω ⊂ Rd,(4.2a)
u(x) = g(x) ∀x ∈ ∂Ω.(4.2b)
We assume that F is degenerate elliptic (see Definition 2.2), differentiable, and Lips-
chitz with respect to the first two arguments. Since F is independent of ∇u in (4.2),
we choose β = 0. We note that the results for this special case can be extended to
the more general PDE (1.1).
The idea for proving the well-posedness and stability of the method is to equiv-
alently reformulate the proposed scheme as a fixed point problem for a nonlinear
mapping and to prove the mapping is contractive in the `2-norm. The well-posedness
of the scheme then follows from the Contractive Mapping Theorem and the weighted
`2-norm stability will be obtained as a consequence of the contractive property. To
this end, let S(T ′h) denote the space of all grid functions on T ′h, and introduce the
mapping Mρ : S(T ′h)→ S(T ′h) defined by
(4.3) Û ≡MρU,
where the grid function Û ∈ S(T ′h) is defined by
Ûα = Uα − ρF̂ [Uα,xα] , if xα ∈ Th ∩ Ω,(4.4a)
Ûα = g(xα), if xα ∈ Th ∩ ∂Ω,(4.4b)
∆hÛα = 0, if xα ∈ Sh ⊂ Th ∩ ∂Ω(4.4c)
for ρ > 0 an underdetermined constant. Clearly, the iteration defined in (4.4) is the
standard forward Euler method with pseudo time-step ρ. In the following, we will
show that the mapping Mρ is a contraction with respect to the `2 norm when γ > 0
is sufficiently large and ρ > 0 is sufficiently small. We note that this is in contrast
to the corresponding analysis for monotone methods that shows the same fixed point
iteration is a contraction with respect to the `∞ norm.
A couple of remarks are needed here. First, the auxiliary boundary condition
(4.4c) is used to extend Û to a layer of ghost points that are needed in the evaluation
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of F̂ in (4.4a). Note that the boundary conditions in (4.4) are consistent with those
in (3.1)–(3.3). Second, any fixed point of Mρ is a solution to the proposed finite
difference scheme (3.1)–(3.3) and vice versa.
To show that the mappingMρ has a unique fixed point in S(T ′h), we first establish
a lemma that specifies conditions under which Mρ is a contraction in `2. The proof
relies upon a couple of auxiliary linear algebra results that can be found in Section A.
Lemma 4.1. Suppose the operator F in (4.2) is proper elliptic, differentiable, and
Lipschitz continuous with respect to its first two arguments. Choose U, V ∈ S(T ′h),
and let Û =MρU and V̂ =MρV for Mρ defined by (4.3) and (4.4) with γ > K∗∗/2
and β = 0. Then there holds
‖Û − V̂ ‖`2(Th) ≤ (1− ρk∗∗cd− ρk0d− ργch2∗)‖U − V ‖`2(Th)
for all ρ > 0 sufficiently small and some constant c independent of h and h∗ =
mini{hi}.
Proof. Let W ≡ V −U and Ŵ ≡ V̂ − Û . By the Mean Value Theorem and (3.7),
there holds
Ŵα =Wα − ρ
(
F̂ [Vα,xα]− F̂ [Uα,xα]
)
(4.5)
=Wα − ρ
(
1
2
∂F
∂D2u
+ γ1d×d
)
: D˜2hWα − ρ
(
1
2
∂F
∂D2u
− γ1d×d
)
: D̂2hWα − ρ∂F
∂u
Wα
=
(
1− ρ∂F
∂u
)
Wα − ρ
d∑
i=1
∂F
∂uxixi
δ2xi,2hiWα
− ργ
d∑
i=1
([
D˜2hWα
]
ii
−
[
D̂2hWα
]
ii
)
− ρ
d∑
i=1
d∑
j=1
j 6=i
(
1
2
∂F
∂uxixj
+ γ
)[
D˜2hWα
]
ij
− ρ
d∑
i=1
d∑
j=1
j 6=i
(
1
2
∂F
∂uxixj
− γ
)[
D̂2hWα
]
ij
≡ GαWα
where Gα is a linear operator which depends on Vα and Uα.
Observe that the boundary conditions can naturally be eliminated since Wα =
Ŵα = 0 for all xα ∈ Th ∩ ∂Ω and the auxiliary boundary condition implies that, for
each xα ∈ Sh ⊂ Th ∩ ∂Ω, there exists an index i such that Wα+ei = −Wα−ei and
Ŵα+ei = −Ŵα−ei . Thus, the problem can naturally be reformulated on the interior
grid Th ∩ Ω.
Next, we are going to write the above mapping (on grid functions) as an equivalent
matrix transformation (on vectors). To this end, let J0 = |Th ∩ Ω| and Ŵ,W ∈
RJ0 denote the vectorization of the grid functions Ŵ and W restricted to Th ∩ Ω,
respectively. We first introduce a series of symmetric positive definite matrices that
correspond to the various central difference operators appearing in (4.5). Let Ai
denote the matrix representation of −δ2xi,2hiWα and λi be its smallest eigenvalue.
Define λ0 = mini{λi}. Then,
Ai ≥ λiI ≥ λ0I.
Let Aii denote the matrix representation of [D˜
2
hWα]ii − [D̂2hWα]ii. By (3.6) and the
choice of the auxiliary boundary condition restricted to the boundary nodes in Sh,
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we have Aii is symmetric positive definite with minimal eigenvalue bounded below by
ch2i for some constant c independent of h using the fact that the minimal eigenvalue of
the matrix representation of −δ2xi,hi with Dirichlet boundary conditions is a positive
constant independent of h. Thus,
Aii ≥ ch2∗I.
Let A˜ij denote the matrix representation of the operator [D˜
2
hWα]ij and Âij denote
the matrix representation of the operator [−D̂2hWα]ij . Then, by (2.14),
A˜ij =
1
2hihj
(Bi +Bj −Bη,ij) , Âij = − 1
2hihj
(−Bi −Bj +Bξ,ij)
for Bi being the matrix representation of 2Wα − Wα+ei − Wα−ei , Bj the matrix
representation of 2Wα −Wα+ej −Wα−ej , Bη,ij the matrix representation of 2Wα −
Wα−ei−ej − Wα+ei+ej , and Bξ,ij the matrix representation of 2Wα − Wα−ei+ej −
Wα+ei−ej , where the Dirichlet boundary condition is enforced by introducing the
equations Wα = 0 for each node xα ∈ Th ∩ ∂Ω. Then, Bi, Bj , Bη,ij , and Bξ,ij are all
symmetric positive definite and
Bi +Bj = X
−1(Bη,ij +Bξ,ij)X
for a nonsingular matrix X corresponding to the coordinate transformation that maps
xi → ηji and xj → ξji . Thus, the eigenvalues of Bi + Bj and Bη,ij + Bξ,ij are the
same, and it follows that
Bi +Bj ≥ Bη,ij , Bi +Bj ≥ Bξ,ij .
Therefore, A˜ij and Âij are symmetric positive definite.
We next introduce several diagonal matrices that correspond to the various co-
efficients for the central difference operators appearing in (4.5). Let F0 denote the
diagonal matrix corresponding to the nodal values of ∂F∂u , Fi denote the matrix cor-
responding to − ∂F∂uxixi , F˜ij denote the matrix corresponding to
1
2
∂F
∂uxixj
+ γ, and F̂ij
denote the matrix corresponding to γ − 12 ∂F∂uxixj . Then,
F0 ≥ k0I, Fi ≥ k∗∗I, F˜ij ≥ (γ −K∗∗/2) I, F̂ij ≥ (γ −K∗∗/2) I.
Let N = 1 + 2d + 2d(d − 1). Putting everything together, we have (4.5) can be
equivalently written as
Ŵ = GW,(4.6)
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where
G = I − ρF0 − ρ
d∑
i=1
FiAi − ργ
d∑
i=1
Aii − ρ
d∑
i=1
d∑
j=1
j 6=i
(
F˜ijA˜ij + F̂ijÂij
)
=
1
2
I +
(
1
2N
I − ρF0
)
+
d∑
i=1
(
1
4N
I − ρk∗∗
2
Ai
)
+
d∑
i=1
[
1
4N
I − ρ
(
Fi − k∗∗
2
I
)
Ai
]
+
d∑
i=1
(
1
2N
I − ργAii
)
+
d∑
i=1
d∑
j=1
j 6=i
(
1
2N
I − ρF˜ijA˜ij
)
+
d∑
i=1
d∑
j=1
j 6=i
(
1
2N
I − ρF̂ijÂij
)
.
Notice that the F matrices are symmetric positive definite since they are all diagonal
with strictly positive entries and the A matrices are all symmetric positive definite.
Thus, by Lemma A.2, for ρ > 0 sufficiently small, there holds
‖G‖2 ≤ 1
2
+
∥∥∥∥ 12N I − ρF0
∥∥∥∥
2
+
d∑
i=1
∥∥∥∥ 14N I − ρk∗∗2 Ai
∥∥∥∥
2
(4.7)
+
d∑
i=1
∥∥∥∥ 14N I − ρ
(
Fi − k∗∗
2
I
)
Ai
∥∥∥∥
2
+
d∑
i=1
∥∥∥∥ 12N I − ργAii
∥∥∥∥
2
+
d∑
i=1
d∑
j=1
j 6=i
∥∥∥∥ 12N I − ρF˜ijA˜ij
∥∥∥∥
2
+
d∑
i=1
d∑
j=1
j 6=i
∥∥∥∥ 12N I − ρF̂ijÂij
∥∥∥∥
2
≤ 1
2
− ρk0 − ρdk∗∗λ0
2
− ρdγch2∗ +N
1
2N
= 1− ρk0 − ρdk∗∗λ0
2
− ρdγch2∗,
which, when combined with the inequality ‖Ŵ‖2 ≤ ‖G‖2‖W‖2, yields the desired
inequality. The proof is complete.
As a corollary to Lemma 4.1, we immediately have the following well-posedness
result for our finite difference scheme.
Theorem 4.2. Suppose the operator F in (4.2) is proper elliptic and Lipschitz
continuous with respect to its first two arguments. The scheme defined by (3.1)–(3.3)
and (4.1) for problem (4.2) with γ > K∗∗/2 and β = 0 has a unique solution.
Proof. By Lemma 4.1, we have there exists a value ρ > 0 such that the operator
Mρ is a contraction in its matrix form. By the Contractive Mapping Theorem we
conclude that Mρ has a unique fixed point U ∈ S(T ′h). Thus, there is a unique
solution to the FD scheme (3.1)–(3.3) and (4.1) in the space S(T ′h) by the equivalence
of the fixed-point problem. The proof is complete.
Remark 4.1. We emphasize that the scheme has a unique solution even for
degenerate problems with k∗∗ = 0 and k0 = 0. Furthermore, if F is independent of
uxixj for all i 6= j, then we can choose γ = 0.
We now derive an `2-norm stability estimate for the proposed narrow-stencil finite
difference scheme when the PDE operator F is proper elliptic.
Theorem 4.3. Suppose the operator F in (4.2) is proper elliptic and Lipschitz
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continuous with respect to its first two arguments and k0 > 0 or k∗∗ > 0, where k0
denotes the lower ellipticity constant with respect to the zeroth order variable and k∗∗
denotes the lower ellipticity constant with respect to the second order variable. The
finite difference scheme defined by (3.1)–(3.3) and (4.1) for problem (4.2) with F̂
defined by (3.2) with γ > K∗∗/2 and β = 0 is `2-norm stable when F (0, 0, ·) ∈ C0(Ω)
and g ∈ C0(∂Ω) in the sense that the unique solution U of the scheme satisfies( ∏
i=1,2,...,d
h
1
2
i
)
‖U‖`2(Th∩Ω) + ‖U‖`∞(Th∩∂Ω) ≤ C,
where C is a positive constant independent of h that depends on Ω, the lower (proper)
ellipticity constants k0 and k∗∗, ‖F (0, 0, ·)‖C0(Ω), and ‖g‖C0(∂Ω).
Proof. Let Mρ be the mapping defined by (4.3) and ρ > 0 be sufficiently small
to ensure Lemma 4.1 holds. Define θ ≡ 1− ρk∗∗c− ρk0 ∈ (0, 1). Then, by Lemma 4.1
and Theorem 4.2, for U the solution to the proposed FD scheme and V ∈ S(T ′h),
there holds
‖U‖`2(Th∩Ω) = ‖Û‖`2(Th∩Ω)
≤ ‖Û − V̂ ‖`2(Th∩Ω) + ‖V̂ ‖`2(Th∩Ω)
≤ θ‖U − V ‖`2(Th∩Ω) + ‖V̂ ‖`2(Th∩Ω)
≤ θ‖U‖`2(Th∩Ω) + θ‖V ‖`2(Th∩Ω) + ‖V̂ ‖`2(Th∩Ω),
where the restriction to Th∩Ω follows from the fact that we can assume Uα = Vα = 0
on Th ∩ ∂Ω without a loss of generality in the proof of Lemma 4.1. Thus,
(4.8) ‖U‖`2(Th∩Ω) ≤
θ
1− θ
(
‖V ‖`2(Th∩Ω) +
1
θ
‖V̂ ‖`2(Th∩Ω)
)
.
Choose V = 0 ∈ S(T ′h). Then, ‖0‖`2(Th∩Ω) = 0, and we have
(4.9) ‖U‖`2(Th∩Ω) ≤
1
1− θ‖0̂‖`2(Th∩Ω).
Thus, the result holds if we can uniformly bound 11−θ‖0̂‖`2(Th∩Ω).
By the definition of Mρ in (4.4), we have 0̂ is the solution to
0̂α = −ρF (0, 0,xα) for all xα ∈ Ω,(4.10a)
0̂α = g(xα) for all xα ∈ ∂Ω.(4.10b)
Thus,
‖0̂‖`2(Th∩Ω) ≤ ρ‖F (0, 0, ·)‖`2(Th∩Ω).
Plugging this into (4.9), it follows that
‖U‖`2(Th∩Ω) ≤
1
k∗∗c+ k0
‖F (0, 0, ·)‖`2(Th∩Ω).
Thus, ( ∏
i=1,2,...,d
h
1
2
i
)∥∥U∥∥
`2(Th∩Ω) ≤
( ∏
i=1,2,...,d
h
1
2
i
) 1
k∗∗c+ k0
‖F (0, 0, ·)‖`2(Th∩Ω)
≤ |Ω|
d
k∗∗c+ k0
‖F (0, 0, ·)‖C0(Ω),
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and the result follows from the fact that Uα = g(xα) for all xα ∈ Th ∩ ∂Ω with
‖g‖C0(∂Ω) <∞. The proof is complete.
Remark 4.2. Note that the weighting
(∏
i=1,2,...,d h
1
2
i
)
comes from the fact that
we are bounding U in `2. The weighting is consistent with using the L2-norm for
F (0, 0, ·) in the limit as h→ 0.
5. `2-norm stability for discrete second order derivatives and `∞-norm
stability. In this section we derive an `∞-norm stability estimate for solutions of the
proposed finite difference method using a novel discrete Sobolev embedding estimate
that requires first showing `2-norm stability for discrete second order derivatives of
the solution to the finite difference method.
5.1. `2-norm stability for discrete second order derivatives. In this sub-
section we derive uniform `2-norm estimates for the discrete second order derivatives
δ2xi,2hiU by using another fixed-point mapping based on a Sobolev iteration technique.
Again for the ease of presentation we consider the parameters
A = γ1d×d, ~β = β~1
for γ, β ≥ 0 sufficiently large and the PDE problem (4.2).
Consider the mapping M1,ρ : S(T ′h)→ S(T ′h) defined by
(5.1) Û ≡M1,ρU,
where the grid function Û ∈ S(T ′h) is defined by
−δ2x1,2h1Ûα = −δ2x1,2h1Uα − ρF̂ [Uα,xα] , if xα ∈ Th ∩ Ω,(5.2a)
Ûα = g(xα), if xα ∈ Th ∩ ∂Ω,(5.2b)
∆hÛα = 0, if xα ∈ Sh ⊂ Th ∩ ∂Ω(5.2c)
for ρ > 0 constant. Note that any fixed point of M1,ρ is a solution to the proposed
finite difference scheme (3.1)–(3.3) and vice versa.
Lemma 5.1. Suppose the operator F in (4.2) is proper elliptic, differentiable, and
Lipschitz continuous with respect to its first two arguments. Choose U, V ∈ S(T ′h),
and let Û = M1,ρU and V̂ = M1,ρV for M1,ρ defined by (5.1) and (5.2) with F̂
defined by (3.2), γ > K∗∗/2, and β = 0. Then there holds∥∥∥δ2x1,2h1(Û − V̂ )∥∥∥
`2(Th∩Ω)
≤ (1− ρk∗∗)
∥∥∥δ2x1,2h1 (U − V )∥∥∥
`2(Th∩Ω)
for all ρ > 0 with ρ sufficiently small.
Proof. Let W ≡ V − U and Ŵ ≡ V̂ − Û . Then, Wα = Ŵα = 0 for all xα ∈ ∂Ω,
and by the Mean Value Theorem, there holds
− δ2x1,2h1Ŵα = −δ2x1,2h1Wα − ρ
(
F̂ [Vα,xα]− F̂ [Uα,xα]
)
(5.3)
= −(1− ρk∗∗)δ2x1,2h1Wα − ρ
( ∂F
∂ux1x1
+ k∗∗
)
δ2x1,2h1Wα
− ρ
d∑
i=2
∂F
∂uxixi
δ2xi,2hiWα − ρ
∂F
∂u
Wα − ργ
d∑
i=1
([
D˜2hWα
]
ii
−
[
D̂2hWα
]
ii
)
− ρ
d∑
i=1
d∑
j=1
j 6=i
(1
2
∂F
∂uxixj
+ γ
)[
D˜2hWα
]
ij
− ρ
d∑
i=1
d∑
j=1
j 6=i
(
γ − 1
2
∂F
∂uxixj
)[
−D̂2hWα
]
ij
≡ −(1− ρk∗∗)δ2x1,2h1Wα − ρG′αWα
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for a linear operator G′α which depends on U , V .
Let Ŵ,W ∈ RJ0 denote the vectorization of the grid functions Ŵ and W re-
stricted to Th ∩ Ω, respectively. Let D22h denote the matrix representation of the
operator −δ2x1,2h1Wα complemented by the boundary condition (5.2b). Then, using
the notation in the proof of Lemma 4.1 to rewrite (5.3), we have
D22hŴ = GW,(5.4)
where
G = (1− ρk∗∗)D22h − ρ (F1 − k∗∗I)D22h
− ρ
d∑
i=2
FiAi − ρF0 − ργ
d∑
i=1
Aii − ρ
d∑
i=1
d∑
j=1
j 6=i
(
F˜ijA˜ij + F̂ijÂij
)
=
(
1
2
− ρk∗∗
)
D22h +
(
1
2N
I − ρ (F1 − k∗∗I)
)
D22h
+
d∑
i=2
(
1
2N
D22h − ρFiAi
)
+
(
1
2N
D22h − ρF0
)
+
d∑
i=1
(
1
2N
D22h − ργAii
)
+
d∑
i=1
d∑
j=1
j 6=i
(
1
2N
D22h − ρF˜ijA˜ij
)
+
d∑
i=1
d∑
j=1
j 6=i
(
1
2N
D22h − ρF̂ijÂij
)
for N = 1 + 2d+ 2d(d− 1). Thus, by Corollary A.3 with B = D22h, there holds
‖GW‖2 ≤
(
1
2
− ρk∗∗
)
‖D22hW‖2 +N
1
2N
‖D22hW‖2 = (1− ρk∗∗) ‖D22hW‖2
for ρ > 0 sufficiently small. Taking the `2 norm of both sides of (5.4), it follows that
‖D22hŴ‖2 ≤ (1− ρk∗∗) ‖D22hW‖2.
The proof is complete.
Lemma 5.2. Suppose the operator F in (4.2) is proper elliptic and Lipschitz
continuous with respect to its first two arguments and k∗∗ > 0, where k∗∗ denotes the
lower ellipticity constant with respect to the second order variable. Let U be the unique
solution to the finite difference scheme defined by (3.1)–(3.3) and (4.1) for problem
(4.2) with γ > K∗∗/2 and β = 0. Then,( ∏
i=1,2,...,d
h
1
2
i
)∥∥δ2x1,2h1U∥∥`2(Th∩Ω) ≤ C,
where C is a positive constant independent of h that depends on Ω, the lower ellipticity
constant k∗∗, and ‖F (0, 0, ·)‖C0(Ω).
Proof. Let M21,ρ be the mapping defined by (5.1) and ρ > 0 sufficiently small
to ensure M21,ρ is a contraction. Let 0̂ denote the image of the input 0 under the
mapping, that is, 0̂ satisfies
−δ2x1,2h1 0̂α = −ρF (0, 0,xα) for all xα ∈ Th ∩ Ω.(5.5)
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Then, by Lemma 5.1, for U the solution to the proposed FD scheme, there holds∥∥δ2x1,2h1U∥∥`2(Th∩Ω) ≤ ∥∥∥δ2x1,2h1(U − 0̂)∥∥∥`2(Th∩Ω) + ‖δ2x1,2h1 0̂‖`2(Th∩Ω)
≤ (1− ρk∗∗)
∥∥δ2x1,2h1(U − 0)∥∥`2(Th∩Ω) + ‖δ2x1,2h1 0̂‖`2(Th∩Ω).
Hence,
(5.6)
∥∥δ2x1,2h1U∥∥`2(Th∩Ω) ≤ 1ρk∗∗ ‖δ2x1,2h1 0̂‖`2(Th∩Ω).
It follows from (5.5) that
‖δ2x1,2h1 0̂‖`2(Th∩Ω) ≤ ρ‖F (0, 0, ·)‖`2(Th∩Ω).
Plugging this into (5.6) yields( ∏
i=1,2,...,d
h
1
2
i
)∥∥δ2x1,2h1U∥∥`2(Th∩Ω) ≤ |Ω|dk∗∗ ‖F (0, 0, ·)‖C0(Ω).
The proof is complete.
Clearly the analysis in this section can be extended to uniformly bound δ2xi,2hiU
for all i = 1, 2, . . . , d as reflected in the following theorem.
Theorem 5.3. Under the assumptions of Lemma 5.2, there holds( ∏
i=1,2,...,d
h
1
2
i
)∥∥δ2x`,2h`U∥∥`2(Th∩Ω) ≤ C
for all ` = 1, 2, . . . , d, where C is a positive constant independent of h that depends
on Ω, the lower ellipticity constant k∗∗, and ‖F (0, 0, ·)‖C0(Ω).
5.2. `∞-norm stability. We now derive an `∞-norm stability estimate for the
numerical solution U using the `∞-norm estimate for U restricted to the boundary in
Theorem 4.3 and the (high-order) `2-norm stability estimate obtained in Theorem 5.3.
Such an `∞-norm stability estimate is vital for our convergence analysis to be given
in Section 6. This result also has an independent interest because it can be regarded
as a discrete Sobolev embedding result which holds for all grid functions that satisfy
the two stability estimates of Theorems 4.3 and 5.3 as well as the Dirichlet boundary
condition.
We first define a piecewise constant extension uh for a given grid function U ∈
S(T ′h) to be used in the proof of the stability theorem. Let α ∈ N′J , and define Bα by
Bα ≡
∏
i=1,2,...,d
(
xα − hi
2
ei,xα +
hi
2
ei
]
,
where {ei}di=1 denotes the canonical basis for Rd. We define the piecewise constant
extension uh of a grid function U by
(5.7) uh(x) ≡ Uα, x ∈ Bα
for all x ∈ Ω′ ≡ ∪α∈N′JBα ⊃ Ω.
To motivate the proof, assume uhk → v pointwise. By the uniform L2 stability
of uhk guaranteed by Theorem 4.3, we have v ∈ L2(Ω). Suppose v ∈ H2(Ω). Then
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v ∈ C0(Ω) for d = 1, 2, 3 by the Sobolev embedding theorem. In order to prove the
result using only the discrete high-order stability of uhk guaranteed by Theorem 5.3,
we assume the pointwise limit function v is discontinuous and arrive at a contradic-
tion. Such a contradiction arises because if v is discontinuous at x0, we can choose a
sequence xk → x0 such that uhk(xk) has a similar “jump” with
C2 ≥ ‖δ2x`,2h`uhk‖L2(Ω) ≥ h
d/2
`
∣∣δ2x`,2h`uhk(xk)∣∣ = O(hd/2−2` )→∞
for d = 1, 2, 3 whenever h` = minhj for all k. Thus, v ∈ C0(Ω), and it follows that v
is uniformly bounded. Consequently, uhk cannot be unbounded as k → ∞. The key
to the proof is constructing the correct pointwise limit function v.
Theorem 5.4. Under the assumptions of Lemma 5.2, the numerical solution U
is stable in the `∞-norm for d ≤ 3; that is, U satisfies
‖U‖`∞(Th) ≤ C
for d ≤ 3, where C is a positive constant independent of h.
Proof. To show that U is uniformly bounded independent of h, we will use a
proof by contradiction. Suppose there exists a sequence hk such that hk → 0 and∥∥U (k)∥∥
`∞(Thk )
→ ∞. Let uhk denote the piecewise constant extension of the grid
function U (k) defined by (5.7). Then, there exists a point x0 ∈ Ω and a sequence
xk ∈ Thk such that xk → x0 and |uhk(xk)| → ∞. Furthermore, since g ∈ C0(∂Ω)
and uhk(x) = g(x) for all x ∈ Thk \Ω, we choose a subsequence such that xk does not
correspond to a boundary node for all k. In the following assume uhk(xk) → +∞.
The proof can easily be modified for uhk(xk)→ −∞.
Define the sequence ik ⊂ {1, 2, . . . , d} such that h(k)ik = minj h
(k)
j for all k. Choose
subsequences such that ik = i
∗ for some i∗ ∈ {1, 2, . . . , d} for all k. Let g˜ ∈ C(Rd)
such that g˜
∣∣
∂Ω
= g, U˜ (k) denote the extension of U (k) to a grid over Rd that contains
Thk with U˜ (k)α = g˜(xα) for all xα /∈ Thk∩Ω, and u˜hk denote its corresponding piecewise
constant extension. Define the function v : Ω→ R by
(5.8) v(x) = lim sup
k→∞
σ→0
u˜hk (x + (xk − x0) + σei∗) ,
where we have restricted the paths to only vary along the xi∗ direction. Then, v is
upper semi-continuous along the xi∗ direction. Since xk ∈ Ω for all k, there holds
v(x0) =∞ since u˜hk(xk) = uhk(xk)→∞.
Suppose there exists x∗ ∈ Ω such that v is discontinuous at x∗ along the xi∗
direction, i.e.,
v(x∗) 6= lim
σ→0+
v(x∗ + σei∗) or v(x∗) 6= lim
σ→0−
v(x∗ + σei∗).
We consider two cases based on whether x∗ ∈ Ω or x∗ ∈ ∂Ω.
Case 1: x∗ ∈ Ω. Then, by the definition of v in (5.8), there exists a sequence
σk → 0 and a constant c > 0 such that
uhk (x + (xk − x0) + σkei∗)→ v(x∗),(5.9a) (
2h
(k)
i∗
)2
δ2
xi∗ ,2h
(k)
i∗
uhk (x + (xk − x0) + σkei∗)→ −c(5.9b)
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since
lim sup
k→∞
[
uhk
(
x + (xk − x0) + σkei∗
)− uhk(x + (xk − x0) + σkei∗ ± 2h(k)i∗ ei∗)] ≥ 0
and at least one choice must be positive if v is discontinuous at x∗ along the xi∗
direction. Define zk = x + (xk − x0) + σkei∗ ∈ Ω for k sufficiently large. Applying
Theorem 5.3, there exists a constant C2 independent of hk such that
C2 ≥
( ∏
j=1,2,...,d
√
h
(k)
j
)∥∥∥∥δ2xi∗ ,2h(k)i∗ U
∥∥∥∥
`2(Thk∩Ω)
(5.10)
≥
(
h
(k)
i∗
)d/2 ∥∥∥∥δ2xi∗ ,2h(k)i∗ U
∥∥∥∥
`2(Thk∩Ω)
≥
(
h
(k)
i∗
)d/2 ∣∣∣∣δ2xi∗ ,2h(k)i∗ uhk(zk)
∣∣∣∣
≥ c
8
(
h
(k)
i∗
)d/2−2
for all k sufficiently large, a contradiction when d ≤ 3 since
(
h
(k)
i∗
)d/2−2
→ +∞.
Case 2: x∗ ∈ ∂Ω. Suppose there exists a sequence zk → x∗ such that u˜hk(zk)→
v(x∗) with zk ∈ Ω for all k. Then, the same argument as Case 1 applies leading to
a contradiction. Thus, we have the only sequences zk → x∗ with u˜hk(zk) → v(x∗)
must satisfy zk /∈ Ω for all k, from which we have v(x∗) = g(x∗).
Assume zk + σei∗ /∈ Ω for all σ ∈ R and k > 0. Then, u˜hk(zk + σei∗) =
g˜(zk + σei∗)→ g˜(x∗ + σei∗) as k →∞ and g˜(x∗ + σei∗)→ g(x∗) = v(x∗) as σ → 0,
contradicting the assumption that v is discontinuous at x∗ along the xi∗ direction.
Thus, by the continuity of g˜, we can assume zk ∈ ∂Ω and either zk + 2h(k)i∗ ei∗ ∈ Ω or
zk − 2h(k)i∗ ei∗ ∈ Ω for k sufficiently large.
Without a loss of generality, assume zk + 2h
(k)
i∗ ei∗ ∈ Ω. Then, by the definition
of v in (5.8) and the fact that no sequence can be used that approaches x∗ from the
interior of Ω, there holds
(5.11) lim sup
k→∞
uhk(zk + 2h
(k)
i∗ ei∗) < v(x
∗).
Define c > 0 by
c = lim sup
k→∞
[
uhk(zk)− uhk(zk + 2h(k)i∗ ei∗)
]
.
Suppose
c 6= lim sup
k→∞
[
uhk(zk + 4h
(k)
i∗ ei∗))− uhk(zk + 2h(k)i∗ ei∗)
]
.
Then, we have (
2h
(k)
i∗
)2 ∣∣∣∣δ2xi∗ ,2h(k)i∗ uhk
(
zk + 2h
(k)
i∗ ei∗
)∣∣∣∣ 6= 0,
and we can again form a contradiction to the `2 stability of δ2
xi∗ ,2h
(k)
i∗
uhk for d ≤ 3
using the estimate (5.10) with zk replaced by zk + 2h
(k)
i∗ ei∗ . Thus, we must have
c = lim sup
k→∞
[
uhk(zk + 4h
(k)
i∗ ei∗))− uhk(zk + 2h(k)i∗ ei∗)
]
.
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Continuing in this fashion, we can show
(5.12) c = lim sup
k→∞
[
uhk(zk + (2Nk + 2)h
(k)
i∗ ei∗))− uhk(zk + 2Nkh(k)i∗ ei∗)
]
for all Nk such that zk+(2Nk+1)h
(k)
i∗ ei∗ ∈ Ω or zk+(2Nk+2)h(k)i∗ ei∗ ∈ Ω. However, as
k →∞, this would imply u˜hk(sk)→ −∞ for some sequence sk /∈ Ω with sk → s ∈ ∂Ω
on the opposite side of the domain from x∗. Note that sk ∈ ∂Ω or sk is a ghost point
adjacent to ∂Ω. Thus, u˜hk(sk) = g˜(sα)→ −∞ is a contradiction, and it follows that
x∗ 6∈ ∂Ω.
Combining both cases, we have v defined by (5.8) must be continuous over Ω
along the xi∗ direction. Let the line segment S ⊂ Ω be defined by
S =
{
x ∈ Ω | x = x0 + σei∗ for some σ ∈ R
}
.
Then v is continuous over S, and we have v is uniformly bounded over S. This is a
contradiction to the fact that v(x0) =∞ and x0 ∈ S.
If uhk(xk)→ −∞, then we can construct v to be lower semi-continuous along the
xi∗ direction by using the lim inf in (5.8) and arrive at an analogous contradiction
in that v(x0) 6= −∞. Therefore, we must have ‖U‖`∞(Th) is uniformly bounded
independent of h when d ≤ 3. The proof is complete.
6. Convergence of the narrow-stencil finite difference scheme. The goal
of this section is to establish the convergence of the solution to the proposed scheme
(3.1)–(3.3) and (4.1) to the viscosity solution of (1.1). Since the scheme is not mono-
tone in the sense of [1], the convergence framework therein is not applicable to our
scheme. Instead, we shall give a direct convergence proof which can be regarded as
the high dimensional extension of the 1-D proof given in our early work [14]. The new
proof is more involved due to the additional difficulty caused by the mixed second
order derivatives in the Hessian D2u.
Before stating our convergence theorem and presenting its proof, we first give a
wholistic account of the proof. Let u (resp. u) denote the upper (resp. lower) limit
of the sequence {uhk} (see (6.2) for the precise definition) which exists because uhk
is uniformly bounded in the L∞-norm. Our task is to show that u (resp. u) is a
viscosity subsolution (resp. supersolution) of problem (1.1). To this end, let ϕ ∈ C2
be a test function and u − ϕ take a local maximum at x0 ∈ Ω (the case x0 ∈ ∂Ω
needs to be considered separately to check that the boundary condition is satisfied
in the viscosity sense). We must show that F (D2ϕ(x0),∇ϕ(x0), u(x0),x0) ≤ 0 using
the fact that F̂ [uhk ,x0] = 0. As expected, the difficulty of the proof is caused by the
loss of the monotonicity (in the Barles-Souganidis sense [1]) of our numerical scheme.
Moreover, the complexity of the proof for the above desired inequality depends on
the regularity of u. We will consider three cases: (i) u ∈ C2; (ii) ux` ∈ Lip \ C1; (iii)
ux` 6∈ Lip for some ` = 1, 2, · · · , d..
Case (i) is easy due to the consistency of the scheme and the ellipticity of F .
The other two cases are more involved. The second case (ii) is subtle in that ∇u
is Lipschitz but u /∈ C2 implying D2u exists almost everywhere and is bounded but
there is no guarantee that D2u(x0) ≤ D2ϕ(x0). The key is to choose a maximizing
sequence similar to the Barles-Souganidis proof but show that the narrow-stencil
scheme still provides sufficient directional resolution without needing a wide-stencil.
This requires using a strategic interpolation function and choosing the the correct
path when sending hk → 0+ and xk → x0 to ensure that the local grid approximately
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aligns with the eigenvectors of H −D2ϕ(x0) for an appropriate matrix H such that
D2u(xk)→ H.
The rest of the proof focuses on case (iii) where
[
D˜2hku(x0)]`` is unbounded for
some 1 ≤ ` ≤ d. Let {uhk} be a corresponding subsequence such that uhk → u at
x0 and
[
D˜2hkuhk(x0)]`` becomes unbounded as k →∞. We then choose subsequences
such that h
(k)
` << h
(k)
j for all j 6= ` ensuring
[
D˜2hkuhk(x0)]`` <<
[
D˜2hkuhk(x0)]jj .
Using the ellipticity of F , we can extract the positive term −k∗∗
[
D˜2hkuhk(x0)]`` →
+∞. Since the term scales as
(
h
(k)
`
)−2
, we expect this term to dominate when
h
(k)
` << h
(k)
j . As such, we use this term to absorb all of the remaining unsigned terms
that result when passing from F̂ [uhk ,x0] to F [ϕ](x0). The numerical moment ensures
the existence of an index ` such that
[
D˜2hkuhk(x0)]`` becomes unbounded as k → ∞
if any term in the discretization diverges.
In order to exploit the blow-up inherent to case (iii), we consider three possibilities:
(a) u is C1; (b) u is Lipschitz, i.e., ∇u exists almost everywhere and is bounded;
(c) ∇u does not exist due to unboundedness. As motivation, if u ∈ C1, we would
have ∇u(x0) = ∇ϕ(x0) and ∇u is bounded on a neighborhood of x0, a property
that can be exploited to bound the mixed second order derivatives in the Hessian
approximation D2hkuhk . When ∇u is bounded, we can use a similar argument as
(a) and the continuity of u to ensure the other terms in the discretization do not
behave too badly. When ∇u(x0) is unbounded, our idea is to use the fact that[
D˜2hkuhk(x0)
]
``
diverges at a high enough rate to directly absorb all of the other terms.
Thus, the convergence proof is based on using the special structure of the scheme and
choosing appropriate sequences that exploit the regularity of the underlying viscosity
subsolution u. In addition, the ellipticity of F and the Lipschitz continuity of F play
an important role for us to move “derivatives” onto ϕ.
Figure 6.1 illustrates an aspect of the wholistic approach assuming the function
can be touched from above. For lower-regularity functions, we expect the diagonal
components in the numerical moment to be positive giving additional freedom to
absorb the contributions of the non-monotone components in the scheme. This idea
is illustrated in Figure 6.1 where we see that for smooth functions we expect the
numerical moment terms δ˜2
xi,h
(k)
i
uhk(x0) − δ̂2xi,h(k)i uhk(x0) to be negative (and going
to zero by the consistency of the scheme) and for non-smooth functions we expect
them to be positive and potentially diverging.
Theorem 6.1. Suppose that g is continuous on ∂Ω. Assume problem (1.1)
satisfies the comparison principle of Definition 2.3, has a unique continuous viscosity
solution u, the operator F is proper elliptic with a lower ellipticity constant k∗∗ > 0,
and F is Lipschitz continuous with respect to its first three arguments. Let U ∈ S(T ′h)
be the solution to the finite difference scheme defined by (3.1)–(3.3) and (4.1) with
γ ≥ K∗∗2 and β ≥ K
∗
2 for K
∗∗ = max {Kij} and K∗ = max {Ki}, where Kij and Ki
denote the Lipschitz constants of F with respect to the components of the D2u and
∇u arguments, respectively. Let uh be the piecewise constant extension of U defined
by (5.7). Suppose the scheme is admissible and `∞-norm stable. Then uh converges
to u locally uniformly as h→ 0+.
Proof. Since the proof is long and technical, we divide it into six steps.
Step 1: Because the finite difference scheme is `∞-norm stable, there exists a
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xi
v
x0
δ2xi,hi
v(x0 ± hiei) < δ2xi,hiv(x0) < 0
δ˜2xi,hi
v(x0)− δ̂2xi,hiv(x0) < 0
xi
v
x0
δ2xi,hi
v(x0 ± hiei) > 0 and δ2xi,hiv(x0) < 0
δ˜2xi,hi
v(x0)− δ̂2xi,hiv(x0) > 0
Fig. 6.1. The regularity of v determines the sign of the nonmixed components of the numerical
moment. If v has lower regularity and can be touched from above at x0, then we expect the terms
to be increasingly positive.
constant C > 0 such that
(6.1) ‖uh‖L∞(Ω) ≤ C
independent of h. Define the upper and lower semicontinuous functions u and u by
(6.2) u(x) ≡ lim sup
h→0+
ξ→x
uh(ξ), u(x) ≡ lim inf
h→0+
ξ→x
uh(ξ),
where the limits are understood as multi-limits (we refer the reader to [17] for an
introduction to multi-limits and multi-index notation). The remainder of the proof
is to show that u and u are, respectively, a viscosity subsolution and a viscosity
supersolution of (1.1). Hence, they must be the same and coincide with the viscosity
solution of (1.1) by the comparison principle. We will only show that u is a viscosity
subsolution since the proof that u is a viscosity supersolution is analogous.
Step 2: To show u is a viscosity subsolution of (1.1), let ϕ ∈ C2(Ω) such that
u − ϕ takes a strict local maximum at x0 ∈ Ω. We first assume that ϕ ∈ P2, the
set of all quadratic polynomials. In Step 4 we shall consider the general test function
ϕ ∈ C2(Ω). Without a loss of generality, we assume u(x0) = ϕ(x0) (after a translation
in the dependent variable). Then there exists a ball, Br0(x0) ⊂ Rd, centered at x0
with radius r0 > 0 (in the `
∞ metric) such that
(6.3) u(x)− ϕ(x) < u(x0)− ϕ(x0) = 0 ∀x ∈
(
Br0(x0) ∩ Ω
) \ {x0}.
Step 3: We now show that if x0 ∈ Ω, then
(6.4) F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0
) ≤ 0,
and, if x0 ∈ ∂Ω, then either
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0
) ≤ 0(6.5a)
or
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B [ϕ] (x0) ≤ 0.(6.5b)
Such a conclusion would validate that u is a viscosity subsolution of (1.1) and satis-
fies the boundary condition in the viscosity sense with respect to the quadratic test
function ϕ.
Step 3a: We first consider the scenario when x0 ∈ Ω and prove that (6.4) holds.
To this end, we will consider cases based on the regularity of u at x0.
By the definition of u and (6.3), there exists (maximizing) sequences {hk}, {xk},
and {zk} such that
hk → 0+,(6.6a)
xk → x0 with xk ∈ Thk ,(6.6b)
uhk(xk)→ u(x0),(6.6c)
zk → x0 with
∣∣∣x(ki)i − z(ki)i ∣∣∣ ≤ 12h(ki)i and uhk(zk) = uhk(xk),(6.6d)
uhk(z)− ϕ(z) is locally maximized at z = zk for all min k sufficiently large.(6.6e)
Note that the need for the two possibly different points xk and zk is due to the
fact that uhk is piecewise constant and ϕ is not. Let Nk ⊂ T ′hk denote the local
neighborhood of xk defined by
Nk ≡
{
x ∈ Thk |x = xk +
d∑
i=1
αih
(ki)
i ei for some αi ∈ {1, 0,−1}
}
,(6.7)
and let N k denote the local stencil of the proposed finite difference scheme centered
at xk. Thus, Nk denotes all nearest neighbors while N k does not contain all nearest
neighbors when d ≥ 3 and contains additional nodes two steps away in the Cartesian
directions. We denote the corresponding neighborhoods centered at zk by N ′k and
N ′k, where N ′k is defined by
N ′k ≡ {z | z = x + (zk − xk) for some x ∈ Nk}
and N ′k consists of the local stencil of the proposed finite difference scheme centered
at zk. Observe that zk ∈ N ′k ∩N
′
k, and, for min k sufficiently large, we have
(6.8) uhk(zk)− ϕ(zk) > uhk(z′k)− ϕ(z′k) for all z′k ∈
(
N ′k ∪N
′
k
)
\ {zk}.
Thus,
δ−
xi,h
(ki)
i
uhk(zk) ≥ δ−xi,h(ki)i ϕ(zk)→ ϕxi(x0),(6.9a)
δ+
xi,h
(ki)
i
uhk(zk) ≤ δ+xi,h(ki)i ϕ(zk)→ ϕxi(x0),(6.9b)
δ2
xi,h
(ki)
i
uhk(zk) ≤ δ2xi,h(ki)i ϕ(zk) = ϕxixi(x0),(6.9c)
δ2
xi,2h
(ki)
i
uhk(zk) ≤ δ2xi,2h(ki)i ϕ(zk) = ϕxixi(x0),(6.9d)
δ2
ξji ,hk
uhk(zk) ≤ δ2ξji ,hkϕ(zk),(6.9e)
δ2
ηji ,hk
uhk(zk) ≤ δ2ηji ,hkϕ(zk)(6.9f)
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for all min k sufficiently large.
Using the fact that
∣∣∣N ′k ∪N ′k∣∣∣ = 3d + 2d, we can uniquely define the local inter-
polation function u(k) of uhk by
u(k) ∈ S,(6.10a)
u(k)(z) = uhk(z) for all z ∈ N ′k ∪N
′
k,(6.10b)
where
S ≡ Q2 ∪ span {x3j , x4j ; j = 1, 2, · · · , d},
Q2 ≡ span
{
p(x) =
∑
`j=0,1,2
1≤j≤d
a`1`2···`dx
`1
1 x
`2
2 · · ·x`dd
}
.
Thus, S corresponds to adding monomials of degree 3 and 4 to the standard space
Q2 formed by the tensor product of polynomials with degree 2 or less. For d = 2, we
have
u(k)(x) = a0,0 + a1,0x1 + a2,0x
2
1 + a0,1x2 + a0,2x
2
2
+ a1,1x1x2 + a2,1x
2
1x2 + a1,2x1x
2
2 + a2,2x
2
1x
2
2
+ b0x
3
1 + b1x
4
1 + c0x
3
2 + c1x
4
2
for some unknown constants ai,j , b`, c` with i, j ∈ {0, 1, 2}, ` ∈ {0, 1}. Define H(k) ∈
Rd×d byH(k) = D2u(k)(zk). We now consider cases based on whetherH(k) is bounded
or not. When the sequence is bounded, we will use the definition of the local neigh-
borhood N ′k to provide directional resolution by choosing the path hk appropriately.
When the sequence is not bounded, we will exploit the lower regularity of the un-
derlying limiting function u combined with the ellipticity of F and/or the numerical
moment to help move derivatives onto ϕ.
Case (i): {H(k)} has a uniformly bounded subsequence.
In this case, there exists a symmetric matrix H ∈ Rd×d and a subsequence
(not relabeled) such that H(k) → H. Using the facts that the following (central)
discrete operators are all second-order accurate and u(k) is smooth for all k with
D2u(k) → H, we also have D2hkuhk(zk) → H, D
2
hk
uhk(zk) → H, D˜2hkuhk(zk) → H,
and D̂2hkuhk(zk)→ H.
We show D2ϕ−H is symmetric positive semidefinite. By the symmetry of D2ϕ−
H, there exists a unitary matrix Q and a diagonal matrix Λ such that D2ϕ − H =
QΛQT . Let qi denote the ith column of Q. Then, Λii = q
T
i (D
2ϕ − H)qi. By the
definition of N ′k, there exists a multi-index k0 such that d ≡ z − zk0 is essentially
parallel to qi for some z ∈ N ′k0 . Define
δ2dv(x) ≡
v(x− d)− 2v(x) + v(x + d)
d · d ,
which can be proved to be a second order approximation of the directional derivative
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∂2dv(x). Choose  > 0. Then, there exists a multi-index k0 such that∣∣∣qi · (D2ϕ(zk0)−H)qi − 1d · dd · (D2ϕ(zk0)−H)d∣∣∣ < /3,(6.11a) ∣∣∣ 1
d · dd ·
(
H −H(k0)
)
d
∣∣∣ < /3,(6.11b) ∣∣∣∂2d(ϕ− u(k0))(zk0)− δ2d (ϕ− u(k0)) (zk0)∣∣∣ < /3.(6.11c)
Thus, there holds
Λii = qi ·
(
D2ϕ(zk0)−H
)
qi ≥ 1
d · dd ·
(
D2ϕ(zk0)−H
)
d− /3
≥ 1
d · dd ·
(
D2ϕ−H(k0)
)
(zk0)d− 2/3
=
1
d · dd ·
(
D2ϕ−D2u(k0)
)
(zk0)d− 2/3 = ∂2d(ϕ− u(k0))(zk0)− 2/3
≥ δ2d
(
ϕ− u(k0)
)
(zk0)− 
> −
by the definition of the interpolation function u(k0) and (6.8). Therefore, Λii ≥ 0.
Since i ∈ {1, 2, . . . , d} was arbitrary, it follows that D2ϕ ≥ H.
There holds∇±hkuhk(zk)→ ∇ϕ(x0) by (6.9a), (6.9b), and the fact thatD2hkuhk(zk)
is convergent. Thus,
0 = lim
mink→∞
F̂ [uhk ,x0]
= F (H,∇ϕ(x0), ϕ(x0),x0) ≥ F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0
)
by the consistency of the scheme and the ellipticity of F .
Case (ii): {H(k)} does not have a uniformly bounded subsequence.
Choose a grid function u˜hk ≤ ϕ, and define the local interpolation function u˜(k)
by
u˜(k) ∈ S,(6.12a)
u˜(k)(z) = uhk(z) for all z ∈ N
′
k,(6.12b)
u˜(k)(z) = u˜hk(z) for all z ∈ N ′k \ N
′
k.(6.12c)
Define H˜(k) ∈ Rd×d by H˜(k) = D2u˜(k)(zk).
Suppose there exists a subsequence such that H˜(k) is uniformly bounded. Then,
we can apply the same arguments as in Case (i) to the grid functions u′hk defined by
u′hk(z) ≡
{
u˜hk(z) if z ∈ N ′k \ N
′
k,
uhk(z) otherwise
for all z ∈ N ′k ∪N
′
k to show that F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0
) ≤ 0.
For the remainder of Case (ii), we assume that for all choices of u˜hk the sequence
H˜(k) does not have a bounded subsequence. Then, there exists a pair of indices (i, j)
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such that the sequence [D˜2hkuhk(zk)]ij or [D̂
2
hk
uhk(zk)]ij does not have a bounded
subsequence. By the definition of the scheme and (2.14), there holds
0 = F̂ [uhk ,x0](6.13)
= F
(
D
2
hk
uhk(zk),∇hkuhk(zk), uhk(xk),xk
)
+ 2γ
d∑
i=1
(
δ2
xi,2h
(ki)
i
uhk(zk)− δ2xi,h(ki)i uhk(zk)
)
− γ
d∑
i=1
d∑
j=1
j 6=i
(
h
(ki)
i
h
(kj)
j
δ2
xi,h
(ki)
i
uhk(zk) +
h
(kj)
j
h
(ki)
i
δ2
xj ,h
(kj)
j
uhk(zk)
)
+ γ
d∑
i=1
d∑
j=1
j 6=i
(
h
(ki)
i
)2
+
(
h
(kj)
j
)2
2h
(ki)
i h
(kj)
j
(
δ2
ξji ,hk
uhk(zk) + δ
2
ηji ,hk
uhk(zk)
)
− β~1 · [∇+hk −∇−hk]i uhk(x0).
By the choice of γ and β and (6.9), we have there exists an index ` such that
δ2
x`,h
(k`)
`
uhk(zk) → −∞ if one of the following three limits holds: δ2ξji ,hkuhk(zk) →
−∞, δ2
ηji ,hk
uhk(zk) → −∞, or δ2x`,2h(k`)` uhk(zk) → −∞. Therefore, there exists an
index ` such that the sequence δ2
x`,h
(k`)
`
uhk(zk) does not have a bounded subsequence
as min k→∞.
Our aim now is to move the approximate derivatives onto ϕ in (6.13). To pro-
ceed, we first choose sequences {hk} and {xk} that maximize the rate at which
δ2
x`,h
(k`)
`
uhk(xk) diverges.
Suppose limmink→∞ δ2
x`,h
(k`)
`
uhk(xk) = −∞. Choose the function f : [0,∞) →
[0,∞] such that
f(0) = 0,(6.14a)
f is strictly increasing,(6.14b)
0 > lim inf
mink→∞
f
(
h
(k`)
`
)
δ2
x`,h
(k`)
`
uhk(xk) > −∞.(6.14c)
Then, there exists a function f` satisfying (6.14) such that
(6.15) lim sup
h→0+
f`(h)
f(h)
<∞ for all choices of f satisfying (6.14)
and all sequences hk → 0+ and xk → x0 such that δ2
x`,h
(k`)
`
uhk(xk) → −∞. Thus,
(f`)
−1 represents the rate at which δ2
x`,h
(k`)
`
uhk(xk) diverges for the choice of sequences
hk → 0+ and xk → x0 that maximize the rate at which δ2
x`,h
(k`)
`
uhk(xk) diverges.
(Note that this may not be the same choice of sequences used to form H(k) since we
now choose the sequence that blows up at the fastest rate.) Furthermore, we have
there exists a constant C` > 0 such that
(6.16) lim inf
mink→∞
f`
(
h
(k`)
`
)
δ2
x`,h
(k`)
`
uhk(xk) = −C`.
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Therefore, there exists subsequences (not relabelled) such that
(6.17) lim
mink→∞
f`
(
h
(k`)
`
)
δ2
xk` ,h
(k`)
`
uhk(xk) = −C`.
We can also show that the (`, `) component of the numerical moment is nonneg-
ative. By (6.17), (6.16), and (2.15), we have
lim inf
mink→∞
f`
(
h
(k`)
`
) [
D˜2hkuhk(xk)− D̂2hkuhk(xk)
]
``
(6.18)
lim inf
mink→∞
f`
(
h
(k`)
`
)(1
2
δ2
xk` ,h
(k`)
`
uhk(xk − h(k`)` e`)− δ2xk` ,h(k`)` uhk(xk)
+
1
2
δ2
xk` ,h
(k`)
`
uhk(xk + h
(k`)
` e`)
)
≥ −1
2
C` + C` − 1
2
C` = 0.
Consequently,
(6.19) f`
(
h
(k`)
`
) [
D˜2hkuhk(xk)− D̂2hkuhk(xk)
]
``
≥ −k∗∗
4γ
C`
for all min k sufficiently large.
For the remainder of case (ii) we will use the following strategy. By the definition
of the scheme, there holds
0 = F̂ [uhk ,xk] =⇒ 0 = f`
(
h
(k`)
`
)
F̂ [uhk ,xk].
We will exploit the blow-up in δ2
xk` ,h
(k`)
`
uhk(xk) by letting min k be sufficiently large
and sending k` →∞. Using the structure of F̂ and the choice of the sequences {hk}
and {xk}, we will be able to show that, for k` >> kj for all j 6= `, there holds
f`
(
h
(k`)
`
)
F̂ [uhk ,xk] > f`
(
h
(k`)
`
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
when min k is sufficiently large. The bound 0 ≥ F [ϕ](x0) follows since f`
(
h
(k`)
`
)
> 0
and xk → x0.
In order to move derivatives onto ϕ, we can simply use the elliptic structure and
Lipschitz continuity of F while exploiting (6.18) and the fact that
(6.20) − f`
(
h
(k`)
`
)
δ2
xk` ,h
(k`)
`
uhk(xk) ≥
1
2
C`
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for all min k sufficiently large. Indeed, using (2.15) and (3.5) in (3.2), there holds
0 = F̂ [uhk ,xk]
= F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
+ F̂ [uhk ,xk]− F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
= F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
+ F
(
D
2
hkuhk(xk),∇hkuhk(xk), uhk(xk),xk
)
− F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk)
− β
d∑
i 6=`
h
(ki)
i δ
2
xi,h
(ki)
i
uhk(xk) + γ
d∑
i=1
d∑
j=1
(i,j)6=(`,`)
([
D˜2hk
]
ij
−
[
D̂2hk
]
ij
)
uhk(xk)
− βh(k`)` δ2x`,h(k`)` uhk(xk) + γ
([
D˜2hk
]
``
−
[
D̂2hk
]
``
)
uhk(xk)
≥ F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk)
− 2(K∗∗ + γ)
d∑
i=1
d∑
j=1
(i,j)6=(`,`)
(∣∣∣∣[D˜2hkuhk(xk)]
ij
∣∣∣∣+ ∣∣∣∣[D̂2hkuhk(xk)]
ij
∣∣∣∣+ ∣∣∣[D2ϕ(x0)]ij∣∣∣)
−K∗∗ |ϕx`x`(x0)| −K∗
d∑
i=1
(∣∣∣∣δxi,h(ki)i uhk(xk)
∣∣∣∣+ |ϕxi(x0)|)
−K0 (|uhk(xk)|+ |ϕ(x0)|)− β
d∑
i6=`
∣∣∣∣h(ki)i δ2xi,h(ki)i uhk(xk)
∣∣∣∣
−
(
k∗∗ + βh
(k`)
`
)
δ2
x`,h
(k`)
`
uhk(xk) + (2γ −K∗∗)
(
δ2
xk`
,2h
(k`)
`
− δ2
xk`
,h
(k`)
`
)
uhk(xk).
Let h′k = mini 6=` h
(ki)
i . Since ‖D2ϕ(x0)‖max, ‖∇ϕ(x0)‖max, |ϕ(x0)|, and |uhk(xk)|
are uniformly bounded, there exists a constant M > 0 such that
0 = f`
(
h
(k`)
`
)
F̂ [uhk ,xk](6.21)
≥ f`
(
h
(k`)
`
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)− f` (h(k`)` ) M
(h′k)
2
− 4(K∗∗ + γ)f`
(
h
(k`)
`
) d∑
i6=`
(∣∣∣[D˜2hkuhk(xk)]`i∣∣∣+ ∣∣∣[D̂2hkuhk(xk)]`i∣∣∣)
−K∗f`
(
h
(k`)
`
) ∣∣∣δ
x`,h
(k`)
`
uhk(xk)
∣∣∣+ 1
4
(
k∗∗ + βh
(k`)
`
)
C`
for all min k sufficiently large by (6.19) and (6.20). In order to bound the negative
terms in (6.21) by 14
(
k∗∗ + βh
(k`)
`
)
C`, we will consider three subcases depending on
how the function f`(h) behaves as h→ 0+.
Subcase (iia): Suppose lim infk`→∞
f`
(
h
(k`)
`
)
h
(k`)
`
= 0. Then, by (2.11) and the sta-
bility of the scheme, there exists a constant M ′ > 0 independent of h(k`)` and a
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subsequence (not relabelled) such that
f`
(
h
(k`)
`
)
h
(k`)
`
∣∣∣h(k`)` [D˜2hkuhk(xk)]`i∣∣∣ ≤ f`
(
h
(k`)
`
)
h
(k`)
`
M ′
h′k
,(6.22a)
f1
(
h
(k`)
`
)
h
(k`)
`
∣∣∣h(k`)` [D̂2hkuhk(xk)]`i∣∣∣ ≤ f`
(
h
(k`)
`
)
h
(k`)
`
M ′
h′k
,(6.22b)
f`
(
h
(k`)
`
)
h
(k`)
`
∣∣∣h(k`)` δx`,h(k`)` uhk(xk)∣∣∣ ≤ f`
(
h
(k`)
`
)
h
(k`)
`
M ′(6.22c)
for all i 6= ` and min k sufficiently large. Therefore, there exists indices K0, K` with
K` >> K0 such that for ki = K0 for all i 6= `, there holds
f`
(
h
(k`)
`
)
h
(k`)
`
[
8d (1 +K∗∗ + γ +K∗)
M +M ′
(h′k)
2
]
<
k∗∗C`
8
(6.23)
for all k` > K`. Plugging (6.23) into (6.21), it follows that, for some index k,
0 ≥ f`
(
h
(k`)
`
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
+
1
8
(
k∗∗ + βh
(k`)
`
)
C`
> f`
(
h
(k`)
`
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
from which we can conclude 0 ≥ F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0).
Subcase (iib): Suppose 0 < Cb ≤ lim infk`→∞
f`
(
h
(k`)
`
)
h
(k`)
`
≤ CB < ∞ for some
constants Cb, CB .
Assume that there exists sequences ηk → 0+ and zk → x0 such that
lim sup
mink→∞
( |uηk(zk)− uηk(zk − ηk`e`)|+ |uηk(zk)− uηk(zk + ηk`e`)| ) > 0.
Then, by the upper semi-continuity and definition of u, there exists a choice for the
sequences ηk → 0+ and zk → x0 and a constant C0 > 0 such that
lim
mink→∞
[uηk(zk − ηk`e`)− 2uηk(zk) + uηk(zk + ηk`e`)] = −C0,
and it follows that
lim sup
mink→∞
f`
(
η
(k`)
`
)
δ2
x`,η
(k`)
`
uηk(zk)
= lim sup
mink→∞
f`
(
η
(k`)
`
)
η
(k`)
`
[(
η
(k`)
`
)2
δ2
x`,η
(k`)
`
uηk(zk)
]
1
η
(k`)
`
≤ −CbC0
2
lim inf
mink→∞
1
η
(k`)
`
= −∞,
a contradiction to (6.16). Thus, we must have
(6.24) lim sup
mink→∞
( |uηk(zk)− uηk(zk − ηk`e`)|+ |uηk(zk)− uηk(zk + ηk`e`)| ) = 0.
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Applying (6.24), we have
0 = lim sup
mink→∞
( ∣∣∣uhk(xk + h(k`)` e` ± h(ki)i ei)− uhk(xk ± h(ki)i ei)∣∣∣
+
∣∣∣uhk(xk − h(k`)` e` ± h(ki)i ei)− uhk(xk ± h(ki)i ei)∣∣∣
+
∣∣∣uhk(xk ± h(k`)` e`)− uhk(xk)∣∣∣ ).
Therefore, by (2.11), there exists indices K0, K` with K` >> K0 such that for ki = K0
for all i 6= `, there holds
f`
(
h
(k`)
`
)
h
(k`)
`
∣∣∣h(k`)` [D˜2hkuhk(xk)]`i∣∣∣ ≤ 2CB ∣∣∣h(k`)` [D˜2hkuhk(xk)]`i∣∣∣(6.25a)
≤ k∗∗C`
64d(K∗∗ + γ)
,
f1
(
h
(k`)
`
)
h
(k`)
`
∣∣∣h(k`)` [D̂2hkuhk(xk)]`i∣∣∣ ≤ 2CB ∣∣∣h(k`)` [D̂2hkuhk(xk)]`i∣∣∣(6.25b)
≤ k∗∗C`
64d(K∗∗ + γ)
,
f`
(
h
(k`)
`
)
h
(k`)
`
∣∣∣h(k`)` δx`,h(k`)` uhk(xk)∣∣∣ ≤ 2CB ∣∣∣h(k`)` δx`,h(k`)` uhk(xk)∣∣∣(6.25c)
≤ k∗∗C`
64dK∗
,
f`
(
h
(k`)
`
) M
(h′k)
2 ≤
k∗∗C`
64d
(6.25d)
for all k` > K` for some subsequence (not relabelled) such that
lim sup
k`→∞
f`
(
h
(k`)
`
)
h
(k`)
`
≤ CB .
Plugging (6.25) into (6.21), it follows that, for some index k,
0 ≥ f`
(
h
(k`)
`
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
+
1
8
(
k∗∗ + βh
(k`)
`
)
C`
> f`
(
h
(k`)
`
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
from which we can conclude 0 ≥ F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0).
Subcase (iic): Suppose limk`→∞
f`
(
h
(k`)
`
)
h
(k`)
`
= ∞. Without a loss of generality, we
also assume limkj→∞
fj
(
h
(kj)
j
)
h
(kj)
j
= ∞ for all j 6= ` for which there exists sequences
ηk → 0+ and zk → x0 such that lim infmink→∞ δ2
xj ,η
(kj)
j
uηk(zk) = −∞. Otherwise,
we could repeat the same arguments in Subcase (iia) or Subcase (iib) with the index
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` replaced by the index j to show that 0 ≥ F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0) since we
would analogously have
0 > fj
(
h
(kj)
j
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
for some index k with fj defined by (6.15). Consequently, by Subcase (iib), we can
assume u is continuous at x0.
By assumption, there exists a function g` such that
g`(0) = 0,(6.26a)
g` is strictly increasing,(6.26b)
Cc ≤ lim inf
h→0+
f`(h)g`(h)
h
≤ lim sup
h→0+
f`(h)g`(h)
h
≤ CC(6.26c)
for some constants 0 < Cc ≤ CC < ∞, i.e., f`g` ∈ O(h). We first show there holds
lim supmink→∞
∣∣∣∣δ+x`,h(k`)` uhk(xk)− δ−x`,h(k`)` uhk(xk)
∣∣∣∣ = 0.
Suppose there exists sequences ηk → 0+ and zk → x0 and a constant C ′ such
that
lim
mink→∞
(
δ+
x`,η
(k`)
`
uηk(zk)− δ−
x`,η
(k`)
`
uηk(zk)
)
= −C ′ 6= 0,
i.e., there exists a path approaching x0 over which u would have a corner along the x`
direction. Then, since u can be touched from above by a smooth function, we must
have C ′ > 0, and it follows that
lim sup
mink→∞
f`
(
η
(k`)
`
)
δ2
x`,η
(k`)
`
uηk(zk)
= lim sup
mink→∞
f`
(
η
(k`)
`
)
η
(k`)
`
[
δ+
x`,η
(k`)
`
uηk(zk)− δ−
x`,η
(k`)
`
uηk(zk)
]
= lim sup
mink→∞
f`
(
η
(k`)
`
)
g`
(
η
(k`)
`
)
η
(k`)
`
[
δ+
x`,η
(k`)
`
uηk(zk)− δ−
x`,η
(k`)
`
uηk(zk)
]
1
g`
(
η
(k`)
`
)
≥ −CcC
′
2
lim inf
mink→∞
1
g`
(
η
(k`)
`
) = −∞,
a contradiction to (6.16). Therefore, we must have
(6.27) lim sup
mink→∞
∣∣∣∣δ+x`,η(k`)` uηk(zk)− δ−x`,η(k`)` uηk(zk)
∣∣∣∣ = 0
for all sequences ηk → 0+ and zk → x0.
For the remainder of Subcase (iic) we choose the maximizing sequences hk, xk,
and zk constructed in (6.6) and satisfying (6.9) with lim infmink→∞ δ2
x`,h
(k`)
`
uhk(zk) =
−∞ as discussed at the beginning of Case (ii). The strategies in Subcases (iia) and
(iib) relied upon having a sequence diverge at a sufficiently high rate. Since no such
sequence exists, we can exploit the extra structure of the maximizing sequence without
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having non-signed terms dominate in (6.21). In particular, we will use the fact that
u is touched from above by a smooth function at x0 to show ∇hkuhk(xk)→ ∇ϕ(x0).
Notationally, we let f˜` denote the rate function and select a subsequence such
that
lim
mink→∞
f˜`
(
h
(k`)
`
)
δ2
x`,h
(k`)
`
uhk(zk) = lim inf
mink→∞
f˜`
(
h
(k`)
`
)
δ2
x`,h
(k`)
`
uhk(zk) = −C˜`
for some constant C˜` > 0. By (6.9) and (6.27), we must have
(6.28) lim
mink→∞
δ±
xi,h
(ki)
i
uhk(zk) = ϕxi(x0)
for all i = 1, 2, . . . , d.
We now show that
∣∣∣∣δ+x`,h(k`)` uhk(zk ± h(ki)i ei)
∣∣∣∣ is uniformly bounded. Suppose
there exists an index i 6= ` such that
lim sup
mink→∞
∣∣∣∣δ+x`,h(k`)` uhk(zk ± h(ki)i ei)
∣∣∣∣ =∞.
Assume limmink→∞ δ+
x`,h
(k`)
`
uhk(zk + h
(ki)
i ei) = ∞ for some subsequence (not rela-
belled). The case when the sequence diverges to −∞ will be discussed in the later.
A simple computation reveals
δ+
x`,h
(k`)
`
uhk(zk + h
(ki)
i ei) =
uhk(zk + h
(ki)
i ei + h
(k`)
` e`)− uhk(zk)
h
(k`)
`
(6.29)
− h
(ki)
i
h
(k`)
`
δ+
xi,h
(ki)
i
uhk(zk).
Choose a subsequence with a single index k such that
ch ≤ h
(k)
i
h
(k)
`
≤ Ch
for some constants 0 < ch < Ch independent of k, i.e., choose a quasi-uniform subse-
quence of hk. Define δ
+
ηi`,hk
by
δ+
ηi`,hk
v(x) ≡ v(zk + h
(k)
i ei + h
(k)
` e`)− v(zk)√(
h
(k)
`
)2
+
(
h
(k)
i
)2
and the constant ck ∈
[
1,
√
1+C2h
ch
]
such that
ckh
(k)
` =
√(
h
(k)
`
)2
+
(
h
(k)
i
)2
.
Then, by (6.29), there exists a constant C ′ > 0 such that
δ+
ηi`,hk
(uhk − ϕ) (zk) =
1
ck
δ+
x`,h
(k)
`
(uhk − ϕ) (zk + h(k)i ei) +
h
(k)
i
ckh
(k)
`
δ+
xi,h
(k)
i
(uhk − ϕ) (zk)
≥ δ+
x`,h
(k)
`
uhk(zk + h
(k)
i ei)− C ′
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for all k sufficiently large. Hence,
δ+
ηi`,hk
(uhk − ϕ) (zk)→∞,
a contradiction to (6.8). Therefore, lim supmink→∞ δ
+
x`,h
(k`)
`
uhk(zk + h
(ki)
i ei) <∞.
We can analogously show lim infmink→∞ δ+
x`,h
(k`)
`
uhk(zk + h
(ki)
i ei) > −∞ by as-
suming it diverges and arriving at the contradiction δ−
ξi`,hk
(uhk − ϕ) (zk) → −∞ for
the analogous operator δ−
ξi`,hk
defined by
δ−
ξi`,hk
v(x) ≡ v(zk)− v(zk + h
(k)
i ei − h(k)` e`)√(
h
(k)
`
)2
+
(
h
(k)
i
)2 .
The argument now uses (6.27) to guarantee the existence of a subsequence such that
δ−
x`,h
(k`)
`
uhk(zk + h
(ki)
i ei)→ −∞ with δ−ξi`,hkuhk(zk) ≤ δ
−
x`,h
(k`)
`
uhk(zk + h
(ki)
i ei) +C
′.
Therefore, we have
(6.30) lim sup
mink→∞
∣∣∣δµx`,hk`uhk(zk ± h(ki)i ei)∣∣∣ <∞ µ ∈ {+,−}
as a consequence of (6.27).
Applying (6.30), there exists a constant C ′′ > 0 independent of h(k`)` and a sub-
sequence (not relabelled) such that∣∣∣[Dµνhkuhk(zk)]`i∣∣∣ =
∣∣∣∣δνxi,h(ki)i δµx`,h(k`)` uhk(xk)
∣∣∣∣ ≤ 4h′kC ′′
for all i 6= `, µ, ν ∈ {+,−}, and min k sufficiently large. By (2.8), it follows that there
exists a constant M ′′ > 0 independent of h(k`)` and a subsequence (not relabelled)
such that
f˜`
(
h
(k`)
`
) ∣∣∣[D˜2hkuhk(xk)]`i∣∣∣ ≤ f˜` (h(k`)` )M ′′h′k ,(6.31a)
f˜`
(
h
(k`)
`
) ∣∣∣[D̂2hkuhk(xk)]`i∣∣∣ ≤ f˜` (h(k`)` )M ′′h′k ,(6.31b)
f˜`
(
h
(k`)
`
) ∣∣∣δ
x`,h
(k`)
`
uhk(xk)
∣∣∣ ≤ f˜` (h(k`)` )M ′′(6.31c)
for all i 6= ` and min k sufficiently large. Therefore, there exists indices K0, K` with
K` >> K0 such that for ki = K0 for all i 6= `, there holds
f˜`
(
h
(k`)
`
)[
8d (1 +K∗∗ + γ +K∗)
M +M ′′
(h′k)
2
]
<
k∗∗C`
8
(6.32)
for all k` > K`. Plugging (6.32) into (6.21) with f` replaced by f˜`, it follows that, for
some index k,
0 ≥ f˜`
(
h
(k`)
`
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
+
1
8
(
k∗∗ + βh
(k`)
`
)
C`
> f˜`
(
h
(k`)
`
)
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),xk
)
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from which we can conclude 0 ≥ F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0).
All cases exhausted, we must have 0 ≥ F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0) whenever
x0 ∈ Ω.
Step 3b: We now consider the other scenario when x0 ∈ ∂Ω and show (6.5) holds.
Suppose (i) u(x0) ≤ g(x0). Then
B [ϕ] (x0) = ϕ(x0)− g(x0) = u(x0)− g(x0) ≤ 0.
Hence, the assertion holds.
Suppose (ii) there exists a sequence {xk} → x0 such that xk ∈ Tkk ∩ ∂Ω for
all k and uhk(xk) → u(x0). Then uhk(xk) = uhk(xbk) = g(xbk) for some boundary
node xbk . By the continuity of ϕ and g and the fact u(x0) = limmink→∞ uhk(xbk), it
follows that ϕ(x0) = u(x0) = g(x0) and we have B[ϕ](x0) ≤ 0 by (i).
Suppose (iii) there exists a subsequence (not relabeled) {xk} ∈ Thk ∩Ω for which
uhk(xk) = uhk(xαk) for some interior node xαk for all k. If u(x0) ≤ g(x0), we have
B [ϕ] (x0) ≤ 0 by (i). Thus, we can assume u(x0) > g(x0). Using the same argument
as in Step 3a and the ellipticity of F , we can show
0 ≥ F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0)
by using the scheme directly with 0 = F̂ [uhk ,xαk ] for uhk(xαk)→ u(x0).
Combing (i), (ii), and (iii) which represent all (not mutually exclusive) scenarios,
we have u is a subsolution of the boundary condition in the viscosity sense since we
either have
B[ϕ](x0) ≤ 0
or
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0
) ≤ 0.
Step 4: We consider the case of a general test function ϕ ∈ C2(Ω) which is alluded
to in Step 3. Recall that u − ϕ is assumed to have a local maximum at x0. Using
Taylor’s formula we write
ϕ(x) = ϕ(x0) +∇ϕ(x0) · (x− x0) + 1
2
(x− x0)TD2ϕ(x0)(x− x0) + o(|x− x0|2)
≡ p(x) + o(|x− x0|2).
For any σ > 0, we define the following quadratic polynomial:
pσ(x) ≡ p(x) + σ|x− x0|2
= ϕ(x0) +∇ϕ(x0) · (x− x0) + (x− x0)T
[
σ Id×d +
1
2
D2ϕ(x0)
]
(x− x0).
Trivially, ∇pσ(x) = ∇ϕ(x0) + [2σ + D2ϕ(x0)](x − x0), D2pσ(x) = 2σId×d +
D2ϕ(x0), and ϕ(x) − pσ(x) = o(|x − x0|2) − σ|x − x0|2 ≤ 0. Thus, ϕ − pσ has a
local maximum at x0 and, therefore, u − pσ has a local maximum at x0. By the
result of Step 3 we have F
(
D2pσ(x0),∇pσ(x0), pσ(x0),x0
) ≤ 0, that is, F (2σId×d +
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D2ϕ(x0,∇ϕ(x0), ϕ(x0),x0
) ≤ 0. Taking lim infσ→0+ and using the continuity of F
we obtain
0 ≥ lim inf
σ→0+
F
(
2σId×d +D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0
)
≥ F (D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0).
Thus, u is a viscosity subsolution of (1.1).
Step 5: By following almost the same lines as those of Steps 2-4 we can show that
if u − ϕ takes a local minimum at x0 ∈ Ω for some ϕ ∈ C2(Ω) with u(x0) = ϕ(x0),
then either
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0
) ≥ 0
if x0 ∈ Ω or
F
(
D2ϕ(x0),∇ϕ(x0), ϕ(x0),x0
) ≥ 0
or
B [ϕ] (x0) ≥ 0
if x0 ∈ ∂Ω. Hence, u is a viscosity supersolution of (1.1).
Step 6: By the comparison principle (see Definition 2.3), we get u ≤ u on Ω. On
the other hand, by their definitions, we have u ≤ u on Ω. Thus, u = u, which coincides
with the unique continuous viscosity solution u of (1.1). The proof is complete.
We end this section with a couple of remarks concerning the convergence analysis.
Remark 6.1. (a) The maximizing sequence defined by (6.6) would be sufficient
to prove convergence if the underlying FD scheme were monotone. When u was suffi-
ciently smooth but could be touched by a smooth function, we could use the maximizing
sequence paired with the ellipticity of F and the consistency of F̂ to move derivatives
onto ϕ. When u was not sufficiently smooth, we chose an alternative sequence/path
that better exploited the lack of regularity for u via the ellipticity of F and the gener-
alized monotonicity of F̂ .
(b) The numerical moment played the role of a nonnegative term (when choos-
ing an appropriate subsequence) and allowed us to exploit the fact that k∗∗ > 0. In
particular, the generalized monotonicity property ensured by the numerical moment
guaranteed that any divergent behavior corresponding to a mixed partial derivative ap-
proximation led to divergent behavior for an approximation of ux`x` for some Carte-
sian direction x`. Thus, the monotonicity associated with the elliptic structure coming
from the PDE could be exploited directly to move derivatives onto ϕ via the divergence
of ux`x` .
(c) Theorem 6.1 is proved under the assumption that the numerical scheme is
admissible and `∞-norm stable giving potentially wider applicability of the convergence
result. We remark that this assumption has been verified for the narrow-stencil finite
difference scheme proposed in this paper when d = 2, 3 by exploiting spectral properties
of the numerical moment (see Sections 4 and 5) and a discrete Sobolev embedding
result.
7. Numerical experiments. In this section we present several two-dimensional
numerical tests to gauge the performance of the proposed narrow-stencil finite differ-
ence scheme for approximating viscosity solutions. All tests are performed using
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Matlab and the built-in nonlinear solver fsolve with an initial guess given by the zero
function on the interior of the domain. The errors are measured in the `∞ norm. The
examples will correspond to HJB operators independent of the gradient argument.
We use the numerical operator F̂ with the numerical moment and the numerical vis-
cosity given by (4.1) for γ > 0 specified and the numerical viscosity coefficient β = 0.
We note that both uniformly and degenerate elliptic cases are considered, and refer
the interested reader to [21] to see additional numerical tests for the Monge-Ampe`re
equation.
7.1. Test 1: Finite Control Set. Consider the HJB equation (1.2) with Ω =
(0, 1)2,
Aθ(x, y) ∈
{[ −1 1
1 −1
]
,
[ −2 1
1 −1
]
,
[ −1 −1
−1 −1
]
,
[ −1 −1
−1 −2
]
,
[ −2 1
1 −2
]
,
[ −2 −1
−1 −2
]
,
[ −2 −1
−1 −1
]
,
[ −1 −1
−1 −2
]}
,
βθ = ~0, cθ = 0, and fθ and Dirichlet boundary data chosen such that the exact
solution is given by u(x, y) = sin
(
2pi(1.2x− y)). Then, the optimal control Aθ∗(x, y)
corresponds to a discontinuous coefficient matrix. Furthermore, each choice for Aθ
is symmetric negative semidefinite and the control set corresponds to a family of
degenerate elliptic problems such as
−uxx − 2uxy − uyy = f
when assuming uxy = uyx. Simple central difference methods are known to diverge
for such examples as seen in [25]. However, with the numerical moment, we recover
convergent, non-monotone schemes. The results for A = 41 can be found in Table 7.1
which shows nearly second order convergence.
h Error Order
3.63e-02 7.25e-01
2.40e-02 3.72e-01 1.61
1.79e-02 2.25e-01 1.72
1.19e-02 1.09e-01 1.78
8.89e-03 6.41e-02 1.82
7.11e-03 4.24e-02 1.85
Table 7.1
Approximations for Test 1 with A = 41.
7.2. Test 2: Infinite Control Set. This example is adapted from [30]. Let
Λ = [0, pi/3]× SO(2), where SO(2) is the set of 2× 2 rotation matrices and define σθ
by
σθ ≡ RT
[
1 sin(φ)
0 cos(φ)
]
, θ = (φ,R) ∈ Λ.
Consider the HJB equation (1.2) with Ω = (0, 1)2, Aθ = 12σ
θ
(
σθ
)T
, βθ = ~0, cθ = pi2,
and fθ =
√
3 sin2(φ/pi2) + g, with g chosen independent of θ, and Dirichlet boundary
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data chosen such that the exact solution is given by u(x, y) = exy sin(pix) sin(piy).
Thus, the optimal controls vary significantly throughout the domain and the corre-
sponding diffusion coefficient is not diagonally dominant in parts of Ω. Furthermore,
the coefficient matrix is degenerate for certain choices of θ. The problem corresponds
to optimizing over the choice of orientation and angle between two Wiener diffusions.
The results for A = 41 can be found in Table 7.2 which shows nearly second order
convergence.
h Error Order
9.43e-02 2.60e-01
6.15e-02 1.28e-01 1.66
4.56e-02 7.32e-02 1.86
3.63e-02 4.69e-02 1.94
2.89e-02 2.99e-02 1.97
Table 7.2
Approximations for Test 2 with A = 41.
7.3. Test 3: Low Regularity Solution. Consider the second order linear
problem with non-divergence form
A(x, y) : D2u = f in Ω
with Ω = (−0.5, 0.5)2,
A(x, y) =
16
9
[
x2/3 −x1/3y1/3
−x1/3y1/3 y2/3
]
,
and f(x) and Dirichlet boundary data chosen such that the solution is given by
u(x, y) = x4/3−y4/3 ∈Wm,p(Ω) for (4−3m)p > −1. Then, the problem is degenerate
elliptic and the exact solution is not in C2(Ω). The results for A = 41 can be found
in Table 7.3. Similar test results hold for approximating the viscosity solution of the
infinite Laplacian
−∆∞u ≡ −∇u ·D2u∇u = −u2xuxx − uxuyuxy − uyuxuyx − u2yuyy = 0
with Dirichlet boundary data chosen such that the solution is given by u(x, y) =
x4/3 − y4/3. For the test we have fixed the value of ∇u in the definition of A(x, y).
h Error Order
6.15e-02 3.38e-02
4.56e-02 3.01e-02 0.38
3.63e-02 2.73e-02 0.42
2.89e-02 2.50e-02 0.40
2.24e-02 2.26e-02 0.40
1.43e-02 1.89e-02 0.40
Table 7.3
Approximations for Test 3 with A = 41.
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8. Conclusion. In this paper we have constructed and analyzed a new narrow-
stencil finite difference (FD) method for approximating the viscosity solution of fully
nonlinear second order problems such as the Hamilton-Jacobi-Bellman (HJB) problem
from stochastic optimal control. The new Lax-Friedrichs-like FD method is well-
posed, `p-norm stable (for p = 2,∞), and convergent. The fundamental building
block of the scheme is a numerical moment, a discrete operator that corresponds to
a high order linear perturbation of the problem. The conditions for choosing the
numerical moment are easy to realize in practice. By removing the monotonicity
condition, narrow-stencils can be used to design convergent schemes for a much wider
class of fully nonlinear problems.
The numerical tests in Section 7 as well as the tests found in [14] provide strong
evidence that the stabilization technique based on adding a numerical moment can be
used to remove the numerical artifacts that plague standard FD discretizations of fully
nonlinear problems (see [12]). By using a high order stabilization term, the scheme
approximates a low-regularity function as a limit of smoother functions. Consequently,
low-regularity artifacts are removed and/or destabilized by the scheme.
The FD method proposed in this paper can be applied to various fully nonlinear
second order elliptic problems as well as linear problems with non-divergence form.
While the analysis is carried out for the case when the differential operators are glob-
ally Lipschitz, we expect most of the results still hold for locally Lipschitz operators
when using adaptive numerical moments. The numerical moment may also be used as
a low-regularity indicator that can be explored for designing adaptive schemes (which
will be reported in a future work). The methods in this paper can easily be extended
to parabolic problems with the form
ut + F (D
2u,∇u, u, t, x) = 0
using the method of lines. As such, these methods are suitable for many application
problems. Both the theoretical analysis of this paper for approximating HJB equations
and the positive numerical tests regarding the Monge-Ampe`re equation found in [21]
hint at the robustness of the proposed narrow-stencil FD method and an underlying
framework for designing narrow-stencil methods for fully nonlinear PDEs. As the
method and results presented in this paper are exploited at the solver level, we expect
this new FD method to be a significant step in the design of practical methods for
approximating viscosity solutions.
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Appendix A. Some auxiliary linear algebra results.
Below we present several 2-norm estimate results for perturbations of the iden-
tity matrix and SPD matrices. These results, which have independent interests, are
crucially used to analyze the `2-norm stabilities of the proposed narrow-stencil finite
difference method in Sections 4 and 5.
Lemma A.1. Let A,B ∈ RJ×J such that A,B are symmetric positive definite.
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Then
‖(B − τA)x‖2 ≤ ‖Bx‖2 ∀x ∈ RJ
for all τ > 0 sufficiently small.
Proof. Let B = QΛQ∗ for Λ > 0. Choose τ > 0 sufficiently small such that
Λ− τQ∗AQ is SPD. Then, (Λ− τQ∗AQ)2 ≤ Λ2, and, for y = Q∗x, there holds
‖(B − τA)x‖22 = ‖(QΛQ∗ − τA)x‖22
= ‖Q(Λ− τQ∗AQ)Q∗x‖22
= ‖(Λ− τQ∗AQ)y‖22
= y∗(Λ− τQ∗AQ)2y
≤ y∗Λ2y
= ‖Λy‖22 = ‖ΛQ∗x‖22 = ‖QΛQ∗x‖22
= ‖Bx‖22.
Lemma A.2. Let A,F ∈ RJ×J such that A,F are symmetric positive definite.
Define R ∈ RJ×J such that R is upper triangular and F = R∗R. Then
‖σI − FA‖2 ≤ σ
for all positive constants σ such that σI > RAR∗.
Proof. By assumption, σI −RAR∗ is symmetric positive definite. Thus R∗(σI −
RAR∗)R is symmetric positive definite, and it follows that
R∗(σI −RAR∗)R = σF − FAF ≤ σF.
By symmetry, (R∗(σI −RAR∗)R)2 < σ2F 2, and we have
w∗R∗(σI −RAR∗)RR∗(σI −RAR∗)Rw −w∗σ2F 2w
= w∗
(
R∗(σI −RAR∗)RR∗(σI −RAR∗)R− σ2F 2)w
≤ 0
for all w ∈ RJ . Let z ∈ RJ and w = F−1z. Then
‖R∗(σI −RAR∗)(R∗)−1z‖22
= z∗
[
(R∗)−1
]∗
(σI −RAR∗)RR∗(σI −RAR∗)(R∗)−1z
= z∗
[
RR−1(R∗)−1
]∗
(σI −RAR∗)RR∗(σI −RAR∗)RR−1(R∗)−1z
= z∗
[
R(R∗R)−1
]∗
(σI −RAR∗)RR∗(σI −RAR∗)R(R∗R)−1z
=
[
RF−1z
]∗
(σI −RAR∗)RR∗(σI −RAR∗)RF−1z
= w∗R∗(σI −RAR∗)RR∗(σI −RAR∗)Rw
≤ w∗σ2F 2w = ‖σFw‖22 = ‖σFF−1z‖22
= σ2‖z‖22,
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and it follows that
‖σI − FA‖2 = sup
z 6=~0
‖(σI − FA)z‖2
‖z‖2
= sup
z 6=~0
‖(σI −R∗RA)z‖2
‖z‖2
= sup
z 6=~0
‖R∗(σI −RAR∗)(R∗)−1z‖2
‖z‖2
≤ sup
z 6=~0
σ‖z‖2
‖z‖2 = σ.
The proof is complete.
Corollary A.3. Let A,B, F ∈ RJ×J such that A,B, F are symmetric positive
definite. Then
‖(B − τFA)x‖2 ≤ ‖Bx‖2 ∀x ∈ RJ
for all τ > 0 sufficiently small.
Proof. Since B is SPD, there exists matrices Q,Λ ∈ RJ×J such that B = QΛQ∗
with Q orthogonal and Λ diagonal with λii > 0 for all i = 1, 2, . . . , J . Let λ∗ denote
the smallest diagonal entry of Λ.
Choose x ∈ RJ . Observe that, by Lemma A.2, the singular values of the matrix
(λ∗/2)I − τ(Q∗FQ)(Q∗AQ) are all bounded above by λ∗/2 when τ is sufficiently
small since Q∗FQ and Q∗AQ are SPD. Let (λ∗/2)I − τ(Q∗FQ)(Q∗AQ) = UΣV ∗ be
a singular value decomposition. Then,∥∥((λ∗/2)I − τ(Q∗FQ)(Q∗AQ))x∥∥2
= ‖UΣV ∗x‖2 ≤ ‖U(λ∗/2)IV ∗x‖2 = (λ∗/2) ‖UV ∗x‖2 .
Observe that UV ∗ is unitary and, consequently, normal. Thus, there exists a diagonal
matrix Λ˜ and a unitary matrix U˜ such that UV ∗ = U˜ Λ˜U˜∗ with λ˜ii ∈ {−1, 1} for all
i. Then, there holds |Λ˜| = I so that U˜ |Λ˜|U˜∗ = U˜ U˜∗ = I.
Let y = Q∗x. Since each component [Λ − (λ∗/2)I]ii > 0 for all i, we have the
length of the vector
(
Λ − (λ∗/2)I
)
y +
(
(λ∗/2)I − τ(Q∗FQ)(Q∗AQ)
)
y is maximized
when each component of
(
(λ∗/2)I − τ(Q∗FQ)(Q∗AQ)
)
y is scaled by the maximal
positive amount, i.e., λ∗/2. Thus,
‖ (B − τFA) x‖2 = ‖ (QΛQ∗ − τFA) x‖2
= ‖Q (ΛQ∗ − τQ∗FA) x‖2 = ‖ (ΛQ∗ − τQ∗FA) x‖2
= ‖ (Λ− τQ∗FAQ)Q∗x‖2 = ‖ (Λ− τQ∗FAQ) y‖2
= ‖ (Λ− τ(Q∗FQ)(Q∗AQ)) y‖2
= ‖ (Λ− (λ∗/2)I) y + ((λ∗/2)I − τ(Q∗FQ)(Q∗AQ)) y‖2
= ‖ (Λ− (λ∗/2)I) y + UΣV ∗y‖2
≤ ‖ (Λ− (λ∗/2)I) y + (λ∗/2)U˜ |Λ˜|U˜∗y‖2
= ‖ (Λ− (λ∗/2)I) y + (λ∗/2)y‖2
= ‖Λy‖2 = ‖ΛQ∗x‖2 = ‖QΛQ∗x‖2 = ‖Bx‖2
for all τ sufficiently small. The proof is complete.
