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Abstract
The strong chromatic index s′(G) is the minimum integer t such that there is an edge-coloring of G with t colors in which every
color class is an induced matching. Brualdi and Quinn conjecture that for every bipartite graph G, s′(G) is bounded by 12, where
1 and 2 are the maximum degrees among vertices in the two partite sets. We give the afﬁrmative answer for 1 = 2.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A strong edge-coloring of a graph G is an edge-coloring in which every color class is an induced matching; that is,
if edges uv and wz have the same color, then the pairs uw, uz, vw and vz are all non-edges of G. The strong chromatic
index s′(G) is the minimum number of colors in a strong edge-coloring of G. Erdo˝s and Nešetrˇil [5] conjectured that
s′(G)52/4, if  is even and s′(G)52/4 − /2 + 14 , if  is odd, where  is the maximum degree of G. It has
been shown that this bound is sharp for certain classes of graphs [1,2,4,7].
Faudree et al. [6] formulated a bipartite version of this problem. They conjectured that s′(G)2, if G is a bipartite
graph. Steger and Yu [10] conﬁrmed this for (G) = 3 which is the ﬁrst non-trivial case of the second conjecture. A
stronger version of the second conjecture, due to Brualdi and Quinn [3], states that s′(G) is bounded by12, where1
and 2 are the maximum degrees among vertices in the two partite sets, respectively. Quinn and Benjamin [8] proved
this for a special class of bipartite graphs whose partite sets are the k-sets and l-sets in [m], adjacent when the two sets
share exactly j elements. Quinn and Sundberg [9] proved it for the incidence bigraph of the k-sets in [m]. We give the
afﬁrmative answer to this conjecture for 1 = 2.
Theorem 1. Let G be a bipartite graph such that the maximum degrees among vertices in the two partite sets are 2
and . Then s′(G)2.
2. Proof of Theorem 1
Let G be a bipartite graph with partite sets X and Y. Let each vertex in X have at most 2 neighbors and each
vertex in Y have at most  neighbors. Note that if xy is an edge, x ∈ X, d(x) = 1, then after coloring G − xy,
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there are at most 2( − 1) forbidden colors for xy. Thus we may assume that each vertex in X has exactly two
neighbors.
We construct a type of |Y | ×  array of E(G) by indexing rows by an element of Y and list in each row the edges
incident to a ﬁxed y ∈ Y. Note that we allow some entries to be empty and we do not index the column. Notice that
the operation of exchanging any two edges or moving an edge to an empty entry in the same row will preserve this
labelling property. We call this an exchange operation.
We call a vertex in X good if its incident edges are in the same column, otherwise we call it bad. Apply the exchange
operation to maximize the number of good vertices.
We notice the following properties of the above labelling.
Observation 2. If a vertex u in X is bad, then there is a cycle C in G with the following properties:
(i) u ∈ C,
(ii) |C|/2 is odd,
(iii) all vertices except u in C ∩ X are good,
(iv) all edges that are incident to vertices in C ∩ X are put in the same two columns.
Proof of Observation 2. Consider the following process. Let x be a bad vertex with the incident edges e1 and e2.
WLOG, e1 is in the ﬁrst column, and e2 is in the second column. If there is no edge in the ﬁrst column and in the same
row as e1, then we can move e2 here. So we can suppose there is an edge e3 in the ﬁrst column and in the same row as
e1. If e3 is incident to a bad vertex, then we can use the exchange operation to swap e2 and e3, thus we gain at least
one more good vertex and lose none. So e3 is incident to a good vertex. Say, e3 and e4 are incident to the same good
vertex. Consequently e4 is in the same column as e3, that is the ﬁrst column.
If there is no edge in the second column and in the same row as e4, then we can move e4 here. So we can suppose
there is edge e5 that is in the same row as e4 and is in the second column. If e5 is incident to a bad vertex, then
we can use the exchange operation to swap e2 and e3, e4 and e5, thus we gain at least one more good vertex and
lose none. Consequently we may assume there is e6 that is incident to the same good vertex as e5, thus it is the
same column as e5, that is the second column. Notice that e1e2e3e4e5 forms a path due to the construction of the
array.
Now we deﬁne the cycle C promised in Observation 2. Since the graph is ﬁnite, the above argument stops at a certain
step with a path, say, e1e2e3 . . . et . Similar to the above, we note that e2j and e2j+1 are in the same row, e2j+1 and
e2j+2 are incident to the same good vertex for each integer j . Furthermore ei and ei+4 are in the same column for each
integer i. Since the argument stops at et , this edge is incident to e1 and we can assume that t = 2k + 2 for some integer
k. As a consequence, we have e1e2 . . . e2k+2 to form a cycle C as we claim.
We call such cycle to be vicious. Note that there is exactly one vicious cycle for each bad vertex, and vicious cycles
are pairwise disjoint by the choice of C. We now construct a 2-edge-coloring f of G such that each color class is an
induced matching. We deﬁne f (e)= (i, j) if e is in the j th column of the labelling. We decide i to be 1 or 2 as follows.
Color vicious cycles: We give the (ﬁrst coordinate of) color to edges in a vicious cycle in the following way: if e is
incident to a bad vertex x, then we assign i to be 1. For each vertex y ∈ C ∩ Y except the neighbors of x, we assign the
same ﬁrst coordinate of color to its edges (in C). Note that for each good vertex in C and for neighbors of x, we give
different colors to its edges. This algorithm is well-deﬁned by the properties of vicious cycle.
Color the rest: Now, all edges that are not colored yet are incident to good vertices. For each such good vertex, assign
the different (ﬁrst coordinates of) colors to its edges arbitrarily.
We verify that f is a proper edge-coloring. If e and e′ are incident to the same vertex in Y or to a bad vertex, then e
and e′ are assigned to the different columns, thus the second coordinates of f (e) and f (e′) are distinct. If e and e′ are
incident to a good vertex, then f (e) and f (e′) have different ﬁrst coordinates.
Let edges xy and x′y′ form a matching but not an induced matching, with x, x′ ∈ X and y, y′ ∈ Y . By symmetry,
we assume xy′ ∈ E(G). If columns of xy and x′y′ in the labelling are distinct, so are the second coordinates of f (xy)
and f (x′y′). Now consider the case that we put xy and x′y′ in the same column. Since edges xy and xy′ have y′ in
common, xy and xy′ are in distinct columns. This means that x is a bad vertex and xy′ is in the vicious cycle resulting
from x. Thus the ﬁrst coordinates of f (xy) and f (x′y′) are different by the deﬁnition of f. Hence f is a strong edge
2-coloring. 
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