Abstract-Software logs are widely used by developers to assist in various tasks. Despite the importance of logs, prior studies show that there is no industrial standard on how to write logging statements. Recent research on logs often only considers the appropriateness of a log as an individual item (e.g., one single logging statement); while logs are typically analyzed in tandem. In this paper, we focus on studying duplicate logging statements, which are logging statements that have the same static text message. Such duplications in the text message are potential indications of logging code smells, which may affect developers' understanding of the dynamic view of the system. We manually studied over 3K duplicate logging statements and their surrounding code in four large-scale open source systems and uncovered five patterns of duplicate logging code smells. For each instance of the problematic code smell, we contact developers in order to verify our manual study result. We integrated our manual study result and developers' feedback into our automated static analysis tool, DLFinder, which automatically detects problematic duplicate logging code smells. We evaluated DLFinder on the manually studied systems and two additional systems. In total, combining the results of DLFinder and our manual analysis, DLFinder is able to detect over 85% of the instances which were reported to developers and then fixed.
I. INTRODUCTION
Developers use software logs to assist in various tasks [2] , [5] , [7] , [12] , [13] . A logging statement (i.e., code that generates a log) contains a static message, to-be-recorded variables, and log verbosity level. As an example, a logging statement may be written as logger.error("Interrupted while waiting for fencing command: " + cmd);. In this example, the static text message is "Interrupted while waiting for fencing command: ", and the dynamic message is from the variable cmd, which records the command that is being executed. The logging statement is at the error level, which is the level for recording failed operations.
Even though developers have been analyzing logs for decades [8] , there exists no industrial standard on how to write logging statements [4] , [10] . Prior studies often focus on recommending where logging statements should be added into the code (i.e., where-to-log) [16] , [17] , and what information should be added in logging statements (i.e., what-to-log) [11] , [12] , [15] . A few recent studies [1] , [6] aim to detect potential problems in logging statements. However, these studies often only consider the appropriateness of one single logging statement as an individual item; while logs are typically analyzed in tandem [3] , [15] . In other words, we consider that the appropriateness of a log is also influenced by other logs that are generated in system execution.
In particular, an intuitive case of such influence is duplicate logs, i.e., multiple logs that have the same text message. Even though each log itself may be impeccable, duplicate logs may affect developers' understanding of the dynamic view of the system. For example, as shown in Figure 1 , there are two logging statements in two different catch blocks, which are associated with the same try block. These two logging statements have the same static text message and do not include any other error-diagnostic information. Thus, developers cannot easily distinguish what is the occurred exception when analyzing the produced logs. Since developers rely on logs for debugging and program comprehension [12] , such duplicate logging statements may negatively affect developers' activities in maintenance and quality assurance.
To help developers improve logging practices, in this study, we focus on studying duplicate logging statements in the source code. In the following sections, we discuss the approach of our study and the patterns of duplicate logging code smells (Section II), and we present a synopsis of the evaluation of our study (Section III).
II. THE APPROACH OF OUR STUDY AND THE PATTERNS OF DUPLICATE LOGGING CODE SMELLS
We first applied static analysis on four systems (Hadoop, CloudStack, Cassandra, and Elasticsearch) to identify all duplicate logging statements, which are defined as two or more logging statements that have the same static text message. We then manually study all the (over 3K) identified duplicate logging statements and uncovered five patterns of duplicate logging code smells. In addition to our manual analysis, we sought confirmation from developers on the manual analysis result (i.e., we reported the instances to developers for fixing). Due to the restriction of space, we illustrate two out of five duplicate logging code smells patterns that we uncovered in the manual study, full details are provided in our publication [9] . Table I lists the uncovered code smell patterns and the corresponding examples.
Pattern 1: Inadequate information in catch blocks (IC).
Description. Logs can be used for error diagnostics when exceptions occur [14] . However, we find that sometimes, duplicate logging statements in different catch blocks of the same try block may cause debugging difficulties since the logs fail to tell which exception occurred. Example. As shown in Table I , the try block contains two catch blocks; however, the log messages in these two catch blocks are identical. Since both the exception message and stack trace are not logged, once one of the two exceptions occurs, developers may encounter difficulties in finding the root causes and determining the occurred exception.
Pattern 2: Log message mismatch (LM).
Description. We find that sometimes after developers copy and paste a piece of code to another method or class, they may forget to change the log message, thus resulting in duplicate logging statements that record inaccurate system behaviors. Example. As an example, in Table I , the method doScaleDown() is a code clone of doScaleUp() with very similar code structure and minor syntactical differences. However, developers forgot to change the log message in doScaleDown(), after the code was copied from doScaleUp() (i.e., both log messages contain scaling up). Such instances of LM cause confusion when developers analyze the logs.
We then implemented a static analysis tool, DLFinder, to automatically detect problematic duplicate logging code smells. DLFinder utilizes abstract syntax tree (AST) analysis, data flow analysis, and text analysis to detect code smell instances. Details about the approach of DLFinder are illustrated in our paper [9] .
III. AN EVALUATION OF DLFINDER
The evaluation of our study is conducted by proposing two research questions. The data are shown in Table II . 
RQ1
Hadoop RQ1: How well can DLFinder detect duplicate logging code smells in the manually studied systems?
The goal of this RQ is to evaluate the detection accuracy of DLFinder. We applied DLFinder on the same versions of the systems that we used in our manual study. The ground truth (i.e., instances of code smells) in these four systems is obtained from our manual study. We calculated the precision and recall of DLFinder in detecting problematic duplicate logging code smells. The results show that DLFinder detects the instances of IC with 100% precision and recall, and it also achieves a high recall for the detection of LM.
RQ2: How well can DLFinder detect duplicate logging code smells in the additional systems?
The goal of this RQ is to study whether the uncovered patterns of duplicate logging code smells are generalizable to other systems. We applied DLFinder on two more systems that were included in the manual study: Camel and Wicket, which are both large-scale open source Java systems. Similar to our manual study, we manually collected the problematic duplicate logging code smells in the two additional systems, i.e., the ground-truth used for calculating the precision and recall of DLFinder. The data in Table II indicates that the patterns that we uncovered also exist in other systems, and DLFinder achieves good performance on the two additional systems.
IV. CONCLUSION In this study, we study over 3K duplicate logging code statements in four large-scale open source systems and uncover five patterns of duplicate logging code smells. We received confirmation from developers regarding the effectivess of the patterns we found. Combining our manual analysis and developers' feedback, we developed a static analysis tool, DLFinder, which automatically detects problematic duplicate logging code smells. We applied DLFinder on the manually studied systems and two additional systems. DLFinder successfully detects over 85% of the instances that were reported to developers and then fixed. Our study helps improve the logging practice and highlights the importance of the context of the logging code, i.e., the nature of logging code is highly associated with both the structure and the functionality of the surrounding code. Future studies should consider the code context when providing guidance to logging practices.
