In this paper we introduce Yoke graphs, a family of flip graphs that generalizes several previously studied families of graphs: colored triangle free triangulations, arc permutations and caterpillars. Our main result is the computation of the diameter of an arbitrary Yoke graph.
Introduction
Over recent decades there has been an increasing interest in graphs on combinatorial objects in which the adjacency relation reflects a local change, for example, flip graphs (see [2, 4, 10, 11, 13] ). In this paper we introduce Yoke graphs, a family of flip graphs that generalizes previously studied families of graphs: colored triangle free triangulations [1] (CTFT), arc permutations [3] and geometric caterpillars [8] .
The flip graph of triangulations of a convex polygon [13] inspired the definition of a few flip graphs on subsets of triangulations. One such graph is the CTFT graph. This graph is closely related to a distinguished lower interval in the weak order on the affine Weyl groupC n . The diameter of this flip graph was calculated using lattice properties of the order, see [1] .
An arc permutation in the symmetric group S n is one in which every prefix (and suffix) forms an interval in Z n . The flip graph of arc permutations is the subgraph induced by the set of arc permutations in the Cayley graph associated with (S n , S), where S is the generating set of S n consisting of simple reflections. The diameter of the graph of arc permutations was computed using similarities between the graph and the dominance order on Z n , see [3] .
To define a geometric caterpillar, start with the complete graph K n whose vertices are labeled by Z n . Embed K n in the plane such that its vertices form a verified that the encoding ψ, defined in [3, Section 6.2], induces an isomorphism between the graph of arc permutations and Y n,n−2 . Similarly, it can be shown that Y n,n−3 is isomorphic to the flip graph of geometric caterpillars.
Yoke graphs Y n,m are Schreier graphs of the affine Weyl group of typeC m whenever m > 1. This fact is naturally extended from previously known results. For example, by [1, Proposition 3.2] , the CTFT graph Y n,n−4 is a Schreier graph of the affine Weyl group of typeC n−4 for n > 5. Also, by [3, Corollary 10.4] , the arc permutations graph Y n,n−2 is a Schreier graph of the affine Weyl group of typeC n−2 for n > 3. For more details see [5] .
The main result of this paper is the following. ⌋.
; Otherwise, 1 < n ≤ m and
The proof of Theorem 2.3 appears at the end of Subsection 5.2. At the heart of the proof lies the idea to convert the problem of computation of diameter to that of computation of eccentricity. Specifically, in Section 3, we introduce dYoke graphs Z n,m , which are closely related to Yoke graphs. In Section 4, we show that the diameter of Y n,m is equal to the eccentricity of 0 in Z n,m .
dYoke Graphs
As noted in Section 2, at the heart of the calculation of the diameter of Y n,m lies the idea of converting the diameter problem of one graph into an eccentricity problem in another graph. To this end, we introduce a family of graphs. 
Two vertices u and v are adjacent in Z n,m if there exists 0 ≤ i ≤ m such that u j = v j for every j ∉ {i, i + 1} and one of the following two cases holds: either
Note that vertices in Yoke graphs and dYoke graphs are determined by their first (or last) m + 1 entries, since ∑ m+1 i=0 u i ≡ 0(modn). We denote the vertex (0, . . . , 0) ∈ Z n,m by 0. We will sometimes refer to the entries u 0 and u m+1 of a vertex u in Z n,m as buckets, similarly to Yoke graphs. In the first case of the adjacency relation, where u i = v i + 1 and u i+1 = v i+1 − 1 for some 0 ≤ i ≤ m, we say that u is obtained from v by shifting a unit from entry i + 1 to the left, and write u = ← s i (v). In the second case, where u i = v i − 1 and u i+1 = v i+1 + 1, we say that u is obtained from v by shifting a unit from entry i to the right, and write u = → s i (v). When v 0 = 0 (v m+1 = 0) we say that the left (right) bucket is empty.
For example, if v = (3, 0, −1, 1, 2) ∈ Z 5,3 , then ← s 2 (v) = (3, 0, 0, 0, 2) and → s 1 (v) = (3, −1, 0, 1, 2). If i < j, we say that v j is an entry to the right of v i and that v i is an entry to the left of v j . For convenience, we write s i to indicate a unit shift between the entries indexed by i and i+1 without specifying its direction. A word w in the letters F n,m is a sequence f d ⋯f 1 where
In this paper, when we write u ∼ v, it implies that (u, v) is an edge in the graph (and that u ≠ v, since the graphs in this paper have no loops). Clearly, there is a unique word
We say that f d ⋯f 1 is the word corresponding to the path P from v to u.
Let f d ⋯f 1 be the word corresponding to a path from v to u in Z n,m . If
(changing the order of f t and f t+1 ), then we say that f t and f t+1 relatively commute in (the path) f d ⋯f 1 (v) . Note that the fact that f t and f t+1 relatively commute in f d ⋯f 1 (v), does not imply that f t and f t+1 commute (as elements in the semigroup generated by F n,m ). For example, if f d ⋯f 1 corresponds to a path from v to u such that f t = → s i and f t+1 = ← s i+1 for some 1 ≤ t ≤ d − 1 and 0 ≤ i ≤ m − 1, then f t and f t+1 relatively commute in f d ⋯f 1 (v) (since a path has no repetitions and both f t and f t+1 indeed shift a unit) but do not commute (in the semigroup). If, however, f t and f t+1 commute, then they also relatively commute in f d ⋯f 1 (v). Clearly, two distinct s i and s j in F n,m commute if and only if i − j > 1. Proof. Let v and u be two vertices in Z n,m . If m = 0, then a word corresponding to a geodesic from v to u is of the form f k where f ∈ F n,0 and 0
Otherwise m > 0. Assume to the contrary that there exist words corresponding to geodesics from v to u not satisfying the lemma. Denote the set of such words by W. For every word If t 2 = t 1 +1, then the word obtained by deleting both f t1 and f t2 from f d ⋯f 1 is a word corresponding to a path from v to u, contradicting the minimality of d. Therefore, we can assume that t 2 − t 1 > 1. Note that f t1 does not relatively commute with f t1+1 by the minimality of t 2 − t 1 in the choice of w. Therefore we can assume that f t1+1 ∈ { → s i−1 , → s i+1 } (the only two elements in F n,m that do not necessarily relatively commute with f t1 ).
Both cases contradicting the minimality of t 2 − t 1 .
From Diameter to Eccentricity
Recall that the eccentricity of a vertex v in a graph is the maximum distance between v and any other vertex. In this section, we show (Theorem 4.5) that the diameter of Y n,m is equal to the eccentricity of 0 in Z n,m . Every Yoke graph Y n,m is naturally embedded in the dYoke graph Z n,m as an induced subgraph on the vertices with no negative entries. Note that for every two
The following Lemma is essential for the proof of Lemma 4.4. We start with a given z ∈ Z n,m such that z i = 0 for some 1 ≤ i ≤ m, and a geodesic P between z and 0. We show that P can be transformed into a geodesic P ′ in which the ith entry is either non-negative or non-positive along the path. We can do this without changing the sets of values of other entries.
Proof. We prove the existence of P ′ such that y 
with the following properties: Let t 1 be the minimal index such that x t1 i = 1 and therefore f t1 = → s i−1 . Let t 2 be the minimal index such that t 1 < t 2 and f t2 = → s i (such t 2 exists since x d i = 0). If t 2 − t 1 = 1, then f t1 and f t2 relatively commute in f d ⋯f 1 (z), and the path Q obtained by interchanging f t1 and f t2 satisfies properties (1) and (2) as required. In the rest of this proof, we assume that t 2 − t 1 > 1.
We can assume that f d ⋯f 1 is in the form
where w 1 and w 2 are words (at least one of which is nonempty) such that every letter in w 1 shifts a unit between entries to the right of i, and every letter in w 2 shifts a unit between entries to the left of i. Indeed, if there exist t 1 < t < t + 1 < t 2 such that f t shifts a unit between entries to the left of i and f t+1 shifts a unit between entries to the right of i, then f t and f t+1 commute and the word obtained by interchanging f t and f t+1 corresponds to a path between z and 0 which satisfies property (2), and which does not change O i (P ). By repeatedly interchanging such pairs, we obtain a word in the form ( * ), since
Note that f t1 commutes with every letter in w 1 and f t2 commutes with every letter in w 2 . Therefore, f d . . . w 2 f t1 f t2 w 1 . . . f 1 corresponds to a path Q between z and 0 satisfying properties (1) and (2), similarly to the case t 2 − t 1 = 1.
is the distance between v and u in the graph G. 
In this section we compute the eccentricity of 0 in Z n,m . We prove that it is equal to the value of the diameter of Y n,m as it appears in Theorem 2.3.
is merely a cycle graph on n vertices (n vertices connected in a closed chain). Therefore, ecc
Zn,0 (0) = ⌊ n 2 ⌋ = ⌊ n(m+1) 2
⌋, in accordance with Theorem 2.3 for the case m ≤ n. In the rest of this paper we consider only dYoke graphs in which
This section is composed of two subsections. In Subsection 5.1, we first introduce pivot paths and some related definitions. We then use them to compute the eccentricity of 0 when m ≤ n. In Subsection 5.2 we deal with the case n ≤ m. 
Pivot Paths and the Case m ≤ n
The proof of the Shift Direction Lemma 3.2 can be slightly modified so that the lemma applies to pivot paths. Proof. Let w = f d ⋯f 1 be the word corresponding to a geodesic P from v ∈ Z n,m to 0. Assume to the contrary that P has no walls. By the Shift Direction Lemma 3.2, exactly one of { ← s i , → s i } appears in w for every 0 ≤ i ≤ m. Both ← s 0 and → s m appear in w, since it has no outer walls. Therefore both ← s i−1 and → s i appear in w where Lemma 5.7 and Fact 5.8 
, in accordance with Theorem 2.3 for the case 1 = n ≤ m. In the rest of this paper we consider only dYoke graphs in which n > 1.
Definition 5.10 (P -interval). Let P be a pivot path of v and let {p 1 , . . . , p t } with −1 < p 1 < . . . < p t < m + 1 be the set of inner walls of P . Denote p 0 = −1, p t+1 = m + 1 and P iv(P ) = {p 0 , p 1 , . . . , p t , p t+1 }. Note that Piv(P ) ⊆ Piv(v). We call every p ∈ Piv(P ) a pivot of P . 
If P shifts right in
Proof. Note that by Lemma 5.11, P shifts either right or left in I. Assume that P shifts left in I (the proof of the second case follows by symmetric arguments). Note that every left unit shift in P between entries in I reduces the value of the sum ∑ i∈I iv i exactly by 1, since a unit is never shifted left from an empty right bucket. Therefore ∑ i∈I iv i ≥ 0 and d I (P ) = ∑ i∈I iv i .
Lemma 5.14. Let I = [p 1 + 1, p 2 ] be a P -interval of some pivot path P of v ∈ Z n,m . Proof. We prove the first case and similar arguments apply to the second case. Note that a left unit shift from an empty right bucket increases ∑ i∈I iv i . On the other hand, every other left unit shift between entries in I (we call such unit shifts simple left unit shifts in the rest of this proof) reduces the value of the sum ∑ i∈I iv i exactly by 1. Therefore, it is sufficient to prove the following.
Claim. It is possible to set to 0 every v i in I using only simple left unit shifts between entries in I.
Proof. Assume that I contains no negative entries. If p 1 = −1, then the claim is trivial. If p 1 is an inner pivot, then v i = 0 for every i ∈ I, since, in this case, a left unit shift between entries in I cannot decrease the sum ∑ i∈I v i (implying, in fact, that v m+1 = 0 and I = 1).
Otherwise, let j be maximal in I such that v j = −1. The assumption that ∑ 
Proof. Note that by Convention 2.2, 0 < v 0 , v m+1 < n and ∑ 
Lemma 5.16. For every dYoke graph Z n,m we have ecc Zn,m (0) ≥ ⌊ n(m+1) 2
⌋.
Proof. Let u ∈ Z n,m be defined as follows:
⌋. If n is even, then 
Proof. By Lemma 5.16, it is sufficient to show that ecc Zn,m (0) ≤ ⌊ n(m+1) 2
Let v ∈ Z n,m . By Lemma 5.15, we can assume that v has some inner pivot p ∈ Piv(v). By Observation 5.5 and Fact 5.
Since m ≤ n, 
The Case n ≤ m
In this subsection we calculate the eccentricity of 0 in Z n,m in the case n ≤ m. Throughout this subsection we assume that 1 < n ≤ m. For v ∈ Z n,m we introduce the following notations:
We abbreviate p l , p r and I c when v is evident. The outline of this subsection is as follows. We first construct two candidates for an antipode of 0 in Definitions 5.20 and 5.21 and compute their distance from 0 in Lemma 5.22. Then we prove that the maximal value between the two distances, is an upper bound on the distance of an arbitrary vertex v in Z n,m from 0. We split this proof into three cases. Note that by Observation 5.19, we can assume that ∑ i∈Ic v i ∈ {0, n}, since 0 is a fixed point of µ.
2. h(v) ≥ η n,m and ∑ i∈Ic(v) v i = n (Lemma 5.27). (1, 1, 1, 0, 1, 1, 1 ) and u 1 3,6 = (2, 1, 1, 1, 0, 1, 1, 2 ).
Lemma 5.22.
Proof.
. Note also, that the length of an outer pivot path is at least 
⌋.
At this point, we can combine our results to prove the main theorem of this paper.
Proof of Theorem 2.3. By Theorem 4.5, for every Yoke graph Y n,m , the diameter of Y n,m is equal to eccentricity of 0 in the corresponding dYoke graph Z n,m .
In Observations 5.1, 5.9 and Theorems 5.17, 5.31, the eccentricity of 0 in Z n,m is shown to be equal to the value of the diameter of Y n,m as stated in this theorem. 
Additional Problems

