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In this work we study the formation and dynamics of polarons in a system with a few impurities
in a lattice immersed in a Bose-Einstein condensate (BEC). This system has been experimentally
realized using ultracold atoms and optical lattices. Here, we consider a two-band model for the
impurity atoms, along with a Bogoliubov approximation for the BEC, with phonons coupled to
impurities via both intraband and interband transitions. We decouple this Fröhlich-type term by
an extended two-band Lang-Firsov polaron transformation using a variational method. The new
effective Hamiltonian with two (polaron) bands differs from the original Hamiltonian by modified
coherent transport, polaron energy shifts, and induced long-range interaction. A Lindblad master-
equation approach is used to take into account residual incoherent coupling between polaron and
bath. This polaronic treatment yields a renormalized inter-band relaxation rate compared to Fermi’s
golden rule. For a strongly coupled two-band Fröhlich Hamiltonian, the polaron is tightly dressed
in each band and can not tunnel between them, leading to an inter-band self-trapping effect.
PACS numbers: 67.85.-d, 71.38.-k, 03.65.Yz, 63.20.K-
I. INTRODUCTION
The field of ultracold atom physics has explored a wide
variety of phenomena since its relatively recent accessi-
bility, with a major feature being the tunability of ex-
periments across wide parameter regimes [1–4], to easily
access and probe phase transitions [5, 6], as well as ex-
citation spectra and dynamics of systems analog to con-
densed matter [7–10]. Even features such as artificial
gauge fields can be implemented for neutral atomic par-
ticles, allowing for the investigation of topological phases
[11, 12].
Within this ultracold toolbox, one ingredient is becom-
ing of increasing interest in recent years which is of vi-
tal importance to real solid-state systems: phonons and
atom-phonon coupling [13–16]. Such a coupling provides
many interesting possibilities [17–19]. For one, it can
lead to effective Hamiltonians, such as extended Hub-
bard models or the Holstein model [20–24], as well as
dissipative two-level system [25–28]. Polaronic effects
from electron-phonon interactions have also long been
suggested to be the proponent behind high-Tc supercon-
ductivity in one- and two-band solid-state systems [29–
35]. In ultracold quantum gases, evidence of polarons
has been found in systems with trapped ions [36] or sys-
tems with a single ion immersed in a degenerate quantum
gas [37–43]. On the other hand, the atomic polaron has
also been studied both experimentally and theoretically
in systems of imbalanced Bose-Fermi mixtures [44–49]
and Fermi-Fermi mixtures [50–57]. In the particular case
of a system with impurities immersed in a bosonic bath,
these impurities couple to bosonic excitations. For suit-
able parameters, polaronic phenomena arise generically
∗Electronic address: taoyin@itp.uni-frankfurt.de
in such systems [58–81]. There are also other propos-
als for realizing atom-phonon couplings and polaronic
effects, including crystals of dipolar molecules [82–84],
nanoparticles [85, 86] and hybrid atom-ion coupled sys-
tems [87].
None of these works consider polaronic phenomena of
multi-band systems with ultracold quantum gases. In
such systems, the inter-band dynamics of polarons, as
well as intra-band dynamics, lead to new effects which
have no analogue in single band systems. Motivated by
recent experiments [88–91], we consider a system of a few
impurities in an optical lattice, populating the lowest two
Bloch bands, immersed in a Bose-Einstein condensate.
These impurities are coupled to Bogoliubov phonons (of
the BEC) via both intra- and inter-band transitions. In
order to decouple this Fröhlich-like term, we derive a gen-
eralized two-band Lang-Firsov polaron transformation.
The transformed effective Hamiltonian still contains two
bands, where the impurity is now dressed by phonons as
a quasi-particle (polaron). We use a variational approach
to connect between the weak and strong coupling limits
and calculate the dressing parameters. Polaronic effects
modify both intra-band coherent transport and polaron
energy shifts, and also induce a long-range interaction
between different polarons.
We then focus on inter-band relaxation effects and
specify our system as a single impurity trapped in a quasi-
1D system. We study the residual incoherent coupling
between polaron and bath by using a Lindblad master
equation. The impurity inter-band relaxation process un-
der this polaronic treatment is beyond a Fermi’s Golden
Rule description. These polaronic renormalization ef-
fects of the inter-band relaxation rate should be accessi-
ble in current experiments. On the other hand, for large
impurity-phonon coupling, the polaron is tightly dressed
in each band and cannot hop between different bands. In
this limit, an inter-band self-trapping effect is expected.
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2This work is organized as follow: in section II, we in-
troduce the effective two-band Hamiltonian of a realis-
tic experiment setup, with a few impurities in a lattice,
immersed in a Bose-Einstein condensate (BEC) of a dif-
ferent atomic species. In section III, we describe in de-
tail the generalized Lang-Firsov polaron transformation
for the two-band system. The transformed Hamiltonian
with two (polaron) bands can be separated into a co-
herent part and an incoherent part. The coherent part,
arising from the thermal average over the phonon bath,
is discussed in section IV. The inter-band relaxation and
decoherence effects, which are all included by the incoher-
ent part of this Hamiltonian, are discussed in section V.
We derive the Lindblad equation and correlation func-
tions for the residual incoherent impurity-phonon cou-
pling. This polaronic impurity dynamics is closely re-
lated to recent experiments. The polaronic inter-band
relaxation rate is compared to Fermi’s Golden Rule. We
give concluding remarks and an outlook in section VI.
II. EFFECTIVE HAMILTONIAN
Here we consider a few neutral impurities with mass
mI interacting with a Bose-Einstein condensate of an-
other neutral species. The impurities are trapped by a
3D optical lattice and their Hamiltonian is denoted by
HI . The homogeneous BEC system HB is formed by
another atomic species with mass mB and a weak re-
pulsive interaction gB . The impurity-BEC interaction
Hint is caused by s-wave interactions between the differ-
ent species, which can be tuned by standard Feshbach
resonance techniques. The total Hamiltonian is hence
H = HI +HB +Hint.
We describe these different terms in detail in the follow-
ing parts of this section.
A. Impurities in optical lattice – HI
We consider a quasi-1D system with impurities trapped
in an anisotropic 3D optical lattice:
VI (r) = V
x
I sin
2
(pi
d
x
)
+ V yI sin
2
(pi
d
y
)
+ V zI sin
2
(pi
d
z
)
,
with lattice constant d = λ/2 and laser wavelength λ. We
use the lattice constant d as the unit of length throughout
this paper. The single impurity recoil energy is ER ≡
pi2~2/ (2mI). The trapping strength in the transverse
(y, z−) direction is assumed to be much stronger than
in longitudinal (x−) direction with V xI  V ⊥I ≡ V yI =
V zI . The impurities are therefore tightly trapped in the
transverse direction, and remain in the ground state of
the associated harmonic oscillator potential:
φ0 (y) = 1/
(
piσ2⊥
) 1
4 e−y
2/(2σ2⊥), (1)
with transverse characteristic length σ⊥ ≡
√
~/ (mIω⊥)
and frequency ~ω⊥ ≡ 2
(
V ⊥I ER
)1/2. In the longitudi-
nal direction, on the other hand, the impurities populate
both the lowest and the first excited band. In princi-
ple, exact Bloch wave functions need to be calculated
numerically, which can then also be represented as linear
combinations of Wannier states ϕ0(1)x (x). In a deep lat-
tice, the Wannier functions can be approximated by the
lowest two eigenstates of a harmonic oscillator
ϕ0x (x) ≈ 1/
(
piσ2x
) 1
4 e−x
2/(2σ2x), (2)
ϕ1x (x) ≈ 1/
(
piσ2x
) 1
4
(√
2x/σx
)
e−x
2/(2σ2x), (3)
with longitudinal characteristic length σx ≡
√
~/ (mIωx)
and oscillation frequency ~ωx ≡ 2 (V xI ER)1/2.
In this highly anisotropic system, impurities can hop
to their nearest-neighbor sites only along the longitudinal
direction. A particle localized on lattice site j will be
described by the wave function
W
0(1)
j (r) ≡ ϕ0(1)x (x− xj)φ0 (y)φ0 (z) . (4)
Due to the low density of impurities, their dynamics
can be modeled by a non-interacting two-band Hubbard
Hamiltonian:
HˆI =−
∑
〈i,j〉
∑
α
Jαaˆα†i aˆ
α
j +
∑
i
∑
α
εαnˆαi (5)
where Jα and εα are the hopping parameters and on-site
energy for each band with index α = 0, 1. In a deep
lattice, the band gap ε∆ ≡ ε1 − ε0 can be approximated
as the longitudinal oscillator frequency ~ωx. In this work
we only consider inter-band dynamics between the lowest
two Bloch bands and ignore higher band effects.
B. Bosonic bath
The impurities are immersed in a homogeneous BEC
with weakly repulsive boson-boson interaction gB be-
tween the atoms. In a dilute system, this weak interac-
tion can be described by boson-boson scattering length
aB as gB = 4pi~2aB/mB . For vanishing inter-species
interaction gIB between impurity and bath, the BEC
can be described by standard Bogoliubov theory and
treated as a phonon bath (see Fig. 1). Once gIB is
introduced, the BEC becomes deformed due to the pres-
ence of impurities. This interaction is closely related
to the impurity-boson scattering length and other sys-
tem parameters such as the impurity-boson mass ratio
and the impurity confinement strength. The relation
can be determined by making use of scattering theory
in the low-energy limit, such as the Lippmann-Schwinger
equation or effective field theory [92]. For an uncon-
fined impurity, the inter-species interaction gIB can be
derived as gIB ≡ 2pi~2aIB/µ with the reduced mass
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Figure 1: Dispersion relation for single impurity and phonon
in longitudinal direction (in the unit of ER). The impurity
moves in the longitudinal direction of the system with two
Bloch bands 0k (blue line) and 
1
k (green line). The dashed
blue lines at k = ±pi indicate the first Brillouin zone in lon-
gitudinal direction. The phonon dispersion ~ωq (red line) is
described by Bogoliubov theory where q ≡ (qx, qy,qz) is the
phonon momentum. The dashed red lines at qx = ±|q0| indi-
cate that the phonon energy matches with the impurity band
gap ~ω|q0| ≈ ε∆ with ε∆ ≡ ε1 − ε0.
µ ≡ mImB/ (mI +mB) and 3D impurity-boson scat-
tering length aIB . On the other hand, for the con-
fined impurity, gIB needs to be treated carefully due to
lattice effects such as confinement induced resonances
[93, 94]. In the specific system we considered here,
the impurity is confined in one-dimensional tube (quasi-
1D) by an anisotropic optical lattice while the bosonic
atoms are free in three-dimensional space (3D). When the
transverse characteristic length σ⊥ is much smaller than
any other length scales, the resulting system is mixed-
dimensional. At low energies, the inter-species interac-
tion is solely characterized by a single parameter, the
effective scattering length aeffIB , whose value can be ob-
tained numerically [95]. This fact also allow us to ar-
bitrarily tune the value of aeffIB by tuning the transverse
confinement strength, independently of tuning the Fesh-
bach resonance position.
Here we use the approach in [60, 61], where the de-
formation is treated as a perturbation around the BEC
ground state. The bosonic field operator is expanded
as ψˆ (r) = ψ0 (r) + ϑˆ (r), where ψ0 (r) is the order pa-
rameter in the absence of inter species interaction and
ϑˆ (r) = ϑ (r) + ζˆ (r) represents the perturbation itself,
which consists of a correction to the order parameter,
ϑ (r), and Bogoliubov excitation operators ζˆ (r). The
modified BEC ground state is described as ψ0 (r) +ϑ (r),
which is the Gross-Pitaevskii solution including the pres-
ence of impurities. This modification ϑ (r) shifts the equi-
librium positions in order to minimize the total energy
of the system. The small excitations ζˆ (r), around the
static GP ground state ψ0 (r) + ϑ (r) of the condensate,
can be described in the terms of Bogoliubov modes
ζˆ (r) =
∑
q
[
uqe
iq·rβˆq − v∗qe−iq·rβˆ†q
]
, (6)
with bosonic operators βˆ†q (βˆq) creating (annihilating) a
Bogoliubov quasi-particle with momenta q. The coeffi-
cients uq (r) and vq (r) can be determined by Bogoliubov-
de Gennes equations:
uq =
√
1/ (2Ω) [(q + gBn0) / (~ωq) + 1]
vq =
√
1/ (2Ω) [(q + gBn0) / (~ωq)− 1]
with the system quantization volume Ω and the Bogoli-
ubov phonon dispersion
~ωq ≡
√
q (q + 2gBn0);
q ≡ ~
2|q|2
2mB
. (7)
where n0 = |ψ0|2 is the condensate density.
As pointed out in [61], the coefficients uq (r), vq (r)
and Bogoliubov phonon spectrum ωq are not changed by
the presence of the impurity, although the equilibrium
positions of the modes are modified by ϑ (r). In [61],
they express ϑˆ (r) = ϑ (r) + ζˆ (r) in terms of Bogoliubov
modes around the state ψ0 (r) as
ϑˆ (r) =
∑
q
[
uqe
iq·rbˆq − v∗qe−iq·rbˆ†q
]
. (8)
In contrast to Eq. (6), the bosonic operators bˆ†q (bˆq) cre-
ate (annihilate) a quasi-particle around the ground state
ψ0 (r) in absence of impurity rather than around state
ψ0 (r) + ϑ (r). The Hamiltonian (up to constant terms)
for this effective phonon bath can be simply expressed as
HˆB =
∑
q
~ωqbˆ†qbˆq, (9)
if the impurity-BEC coupling gIB satisfies condition
|〈ϑ (r)〉|  ψ0 (r), which implies the dimensionless re-
lation:
(|gIB |/gB) n0ξD (10)
where ξ ≡ ~/√mBgBn0 is the condensate healing length
and D = 3 for a 3D homogeneous bosonic bath [60].
Strictly speaking, even when the coupling gIB is stronger
than this limit, the perturbation theory still qualita-
tively applies. For very strong interactions, however, the
bath can not be properly described by Bogoliubov quasi-
particles any more. The above perturbative method can
also be used in a system where the impurities and BEC
are both trapped by optical lattices [64].
4C. Atom-phonon coupling
The impurity-BEC interaction of the Hamiltonian can
be written as
Hˆint =
∑
q
∑
α,β
∑
i,j
~ωqMαβi,j;qbˆqaˆ
α†
i aˆ
β
j + h.c. (11)
Mαβi,j;q =
gIB
~ωq
√
n0
Ω
(uq − vq)mαβi,j;q, (12)
with α, β indicating the impurity Bloch bands and
mαβi,j;q ≡
´
d3reiq·rWα∗i (r)W
β
j (r). This term describes
the impurity coupling to the phonon bath by creating
or annihilating phonons. The non-local coupling terms
with i 6= j are highly suppressed due to the local form of
the interaction which requires overlap between localized
Wannier functions. For these reasons, the above inte-
grals mαβi,j;q can be well approximated by δijm
αβ
q e
iq·Ri
such that the value depends only on α, β and q. The di-
mensionless impurity-phonon coupling Mαβi;q can also be
written as Mαβq eiq·Ri with
Mαβq ≡ gIB
√
n0q
Ω (~ωq)3
mαβq . (13)
Note that the impurity-phonon coupling Mαβi,q obeys:(
Mαβi,q
)∗
= Mαβi,−q. (14)
The integral factors mαβq take the form
mαβq =
ˆ
d3reiq·rϕα∗x (x)ϕ
β
x (x) |φ0(y)|2|φ0(z)|2.
In a deep optical lattice, where the impurity Wannier
functions in Eqs. (1-3) can be approximated as harmonic
oscillator states, we can explicitly evaluate these factors:
m00q =e
−(σ2⊥q2⊥+σ2xq2x)/4,
m01q =e
−(σ2⊥q2⊥+σ2xq2x)/4
(
iqxσx/
√
2
)
= m10q ,
m11q =e
−(σ2⊥q2⊥+σ2xq2x)/4 (1− q2xσ2x/2) , (15)
by using the identity for Hermite polynomial integrals
[96]. Here q⊥ ≡
√
q2y + q
2
z indicates the transverse
phonon momentum.
In order to describe polaronic effects resulting from
the impurity-BEC coupling, we introduce a dimensionless
coupling constant as in [73] and name it κ. This constant
depends on the impurity-boson and boson-boson interac-
tions gIB , gBB and the condensate parameters ξ and mB
as
κ ≡
√
g2IBmB
gB~2ξ
. (16)
As described in [73], this constant is the ratio κ =
EIB/Eph between the characteristic impurity-boson in-
teraction EIB = gIB
√
n0ξ−3 and the typical phonon en-
ergy Eph = ~c/ξ, where c =
√
gBn0/mB is the conden-
sate speed of sound. In [62] an alternative dimensionless
coupling constant is used as
α ≡ a
2
IB
aBBξ
, (17)
or equivalently α = 4pin0a2IBξ. These two coupling con-
stants are related by α = (κµ/mB)
2
/pi, where µ is the
reduced mass. There are also other coupling constants
used [59, 74], which are slightly different from α or κ.
By tuning the impurity-boson scattering length aeffIB , the
coupling constant κ can be tuned continuously. How-
ever, the condition in eq. (10) requires that the coupling
constant satisfies the relation
κ κc ≡ 1
2
√
pi
√
ξ
aB
=
(
64pi3a3Bn0
)− 14 . (18)
This upper limit of the coupling constant κc depends only
on the boson-boson scattering length aB and the conden-
sate density n0 instead of the specific mass ratio mI/mB .
In a typical BEC system, this maximum coupling con-
stant is relatively small, such as κc ≈ 2.4 for 87Rb with
aB = 100a0 and n0 ≈ 1014cm−3. In order to reach larger
values of κc in realistic systems, one need to reduce the
condensate density n0 or the Bose-Bose scattering length
aB .
Finally the effective Hamiltonian with two-band Fröh-
lich impurity-phonon coupling is
Hˆ =−
∑
〈i,j〉
∑
α
Jαaˆα†i aˆ
α
j +
∑
i
∑
α
εαnˆαi
+
∑
q
~ωqbˆ†qbˆq
+
∑
i,q
∑
α,β
~ωqMαβi,q
(
bˆq + bˆ
†
−q
)
aˆα†i aˆ
β
i . (19)
Here we used the relations in Eq. (14). This Hamilto-
nian describes a general two-band system with impurity-
phonon coupling, which can also be realized by other ex-
perimental setups such as hybrid atom-ion systems [87].
III. VARIATIONAL TWO-BAND POLARON
TRANSFORMATION
A. Transformation with exponential quadratic
operators
This two-band Hamiltonian in Eq. (19), with Fröhlich-
type impurity-phonon coupling, can not be solved analyt-
ically even for the case of a single impurity. The goal of
this paper is to find a simple but non-trivial variational
method which can deal with the two-band system (19)
5in general. We choose the Lang-Firsov polaron transfor-
mation approach and generalize it to two-band system.
This canonical transformation is exact and decouples the
impurity-BEC interaction term in a new quasi-particle
basis. In this basis, the kinetic part in Hamiltonian (19)
contains the dynamics of quasiparticle and its interac-
tions between the transformed phonon bath. We solve
the coherent part of this transformed Hamiltonian with
a variational treatment and take into account the remain-
ing incoherent parts by a master equation.
Firstly we introduce the basic concept of the transfor-
mation for a single band before we extend it to the two-
band case. When a single impurity moves in a lattice
and couples to a phonon bath, there are exact solutions
in both the weak and strong coupling limit [21]. When
the impurity-phonon interaction is much weaker than the
impurity kinetic energy, the impurity behaves as a free
particle in a lattice. On the other hand, when the inter-
action is much larger than the kinetic part, the impurity
will be tightly dressed by a “cloud” of phonons, forming
a quasi-particle. The phonons are tied to the impurity
such that the impurity cannot move on its own but must
drag around a phonon cloud. This increases the effective
mass of the quasiparticle. In the intermediate coupling
region, the phonon dressing competes with the impurity
dynamics. In order to describe this competition, a vari-
ational ground state can be used to connect between the
weak and strong coupling limits [27, 69, 97–100]. This
variational ansatz is equivalent to a canonical transfor-
mation H˜ ≡ eSˆHˆe−Sˆ with Sˆ ≡ ∑i,q Λi,q (bˆ†−q − bˆq) nˆi
where Λi,q are the variational parameters. The trans-
formed Hamiltonian H˜ still cannot be solved analytically,
but can be separated into a coherent part 〈H˜〉T and an
incoherent part H˜inc ≡ H˜ −〈H˜〉T where 〈· · · 〉T indicates
a thermal average over the phonon bath. The coherent
part, which is decoupled from the phonon bath, is of the
form of an extended (polaronic) Hubbard model. The in-
coherent part describes the residual coupling between po-
laron quasi-particle and phonon bath. Compared to the
initial “bare” impurity-phonon coupling, this incoherent
part is significantly reduced by the polaron transforma-
tion. We first focus on the coherent part and neglect
the incoherent terms. The variational parameters Λi,q
are determined by minimizing the coherent Hamiltonian
energy and approach Λi,q = Mi,q in the strong coupling
limit. Finally, the residual incoherent part can be in-
cluded by a perturbative approach such as the Lindblad
master equation.
In order to find a suitable variational transformation
for the two-band system, we modify the Lang-Firsov po-
laron transformation H˜ = eSˆHe−Sˆ by extending the
impurity-phonon interaction to the two-band form. It
takes the form:
Sˆ ≡
∑
i,q
∑
α,β
Λαβi,q
(
bˆ†−q − bˆq
)
aˆα†i aˆ
β
i
 , (20)
with Λαβi,q ≡ Λαβq eiq·Ri . A similar method was also ap-
plied by Sibley and Munn in [101–104] and Stojanovic´
et al. in [99] for a single-band system with non-local
impurity-phonon coupling. Our initial guess for the vari-
ational parameters is the coupling element itself, Mαβq ,
and we constrain the variational parameters to obey
the same symmetry properties as Mαβq , namely that of
Eq. (14). By using the Baker-Campbell-Hausdorff for-
mula, eSˆAˆe−Sˆ = Aˆ+
[
Sˆ, Aˆ
]
+ 12!
[
Sˆ,
[
Sˆ, Aˆ
]]
+ · · · , we
can derive the transformed Hamiltonian with exponen-
tial quadratic operators as outlined in Appendix A. For
convenience, these expressions can be written in 2 × 2
matrix form via
Λq ≡
(
Λ00q Λ
01
q
Λ10q Λ
11
q
)
; bˆq ≡
(
bˆq 0
0 bˆq
)
,
and
Mi,q ≡
(
M00q M
01
q
M10q M
11
q
)
eiq·Ri .
After the transformation, the impurity annihilation
and creation operators can be expressed through
eSˆ aˆαi e
−Sˆ =
∑
β
(
Xˆi
)
αβ
aˆβi , (21)
and similarly for the creation operators. The matrix op-
erators Xˆi are found to be
Xˆi ≡ e−
∑
q Λqe
iq·Ri(bˆ†−q−bˆq). (22)
In the same fashion as was described above for the single
band system, this canonical transformation is equivalent
to defining a new quasi-particle, which represents an im-
purity dressed by the phonon cloud forming a polaron.
This transformation also shifts the equilibrium position
of the phonon bath by
eSˆ bˆqe
−Sˆ = bˆq +
∑
i,α,β
(
Xˆ†i bˆqXˆi − bˆq
)
αβ
aˆα†i aˆ
β
i , (23)
but it does not modify the phonon dispersion relation.
In Appendix A, we show the derivations for Eq. (21-23).
The transformed polaronic Hamiltonian can be written
as:
6H˜ =−
∑
〈i,j〉
∑
αβ
(
Xˆ†iJXˆj
)
αβ
aˆα†i aˆ
β
j +
∑
i
∑
αβ
(
Xˆ†iεXˆi
)
αβ
aˆα†i aˆ
β
i +
∑
q
~ωqbˆ†qbˆq
+
∑
i,α,β
∑
q
~ωq
[(
Xˆ†i bˆ
†
qM
†
i,qXˆi
)
+
(
Xˆ†iMi,qbˆqXˆi
)
+
(
Xˆ†i bˆ
†
qbˆqXˆi
)
− bˆ†qbˆq
]
αβ
aˆα†i aˆ
β
i
+
∑
i,α,β
∑
j,α′,β′
∑
q
~ωq
2
[(
Xˆ†i bˆ
†
qXˆi − bˆ†q
)
αβ
(
2Xˆ†jM
†
j,qXˆj + Xˆ
†
jbˆqXˆj − bˆq
)
α′β′
+ h.c.
]
aˆα†i aˆ
α′†
j aˆ
β′
j aˆ
β
i , (24)
where J and ε is the (diagonal) matrix form of Jα and
εα. Here we combine all single impurity contributions in
the second line. The last term, which is zero when only a
single impurity is considered, describes induced polaron-
polaron interactions due to the coupling with the phonon
bath. Compared to the original Hamiltonian in Eq. (19),
the hopping and on-site energy have been modified. As
for the single band system, this Hamiltonian contains
all interactions exactly and is hard to solve analytically.
Motivated by the single-band system, we separate the
Hamiltonian into coherent and incoherent parts, 〈H˜〉T
and H˜ − 〈H˜〉T respectively. The explicit form of the
coherent terms, which conserve the number of phonons,
is determined in Appendix A. In Eqs. (A17, A18, A25,
A28) we calculate all possible coherent terms in Eq. (24).
After determining the variational parameters Λq by min-
imizing the free energy of the coherent part, we treat the
residual polaron-bath coupling in the incoherent part as a
perturbation and solve it by a Lindblad master equation.
B. Diagonal transformation matrix
In Appendix A, we calculate the coherent part 〈H˜〉T
by averaging over the phonon bath and assuming it is
thermal. In contrast to the single-band case, these calcu-
lations are demanding when both intra- and inter-band
phonon couplings are included. In order to determine the
variational parameters Λq, we finally need to minimize
the free energy of whole coherent Hamiltonian. Until
now, we did not make any assumptions for our varia-
tional parameters Λq except for the symmetry relations
in Eq. (14).
Unfortunately, the general result of the transformed
Hamiltonian in Eq. (24) and its corresponding coherent
part are still quite complicated. It can be further simpli-
fied by making some approximations suitable to our spe-
cific system. Due to conservation of energy, the phonon-
induced inter-band dynamics requires the phonon energy
to match the impurity band gap, i.e. ~ωq ≈ ε∆. This
energy scale involves a phonon with particle-like disper-
sion and momentum |q| ≈
√
2mBε∆/~ significantly far
from zero. The inter-band coupling M01q for this large
phonon momentum is highly reduced due to the Gaus-
sian decay of m01q in Eq. (15). On the other hand, intra-
band dynamics requires a phonon energy ~ωq ≈ J0; J1
with phonon-like dispersion and small momentum |q| ≈
Jα
√
mB/ (gBn0)/~ = Jα/ (~c). The intra-band coupling
Mααq is not reduced too much at this smaller momen-
tum. In the polaron transformation, the parameters Λαβq
reflect the dressing of the impurity by phonons and are
closely related to Mαβq . For this reason, we treat the
inter-band coupling as small and approximate the matri-
ces Λq as diagonal:
Λq =
[
λ0qM
00
q 0
0 λ1qM
11
q
]
,
with variational parameters λ0q and λ1q. Since the intra-
band couplings Mααq are purely real numbers in our sys-
tem, we assume λαq are also real numbers. After the
transformation with these diagonal matrices Λq, we have
then decoupled the intra-band impurity-phonon coupling
and leave the (relatively) small inter-band coupling in
the new polaronic two-band Hamiltonian. The coherent
part, with phonons eliminated by thermal averaging, is a
many-body Hamiltonian:
〈H˜〉T =−
∑
〈i,j〉,α
JαP aˆ
α†
i aˆ
α
j +
∑
i,α
εαP nˆ
α
i +
∑
q
~ωq〈bˆ†qbˆq〉T
+ VˆP, (25)
with renormalized polaronic hopping terms JαP and on-
site energy εαP including the polaron energy shift:
JαP ≡Jα〈
(
Xˆi
)†
αα
(
Xˆj
)
αα
〉T ,
εαP ≡εα −
∑
q
~ωq
(
Λααq
) (
2Mααq − Λααq
)∗
. (26)
In the above formula, we use the fact that operators Xˆi
have only diagonal terms. There are also induced inter-
actions VˆP between multiple polarons, which can lead to
strong correlations in the system and will be discussed in
the next section. In the above calculations, we need to
sum over all possible phonon momenta q. In the ther-
modynamic limit of the phonon bath, we use the relation∑
q → Ω(2pi)D
´
dq with quantization volume Ω for the
phonons, and write this explicitly in cylindrical coordi-
nates: Ω
(2pi)3
´
dq⊥
´
dqx2piq⊥.
7For the polaronic intra-band hopping JαP , we only need
to calculate nearest-neighbor terms with j = i±1 regard-
less of the specific value of i. By noting that
〈
(
Xˆi
)†
αα
(
Xˆj
)
ββ
〉T = e−
∑
q(Nq+1/2)|Λααi,q−Λββj,q|2 , (27)
where Nq ≡ (exp (~ωq/kBT )− 1)−1 is the thermally av-
eraged phonon occupation number, we define polaronic
renormalization factors
SαT ≡
∑
q
(2Nq + 1) [1− cos (qx · d)] |Λααq |2 (28)
for each band and thus JαP = J
α exp (−SαT ).
We would like to note that the choice of diagonal trans-
formation matrices Λq works well when the inter-band
coupling is less important that the intra-band coupling.
By choosing diagonal matrices, we treat each of the two
bands independently. This approach is similar as the au-
thors in Ref. [60, 61] did for single band problem, except
a variational treatment was used. On the other hand,
when the off-diagonal terms in the coupling matrix Mq
are comparable or larger than the diagonal terms, one
must instead deal with the general transformed Hamilto-
nian in Eq. (24). For completeness, we describe a more
general approximate technique in Appendix A, which
may be useful for other types of systems. We intend
to address the approximation introduced in this section
more explicitly and quantitatively in a future publication.
IV. COHERENT POLARON DYNAMICS AND
INTERACTIONS
A. Single polaron band structures
In the previous section, we derived a general form of
the two-band polaron transformation and calculated the
resulting coherent part of the Hamiltonian in Eq. (25).
For the system with a single polaron, there are only intra-
band terms in the coherent Hamiltonian (25). The sin-
gle impurity is dressed by a coherent phonon cloud in
each band. The residual inter-band polaron-bath cou-
pling will appear only in the incoherent Hamiltonian. It
is easy to diagonalize the single-polaron coherent part
in the momentum representation and minimize the free
energy F ≡ −kBT ln
∑
α,k exp (−Eαk /kBT ) for this two-
band system, with polaron dispersion:
Eαk ≡ 2JαP cos (k · d) + εαP. (29)
Here k is quasi-momentum in longitudinal direction.
These variational parameters, which are real numbers,
can then be determined by the self-consistent equations:
λαq =
∑
k,α′ exp
(
−Eα′k /kBT
)
∑
k,α′ [1− 2JαPfq cos(k · d)/ωq] exp
(−Eα′k /kBT )
(30)
with fq ≡ (2Nq + 1) [1− cos (qxd)].
Before numerically calculating the variational param-
eters λαq , we firstly discuss some properties of this self-
consistent equation. Considering a simplified model with
momentum-independent variational parameters λ in a
single band system, we choose to minimize only the
ground state energy. The self-consistent equation (30)
will be modified as
λ =
[
1 + 2|J |
∑
q fq|Mq|2∑
q ~ωq|Mq|2
e−λ
2∑
q fq|Mq|2
]−1
. (31)
From the analysis in [99, 100], this equation has two lo-
cally stable solutions λ−, λ+ once the adiabatic regime is
achieved when
2|J |
∑
q fq|Mq|2∑
q ~ωq|Mq|2
>
e3/2
2
. (32)
These two solutions λ−, λ+, corresponding to two local
minima of ground state energy, indicate the impurity is
respectively loosely or tightly dressed by phonons. At
a critical impurity-phonon coupling with
∑
q fq|Mq|2 =
27/8, when the two minima become equal, the low-
est energy state solution abruptly switches from λ− to
λ+, indicating a first-order polaronic transition. On the
other hand, the solution of λ is a smooth and continu-
ous crossover when the adiabatic condition is broken with
small value of |J |. This transition-crossover behavior also
appears later when solving the self-consistent equation
(30) numerically, although we have considered a much
more simplified model here. Strictly speaking, this sharp
polaronic transition in the adiabatic regime is due to the
mean-field approximation by thermal averaging of the
phonon degrees of freedom. This drawback could be im-
proved if we were to treat the incoherent dynamics prop-
erly, by taking into account fluctuations or using a master
equation method.
We now compare the variational parameters λαq =
Λααq /M
αα
q from Eq. (30) and polaron dressing effects for
different system parameters. In Fig. 2(a) we show the
coupling factor λαq in each band for the temperatures
kBT = 0, ER, 2ER, where it can be seen that the vari-
ational parameters λαq are always smaller than 1. This
shows the competition between intra-band dynamics and
phonon dressing effects. These variational parameters
are also different for the two bands, since the polaron is
dressed differently in each band. We have focused on the
results for momentum in the longitudinal direction with
q = (qx, 0, 0) and find that the low-momentum phonons
are less dressed at higher temperatures kBT ≈ ER  Jα.
Here ER corresponds to a temperature of about 65nK
for a 133Cs impurity trapped by lasers with wavelength
1064nm. In Fig. 2(b, c) we also show the the factors
λα ≡∑q Λααq /∑qMααq . These factors λα thus indicate
the differences between our initial guess for the varia-
tional parameters Λααq = Mααq , as is sometimes used for
the transformation, and the full minimization of free en-
ergy for the variational parameters. As shown in Fig. 2,
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Figure 2: (a) Variational parameters λαq with q = (qx, 0, 0)
and κ = 1 in higher band (upper) and lower band (lower)
at different temperatures kBT = 0, ER, 2ER. (b)(c) Factors
λα ≡ ∑q Λααq /∑qMααq in each band at different tempera-
tures. Maximum coupling constant κc = 2.4 for condensate
density n0 = 1 × 1014cm−3 (b) and κc = 7.6 for conden-
sate density n0 = 0.01 × 1014cm−3(c). Other parameters
are: mI = 133, mB = 87; V xI = 9ER, V ⊥I = 25V xI and
aB = 100a0.
although these factors are different for each band and
different temperatures, they always approach λα = 1 in
the limit of strong interaction. In order to reach larger
values of the coupling constant, in Fig. 2(c) we show
results with κc = 7.6 by assuming condensate density
n0 = 0.01 × 1014cm−3. In the upper plot of Fig. 2(c),
we notice that the parameter λ shows a polaronic transi-
tion in the adiabatic regime when the condition Eq. (32)
is satisfied at finite temperature. On the other hand, λ
shows a smooth crossover behavior in the non-adiabatic
regime at zero temperature.
In the coherent part of the Hamiltonian Eq. (25), the
single polaron band structure is modified by phonon
dressing effects in Eq. (26). Effectively, the polaron is
trapped in a deeper lattice, with larger mass. The effec-
tive mass of a single polaron (at k0 = 0) in an optical
lattice can be defined as
mαP (k0) ≡ ~2
(
∂2Eαk
∂k2
|k0
)−1
=
~2
2JαP
. (33)
If the impurity-BEC coupling gIB increases, the po-
laron effective mass will increase exponentially as mαP =
mα0 exp (S
α
T ), with m
α
0 indicating the impurity effective
mass at κ = 0. In Fig. 3 we compare energy spectrum
Eαk , renormalization of intra-band hopping J
α
P/J
α, po-
laron effective mass mαP/m
α
0 and renormalization factor
SαT for each band at different temperatures.
Due to phonon dressing effects, the polaronic band gap
ε∆P ≡ ε1P− ε0P is also increased. This will affect the inter-
band relaxation dynamics. In Fig. 4 we show the on-
site polaron energy and band gap renormalization ver-
sus impurity-BEC coupling constant. In both Fig. 3(a)
and Fig. 4(a), without loss of generality, we set the ini-
tial lower band on-site energy ε0 to zero. As shown in
Fig. 4(b), the band gap renormalization is almost tem-
perature independent. These quantities are only slightly
affected by temperature due to different variational trans-
formation matrices Λq, as predicted in Eq. (26). Al-
though the band gap is not significantly changed, this
renormalization effect is important for inter-band reso-
nance conditions, which are required for Landau-Zener
tunneling to take place in a tilted lattice [105, 106].
B. Effective interactions between polarons
Here we briefly discuss interactions between polarons,
by considering the additional interactions between impu-
rities beyond the original Hamiltonian (19), which are
given by
Vˆ0 =
∑
i
∑
αβ
Uαβnˆαi
(
nˆβi − δαβ
)
, (34)
with the impurity on-site intra-/inter-band Hubbard-
type interaction Uαβ . After the polaron transformation,
the coherent Hamiltonian Eq. (25) for the multi-polaron
system contains effective interactions VˆP with both intra-
and inter-band terms. In principle, the variational pa-
rameters λq should be determined by minimizing the to-
tal free energy. This is hard for the many-impurity sys-
tem. Here we assume that the polaron parameters are
not modified from the single polaron case, due to the low
density of impurities in our dilute system. The effective
interaction terms VˆP in Hamiltonian Eq. (25) take the
form:
VˆP =
∑
i
∑
αβ
(
Uαβ + V αβii
)
nˆαi
(
nˆβi − δαβ
)
+
∑
i 6=j
∑
αβ
V αβi,j nˆαi nˆβj + ∑
β′ 6=β
V α;ββ
′
i,j nˆ
α
i aˆ
β†
j aˆ
β′
j
 (35)
with long-range bath induced interaction terms:
V αβi,j ≡−
∑
q
~ωq cos [qx(i− j)d]
× (Λααq ) (2Mββq − Λββq ) (36)
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and
V α;ββ
′
i,j ≡−
∑
q
~ωq sin [qx(i− j)d]
× (Λααq ) (2i ·Mββ′q ) 〈Kˆββ′j,j 〉T , (37)
with
Kˆαβi,j ≡
(
Xˆi
)†
αα
(
Xˆj
)
ββ
= e−
∑
q(Λ
αα
i,q−Λββj,q)
∗
bˆ†q−h.c..
(38)
As it was shown in [60, 107], these induced density-
density interactions V αβi,j are always attractive with
V αβi,j < 0 and take the form of Yukawa-type interac-
tions. The first line in Eq. (35) contains on-site effec-
tive interactions between polarons, also within different
bands. Due to these attractive interactions V αβi,j , the
final on-site interactions
(
Uαβ + V αβii
)
must be repul-
sive for bosonic impurities in order to keep the system
stable. The second part in Eq. (35) describes the long-
range part of these induced interactions. There are also
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Figure 5: (a) Induced density-density interactions V αβi,j be-
tween different band at κ = 1. (b) Ratio between induced
on-site and nearest neighbor interaction terms. The healing
length ξ is increased by reducing the condensate density n0
from 1×1014cm−3 to 0.01×1014cm−3 while keeping the cou-
pling constant κ = 0.3κc. (c) Effective polaronic interactions
in a multiple tube setup with two Bloch bands. Other param-
eters are mI = 133, mB = 87; V xI = 9ER, V ⊥I = 25V xI and
aB = 100a0; n0 = 1× 1014cm−3.
density-induced inter-band transitions, which are due to
the inter-band polaron-bath coupling.
In Fig. 5(a) we show the induced density-density in-
teractions V αβi,j versus distance |i − j| between polarons
between each band. Since these interactions are induced
by the impurity-BEC coupling, the long-range behavior
is related to the condensate healing length ξ. Here we
assume we can obtain large values for ξ by tuning the
Bose-Bose scattering length aB to a small positive value
or keeping the condensate density n0 small. In Fig. 5(b)
we also show the ratio of V αβi,j between on-site and nearest
neighbor terms versus ξ. These ratios increase with the
BEC healing length, indicating a longer effective range of
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the interactions. The effects of these interactions, which
are beyond this paper, might include new ordered po-
laron phases in our system with Hamiltonian Eq. (25).
As shown in Fig. 5(c), if we consider that the transverse
confinement is due to a very deep optical lattice instead
of a single well, different 1D tubes could then interact due
to the bath-induced long range (attractive) interactions.
A more rich phase diagram is expected in such mixed-
dimensional system coupled to a bosonic bath [108–111].
V. LINDBLAD EQUATION AND INTER-BAND
DYNAMICS
The incoherent part of the Hamiltonian H˜inc = H˜ −
〈H˜〉T includes the residual coupling between polarons
and phonon bath:
H˜inc =−
∑
〈i,j〉
∑
α
(
JαTˆααi,j
)
aˆα†i aˆ
α
j +
∑
i
∑
α
[∑
q
~ωqbˆ†q
(
Mααi,q − Λααi,q
)∗
+ h.c.
]
aˆα†i aˆ
α
i
+
∑
i
∑
α 6=β
{∑
q
~ωq
[
bˆ†q
(
Mαβi,q
)∗ (
Kˆαβi,i
)
− (Λααi,q) (Mαβi,q)∗ (Tˆαβi,i )]+ h.c.
}
aˆα†i aˆ
β
i
−
∑
i6=j
∑
α
∑
α′ 6=β′
{∑
q
~ωq
[(
Λααi,q
) (
Mα
′β′
j,q
)∗ (
Tˆα
′β′
j,j
)]
+ h.c.
}
aˆα†i aˆ
α
i aˆ
α′†
j aˆ
β′
j . (39)
with Tˆαβi,j ≡ Kˆαβi,j − 〈Kˆαβi,j 〉T . There are three different
coupling terms in Eq. (39): 1) an intra-band part due
to hopping of the polaron to nearest neighbor sites and
residual phonon dressing effects; 2) an inter-band part
due to polaron dynamics between two bands; and 3) a
mixed many-body term due to effective interactions be-
tween polarons.
The coherent part of the Hamiltonian Eq. (25), as cal-
culated before, is a two-band Hubbard Hamiltonian. In
order to focus on inter-band relaxation effects, we restrict
our investigations to the case of a single polaron and ig-
nore the interaction part VˆP. The incoherent Hamilto-
nian part Eq. (39) can be treated by a Lindblad master
equation. After applying the Born-Markov approxima-
tion, the Lindblad equation has the form:
dρ (t)
dt
= −i
[
〈H˜〉T , ρ (t)
]
+ LI [ρ (t)] (40)
with reduced density operator ρ (t) of the polaron system.
All decoherence effects in the system are described by the
dissipator:
LI [ρ (t)] =
∑
αβ
∑
α′β′
∑
i,j
∑
i′,j′
γαβ;α
′β′
ij;i′j′
×
(
Cα
′β′
i′j′ ρC
αβ†
ij −
1
2
{
Cαβ†ij C
α′β′
i′j′ , ρ
})
(41)
with the quantum jump operators Cαβij ≡
(
aˆα†i aˆ
β
j
)
.
These jump operators describe the dynamics of polarons
instead of bare impurities, since they include the creation
and annihilation operators of the polaron. In the inter-
action picture with Oˆ (t) ≡ e−i〈H˜〉T t/~Oˆei〈H˜〉T t/~, the de-
coherence rates are defined as:
γαβ;α
′β′
ij;i′j′ ≡ 2Re
ˆ ∞
0
dτeiωτgαβ;α
′β′
ij;i′j′ (τ) (42)
and the correlation functions gαβ;α
′β′
ij;i′j′ (τ) are defined in
Appendix B.
In this section, we focus our study on inter-band spon-
taneous relaxation of the polaron. Due to longitudinal
trapping, the energy scales for intra- and inter-band dy-
namics are mismatched as J0; J1  ε∆P . This allows us
to use the rotating wave approximation (RWA) for inter-
band dynamics and decouple it from intra-band dynam-
ics in Eq. (B4). We then use the short-hand notation
γ01i,j ≡ γ01;01ii;jj and C01i ≡
(
aˆ0†i aˆ
1
i
)
to describe the polaron
relaxation processes. Due to the coupling with the bath,
a polaron in the upper band can spontaneously relax to
the lower band with rate γ01i,j and emit a phonon. In our
system, the corresponding phonon energy ~ωq for inter-
band dynamics is much larger than the BEC temperature
kBT . For inter-band dynamics, the phonon bath temper-
ature is thus effectively zero. In the interaction picture,
this process is described by the master equation
d
dt
ρˆ ≡
∑
i,j
γ01i,j
(
C01j ρˆC
01†
i −
1
2
{
C01†i C
01
j , ρˆ
})
.
The single polaron spontaneous relaxation rate γ01i,j is cal-
culated in Eq. (B14). It is convenient to write the master
equation for relaxation processes in momentum space, as
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long as γ01i,j only depends on the value of (i− j):
d
dt
ρˆ ≡
∑
q
γq
(
C01q ρˆC
01†
q −
1
2
{
C01†q C
01
q , ρˆ
})
,
with C01q ≡
∑
k
(
aˆ0†k−qaˆ
1
k
)
and aˆαk is the polaron anni-
hilation operator in momentum space [112, 113]. Here,
k, k−q are the quasi-momenta in the first Brillouin zone
and Cq ≡ Cq+zG, z ∈ Z, G = 2pi/d. The relaxation rate
is written as a function of longitudinal phonon momen-
tum:
γq =
1
N
∑
(i−j)
γ01i,je
−iq(i−j)d, (43)
where N is lattice number. When qd  2pi, the sum
over with i 6= j, involving polaron relaxation effects over
different sites, decays rapidly with |i− j|.
The total relaxation rate γ is a sum over longitudinal
phonon momenta, γ ≡ ∑q γq [113]. From the expres-
sion of the correlation function g01ij (τ) in Eq. (B12), the
polaronic inter-band relaxation contains two terms. The
first term in (B12) is a single-phonon process, with the
polaron absorbing (emitting) one phonon from (to) the
bath. This term is similar to Fermi’s Golden Rule ex-
cept a renormalization factor 〈Kˆ10i,i (τ) Kˆ01j,j (0)〉T . The
second term describes higher order processes involving
two phonons begin absorbed (emitted), which are absent
in Fermi’s Golden Rule. In the total relaxation rate, we
will only consider the leading-order single-phonon process
in Eq. (B14) and neglect the higher-order processes. At
zero temperature, only spontaneous emission of phonons
is allowed with the single polaron spontaneous relaxation
rate
γP =2Re
ˆ ∞
0
dτeiε
∆
P τ/~
∑
q
ω2q|M01q |2e-iωqτ
× 〈Kˆ10i,i (τ) Kˆ01i,i (0)〉T , (44)
where 〈Kˆ10i,i (τ) Kˆ01i,i (0)〉T is defined in Eq. (B13) as a
renormalization factor for inter-band relaxation dynam-
ics.
In order to investigate how polaron effects affect the
inter-band dynamics, we also derive a Lindblad equation
for the original “bare” Hamiltonian in Eq. (19), before the
Lang-Firsov transformation had been applied. The cor-
responding single-impurity spontaneous relaxation rate
in this case is
γ0 = 2Re
ˆ ∞
0
dτeiε
∆τ/~
∑
q
ω2q|M01q |2e-iωqτ , (45)
and reduces to Fermi’s Golden Rule formula:
γ0 = 2pi
∑
q
ω2q|M01q |2δ
(
~ωq − ε∆
)
. (46)
Comparing Eq. (44) and Eq. (45), we observe that the
renormalization of the band gap from ε∆ to ε∆P increases
the energy of the phonon which is created, due to energy
conservation. The polaron relaxation rate γP is also re-
duced by an additional exponential factor, since the cou-
pling between impurity and bath is also renormalized.
Before we discuss the numerical results for the relax-
ation rate, let us first look at the behavior of γq as a
function of phonon momentum in the longitudinal direc-
tion. For the bare particle relaxation rate, the prediction
of Fermi’s golden rule gives:
γ0q ≡2Re
ˆ ∞
0
dτeiε
∆τ/~
∑
qy,qz
ω2q|M01q |2e-iωqτ
≈2pi
∑
q⊥
ω2q|M01q |2δ
(
~ωq − ε∆
)
. (47)
In a deep lattice, the impurity-phonon coupling matri-
ces Mαβq can be approximated by Gaussian functions in
Eq. (15). Then the value of Fermi’s golden rule for γ0q in
Eq. (47) is found to be:
γ0q ≈
(mB
~2
) n0
Lx
g2IB
× (q2σ2x/2) e−(q2σ2x+q2⊥σ2⊥)/2 (48)
where Lx is the phonon quantization length (analogous to
the quantization volume Ω) in the longitudinal direction.
The phonon momentum in the transverse direction q⊥
is fixed by energy conservation ~ωq = ε∆ ≈ ~ωx, where
|q|2 = q2 + q2⊥ and ωx is the longitudinal oscillation fre-
quency. An additional consequence of energy conserva-
tion, is that γq is cut off when ~ωq (|q| = q) = ~ωx. The
cut-off is
|qσx| ≈
√
2
mB
mI
, (49)
which only depends on the mass ratio mI/mB between
impurity and BEC particles.
On the other hand, the polaron relaxation rate γPq ver-
sus longitudinal phonon momentum needs to be calcu-
lated numerically from Eq. (43) and Eq. (B14). As we
discussed before for the total relaxation rate Eq. (44), we
consider only the single-phonon emitting processes and
calculate γPq as:
γPq ≈ 2Re
ˆ ∞
0
dτeiε
∆
P τ/~
∑
qy,qz
ω2q|M01q |2e−iωqτ
· 〈Kˆ10i,i (τ) Kˆ01i,i (0)〉T . (50)
Comparing with Eq. (47), the polaron relaxation rate has
a similar behavior except for an additional renormaliza-
tion factor. Due to energy conservation, γPq also has a
cut-off when ~ωq (|q| = q) = ε∆P . The renormalized po-
laron band gap ε∆P , which is larger than the bare gap ε
∆,
will shift this cut-off position to higher phonon momen-
tum. At the same time, the renormalization factor in
Eq. (50) will reduce the value of γPq .
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In Fig. 6 we show the behavior of the relaxation rate γPq
and γ0q as functions of longitudinal momentum qσx with
different impurity-BEC mass ratio. In order to compare
the differences between γPq and γ0q at different coupling,
we divide both γPq and γ0q by κ2 and then normalize them.
In this way, the Fermi’s golden rule value γ0q always stays
the same for different coupling constants κ. As shown in
Fig. 6, the dashed black lines indicate normalized γ0q from
Eq. (48), while the cut-off of |qσx| in Eq. (49) is indicated
by black lines. The total relaxation rate γ0 =
∑
q γ
0
q from
Fermi’s golden rule is the gray area below the black curve.
At κ = 0, the polaronic relaxation rate γPq is identical to
the results from the Golden Rule.
On the other hand, as the impurity-BEC coupling is
increased, the polaron relaxation rate γPq from Eq. (50)
is renormalized by the polaron band gap ε∆P and renor-
malization factor. The increased polaron band gap will
involve more phonons by shifting the cut-off momentum
(49), while the renormalization factor reduces the whole
momentum range. In Fig. 6 we also show the polaron
relaxation rate γPq with blue (red) curve at κ = 1(2) and
total relaxation rate γP with blue (red) area.
As shown in Fig. 6, the renormalization of the relax-
ation rate is different for various impurity-BEC mass ra-
tios. For larger mass ratio (heavy impurity) such as a sys-
tem with single 133Cs impurity coupled with 87Rb BEC,
the polaron relaxation processes will be enhanced by the
shift of the cut-off momentum and increase the total rate.
On the other hand, for smaller mass ratio (light impu-
rity) such as a 6Li impurity coupled with 23Na BEC, the
higher momentum cut-off for |qσx| is not so important
due to Gaussian decay of γq. In this case, the renormal-
ization factor will reduce γPq as well as the total relaxation
rate γP. We can also expect that, for extremely strong
impurity-BEC coupling, the total relaxation rate will be
reduced due to this renormalization factor with any mass
ratio.
Finally we compare the polaronic inter-band relaxation
rate γP and Fermi Golden Rule results γ0 in Fig. 7 as a
function of coupling constant and for different impurity-
BEC mass ratios. As we have already seen in Fig. 6, the
polaron formation will renormalize the inter-band relax-
ation rate differently, depending on the mass ratio.
We first consider the weak impurity-BEC coupling
regime with small κ in Fig. 7(a). For a heavy impu-
rity coupled to a light BEC bath, the inter-band relax-
ation process involves more phonon modes and will be
enhanced. The difference in the ratio γP/γ0 between po-
laronic relaxation and the Fermi Golden Rule result in-
creases with coupling constant κ. On the other hand, for
a light impurity coupled to a heavy BEC, the impurity
is dressed by heavy phonons in each band and tends to
localize in the same band. Although the inter-band relax-
ation process does involve more phonon modes than the
Fermi Golden Rule result, this effect is highly suppressed
due to Gaussian decay of γq with high momentum. The
ratio γP/γ0 will be reduced in this system. We also notice
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Figure 6: Normalized relaxation rate γPq and γ0q as func-
tions of longitudinal momentum qσx with different impurity-
BEC mass ratio. The dashed black lines indicate Fermi’s
Golden Rule results γ0q from Eq. (48) with momentum cut-
off given by the solid black line (κ = 0). The blue (red)
curves indicate normalized polaron relaxation rate γPq at cou-
pling κ = 1 (2). The total relaxation rates γ =
∑
q γq are
shown as the area below the corresponding curves. (a) Sys-
tem withmI/mB = 133/87, i.e. 133Cs impurity in 87Rb BEC.
(b) System with mI/mB = 6/23, i.e. 6Li impurity in 23Na
BEC. Other parameters are V xI = 9ER, V ⊥I = 25V xI and
aB = 100a0, n0 = 1× 1014cm−3.
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Figure 7: Ratio between polaron inter-band relaxation rate
γP and Fermi Golden Rule results γ0 at different impurity-
BEC mass ratio. (a) In the weak coupling regime, this ratio is
increased with the coupling constant κ for a heavy impurity
coupled to a light BEC bath, and decreased for a light impu-
rity coupled to a heavy BEC bath. The boson-boson scatter-
ing length here is chosen as aB = 100a0 and κc = 2.4. (b) In
the strong coupling regime, the polaron inter-band relaxation
processes for any impurity-BEC mass ratio are suppressed.
This leads to an inter-band self-trapping effect. The boson-
boson scattering length here is aB = 0.2a0 and κc = 255.
We use mI = 133, mB = 87 for a 133Cs impurity and 87Rb
BEC (blue line), mI = 40, mB = 41 for a 40K impurity
and 41K BEC (green line), and mI = 6, mB = 23 for a 6Li
impurity and 23Na BEC (red line). Other parameters are
V xI = 9ER, V
⊥
I = 25V
x
I and n0 = 1× 1014cm−3.
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that the ratio γP/γ0 is not sensitive to the longitudinal
trapping potential.
On the other hand, we can access the strong coupling
regime by tuning the Bose-Bose scattering aB to a small
positive value, since the allowed maximum coupling con-
stant in Eq. (18) goes as κc ∝ 1/
(
n0a
3
B
)1/4. For the
strong impurity-BEC coupling region with large κ in
Fig. 7(b), though the Lindblad master equation might
not be accurate enough for such strong inter-band cou-
pling, we can still obtain some qualitative insight. In each
band, the polaron is tightly dressed by phonons with dif-
ferent coupling strength, such that the polaron behaves
as a quasi-particle with rather different properties in each
band. Also, the band gap ε∆P is enhanced in compari-
son to the bare case, so the polaron cannot hop between
bands by creating or annihilating phonons. As shown
in Fig. 7(b), we indeed obtain a suppressed inter-band
relaxation process. This inter-band self-trapping effect
is expected in a strongly coupled impurity-BEC system.
In a realistic impurity-BEC system, this effect might be
also observed together with the well known self-trapping
effect due to deformation of BEC [59, 88, 114–118].
VI. CONCLUSIONS
In conclusion, we have studied a two-band Hamiltonian
with Fröhlich impurity-phonon coupling with both intra-
and inter-band terms. Such a Hamiltonian can be real-
ized in experiments where few impurities are immersed
in a Bose-Einstein condensate of another species. The
impurities are trapped by an anisotropic optical lattice
behave as quasi-1D particles. Based on the Lang-Firsov
transformation, we have derived and applied a variational
two-band polaron transformation. We have calculated
the coherent part of the resulting effective Hamiltonian
with two (polaron) bands. In each band the impurity
is dressed by phonons as a quasi-particle (polaron) with
different properties. The polaronic intra-band coherent
transport and polaron effective mass are both renormal-
ized. Due to the coupling with bath, there are also in-
duced on-site polaron energy shifts, and long-range in-
teractions between different polarons.
In order to account for the residual incoherent coupling
between polaron and bath, we have derived a Lindblad
master equation, and focused on the single-polaron inter-
band relaxation dynamics. Comparing to Fermi’s Golden
Rule calculations for the bare impurities, we found the
renormalization of the relaxation rate to depend on the
mass ratio of impurity and BEC particles. These pola-
ronic effects in the inter-band relaxation dynamics might
be observed in ongoing experiments. In the strong cou-
pling limit of the two-band Fröhlich Hamiltonian, the
impurity is inter-band self-trapped and can not tunnel
between bands by creating or annihilating phonons.
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Appendix A: Two-band transformation and coherent Hamiltonian
1. Two-band polaron transformation
In this section, we derive the two-band polaron transformation in detail. The transformation operator Sˆ in
Eq. (20) can be written as Sˆ =
∑
i,α,β Cˆ
α,β
i aˆ
α†
i aˆ
β
i with Cˆ
α,β
i ≡
∑
q Λ
α,β
q e
iq·Ri
(
bˆ†−q − bˆq
)
or in matrix form as
Cˆi ≡
∑
q Λq
(
bˆ†−q − bˆq
)
eiq·Ri . By using the relation
[
aˆα†i aˆ
β
i , aˆ
γ
j
]
= −δijδαγ aˆβi , which is valid for both bosons and
fermions, we obtain the transformed impurity annihilation operator as:
[
Sˆ, aˆαi
]
=−
∑
β
(
Cˆi
)
αβ
aˆβi ;
[
Sˆ,
[
Sˆ, aˆαi
]]
= +
∑
β
(
CˆiCˆi
)
αβ
aˆβi ; · · · ; (A1)
eSˆ aˆαi e
−Sˆ =
∑
β
(
e−Cˆi
)
αβ
aˆβi =
∑
β
(
Xˆi
)
αβ
aˆβi , (A2)
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with Xˆi = e−Cˆi is defined in Eq. (21). The phonon annihilation operators can also be transformed in a similar way
as: [
Sˆ, bˆq
]
=
∑
i,α,β
([
Cˆi, bˆq
])
α,β
aˆα†i aˆ
β
i ; (A3)
[
Sˆ,
[
Sˆ, bˆq
]]
=
∑
i,α,β
Cˆα,βi aˆ
α†
i aˆ
β
i ,
∑
i′,α′,β′
([
Cˆi′ , bˆq
])
α′,β′
aˆα
′†
i′ aˆ
β′
i′
 = ∑
i,α,β
([
Cˆi,
[
Cˆi, bˆq
]])
αβ
aˆα†i aˆ
β
i ; (A4)
...
and thus
eSˆ bˆqe
−Sˆ = bˆq +
∑
i,α,β
(
eCˆi bˆqe
−Cˆi − bˆq
)
αβ
aˆα†i aˆ
β
i = bˆq +
∑
i,α,β
(
Xˆ†i bˆqXˆi − bˆq
)
αβ
aˆα†i aˆ
β
i . (A5)
Different from the single band case, all higher commutators in Eq. (A5) are nonzero except when [Λq, Λq′ ] = 0. The
Hamiltonian is transformed as:
H˜ =−
∑
〈i,j〉
∑
αβ
(
Xˆ†iJXˆj
)
αβ
aˆα†i aˆ
β
j +
∑
i
∑
αβ
(
Xˆ†iεXˆi
)
αβ
aˆα†i aˆ
β
i
+
∑
q
~ωq
bˆ†q + ∑
i,α,β
(
Xˆ†i bˆ
†
qXˆi − bˆ†q
)
αβ
aˆα†i aˆ
β
i
bˆq + ∑
j,α′,β′
(
Xˆ†jbˆqXˆj − bˆq
)
α′β′
aˆα
′†
j aˆ
β′
j

+
∑
i,α,β
∑
q
~ωq
bˆ†−q + ∑
j,α′,β′
(
Xˆ†jbˆ
†
−qXˆj − bˆ†−q
)
α′β′
aˆα
′†
j aˆ
β′
j + bˆq +
∑
j,α′,β′
(
Xˆ†jbˆqXˆj − bˆq
)
α′β′
aˆα
′†
j aˆ
β′
j

·
(
Xˆ†iMi,qXˆi
)
αβ
aˆα†i aˆ
β
i . (A6)
The resulting polaron Hamiltonian is presented in Eq. (24).
2. Coherent Hamiltonian under thermal average
For completeness, we describe a general calculation of coherent Hamiltonian after two-band transformation. We
apply a shorthand notation technique, which was used by Sibley and Munn [102, 103], to our two-band system. The
transformed Hamiltonian in Eq. (19) is complicated since it has no assumptions for the variational parameters Λq
except the symmetry relations in Eq. (14). On the other hand, for our specific choice of assuming diagonal matrices
for the variational parameters, all of the expressions in this section can be shown to be straightforward and simple.
The coherent part 〈H˜〉T of Eq. (19) can be calculated by averaging over the phonon bath. Here we assume the
phonon bath is thermally distributed at the BEC temperature. From Eq. (19) we find these calculations require
several types of thermal average values such as (I) 〈
(
Xˆ†iJXˆj
)
〉T , (II) 〈
(
Xˆ†i bˆ
†
qM
†
i,qXˆi
)
〉T , (III) 〈
(
Xˆ†i bˆ
†
qbˆqXˆi
)
〉T and
(IV) 〈
(
Xˆ†i bˆ
†
qXˆi − bˆ†q
)
αβ
(
Xˆ†i bˆqXˆi − bˆq
)
α′β′
〉T . Note that some terms inside 〈(· · · )〉T are 2 × 2 matrices. Here we
will discuss these terms in details, without making any assumption for the parameters Λq except that they obey the
same symmetry relations as for Mq as given in Eq. (14).
Part I: 〈
(
Xˆ†iJXˆj
)
〉T and 〈
(
Xˆ†iεXˆj
)
〉T
The first coherent part describes a matrix J or ε transformed by operator Xˆi. We use a general 2 × 2 matrix F
instead of J or ε as:
〈
(
Xˆ†iFXˆj
)
αβ
〉T =
∑
α′β′
(F)α′β′ 〈
(
Xˆ†i
)
αα′
(
Xˆj
)
β′β
〉T ≡
∑
α′β′
(F)α′β′ 〈
(
eCˆi−Cˆj
)
αα′;β′β
〉T . (A7)
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In the last step, we apply the shorthand notation technique and imply index α, α′ for all functions of Cˆi and the index
β′, β for all functions of Cˆj [99, 102]. This shorthand notation ignores the commutation of matrices and collects all
terms of Cˆi together and all Cˆj together, before applying the indices. For an arbitrary operator Cˆ and an arbitrary
type of averaging involved, the expansion up to the second-order cumulant reads
〈exp Cˆ〉T ' exp
{
〈Cˆ〉T + 1
2
(
〈Cˆ2〉T − 〈Cˆ〉2T
)}
. (A8)
This expansion is exact if applied without truncation directly to equation (A7) when the matrices Cˆ commute, i.e.
[Cˆi, Cˆj ] = 0. However, we make the approximation [99, 102], that the exponential in the short-hand notation also
follows such a cumulant expansion. For small deviations from community, this will be a negligible approximation.
Since the operators Cˆi =
∑
q Λqe
iq·Ri
(
bˆ†−q − bˆq
)
contain only creation and annihilation operators, the coherent
part 〈Cˆ〉T = 0. In this case, we have 〈exp Cˆ〉T ' exp
(
〈Cˆ2〉T /2
)
.
For the single band calculation, this relation reduces to the Bloch identity and is valid exactly [119]. However, in
the two band system this relation is only an approximation because higher order terms are also present. The accuracy
depends on the commutator [Λq, Λq′ ]. Here we first apply this approximation with general parameters Λq:
〈
(
eCˆi−Cˆj
)
αα′;β′β
〉T '
(
e
1
2 〈(Cˆi−Cˆj)
2〉T
)
αα′;β′β
=
(
e
1
2 〈Cˆ2i 〉T+ 12 〈−CˆiCˆj−CˆjCˆi〉T+ 12 〈Cˆ2j〉T
)
αα′;β′β
=
∑
α′′,β′′
(
e
1
2 〈Cˆ2i 〉T
)
αα′′
(
e
1
2 〈−CˆiCˆj−CˆjCˆi〉T
)
α′′α′;β′β′′
(
e
1
2 〈Cˆ2j〉T
)
β′′β
. (A9)
The exponents above contains matrices 〈Cˆ2i 〉T , 〈Cˆ2j 〉T , 〈CˆiCˆj〉T , which do not commute with each other. Fortu-
nately, by using the shorthand notation (· · · )αα′;β′β , those matrix elements with index αα′;β′β do commute between
each other. They can be separated into independent exponents. Thermal averages such as 〈Cˆ2i 〉T can be calculated
easily:
〈Cˆ2i 〉T = 〈
∑
q
∑
q′
Λ†i,qΛi,q′ bˆ
†
qbˆq′ +
∑
q
∑
q′
Λi,q′Λ
†
i,qbˆq′ bˆ
†
q〉T =
∑
q
(
Λ†i,qΛi,q
)
(2Nq + 1) (A10)
where Nq ≡ (exp (~ωq/kBT )− 1)−1 is the thermally averaged phonon occupation number. The result of 〈Cˆ2i 〉T is
guaranteed to be a real number because of the symmetry relations Λi,q = Λ
†
i,−q. The thermal averages in Eq. (A9)
can be calculated as:
〈
(
eCˆi−Cˆj
)
αα′;β′β
〉T '
∑
α′′,β′′
(
e−
∑
q(Nq+ 12 )·(Λ†i,qΛi,q)
)
αα′′
(
e
∑
q(2Nq+1)(Λ
†
i,qΛj,q)
)
α′′α′;β′β′′
(
e−
∑
q(Nq+ 12 )·(Λ†j,qΛj,q)
)
β′′β
.
(A11)
The first and third term are easy to calculate. Then we expand the middle exponential under the shorthand notation
(· · · )α′′α′;β′β′′ :
(
e
∑
q(2Nq+1)(Λ
†
i,qΛj,q)
)
α′′α′;β′β′′
= δα′′α′δβ′β′′ +
1
1!
∑
q
(2Nq + 1)
(
Λ†i,q
)
α′′α′
(Λj,q)β′β′′
+
1
2!
∑
qq′
(2Nq + 1) (2Nq′ + 1)
(
Λ†i,qΛ
†
i,q′
)
α′′α′
(Λj,qΛj,q′)β′β′′ + · · ·
+
1
k!
∑
qq′···q(k−1)
(2Nq + 1) · · ·
(
2Nq(k−1) + 1
)︸ ︷︷ ︸
k
(
Λ†i,qΛ
†
i,q′ · · ·Λ†i,q(k−1)
)
α′′α′︸ ︷︷ ︸
k
(
Λj,qΛj,q′ · · ·Λj,q(k−1)
)
β′β′′︸ ︷︷ ︸
k
. (A12)
In each term, we combine elements with the same momentum q:
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(
e
∑
q(2Nq+1)(Λ
†
i,qΛj,q)
)
α′′α′;β′β′′
= δα′′α′δβ′β′′ +
1
1!
∑
q
(2Nq + 1)
(
Λ†i,q
)
α′′α′
(Λj,q)β′β′′
+
1
2!
∑
α(3),β(3)
(∑
q
(2Nq + 1)
(
Λ†i,q
)
α′′α(3)
(Λj,q)β′β(3)
)∑
q′
(2Nq′ + 1)
(
Λ†i,q′
)
α(3)α′
(Λj,q′)β(3)β′′
+ · · ·
+
1
k!
∑
α(3),β(3)
· · ·
∑
α(k+1),β(k+1)︸ ︷︷ ︸
k−1
·
(∑
q
(2Nq + 1)
(
Λ†i,q
)
α′′α(3)
(Λj,q)β′β(3)
)
· · ·
 ∑
q(k−1)
(
2Nq(k−1) + 1
) (
Λ†
i,q(k−1)
)
α(k+1)α′
(
Λj,q(k−1)
)
β(k+1)β′′

︸ ︷︷ ︸
k
(A13)
In order to simplify last part in Eq. (A13), we define 4th rank tensors Gij with elements:
(Gij)α′′α′β′β′′ ≡
∑
q
(2Nq + 1)
(
Λ†i,q
)
α′′α′
(Λj,q)β′β′′ , (A14)
and (
G2ij
)
αα′ββ′ ≡
∑
α′′β′′
(Gij)αα′′ββ′′ (Gij)α′′α′β′′β′ . (A15)
Then the eq. (A13) can be written as:(
e
∑
q(2Nq+1)(Λ
†
i,qΛj,q)
)
α′′α′;β′β′′
= δα′′α′δβ′β′′ +
1
1!
(Gij)α′′α′β′β′′ +
1
2!
(
G2ij
)
α′′α′β′β′′ +
1
k!
(
Gkij
)
α′′α′β′β′′
=
(
eGij
)
α′′α′β′β′′ , (A16)
where
(
eGij
)
are also 4th rank tensors.
The tensors Gij involve only numbers, and thus
(
eGij
)
can be calculated exactly. Finally, the first thermal average
term can be calculated as:
〈
(
Xˆ†iFXˆj
)
αβ
〉T =
∑
α′β′
(F)α′β′ 〈
(
eCˆi−Cˆj
)
αα′;β′β
〉T
〈
(
eCˆi−Cˆj
)
αα′;β′β
〉T =
∑
α′′,β′′
(
e−
∑
q(Nq+ 12 )·(Λ†i,qΛi,q)
)
αα′′
(
eGij
)
α′′α′β′β′′
(
e−
∑
q(Nq+ 12 )·(Λ†j,qΛj,q)
)
β′′β
. (A17)
Part II: 〈
(
Xˆ†i bˆ
†
qM
†
i,qXˆi
)
〉T
Here we calculate the second type of thermal averages by the relation f (x = 1) =
´ 1
0
f ′ (x) dx+ f (x = 0):
〈
(
Xˆ†i bˆ
†
qM
†
i,qXˆi
)
〉T = 〈
(
eCˆi bˆ†qe
−Cˆi
)(
eCˆiM†i,qe
−Cˆi
)
〉T
=〈
ˆ 1
0
dx
d
dx
(
exCˆi bˆ†qe
−xCˆieCˆiM†i,qe
−Cˆi
)
〉T + 〈bˆ†qeCˆiM†i,qe−Cˆi〉T
=−
ˆ 1
0
dx〈exCˆiΛi,qe−xCˆieCˆiM†i,qe−Cˆi〉T + 〈bˆ†qeCˆiM†i,qe−Cˆi〉T (A18)
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where we have used the relation
[
Cˆi, bˆ
†
q
]
= −Λi,q. The first term can be calculated by separating out the bath
terms:
〈
(
exCˆiΛi,qe
−xCˆieCˆiM†i,qe
−Cˆi
)
αβ
〉T
=
∑
α′γγ′β′
〈
(
exCˆi
)
αα′
(Λi,q)α′γ
(
e(1−x)Cˆi
)
γγ′
(
M†i,q
)
γ′β′
(
e−Cˆi
)
β′β
〉T
=
∑
α′γγ′β′
(Λi,q)α′γ
(
M†i,q
)
γ′β′
· 〈
(
exCˆi
)
αα′
(
e(1−x)Cˆi
)
γγ′
(
e−Cˆi
)
β′β
〉T . (A19)
This element can be calculated by the same method as we applied for 〈
(
eCˆi
)
αα′
(
e−Cˆj
)
β′β
〉T in the previous section.
Under the same shorthand notation:
〈
(
exCˆi
)
αα′
(
e(1−x)Cˆj
)
γγ′
(
e−Cˆk
)
β′β
〉T = 〈
(
exCˆi+(1−x)Cˆj−Cˆk
)
αα′;γγ′;β′β
〉T
'
(
e
1
2 〈(xCˆi+(1−x)Cˆj−Cˆk)
2〉T
)
αα′;γγ′;β′β
=
∑
α2α3
∑
γ2γ3
∑
β2β3
(
e
1
2 〈x2Cˆ2i 〉T
)
αα(2)
(
e
1
2 〈(1−x)2Cˆ2j〉T
)
γγ(2)
(
e
1
2 〈Cˆ2k〉T
)
β′β(2)
·
(
e
1
2 〈xCˆi(1−x)Cˆj〉T
)
α(2)α(3);γ(2)γ(3)
(
e−
1
2 〈xCˆiCˆk〉T
)
α(3)α′;β(2)β(3)
(
e−
1
2 〈(1−x)CˆjCˆk〉T
)
γ(3)γ′;β(3)β
(A20)
with α, β, γ applied separately for xCˆi, (1− x) Cˆj and −Cˆk. We have introduced the different indices i, j and k so
that we can keep track of the terms required in applying the short-hand notation. In the end, we will set i = j = k
to recover the desired result. Using the results from previous section, these thermal averages will be:
〈
(
exCˆi
)
αα′
(
e(1−x)Cˆi
)
γγ′
(
e−Cˆi
)
β′β
〉T
=
∑
α2α3
∑
γ2γ3
∑
β2β3
(
e−
∑
q(Nq+ 12 )·x2·Λ†qΛq
)
αα2
(
e−
∑
q(Nq+ 12 )·(1−x)2·Λ†qΛq
)
γγ2
(
e−
∑
q(Nq+ 12 )·Λ†qΛq
)
β′β2
·
(
e−x(1−x)Gij
)
α(2)α(3)γγ(3)
(
exGik
)
α(3)α′β(2)β(3)
(
e(1−x)Gjk
)
γ(3)γ′β(3)β
(A21)
with Gij from Eq. (A14).
On the other hand, the second term 〈bˆ†qeCˆiM†i,qe−Cˆi〉T in Eq. (A18) can be calculated as:
〈
(
bˆ†qe
CˆiM†i,qe
−Cˆi
)
αβ
〉T =
∑
α′β′
(
M†i,q
)
α′β′
〈bˆ†q
(
eCˆi−Cˆi
)
αα′;β′β
〉T . (A22)
From the results in [103], the elements such as 〈bˆ†q
(
eCˆi−Cˆi
)
〉T can be obtained by differentiating
(
eCˆi−Cˆi
)
before
taking the thermal average. On the other hand, since the thermal average only involves the phonon degrees of freedom,
we can switch the order and differentiate 〈
(
eCˆi−Cˆi
)
〉T after taking the thermal average. By comparing the two steps,
we obtain the relation:
〈bˆ†q
(
eCˆi−Cˆi
)
〉T = −〈bˆ†q
∑
q′
Λi,q′ bˆq′〉T 〈
(
eCˆi−Cˆi
)
〉T + 〈
(
eCˆi−Cˆi
)
〉T 〈bˆ†q
∑
q′
Λi,q′ bˆq′〉T , (A23)
which can be calculated by the results in Eq. (A17). As an example, we show a simplified calculation in Eq.(B11),
where the transformation matrices Λi,q are diagonal.
We finally obtain the second term in Eq. (A18):
〈bˆ†qeCˆiM†i,qe−Cˆi〉T
=
∑
α′β′
Nq
(
M†i,q
)
α′β′
∑
α′′
(−Λi,q)αα′′ 〈
(
eCˆi−Cˆi
)
α′′α′;β′β
〉T +
∑
β′′
〈
(
eCˆi−Cˆi
)
αα′;β′β′′
〉T (Λi,q)β′′β
 . (A24)
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Part III: 〈
(
Xˆ†i bˆ
†
qbˆqXˆi
)
〉T
This term can be calculated by a similar integral method as in the previous section:
〈
(
Xˆ†i bˆ
†
qbˆqXˆi
)
〉T =
ˆ 1
0
dy〈 d
dy
(
eyCˆi bˆ†qbˆqe
−yCˆi
)
〉T + 〈bˆ†qbˆq〉T
=−
ˆ 1
0
dy〈eyCˆi bˆ†qΛ†i,qe−yCˆi + h.c.〉T + 〈bˆ†qbˆq〉T (A25)
Here the thermal average 〈eyCˆi bˆ†qΛ†i,qe−yCˆi〉T can be obtained by changing Cˆi to yCˆi and Mi,q to Λi,q in Eq. (A18):
〈
(
eyCˆi bˆ†qΛ
†
i,qe
−yCˆi
)
αβ
〉T
=−
ˆ 1
0
dx
 ∑
α′γγ′β′
y (Λi,q)α′γ
(
Λ†i,q
)
γ′β′
· 〈
(
exyCˆi
)
αα′
(
e(1−x)yCˆi
)
γγ′
(
e−yCˆi
)
β′β
〉T

+Nq
∑
α′β′
(
Λ†i,q
)
α′β′
y ·
∑
α′′
(−Λi,q)αα′′ 〈
(
eyCˆi−yCˆi
)
α′′α′;β′β
〉T +
∑
β′′
〈
(
eyCˆi−yCˆi
)
αα′;β′β′′
〉T (Λi,q)β′′β
 . (A26)
Part IV: 〈
(
Xˆ†i bˆ
†
qXˆ
†
i − bˆ†q
)
αβ
(
Xˆ†i bˆqXˆ
†
i − bˆq
)
α′β′
〉T
This last term describes bath-induced interactions between polarons. By using a relation similar to Eq. (A18) and
applying it only to the Xˆ†i bˆ
†
qXˆ
†
i term, we obtain(
Xˆ†i bˆ
†
qXˆ
†
i − bˆ†q
)
=
ˆ 1
0
dx
d
dx
(
exCˆi bˆ†qe
−xCˆi
)
= −
ˆ 1
0
dx
(
exCˆiΛi,qe
−xCˆi
)
, (A27)
and
〈
(
Xˆ†i bˆ
†
qXˆ
†
i − bˆ†q
)
αβ
(
Xˆ†i bˆqXˆ
†
i − bˆq
)
α′β′
〉T =
ˆ 1
0
ˆ 1
0
dxdy〈
(
exCˆiΛi,qe
−xCˆi
)
αβ
(
eyCˆiΛ†i,qe
−yCˆi
)
α′β′
〉T
=
ˆ 1
0
ˆ 1
0
dxdy
∑
γγ′
∑
δδ′
(Λi,q)γγ′
(
Λ†i,q
)
δδ′
· 〈
(
exCˆi
)
αγ
(
e−xCˆi
)
γ′β
(
eyCˆi
)
α′δ
(
e−yCˆi
)
δ′β′
〉T (A28)
This can thus be calculated by the same method as in Eqs. (A20, A21).
In addition, we would like to point out that the thermal average calculation in Eq. (A9) is exact only when the
matrices Λq commute with each other: [Λq, Λq′ ] = 0, even though the other derivations are exact for an arbitrary
choice of Λq. In order to maintain good control over our two-band polaron transformation method, we can also
limit the variational parameters Λq to be a set of commuting matrices. Though the ground state energy and the
contribution from the incoherent part might thus increase, this transformation has the great advantage of an exactly
solvable coherent part. Another benefit of using commuting matrices is that the transformed creation/annihilation
operators take a simplified form eSˆ bˆqe−Sˆ = bˆq −
∑
i,α,β
(
Λαβi,q
)∗
aˆα†i aˆ
β
i .
Appendix B: Lindblad equation
After the polaron transformation, the Hamiltonian can be separated into a coherent part Eq. (25) and an inco-
herent part Eq. (39). This Hamiltonian describes an quantum system (coherent part) coupled to a bosonic bath via
interactions (incoherent part). We apply the Lindblad master equation to include the incoherent part.
In the interaction picture, due to J0; J1  ε∆P for a deep lattice, the polaron operators can be approximated as
aˆαi (t) ≈ aˆαi e−iε
α
Pt/~; aˆα†i (t) ≈ aˆα†i e+iε
α
Pt/~,
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where εαP is the renormalized polaron on-site energy. The interaction (incoherent part) in Eq. (39) is given by:
Hinc (t) ≈
∑
α
∑
i,j
{
Bααi,j (t)
}
aˆα†i aˆ
α
j +
∑
α 6=β
∑
i
{
Bαβi,i (t)
}
aˆα†i aˆ
β
i · e−i(β−α)ε
∆
P t/~;
Bααi,j (t) ≡− δj,i±1JαP Tˆααi,j (t) + δi,j
∑
q
~ωq
(
bˆ†q (t) + bˆ−q (t)
)(
M†i,q −Λ†i,q
)
αα
; (B1)
Bαβi,i (t) ≡
∑
q
~ωq
[
bˆ†q (t)
(
M†i,q
)
αβ
(
Kˆαβi,i (t)
)
+ (Mi,q)βα
(
Kˆβαi,i (t)
)∗
bˆq (t)
]
+
∑
q
~ωq
[(
Λαq
) (
M†q
)
αβ
(
Tˆαβi,i (t)
)
+
(
Λβq
)∗
(Mq)βα
(
Tˆ βαi,i (t)
)∗]
, (B2)
where Kˆαβi,i (t) and Tˆ
αβ
i,i (t) are also in the interaction picture. The first term in Hinc (t) describes intra-band dynamics,
while the second term describes inter-band dynamics. In both processes, the polaron will emit (absorb) phonons to
(from) the bath. Using the general form of the Lindblad equation in Eq. (41), we can define the decoherence factor
γ as:
γαβ;α
′β′
ij;i′j′ (ω) =
ˆ ∞
−∞
dτeiωτ 〈Bαβ†ij (τ)Bα
′β′
i′j′ (0)〉T
=2 · Re
(
Γαβ;α
′β′
ij;i′j′ (ω)
)
≡ 2 · Re
ˆ ∞
0
dτeiωτgαβ;α
′β′
ij;i′j′ (τ) . (B3)
By using the rotating wave approximation (RWA), we decouple intra- and inter-band dynamics in the Lindblad
equation:
LI [ρ (t)] =
∑
α,α′
∑
ij
∑
i′j′
γαα;α
′α′
ij;i′j′
(
Cα
′α′
i′j′ ρC
αα†
ij −
1
2
{
Cαα†ij C
α′α′
i′j′ , ρ
})
+
∑
i
∑
i′
γ01;01ii;i′i′
(
C01i′i′ρC
01†
ii −
1
2
{
C01†ii C
01
i′i′ , ρ
})
+
∑
i
∑
i′
γ10;10ii;i′i′
(
C10i′i′ρC
10†
ii −
1
2
{
C10†ii C
10
i′i′ , ρ
})
. (B4)
The first part γαα;α
′α′
ij;i′j′ describes intra-band decoherence effects. The second part γ
01;01
ii;i′i′ describes polaron relaxation
process from upper to lower band, while the third part γ10;10ii;i′i′ describes an excitation from lower to upper band. We
use the short notation γ01i,j ≡ γ01;01ii;jj and C01i ≡
(
aˆ0†i aˆ
1
i
)
for the second term.
In this paper we focus on inter-band relaxation processes. The relaxation rate γ01i,j is:
γ01i,j = 2 · Re
ˆ ∞
0
dτeiε
∆
P τ/~〈B01†ii (τ)B01jj (0)〉T ≡ 2 · Re
ˆ ∞
0
dτeiε
∆
P τ/~g01ij (τ) , (B5)
with the correlation function g01ij (τ) ≡ g01;01ii;jj (τ):
g01ij (τ) =〈B01†ii (τ)B01jj (0)〉T
=
∑
qq′
~2ωqωq′
(
M01i,q
) (
M01j,q′
)∗ 〈[(Kˆ10i,i (τ)) bˆq (τ) + bˆ†−q (τ)(Kˆ10i,i (τ))+ (Λ0i,q − Λ1i,q)∗ (Kˆ10i,i (τ)− 〈Kˆ10i,i (τ)〉T)]
·
[
bˆ†q′ (0)
(
Kˆ01j,j (0)
)
+
(
Kˆ01j,j (0)
)
bˆ−q′ (0) +
(
Λ0j,q′ − Λ1j,q′
) (
Kˆ01j,j (0)− 〈Kˆ01j,j (0)〉T
)]
〉T . (B6)
From the definition of Kˆαβi,j , we have
Kˆαβi,j (t) ≡ exp
[∑
q
(
µαβij,q
)∗
bˆ†q (t)−
∑
q
(
µαβij,q
)
bˆq (t)
]
;(
µαβij,q
)
≡− (Λααi,q)+ (Λββj,q) , (B7)
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and the thermal averaged results from Bloch identity:
〈Kˆαβi,j (t)〉T = exp
[
−
∑
q
(
Nq +
1
2
)(
µαβij,q
)∗ (
µαβij,q
)]
, (B8)
as well as:
〈Kˆαβi,j (t) Kˆα
′β′
i′,j′ (0)〉T = exp
[
−
∑
q
(
Nq +
1
2
)(
µαβij,q
)∗ (
µαβij,q
)]
exp
[
−
∑
q
(
Nq +
1
2
)(
µα
′β′
i′j′,q
)∗ (
µα
′β′
i′j′,q
)]
· exp
[
−
∑
q
(Nq)
(
µαβij,q
)∗ (
µα
′β′
i′j′,q
)
eiωqt −
∑
q
(Nq + 1)
(
µαβij,q
)(
µα
′β′
i′j′,q
)∗
e−iωqt
]
. (B9)
The elements such as 〈bˆ†q (t) Kˆαβi,j (t)〉T can be obtained by using the Glauber formula eAˆ+Bˆ = eAˆeBˆe−
1
2 [Aˆ,Bˆ] (with
the condition [Aˆ, [Aˆ, Bˆ]] = [Bˆ, [Aˆ, Bˆ]] = 0) and differentiating Kˆαβi,j (t) in Eq. (B7) as:
∂
∂
(
µαβij,q
)∗ Kˆαβi,j (t) = [bˆ†q (t)− 12 (µαβij,q)
]
Kˆαβi,j (t) ;
∂
∂
(
µαβij,q
)Kˆαβi,j (t) =Kˆαβi,j (t) [−bˆq (t)− 12 (µαβij,q)∗
]
. (B10)
As an example, averages of 〈bˆ†q (t) Kˆαβi,j (t)〉T in Eq. (B6) can then be obtained by using Eq. (B10) and switching the
order of differentiation and thermal averaging:
〈bˆ†q (t) Kˆαβi,j (t)〉T =
∂
∂
(
µαβij,q
)∗ 〈Kˆαβi,j (t)〉T + 12 (µαβij,q) 〈Kˆαβi,j (t)〉T
=−Nq
(
µαβij,q
)
exp
[
−
∑
q
(
Nq +
1
2
)(
µαβij,q
)∗ (
µαβij,q
)]
. (B11)
Finally the correlation function Eq. (B6) for inter-band relaxation is:
g01ij (τ) =
∑
q
(
~ωq|M01q |
)2
cos [qx(i− j)d]
[
(Nq + 1) e
−iωqτ + (Nq) e+iωqτ
] 〈Kˆ10i,i (τ) Kˆ01j,j (0)〉T
+
∑
qq′
~2ωqωq′
(
M01q
) (
M01q′
) (
Λ0q − Λ1q
) (
Λ0q′ − Λ1q′
)
sin [qx(i− j)d] sin [q′x(i− j)d]
· [(Nq + 1) e−iωqτ − (Nq) e+iωqτ ] · [(Nq′ + 1) e−iωq′τ − (Nq′) e+iωq′τ ] 〈Kˆ10i,i (τ) Kˆ01j,j (0)〉T . (B12)
with
〈Kˆ10i,i (τ) Kˆ01j,j (0)〉T
= exp
{∑
q
(
Λ0q − Λ1q
)2 [− (2Nq + 1) + (Nq) cos [qx(i− j)d] e+iωqτ + (Nq + 1) cos [qx(i− j)d] e−iωqτ ]} . (B13)
The first term in correlation function (B12) is a single-phonon process, which is similar to Fermi’s Golden Rule except
a renormalization factor 〈Kˆ10i,i (τ) Kˆ01j,j (0)〉T . The second term describes higher order process involving two phonons,
which are absent in Fermi’s Golden Rule.
The corresponding relaxation rate γ01i,j is calculated by Eq. (B5). At zero temperature, this corresponds to sponta-
neous relaxation process:
γ01i,j = 2 · Re
ˆ ∞
0
dτeiε
∆
P τ/~ ·
∑
q
(
~ωq|M01q |
)2
cos [qx(i− j)d] e-iωqτ · 〈Kˆ10i,i (τ) Kˆ01j,j (0)〉T
+ 2 · Re
ˆ ∞
0
dτeiε
∆
P τ/~ ·
∑
qq′
~2ωqωq′
(
M01q
) (
M01q′
) (
Λ0q − Λ1q
) (
Λ0q′ − Λ1q′
)
· sin [qx(i− j)d] sin [q′x(i− j)d] e−iωqτe−iωq′τ · 〈Kˆ10i,i (τ) Kˆ01j,j (0)〉T . (B14)
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The second part, which involves higher order correlations with two phonons being emitted, is neglected in the total
decay rate in Eq. (44).
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