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15 Riesz Transform Characterizations of Hardy SpacesAssociated to Degenerate Elliptic Operators
Dachun Yang and Junqiang Zhang ∗
Abstract Let w be a Muckenhoupt A2(R
n) weight and Lw := −w−1 div(A∇) the de-
generate elliptic operator on the Euclidean space Rn. In this article, the authors establish
the Riesz transform characterization of the Hardy space HpLw(R
n) associated with Lw, for
w ∈ Aq(Rn) and w−1 ∈ A2− 2
n
(Rn) with n ≥ 3, q ∈ [1, 2] and p ∈ (q(1
r
+ q−1
2
+ 1
n
)−1, 1] if,
for some r ∈ [1, 2), {tLwe−tLw}t≥0 satisfies the weighted Lr−L2 full off-diagonal estimate.
1 Introduction
The theory of classical real Hardy spaces Hp(Rn) originates from Stein and Weiss [39]
in the early 1960s. Since then, this real-variable theory received continuous development
and now is increasingly mature; see, for example, [24, 38]. It is well known that the Hardy
space Hp(Rn) is a suitable substitute of the Lebesgue space Lp(Rn), when p ∈ (0, 1],
and plays important roles in various fields of analysis and partial differential equations.
Notice that Hp(Rn) is essentially associated with the Laplace operator ∆ :=
∑n
j=1
∂2
∂x2j
;
see [22, 27] for instance.
The motivation to study the Hardy spaces associated with different operators (for exam-
ple, the second order elliptic operator − div(A∇) and the Schro¨dinger operator −∆+ V )
comes from characterizing the boundedness of the associated Riesz transforms and the
regularity of solutions of the associated equations; see, for example, [3, 21, 22, 2, 42, 29,
26, 27, 20, 19, 6].
Consider now a degenerate elliptic operator. Let w be a Muckenhoupt A2(R
n) weight
and A(x) := (Aij(x))
n
i,j=1 be a matrix of complex-valued, measurable functions on R
n
satisfying the degenerate elliptic condition that there exist positive constants λ ≤ Λ such
that, for almost every x ∈ Rn and all ξ, η ∈ Cn,
|〈A(x)ξ, η〉| ≤ Λw(x)|ξ||η|(1.1)
and
ℜ〈A(x)ξ, ξ〉 ≥ λw(x)|ξ|2,(1.2)
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here and hereafter, ℜz denotes the real part of z for any z ∈ C. The associated degenerate
elliptic operator Lw is defined by setting, for all f ∈ D(Lw) ⊂ H10(w, Rn),
Lwf := − 1
w
div(A∇f),(1.3)
which is interpreted in the usual weak sense via the sesquilinear form, where D(Lw)
denotes the domain of Lw. Here and in what follows, H10(w, Rn) denotes the weighted
Sobolev space, which is defined to be the closure of C∞c (R
n) with respect to the norm
‖f‖H10(w,Rn) :=
{∫
Rn
[|f(x)|2 + |∇f(x)|2]w(x) dx}1/2 .
The sesquilinear form a associated with Lw is defined by setting, for all f, g ∈ H10(w, Rn),
a(f, g) :=
∫
Rn
[A(x)∇f(x)] · ∇g(x) dx.
In the case w ≡ 1, the degenerate elliptic operator Lw reduces to the usual second order
elliptic operator L = − div(A∇). Therefore, Lw may be considered as a generalization of
the usual uniformly elliptic operator.
Operators of the form (1.3) and the associated elliptic equations were first considered
by Fabes, Kenig and Serapioni [23] and have been considered by a number of other authors
(see, for example, [8, 9, 7, 28] and, especially, some recent articles by Cruz-Uribe and Rios
[13, 14, 15, 16]). We point out that, when w is a weight in the Muchkenhoupt class A2(R
n),
the space H10(w, Rn) was first studied by Fabes et al. in [23], where the local weighted
Sobolev embedding theorem and the Poincare´ inequality were proved to hold true.
Let Lw be a degenerate elliptic operator as in (1.3) with w in the Muckenhoupt class of
A2(R
n) weights (see Subsection 2.1 below for their exact definitions). The main purpose of
this article is to establish the Riesz transform characterizations of Hardy spaces HpLw(R
n)
associated with Lw (see Theorem 1.4 below).
This article may be viewed in part as a sequel to [43], where the non-tangential max-
imal function characterizations of Hardy spaces HpLw(R
n) associated with Lw and the
boundedness of the associated Riesz transform on these spaces have been studied.
To state the main results of this article, we first introduce some definitions and notation.
Let w ∈ A2(Rn), Lw be as in (1.3) and f ∈ L2(w, Rn), where L2(w, Rn) denotes the
weighted Lebesgue space with the norm
‖f‖L2(w,Rn) :=
{∫
Rn
|f(x)|2 w(x) dx
} 1
2
.
It is well known that, if w ∈ A2(Rn), L2(w, Rn) is a space of homogenous type in the
sense of Coifman and Weiss [11, 12], since w(x) dx is a doubling measure. In what follows,
let Rn+1+ := R
n × (0,∞). For any f ∈ L2(w, Rn) and x ∈ Rn, the square function SLw(f)
associated with Lw is defined by setting
SLw(f)(x) :=
[∫∫
Γ(x)
∣∣∣t2Lwe−t2Lw(f)(y)∣∣∣2w(y) dy
w(B(x, t))
dt
t
]1/2
,
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where B(x, t) := {y ∈ Rn : |x− y| < t}, w(B(x, t)) := ∫B(x,t) w(y) dy and
Γα(x) := {(y, t) ∈ Rn+1+ : |x− y| < αt}(1.4)
denotes the cone of aperture α with vertex x. In particular, if α = 1, we write Γ(x) instead
of Γα(x).
The Hardy spaces HpLw(R
n) associated with Lw were defined in [43, Definition 1.1] as
follows.
Definition 1.1 ([43]). Let p ∈ (0, 1], w ∈ A2(Rn) and Lw be the degenerate elliptic
operator as in (1.3) with the matrix A satisfying the degenerate elliptic conditions (1.1)
and (1.2). The Hardy space HpLw(R
n), associated with Lw, is defined as the completion of
the space {
f ∈ L2(w, Rn) : ‖SLw(f)‖Lp(w,Rn) <∞
}
with respect to the quasi-norm
‖f‖Hp
Lw
(Rn) := ‖SLw(f)‖Lp(w,Rn).
We introduce the following Hardy spaces associated with the Riesz transform, which,
when w ≡ 1, is just the one defined in [27, p. 7].
Definition 1.2. Let p ∈ (0, 1], w ∈ A2(Rn) and Lw be the degenerate elliptic operator
as in (1.3) with the matrix A satisfying the degenerate elliptic conditions (1.1) and (1.2).
The Hardy space HpLw,Riesz(R
n) is defined as the completion of the space{
f ∈ L2(w, Rn) : ∇L−1/2w f ∈ Hpw(Rn)
}
with respect to the quasi-norm
‖f‖Hp
Lw,Riesz
(Rn) := ‖∇L−1/2w f‖Hpw(Rn).
Before establishing the Riesz transform characterization of HpLw(R
n), we first introduce
the following definition of weighted full off-diagonal estimates, which is a generalization of
full off-diagonal estimates in spaces of homogeneous type (see [1, Definition 3.1]).
Definition 1.3. Let w ∈ A∞(Rn) and 1 ≤ p ≤ q < ∞. A family {Tt}t≥0 of sublinear
operators is said to satisfy the weighted Lp − Lq full off-diagonal estimates, denoted by
Tt ∈ Fw(Lp −Lq), if there exist positive constants C, c ∈ (0,∞) such that, for any closed
sets E, F of Rn and f ∈ Lp(w p2 , E) with supp f ⊂ E,{∫
F
|Tt(f)(x)|q[w(x)]
q
2 dx
} 1
q
≤ Ct−
n
2
(
1
p
− 1
q
)
e−c
[d(E,F )]2
t
{∫
E
|f(x)|p[w(x)] p2 dx
} 1
p
.
The following theorem establishes the Riesz transform characterizations of HpLw(R
n).
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Theorem 1.4. Let q ∈ [1, 2] and w ∈ Aq(Rn) satisfy w−1 ∈ A2− 2
n
(Rn) with n ≥ 3.
Assume tLwe
−tLw ∈ Fw(Lr−L2) for some r ∈ [1, 2). Then, for p ∈ (q(1r + q−12 + 1n)−1, 1],
the Hardy spaces HpLw,Riesz(R
n) and HpLw(R
n) coincide with equivalent quasi-norms.
Remark 1.5. (i) Since we need to apply the weighted Sobolev inequality (see (2.17)
below) in the proof of Theorem 1.4, to this end, we need to assume w−1 ∈ A2− 2
n
(Rn) with
n ≥ 3 in Theorem 1.4.
(ii) In the case w ≡ 1, Theorem 1.4 reduces to [27, Proposition 5.18], where Hofmann
et al. first established the Riesz transform characterizations of Hardy spaces HpL(R
n)
associated with the second order elliptic operators L := − div(A∇); we point out that, in
this case, the range of p of Theorem 1.4 coincides with that of [27, Proposition 5.18].
From Theorem 1.4 and Remark 2.5 below, we immediately deduce the following con-
clusions, the details being omitted.
Corollary 1.6. Let q ∈ [1, 2], s ∈ (1,∞] and w ∈ Aq(Rn) ∩ RHs(Rn) satisfy w−1 ∈
A2− 2
n
(Rn) with n ≥ 3. If the matrix A associated with Lw is real symmetric, then, for all
p ∈ (q[12(1− 1s )+ q2 + 1n ]−1, 1], the Hardy spaces HpLw,Riesz(Rn) and H
p
Lw
(Rn) coincide with
equivalent quasi-norms.
By Theorem 1.4 and Proposition 2.6 below, we immediately conclude the following
conclusion, the details being omitted.
Corollary 1.7. Let q ∈ [1, 43) and w ∈ Aq(R3) satisfy w−1 ∈ A 43 (R
3). Then, for p ∈
( 6q4+3q , 1], the Hardy spaces H
p
Lw,Riesz
(R3) and HpLw(R
3) coincide with equivalent quasi-
norms.
We prove Theorem 1.4 by following the strategy used in [27, Proposition 5.18]. The
proof of Theorem 1.4 rests on the atomic decomposition of the weighted Hardy-Sobolev
spaces (see Theorem 1.8 below).
In what follows, let S(Rn) denote the space of all Schwartz functions and S ′(Rn) be
the space of all Schwartz distributions.
Let ψ ∈ S(Rn), ∫
Rn
ψ(x) dx = 1 and ψt(x) := t
−nψ(xt ) for all x ∈ Rn and t ∈ (0,∞).
For all f ∈ S ′(Rn) and x ∈ Rn, the non-tangential maximal function ψ∗∇(f)(x) is defined
by setting
ψ∗∇(f)(x) := sup
|x−y|<t, t∈(0,∞)
|(ψt ∗ f)(y)|.
Then, for p ∈ (0, 1] and w ∈ A∞(Rn), f ∈ S ′(Rn) is said to belong to the weighted
Hardy space Hpw(Rn), if ψ∗∇(f) ∈ Lp(w, Rn); moreover, its norm is given by ‖f‖Hpw(Rn) :=
‖ψ∗∇(f)‖Lp(w,Rn).
Let S0(Rn) be the space of all Schwartz functions ϕ that satisfy
∫
Rn
ϕ(x) dx = 0. Then
S0(Rn) is a subspace of S(Rn) that inherits the same topology as S(Rn). We denote the
dual of S0(Rn) by S ′0(Rn).
Let p ∈ (0, 1] and w ∈ A∞(Rn). The weighted Hardy-Sobolev space is defined as the set
H1,pw (R
n) := {f ∈ S ′0(Rn) : ∇f ∈ Hpw(Rn)}
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with the quasi-norm
‖f‖H1,pw (Rn) := ‖∇f‖Hpw(Rn) :=
n∑
j=1
‖∂jf‖Hpw(Rn),
where ∇f := (∂1f, . . . , ∂nf) stands for the distributional derivatives of f and ∇f ∈
Hpw(Rn) means that, for all j ∈ {1, . . . , n}, ∂jf ∈ Hpw(Rn).
In what follows, for a subset E ⊂ Rn, C∞c (E) denotes the set of all C∞ functions with
compact support in E. For a ball B of Rn and w ∈ A∞(Rn), we define H10 (w, B) to be
the closure of C∞c (B) with respect to the norm
‖f‖H10 (w,B) :=
{∫
B
[|f(x)|2 + |∇f(x)|2]w(x) dx} 12 .
Let p ∈ (0, 1], w ∈ A∞(Rn) and B ⊂ Rn be a ball. A function a ∈ H10 (w, B) is called
an H1,pw (Rn)-atom if
(i) supp a ⊂ B;
(ii) ‖a‖L2(w,B) ≤ rB‖∇a‖L2(w,B), where rB denotes the radius of B;
(iii) ‖∇a‖L2(w,B) ≤ [w(B)]
1
2
− 1
p .
The following theorem gives an atomic decomposition for distributions in H1,pw (Rn),
which plays a key role in the proof of Theorem 1.4.
Theorem 1.8. Let w ∈ A2(Rn), p ∈ (0, 1] and f ∈ H10(w, Rn) ∩ H1,pw (Rn). Then there
exist a sequence of H1,pw (Rn)-atoms, {βk}k∈N, and a sequence of numbers, {λk}k∈N ⊂ C,
such that
(1.5) f =
∞∑
k=1
λkβk in S ′0(Rn),
and
∇f =
∞∑
k=1
λk∇βk in L2(w, Rn).
Moreover, there exists a positive constant C, independent of f , such that{
∞∑
k=1
|λk|p
} 1
p
≤ C‖∇f‖Hpw(Rn).
Recall that Lou and Yang in [33] gave an atomic characterization for the classical Hardy-
Sobolev space H1,1(Rn). Following their methods therein, we prove Theorem 1.8 through
the atomic decomposition for tent spaces, which was originally introduced in [10]. However,
we point out that the proof of Theorem 1.8 is slightly different from that of [33, Lemma
1]. We prove the size condition of the H1,pw (Rn)-atoms by the local weighted Sobolev
embedding theorems in [23], for A2(R
n) weights, instead of [36, Chapter 3, Theorem 3.3.3]
which was used in the corresponding proof of [33, Lemma 1].
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This article is organized as follows. In Subsection 2.1, we first recall some notions and
results on Muckenhoupt weights; then, in Subsection 2.2, we establish the weighted off-
diagonal estimates for Lw; in Subsection 2.3, we introduce the weighted tent space and
establish its atomic decomposition. Section 3 is devoted to the proof of Theorem 1.8, while
Theorem 1.4 is proved in Section 4.
We end this section by making some conventions on notation. Throughout this article,
Lw always denotes a degenerate elliptic operator as in (1.3). We denote by C a positive
constant which is independent of the main parameters, but it may vary from line to line.
We also use C(α,β,...) to denote a positive constant depending on the parameters α, β, . . ..
The symbol f . g means that f ≤ Cg. If f . g and g . f , then we write f ∼ g. For
any measurable subset E of Rn, we denote by E∁ the set Rn\E. Let N := {1, 2, . . .} and
Z+ := N ∪ {0}. For any closed set F ⊂ Rn, we let
(1.6) R(F ) :=
⋃
x∈F
Γ(x),
where Γ(x) for all x ∈ F is as in (1.4) with α = 1. For any ball B := (xB , rB) ⊂ Rn,
α ∈ (0,∞) and j ∈ N, we let αB := B(xB , αrB),
U0(B) := B and Uj(B) := (2
jB) \ (2j−1B).(1.7)
2 Preliminaries
In this section, we first recall the definition of the Muckenhoupt weights and some of
their properties. Then we establish the weighted full off-diagonal estimates for Lw, which
play a key role in the proofs of our main results. Finally, we recall the definition of the
weighted tent space and its atomic decomposition, which is used in Section 3.
2.1 Muckenhoupt weights
Let q ∈ [1,∞). A nonnegative and locally integrable function w on Rn is said to belong
to the Muckenhoupt class Aq(R
n), if there exists a positive constant C such that, for all
balls B ⊂ Rn, when q ∈ (1,∞),
1
|B|
∫
B
w(x) dx
{
1
|B|
∫
B
[w(x)]−
1
q−1 dx
}q−1
≤ C
or, when q = 1,
1
|B|
∫
B
w(x) dx ≤ C ess inf
x∈B
w(x).
We also let A∞(R
n) := ∪q∈[1,∞)Aq(Rn) and w(E) :=
∫
E w(x) dx for any measurable set
E ⊂ Rn.
Let r ∈ (1,∞]. A nonnegative locally integrable function w is said to belong to the
reverse Ho¨lder class RHr(R
n), if there exists a positive constant C such that, for all balls
B ⊂ Rn, {
1
|B|
∫
B
[w(x)]r dx
}1/r
≤ C 1|B|
∫
B
w(x) dx,
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where we replace { 1|B|
∫
B [w(x)]
r dx}1/r by ‖w‖L∞(B) when r =∞.
We recall some properties of Muckenhoupt weights and reverse Ho¨lder classes in the
following two lemmas (see, for example, [18] for their proofs).
Lemma 2.1. (i) If 1 ≤ p ≤ q ≤ ∞, then A1(Rn) ⊂ Ap(Rn) ⊂ Aq(Rn).
(ii) A∞(R
n) := ∪p∈[1,∞)Ap(Rn) = ∪r∈(1,∞]RHr(Rn).
Lemma 2.2. Let q ∈ [1,∞) and r ∈ (1,∞]. If a nonnegative measurable function w ∈
Aq(R
n)∩RHr(Rn), then there exists a constant C ∈ (1,∞) such that, for all balls B ⊂ Rn
and any measurable subset E of B,
C−1
( |E|
|B|
)q
≤ w(E)
w(B)
≤ C
( |E|
|B|
) r−1
r
.
2.2 Weighted full off-diagonal estimates for Lw
In this subsection, we first recall the definition of weighted off-diagonal estimates on
balls from [1]. Then we show that, if the matrix A associated with Lw is real symmetric,
then, for any p ∈ [1, 2), tLwe−tLw ∈ Fw(Lp − L2). Finally, we prove that, in the general
case, for n ≥ 3, k ∈ Z+ and p− = 2nn+2 , (tLw)ke−tLw ∈ Fw(Lp− − L2).
Definition 2.3 ([1]). Let p, q ∈ [1,∞] with p ≤ q, w ∈ A∞(Rn) and {Tt}t>0 be a family
of sublinear operators. The family {Tt}t>0 is said to satisfy weighted Lp-Lq off-diagonal
estimates on balls, denoted by Tt ∈ Ow(Lp − Lq), if there exist constants θ1, θ2 ∈ [0,∞)
and C, c ∈ (0,∞) such that, for all t ∈ (0,∞) and all balls B := B(xB, rB) ⊂ Rn with
xB ∈ Rn and rB ∈ (0,∞), and f ∈ Lploc (w, Rn),{
1
w(B)
∫
B
|Tt (χBf) (x)|qw(x) dx
}1/q
(2.1)
≤ C
[
Υ
( rB
t1/2
)]θ2 { 1
w(B)
∫
B
|f(x)|pw(x) dx
}1/p
and, for all j ∈ N with j ≥ 3,{
1
w(2jB)
∫
Uj(B)
|Tt (χBf) (x)|qw(x) dx
}1/q
≤ C2jθ1
[
Υ
(
2jrB
t1/2
)]θ2
e−c
(2jrB)
2
t
{
1
w(B)
∫
B
|f(x)|pw(x) dx
}1/p
and {
1
w(B)
∫
B
|Tt(χUj(B)f)(x)|qw(x) dx
}1/q
(2.2)
≤ C2jθ1
[
Υ
(
2jrB
t1/2
)]θ2
e−c
(2jrB)
2
t
{
1
w(2jB)
∫
Uj(B)
|f(x)|pw(x) dx
}1/p
,
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where Uj(B) is as in (1.7) and, for all s ∈ (0,∞),
Υ(s) := max
{
s,
1
s
}
.
By borrowing some ideas from the proof of [1, Proposition 3.2], we obtain the following
conclusions.
Proposition 2.4. Let w ∈ A∞(Rn) ∩ RHs(Rn) with s ∈ (1,∞] and {Tt}t≥0 be a family
of sublinear operators.
(i) If s = (1− p02 ) pp−p0 , 1 ≤ p0 < p < 2 and Tt ∈ Ow(Lp0 −L2), then Tt ∈ Fw(Lp−L2).
(ii) If s =∞ and Tt ∈ Ow(Lp0 − L2) with 1 ≤ p0 < 2, then Tt ∈ Fw(Lp0 − L2).
Proof. To show (i), let E, F be two closed sets of Rn, t ∈ [0,∞) and f ∈ Lp(w p2 , E) with
supp f ⊂ E. We now consider two cases.
Case 1) d(E, F ) > 0 and 0 ≤ t < [d(E,F )16 ]2. In this case, let r := d(E,F )16 and choose
a family of balls, Bk := B(xk, r) with k ∈ N and xk ∈ Rn, such that, for any k1 6= k2,
|xk1 − xk2 | ≥ r2 and ∪k∈NBk = Rn. Observe that, if x ∈ F and y ∈ E, then |x − y| ≥
d(E, F ) = 16r. Thus, if x ∈ Bk for some k ∈ N, then y /∈ 4Bk, which further implies that
there exists some j ≥ 3 such that y ∈ Uj(Bk). Let A := {k ∈ N : F ∩ Bk 6= ∅}. By
the fact that supp f ⊂ E, the Minkowski inequality, the Ho¨lder inequality and (2.2) with
q = 2, p = p0 and B = Bk, we see that
‖Tt(f)‖2L2(w,F ) ≤
∑
k∈A
∫
Bk
|Tt(f)(x)|2 w(x) dx(2.3)
≤
∑
k∈A

∞∑
j=3
[∫
Bk
∣∣∣Tt(χUj(Bk)f)(x)∣∣∣2 w(x) dx] 12

2
.
∑
k∈A

∞∑
j=3
2jθ1
[
Υ
(
2jr√
t
)]θ2
e−c
4jr2
t [w(2jBk)]
1
2
− 1
p0
×
[∫
Uj(Bk)
|f(x)|p0w(x) dx
] 1
p0

2
.
∑
k∈A

∞∑
j=3
2jθ1
[
Υ
(
2jr√
t
)]θ2
e−c
4jr2
t [w(2jBk)]
1
2
− 1
p0
×
[∫
Uj(Bk)
|f(x)|p[w(x)] p2 dx
] 1
p
×
[∫
2jBk
[w(x)]
(1−
p0
2
) p
p−p0 dx
] 1
p0
− 1
p
}2
.
Since p ∈ (1, 2), we see that s = (1 − p02 ) pp−p0 ∈ (1,∞). From the fact w ∈ RHs(Rn) and
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the assumption 0 ≤ t < r2, it follows that, for all k ∈ A and j ≥ 3,
[w(2jBk)]
1
2
− 1
p0
[∫
2jBk
[w(x)]
(1−
p0
2
) p
p−p0
] 1
p0
− 1
p
. |2jBk|
1
2
− 1
p(2.4)
. rn(
1
2
− 1
p
) . t
n
2
( 1
2
− 1
p
)
.
It is easy to see that there exist positive constants c1 and c2 such that
2jθ1
[
Υ
(
2jr√
t
)]θ2
e−c
4jr2
t . e−c14
j
e−c2
r2
t .
By this, (2.4), (2.3), the Ho¨lder inequality, 2/p > 1 and the fact that r = d(E, F )16 , we know
that there exist positive constants c and c˜ such that
‖Tt(f)‖2L2(w,F )(2.5)
.
[
t−
n
2
( 1
p
− 1
2
)e−c2
r2
t
]2 ∑
k∈A

∞∑
j=3
e−c14
j
[∫
Uj(Bk)
|f(x)|p[w(x)] p2 dx
] 1
p

2
.
[
t
−n
2
( 1
p
− 1
2
)
e−c2
r2
t
]2 ∑
k∈A

∞∑
j=3
e−c˜4
j
∫
Uj(Bk)
|f(x)|p[w(x)] p2 dx

2
p
.
[
t−
n
2
( 1
p
− 1
2
)e−c
[d(E,F )]2
t
]2∑
k∈A
∞∑
j=3
e−c˜4
j
∫
Uj(Bk)
|f(x)|p[w(x)] p2 dx

2
p
.
[
t
−n
2
( 1
p
− 1
2
)
e−c
[d(E,F )]2
t
]2
∫
E
∞∑
j=3
∑
k∈A
e−c˜4
j
χUj(Bk)(x)|f(x)|p[w(x)]
p
2 dx

2
p
.
Notice that, for all x ∈ Rn, there exists some k0 ∈ N such that x ∈ Bk0 . Then, we know
that, for all j ≥ 3,∑
k∈A
χUj(Bk)(x) ≤ ♯{k ∈ N : x ∈ 2jBk} ≤ ♯{k ∈ N : xk ∈ B(xk0 , 2j+1r)} ≤ 2n(j+3),
which further implies that there exists a positive constant C such that, for all x ∈ Rn,
∞∑
j=3
∑
k∈A
e−c˜4
j
χUj(Bk)(x) ≤
∞∑
j=3
2n(j+3)e−c˜4
j ≤ C <∞.
From this and (2.5), we deduce that, for all 0 ≤ t < [d(E, F )16 ]2,
‖Tt(f)‖L2(w,F ) . t−
n
2
( 1
p
− 1
2
)e−c
[d(E,F )]2
t ‖f‖
Lp(w
p
2 , E)
.(2.6)
Case 2) t ≥ [d(E,F )16 ]2. In this case, let r :=
√
t. We also choose a family of balls,
{Bk}k∈N = {B(xk, r)}k∈N, as in Case 1), where k ∈ N and xk ∈ Rn. Let also
A := {k ∈ N : F ∩Bk 6= ∅}.
10 Dachun Yang and Junqiang Zhang
Then, by the Minkowski inequality, we see that
‖Tt(f)‖2L2(w,F ) ≤
∑
k∈A
∫
Bk
|Tt(f)(x)|2 w(x) dx
≤
∑
k∈A

∞∑
j=0
[∫
Bk
∣∣∣Tt(χUj(Bk)f)(x)∣∣∣2 w(x) dx] 12

2
.
For j ∈ {0, 1, 2}, we use (2.1) with B = 4Bk to bound it. Then, by (2.2) and an argument
similar to that used in the estimate of Case 1), we obtain
‖Tt(f)‖L2(w, F ) . t−
n
2
( 1
p
− 1
2
)‖f‖
Lp(w
p
2 , E)
. t−
n
2
( 1
p
− 1
2
)
e−c
[d(E,F )]2
t ‖f‖
Lp(w
p
2 , E)
.
This, together with (2.6), then completes the proof of Proposition 2.4(i).
To show (ii), we use the same method as that used in the proof of (i). In this case, we
also first assume that d(E, F ) > 0 and 0 ≤ t < [d(E,F )16 ]2. By the same argument as that
used in (2.3), we know that
‖Tt(f)‖2L2(w,F ) ≤
∑
k∈A
∫
Bk
|Tt(f)(x)|2 w(x) dx(2.7)
≤
∑
k∈A

∞∑
j=3
[∫
Bk
∣∣∣Tt(χUj(Bk)f)(x)∣∣∣2 w(x) dx] 12

2
.
∑
k∈A

∞∑
j=3
2jθ1
[
Υ
(
2jr√
t
)]θ2
e−c
4jr2
t [w(2jBk)]
1
2
− 1
p0
×
[∫
Uj(Bk)
|f(x)|p0w(x) dx
] 1
p0

2
.
∑
k∈A

∞∑
j=3
2jθ1
[
Υ
(
2jr√
t
)]θ2
e−c
4jr2
t [w(2jBk)]
1
2
− 1
p0
×
[∫
Uj(Bk)
|f(x)|p0 [w(x)] p02 dx
] 1
p0
‖w‖
1
p0
− 1
2
L∞(2jBk)

2
.
From w ∈ RH∞(Rn) and 0 ≤ t < r2, it follows that, for all k ∈ A and j ≥ 3,
‖w‖
1
p0
− 1
2
L∞(2jBk)
[w(2jBk)]
1
2
− 1
p0 . |2jBk|
1
2
− 1
p0 . r
n( 1
2
− 1
p0
)
. t
n
2
( 1
2
− 1
p0
)
.
By this, (2.7) and an argument similar to that used in the proof of Case 1) of (i), we see
that, for all 0 ≤ t < [d(E, F )16 ]2,
‖Tt(f)‖L2(w,F ) . t−
n
2
( 1
p0
− 1
2
)
e−c
[d(E,F )]2
t ‖f‖
Lp0(w
p0
2 , E)
.(2.8)
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When t ≥ [d(E,F )16 ]2, by an argument similar to that used in the proof of Case 2) of
(i), we know (2.8) also holds true. This finishes the proof of Proposition 2.4(ii) and hence
Proposition 2.4.
Remark 2.5. From [16, Theorems 1 and 5], we deduce that, if the matrix A associ-
ated with Lw (see (1.3)) is real symmetric, then {e−tLw}t≥0 and {tLwe−tLw}t≥0 have
heat kernels. Moreover, the heat kernels both satisfy the weighted Gaussian bounds
(see [16, p. 1 (2)]). By [1, Proposition 2.2], we know that the weighted Gaussian bounds
([16, p. 1 (2)]) is equivalent to the weighted L1-L∞ off-diagonal estimates on balls. Since
Ow(L1−L∞) ⊂ Ow(Lp−Lq) with 1 ≤ p ≤ q ≤ ∞ (see [1, Comments 4]), if follows that, if
the matrix A is real symmetric, then, for any p0 ∈ [1, 2), tLwe−tLw ∈ Ow(Lp0−L2). From
Proposition 2.4, we further deduce that, for any p ∈ [1, 2), tLwe−tLw ∈ Fw(Lp − L2).
Generally, we have the following conclusion.
Proposition 2.6. For n ≥ 3, let w−1 ∈ A2− 2
n
(Rn), p− =
2n
n+2 and Lw be the degenerate
elliptic operator satisfying (1.1) and (1.2). Then there exist positive constants C and C˜
such that, for all closed sets E and F , t ∈ (0, ∞) and f ∈ Lp−(w p−2 , Rn) supported in E,∥∥e−tLw(f)∥∥
L2(w,F )
≤ Ct−
n
2
( 1
p
−
− 1
2
)
e−C˜
[d(E,F )]2
t ‖f‖
Lp−(w
p
−
2 , E)
.(2.9)
The proof of Proposition 2.6 relies on an exponential perturbation method from [17]
and the boundedness of the Riesz potential in weighted Lebesgue spaces from [35]. We
first introduce some notions and lemmas.
Let E(Rn) be the set of all bounded real-valued functions φ ∈ C∞(Rn) such that, for
all multi-indices α ∈ (Z+)n and |α| = 1, ‖∂αφ‖L∞(Rn) ≤ 1. Now, for ν ∈ R+ := (0,∞)
and φ ∈ E(Rn), let
Lν, φ := e
νφLwe
−νφ.(2.10)
For all f , g ∈ H10(w, Rn), the twist sesquilinear form aν, φ is defined by setting
aν, φ(f, g) :=
∫
Rn
[
A(x)∇(e−νφf)(x)
]
· ∇(eνφg)(x) dx.
Then, by the definition of Lw, we know that
(2.11) aν, φ(f, g) = (Lν, φ(f), g)L2(w,Rn) :=
∫
Rn
Lν, φ(f)(x)g(x)w(x) dx.
Let {e−tLν, φ}t>0 be the heat semigroup generated by Lν, φ.
Notice that the conditions (1.1) and (1.2) imply that Lw is of type ω, where ω :=
arctan(Λ/λ) ∈ [0, π2 ); see [34] (also [13, p. 293]) for the details. Hence, for z ∈ Σ(π/2−ω),
where
Σ(π/2− ω) := {z ∈ C \ {0} : | arg z| < π/2− ω},
it holds true that
e−zLw(f) =
1
2πi
∫
Γ
ezξ(ξI + Lw)
−1(f) dξ,
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where
Γ := γ+ ∪ γ− :=
{
z ∈ C : z = riθ, r ∈ (0, ∞)
}⋃{
z ∈ C : z = r−iθ, r ∈ (0, ∞)
}
for some θ ∈ (π/2 + | arg(z)|, π − ω). This, together with (2.10), implies that, for all
t ∈ (0, ∞),
e−tLν, φ = eνφe−tLwe−νφ.(2.12)
The following two lemmas are, respectively, [43, Lemma 2.4] and [43, Lemma 2.5].
Lemma 2.7 ([43]). Let w ∈ A2(Rn) and Lw be the degenerate elliptic operator satisfying
the degenerate elliptic conditions (1.1) and (1.2). Then there exists a positive constant C
such that, for all ν ∈ R+, φ ∈ E(Rn) and f ∈ H10(w, Rn),
|aν, φ(f, f)− a(f, f)| ≤ 1
4
ℜ{a(f, f)}+ Cν2‖f‖2L2(w,Rn).(2.13)
Lemma 2.8 ([43]). Let w ∈ A2(Rn), k ∈ Z+ and Lw be the degenerate elliptic operator
satisfying the degenerate elliptic conditions (1.1) and (1.2). Then there exist positive
constants C0 and C1 such that, for all ν ∈ R+, φ ∈ E(Rn), t ∈ (0, ∞) and f ∈ L2(w, Rn),∥∥∥(tLν, φ)k e−tLν, φ(f)∥∥∥
L2(w,Rn)
≤ C0eC1ν2t‖f‖L2(w,Rn).(2.14)
Let 1 < p < q < ∞. Recall also the following definition of Ap, q(Rn) weights from
[35]. A nonnegative and locally integrable function w is said to belong to the weight class
Ap, q(R
n), if
[w]Ap, q(Rn) := sup
B⊂Rn
{
1
|B|
∫
B
[w(x)]q dx
} 1
q
{
1
|B|
∫
B
[w(x)]−p
′
dx
} 1
p′
<∞,
where the supremum is taken over all open balls B ⊂ Rn and p′ := pp−1 denotes the
conjugate exponent of p.
We are now in a position to prove Proposition 2.6.
Proof of Proposition 2.6. Let p+ :=
2n
n−2 . It is easy to see that
1
p−
+ 1p+ = 1 and
1
2
− 1
p+
=
1
p−
− 1
2
=
1
n
.(2.15)
It is well known that w ∈ Ap, q(Rn) if and only if w−p′ ∈ A1+ p′
q
(Rn) (see [35, pp. 266-267]),
where 1 < p < q <∞. Hence, w−1 ∈ A2− 2
n
(Rn) is equivalent to w1/2 ∈ A2, p+(Rn). Then,
by [35, Theorem 4], we know that the Riesz potential
(−∆)−1/2(f)(x) := 1
γ(1)
∫
Rn
f(y)
|x− y|n−1 dy,
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where x ∈ Rn and γ(1) = 2π n2 Γ(12 )/Γ(n−12 ), is bounded from L2(w, Rn) to Lp+(w
p+
2 , Rn).
Therefore, for all g ∈ L2(w, Rn),∥∥∥(−∆)− 12 (g)∥∥∥
Lp+ (w
p+
2 ,Rn)
. ‖g‖L2(w,Rn) .
Moreover, since, for any u ∈ C∞c (Rn) and x ∈ Rn, it holds true that
|u(x)| .
∫
Rn
|∇u(y)|
|x− y|n−1 dy . (−∆)
− 1
2 (|∇u|)(x)(2.16)
(see [37, p. 125]), this, combined with a density argument, implies that, for all h ∈
H10(w, Rn),
‖h‖
Lp+(w
p+
2 ,Rn)
. ‖∇h‖L2(w,Rn) .(2.17)
Now, for all t, ν ∈ (0, ∞), φ ∈ E(Rn) and f ∈ L2(w, Rn), let ft := e−tLν, φ(f). By
(2.17) and the degenerate elliptic condition (1.2), we obtain
‖ft‖
Lp+ (w
p+
2 ,Rn)
. ‖∇(ft)‖L2(w,Rn) . [ℜ{a(ft, ft)}]1/2 .(2.18)
From Lemma 2.7, it follows that
ℜ{a(ft, ft)} ≤ |ℜ {a(ft, ft)} − ℜ{aν, φ(ft, ft)}|+ |ℜ {aν, φ(ft, ft)}|
≤ 1
4
ℜ{a(ft, ft)}+ Cν2‖ft‖2L2(w,Rn) + |aν, φ(ft, ft)| ,
where the positive constant C is as in Lemma 2.7. This, together with (2.18), (2.11), the
Ho¨lder inequality and Lemma 2.8, implies that there exists a positive constant M0 such
that
‖ft‖
Lp+(w
p+
2 ,Rn)
.
[
ν2 ‖ft‖2L2(w,Rn) + |aν, φ(ft, ft)|
]1/2
(2.19)
.
[
ν2 ‖ft‖2L2(w,Rn) + ‖Lν, φ(ft)‖L2(w,Rn) ‖ft‖L2(w,Rn)
]1/2
.
[
ν2e2C1ν
2t ‖f‖2L2(w,Rn) +
1
t
e2C1ν
2t ‖f‖2L2(w,Rn)
]1/2
. t−1/2eM0ν
2t‖f‖L2(w,Rn),
where the positive constant C1 is as in Lemma 2.8 and the implicit positive constants are
independent of t, ν and f .
Take φ ∈ E(Rn) satisfying φ|E ≥ 0 and φ|F ≤ −d(E, F )1+ǫ , where ǫ is some suitable positive
constant. By this, (2.12) and (2.19), we see that, for all g ∈ L2(w, F ) supported in F ,∥∥e−tLw (g)∥∥
Lp+ (w
p+
2 , E)
=
∥∥∥e−νφeνφe−tLw (e−νφeνφg)∥∥∥
Lp+ (w
p+
2 , E)
(2.20)
≤
∥∥∥e−tLν, φ (eνφg)∥∥∥
Lp+ (w
p+
2 , E)
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. t−1/2eM0ν
2t
∥∥∥eνφg∥∥∥
L2(w,F )
. t−1/2eM0ν
2te−ν
d(E,F )
1+ǫ ‖g‖L2(w,F ),
where the positive constant M0 is as in (2.19). This, combined with the choice that
ν := d(E, F )
C˜0t
with C˜0 > (1 + ǫ)M0, implies that there exists a positive constant K0 such
that, for all g ∈ L2(w, F ) supported in F ,
∥∥e−tLw (g)∥∥
Lp+(w
p+
2 , E)
. t−1/2e
−[ 1
C˜0
( 1
1+ǫ
−
M0
C˜0
)]
[d(E,F )]2
t ‖g‖L2(w,F )(2.21)
∼ t−1/2e−K0 [d(E,F )]
2
t ‖g‖L2(w, F ).
Using duality, the Ho¨lder inequality, (2.21) and (2.15), we conclude that, for all f ∈
Lp−(w
p
−
2 , E) supported in E and g ∈ L2(w, F ) supported in F ,∣∣∣∣∫
F
e−tL
∗
w(f)(x)g(x)w(x) dx
∣∣∣∣
=
∣∣∣∣∫
E
f(x)e−tLw(g)(x)[w(x)]
p+
2p+
+ 1
2 dx
∣∣∣∣
≤
{∫
E
∣∣e−tLw(g)(x)∣∣p+ [w(x)] p+2 dx}1/p+ {∫
E
|f(x)|p− [w(x)]
p
−
2 dx
}1/p−
. t
−n
2
( 1
p
−
− 1
2
)
e−K0
[d(E,F )]2
t ‖g‖L2(w,F )‖f‖
Lp−(w
p
−
2 , E)
,
where the positive constant K0 is as in (2.21). By this and the dual representation of the
L2(w, F ) norm of e−tL
∗
w(f), we see that∥∥∥e−tL∗w(f)∥∥∥
L2(w,F )
. t
−n
2
( 1
p
−
− 1
2
)
e−K0
[d(E,F )]2
t ‖f‖
Lp−(w
p
−
2 , E)
.
Observing the above estimates also hold true via replacing e−tL
∗
w by e−tLw , we then com-
plete the proof of Proposition 2.6.
2.3 Weighted tent spaces
For all measurable functions f on Rn+1+ and x ∈ Rn, let
A(f)(x) :=
[∫∫
Γ(x)
|f(y, t)|2 dy dt
tn+1
]1/2
,
where Γ(x) is as in (1.4) with α = 1. For all p ∈ (0,∞) and w ∈ A∞(Rn), the weighted
tent space T pw(R
n+1
+ ) is defined to be the space of all measurable functions f such that
‖f‖T pw(Rn+1+ ) := ‖A(f)‖Lp(w,Rn) < ∞. When w ≡ 1, the space T
p
w(R
n+1
+ ) was studied in
[10] and is simply denoted by T p(Rn+1+ ).
Riesz Transform Characterizations 15
For any open set O ⊂ Rn, the tent over O is defined by
Ô := {(x, t) ∈ Rn+1+ : dist (x, O∁) ≥ t}.
Let p ∈ (0, 1] and w ∈ A∞(Rn). A measurable function a on Rn+1+ is called a (w, p, ∞)-
atom if there exists a ball B ⊂ Rn such that
(i) supp a ⊂ B̂;
(ii) for all q ∈ (1,∞),
‖a‖T p(Rn+1+ ) :=

∫
Rn
[∫∫
Γ(x)
|a(y, t)|2 dy dt
tn+1
] q
2
dx

1
q
≤ |B| 1q [w(B)]− 1p .
Remark 2.9. (i) Every (w, p, ∞)-atom a belongs to T pw(Rn+1+ ) and ‖a‖T pw(Rn+1+ ) ≤ C,
where the positive constant C is independent of a (see [4, p. 7]).
(ii) If supp f ⊂ B̂ for some ball B ⊂ Rn, then supp A(f) ⊂ B.
The following lemma is needed in the proof of Theorem 1.8.
Lemma 2.10. Let a be a (w, p, ∞)-atom, with w ∈ A∞(Rn) and p ∈ (0, 1], and supp a ⊂
B̂. Then, for any p1 ∈ (1,∞), there exists a positive constant C, independent of a, such
that
‖a‖T p1w (Rn+1+ ) ≤ C[w(B)]
1
p1
− 1
p .
Proof. Since w ∈ A∞(Rn), by Lemma 2.1(ii), we know that there exists some r ∈ (1,∞)
such that w ∈ RHr′(Rn), where 1/r+1/r′ = 1. From this, Remark 2.9(ii) and the Ho¨lder
inequality, it follows that
‖a‖T p1w (Rn+1+ ) =

∫
Rn
[∫∫
Γ(x)
|a(y, t)|2 dy dt
tn+1
] p1
2
w(x) dx

1
p1
≤

∫
B
[∫∫
Γ(x)
|a(y, t)|2 dy dt
tn+1
] rp1
2
dx

1
rp1 {∫
B
[w(x)]r
′
dx
} 1
r′p1
. |B| 1rp1 [w(B)]− 1p |B|
1
r′p1
− 1
p1 [w(B)]
1
p1 . [w(B)]
1
p1
− 1
p ,
which completes the proof of Lemma 2.10.
An important result concerning weighted tent spaces is that each function in T pw(R
n+1
+ )
has an atomic decomposition. More precisely, we have the following result, which is a
slight variant of [4, Theorem 2.6].
Lemma 2.11 ([4]). Let p ∈ (0, 1], w ∈ A∞(Rn) and f ∈ T pw(Rn+1+ ). Then there exist
a sequence of (w, p, ∞)-atoms, {aj}j∈N, and a sequence of numbers, {λj}j∈N ⊂ C, such
that
(2.22) f =
∑
j∈N
λjaj ,
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where the series converges in T pw(R
n+1
+ ). Moreover, there exist positive constants C˜ and
C, independent of f , such that
C˜‖f‖T pw(Rn+1+ ) ≤
∑
j∈N
|λj |p

1/p
≤ C‖f‖T pw(Rn+1+ ).
Furthermore, if f ∈ T pw(Rn+1+ ) ∩ T 2w(Rn+1+ ), then the series in (2.22) converges in both
T pw(R
n+1
+ ) and T
2
w(R
n+1
+ ).
Proof. By [4, Theorem 2.6], we only need to show that ‖f‖T pw(Rn+1+ ) . {
∑
j∈N |λj |p}1/p and
the last conclusion of this lemma, concerning the T 2w(R
n+1
+ ) convergence of the series in
(2.22). For all N ∈ N, let
SN :=
N∑
j=1
λjaj .
From Remark 2.9(i), it follows that {SN}N∈N is a Cauchy sequence in T pw(Rn+1+ ) and
‖SN‖T pw(Rn+1+ ) . {
∑
j∈N |λj |p}1/p. Since SN converges to f in T pw(Rn+1+ ) as N → ∞, we
find that ‖f‖T pw(Rn+1+ ) . {
∑
j∈N |λj|p}1/p.
Similar to the proof of [29, Proposition 3.1] (see also the proof of [27, Proposition 3.32]),
we further conclude that, if f ∈ T pw(Rn+1+ ) ∩ T 2w(Rn+1+ ), then the series in (2.22) converges
in both T pw(R
n+1
+ ) and T
2
w(R
n+1
+ ), which completes the proof of Lemma 2.11.
3 Proof of Theorem 1.8
In this section, we give the proof of Theorem 1.8. To this end, we first introduce some
technical lemmas.
The following lemma is a well known result (see, for example, [40, Theorem 2, p. 87]).
Lemma 3.1. Let Φ ∈ S(Rn) satisfy ∫
Rn
Φ(x) dx = 0, Φt(x) :=
1
tnΦ(
x
t ) for all x ∈ Rn and
t ∈ (0,∞), and w ∈ A2(Rn). The Littlewood-Paley g-function gΦ and square function SΦ
are defined, respectively, by setting, for all f ∈ S ′(Rn) and x ∈ Rn,
gΦ(f)(x) :=
[∫ ∞
0
|f ∗ Φt(x)|2 dt
t
]1/2
and
SΦ(f)(x) :=
[∫∫
Γ(x)
|f ∗Φt(y)|2 dy dt
tn+1
]1/2
.
Then gΦ and SΦ are bounded on L
2(w, Rn).
Remark 3.2. Let w ∈ A2(Rn). Then it is easy to show that, via the pairing 〈f, g〉 :=∫
Rn
f(x)g(x) dx, where f ∈ L2(w, Rn) and g ∈ L2(w−1, Rn), L2(w−1, Rn) and the dual
space of L2(w, Rn) coincide with equivalent norms.
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The following lemma plays a key role in the proof of Theorem 1.8.
Lemma 3.3. Let Φ ∈ S(Rn) satisfy ∫
Rn
Φ(x) dx = 0, Φt(x) =
1
tnΦ(
x
t ) for all x ∈ Rn and
t ∈ (0,∞), and w ∈ A2(Rn). For any a ∈ T 2w(Rn+1+ ) and x ∈ Rn, let
(3.1) πΦ(a)(x) :=
∫ ∞
0
(a(·, t) ∗ Φt) (x) dt
t
.
Then πΦ is bounded from T
2
w(R
n+1
+ ) to L
2(w, Rn).
Proof. Fix any a ∈ T 2w(Rn+1+ ) and let Φ˜(x) := Φ(−x) for all x ∈ Rn. Then, for any
f ∈ L2(w−1, Rn) with ‖f‖L2(w−1,Rn) = 1, by the Fubini theorem, we see that
〈πΦ(a), f〉 =
∫
Rn
πΦ(a)(x)f(x) dx =
∫ ∞
0
∫
Rn
(a(·, t) ∗ Φt)(x)f(x) dx dt
t
(3.2)
=
∫ ∞
0
∫
Rn
a(y, t)
(
Φ˜t ∗ f
)
(y) dy
dt
t
∼
∫ ∞
0
∫
Rn
∫
B(y,t)
a(y, t)
(
Φ˜t ∗ f
)
(y)
dx
tn
dy
dt
t
∼
∫
Rn
∫∫
Γ(x)
a(y, t)
(
Φ˜t ∗ f
)
(y)
dy dt
tn+1
dx.
Since w ∈ A2(Rn) is equivalent to w−1 ∈ A2(Rn), by (3.2), the Ho¨lder inequality and
Lemma 3.1, we find that, for all f ∈ L2(w−1, Rn) with ‖f‖L2(w−1,Rn) = 1,
|〈πΦ, g〉| .
∫
Rn
[∫∫
Γ(x)
|a(y, t)|2 dy dt
tn+1
] 1
2
[∫∫
Γ(x)
∣∣∣(Φ˜t ∗ f) (y)∣∣∣2 dy dt
tn+1
] 1
2
dx
. ‖A(a)‖L2(w,Rn)‖gΦ˜(f)‖L2(w−1,Rn) . ‖a‖T 2w(Rn+1+ ).
From Remark 3.2, we further deduce that ‖π(a)‖L2(w,Rn) . ‖a‖T 2w(Rn+1+ ), which completes
the proof of Lemma 3.3.
By an argument similar to that used in the proof of [32, Lemma 6], we see that the
following lemma holds true, the details being omitted.
Lemma 3.4. Let ϕ ∈ S(Rn). Then the condition ∫
Rn
ϕ(x) dx = 0 is equivalent to that
there exist elements ψk ∈ S(Rn), k ∈ {1, . . . , n}, such that
ϕ =
n∑
k=1
∂kψk.
To prove Theorem 1.8, we also need the following local weighted Sobolev imbedding
theorem (see [23, Theorem (1.2)]).
Lemma 3.5 ([23]). For any given p ∈ (1,∞) and w ∈ Ap(Rn), there exist positive con-
stants C and δ such that, for all balls B ≡ B(xB , rB) of Rn with xB ∈ Rn and rB ∈ (0,∞),
u ∈ C∞c (B), and numbers k0 ∈ (0,∞) satisfying 1 ≤ k0 ≤ nn−1 + δ,[
1
w(B)
∫
B
|u(x)|k0pw(x) dx
] 1
k0p ≤ CrB
[
1
w(B)
∫
B
|∇u(x)|pw(x) dx
] 1
p
.
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We are now in a position to prove Theorem 1.8.
Proof of Theorem 1.8. Take ϕ ∈ C∞c (B(0, 1)) satisfying
∫∞
0 t|ξ|2|ϕˆ(tξ)|2 dt = 1 for all
ξ ∈ Rn \ {0} (for the existence of such functions, see [25, Lemma 1.1]). In what follows,
for a function ϕ : Rn → R, t ∈ (0,∞) and x ∈ Rn, let ϕt(x) := 1tnϕ(xt ).
Let f ∈ H10(w, Rn) ∩H1,pw (Rn), ∇f = (∂1f, . . . , ∂nf) =: (g1, . . . , gn) =: g and, for all
(x, t) ∈ Rn+1+ , define
F (x, t) := t div (g ∗ ϕt(x)) =
n∑
j=1
gj ∗ (∂jϕ)t(x).
By [40, Theorem 2, p. 87], we know that, for all j ∈ {1, . . . , n},
‖S∂jϕ(gj)‖Lp(w,Rn) . ‖gj‖Hpw(Rn),
where p ∈ (0, 1]. This further implies that, for every j ∈ {1, . . . , n}, gj∗(∂jϕ)t ∈ T pw(Rn+1+ ).
Thus, F ∈ T pw(Rn+1+ ) and ‖F‖T pw(Rn+1+ ) . ‖∇f‖Hpw(Rn).
On the other hand, noticing that, for every j ∈ {1, . . . , n}, the square function S∂jϕ is
bounded on L2(w, Rn) (Lemma 3.1) and gj ∈ L2(w, Rn), we have S∂jϕ(gj) ∈ L2(w, Rn),
which further implies F ∈ T 2w(Rn+1+ ).
Thus, F ∈ T pw(Rn+1+ ) ∩ T 2w(Rn+1+ ). From Lemma 2.11, it follows that there exist a
sequence of numbers, {λk}k∈N ⊂ C, and a sequence of (w, p, ∞)-atoms, {αk}k∈N, such
that
F =
∞∑
k=1
λkαk in T
p
w(R
n+1
+ ) ∩ T 2w(Rn+1+ )
and {
∞∑
k=1
|λk|p
} 1
p
∼ ‖F‖T pw(Rn+1+ ) . ‖∇f‖Hpw(Rn).
From Lemmas 3.3 and 2.10, we deduce that, for every j ∈ {1, . . . , n},
(3.3) π∂jϕ(F ) =
∞∑
k=1
λkπ∂jϕ(αk) in L
2(w, Rn)
and
‖π∂jϕ(αk)‖L2(w,Rn) ≤ C‖αk‖T 2w(Rn+1+ ) ≤ C[w(Bk)]
1
2
− 1
p .(3.4)
where π∂jϕ is as in (3.1) with Φ replaced by ∂jϕ and the positive constant C is independent
of k.
Since, for every k ∈ N, αk is a (w, p, ∞)-atom, we know that there exists some ball
Bk := B(xk, rk) with xk ∈ Rn and rk ∈ (0,∞) such that supp αk ⊂ B̂k and, for every
q ∈ (1,∞),
(3.5)

∫
Rn
[∫∫
Γ(x)
|αk(y, t)|2 dy dt
tn+1
] q
2
dx

1
q
≤ |Bk|
1
q [w(Bk)]
− 1
p .
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For every k ∈ N and x ∈ Rn, let βk(x) := −
∫∞
0 (αk(·, t) ∗ ϕt)(x) dt and B˜k := c˜Bk, where
the positive constant c˜ ∈ (1,∞), independent of k, will be determined later. Next, we
prove that, for every k ∈ N,
βk ∈ H10(w, B˜k)
and
(3.6) bk := (π∂1ϕ(αk), . . . , π∂nϕ(αk)) = ∇βk.
Since supp αk ⊂ B̂k, it is easy to see supp βk ⊂ Bk. By the fact that αk is a (w, p, ∞)-
atom, the Minkowski integral inequality, the Young inequality and the Ho¨lder inequality,
we further know that
‖βk‖L2(Rn) =
[∫
Rn
∣∣∣∣∫ ∞
0
(αk(·, t) ∗ ϕt)(x) dt
∣∣∣∣2 dx
] 1
2
(3.7)
≤
∫ rk
0
[∫
Rn
|(αk(·, t) ∗ ϕt)(x)|2 dx
] 1
2
dt
≤
∫ rk
0
[∫
Rn
|αk(x, t)|2 dx
] 1
2
[∫
Rn
|ϕt(x)| dx
]
dt
. rk
[∫ rk
0
∫
Rn
|αk(x, t)|2 dx dt
t
] 1
2
<∞,
where the last inequality follows from (3.5) with q = 2. Thus, βk ∈ L2(Rn).
For every k ∈ N, δ ∈ (0, rk) and x ∈ Rn, let Fk,δ(x) :=
∫∞
δ (αk(·, t) ∗ ϕt)(x) dt. Then
supp Fk,δ ⊂ Bk. From an argument similar to that used in the estimate (3.7), it follows
that Fk,δ ∈ L2(Rn) and
lim
δ→0
‖Fk,δ − βk‖L2(Rn) = 0.(3.8)
Next, we prove that, for any k ∈ N, δ ∈ (0, rk) and almost every x ∈ Rn, the partial
derivatives of Fk,δ exist.
For any i ∈ {1, . . . , n}, let ei := (0, . . . , 0, 1, 0, . . . , 0) ∈ Rn be the ith standard
coordinate vector and h ∈ (0,∞). Then, we see that, for every x ∈ Rn, there exists some
θ ∈ (0, 1) such that
Fk,δ(x+ hei)− Fk,δ(x)
h
(3.9)
=
1
h
∫ ∞
δ
t
∫
Rn
αk(y, t)
1
tn
[
ϕ
(
x+ hei − y
t
)
− ϕ
(
x− y
t
)]
dy
dt
t
=
∫ ∞
δ
∫
Rn
αk(y, t)
1
tn
(∂iϕ)
(
x+ θhei − y
t
)
dy
dt
t
.
Since ϕ ∈ C∞c (B(0, 1)), it follows that, when 0 < h < δ, there exists a positive constant
C(ϕ), depending on ϕ, such that∣∣∣∣∫
Rn
αk(y, t)
1
tn
(∂iϕ)
(
x+ θhei − y
t
)
dy
∣∣∣∣(3.10)
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≤ C(ϕ)
∫
Rn
|αk(y, t)| 1
tn
χB(0,2)
(
x− y
t
)
dy
= C(ϕ)
(
|αk(·, t)| ∗
(
χB(0,2)
)
t
)
(x) =: G(x, t).
By the Minkowski integral inequality, the Young inequality, the Ho¨lder inequality, (3.5)
with q = 2 and the fact that αk is a (w, p, ∞)-atom, we conclude that{∫
Rn
[∫ ∞
δ
|G(x, t)| dt
t
]2
dx
} 1
2
≤
∫ ∞
δ
[∫
Rn
|G(x, t)|2 dx
] 1
2 dt
t
≤ C(ϕ)
∫ rk
δ
‖αk(·, t)‖L2(Rn)
∥∥∥(χB(0,2))t∥∥∥L1(Rn) dtt
≤ C(ϕ,rk,δ)
[∫ rk
0
∫
Rn
|αk(x, t)|2 dx dt
t
] 1
2
<∞,
which implies that, for almost every x ∈ Rn, ∫∞δ |G(x, t)| dtt < ∞. By this, (3.9), (3.10)
and the dominated convergence theorem, we find that, for almost every x ∈ Rn,
∂iFk,δ(x) =
∫ ∞
δ
(αk(·, t) ∗ (∂iϕ)t) (x) dt
t
.
Moreover, by a simple calculation, we further see that ∂iFk,δ, i ∈ {1, . . . , n}, is just the
weak derivative of Fk, δ. From an argument similar to that used in the proof of Lemma
3.3, we conclude that, for every k ∈ N, δ ∈ (0, rk) and i ∈ {1, . . . , n}, ∂iFk,δ ∈ L2(w, Rn)
and
lim
δ→0
‖∇Fk,δ − bk‖L2(w,Rn) = 0.(3.11)
Take φ ∈ C∞c (B(0, 1)) satisfying
∫
Rn
φ(x) dx = 1 and let φε(x) :=
1
εnφ(
x
ε ) for all
x ∈ Rn and ε ∈ (0,∞). Since, for all k, n ∈ N, supp Fk,1/n ⊂ Bk, Fk,1/n ∈ L2(Rn)
and ∇Fk,1/n ∈ L2(w, Rn), from [37, p. 123], [18, Theorem 2.1] and [41, Theorem 2.1.4], it
follows that there exist a sequence {εn}n∈N of positive numbers satisfying limn→∞ εn = 0
and a positive constant c˜ ∈ (1,∞) such that
F˜k,1/n := Fk,1/n ∗ φεn ∈ C∞c (B˜k) with B˜k = c˜Bk, ∇F˜k,1/n = (∇Fk,1/n) ∗ φεn ,
∥∥∥F˜k,1/n − Fk,1/n∥∥∥
L2(Rn)
< 2−n(3.12)
and, for w ∈ A2(Rn), ∥∥∥∇F˜k,1/n −∇Fk,1/n∥∥∥
L2(w,Rn)
< 2−n.(3.13)
From (3.13) and (3.11), we deduce that
lim
n→∞
∥∥∥∇F˜k,εn − bk∥∥∥
L2(w,Rn)
= 0.(3.14)
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By this, the fact that F˜k,1/n ∈ C∞c (B˜k) and Lemma 3.5, we know that {F˜k,1/n}n∈N is a
Cauchy sequence in L2(w, B˜k) and∥∥∥F˜k,1/n∥∥∥
L2(w, B˜k)
≤ Crk
∥∥∥∇F˜k,1/n∥∥∥
L2(w, B˜k)
,(3.15)
where the positive constant C is independent of k or n. Therefore, there exists a function
gk ∈ L2(w, Rn) such that
lim
n→∞
∥∥∥F˜k,εn − gk∥∥∥
L2(w,Rn)
= 0,(3.16)
which further implies that there exists a subsequence of {F˜k,εn}n∈N (without loss of gen-
erality, we use the same notation as the original sequence) such that, for almost every
x ∈ Rn, limn→∞ F˜k,εn(x) = gk(x).
On the other hand, by (3.12) and (3.8), we see that limn→∞ ‖F˜k,εn−βk‖L2(Rn) = 0, which
further implies that there exists a subsequence of {F˜k,εn}n∈N (without loss of generality, we
use the same notation as the original sequence again) such that, for almost every x ∈ Rn,
limn→∞ F˜k,εn(x) = βk(x).
Therefore, for every k ∈ N, βk = gk ∈ L2(w, Rn). From this, (3.14), (3.15) and (3.16),
we deduce that
lim
n→∞
‖F˜k,εn − βk‖H10(w, B˜k) = 0, βk ∈ H
1
0(w, B˜k), ∇βk = bk
and
‖βk‖L2(w, B˜k) . rk‖∇βk‖L2(w, B˜k).
This, together with (3.4), further implies that, for every k ∈ N, βk is an H1,pw (Rn)-atom
associated to the ball B˜k up to a harmless positive constant independent of k.
By (3.3) and (3.6), we see that
∞∑
k=1
λk∇βk =
∞∑
k=1
λkbk = −
∫ ∞
0
∇ (F ∗ ϕt) dt in L2(w, Rn).(3.17)
Next, we prove
−
∫ ∞
0
∇ (F ∗ ϕt) dt = g = ∇f in L2(w, Rn).(3.18)
Since, for any u ∈ C∞c (Rn) and all ξ ∈ Rn, it holds true that{
−
∫ ∞
0
[t div ((∇u) ∗ ϕt)]ϕt dt
}∧
(ξ)
= −
∫ ∞
0
{[t div ((∇u) ∗ ϕt)] ∗ ϕt}∧ (ξ) dt
= −
∫ ∞
0
t
n∑
j=1
∂j ((∂ju) ∗ ϕt)

∧
(ξ)ϕ̂(tξ) dt
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= −i
∫ ∞
0
t
n∑
j=1
ξj ((∂ju) ∗ ϕt)∧ (ξ)ϕ̂(tξ) dt =
∫ ∞
0
t
n∑
j=1
[ξjϕ̂(tξ)]
2û(ξ) dt
= û(ξ)
∫ ∞
0
t[|ξ|ϕ̂(tξ)]2 dt = û(ξ),
then, it follows that − ∫∞0 [t div ((∇u) ∗ ϕt)]ϕt dt = u and hence
−
∫ ∞
0
∇ [t div ((∇u) ∗ ϕt)]ϕt dt = ∇u,
which, together with f ∈ H10(w, Rn) and a density argument, implies that (3.18) holds
true.
Hence, from (3.17) and (3.18), it follows that
∇f =
∞∑
k=1
λk∇βk in L2(w, Rn),(3.19)
where {βk}k∈N is a sequence of H1,pw (Rn)-atoms up to a harmless positive constant.
To complete the proof of Theorem 1.8, we still need to show (1.5). From (3.19), it is
easy to see ∇f =∑∞k=1 λk∇βk in S ′(Rn), which further implies that, for any η ∈ S(Rn),∫
Rn
f(x)∇η(x) dx =
∞∑
k=1
λk
∫
Rn
βk(x)∇η(x) dx.
Then, by Lemma 3.4, we obtain (1.5), which completes the proof of Theorem 1.8.
4 Proof of Theorem 1.4
Proof of Theorem 1.4. By [43, Theorem 1.6], we know that, for p ∈ ( nn+1 , 1], w ∈ Aq0(Rn)
with q0 ∈ [1, p(n+1)n ), and f ∈ HpLw(Rn) ∩ L2(w, Rn),
‖f‖Hp
Lw,Riesz
(Rn) = ‖∇L−1/2w f‖Hpw(Rn) . ‖f‖HpLw (Rn),(4.1)
which implies that(
HpLw(R
n) ∩ L2(w, Rn)) ⊂ (HpLw,Riesz(Rn) ∩ L2(w, Rn)) .(4.2)
Next, we prove the reverse inclusion. To this end, we only need to show that, for any
h ∈ HpLw,Riesz(Rn) ∩ L2(w, Rn),
‖h‖Hp
Lw
(Rn) . ‖∇L−1/2w h‖Hpw(Rn).(4.3)
Let f := L
−1/2
w h. Then, by [31, p. 281, Theorem 3.35] and [15, Theorem 1.1], we see
that f ∈ H10(w, Rn) and ‖∇f‖L2(w,Rn) ∼ ‖L1/2w f‖L2(w,Rn). For any x ∈ Rn, let
S1(h)(x) :=
[∫∫
Γ(x)
∣∣∣t√Lwe−t2Lwh(y)∣∣∣2 w(y) dy
w(B(x, t))
dt
t
]1/2
.
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Similar to proofs of [27, Proposition 4.9 and Corollary 4.17], we conclude that
‖S1(h)‖Lp(w,Rn) ∼ ‖h‖Hp
Lw
(Rn).
Therefore, to prove (4.3), it suffices to show∥∥∥S1 (√Lw(f))∥∥∥
Lp(w,Rn)
. ‖∇f‖Hpw(Rn).(4.4)
Since f ∈ H10(w, Rn) and ∇f ∈ Hpw(Rn), we see that f ∈ H10(w, Rn) ∩H1,pw (Rn). Then,
by Theorem 1.8, there exist a sequence of numbers, {λk}k∈N ⊂ C, and a sequence of
H1,pw (Rn)-atoms, {βk}k∈N, such that
(4.5) ∇f =
∞∑
k=1
λk∇βk in L2(w, Rn)
and {
∞∑
k=1
|λk|p
} 1
p
. ‖∇f‖Hpw(Rn).
We claim that, to prove (4.4), it suffices to show that, for any H1,pw (Rn)-atom a, there
exists a positive constant C, independent of a, such that
(4.6)
∥∥∥S1 (√Lw(a))∥∥∥
Lp(w,Rn)
≤ C.
Indeed, since Lw has a boundedH∞ calculus in L
2(w, Rn) (see [13] and [34]), by [5, p. 487]
(see also [34, 30]), we know that S1 is bounded on L
2(w, Rn). Therefore, by this and [15,
Theorem 1.1], we have∥∥∥S1 (√Lw(f))∥∥∥
L2(w,Rn)
.
∥∥∥√Lw(f)∥∥∥
L2(w,Rn)
∼ ‖∇f‖L2(w,Rn).(4.7)
From (4.7) and (4.5), we deduce that
lim
N→∞
∥∥∥∥∥S1 (√Lw(f))− S1
(√
Lw
(
N∑
k=1
λkβk
))∥∥∥∥∥
L2(w,Rn)
= 0.
Hence, there exists a subsequence of {S1(
√
Lw(
∑N
k=1 λkβk))}∞N=1 (without loss of gen-
erality, we use the same notation as the original sequence) such that, for almost every
x ∈ Rn,
lim
N→∞
S1
(√
Lw
(
N∑
k=1
λkβk
))
(x) = S1
(√
Lw(f)
)
(x).
From this and the Minkowski inequality, we deduce that, for almost every x ∈ Rn,
S1
(√
Lw(f)
)
(x) ≤
∞∑
k=1
|λk|S1
(√
Lw(βk)
)
(x).
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By this and (4.6), we know that
∥∥∥S1 (√Lw(f))∥∥∥
Lp(w,Rn)
≤
[
∞∑
k=1
∫
Rn
|λk|p
[
S1
(√
Lw(βk)
)
(x)
]p
w(x) dx
]1/p
.
[
∞∑
k=1
|λk|p
]1/p
. ‖∇f‖Hpw(Rn).
Thus, (4.6) implies (4.4).
It remains to prove (4.6). Let a be an H1,pw (Rn)-atom associated to a ball B := (xB , rB)
with xB ∈ Rn and rB ∈ (0,∞). Then, by the Ho¨lder inequality, we find that∥∥∥S1 (√Lw(a))∥∥∥p
Lp(w,Rn)
(4.8)
=
∫
Rn
[
S1
(√
Lw(a)
)
(x)
]p
w(x) dx
=
∞∑
j=0
∫
Uj(B)
[∫∫
Γ(x)
∣∣∣tLwe−t2Lw(a)(y)∣∣∣2w(y) dy
w(B(x, t))
dt
t
] p
2
w(x) dx
≤
∞∑
j=0
[
w(2jB)
]1− p
2
[∫
Uj(B)
∫∫
Γ(x)
∣∣∣tLwe−t2Lw(a)(y)∣∣∣2 w(y) dy
w(B(x, t))
dt
t
w(x) dx
] p
2
.
∞∑
j=3
[
w(2jB)
]1− p
2
[∫∫
R(Uj(B))
∣∣∣tLwe−t2Lw(a)(y)∣∣∣2w(y) dy dt
t
] p
2
+[w(B)]1−
p
2
∥∥∥S1 (√Lw(a))∥∥∥p
L2(w,Rn)
.
∞∑
j=3
[
w(2jB)
]1− p
2
[∫ ∞
0
∫
(2j−2B)∁
∣∣∣t2Lwe−t2Lw(a)(y)∣∣∣2 w(y) dy dt
t3
] p
2
+
∞∑
j=3
[
w(2jB)
]1− p
2
[∫ ∞
2j−2rB
∫
2j−2B
∣∣∣t2Lwe−t2Lw(a)(y)∣∣∣2w(y) dy dt
t3
] p
2
+[w(B)]1−
p
2
∥∥∥S1 (√Lw(a))∥∥∥p
L2(w,Rn)
=: I + II + III,
where Uj(B) is as in (1.7) and R(Uj(B)) is as in (1.6) with F replaced by Uj(B).
From (4.7) and the fact that a is an H1,pw (Rn) atom, it follows that
III . [w(B)]1−
p
2 ‖∇a‖p
L2(w,Rn)
. 1.(4.9)
For II, by the assumption that {tLwe−tLw}t≥0 satisfies Lr−L2 weighted full off-diagonal
estimates with r ∈ (1, 2), w ∈ Aq(Rn) with q ∈ [1, 2p2−p(1r − 12 + 1n)), and Lemma 2.2, we
conclude that
II =
∞∑
j=3
[
w(2jB)
]1− p
2
[∫ ∞
2j−2rB
∫
2j−2B
∣∣∣t2Lwe−t2Lw(a)(y)∣∣∣2 w(y) dy dt
t3
] p
2
(4.10)
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.
∞∑
j=3
[
w(2jB)
]1− p
2
{∫ ∞
2j−2rB
t−2n(
1
r
− 1
2)
[∫
B
|a(y)|r[w(y)] r2 dy
] 2
r dt
t3
} p
2
.
∞∑
j=3
[
2qnjw(B)
]1− p
2
(
2jrB
)−p(1+nr−n2 ) [∫
B
|a(y)|r[w(y)] r2 dy
] p
r
.
From the Ho¨lder inequality, the fact that a is an H1,pw (Rn)-atom and the weighted Sobolev
inequality (2.17) with p+ =
2n
n−2 , it follows that[∫
B
|a(y)|r[w(y)] r2 dy
] p
r
(4.11)
≤
[∫
B
|a(y)|p+ [w(y)]
p+
2 dy
] p
p+ |B|p(
1
r
− 1
p+
)
.
[∫
B
|∇a(y)|2w(y) dy
] p
2
|B|p( 1r− 12+ 1n) . [w(B)] p2−1(rB)p(
n
r
−n
2
+1).
Combining this, (4.10) and the fact that 1 ≤ q < 2p2−p(1r − 12 + 1n), we conclude that
(4.12) II .
∞∑
j=3
2qnj(1−
p
2
)2−jp(
n
r
−n
2
+1) . 1.
For I, we write
I ≤
∞∑
j=3
[
w(2jB)
]1− p
2
[∫ 2jrB
0
∫
(2j−2B)∁
∣∣∣t2Lwe−t2Lw(a)(y)∣∣∣2 w(y) dy dt
t3
] p
2
(4.13)
+
∞∑
j=3
[
w(2jB)
]1− p
2
[∫ ∞
2jrB
∫
(2j−2B)∁
· · ·
] p
2
=: I1 + I2.
By Proposition 2.6, the fact that w ∈ Aq(Rn) with 1 ≤ q < 2p2−p(1r − 12 + 1n), Lemma 2.2
and (4.11), we find that
I1 .
∞∑
j=3
[
w(2jB)
]1− p
2
[∫ 2jrB
0
t−2n(
1
r
− 1
2
)e−
(2j rB)
2
ct2 ‖a‖2
Lr(w
r
2 , B)
dt
t3
] p
2
(4.14)
.
∞∑
j=3
[
w(2jB)
]1− p
2 ‖a‖p
Lr(w
r
2 , B)
×
∫ 2jrB
0
(
2jrB
t
)2n( 1r− 12+ 32n )
e−
(2jrB)
2
ct2
(
1
2jrB
)2n( 1r− 12+ 32n )
dt

p
2
.
∞∑
j=3
[
2qnjw(B)
]1− p
2
(
2jrB
)−p(nr−n2+1) [w(B)] p2−1(rB)p(nr−n2+1)
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.
∞∑
j=3
2qnj(1−
p
2
)2−jp(
n
r
−n
2
+1) . 1.
From an argument similar to that used in the above, it also follows that
I2 . 1.(4.15)
Combining (4.15), (4.14), (4.13), (4.12), (4.9) and (4.8), we obtain (4.6). This further
implies (4.3). Therefore, we have(
HpLw,Riesz(R
n) ∩ L2(w, Rn)
)
⊂ (HpLw(Rn) ∩ L2(w, Rn)) .(4.16)
From (4.16) and (4.2), we deduce that(
HpLw,Riesz(R
n) ∩ L2(w, Rn)
)
=
(
HpLw(R
n) ∩ L2(w, Rn)) .
This, together with (4.1) and (4.3), implies that HpLw,Riesz(R
n)∩L2(w, Rn) and HpLw(Rn)∩
L2(w, Rn) coincide with equivalent quasi-norms. Then, by a density argument, we com-
plete the proof of Theorem 1.4.
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