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ABSTRACT.
Resistivity and photoconductivity measurements 
have been made, using hydrostatic pressures up to 75 kb on 
localised states in some III - V semiconductors, including 
ones with transition metal ions present. The systems 
investigated were GaAs:. Sn, GaAs: Crr S, h - In^  G^_x As^ . Pj-y 
IhPr Fe and GaAs: Cr. Many electronic transitions involving 
localised states (some deep in the band gap) appear to have 
anomolously high pressure coefficients. Possible explanations 
are discussed.
CHAPTER 1. INTRODUCTION.
1.1 PERSPECTIVE
An understanding of and an ability to control impurities 
and defects, is central to semiconductor materials and device 
technology. Many semiconductor devices are engineered to a 
certain extent by selective incorporation of shallow dopant 
impurities. Deep levels which occur in the band gap can also 
play important electrically active roles in semiconductors.
Deep states present in large concentrations (comparable to the 
shallow dopant concentration) can influence the free carrier 
densities through compensation. Unlike shallow impurity 
compensation, thermal conductivity type switching need not 
occur and indeed GaAs and InP microwave technologies rely on 
the temperature stable high resistance behaviour resulting from 
deep level compensation.
Deep states can also promote the transfer of carriers 
between the conduction and valence bands. They are a major 
cause of generation and recombination in semiconductors 
simply because they allow the energy to be absorbed or 
dissipated respectively in smaller quanta than those required 
for direct transfer across the band gap. In this role, deep 
levels have a major influence on bipolar devices when 
recombination controls the forward characteristics and on 
devices which operate with reverse biased depletion
layers for which generation currents can be a major form 
of leakage. Deep states can arise at the surface, in a 
depletion layer or in the bulk of the semiconductor material. 
Accordingly, their impact on devices depends critically on the 
structure and operating mode of the device in question. Deep 
states in materials from which semiconductor devices are 
fabricated can thus have a beneficial or detrimental effect 
on their characteristics.
The performance of some materials and devices is 
determined (or modified) by the addition of deep levels 
during manufacture. Extrinsic photoconductive devices are 
a case in point. Large concentrations ( ^ 10^  cm“^ ) of deep 
level dopants are added to the semiconductor in order to 
produce optical responses in an appropriate part of the 
spectrum. Ges Hg, Si: In and CdSe:Cu are established 
examples. In the presence of light, carriers are excited 
from the impurity levels to a band and contribute to the 
conductivity.
In power devices, thyristors, rectifiers and some 
switching transistors, deep states are added to improve device 
performance by reducing minority carrier lifetime. Here the 
deep states usually gold, platinum or lattice defects produced 
by radiation damage act as Shockley-Read-Hall recombination 
centres and so enable the device engineer to optimise the
balance between forward voltage drop and turn off time.
The high quantum gain of a band gap photoconductor can 
be achieved by the trapping action of one carrier by a deep 
impurity level. Impurities that have energy levels close to 
the band edge (a / 0.1 eV) provide impurity photoconductivity 
detectors in the wave length range 10 - 100pm. Deep impurity
semiconductors can be used as temperature sensors in thermister- 
type applications.
In semi-insulating GaAs, the deep impurities oxygen and 
chromium are responsible for very high bulk resistivities 
(,/v 107 - lO^JUcm) as is iron in InP. This is due to 
compensation of the residual shallow donors. Generally in 
the III - V compounds the Group II and VI elements are 
respectively acceptors or donors, some of them such as 
Cr, Fe and 0 deep in the band gap. The impurities substitute 
on the Group III and Group V sublattices respectively. The 
Group IV elements can substitute either sub-lattice becoming 
donors or acceptors respectively. The Group IB elements copper, 
silver and gold become singly or doubly ionised acceptors.
Many compounds like GaAs can show a marked deviation 
from stoichometry, due often to a loss of the volatile component 
during ciystallisation from the melt. This affects the electronic 
and optical properties in the same way as impurities and other
defects do. For instance, as grown undoped GaSb is . 
invariably p-type and this is thought to be due to acceptor 
levels caused by Sb-vacancies.
Native deep defects such as the lattice defect 
EL2 can sometimes be made to produce the semi-insulating 
effect when GaAs is crystallised by the Liquid Encapsulated 
Czochralski method. This is still the subject of research, 
there being problems associated with producing material 
with low dislocation densities, as measured by etch-pit 
densities. Chromium doped GaAs has problems associated 
with temperature unstable diffusion of chromium atoms 
towards the surface and central axis of L EC crystals. This 
can cause problems with modern selenium ion implantation 
techniques. These processes are used to produce microwave 
FET’s and integrated circuits directly on slices cut from 
LEC and horizontal boat grown crystals but problems arise 
because of annealing effects caused by the implantation 
process.
The materials GaAs: Cr and InP: Fe are also used as
bulk semi-insulating substrates for epilayers of In Ga-, As„x y
for instance. It is known that during L PE growth Cr and Fe 
atoms diffuse into the epilayer and produce associated 
deep states.
Deep impurities also produce a wide range of interesting 
but so far unexploited effects. There are the counting effects 
observed when a number of pulses are applied to bulk high 
resistance GaAs; low frequency field-dependent trap-emptying 
domain oscillations in oxygen-copper doped GaAs; a wide variety 
of other space charge limited current effects and two terminal 
negative resistance effects. Deep impurites also have large 
effects on the sensitivity of junction and bulk semiconductors 
to stress and so have potential strain gauge uses.
In many cases however, the presence of deep states is 
undesirable. Undesired carrier trapping, current oscillation 
and negative resistance effects can be a source of considerable 
frustration to the user and more than one deep level may be 
present. They can reduce minority carrier lifetime by acting 
directly as recombination centres or by increasing the probability 
of Auger processes. For instance, the green GaAs L E D ’s are very 
inefficient; a commercial device converts only about 0.1$ of the 
applied energy into visible radiation. Much of the remaining 
99.9$ is absorbed, because of the flow of carriers through deep 
states which are introduced unintentionally during material 
growth. Other examples of undesirable problems caused by deep 
states in devices are the efficiency of low cost solar cells, 
the noise performance of GaAs FET’s, the gain of bipolar 
transistors, the refresh time of dynamic memory, degradation 
of double heterostructure lasers, the efficiency of charge
coupled devices, the forward drop voltage in power devices, 
the uniformity of silicon imaging arrays and many others.
An understanding of the role of imperfections and 
impurities, the ways in which they can be introduced into the 
material and whether they introduce any deep states or 
localised levels, is essential for the preparation of semi­
conductor materials and the devices made from them because of 
the dominant effect on them. The materials contain a host of 
defects throughout their structure and although the number of 
lattice sites affected by the defects may be a small fraction 
of the total, they can control the properties of the b$ilk 
material. Certainly, the semiconductor industry has many 
examples which demonstrate that detailed defect studies followed 
rather than preceded material development, whilst in other 
fields development of devices had to await the solution of 
hasic problems.
The smallest defects in a crystal structure which can 
be used as the basis for defect systems are the point defects 
of vacancy, interstitial, or impurity atoms. The basic extended 
defects are dislocations and surfaces. Vacant lattice sites can 
occur in all materials, but in semiconductors the empty site can 
exist in many charged states. Similarly interstitial and 
substitutional atoms occur in a variety of charge states and 
the stable configuration for such atoms may depend on this charge.
Inteistitial atoms can be accommodated in several ways into the 
lattice but often cause- localised stresses.
Impurity atoms can enter the lattice substitutionally 
interstitiallyor in a complex with other defects. From the simple 
band picture of a semiconductor, we expect that the localised 
disturbance of the lattice will produce additional electron 
energy levels, which may fall in the forbidden band gap between 
the valence and conduction bands. It is the occupation of, and 
transitions between these levels and the conduction and valence 
bands, that produce all the interesting defect controlled 
electrical properties of semiconductor materials. When many 
levels exist in the band gap the electron population of these 
localised levels is determined by the position of the Fermi level. 
Those below it will be in general occupied while those more than 
a few IcT above will be empty under equilibrium conditions.
Crystals typically contain some 10° dislocations per 
square centimetre and in non-metals may be charged with respect 
to the perfect lattice, and this together with the strain field 
around the dislocation produces concentration gradients of defects 
throughout the material. A similar effect is produced by surfaces 
which in real materials cannot be removed by the application of 
cyclic boundary conditions. Here, the electric fields separate 
the free electrons and holes to different parts of the crystal.
Semiconductor materials and devices have been considerably 
improved by applying technological developments either empiracally
or through better understanding of materials and device 
behaviour but until fairly recently little attention has been 
paid to the role of deep states. As various other device 
problems have been solved and the performance improved, the 
deep states present have become more important with the result 
that the performance of many devices is now partially or 
wholly limited by inadvertant and intentional deep states.
Much work has been done recently by many workers in 
trying to define and characterise the deep states in the systems 
GaAs, InP and In^ Ga-^ Asy pi-r In spite of their experimental 
and theoretical work such states are still only partially 
understood. This work seeks to rectify that situation.
19.
1.2 EFFECTS OF HYDROSTATIC PRESSURE ON THE BAND STRUCTURES 
OF AND DEEP LEVELS IN Ga As, InP AND Inx As P,
The band structures of the semiconducting covalent
compounds GaAs and In P are generally well known together
with the other III - V compounds. An abundance of 
2, 6, 11, 12, 34,.35,
literature describes the position of the 
flc(Q, 0", 0}', Llc ( l  j 1, 1) and Xlc(l , 0 , 0) minima of 
the conduction band relative to the valence band maximum 
at (0, 0 ,0) at atmospheric pressure and ambient 
temperature. However, the exact detail of the positions 
in energy of the satellite minima has been a matter of 
disagreement in recent years which is believed to be due 
to the presence of localised states between the f7c minimum 
and the satellite minima. This we believe has led to 
erroneous interpretation of hydrostatic pressure measure­
ments. *
The quaternary alloy Inx Ga-^ x As^ . P^ is 
regarded as an alloy of GaAs; InP; GaP; InAs and hence the 
basic properties of the alloy are a superposition of the 
properties of the four binary compounds. Littlejohn et al 
devised a formula for calculating such properties as band 
gap, sub-band gaps, pressure coefficient etc. using the 
known values for the binaries. It is therefore vital 
that such valies are reliable if reasonable values for the
quaternary parameters are to be attained. This matter is
discussed in Ch. 3 more fully together with calculations
for the band structure of InA GaA 0 Asn Fn c.0.8 0.2 0.$ 0.5
In general, the application of hydrostatic pressure.
causes movement of the energy bands. The symmetry of the
crystal is not affected and consequently no symmetry
degeneracies are removed.^ Hydrostatic pressure causes
a decrease in lattice constant and hence only band edges.which
are not required by symmetry to be degenerate may be moved
with respect to one another. However it should be noted
that any shear stresses present will remove the degeneracies
of the off-centre minima (X-^  3 or 6 fold degenerate L^c4 or
8 fold degenerate) if the stresses are applied in the (1 ,0,0)
or (l, 1 ,1) directions. This is due to the non-parabolicity 
35of these bands.
Under hydrostatic pressurePitt(l977p?found that for 
zinc blende structure materials, band extrema for particular 
k-vahres moved with similar pressure coefficients. Later 
theoretical and experimental results are shown in Table 1.
This is explainable by the different bonding and molecular 
orbital contributions involved. At ric (0 ,0 , 0) the 
contribution is mainly S, while the contribution at 
Xlc (1,0, 0) is mainly p. At 1^  (l , 1 , l) between X ^  
and f^ c in energy for GaAs and InP (see Ch’s 3, 4, 5)
21.
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the contribution is an admixture of s and p. However, 
experimental results from various workers could only be 
fitted with the theoretical estimates provided by Camphausen
35
et al (1970) who used the theory of the dielectric bond due 
42
to Van Vechten by changing a correction factor to take 
account of the d-core states.
According to the traditional view (Pitt ) 
the fic conduction band minimum moves away from the 
valence band maximum with a high pressure coefficient 
( ~10.Q x ICT^ eV. kb~^ for InP and 11.0 x 10"^ eV. kb"^ * 
for GaAs) i.e. for those materials with which this is 
the lowest lying conduction band minimum, the energy 
band increases in contrast to the simplistic expectation 
that all materials under pressure should become more 
metallic. The minima, from experiment, are found to 
move slowly towards the (""15 valence band maximum 
( * *  2.CD x 10”  ^eV. kb"’’* for InP and^1.0 x 10“  ^eV. kb"l 
for GaAs). The minimum being an admixture of s and p 
has a pressure coefficient mid way between and X]_c
(2.5 x 10“  ^eV.kb” -^ for InP and 2.8 x 10”  ^eV. kb“l for 
GaAs) and moves away from the valence band maximum in energy.
This should enable us to carry out studies where a 
large conduction band energy range can be scanned (such as 
by photoconductivity) by observing the effects as the rlc
minimum catches up in energy with the and X^ minima and 
interesting band transfer effects occur allowing determination 
of the next highest minimum, its symmetry and sub-band energy 
gaps. By application of pressure, which is described 
experimentally in Ch.2, we can place electrons in specific 
states different from those observed at atmospheric pressure 
and these lead to basic comparisons for scattering and band 
structure theories.
Hall effect measurements to 80 kb on GaAs and InP, 
have produced experimental data on the properties of higher 
lying band structured In Fig. 2 (Pitt 1 9 7 7 Hall data for cure 
n-type GaAs and InP as a function of pressure is plotted.
Below 20 kb, the small increase in resistivity is caused 
fcy the effective mass increase in the minimum, as it
moves away from the valence band maximum, decreasing the 
electron mobility. Above 25 kb, \ the resistivity rises 
steeply for GaAs but less so for InP. At higher pressures 
the resistivity curves level out. Pitt attributes this in 
GaAs to transfer between the f^ c and X-^ c with a large 
interband pressure coefficient (i.e. dEr /dp - dE^/d P 
a/12.5 x 10-3 ev. kb-1). The corresponding result for 
InP ( a/ 7 x 10“3 eV. kb-1) was attributed to ["^ to 
]>LC transfer and eventual transfer to the X^Q minimum.
Analysis of the complete Hall data produced the InP band
structure shown in Fig. 11, and also estimates of the type 
of scattering in the higher valleys; sub-band gaps; higher
lying densities of states and effective masses.
1,10,12,14,19,20.
Yet later work shows that the model reviewed 
35
by Pitt and including some of his own work (Pitt and Lees 
36,
1970 ) is flawed by the omission of the effects of localised
states in the band gap and degenerate with the conduction 
band states. Our work shows why such omission is vitally 
important due to the various effects, in particular, anomolous 
pressure coefficients of localised states, have on the electronic 
characteristics under hydrostatic pressures. It may even be 
that the accepted pressure coefficients for the satellite 
minima are wrong.
47
White et al m  their hydrostatic pressure photo-
?+capacitance work, found that transitions due to Or and 
0 in GaAs have pressure coefficients higher than those for 
the Lj_c and X-j_c valleys described by Pitt (1977? • We believe 
that many of the coefficients in Table 1 are underestimates 
of 1 - 2 x 10“3 eV. kb“^- of the actual pressure coefficients.
They attribute their-high complementaiy energy sums for 
Cr^ and 0 of 4*7 - 1.5 and 3.0 ± 1.5 meV. kb“  ^to dominant 
transions to the h e  and X iQ valleys rather than do minimum.
The complicating factor, as will be seen from our 
work is the presence of localised states associated with
the higher lying minima and which have their own pressure 
coefficients with respect to the valence band. The wave 
functions of the shallow impurity levels are derived from 
the nearest conduction band minimum.- According to the 
hydrogenic model, the activation energy is proportional, 
to the effective mass. The higher lying valleys have high 
effective masses (e.g. Xl0 in GaAs ^  0.41m 0 compared with 
0 . 0 6 7 ^ .  Thus these impurity levels are pushed 
down at higher pressures when the X^c valleys come below 
the (Yc minimum. We expect this to be the case also for 
alloy systems such as Inx Ga^_x As^ P-^ when direct - 
indirect band cross-over takes place. However our work 
shows that levels cross below the minimum before
the pressure is reached when the valley crosses it. 
Furthermore our work shows the existence of levels above 
the f^ c minimum in GaAs (Ch.3) and in IhP; and GaAs deep 
in the band gap (Ch’s U, 5 ) which have pressure coefficients 
bearing no relation to the accepted ones for the 3 conduction 
band minima flc t X]_clL-^c. In addition other transitions 
in GaAs (Ch.5) and JnP (Ch.4) move with either the (~ic t 
or L-^c valleys but at slightly greater rates than the accepted 
ones.
Porowski et al^ave observed anomalously high 
pressure coefficients in InSb of donor levels from Hall
measurements, the donor levels occupying two non-equivalent 
lattice positions separated by a potential barrier (/v/0.3.eV) 
producing a metastable system of energy levels. We have 
observed ’such behaviour in our resistivity measurements on
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GaAs (Ch.3)* Waselewski et al have used magneto? - optical 
studies of shallow donor states in InSb and GaAs to show the 
existence of resonant metastable states involving donors and 
Lic associated resonance states. Resonant states of a 
predominantly character existed and when occupied after 
the application of hydrostatic pressure the L--like and
f^ -like transitions involving the same donor disappeared.
9
Dmowski et al have described a pressure induced
slow relaxation of the free electron concentration in
undoped n-type InSb from Hall measurements as a function of
temperature and pressure indicating that thermal equilibrium
is important in any trapping out process. Hennel and
Martinez^also observed pressure induced trapping by Cr^+
centres in GaAs which became Cr+.centres ^ 60 me V above
the (~2C minimum.
7,49
Curie et al suggested that there were errors in 
recent publications, particularly regarding the conditions 
for linear dependence on pressure of the peaks for phonon- 
assisted transitions. They analysed the pressure dependence 
of optical absorbtion and luminescent emission spectra
of impurities in inorganic crystals. Their analysis 
showed that the broad structureless phonon-assisted 
transitions of impurities have pressure dependences arising 
from the change in occupational probability for each 
configuration and from the change in transition energy 
at a given configuration. We have seen a little evidence 
,o£‘ some non-linearities that are more likely due to metastable 
trapping by levels which are degenerate with the conduction 
band states or a few kT below the He minimum. However, 
they make the assumption that the adiabatic approximation 
is valid i.e. for the electronic states involved in the 
radiative transitions, the orbital time for electronic 
motion is assumed to be short compared to the period of 
optical phonons and thus the stationary electron distribution 
for each state smoothly adjusts to lattice displacements. 
However, this assumption may not necessarily be valid for 
all species of localised states near the conduction band. 
Furthermore there may be problems associated with lack of 
thermodynamic equilibrium after initial application of 
pressure.
All the evidence cited, plus our work presented 
here, shows the difficulties and discrepancies that can 
arise in trying to determine sub-band gaps and pressure 
coefficients from high pressure experiments. An added
complication is the presence of localised and deep states. 
It appears to us that the vital significance of the effects 
of such states may not have been fully appreciated by 
the authors of some earlier hydrostatic pressure work.
In practice, no semi-conductor is pure even when not 
deliberately doped and will always therefore contain 
localised states due to impurities or lattice defects.
OPTICAL TRANSITIONS AND PHOTOCONDUCTIVITY.
Photon absorbtion occurs in a material when a 
suitably spaced* pair of energy levels exist which have 
an electron or hole in the lower level.. For the 
transition to be allowed requires that the upper state 
is of reverse parity. Momentum conservation is possible 
even if the levels are not just vertically displaced on 
an E, k diagram, by addition and subtraction of lattice 
phonons. It is the interaction of the phonons with 
optical transitions which determines the shape of the 
absorbtion edge and the width of the absorbtion (and 
emission) bands. If such absorbtion involves both 
donors and acceptors then there will be a distribution 
of absorbtion and emission energies according to the 
statistical distribution of separations of donors and 
acceptors. For instance, in the case of capture of a 
free electron by a neutral acceptor, there is no
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electrostatic dipole effect but the thermal motion 
of the free particle before capture imparts a 
characteristic tail to the luminescence line. 
Furthermore, the presence of electric fields from
the ionised centres introduces further broadening.
16
Gnmmeis and Ledebo point out that both the 
absolute value and spectral distribution of the photo­
ionisation cross-section seem to be independent of
30.
whether the impurity level involved is due to an 
acceptor or. donor and should thus be independent of 
the charge state. The observation of an edge in a 
photoconductivety spectrum is thought to result from 
the onset of excitation to one of the band edges giving 
rise to free carriers. The shape of the edge will be 
primarily determined by the photo-ionisation cross- 
section although its detailed form will depend on the 
carrier mobility and lifetime. For our InP photo­
conductivity results, we use the same analysis as
1AFung et al which uses a model of a deep impurity in 
which there is a strongly bound central region with an 
exponentially decaying evanescent wave outside.
where E^  is the ionisation energy,Q ( is the decay 
constant of the evanescent wave and mK is the 
effective mass (m * = Q.08mo for the conduction band 
of InP).
The cross section is given by
For materials with a small effective mass Eq.l
may be approximated by
It is seen in Ch. J+ how we analyse the InP 
photoconductivity spectra but as we shall briefly 
explain in this chapter and later in more detail (Ch.5) 
such analysis cannot be used for the analysis of 
the GaAs photoconductivity spectra. It is noted 
further that the above analysis only well describes 
photoconductive signals not close to the onset, 
where phonon interactions give rise to a low energy 
tail. Whilst many authors including Fung et al^ 
rely to some degree on excited states of acceptors 
and donors to explain the shapes of their photo­
ionisation curves, Stocker andSchmid?9 explain 
that their photoconductivity curves can be explained 
for GaAs without the existence of excited states if 
all the effects of phonon emission lattice relaxation 
and configurational interaction are included.
However, Jahn -Teller distortion might have to be
taken into account which would be consistent with
5
the existence of excited states such as E m  
GaAs: Cr.
As we see in Ch.5, the photoconductivity 
analysis of GaAs: Cr is complicated by the overlapping 
of what may be regarded as a superposition of a resonance 
band due to excited states in resonance with the 
conduction band, and a monotonic rise in absorbtion due 
to the low energy tail- of the direct band gap photo­
conductivity. Transitions to excited states of the 
acceptor, which will only be detected by photoconductivity 
if the excited state is degenerate with the conduction 
band or the carrier may be thermally excited to the 
conduction band from it, are often referred to as two 
hole transitions. The excitation energy of the remaining 
hole is at the expense of the emitted photon so the 
replica spectrum is shifted relative to the fundamental 
transition by just the excitation energy of the acceptor. 
Thus one can find two hole transitions which not only 
give unambiguous identifications of separate impurity 
species but also provide highly accurate measurements 
of the energetic positions of excited states of the 
acceptor (or donor if one is dealing with two electron 
lines) which have the same parity as the ground 
state. This has always been a point of considerable 
interest theoretically. However, for the reasons . 
previously mentioned photoconductivity measurements 
are open to possible misinterpretation.
All the luminescence or photoconductive 
features have phonon replicas at room temperatures 
although at very low temperatures the absorbtion 
edge is almost a step function. However, the actual 
energy value of the transition may changed Analysis 
of the tail shape in detail can reveal whether the 
process is a direct transition or involves phonons, 
and whether the two states differ in parity or are. 
normally forbidden. The photon energy from recombination 
can be reduced by the amounts required to excite 
characteristic phonons either of the lattice or of 
vibrational modes. For binding energies greater than 
a few hundred me V (which applies to most of the localised 
states normally studied), the major part of the 
emission intensity usually resides in the vibrational 
part of the spectrum, so that all resolution between 
individual phonon combinations is lost. A broad band 
results towards low energies from the actual value of 
the transition.
In semiconductors, the phonon spectrum which 
determines the absorbtion edge for indirect transition 
has been resolved even at room temperature by electric 
field modulation of the absorbtion spectra. The 
absorbtion coefficient depends on the electric field.
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Instone and Eaves have observed oscillatory
structure in the intrinsic photoconductivity of
bulk semi-insulating, Feand Cr doped InP and
nominally pure n-type VPE InP at 2K. They also
observed peaks in the spectra at energies below the
band gap, which they thought were due to'donor and
acceptor levels. In their high purity samples the
oscillations persisted up to electric fields
2 V. cm“^ , above which there was a catastrophic
increase in photoconductivity. In high purity
material, the electrons relax rapidly by LO
phonon emission until they are within one LO
phonon (^43 meV) of the conduction band edge.
If a carrier arrives at the bottom of the conduction
band after emitting an integral number of L 0 phonons,
capture at impurity sites and recombination with
holes will be rapid and the mobility of carriers
at the band edge will be low because of band tailing
effects and ionised impurity scattering. Instone 
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and Eaves describe the observation of minima in the 
I PC spectrum by
where Eg is the direct band g a p i s  the 
longditudinal optic phonon energy at the [""point,
m6 and 1%  are the effective masses of the conduction 
and heavy hole valence bands respectively and 
n is an integer.
Eq.4- describes the minima as a function of incident 
energy for both intrinsic and extrinsic excitation, 
for semiconductors at low temperatures. We believe 
these observations help to explain some of our 
results for InP: Fe in Ch. 4*.
states at the top of the valence band is high, 
the transition probability is also high for energies 
around the band gap energy and generally all 
semiconductors become opaque at these energies.
strongly influence the mechanism of photoconduction 
since fast surface recombinations, if they occur, 
will modify the characteristics of the decay process.
where Loapplies to a photoconductor without surface
We note that since the density of filled
Surface states of a photoconductor can
c6Gorliclf describes this by
(Eq.5)
states, thus representing a volume lifetime
and X represents a correction factor which can be
approximately calculated.
56Gorlich also shows that for Cd(S, the 
spectral distribution depends on the humidity of the 
ambient atmosphere, with both the shape of the 
spectral distribution curve and the magnitude of 
the photocurrent varying. As the humidity increases 
the photocurrent decreases markedly in the region 
of self-absorbtion at small wavelengths. He indicates 
that the absorbed moisture on the surface forms 
traps which have large binding energies for electrons 
so that electrons can easily combine with holes. In 
consequence, that part of the photocurrent which 
flows near the surface is proportionally reduced.
Short wavelength light in the region of self absorbtion 
is more strongly absorbed in the surface regions, 
whereas light of longer wavelengths is more strongly 
absorbed in the bulk of the ciystal. We believe we 
saw evidence of moisture surface traps in a few of our 
samples in Ch,’s 4* 5.
We also believe that we observed photo­
voltaic effects in some samples in Ch.’s 4o5 When 
metals and semi-conductors are in contact, the 
junctions sometimes exhibit rectifying properties.
Electrons passing from the metal to the semiconductor 
must overcome a potential barrier which is approximately 
the difference between the metal-vacuum and semiconductor- 
vacuum work functions. At the contact the differing 
values of the work function lead to a space charge 
concentration since the Fermi levels of the metal and 
semiconductor equalise. This is a well known • 
effect. On the semiconductor side, this equalisation 
takes place only at a distance from the contact, 
corresponding to a boundary layer, the so-called 
barrier layer (a# 10“ ^ cms). The contact potential 
is therefore determined by the electron escape potentials 
of the metal and semiconductor. Within the barrier 
layer bounded by the metal contact and ending in the 
semiconductor the concentration gradient of charge 
carriers and thus of space charge reaches a maximum 
near the end of the barrier. Within the region of the 
barrier layer there is a depletion of holes. Electron- 
hole pairs are produced in the valence band of the 
semiconductor by photon irradiation. Since there is 
a potential barrier at the metal-semiconductor inter­
face , the electrons migrate towards the metal, the 
holes towards the semiconductor. The junction then 
acts as a barrier to those electrons now in the
conduction band, becoming negatively charged with 
respect to the semiconductor, thus producing a 
photo-emf . For this emf to be produced, the conditions 
for pair production must be satisfied, i.e. the 
irradiating photons must have energies in the lattice 
absorbtion spectrum.
It is expected that unidirectional junctions 
i.e. depletion boundary layers would develop on semi­
conductor photoconductors, i.e. the charge carrier 
concentration in the boundary layer is less than 
in the bulk of the semiconductor. To prevent this, 
enriched boundary layers are needed in which the 
charge carrier concentration is greater than in the 
bulk of the semiconductor; that is boundary layers 
that could be regarded as injecting or non-rectifying 
junctions. For low resistivity samples ( 5 J L  cm) ,
as used in our hydrostatic pressure resistivity 
measurements in Ch.3 this is important. The methods 
for achieving such contacts such as Ag-Sn alloying 
and In— dotting are described in Ch.2• For our 
photoconductivity measurements in Ch's 4-> 5, * only 
silver dag was used for contacting with no alloying.
We expect the unidirectional rectification to be of
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the order of kilohms but the resistivity of both the 
semi-insulating InP: Fe and GaAs: Gr is '“^ lO^ - 10^jT.cm. 
However, the occasional sample was unusable since 
the photo-emf produced was so large as to be 
equal and opposite to the applied bias, and no photo­
current could be extracted from the sample at near 
band-gap energies. Most samples however performed 
satisfactorily.
Not all the effects of incident radiation 
produce photoconductivity in the fundamental lattice 
region of the spectrum. This is sometimes due to 
exciton formation which is a photon excited state of a 
crystal atom, which through quantum mechanical 
resonance can be exchanged with a neighbouring atom 
and may migrate through the crystal without giving 
rise to current flow. Traditionally, excitons are 
believed to be the Coulombic interaction between 
electrons and holes. A quantum of energy insufficient 
to cause a direct transition is absorbed forming an 
exciton according to :-
tw = 4E  -  Epact (Eq.6 )eocc
where E is the binding energy of the exciton 
exc
and A  E the energy required to produce a full 
transition.
However donor acceptor pairing can 
produce a whole range of phenomena’ including an 
initial state in which both particles are bound, 
there' being a restriction on the smallness of the binding
A5
energy : of isolated donors and acceptors. Otherwise 
the systems will not bind an electron first in the 
presence of an ionised (negatively charged) acceptor 
or a hole first in the presence of an ionised donor, 
or both particles together if the energy of a free 
exciton is lower. Such a picture leads naturally to 
the description of e - h recombination at such a centre 
as being that of a bound exciton. The origin of such 
a centre is posd bly easier to understand than is 
the case of binding to simple centres such as the 
neutral donor bound exciton. The naive view of such 
a centre is that of a kind of hydrogen like molecule, 
particularly if the hole effective mass is much larger 
than the electron effective mass. The circumstances 
of binding to isoelectronic traps is thought to have 
relevance to our photoconductivity results in Ch's 4>5 , 
but particularly to the high-pressure resistivity results 
in Ch.3. .
The interband energy gap of a semiconductor 
sets an upper limit to the light wavelengths that can
be used normally in defect studies in semiconductors.
In general all such absorbtion processes produce 
photoconductivity if they result in free carriers in 
the conduction or valence bands. Whether photoconductivity 
is detectable also depends on experimental factors 
as discussed in Ch’s 2, U, 5. As we have seen so far, 
not all the lower absorbtion bands are related to 
defect levels or produce photoconductivity since 
both phonon and exciton absorbtion processes produce 
characteristic energy loss. We can now describe 
therefore a generalised set of possible optical 
transitions caused by incident light of varying wave­
lengths, as shown in Fig.l.
Transition 1 is temperature sensitive and has 
a phonon induced tail. The absorbtion process produces 
both electrons and holes so we expect some photo­
conductivity. The apparent band gap determined by 
increase in photocurrent with photon-energy cannot be 
easily used to estimate the band gap because of the 
decrease in penetration of the light into the sample 
at high energies. Space charge and recombination 
effects which result from this mean that the photo- 
current is no longer proportional to the absorbtion 
coefficient.
A number of transitions appear on the 
low energy edge of the band gap and are termed 
exciton absorbtion bands (Transition 2). The 
exciton was proposed to be a bound electron-hole 
pair and the states exist just below the conduction 
band. The absorbtion process will provide enough energy 
to make the pair mobile but insufficient energy to 
separate them. There are similarities between this 
System and the electron bound in a hydrogen atom 
but with deviations from a \ / i ?  law. These excited 
states extend over different regions of the lattice 
and there is an effective change in the dielectric 
constant which is of course a bulk parameter. In 
many materials the onset of exciton absorbtion may 
be confused with true band to band transitions but the 
bound exciton does not produce photoconductivity.
In transition 3, the transition is from a 
localised level, deep in the band gap, to the conduction 
band. We therefore expect a wide absorbtion band and 
associated photoconductivity at all temperatures.
We also expect the absorbtion of light within the band 
will depopulate the ground state. Hence the absorbtion 
process can also produce luminescence when the electron 
decays from the conduction band.
We may also observe transitions (4) between 
levels in the band gap. If the upper level is close to 
the conduction band then the transition from the upper 
level to the conduction band can be made thermally with 
sufficient temperature ( T E f  k where E is the 
additional energy required). This would result in 
photoconductivity. The absorbtion band shape may alter 
though and become assymetric with a tail towards higher 
photon energies, if there is a strong phonon inter­
action between the upper level and the conduction 
band.
Lastly we postulate transition 5, from.the 
valence band to a deep level. If the capture cross- 
section is large, the electron may be trapped and 
thermal or additional photon energy may make the 
valence band hole mobile giving rise to photoconductivity. 
However, if the level is near the middle of the band gap, 
the previously elevated electron may be excited to the 
conduction band by an additional photon, re suiting in 
an electron-hole pair across the band. These may then 
recombine, probably through a deep level acting as a 
recombination centre resulting in luminescence. This 
process is known as quenching and there is no net 
photoconduc tivi ty.
CHAPTER 2 EXPERIMENTAL TECHNIQUES.
2.1 HYDROSTATIC PRESSURE SYSTEMS.
2.1.1 INTRODUCTION.
There are a number of different systems that may 
be used for applying hydrostatic pressures, but they all 
have certain features in common. They require a pressure 
transmitting fluid and an accurate means of calibration. 
Any fluid may be used, provided it does not freeze at the 
pressures required or interfere with the experiment, 
such as in optical measurements. The calibration need 
not be independent of the experiment. We may, for 
example, use the relative movements of bands of the semi­
conductor being studied.
2.1.2 BRIDGMAN OPPOSED ANVIL (SOLID MEDIUM) SYSTEM.
A schematic diagram is shown in Figs. 3 and U
which illustrates the essential"components. The tungsten 
carbide anvils are 3.8 cms. in diameter with a 6°
taper leading to 1.6 cm. diameter flats. Load is applied 
by a 60 tonne hydraulic ram press to the mild steel, 
four column die set. The load is measured by a direct 
pendulum balance system.
The sample is encapsulated in epoxy resin, in an
MgO loaded epoxy ring, which is formed by curing the 
mixture in a mould at 120°C for 24- hours. Grooves are 
cut half way through to accept the sample leads. Epoxy is 
poured into the centre of the ring and allowed to flow 
into the grooves. Care must be taken to eliminate.any 
air bubbles which would cause stress concentrations. These 
could damage the sample and would cause inaccuracies in the 
load-pressure calibration. The ring is clamped between 
two Mylar sheets and the encapsulated sample cured at 
80°C for two hours and then 120°C for twentyfour hours.
The ring is then removed, roughened with emery paper and 
coated with jewellers' rouge in methanol. The methanol 
evaporates to leave a uniform high friction coating.
The ring is then centrally located between the anvils 
with the sample leads insulated from them by 0.01 m.m 
Mylar sheets, with cut-outs for the ring.
Under load, the ring extrudes and the shear 
movement of the epoxy near the sample exerts a tensile 
stress on it. Above 15 tonnes the ring locks by friction 
to the anvil surfaces and from this point the stress on 
the sample will be approximately hydrostatic. This has 
been ascertained by observing the large resistance 
changes due to known starriard polymorphic transitions
of Bi I - II at 25. U kb, T1 I - II at 36 kb and Bi
’35
III - V at 76 kb . Piezo-resistance measurements on
<ioq> orientated single crystals of n-type Si have been 
used to determine the stress system in the vicinity of 
a sample . This showed that above 15 tonnes load (^15 kb) 
the non-hydrostatic stress is limited to less than 1 kb. 
Below 15 tonnes, account must be taken of uniaxial 
components, which produce a larger change in resistivity
- 6  ithan that due to hydrostatic pressure ( - 3.1 x 10” kb”1 
as the effective mass in the ^100/^valleys changes) due 
to splitting of the valleys, depending on the direction 
of the uniaxial stress. It is believed that there is a 
compressive component along a radius of the sample to 
the centre of the ring, followed by a tensile component 
as the ring spreads out. At higher pressures this is 
reduced as the gasket locks and above 15 tonnes (15 kb) 
is hydrostatic to within 1 kb for samples of up to 
2 mm diameter. The region below 15 kb can also be 
estimated by resistivity measurements on GaAs samples 
and comparing them with liquid medium piston and cylinder 
measurements.
This high state of the art in solid medium
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high pressure technology was developed by Pitt and 
others at the STL High Pressure Faculity in the late 
1960's and early 1970's and their calibration curve is 
shown in Fig. 5. The calibration curve is the cumulative 
result of years of experimental and theoretical work
by the workers at S TL.
We have in this work, however, taken the 
precaution of presenting our resistivity results in 
Ch.3 initially as a function of applied load (tonnes).
In Ch.5*3 our photoconductivity measurements from the 
Optical Bridgman Anvil system did not require the use 
of the S TL calibration curve. Thus the accuracy of 
the curve is not crucial to the validity of the 
experimental results presented in this work.
2.1.3. OPTICAL BRIDGMAN OPPOSED ANVIL (SOLID MEDIUM)
SYSTEM.
This is essentially the same as before but 
there is provision of an optical fibre at the centre 
of the lower anvil. The version used was a scaled down 
die-set described in 2.1.2 and was loaded by a small 
hydraulic hand-pumped ram. With a standard sized ring, 
this system only reaches about 8 kb, which means that 
the pressure is not truly hydrostatic and pressure is 
not linear with loading. The other limiting factor is 
that the pressure forces the fibre down its hole in the 
lower anvil, since it can only be fixed with epoxy.
Fig.7 shows two ways of trying to overcome this. A 
cylindrical sapphire can be recessed into the anvil 
surface. However, it was found it was very difficult 
to get the recess machined within accurate enough
tolerances to avoid fracture of the sapphire. The 
easier alternative is to provide a slight step in the 
hole through which the fibre passes. This allows a 
greater volume of epoxy around the fibre and the step 
has the effect of limiting the flow of epoxy down 
the hole. It may be that the epoxy is like a solid 
held in position by the shoulder. In the straight hole, 
the bonding of epoxy to tungsten carbide cannot with­
stand the force.
This system was used in photoconductivity 
measurements under pressure on GaAs: Cr (Ch.5 ) and 
the relative movement of photoconductivity edges used •
as a self-calibration, such that it is unnecessary
)
to know the exact pressure inside the ring. This could 
of course be calculated, if values of pressure coefficients 
of band edges are accurately known.
2.1.A. PISTON AND CYLINDER LIQUID MEDIUM SYSTEM.
A schematic diagram of the system is shown in Fig.6. 
The hardened, tool steel, thrust piston compresses the 
liquid, castor oil, in a cylinder of work hardened die 
steel. Sealing is accomplished by a rubber ’O' ring bear­
ing, on a phosphor bronze ring, on an angled shoulder on 
the piston. Up to about 1.5 kb the 'O' ring seals the 
vessel, whilst causing the phosphor-bronze ring to extrude
outwards against the cylinder walls, sealing the piston 
for higher pressures. Load is applied to the top of the 
four column die -set with the 60 tonne hydraulic press used 
in the Bridgman system in 2.1.2. Leads to contact 
terminals at the end of the piston are passed out of the 
pressure chamber via hardened steel terminals ground into 
ceramic sleeves and via holes in the piston. An optical 
fibre passes down the centre of the piston through a hole 
in the centre. This is sealed by a cylindrical sapphire , clamped 
onto the end of the piston with a piece of thin ductile 
aluminium foil with a central hole. This provides adequate 
sealing and passage of light into and out of the pressure 
chamber via the optical fibre. The pressure is monitered 
by a manganin wire gauge attached to the bottom piston and 
with leads through seals as for the top piston. The
resistance increases as the proportion 2.3$ kb”  ^ of its 
initial resistance.
Castor oil is suitable up to 12.5 kb at which 
point it freezes. At 60 tonnes load the system produces 
8.71 kb hydrostatic pressure. The 'O’ ring, phosphor 
bronze sealing may not always produce adequate sealing 
and great care must be taken duiing initial loading.
Leakage around the terminals and the sapphire may also 
occur.
The sample is-electrically connected to a small 
holder which has its terminals soldered to the pressure 
tight lead-throughs on the end of the piston. The piston 
is then carefully lowered into the liquid filled cylinder. 
Measurements are typically made at 1 - 2 kb intervals.
Dry runs and actual photoconductivity runs on InP: Fe 
reveal that the load-pressure characteristics of the 
system are, within experimental error ~ l% , linear and 
reversible. This is provided that after a pressure change 
a few minutes is allowed to elapse before readings are taken 
so that the system can return to thermal equilibrium at the 
measurement temperature.
2.1.5. PRESSURISED GAS SYSTEM.
This system, developed at STL Ltd., Harlow, is 
outlined in Fig.8. The pressure vessel itself has a screw- 
in section, which has a ceramic plate for electrical insulation 
with a central hole to allow passage of light through the 
sealed-insaDphire to the sample. The electrical lead- 
throughs are electrically insulated and seal in by pyrophyllite 
inserts and additional sealing inside the vessel by epoxy 
resin. Thus thasample is centrally and electrically 
mounted inside the pressure cavity. It may be illuminated 
by light through the sapphire window whilst hydrostatic 
pressure is applied by pressurised helium up to about
80,000 p si . The system gives pure hydrostatic pressure 
up to a maximum of about 7 kb. Owing to the experiments 
performed (Ch.5), no independent form of calibration was 
required.
2.2 SAMPLE PREPARATION.
There are a number of waysjthat were used to 
contact the samples. On some, evaporated on Sn-Ag 
contacts through a photo-lith mask in a vacuum apparatus 
were used, fine leads being soldered to the formed contacts. 
On others tin or indium dots were alloyed into the semi­
conductor at 250°C in a diy stream of ^ 2 ^ 2  w -^res
then soldered to the dots. Both these methods generally 
produce ohmic contacts, but the evaporated-on contacts are 
easily damaged during soldering. The tin dotting involves 
using an $ 2 ^ 2  ^ -x u^re which gives a safe reducing atmosphere. 
However it is known that nitrogen can give rise to deep 
levels in GaAs at 1.403 and 1.414 eV which may interfere 
with experiments on other deep states if such nitrogen levels 
were formed in the surface of the samples.
However, an ohmic contact may not be necessary since 
in the case of semi-insulating samples, the resistence added 
to the sample by a metal-semiconductor barrier may be 
insignificant compared with the resistance of the semi­
conductor. It is found in high resistivity samples that
using ’Silver Dag1 to fix leads directly to the cleaned
semiconductor surface adds just a few kilohms to the
resistance. (Silver Dag is a silver suspension and
gelling agent in solution in amyl acetate). This method
was used in the photoconductivity experiments on GaAs: Gr
(Ch.5) and InP: Fe (Ch.4) where the sample resistivity 
7 8was ^  10 - 10 cm. No problems, were encountered using 
this method except that two samples produced a rectifying 
effect, which reduced the photocurrent to zero in one 
direction only. This might be due to the formation of 
barrier layer depletion zone or Schottky barrier effects 
with illumination which produce a rectifying contact 
between the metal and semiconductor.
An alternative explanation might be due to moisture 
producing surface trapping levels as mentioned in Ch.l. 3. 
Methanol, which is used for cleaning the samples, is the 
most hygroscopic of the alcohol series and it may be that 
traces of moisture have congregated at the surface under 
the Silver Dag contact. This could then give rise in 
sufficient quantities to a blocking contact, leading to a 
build up of negative space charge rapidly limiting any 
flow of photo-excited carriers.
2.3. MEASUREMENT TECHNIQUES.
2.3.1. RESISTIVITY MEASUREMENTS.
The circuit used forresistivity measurements 
is outlined in Fig.9. Direct measurements of resistance 
are not normally accurate or noise free enough, so we
measure the voltage across the sample when a known curroit
is passed through the sample (say 1 mA), adjusted by the
megohm resistance box. The voltage is measured with
a digital multimeter. For samples of high resistivity 
10^ -/Lem) it was.necessaiy to use a Keifcghly 
Electrometer. It is noted that direct resistance
measurements are normally too noisy to be useful. In 
this work the normalised resistivity was measured as 
a function of applied pressure. The resistance of 
the sample at a given pressure is divided by the 
resistance at zero applied pressure at typically 5 kb . 
intervals. Thus the resistivity function
is independent of the sample dimensions.
2.3.2. PHOTOCONDUCTIVITY MEASUREMENTS.
The essential components are shown in Fig.10.
The optical part of the system consists of a qusrtz-halogen 
light box supplying light to a motor driven Minimate mono­
chromator. The monochromator is fitted with a 1 urn. blaze,
near infra-red grating which supplies light out to 2 jJm . 
For A.C. measurements the output is chopped by a Rofin 
Frequency Programmable Chopper before passing through a 
quartz convex lens to focus the light down an optical 
fibre, for deliveiy to the sample. The output slit 
of the monochromator should be as fine as possible for 
wavelength definition. However if the slit is too small 
it becomes extremely difficult to focus sufficient light 
down the fibre. It was found that 0.5 or possibly 
0.25 mm is the optimum output slit width. For optimum 
definition in the system the output and input slit widths 
should be equal.
The electrical system uses a phase sensitive 
detector or lock-in amplifier to measure voltage across 
a resistance in series with the sample. A constant 
voltage is supplied (15 V) through the circuit from 
a mains powered voltage source. The p.s.d. receives 
a reference signal from the Rofin chopper, the phase 
adjusted for maximum output, which was fed to a chart 
recorder. Thus with the monochromator motor driveon 
we can chart photoconductivity (due to changing current 
through the circuit and hence change in voltage across 
the resistor) in arbitrary units versus wavelength.
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Careful adjustment of all the p.s.d. controls can achieve 
a good signal to noise ratio. However, one must use 
coaxial cables wherever possible and a chopper frequency 
which is not a fraction or multiple of mains frequency 
(50H*x). It was found that 85 Hz produced relatively 
noise free signals. Higher frequencies may produce 
worse signals simply due to the time constants of photo- 
conductive transitions in the semiconductor samples.
In addition D.C. photoconductivity measurements may be 
made by removing the chopper and replacing the p.s.d. 
by a digital multimeter or electrometer.
The optical system has a spectral distribution 
with wavelength due to the blaze of the grating (l jjm), 
absorbtion by the lens, optical fibre and pressure 
transmitting fluid in the pressure cell. This was 
measured using the above system with an infrared,detector 
replacing the sample and series resistor and placed at the 
end of the fibre and a cell of castor oil since the 
photoconductivity measurements on InP: Fe were made under 
pressure in the piston and cylinder system. The scan is 
shown in Fig.15. This may be normalised with the photo­
conductivity spectra if necessary using a computer program 
(see Ch.4-.2.)
It is worth noting that in the electrical 
circuit outlined, we are measuring a change in voltage 
across a series resistor due to changes in the photo­
current in the sample. The response of the 
measurement system is maximised, it is found, if the 
series resistor is of the same order as the.dark 
resistance of the sample. For the InP: Fe samples
ry
(10 -JT-cm.) a 50 M-fLresistor was used. However with 
samples of higher resistivity ~ 1Q^ S L it is found
that the p.s.d. may be used across the sample to produce 
as good a signal as before. A series resistor *** 50 MJh 
to prevent the applied bias being applied directly across 
the p.s.d. and to limit the response to avoid overloading 
the detecting circuit was used. (A megohm resistance box 
was used here). Furthermore, for ~1Q^ Jlcm samples 
we really need a similarly sized resistor to use the series 
resistance voltage detection method. Resistors > 10^ -fL. 
tend to have capacitance and inductive effects which 
would produce a noisy response if a detector is connected 
across it.
CHAPTER 3. HYDROSTATIC PRESSURE NORMALISED 
RESISTIVITY MEASUREMENTS.
3.1 INTRODUCTION.
All these measurements were obtained using the 
Bridgman Opposed Anvil System using a standard Bridgman 
ring, with the samples encapsulated in epoxy as described 
in Ch.2. The resistivity measurements were obtained 
using the detecting circuit described in Ch.2- at J+ tonne 
intervals, loading up to 60 tonnes (where possible).
The resistivity normalised to the resistivity at zero 
applied pressure is plotted versus the load in tonnes. 
Reference to Fig.5 gives instant conversion of load 
(tonnes) to hydrostatic pressure (kilobars).
3.2 n-type GaAs S171A.
The samples were n-type GaAs on semi-insulating 
GaAs: Cr substrates and bar contacts of Au/Sn/Ni were 
evaporated on to the epilayer (LPE) and fine gold wires 
soldered on. The band structure of GaAs is shown in 
Fig.11, giving the position of the lowest conduction band 
minima with respect to the valence band maximum (from
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Pickering and Adams 1977)
Two plots of 5 (p) / 5 (0) versus load in tonnes 
is shown in Fig.12. We see a gradual increase in resistivity
due to an increase in effective mass in the minimum,
as it moves away from the valence band maximum at a rate 
of 11 X 10 eV. kb 1 (Pitt 1977). However, in this 
region the pressure will not be purely hydrostatic as 
described previously in Ch.2 due to the effects of tensile 
stress on the crystal before the gasket locks (at ^  15 kb) 
onto the anvil faces and the superposed compressive stress 
takes place.
At about 17 tonnes (20 kb) we observe a sudden 
and rapid increase in resistivity. This cannot be 
attributed to just mobility changes in the f"jc minimun 
and must be due to loss of free carriers in a trapping 
process or electron transfer to satellite minima. Yet 
using relative pressure coefficients for 17c- 
12 x 10“J eV. kb-1 and ["- LI(of 8.2 eV.kb-1 (Pitt 1977) 
and |"j^- Xj separation of 0.33 eV and |~" - L separation of
0.29 eV (Pickering and Adams 1977), this looks unlikely 
to be due to electrons transferring to the low mobility 
X}c or L|£ valleys. Whichever of the two relative 
pressure coefficients one takes, 20 kb gives energy levels 
of 0.24- eV and 0.16 eV taking the ("7C - X,c and [~l c ~ 
coefficients respectively, above the ["|*c minimum at 
atmospheric pressure.
Assuming the sudden increase in resistivity is 
due to loss of mobile electrons into trapping states moving 
below the ["7c minimum with pressure, we can calculate a 
pressure coefficient with respect to. this minimum.
The number of electrons in the conduction band 
n_(0) at atmospheric pressure is given by
nc(0) = N0e -(E0 - Ep ) / kT (Eq. 7). 
assuming Ep is sufficiently distant from the conduction 
band E , that Boltzmann statistics apply. The additional 
number trapped at a given pressure is given by
nt = n o (0)-no (P) = V  ‘ W
(Eq.8 )
Using — ----- (Eq.9 )
and assuming mobility changes are insignificant compared 
with the trapping process, when considering resistivity 
changes and changes in the density of states Nq and
§ (p) _ nc (0)
%( o ) nc (P)
(Eq. 10)
But nc (0) _ nQ(p) + nf(pf
nc (P) nc (P)
i.e. n0 (0) ' =. Nce " (E=(P) “ EF)AT +  H 6 " %)/ W
n° (P) Nce “ (E°(P) " Ef^ T
(Eq. 11)
(This assumes that the number of electrons trapped at 
zero pressure, n^ .(0), is zero).
where •-
Et(P)= Et (0)' * A P  <ffit(p) (Eq.12)
dP
Usingf^-Hand taking logg gives
g (p) = K + A F  d E^ where K is a constant
£(0) ”kT 3 p ~  (Eq.13)
if the trapping process is the dominant effect.
Thus, the slope of the plots on log^Q paper after using 
the tonnes -kb calibration (Fig.5) is
dE^, ,AF where dE^
2.303 kT dp dP
is the pressure coefficient of the trapping level with respect
to the Q c minimum.
Thus, the pressure coefficient d E^  /dP
for GaAs S171A is (28 £ 2) x 10"^ eV.kb"*1 which is
over twice the j^ c - X^elative coefficient for GaAs
Several minutes had to be allowed ( ^ 5  mins.)
for the sample to achieve thermal equilibrium at each
pressure. During this time the resistivity of the sample
continued to rise rapidly, before becoming stable. Some
fluctuation occurred in the readings and error bars are
included in the <g / plots as an estimation of this.
The resistivity levelled off at about 27 tonnes ( 37 kb).
As will become clear when we deal with the Cr compensated
samples ( 3 ) this behaviour on the steep portion of 
the plots cannot be due to lack of'- thermodynamic equilibrium.
n-type InQ#g GaQ#2 AsQ^  PQ#5 (5.LE 609)
These samples were n-type epilayer (LPE) grown on 
degenerately doped N+ InP substrate. Hence full surface 
Au/Sn/to contacts were evaporated on, and alloyed into, the 
two opposite faces of the structure. The band structure
29was calculated using the formula derived by Littlejohn et al, 
which produces a parameter Q (x,y) and effectively generates 
a smooth curve.
Q (x,y) = ^ x (l - x) [jl - y) T12(x) + yT^ (x)J
+ 7 (1 - y)[~ (l “ x) T-^CyKxT^ (yf|N
Material 1 is GaP 
Material 2 is InP 
Material 3 is InAs 
Material U is GaAs 
Quaternary In^a^As Px ;
X  (1 - x) + y  (1 -  y)
(Eq .H )
where T-. ? is the material parameter (band gaps, ■ pressure 
coefficients etc.) for a ternary alloy of binary materials 
i and j.
Using Eq.12- and parameter values from Table 1, and 
6
Cohen and Bergstresser, gives the band gaps shown in Fig. 11.
The pressure coefficients for the [“^ c, X-^  and L-^ valleys
—3 1are 10.1, - 2.2, and 3.5 x 10 eV. kb^ _ respectively 
and with respect to the valence band.,'Ehe T i 0 -  Xlc 
and |"J - L-^c relative coefficients are 12.3 and
6.6 X 1G“3 eV. kb.
The resistivity plots for four samples of this 
material are shown in Fig.13. Once again we see an increase 
in the resistivity for loads up to about 19t (23 kb) followed by 
dramatic increases after. Below 23 kb the increase ?can be 
attributed to increases in the |~^c effective mass as in 3.2.
As before, if we assume a trapping level approaching the 
minimum at 23 kb and assuming the relative coefficients 
previously calculated, we compute levels at 0.28 and 0.14-eV 
above the minimum at atmospheric pressure (the - X^
and [^c“ L(;separations are calculated to be 1.00 eV and 0.69 eV 
respectively). However, measurement of the gradients gives 
relative pressure coefficients over twice that for say 
f"lc “ Xic of {3 A - A) x 10“3 eV. kb~l. Thus, we have 
a similar situation to that of the n-type GaAs samples 
S 171 A.
The resistivity of the samples took even longer to 
settle down (/v7 - 10 mins.) at constant pressures than the 
GaAs samples in 3.2. During this time, the resistivity 
continued to rise before becoming reasonably stable. Error
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bars are again included in Fig. 13. At about 30 tonnes 
(40 kb), there is some evidence of levelling off in the 
resistivity increase, but the resistivity was beginning to 
exceed the measurement capabilities of the instrumentation 
unlike the case for the previous samples of GaAs (3.2).
Furthermore, at these very high resistivities it is very 
difficult to keep a reasonably constant current through the 
sample ( ^ 1  j j k  ) in order to keep the measured voltage on 
the scale of the multimeter. The electrometer would be of 
assistance here but al so tends to give a noisy reading in 
either voltage or resistance modes. A typical resistance 
of one of thesesamples or n - type GaAs S171A is about.
8 - 10 MJX at 30 kh. This may be approaching the 
substrate resistance for the GaAs samples which were on 
semi-insulating substrates.
3.A GaAs: Crs S 2/294A.
These samples had an epilayer of chromium compensated 
GaAs: S on a degenerately doped (Np - 10^ -8 cm- )^
GaAs substrate. The sulphur to chromium doping ratio was 
unity. In addition, a contact layer of GaAs (N^  - '>-'1017 cm“3)
is on the epifayer , which itself, has a carrier concentration 
given by Nj-j - = 3.1 x 10^  cm“-^ by Hall measurements.
The sample was contacted on opposite faces by the same process
as the quaternary samples (3.3) with soldered on connections.
The results of three normalised resistivity scans 
are shown in Fig. 14* One sample failed at * *  30t.
Once again, we see a gradual increase in resistance up to
20s-
17— 18t (22 £b), when there begins a rapid rise in resistivity 
with pressure. Using the rr*- x'c and f7c” ^relative pressure 
coefficients from 3.2 we may obtain levels 0.284- and 0.184- eV 
above the f"^c minimum. Direct estimation of the pressure 
coefficient is more complicated than previously because there 
is clear evidence of structure in the steep portions (N.B. in 
the previous samples the steep portions are not quite straight 
lines, exhibiting a small curvature). However, measurements 
reveal pressure coefficients of 14-4*? 7.2 and 21.6 x 10“  ^eV kb“l. 
Furthermore, the resistivity readings settled down veiy rapidly 
to a very steady reading at a given pressure (aftej* the 
.sample had returned to thermodynamic equilibrium following 
pressure applicationj. This is in stark contrast to the 
previous results for GaAs and InGaAsP where it took several 
minutes for the resistivity readings to settle down after 
increasing rapidly.
One of the 2/294A samples levelled off at 40t (55 kb) . 
and the other appeared to start levelling off at 60t (75 kb).
The steep portions of the plots appear to have structure 
in the region 20 - 4-5t (26 - 55 kb).
3.5. - DISCUSSION.
Apart from a general similarity between the
ordering of the three lowest conduction band minima, the
GaAs and InGaAsP samples have something else in common.
They have LPE layers grown on a substrate. During crystal
growth from the melt, dopants and impurity atoms may diffuse
from the substrate into the epilayer. This has been
5
reported by Bremond et al (19S2) for Fe and Cr diffusion
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into the n - layer of InP and by Tuck and Adegoboyega 
for out-diffusion of Cr from GaAs substrates. Furthermore 
the InGaAsP epilayers were grown on a degenerately doped 
n - substrate of InP, but were not deliberately n - doped. 
Thus the epilayers n - type characteristics are almost 
certainly due to in part, the diffusion of the substrate 
n - dopants into the epilayer (P.D. Greene 1978 Private 
Communication).
We have assumed in the presentation of our results 
in this chapter, that sudden increases in resistivity are 
due to a level degenerate with the f-j_c states in energy 
at atmospheric pressure, which moves below under hydrostatic 
pressure. Another possibility is of a shallow donor level 
(normally even shallower at room temperature) which moves 
away with pressure deeper into the band gap.
Such a shallow donor level may be associated with 
the E L2 centre (E_ - 0 76 eV) and situated 20 - 30 meV 
below the conduction band ric minimum. This was described
53by Waliekiewicz et al. The high coefficients indicated
in the results have support in the literature if we consider
it as a donor impurity.
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Porowski et al have described anomalously high
pressure coefficients of 20 x 10“  ^eV. kb”l for donor levels
in InSb and 26 x 10“  ^eV. kb”-*- for chlorine levels in CdTe^ -.
By using measurements of the Hall coefficient as a function
of temperature and pressure they also deduced that the donors
occupy two non-equivalent lattice positions separated by a
potential barrier of 0.3 eV for InSb and 0.55 for Gd Te: Cl
above the critical temperature (100K for InSb). A theoretical
20work by Jantsch et al, predicts that deeper levels would
have pressure coefficients ^100 times that
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for shallow states whilst Trizeciakowski in another 
theoretical work describes pressure coefficients which change 
as the level moves. It is noted that the sudden increase 
in resistivity in the plots of § / s <  versus P is not a 
discontinuity and the steep portion is not a straight line 
but generally slightly curved. Thus there is evidence that 
the pressure coefficients quoted in our results may indicate 
an upper limit of a varying pressure coefficient as the level
moves and electrons are trapped out. As previously 
described in 3.2 and 3.3, the resistivity at given pressures 
rose rapidly and took some time to settle out to slightly
9
fluctuating readings at constant pressures. Dmawski et al 
have described a pressure induced slow relaxation of the 
free-electron concentration in n-type InSb. They describe 
the changing electron concentration by
n (t) = n^ + jji (0) - nooj e” t^ (Eq.l5) 
where nQQ and n (0) are the equilibrium and initial values 
of n respectively and *¥ is the relaxation constant of the 
observed process. However this only applies when 
P <7.5 kb. At these pressures the previously described . 
non-equivalent lattice positions are separated in energy 
by about 0.3 eV in InSb above the critical temperature.
One level is above the conduction band at P <7.5 kb 
which then moves out of the conduction band with pressure.
At pressures >7.5 kb, the relaxation constant 
( 10”^ s for P < 7.5 kb) not only depends on temperature 
and pressure but also on electron concentration.
In the presented results the rapid increase in 
resistivity may be explained by a similar model for the 
n - type GaAs and n - type InGaAsP samples since the 
observed increase in resistivity was certainly time 
dependent with pressure until it settled out. Furthermore,
pressure induced temperature increases may be responsible 
for creating the observed time effects. Obviously,
the values of the various parameters will change with
9
different materials but Dmow.ski et al described 
relaxation process as occurring in InSb at P >  7.5 kb 
by changing the temperature only at constant pressure.
Most of our samples that survive pressures 
up to 60t (75 kb) are destroyed when the pressure is 
reduced due to the sudden release of stored energy. 
However one n - type GaAs sample and one n - type 
InGaAsP sample did survive the removal of pressure.
After about two days, the resistivity returned to a 
similar value as that obtained at about 20 - 30t (25 - 35 
Provided the sample was not damaged one might expect the 
pressure effects to be reversible. Yet the resistivity 
never returned to its original value. This could be 
explained by residual shear stresses in the gasket-epoxy 
system.
However, while the resistivity was decreasing, 
the samples were illuminated for a few seconds with a 
powerful desk lamp. A rapid decrease in resistivity 
was observed and similarly on switching off a slightly 
less rapid increase in resistivity back to the value 
it would have been without the illumination. This
reinforces the hypothesis that the rapid increase 
in resistivity due to pressure is due to a trapping 
level moving below the conduction band. The multi­
frequency light as well as exciting electron-hole pairs 
across the band-gap, would also excite electrons from 
the deep trap to the -conduction band. On switching 
off these electrons start to be trapped again. One
would not in general expect these two opposite processes
9to have exactly the same rise times. Dmowski et al 
have observed similar effects for pressures ^ 7.5 kb 
and found that the time constants were inversely 
proportional to temperature. At 110 - 145K they ranged 
from tens of seconds to tens of milliseconds and hence
at room temperature may be of the order of microseconds.
9 4,37,38
The fact that Dmowski et al and Porowski et al
have described a process whereby the relaxation of the
electron concentration (i.e. trapping out) is dependent
on both temperature and pressure (in particular whether
the pressure is changed before temperature), indicates
that metastable processes may prevent the sample reaching
its original resistivity. In addition, any residual
stress may also prevent this.
The apparent levelling off of resistivity with
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pressure in the n - type GaAs S171A at 37 kb and 
40 kb for InGaAsP might be conceived as a saturation 
process where all available trapping states are occupied. 
Alternatively, there may have been sufficient movement 
with pressure of the trapping levels that they are 
reaching an energy equivalent to the Fermi energy.
However since Ep depends on the electron concentration 
which we are saying is changing due to a trapping 
out process, it is difficult to make any firm conclusions 
here.
If we take the n - type GaAs samples first,
then at 37 kb a level moving away from the conduction
-3  -1band with a rate of 28 x 10 eV. kb gives a total 
possible movement of 1.Q4 eV. For the quaternary 
samples the corresponding figure is 1.36 eV.
Note, we have used our measured pressure coefficients 
here. Also, the energy movements above are iof the same 
order as the band gaps of 1.44 and 1.05 eV for
GaAs and InQ g Gao^Asg^ ^ 0 5 respectively.
49* * -
Wolford et al describe 17c- X^rossover in n-iype GaAs,
as occurring at 41-3 kb using quite precisely calculated
pressure coefficients (these give a rr<- X^c losing rate
of 12.07. meV/kb). Although the 41*3 kb is close to
our levelling off at 37 kb, it requires a [7c-x.c
separation of 0.498 eV. Their new value is higher
than previously reported values, such as 0.33 eV
The GaAs: Cr: S samples differ from the previous
samples in that the steep portions of the ^
plots are very much more structured, and time dependent
effects were virtually non-existent. This can only
be explained by the presence of two species of dopants,
the deep acceptor chromium and the shallow donor sulphur
in equal quantities. There is evidence in the literature
of pairing or interaction between chromium and donor
18
impurities. Hennel and Martinez describe a pressure
2+induced trapping process of electrons by the Cr*’ state 
to give a Cr+ state approximately 0.115 eV above the
Ho minimum at 300K and atmospheric pressure.
4B o+
Deveraud et al describe how the Cr internal luminescence
5 2+is not observed because the E state of Cr in GaAs
is above the conduction band |"j^ minimum. This level
then scatters electrons as a double acceptor state. The
variation of mobility in the hydrostatic pressure 
18
measurements require an assumption of Cr - donor pairing. 
Assuming the Cr+ state is heavily influenced by the next 
highest L valleys in the conduction band then our L - like 
level of Q.184eV (in Ch.3) above the minimum is not
vastly different. In any case, our figure is dependent 
on how accurate the estimations of the pressure coefficients 
are in Table 1.
2sLang et al have also used a donor-vacancy 
complex to explain their photo-capacitance results from 
Te-doped Alx Ga-^ _x As. This requires a normally unoccupied 
state of the DX centre in resonance with the conduction
51band ( 'v'G.l eV above the ["jq minimum). Tackikawa et al 
observed that the characteristic temperature dependent 
photoconductivity observed in GaAs under hydrostatic 
pressure, is quite similar to that in the Al GaAs alloy 
system. This indicated that the DX centre in GaAs 
under hydrostatic pressure has a large lattice relaxation
owing to the A 1 GaAs - like conduction band structure.
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Eaves et al have observed a level due to chromium 
(Cr^+ E^) above the bottom of the conduction band in 
GaAs: Cr by photoconductivity measurements. Fung and 
Nicholas15have similarly observed an analogous situation 
in InP: Cr.
Bearing in mind that the donor impurities may 
also produce levels above the conduction band minimum 
at atmospheric pressure, it would be surprising if the 
addition of levels due to chromium did not produce
overlapping wavefunctions. Thus, the observed resistivity 
versus pressure behaviour in GaAs: Gr: S would be produced 
by different effects of complex formation which in some 
way do not produce the same amount of electron trapping 
as a purely donor-pressure induced relaxation of the 
ele ctron c oneentrati on•
Such levels may be purely dependent on the intra­
centre wave functions of the particular dopants and not 
on the properties of the host lattice. Thus their energy 
levels may be just related to the vacuum level (the energy 
of a photoemitted electron with zero kinetic energy) which 
may explain why many of the pressure coefficients found so 
far bear no relation to those of the conduction band minima. 
Yet, the curvature of the onset of the rapid increase in 
resistivity may indicate that initially the pressure 
coefficients are small and similar and even smaller than 
those of the conduction band ["jq minimum. Then as the 
level, which at atmospheric pressure would have contained
an admixture of and or Lj-q wave functions, moves
below the |"“^q minimum and starts becoming deep, its pressure 
coefficient rapidly increases as the influence of the 
conduction band states recedes. (The same could apply if 
the level was initially within a few kT of the |minimum). 
Such a model is proposed in Fig.41, where the level slowly
approaches the |~£q minimum and as it passes by breaks 
away at an increasing rate. The rate may eventually 
return to a lower value, otherwise the level would 
eventually become degenerate with the valence band.
For the n - type GaAs and n - type InGaAsP this would 
occur at about 51 kb and 31 kb respectively using our 
anomolously high pressure coefficients. We note that 
levelling off effects occurred at kb (n-type GaAs)
r * k 0 kb (n-type InGaAsP) and ~50 - 60 kb (GaAs: Gr: S).
Resistivity measurements at high pressures do not 
in themselves lead to a detailed identification of the 
position and type of level we are dealing with.
However, the knowledge of the sample characteristics 
as grown does give us a very good idea of which 
predominant levels may be due to the particular dopants. 
Other levels may be present in the material due to 
vacancies (e.g. anion vacancies in GaAs), interstitials 
and other lattice defects. Resistivity-pressure 
measurements can be very useful if used in conjunction 
with say photoconductivity measurements.
CHAPTER A. HYDROSTATIC PRESSURE
PHOTOCONDUCTIVITY MEASUREMENTS 
ON InP: Fe.
1 .1  INTRODUCTION.
The samples used were bulk semi-insulating InP: Fe 
of high resistivity (323/R4 ^ 10  ^Jhcm and L858 ~ 10  ^j^-cm). 
Both these materials are standard, commercially available 
substrate materials. An understanding of the levels 
produced by the Fe is necessary since as pointed out in 
Ch.3 the Fe ions may diffuse into any epilayer or structure 
grown on the substrate producing energy levels in them 
also.
The photoconductivity measurements were performed 
on samples directly contacted with Silver Dag. As 
mentioned in Ch.2 most non-ohmic effects only increase 
the resistivity by a few kJTl . , which is insignificant 
with samples of such high resistivity, except where a 
rectifying contact is set up when the sample is illuminated 
under an applied voltage.
The piston and cylinder system was used in 
conjunction with the detection system outlined in Ch.2.
A 1pm blaze grating was used and the whole optical system 
has a spectral distribution, as measured by an infra-red 
detector, shown in Fig.15 (the detector had an approximately
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flat response in the wavelength range used, according 
to the manufacturers specifications). The spectral 
distribution includes the effects of absorbtion by a 
1 cm cell (the approximate distance between the sample 
and the sapphire cylinder). The absorbtion due to castor 
oil only is shown in Fig.16, as measured on a standard 
chemical infra-red absorbtance machine. As can be seen 
in Figs. 15 and 16, there are two veiy sharp absorbtion 
peaks at about 1.03 eV and 0.89 eV due to the castor oil.
In Fig.15, we see the broad ’Gaussian* type envelope 
caused by the blazing on the grating. A computer 
ratioing program was devised to ratio photoconductivity 
scans to the overall spectral distribution, using a Hipad 
Digitizer. In spite of the fact that using such a device 
introduces some systematic error, the result was basically 
unchanged in Fig. 42, compared with the unratioed scans in Fig. 20 
for zero pressure. ; The high-pressure photoconductivity 
scans were analysed as described in 1.3 and 4*2 but in 
general we look for discontinuities in the derived plots 
and their movement with pressure. A derived plot from 
the computer ratioing procedure for AP =0 is shown in 
Fig.43 and still produces the same photoconductive onsets 
as for the unratioed scans. Obviously if the hardware 
and software was available, one could ratio the photo­
conductivity scans directly and then automatically 
plot the derived analysis. We consider that this was 
unnecessary, since as shown in Figs. 42 and 43 we empirically 
found that in the energy range under study the photo­
conductivity results obtained had not been effected by 
the overall distribution. In particular, the lowest 
photoconductive transition shown in Table 2 is at 1.12 eV 
a considerable way from the castor oil absorbtion peaks ^ 
at 1.03 and 0.89 eV.
When using a diffraction grating spectrometer 
it is important to use a wide band pass, optical filter 
to remove the effects of any secondaiy transmission from 
the grating. The exact choice of filter depends on the 
energy range of the photoconductivity scan and for these 
measurements a Barr and Stroud RG830 filter was used.
Its characteristics are shown in Fig.22. The filter 
chosen would also have to- be different if a different 
blaze grating was used. Of course a prism spectrometer 
may be used but ones for use in the near infra-red 
region are very expensive compared with a grating 
spectrometer. This is because in order to get the same 
resolution and avoid sizeable optical absorbtion in this 
region of the spectrum, the prism itself has to be of 
veiy fine quality quartz glass and very accurately
machined. Although, a grating also has to be accurately 
cut, the process is much more amenable to mass production 
to very high tolerances regarding lines per millimetre 
and blaze. The blaze is determined by the shape of the 
grooves or lines of the grating.
4.2 323/R4 METAL INGOT RESEARCH InP: Fe.
The photoconductive response at two different 
pressures is shown in Figs.17 and 18, showing the photo­
conductivity (arb. units) versus A/2 (nm) in the range 
448 nm to 729 nm- (1.3S eV to 0.85 eV). For increasing 
pressure the whole shape moves to smaller wavelengths
i.e. higher energies. Since the direct band-gap for
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this material is 1.35 eV we assume that the observed 
response is due to mechanisms involving levels in the 
band gap or elsewhere, then near 1.35 eV (atAP = 0) 
direct band gap photoconductivity occurs. Both 
processes give rise to free electrons in the conduction 
band or mobile holes in the valence band, increasing the 
conductivity.
Such mechanisms may involve phonon interaction 
and we anticipate that any phonon interaction at room 
temperature ( ^ v300 x) will cause absorbtion band broadening
i.e. the photon energy required to produce a photoconductive 
edge may be reduced by amounts required to excite
characteristic phonons of the lattice or of local 
vibrational modes. This results in a low energy tail 
on the photoconductive edge. Thus the raw photo­
conductivity scans may produce erroneous results if 
we try to identify transitions directly. Energy level 
measurements become concerned with estimations of 
thresholds. '
The analysis for estimating the transitions onsets
H
due to Fung et al was described in Ch.2 and resulted in 
the equation
2/3
(cJ^ (fccu) x a*) «- (tiui- E^  ) (Eq.3)
and onset occurs when the R.H.S. =0. Using this 
analysis, we plot A O'(ft us)u> ) (arbitraiy units) 
versus £aj(eV) whereAcr (fcu;) is taken from the photo­
conductivity scan on an arbitrary scale. The zero may 
be arbitrary as well but was taken as the conductivity 
of the sample with the applied light off. This results 
in a series of straight lines, which at room temperature 
are not connected by discontinuities but by rounded phonon 
induced tails. Thus, the onset energy of the transition 
is the intersection of the extended straight lines. (Fig.19). 
Three transitions were identified for this material and 
their positions in energy were plotted versus pressure 
in Fig.23. (This also has points due to the L 858 sample
for similar transitions).
As.1  L858 InP: Fe (N. R. L.)
Measurements were made on this material in an 
identical way and the analysis for transitions was made 
as in 4..2. The photoconductivity versus V 2 scans 
for two pressures are shown in Fig.20. for pressures 
up to 5.9 kb and are basically similar to those for 323/R4. 
with a gradually increasing conductivity with decreasing 
X/2 followed l^y a sharp increase for energies close to 
the band gap energy.
The plots of (A<r£u;)^ (arb units) versus 
t}U> (eV) are shown in Fig.21. and show three onset 
energies at the different pressures. They are however 
much sharper and their position clearer on the energy 
scale than 323/R4. The onset energies for the three 
transitions also give rise to points on the plot of 
onset energy venus pressure in Fig.23.
L L  RESULTS AND DISCUSSION.
Both samples give rise to three transitions 
in the energy range used and their movements plotted 
together against pressure (Fig.23) give rise to the 
following results:-
ONSET ENERGY 
Ei (eV)
DESIGNATED
ENERGY
LEVEL
PRESSURE COEFFICIENT 
4-10“3 eV.kb”1 dEi 
dP
E1= 1.25* 0.01 L1 = 10.5 + 1.13
dP
E2= 1.19+ 0*01 L2 as? = 16.6 + 0.8
dP
E3= 1.121 0-02 L3 = 15.4- * 1.9
dP
TATVr.Tg 2. Photoconductive onsets and their pressure 
coefficients from L858 InP: Fe and 323/R4 
InP: Fe.
All the onset energies have values less than the 
direct band gap for InP and their pressure coefficients 
are all positive i.e. the onset energy of the electronic 
(or hole) transition which gives rise to a photo­
conductive edge increases with increasing hydrostatic 
pressure. dE-|_/dP is very close to experimental values 
of the J"£c pressure coefficient (with respect to the 
valence band) of 10.0 x 1 0 eV. kb”-*- from Table 1. 
d E2/ dPand dEg/ dP appear to bear no relation to the 
[""ic coefficient or the ^c hnd X^c coefficients
(2.5 and - 2.0 x 10“  ^eV. kb”1 respectively). In Ch.3 
we described some veiy high pressure coefficients result­
ing from resistivity measurements ;/and how time constants . _/ 
Jeatured‘inv- relaxation of the free electron concentration.
In photoconductivity measurements, time dependent effects 
such as carrier lifetime, recombination and trapping out are 
also very important.
Fung et al (l979)^have examined photoconductive 
effects in the energy region 1.0 to 1.35 eV of InP: Fe
and arrived at an energy level scheme shown in Fig.28.
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Cheng et al also observed the main level of Fe in InP 
at 0.60 - 0.65 eV below the conduction band, from studies 
of p+ - semi-insulating - n+ diodes. These figures are
14.only slightly lower than Fung et al which give a correspond­
ing figure of 0.66 eV. Our results for Ep E2 and E^ do 
not show their supposed transition between the valence 
band and the T^2 Fe^+ excited state (1.04 eV) or the 
Fe+ state (1.07 eV). Furthermore, Ep E2 and E^ could 
only involve transitions to satellite valleys if the localised 
levels Lp L2 and had sizeable pressure coefficients 
with respect to them. Thus for L-valleys transitions 
(L valley coefficient 2.5 x 10“  ^eV. kb“ -^), Lp L2 and 
would need to have pressure coefficients - 8.0, - 14.1 and 
- 12.9 with respect to the valence band. For X - valley
transitions (X - valley coefficient - 2.0 x 10“  ^eV. kb”1) 
the corresponding figures are - 12.5, - IB.6 and - 17.A x 10“ e^V. 
with respect to the valence band. A representation of this 
scheme is shown in Fig.24-.
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Fung et al attributed the structure around 1.25 eV
at room temperature to transitions to the satellite valleys
but as we have shown this requires substantial negative pressure
coefficients of the levels with respect to the valence band.
There is some theoretical evidence to support the view that -
isuch transitions involve satellite minima. The dominant
short range potential of deep centres extends over a wide
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range of k - space. Jaros and Brand (1976) showed that
the binding energy for nitrogen centres in GaAs-, P„
had a similar contribution from the X^and^minima with a
weaker contribution from the L|cminimum (the L^alley 'is higher
in energy from the X|cin this material). The matrix elements
for transitions to the satellite minima may be comparable
14to those for transitions to the [""j^ minimum. Fung et al
used the fact that the X. and L minima have a much larger\c ic
density of states than the He minimum, to explain the high 
response of near band gap energy photoconductive responses.
Yet, there is no direct evidence in the form of pressure 
coefficients relative to the valence band in the results 
presented here to support the involvement of the X^or LJC 
valleys in the transitions. Indeed has an absolute
pressure coefficient of 10.5 x 10”3 eV. kb-"1 which is veiy 
close to the accepted pressure coefficient (with respect to 
the valence band) of the |"^ minimum in InP of 
10.0 x 10”3 eV. kb-1.
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However, Cardonna has suggested that relative to
the fixed vacuum level, the valence band moves up at a rate
of 8 x IQ”3 eV. kb-1. This idea is discussed fully in Ch.6
in relation to all our results but at the time of writing
the valence band movement is largely speculative. It does
mean though that if, and only if, Lj is fixed with respect
to the vacuum level and the valence band moves up in energy 
-3 -1at 8.0 x 10 eV. kb with respect to the vacuum level,
E-^ could be a Lj-like transition. If and E^ involve
transitions between and and the satellite minima 
respectively, negative pressure coefficients of -6.1 and
- 4.9 x 10~3 eV. kb—1 relative to the vacuum level would be 
required for L^c transitions. For and involved
in Xic transitions the pressure coefficients required with 
respect to the vacuum level would be - 4*5, - 10.6 and
- 9.4 x 10”3 eV. kb-1 with none of them being fixed with 
respect to the vacuum level.
/ X10Eaves et al (1981) have described near band gap 
energy photoconductivity structure as being due to hole 
and electron transitions between Fe levels close to the
conduction band ( ^ 0.1 eV) and the valence band, and
transitions between levels 0.2 - 0.3 eV from the valence
band and the conduction band. By conduction band we mean
the ["J minimum. Photoluminiscence and electroluminiscence
8
measurements by Demberel et al (1979) lead them to conclude 
that residual donors such as silicon in InP: Fe result in 
donor levels <^0.01 eV from the conduction band. These 
residual donors may at certain relative concentrations 
(to the Fe concentration) form complexes which resulted 
in acceptor levels ~0.28 eV above the valence band.
This was thought to be because the iron atoms with 3d^  
configuration were located together with the donor atoms 
in the cation sub-lattice. These complexes may then form 
isoelectronic traps for holes similar to those due to the 
C - 0 complex in GaP (or the Zn - 0 complex). Such a 
pairing does not introduce charge carriers to the crystal 
unless it traps an electron or hole. The neatest model 
for such isoelectronic traps due to complex formation
4>5
(such as Zn - 0 in GaP) is due to White which can also 
result in excited states of the acceptor i.e. two hole 
transitions. Thus the excited nearest neighbour associate 
Zn - 0 in GaP acts as an exciton bound to a ’molecular' 
iso-electronic trap.
We can then imagine a double donor associated
with a simple acceptor being related to a ’molecular1
simple donor bound exciton or a double acceptor simple
donor association relating to a ’molecular' simple acceptor
bound exciton. The second situation could thus give
rise to levels above the valence band.
Of course in general other sorts of pairings
between vacancies (e.g. In vacancies in InP), interstitials
etc. and either donors (D) and/or acceptors (A) can occur.
We might describe complexes simply as D - X or A - X
to include the donor-acceptor pairings already mentioned.
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Lang et al. from their photocapicitance measurements 
have described D - X pairing (where X is a vacancy, 
intentitial or acceptor) in A Gan As resulting in
X  1 — X
00
localised levels. Jaros (1976) et al has described
theoretically how Ga-vacancies in GaAs can produce
states ~Q.l eV from the conduction band which may
also form complexes with Cr - atoms. He also describes
levels situated ~0.2 eV above the valence band due to
Ga-vacancy complex formation and indicates that deep
acceptor states resulting from complex formation have
excited states separated by tenths of 1 eV. Instone and 
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Eaves (1979) have pointed out that in bulk, semi-insulating 
ciystals (e.g. InP: Fe) there must be a muc'h higher
concentration of donors than n - type epilayer material 
and in semi-insulating material these will be ionised 
(presumably to provide any conductivity at all). Since 
both L85S and 323/RJ+ are bulk semi-insulating InP: Fe, 
it is felt that donor-acceptor pairing is the most 
likely system if pairing occurs.
All the evidence outlined above and the 
experimental results for E ,^ and E ,^ indicate 
that the photoconductive transitions seen do not seem 
to involve the satellite minima directly. Their wave 
functions though will almost certainly exert an influence 
on the way electrons are scattered in the ric minimum.
It is thought that E-^ might be due to transitions involving
a level ^ 0.1 eV from the [~^c minimum (L-^ ). The level
could be an ionised donor or donor-acceptor complex level.
The transition E-^ leaves a free hole in the valence band to 
contribute to the photoconductivity. Under the influence 
of a strong electric field recombination would be unlikely.
E2 and E^ could result from electrons being promoted to the 
minimum from and respectively.
Thus
+ h (to valence band)
L2"" +tiu/2 — ^ L2 + £ (to conduction band) (Eq. 16)
L y  + £ (to conduction band)
where and L^~ are the neutral states in the
lattice and L-^ is situated E^ from the valence band and 
L2 and are situated E^ and E 
after their respective ionisations as shown in Fig.25.
being within a tenth of 1 eV of the f~ic 
minimum would be predominantly influenced by the 
wave functions so it would be quite reasonable to assume 
moved with the |~^c minimum. Our coefficient 
for E-^ of 10.5 x 10“3 eV. kb“  ^is veiy close to the 
accepted value of 10.0 x 10“3 eV. kb”-*-.
The levels and being fairly deep in the 
band gap (0.16 and 0.24- eV above the valence band) might 
be expected to have pressure coefficients relative to 
the |~^c minimum and valence band particularly if I»2 
and are due to complexes. Thus L2 and move 
towards the valence band at 6.6 and 5.4- x 10“  ^eV. kb“  ^
respectively. It is interesting to note that if L2 and 
approached the valence band with these constant 
coefficients they would become degenerate with the 
valence band at 24- and 42 kb respectively.
Logically, there are two other ways of placing 
the three levels in the band gap. Firstly in Fig.26 
with the three levels all involved in transitions 
with the valence band. Thus L2 and are situated '
that L,
eV from the |£c minimum
0.10, 0.16 and 0.23 below the ["J minimum, respectively.
The absolute pressure coefficients of 10.5, 16.6 and 
13.4. x 10”  ^eV. kb"-*- would represent their movements 
with respect to the valence band and and would 
approach the ["^ minimum (if they kept a constant 
coefficient) at 6.6 and 5.4- x 10“  ^eV. kb”-*-. They 
would therefore become degenerate with it at 24- and 42 kb 
respectively. The hole transitions could be represented 
by
 L  + h (to valence band)
L2+  — * L2 + h ( " " " ^
E3+ * tu > 3----------- -* L3 + h ( '• " '• )
(Eq. 17)
Such levels could be produced by deep donors or donor
complexes as described before, for levels below the
conduction band.
It is worth noting that we have deduced that
placing L2 and close to either the valence band (Fig.25)
or conduction band (Fig.26) results in these levels crossing
the respective bands at 24- and 42 kb respectively. Pitt 
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(1977) and Pickering (Ph.D. Thesis 1976) have observed a 
rapid increase in normalised resistivity with pressure 
within this pressure range for InP. How levels moving 
towards a band effect the resistivity is not immediately
clear since as described in Ch.3 sudden increases 
of resistivity in GaAs and InGaAsP are due to traps 
moving out of and away from the conduction band.
It may be that we have two counteracting effects 
for InP when considering resistivity. Certainly 
in Pitt's results the slope of the rapid change in 
resistivity with hydrostatic pressure is lower than 
for GaAs or IiIq g Gag ^  &SQ 5 ^0.5* ou^
in Ch.3 though the pressure coefficients may not remain
constant as the levels approach the band edges.
10
Eaves et al have described how the dominant
neutral state of iron in semi-insulating InP: Fe may
/+ 3+ 14
be Fe and not Fe^ as described by Fung et al,
by assuming that there is far less compensation of
donors by the iron acceptors. In their scheme, levels
close to the conduction band (^0.1 to 0.2 eV) and close
to the valence band 0.2 to 0.3 eV) are due to Fe^+
states. It is worth noting that L858 had a slightly
higher resistiviiy ( 10^-ft cm) than 323/R4 ("10*7 jT-cm)
and had a better definition of the transitions. If
Eaves et al are correct then this could be explained
by the greater abundance of Fe^+ neutral states and
hence more transitions involving Fe^+ levels particularly
for E2 and E^ . However E-|_ is very responsive in both
samples and may not be due to a donor or donor-acceptor
8
pairing. As we previously mentioned, Demberel et al 
said that complex formation may be dependent on the 
relative concentrations of Fe and donor states (or 
possibly vacancies interstitials etc.) and this could 
also explain the slight difference in behaviour between 
L858 and 323M.
The last logical possibility for placing the
three levels is that L^ , Lg, are all acceptor states
0.10, 0.16 and 0.23 eV above the valence band giving
rise to electronic transitions to the conduction band
as shown in Fig.27. Such levels, might be deep acceptor
states resulting from complex formation having excited
states separated by tenths of 1 eV as described by 
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Jaros and Brand.
It is not possible with absolute certainty from 
the results, which of the four logical alternatives 
correctly explain the position of the levels L-^, and 
and their transitions E^, E^ and E^ . However, on the 
available evidence (unless one uses the speculative 
moving valence band model due to Cardonna as described 
in Ch.6) it seems that Fig.25 represents the most likely 
scheme with L]_, 0*1 eV below the conduction band and 1*2 
and L^ , 0.16 and 0.26 eV above the valence band, there
being no direct involvement of the satellite minima. 
The dominant feature of such a scheme particularly for 
1*2 and could be complex formation, since being two 
component systems we have a very feasible explanation 
for the pressure coefficients of the levels.
CHAPTER 5 HYDROSTATIC PRESSURE PHOTO­
CONDUCTIVITY MEASUREMENTS ON 
GaAs:Cr.
5.1 INTRODUCTION.
The measurements were obtained using the STL Gas 
Pressure Cell and the Optical Bridgman Anvil System and the 
photoconductivity detection system as outlined in Ch.2.
The samples were from a slice of 2/24-5 bulk, semi-insulating 
GaAssCr with a resistivity of ^  10^ Jl-cm, supplied by 
RSREL. The samples were contacted directly using Silver 
Dag and fine copper wires as described in Ch.2. As explained 
in 5.2, the optical system used in the STL system was slightly 
different to that used in Ch.4- or 5.3.
5.2 PHOTOCONDUCTIVITY MEASUREMENTS USING STL
HIGH PRESSURE GAS SYSTEM.
The gas system which was described in more detail 
in Ch.2, consists of a high pressure optical cell with a 
sapphire window (diameter 4- mm., ■f/3) and two electrical 
lead throughs. Helium gas pressures up to 8 x 10^ psi 
(10^ p s i = 0.689 kb) can be generated by a two stage 
compressor, with the gas passing through stainless steel 
capillary tubing.
The optical system is, in principle, the same
as that used for the InP measurements in Ch.4 except
for the use of a high resolution quartz-prism spectrometer.
The output of the spectrometer was directly collimated 
onto the sapphire window of the high pressure cell.
The photoconductivity detection system was again similar 
consisting of a light chopper and lock-in amplifier system.
The optical system used here does not have spectral 
distributions caused by the grating blaze, castor oil 
or optical fibres. The constraining effect due to the 
spectral distribution of the grating spectrometer used 
in the Optical Bridgman measurements can be clearly seen 
when comparing the scans in Figs.29 and 30. It is worth 
stressing that whilst in general outline, the optical 
and photoconductivity detection system was similar to 
that of Ch.4-> the actual pieces of equipment were all 
different.
Photoconductivity scans obtained using the high- 
pressure gas system for loadings up to 8 x 10^ p s i (5.5 kb), 
are shown in Fig.30 and feature a broad impurity peak, 
a minimum, then a sharp peak for energies close to the 
direct band gap (''-'1.4-3 eV). In addition, there are two 
additional features on the low energy edge of the broad 
impurity peak. The seven reference points noted for 
each pressure are depicted in Fig.30.
The movement with pressure of any sub-band gap 
photoconductive features may be expressed as a fraction 
of the movement of the band-gap peak at a given pressure. 
We note that the position of.the onset of the sharp edge 
at 1.3S eV is lower than the band gap for GaAs at 300K 
and zero applied pressure but this we assume is due to 
phonon tailing. This onset appeared to have a pressure 
coefficient of 0.99 that of the band gap peak whose 
energy position is thought to correspond to the direct 
band gap when no phonon effects take place. For each 
load then the peak movement will be used as a control 
movement (i.e. = 1) to determine the relative movement 
of sub-band gap photoconductive transitions which 
involve localised levels.
Information on such transitions is contained 
within the broad photoconductivity peak between 0.86 eV 
and 1.35 eV at ZiP =0. Its breadth in energy might 
at first be thought to indicate a transition involving 
one strongly localised state (in real space) but there 
is ample evidence in the literature that there are 
several possible optical transitions in this region 
of the spectrum in GaAs: Cr. At room temperature, 
these absorbtion bands heavily overlap. This of course 
poses problems for the analysis of the curves for the
exact optical activation energy of a transition 
involving a localised state. According to the 
analysis previously outlined for InP: Fe in Chs. 1 
and 4, the value of & &  plotted using the co­
ordinate (Airftuj)3 versus fru> should give straight 
lines connected by discontinuities which give the 
activation energy on the *fcufaxis. (As we explained 
previously phonon tailing takes place at these dis­
continuities, so the intersection of the projected 
straight lines is taken as the activation energy).
However, here we have one photoconductive 
band distorting another. Furthermore, there is some 
evidence that transitions /%/0.83 eV - 0.85 eV are of 
the resonant type.(unlike InP: Fe) i.e. they involve 
levels degenerate with the conduction band in energy.
In addition, the photoconductive response goes through
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a minimum at 1.35 eV (AP = 0). Vasudev and Bube
have determined the optical electron and hole cross-
section spectra in the range 0.9 to 1.05 eV for GaAs: Cr
and shown that the electronic cross-section shows a
decrease going through a minimum at 1.05 eV, while the
hole cross-section increases going through a maximum at’
1.05 eV. This effect would be observed as features in
the photoconductivity scans which include a changeover 
from hole dominated transitions to electronic transitions, 
as when the photon energy increases beyond 1.05, the 
density of photo-excited holes falls off.
Thus, we have a change-over from hole dominated 
transitions to electron dominated ones at sub-band-gap 
energies. Such a phenomenon has as far as we know, 
never been reported for InP: Fe. We believe that this 
is a principal reason for the different shape of the 
photoconductive responses of GaAs: Gr and InP: Fe., 
in particular the decrease in photoconductivity after 
the photoconductive maximum at sub-band-gap energies for 
GaAs: Gr. This is clearly seen in the results presented 
in this chapter which do not yield the high pressure 
coefficients seen for InP: Fe in Ch. 4-.
The results from our photoconductivity scans 
on the gas system are presented and discussed in 5.4-*
5.3 PHOTOCONDUCTIVITY MEASUREMENTS USING 
THE OPTICAL BRIDGMAN PRESSURE SYSTEM.
The samples were encapsulated in standard size 
Bridgman rings as described in Ch.2. - The optical system 
and photoconductivity detection system were as previously 
described in Ch.2 and used for the InP measurements in 
Ch.4-. Miniature coaxial cables were used to screen as
many leads as possible. In addition, the metal-work 
of the anvil system was connected to a neutral earth. 
However the detection system still picked up noise 
sometimes, in spite of the careful screening.
Photoconductivity scans of A c “(arb. units)
versus X /2 (nm) are shown in Pig.29 for hydraulic
3 3ram loadings up to 8 x iO p.s.i at 2 x;10 ’ p.s.i.
intervals. As explained in Ch.2,below ~22 kb the
pressure produced may not be linear with loading, hence
the use of the band gap peak movement as a control.
The overall shape of these photoconductivity 
scans is broadly similar to those obtained on the gas 
system but because of the use of a grating spectrometer, 
optical fibres and an absorbing pressure transmitting 
medium (epoxy resin) the shape of the scan will have been 
influenced by a similar spectral distribution to that 
found in Ch.4- and Fig.15. The transmittance spectrum 
for epoxy is shown in Fig.32 and was measured as for 
castor oil in Ch.4-. Epoxy resin has sharp absorbtion
peaks at 1.03 and 0.88 eV but these were measured for 
a 1 cm cell. Yet in the Bridgman system, the thickness 
of epoxy the incident light travels through to the sample 
is <0.5 mm. Thus the absorbtion peaks should be of even 
less importance than for the InP scans in the piston and
cylinder system. In any case, as described in Ch.U  
computer simulations revealed that the optical 
distribution did not affect the position of any 
photoconductive features and made little impression 
on the overall shape of the scans. Furthermore, the 
dominant feature of the optical distribution is the 
'Gaussian* type envelope due to the 1 jjm blaze of 
the grating. We note here that the gas system and 
Bridgman photoconductivity are broadly similar and 
whilst the optical and detection systems were the 
same in general principle, the equipment used was 
totally different.
5. L RESULTS AND DISCUSSION.'
For the gas system the results for the 
transitions E^ . - E^ were as follows
DESIGNATED
LEVEL
TRANSITION ENERGY 
AT AP = 0 * 0.01 eV
RELATIVE PRESSURE COEFFICIENT 
±0.03 MOVEMENT OF T? = 1
T1 Ei = 0.86 px = 0.11
T2 E2 = 0.92 P2 = °
E = 1.05 P, = 0
3 3 3
E =1.15 P. = 0.34-
U A U
T5 'Ey = 1.35 P5 = 0.73
t6 E6 = 1.38 P6 = 0.99
T7 Ey = 1.42 P„ = 1 (observed pressuref
coeff = 12.2 x
10-3 eV. kb”1)
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TABLE 3. Transition Energies and Relative Pressure 
Coefficients for Photoconductive Features 
of 2/213 GaAs: Cr for High Pressure 
Gas System.
The energy (eV) of the transitions versus pressure (kb) 
are shown in Fig.35 and as can be seen the movements are linear 
within experimental error in spite of converting directly to 
kb the observed reading in p.s.i. from the gas system 
(10^  p.s.i. = 0.689 kb). We should expect a fluid pressure 
transmitting medium to produce a linear increase in pressure 
with loading. The actual measured pressure coefficient 
of the direct band gap, P^ , is 12.2 x 10”-^ eV. kb”1 in
good agreement with accepted values for the movement of 
the minimum relative to the valence band. The
height of the transitions E^ , E^ , E^ on the vertical 
(arb, units) scale relative to the height of E^ is 
plotted in Figs. 36 and 37 versus 0^0*
For the Optical Bridgman system the results for 
the transitions, for loadings up to 8 x 10 p.s.i. were 
as follows
DESIGNATED
LEVEL
TRANSITION ENERGY 
AT P = 0 ± 0.02 eV
RELATIVE PRESSURE COEFFICIENT 
± 0.03 MOVEMENT OF E„ = 1
Ti E = 0.87 P = 0.08
T2 E2 = 0.91 p2 = o
T3 E3 = 1.04.
OIIPL,
TA '
E = 1.124- P = 0.30 4-
Q1 V 1>31 v°
T7 E7 = 1.39 P„ = 1 (calculated pressure coeff = 12.6 x
10-3 ev . kb”1)
Q2 E ^ l . A S - ve, varying
TABLE A. Transition Energies and Relative Pressure
Coefficients for Photoconductive Features 
of 2/24-5 GaAs: Cr from Optical Bridgman 
Anvil System.
It will be noted from Fig.33 that E^, the band gap 
peak does not move linearly with loading. In particular
 __ t,
i8000'p.s.i. produces a smaller total movement for Ey than 
6000 p.s.i. However, by comparing the movement of E^ 
with the movement of Ey from the gas system results, we 
can estimate the pressure produced in the Bridgman ring.
We can hence plot the movement of the transitions with 
pressure (kb) as in Fig.34* Furthermore, the heights 
of the transitions on the vertical scale (arb. units) 
relative to the height of Ey can be plotted against 
pressure. Since E^ E^ and E^ appear in both sets 
of results we have plotted the relative heights together 
in Figs. 36 and 37. The transitions Eq_^ and Eq  ^
were not readily discernable in the gas system results.
The relative peak heights are plotted in Fig.38 for 
just the Bridgman results. The pressure coefficient 
for Ey was found to be 12.6 x 10 J eV. kb in good 
agreement with the result for gas system (12.2 x 10“  ^eV. kb 
and accepted values for the movement of the |~£c minimum 
relative to the valence band. The relative pressure 
coefficient for Q2 was ^e only negative coefficient
found and also has a decreasing absolute value with 
increasing pressure (0.86 at 2.25 kb to 0.31 at 8.8 kb).
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This variation is plotted in Fig.39 with pressure (kb) 
and appears to be a curve with slight upward bowing. 
However, because no results on Q2 were obtainable from 
the gas system results the precise nature of this curve 
cannot be fully detailed.
In the following discussion the results 
in brackets are from the Bridgman experiment, the 
unbracketed results from the Gas system.
The onset of the photoconductive edge at 
0.86 (0.87 eV) is believed to be the onset of the peak 
transition at 0.92 eV (0.91 eV) which has been widely 
reported in the literature (l, 13, 31, 33, 4-3, 4-7) 
and is thought to be due to chromium acting as a hole trap, 
often known as H L 1. Its charge state is not known 
with any certainty. The transition involving HL1, E2 
is shown by our results to have a zero pressure coefficient. 
If then the widely reported around 0.90 eV is a hole 
transition then HLl(i.e. T2) is fixed with respect to 
the valence band.
It is interesting to note that the onset of 
this peak at 0.86 (0.87 eV) has a small, positive 
relative pressure coefficient of 0.11 (0.08) which 
gives an estimated pressure coefficient for the onset 
at 0.86 (0.87 eV) of + 1.3A (1.01) x 10“3 eV. kb-1.
It is not known with any certainty why this movement
with pressure occurs but may be because of phonon
interaction being involved in the early onset of
E2 at 0.92 (0.91 eV) and the shape of the phonon tail
being distorted as the whole photoconductivity shape
moves to higher energies with pressure.
Other workers have reported transitions below
0.87 eV at 0.83, 0.84 and 0.85 eV in GaAs: Cr. These
are explained as another hole trap H L or as an
intracentre transition between the Cr^+ ( ^ p
Cr^+ (%i) levels with the excited E^ state thought to
1, 39
be resonant with the conduction band . However, we
still incline to the view that E^ is a phonon tailing
effect on E^ . Further work would be necessary to
investigate the pressure coefficients of the photo-
conductive transitions around 0.84 eV. Confusion
might arise however because if the 0.84- eV transitions
were hole untrapping processes and similar to our E2
transitions, they would have zero pressure coefficients.
If on the other hand the 0.84 eV transition was due to
$
an intracentre chromium transition with the E level 
degenerate with the conduction band, then the transition 
should have a zero pressure coefficient as well, unless 
compression of the material caused a change in the
cubic field splittings of the chromium levels.
The next higher transition observed at E3
1.05 (1.04. eV) also has a zero pressure coefficient.
31
Otsubo and Murotani have by a spectroscopic photo­
chemical technique observed transitions at 0.98 and
1.02 eV. Their value of 0.98 is rather higher than 
is accepted for HL1 transitions and their transition 
at 1.02 eV is slightly lower than our value of
1.05 (1.04. eV). Interestingly, they found that while 
these peaks were found in both their undoped and 
chromium doped samples, they were much more intense
in the latter. Chromium is a significant trace
impurity in GaAs even when undoped. We believe
therefore that our transition E., at 1.05 (1.04 eV)
is a hole untrapping process similar to E^, involving
a chromium level fixed with respect to the valence
band. A hole untrapping process would be entirely
consistent with the previously mentioned work of 
A3Vasuae.v and Bube, which showed that the optical 
cross-section for holes went through a maximum at
1.05 eV, whilst that for electrons went through 
a minimum at 1.05 eV.
Next in energy is a transition E^ at 
1.15 (1.12) eV which has a relative pressure coefficient
of 0,34 (0.30). This gives an estimated actual
pressure coefficient of 4*15 (3.78) x 10“  ^eV. kb~^.
Transitions at ~1.13 - 1*15 eV have been observed by
+ 13,'other authors and are reputed to be due to Cr levels. 
Otsubo and Murotani (1983?1 found experimentally, that 
there was a one to one correspondence between the 
chromium concentration and the intensity of the 1.13 eV 
peak relative to the band gap peak. Whilst we do not 
dispute that this transition is due to chromium or their 
empirical observation concerning the reL ation between 
chromium doping concentration and the peak intensity 
ratios we have measured the peak ratio for all our 
transitions as a function of pressure. As will be 
discussed later, when these results are reviewed 
we conclude that the interaction between the chromium 
levels and higher lying donor states is the determining 
factor for the peak intensity ratios and not just the 
chromium concentration.
The small positive pressure coefficient of E^ 
is estimated to be 4»15 (3*78) x 10“  ^eV. kb“ .^
This figure is in reasonably good agreement with accepted 
values of the pressure, coefficient of the minimum 
with respect to the valence band. Thus we believe 
that is an electron transition from a localised
chromium level T. fixed (or nearly fixed) with respect 
4
to the valence band and the L_ minimum (or a stateic
associated with it). The value of E^, 1.15 (1*12) eV 
increases linearly with pressure up /^9 kb.
The features E^ and E^ observed in the Gas 
System results were not observed clearly in the 
Bridgman results. Furthermore, another feature Eq  ^
was observed in this region on the Bridgman scans.
The detecting system on the Bridgman experiments 
was more sensitive than that in the Gas System 
experiment since the P.S.D. was connected across a 
resistor in series with the sample, with the resistance 
the same order as the sample dark resistance ^ 5  x 10'JX. 
We think that E^ and E^ might be phonon tailing effects 
in the photoconductivity scans or involve thermal 
ionisation from residual donors ~  0.12 eV below 
the [~JC minimum (which is of the order of a few kT 
at room temperature) and which move with the |"£ minimum. 
We note that the relative pressure coefficients and 
P^ (0.73 and 0.99 respectively) are not unity and we 
have previously mentioned the possibility of pressure 
induced distortions of phonon tails. It may be then 
that phonon tailing of the band gap peak E^ and 
thermal ionisation of donors is responsible for' the
structure and E^ . Since a peak appears in
the more sensitive Bridgman results, this may also
have distorted the shape of the - E^ structure
since although not readily detectable, En will almost
Ql
certainly be present.
Transition En from the Bridgman results,
‘*1
which is a peak type structure at 1.31 eV, has a zero
pressure coefficient. This we believe means that En
*1
is due to an initial filling transition which untraps 
a hole from a level -^O.l eV below the Flo minimum.
At low pressures and room temperature quenching of 
this transition may be occurring. At higher pressures 
when the flc minimum has moved upwards, thermal quenching 
will become less significant. The level would be 
fixed with respect to the valence band. The other 
logical alternative with E« an electron transition 
to the conduction band from situated ~  0.1 above the 
valence band is thought to be highly unlikely. Since 
PQl is zero, such a level close to the valence band 
would need to move upwards with the |"^ minimum.
The last transition considered is from the 
Bridgman scans. Although it is widely held that 
transitions greater in energy than the band gap are 
not usefully considered in photoconductivity measurements,
our results for EQ are most interesting and may have an 
y2
importance for our resistivity results already presented
in Ch. 3* has a value greater in energy (1,4-5 eV) than
^2
the measured band-gap from the Bridgman results, (1.39 eV).
Unlike any of the transitions previously considered,
En has a negative pressure coefficient (i.e. the energy 
^2
value of E^decreases with increasing pressure). This
we believe means that En is a transition involving a
q2
level Q2 situated above the f^c minimum at atmospheric
pressure. This would be an electron transition from *
the valence band with the electron relaxing into the
minimum by phonon emission ( ^ 0.06 eV). On
application of pressure moves out of the conduction band
into the band gap at about 3.5 kb. Moreover, we have
plotted the relative pressure coefficient Pn versus
q2
pressure in Fig.39 and we find that after initial 
application of pressure Pq^ decreases from - 0.86 to 
- 0.33 with strong indications of an upward bowed curve.
The variation in estimated actual pressure coefficient 
is - 10.7 x 10-3 eV. kb-1 at 2.23 kb to - 4-2 x 10-3 eV. kb-1 
at 8.88 kb, with respect to the valence band. Small, 
linear, negative pressure coefficients are normally 
accepted as being the signature of the X^c states but we 
believe our results show for the first time a level Q2
normally above the bottom of the conduction band which 
then moves into the band-gap under pressure, initially 
quite rapidly and then at a decreasing rate. These 
results could have great significance for the relative 
peak intensities for E2, E^, E^ and E ^  plotted in 
Figs. 36, 37, 38 and discussed next.
In Figs. 36, 37 we see the combined plots of 
the peak ratio (relative to E )^ versus pressure (kb) 
for E2, E^, E^ and in Fig. 38 the peak ratio plots 
for EQ-^  and EQ2 versus pressure (kb) from the 
Bridgman scans only. It is noted that whilst the 
actual values of the ratios is different for the 
different transitions E2, E^, E j and 'Eq they all appear 
to exhibit the same behavious with a sharp parabolic 
curve and a minimum at about 6.5 kb. At this point 
the peak ratio is estimated to be 0.02,0.22, 0.30 and 
0.36 for E2, E^, E^ and E ,^ respectively. The peak 
ratio for E ^  appears to increase along a curve with 
pressure from ''■'0.63 towards unity. The changes in the 
relative sizes of the photoconductive features E2, E^ and 
E^ were similar for both sets of experimental results 
(which involved completely different experimental equipment) 
and hence cannot be simply due to the normalisation methods 
adopted.
31As mentioned previously, Otsubo and Murotani^
observed empirically from their photochemical measurements
on GaAs; Gr, that the peak ratio for their transition at
1.13 e? had a Isl correspondence with the level of Gr
detected by secondary ion mass spectrometry. The absolute
chromium concentration may not be the sole determining
factor for this transition (our value 1.15 (1.12) eV)
since the variation in peak ratio for ^  an£*
has been caused by changing pressure and not changing
the chromium concentration. If, however, we altered
the residual donor concentration we would alter the
compensation ratio with the Cr deep acceptor levels
(and other residual acceptors such as Fe). Alternatively
complex formation may be important here. We have
previously described in Chs. 1, 3, 4 some mechanisms
of complex formation which here would involve chromium
(and any other residual acceptor such as Fe or Ga-vacancies)
on the one hand and residual donor impurities such as G, 0,
Si, S and arsenic vacancies on the other. Since, in our
work we have not chemically changed the overall donor
concentration, we must have simulated a change in donor
levels by applying pressure. In particular we assume that
pressure causes movement of such levels.
44
Wasilewski et al (1982) have recently examined
the movement of high-lying donor states in resonance
with the L^c and X^q states in InSb and say that
when the metastable X-like states are occupied the
[""" and L-like transitions disappear. They have also
made similar magneto-optical studies on GaAs and observed
similar anti-crossing effects. Our results conflict
with some of their findings, since our transition E^
which involves an L-like state continued to be seen
up to 9 kb, yet if such an anti-crossing effect occurs
then it would be responsible for the minimums of peak
ratios at about 6.5 kb. Our results for EQ indicate
that it involves an X-like state which is metastable.
It crosses into the band gap at ^3.5 kb with an initially
quite rapid pressure coefficient with respect to the
valence band. It is veiy interesting to note from 
44-
Wasilewski et al, that for GaAs they found that magneto­
optical transitions involving a deep donor (referred to 
as A) disappeared at nearly 7 kb which is very close to 
the 6.5 kb position of the peak ratio minima. Also in 
their InSb results they found that where the deep 
donor was the strongest feature in their structure 
before pressure was applied, sample resistances of 
^  100MiLcould be obtained at pressures >10 kb without 
use of a magnetic field. They also observed that the
time constant for transfer of electrons into and out 
of the X-like metastable states at 77°K was ~270 days.
We' have already observed and discussed such phenomena in 
our hydrostatic pressure resistivity work in Ch.3 
on GaAs.
We believe that our photoconductivity measure­
ments presented here for GaAsi Gr show the existence 
of transitions involving both X and L-like states but 
which may not be mutually exclusive and the X-like state 
exhibiting a metastable behaviour when applying hydrostatic 
pressure. Both states are resonant with the conduction 
band at atmospheric pressure. We have also shown the 
existence of transitions involving deep levels and the 
valence band. We thus arrive at an energy level scheme 
shown in Fig.40. We conclude from the available 
information that E2 and E^ involve chromium levels as does 
E^ . E may involve a donor level and E(^ and E^ may 
involve as their termination points the L^q states or 
higher lying L^c-like donor levels possibly C, Ge or 0 
although Si, S, Mg, Mn and B are present in significant 
trace amounts in commercially available GaAs: Cr.
In addition vacancy, interstitial and stoichometric 
effects can also produce such levels.
The identification of all the levels involved in
the transitions here would possibly require chemical
.analysis, followed by photoconductivity or photocapacitance
scans on a series of samples with different doping levels
of a given impurity. However, we have shown the existence
of deep levels due to chromium and examined the pressure
coefficients to give some very important results.
The exact charge state of Cr-deep levels is a matter of
some dispute with some workers believing the neutral state 
3+ /+to be Cr others Cr* depending possibly on the resistivity 
of the semi-insulating material. Clearly, more work is 
required theoretically or experimentally to identify 
the charge state of such levels.
CHAPTER 6. CONCLUSION.
We note that using the coefficients from Table
1 j Ch.I; and the band structure in Fig.11 for GaAs,
Llc - crossover occurs at 10.5 kb, X^c - [~^c
at 27.5 kb and L, - T"7 at 35 kb. We also note that in ic i lc
Ch.3, changes in gradient occurred at 24 and 34 kb in the 
steep portion of the normalised resistivity plots for 
GaAs: Gr: S samples. The gradients obtained revealed 
pressure coefficients of 14.4, 7.2 and 21.6 x 10”  ^eV. kb”  ^
with respect to the |~JC minimum. We note that the
t i c  - h e  closing rate from Table 1 is 12.0 x 10“3 eV. kb”l
and for [“£c - L^c 8.2 x 10"^ eV. kb”-*-. Using our figures
for the |~^ c and L^c coefficients from the photoconductivity 
measurements in Ch.5 (averaged between the Bridgman and Gas 
System results) W6 obtain 13.4 x 10-3 eV. kb"*l for the 
Pic - Xlc closing rate and 8.44- x 10*“3 eV. kb”^ for the 
n ,  - \ c closing rate, in good agreement with the 
accepted figures.
We see that the measured pressure coefficients 
for 2/294A GaAs: Cr: S of 14*4 and 7.2 x 10“  ^eV. kb”-*-, 
are veiy close to the |~£c - X^c and [~^ c - L  ^ closing 
rates from our photoconductivity measurements, 13.4 and 
8.44 x 10"^ eV. kb” *^ respectively. We therefore propose
the following model for the structured portion of the 
GaAs: Cr: S normalised resistivity curves.
Between about 20 and 24 kb, the Xlc minimum 
approaches the ["Jc minimum and electron transfer 
takes place to the X^c minimum. At 24 kb, the X^c 
minimum crosses the minimum. During this time
the Lj_c minimum has also been approaching the |~^ c 
minimum and after 24 kb electron transfer takes place 
predominantly to the L^c minimum. Electrons may then 
be scattered to the Xlc minimum, just below the [Jc 
minimum. At 34 kb, the L^c minimum passes below the 
Q c minimum. At this point the order in ener^r of 
the valleys is X^c, [""ic« It is not immediately
clear why the gradient changes to 21.6 x 10”  ^eV. kb~I 
but may be due to further trap out by localised states 
associated with the and X<^c minima.
Such a model leads to the following band structure 
for GaAs. At atmospheric pressure, the L-^c minimum is 
0.24 eV above the [""]_c minimum with the X-j_c minimum 
0.35 eV above the [”£c minimum. This is in good agreement 
with the band structure found by Pickering and Adams 
(corresponding sub-band gap energies were 0.29 and 
0.33 eV respectively).^
However Wolford et al ^ , using photoluminescence and a 
diamond anvil high-pressure cell, obtained a value of 0.498 eV for 
the Go- Xlc separation. This work was based on the ruby high 
pressure scale and the discrepancies illustrate the difficulty in 
determining accurately higher-lying band structures.
The n-type GaAs S171A and In^ Ga As P
0.8 0.2 0.5 .0.5
samples exhibited different behaviour with large pressure 
coefficients with respect to the conduction band as 
measured from the normalised resistivity scans. These 
were 28 and 34- x 10"^ eV. kb”-1- respectively. This 
is thought to be due to trap-out of electrons by 
levels normally above the Q c minimum at atmospheric 
pressure which then approach the |~^ c minimum at increas­
ing pressure. We believe these levels to be higher
lying residual donor levels as described by Wasilewski 
LA
et al. Such levels are associated with the satellite
minima and exhibit anfcicrossing (L-like - X-like) behaviour
at about 7 kb. Significant time constants and potential
barriers are involved for transitions into and out of
these states, depending on the temperature and history
of the sample. Such a model, we believe explains our
anomolously high pressure coefficients and the fact
that our samples went semi-insulating at about 20 kb.
From our results we note that the X, minimum crosses
lc
the L-£c minimum just below this pressure at 15 kb.
We must ask why the GaAs: Cr: S samples 
exhibited such different behaviour to the other two 
samples, regarding their normalised resistivity
versus pressure. Logically there can be only one
answer, the presence of chromium. If the anomolously
high pressure coefficients are due to higher lying
donor levels associated with the satellite minima,
then these donor levels must have been compensated
out by chromium levels. Mechanisms for donor-
acceptor pairing have already been discussed in
Chs 1, 3, 4-.
Transition E^ (^1.14- eV) from the GaAs: Cr
results in Ch.5, is believed to be due to a transition
between a level T. and the L minimum or L - like state.
l(j lc
Using our Pic- L^cseparation of 0.24- eV, is a
level 0.90 eV below the ["^ minimum. It is therefore
possible that T is the same level as T^ and is
a transition (0.92 eV) between T2 and a level T^ "^ ,
0.02 eV above the |“^ c minimum. We note that E^
has a zero pressure coefficient. Therefore if T2 •
and T^ are the same level then it is likely to be
the T^« Cr^+ state with T b e i n g  the E^ Cr^+
 ^ 2
excited state. We note that although our value of
the transition at 0.92 eV is slightly higher than that
5 5previously described for the T2 - VE intracentre
1, 39
transition in chromium, we would expect it to have 
a zero pressure coefficient. The energy separation
5 *5between and E^ levels would be independent of the
effects of the host lattice. We further note that E2
had the lowest peak ratio at atmospheric pressure.
It may be that the - E^ transition and the
transition between the valence band and a level T2
may be occurring at 0.92 eV with T2 and then being
separate levels. We might then expect some quenching
to occur. Both transitions occurring simultaneously
but not in equal proportion would still be consistent
with the relative hole and electron optical cross 
A3
sections in Fig. 31 at ~0.90 eV where the electron 
cross-section is greater than that for holes.
From Ch.5 we note the existence of a level 
Q2 0.06 - 0.02 eV above the minimum at 
atmospheric pressure. This within experimental 
error is very close to the proposed T^ level 
0.02 £ 0.01 eV above the minimum which we think
is the %  Cr^+ excited state. We must ask therefore 
whether T2  ^ and Q2 are the same level. This is 
unlikely, since E2 should then exhibit the same meta­
stable pressure behaviour as Eq^ but has in fact a
zero pressure coefficient. We might speculate though
1 5that T2 and Q2 are the same level, if the E state
suffered a pressure induced splitting with one branch
moving rapidly below the |~"^c minimum at 25 x 10“  ^eV. kb* 
with respect to it. This coefficient is very close to 
that observed for n-type GaAs S171A in Ch.3 at 
28 x 10”^ eV. kb“ .^ Thus Q2 may be an additional 
trap-out mechanism in the normalised resistivity curves 
in Ch.3* It crosses into the band gap at about 3»5 kb. 
Whether Q2 is a chromium level is open.to question but 
we note that chromium is a significent trace impurity 
in commercially available GaAs, even when not 
deliberately doped.
The anticrossing effects exhibited by the
higher lying donor levels associated with the he and
AA
Xlc valleys occurs at about' 7 kb in GaAs. We have 
observed minima in our peak ratio plots in Ch.5 for 
GaAs: Cr at 6.5 kb. These two pressures are in good 
agreement because the same anticrossing of higher 
lying donors occurs, with a corresponding change in 
the interaction between donors and acceptor levels 
due to chromium. Such a changing interaction 
results in a changing intensity of the chromium 
level photoconductivity peaks and produces a minimum 
at 6.5 kb. Such interactions could involve complex 
formation or bound exciton structures as described
121.
in Chs. 1, 3, 4-
As previously mentioned in Ch.4- Cardonna 
has suggested that with respect to the vacuum level, 
the valence band moves up in energy at about 8 x 10~3 eV. kb-*.
Thus for instance, we perform the mathematical operation 
of + 8 x 10“3 eV. kb~3- on the coefficients for InP 
in Table 1 to relate the band movements to the vacuum 
level. Thus, we obtain + 18 x 10“3 eV. kb~l,
+ 10.5 x 10"*3 eV. kb“l and + 6.0 x 10“^ eV. kb”** 
for the movements of the [~^ c, and minima
with respect to the vacuum level. We note they are
all positive. We further note that changing the 
reference frame in this way, can in no way change 
the relative rate of closing or separation of bands 
from bands or levels from bands.
We have already discussed in Ch.4 for InP: Fe 
the possibility that near band-gap transitions 
~1.25 eV may involve the satellite minima, but
____   _   L
which produce large negative pressure coefficients for[
. the levels with respect to the valence band.
However we previously mentioned that E-j. (1*25 eV) 
with an absolute movement of 10.5 x 10“3 eV. kb~^ 
could involve the L^c minimum if was fixed with
respect to the vacuum level. E£ (1.19 eV) and 
E^ (1.12 eV) with absolute coefficients of 16.6 
and 15.4 x 10"^ eV. kb"-*- still look like transitions 
between levels close to the valence band and the 
|~^ c minimum. If the |~£c minimum does move up 
at about 18 x 10"^ eV. kb"^ with respect to the 
vacuum level, L2 and L j would still have small 
positive pressure coefficients of 1.4 and 
2.6 x 10“3 e?. kb~-*- with respect to the vacuum 
level.
We should point out that at the time of 
writing the moving valence band model is still 
rather tentative although other workers ^iave 
suggested that some levels may be fixed with 
respect to the vacuum level. In any case, it 
seems to us that changing reference frames is a 
somewhat pointless exercise. Surely the most 
important information to be obtained from any hydro­
static pressure investigations of localised states 
is transitionsbetween levels and bands and their 
movements with respect to the bands. Such information 
is much more physically meaningful (and useful from 
a practical point of view) than information obtained
relative to the somewhat abstract concept of the 
vacuum level. Unless there is independent 
confirmation from other sources, changing the 
reference frame merely enables one to do number- 
fitting of experimental results perhaps erroneously. 
In the case of E^ for InP: Fe there is at least 
independent confirmation from other workers that 
E-j_ may involve the minimum.
We have in the thesis presented a broadly 
based picture of localised states in the materials 
investigated. The great value of this work 
is that it was obtained from a number of totally 
independent experiments on a number of samples 
from different sources.
To sum up, we propose the following 
generalised scheme for localised states:-
1) 'Shallow levels which have hydrogenic type 
characteristics and which are associated with the 
band edges. They may suddenly break away on 
application of hydrostatic pressure. They may 
become levels as below.
21, 22
2) Deep levels as described by Jaros et al
and others which may have wave function contributions
from many bands. They appear to be relatively 
stationary with respect to the valence band.
3) States possibly fixed with respect to the
vacuum level and relatively unaffected by the host 
lattice. On the assumption that the valence band 
moves up with respect to the vacuum level, they 
would result in some large observed pressure 
coefficients.
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Fig. 1. Possible optical transitions in the band gap 
of semiconductors.
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Fig. 2 after Pitt (1977)35
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