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On the Graph Laplacian and the Rankability of Data
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Abstract
Recently, Anderson et al. (2019) proposed the concept of rankability, which
refers to a dataset’s inherent ability to produce a meaningful ranking of its items.
In the same paper, they proposed a rankability measure that is based on a integer
program for computing the minimum number of edge changes made to a directed
graph in order to obtain a complete dominance graph, i.e., an acyclic tournament
graph. In this article, we prove a spectral-degree characterization of complete
dominance graphs and apply this characterization to produce a new measure of
rankability that is cost-effective and more widely applicable. We support the
details of our algorithm with several results regarding the conditioning of the
Laplacian spectrum of complete dominance graphs and the Hausdorff distance
between their Laplacian spectrum and that of an arbitrary directed graph with
weights between zero and one. Finally, we analyze the rankability of datasets
from the world of chess and college football.
Keywords: directed graphs, graph Laplacian, eigenvalues, ranking,
rankability, perturbation theory
2010 MSC: 90C35, 05C20, 05C22, 05C50, 62F07, 47A55
1. Introduction
The ranking of data has a long and interesting history which intersects the
seminal works on search engines [7], college sports rankings [10, 18], and fair
voting systems [2]. In addition, modern applications of ranking include movie
databases, recommendation systems, social networks, and college rankings. For
a detailed account of the history of ranking and ranking methods, see [17].
More recently, the concept of rankability was proposed by Anderson et al. [1],
where they define a rankability measure that is based on how far a given directed
graph (digraph) is from a complete dominance graph, i.e., an acyclic tournament
graph. A complete dominance graph represents an ideal situation where all
possible comparisons are explored and there is a clear and unique ranking, e.g.,
the complete dominance graph associated with the ranking (1, 2, 3, 4, 5, 6) is
shown in Figure 1.
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Figure 1: Complete dominance graph associated with ranking (1, 2, 3, 4, 5, 6).
In theory, the rankability measure proposed in [1] is simple. Given data that
can be modeled as a digraph, with binary weights, let k denote the minimum
number of edge changes (additions or deletions) needed to obtain a complete
dominance graph. Next, allowing for k edge changes, let p represent the number
of complete dominance graphs that can be obtained. Then, the rankability
measure of the associated dataset is defined by
edgeR = 1− kp
kmaxpmax
, (1)
where kmax = (n
2 − n)/2 and pmax = n!.
In practice, the rankability measure from [1], which we denote by edgeR, is
very expensive to compute. In fact, k is computed by an integer program and
p is computed by an eliminative algorithm that has, in the worst case, factorial
complexity. In addition, measuring rankability based on the minimum number
of edge changes necessary to obtain a complete dominance graph is limited to
digraphs with binary weights.
In this article, we propose a new cost-effective and more widely applicable
measure of rankability that is based on a spectral-degree characterization of
complete dominance graphs. In particular, given data that can be modeled as
a digraph with weights between zero and one, we measure the variation in the
Laplacian spectrum and the out-degrees of the vertices from their known values
for a complete dominance graph. For digraphs, there are several definitions of
the graph Laplacian, e.g., see [3, 9, 25]; we adhere to the definition in [25].
The spectral-degree characterization of complete dominance graphs relies on
a spectral characterization of acyclic digraphs, which is an important result on
its own. In addition, we support our rankability measure algorithm with several
interesting results regarding the Laplacian spectrum of complete dominance
graphs. First, we show that the Laplacian spectrum of a complete dominance
graph is well-conditioned; therefore, for small perturbations the variance in the
spectrum is guaranteed to be small. Then, we show that a single edge change of
a complete dominance graph changes one eigenvalue of the graph Laplacian by
the weight of that edge. Finally, we prove a sharp upper bound on the Hausdorff
distance between the Laplacian spectrum of a complete dominance graph and
any other digraph with weights between zero and one.
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Before proceeding, we note the similarities and differences of our work and
several prior related works. First, the minimum number of edge changes in (1) is
analogous to the minimum number of adjacent voter preference switches in the
Dodgson method [5, 14, 20]. However, this is not an exact similarity since there
is no direct relation between edges and adjacent voter preferences. Second,
our characterization of acyclic digraphs is similar to Bauer’s characterization
in [3], but Bauer’s characterization is for the normalized Laplace operator and
is not related to the out-degrees of the vertices, as ours is. Finally, some may
find our work to be reminiscent of Landau’s work on dominance relations and
tournament graphs [6, 13, 16], but our focus on acyclic tournament graphs
requires a stronger statement of both the out-degrees of the vertices and the
eigenvalues of the graph Laplacian.
2. The Graph Laplacian
Let G denote the set of finite simple digraphs with non-negative weights.
For each Γ ∈ G, we have Γ = (V,E,w), where V = {1, 2, . . . , n} is the vertex
set, E ⊆ V × V is the edge set, and w : V × V → R≥0 is the associated weight
function. If (i, j) ∈ E, then there is an edge from i to j; the weight of the
edge (i, j) is given by wij . We use the convention that wij = 0 if and only if
(i, j) /∈ E.
A tournament is a digraph in G such that for each i, j ∈ V either (i, j) ∈ E
or (j, i) ∈ E, but not both. On the other hand, a digraph is acyclic if it does not
contain a set of edges {(xi, yi) : i ∈ {1, 2, . . . , k}} where yi = xi+1 for each i < k
and yk = x1. In this section, we prove the spectral degree characterization of
acyclic digraphs and the spectral-degree characterization of complete dominance
graphs, which are acyclic tournaments where the weight of each edge is 1.
Given Γ ∈ G, we define the out-degree of the vertex i ∈ V by
d+(i) =
∑
j∈V
wij .
Furthermore, we define the out-degree matrix by
D = diag
(
d+(1), . . . , d+(n)
)
,
i.e., the diagonal matrix with entries d+(1), . . . , d+(n). In addition, we define
the weighted adjacency matrix by
A = [wij ]
n
i,j=1,
i.e., the n × n matrix whose (i, j) entry corresponds to the weight wij . Then,
we define the graph Laplacian by
L = D −A.
Let Γ = (V,E,w) ∈ G and let V ′ ⊆ V . Then, we define the induced
subgraph Γ′ of Γ as the digraph with vertex set V ′, edge set E′ = E∩ (V ′×V ′),
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and weight function w′ = w ↾V ′×V ′ . We say that Γ
′ is isolated if wij = 0 for
all i ∈ V ′ and j /∈ V ′. A subgraph of Γ is strongly connected if for each pair
of vertices i and j, either i = j or there is a directed path from i to j and a
directed path from j to i. A strongly connected component of Γ is a maximal
strongly connected subgraph.
Note that a digraph Γ can be uniquely decomposed into strongly connected
components. Also, the graph Laplacian, possibly after reordering of the vertices,
can be written in Frobenius normal form [8]:
L =


L1 L12 · · · L1r
L2 · · · L2r
. . .
...
Lr

 , (2)
where the blocks Lk are irreducible matrices that correspond to the strongly
connected components Γk of Γ. Let Vk denote the vertex set of the strongly
connected component Γk. Then, the submatrices Lkl, 1 ≤ k < l ≤ r, contain
elements of the form −wij for all i ∈ Vk and j ∈ Vl.
2.1. Basic Spectral Properties
Given Γ ∈ G, we denote the spectrum of the graph Laplacian L by σ(L).
First, we note several basic properties of the graph Laplacian and its spectrum.
Due to the elementary nature of these properties, we omit their proof.
Proposition 2.1. Let Γ ∈ G and let L be the graph Laplacian of Γ. Then, the
following properties hold.
(i) Zero is an eigenvalue of L.
(ii) The spectrum of L is symmetric with respect to the real axis.
(iii) Let λ1, . . . , λn denote the eigenvalues of L. Then,
n∑
i=1
λi =
n∑
i=1
Re (λi) =
n∑
i=1
d+(i).
(iv) Let L be in Frobenius normal form (2). Then,
σ(L) =
r⋃
i=1
σ(Li).
(v) The graph Laplacian L is an M-matrix. Furthermore, if L is in Frobenius
normal form (2), then each Lk, 1 ≤ k ≤ r, is an irreducible M-matrix.
Next, we consider the relationship between the zero eigenvalues of the graph
Laplacian and the isolated strongly connected components of the digraph. Note
that we make use of the following famous result from Taussky [23, Theorem II]
in the proof of Lemma 2.3.
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Theorem 2.2. The complex matrix A = [aij ]
n
i,j=1 is non-singular provided that
A is irreducible and
|aii| ≥
∑
j 6=i
|aij | ,
is satisfied for all i = 1, . . . , n, with equality in at most (n− 1) cases.
Lemma 2.3. Let Γ ∈ G and let the graph Laplacian L = [lij ]ni,j=1 of Γ be in
Frobenius normal form (2). If Γk is not isolated, then zero is not an eigenvalue
of Lk. Furthermore, if Γk is isolated, then zero is a simple eigenvalue of Lk.
Proof. Suppose that Γk is not isolated. Then, there exists a vertex i ∈ Vk such
that wij 6= 0 for some j /∈ Vk. Therefore, since the weights are non-negative, we
have
|lii| = d+(i) >
∑
j∈Vk
wij =
∑
j∈Vk
|lij | .
For all other i ∈ Vk, we have
|lii| = d+(i) ≥
∑
j∈Vk
wij =
∑
j∈Vk
|lij | .
Hence, by Theorem 2.2, it follows that Lk is non-singular.
Now, suppose that Γk is isolated. Then, the row sums of Lk are zero and it
follows that Lk is a singular irreducible M-matrix. Therefore, by [4, Theorem
6.4.16], it follows that zero is a simple eigenvalue of Lk.
We conclude this section by noting the following theorem which is a direct
consequence of Lemma 2.3 and the Frobenius normal form.
Theorem 2.4. Let Γ ∈ G and let L be the graph Laplacian of Γ. Then, for
k ∈ N, the following statements are equivalent:
(i) The algebraic multiplicity of the zero eigenvalue of L is equal to k.
(ii) There are exactly k isolated strongly connected components of Γ.
(iii) The geometric multiplicity of the zero eigenvalue of L is equal to k.
2.2. Acyclic Digraphs
Now, we are ready to prove the spectral characterization of acyclic digraphs
and then the spectral-degree characterization of complete dominance graphs.
First, note the following proposition, which follows readily from the Frobenius
normal form.
Proposition 2.5. The following statements are equivalent:
(i) The digraph Γ ∈ G is acyclic.
(ii) Every strongly connected component of Γ consists of exactly one vertex.
(iii) The graph Laplacian L of Γ in Frobenius normal form is upper triangular.
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Theorem 2.6. Let Γ ∈ G and let L be the graph Laplacian of Γ. Then,
σ(L) =
{
d+(1), . . . , d+(n)
}
(3)
if and only if Γ is acyclic.
Proof. Suppose that Γ is acyclic. Then, it follows from Proposition 2.5 that
the Frobenius normal form of Γ is upper triangular. Since the eigenvalues of
an upper triangular matrix are its main-diagonal entries, it follows that the
spectrum of L satisfies (3).
Conversely, for the sake of contradiction, suppose that the spectrum of L
satisfies (3) and Γ is not acyclic. Then, there is a strongly connected component
of Γ made up of at least two vertices. Without loss of generality, let Γ1, . . . ,Γp
be the strongly connected components of Γ that consist of at least two vertices.
Since the remaining strongly connected components of Γ have exactly one vertex,
it follows that the eigenvalues of L1⊕ · · · ⊕Lp correspond to the out-degrees of
the vertices of Γ1 ∪ · · · ∪ Γp.
Suppose that Γk is isolated for some 1 ≤ k ≤ p. Then, by Lemma 2.3,
zero is an eigenvalue of Lk and, therefore, of L1 ⊕ · · · ⊕ Lp. However, since the
eigenvalues of L1 ⊕ · · · ⊕ Lp must correspond to the out-degrees of the vertices
of Γ1 ∪ · · · ∪ Γp, which are all non-zero, this is a contradiction.
Now, suppose that Γk is not isolated for all k = 1, . . . , p. By assumption, the
smallest eigenvalue λ0 of L1⊕ · · ·⊕Lp is equal to the smallest out-degree of the
vertices of Γ1 ∪ · · · ∪Γp. Let B = Li, 1 ≤ i ≤ p, such that λ0 is a main-diagonal
entry of B. Also, without loss of generality, we assume that the main-diagonal
entries of B are in non-decreasing order.
Since B is an irreducible non-singular M-matrix, it follows from [4, Theorem
6.2.3 (N38)] that B−1 exists, is positive, and is irreducible. Furthermore, by the
Perron-Frobenius theorem [4, Theorem 2.1.4], it follows that ρ(B−1) is a simple
eigenvalue of B−1 with a positive eigenvector x. In addition, we normalize the
positive eigenvector x so that x1 = 1. Therefore, the eigenvector equation
Bx =
1
ρ(B−1)
x
implies that
b11 − b12x2 − · · · − b1nixni =
1
ρ(B−1)
, (4)
where ni is the size of Li and the entries b12, . . . , b1ni are non-negative.
Now, we have two cases to consider: λ0 ∈ σ(B) and λ0 /∈ σ(B). If λ0 ∈ σ(B),
then b11 = 1/ρ(B
−1) and it follows from (4) that b12, . . . , b1ni are all zero, which
contradicts Γi being a strongly connected component made up of at least two
vertices. If λ0 /∈ σ(B), then b11 < 1/ρ(B−1), which directly contradicts (4).
The spectral-degree characterization of complete dominance graphs is stated
in the corollary below.
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Corollary 2.7. Let Γ ∈ G have weights 0 ≤ wij ≤ 1 and let L be the graph
Laplacian of Γ. Then, Γ is a complete dominance graph if and only if
σ(L) =
{
d+(1), d+(2), . . . , d+(n)
}
= {n− 1, n− 2, . . . , 0} .
Proof. Suppose that Γ is a complete dominance graph. Then, since Γ is acyclic,
it follows from Theorem 2.6 that σ(L) = {d+(1), . . . , d+(n)}. In addition, as a
tournament graph with binary weights and no cycles, there exists a re-ordering
of the vertices such that d+(i) = n− i, for i = 1, . . . , n.
Conversely, suppose that
σ(L) =
{
d+(1), d+(2), . . . , d+(n)
}
= {n− 1, n− 2, . . . , 0} .
Then, by Theorem 2.6, it follows that Γ is acyclic. Furthermore, there is a
re-ordering of the vertices such that d+(i) = n − i, for i = 1, . . . , n. Since the
weights satisfy 0 ≤ wij ≤ 1, it follows that (1, j) ∈ E with weight w1j = 1,
for j = 2, . . . , n. Similarly, since Γ is acyclic, it follows that (2, 1) /∈ E and
(2, j) ∈ E with weight w2j = 1, for j = 3, . . . , n. Continuing in this fashion, we
conclude that Γ is a complete dominance graph.
We emphasize that the eigenvalues alone are not enough to characterize a
complete dominance graph. As the following example illustrates, there exist
digraphs that are not isomorphic to a complete dominance graph, yet share the
same Laplacian spectrum.
Example 2.8. Let Γ denote the digraph with binary weights in Figure 2. Let
L denote the graph Laplacian of Γ and note that σ(L) = {2, 1, 0}, which is
equal to the Laplacian spectrum of any complete dominance graph with three
vertices. However, Γ is not a complete dominance graph since it has a cycle
between the vertices 1 and 3. This example does not contradict Corollary 2.7
since the eigenvalues of L are not equal to the out-degrees of the vertices of Γ.
1
23
Figure 2: Digraph with binary weights on 3 vertices.
3. A Rankability Measure
Armed with the spectral-degree characterization (Corollary 2.7) of complete
dominance graphs, we propose a new rankability measure. In particular, given
data that can be modeled as a digraph with weights 0 ≤ wij ≤ 1, we measure
the variation in the Laplacian spectrum and the out-degrees of the vertices from
their known values for a complete dominance graph.
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We measure this variation using the Hausdorff distance. Let A and A˜ be
complex matrices with eigenvalues λ1, . . . , λn and λ˜1, . . . , λ˜n, respectively. The
Hausdorff distance between the eigenvalues of A and A˜ is defined as follows [22]:
hd(A, A˜) = max
{
svA(A˜), svA˜(A)
}
,
where the so called spectral variation is defined by
svA(A˜) = max
i
min
j
∣∣∣λ˜i − λj
∣∣∣ , 1 ≤ i, j ≤ n.
We note that, in general, the Hausdorff distance is a metric on the set
of subsets of a metric space [19]. However, for our purposes, we only need
the Hausdorff distance to measure the variation in finite multi-sets of complex
numbers. In the algorithm below, we show how the Hausdorff distance is used
to measure rankability. We denote our rankability measure by specR since it is
based on the spectral-degree characterization of complete dominance graphs.
Algorithm 1 Spectral-Degree Rankability of Graph Data Γ.
function [r] = specR (Γ) :
n← the number of vertices in Γ
D ← the out-degree matrix of Γ
L← graph Laplacian of Γ
S = diag (n− 1, n− 2, . . . , 0)
r = 1− hd(D,S)+hd(L,S)2(n−1)
return
In what follows, we prove several properties of complete dominance graphs
that justify the functionality of specR. In particular, we show that the Laplacian
spectrum of a complete dominance graph is extremely well-conditioned; thus,
for small perturbations, the corresponding Hausdorff distance is guaranteed to
be small. Then, we show that a single edge change of a complete dominance
graph results in a Hausdorff distance equal to the weight of that edge. We also
show that the Hausdorff distance between the Laplacian spectrum of a complete
dominance graph and any other digraph in G with weights 0 ≤ wij ≤ 1 is
bounded above by (n− 1). Note that this bound also holds for the out-degrees
of the vertices; hence, the division by 2(n−1) in Algorithm 1 is a normalization
factor. The return value of specR varies between zero and one, which represents
a transition between ill-rankable and well-rankable data, respectively. Finally,
we compute the rankability of several structured digraph examples from [1].
3.1. Condition Number
By Corollary 2.7, the Laplacian spectrum of the complete dominance graph
is simple, i.e., the eigenvalues all have an algebraic multiplicity equal to one.
Therefore, we can make use of the following perturbation theorem [24, Theorem
7.1.12].
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Theorem 3.1. Let A be an n× n complex matrix with simple eigenvalues. Let
λ be an eigenvalue of A with right and left eigenvectors v and w, respectively,
normalized so that ‖v‖2 = ‖w‖2 = 1. Also, let E be a small perturbation
satisfying ‖E‖2 = ǫ. Then, there exists an eigenvalue λ + ∆λ of A + E such
that the condition number κ(λ) = 1/ |w∗v| satisfies
|∆λ| ≤ κ(λ)ǫ +O(ǫ2).
In order to determine the condition number of the eigenvalues of the graph
Laplacian of a complete dominance graph, we make use of the following variant
of Corollary 2.7.
Theorem 3.2. Let Γ ∈ G have weights 0 ≤ wij ≤ 1 and let L be the graph
Laplacian of Γ. Then, Γ is a complete dominance graph if and only if there
exists a permutation matrix P such that, for i = 1, . . . , n, Pvi is an eigenvector
of L for the eigenvalue (n− i), where
vi =
i∑
k=1
ek (5)
and ek is the kth standard basis vector of R
n.
Proof. Suppose that Γ is a complete dominance graph. Then, it follows from
Corollary 2.7 that there exists a permutation matrix P such that PTLP is in
Frobenius normal form (2) with diagonal blocks
L1 = [n− 1], L2 = [n− 2], . . . , Ln = [0]
and all negative ones above the main-diagonal. Now, for i = 1, . . . , n, it is
readily verified that vi as defined in (5) is an eigenvector of P
TLP for the
eigenvalue (n− i) and, therefore,
LPvi = (n− i)Pvi.
Conversely, suppose that there exists a permutation matrix P such that, for
i = 1, . . . , n, Pvi is an eigenvector of L for the eigenvalue (n − i), where vi is
defined in (5). Then,
PTLPe1 = (n− 1)e1
and it follows that, under this re-ordering of the vertices, d+(1) = (n−1). Next,
we have
PTLP (e1 + e2) = (n− 2)(e1 + e2),
which implies that
PTLPe2 = −e1 + (n− 2)e2.
Hence, under this re-ordering of the vertices, d+(2) = (n − 2). Continuing in
this fashion, we have a re-ordering of the vertices such that d+(i) = n − i, for
i = 1, . . . , n. In addition, it follows that the eigenvalues of L satisfy
σ(L) =
{
d+(1), d+(2), . . . , d+(n)
}
= {n− 1, n− 2, . . . , 0} .
Therefore, by Corollary 2.7, Γ is a complete dominance graph.
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In addition, we have the following readily verified proposition.
Proposition 3.3. Let Γ ∈ G be a complete dominance graph and let L be the
graph Laplacian of Γ. Denote by V the matrix whose ith column vector is vi as
defined in (5). Then, the inverse of V satisfies
V −1 =


1 −1 · · · 0
...
. . .
. . .
...
0 · · · 1 −1
0 · · · 0 1

 . (6)
Moreover, there exists a permutation matrix P such that, for i = 1, . . . , n, the
ith row of V −1 is a left eigenvector of PTLP for the eigenvalue (n− i).
Finally, Corollary 3.4 follows immediately from Theorem 3.1, Theorem 3.2,
and Proposition 3.3.
Corollary 3.4. Let Γ ∈ G be a complete dominance graph and let L be the graph
Laplacian of Γ. For i = 1, . . . , n, denote the ith eigenvalue of L by λi = n− i.
Then, the condition number of λi satisfies
κ(λi) =
√
2i,
for i = 1, . . . , n.
Let Γ ∈ G be a complete dominance graph and let L be the graph Laplacian
of Γ. Define L˜ = L+ E, where E is some perturbation that satisfies ‖E‖2 = ǫ.
Then, by Theorem 3.1 and Corollary 3.4, for any eigenvalue λ of L there is an
eigenvalue λ+∆λ of L˜ such that
|∆λ| ≤
√
2nǫ+O(ǫ2). (7)
Thus, the eigenvalues of L are well-conditioned, i.e., for small perturbations E
(and reasonably sized n), the Hausdorff distance between the eigenvalues of L
and L˜ is guaranteed to be small. If, in addition, we compute the eigenvalues of
L˜ using the QR algorithm, which is well-known to be backward stable [21], then
we can guarantee the computed Hausdorff distance hd(L, L˜) is small provided
that ‖E‖2 is small.
3.2. Sharp Bounds
The bound in (7) depends on an arbitrary small perturbation E. However,
we are particularly interested in perturbations E that reflect edge changes so
that L˜ = L + E is the graph Laplacian of Γ˜ ∈ G with weights 0 ≤ wij ≤ 1.
In this section, we obtain sharp bounds on the Hausdorff distance between the
Laplacian spectrum of a given digraph and a complete dominance graph.
We also show that a single edge change of a complete dominance graph
results in a Hausdorff distance equal to the weight of that edge. This result
relies on the following relation between the determinant of a matrix and its
rank-one perturbation [11, Lemma 1.1].
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Lemma 3.5. If A is an invertible n× n complex matrix and x,y ∈ Cn, then
det(A+ xyT ) = (1 + yTA−1x) det(A).
Moreover, we have the following extension of [11, Theorem 2.1].
Theorem 3.6. Let A be a n× n complex matrix with eigenvalues
σ(A) = {λ1, λ2, . . . , λn} .
Furthermore, let w1, . . . ,wk be left eigenvectors for the eigenvalues λ1, . . . , λk,
respectively. If x ∈ Cn is perpendicular to w2, . . . ,wk, then
σ(A+ x(w1 + · · ·+wk)∗) = {λ1 +w∗1x, λ2, . . . , λn} .
Proof. Let λ be any complex number that is not an eigenvalue of A, and let
w = w1 + · · ·+wk. Then, by applying Lemma 3.5 to the equality
λI − (A+ xw∗) = (λI −A)− xw∗,
we have
det(λI − (A+ xw∗)) = (1−w∗(λI −A)−1x) det(λI −A).
For i = 1, . . . , k, wi is a left eigenvector for the eigenvalue λi, and it follows
that
w∗i (λI −A)−1 =
1
λ− λiw
∗
i .
Therefore, we have
1−w∗(λI −A)−1x = 1− w
∗
1x
λ− λ1 − · · · −
w∗kx
λ− λk
=
(λ− λ1)−w∗1x
λ− λ1
since x is perpendicular to w2, . . . ,wk. Hence,
det(λI − (A+ xw∗)) = (λ− (λ1 +w∗1x))(λ − λ2) · · · (λ− λn),
and the result follows.
We are now ready to prove that a single edge change of a complete dominance
graph results in a Hausdorff distance equal to the weight of that edge.
Theorem 3.7. Let Γ ∈ G be a complete dominance graph and let L be the graph
Laplacian of Γ. Let Γ˜ be obtained from Γ by adding or deleting an edge with
weight w and let L˜ be the graph Laplacian of Γ˜. Then,
hd(L, L˜) = w.
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Proof. Note that if Γ˜ is acyclic, then the result follows readily from Theorem 2.6.
Thus, we only need to consider edge additions that result in a cycle.
Without loss of generality, we assume that L is in its Frobenius normal form.
The eigenvalues of L satisfy
σ(L) = {n− 1, n− 2, . . . , 0} ,
with associated left eigenvectors w1,w2, . . . ,wn that correspond to the rows of
S−1 in (6).
For i = 2, . . . , n and j = 1, . . . , i− 1, the edge (i, j) with weight wij can be
added by the rank-one perturbation
wijei(wj + · · ·+wi−1)∗
Note that ei is perpendicular to wk for k = j, . . . , i−2. Therefore, Theorem 3.6
applies to the perturbed dominance graph Laplacian
L˜ = L+ wijei(wj + · · ·+wi−1)∗.
Since w∗i−1ei = 1, we have
σ(L˜) = {n− 1, . . . , n− (i− 1) + wij , . . . , 0} ,
and the result follows.
Note that the result in Theorem 3.7 can also be viewed in the context of
changing the weight of an existing edge. Finally, we prove a sharp upper bound
on the Hausdorff distance. To this end, we make use of the following famous
result due to Gersˇgorin [12].
Theorem 3.8. Let A = [aij ]
n
i,j=1 be a complex matrix and let
Ri(A) =
∑
j 6=i
|aij | , i = 1, . . . , n.
For i = 1, . . . , n, define the ith Gersˇgorin disk by
Gi(A) = {z ∈ C : |z − aii| ≤ Ri(A)} .
Then, the eigenvalues of A are in the union of the Gersˇgorin disks:
G(A) =
n⋃
i=1
Gi(A).
Theorem 3.9. Let Γ ∈ G be a complete dominance graph and let Γ˜ ∈ G be any
other graph with weights 0 ≤ w˜ij ≤ 1. Denote by L and L˜ the graph Laplacian
of Γ and Γ˜, respectively. Then,
hd(L, L˜) ≤ (n− 1).
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Proof. Let d˜+(i) denote the out-degree of the ith vertex of L˜. Then, the ith
Gersˇgorin disk of L˜ satisfies
Gi(L˜) =
{
z ∈ C :
∣∣∣z − d˜+(i)
∣∣∣ ≤ d˜+(i)
}
.
Since the weights of Γ˜ satisfy 0 ≤ w˜ij ≤ 1, it follows that k = ⌈d˜+(i)⌉ is an
integer between 1 and (n− 1). Then, by Corollary 2.7, k is the out-degree of a
vertex of Γ and is an eigenvalue of L. Also, the disk
Dk(k) = {z ∈ C : |z − k| ≤ k}
contains the ith Gersˇgorin disk of L˜. Therefore, svL(L˜) ≤ k ≤ (n− 1).
In addition, the eigenvalues of L˜ are guaranteed to be contained in the disk
centered at (n−1) with radius (n−1) since d˜+(i) ≤ (n−1), for i = 1, . . . , n. By
Corollary 2.7, (n− 1) is an eigenvalue of L and it follows that svL˜(L) ≤ (n− 1).
Since hd(L, L˜) is the maximum of svL(L˜) and svL˜(L), the result follows.
Note that the upper bound in Theorem 3.9 is attained for the empty graph.
3.3. Examples
In this section, we consider several structured digraph examples from [1].
These examples are used to illustrate whether or not a rankability measure
matches our intuition of well-rankable and ill-rankable graph data. For each
digraph, we compare specR with the rankability measure edgeR as defined in (1).
The results are displayed in Figure 3, and the digraphs are ordered from most
rankable to least rankable as determined by the measure specR.
Complete dominance Perturbed Dominance Perturbed Random C Nearly Disconnected
1
2
3
4
5
6
1
2
3
4
5
6
1
2
3
4
5
6
1
2
3
4
5
6
specR = 1.0000 specR = 0.9382 specR = 0.8202 specR = 0.6000
edgeR = 1.0000 edgeR = 0.9994 edgeR = 0.9987 edgeR = 0.9926
Random Cycle Completely Connected Empty
1
2
3
4
5
6
1
2
3
4
5
6
1
2
3
4
5
6
1
2
3
4
5
6
specR = 0.5891 specR = 0.3000 specR = 0.2000 specR = 0.0000
edgeR = 0.9900 edgeR = 0.9939 edgeR = 0.0000 edgeR = 0.0000.
Figure 3: Digraphs from [1] with binary weights.
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Note that the Perturbed Random C digraph was used in [1] to illustrate how
certain edge changes can improve rankability. In this particular example, the
edges (4, 2) and (6, 1) were added to the Random digraph. Moreover, for the
considered digraphs, the rankability measures specR and edgeR have a strong
correlation; in fact, the Spearman correlation coefficient between them is 0.92.
4. Rankability of Data Sets
In this section, we use specR to measure the rankability of several datasets
from the world of chess and college football. Also, we compare our rankabil-
ity measure with the sensitivity and backward predictability of Elo ratings.
All data sets and Python source code from this section are available online
at https://github.com/trcameron/specR.
We note that the Elo rating system was developed by Aarpad Elo in the
1950’s, it was adopted by the International Chess Federation in 1970, and since
then has been adapted to rate other sports such as football, basketball, and
soccer [17]. For our purposes, each player (team) will have an Elo rating of
e = 0 to start the tournament (season). Then, after a match (game) between
players (teams) i and j, we update player (team) i Elo rating as follows:
e
(new)
i = e
(old)
i + k(s− µ), (8)
where s = 1, s = 0, or s = 1/2 depending on if player (team) i wins, looses, or
ties, respectively. In addition, the parameter k = 40 for chess and k = 32 for
college football. Finally, we compute µ as follows:
µ =
1
1 + 10−d/ξ
,
where d = e
(old)
i −e(old)j , and ξ = 400 for chess and ξ = 1000 for college football.
4.1. Sinquefield Cup
The Sinquefield Cup is an invite only round-robin chess tournament that is
part of the Grand Chess Tour. The first edition was held in 2013 as a double
round-robin tournament comprised of 4 players; in 2014, it was a double round-
robin tournament with 6 players. Then, from 2015-2018, the Sinquefield cup
was a single round-robin tournament between 10 players. Most recently, in 2019,
the tournament was a single round-robin between 12 players.
For each year of the tournament, we have data that represents the outcome
of the individual matches of each round. We model this data as a digraph where
the edge (i, j) has weight wij equal to the winning percentage of player i over
player j, where draws are counted as a half win of player i over player j and a
half win of player j over player i. For each round, we use specR to measure the
rankability of this data; the results are shown in Figure 4.
Note that as the number of rounds increases the rankability also increases,
with the exception of the last round in 2014; this is expected since as the number
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Figure 4: Round by Round Rankability of Sinquefield Cup
of rounds increases so does the information about the players in the tournament.
In addition, note that the years 2013 and 2014 were significantly more rankable
than the remaining years. Moreover, both 2013 and 2014 have characteristics
that are indicative of being more rankable. For instance, in 2013 there was a
small pool of players and the final scorecard had uniformly distributed player
totals. Furthermore, in 2014, Fabiano Caruana won his first seven matches,
which was later noted as an “historical achievement” by fellow competitor Levon
Aronian. Also, note that Caruana drew his last three matches, which helps
explain the decrease in rankability at the end of 2014.
Conversely, the least rankable years are filled with point ties in the final
scorecard and there is no clear ranking of all the players. Specifically, in 2016,
there was a four-way tie for second place and in 2018 there was a three-way tie
for first place. Interestingly, the players tied for first decided to split the prize
rather than take part in a tiebreaker due to other playing obligations. Most
recently, in 2019, there was a rapid blitz playoff for first place between Magnus
Carlsen and Ding Liren who ended up winning.
In addition to measuring rankability, we computed the sensitivity of the Elo
ratings. In particular, given n players in the tournament, we denote the mth
round Elo ratings by
x(m) =
[
e
(m)
1 , . . . , e
(m)
n
]
,
where e
(m)
i is computed as described in (8). Then, for m > 1, we denote
by ym the correlation between x
(m) and x(m−1), which is measured using the
Spearman correlation coefficient. Finally, we define the Elo rating correlation
over the entire year by the weighted average
2
∑r
m=1(m− 1)ym
r(r − 1) ,
where r is the number of rounds that year. Essentially this weighted average
places a larger emphasis on later rounds. We record the rankability at the end
of the tournament and the yearly Elo rating correlation in Table 1.
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Year Rankability Rating Correlation
2013 0.7917 0.9600
2014 0.7500 0.9263
2015 0.6711 0.8537
2016 0.6067 0.8205
2017 0.6593 0.8675
2018 0.6389 0.9253
2019 0.6021 0.7875
Table 1: Elo Rating Correlation of SinquefieldCup
We have highlighted the rows with highest and lowest Elo rating correlation.
Note that these years also correspond to the highest and lowest rankability,
respectively. There is a near monotonic relationship between the rankability
and Elo rating correlation; the Spearman correlation coefficient between these
two variables is 0.86.
4.2. Big East Football
We continue our testing on data from the Big East (1995-2012) football
conference, which was a Division I collegiate football conference consisting of as
many as 8 universities. For each year, we model the games played week-by-week
as a digraph with binary weights where the edge (i, j) exists if team i beat team
j. For each week, we update every team’s Elo rating. Then, at the end of the
season we use specR to compute the rankability of the final digraph.
As with the Sinquefield Cup, we measure the sensitivity of the Elo ratings.
In addition, we compute the backward predictability of the final Elo ratings,
i.e., the percentage of games whose outcome is correctly determined by the Elo
ratings and home-field advantage [17]. The results are displayed in Table 2.
Year Rankability Rating Correlation Backward Predictability
1995 0.8571 0.9253 0.8929
1996 0.8571 0.9477 0.9286
1997 0.8149 0.8487 0.75
1998 0.8169 0.8835 0.8571
1999 0.8571 0.8945 0.8571
2000 0.8571 0.9183 0.9286
2001 0.8571 0.9397 0.9643
2002 0.8571 0.9525 0.9286
2003 0.8571 0.9075 0.8929
2004 0.6615 0.8077 0.7143
2005 0.8375 0.907 0.8571
2006 0.8049 0.9218 0.8214
2007 0.6841 0.7985 0.7143
2008 0.8049 0.8803 0.8214
2009 0.8571 0.9392 0.8929
2010 0.7082 0.8434 0.75
2011 0.7143 0.7312 0.75
2012 0.7143 0.8874 0.7143
Table 2: Elo Rating Correlation and Backward Predictability of Big East Football
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Note that the highest backward predictability corresponds with the highest
rankability and, on the other hand, the lowest rankability corresponds with the
lowest backward predictability. There is a near monotonic relationship between
the rankability and the Elo rating correlation and backward predictability, with
a corresponding Spearman correlation coefficient of 0.89 and 0.93, respectively.
Figure 5 displays the digraphs for years 2001 and 2007 of the Big East
football conference. Note that the nodes are labeled with respect to that team’s
Elo ranking. Moreover, these digraphs clearly illustrate characteristics that are
indicative of being more (2001) and less (2007) rankable.
In particular, note that in 2001 the best team won every game and the worst
team lost every game. In contrast, in 2007, the best team lost to the 6th best
team, and the worst team beat the 6th best team. Note that there is a cycle
between the worst team, 6th best team, and best team. In fact, there are 205
total cycles in the digraph for 2007 as computed by Johnson’s algorithm [15].
Finally, note that there is only one cycle in the 2001 digraph between the teams
that rate 5th, 4th, and 3rd.
1
2
3
45
6
7
8 1
2
3
45
6
7
8
Figure 5: Big East Football 2001 (left) and 2007 (right) Digraphs
5. Conclusion
The spectral characterization of acyclic digraphs and the spectral-degree
characterization of complete dominance graphs in Theorem 2.6 and Corollary 2.7,
respectively, lead to the rankability measure specR. This measure is cost-
effective and more widely applicable than the rankability measure in [1]. Our
measure is outlined in Algorithm 1, and we support the details of our algorithm
with several results regarding the Laplacian spectrum of complete dominance
graphs.
In particular, Corollary 3.4 implies that the Laplacian spectrum of complete
dominance graphs is well-conditioned. Furthermore, by Theorem 3.7, a single
edge change of a complete dominance graph results in a Hausdorff distance equal
to the weight of that edge. Finally, by Theorem 3.9, the Hausdorff distance
between the Laplacian spectrum of a complete dominance graph and any other
simple digraph on n vertices with weights between zero and one is bound above
by (n− 1).
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In Section 4, we use specR to analyze the rankability of datasets from the
world of chess and college football. Moreover, we demonstrate that specR has
a strong correlation with the sensitivity and backward predictability of Elo
ratings.
Since specR is founded upon a comparison to complete dominance graphs,
this measure struggles to give meaningful results for sparse data, i.e., data where
not all possible comparisons are explored. Future research includes generalizing
our measure, or the development of new measures, to allow for sparse data. In
particular, we are interested in investigating other graph properties that can be
used to help measure rankability, e.g., the algebraic connectivity as defined for
digraphs in [25].
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