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A B S T R A C T
Hazards aﬀect people regardless of their socioeconomic situation. This study proposes a computational method
for data analysis in terms of the number of social vulnerability variables and samples of the case study in the
Merapi proximal villages. For this purpose, the Self Organizing Map (SOM) is considered as an eﬀective
platform to identify the sites according to their similarity and to determine the most relevant variables to
characterize the social vulnerability in each cluster; while Social Vulnerability Index (SoVI) is used for
vulnerability index creation to measure the level of vulnerability. The dataset used for this analysis consisted of
12 variables, which represent the socioeconomic concepts, and collectively represent the situation of the study
area, based on ﬁeldwork conducted on September 2013. However, some of the variables employed in this study
might be more or less redundant. The results showed that quantiﬁcation and topographic errors presenting
degree of accuracy of the representative data samples arranged in hexagonal map units varied considerably
depending on the map size of the SOM. This indicated that some data samples require the removal of redundant
variables. When we investigated the relative importance of variables in the reduced dataset, the parameters
related to the number of migrate-in population (MOVEPPLIN) and the number of females (PRCTFEM) had the
most signiﬁcant impacts on the social vulnerability. From this study, we demonstrated that the SOM approach
provided reliable estimates of clustering and the most signiﬁcant variables, while SoVI works well in ensuring
that positive value indicates high vulnerability, and vice versa.
1. Introduction
Quantifying vulnerability is increasingly considered to be a sig-
niﬁcant component of eﬀective disaster risk reduction and building
resilience [3]. Vulnerability is the characteristics and circumstances of
a community, system or asset that make it susceptible to the damaging
eﬀects of a hazard [43]. In many parts of the world, natural hazard can
cause enormous calamity in multiple ways such as physical, psycholo-
gical and ﬁnancial that aﬀect people at all levels. The impact will be
harsher when it occurs to individuals or communities who already face
some drawbacks; for instance, children, the elderly, those in poverty,
migrants and people with disabilities. These people often lack re-
sources, and are hit hardest and longest in the environment of disaster
and emergencies, as well as considered socially vulnerable in the face of
disaster, whether it is due to their capacity to evacuate or contributing
to a slower recovery in the event of a disaster. Social vulnerability refers
to the characteristics of a person or group and their situation that
inﬂuence their capacity to anticipate, cope with, resist, or recover from
the impact of a hazard [50].
In this study, the villages proximal to Merapi volcano are consid-
ered in the analysis of social vulnerability. Although volcanic hazards
contribute just a small percentage to global losses, they have unique
characteristics that require particular consideration, as the eﬀects are
more complicated when the volcano is located in a densely populated
area. Due to rapid population growth and the inﬂuence of urbanization,
more than 500 million people worldwide are currently believed to be
exposed to the danger of volcanic hazards, since they live in the
proximity of active volcanoes [35,41]. It also implies that these people
are potential victims, in need of assistance and incapacitated [6]. In
order to emphasize the need for a social vulnerability assessment in
risk disaster management, research and practical usage of social
vulnerability has been explored recently, and has also become an issue
of concern by stakeholders as part of disaster risk reduction. One of the
methods that is widely used throughout the world to quantify the social
vulnerability in a range of hazards is the Social Vulnerability Index
(SoVI). SoVI was developed by Cutter et al. [9] at the University of
South Carolina, Hazards and Vulnerability Research Institute (HVRI),
and is used to examine the social vulnerability of US counties to
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environmental hazards. The index is a comparative metric, and
provides a snapshot of an area's relative social vulnerability among
counties, graphically illustrating the geographic variation in social
vulnerability. Boruﬀ and Cutter [5] applied SoVI to small island
developing states, i.e. Saint Vincent and Barbados among the
Caribbean nations, to determine which island has a greater level of
vulnerability, identifying the vulnerable populations and where they
reside. Geographic discrepancies in social vulnerability highlight the
need for diﬀerent mitigation, post response and recovery actions.
Looking at the situation of Hurricane Katrina, coupled with residencies
in high risk areas, we can see that diﬀerential vulnerabilities lead to
catastrophic results; and SoVI helps us to understand the dissimila-
rities in the ability to adequately respond to and rebound from this
disaster, both spatially and temporally [12]. The work of Amos and
Gavris [2] suggests adjustment sensitivity by investigating more the
quantitative approach and clariﬁcation of the conceptual explanation of
the social component, by comparing SoVI with their method called
spatial multi-criteria analysis (SEVI model) as a case study in
Bucharest, Romania. The survey is a valuable tool for policy makers
and practitioners. However, SoVI is a complex method that requires
specialized knowledge and statistical expertise to implement.
There are few studies that have been done on vulnerability
assessment for Merapi volcano. Utami [44] has conducted works using
SoVI to quantify social vulnerability index in the village areas. A similar
previous study was conducted in Merapi proximal hamlets by using the
method of SoVI to measure the socially created vulnerability of the
people, to reveal information about the distribution and causes of social
vulnerability [26]. Sagala [31] has been carried out an assessment to
measure social resilience of a society by using a method of Structural
Equation Model (SEM). A mapping cultural vulnerability for holistic
risk assessment by using GIS has been conducted by Donovan [11].
None of these works using a SOM approach. Beside the use of SoVI
approach, this paper also attempts to propose the use of SOM approach
to conduct the social vulnerability assessment.
SoVI utilized a factor analysis with Principal Component Analysis
(PCA) for factor extraction [34,37,40]. This approach includes selecting
a set of variables, preparing a correlation matrix, extracting a set of
components of the correlation matrix, determining the number of
components to extract based on Kaiser's criterion, rotating the
components to increase its interpretability, and interpreting the
results. In order of index creation, SoVI works well in ensuring positive
values indicate high vulnerability and vice versa. However, in the early
stage, the unit of analysis of this work was on hamlet level, where the
availability of statistical data was limited. In the early process of this
work, some drawbacks were found in SoVI, i.e. the initial dataset
proved invalid for missing data; also, as the number of cases is less
than the number of variables, PCA would not produce reliable results.
This similar drawback was also found in Utami [44]. Sometimes, the
data are just unavailable, and it is diﬃcult to analyze a dataset that has
some gaps or incomplete data. Due to those reasons, then village level
was chosen as unit analysis, instead of hamlet level since data
availability for village level is relatively complete than smaller level
(hamlet). SOM is able to deal with any data size, including missing
data, but the majority should be there [45]. Other than obtaining a
social vulnerability index, it would be better if the analysis was
equipped with a more comprehensive understanding on which variable
of social vulnerability makes the sites diﬀerent from neighboring sites,
what the dependencies are between variables in the sites, and also how
the sites are clustered according to their similarities and dissimilarities
based on existing variables. For these reasons, SOM is applied to
analyze the data set. This study is also important, particularly for
stakeholders, as decision makers in planning and preparing priority
from the perspective of time and resources in related hazard and
emergencies. SOM is also well-known as a widely used neural network
for clustering problems and a data exploration model based on
unsupervised learning [23]. It provides a mapping from high dimen-
sional data to a lower dimensional. The SOM depicts the result of a
vector quantization algorithm that places a number of reference or
codebook vectors into a high-dimensional input data space to approx-
imate to its data sets in an ordered pattern [19–22]. This ordered grid
can be used as a convenient visualization surface for showing diﬀerent
features of the data set; for example, the cluster structure [46]. The
beneﬁt of applying this SOM cluster method is that the computational
load decreases considerably, especially for larger data sets, and allows
several diﬀerent preprocessing strategies to be considered in a limited
time [45]. However, studying the interface between the natural
environment and human activities has not proved easy, and much of
the history of geography has consisted of successful and unsuccessful
attempts to devise frameworks in which the theme may be brought into
focus [8]. Speciﬁcally, the objective of this study is to apply the SOM for
social vulnerability analysis of the Merapi volcanic hazard at the
villages area, to investigate the relationship between variables, to
identify the sites according to their similarity and ﬁnd the most
relevant variables to characterize the social vulnerability, and ulti-
mately to propose an approach that may be used to minimize the time
and resources, since the SOM algorithm is very eﬃcient in handling the
large data sets which can be considered for further investigation in the
future.
2. Data and methods
2.1. Case study areas description and the data
The selected case study area is located in the administrative region
of Sleman Regency, Yogyakarta, Indonesia, which has been exposed to
the danger of Merapi volcano for decades. This volcano is resided in
densely populated areas. It is very close to the city of Yogyakarta, and
thousands of people live on the ﬂanks of the volcano, with villages as
high as 1700 m above sea level.
Merapi has high volcanic activity, and is the most active of the at
least 129 active volcanoes in Indonesia. Located on Java Island, it has
been responsible for thousands of deaths in the region. The most
common hazards following a volcanic eruption in Indonesia are lava
ﬂows, volcanic blocks and bombs, pyroclastic ﬂows, lahars and ash
plumes, which also commonly occur in Merapi volcano [38]. Since AD
1000, Merapi has erupted more than 80 times. Merapi's eruption in
2010 was in VEI 4 and it was the biggest compared with ﬁve previous
eruptions (1994, 1997, 1998, 2001, 2006), causing the death of
approximately 400 people. Following a large eruption in 2010, the
government extended the exclusion zone up to 20 km. Merapi's
eruption in 2010 caused severe damages and a high number of victims
in Cangkringan District.
Initially, this study wants to analyze the social vulnerability in the
level of hamlets, since a village may be located at several hazard zones
[32]. Unfortunately, statistical database was found incomplete and
often unavailable for smaller level (i.e. household, individual, and
hamlet). For hamlet level, it is required to contact local oﬃces, or ﬁeld
trip; however, it was often diﬃcult to obtain those statistical data on
smaller level due to limitations of the study in the perspectives of time
and resources. Thus, it was decided that the case study areas in this
study consists of the villages from the 7 districts of Pakem,
Cangkringan, Turi, Tempel, Ngaglik, Ngemplak and Kalasan.
According to Contingency Plan 2009 of Sleman District, Sleman
region consists of 17 Districts, and 86 villages. A total of 4 Districts are
prone to Merapi eruption, such as Pakem, Cangkringan, Turi and
Tempel, while disaster prone areas of ﬂood due to lahar are Pakem,
Cangkringan, Turi, Tempel, Ngaglik, Ngemplak and Kalasan.
According to Fig. 1, the focus of this study is the villages situated
within the radius of 25 km from the summit. The 37 selected villages
collected from 7 districts in the Merapi proximal sites will be further
analyzed using SOM and SoVI to obtain a better understanding of the
social vulnerability assessment. The case study areas involved in
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Hazard Zone (KRB) III, II, and I. Hazard Zone (KRB) III are often
pounded by hot clouds, lava ﬂows (avalanches / burst of incandescent
material), toxic gases. Hazard Zone (KRB) II is potentially pounded by
hot clouds, toxic gases, rock avalanches (incandescent) and lahar ﬂows.
Hazard Zone (KRB) I is areas that are prone to lahar/ﬂood and possible
expansion of the hot clouds.
The data used in this analysis were extracted from the District in
Figures of Sleman Regency [10], and Indonesian Disaster Data and
Information [16]. The importance of using high quality data cannot be
overstated, so it is necessary to obtain data from reputable sources.
2.2. Methodology of SOM and SoVI in social vulnerability assessment
2.2.1. Data analysis using SOM
This study considers the use of SOM, which is trained using an
unsupervised algorithm of an artiﬁcial neural network model [19].
According to Lien and Chen [27], the SOM algorithm can be described
as follows:
x x xX = [ , , …, ]M T1 2 (1)
The input layer is an array of M neurons. The output layer includes
the output neurons u j N, = 1,2,…,j , which are typically organized in a
2D lattice. The weights from input layer neuron to the output layer
neuron are w i M j N= 1,2,…, , = 1,2,…, .ij, The weight vector of each
neuron has the same dimensions as the input pattern, denoted as
W w w w j N=[ , , …, ] , =1, 2, …,j j j Mj T1 2 (2)
The training process begins with all weights initialized to a small
random numbers. The SOM computes a similarly distance measure
between the input vector X and the weight vectorWj of each neuron uj.
The Euclidean distance dj between the weight vector Wj and input
vector X is frequently used as the similarity measurement, where …
means the Euclidean distance.
∑d X W x w= − = ( − )j j
i
M
i ij
=1
2
(3)
This study utilized a SOM toolbox built in a MATLAB computation
environment, which is available at http://www.cis.hut.ﬁ/projects/
somtoolbox/. A direct result of the SOM algorithm is the distribution
of the samples on the SOM topological map, as illustrated in Fig. 2.
Conceptually, dark zones correspond to neurons that are likely to be
clustered together based on the multidimensional information they
were trained with. Each cell unit at this stage, a cluster and the SOM
training procedure constitutes a clustering method, clustering the
samples in cells and similar cells together. The density or cluster
Fig. 1. Location of the study area in the Merapi proximal villages, the administrative region in Sleman Regency, Yogyakarta-Indonesia..
Fig. 2. U-Matrix shows the SOM data set with shades of gray showing the topological
coordinate of the hexagon itself, as well as the diﬀerence between two hexagons.
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structure of the data can be visualized using the so-called U-matrix
[42]. The SOM provides a map display, on which the map units are
located as a lattice. The U-matrix complements the SOM. With it, the
density of the data (i.e. the clusters) can be visualized as shades of gray
on top of the SOM display. SOM is used to classify the samples such
that similar sites with close variables/components values are organized
as neighbors on a map.
To analyze the contribution of input variables, each variable and the
connection weight of its associated descriptor is calculated for each
virtual vector during the training process, resulting in the grayscale
gradient on the SOM map. To further investigate the relationship
between input variables and ﬁnd meaningful patterns of their values in
combination which result in ﬁgures that calculate similarity matrix and
projection, the function of orders shows the SOM component planes
was carried out. Component planes are projections of a single dimen-
sion of the codebook. By plotting the component planes, all informa-
tion about the codebook vectors is revealed.
To facilitate a quantitative analysis of the map and data, similar
units need to be grouped via a clustering method [47]. The aim of
clustering is to determine subsets (groups) of objects in a dataset that
are similar. However, to provide unique clustering and sensible
partitioning of the data, there are two main ways in data clustering
i.e. hierarchical agglomerative clustering and partitive clustering using
k-means. In agglomerative clustering this can be obtained from the
clustering tree (dendrogram). The visualization of a dendrogram can be
utilized in the interpretation of data structure and determination of the
number of clusters by cutting the dendrogram in certain level. K-means
tries to ﬁnd a spherical cluster, as denoted by
∑ ∑ x cE = −
k
C
x Q
k
=1 ∈
2
k (4)
Where C is the number of clusters, and ck is the center of cluster k. To
minimize with the best clustering the Davies-Bouldin clustering index
is used, which uses Sc for within-cluster distance and dce for between
clusters distance, and thus according to Davies-Bouldin validity index,
the best clustering minimizes by
⎧⎨⎩
⎫⎬⎭∑C
max
l k
S Q S Q
d Q Q
1
≠
( ) + ( )
( )k
C
c k c
ce k l=1
1
, (5)
The Davies-Bouldin index is suitable for evaluation k-means
partitioning because it gives low values, indicating good clustering
results.
2.2.2. Social vulnerability index (SoVI): principal component
analysis (PCA)
The index construction runs Statistical Package for Social Science
(SPSS) to process the data set and uses the Principle Component
Analysis (PCA) to reduce correlated variables into several uncorrelated
appropriate components using varimax rotation and the eigenvalues
greater than 1. The component which has eigenvalues greater than 1
will be extracted, and then used to measure the social vulnerability of
each village. The steps can be explained in the following sections.
To create the indexes, each variable has to be standardized before
they can all be aggregated. This standardization should be taken
because of the value and unit of the raw data of each variable has
diﬀerent scale over another. Standardization brings all of the variables
into proportion with one another. In the context of social science,
standardization often means the process of establishing standards of
various kinds and improving eﬃciency to handle people, their interac-
tions, cases, and so forth. Through standardize, the coeﬃcients
associated with each variable will scale appropriately to adjust for the
disparity in the variable sizes. The coeﬃcients will reﬂect meaningful
relative activity between each variable.
Z-scores are expressed in terms of standard deviations from their
means. As a result, these z-scores have a distribution with a mean of 0
and a standard deviation of 1. The formula for calculating the standard
score is given below:
z X μ
σ
= −
(6)
where μ is a mean, X is score, and σ is standard deviation. The value of
z is positive when the value is greater than the mean, and is negative
when the value is less than the mean.
For the Kaiser-Meyer-Olkin Measure of Sampling Adequacy (KMO-
MSA) tests, the partial correlation among variables is small. KMO's
statistic Kaiser [17] recommends a bare minimum of 0.5, and that
values between 0.5 and 0.7 are mediocre, values between 0.7 and 0.8
are good, values between 0.8 and 0.9 are great and values above 0.9 are
superb [14]. The KMO's equation is
KMO
r
r a
=
∑ ∑
∑ ∑ + ∑ ∑
i i k ik
i i k ik i i k ik
≠
2
≠
2
≠
2
(7)
where rik is the coeﬃcient of simple correlation between variable ith and
kth, and aik is coeﬃcient of partial correlation between variable ith and
kth.
Bartlett's test of sphericity measure tests the null hypothesis that
the original correlation matrix is an identity matrix. A signiﬁcant test
tells us that the R-matrix is not an identity matrix; therefore, there is
some relationship between the variables we hope to include in the
analysis. Bartlett's test is highly signiﬁcant if p < 0.001. The Bartlett's
equation is given below,
⎡
⎣⎢
⎤
⎦⎥X N
p ln R=− ( −1)− (2 +5)
6
2
(8)
where N is the amount of observation, p is the amount of social
vulnerability variable and R is determinant matrix correlation.
The next step is to determine the number of factors that should be
included in the factor solution. To extract the components, the
principal component method is used to form uncorrelated linear
combinations of the observed variables. The ﬁrst extracted component
has the maximum variance followed by the several extracted compo-
nents with smaller variances. Because each consecutive component is
deﬁned to maximize the variability that is not captured by the
preceding component, consecutive components are independent of
each other [36]. Eigenvalues represent variance and because the
variance that each standardized variable contributes to a principal
component extraction is 1, a component with an eigenvalue less than 1
is not important as an observed variable [39]. An extraction procedure
is usually accompanied by rotation to improve the interpretability and
scientiﬁc utility of the solution. The varimax rotation method max-
imizes high correlations between component and variables and mini-
mizes the low ones [39]. The purpose of rotation is to achieve a simple
structure in which each factor has large loadings in absolute value for
only some of the variables, making it easier to identify [30]. Formally,
varimax searches for a rotation of the original factors such that the
variance of the loadings is maximized, which amounts to maximizing
∑ q qV = ( − )j l j l,2 ,−2 2 (9)
with qj l,2 being the squared loading of the j
th variable on the l factor, and
qj l,−2 being the mean of the squared loadings.
2.2.3. Social vulnerability variables, concepts and rationale
There are four main approaches to assess social vulnerability
described in the literature, i.e. demographic, taxonomic, situational,
and contextual [49]. Demographic approach is the most straightfor-
ward approach, which gives limited detail about population as well. In
practice, the choice of how to approach social vulnerability is dictated
by available data. Conformance with the data availability and advan-
tages to decision making, the taxonomic approach become known as
the auspicious approach for organizations with authorization that
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contain enormous number of individuals or communities. As imple-
mented in SoVI, taxonomic approach allows for the identiﬁcation of
sites with both the highest rates of social vulnerability, and the areas
with the highest numbers of socially vulnerable. On the other hand, the
situational found in Sanderson [33] “household livelihood security
(HLS)” and Blaikie et al. [4] “access model”, where this approach is
useful for long term reduction of social vulnerability, but it relies on
data that are not readily available and require large cost to collect for
large population. In contextual approach, the concept focuses on shift
from individuals or communities characteristic in the struggle for
resources that are allocated politically. This approach lies its roots in
the situational approach; however, the main diﬀerence is that the
community deﬁnes their own vulnerabilities, capabilities, and they
decide what risk are acceptable to them and which not, that forces them
to be aware of and to discuss their strengths, weaknesses and needs
[1,48]. Considering the beneﬁt provided in taxonomic approach, we
used this approach to deﬁne the social vulnerability.
Indicators or variables are commonly utilized to assess vulnerabil-
ity, highlighting the predisposition of the people and system towards
certain risk. The choice of social vulnerability variables captured here
were obtained based on interviews to local people and stakeholders to
help deﬁne social vulnerability variables by conducting ﬁeldwork,
which consisted of one and a half weeks during September 2 – 11,
2013. The ages of interviewees ranged from twenties to sixties, and the
interviewees had diverse backgrounds and experiences in terms of
status in the community, socio-economic status, educational back-
ground, religion, and gender. The information from local stakeholders
was also considered to help deﬁne the social vulnerability variables.
In total 13 interviews were undertaken to the people in the villages
of study, and 8 interviews from the stakeholders. For indigenous
people, interviews conducted by home to home interviews process,
with random ages and background to capture the answer vary. Also, the
interviews talk about the experiences on Merapi eruption before and
after 2010, as well as experience in the shelters. The topic of interviews
covered the proximity to the volcano; disability (blind, deaf, etc.);
dependants people; occupation (especially farmer, mining); health (i.e.
respiratory problem); poverty (high and low income), transport,
education (high and low education level); house (type of house, poorly
built); gender; age; and the familiarity with words, deﬁnition, vulner-
able area/group. However, due to data availability issues, some
variables based interviews were excluded.
In most societies due to gender speciﬁc responsibilities, constraints
and limited access to resources, females tend to suﬀer disproportio-
nately in every stage of disaster response [29,50] and their mortality
rates have been found to be higher in disasters [15,25], especially in
lower income countries [13]. Although, the distance of people houses
and summit of Merapi is close (i.e. 5 km), the females often choose to
stay with their parents and family because the responsibility to take
care of. Morrow [29] expresses that most people experience disasters as
a member of households. Most households consist of families, which
indicate some degree of resource sharing. Households in poverty as
well as in unemployment have insuﬃcient ﬁnancial resources before
and during emergencies, and also in the aftermath. In the case of
Merapi, often they have not enough resources (i.e. money) during stay
in the shelter (evacuation places). As the statistical data is only
available for unemployment, so this variable is included in the analysis.
There are several reasons that cause the number of population due
to migrate-in is increasing. Sleman Regency has some potential values
as the main attraction, for instance, as a cultural destination, avail-
ability of jobs ﬁeld, business property, also some leading universities
located in this area as the main target of students. Hazardous Merapi
volcanic activity will continue to occur in the Sleman Regency and
neighboring, due to the rising populations, development pressures, and
risk to life and property through exposure to volcano hazards continue
to increase. Also, communities with a number of new residents
(migrants) may lack a connection to the larger community and may
hesitate or be afraid to seek outside assistance for a variety of reasons.
The young, the elderly and the disabled are always at greater risk
throughout the disaster response process. During the interview, some
people mentioned that people with less education sometimes found
diﬃcult to understand the socialization from local government, or even
ignore the instructions. Education as a personal resource signiﬁcantly
inﬂuences the resiliency of a household, as a lower education con-
strains the ability to access and understand warning information. Most
of people also said that they were lack of transportation of their own,
since they need quick access during evacuation. A poor neighborhood
with a number of vehicles without engines leads to a lack of access to
transport to heed evacuation warnings, and also has limited access to
relief-supply centers [28].
Regarding the limitations in this study due to data availability, time,
and resources, thus as shown in Table 1, the variables used in this
social vulnerability analysis are completely constructed from 12 vari-
ables, which collectively represent the local situation of the study area,
based on ﬁeldwork in September of 2013.
Table 1
Social vulnerability variables, concept and rationale.
Label Vulnerability
variables
Concept of
vulnerability
Vulnerability
rationale
PRCTFEM Number of
females
population
Gender Correlated with lack
of resources, having
responsibility to take
care their parents/
family
BBTDLR Number of babies
and toddlers
Age Young age and the
elderly may require
more assistance
during a hazard event
UNDER14 Number under 14
years old
Age
ELDRY Number over 60
years old
Age
UNEMPLY Unemployment Employment loss Contributing to a
slower recovery from
disaster
POPDNSTY Population
density
Rural / urban High population will
increase the social
vulnerability.
Hazardous Merapi
volcanic activity will
continue to occur, due
to the rising
populations,
development
pressures, and risk to
life and property
through exposure to
volcano hazards
continue to increase.
MOVEPPLIN Number of
migrate-in
Rural / urban
MIDSCHL Number of people
with middle
school education
or lower
Education Lower education
constrains the ability
to understand
warning information
and access to recovery
information
DISBLD Disable people
(blind, deaf,
physical
handicapped,
sick, double)
Disability Require additional
support and
assistance in coping
with the hazard
impacts
VEHCNNMT Number of non-
motorized
(without engine)
vehicles
Transport Lack of mobility
FAMNUMB Number (size) of
families or
households
Household Large family number
(size) will increase the
social vulnerability
HEALTHFAC Number of health
facilities
Health services May be needed during
emergencies and
recovery
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2.2.4. Eﬀective map size
Like most artiﬁcial neural networks, at the beginning a map is built
during the training process. In this study, all simulations were
conducted using a two-dimensional hexagonal SOM with a hexagonal
neighborhood structure. The default number of rows and columns in
the SOM can be calculated using heuristics ≈5√n, where n is the total
number of data samples. We use two ways to estimate the quality
indexes to evaluate the training performance of SOM algorithms, i.e.
quantization error (Qe) and topographic error (Te). Qe measures the
average distance between each data vector and its Best Matching Unit
(BMU). The smaller the value of Qe, the better the algorithm. Te
indicates how well the SOM maintains the topology of the studied data
set [18]. A small value for Te is more desirable. Although the increase
of size guarantees a smaller error (good quantization of data set), it is
not always desirable since redundant or less signiﬁcant neurons are
also increased in parallel [24]. So, after a series of experiments as
shown in Fig. 3, it was found that size of the map [8, 4] with Qe 0.245
and Te 0.000 gives quite good results representation.
2.2.5. Eﬀective sample size by reducing redundant variables via
correlation coeﬃcient
Section 2.2.5 ~ 2.2.6 illustrates a method of how we reduce the
redundant variables. The goal of sample size (dimension) reduction is
to ﬁnd a simpliﬁed representation of the original data without losing
much information. In this study, the reduction is considered as
reduction of the number features representing the data item; from m
items in the original data to n items in the reduced data, for n < m.
The relationship between variables is analyzed and the visualization
can be seen in the component planes SOM map, as shown in Fig. 4a, b
and c. In those ﬁgures, the variation of the input vectors corresponding
to the variables of interest is displayed by the indexed colors in the
map. The dark areas represent a high contribution value of variable
density in their given scale bar, and the light ones exhibit low values.
The values indicate estimated abundances of variables which denor-
malized from weight vectors based on the minimum and maximum
values of each variable deﬁned in the input data set.
The process of redundancy variables utilizing correlation coeﬃcient
is divided into two steps, and each step has a diﬀerent size of variables
due to the eﬀects of size reduction in the data set in order to investigate
the eﬀective sample size. The correlation coeﬃcient ranges in value
from −1.00 to +1.00. The closer the magnitude is to 1.00, the stronger
the relationship. This means that as values of one variable increase (or
decrease), there is a perfectly predictable increase (or decrease) in
other values of variables. A negative relationship means as values of
one variable increase, the values of the other variable tend to decrease
in a predictable manner. A correlation coeﬃcient of 0.00 means that
there is no relationship between two variables; or in other words, as
one variable increases or decreases, it is less possible to tell exactly
about what happens to the other variable.
Table 2 summarizes the two steps which contain a number of
variables in each step, as well as the value of Qe and Te respectively.
Step 1 is constructed with all 12 variables. According to the component
planes visualization as shown in Fig. 4a, each variable displays a high
gradient distribution in diﬀerent ways, although some variables
showed bi- or multi-modal distribution patterns. Appendix A – Step
1 shows the correlation coeﬃcient for the input variables. The
coeﬃcient numbers with bold black fonts are for highly correlated
variables (strong positive correlation), i.e. PRCTFEM, BBTDLR,
UNDER 14, ELDRY, UNEMPLY, MOVEPPLIN, MIDSCHL,
FAMNUMB, HEALTHFAC. It is decided that ELDRY from the in-
dependent variables can be selected to be analyzed again along with
other remaining variables.
Step 2 is constructed with 4 variables. According to the component
planes visualization, which is shown in Fig. 4b, each variable has
diﬀerent distribution patterns. It is shown in Appendix A – Step 2 that
the coeﬃcient numbers of those variables do not show any strong
positive correlation. Then, it is decided that all these variables are
selected as eﬀective sample size according to the correlation coeﬃcient
method. The selected variables in Step 2 will be trained further using
SOM and the results will be compared to the selected variables using
the relative importance of SOM.
2.2.6. Eﬀective sample size by reducing redundant variable via
relative important pie charts of SOM
In this section, SOM can be considered as an alternative for
dimension reduction through unsupervised learning in a 2D lattice
map and the data space [7]. The reduction of redundant variablesis
performed utilizing the SOM relative importance pie charts. In order to
show the real distribution of the decisions on the map, ‘hits’ is added on
the U-Matrix. Fig. 5b shows a pie chart for the 12 variables in the map
units, in which the relative importance of each parameter is described
by the diﬀerent size and color of the charts. The relative size of the
charts is determined based on Euclidean distance of a particular
neuron normalized by the maximum distance.
The number of neurons in U-Matrix (Fig. 5a) is bigger than in
Fig. 5b because it includes additional neurons that are obtained from
the distance between adjacent units. Since the parameter importance
was found to largely be responsible for the recommended borders [47],
here we evaluated the contribution of individual variables to the
formation of the boundaries of the four largest pies, as indicated by
the black squares (Fig. 5b). Fig. 5c shows the signiﬁcance of variables in
terms of the relative contributions of individual variables, and accord-
ing to this ﬁgure, the four top variables are selected. Those variables are
POPDNSTY, ELDRY, MOVEPPLIN, and PRCTFEM.
Finally, in order to select an eﬀective sample size, a comparison
among visualizations was made as shown in Fig. 6 and Fig. 7. The one
which has similarity with the original data 12 variables visualization
will be taken as the selected eﬀective sample size. For further
investigation, the map needs to be partitioned using the k-means
clustering function to ﬁnd initial partitioning. The Davies-Bouldin (DB)
clustering index, which is minimized with best clustering, shows that
DB index was recorded as 0.57 with k=3 as the lowest value among
series of clusters; this is the dotted line in Figs. 6b, 6d, and 6f, which
allow us to classify the SOM map units into diﬀerent subgroups as
shown with Roman numerals. The dendrogram of the hierarchical
cluster analysis uses Ward's linkage method with Euclidean distance
measure, and the smallest branches are the SOM units. The numbers of
the unit were not presented due to the narrow space. The numbers in
Figs. 6a, 6c, and 6e represent the data density or the number of
samples assigned to each SOM unit (neuron). Sample names (village
names) were not given in the SOM units because of limited space. As
we can see, Fig. 6e has quite a similar pattern to Fig. 6a, as does Fig. 7c
to Fig. 7a. It is clear that the selected 4 variables via SOM relative
important pie charts are the eﬀective sample size compared to the
selected 4 variables using correlative coeﬃcient, since it is has
similarity with the original data. The selected 4 variables via SOM
relative importance pie charts will be analyzed further in order to
Fig. 3. Map size variance for the selection of eﬀective map size with its Qe and Te
respectively.
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understand the sites identiﬁcation and the dominant inﬂuence of input
variables in each cluster. The descriptions are explained in Section 3
below.
3. Results
3.1. Sites identiﬁcation and the dominant inﬂuence of variables
In order to perform sites identiﬁcation and measure the dominant
inﬂuence of variables; the selected 4 variables via SOM relative
importance pie charts was taken by utilizing the identical procedure
employed in the previous analysis. SOM is used to classify the samples
such that similar sites with close variables/components values are
organized as neighbors on a map, as shown in Fig. 8, which used a
hexagonal map structure with the distribution of labels (the name of
villages).
To show the real distribution of the decisions on the map, ‘hits’ is
added on U-Matrix, as shown in Fig. 9a. The seven districts in Merapi
proximal sites are indicated by yellow, magenta, cyan, red, green, blue,
and white colors, that are overlaid in the U-Matrix. Using the hits, it is
possible to detect the spatial diﬀerence on the distribution of the data
set map, and parameters or variables aﬀecting the diﬀerence are clearly
described, as seen in Fig. 11c. In order to determine which variables
dominantly characterize the social vulnerability, an investigation on the
eﬀect of individual variables was performed based on the borders
selection criteria, as shown in Fig. 9b (solid black rectangle line) that
shows a pie chart for the 4 variables in the map units, in which the
relative importance of each parameter is described by the diﬀerent size
and color of the charts. These are then ranked in order of importance
(Fig. 9c). However, the number of migrate-in (MOVEPPLIN) is the
most dominant variable that inﬂuences the high population density and
increases social vulnerability, followed by the number of females
(PRCTFEM). Communities with a number of new residents (migrants)
may lack connection to the larger community and may hesitate or be
afraid to seek outside assistance for a variety of reasons. In most
societies, due to gender-speciﬁc responsibilities, constraints and lim-
ited access to resources, females tend to suﬀer disproportionately in
every stage of disaster response and their mortality rates have been
found to be higher in disasters, especially in lower income countries.
However, identiﬁcation of dominant variables on each cluster needs
to be further investigated to obtain a better understanding of what
speciﬁc variables play an important role in inﬂuencing social vulner-
ability. Fig. 10 shows the variables contribution in each cluster, and
from here we can identify which are the dominant variable(s) in each
cluster, while Fig. 11 provides an index level to show high to low
socially vulnerable. The majority of villages grouped as Cluster I
consists of 28 villages, with number of elderly (ELDRY) 35.03% as
the most dominant variable. This cluster could be conditionally related
to the number of elderly people as the most dominant social vulner-
ability variable. The Merapi eruption of 2010 caused severe damages
and a high number of victims in the Cangkringan District, the area
involved in Cluster I. Cangkringan District is crossed by Gendol River,
Fig. 4 Amap drawn for each social vulnerability variable to deﬁne their contribution to building the site map: a) Step 1 – visualization of component planes with
12 variables, b) Step 2 – visualization of component planes with 4 variables.
Table 2
The number of variables in each step with Qe and Te.
Step Variables Map size Final
quantization
error (Qe)
Final
topographic
error (Te)
1 (12 variables) PRCTFEM,
BBTDLR, UNDER14,
[8, 4] 0.245 0.000
ELDRY, UNEMPLY,
POPDNSTY,
MOVEPPLIN,
MIDSCHL, DISBLD,
VEHCNNMT,
FAMNUMB,
HEALTHFAC
2 (4 variables) ELDRY,
POPDNSTY, DISBLD,
VEHCNNMT
[8, 4] 0.147 0.000
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which was inundated by about 35% of the 130 million m³ of volcanic
materials generated during the Merapi eruption of 2010, which mainly
aﬀected Gendol River in SE slope and other rivers that disgorge on the
slope of Merapi. The high number of victims in Cangkringan District
was due to the fact that some people did not want to be evacuated as a
result of mystical local beliefs. Cluster II included 4 villages where
population density (POPDNSTY) 26.95% is the most signiﬁcant vari-
able, and Cluster III consists of 5 villages, with the number of migrate-
in (MOVEPPLIN) 28.34% as the dominant variable. In addition,
Section 3.2 will highlight the social vulnerability index to obtain a
better understanding of which village is highly vulnerable or less
vulnerable.
3.2. Social vulnerability index
According to Appendix B, the test with KMO value of 0.679, the
determinant of 0.06, and the signiﬁcance value of the test (Sig.) is
0.000, which conﬁrms that the use of PCA for the data set is
appropriate. Referring to Appendix C (noticed the values with “a”), as
for MSA, it is recommended to accept any value greater than 0.5 as
acceptable [14]. Only those with eigenvalues > 1 (Kaiser criterion)
which need to be considered as factors that had eigenvalues < 1 can be
said to be not signiﬁcant. As shown in Appendix D (initial solution and
scree plot), it suggests extracting only one factor. There are number of
indications that support a one factor solution, i.e. in the Total Variance
Explained table, only one factor recorded an eigenvalue above 1. An
eigenvalue represents the amount of variance accounted for by a factor.
Variance factor is formed of the % of Variance on Extraction Sums of
Squared Loadings. There are 4 variables included with each variable
having variance 1, and the total variance is 4 (4 variables × 1 variance).
Thus, 4 variables are summarized into one factor with each variance
that can be explained as follows:
Variance Factor Tot Extraction Sums of Square Loadings1 = .
4
× 100%
= 3. 002
4
× 100% = 75. 042%
Also, the scree plot showed a change in the slope of the line between
the ﬁrst and the second factors. Only the ﬁrst eigenvalue (3.002) was
larger than others, as well as inspection of the Component Matrix table.
Thus, the ﬁndings clearly suggest extracting just one factor. The next
step is to derive the component used to construct a social vulnerability
index for each village. Referring to Appendix E, there is only one
component in the solution in which the rotated component matrix is
not computed, and the pattern of loadings is based on the component
matrix. The component score is used to create an index score as shown
in Table 3 below, and Fig. 11 shows the index mapping. The score is
classiﬁed into levels ranging from < −1.5 indicating low social vulner-
ability to > +1.5 indicating high social vulnerability.
The ﬁndings are that highly socially vulnerable people do not
necessarily reside within Hazard Zone III, taking the example of
Purwomartani Village in Kalasan District from Cluster III which is
within Hazard Zone I and had an index of 3.09, and thus is categorized
as the highest socially vulnerable; while the least vulnerable is from
Cluster I with index −1.17 located in Kepuharjo Village in Cangkringan
district as well as categorized in Hazard Zone III. For a cluster that had
a high value on MOVEPPLIN and PRCTFEM as the signiﬁcant
variables (refers to Fig. 9c and Fig. 10), it was also identiﬁed as the
most vulnerable (high index), and in this case was villages involved in
Cluster III.
4. Conclusions
There is much current work in the disaster risk reduction ﬁeld
which emphasizes assessment and reduction of vulnerability.
Vulnerability assessment is one of the priorities as part of the Hyogo
Framework for Action. This paper provides the application of a SOM to
analyze social vulnerability to recognize the resilience within sites, yet
it is still a challenging task. The use of SOM is considered to examine
the data set of Merapi proximal villages in order to understand social
vulnerability assessment in disaster risk management. This study
attempts to highlight important insights to decide the eﬀective data
dimension of the cluster village, identify which social vulnerability
variables make the cluster diﬀerent from neighboring clusters, and
illustrate the dependencies between variables in the clusters. Thus, we
can recognize the characteristic of social vulnerability among sites. The
Fig. 5. Spatial diﬀerent of social vulnerability parameters among villages: a) hit histogram (i.e. data density indicated by the circle size) in a U-matrix, b) relative importance of
parameters indicated in each pie chart via diﬀerent sizes and colors, and c) rank of signiﬁcant parameters from the highest 12 (top) to lowest (bottom).
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Fig. 6. Classiﬁcation of 37 samples through the SOM training with all 12 variables (a, b), the selected 4 variables via correlation coeﬃcient method (c, d), and the selected 4 variables via
SOM relative importance pie charts (e, f).
Fig. 7. Comparison of number of villages in each cluster through the SOM training: a) all 12 variables, b) the selected 4 variables via correlation coeﬃcient method, and c) the selected 4
variables via SOM relative importance pie charts.
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SOM clearly distinguishes the data set resulting from the similarity and
dissimilarity of each variable, and also provides unique clustering and
sensible partitioning of the data. It works well for data characterization
and with its algorithm is able to clarify the eﬀects of reducing the
redundant variables on social vulnerability assessment.
The creation of a vulnerability index using SoVI is a useful starting
point when trying to capture vulnerability. This approach depends
greatly on the quality and availability of the data and the unit of
analysis that is dealt with. The ﬁnding from the analysis using SoVI
conﬁrms that this method works well in ensuring that positive values
indicate high social vulnerability and vice versa.
The identiﬁcation of vulnerability factors provides the basis for the
prioritization of initiatives which will contribute to lessening and thus
eliminating and/or reducing disaster risk. The initiatives so prioritized
should then be integrated by the various spheres of government into
sustainable development and disaster risk reduction planning. Disaster
risk reduction is only valuable once one understands the contexts of the
following questions: “where do people live? ”; “why do people live
there? ”; “how do they make a living? ” and “what is important for them
to protect? ”. According to the results that social vulnerability varies
among villages, thus an approach and map from SOM and SoVI can be
used as a basis of the duties of stakeholders to compile, analyze, and
mapping the dataset. Information from this process can be used to
identify speciﬁc segments of each community that will be aﬀected
disproportionately, e.g. gender, age, etc. Also, the information from this
process can be used to identify the event-speciﬁc conditions that
determine the level of disaster impact. Looking at the samples (sites)
distribution on the U-matrix of SOM, we can recognize that the
samples located in the darker area of U-matrix is considered as highly
vulnerable than the samples located in the light area of U-matrix (less
vulnerable). SOM able to identify and grouped the samples (sites or
locations) that are in the same cell or neuron are very similar, and
similar to those in neighboring cells, while they are less similar to the
samples that are in distant cells. Moreover, it has also enabled us to
recognize the dominant variable in each cluster. However, SoVI is
compliment the SOM for producing the vulnerability index in positive
(high) and negative (low). It may be provide a beneﬁt as a decision
making in pre-disaster planning and as communication tool during
socialization to the communities. By integrating the information
revealed from the results above, both stakeholders and communities
are able to comprehend easily the risk, and encourage a further actions
to enhance the preparedness of communities for Merapi volcanic
hazards. Hazardous Merapi volcanic activity will continue to occur in
the Sleman Regency and neighboring; and because of rising popula-
tions, development pressures, risk to life and property through
exposure to volcano hazards continue to increase.
According to SOM results, overall, number of migration, female,
elderly, and population density are the four driving factors aﬀecting
social vulnerability. According to the information from the secretary of
BPBD of Sleman Regency, some peoples were refused to be relocated
due to the factors of economic. The people, especially the seniors
(elderly) live there for generations. Although they are faced with the
danger of Merapi eruption, they refused to leave their homes, cattle,
etc. The females often choose to stay with their parents and family
because the responsibility to take care of. The migration and popula-
tion is increasing because Sleman Regency has some potential values as
the main attraction, for instance, as a cultural destination, availability
of jobs ﬁeld, business property, also some leading universities located
Fig. 8. Classiﬁcation of 37 samples through the SOM training with selected 4 variables
via SOM relative importance - a classiﬁcation of sampling villages based on similarities
with close variables/components values.
Fig. 9. Spatial diﬀerences of social vulnerability parameters among villages: a) hit histogram (i.e. data density indicated by the circle size) in a U-matrix, b) relative importance of
parameters indicated in each pie chart via diﬀerent size and colors, and c) rank of signiﬁcant parameters from the highest 4 (top) to lowest (bottom). (For interpretation of the references
to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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in this area as the main target of students. It is suggested that the local
government must pay attention to these aspects in regional develop-
ment as part of disaster risk management, which covering a holistic
actions in the mitigation, preparedness, response, and recovery pro-
grams, as well as conduct infrastructure development, strengthening
the gender capacity, and poverty reduction. Learning from the past
eruption, following a large eruption in 2010, the government extended
the exclusion zone up to 20 km. Merapi's eruption in 2010 caused
severe damages in SE slope with a high number of victims in
Cangkringan District due to pyroclastic ﬂows. These victims were
refused to be evacuated because of their local/cultural beliefs. This
information can be used by stakeholders to investigate the inﬂuence of
the local knowledge as well as cultural belief possessed by the
community to the level of their social vulnerability.
Corresponding to the type of data used in this study, it has to be
admitted that the quality of data used in this study is far from perfect
and is not as extensive as those which have been used in other
vulnerability research eﬀorts applying the similar method (i.e. SoVI),
in terms of data availability and the wide-ranging themes of measured
variables. Many developing countries have weak statistical systems and
mechanism for measuring results. It is recommended for the future
study that continues to develop a better understanding of the indicators
or variables selection, as well as recommend the research to explore
several paths to create more meaningful and actionable estimates of
social vulnerability that attempt to develop and provide locally action-
able data from national data sets. This will provide decision makers
with a relatively low-cost source of social vulnerability data and
empower decision making at all levels, from national to local.
It is recommended that this approach can be used to minimize time
and resource use in further investigation of large data sets due to its
accuracy and eﬃciency. This study is important in mitigating the eﬀects
of disasters, especially for the community of policy makers and
stakeholders as decision makers in planning and preparing priorities
related to hazards and emergencies from a time and resources
perspective. Finally, for future investigations, the question of how to
validate whether social vulnerability quantiﬁcation can be used as an
eﬀective way to estimate damage and losses to particular hazards
should be addressed.
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Fig. 10. Clustering map distribution of 37 villages in the case study area with its variable contribution within cluster.
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Fig. 11. Map of social vulnerability index.
Table 3
Social vulnerability indexes.
District Village SV score District Village SV score
Kalasan Purwomartani 3.09 Pakem Hargobinangun −0.41
Ngemplak Wedomartani 2.34 Ngemplak Widodomartani −0.45
Ngaglik Sariharjo 1.88 Ngemplak Bimomartani −0.45
Ngaglik Sardonoharjo 1.64 Tempel Lumbungrejo −0.47
Ngaglik Sinduharjo 1.53 Turi Wonokerto −0.50
Ngaglik Minomartani 0.96 Turi Girikerto −0.54
Ngaglik Sukoharjo 0.80 Tempel Merdikorejo −0.59
Kalasan Tirtomartani 0.79 Ngemplak Sindumartani −0.61
Kalasan Tamanmartani 0.73 Tempel Pondokrejo −0.65
Kalasan Selomartani 0.38 Pakem Pakembinangun −0.66
Cangkringan Wukirsari −0.10 Tempel Mororejo −0.69
Ngaglik Donoharjo −0.16 Tempel Tambakrejo −0.71
Tempel Margorejo −0.18 Pakem Candibinangun −0.71
Turi Donokerto −0.19 Pakem Harjobinangun −0.72
Turi Bangunkerto −0.22 Tempel Sumberejo −0.78
Ngemplak Umbulmartani −0.24 Cangkringan Umbulharjo −0.98
Pakem Purwobinangun −0.24 Cangkringan Glagaharjo −1.12
Tempel Banyurejo −0.27 Cangkringan Kepuharjo −1.17
Cangkringan Argomulyo −0.34
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Appendix A
Step 1 - correlation coeﬃcient among variables
PRCTFEM BBTDLR UNDER14 ELDRY EMPLYLS POPDNSTY MOVEPPLIN MIDSCHL DISBLD VEHCNNMT FAMNUMB HEALTHFAC
PRCTFEM 1.0
BBTDLR 1.0 1.0
UNDER14 1.0 1.0 1.0
ELDRY 0.9 0.9 0.9 1.0
EMPLYLS 0.9 0.9 0.9 0.9 1.0
POPDNSTY 0.4 0.4 0.3 0.2 0.1 1.0
MOVEPPLIN 0.9 0.9 0.9 0.9 0.8 0.4 1.0
MIDSCHL 0.9 0.9 0.9 0.9 0.8 0.3 0.8 1.0
DISBLD 0.3 0.3 0.4 0.4 0.4 −0.2 0.4 0.3 1.0
VEHCNNMT 0.5 0.5 0.6 0.6 0.5 0.2 0.3 0.8 0.1 1.0
FAMNUMB 1.0 1.0 1.0 0.9 0.9 0.3 0.9 0.9 0.3 0.4 1.0
HEALTHFAC 0.9 0.9 0.9 0.8 0.8 0.4 0.9 0.9 0.2 0.5 0.9 1.0
Step 2 - correlation coeﬃcient among variables
ELDRY POPDNSTY DISBLD VEHCNNMT
ELDRY 1.0
POPDNSTY 0.2 1.0
DISBLD 0.4 −0.2 1.0
VEHCNNMT 0.6 0.2 0.1 1.0
Appendix B
KMO and Bartlett's Test
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.679
Bartlett's Test of Sphericity Approx. Chi-Square 159.163
df 6
Sig. 0.000
Appendix C
Anti-image matrices
Zscore (PRCTFEM) Zscore (ELDRY) Zscore (POPDNSTY) Zscore (MOVEPPLIN)
Anti-image Covariance Zscore(PRCTFEM) 0.044 −0.049 −0.058 −0.049
Zscore(ELDRY) −0.049 0.086 0.091 0.017
Zscore(POPDNSTY) −0.058 0.091 0.743 −0.007
Zscore(MOVEPPLIN) −0.049 0.017 −0.007 0.119
Anti-image Correlation Zscore(PRCTFEM) 0.614a −0.801 −0.320 −0.677
Zscore(ELDRY) −0.801 0.682a 0.359 0.163
Zscore(POPDNSTY) −0.320 0.359 0.599a −0.024
Zscore(MOVEPPLIN) −0.677 0.163 −0.024 0.785a
a. Measures of sampling adequacy (MSA).
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Appendix D
Initial solution
Total variance explained
Component Initial Eigenvalues Extraction sums of squared loadings
Total % of Variance Cumulative % Total % of Variance Cumulative %
1 3.002 75.042 75.042 3.002 75.042 75.042
2 0.846 21.161 96.204
3 0.123 3.071 99.275
4 0.029 0.725 100.000
Extraction method: Principal Component Analysis.
Appendix E
Component matrixa
Component
1
Zscore(PRCTFEM) 0.984
Zscore(ELDRY) 0.940
Zscore(POPDNSTY) 0.482
Zscore(MOVEPPLIN) 0.959
Extraction Method: Principal Component Analysis.
a. 1 component extracted.
References
[1] M.Anderson, P.Woodrow, Rising from the Ashes: Development strategies in times
of disaster, Boulder, Lynne Rienner, CO, 1998.
[2] I. Armaș, A. Gavriș, Social vulnerability assessment using spatial multi-criteria
analysis (SEVI model) and the Social vulnerability Index (SoVI model) – a case
study for Bucharest, Romania, Nat. Hazards Earth Syst. Sci. 13 (2013) 1481–1499.
[3] J.Birkman, B.Wisner, Measuring the un-measurable, The challenge of vulnerability,
SOURCE, Publication Series of UNU-EHS, No. 5/2006.
[4] P. Blaikie, T. Cannon, I. Davis, B. Wisner, At Risk: Natural HazardsPeople's
Vulnerability, and Disasters, Routledge, London, 1994.
[5] B.J. Boruﬀ, S.L. Cutter, The environmental vulnerability of Caribbean Island
Nations, Geogr. Rev. 97 (1) (2007) 24–25.
[6] T. Cannon, Vulnerability analysis and disasters, Chapter, in: D.J. Parker (Ed.)
Floods, Routledge, 2000.
[7] M.A.Carreira-Perpinan, Continuous latent variable models for dimensionality
reduction and sequential data reconstruction, (Ph.D. thesis), University of
Sheﬃeld, Sheﬃeld, UK, 2001.
[8] D.K. Chester, Volcanoes and Society, Edward Arnold, London, 1993, p. 351.
[9] S.L. Cutter, B.J. Boruﬀ, W.L. Shirley, Social vulnerability to environmental hazards,
Soc. Sci. Quartely 84 (2) (2003) 242–261.
[10] District in Figures of Sleman Regency, available online at 〈https://slemankab.bps.
go.id〉.
[11] K.H.M.Donovan, Cultural Responses to volcanic hazards on Mt. Merapi, Indonesia,
(Ph.D. thesis), University of Plymouth, 2010.
[12] C.T. Emrich, S.L. Cutter, Social vulnerability to climate-sensitive hazards in the
Southern United States, Wea. Clim. Soc. 3 (2011) 193–208. http://dx.doi.org/
10.1175/2011WCAS1092.1.
[13] A. Fothergill, Gender, risk, and disaster, Int. J. Mass Disasters 14 (1) (1996) 33–56.
[14] G. Hutcheson, N. Sofroniou, The Multivariate social Scientist, Sage,, London,
United Kingdom, 1999.
[15] D. Ikeda, Gender diﬀerences in human loss and vulnerability in natural disasters: a
case study from Bangladesh, Indian J. Gend. Stud. 2 (2) (1995) 171–193.
[16] Indonesian Disaster Data and Information, available online at dibi.bnpb.go.id
[17] H.F. Kaiser, An index for factorial simplicity, Psychometrika 39 (1974) 31–36.
[18] K. Kiviluoto, Topology preservation in Self-Organizing Map, Int. Conf. Neural
Netw. (1996) 294–299.
[19] T. Kohonen, Self-organized formation of topologically correct feature maps, Biol.
Cybern. 43 (1982) 59–69.
[20] T. Kohonen, The self-organizing map, Proc. IEEE 78 (1990) 1464–1480.
[21] T. Kohonen, The Self-Organizing Maps, Springer, Berlin, 1995.
[22] T. Kohonen, E. Oja, O. Simula, A. Visa, J. Kangas, Engineering applications of the
self-organizing map, Proc. IEEE 84 (1996) 1358–1389.
[23] T. Kohonen, Essentials of the self-organizing map, Elsevier J., Neural Netw. 37
(2013) 52–65.
[24] S.J. Ki, J.H. Kang, S.W. Lee, Y.S. Lee, K.H. Cho, K.G. An, J.H. Kim, Advancing
assessment and design of stormwater monitoring programs using a self-organizing
map: characterization of trace metal concentration proﬁles in stormwater runoﬀ,
Water Res. 45 (2011) 4183–4197.
Y.N. Maharani et al. International Journal of Disaster Risk Reduction 20 (2016) 63–77
76
[25] M.Krishnaraj, Gender issues in disaster management: The Latur Earthquake, 1997.
[26] S. Lee, Y.N. Maharani, W.H. Yi, Assessment of local social vulnerability in facing
Merapi volcanic hazard (122)J. Comput. Struct. Eng. Inst. Korea 27 (6) (2014)
485–492.
[27] G.F. Lin, L.H. Chen, Identiﬁcation of homogenous regions for regional frequency
analysis using the self-organizing map, J. Hydrol. 324 (2005) 1–9.
[28] B.H. Morrow, Stretching the Bonds: the families of Andrew, in: W.G. Peacock,
B.H. Morrow, H. Gladwin (Eds.), Hurricane Andrew: Ethnicity, Gender, and the
Sociology of Disaster, Routledge, London, 1997.
[29] B.H. Morrow, Identifying and mapping community vulnerability, Disasters 23 (1)
(1999) 1–18.
[30] M.J.Norusis, SPSS 12.0 Statistical procedure companion, 2003.
[31] S.A.H. Sagala, System Analysis of Social Resilience against Volcanic Risks: case
Studies of MtMerapi, Indonesia and Mt. Sakurajima, Japan, PhD Thesis, Kyoto
University, 2009.
[32] S.Sagala, N.Okada, How do hazards-related factors and traditional cultural beliefs
aﬀect evacuation decisions?, Disasters (in revision)
[33] D. Sanderson, Cities, disaster and livelihoods, Environ. Urban. 12 (2) (2000).
[34] T.H. Siagian, P. Purhadi, S. Suhartono, H. Ritonga, Social vulnerability to natural
hazards in Indonesia: driving factors and policy implications, Nat. Hazards 70
(2014) 1603–1617. http://dx.doi.org/10.1007/s11069-013-0888-3.
[35] C. Small, T. Naumann, Holocene volcanism and the global distribution of human
population, Environ. Hazards 3 (2001) 93–109.
[36] StatSoft, Inc., Electronic Statistic Textbook, StatSoft, Tulsa, OK, 2013 (available
online at) 〈http://www.statsoft.com/textbook/〉.
[37] D. Solangaarachchi, A.L. Griﬃn, M.D. Doherty, Social vulnerability in the context
of busﬁre risk at the urban-bush interface in Sydney: a case study of the Blue
Mountains and Ku-ring-gai local council areas, Nat. Hazards 64 (2012)
1873–1898. http://dx.doi.org/10.1007/s11069-012-0334-y.
[38] I. Suryo, M.C.G. Clarke, The occurrence and mitigation of volcanic hazards in
Indonesia as exempliﬁed at the Mount Merapi, Mount Kelut and Mount
Galunggung Volcanoes, J. Eng. Geol. Hydrogeol. 18 (1985) 79–98.
[39] B.G.Tabachnick, L.S.Fidell, Using Multivaiate Statistics. 5th edn. Boston, Pearson
International Edition, 2007.
[40] E. Tate, Social vulnerability indices: comparative assessment using uncertainty and
sensitivity analysis, Nat. Hazards 63 (2) (2013) 325–347. http://dx.doi.org/
10.1007/s11069-012-0152-.
[41] R.I. Tilling, P.W. Lipman, Lessons in reducing volcanic risk, Nature 364 (1993)
277–280.
[42] A. Ultsch, Self-organizing neural networks for visualization and classiﬁcation, in:
O. Opitz, B. Lausen, R. Klar (Eds.), Information and Classiﬁcation, Springer-Verlag,
Berlin, 1993, pp. 307–313.
[43] United Nations, UNISDR Terminology on disaster risk reduction. Switzerland,
2009.
[44] P.Utami, Measuring Social Vulnerability in Volcanic Hazards: The Case Study of
Merapi Volcano, Indonesia, Unpublished MSc Thesis, University of Bristol, 2008.
[45] J. Vesanto, E. Alhoniemi, Clustering of the self-organizing map, IEEE Trans. Neural
Netw. 11 (3) (2000) 586–600.
[46] J. Vesanto, SOM-based data visualization methods, Intell. Data Anal. 3 (2) (1999)
111–126.
[47] J.Vesanto, J.Himberg, E.Alhoniemi, J.Parhankangas, Self-Organizing Map in
Matlab: the SOM ToolboxAvailable online 〈http://www.cis.hut.ﬁ/projects/
somtolbox〉, 2000.
[48] B. Wisner, Power and Need in Africa: Basic Human Needs and Development
Policies, Earthscan and Africa World Press, London and Trenton, 1988.
[49] B. Wisner, Assessment of capability and vulnerability, in: G. Bankoﬀ, G. Frerks,
D. Hilhorst (Eds.), Mapping Vulnerability: Disasters, Development and People,
London: Earthscan Publications Ltd, 2004.
[50] B. Wisner, P. Blaikie, I. Davis, At Risk: natural Hazards, People's Vulnerability and
Disasters, Second edition, Routledge, New York, 2003.
Y.N. Maharani et al. International Journal of Disaster Risk Reduction 20 (2016) 63–77
77
