Abstract. The approach to limits guaranteed by the Central Limit Theorem appears to be monotonic in many cases. A variety of empirical examples are discussed. Proofs are given for some special cases of the binomial, gamma, and Poisson distributions.
Monotonicity phenomenon
Let F be a distribution with mean µ and standard deviation σ. Let X 1 , X 2 , X 3 , . . . be a sequence of independent random variables all with distribution F . The Central Limit Theorem states that as n approaches infinity, the tail probability
will approach 1 − Θ(m) where Θ is the cumulative distribution function of the standard normal distribution. Estimating how closely 1 − Θ(m) approximates the tail probability is often important yet difficult. In many cases, though, the approach to the central limit is monotonic, which makes the problem of evaluating the accuracy of the estimates much easier.
For discrete distributions, F , that take on only integer values, the values of (1.1) rise and fall as nµ + √ nmσ increases to and passes integer values. So, when F is discrete, (1.1) will be discussed only for those n where nµ + √ nmσ is integral. The following notation will be used to represent probability distributions. BIN(N, p) will refer to the binomial distribution with N trials and probability of success p. In this case q will be used to represent 1 − p. GAM(α) will refer to the gamma distribution with density 1 Γ(α) x α−1 e −x for x > 0. POI(λ) will refer to the Poisson distribution with mean λ.
Determining conditions under which the monotonicity of (1.1) holds is the subject of this paper. In Section 2 three theorems are presented. In Section 3 numerical evidence of monotonicity is discussed.
Analytic results
This section presents three results concerning the monotonicity of (1.1) in the special case where m = 0. The following lemma is the key to the proofs of Theorems 2.1 and 2.2. 
r is decreasing at y = y 0 only if it is decreasing for all y in (y 0 , M). Then the function
is a strictly decreasing function of t for t > T .
Proof of the Lemma. The derivative of ln[f (t)] is
which is negative if and only if
is negative. Making the change of variables x = G(y) in the integrals of the first fraction and x = H(y) in the integrals of the second fraction gives
H(y)
.
. Then the lemma would follow if the following were shown to be negative:
Integrating by parts with u = ln(y) and
The boundary terms vanish, so this becomes
The fact that
ds is zero at y = 0 and y = M and the hypothesis about GH r and the consequence for its logarithmic derivative,
H(s) ]ds is nonnegative for all y in (0, M). This proves the lemma.
Proof of Theorem 2.1. If X has distribution BIN(N, p) and c is an integer, then
, the theorem will follow if it is shown that 
and
Equivalently, this shows that G(y)H(y) is an increasing function of y. In particular, G(y)H(y) ≤ G(p
and finally
For any r > 0 the derivative with respect to y of
Thus, if y[
H(y) ] < 0, for some y, then its derivative will also be negative ensuring
H(y) stays negative. This is the result needed to prove Theorem 2.1. 
Proof of Theorem 2.2. Since
K[1 + t] K[1 − t] = 1 + t 1 − t e −2t = (1 + 2t + 2t 2 + 2t 3 + · · · )e −2t < e 2t e −2t = 1. So, for t in (0, 1), K[1 − t] ≤ K[1 + t] which implies K[G] ≤ K[2 − G]. Since K is decreasing on (1, ∞) and K[G] = K[H], it follows that 2 − G ≤ H and 2 ≤ G + H. Since G G + H H = 1 y [ 2−G−H (1−G)(1−H) ], it follows that G G + H H > 0
and G(y)H(y) is increasing in y. In particular, G(y)H(y) ≤ G(M )H(M ) = 1. To apply the Lemma
it is sufficient to show that for r > 0
remains negative once it becomes negative. This would follow if Table 2 . P (X ≥ 5n 2 + kn) for X with a BIN(5n 2 , 0.6) distribution These simple cases of monotonic convergence are only special cases of a more general phenomenon, the monotonicity of conditional probabilities. For example, let X 1 , X 2 , and X 3 be independent random variables with a BIN(N, p) distribution, µ = N p, and σ = √ N pq. Discussions by Chover [1994, 1996] require an estimate for
In particular, Chover makes this estimate for p = 0.2, n = 1, m = 1.5, and N large. A normal approximation of 0.4852 is used. How accurate is this approximation?
The numerator, the denominator, and the fraction itself all appear to be monotone in N (see Table 5 ) making the accuracy of the estimate easy to evaluate. Similar behavior was observed for a wide range of choices of p, n, and m. If the X 1 , X 2 , and X 3 in the above conditional probability have a GAM(α) distribution rather than a BIN(N, p) distribution, the same monotonicity phenomenon is observed with µ = α and σ = √ α (see Table 6 ). 
