Application of a hybrid artificial neural network–genetic algorithm approach to optimize the lead ions removal from aqueous solutions using intercalated tartrate-Mg–Al layered double hydroxides  by Yasin, Yamin et al.
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a  b  s  t  r  a  c  t
The  aim  of  this  work  was  to  develop  an  eco-friendly  adsorbent  to remove  the lead  ions  from  aque-
ous  solutions.  The  present  study  uses  the  artiﬁcial  neural  network  (ANN)  and  genetic  algorithm  (GA)  as
tools  for  simulation  and  optimization  of  the  lead  ions  removal  from  aqueous  solutions  using  interca-
lated  tartrate-Mg–Al  layered  double  hydroxides  as an  adsorbent.  A multi-layer  ANN  model  trained  with
Levenberg–Marquardt  (LM)  algorithm  was  incorporated  for  developing  a predictive  model.  The input
variables  of  the  model  were  time,  solution  pH,  adsorbent  dosage,  and  lead ion concentration,  while  the
percentage  of lead  ions  removal  was  the output.  The  performance  of  the  ANN  model  was determined
and  showed  the  efﬁciency  of  the  model  to predict  the  percentage  of  lead  ions  removal  accurately  with
2
evenberg–Marquardt algorithm
ead ions removal
ayered double hydroxides
determination  coefﬁcient  (R )  of  0.99986.  The  developed  ANN  model  was  then  used  with  GA to optimize
the  percentage  of  lead ions  removal  from  aqueous  solution.  The  optimized  conditions  were  obtained
as  follows:  11.8  h,  4.5,  0.054  g  and  10.0  mg/L  for the  time,  solution  pH, adsorbent  dosage,  and  lead  ion
concentration,  respectively.  Under  these  optimum  conditions,  the  predicted  and  actual  percentages  of
lead  ions  removal  were  101.2  and  98.7%,  respectively.. Introduction
The removal of metal ions from aqueous solutions is becoming
n important issue due to the pollution of aqueous solutions and
erious environmental problems. Adsorption is one of the effec-
ive methods to remove metal ions from aqueous solutions (Chen
nd Wu,  2004). Various materials can be used as an adsorbent
or the removal of metal ions such as activated carbon (Chen and
u,  2004), biomaterials (Gupta et al., 2006) and clay minerals
Oubagaranadin and Murthy, 2010). In recent years, the application
f clay minerals as an adsorbent is attracting considerable atten-
ion. Therefore, many studies on the adsorption of metal ions have
een carried out by used of metal oxides (Hua et al., 2012), metal
ydroxides (Kameda et al., 2008) and metal carbonates (Sdiri et al.,
011) which due to their abundance in nature and have good metal
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ions adsorption properties (Hua et al., 2012; Kameda et al., 2008;
Sdiri et al., 2011).
Layered double hydroxide (LDH) is one of the clay minerals
that have good metal ions adsorption properties with a negatively
charged layers, high anion exchange property and high surface
areas. The chemical composition of layered double hydroxide can
be showed by the formula of [M2+1  − x M3+x (OH)2]x+(An−)x/n·mH2O;
where M2+ and M3+ are metal ions (like Mg2+ and Al3+) that occupy
octahedral sites in the hydroxide layers. An− is an exchangeable
anion, and x is the ratio of M3+/(M2+ + M3+). Carbonates are the
interlayer anions in the naturally occurring mineral hydroxides,
which is a member of this class of materials.
Several studies were reported on the application of LDH as an
adsorbent for the preservation of aqueous environments such as
treatment of colored water (Yasin et al., 2010a,b), treatment of
water polluted with heavy metals (Kameda et al., 2005; Zhao et al.,
2011) and also as nitrogen oxide storage (Cheng et al., 2012). The
adsorption properties of LDH toward metal ions can be improved
by intercalating LDH with metal chelating agents such as tartrate
(Kameda et al., 2008). Recently, numerous studies on the interca-
lated compounds of LDH which can be used as an adsorbent for the
removal of heavy metals were reported. Magnesium–Aluminum
tp://creativecommons.org/licenses/by/3.0/).
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DH intercalated with ethylenediaminetetraacetate (EDTA) was
uccessfully used to remove the heavy metals such as Cu2+ and
d2+ from aqueous solutions. The formation of EDTA–metal com-
lex in the interlayer was found to be a principal mechanism for
he removal (Kameda et al., 2005). Similar study was also carried
ut in the used of intercalated EDTA–Zinc–Aluminum LDH for the
emoval of heavy metals of Cu2+, Cd2+ and Pb2+ (Zhao et al., 2011).
Artiﬁcial neural network (ANN) is a highly simpliﬁed model of
he structure of a biological network (Mandal et al., 2009). The
undamental processing element of ANN is an artiﬁcial neuron (or
imply a neuron). A biological neuron receives inputs from other
ources, combines them, performs generally a nonlinear operation
n the result, and then outputs the ﬁnal result (Bas et al., 2007). The
asic advantage of ANN is that it does not need any mathematical
odel since an ANN learns from examples and recognizes patterns
n a series of input and output data without any prior assumptions
bout their nature and interrelations (Mandal et al., 2009). ANN
s a good alternative to conventional empirical modeling based on
olynomial and linear regressions (Kose, 2008).
Genetic algorithm (GA) is a stochastic general search method
hich proceeds in an iterative manner by generating new popula-
ions of individuals from the old ones. GA uses stochastic operators
uch as selection, crossover and mutation on an initially random
opulation in order to compute a new population (Holland, 1975).
he search feature of the GA is contrast with those of the gradient
escent and LM in that it is not trajectory-driven, but population-
riven. The GA is expected to avoid local optima frequently by
romoting exploration of the search space, in opposition to the
xploitative trend usually allocated to local search algorithms like
radient descent or LM (Ghaffari et al., 2006).
The objectives of the present study are: (i) to obtain a predictive
odel based on ANN model for prediction of the percentage of lead
ons removal from aqueous solutions, (ii) to optimize the percent-
ge of lead ions removal from aqueous solutions by combination
f ANN and GA methods using intercalated tartrate-Mg–Al layered
ouble hydroxide as an adsorbent.
. Materials and methods
.1. Chemicals
All chemicals used in this study were of analytical grade
nd used without any puriﬁcation. Mg  (NO3)2·6H2O and Al
NO3)3·9H2O were purchased from Merck (Darmstadt, Germany).
odium tartrate and sodium hydroxide were obtained from Merck
Darmstadt, Germany).
.2. Synthesis of tartrate-Mg–Al LDH
The co-precipitation method was adapted to synthesis tartrate-
g–Al layered double hydroxides in this work. In the preparation
f Mg–Al solution, an aqueous solution of Mg  (NO3)2·6H2O and Al
NO3)3·9H2O were dissolved in deionized water to give Mg2+/Al3+
atio of 4. The tartrate solutions were prepared by dissolving the
equired amount of organic salt of tartrate in deionized water
ccording to the stoichiometric quantities deﬁned by the following
quation (Kameda et al., 2008):
0.2Mg2+ + 0.05Al3+ + 0.1 C4H4O62− + 2OH−
→ Mg0.2Al0.05(OH)2(C4H4O6)0.1 (1)An aqueous solution of Mg–Al–NO3 at a ratio of 4 was then added
rop wise to a solution of tartrate under nitrogen atmosphere with
igorous stirring. The solution mixture was kept under nitrogen
tmosphere throughout the synthesize process to minimize theonitoring & Management 1–2 (2014) 2–7 3
effects of dissolved carbon dioxide. The pH of the solution mixture
was kept constants at 10 by adding a sodium hydroxide solution.
The resulting slurry was  aged at 70 ◦C for 24 h in an oil batch shaker
and was  then ﬁltered, washed with deionized water to remove free
ions and excess organic salt. The product was  then dried in an oven
at 60 ◦C for 24 h and was kept in sample bottles for further analy-
sis. The structures of synthesized compounds were characterized
using X-ray diffraction (XRD) technique which has been reported
in our previously published paper (Yasin et al., 2013).
2.3. Determination of percentage of lead ions removal from
aqueous solution
Batch method was employed in the removal experiment of lead
ions from aqueous solution using tartrate-Mg–Al LDH. A sample
of tartrate-Mg–Al LDH (0.04–0.12 g) was  placed in a 100 mL Schott
Duran bottles and 25 mL  of 10–50 mg/L lead solution was added
to the bottles and agitated by used of shaker operating at room
temperature with a speed of 150 rpm. The pH of the solution was
considered between 0.5 and 4.5 according to Table 1. The amount
of lead ions removal (%) was  calculated as:
Amount of lead ions removal (%) = Co − Ct
Co
× 100 (2)
where Co is the initial concentration (mM) of the lead ions solu-
tion and Ct is the concentration at equilibrium at the time, t. At
predetermined time (6–14 h), 5 mL  of the solutions were with-
drawn and ﬁltered through 0.45 m Whatman syringe ﬁlter. The
remaining concentration of lead ions was then measured by
using Perkin Elmer Optima 8300 Inductive Coupled Plasma–Optical
Emission Spectrophotometer (ICP–OES). All experiments were con-
ducted in duplicate and controls were simultaneously carried out
to ensure the removal was by the adsorbent and not by the wall of
the glassware. In order to avoid precipitation, the pH of the solution
was kept below than 6 since the solubility product of Pb (OH)2 is
recorded at 1.43 × 10−20 (Liu and Liu, 2003).
2.4. Data set
The experimental data used for ANN design are presented in
Table 1. The experimental data were randomly divided into three
sets: 19, 3 and 3 of data sets were used as training, validation
and testing, respectively. The training data was  used to compute
the network parameters. The validation data was  used to ensure
robustness of the network parameters. If a network “learns too
well” from the training data, the rules might not ﬁt as well for the
rest of the cases in the data. To avoid this “overﬁtting” phenomenon,
the testing stage was used to control error; when it increased, the
training was  stopped (Song et al., 2004). The testing data was used
to assess the predictive ability of the generated model.
2.5. ANN description
In this work, a Neural Network Toolbox V7.12 of MATLAB math-
ematical software was  used to predict the percentage of lead ion
removal from aqueous solution.
A multilayer perceptron (MLP) based on feed-forward ANN was
applied to build the predictive model. The network consists of an
input layer, one hidden layer and an output layer. The Inputs for
the network are time, solution pH, adsorbent dosage and lead ion
concentration; output is percentage lead ions removal. In this net-
work, data always ﬂow in a forward direction, i.e. from input layer
to output layer. The connection between inputs, hidden and out-
put layers consist of weights (w) and biases (b) that are considered
parameters of the neural network (NN). The neurons in the input
layer simply introduce the scaled input data via w to the hidden
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Table 1
Experimental values (training, validation and testing data set), actual and model predicated of lead ions removal (%) from aqueous solution.
No. Time (h) Solution pH Adsorbent dosage (g) Lead ion concentration (mg/L) Percentage of lead ions removal
Actual Model predicted
1a 8 3.5 0.06 40 97.15 97.17
2b 12 3.5 0.1 20 98.38 98.12
3a 8 3.5 0.06 20 99.05 99.2
4c 12 1.5 0.1 20 95.14 93.65
5a 10 2.5 0.04 30 73.15 73.17
6a 10 0.5 0.08 30 3.4 3.38
7a 10 2.5 0.08 50 91.8 91.83
8a 6 2.5 0.08 30 97.48 97.36
9c 12 3.5 0.06 40 99.23 100.14
10a 10 2.5 0.12 30 98.85 98.83
11a 12 1.5 0.06 20 24.64 24.66
12a 10 4.5 0.08 30 98.77 98.76
13b 8 1.5 0.1 20 95.14 95.22
14b 12 1.5 0.1 40 96.71 96.34
15a 8 1.5 0.06 20 30.25 30.24
16a 14 2.5 0.08 30 99.14 99.17
17a 10 2.5 0.08 10 96.98 96.92
18a 8 3.5 0.1 40 98.72 98.56
19a 8 1.5 0.06 40 17.94 17.85
20a 8 3.5 0.1 20 97.97 98.08
21a 8 1.5 0.1 40 92.58 92.54
22a 12 1.5 0.06 40 27.81 27.91
23a 12 3.5 0.1 40 98.57 98.78
24a 12 3.5 0.06 20 99.32 99.17
25c 10 2.5 0.08 30 99.22 99.28
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ayer. The neurons in the hidden layer carried out two  tasks (Desai
t al., 2008). First, they sum up the weighted inputs to neurons,
ncluding b, as shown by the following equation:
um =
n∑
i=1
xiwi + b (3)
here xi is the input parameter.
The weighted output is then passed through a transfer func-
ion. The most used transfer functions to solve non-linear and linear
egression problems are hyperbolic tangent sigmoid (tansig), log-
igmoid (logsig) and linear (purelin) (Khayet and Cojocaru, 2010). In
his study, tansig was used as transfer function between input and
idden layer, while purelin was used as transfer function between
idden and output layer, shown by the following equations:
urelin(sum) = sum (4)
ansig(sum) = 1 − exp(−sum)
1 + exp(−sum) (5)
The output produced by hidden layer becomes an input to out-
ut layer. Neurons in the output layer produce the output by the
ame method as that of neurons in the hidden layer. An error func-
ion is carried out based on predicted output and actual output.
raining an ANN model is an iterative process which pre-speciﬁed
rror function is minimized using adjusting the w appropriately
Desai et al., 2008). The commonly used error function the mean
quared error (MSE) was employed in this work which is deﬁned
s follow:
SE  = 1
N
N∑
i=1
(Yt − YN)2 (6)here Yt is the target output, YN is the predicted output and N
s the number of points. There are various types of training algo-
ithms. One of the most employed classes of training algorithms for
eed-forward neural network (FFNN) is the back-propagation (BP)method (Khayet and Cojocaru, 2010). Training of ANN by means of
BP algorithm is an iterative optimization process where the MSE
is minimized by adjusting the w and b appropriately. There are
many variations of BP algorithm for training NNs. During training
step the w and b are iterative updated by LM algorithm until the
convergence to the certain value is achieved.
Different variables may  have various magnitudes, and some
could be unmerited, but favorable, effect on the monitored quan-
tity. In this research, all inputs and output are normalized within a
uniform range of [0–1] according to the below equation:
xnorm = (x − xmin)(xmax − xmin)
(7)
where x is variable, xmax is maximum value and xmin is minimum
value.
2.6. GA deﬁnition
Once a generalized ANN model was developed, the input space is
optimized by the genetic algorithm (GA). The input vector contain-
ing of input parameters of model converts the decision parameter
for the GA. The GA is the optimization strategies developed based
on the principles of natural selection. This algorithm beings with a
population of represented random solutions in some series of struc-
tures. After that, a number of operators are repeatedly used, until
convergence is gained. In fact, the optimization strategy based on
GA can be described as a global optimization procedure with the
advantage of not being dependent on the initial value to achieve the
convergence. Probably the most important drawbacks are the com-
puter time needed (Mirzazadeh et al., 2008). The development of
the GA follows some steps as initialization of solution populations
identiﬁed as chromosomes, ﬁtness computation based on objective
function, selection of best chromosomes, and genetic propagation
of chosen parent chromosomes by genetic operators like crossover
and mutation. Crossover and mutation are implemented to produce
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Fig. 1. Schematic of the ANN architecture used in this study.
Table 2
Statistical measures and performance of the ANN model for training, testing, validation and all data.
The best architecture R2 MSE
All Training Validation Testing All
0.99986 0.00768 0.03217 1.06170 0.13710
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Fig. 2. Error and learning curve of the neural network.
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he new and better populations of chromosomes (Yetilmezsoy and
emirel, 2008).
. Results and discussion
.1. ANN modeling
Network topology has important inﬂuences on the predicted
esults. The number of input and output neurons (nodes) is equal
o the number of input and output data, respectively. However,
he number of neurons in hidden layer was recognized by train-
ng several ANN topologies and selecting the optimal one based on
inimization of MSE  and improving generalization ability of the
opology. The algorithm used to train ANN in this study was  LM.
he LM is an approximation to the Newton’s method (Hagan and
enhaj, 1994). This is very well suited to the training of the neural
etwork (Saini and Soni, 2002). The algorithm uses the second-
rder derivatives of the mean squared error between the desired
utput and the actual output so that better convergence behavior
an be obtained (Gulbag and Temurtas, 2006). In this study, the
ptimal topology of the ANN model was including four inputs, one
idden layer with 5 neurons and one output layer (4-5-1). Fig. 1
hows the optimal topology of the developed ANN model. The mean
quared error (MSE) and determination coefﬁcient (R2) for training,
alidation, testing and all data sets are summarized and presented
n Table 2. Fig. 2 shows the evaluation of the MSE during training
hase by using LM algorithm. In Fig. 3 the predicted data versus
ctual results for training, validation, test and all data are plotted.
his ﬁgure shows the goodness of ﬁt between all experimental data
mployed and the predicted results given by the ANN model..2. Optimization by GA technique
The developed ANN model was then used for optimization by
A technique with objective of maximization of lead ions removal
0 20 40 60 80 100A
Actual of  lead ions  removal  (%)
Fig. 3. Scatter plot of the ANN predicted versus actual of lead ions removal.
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Table 3
The performance evaluation of interactions of input variables for the LM algorithm with 5 neurons in the hidden layer for sensitivity analysis.
No Interaction MSE  R2 IN Gradient BLE
Group of one variables
1 P1 0.1371 0.032 2 6.39 × 10−6 Y = 0.31x + 0.88
2  P2 0.0066 0.560 3 1.16 × 10−10 Y = 0.45x + 0.47
3  P3 0.0636 0.188 3 2.96 × 10−10 Y = 0.18x + 0.65
4  P4 0.1745 0.021 2 9.25 × 10−11 Y = 0.012x + 0.78
Group  of two variables
5 P1 + P2 0.0915 0.547 7 1.0 × 10−6 Y = 0.59x + 0.33
6  P1 + P3 0.0857 0.241 2 9.03 × 10−6 Y = 0.31x + 0.54
7  P1 + P4 0.1578 0.120 4 6.08 × 10−8 Y = 0.035x + 0.79
8  P2 + P3 0.0046 0.904 3 8.66 × 10−6 Y = 1.0x + 0.02
9  P2 + P4 0.2145 0.374 1 8.93 × 10−5 Y = 0.33x + 0.57
10  P3 + P4 0.0663 0.439 2 3.20 × 10−7 Y = 0.49x + 0.37
Group  of three variables
11 P1 + P2 + P3 0.0015 0.987 1 1.63 × 10−7 Y = 0.97x + 0.019
12  P1 + P2 + P4 0.0016 0.986 2 2.46 × 10−9 Y = 0.95x + 0.037
13  P2 + P3 + P4 0.0371 0.945 3 6.24 × 10−6 Y = 1.0x + 0.021
14  P1 + P3 + P4 0.0241 0.203 2 8.28 × 10−8 Y = 0.17x + 0.9
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15 P1 + P2 + P3 + P4 0.000012 
ercentage from aqueous solution. The values of GA-speciﬁc
arameters used in the optimization technique were as fol-
ows: population size = 10, crossover probability = 0.9 and mutation
robability = 0.01. Optimum conditions have been selected after
he evaluation of GA for 10 iterations to achieved good percent-
ge of lead ions removal. The optimized conditions were obtained
s follows: the time is 11.8 h, the solution pH is 4.5, the adsor-
ent dosage is 0.054 mg  and lead ion concentration is 10.0 mg/L.
he model prediction of the percentage of lead ions removal under
hese optimized conditions was 101.2% using GA. The experimental
alue was found to be 98.7%. The residual error between the pre-
icted and experimental values was 2.5%. This error conﬁrms the
alidity of the constructed ANN-GA model.
.3. Sensitivity analysis
In this work, a sensitivity analysis was performed for determin-
ng the effectiveness of a parameter by the constructed ANN model
Yetilmezsoy and Demirel, 2008). In the analysis, performance eval-
ations of different interactions of variables were studied. Thus,
erformances of the four groups (one, two, three and four) variables
ere examined by the optimal ANN model using the LM algorithm
ith 5 neurons in the hidden layer. The groups of input vectors were
eﬁned as follows: P1 is time, P2 is solution pH, P3 is adsorbent
osage and P4 is lead ion concentration. The results are summa-
ized and presented in Table 3. The results show that P2 is the most
ffective parameter in the group of one variable due to lower MSE
0.0066). The minimum value of MSE  in the group of two  was deter-
ined to be 0.0046 with interaction of P2 + P3. The minimum value
f MSE  in the group of three variables was 0.0015 using the inter-
ction of P1 + P2 + P3. The value of MSE  was decreased from 0.0015
o 0.000012 when P4 was used in interaction with other variables
n the group of four variables.
. Conclusions
In this study, a three layer (input, hidden and output layers)
NN model with a tansig transfer function at hidden layer and a
urelin transfer function at output layer were applied. The opti-
al  topology of ANN was obtained during training phase using LM
lgorithm. The results showed a network with 5 neurons in the hid-
en layer had the best performance. Based on the constructed ANN
odel, the percentage of lead ions removal was optimized using.9999 2.32 × 10−7 Y = 1.0x + 0.0035
GA procedure. According to the GA optimization, a maximal per-
centage lead ions removal (98.7%) could be obtained using 11.8 h,
4.5, 0.054 g and 10.0 mg/L for time, solution pH, adsorbent dosage
and lead ion concentration, respectively.
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