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(Latent Semantic Analysis, LSA)[5]がある．本研究では単文からなる単語文書行列に対
して LSAを行うことにより，より精度の高い学習器の構築を行う．
LSAでは文書単語行列に対して階数を低減した近似を行う．M £N 行列Aに対して特
異値分解を行うと次のような行列U;§; V という 3つの行列に一意に分解することができ
る．(ただし，rank(A)=rのとき，U : M £ r;§ : r £ r; V : N £ r)
A = U§V T (2.1)
ここで，上位 k個の大きな特異値だけを使って再構成された行列をAk = Uk§kV Tk で表
わすと，Akは階数 kの行列の中でAの最も良い近似となっている．
k番目の主成分方向への分散の大きさは¸kで表され，¸k=§ri¸iを寄与率と呼ぶ．この寄与








































































































表 3.2: 単語素性による有益単文判別結果 (%)
Normal LSA LSA LSA
(90%) (80%) (70%)
　　　名詞　　 　 60.9 61.3 62.9 61.0
名詞+形容 62.4 60.2 63.7 62.1
名詞+形容詞+動詞 61.3 61.3 62.0 60.5
表 3.3: 系列パターン考慮による有益単文判別結果 (%)
Normal LSA LSA LSA
(90%) (80%) (70%)
名+形 62.7 62.7 63.1 62.7
名+形+系列ms7 64.9 63.9 62.7 61.5
















































4.1 有益単文スコアリング 17店1の単文X 店2の単文Y尤度+2.0 尤度+1.510m30m優先度 単文Y　＞　単文X
図 4.1: 尤度に対する店舗距離による重み付け
GPSによる位置情報からその場所に最も適した有益単文を出力するアルゴリズムを図
4.1に示す．また，具体例を図 4.1に示す．推薦候補となる店舗 1と店舗 2があったとし，
それぞれの有益単文の尤度が+2.0と+1.5であったとする. 尤度のみを指標に用いれば店
舗 1の単文Xが提示されることになるが，本アルゴリズムでは距離による重み付けを行
う．したがって，単文Xの優先度スコアは 2:0= log(30+ e) = 0:573，単文Yの優先度スコ
アは 1:5= log(10 + e) = 0:590 となることより，優先度スコアの高い単文Yが提示される
こととなる．
4.1 有益単文スコアリング 18




Z(s; l) = argmax
s;l
F (s)= log (l + e)
判別スコア算出関数:




s:t: yi(hw ¢ xii+ b) ¸ 1;
i = 1; :::; l:
カーネル関数: Gaussian Kernel



































































































































被験者 評価 1 評価 2 評価 3 評価 4 有益単文
番号 提 既 提 既 提 既 提 既 率 (%)
1 4 3 4 3 5 2 4 3 72.7
2 4 2 5 1 5 4 5 3 86.7
3 4 2 4 2 4 4 3 3 72.7
4 4 2 5 1 4 4 4 2 87.5
5 4 2 5 1 3 2 4 2 45.5
6 4 2 4 2 4 4 4 3 75.0
7 4 4 3 1 5 3 4 3 81.8
8 4 4 5 2 5 3 4 2 75.0
9 4 2 5 3 5 3 4 3 73.3
10 4 2 3 1 4 4 4 2 72.7
11 4 2 4 1 5 1 4 3 68.8
12 4 2 4 2 5 4 5 4 86.7
13 3 1 2 1 4 1 1 1 81.8
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図 1: 有益単文評価サイト (初期画面)
付録A 有益単文評価用サイト 41
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図 3: システム評価アンケートシート
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