ABSTRACT: Methodology for quantifying uncertainty in global climate change studies is reviewed. The focus is on recent developments in statistics, such as hierarchical modeling and Markov chain Monte Carlo simulation techniques, that could enable more full-fledged uncertainty analyses to be performed as part of integrated assessments of climate change and its impacts. First an overview of uncertainty analysis, including its sources and how it propagates, is provided. Presently employed techniques in climate change assessments, such as sensitivity, scenario, and Monte Carlo simulation analyses, are then surveyed. Next alternative approaches, based on more formal statistical theory (especially the Bayesian statistical paradigm), are described. Finally, some tentative recommendations on strategies for achieving the goal of more reliably quantifying uncertainty in global climate change are made.
INTRODUCTION
: 'Probabilities direct the conduct of the wise man.' Pliny the Elder (Roman scholar, AD 23-79): 'The only certainty is uncertainty.' Socrates (Greek philosopher, 470-399 BC): 'As for me, all I know is I know nothing. ' From these well-known quotes, it is evident that eminent scholars, long ago, had a genuine appreciation of the need to take into account uncertainty. Today, about the only thing that differs is the size and complexity of the situation, especially with respect to global problems such as climate change. Although large and complex models may well be a blessing in better approximating reality, they can be a curse when it comes to quantifying uncertainty (Cipra 2000) .
In the spirit of Pliny the Elder, if any consensus about the present state of knowledge exists, it is that 'uncertainties pervade all levels of a climate impact assessment' (Carter et al. 1994, p. 31) . In climate modeling [especially, using general circulation models (GCMs)], 'significant reduction of key uncertainties will require a decade or more' (Mahlman 1997 (Mahlman , p. 1416 . In considering how to enhance integrated assessment methodology, 'the issue of uncertainty is … of crucial importance' (Rotmans & Dowlatabadi 1998, p. 333) . From a social science perspective, 'we cannot avoid uncertainty and subjectivity in integrated assessment ' (van Asselt et al. 1996, p. 88) , and 'uncertainties in climate change are so pervasive and far reaching that the tools for handling uncertainty provided by decision analysis are no longer sufficient' (Jaeger et al. 1998, p. 142) . Finally, Morgan et al. (1999, p. 277 ) questioned the 'assumption that uncertainty is modest and manageable' for global change problems.
Despite these strong statements about the importance of uncertainty, its present treatment is viewed as quite inadequate. For example, 'uncertainty analysis … is overdue in relation to GCMs' (Shackley et al. 1998, p. 180) , and 'at present, apart from only a few exceptions, uncertainties are treated poorly in the current generation of integrated assessment models' (Rotmans & Dowlatabadi 1998, p. 370) . Although the authors of the Third Assessment Report of the Intergovernmental Panel on Climate Change (Houghton et al. 2001 , McCarthy et al. 2001 , Metz et al. 2001 ) did receive guidance on dealing with uncertainty, Reilly et al. (2001, p. 430) asserted that 'much remains to be done to adequately treat uncertainty in those conclusions that are most important for policy decisionmaking.' Has the exercise of quantifying uncertainties not been given a high enough priority in the past or is it just too difficult to carry out in practice?
Often the term 'risk' appears when considering consequences that are uncertain, with risk sometimes being synonymous with probability, other times referring to related concepts such as expected loss (i.e. loss multiplied by probability). Although attempts have been made to distinguish between risk and uncertainty, no such distinction is drawn here. In this regard, the title of the text by Morgan & Henrion (1990) , 'Uncertainty: a guide to dealing with uncertainty in quantitative risk and policy analysis,' is apt. The appearance of at least rudimentary applications of risk analysis to climate change impacts certainly is a welcome development (e.g. Jones 2000) , but in no way diminishes the need for uncertainty analysis.
My perspective is that of a statistician with experience in applications to both climate and climate impacts. I attempt a broad review of the technology of quantitative uncertainty analysis, encompassing not just 'objective' aspects but 'subjective' ones as well. Rather than comprehensive coverage of the literature, just enough references are cited to achieve systematic treatment of the methodology employed. Only a very limited attempt is made to address qualitative issues. Moreover, recognizing the prevalent view in the social science community that the 'mainstream social science tools are presently incapable of providing a reliable basis for rational goal setting and policy implementation' (Rayner & Malone 1998, p. xxxix) , no claim is made that improved quantification of uncertainty would constitute a panacea.
The present paper was originally drafted as a companion to Hulme & Carter (1999) . They focused more specifically on how climate change scenarios have been constructed for actual use in impact studies. In a prototypical example, they employed Monte Carlo simulation techniques to demonstrate how uncertainty in GCM output cascades (via downscaling by a regional climate model) to regional climate change and its impacts, including resultant probability distributions for changes in streamflow (New & Hulme 2000) . The approach adopted in their example is closely related to that in Jones (2000) .
OVERVIEW OF UNCERTAINTY ANALYSIS
In this section, uncertainty analysis is described in generic terms. Explicit examples of the techniques employed in climate change assessments will be deferred until the next section. Before considering the various sources of uncertainty in detail, it is important to set the stage by thinking about why uncertainty matters. Clearly, uncertainty can directly affect policy, with the appropriate actions differing from those taken when only the 'best estimates' (e.g. mean values, output from deterministic models) are provided to decision makers. Among other things, the 'best' output from one model does not necessarily constitute the 'best' input to another model, because of non-normal distributions, nonlinear relationships, optimization criteria, etc. (Morgan & Henrion 1990, p. 319-320) .
A simplistic answer to why uncertainty matters would be that the expression of uncertainty quantitatively in the form of probabilities is required as input to any decision or risk analysis. Yet, even if one is compelled to resort to alternative methods for modeling social choice, it is clear that information about uncertainty still is needed. Moreover, uncertainty analysis should play a diagnostic role in any integrated assessment efforts, highlighting factors whose uncertainty is pivotal in policy considerations. A recurrent theme in uncertainty analysis is 'the value of knowing how little you know' (Morgan & Henrion 1990, Chap. 12) , as uncertainty is unavoidable, but the degree of uncertainty about uncertainty can be minimized (recall the quote from Socrates).
Sources of uncertainty
'Uncertainty' is a somewhat nebulous term, with attention in the present paper being restricted to those types of uncertainty that can be expressed in terms of probabilities (following the dictum of Cicero). Such a condition is not as restrictive as it first might appear, because the various interpretations of the concept of probability include subjective considerations. Motivated by the taxonomy given in Morgan & Henrion (1990, Chap. 4) , the following sources of uncertainty are described: measurement error, variability, and model structure (see Table 1 for a synopsis).
Measurement error
Conceptually the simplest source of uncertainty, measurement error arises even when attempting to measure an unknown physical constant (e.g. the mean density of the earth or the speed of light). It is inevitable that such errors arise, both those of a random nature whose magnitude reflects the precision of the instrument on which the measurements are based and those due to systematic error (e.g. due to the instrument being 'miscalibrated,' sometimes termed a source of 'bias'). It is generally straightforward to estimate precision, whereas the detection of systematic error can be quite difficult and this component of measurement error commonly is ignored. Yet 'even the greatest scientists, exercising every ounce of their ingenuity, are unable to eliminate all bias' (Stigler 1977 (Stigler , p. 1067 ).
Variability
All environmental or geophysical processes exhibit variations that reflect not just measurement error, but real systematic differences over space and time as well as inherent randomness (e.g. the limits to the predictability of future weather conditions). Not to minimize measurement errors, but variability is dominant for climate elements. Although some would make a distinction between uncertainty and variability, such a differentiation would be artificial in my view. For sometimes variability is only of interest insofar as it enables the determination of uncertainty estimates (e.g. for mean values), yet often in the climate context such variability is important for its own sake. The somewhat related issues of spatial and temporal aggregation and scaling will be discussed in Section 2.2.
Model structure
A more problematic source of uncertainty concerns the assumed form of model, with Morgan & Henrion (1990, p. 67) having observed that this source is 'usually more important, and more likely to have a substantial effect on the results of the analysis.' For example, important variables may have been omitted from a model (e.g. a model predicting crop yield may be missing some important climate variables). Moreover, the functional form of relationship may be misspecified (e.g. taking the relationship between crop yield and a climate variable to be linear when it is actually quadratic). Of course, such simplifications are inevitable, and any model can only be viewed as an approximation at best. In Section 2.5, the closely related issue of model size and complexity will be treated.
Scaling/aggregation
Environmental and geophysical phenomena exhibit variations over a wide range of spatial and temporal scales (this source also is included in Table 1 ). Not surprisingly, most models involving such phenomena have been 'tuned' to specific scales, and should not necessarily be viewed as being universal (e.g. a cropclimate model might be fitted using yields for individual plots at an experiment station). Yet it is inevitable that a model ends up being applied to different scales than that for which it has been developed. In some cases, what is termed in statistics the 'support' of a model (or of data) is not even clear. For instance, a dilemma that has been glossed over until recently is whether grid point output of a GCM represents a point or a spatial average (Skelly & Henderson-Sellers 1996) . This question of GCM support will be explored in Sections 3.5.1 and 4.2.1.
What sort of uncertainties are introduced by this mismatch of scales? The parameter values and even the functional form may differ for empirically determined models, depending on the scale or level of aggregation. One might anticipate that mean values should scale in a simple way across space and time, because averaging is a linear operation. But variances would not be expected to behave in such a simple manner under different scales or levels of aggregation. An example of how moments can depend on the degree of aggregation will be provided in Section 4.2.1. One could make the case that the issue of the level of aggregation is artificial and avoidable in principle. As such, any uncertainty attributable to this source should not be regarded as inherent. But, in practice, the size and complexity of the problems (e.g. in integrated assessment) requires a substantial degree of aggregation to make implementation feasible (Rotmans & Dowlatabadi 1998 ).
Propagation of uncertainty
Despite the size or complexity of a given model, perhaps it might still be thought that it is relatively simple to quantify how uncertainty propagates. A number of simple heuristics do exist, but their applicability is quite limited. In particular, the models involved in global climate change studies are far too large and complex for such heuristics to be directly relevant. Nevertheless, these rules provide an intuitive feeling for how rapidly uncertainty can increase.
One heuristic is the 'multiplication rule' for the joint probability of occurrence of n independent events, E 1 , E 2 , …, E n :
Here 'Pr{E }' denotes the probability of an event, E. As an illustration, suppose that at each of n stages of a sequential process an error could independently occur with a fixed probability, p. Even if p is quite small, the probability of at least 1 error is virtually 1 for a sufficiently large enough number of stages [i.e. 1 -(1 -p) n by Eq. 1]. In the real world, events are usually far from independent, and this heuristic can be extremely unreliable for uncertainty analysis. By replacing unconditional with conditional probabilities, the multiplication rule can be extended to dependent events (see Eq. 5 in Section 4.1.3). Another heuristic is the 'addition rule' for the variance of the sum of n independent random variables, X 1 , X 2 , …, X n :
Here 'var(X)' denotes the variance of a random variable, X. In reality, some pairs of random variables are highly correlated, and this heuristic can be somewhat undependable. Still the addition rule commonly is applied in the case of measurement error, generally assumed to be additive and uncorrelated with the variable being measured. By incorporating a second term involving covariances, the addition rule can be generalized to correlated random variables.
Techniques for uncertainty analysis
Some of the primary techniques employed in uncertainty analysis now are described, with examples of their application to global climate change being deferred until Section 3. These techniques (summarized in Table 2 ) include sensitivity and scenario analyses, as well as a formal probabilistic approach (i.e. Monte Carlo simulation analysis). In the application of these techniques, only 1 source of uncertainty at a time typically is treated. Most commonly, the model itself is viewed, in effect, as being free of any uncertainties, only the inputs (e.g. parameter values) are permitted to vary.
Sensitivity analysis
In a traditional sensitivity analysis, the rate of change in the output of the model is determined as a single input is varied by an infinitesimal amount, holding the other inputs constant (technically, a partial derivative). Sometimes, the absolute rate of change is converted into a relative measure to make comparisons among different inputs more meaningful. Being a local linear approximation, sensitivity analysis often is unsuited for highly nonlinear models. In climate change and impact research, the term (Saltelli et al. 2000) .
Scenario analysis
Scenario analysis is a natural extension of sensitivity analysis. Instead of varying only one input at a time, all the inputs are simultaneously changed, typically by much more than an infinitesimal amount. In this way, changes in output can be produced that correspond to realistic variations in inputs. The choice of individual scenarios sometimes is reflected in labels being attached, such as 'baseline,' 'most likely,' or 'worst case. ' Morgan & Henrion (1990, p. 179) stated that 'by itself it is not an adequate mechanism for finding the uncertainty about the outcome.' Yet some very compelling arguments have been made about the value of scenario analysis, and this technique is quite popular in the global climate change arena (see Section 3.3).
Monte Carlo simulation analysis
It would be natural to question whether an uncertainty analysis should be limited to just a few scenarios. Plus the fact that all scenarios are not equally likely should be taken into account. Thus one is drawn to think about having effectively an infinite number of scenarios and weighting each scenario by its likelihood; that is, a formal probabilistic approach. One could conceive of performing such a probabilistic calculation analytically, but the computational requirements of numerical integration would be prohibitive for all but the simplest models.
To circumvent these computational obstacles, Monte Carlo simulation analysis often is employed (Morgan & Henrion 1990, p. 198-209) , a method originally devised by physicists with the advent of electronic computers. In essence, the inputs are randomly drawn from probability distributions for each individual input and the corresponding output determined (in practice, more efficient sampling schemes can be devised). Through this process a probability distribution for the output is produced. The approach still requires the determination of distributions for the inputs, and it usually is the case that joint distributions are needed to permit dependence among inputs. In Section 4.1, some variants of the Monte Carlo approach, based on recent developments in statistics, are described.
Model size and complexity
The issue of determining the appropriate size or complexity of a model has already been alluded to in the discussion about model structure. It is natural to think that uncertainty automatically can be reduced by increasing the size or complexity of a model. Under many circumstances, reductions in uncertainty can be achieved, but beyond a certain point increased size or complexity may actually be a hindrance. Hence some guidance is needed about how to determine whether a model is sufficiently large or complex, given the information available. In the present paper, the issue of how to define or measure model 'complexity' is not addressed (but see Morgan & Henrion 1990, p. 289-291) , only focusing on model size (e.g. number of parameters, spatial and temporal resolution).
Some hints about the form of guidance can be gleaned from what is known in the field of statistics about the selection of the 'best' model from a set of candidates. For criteria such as minimizing prediction error, it is often preferable to select a model that is smaller than the 'true' one, especially if the true model requires an effectively infinite number of parameters. Basically, there is a tradeoff between (1) improved goodness-of-fit through incorporating additional variables in the model and (2) increased sampling error due to estimating more parameters from a limited amount of data. To achieve parsimony, it turns out that a penalty that is a function of the size of a model (e.g. number of parameters estimated) needs to be imposed to avoid overfitting (Schwarz 1978) . In a more general context, this principle of parsimony is sometimes termed 'Occam's razor' (e.g. Shackley et al. 1998) .
Especially subtle is the danger that linearizing approximations, intended to simplify a complex model, neglect system nonlinearities that turn out to be pivotal (Morgan et al. 1999) . Still there is a tendency to become mesmerized by very large and complex models (e.g. GCMs), automatically assuming that they are preferable to simpler ones. At least insofar as uncertainty is concerned, this need not be the case. 'Without thorough and systematic modeling and analysis of the uncertainty of the problem, we can not be sure that the results of a model, especially a very large and complex one, mean anything at all' (Morgan & Henrion 1990, p. 304) . Of course, large numerical models exist for other purposes, not necessarily compatible with the desire for parsimony.
Communication and interpretation of uncertainty
Besides quantifying uncertainties, the issue remains of how to communicate such uncertainties to decision and policy analysts. So a few comments are in order concerning information about uncertainty in the form of probabilities. Not surprisingly, some resistance to reliance on probabilities exists, and it has proved necessary to make the case that the statistics of climate change themselves ought to be expressed in probabilistic terms (Katz 1993) .
It is often argued that it is preferable to provide decision makers with only qualitative information about uncertainty, instead of probabilities. Sometimes the argument is couched in terms of translating probabilistic information into qualitative terms so that the recipients would better understand it, other times it amounts to claiming that it is not worth the extra effort to produce quantitative information about uncertainty. The problem with such arguments is that studies consistently show that expressions of uncertainty in qualitative terms (e.g. 'unlikely' or 'quite likely') are subject to a wide range of interpretations (Beyth-Marom 1982) . For seasonal climate forecasts, Nicholls & Kestin (1998) cited a recent case in which confusion arose over the meaning of the term 'likely.' In one of the few studies to go beyond relying on anecdotal evidence, Murphy et al. (1980) indicated that much confusion about probability of precipitation forecasts indeed exists, but about the event to which the probability is assigned, not anything inherently to do with probability itself. The issue also has been raised about whether it is preferable to disseminate absolute frequencies instead of probabilities (Hoffrage et al. 2000) .
Besides 'ambiguity' about either probabilities or events, Fischhoff (1994) identified 3 other issues that arise in the communication of uncertainty: (1) 'irrelevance' ('a forecast is of little use unless it provides information that potential consumers need, ' Fischhoff 1994, p. 391) ; (2) 'immodesty' ('recipients may still be left guessing whether the forecasters have overstated or understated how much they know, ' Fischhoff 1994, p. 393) ; (3) 'impoverishment' (a 'tendency to view what is customarily modelled as being what really matters, ' Fischhoff 1994, p. 397-398) .
It is safe to say that all of these issues have arisen in the context of global climate change.
PRESENT USE OF TECHNIQUES
In the present section, how techniques actually have been employed in uncertainty analysis as part of assessments of global climate change are surveyed, with a synopsis of the examples treated being given in Table 3 . For the most part, the techniques already have been introduced in the overview of uncertainty analysis (Section 2). Some of the discussion concerns related methods that are not necessarily a part of formal uncertainty analysis (i.e. model validation and intercomparison). Also, some other issues requiring specialized treatment have been postponed until now (e.g. extremes/surprises).
Model validation and intercomparison
The topic of model validation and intercomparison was not explicitly treated in the overview of uncertainty analysis. Yet, in discussions about the limitations of climate change assessments, much attention is devoted to the need for adequate validation and intercomparison of models (especially GCMs, Mearns 1997 , Gates et al. 1999 . Certainly, the careful evaluation of GCMs is important from a research perspective, potentially providing useful diagnostic information. What connection validation has with uncertainty analysis is explored here. I will avoid the philosophical minefield about whether the 'validation' of numerical models is, in any sense, possible (but be aware of the sentiment in the social sciences that 'validation of numerical models of natural systems is impossible, ' Oreskes et al. 1994, p. 641 ; 'verification of a model is logically impossible, ' Petersen 2000, p. 268) .
The evaluation of GCMs involves a comparison of the output from a GCM control run with the observed 172 Type (source)
Application Results
Sensitivity analysis CERES-Wheat model used to determine Demonstrated importance of effects (Mearns et al. 1996) sensitivity of crop yields to climate variability of climate variability on crop yields Scenario analysis IMAGE global change model used to Identified 'safe emission corridors,' evaluate effectiveness of emission pathways relating emission pathways to climate protection goals Monte Carlo simulation analysis EL global carbon cycle model used to evaluate Previous studies underestimated (Shackley et al. 1998) effects of parameter uncertainty on carbon uncertainty in projected dioxide levels carbon dioxide levels (Katz 1992) . For more discussion of GCM validation, see von Storch & Zwiers (1999, p. 129-130) .
Sensitivity analysis
Quite a few uses of sensitivity analysis can be found in the literature on impacts of climate change. Just one example will suffice to illustrate what sort of details are involved in implementing this technique in the context of climate change. The Mearns et al. (1996) study (Table 3) was motivated by the possibility that climate change may be reflected in more than mean values of climate variables (i.e. in increases or decreases in variations about the, possibly changing, mean). Although there is no dispute that climate variability does have an effect on agricultural production (Parry & Carter 1985) , 'there is considerable quantitative uncertainty concerning how agricultural crops respond to changes in climate variability' (Mearns et al. 1996, p. 257 ). The Mearns et al. research focused on the sensitivity of wheat yields to the variability of temperature and precipitation, with the response of yield to climate being determined by the CERES-Wheat model (Ritchie & Otter 1985) . Based on a 'mechanistic' approach in which yield is represented as a function of several factors, including the weather, the Mearns et al. study can be viewed as a sensitivity analysis of the CERESWheat model itself.
The range of change in climate variability considered in Mearns et al. (1996) was selected to be relatively broad and to reflect shifts thought possible under a doubling of concentration of greenhouse gases.
These variability changes are imposed through the use of a particular stochastic weather generator, the Richardson model (or WGEN) (Richardson 1981) . For a given set of parameter values, this stochastic model can generate synthetic time series of daily weather, including precipitation amount and maximum and minimum temperature, for any desired number of years. To achieve the intended changes in climate variability, the values of the appropriate parameters in WGEN are adjusted. For each level of climate variability, a probability distribution of yield is produced via the CERES-Wheat model (i.e. one yield value corresponding to each year of simulated weather). In this way, the effects can be measured in terms of shifts in both the mean and variance of yield. Mearns et al. (1996, p. 257) concluded that 'this study demonstrates the importance of taking into account change in … variability when analyzing the effect of climate change on crop yields.' As such, this work certainly constitutes a potentially valuable contribution to the climate impacts literature. Still, the extent to which uncertainty in wheat yield has actually been quantified is quite limited, as the likelihood of the prescribed changes in variability has not been taken into account. In other words, it is unclear how to end up with a single probability distribution for yield, as opposed to the several distributions produced by the sensitivity analysis. They also cautioned about uncertainties in the CERES-Wheat model itself. Besides a continuation of this work (including an extension to scenario analysis, Mearns et al. 1997) , several other sensitivity analyses of crop yields to climate variability and change have been performed (e.g. Riha et al. 1996 , Wolf et al. 1996 . To take into account crop model uncertainty, one strategy would be to replace the deterministic crop model with one based on a combination of mechanistic and statistical modeling (Landau et al. 2000) .
Scenario analysis
Scenario analysis is the technique most relied on currently in climate impact research. In practice, the distinction between sensitivity and scenario analyses is somewhat blurred, being more related to how the information is used than to the tools involved. Scenario analysis is intended to be policy relevant, whereas the goals of sensitivity analysis are more limited. A case in point is the 'viewpoint' expressed by in introducing a special issue of the journal Global Environmental Change dealing with scenarios for policy making. They related the lessons gleaned in attempting to communicate results of the IMAGE model for integrated assessment of global change to policy advisors.
To be more specific, let us focus on one of the companion articles in the special issue that makes use of the IMAGE model to produce scenarios for policy makers (Table 3) . The IMAGE 2 model includes 3 coupled subsystems: energy/industry, terrestrial environment, and atmosphere-ocean. Alcamo & Kreileman identified 'safe emission corridors' (i.e. minimum and maximum acceptable pathways) that would comply with long-term goals of climate protection. No discussion of uncertainty really is undertaken until the concluding section, where it finally is acknowledged that 'results presented in this paper have many sources of uncertainties, including the uncertainties inherent in the IMAGE 2 model ' (p. 330) . No quantification of uncertainty is attempted, rather only a caveat ('keeping in mind the uncertainties of the analysis,' p. 331) is given when the findings are listed.
In discussing the study and some others, Alcamo et al. (1996, p. 259 ) made a compelling case for the usefulness of scenario analysis to policy makers, concluding that it is 'an effective form for communicating a large amount of technical information.' This approach helps the user understand how large and complex models work and can demonstrate whether particular results are 'robust' to certain assumptions (really a variant of sensitivity analysis). Yet were aware of the shortcomings of scenario analysis, having included in a list of 'methodological improvements' in integrated assessment modeling that 'uncertainty needs to be quantified' (p. 259). In other words, scenario analysis is no substitute for uncertainty analysis. Often the warning is issued about 'scenarios' not being 'predictions,' but this distinction is somewhat artificial and ineffective, with policy makers not necessarily feeling constrained by terminology alone.
Monte Carlo simulation analysis
Perhaps both the sensitivity and scenarios analyses performed to date, as part of climate change assessments, should best be regarded as necessary precursors to full-fledged uncertainty analysis. Unfortunately, few examples exist in which formal probabilistic uncertainty analysis has been applied to global climate change models. The existing analyses have focused on parameter/input uncertainty (i.e. ignoring any imperfections in model structure). Because of complexity (including the 'curse of dimensionality' that arises in problems requiring optimization), these analyses generally have dealt with simpler versions of global change models (e.g. ones that have a high degree of aggregation). Let us focus on a recent study by Shackley et al. (1998) that includes a Monte Carlo simulation analysis of uncertainty in modeling the global carbon cycle (Table 3) . Shackley et al. (1998) considered the Enting-Lassey (EL) model of the global carbon cycle (Enting & Lassey 1993) , a deterministic nonlinear model (for more details about the EL model, also see . It was selected because it is smaller than a GCM, although still large enough to be challenging from the perspective of uncertainty analysis. Taking a Bayesian approach, prior probability distributions are assigned to the various parameters of the EL model. For want of other information, these priors are assumed to be independent normal distributions. The parameter values are randomly varied and the EL model repeatedly run, as in a standard Monte Carlo simulation analysis (see Section 2.4.3). Despite the limitations in this study (e.g. ad hoc choice of prior distributions, no treatment of uncertainty in model structure), Shackley et al. (1998, p. 179-180) found that the estimated uncertainties in future atmospheric levels of carbon dioxide are 'significantly greater than those gained by deterministic model studies alone.'
Henderson-Sellers & McGuffie (1999) took some issue with Shackley et al. (1998) , asserting that 'most, if not all, climate scientists are only too aware of the uncertainties both in "their" models and throughout policy development' (p. 597). In their rebuttal, Shackley et al. (1999, p. 613) maintained that "climate model developers" … are still predominantly deterministic in their orientation, even thought they acknowledge the uncertainty in the global climate system.' They went on to state that 'the need for a stochastic analysis is not emphasized … despite the fact that the models are being used to forecast the behaviour of a highly uncertain system' (p. 613).
Applying Monte Carlo simulation analysis directly to GCMs would be of considerable value. Although GCMs have been used to generate ensembles, it is not yet computationally feasible to produce ensemble sizes large enough for uncertainty analysis. Nevertheless, recent developments in 'ensemble forecasting' (Palmer 1993 , Wilks 1995 , now becoming prevalent in short-to medium-range weather forecasting, suggest this approach will eventually become practicable (an important limitation to most ensemble forecasting efforts is the assumption that the numerical prediction model is perfect). As at least a temporary expedient, one approach would be to approximate such a large and complex deterministic model by a smaller and simpler statistical one. For example, Shackley et al. (1998) used 'dominant mode analysis' to show that a relatively simple linear statistical model closely resembles the original nonlinear EL model. Before performing Monte Carlo simulation analysis, Webster & Sokolov (2000) applied 'deterministic equivalent modeling' to approximate statistically a 2-dimensional, zonally averaged climate model (i.e. still not as large or complex as a GCM). Rotmans & Dowlatabadi (1998, p. 334 ) recognized that 'advances in both computational methods and heuristic approaches to limiting the number of uncertain parameters are needed to keep pace with the growing complexity of integrated assessment models of global change.' Some recent developments in computational statistics that could help to alleviate this difficulty will be described in Section 4.1. Other recent studies in climate change and impact modeling that make use of Monte Carlo simulation analysis include Dowlatabadi (1998) and Wigley & Raper (2001) , as well as those by Jones (2000) and New & Hulme (2000) already cited.
Aggregation and downscaling
In this subsection, 2 topics related to uncertainty in scaling and aggregation that arise in research on global climate change are treated; namely, the interpretation of GCM grid point output and statistical downscaling.
3.5.1. GCM grid point output First, the issue of uncertainty attributable to scaling or aggregation is considered for the example of GCM grid point output introduced in Section 2.2. It is somewhat surprising that this question has only been explicitly considered relatively recently (Skelly & Henderson-Sellers 1996 , Osborn & Hulme 1997 . It has implications for the appropriate comparison with observations in the evaluation of GCMs, as well as in the interpretation of GCM scenarios by climate impact researchers. This issue is especially problematic for precipitation, with its high degree of variation on very small spatial and temporal scales. GCM numerically simulated precipitation sometimes is criticized as having the property of 'drizzling too much.' Although inadequate model physics is part of the problem, it may be unfair to compare an areal quantity with point observations (i.e. based on only a few rain gauges).
Clearly, GCM output is intended to represent a grid box. But Skelly & Henderson-Sellers (1996) made the case for GCM grid point output being, in effect, a 'hybrid' between a point and an areal quantity; in some respects (e.g. numerical computations) resembling a point, whereas in others (e.g. parameterizations) a spatial average. On the other hand, Osborn & Hulme (1997) started with the assumption that GCM output does represent quantities averaged over the entire box surrounding the grid point, with their goal being 'more faithful' (p. 1885) evaluation of GCM simulated precipitation. Using observations of daily precipitation based on rain gauges, they derived empirical relationships that predict precipitation statistics averaged over an entire grid box, given only data for a limited number of sites within the box. How to exploit stochastic modeling and scaling theory in evaluating GCM output will be considered in Section 4.2.1.
Statistical downscaling
An approach known as 'statistical downscaling' is becoming increasing popular for dealing with mismatches in scale (von Storch et al. 1993 , Lettenmaier 1995 , Hewitson & Crane 1996 , Wilby & Wigley 1997 ). For instance, empirical relationships between local precipitation and patterns in large-scale atmospheric circulation are utilized. The basic idea being that it is preferable to obtain climate change scenarios for precipitation indirectly from these downscaling relationships than to rely directly on GCM simulated precipitation (perhaps interpolated to a higher resolution).
Most of the methods employed in statistical downscaling are 'regression-like' procedures (i.e. methods that only specify a conditional mean, including multiple regression analysis and other techniques such as 'artificial neural nets, ' Hewitson & Crane 1996) , and are reminiscent of the 'model output statistics' approach often used in the production of operational weather forecasts (i.e. in which the output of numerical weather prediction models is statistically adjusted; Wilks 1995, p. 201-210) . Specifically, such procedures can be expressed in terms of the conditional mean as:
Here Y denotes the variable to be predicted via statistical downscaling, the X 1 , X 2 , …, X p covariates, perhaps based on GCM output, and ε a random error term. Other statistical characteristics of the variable Y are either only implicitly modeled (i.e. its conditional variance or the variance of the error term in Eq. 3) or not modeled at all (e.g. its autocorrelation). A refinement in this approach to downscaling, more amenable both to scenario and uncertainty analysis, will be described in Section 4.2.2.
Extremes/surprises
'Surprise' is a topic that periodically receives at least limited attention in the global climate change area. 'It is usually the extreme, surprising events that cause the most damage to human health and property,' and 'while some kinds of surprises are truly unpredictable, there are other types that could be anticipated and their adverse effects forestalled' (Streets & Glantz 2000, p. 97) . Almost by definition, genuine unpredictable surprises will remain outside the scope of uncertainty analysis. Hammitt & Shlyakhter (1999) examined the role of surprise in risk assessment, including an application to global climate change.
In the present paper, the discussion is limited to what Streets & Glantz (2000, p. 101) referred to as 'surprises that probably should not be surprising, but often are;' in particular, to extreme events. Although much discussion in recent years has been devoted to the importance of extreme events in climate change, it is quite rare that modern statistical theory for extremes is applied (notable exceptions are Zwiers & Kharin 1998 , Kharin & Zwiers 2000 . Yet the statistics of extremes has found extensive application in engineering design problems (e.g. for hydrologic purposes) that are directly relevant to climate impacts (Faragó & Katz 1990 ). When the fit of an assumed form of distribution to the data is examined, it is not unusual to discover that the frequency of extreme high or low values is underestimated. To cite a climate example, Wilks (1999) found that the gamma distribution underestimates the probability of high precipitation amounts at many locations. As an example related to impacts, Shlyakhter et al. (1994) showed that the errors in energy projections have a distribution whose lower and upper tails are longer than the normal.
The types of probability distribution typically assumed for climate and climate impact variables (e.g. normal, exponential, gamma, lognormal) all possess what is termed a 'medium' right-hand tail. That is, the tail of the distribution (i.e. 1 − F(x), sometimes called the 'survival function,' where F(x) = Pr{X ≤ x} denotes the cumulative distribution function) satisfies the approximation:
for large x, where L is a linear function (for the exponential distribution, Eq. 4 holds exactly instead of approximately). Yet there is evidence that the distributions of climate variables such as precipitation and of related variables like streamflow, as well as of the associated economic damage from extreme events such as floods or hurricanes, do not have a medium, but a 'heavy' right-hand tail (incidentally, no distributions with heavy tails are included in Morgan & Henrion 1990, Chap. 5). If so, then events are being labeled as more surprising than they should be. Heavy-tailed distributions, evidence for their existence, and their implications for uncertainty analysis will be discussed in Section 4.3.
ALTERNATIVE APPROACHES
Modern statistical methodology, potentially relevant to uncertainty analysis of global climate change models, is outlined in this section. Earlier in the present paper, the case has been made that anything less than a fully probabilistic approach to uncertainty analysis is inadequate.
Having been advocated for use in uncertainty analysis of global climate change (Paté-Cornell 1996, Hobbs 1997), Bayesian statistical methods for probabilistic analysis now are addressed. More generally, the Bayesian statistical paradigm is making a 'comeback' in statistical applications (Malakoff 1999 ).
Probabilistic analysis
In this subsection, first the Bayesian statistical paradigm is reviewed and the class of hierarchical stochastic models, well suited for Bayesian analysis, introduced. Then consideration is devoted to recent computational developments that make this approach more feasible in applications (i.e. so-called Markov chain Monte Carlo techniques) and to uncertainty about model structure (taken into account through model averaging).
Bayesian statistical paradigm
Bayesian statistical methods are not at all new (in many respects, they predate 'classical' techniques), and are philosophically attractive for a number of reasons. Yet, until recent years, computational limitations served to hinder the application of Bayesian methodology to large or complex problems. But now 'the tide has turned,' and pragmatic statisticians routinely take advantage of Bayesian computational methods even when their ultimate aim is classical estimation.
First, the basic steps in the Bayesian statistical paradigm are briefly reviewed (for an introduction to the use of Bayesian statistics in climatology, see Epstein 1985) : (1) Elicit the joint 'prior probability' distribution for the parameters of the statistical model under consideration (the prior is formulated before 'seeing' the data, and could be 'diffuse' or non-informative). (2) For the statistical model, obtain an expression for the joint conditional distribution of the observations as a function of the parameters (termed the 'likelihood function' in classical statistics). (3) Determine the 'posterior probability' distribution for the parameters given the data by combining (via Bayes' rule) the prior distribution with the likelihood function evaluated at the sample values.
The computational difficulty already alluded to arises in step (3), as Bayes' rule generally requires the numerical evaluation of integrals, until recently too complex if more than a very small number of parameters are involved.
How these 3 steps in the Bayesian statistical paradigm work is demonstrated by a simple example (Fig. 1) , with the details about its construction being given in Appendix 1. In this example, prior information about the mean temperature (e.g. based on physical theory or on previous observations) is combined with sample information to produce a posterior distribution. The figure illustrates how the posterior distribution for the mean temperature involves an adjustment to the prior, depending both on the number of temperature measurements and on how much the information about the mean contained in the sample differs from the prior. Although one posterior distribution is shifted by a smaller amount from the prior than is the other posterior, it has a higher variance (see Appendix 1).
The Bayesian approach commonly has been criticized for requiring the subjective assessment of prior probability distributions for model parameters, but this aspect actually is viewed by some as an advantage. Although it may be difficult to elicit the opinions of experts (e.g. Morgan & Keith 1995) , it is not difficult to incorporate such subjective judgments into a Bayesian analysis. The Bayesian approach also makes it straightforward to combine different sources of information (updating the posterior distribution through taking the previous posterior distribution to be the present prior, etc.).
Despite its overwhelming reliance in applications, classical statistical inference has a number of limitations that hinder its utility in uncertainty analysis. To highlight just one, the so-called 'plug-in' method is usually employed to obtain 'standard errors' to attach to any estimates. This technique requires that the corresponding parameter estimates be substituted, in place of any unknown parameters, into the expression for the standard deviation of the estimator. So one important source of uncertainty, that of the parameter estimates themselves, typically is ignored. For instance, the plug-in approach is commonly used by climatologists to estimate the variance of a time average (or the 'equivalent sample size'), ignoring the uncertainty in the sample autocorrelation coefficients (von Storch & Zwiers 1999, p. 115-116) . Despite being too difficult for classical statistics to handle in all but the simplest situations, this source of uncertainty routinely is taken into account in the Bayesian approach.
Before treating recent developments in Bayesian computing, 2 rudimentary examples of the application of Bayesian statistics that are relevant for uncertainty analysis of climate and climate impacts modeling are briefly reviewed. One study concerns how the uncertainty in estimating yield response functions (i.e. relating crop yield to ozone exposure) affects economic benefits for various levels of pollutant standards (Adams et al. 1984) . Based on a limited amount of experimental data, the estimated yield response function was derived from a regression analysis. The Bayesian analysis takes into account parameter uncertainty in the fitted regression model, assuming a diffuse/non-informative prior for the parameters involved (i.e. as if no prior information were available). Posterior distributions of the economic benefits associated with each level of pollutant standard were obtained, indicating to what extent the benefit distributions for the different options overlap. Although several important sources of uncertainty were ignored, this study still illustrates how the uncertainty, in this case associated with experimental data, propagates through the system and ultimately affects the calculation of economic benefits. An uncertainty analysis of a crop-climate model would be somewhat analogous.
A more recent study includes a fully Bayesian analysis of the uncertainty in estimates of the 'climate sensitivity' (namely, the change in global mean temperature corresponding to a doubling in the concentration of atmospheric carbon dioxide 'equivalents') (Tol & de Vos 1998) . Based on statistical modeling of time series of global mean temperature and covariates (including atmospheric carbon dioxide concentration), the study makes use of expert assessments of the likely values of climate sensitivity as prior distributions (Morgan & Keith 1995) . Although the posterior distribution of climate sensitivity turned out to be sensitive to the assumed form of prior information, Tol & de Vos (1998, p. 105) concluded that 'the data heavily discount the likelihood of a small climate sensitivity' and that it 'may well be very large.' This study can be criticized for being oversimplified (e.g. the influence of sulphate aerosols is ignored). Still it demonstrates how subjective information from experts can be readily combined with observations in the Bayesian approach.
Hierarchical stochastic models
A powerful approach to the stochastic modeling of large and complex systems is known as 'hierarchical' modeling. Such models are not inherently Bayesian, but their form makes the computations involved in the Bayesian approach amenable. The concept of a hierarchical model makes use of the 'power of conditioning,' generally involving several stages (or layers), but with conditional independence assumed between stages. In this way, complex dependencies are produced unconditionally, but the advantages of independence can be exploited conditionally at each stage of the analysis.
First the term 'conditional independence' is more fully explained. An example is shown in Fig. 2 , with the details being given in Appendix 2. Suppose that the temperature at 2 sites is conditionally independent given the state of large-scale atmospheric-oceanic circulation (e.g. indicating whether or not an El Niño event occurs). This assumption implies that the temperature at the one site could be stochastically simulated independently of the temperature at the other site, just alternating which conditional distribution is used (depending on El Niño). Then, unconditionally, dependence in the temperature at the 2 locations is induced by virtue of conditioning on the same circulation state. In this example, the induced correlation between the temperature at the 2 sites is about 0.4 (see Appendix 2).
Next a recent example is described in which Bayesian hierarchical modeling of climate-related phenomenon has been attempted. Wikle et al. (1998) proposed a multi-stage model for environmental space-time data. The first stage represents the data in terms of an underlying process of interest and a measurement error component, whereas the second stage separates the underlying process into 'climate' and 'weather' components. In the third stage, spatial dependence in the climate component is modeled, as well as the space-time dependence in the weather component (with relatively simple structure possible because of the power of conditioning, as well as a provision for the incorporation of nonlinear dynamics or 'physics'). The remaining stages involve the specification of prior distributions. As all of the stages are intentionally designed to be conditionally independent, this approach is a relatively straightforward way to develop space-time stochastic models (i.e. circumventing the need to model large and complex space-time covariance matrices).
As a prototypical application, Wikle et al. (1998) applied this approach to a space-time field of temperature data. More recent work concerns the prediction of the space-time field of sea surface temperatures in the El Niño region of the Pacific Ocean. In this innovative application, uncertainty is attached to the El Niño forecasts as a routine byproduct of the Bayesian analysis (Berliner et al. 2000) . Thus modern Bayesian statistical methods are making rapid advances toward the time when the stochastic modeling of GCM output could be realistically contemplated (as advocated by Dempster 1998) . Such a stochastic model would not make GCMs obsolete. Rather, it would enable extensive uncertainty analysis of a GCM to be conducted, not presently possible through conventional Monte Carlo simulation analysis. This approach is only conceivable because of recent developments in Bayesian computation, a topic to be dealt with in the next subsection.
Markov chain Monte Carlo
Although the idea originated in statistical physics more than 40 yr ago, only in the present decade has the computational device known as Markov chain Monte Carlo (MCMC) been extensively exploited in Bayesian statistics. One particular implementation of MCMC is termed 'Gibbs sampling' (for an expository treatment of this algorithm, see Casella & George 1992) , the method used in the Wikle et al. (1998) study just reviewed. Lu & Berliner (1999) gave another geophysical application of MCMC, fitting a nonlinear ('regimeswitching') time series model to rainfall-runoff data by a Bayesian approach. MCMC is a method that indirectly simulates a joint probability distribution of any desired dimension (e.g. the joint posterior distribution of a set of parameters in a Bayesian analysis). To be applied, tractable expressions are only needed for the 'full conditionals;' that is, the conditional distribution of an individual parameter, given all of the remaining ones (the hierarchical models just discussed are designed with this property in mind). In particular, the joint probability of n (possibly dependent) events, E 1 , E 2 , …, E n , can be expressed as:
which is a generalization of Eq. (1). The main point is that all of the probabilities on the right-hand side of Eq. (5) are full conditionals. A purely artificial Markov chain can be constructed (i.e. the Markov dependence has no connection to whether the data being modeled are dependent) with the property that its limiting distribution is precisely the desired one. Although these developments have led to a virtual 'revolution' in Bayesian statistics, it should be kept in mind that further computational breakthroughs will be required before problems as large and complex as a fully stochastic space-time model for GCM output could be routinely tackled by this approach.
Model uncertainty
Most aspects of uncertainty about model structure are not routinely taken into account in climate change and impact studies. Yet 'any approach that selects a single model and then makes inference conditionally on that model ignores the uncertainty involved in model selection, which can be a big part of overall uncertainty,' and 'this leads to underestimation of the uncertainty about quantities of interest, sometimes to a dramatic extent' (Kass & Raftery 1995, p. 784) . In principle, the Bayesian approach can account for model uncertainty through 'averaging' (Hoeting et al. 1999) . The posterior probabilities of all candidate models given the data are determined, and then these probabilities are employed as weights to combine estimates based on the various models in the final analysis. These posterior probabilities are closely related to 'Bayes factors,' as well as the Bayesian information criterion (or BIC) popular for model selection (Kass & Wasserman 1995) .
In practice, it still is quite difficult to implement the Bayesian approach to account for model uncertainty, as having more than a few candidate models makes the calculations infeasible. Kass & Raftery (1995) proposed 'Occam's window,' a variant of Occam's razor (mentioned in Section 2.5), in which only the strongest candidates enter into the model averaging. It should be noted that there is some opposition to model averaging. Specifically, Morgan & Henrion (1990, p. 68) argued:
'Every model is definitely false. Although we may be able to say that one model is better than another, in the sense that it produces more accurate predictions, we cannot say it is more probable. Therefore, it is inappropriate to try to assign probabilities to models.'
Perhaps for this reason, Bayesian model averaging has rarely if ever been attempted in the climate change context.
Stochastic models for scaling/aggregation
In this subsection, the issues of the scale of GCM grid point output and of downscaling are revisited from a more statistical perspective.
Stochastic scaling
Extensive research on statistical scaling properties in the environmental and geophysical sciences has been performed, especially motivated by interest in 'fractal' behavior. In part, the goal is to develop a universal principle that would enable statistical characteristics for different scales to be related. Although no such universal rule has been found, some simple heuristics have been obtained. For example, Gupta & Waymire (1993) considered the 'log-log law' that arises for fractals or 'multifractals,' governing the relationship between the moments of a spatially averaged quantity (e.g. mean or second moment) and the corresponding spatial scale (i.e. the size of region over which the quantity is averaged).
In the case of precipitation, conditional on its occurrence, the hth-order moment is assumed to satisfy:
where h > 0, X(s) denotes a variable averaged over an area of size s, and α h and β h are constants possibly depending on h. An analogous log-log relationship is assumed for the probability of occurrence of precipitation. Gupta & Waymire (1993) found that such a law is approximately satisfied for rainfall derived from radar reflectivity, and proposed a stochastic model known as a 'random cascade' to probabilistically represent such behavior. Brown et al. (1995) applied this log-log law as a heuristic in an exploratory study on the spatial scale of grid point precipitation simulated by a numerical model. Scaling characteristics for precipitation simulated by a regional climate model (i.e. a mesoscale model nested within a GCM) were compared with those of aggregated hourly precipitation observations for a dense network of rain gauges. Although the results were somewhat inconclusive, they suggest that GCM simulated precipitation has a similar spatial structure to but a different 'scale' from the observations (i.e. somewhere between a point and the entire grid box). More systematic studies of this type, in combination with theoretical developments on stochastic scaling, would help make the uncertainty attributable to aggregation more amenable to analysis.
Statistical downscaling
The focus of statistical downscaling on conditional means has been pointed out in Section 3.5.2. Usually, even the error term in Eq. (3) is neglected, with a consequence that the variance of the downscaled variable is underestimated. Only quite recently has 'randomization' (i.e. explicit inclusion of the error term) in downscaling been advocated (von Storch 1999) . Although the underestimation of variance is not an inherent defect in the regression-like approach to downscaling, it has other shortcomings that are not necessarily remedied by simple adjustments such as randomization.
If downscaling were formulated in terms of conditional stochastic processes instead, then a framework for full-fledged uncertainty analysis would be created. It still is rare to regard downscaling as involving stochastic processes (as opposed to just static statistics), and rarer yet to study its statistical properties (for one exception, see Katz & Parlange 1996) . Formally, the stochastic approach calls for modeling the conditional distribution of the present state of the variable to be downscaled, say denoted by Y(t) at time t, given not only the p covariates X 1 , X 2 , …, X p (using the same notation as in Section 3.5.2), but its own past history, say denoted by Y(t − 1), Y(t − 2), …, Y(1); that is:
One way to implement this approach involves stochastic weather generators, with the parameters of the generator being varied conditional on covariates (see Wilks & Wilby 1999 for a review of weather generators, including their use in downscaling). The formal treatment of weather generators as stochastic processes usually is lacking as well (one exception is Katz 1996) . Ordinarily, parameter uncertainty is ignored in climate change scenarios produced by downscaling, whether through weather generators or regression-like approaches, with a Bayesian approach again being the most natural way to take this source of uncertainty into account. It should be noted that one alternative to a stochastic weather generator is to employ 'resampling' instead, generating synthetic times series of weather (through random draws from the original sample) conditional on atmospheric variables (Buishand & Brandsma 2001) .
Although the performance of different methods for statistical downscaling is starting to be evaluated (Wilby et al. 1998) , so far the inherent advantage of this approach with respect to uncertainty analysis has apparently not been recognized. Even if statistical downscaling does not necessarily improve upon some alternative (e.g. direct reliance on GCM output), it still would be useful in enabling uncertainty to be estimated. In other words, there is value in adding a downscaling layer to the analysis, even if no 'downscaling' literally needs to take place.
Extreme value theory
A well-developed statistical theory of extreme values exists, but texts which connect this theory to applications are lacking (one recent attempt is Reiss & Thomas 1997) . Without describing this theory in any detail, the most important point is that it differs in fundamental ways from the corresponding statistical theory for averages. Instead of the normal distribution, ubiquitous for averages or sums, skewed distributions arise for extremes (e.g. the maximum value over some time period), in some cases having heavy tails. This theory is 'robust,' in the sense that it does not require making very specific parametric assumptions about the shape of the extreme tails of distributions (for which not much data is ordinarily available).
Formally (using the same notation as in Section 3.6), the survival function of a heavy-tailed distribution satisfies the approximation:
for large x. Note that Eq. (8) is satisfied exactly for a Pareto distribution (Reiss & Thomas 1997, Chap. 1 ; also see Appendix 3). A distribution satisfying Eq. (8) has fundamentally different properties from one satisfying Eq. (4), assigning so much probability mass to extreme values that higher moments are infinite; in some instances, even the mean or variance are not finite.
In a recent study, Zwiers & Kharin (1998) used extreme value theory to compare extremes numerically simulated in a GCM control run with observations. They also compared GCM-simulated extremes under doubled carbon dioxide with those for a control run. These comparisons were generally made in terms of 'return' (or 'design') values (i.e. the value of a climate variable corresponding to the desired 'return period,' such as 10, 20, or 50 yr). In a follow-up study, Kharin & Zwiers (2000) applied essentially the same approach to transient climate simulations by a GCM. Among other things, they detected some cases in which GCM-simulated variables apparently have heavy-tailed distributions. The statistics of extremes remains under-utilized in searching for comparable trends in observed climate extremes.
Evidence of heavy-tailed distributions is starting to be uncovered, especially for geophysical variables, such as streamflow, that integrate climate or for certain impact variables, such as monetary damage, that relate to income or wealth. For example, Anderson and Meerschaert (1998) found evidence of heavy tails in modeling streamflow, and Katz (2002) treated damage associated with hurricanes (data from Pielke & Landsea 1998) . Both of these variables are traditionally modeled by the lognormal distribution, and only if the extreme right-hand tail is closely examined are any substantial discrepancies found. Fig. 3 shows a comparison of the fit of the lognormal (Fig. 3a) and the generalized Pareto distribution (Fig. 3b) , in terms of their survival functions (see Appendix 3 for more details about the construction of this figure) . Although the evidence is not completely conclusive about whether the fit of the heavy-tailed Pareto is superior to the medium-tailed lognormal for extremely high damages, the 2 forms of fitted distributions have quite different implications concerning what should constitute a surprising event.
Most statistical methods employed in global climate change assessments make no provision for heavytailed distributions. For example, all the popular stochastic weather generators (including WGEN) assume medium-tailed distributions for precipitation amounts. Under this type of assumption, the maximum value of precipitation simulated by such a weather generator cannot have a heavy tail (Katz 1999) , despite evidence to the contrary for observed precipitation extremes (e.g. Buishand 1989 ). Although resampling techniques might be thought to circumvent this issue (Lall & Sharma 1996 , Rajagopalan & Lall 1999 , they actually treat any variable as being bounded by the largest value in the original sample; in effect, neither mediumtailed nor heavy-tailed.
RECOMMENDATIONS
One of the main points that comes out of this review is that uncertainty analysis should not be viewed as a minor component that can be 'added on' once a model has been developed. Instead, its consideration should be an integral part of the development of any model (this point has been made before, e.g. Dowlatabadi & Morgan 1993 ). For example, in determining what level of aggregation is appropriate in an integrated assessment, explicit treatment of uncertainty should be one of the factors taken into account. Ideally, uncertainty should be addressed even when deciding whether to increase the size or complexity of a GCM. Uncertainty analysis that is fully probabilistic has been advocated in the present paper, taking advantage of recent computational developments in Bayesian statistics. But it is important to acknowledge that sensitivity and scenario analyses still are needed, as such analyses can serve as catalysts for further examination of uncertainties. The question remains of what strategy to adopt, both to provide useful guidance about uncertainty in the interim and to make progress as efficiently as possible toward the ultimate goal of implementing fully probabilistic analyses for global climate change models. A number of different approaches come to mind, each of which has serious limitations if taken in isolation, but when pursued in parallel might be relatively robust (akin to the 'strategic cyclical scaling' research paradigm of Root & Schneider 1995) .
Broad recommendations include:
(1) 'Disintegrated' uncertainty analysis. Although integrated assessment is the natural framework to account for uncertainty, it would be worthwhile to start by assessing uncertainty in individual model components separately.
(2) Uncertainty analysis for simpler models. The systematic treatment of uncertainty for simpler models may be preferable to incomplete uncertainty analysis for more complex models. Only in this way can the mechanisms by which uncertainty propagates begin to be understood.
More specific recommendations concerning uncertainty analysis, already mentioned in the present paper, include: (1) make use of scaling theory in quantifying uncertainty due to aggregation; (2) take advantage of statistical downscaling; (3) exploit statistical theory for extreme events; and (4) incorporate subjective/qualitative information via a fully Bayesian approach.
What are the prospects for the global climate change arena as uncertainty analysis is increasingly attempted and more realistically performed? In the short-term, an apparent increase in uncertainty should be anticipated, not any reduction (Morgan 1998) . But recall the theme of 'the value of knowing how little you know' (Section 2). The field of climate change impact assessment will be better off in the long run the sooner it is recognized how severely underestimated uncertainty presently is. In the meantime, value of information studies (i.e. quantifying the economic value of eventual reductions in uncertainty), predicated on decision making under uncertainty, can be used as one criterion to help prioritize research (Hobbs 1997 , Katz & Murphy 1997 . Still it is important to be aware that this method can sometimes produce misleading results (Hammitt & Shlyakhter 1999) , and that 'research prioritization cannot be based on value of information alone' (Dowlatabadi & Morgan 1993 , p. 1932 .
The aforementioned difficulties will hinder any attempt to perform a full-fledged uncertainty analysis of models for global climate change. Nevertheless, I close on a relatively optimistic note, with a quote from Francis Bacon (English philosopher, AD 1561-1626) giving the 'raison d'être' for uncertainty analysis:
'If a man will begin with certainties he shall end in doubts; but if he will be content to begin with doubts he shall end in certainties.' Acknowledgements. A preliminary version of this paper was presented at the First ECLAT-2 Workshop on Representing Uncertainty in Climate Change Scenarios and Impact Studies, Finnish Environment Institute, Helsinki, 14-16 April 1999. I thank Tim Carter and Mike Hulme for encouragement and 2 referees for helpful comments. Research was partially supported by NSF grant DMS-9815344 to the NCAR Geophysical Statistics Project.
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The example of the Bayesian statistical paradigm follows Epstein (1985, Chap. 5) . Suppose that observations (say, of temperature) Y(t), t = 1, 2, …, are generated independently and normally distributed, with unknown mean µ but known variance σ 2 [denoted by N(µ,σ 2 )]. Assume that the prior probability distribution for the mean temperature µ is N(m', σ 2 /n'). Further, suppose that a sample of size n with sample mean ysubsequently becomes available. Then the posterior distribution of the mean µ is N(m'', σ 2 /n''), where:
n'' = n + n', m'' = (n /n'')y -+ (n'/n'')m'
In Fig. 1 , σ = 5, m' = 20ºC, and n' = 25, so that the prior distribution of the mean temperature µ is N(20, 1). For one sample outcome of n = 25 and y -= 22ºC, Eq. (A1) yields a posterior distribution of µ that is N(21, 0.5); for the other sample outcome of n = 75 and y -= 18ºC, a posterior distribution of µ that is N(18.5, 0.25)
Appendix 1. Example of the Bayesian paradigm
The example of how unconditional dependence can be induced from conditional independence makes use of the relationships between conditional and unconditional moments (i.e. means, variances, and covariances) as described, for example, in Katz & Parlange (1996) . Consider 2 variables, X and Y, say representing the temperature at 2 sites, and let another variable I indicate the occurrence (i.e. I = 1) or non-occurrence (i.e. I = 0) of, for instance, an El Niño event, with w = Pr{I = 1}. In addition, let the conditional means and variances of X given the state I be denoted by µ X (i) = E(X | I = i ) and σ The example of evidence of a heavy-tailed distribution is taken from Katz (2002) , with the original source of the data being Pielke & Landsea (1998) . A lognormal distribution is one for which the logarithmically transformed data are normally distributed. Its survival function, 1 − F(x), satisfies Eq. (4); that is, a medium-tailed distribution. A generalized Pareto has cumulative distribution function of the form:
F ( In Fig. 3 , the data consist of the damage from 144 North Atlantic tropical cyclones (primarily hurricanes) making landfall in the US during 1925-1995. The damages have been adjusted for inflation, wealth, and population at risk, and are expressed in 1995 US billion $ (see Pielke & Landsea 1998) . For Fig. 3b , the maximum likelihood estimate of the shape parameter of the generalized Pareto distribution, fitted only to the highest 18 damage values, is γ = 0.471
Appendix 3. Example of a heavy-tailed distribution
