Processor cores are becoming less expensive and thus more accessible. To utilize increasing number of available computing elements, good parallel algorithms are necessary. In light of these changes in contemporary computing, multipath Metropolis simulation of classical Heisenberg model is explored. In contrast to the original single-path algorithm, multipath simulation approach is inherently parallel because different random-walk paths are mutually independent. This independence enables easy and efficient harnessing of numerous cores' computing power in embarrassingly parallel algorithms. Aside form being inherently parallel, multipath simulation approach results in independent and normally distributed simulation output. Normal distribution enables simple and straightforward statistical processing. Thus, multipath simulation results can be easily computed with arbitrary and statistically known precision.
Introduction
During the last few decades strongly correlated systems have been the subject of intensive theoretical and experimental studies. The O(3) nonlinear sigma model is used in all branches of theoretical physics [1] . The classical Heisenberg model (CHM), a lattice regularization of O(3) nonlinear sigma model, appears as a working model of continuous short ranged interactions in many body problems. CHM is one of the main models in condensed matter physics, describing a vast class of materials with large, localized spins such as europium monochalcogenides EuO, EuS, EuSe and EuTe [2, 3] . It is also well known that the classical Heisenberg model provides an insight to the high temperature behavior of the corresponding quantum model [4] . Recently the model was even used to describe collective animal behaviour, to be more precise the behaviour of flocks of birds [5] . There are several methods in treating classical models. The most commonly used are renormalization group approach [1, 6, 7] , high temperature expansion [4] and Monte Carlo (MC) simulations [8] . MC simulations [9] are extremely suitable for the study of the system of localized spins. Simulations based on well known and simple models, like Ising [8, 10] and classical Heisenberg [11] are still attractive. They are performed on different contemporary computing platforms like GPU [12, 13, 14] and special-purpose hardware developed in FPGA [15] . Nowadays, MC simulations of spin systems are one of the most challenging and exciting topics in condensed matter physics, especially for the study of phase transitions and critical phenomena.
Over the last couple of decades the price of processing elements has constantly decreased. This trend is, most likely, set to continue for at least another decade more. Hardware manufacturers have turned to multicore systems [16] , resulting in computer architectures with more processing elements. Although significantly faster cores are not expected at least in the near future, a rapid increase in the number of computing cores is a reasonable expectation.
When single core computers were dominant, the main concern was efficient utilization of memory and processor cycles. These aspects are still important however, the increasing number of available cores has also led to a new goal:
to utilize as many computing cores as possible in efficient and scalable parallel algorithms. Often there is a trade-off, since increasing the number of utilized cores cannot be achieved without a significant increase in the total number of computing cycles. Thus, it is necessary to develop algorithms that utilize available processing elements efficiently. In this context an inherently parallel multipath approach corresponds to contemporary hardware and software trends.
A Metropolis algorithm is originally defined as a single-flip (only one particle moves at a time), single-path (a complete simulation is performed on one, long random-walk path) algorithm [17, p. 1088] . It is an inherently sequential modification of the Monte Carlo scheme, because each configuration depends on the previous one. One value (of some system property) is computed out of the system state after each flip. At the end, all values are averaged. The mean of these values is taken as the simulation result. It is quite an efficient and widely applicable algorithm though it produces values that are correlated [18] and because of that only asymptotically normally distributed [19, 15] . Such distribution complicates statistical analysis. A number of methods have been developed in order to minimize this correlation issue [20, 21, 22] . Also, convergence speed is issue in a single-path approach, since it can be prone to entrapment in local minima [23] 1 . To overcome this issue algorithm improvement that includes more than one random walk path known as a Metropolis coupled Markov chain Monte Carlo (MC) 3 is proposed in [24] . A decades old idea of more-than-one-path Metropolis algorithm enhancement is extended in this paper into an embarrassingly parallel and highly scalable multipath simulation approach, appropriate for our highly parallel computing age.
Simulation
In order to acquire statistically independent values, to overcome the issue of local minima entrapment and to be able to utilize the now abundant computing cores, the multipath approach is explored. It produces a normally distributed simulation output, in both the ferromagnetic and paramagnetic phase with simulation output values statistically independent by definition. Statistical analysis of data set with such distribution characteristics is straightforward. In this approach a Metropolis algorithm is applied on many different paths, all beginning at a randomly chosen state and each path producing only one simulation output (after reaching thermal equilibrium). Beside producing independent output values this approach offers much bigger parallelization potential compared to single-path approach, since computations on each path are mutually independent.
The simulations were conducted using data storage and computing services of the Supercomputing Center of Galicia (CESGA) [25] . We used the FINISTERRAE [26] (2500 cores, 35 TFLOPS) and SVG [27] (1800 cores) supercomputers running under GNU/Linux operating system.
In this section we define the model, quantities of interest and set up notation to be used throughout the paper. We also specify the way in which simulation is conducted.
Classical O(3) Heisenberg model
Classical O(3) Heisenberg model is defined by the Hamiltonian (energy function)
where J is constant of coupling between nearest neighbors (nn) spins and summation is taken over all lattice sites {n}, and λ connects a given site to its nearest neighbors. For J > 0 the ground state is ferromagnetic, and for J < 0 antiferromagnetic, but this makes no difference at the classical level. We define the energy scale by fixing the exchange integral J = 1. The set {S n } represent spin vectors on a periodic simple cubic lattice with N = L 3 sites, whose position is defined by set of lattice vectors {n}. The spins are taken to be unit vectors,
where ϕ is the azimuth angle and θ is the polar angle in spherical coordinate system. The quantities of interest are the total spin
of which the average value is magnetization M and the internal energy of the system, H .
Definitions and notation
Metropolis single spin-flip algorithm is used to simulate a 3-dimensional classical Heisenberg on a simple cubic lattice. All simulations discussed in this paper are conducted on a particular lattice size at a particular temperature. Each simulation consists of a certain number of simulation paths (simulation path, SP). Each SP produces output which consists of four values {M Each SP starts from a randomly chosen state which corresponds to infinitely high temperature state [28] . Initial state is selected by randomizing the states of all lattice sites i.e. by randomly choosing values of both angles at all lattice sites. After the initial randomization, Metropolis algorithm is applied to a number of sites in an attempt to reach some thermal equilibrium state of the lattice. Execution of Metropolis algorithm on L 3 randomly chosen lattice sites is referred to as one lattice sweep (LS) [9] . In every SP a number of LSs is conducted. The SP output is computed out of the last lattice state i.e. from the final state of the Markov chain (state after the last LS).
Magnetization and internal energy are defined as SO average values,
where N is a number of SPs. We also make use of
for k = 1, 2, 4. In particular, M plays the role of order parameter on finite lattices. The transition temperature for infinite lattice is obtained from the intersection of fourth order cumulants [9] U L (first nonzero cumulants), for different linear finite lattice dimensions L. Fourth order cumulant for fixed L is defined by:
Simulation output
As already stated, the simulation is designed so that it produces statistically independent output. In order to confirm SO independence, output components distribution is examined in both ferro and para phases. Figure 1 shows SO energy distribution in both the ordered phase (T = 0.6) and the disordered phase (T = 1.5). In both phases energy is normally distributed, confirming SO independence. SO energy values H accumulate around internal energy per site (median). We observed that energy is a little more dispersed in the para phase (the right histogram is a little lower and wider).
Likewise, Figure 2 shows that the distributions of all three total spin components in the disordered phase are normally distributed, accumulating around zero. The M z component is significantly more dispersed than the other two components since temperature T=1.5 is not far from the ordered phase. M z dispersion decreases as the lattice goes deeper into the disordered phase. Normal Q-Q plot (sometimes also called normal probability plot) is a graphical method for assessing whether or not a data set is approximately normally distributed. It is a special case of Q-Q plot, in which normal distribution is plotted on the x-axis. In normal Q-Q plot a data set is plotted in such a way that the points should form the straight line if normal distribution is a good fit for the set. Figure 3 shows the distributions of all three total spin components, similar to Figure 2 , but this time as normal Q-Q plots. It is obvious that points can be neatly fitted to the line. For quantitatively measuring the goodness of the fit, the second norm of the fit residuals can be used [29, p. 210] :
where R represents fit residuals set, X is fitted data set and f is fitting function. Unfortunately, norm depends on the absolute values of the residuals and as such cannot be used for comparison between different fits. Instead, for comparison between samples with different means, correlation coefficient can be used. It will be referred to as distribution coefficient and is defined as:
where R represents fit residuals set, N is number of fitted points (number of elements in the X set) and σ is standard deviation of the fitted data set X. Closer the value of r is to one, closer the sample distribution is to the perfect normal distribution. Distribution coefficients for magnetization components M x , M y and M z denoted as r M x , r M y and r M z respectively for number of temperatures are shown in Table 1 . The table shows that distribution coefficients in ordered phase are very close to 1, confirming that total spin components' distributions are very close to the normal one.
Total spin components distributions in the ferromagnetic phase are shown in Figure 4 . M x and M y are normally distributed, as in the paramagnetic phase. Note that M x and M y group around M x = M y = 0, in both the ferro and para phases. M z values form two independent normal distributions (see, e.g., [30] for the case of the Ising model), which reflects the symmetry S z n → −S z n of the Hamiltonian (1). As a consequence of this symmetry, magnetization (defined in (4)) is null vector. This illustrates the well known fact that there is no spontaneous symmetry breaking on finite lattices. Table 1 : L=10. Distribution coefficient r is number from 0 to 1 which describes how close are points plotted on Q-Q plot to the straight line i.e. how close is data sample distribution to the normal distribution.
In the disordered phase there is just one accumulation point for M z values similarly to M x and M y . Thus, distribution coefficient for the M z component is r M z (Table 1 ). In the ordered phase M z values accumulate symmetrically around two points: M − z and M + z , forming two normal distributions. In order to determine the distribution coefficient, these two sets of points are combined in one absolute values set. Thus, the distribution coefficient for M z in this phase is r |M z | . Trying to correlate the distribution of signed M z values to the normal one in the ordered phase is meaningless. Similarly, there is no correlation between the absolute M z values and normal distribution in the disordered phase. Thus, the r M z values in the ordered phase are marked with '-' as are the r |M z | values in the disordered phase. Values from the table confirm an almost perfect fit to the straight line and hence to the normal distribution for energy as well as for all three total spin components in both the ordered and the disordered phase. initial point of all vectors is located at the origin and the colored dots represent terminal points of the vectors. Vectors group around the z-axis in two bundles, as already discussed (Figure 4 ). In contrast, in the disordered phase spins are distributed in the subspace of internal space around the origin, as shown on Figure 7 (T = 1.5, L = 10). The radius of the blue sphere on Figure 7 represent a residual value of M (see also Figure 11 and Figure 13 bellow). Note that the ellipsoidal character of the total spin vector distribution in the disordered phase ( Figure 7 ) is merely an artifact of the parametrization (2) . Calculations show that the distribution (Figure 7 ) reduces to spherical form with temperature increase.
To get a better insight into the angle distribution of total spin vectors, we plot M/|M| for various temperatures in Figure 8 . This figure also gives complete information of total spin vectors M since the color represents the magnitude of M. The order parameter M for the lattice with 10 lattice sites in each dimension (L=10), on different temperatures is plotted against the number of LSs (Figure 9a ). Each simulation is conducted on 1000 simulation paths. The resulting figure exhibits two distinct parts. In the first part magnetization rises rapidly with an increase in the number of LSs. This part of the figure represents states that are walked trough while most of the lattices are still far from the thermal equilibrium state, also called 'the warm-up phase'. The second part is based on representative or close-torepresentative states, thus M in this part fluctuates mildly around the true value. Both semi-log and linear plots are shown on the figure. In our experiments the number of LSs is approximately doubled for each new simulation, so that details on the figure are much easier to observe if plotted on a semi-log plot (especially for the small LS values). In contrast, a linear plot provides a better idea of thermalisation duration (and cost). All other figures in this paper plotted against the number of LSs are displayed as semi-log plots. With the rise in temperature, M is diminishing, as expected. The number of LSs necessary for almost all lattices to reach equilibrium is also reducing. For T = 0.8 thermalisation takes 5000 LSs but for T = 1.3 only 500 LSs is required.
Data set variability can be expressed in a number of different ways. Usually variance or standard deviation are used. Both of these values are related to the data set mean and as such cannot be used for comparison of data sets with different mean values. When such comparison is needed, coefficient of variation (cv) can be used. Care should be taken because cv is meaningful only for data sets with positive means. Coefficient of variation of a data set mean is given by:
where X represents any data set, N number of elements in the set X,X the data set mean, σ X standard deviation of the set X and σX stands for standard deviation of the set meanX. Coefficients of variation of the M against number of LSs are plotted on the Figure 9b) , also for 1000 simulation paths. The figure shows that as simulation goes deeper in the disordered phase SO dispersion is bigger thus an increase in the coefficient of variation can be observed. In order to get the same precision at higher temperatures it is necessary to compute more simulation paths. The order parameter M (Figure 10a ) and the coefficient of variation of the order parameter mean (Figure 10b ) for the L=10 lattice in the ordered phase (T=1.0) for a different number of SPs are plotted against the number of LSs. When most of the path-chains reach equilibrium (around 500 LSs) the coefficient of variation becomes quite small (just a couple of percents) even if only a couple of paths are used. That is, most of the M i (4) intensities get very close to their mean value M , producing quite accurate and precise outputs. If just an approximate result is needed, a simulation with just a few paths can be used to quickly and cheaply produce a reasonable estimate. A similar plot, this time for the disordered phase, is shown in Figure 11 . In the disordered phase there is a much bigger dispersion due to significant thermal disturbances. Thus, the coefficient of variation is larger compared to the ordered phase, even after thermalisation equilibrium has been reached (around 100 LSs for L=10 and T=1.5). M and the coefficient of variation of the M are shown against number of LSs conducted in ordered phase (T=1.0) for different lattice sizes (Figure 12 ). Each simulation is performed on 1000 SPs. Larger lattices generate more accurate (Figure 12a ) and more precise (Figure 12b ) output but require more LSs to reach a representative state (i.e. to reach thermal equilibrium). Similar plots, just for the disordered phase (T=1.5), are given in Figure 13 . With an increase of lattice size accuracy improvements can be noticed, as M is approaching zero (Figure 13a ). Since thermal disturbance is significant in the disordered phase there is no increase in precision (Figure 13b ). 
Results and discusion
As an illustration of a explored multipath approach the critical temperature of O(3) CHM is computed. Using lattices L = 10, 15, 20, 25 the critical temperature for an infinite lattice T c = 1.442 (29) is obtained. This result is in agreement with the previous estimates as reported in [31, 32, 33] . Paper [31] shows the collected results for critical coupling (inverse critical temperature) β c = were conducted using 40.000 SPs. Only 200 thermalisation sweeps are performed on each of the paths. In total it is 8 × 10 6 thermalization sweeps which is the order of magnitude more compared to the single-path simulations reported in [15, 34] which perform ∼ 10 6 thermalization sweeps. On the other hand, each of these 40.000 Markov chains is almost four orders of magnitude shorter than the chain in a usual, single-path approach simulation. The shortening of each single chain (i.e. shortening of sequentially dependent algorithm parts) compared to an increase in total number of LSs (i.e. increase in total number of processor cycles utilized) is obviously a trade-off. We argue that in the current parallel computing era, having an easily parallelizable and highly scalable algorithm is more desirable than having a cheaper but sequentially dependent one. A Metropolis algorithm applied to multiple random-walk paths becomes an embarrassingly parallel algorithm in which plenty of cores can be utilized easily. Multipath approach produces normally distributed simulation output with an easily computable error margin. Also, this approach is local minima entrapment resilient by definition.
Multipath approach is based on a slightly modified Metropolis algorithm. It generates just one representative state after a number of thermalization sweeps, conducted for warm-up. Therefore Markov chain on each simulation path is significantly shorter than the chain in the equivalent single-path simulation. Usually path lengths differ by a couple of orders of magnitude, offering tremendous parallelization speedups.
In future research our goal is to determine the optimal number and length of simulation paths in order to decrease the total number of processor cycles utilized in multipath simulations.
