Variational autoencoders (VAEs) learn representations of data by jointly training a probabilistic encoder and decoder network. Typically these models encode all features of the data into a single variable. Here we are interested in learning disentangled representations that encode distinct aspects of the data into separate variables. We propose to learn such representations using model architectures that generalize from standard VAEs, employing a general graphical model structure in the encoder and decoder. This allows us to train partially-specified models that make relatively strong assumptions about a subset of interpretable variables and rely on the flexibility of neural networks to learn representations for the remaining variables. We further define a general objective for semi-supervised learning in this model class, which can be approximated using an importance sampling procedure. We evaluate our framework's ability to learn disentangled representations, both by qualitative exploration of its generative capacity, and quantitative evaluation of its discriminative ability on a variety of models and datasets.
Introduction
Learning representations from data is one of the fundamental challenges in machine learning and artificial intelligence. Characteristics of learned representations can depend on their intended use. For the purposes of solving a single task, the primary characteristic required is suitability for that task. However, learning separate representations for each and every such task involves a large amount of wasteful repetitive effort. A representation that has some factorisable structure, and consistent semantics associated to different parts, is more likely to generalise to a new task.
Probabilistic generative models provide a general framework for learning representations: a model is specified by a joint probability distribution both over the data and over latent random variables, and a representation can be found by considering the posterior on latent variables given specific data. The learned representation -that is, inferred values of latent variables -depends then not just on the data, but also on the generative model in its choice of latent variables and the relationships between the latent variables and the data. There are two extremes of approaches to constructing generative models. At one end are fully-specified probabilistic graphical models [18, 21] , in which a practitioner decides on all latent variables present in the joint distribution, the relationships between them, and the functional form of the conditional distributions which define the model. At the other end are deep generative models [7, 16, 19, 20] , which impose very few assumptions on the structure of the model, instead employing neural networks as flexible function approximators that can be used to train a conditional distribution on the data, rather than specify it by hand.
The tradeoffs are clear. In an explicitly constructed graphical model, the structure and form of the joint distribution ensures that latent variables will have particular semantics, yielding a disentangled representation. Unfortunately, defining a good probabilistic model is hard: in complex perceptual domains such as vision, extensive feature engineering (e.g. Siddharth et al. [30] , Berant et al. [1] ) may be necessary to define a suitable likelihood function. Deep generative models completely sidestep the difficulties of feature engineering. Although they address learning representations which then enable them to better reconstruct data, the representations themselves do not always exhibit consistent meaning along axes of variation: they produce entangled representations. While such approaches have considerable merit, particularly when faced with the absence of any side information about data, there are often situations when aspects of variation in data can be, or are desired to be characterised.
Bridging this gap is challenging. One way to enforce a disentangled representation is to hold different axes of variation fixed during training [20] . Johnson et al. [13] combine a neural net likelihood with a conjugate exponential family model for the latent variables. In this class of models, efficient marginalization over the latent variables can be performed by learning a projection onto the same conjugate exponential family in the encoder. Here we propose a more general class of partiallyspecified graphical models: probabilistic graphical models in which the modeller only needs specify the exact relationship for some subset of the random variables in the model. Factors left undefined in the model definition are then learned, parametrized by flexible neural networks. This provides the ability to situate oneself at a particular point on a spectrum, by specifying precisely those axes of variations (and their dependencies) we have information about or would like to extract, and learning disentangled representations for them, while leaving the rest to be learned in an entangled manner.
A subclass of partially-specified models that is particularly common is that where we can obtain supervision data for some subset of the variables. In practice, there is often variation in the data which is (at least conceptually) easy to explain, and therefore annotate, whereas other variation is less clear. For example, consider the MNIST dataset of handwritten digits: the images vary both in terms of content (which digit is present), and style (how the digit is written), as is visible in the right-hand side of Figure 1 . Having an explicit "digit" latent variable captures a meaningful and consistent axis of variation, independent of style; using a partially-specified graphical model means we can define a "digit" variable even while leaving unspecified the semantics of the different styles, and the process of rendering a digit to an image. In a fully unsupervised learning procedure there is generally no guarantee that inference on a model with 10 classes will in fact recover the 10 digits. However, given a small amount of labeled examples, this task becomes significantly easier. Beyond the ability to encode variation along some particular axes, we may also want to interpret the same data in different ways. For example, when considering images of people's faces, we might wish to capture the person's identity in one context, and the lighting conditions on the faces in another.
In this paper we introduce a recipe for learning and inference in partially-specified models, a flexible framework that learns disentangled representations of data by using graphical model structures to encode constraints to interpret the data. We present this framework in the context of variational autoencoders (VAEs), developing a generalised formulation of semi-supervised learning with DGMs that enables our framework to automatically employ the correct factorisation of the objective for any given choice of model and set of latents taken to be observed. In this respect our work extends previous efforts to introduce supervision into variational auto-encoders [17, 31, 23] . We introduce a novel variational objective which is applicable to a more general class of models, allowing us to consider graphical-model structures with arbitrary dependencies between latents, continuous-domain latents, and those with dynamically changing dependencies. We provide a characterization of how to compile partially-supervised generative models into stochastic computation graphs, suitable for end-to-end training. This approach allows us also amortise inference [6, 22, 28, 33] , learning simultaneously learning a network that performs approximate inference over representations at the same time we learn the unknown factors of the model itself. We demonstrate the efficacy of our framework on a variety of tasks, involving classification, regression, and predictive synthesis, including its ability to encode latents of variable dimensionality.
Framework and Formulation
VAEs [16, 27] are a class of deep generative models that simultaneously train both a probabilistic encoder and decoder for an element of a data set x ∈ D. The central analogy is that an encoding z can be considered a latent variable, casting the decoder as a conditional probability density p θ (x|z). To train deep generative models in a semi-supervised manner, we need to incorporate labelled data 126 into the variational bound. In a fully unsupervised setting, the contribution of a particular data 127 point x i to the ELBO can be expressed, with minor adjustments of Equation (1), whose Monte-Carlo 128 approximation samples latents z and y from the recognition distribution q z, y | x i .
By contrast, in the fully supervised setting the values y are treated as observed and become fixed 130 inputs into the computation graph, instead of being sampled from q . When the label y is observed 131 along with the data, for fixed (x i , y i ) pairs, the lower bound on the conditional log-marginal likelihood
This quantity can be optimized directly to learn model parameters ✓ and z simultaneously via SGD.
134
However, it does not contain the encoder parameters y . This difficulty was also encountered in a 135 related context by Kingma et al. [17] . Their solution was to augment the loss function by including 136 an explicit additional term for learning a classifier directly on the supervised points.
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Here we propose an alternative approach. We extend the model with an auxiliary variableỹ with
. When we marginalize the ELBO for this model overỹ, we recover the expression in Equation (2).
140 Treatingỹ = y i as observed results in the supervised objective
Integration over an observed y is then replaced with evaluation of the ELBO and the density q y at 
Inference in VAEs can be performed using a variational method that approximates the posterior distribution p θ (z | x) using an encoder q φ (z | x), whose parameters λ φ (x) are the output of an of a network (with parameters φ) that is referred to as an "inference network" or a "recognition network". The generative and inference networks are trained jointly by performing stochastic gradient ascent on the evidence lower bound
In this paper we are interested in defining VAE architectures in which a subset of variables y are interpretable. For these variables, we assume that supervision labels are available for some fraction of the data. The VAE will additionally retain some set of variables z for which inference is performed in a fully unsupervised manner. In the running example for MNIST, y would correspond to the classification label, whereas z would be a vector that captures all other features, such as the pen type and handwriting style.
We will consider models in which both the generative model p θ (x, y, z) and the approximate posterior q φ (y, z | x) can have arbitrary conditional dependency structures. This class of models generalizes both the models in the work by Kingma et al. [17] , who consider three specific model designs, and those presented by Johnson et al. [14] , where p(y, z) is a conjugate exponential-family model.
To perform semi-supervised learning in this class of models, we need to (1) define an objective that is suitable to general dependency graphs and (2) define a method for constructing a stochastic computation graph [29] that incorporates both the conditional dependence structure in the generative model and that of the recognition model into this objective.
Objective Function
Previous work on semi-supervised learning for deep generative models [17] defines an objective
For unsupervised examples x i ∈ D, this objective evaluates the ELBO defined in Equation (1). For labelled examples (x j , y j ) ∈ D sup , this objective evaluates a conditional ELBO L cond (θ, φ; x j , y j ) and a maximum likelihood objective L ml (φ; x j , y j ), which are defined as,
This objective assumes that it is possible to evaluate the point-wise probabilities of the marginal q φ (y|x) = dz q φ (y, z|x) and conditional q φ (z|x, y). This is indeed the case for the model structures considered in [17] , which assume a factorization q φ (y, z|x) = q φz (z|x, y)q φy (y|x).
Here we propose an alternative objective. We extend the model with an auxiliary variableỹ with likelihood p(ỹ | y) = δỹ (y) to define densities
When we marginalize the ELBO for this model overỹ, we recover the expression in Equation (1). Treatingỹ = y j as observed results in the supervised objective
The objective for the full dataset is then
In this objective we incorporate a hyper-parameter α, which we refer to as the supervision scale factor. This parameter controls the relative weight of the labelled examples relative to the unlabelled examples in the data. Operationally, we either alternate between batches from D and D sup during gradient ascent, or sample mixed batches at each step. The α parameter equates to sampling examples or batches from D with probability |D|/(|D| + α|D| sup ) and examples from D sup with probability α|D| sup /(|D| + α|D| sup ). Note that the objective from [17] implicitly sets α = 1, but contains an additional degree of freedom β, which controls the relative strength of the L cond and L ml terms.
As with the objective in [17] , this objective assumes that we can evaluate the marginal q φ (y j |x j ) and generate samples z j,s ∼ q(z|x j , y j ). This is in fact the case for the models in all experiments that we evaluate in the next section. That said, the objective above also extends to models in which y conditionally depends on z. For such models, we can calculate a Monte Carlo estimate using a sequential importance sampling procedure analogous to the one commonly used in probabilistic programming systems such as [8, 35] . This procedure samples unobserved variables z j,s and y j,s (when needed) from the conditional distributions in the recognition model and calculates an importance weight w j,s according to the conditional probability of observed values y j at each node,
This estimate can be derived by replacing q φ (y j |x j ) with an importance sampling estimate, which cancels out against the normalization term of the importance sampling estimate over q φ (z | x j , y j ).
Construction of the Stochastic Computation Graph
In order to perform gradient ascent on the objective in Equation (5), we map the graphical models for p θ (x, y, z) and q φ (y, z|x) onto a stochastic computation graph in which each variable node is expanded to a sub-graph that we refer to as a module. Figure 1 shows this expansion for a simple VAE for MNIST digits. In this model y is a discrete variable that represents the digit, for which we have partial supervision data. z is a Gaussian-distributed vector that represents the hand-writing style, which is unobserved. In the generative model (Figure 1 top- prior. In the recognition model (Figure 1 bottom-left), we use a conditional dependency structure q φ (y, z | x) = q φz (z | y, x)q φy (y|x) to induce a disentangled representation (Figure 1 right) that separates the digit label y from the handwriting style z.
The generative and recognition model are jointly translated to a stochastic computation graph (Figure 1 centre) that contains a module for each variables. Modules can correspond to fully supervised, partially supervised and unsupervised variables. This graph contains one module of each type:
• For the fully supervised variable x, the module simply calculates the likelihood p under the generative model, that is p θ (x | y, z) = N (x ; η θ (y, z)). Here η θ (y, z) is a neural net with parameters θ that outputs the parameters of a normal distribution (i.e. the mean vector and a diagonal covariance). • For the unobserved variable z, we calculate both the prior probability p(z) = N (z ; η z ), and the conditional probability q φ (z | x, y) = N (z ; λ φz (x, y)). Here the usual reparametrization is used to sample z from q φ (z | x, y) by first sampling ∼ N (0, I) using the usual reparametrization trick z = g( , λ φ (x, y)). • For the partially observed variable y, we also calculate probabilities p(y) = Discrete(y; η y ) and q φy (y|x) = Discrete(y; λ φz (x)). The value y is either sampled from q φy (y|x) using a Gumbel-softmax [12, 24] relaxation or treated as observed when available.
The example in Figure 1 illustrates a general framework for defining VAEs with arbitrary dependency structures. We begin by defining a module for each random variable. For each module we must now specify a distribution type and parameter function η, which determine how the probability under the generative model depends on the other variables in the network. This function can be a constant, fully deterministic, or a neural net whose parameters are learned from the data. For each unsupervised and semi-supervised variable we must similarly specify a mapping λ that determines the dependency graph in the recognition model, along with a procedure for sampling from the conditional distribution.
Given this specification of a computation graph, we can now calculate a Monte Carlo estimate of the lower bound in Equation (5) by simply running the network forward to obtain samples from q(·|λ) for all unobserved variables, and then calculating p θ (x, y, z), q φ (y|x) and q φ (y, z|x). This estimate can then be optimized with respect to the variables θ and φ to train the autoencoder.
If we wish to calculate the importance sampling estimate in Equation (6), then we can run the network forward to generate samples from the conditional distributions q(·|λ) at each unsupervised node. After running the network forward we can now calculate the importance weight w as the product over all outputs q from semi-supervised nodes for which labels are available. This procedure is fully general and in fact recovers the expression in Equation (4) in models where we can directly evaluate q φ (y|x). For this reason, all experiments in the next section follow this implementation.
Experiments
We evaluate our framework along a number of different axes pertaining to its ability to learn disentangled representations through the provision of partial graphical-model structures for the latents and weak supervision. In particular, we evaluate its ability to (i) function as a classifier/regressor for particular latents under the given dataset, (ii) learn the generative model in a manner that preserves the semantics of the latents with respect to the data generated, and (iii) perform these tasks, in a flexible manner, for a variety of different models and data.
All experiments, save the one involving Street-View House Numbers [25] (SVHN), were run using a 2 layer MLP with 512 nodes and using a Bernoulli loss function. For the SVHN, we employed a two stage convolutional and a 2 stage deconvolutional network to extract features for the standard MLP model for the recognition network and the generative model respectively; training the entire network end-to-end. For learning, we used AdaM [15] with a learning rate and momentum-correction terms set to their default values. As for the minibatch sizes, they varied from 80-500 depending on the dataset being used and its size. All of the above, including further details of precise parameter values and the source code, including our library for specifying arbitrary graphical models in the VAE framework, will be made available shortly.
MNIST and SVHN
We begin by conducting a similar experiment to Kingma et al. [17] , to compare and contrast the performance of our generalised framework and objective against the domain-specific formulation used therein. To this end, we explore our model's ability to learn disentangled representations in the standard MNIST and Google Street-View House Numbers (SVHN) datasets. Figure 1(left) shows the structure of the generative and recognition models used, where the "digit" label is partially specified (and partially supervised) and the "style" factor is assumed to be an unspecified variable. We compute the classification accuracy of the label-prediction task with this model for both datasets, and the results are reported in the bottom of Figure 3 . The results are compared to those reported in Kingma et al. [17] . For MNIST, we compare against model M2 as we run directly on the data, without performing a preliminary feature-extraction step. For SVHN, we compare against model M1+M2 even though we run directly on the data, as we use a CNN to simultaneously learn to extract features. Confidence estimates for both of our estimates were computed off of 10 runs.
The results in Figure 3 are similar to those in [17] , which serves as a basic validation of our framework.
Better quantitative performance could be achieved by using alternate factorisations, as in Maaløe et al. [23] and innovations in neural-network architectures, as in Sønderby et al. [32] , Rasmus et al. [26] .
Supervision rate: We additionally explore the effect of the hyper-parameter α, that controls the relative weight of labelled vs. unlabelled data on the objective in Figure 3 . We use L = |D sup | and U = |D| to refer to the number of labeled and unlabeled examples. We report classification errors as a function of the supervision rate ρ = αL/(U + αL) and the total number of labeled examples L. In situations when the labelled data is very sparse, we observe that over-representing the labeled examples during training aids generalisation. However, as is to be expected, over-fitting occurs when ρ is increased beyond a certain point.
Intrinsic Faces
We next move to a more complex domain involving generative models of faces. The stronger dependencies between the latents, compared to the models in Section 3.1, adds additional structural constraints for the recognition network to consider. We use the "Yale B" dataset [5] as processed by Jampani et al. [11] for the results in Figure 5 . The primary tasks we are interested in here to demonstrate interpretability and disentangled representations are (i) classification of person identity, and (ii) regression for lighting direction. Figure 5 presents both qualitative and quantitative evaluation of the framework to jointly learn both the structured recognition model, and the generative model parameters, denoting identity i, lighting l, shading s, and reflectance r. Note that in the recognition model (Figure 4) , the lighting l is a latent variable with continuous domain, and one that we partially supervise. We encode identity i as a categorical random variable. Having partially specified these two variables of interest (and how they relate to each other), we can leave the rest of the model unspecified.
Previous work [11] assumed a generative relationship (n · l) × r + for the pixel data. Here we specify an approximate structure in which all variables are independent under the prior, allowing for the neural-network learn this relationship from data. This allows us to address the task of directly predicting identity, instead of applying surrogate evaluation methods (e.g. nearest-neighbour classification based on inferred reflectance).
Multi-MNIST
The previous examples explored some ways in which one could incorporate structure, particularly into the recognition network, the structures were themselves static. So far, the size and dimensionality of the latent variables has been fixed in all models. Here, we explore the ability of our framework to handle models that induce latent representations of variable dimension. These correspond to graphical models with dynamically changing (stochastic) number of latent variables.
We extend the models from the MNIST experiment by composing it with a stochastic sequence generator, to test the ability of our framework to count the number of digits in a given input image, given its ability to encode and reconstruct the digits in isolation as evidenced in Section 3.1. The recognition network is structured as a recurrent neural network (RNN) with disentangled state, with the generative model attending to each digit sequentially as shown in Figure 4 . Here, we denote the recurrent index k, digit d k , style n k , and canvas c k combining digit and style. This recurrent architecture is somewhat similar to those used in DRAW [10] , recurrent VAEs [2] , and AIR [4] .
In the absence of a canonical multi-MNIST dataset, we created our own from the MNIST dataset by manipulating the scale and positioning of the standard digits into a combined canvas, evenly balanced across the counts (1-3) and digits. The count accuracy errors across different supervised set sizes and supervision rates, as well as the reconstructions for a random set of inputs are shown in Figure 6 . We observe that not only are we able to reliably infer the counts of the digits in the given images, we are able to simultaneously reconstruct the input images using the predicted count of digits.
Discussion and Conclusion
In this paper we introduce a framework for learning disentangled representations of data using partially-specified graphical model structures and semi-supervised learning schemes in the domain of variational autoencoders (VAEs). This is accomplished by defining hybrid generative models which incorporate both structured graphical models and unstructured random variables in the same latent space. We demonstrate the flexibility of this approach by applying it to a variety of different tasks in the visual domain, and evaluate its efficacy at learning disentangled representations in a semisupervised manner, showing strong performance. Such partially-specified models yield recognition networks that make predictions in an interpretable and disentangled space, constrained by the structure provided by the graphical model and the weak supervision.
The framework is implemented as a Torch library [3] , enabling the construction of stochastic computation graphs which encode the requisite structure and computation. This provides another direction to explore in the future -the extension of the stochastic computation graph framework to probabilistic programming [9, 34, 35] . Probabilistic programs go beyond the presented framework to permit more expressive models than can be expressed as graphical models, incorporating recursive structures and higher-order functions. The combination of such frameworks with neural networks has recently been studied in Le et al. [22] and Ritchie et al. [28] , indicating a promising avenue for further exploration.
