ABSTRACT Artificial bee colony (ABC) algorithm is widely known for its distinguished exploration ability. However, its exploitation ability is relatively poor. To solve the problem, we propose a novel combinatorial search strategy, whose guided vector can be freely switched between a random vector and the global best vector. It can help improve the exploitation ability of ABC. At the same time, a random vector is beneficial to regulate the enhanced exploitation ability. In addition, both of them can pass information on to a current vector instead of only perturbing a current vector itself. The two guided vectors are chosen with a probability depending on the ratio of fitness information of a current vector to that of the global-best vector. Thus, one of the two guided vectors can be adaptively selected to direct the search. In addition, a mechanism of frequency of perturbation is employed to enhance the scale of information sharing between a current vector and a guided vector for each onlooker bee. Moreover, a modified greedy selection mechanism is designed to choose a child vector inspired by simulated annealing. Furthermore, the search strategy of multiple scouts is also employed in the last stage. Based on all these modifications, an improved ABC (IABC) is proposed. Finally, a few experiments are carried on 58 benchmark problems, including CEC2014 benchmark problems. The computational results exhibit the merit of IABC.
I. INTRODUCTION
Through simulating a few of major behaviors during the foraging process of real honey bee colony, artificial bee colony algorithm (also called ABC) was first proposed by Karaboga [1] to solve continuous space problems. The following research works developed by Karaboga and Basturk [2] and Karaboga and Akay [3] further demonstrated that ABC can outperform particle swarm optimization (PSO), genetic algorithm (GA), differential evolution (DE) and so on. Soon afterwards, its merit has caught many scholars' attentions. On the one side, many researchers start to concentrate on modifying ABC to solve real-world optimization problems like traveling salesman problems [4] , shop scheduling [5] - [7] , economic dispatching problem [8] , data clustering [9] , [10] and others [11] - [16] . On the other side, ABC
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was also usually employed to solve constrained optimization problems [17] , multi-objective optimization problems [18] - [20] and dynamic optimization problems [21] . More frequently, researchers try to enhance the comprehensive performance of ABC in the area of solving continuous space problems. For instance, Zhu and Kwong [22] proposed a Gbest-guided ABC (also called GABC) inspired by PSO. Because of the better exploitation ability of GABC, it is often regarded as a famous representative of numerous ABC variants. To enhance the opportunity of information sharing among different vectors, Akay and Karaboga [23] proposed a modified version of ABC by increasing the chance of perturbing different components of a vector. Enlightened by DE, Gao and Liu [24] proposed a modified ABC (also called MABC) by developing a novel solution search equation, which can take advantage of information of the global-best vector and is very useful to accelerate the convergence speed of ABC. Besides designing new equations, hybridization among ABC and other methods [25] - [30] is also a popular way to improve ABC. By integrating different equations, Wang et al. [31] , Gao et al. [32] , [33] , Kıran et al. [34] , Kıran and Fındık [35] , Yurtkuran and Emel [36] , Cui et al. [37] , and Song et al. [38] proposed different ABC variants to regulate the exploration and exploitation abilities of ABC, respectively. Moreover, Li and Yang [39] proposed an ABC with memory (also called ABCM) through developing a memory mechanism to further direct the search of artificial bees. In addition, Gao et al. [40] proposed a novel ABC (also called OCABC) by developing a novel equation and a novel orthogonal learning strategy. Next, by designing a gaussian search equation, a parameter adaptation strategy and a fitnessbased neighborhood mechanism, Gao et al. [41] proposed another novel ABC (also called BABC). Through giving a more appropriate imitation to the behavior of onlooker bees, Karaboga and Gorkemli [42] proposed a quick ABC (also named qABC), in which the best neighbor of an onlooker bee was selected to direct the search based on its newly designed mechanism of neighbor radius. Recently, Xiang et al. [43] proposed an improved ABC (also named ABCG) by introducing a gravity model to select a better neighbor for directing the search. More details about ABC can be referred to the survey [44] .
To further improve its exploitation ability and better keep a good compromise between the exploitation and exploration abilities of ABC, we propose an improved ABC with fitness-based information (also called IABC). In IABC, we develop a novel equation, in which a randomly chosen vector and the global best individual are freely switched with a likelihood value to direct the evolving process. That is, an adaptive selection mechanism is designed to choose a guided vector based on fitness information of a current vector and the global best vector. Moreover, a modified greedy selection scheme is VOLUME 7, 2019 employed to choose a better vector between a current vector and a newly generated vector. What is more, a mechanism of frequency of perturbation is also employed in the onlooker bee stage to better improve the population diversity. Subsequently, IABC exhibits its advantage when compared with many wellknown methods such as ABC, GABC, MABC, ABCVSS, dABC, qABC, DFSABC_elite and ABCG.
The remainder of the paper is organized as follows. The original steps of ABC are described briefly in Section 2. In Section 3, an improved ABC is proposed and described in detail. In Section 4, a few experiments are carried out. Furthermore, computational results and discussions are also provided. Section 5 summarizes our findings and concludes the paper. 
II. CLASSICAL ABC
In 2005, Karaboga [1] firstly proposed the classical ABC through mimicking the collective foraging behavior of honey bee colony. The swarm is made up of three groups of honey bees. Concretely speaking, one half of honey bees colony is employed bees and the rest of the colony is onlooker bees. VOLUME 7, 2019 In other words, the number of employed bees equals that of onlooker bees. During the foraging process, some honey bees may become the third kind of bees, i.e., scout bees. As far as labor division is concerned, employed bees are responsible for foraging for food sources and collecting nectar, whose amount denotes the quality of a food source or the fitness value of a solution. Next, Onlooker bees choose a better food source by using roulette wheel to further search for food sources and collect nectar. Subsequently, if the nectar amount of some food source is too low or exhausted, then the homologous employed bee becomes a scout bee to randomly look for a new food source in the search space. The abovementioned explanations make up the classical ABC. The related steps can be described as follows in detail.
A. INITIALIZATION STAGE
In the first stage, an initial population should be first produced. For every solution in the first population, it is randomly produced by the following equation. 
where NP is the population size, and r ∈ [0, 1] is a uniform random number.
B. EMPLOYED BEES STAGE
After initializing a population of NP vectors, the ABC enters the employed bees stage. Concretely, each employed bee starts to search for a food source or vector according to the following formula.
represents a newly produced candidate vector. And j ∈ {1, 2, · · · , D} is a randomly chosen index. Meanwhile, k ∈ {1, 2, · · · , NP} is a uniformly distributed random integer and it must be different from i. For ψ j i , it is a uniformly distributed random real number in the interval of [-1,1] .
During the process of producing a new vector, if a component violates its bound constraints, it will be repaired according to the following popular rule employed in [45] .
where the related parameters are the same as those of Eq.(1).
C. CALCULATION OF PROBABILITY OF CHOOSING A FOOD SOURCE
Before computing the probability of choosing a food source, the fitness value of each food source should be first determined by the following formula.
where i = 1, 2, · · · , NP, and fitness i denotes the fitness value of the food source x i . f i is the objective function value of the food source x i . Afterwards, the ith onlooker bee would choose a better food source according to a probability value pr i , which can be computed by the following formula.
where i = 1, 2, · · · , NP, and fitness i represents the fitness value of food source x i .
D. ONLOOKER BEES STAGE
At the stage, each onlooker bee would select a better food source in the light of the probability value pr i of Eq. (5) and further forage around the chosen food source according to Eq. (2) and collect nectar. For the chosen solution x i and the newly generated vector v, a better one is retained by using a greedy selection mechanism. It should be noted that the repaired rule in Eq. (3) is also employed at the stage for violated components.
E. SCOUT BEES STAGE
If a food source cannot be continuously improved better over a predefined number (called as limit), it would be abandoned directly and the homologous employed bee becomes a scout bee to randomly find a new food source according to Eq.(1).
III. AN IMPROVED ABC A. INITIALIZATION
Like the initialization stage of conventional ABC, a population is also randomly produced according to Eq.(1) in IABC.
B. A NOVEL SEARCH EQUATION
As far as the original equation of ABC is concerned, it can be seen that the guided individual is a current individual, which cannot effectively take use of information of other individuals. In order to improve the exploitation ability of ABC, the global best individual is employed as the guided individual to direct the evolutionary search. At the same time, to coordinate the enhanced exploitation ability and avoid premature convergence, a randomly chosen individual is also considered as the guided individual. Thus, a novel search equation is presented and formulated as follows.
where j ∈ {1, 2, · · · , D} is a randomly chosen component. ψ j i is a uniformly distributed random number in the interval [-1,1]. a ∈ {best, k} is the index of the guided vector, where best represents the index of the global best vector in current population, and k ∈ {1, 2, · · · , NP} is a randomly produced integer and denotes the index of a randomly chosen vector. In addition, k must be different from i and best.
From Eq. (6), note that the guided vector can provide better guided information for the ith current individual. The switch mechanism of the guided individual between a randomly chosen vector and the global best one can get a better compromise between the exploration and the exploitation abilities.
C. THE CHOICE OF GUIDED INDIVIDUAL
How to switch between the global best vector and a randomly chosen vector is a key issue in Eq. (6) . Generally speaking, if the fitness value of the ith current vector is very close to that of the global best vector, to prevent more individuals from rapidly clustering around the global best vector, the population diversity would better be improved by randomly choosing a vector to direct the search towards different areas. Otherwise, the global best vector would better be chosen as the guided individual to direct the search to enhance the exploitation ability of IABC. The choice method of guided individual is provided in the following formula.
where the mentioned parameters are the same as those of Eq. (1) and Eq.(6), respectively. As seen from Eqs. (6) and (9), the guided vector a can be adaptively changed between the global best vector best and a randomly chosen vector k, which can share information among vectors i, k, and best, and effectively improve the exploitation ability of IABC and get a better balance between the exploration and the exploitation abilities.
D. A MODIFIED GREEDY SELECTION MECHANISM
In IABC, a modified greedy selection mechanism is employed to improve population diversity. It can be formulated as follows.
where x i denotes a current vector. v represents a newly produced individual according to Eq.(6). f (·) means the objective function value. = 0.005 is a very small predefined constant. r is a random function for generating a number between [0,1). From Eq. (8), note that substituting the current vector x i with vector v is rational if the quality of vector v is obviously better than that of x i . Nevertheless, if the fitness value of vector v is similar to that of x i , replacing x i with v may decrease the exploitation ability of IABC because population diversity would be better than before. Under this condition, replacing x i with v with a probability value may keep not only a good population diversity but also a good convergence speed.
E. FREQUENCY OF PERTURBATION OF PARAMETERS
In standard ABC, each solution has only one parameter to be changed each time, which may affect the scale of information sharing between the current individual x i and the guided individual x a according to Eq. (6) . In order to increase the scale of information sharing between x i and x a , in the onlooker bees Calculate the fitness value of each vector 7: Select the best vector among the population and let best represent its index 8: // the first phase 9: for i = 1 to NP do 10: Set v = x i 11:
Randomly select a component j 12: Randomly select an vector k and subject to k = i and k = best 13: Produce a temporary vector according to Eq. (6) 14:
//r is a random function for producing a number in the interval [0,1) 
Retain new vector v && let tr i = 0 24:
Retain new vector v && let tr i = 0 26:
Let tr i = tr i + 1 28: end if 29: Let FEs = FEs + 1 30: end for 31: // Compute probability 32: Calculate pr i for each onlooker bee using Eq. (5) 33:
// the second stage 34: Let t = 0, i = 1 35: Select the best vector in the population and let best represent its index 36: while t < NP do 37: if r < pr i then 38: Let
Randomly select an vector k and subject to k = i and k = best 40: if r fitness i fitness best then 41: a = k; 42: else 43: a = best; 44: end if 45: Let j rand = r * D + 1;
46:
if r > 1 − MR && j = j rand then VOLUME 7, 2019 
Retain new vector v && let tr i = 0 55:
Retain stage, frequency of perturbation of parameters is increased, which is first presented by Akay and Karaboga [23] . Furthermore, a randomly chosen parameter is to be changed, which guarantees that v gets at least one parameter from x a inspired by the crossover operation of differential evolution [45] . The related details can be described as follows.
where j = 1, 2, · · · , D, and j rand is a randomly chosen integer in the range of [1,D] . MR means modification rate for changing components and it is a predetermined constant [23] . The rest of parameter settings are the same as those of Eq.(6).
F. A MODIFIED SCOUT BEES STAGE
In classical ABC, only one of food sources exhausted by employed bees is abandoned. In IABC, all food sources used up by employed bees would be replaced by newly produced food sources. The similar search mechanism in the scout bees stage was also employed in ABCG [43] to further improve the population diversity. Based on the analysis mentioned before, the framework of IABC can be described as shown in Algorithm 1.
IV. NUMERICAL EXPERIMENTS A. TEST PROBLEMS AND EXPERIMENTAL SETTINGS
To testify the effectiveness of IABC, a comprehensive experimental study tested on twenty-eight benchmark problems is first carried out. The related benchmark problems are selected from [34] and are listed in Table 1 . More details can be found in [34] .
For all benchmark problems, each problem is optimized on three sizes, i.e., 30 dimensions, 60 dimensions, and 100 dimensions, respectively. As the problem size increases from 30 to 100, the maxFEs is set to 15e4, 30e4 and 50e4 in turn. For functions f 22 and f 23 , their dimension sizes are set to 100, 200 and 300, respectively. In addition, For ABC and IABC, the parameter of population size NP is set to 20 [33] , and the control parameter limit is set to For the following experiments, the parameters listed above are employed unless a change is announced. What is more, IABC is independently run 30 times during the process of solving each benchmark problem.
B. COMPARISON OF ABC AND THE PROPOSED IABC ALGORITHM
In order to test the effectiveness and advantages of IABC, it is compared with canonical ABC on a test suite composed of twenty-eight benchmark problems. The computational results are provided in Tables 2, 3 , and 4, respectively. Concretely speaking, some statistical results obtained by ABC and IABC are listed in Tables 2-4 . In addition, a Wilcoxon signed rank test is conducted to compare the significance between ABC and IABC at the 5% significance level. The computational results about significance of ABC and IABC are also reported in the column Sig. (significance) of Tables 2-4,  respectively. From Table 2 , for 30-dimensional functions, it is worth noting that IABC can search for global optima over 30 independent runs in nine benchmark problems, i.e., f 07 , f 11 , f 12 , f 13 , f 14 , f 20 , f 24 , f 25 , and f 26 . Except for benchmark functions f 10 , f 22 , and f 23 , IABC is superior to or at least equal to ABC in the rest of benchmark functions in terms of significance information in the last column of Table 2 .
From Table 3 , it can be found that IABC can obtain global optima over thirty independent runs in ten benchmark functions, i.e., f 04 , f 07 , f 11 , f 12 , f 13 , f 14 , f 20 , f 24 , f 25 , and f 26 . Especially, IABC is far better than ABC for the function f 04 . Like experimental results of Table 2 , IABC still outperforms or equals to ABC in most of cases according to the last column of Table 3 .
From Table 4 , Note that IABC is better than or similar to ABC in most of cases as before.
In a word, IABC is obviously better than ABC in terms of best, worst, median, mean and standard deviation values obtained by IABC and ABC and listed in Tables 2-4, are helpful to enhance the exploitation of ABC and balance the exploitation and exploration abilities.
C. COMPARISON OF IABC AND OTHER STATE-OF-THE-ART ABC VARIANTS
In order to further show its advantage of IABC relative to other ABC variants, an experimental comparison among IABC and other state-of-the-art ABC methods is carried out again. Specifically, it is compared with a few famous representatives of ABC variants, such as GABC [22] , ABC/best/1 (ABCBest1 for short) [24] , MABC [24] , and ABCVSS [34] . The parameter settings in the following experiments are the same as those mentioned before. The same settings are also employed in [34] . All experimental results are reported in Table 5 , where ''w/t/l'' shows that IABC wins in w functions, ties in t functions and loses in l functions when compared with its contenders. For reliability and convenience, all the results except those achieved by IABC are selected from a recent research work developed by Kıran et al. [34] directly.
From Table 5 , it can be found that IABC wins, ties, and loses in 19, 5, 4 functions when compared with GABC in terms of mean and standard deviation values, respectively. With respect to ABCBest1, IABC wins, ties, and loses in 14, 9, 5 functions respectively. For MABC, IABC wins, ties, and VOLUME 7, 2019 loses in 17, 8, 3 functions respectively. IABC is better, equal to and inferior to ABCVSS in 11, 11, 6 functions respectively. All these show that ABCVSS is the best algorithm among GABC, ABCBest1, MABC and ABCVSS. However, IABC is still superior to or at least equal to ABCVSS in most cases.
In summary, IABC is better than or equal to these wellknown ABC variants including the recently proposed ABCVSS in most of cases.
D. EXPERIMENTAL STUDY ON CEC2014 BENCHMARK PROBLEMS
In order to further testify the effectiveness and robustness of IABC, it is tested on a lot of recently proposed benchmark problems named CEC2014, which is a very difficult test suite composed of thirty benchmark problems [46] . At the same time, IABC is compared with a few recent state-ofthe-art methods, i.e., dABC [35] , qABC [42] , ABCVSS [34] , DFSABC_elite [37] , ABCG [43] , on CEC2014 benchmark functions with D = 10. In addition, IABC is run 25 times independently for solving each benchmark problem in the experimental study. For a fair comparison, the parameter maxFEs is set to 10e4 as recommended in [46] , and the other parameters set in IABC is the same as those mentioned before. For other state-of-the-art algorithms, the corresponding parameters are retained as used in their original works, respectively. The comparative results are reported in Table 6 , where all results except those achieved by IABC are directly taken from [43] .
As shown in Table 6 , IABC can also find the global optimum on the function F7 like other competitors. For all benchmark problems, all the methods also achieve global optima only on the function F7, which demonstrates that the test suite of CEC2014 designed by Liang et al. [46] is very hard to solve. However, from the last row of Table 6 , it can be seen that IABC achieves a very good advantage relative to those contenders for the very difficult test suite named CEC2014. Generally speaking, IABC is superior to or at least equal to dABC, qABC, ABCVSS, DFSABC_elite and ABCG in most of cases, which means that IABC is competitive and robust when compared with different algorithms and tested on different benchmark problems.
V. CONCLUSION
In this work, an improved artificial bee colony algorithm named IABC is proposed based on fitness information. In IABC, a novel search equation is proposed and it has two solution search equations essentially. Concretely speaking, in the novel search equation, there is a guided individual, which plays a important role to guide the evolutionary search. Especially, it can switch between a randomly chosen individual and the global best individual. That is, the guided individual is acted as a randomly chosen individual sometimes. At other times, it is substituted by the global best individual. In order to better switch between the two individuals, a probability value is designed based on their fitness information. The probability mechanism can not only drive current individuals toward the global best individual rapidly, but also prevent the search from falling into local optima early. Next, a modified greedy selection mechanism is designed to get a good compromise between the exploration and exploitation abilities. Furthermore, the frequency of perturbation proposed by Karaboga is also introduced into IABC for perturbing more parameters of solutions, which can enhance the scale of information sharing between a current individual and the guided individual. Lastly, a modified search is also employed in scout bees stage. All these modifications make up the proposed IABC.
To verify the effectiveness of IABC, it is tested on fiftyeight scalable benchmark problems including CEC2014. To demonstrate the superiority of IABC, it is compared with many well-known methods like GABC, MABC, dABC, qABC, ABCVSS, DFSABC_elite, ABCG, and so on. The related experimental results certify the effectiveness, robustness and advantage of IABC. He is currently a Professor with Lanzhou Jiaotong University. His research interests include the areas of train timetable design, optimization and evaluation, and line planning for railway.
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