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1. Introduction
The studies of almost periodic and almost automorphic solutions constitute a significant part of
the theory of impulsive systems. Already in their seminal work of 1968, ”Teoria calitativa a sis-
temelor cu impulsuri”, A. Halanay and D. Wexler elaborated a framework showed to be adequate
to approach the topic of almost periodicity in different contexts of the theory of discontinuous
semi-dynamical systems. One of cornerstones of this framework was the concept of an almost
periodic measure [25], in the posterior works usually reduced to a simpler subclass of Wexler’s
almost periodic measures, cf. [33]. The Halanay and Wexler’s book [7] triggered the interest
of various researchers in the field of differential equations, and the monographs [15, 21, 27, 33]
present the main achievements of the almost periodic impulsive theory obtained during the last
decades of the past century. As it was shown in [23, 32, 33], in the case when the consecutive
moments t j of impulse action are uniformly separated, i.e. inf j{t j+1− t j} ≥ θ > 0, almost periodic
impulsive equations generate equivalent continuous semi-dynamical systems. In consequence,
various principles (e.g. formulated by Favard, Levitan, Zhikov) of the classical almost periodic
theory are also valid for the impulsive case. In the latter context, sometimes it is convenient to
replace Wexler’s concept of a piecewise continuous almost periodic function with more simple
definition of Stepanov almost periodic solution [23, 32, 33]. The case when inf j{t j+1 − t j} = 0
is much more complicated and can produce various surprising effects. For instance, an expo-
nentially dichotomic almost periodic linear inhomogeneous system typically does not possess
any almost periodic solution. Nevertheless, it still has a unique essentially automorphic (more
precisely, Levitan N−almost periodic) bounded solution [23].
The recent years have again witnessed a growth of interest in the theory of almost periodic
impulsive systems (and their applications as well, cf. [6, 17, 27]). First, because of an interesting
and promising connection between almost periodic dynamic equations on time scales and almost
periodic impulsive systems [14]. It seems that the studies of general almost periodic time scales
[34] can benefit from the general theory of almost periodic sets on the real line [24, 33]. Second,
we would like to mention a series of recent studies of topological impulsive semiflows, where
the concept of an almost periodic motion plays one of the central roles. See [3, 4, 5] for more
details and references. And, finally, the subclass of abstract impulsive systems seems now to be
attracting much more interest from the experts in the field, e.g. see [1, 4, 8, 10, 11, 16, 26, 28, 29,
31]. Periodic and almost periodic solutions of these systems were investigated by many authors,
we refer the reader to [8, 15, 18, 20, 28, 31, 32] for some relevant results and further references.
Due to the complex nature of abstract almost periodic impulsive equations, they always were
considered with pre-fixed (i.e. state-independent) moments of impulse action. However, these
moments may depend on the current state of the evolutionary process [2, 19, 20, 21] that requires
the analysis of almost periodic evolution systems with impulse action at variable times. In the
present work, we are doing the first step in this direction, by investigating the abstract almost
periodic system
dx
dt + (A + A1(t))x = f (t, x), t , τ j(x), (1)
x(t + 0) − x(t) = g j(x(t)), t = τ j(x(t)), j ∈ Z, (2)
having impulsive forces located on the surfaces Γ j := {(t, x) : t = τ j(x)} which are uniformly
separated each from other. Here x(t), t ∈ R, belongs to a Banach space X, A is a sectorial op-
erator in X, and closed operators A1(t), t ∈ R, are generally unbounded in X. Our main goal
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is to develop a new approach to the main challenges appearing in the studies of system (1), (2):
(a) the fluctuation of points of discontinuities from one solution of (1), (2) to another; (b) the
beating phenomenon, when a trajectory of (1), (2) may hit the same surface Γ j several times;
(c) an adequate election of functional spaces, in order to obtain ‘sufficiently strong’ almost pe-
riodic solutions. It should be observed here that in many works the possibility of beatings of
trajectories is usually excluded at the very beginning of studies. It can be reached by assum-
ing rather strong restrictions on the pairs {τ j, g j}, cf. [3]. To simplify our exposition, we will
also exclude the beatings; nevertheless, our restrictions seem to be rather moderate from the
geometrical point of view, see Lemma 3 below. In any case, it is completely natural (at least,
from the perspective of applications in mechanics) to ask about the existence of almost periodic
regimes with beatings [33]. Following the tradition, we will also invoke the usual definition of
Wexler’s piecewise continuous almost periodic function. This requires auxiliary results similar
to Lemma 1 (a ‘prototype’ version of which can be found in [7]: here we include the proof of
this lemma for the completeness). The main result of this paper is Theorem 8 in the third section.
It states the existence of an almost periodic solution to system (1), (2) under the assumptions of
sufficient roughness of its linear part and smallness of the Lipschitz constants for all nonlineari-
ties f (t, x), τ j(x), g j(x) in the variable x. The aforementioned roughness is expressed in terms of
the exponential dichotomies of evolution systems [9, 30], and some properties of the associated
Green functions are analysed in Section 2.3.
To prove the existence of almost periodic solution, we follow the strategy proposed in [19]
for the abstract periodic impulsive systems (1), (2) (and which differs from the reduction method
proposed in [2] for the finite-dimensional systems). Namely, we construct some Poncare´ type
map S in a set N of almost periodic sequences with values in the Banach space X. Theorems 7
and 8 where this map is constructed and analysed are the most technically involved parts of this
article. A unique fixed point of the map S in N corresponds to an almost periodic solution for the
impulsive system (1), (2). The main result is illustrated with an example of impulsive diffusive
logistic equation.
2. Basic definitions and preliminary results
2.1. Almost periodicity
In the paper, X denotes a Banach space provided with the norm | · |. A sequence of elements
xk, k ∈ Z, of X is called almost periodic if for every ǫ > 0 there exists l > 0 such that each
subinterval of R of the length l contains some integer p with the property
|xk+p − xk | < ǫ, k ∈ Z.
The integer p is called an ǫ-almost period of the sequence {xk} and the above words in italic are
usually shortened to ”the set of ǫ-almost periods of {xk} is relatively dense”. It is well known that
each almost periodic sequence is bounded.
Assume now that a > 0, {ck} is an almost periodic sequence of real numbers, and τk =
ak + ck, k ∈ Z, defines a strictly increasing sequence (hence, {τk} does not have finite limit
points). Following [21, 23], we call such a collection of points {τk} strongly almost periodic
subset of R. We also will say that a bounded function φ : R → X is W-almost periodic [i.e.
Wexler-almost periodic] with eventual discontinuities at τ j, if φ is uniformly continuous on the
disjoint union of intervals (τ j−1, τ j) and if for every ǫ > 0 there exists a relatively dense set Γ
such that
|ϕ(t + τ) − ϕ(t)| < ǫ once τ ∈ Γ, |t − τk | ≥ ǫ, k ∈ Z.
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Clearly, this definition mimics the classical concept of Bohr almost periodic function (i.e. con-
tinuous function φ : R → X possessing, for any ǫ > 0, a relatively dense set Γ of ǫ-almost
periods). In fact, as it was shown in [32, Lemma 5], Wexler almost periodicity of X−valued
piecewise continuous function φ is equivalent to the Bohr almost periodicity of some associated
L1([0, 1], X)- valued function (i.e. is equivalent to the Stepanov almost periodicity of φ).
The following assertion shows how the almost periods for the triple consisting from a W-
almost periodic function, an almost periodic sequence and a strongly almost periodic subset of
R can be harmonized:
Lemma 1. Consider a strongly almost periodic set {τ j} and suppose that τ j+1−τ j > 4θ for some
positive θ. Let also the sequence {B j} of elements of some Banach space Y be almost periodic
and let f : R → X be W-almost periodic function. Then for any ǫ > 0 there exists l > 0 such that
each subinterval of R of the length l contains some integer q and a real number r such that, for
all k ∈ Z,
|Bk+q − Bk| < ǫ, |(τk+q − τk) − r| < ǫ, and | f (t + r) − f (t)| < ǫ, t ∈ R, |t − τ j| > ǫ, j ∈ Z.
Proof. Consider φ(t) = max{0, 1 − |t|/θ} and the following Y-valued ‘saw’ function
F1(t) =
∑
j∈Z
φ(t − τ j)B j, τ j = a j + c j.
Note that for every fixed t ∈ R, the sum above contains at most one non-zero term. Take any
positive ǫ smaller than θ. Since the sequence {c j, B j} of elements of R × Y is almost periodic,
there exists a relatively dense set T of integer ǫ−almost periods for this sequence. If p ∈ T , then
|F1(t − ap) − F1(t)| =
∣∣∣∣∣∣∣∣
∑
j∈Z
φ(t − ap − τ j)B j −
∑
j∈Z
φ(t − τ j+p)B j+p
∣∣∣∣∣∣∣∣
≤
∑
j∈Z
φ(t − ap − τ j)|B j − B j+p| +
∑
j∈Z
|φ(t − ap − τ j) − φ(t − τ j+p)||B j+p|
< ǫ(1 + sup
j∈Z
|B j|/θ). (3)
Observe here that |(t − ap − τ j) − (t − τ j+p)| < ǫ and therefore, for each fixed t ∈ R, at most one
term |φ(t − ap − τ j) − φ(t − τ j+p)| is different from zero. In addition,
|φ(t − ap − τ j) − φ(t − τ j+p)| =
∣∣∣∣∣∣
∫ t−τ j+p
t−ap−τ j
φ′(s)ds
∣∣∣∣∣∣ <
ǫ
θ
.
By (3) the function F1 is Bohr almost periodic. Similarly, F2(t) = ∑ j∈Z φ(t − τ j) is a scalar Bohr
almost periodic function so that F(t) = (F1(t), F2(t), f (t+·)) is Y×R×L1([0, 1], X)-valued almost
periodic function. Assume that r is a δ− almost period of F. Then we obtain
∫ t+1
t
| f (s + r) − f (s)|ds < δ, t ∈ R,
that implies, in view of [32, Lemma 5], that, for some positive ω(δ), ω(0+) = 0, it holds
| f (t + r) − f (t)| < ω(δ), t ∈ R, |t − τ j| > ω(δ), j ∈ Z.
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Take some positive δ < ǫ/(1+ sup j∈Z |B j|+ θ) such that ω(δ) < ǫ. Clearly, r is also δ− almost
period of F2 and therefore there exists integer q such that |(τk+q − τk) − r| < δθ < ǫ for all k ∈ Z.
In addition, |B j − B j+q| < ǫ for all j ∈ Z since
δ > |F1(τ j) − F1(τ j + r)| = |B j − φ(τ j + r − τ j+q)B j+q| = |(B j − B j+q)
+
|τ j + r − τ j+q|
θ
B j+q| ≥ |B j − B j+q| −
|τ j + r − τ j+q|
θ
|B j+q| ≥ |B j − B j+q| − δ sup
j∈Z
|B j|.
Finally, the conclusion of the lemma follows from the estimate |r − qa| = |(τk+q − τk) − qa −
((τk+q − τk) − r)| < ǫ + 2 sup |c j| and the relative density on R of the set of all δ-almost periods r
of F. 
2.2. Semilinear impulsive systems in abstract spaces and the beating phenomenon.
Throughout the paper, given α ≥ 0 and ρ > 0, we will assume the following hypotheses:
(H1) A : D(A) ⊆ X → X is a sectorial operator and inf {Re µ : µ ∈ σ(A)} ≥ δ > 0, where σ(A)
denotes the spectrum of A. Consequently, the fractional powers of A are well defined as well as
the spaces Xα = D(Aα) endowed with the norms |x|α = |Aαx|. We set Uαρ = {x ∈ Xα : |x|α ≤ ρ}.
(H2) The function A1 : R → L(Xα, X) is Bohr almost periodic and Lipschitz continuous.
(H3) The functions τ j : Uαρ → R are such that τ j(x) = a j + c j(x), where a > 0 and the sequence
of continuous functions {c j(x)} is almost periodic uniformly with respect to x ∈ Uαρ . Moreover,
there exists θ > 0 such that infUαρ τ j+1(x) − supUαρ τ j(x) ≥ θ > 0, for all j ∈ Z. Thus, for all j ∈ Z,
sup
Uαρ
τ j+1(x) − inf
Uαρ
τ j(x) ≤ sup{c j+3(0) − c j(0)} + 3a − 2θ := Q.
(H4) The sequence {g j(x)} of continuous functions g j : Uαρ → Xα is almost periodic uniformly
with respect to x ∈ Uαρ . In addition, g j(Uαρ ) ⊂ X1 for all j ∈ Z.
(H5) The function f : R × Uαρ → X is locally Lipschitzian and is Bohr almost periodic in t
uniformly with respect to x ∈ Uαρ .
Under these hypotheses, −A is the infinitesimal generator of the analytic semigroup S (t) =
e−At and e−AtAαx = Aαe−At x when x ∈ Xα, t > 0. The following inequalities are also valid [9]:
|Aαe−At| ≤ Cαt−αe−δt, t > 0, α > 0,
|(e−At − I)x| ≤ 1
α
C1−αtα |Aαx|, t > 0, α ∈ (0, 1], x ∈ Xα,
where Cα > 0 is bounded when α → 0 + .
Definition 2. We say that u : [a, b] → Xα solves the initial value problem u(a) = x0 ∈ Xα for the
system (1), (2) on [t0, t1] if u(t) satisfies the initial condition and there exists a maximal finite set
of numbers T0 = a < T1 < T2 < · · · < Tm = b such that
(i) u(t) is uniformly continuous on each interval (T j, T j+1) and τm( j)(u(T j−)) = T j for j =
1, . . . ,m − 1 and appropriate m( j) (i.e. the trajectory (t, u(t)) hits the union ∪Γ j of surfaces
Γ j := {(t, x) : t = τ j(x), x ∈ Uαρ } only at the moments T j).
(ii) u : [a, b] → X is continuously differentiable on each of the intervals (T0, T1), . . . (Tm−1, Tm)
and satisfies the equations (1) and (2) if t ∈ (a, b), t , T j and t = T j, respectively.
We assume that u(t) is left continuous so that u(T j) = u(T j − 0).
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Note that each surface Γ j separates the cylinder R × Uαρ into two open parts,
W+j = {(t, x) : t > τ j(x), x ∈ Uαρ }, W−j = {(t, x) : t < τ j(x), x ∈ Uαρ },
so that each trajectory (t, u(t)) either remains in one of these parts or intersects (hits) Γ j at least
one time. We will assume that each trajectory intersects a surface Γ j at most one time. It implies
that the beating phenomenon is excluded from our analysis. For impulsive systems in finite-
dimensional spaces, there are several conditions allowing to control the number of intersection
of trajectories with Γ j, see [13, 21, 22]. Some of them can be extended for the abstract parabolic
evolution systems:
Lemma 3. In addition to the smoothness conditions imposed in (H2) - (H5), suppose that the
function F : R×X1 → X1−α, F(t, x) = −A1(t)x+ f (t, x), is well defined and locally Lipschitzian.
Assume also that, for some fixed j and all x ∈ Uαρ ∩ X1, it holds
θ j(x) := τ j(x + g j(x)) − τ j(x) ≤ 0.
If there exists a differentiable extension τ j : U0̺ → R, ̺ = supUαρ |x|, of the mapping τ j : Uαρ → R
such that ∂τ j/∂x : Uαρ ∩ X1 → X∗ is continuous when X∗ is provided with weak-* topology and
P(x) := ∂τ j(x)
∂x
(−Ax + F(τ j(x), x)) < 1, for all x ∈ Uαρ ∩ X1, (4)
then the graph of each solution u(t) of system (1), (2) can intersect the surface Γ j at most once.
Proof. Below, we invoke the following result from [9, Section 3.5, Exercise 1]: suppose that A is
sectorial and F : R×X1 → X1−α is Lipschitzian in a neighborhood (t0, x0) for some α ∈ [0, 1). If
x0 ∈ X1, then there exists a unique solution x(t) of the initial value problem x′(t) + Ax = F(t, x),
t > t0, x(t0) = x0, on some interval t0 ≤ t ≤ t1 and t → x(t) ∈ X1 is continuous.
Now, suppose that the graph of some solution u(t) to (1), (2) intersects the surface Γ j at the
point (t0, x0) where t0 = τ j(x0). Then x0, x0+g j(x0) ∈ Uαρ ∩X1 and inequality τ j(x0+g j(x0)) ≤ t0
implies that the point (t0, x0 + g j(x0)) either belongs to W+j or it lies on Γ j. Since the map F :
R×X1 → X1−α is locally Lipschitzian, the solution u : [t0, t0+ν] → X1 of the initial value problem
u(t0) = x0 + g j(x0) for (1) is continuous for some small positive ν. Now, if τ j(x0 + g j(x0)) = t0
then, in virtue of our smoothness assumptions, ζ(t) := t − τ j(u(t)) is continuously differentiable
on (t0, t0+ν] and ζ(t0+) = 0. Moreover, using (4), we obtain that ζ′(t0+) > 0. Hence, ζ(t) > 0 and
(t, u(t)) ∈ W+j for small positive t − t0. Obviously, the same happens when τ j(x0 + g j(x0)) < t0.
Now, suppose that there exists finite t1 > t0 such that ζ(t) > 0 for t ∈ (t0, t1) and ζ(t1) = 0.
Then u(t1) ∈ Uαρ ∩ X1 and therefore (4) yields ζ′(t1) > 0, a contradiction. Thus ζ(t) > 0 for all
admissible t > t0 that proves the lemma. 
Example 4. Consider the diffusive logistic equation with impulses at state dependent moments
ut = uξξ + a(t)u(1 − b(t)u), t > 0, t , τ j(u(t, ξ)), ξ ∈ (0, l), (5)
u(t + 0, ξ) = u(t, ξ) +
∫ l
0
K j(ξ, ζ)I j(u(t, ζ))dζ + d j(ξ), t = τ j(u(t, ξ)), (6)
subjected to the boundary conditions u(t, 0) = u(t, l) = 0. Here a, b : R → R+ are bounded
Lipschitz continuous functions and the sequence of surfaces t = τ j(u) is defined by
τ j(u) = t j + b j
∫ l
0
u2(ξ)dξ, b j ≤ 0,
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where real numbers t j satisfy t j+1 − t j ≥ θ∗ > 0 for some θ∗. We will assume that d j ∈ H2(0, l) ∩
H10(0, l), d j ≥ 0, and that K j : [0, l]2 → R+ are C2-smooth functions such that K j(0, ζ) =
K j(l, ζ) = 0 for all ζ ∈ [0, l]. Next, we assume that I j : R → R+, I j(0) = 0, are globally
Lipschitzian functions, with the Lipshchitz constants Λ j. The above positivity assumptions are
related to the possible biological interpretation of the quantity u(t, x) as the number of individuals
of a single species population per unit area at point x and time t, cf. [18]. Now, for ρ > 0,
consider
X = L2(0, l), A = − ∂
2
∂ξ2
, A1(t)x = −a(t)(1 − ρb(t))x, X1 = D(A) = H2(0, l) ∩ H10(0, l).
It is well known (e.g. see [9]) that the operator A : D(A) ⊂ X → X is sectorial and X1/2 =
D(A1/2) = H10(0, l). Hence, it is convenient to take α = 1/2. Then F(t, u) := a(t)u(1 − b(t)u)
maps R × X1 into X1/2 and is locally Lipschitizian. We also have that ∂τ j(u)/∂u = 2b ju, so that
∂τ j/∂u : X → X∗ = X is obviously continuous (even we consider the norm topology in X∗). For
every initial condition u(t0, ξ) = u0(ξ), u0 ∈ H10(0, l), the proposed boundary value problem for
equation (5) has a unique local classical solution u(t, ξ). By the maximum principle, u0(ξ) ≥ 0
implies that u(t, ξ) is a global solution and u(t, ξ) ≥ 0 for all t > t0, ξ ∈ (0, l). Now, we claim
that if b j ≤ 0, then for each ρ > 0 there exists β0 = β0(ρ, a(·), b(·)) > 0 such that non-negative
solutions u(t, ξ) of (5), (6) with values in U1/2ρ can intersect each surface Γ j at most one time
whenever |b j| ≤ β0, j ∈ Z (clearly, u(t, ξ) ≥ 0 if u0(ξ) ≥ 0). Indeed, obviously θ j(u) ≤ 0 for all
u ≥ 0 while
P(u) = −2b j
∫ l
0
u2ξ(ξ)dξ + 2b ja(τ j(u))
∫ l
0
u2(ξ)(1 − b(τ j(u))u(ξ))dξ ≤
≤ 2 sup |b j|(1 + sup[a(t)b(t)])(|u|21/2 +
√
l|u|31/2) ≤ 2 sup |b j|(1 + sup[a(t)b(t)])(ρ2 +
√
lρ3) < 1
whenever sup j |b j| ≤ β0 = 0.5((1 + sup[a(t)b(t)])(ρ2 +
√
lρ3))−1.
2.3. Linear impulsive systems in abstract spaces: exponential dichotomy and the Green function.
Under the hypotheses assumed in the previous subsection and for each 0 ≤ γ < 1, the linear
homogeneous equation
dx
dt + (A + A1(t))x = 0 (7)
defines a strongly continuous family of evolution operators U(t, s) : Xγ → Xγ, t ≥ s, (hence,
U(τ, τ) = I, U(t, s)U(s, τ) = U(t, τ), t ≥ s ≥ τ). See [9, Theorem 7.1.3] for more detail and the
proof of the following inequalities
|U(t, τ)x|γ ≤ C(t − τ)(ν−γ)− |x|ν, 0 ≤ ν ≤ 1, x ∈ X1,
|U(t, τ)x − x|γ ≤ C(t − τ)ν|x|γ+ν, ν > 0, γ + ν ≤ 1, x ∈ X1, (8)
where t−τ ≤ Q, C = C(Q, ν, γ), and (ν−γ)− = min(ν−γ, 0). Suppose now that u(t) ∈ Xα, t ∈ R, is
a bounded solution of the equation (1), then u(t) solves linear inhomogeneous equation obtained
from (7) by replacing 0 in the right-hand side with bounded perturbation f (t) = f (t, u(t)). It is
well known that the exponential dichotomy is the right concept when analysing the relationship
between u(t) and f (t):
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Definition 5. We say that (7) has an exponential dichotomy on R in the space Xα with exponent
β > 0 and bound M ≥ 1 if there exist projections P(t) : Xα → Xα, R(t) := P(t)Xα, such that
(i) U(t, s)P(s) = P(t)U(t, s), t ≥ s;
(ii) U(t, s) : R(s) → R(t) is invertible for t ≥ s, with the inverse denoted as U(s, t);
(iii) |U(t, s)(I − P(s))x|α ≤ Me−β(t−s)|x|α, t ≥ s, x ∈ Xα;
(iv) |U(t, s)P(s)x|α ≤ Meβ(t−s)|x|α, t ≤ s, x ∈ Xα.
Due to [9, Section 7.6], the exact value of α ∈ [0, 1) is not relevant in the above definition:
equation (7) has an exponential dichotomy in the space Xα if, and only if, it has exponential
dichotomy in the space Xγ for any 0 ≤ γ < 1.
To each exponentially dichotomic system, we associate the Green function
G(t, s) =
{
U(t, s)(I − P(s)), t > s,
−U(t, s)P(s), t ≤ s.
Clearly, |G(t, s)x|α ≤ Me−β|t−s||x|α, t, s ∈ R. In fact, this estimate admits the following extension
(see [9, Lemma 7.6.2]): there is a real number M1 ≥ M (depending on α, δ, γ) such that
|U(t, s)P(s)x|γ ≤ M1e−β(s−t)|x|δ, s ≥ t, (9)
when 0 ≤ γ < 1, δ ≥ 0, and, for 0 ≤ δ ≤ γ < 1, t > s, ψγ−δ(t − s) := 1 + (t − s)δ−γ,
|U(t, s)(I − P(s))x|γ ≤ M1e−β(t−s)ψγ−δ(t − s)|x|δ, t > s. (10)
It is also convenient to set ψγ(s) = 1 for s ≤ 0.
Consequently, if f : R → X is a locally Ho¨lder continuous bounded function and sequence
{g j}, g j ∈ X, is bounded, then the following left-continuous function is well defined:
u0(t) =
∫ ∞
−∞
G(t, v) f (v)dv +
∑
j∈Z
G(t, τ¯ j)g j, where τ¯ j = τ j(0). (11)
A straightforward verification shows that u(τ¯ j + 0) − u(τ¯ j) = g j and that, for each pair of points
s < t taken in (τ¯ j, τ¯ j+1), it holds
u0(t) = U(t, s)u0(s) +
∫ t
s
U(t, v) f (v)dv
and therefore u0(t) satisfies the both equations of the impulsive system
dx
dt + (A + A1(t))x = f (t), t , τ¯ j,
x(τ¯ j + 0) − x(τ¯ j) = g j, j ∈ Z.
Actually u0 : R → X is the unique bounded solution of the above system: if u1(t) were another
bounded solution of this impulsive system, then continuous function u∗(t) = u1(t)−u0(t) (observe
that u∗(τ¯ j + 0) = u∗(τ¯ j) since u1(τ¯ j + 0)− u1(τ¯ j) = u0(τ¯ j + 0) − u0(τ¯ j) = g j) would be a non-zero
bounded solution of the exponentially dichotomic homogeneous equation (7) that clearly is not
possible.
In the next section, we will use the following property of the Green function:
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Lemma 6. Suppose that 0 ≤ δ ≤ α < 1, h ∈ R. Then
|(G(t + h, τ + h) −G(t, τ))x|α ≤ M2e−β1|t−τ|ψα−δ(t − τ)a∗(h)|x|δ, x ∈ Xδ, t , τ,
with some positive constants β1 ≤ β, M2 ≥ M and a∗(h) = sups∈R |A1(s) − A1(s + h)|L(Xα,X).
Proof. Clearly, for each fixed h ∈ R, G(t+ h, s+ h) is the Green function for the shifted equation
u′(t) + (A + A1(t + h))u(t) = 0. Consequently, for each compactly supported locally Ho¨lder
continuous function ξ : R → X, the linear inhomogeneous equation u′(t)+(A+A1(t+h))u(t) = ξ(t)
has a unique bounded solution u(t, ξ) =
∫ ∞
−∞ G(t + h, s + h)ξ(s)ds. Since u(t, ξ) is also a unique
bounded solution of the equation u′(t) + (A + A1(t))u(t) = r(t, ξ) with locally Ho¨lder continuous
bounded function r(t, ξ) = ξ(t) + (A1(t) − A1(t + h))u(t, ξ), we find that
u(t, ξ) =
∫ ∞
−∞
G(t + h, s + h)ξ(s)ds =
∫ ∞
−∞
G(t, s)r(s, ξ)ds.
Thus, invoking the Fubini theorem for abstract integrals [12], we obtain that
0 =
∫ ∞
−∞
[
(G(t + h, s + h) −G(t, s))ξ(s) −G(t, s)(A1(s) − A1(s + h))
∫ ∞
−∞
G(s + h, u + h)ξ(u)du
]
ds
=
∫ ∞
−∞
[
G(t + h, s + h) −G(t, s) −
∫ ∞
−∞
G(t, u)(A1(u) − A1(u + h))G(u + h, s + h)du
]
ξ(s)ds.
Since compactly supported locally Ho¨lder continuous function ξ(s) is arbitrary, this implies that
G(t + h, τ + h) −G(t, τ) =
∫ ∞
−∞
G(t, s)(A1(s) − A1(s + h))G(s + h, τ + h)ds. (12)
Note that relation (12) was proposed as an exercise in [9, Section 7.6]. Hence, in view of (9),
(10), we obtain, for t < τ, the following estimates for the right-hand side of (12):
|(G(t + h, τ + h) −G(t, τ))x|α ≤
(∫ ∞
τ
e−β(s−t)e−β(s−τ)ψα−δ(s − τ)ds
+
∫ τ
t
e−β(s−t)e−β(τ−s)ds +
∫ t
−∞
e−β(t−s)ψα(t − s)e−β(τ−s)ds
)
M21a∗(h)|x|δ
=
(
eβ(t+τ)
∫ ∞
τ
e−2βsψα−δ(s − τ)ds + e−β(τ−t)(τ − t) + e−β(t+τ)
∫ t
−∞
e2βsψα(t − s)ds
)
M21a∗(h)|x|δ
≤ M2e−β1(τ−t)a∗(h)|x|δ.
Similarly, if t > τ then
|(G(t + h, τ + h) −G(t, τ))x|α ≤
(∫ ∞
t
e−β(s−t)e−β(s−τ)ψα−δ(s − τ)ds
+
∫ t
τ
e−β(t−s)ψα(t − s)e−β(s−τ)ψα−δ(s − τ)ds +
∫ τ
−∞
e−β(t−s)ψα(t − s)e−β(τ−s)ds
)
M21a∗(h)|x|δ
=
(
eβ(t+τ)
∫ ∞
t
e−2βsψα−δ(s − τ)ds + e−β(t−τ)
∫ t
τ
ψα(t − s)ψα−δ(s − τ)ds
+e−β(t+τ)
∫ τ
−∞
e2βsψα(t − s)ds
)
M21a∗(h)|x|δ ≤ M2e−β1(t−τ)ψα−δ(t − τ)a∗(h)|x|δ.
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Observe that, in order to estimate the integral
∫ t
τ
ψa(t − s)ψb(s − τ)ds, we are using the relation∫ t
τ
(t − s)−a(s − τ)−bds = (t − τ)1−a−bB(1 − b, 1 − a) where B is the beta function. The above
estimations also justify the use of the Fubini theorem. 
3. Almost periodic solutions of abstract parabolic differential equation with impulses
At first, we study linear almost periodic impulsive systems:
Theorem 7. Assume the hypotheses (H1) – (H4) (where g j are constants) and also suppose
that function f : R → X is W-almost periodic and locally Ho¨lder continuous with points of
discontinuity at t = τ¯ j, j ∈ Z. If equation (7) possesses an exponential dichotomy on R, then the
unique bounded solution u0 : R → X is W-almost periodic as map u0 : R → Xα.
Proof. It suffices to show that the bounded solution u0(t) given in (11) is W-almost periodic as
Xα-valued function. Given positive ε, take ε-periods r, q for A1 : R → L(Xα, X), f : R → X and
{g j} as in Lemma 1 and observe that
|u0(t + r) − u0(t)|α =
∣∣∣∣∣∣∣∣
∫ ∞
−∞
(G(t + r, s) −G(t, s)) f (s)ds +
∑
j∈Z
(G(t + r, τ¯ j) −G(t, τ¯ j))g j
∣∣∣∣∣∣∣∣
α
.
Since | f (t + r) − f (t)| < ε for |t − τ¯ j| ≥ ε, in virtue of Lemma 6, we find that, for t ∈ R,
∣∣∣∣∣
∫ ∞
−∞
(G(t + r, s) −G(t, s)) f (s)ds
∣∣∣∣∣
α
≤
∫ ∞
−∞
|(G(t + r, s + r) −G(t, s)) f (s + r)|αds
+
∑
k∈Z
∫ τ¯k+1−ε
τ¯k+ε
|G(t, s)( f (s + r) − f (s))|αds +
∑
k∈Z
∫ τ¯k+ε
τ¯k−ε
|G(t, s)( f (s + r) − f (s))|αds
≤ εM2 sup
s∈R
| f (s)|
∫ ∞
−∞
e−β1|t−s|ψα(t − s)ds + εM1
∫ ∞
−∞
e−β|t−s|ψα(t − s)ds
+2M1 sup
s∈R
| f (s)|
∑
k∈Z
∫ τ¯k+ε
τ¯k−ε
e−β|t−s|ψα(t − s)ds := Γ1(ε), lim
ε→0+
Γ1(ε) = 0. (13)
Let τ¯m−1 + ε ≤ t ≤ τ¯m − ε. Then τ¯m+q−1 < t + r < τ¯m+q and, using (8), (9) and (10), we obtain
S :=
∑
j∈Z
|(G(t + r, τ¯ j + r) − G(t + r, τ¯ j+q))g j+q|α
≤
∑
j≥m,τ¯ j+q≥τ¯ j+r
|(U(t + r, τ¯ j+q)P(τ¯ j+q)(I − U(τ¯ j+q, τ¯ j + r))g j+q|α
+
∑
j≥m,τ¯ j+q<τ¯ j+r
|(U(t + r, τ¯ j + r)P(τ¯ j + r)(I − U(τ¯ j + r, τ¯ j+q))g j+q|α
+
∑
j<m,τ¯ j+q≥τ¯ j+r
|(U(t + r, τ¯ j+q)(I − P(τ¯ j+q))(I − U(τ¯ j+q, τ¯ j + r))g j+q|α
+
∑
j<m,τ¯ j+q<τ¯ j+r
|(U(t + r, τ¯ j + r)(I − P(τ¯ j + r))(I − U(τ¯ j + r, τ¯ j+q))g j+q|α
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≤
∑
τ¯ j+q≥τ¯ j+r
Me−β|τ¯ j+q−t−r||(I − U(τ¯ j+q, τ¯ j + r))g j+q|α +
∑
τ¯ j+q<τ¯ j+r
Me−β|t−τ¯ j||(I − U(τ¯ j + r, τ¯ j+q))g j+q|α
≤ 2MC
1 − e−βθ ε
1−α sup
j
|g j|1 +
2MC
1 − e−βθ ε
1−α sup
j
|g j|1 =: Γ2(ε) sup
j
|g j|1,
where Γ2(ε) → 0 as ε → 0 + . Consequently,∣∣∣∣∣∣∣∣
∑
j∈Z
(G(t + r, τ¯ j) − G(t, τ¯ j))g j
∣∣∣∣∣∣∣∣
α
=
∣∣∣∣∣∣∣∣
∑
j∈Z
G(t, τ¯ j)g j −
∑
j∈Z
G(t + r, τ¯ j+q)g j+q
∣∣∣∣∣∣∣∣
α
≤
∑
j∈Z
|G(t, τ¯ j)(g j+q − g j)|α +
∑
j∈Z
|(G(t, τ¯ j) −G(t + r, τ¯ j + r))g j+q|α +S
≤
(
2M
1 − e−θβ +
2M2
1 − e−θβ1 supj
|g j|α
)
ε + Γ2(ε) sup
j
|g j|1. (14)
Finally, due to (13) and (14), |u0(t + r) − u0(t)|α ≤ Γ3(ε), for |t − τ¯ j| ≥ ε, where Γ3(ε) → 0 as
ε → 0 + . This proves Wexler’s almost periodicity of the function u0 : R → Xα. 
Set
K = K(α) := K1(α) + K2(α), where K1(α) :=
∫ ∞
−∞
M1ψα(s)e−β|s|ds, K2(α) := 2M11 − e−βθ .
Now we are in the position to prove the main result of this work:
Theorem 8. For fixed α ≥ 0, ρ > 0, assume the hypotheses (H1) – (H5). Suppose also that
1) in the set R × Uαρ , each trajectory of (1), (2) meets every surface Γ j no more than once;
2) | f (t1, u) − f (t2, u)| ≤ H1|t1 − t2|, H1 > 0, u ∈ Uαρ ;
3) | f (t, u1) − f (t, u2)| + |g j(u1) − g j(u2)|α + |τ j(u1) − τ j(u2)| ≤ N1|u1 − u2|α, uniformly in
t ∈ R, j ∈ Z, u ∈ Uαρ ;
3) | f (t, 0)| ≤ M0, t ∈ R, |g j(0)|1 ≤ M0, j ∈ Z. Moreover, |g j(u)|1 ≤ g∗ for all |u|α ≤ ρ, j ∈ Z;
4) equation (7) is exponentially dichotomous and K(α)M0 < ρ.
If, in addition, N1 is sufficiently small, then system (1), (2) has a unique W-almost periodic
solution with values in the domain Uαρ .
Proof. Let N denote the complete metric space of all almost periodic sequences y = {y j}, y j ∈
Xα, |y j|α ≤ ρ, provided with the distance ‖y − z‖ = sup j |y j − z j|α. For y = {y j} ∈ N, consider the
following equation with the fixed moments τ˜i = τi(yi) of impulse action:
dx
dt + (A + A1(t))x = f (t, x), t , τ˜ j, (15)
x(τ˜ j + 0) − x(τ˜ j) = g j(y j), j ∈ Z. (16)
Take u0(t, y) ≡ 0 and consider the sequence
un+1(t, y) =
∫ ∞
−∞
G(t, s) f (s, un(s, y))ds +
∑
j∈Z
G(t, τ˜ j)g j(y j), n = 0, 1, . . . (17)
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This sequence is well defined since, for sufficiently small N1 and all n ≥ 0,
|un+1(t, y)|α ≤
∫ ∞
−∞
|G(t, s)( f (s, 0) + f (s, un(s, y)) − f (s, 0))|αds
+
∑
j∈Z
|G(t, τ˜ j)(g j(0) + g j(y j) − g j(0))|α ≤ K1 M0 + K1N1 sup
t
|un(t, y)|α + K2 M0 + K2N1ρ < ρ.
Now, Theorem 7 assures that u1 : R → Xα is an W-almost periodic function. Thus f (t, u1(t))
is also X-valued W-almost periodic function. In consequence, Theorem 7 yields that function
u2 : R → Xα is W-almost periodic. Repeating this procedure, we conclude that each function
un+1(·, y) : R → Xα is W-almost periodic. In addition, the sequence {un(t, y)} is converging,
uniformly on R, to the limit function u∗(t, y) since
sup
t∈R
|un+1(t, y) − un(t, y)|α ≤ KN1 sup
t∈R
|un(t, y) − un−1(t, y)|α.
Clearly, u∗ : R → Xα is W-almost periodic function and it satisfies the integral equation
u(t, y) =
∫ ∞
−∞
G(t, s) f (s, u(s, y))ds +
∑
j∈Z
G(t, τ j(y j))g j(y j). (18)
As we have already shown, this means that u∗(t, y) is the unique bounded solution of the system
(15), (16) taking values in the domain Uαρ ∩ X1. Note that
sup
y∈N,s∈R
| f (s, u∗(s, y))| ≤ M0 + N1ρ := M∗, sup
{y j}∈N
‖g j(y j)‖ ≤ M0 + N1ρ.
Therefore, for a fixed γ ∈ [α, 1), uniformly on y ∈ N and t ∈ R \ {τ˜ j}, we have that
|u∗(t, y)|γ ≤
∫ ∞
−∞
|G(t, s) f (s, u∗(s, y))|γds
+
∑
j∈Z
|G(t, τ˜ j)g j(y j)|γ ≤ M∗(K1(γ) +
∑
j∈Z
M1e−β|t−τ˜ j|ψγ−α(t − τ˜ j)).
In particular,
|u∗(t, y)|γ ≤ M∗(K1(γ) + K2(1 + (θ/4)α−γ)), t ∈ R \ ∪ j[τ˜ j, τ˜ j + θ/4), y ∈ N. (19)
Since u∗(t, y) is W-almost periodic and τ˜ j+1 − τ˜ j ≥ θ, j ∈ Z, it is easy to find (e.g., see [21, p.
214]) that Xα-valued sequence S (y) := {u∗(τ j(y j), y), j ∈ Z} is also almost periodic, S (y) ∈ N.
Evidently, u∗(·, y∗) : R → Uαρ will be required W-almost period solution of system (1), (2) if, and
only if, y∗ ∈ N is such that S (y∗) = y∗.
We will find sufficient conditions for the map S : N → N to be a contraction. Take z, y ∈ N
and set τ˜1j = τ j(y j), τ˜2j = τ j(z j), τ′′j = max{τ˜1j , τ˜2j}, τ′j = min{τ˜1j , τ˜2j }. We have ‖S (y) − S (z)‖ =
sup j |u∗(τ˜1j , y)−u∗(τ˜2j , z)|α and we will estimate the difference |u∗(τ˜1j , y)−u∗(τ˜2j , z)|α for an arbitrary
fixed j. Without loss of generality, we can assume that τ˜1j ≤ τ˜2j , for this particular j. Then it is
convenient to use the triangle inequality by adding and subtracting the same term u∗(τ˜1j , z) =
u∗(τ j(y j), z):
|u∗(τ˜1j , y) − u∗(τ˜2j , z)|α ≤ |u∗(τ˜1j , y) − u∗(τ˜1j , z)|α + |u∗(τ˜1j , z) − u∗(τ˜2j , z)|α. (20)
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At first, we will estimate the difference |u∗(τ˜1j , y) − u∗(τ˜1j , z)|α. At this step, the iterative process
(17) will be again invoked. In particular, for n = 0 and t ∈ (τ′′m, τ′m+1], we get
i1 := |u1(t, y) − u1(t, z)|α ≤
∑
k
|G(t, τ˜1k) (gk(yk) − gk(zk)) |α +
∑
k
|
(
G(t, τ˜1k) −G(t, τ˜2k)
)
gk(zk)|α
≤
∑
k
Me−β|t−τ˜
1
k |N1|yk − zk |α +
∑
k
|G(t, τ′′k )(U(τ′′k , τ′k) − I)gk(zk)|α
≤ 2MN1
1 − e−βθ ‖y − z‖ +
∑
k
M1Ce−β|t−τ
′′
k |ψα(t − τ′′k )|τ′′k − τ′k | |gk(zk)|1
≤ N1‖y − z‖
(
2
1 − e−βθ
(
M + M1C(1 + θ−α)g∗) + (t − τ′′m)−αg∗M1C
)
.
Similarly,
|un+1(t, y) − un+1(t, z)|α
=
∣∣∣∣∣∣∣
∫
R
G(t, s)( f (s, un(s, y)) − f (s, un(s, z)))ds +
∑
k∈Z
(G(t, τ˜1k)gk(yk) −G(t, τ˜2k)gk(zk))
∣∣∣∣∣∣∣
α
≤
∑
k
∫ τ′k+1
τ′′k
|G(t, s) ( f (s, un(s, y)) − f (s, un(s, z))) |αds
+
∑
k
∫ τ′′k
τ′k
|G(t, s) ( f (s, un(s, y)) − f (s, un(s, z))) |αds + i1 =: i3 + i2 + i1.
For t ∈ (τ′′m, τ′m+1], we obtain
i2 ≤
∑
k
∫ τ′′k
τ′k
|G(t, s) f (s, un(s, y))|αds +
∑
k
∫ τ′′k
τ′k
|G(t, s) f (s, un(s, z))|αds
≤ 2
∑
k,m
M1e−βmin{|t−τ
′′
k |,|t−τ′k |}(1 + θ−α)M∗N1‖y − z‖ +
∫ τ′′m
τ′m
|G(t, s) f (s, un(s, y))|αds
+
∫ τ′′m
τ′m
|G(t, s) f (s, un(s, z))|αds ≤
(
2M1(1 + θ−α)
1 − e−βθ + 2M1(t − τ
′′
m)−α
)
M∗N1‖y − z‖.
Therefore, if t ∈ (τ′′m, τ′m+1], then
|un+1(t, y) − un+1(t, z)|α ≤ i3 +
(
K3 +
K4
(t − τ′′m)α
)
N1‖y − z‖,
where
K3 =
M1(1 + θ−α)(1 +Cg∗ + 2M∗)
1 − e−βθ , K4 = M1 (g∗C + 2M∗) .
Fix some n ≥ 1 now and suppose that there are positive constants L′n and L′′n such that
|un(t, y) − un(t, z)|α ≤
(
L′n +
L′′n
(t − τ′′k )α
)
N1‖y − z‖, t ∈ (τ′′k , τ′k+1], k ∈ Z.
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Then, for t ∈ (τ′′m, τ′m+1], we have that |un+1(t, y) − un+1(t, z)|α ≤
N1‖y − z‖
(
K3 +
K4
(t − τ′′m)α
)
+ N21‖y − z‖
∑
k
∫ τ′k+1
τ′′k
M1e−β|t−s|ψα(t − s)
(
L′n +
L′′n
(s − τ′′k )α
)
ds
≤ N1‖y − z‖
(
K3 +
K4
(t − τ′′m)α
)
+ N21‖y − z‖
[∑
k
∫ τ′k+1
τ′′k
M1e−β|t−s|(1 + θ−α)
(
L′n +
L′′n
(s − τ′′k )α
)
ds
+
∫ t
τ′′m
M1(t − s)−α
(
L′n +
L′′n
(s − τ′′m)α
)
ds
]
≤
(
2 (1 + θ
−α)
1 − e−βθ
(
L′nQ +
L′′n Q1−α
1 − α
)
+ L′′n B(1 − α, 1 − α)(t − τ′′m)1−2α +
L′n
1 − α (t − τ
′′
m)1−α
)
M1N21‖y − z‖
+
(
K3 +
K4
(t − τ′′m)α
)
N1‖y − z‖ ≤
(
L′nN1Ψ1 + L′′n N1Ψ2 + L′′n
N1Ψ3
(t − τ′′m)α
+ K3 +
K4
(t − τ′′m)α
)
N1‖y − z‖
=
(
L′n+1 +
L′′
n+1
(t − τ′′m)α
)
N1‖y − z‖,
where L′
n+1 := N1Ψ1L
′
n + N1Ψ2L′′n + K3, L′′n+1 := N1Ψ3L
′′
n + K4, L′0 = L
′′
0 = 0,
Ψ1 =
2M1(1 + θ−α)Q
1 − e−βθ +
M1Q1−α
1 − α , Ψ2 =
2M1(1 + θ−α)Q1−α
(1 − e−βθ)(1 − α) , Ψ3 = M1B(1 − α, 1 − α)Q
1−α.
It is easy to see that if N1 < min{Ψ−11 ,Ψ−13 } then sequences L′n and L′′n are uniformly bounded by
some constants L′∗ and L′′∗ (for example, it is possible to take L′′∗ = K4/(1 − N1Ψ3)). Therefore,
taking the limit in the latter chain of inequalities, we obtain that
|u∗(t, y) − u∗(t, z)|α ≤
(
L′∗ +
L′′∗
(t − τ′′m)α
)
N1‖y − z‖, t ∈ (τ′′m, τ′m+1], m ∈ Z,
so that
|u∗(τ˜1j , y) − u∗(τ˜1j , z)|α ≤
(
L′∗ +
L′′∗
θα
)
N1‖y − z‖ for j = m + 1 (i.e. τ˜1j = τ′m+1). (21)
To complete the proof, still we need to estimate the norm |u∗(τ˜1j , z)−u∗(τ˜2j , z)|α. Recall that we are
assuming that τ˜1j ≤ τ˜2j . By invoking estimates (19) and applying [9, Theorem 3.5.2], we conclude
that for each µ ∈ [0, 1) there exists a positive ˜C, which does not depend on y ∈ N, j ∈ Z, and
such that ∣∣∣∣∣ dds u∗(s, z)
∣∣∣∣∣
µ
≤ ˜C(s − τ˜2j−1 − θ/4)α−µ−1, s ∈ (τ˜2j−1 + θ/4, τ˜2j).
Consequently, for s ∈ [τ˜2j−1 + θ/2, τ˜2j), we have |du∗(s, z)/ds|α ≤ 4 ˜C/θ so that
|u∗(τ˜1j , z) − u∗(τ˜2j , z)|α =
∣∣∣∣∣∣∣
∫ τ˜2j
τ˜1j
d
ds u
∗(s, z)ds
∣∣∣∣∣∣∣
α
≤ 4
˜C
θ
|τ˜1j − τ˜2j | ≤
4 ˜CN1
θ
‖y − z‖.
The latter estimate and (20), (21) imply that ‖S (y) − S (z)‖ ≤ O(N1)‖y − z‖ so that S : N → N is
a contraction if N1 is sufficiently small. This completes the proof of Theorem 8. 
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Example 9. Consider the system (5), (6), together with the Dirichlet boundary conditions, and
assume all the conditions on coefficients of this system imposed in Example 4. Suppose also that
the subset {t j} ⊂ R is strongly almost periodic, {b j}, {I j(x)}, {d j(x)}, {∂kK j(ξ, ζ)/∂ξk}, k = 0, 1, 2,
are scalar almost periodic (uniformly in x from bounded subsets of R and (ξ, ζ) ∈ [0, l]2) se-
quences, a(t), b(t) are Bohr’s almost periodic functions, and the mean value a¯ of a(t) is less than
the first eigenvalue of the operator A: a¯ < π2/l2. Then, by Theorem 8, for each given quintuple
Q =
{
l, a(t), {t j}, {d j}, {K j}
}
and each ρ > K(0.5) sup j∈Z |d j|H2 , there is a positive number δ de-
pending only on Q and ρ such that if b(t) ≤ δ, t ∈ R, and |b j|,Λ j ≤ δ, j ∈ Z, then system (5), (6)
has a unique positive H10(0, l)-valued Wexler’s almost periodic solution u(t, ·), t ∈ R, satisfying
the inequality |u(t, ·)|H10(0,l) ≤ ρ, t ∈ R. Note that the graph of u(t, ·) intersects each surface Γ j
of impulsive action exactly one time due to the result of Example 4 and the non-negativity of the
solution u(t, ·). Now, u(t, x) ≥ 0 for all t ∈ R, x ∈ (0, l), due to the following two facts: 1) if
a¯ < π2/l2 then the Green function G(t, τ) of the equation ut = uxx + a(t)(1 − ρb(t))u has the form
G(t, s) =
 e
−A(t−s)e
∫ t
s
(a(s)(1−ρb(s))ds, t > s, A = − ∂2
∂ξ2
,
0, t ≤ s,
and it is non-negative since clearly e−At ≥ 0; 2) the solution u(t, y) of the integral equation (18)
is non-negative because the sequence un(t, y) generated by (17) is non-negative for all n ∈ N
(observe that g j(u)(ξ) =
∫ l
0 K j(ξ, ζ)I j(u(t, ζ))dζ + d j(ξ) ≥ 0 and f (t, u) = a(t)b(t)(ρ − u)u ≥ 0 for
u ∈ [0, ρ]). It is easy to see that actually u(t, x) ≡ 0 if all d j(ξ) ≡ 0 and that u(t, x) > 0 for all
t ∈ R, x ∈ (0, l), if d j(ξ0) > 0 at least for one j and some ξ0 ∈ (0, l).
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