Characterizing population variability, including identifying susceptible populations and quantifying their increased susceptibility, is an important aspect of chemical risk assessment, but one that is challenging with traditional experimental models and risk assessment methods. New models and methods to address population variability can be used to advance the human health assessments of chemicals in three key areas. First, with respect to hazard identification, evaluating toxicity using population-based in vitro and in vivo models can potentially reduce both false positive and false negative signals. Second, with respect to evaluating mechanisms of toxicity, enhanced ability to do genetic mapping using these models allows for the identification of key biological pathways and mechanisms that may be involved in toxicity and/or susceptibility. Third, with respect to dose-response assessment, population-based toxicity data can serve as a surrogate for human variability, and thus be used to quantitatively estimate the degree of human toxicokinetic/toxicodynamic variability and thereby increase confidence in setting health-protective exposure limits. A number of case studies have been published that demonstrate the potential opportunities for improving risk assessment and decision-making, and include studies using Collaborative Cross and Diversity Outbred mice, as well as populations of human cell lines from the 1000 Genomes project. Key challenges include the need to apply more sophisticated computational and statistical models analyzing population-based toxicity data, and the need to integrate these more complex analyses into risk assessments and decision-making.
Introduction
Chemical risk assessment is the process of identifying and characterizing the potential adverse consequences of chemical exposures. This process is typically divided into the four components of exposure assessment, hazard identification, dose-response assessment, and risk characterization (NAS 1983) . A critical component of environmental risk management decision-making is characterizing variability in how humans respond to exogenous stressors (Zeise et al. 2013) . Indeed, many environmental statutes, such as the Clean Water Act (1972) , the Clean Air Act (1963) , and the Federal Insecticide, Fungicide, and Rodenticide Act (1910) , either implicitly or explicitly outline the need to protect not just the "typical," but also sensitive individuals or populations.
Although great strides have been made in better characterizing exposure variability (NAS 2012) , the ability to characterize human variability in hazard and dose-response is still quite limited. For instance, although epidemiologic data are highly informative as regards identifying chemical hazards, they generally have limited power to examine variability and susceptibility across the population (NAS 2017; Zeise et al. 2013 ). Molecular epidemiology and genomewide association studies (GWAS), although useful for generating or testing hypotheses as to specific genes or mechanisms that underlie susceptibility, are not directly translatable into meaningful quantitative estimates of populationwide variation. After epidemiology, experimental animal bioassays are the next most common type of data used in risk assessment. However, not only are there uncertainties as regards extrapolating from animals to humans, but also the use of homogeneous, usually inbred, experimental animal populations makes it impossible to make inferences about human variation (Rusyn et al. 2010) . Following the National Research Council's 2007 Report, "Toxicity Testing in the 21st Century" (NAS 2007), a major effort has ensued to use in vitro, human cell-based assays to assess hazard and dose-response. In such studies, the emphasis is usually placed on modeling the diversity of tissue and/or species representation, rather than on inter-individual variability. Hence, with a few exceptions, existing data and models have been largely unable to address the need for risk assessment to characterize population variability in hazard and dose-response. Thus, it is questionable the extent to which traditional risk assessments are truly predictive (or protective) for a variable human population.
Here we provide an overview of the opportunities afforded by using mammalian models that are genetically diverse, genetically defined and reproducible, such as panels of inbred mouse strains, to address the challenge of characterizing human variability to inform environmental decision-making. Recently, Harrill and McAllister (2017) reviewed comprehensively the available rodent population model systems, so the focus here will be on how the mouse in vivo and human in vitro resources can directly impact risk assessment. Approaches that can enhance hazard identification, including how they may help identify mechanisms of toxicity and susceptibility, will be discussed first. Then, approaches to improve dose-response assessment are discussed. We conclude that genetically diverse, populationbased new experimental systems have great potential to inform risk assessment and decision-making, but require additional integration with mathematical and statistical models that better account for population variability.
Enhancing hazard identification
Hazard identification is "the process of determining whether exposure to an agent can cause an increase in the incidence of a health condition … [including] characterizing the nature and strength of the evidence of causation" (NAS 1983) . This process needs to take into account the fact that in the population, there are individuals that are more or less susceptible to toxicity. In the extreme, there may be subpopulations that are uniquely sensitive, so that the risk is very small or negligible in the rest of the population. For instance, individuals with xeroderma pigmentosum are exquisitely sensitive to even the briefest exposure to sunlight (Hanawalt 1996) . Even in less extreme cases, not accounting for susceptibility differences can result in signals being lost in the sea of unsusceptible individuals.
With respect to experimental systems, one of the key debates over the decades has been the human relevance of both positive and negative results observed in rodents (Beyer et al. 2011) . However, this debate has largely occurred in the context of studies using homogeneous, single strains of rodents (Maronpot et al. 2016) . Thus, one might hypothesize that for any particular exposure and endpoint combination, there are likely to be different rodent strains that are better or worse models for humans (Fig. 1a) , so that the response from any single strain (whether positive or negative) may fall outside the range of human responses. By using a population of strains, Illustration of how population models can enhance hazard identification. a Mouse populations may contain of mix of strains that are "good" or "poor" models of humans, in that they result in responses that are "inside" or "outside" the range observed in humans. Using a single strain, there is a greater likelihood of "missing" human relevance compared with using a population. b Comparison of liver ALT responses in different strains of mice (open and closed circles) to those in different human individuals (squares), based on data reported in Harrill et al. (2009a, b) . Some strains (marked with "X") are essentially nonresponsive, even at fivefold higher dose than the dose in humans. Even though some humans are also non-response, using one of the nonresponsive strains would result in missing the hazard. c Comparison of mouse and human population distribution of phenotypic outcomes after Ebola infections [hemorrhagic fever (HF)], based on data reported in Rasmussen et al. (2014) [mouse] and McElroy et al. (2014) [human]. Even though some mouse strains are resistant, this is also the case for humans. Moreover, the population distribution is similar across phenotypes the chance of actually "hitting the target" of human relevance should increase, thereby reducing false positives and false negatives. This hypothesis that using multiple strains increases human relevance has been affirmed a number of times through studies in population-based experimental model systems. For instance, Harrill et al. (2009a, b) administered acetaminophen to genetically diverse population of 36 inbred strains of mice and compared to results in humans. Even for a classic hepatotoxicant, there are some mouse strains that were essentially unresponsive even at a high dose (Fig. 1b) . Thus, if a new chemical is being tested, one might simply miss the hazard if one happened to be using a resistant strain. The only way to routinely avoid this pitfall is by testing in a population. In another example, it was long thought that the laboratory mouse was a poor model for Ebola because it did not display the classic hemorrhagic syndrome. However, it was demonstrated by Rasmussen et al. (2014) that the use of a genetically diverse panel of 47 mouse strains actually recapitulated not only the hemorrhagic syndrome among a subset of the population, but also showed a diversity of phenotypes that mirrors that in human disease outbreaks (Fig. 1c) .
These examples open the question of how many other cases there are where data from experimental rodent models may have been erroneously dismissed as "non-relevant to humans" due to apparent interspecies differences, and whether the data from studies in rodents can in essence be "rescued" by using a genetically diverse population. There are several resources for such experiments, particularly in mice, including the Hybrid Mouse Diversity Panel (HMDP) (Lusis et al. 2016) , the Collaborative Cross (CC) (Threadgill and Churchill 2012) , and the Diversity Outbred (DO) ). However, this approach of testing populations is not without some challenges. One is that traditional pairwise or even trend-based statistical testing is not appropriate because the study design is more similar to epidemiology or clinical trials, where everyone is an individual. Thus, the appropriate data analysis and statistical modeling approaches need to be applied, such as random effects models or hierarchical Bayesian approaches (Aylor et al. 2011; Maurizio et al. 2017; Oreper et al. 2017) . A related challenge is the study design that addresses the tradeoff between more replicates of a single strain versus more strains (Kaeppler 1997) . However, these are not insurmountable challenges, and additional experience with these models will undoubtedly help to overcome them.
Investigating mechanisms of toxicity and susceptibility
Toxicity is in general a product of gene-environment interactions, rather than purely related to the toxicant alone. Thus, population-based approaches that incorporate genetic diversity provide a vehicle for deeper investigations into the mechanistic basis for both hazard and susceptibility.
For example, in the acetaminophen studies previously discussed, the mouse population was treated like an epidemiologic study, specifically a GWAS (Harrill et al. 2009b ). The gene Cd44 was identified as a candidate modulator of susceptibility. The investigators then looked into human epidemiologic data to test this hypothesis-and confirmed that variants of this gene showed differential susceptibility to acetaminophen toxicity. Moreover, this gene is related to the immune response, and it turns out that the key determinant of adverse phenotype (not just whether some liver cells die) is the CD44 status of the macrophages. For some CD44 states, the result is recovery and repair, whereas in other states, the result is apoptosis and inflammation (Negi et al. 2012) . In sum, the population mouse study ultimately led to important mechanistic insights that were subsequently confirmed in humans.
More recent studies used mouse CC model to investigate the role of genetic variability in the toxicokinetics and toxicodynamics of environmental chemicals and drugs. A study by Cichocki et al. (2017) quantitatively examined the relationship between perchloroethylene (PERC) toxicokinetics and toxicodynamics at the population level, using 45 CC strains to test whether individuals with increased oxidative metabolism are more sensitive to hepatotoxicity following PERC exposure. Significant variability among strains was observed in toxicokinetics of PERC in every tissue examined. This study demonstrated a complex and highly variable relationship between PERC and oxidative metabolite toxicokinetics and toxicodynamics at the population level by means of the CC mouse population model. A subsequent study ) also used the CC model, evaluating interstrain variability among 50 strains in trichloroethylene (TCE) metabolism and identifying genetic determinants that are associated with TCE metabolism and effects. The variability in oxidative metabolite levels among strains did not correlate with expression or activity of a number of enzymes known to be involved in TCE oxidation; however, peroxisome proliferator-activated receptor alpha (PPARα)-responsive genes were found to be associated with strain-specific differences in TCE metabolism. A study of potential genetic determinants of idiosyncratic drug-induced liver injury associated with administration of a drug tolvaptan for the treatment of autosomal dominant polycystic kidney disease used 45 CC strains (Mosedale et al. 2017 ). The authors found that administration of tolvaptan in mice resulted in liver oxidative stress, mitochondrial dysfunction, and innate immune response in all strains, but that bile acid homeostasis pathway was most associated with susceptibility to the liver response. Overall, these studies suggest that the CC mouse population is a valuable tool to quantitatively evaluate inter-individual variability in chemical metabolism and to identify genes and pathways that may underpin population differences and thus be used as biomarkers of susceptibility.
Population-based approaches are not limited to in vivo animal studies. Abdo et al. (2015b) used 1086 lymphoblast cell lines drawn from the 1000 Genomes Project, representing nine populations from five continents, to assess variation in cytotoxic response to 179 chemicals. The data from this study allowed for derivation of chemical-specific estimates of population variability in cytotoxicity (discussed further in the next section on improving dose-response assessment). In addition, important molecular insights into the molecular underpinnings of the variability in toxicity were gained as genetic mapping suggested important roles for variation in membrane and transmembrane genes, with a number of chemicals showing association with SNP rs13120371 in the solute carrier SLC7A11, previously implicated in chemo-resistance.
Thus, using these population-based models provides several great opportunities for mechanism-based toxicology. In particular, they can provide complementary data to human epidemiology studies in identifying genetic susceptibilities, providing specific hypothesis that can then be tested in human populations.
Improving dose-response assessment
Although hazard identification and mechanistic investigations are important for risk management decision-making, they are usually not sufficient. Making decisions about whether and how to the limit chemical exposures almost always requires assessing the quantitative dose-response relationship and comparing with human exposure estimates. It is important to clearly distinguish between a dose-response for the overall human population and each individual's dose-response curve (NAS 2009) (Fig. 2a) . Specifically, individuals' dose-response curve curves are likely to be different, as people differ in their sensitivity to toxicity, and it is important to quantify these differences in order to ensure that public health is protected. Moreover, only after characterizing this variation can a population-level dose-response curve be predicted.
The most common way in which dose-response is characterized is in a "toxicity value," which is usually a single number (but sometimes with a confidence interval) that summarizes the dose at which toxicity is observed or predicted, or at which toxicity is predicted to be absent. As shown in Table 1 , for most common toxicity values, population variability is either not addressed, or addressed in a very rudimentary manner. For instance, the Reference Dose is often derived by dividing a NOAEL or BMDL by ten, twice: once for interspecies differences and once for intraspecies differences due to human variability. This assumes that the single strain dose-response data are representative of the "average" or "median" individual, and that these default "uncertainty factors" of 10 are adequate to ensure safety across a heterogeneous human population. Comparison of individual-level concentration-response data and the modeled population-level dose-response curve for DO mice exposed to benzene, based on data reported in French et al. (2015) . The dose at which a 10% increase in bone marrow micronuclei occurs at the population level is lower than the dose at which this occurs in B6C3F1 mice, suggesting using a single strain can be misleading. c Comparison of individual-level concentration-response data and the modeled population-level dose-response curve for cytotoxicity responses across 1086 lymphoblastoid cell lines exposed to zinc pyrithione, based on data reported in Abdo et al. (2015b) . The population concentrationresponse is based on fraction of cell lines at each concentration for which a 10% increase in cytotoxic response occurs (i.e., where the individual curves cross the dashed horizontal line in the left panel), or equivalently, the cumulative distribution of EC 10 values M : "Target human dose" for a specific magnitude and incidence The human dose at which a fraction I of the population shows an effect of magnitude (or severity) M or greater (for the critical effect considered)
Probabilistic factor separately addressing variability and uncertainty As is the case for Hazard Identification, the usual laboratory strains may not be relevant or representative of humans, so using a genetically diverse population will provide better empirical estimates of risk. Additionally, population-based data on toxicokinetic and toxicodynamic variability can be used to replace default uncertainty factors, and ultimately better characterize the fraction of the population that may be affected by exposure to a toxicant.
One excellent example is from work by French et al. (2015) , who exposed 600 mice from the DO population to 0, 1, 10, and 100 ppm benzene and then measured micronuclei in blood and bone marrow. Even at baseline, there was a great deal of variability in micronuclei. But there is nonetheless a response at the population level at the lowest concentration of 1 ppm, with an even lower value for the lower confidence limit on benchmark concentration for a 10% increase in micronuclei (Fig. 2b) . Interestingly, standard B6C3F1 mouse (a cross between female C57BL/6 and male C3H mice, used in much of toxicity testing) is actually less sensitive that the "average" mouse in the DO population. Put another way, the B6C3F1 is on the "resistant" tail of the population distribution for this endpoint, again demonstrating how using a single strain can lead to inaccuracies in risk assessment.
Another idea for which there is proof of principle is that these mouse population models can be used as surrogates for human variability in toxicokinetics. Chiu et al. (2014) examined the toxicokinetics of TCE in a panel of 17 different mouse strains that included the B6C3F1. The toxicity of TCE is mediated by metabolism, so we measured two oxidation and two GSH conjugation metabolites (Bradford et al. 2011) , and then used a Bayesian population PBPK model to analyze the data. There was substantial variability, particularly in the GSH conjugation metabolites, and it was evident that the B6C3F1 mouse was not typical, and tended to be on one or the other tail of the distribution.
An even more interesting observation from this study came from comparison to a previous Bayesian population PBPK analysis of available human in vivo data, thereby directly examining whether the variability across mouse strains can be used as a surrogate for human variability. In each case, variability was defined quantitatively as ratio between the 95th percentile individual and the median individual. The mouse and human results turned out to be very consistent across multiple dose metrics. For instance, for total oxidation, there was very little variability in both species; for the oxidative metabolite trichloroacetic acid, there was about a twofold variation in both species; and for GSH conjugation, both species had about a sevenfold variation.
With respect to toxicodynamics, the proof of principle was demonstrated in the previously mentioned study by Abdo et al. (2015b) , which used a panel of 1086 human lymphobastoid cell lines to provide quantitative estimates for chemical-specific toxicodynamic variability across the agents tested (Fig. 2c) , as well as a follow-up study of mixtures (Abdo et al. 2015a) . For the median chemical, cytotoxic response in the 1% most "sensitive" individuals occurred at concentrations within a factor of 10 ½ (i.e., approximately the default value of 3) of that in the median individual; however, for many compounds, this factor was > 10, highlighting the need for chemical-specific data on population variability. Like in the case of TCE, it was possible to compare with estimates of toxicodynamic variability from human in vivo studies. Even though the chemicals in each analysis were different, the distributions across chemicals were highly consistent, suggesting that populationbased in vitro systems may be able to be used as a surrogate for human toxicodynamic variability. In a follow-up study, Chiu et al. (2017) demonstrated how these data could be used to develop a "tiered," Bayesian approach to characterizing toxicodynamic variability, starting with a "default" based on the existing distribution across chemicals, and then proceeding from pilot experiments of ~ 20 cell lines up to larger experiments of 50 to 100 cell lines if needed to refine variability estimates.
These new data-driven, quantitative, population-based approaches, however, are somewhat challenging to fit into the traditional risk assessment paradigm, and beg for a probabilistic approach to integrating these data. Fortunately, a comprehensive probabilistic framework for dose-response has been developed by WHO/IPCS (2014), summarized in Chiu and Slob (2015) . The idea behind a probabilistic risk assessment framework is to replace the usual point estimates used to derive toxicity values (NOAEL, BMDL, uncertainty factors, etc.) with probability distributions that separately reflect uncertainty and population variability. The underlying concept reflects the distinction in Fig. 2a between population and individual dose-response, so that each individual has their own personal dose-response curve. As population exposure increases, some people have a milder effect and some people have a more severe effect-with the result that at the population level, more and more people suffer more and more severe effects. The goal of a protective toxicity value, then, is to protect a large fraction of the population from even small effects. For instance, one could replace the usual RfD that is derived by dividing NOAEL by 100, with a quantitatively estimated dose level that protects 99% of the population from a 5% decline in hematocrit with 95% confidence. In the WHO/IPCS (2014) framework, this type of toxicity value is denoted the HD I M , as described in the last row of Table 1 .
In sum, there are numerous opportunities to improve dose-response assessment using population-based models. Having population-level dose-response data helps protect against bias due to individual experimental models being overly sensitive or resistant. They also can serve as surrogates for estimating human variability, with several examples demonstrating good concordance between the variability estimated in experimental systems and the extent of human variability. Some challenges, of course, remain in the integration and communication of these new approaches, such as the need to transition from traditional point-estimate-based toxicity values to a probabilistic expression of dose, severity, incidence, and confidence; and the need for researchers, risk assessors, and risk managers to engage and communicate in order to enable integrating these data streams together.
Conclusions
Addressing genetic and population variability is an essential component of risk assessment, and the new population-based experimental and computational tools that are available provide many opportunities for advancement. For hazard identification, using population-based approaches means that one is more likely to overlap with the range of human responses. The technical challenges in experimental design and data analysis are likely surmountable with experience. For mechanistic research, there are opportunities for identifying the genetic basis for susceptibility using experimental methods, rather than relying solely on human epidemiology. In fact, by means of experimental methods to generate hypotheses, it may be possible to better focus epidemiologic research on testing or confirming those hypothesis. There are also a number of statistical power advantages in the genetic mapping of the experimental resources that make it a more efficient method as compared to epidemiologic studies, from the point of view of sample sizes necessary to identify influential genetic factors. As with any genetics-based investigation, polygenic susceptibilities are more challenging, and these models do not address any of the nongenetic sources of variability that may influence an individual's susceptibility. For dose-response assessment, there are numerous opportunities to better characterize both population-level and individuallevel dose-response relationships, including toxicokinetic variability, toxicodynamic variability, as well as the overall distribution of dose-response curves across the population. The challenges here are related more to making a paradigm shift in terms of how we conduct dose-response assessment away from fixed-point estimates to probabilistic analysis, and its richer characterization of individual risk, population incidence, and statistical confidence. Finally, in order to make an impact on risk management decision-making, all these scientific and technical advances need to be coupled with enhanced engagement and communication across the various communities of scientific researchers, risk assessors, and risk managers. These data are not part of "traditional" risk assessments, and educating the stakeholders about the value of this additional information is an opportunity for both science communication and education.
