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Survival data are data that measure the amount of time taken for an event of interest
to occur. The event of interest can be the development of a certain disease or the rise
of a stock to a certain point. The time until the occurrence of the event is known as
the survival time (or failure time). Survival data often include measurements of potential
explanatory variables (or covariates). In the analysis of such data, interest usually centers
on determining the relationship between the survival time and the covariates.
A mechanism that can lead to incomplete observation of a survival time is censoring.
Broadly speaking, censoring occurs when some survival times are not known exactly,
but can only be determined to lie within a certain interval. For example, censoring
occurs when a subject withdraws from a study before the event of interest is realized.
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There are various types of censoring mechanisms. In this thesis, however, we focus
exclusively on right-censored survival data. An observation is said to be right censored
if the survival time is only known to exceed a certain value, referred to as the censoring
time. Throughout, we let T and C be nonnegative random variables that represent the
survival time and the censoring time, respectively, of an individual. We assume that T is
(absolutely) continuous. For right-censored data, an observation consists of the triplet,
(X, δ, Z), where X = min(T,C), δ = 1{T ≤ C} is the censoring indicator, and Z = Z(·)
is a d×1 vector of possibly time-dependent covariates. Here, 1{·} is the indicator function.
1.2 Regression models for survival data
Two classes of models are used widely in the regression analysis of survival data, namely,
the proportional hazards (PH) model (Cox, 1972) and the accelerated failure time (AFT)
model (Kalbfleisch & Prentice, 1980). The difference between the two models lies in
the assumption on the hazard function for the survival time. Before we introduce these
models, the definitions of survival and hazard functions are given below.
Definition 1.1. The survival function of T given Z, denoted S(·|Z), is defined as




where f(·|Z) denotes the density of T given Z. The hazard function of T given Z, denoted
a(·|Z), is defined as
a(t|Z) = lim
∆t→0
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The PH model is specified by the hazard relationship
a(t|Z) = a0(t)g(βtZ),
where a0(·) is an arbitrary, nonnegative function of time, β = (β1, . . . , βd)t is a vector of
unknown regression coefficients, t denotes transpose, and g(·) is a known, nonnegative
function of β and Z. The subscript on a0(·) reflects that it is the hazard function for the
survival time of an individual with all covariate values equal to zero; for this reason, a0(·)
is known as the baseline hazard function. Under the PH model, the ratio of hazards for






which is contant through time, that is, proportional. The validity of this assumption
is crucial to the interpretation of β. It is popular to assume that g(·) = exp(·). If the
functional form of a0(·) is specified, then the PH model is parametric; otherwise, it is
semi-parametric. In most applications, attention is usually focused on inference about
specific regression coefficients and a0(·) is considered a nuisance parameter.
The AFT model posits that the logarithm of the survival time is linearly related to
the covariates, that is,
log T = α+ βtZ + ε,
where ε is a random error. In this model, the hazard function for T given Z has the form
a(t|Z) = a0(t exp(−βtZ)) exp(−βtZ);
in other words, the distribution of the survival time of an individual with covariate Z is
shifted by a scale factor of exp(−βtZ) relative to the baseline distribution.
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1.3 The proportional hazards frailty model
In medicine, it is a common observation that the natural course of a disease or the effect
of a treatment varies from one individual to another. It is rarely possible, in practice,
to include all the relevant covariates to account for such individual heterogeneity, either
because we are unaware that there exist covariates to be included, or the heterogeneity is
manifest only indirectly. In the usual linear model settings, the unmeasured covariates are
called ‘random effects’. In survival analysis, the omitted covariates are called ‘frailties’,
based on the idea that individuals have different frailties, and those who are most frail
will experience an adverse event earlier than the others (Aalen, 1988).
The PH model can be extended in a natural way to account for individual hetero-
geneity. The proportional hazards frailty (PHF) model assumes that the hazard function
of T given Z and a random frailty W has the form
a(t|Z,W ) = a0(t) exp(logW + βtZ). (1.1)
The model is then completed by specifying a parametric distribution for W , assumed to
have a mean of 1. Examples of frailty distribution include the gamma frailty (Nielsen,
et al, 1997), the inverse Gaussian frailty (Houggard, 1984), the positive stable frailty
(Houggard, 1986), the log-normal frailty (McGilchrist & Aisbett, 1991), the power vari-
ance frailty (Aalen, 1988).
Denote by f(w; γ) the density ofW , where γ is an unknown scalar. If f(w; γ) has zero
variance, then (1.1) reduces to the PH model and efficient estimation of β can be carried
out separately from a0(·) via the Cox partial likelihood (Cox, 1975). In general, even
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though (1.1) is a one-parameter extension of the PH model, inference is complicated since
both the parametric and nonparametric components have to be estimated simultaneously.
1.4 Scope of thesis
Large-sample theory for maximum likelihood (ML) estimation of (1.1) with correlated
data and gamma frailty has been derived by Parner (1998); see Murphy (1994, 1995) for
related work. Recently, Kosorok et al. (2003) developed a unified theory for estimation
in (1.1) with general frailty distributions and uncorrelated data, that is, data with no
replications per heterogeneity unit. In this thesis, we supplement the work of Kosorok
et al. (2003) by establishing the existence of ML estimators
The EM algorithm can be used to estimate the parameters in the PHFmodel of Nielsen
et al. (1992). Therneau et al. (2000) propose a penalized likelihood method and show
that the resulting estimator is identical to that obtained via the EM algorithm. This
method is computationally efficient and has been implemented in S-PLUS c©. Kosorok
et al. (2003) introduce a novel application of Markov chain Monte Carlo (MCMC) to
obtain the ML estimators; see Lee (2000) for related work. In this thesis, we carry
out extensive simulation studies to compare the estimators obtained via the penalized
likelihood method as well as the MCMC method.
Keiding, et al. (1997) show, in a case study, that “stable estimation of hazard rate
regression coefficients in the frailty models requires precise knowledge of the frailty dis-
tribution, and this will often be hard to expect from single-spell data.” The authors
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suggest that the AFT model “offers an attractive alternative.” In this thesis, we inves-
tigate, through a comprehensive simulation study, the effect of misspecification of the
frailty distribution on the estimation of regression coefficients in (1.1). We also examine
whether the AFT model provides a reasonable alternative to the PHF model.
The organisation of the rest of this thesis is as follows. In chapter 2, we begin by
reviewing two different approaches to the construction of the likelihood function for the
PHF model with uncorrelated right-censored data. Following this, we establish the ex-
istence of the ML estimators and present the MCMC algorithm for computing the ML
estimates. A proof of the consistency of the ML estimators under the assumption of
inverse Gaussian frailty is also given. In chapter 3, we carry out a comprehensive simula-
tion study to investigate the effect of misspecification of the frailty distribution, and the
finite-sample properties of the estimators obtained via the penalized likelihood method
as well as the MCMC method. In chapter 4, we present an analysis of a real data set.
Finally, in chapter 5, we present some discussion for future work.
7Chapter 2
Inference for the Proportional
Hazards Frailty Model
2.1 Notation and preliminary assumptions
The data {Di = (Xi, δi, Zi), i = 1, . . . , n}, where n ≥ 1, consist of n independent and
identically distributed (i.i.d.) realizations of (X, δ, Z), defined previously in section 1.1.
Denote by Pn the empirical measure (or discrete uniform measure) of D1, . . . , Dn, that







The following are standard assumptions in survival analysis.
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A.1 The analysis is restricted to the interval [0, τ ] with τ <∞ such that
Pr(C ≥ τ |Z) = Pr(C = τ |Z) > 0
almost surely.
A.2 Given the covariates Z1, . . . , Zn, the survival times T1, . . . , Tn and the censoring times
C1, . . . , Cn are distributed independently.
A.3 Censoring is noninformative, that is, the distributions of Ci, denoted by Gi(·), do
not involve β.
2.2 Partial likelihood for the PH model
Cox (1972) suggested that inference on the regression coefficients β in the PH model be









where R(Xi) = {k : Xk ≥ Xi} denotes the set of individuals who are still ‘at risk’ of
experiencing the event of interest at time Xi. Note that the product in (2.1) is effectively
over all the individuals who experienced the event. Since (2.1) does not explicitly consider
the contribution of the censored observations, it is called a ‘partial likelihood’ rather than
a (complete) likelihood.
We now derive (2.1) as a profile likelihood for β, since the same technique is used for
inference in the PHF model. First, the likelihood function is set up as a function of both
Chapter 2. Inference for the Proportional Hazards Frailty Model 9













δi exp [−A0(Xi) exp(βtZi)] , (2.2)
where ∆A0(t) denotes the jump size of A0 at time t and we define 0
0 = 1. We have
replaced a0 by ∆A0 because, as pointed out by Murphy & Van der Vaart (1997), the
maximizer of the likelihood does not exist if A0 is absolutely continuous; see Van der
Vaart (2000, section 25.10) for a discussion on the use of ‘empirical likelihood’ for semi-
parametric models. Next, we maximize Ln(β,A0) as a function of A0 only. Denote by
Aˆβ the maximizer of Ln(β,A0) for a given β. Note that the form of (2.2) forces Aˆβ to be
a step function with jumps at the observed survival times. The profile likelihood for β,
denoted by pln(β), is defined as
pln(β) = sup
A0
Ln(β,A0) = Ln(β, Aˆβ).











where Ni(t) = 1{Xi ≤ t, δi = 1} and Yi(t) = 1{Xi ≥ t}.
Remark. We note that Ni(t) is a counting process which ‘counts’ the number of events
(either 0 or 1) experienced by individual i at time t. If individual i experiences the event
at time t, then Ni(s) = 0 for s < t and Ni(s) = 1 for s ≥ t. The process Yi(·) is called an
at-risk process. If individual i experiences the event at time t, then Yi(s) = 1 for s ≤ t
and Yi(s) = 0 for s > t.
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Proof. We adapt the proof of Murphy & Van der Vaart (1997). Define a path through
Aˆβ(·) indexed by ²,
² 7→ dA²(·) = [1 + ²h(·)] dAˆβ(·),
where h(·) is an arbitrary, nonnegative bounded function and (·) denotes an argument
ranging over [0, τ ]. For a fixed β, Ln(β,A0) is maximized at Aˆβ(·) over the whole model;
therefore, it is maximized at ² = 0 when evaluated on the submodel given by A²(·). The
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Proposition 2. The partial likelihood (2.1) is proportional to pln(β).
































































































Chapter 2. Inference for the Proportional Hazards Frailty Model 12
and thus the proof is complete.
2.3 Likelihood for the PHF model
As defined in the section 1.3, the hazard function of the frailty model has the form
a(t) = a0(t)ω exp(β
tZ).
Here, the random effect ω follows some density function f(ω). Similar to the Cox model,



















In order to consider the likelihood with a random effect, we have to either integrate the
likelihood with respect to ω or add a penalty function of ω. There are two different
approaches to construct the likelihood function.
Some conditions are needed before introducing the likelihood.
B.1 A0(t) is a continuous function on [t0, τ ] where t0 = sup{t ∈ [0, τ ] : A0(t) = 0},
A0(t) = 0 for t ∈ [0, t0] and 0 < A0(τ) <∞.
B.2 Not all the regression parameters β are zero, and β 6= 0 is in the interior of a compact
set B0 ⊂ Rd, where d is the dimension of the parameters β.
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B.3 Censoring is independent of X = min(C, T ), given Z.
B.4 Z, ω and X are independent random variables.
2.3.1 Bayesian approach
This approach is proposed by Nielsen et al. (1992) and has been used widely due to its
simplicity. The main idea is to consider the posterior expectation of the random effect,
and replace ωi in the hazard function by its posterior expectation. We derive the posterior
expectation of one frailty for illustration. Assume the random effects independently and
identically follow a gamma distribution with parameters (α, η). In other words, the prior























which is also a gamma distribution with parameters (a, b) where





b = δi + η.
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The posterior expectation of ωi is






In the previous chapter, we have assumed that E(ω) = 1 and V ar(ω) = γ which implies
η/α = 1 and 1/α = γ. Replace the β and α in the posterior expectation of random effect
ωi, we can simplify the posterior expectation of ωi as
E(ωi|Xi, Zi, δi) = 1 + γNi(τ)





Plug this posterior expectation into the expression for the hazard function, we get the
integrated hazard function for subject i with respect to ωi as
ai(t) =
1 + γNi(τ)










log a(t)Y (t) dN(t) + logS(τ)
}
,
where ψ = (γ, β, A0). Thus we can derive the log-likelihood function of the gamma frailty





























According to Parner (1998), A0(t) is allowed to be an increasing step function, so here
we can use the jump of A0(t) at time t as ∆A0(t) to replace a0(t).
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2.3.2 Laplace transformation approach
The main disadvantage of the Bayesian approach lies in the difficulty of deriving the
posterior expectation of the random effect when the prior distribution is not a conjugate
one, for example, inverse Gaussian. In this case, the posterior expectation of the random
effect is not available in closed form. In such cases, the Laplace transformation provides
a good alternative. For example, the Laplace transformation approach can provide a
likelihood in closed form for inverse Gaussian distribution. To carry out the Laplace















e−ωxf(ω; γ) dω is the Laplace transform of ω.
The following proposition gives the expression of the log-likelihood function.





ψ(s)) + βtZ + log∆A0(s)] dN(s)−Gγ(Hψ(τ))
}
, (2.7)
where G˙(s) stands for the first derivative of the function G(s) with respect to s, Hψ(t) =∫ t
0
Y (s)eβ
tZ dA0(s) and τ is a fixed large time defined in section 1.
Proof. For each subject i, its contribution to the log-likelihood is




where S(X) = Λγ(H
ψ(τ)) and logS(X) = log Λγ(H
ψ(τ)). The hazard function is
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where we have replaced a0(t) by ∆A0(t) and Λ˙(s) denotes the first derivative of function
Λ(s) with respect to s. The logarithm of the hazard function is
log a(s) = log G˙(Hψ(s)) + βtZ + log∆A0(s),












ψ(s)) + βtZ + log∆A0(s)] dN(s)−Gγ(Hψ(τ))
}
.
In order to get the MLE of the parameter ψ = (γ, β, A0), we have to profile this log-
likelihood with respect to A0(t). Similar to the derivation of partial likelihood in the
proportional hazards model, we consider one-dimensional sub-models for A0:
² 7→ A0,²(·) ≡
∫ (·)
0
{1 + ²h(s)} dA0(s),
where (·) denotes a certain time within the interval [0, τ ] and h is a class of functions
defined as h(s) = I{s ≤ u}, with u ≥ 0, u is an arbitrary time within the interval [0, τ ].
Since A0(·) = A²(·)|²=0, one may differentiate `n(γ, β, A0,²) with respect to ² and solve for
Aˆ0 at ² = 0. In this manner, the profile log-likelihood p`n(γ, β) = `n(γ, β, Aˆ0,θ), where
θ = (γ, β) and Aˆ0,θ is the maximizer of A0 when θ are fixed.
The following proposition derives the maximizer Aˆ0,θ when θ is fixed.
Proposition 4. The maximizer Aˆ0,θ at time u which maximizes the log-likelihood given
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where ψˆθ = (θˆ, Aˆ0,θ), θˆ ≡ argmax `n(θ, Aˆ0,θ)) and G¨(s) stands for the second derivative of
function G(s) with respect to s.





ψ(s)) + βtZ + log∆A0(s)] dN(s)} − Pn{Gγ(Hψ(τ))
}




{1 + ²h(s)} dA0(s) with h(s) = 1{s ≤ u}, u ≥ 0, like we did in




tZ dA0,²(s) and ψ² = (γ, β
t, A0,²). Then `n(ψ²) =
V (ψ²)−W (ψ²). Since A0,²(·) =
∫ (·)
0

















tZ( dA0(s) + ²h(s) dA0(s)).



































































































tZh(m) dA0(m)] + h(s)} dN(s)
}
.

































































































Similar to the derivation of partial likelihood, we get the maximizer Aˆ0 by solving
∂`n(ψ²)/ ∂²|²=0 = 0, which gives













There are many choices for the distribution of the random effect. Several Laplace
transformations of the survival function of these frailty models are listed below. Among
them, the gamma and inverse Gaussian models are the main focus of this thesis.
1. The gamma frailty model has Λγ(x) = (1 + γx)
−1/γ.
2. The inverse Gaussian frailty firstly proposed by Houggard (1984) has
Λγ(x) = exp{−γ−1[(1 + 2γx)1/2 − 1]}.




exp{−x exp(γ 12v − γ/2)}φ(v) dv.
4. The positive stable frailty proposed by Houggard (1986) has Λγ(x) = exp(−xγ).
In order to compare the Bayesian approach and the Laplace transformation approach
used to construct the likelihood, the log-likelihood of the gamma model using the Laplace
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Comparing the log-likelihood and Aˆ0 here with those derived using the Bayesian
approach, we see that there is little difference in the log-likelihood and Aˆ0 has the same
expression.
Another example using the Laplace transformation method is the inverse Gaussian






















Y (s)eβtZ dA0(s)− 1
]
},























Where γˆ and βˆ are the maximum likelihood estimators of γ and β.
2.4 Existence and consistency of the MLE for the
inverse Gaussian frailty model
In this section, we establish the existence and consistency of the MLE in the inverse
Gaussian model. The MLE is derived using the Laplace transformation method.
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Lemma 2.1. If maxNi(τ) ≤ 1, then a maximizer, ψˆ, of `n(ψ) exist and is finite.

























Y (s)eβˆtZ dAˆ0(s)− 1
]}
= `n,1(ψˆ)− `n,2(ψˆ). (2.11)
The first part is to prove the existence of the MLE of A0.
Step 1: Aˆ0 must be a discrete nondecreasing function with positive jump only at
the jumps of the process
∑n
i=1Ni(t). Suppose not, that is, Aˆ0(t) jumps at time t when
d
∑n
i=1Ni(t) = 0. In this case, `n,1(ψˆ) = 0 and `n,2(ψˆ) ≥ 0 always. So, if ∆Aˆ0(t) > 0
when d
∑n
i=1Ni(t) = 0, then `n,2(ψˆ) becomes larger and the log-likelihood is smaller.
Thus Aˆ(t) must be discrete with positive jumps only at the jumps of
∑n
i=1Ni(t).
Step 2: We show that there exists a positive value U such that if
(γˆ, βˆ, Aˆ0) ∈ {[0,M ]× [−k1, k2]× [0,∞]D.}\{[0,M ]× [−k1, k2]× [0, U ]D.},
where D. =
∑n
i=1 δi, then increasing the value of U will make the corresponding log-
likelihood arbitrarily small, that is, `n(ψˆ)→ −∞ when U →∞.
Let tmax be the maximum failure time in the data set. Then Aˆ0(Xi) ≤ Aˆ0(tmax)
for each i. We only need to prove that Aˆ0(tmax) is finite. Below, we will show that if
Aˆ0(tmax) =∞, then `n(ψˆ) = −∞.
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To prove the above claim, we consider two different situations.
(1.) When γˆ 6= 0. Since θˆ = (γˆ, βˆ) is bounded, `n,1(ψˆ) = Op(log∆Aˆ0(tmax)) and
`n,2(ψˆ) = Op(
√
Op(∆Aˆ0(tmax))). So, `n,1(ψˆ) − `n,2(ψˆ) → −∞ because `n,2(ψˆ) tends to
+∞ at a faster rate than `n,1(ψˆ).




















So, `n,1(ψˆ) − `n,2(ψˆ) = Op(log∆Aˆ0(tmax)) − Op(∆Aˆ0(tmax)) → −∞ because `n,2(ψˆ)
tends to +∞ at a faster rate then `n,1(ψˆ).
The proof of existence of the MLE for A0(t) is now complete. The proof of existence
of the MLE for θ = (γ, β) is given below.
It is necessary to show that {`n(θ, A0) : θ → ∂Θ} = −∞, where Θ is the parameter
space of θ. The boundary of the parameter space is ∂Θ = {[0,M)×{−∞,+∞}d}⋃{{+∞}×
[−M1,M2]d}, where d is the dimension of β and M,M1,M2 are all bounded positive val-
ues.
(1.) When θ ∈ {+∞}× [−M1,M2]d, γ → +∞ and β ∈ [−M1,M2]d. Then
`n,1(ψˆ) = −Op(log(γ))





















In this case, we have `n,1(ψˆ)− `n,2(ψˆ) = −∞.
(2.) When θ ∈ [0,M ] × {−∞,+∞}d, let one component of β be βj = +∞ and the
other components be bounded. We consider the following two cases.
(A.) Assume the corresponding Zi,j > 0. Then β
tZ = ∞, `n,1(ψˆ) = Op(βtZ) and
`n,2(ψˆ) = Op(
√
eβtZ). So, `n,1(ψˆ)− `n,2(ψˆ) = Op(βtZ)− Op(
√
eβtZ)→ −∞ when βtZ →
+∞.
(B.) Assume the corresponding Zi,j < 0. Then β
tZ = −∞, and eβtZ → 0, so `n,2(ψˆ)→
Op(1) and `n,1(ψˆ)→ −∞. So, `n,1(ψˆ)− `n,2(ψˆ) = −∞.
The proof is the same when we assume βi = −∞. Thus the proof of MLE existence
of θ = (γ, β) is complete.
Next, we establish consistency of the MLE for ψ = (γ, β, A0). Before that, it is nec-
essary to prove identifiability of model (1.1). Identifiability of the model under general
frailty distribution has already been established in Kosorok et al. (2003). It is straight-
forward to verify that the inverse Gaussian frailty satisfies the conditions listed in that
paper.
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The main idea of our proof of consistency is similar to the proof given in Murphy
(1994). First, Aˆ0(τ) is shown to be bounded. Next, by Helly’s theorem, a convergent
subsequence can be selected from ψˆ because Aˆ0(τ) is not allowed to diverge. Finally, we
prove that any convergent subsequence of ψˆ must converge to ψ0. The approach is to
prove the positivity of the Kullback-Leibler information.
Theorem 2.1. The MLE ψˆn converges outer almost surely to the true parameter ψ0 in
the uniform norm.
Proof. Step 1. We only need to prove that if Aˆ0(τ) tends to infinity then the correspond-
ing maximum log-likelihood will go to −∞. The log-likelihood function evaluated at time
t = τ is given by (2.11). From the proof of Lemma 2.1, we know that the function Aˆ0(t) is
a nondecreasing step function with jumps at time t where dPnN(t) > 0. So, if the failure
time is ranked in ascending order as T(1), T(2), ..., T(k), then in fact Aˆ0(τ) = Aˆ0(T(k)). Thus























When βˆ and γˆ are all bounded and Aˆ0(T(k)) =∞, then the log-likelihood contributed
by the subject i such that Xi = T(k) is O(log Aˆ0(T(k))) − O(
√
Aˆ0(T(k))) → −∞. This is
a contradiction since Aˆ0(t) maximizes the log-likelihood. So, we come to the conclusion
that Aˆ0(τ) <∞. It follows that there is a subsequence nk of ψˆ that converges to ψ. To
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simplify notation, we index the subsequence by n instead of nk in the proof below.
Step 2. We need to prove that `(ψ) = `(ψ0) almost surely. Because ψˆ is the MLE
of ψˆ, we have `n(ψˆ) − `n(ψ0) ≥ 0, where ψ0 denotes the true parameter. Taking the
limit as n → ∞, we have limn→∞ `n(ψˆ) − `(ψ0) ≥ 0. So, we only need to prove that
limn→∞ `n(ψˆ) = `(ψ) almost surely. Indeed,
|`n(ψˆ)− `(ψ)| = |`n(ψˆ)− `n(ψ) + `n(ψ)− `(ψ)|
≤ |`n(ψˆ)− `n(ψ)|+ |`n(ψ)− `(ψ)|
= | ˙`n(ψ˜)(ψˆ − ψ)|+ |`n(ψ)− `(ψ)|,
where ψ˜ is a point between ψˆ and ψ, and ˙`n(ψ˜) is the derivative of ˙`n(ψ) with respect
to ψ at ψ = ψ˜. Because `n(ψ) → `(ψ) almost surely and ψˆ → ψ almost surely in outer
probability as stated before, and it is obvious that ˙`n(ψ˜) is bounded, we conclude that
`n(ψˆ)→ `(ψ) almost surely in outer probability. That is, `(ψ) = `(ψ0) almost surely.
Step 3. From Lemma 2 we know the model is identifiable when the frailty distribution
is Inverse Gaussian. That is, `(ψ) = `(ψ0) implies that ψ = ψ0 almost surely. So, we
come to the conclusion that ψˆ → ψ0 almost surely.
Kosorok et al. (2003) show that the MLE is consistent when the frailty distribution
satisfies certain assumptions. For early reference, the assumptions are listed below. We
Chapter 2. Inference for the Proportional Hazards Frailty Model 26
let
























F.1 For each nonnegative u < +∞, there exists an extension of Λ(·)(·) : [0,M0]×[0, u] 7−→
[0, 1], depending on u, with domain [−²0(u),M0]× [0, u], where 0 < ²0(u) < 3/4 and
limu→∞ ²0(u) = 0. In addition, the following is true for all γ ∈ [−²0(u),M0] : Λγ :
[0, u] → [0, 1] is monotone decreasing, with Λγ(0+) = 1 and Λγ(u) > 0, and both
0 < −Λ˙γ(x) <∞ and 0 ≤ Λ¨γ(x) <∞ for all x ∈ [0, u].
F.2 For each nonnegative x < ∞ and all γ ∈ [−²0(x),M0], G˙γ(0+) = 1 and G¨γ(0+) is
bounded and strictly monotone in γ. Also, for all γ ∈ [0,M0] and all u ∈ [0,∞],
G¨γ(u) ≤ 0.
F.3 For γk ∈ [0,M0] with γk → γ > 0, lim supk→∞ supu≥0 uc1(γ)Λγk(u) < ∞ and
lim supk→∞ supu≥0 |u1+c1(γ)Λ˙γk | <∞, for some c1(γ) > 0. For all sequences xk →∞
and γk ∈ (−²0(xk),M0) with γk → γ ≥ 0, lim infk→∞ infu∈[0,xk] xkG˙γk(u) ≥ c2(γ),
where c2(γ) =∞ if γ = 0.
In fact, if the frailty distribution follows the inverse Gaussian distribution, then the
above assumptions are satisfied.
Proposition 5. Assumptions (F.1) through (F.3) are satisfied by the inverse Gaussian
frailty model.
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Proof. First, Λγ(x) =
∫∞
0
e−ωxf(ω; γ) dω Λ˙γ(x) =
∫∞
0
−ωe−ωxf(ω; γ) dω ≤ 0, so Λγ(x) is
a monotone decreasing function of x, and Λγ(x) > 0. Next, Λγ(0+) =
∫∞
0




ω2e−ωxf(ω, γ) dω, so 0 ≤ Λ¨γ(u) ≤ E(ω2) = 1 + γ ≤ ∞. Thus condition
(F.1) is satisfied.
Moreover Gγ(x) = γ
−1(
√
1 + 2γx − 1), G˙γ(x) = (1 + 2γx)−1/2 and G¨γ(x) = −γ(1 +
2γx)−3/2. So, G˙γ(0+) = 1 and G¨γ(0+) is strictly monotone and bounded when γ ∈
[−²0(x),M0]. Also, G¨γ(x) ≤ 0 when γ ∈ [0, x]. Thus condition (F.2) is satisfied.
When c1(γ) = 1/3, condition (F.3) can be satisfied, since
Λγ(u) = exp{−γ−1[
√






1 + 2γu− 1] + (γ−1[√1 + 2γu− 1])2 <∞
when γ > 0 and u > 0. Finally xkG˙γk(u) =
xk√
1 + 2γku
= ∞ when xk → ∞ and
γk → 0.
2.5 Inference
There are three main approaches to carry out the estimation of θ = (γ, β), namely
Expectation Mamximization (EM), MCMC (Monte Carlo Markov Chain) and penalized
likelihood method.
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2.5.1 EM algorithm
The EM algorithm for the Gamma frailty model is given below. The variance γ of the
frailty distribution is fixed.
Step 1. Choose an arbitrary staring value of βˆ0 and Aˆ0(t) using the Cox model
estimator. Although theoretically the choice of the starting value will not affect the final
result, certain choices can accelerate the rate of convergence.
Step 2. Use the posterior expectation of the frailty ω as a new value for the next
iteration. The posterior expectation is the following:






Step 3. Substitute the new value into the log-likelihood to get the MLE of β and
A0(t). We derive the expression of Aˆ0(t) is derived as below. The log-likelihood for a
single observation without integration with respect to the frailty random effect ω is
`(θ, ²) = δ[βtZ + log dA0,²(τ) + logω]− ω
∫ τ
0
exp(βtZ)Y (s) dA0,²(s) + log f(ω; γ),
where A0,²(t) is as defined before in page 16. Differentiate the average of above log-





























Pn {ω exp(βtZ)Y (t)} dPnN(t), (2.13)
which is the expression of the MLE of A0(t). Here, we only need to plug in the posterior
mean of each ω in equation (2.12) to replace ω.
To get the MLE of β, one only needs to use the Newton-Raphson method with A0(t)
in the log-likelihood replaced by the MLE.
Step 4. Use the new (βˆ, Aˆ0(t)) to get the new ω using (2.5). The iteration goes on
until convergence, that is, new (βˆ, Aˆ0(t)) is the same as those in previous iteration.
The above iteration is just for one fixed γ. Profiling over γ will result in the global
MLE for the parameter ψ = (γ, β, A0). Because there are outer and inner loops in the
EM algorithm, it is rather time consuming in practice.
2.5.2 MCMC method
The MCMC algorithm for the gamma frailty model is given below. Recall that β is of d
dimensions.
Step 1. Choose any arbitrary starting value for θ and A0. Set i = 0.
Step 2. Sample a point γ
′
from its proposal distribution q(·|θi). Here, the proposal
distribution is a normal distribution with mean u and variance σ2. According to Hasting
(1970), the mean and variance should be chosen such that the acceptance rate of the
proposal is 25 – 50%. One reason for selecting a normal distribution is that it is a
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symmetric distribution which can simplify the computation.
Step 3. Sample a uniform random variable U . If










Set γi+1 = γ
′
; otherwise γi+1 = γi. Here L(θ) is the likelihood function likelihood (not
the log-likelihood) and A0(t) in `(θ) is replaced by its MLE Aˆ0(t).
Step 4. Sample a point β
′
j from its proposal distribution q(·|θi). Here, the proposal
distribution isN(βi,j,Σ), where j denotes the jth component of the vector β = (β1, ..., βd).
The variance component Σ is chosen arbitrarily. Similar to Step 3, generate a unform
sample U and calculate α(βj, β
′
j). If U ≤ α(βj, β ′j), then β ′j is accepted, otherwise, it is
rejected. Since the vector β is of d dimensions, this step has d sub-steps.
step 5. Set i = i + 1 and repeat from Step 1. From Metropolis et al. (1953) and
Hasting (1970), for i→∞, θi ∼ `(θ) i.i.d. Usually, a so-called “burn-in” is chosen, such
that after this “burn-in”, the sequence θi is independently and identically sampled from
its likelihood.
2.5.3 Penalized likelihood approach
Both the Bayesian and Laplace approaches involve integration with respect to the random
effect. However, there are certain distributions for which both approaches can not produce
a closed form for the likelihood function. Thus, it is hard to get the estimators for
parameters and variance component. In such cases, the penalized likelihood approach
provides a good alternative. McGilchrist & Aisbett (1991) and McGilchrist (1993) showed
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how to estimate the parameters and variance when the random effects follow a log-normal
distribution. Therneau et al. (2000) provided the estimation under the gamma and
log-normal frailty models. In general, the penalized likelihood approach divides the log-
likelihood into two parts. The first part is the usual Cox partial likelihood with the frailty.
The second part is the penalty function which is the logarithm of density functions of the
frailty. Below we use the Gamma frailty model as an example to show how to construct
the penalized likelihood function and to estimate the parameters. Also, we will show that
the resulting estimators coincide with those from the EM method.
Proposition 6. The estimators derived from the penalized likelihood approach in a Gamma
frailty model coincide with those derived from the EM method for any fixed frailty variance
γ.
Proof. The hazard function for subject i is ai(t) = a0(t) exp(β
tZi + ωi). The usual Cox














Note that the frailty here is the logarithm of the frailty stated in the previous two ap-
proaches. If we assume ω¯ = eω is distributed as Gamma(1, 1/v), where the mean is 1 and
the variance is γ = 1/v, then we have
log[f(ω¯, v)] = (v − 1) log ω¯ − vω¯ + v log(v)− log Γ(v).
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Here Γ(·) denotes the gamma function. Accordingly, we have
log[f(ω)] = v log(v)− veω + ω(v − 1) + ω − log Γ(v)
= −1
γ





So, the penalized partial log-likelihood is
PP` = P`(βt, ω)− g(ω, γ),
where g(ω, γ) =
∑n
i=1−(ωi − eωi)/γ − log(γ)/γ − log Γ(1/γ) is the penalty function. For
fixed γ, the Newton-Raphson method can be used to derive the estimators for βt and ω.
As derived in the Bayesian approach, ωˆi must satisfy the equation
eωˆi =
γδi + 1






βtZi dAˆ0(t), and Aˆ0(t) =
∫ t
0
{Pn{Yi(s) exp(βtZi + ωi)}}−1 dPnN(s)
is the usual Breslow estimator of the baseline hazard function. Substituting (2.14) into





= [δi − Aˆieωˆi ]− ∂g(ωˆi, γ)
∂ωˆi














In this chapter, we present the results of a comprehensive simulation study. This simu-
lation serves the following purposes.
1. As stated before, there are many choices for the frailty distribution. The simulation
will investigate whether the choice of different distributions will have an effect on the
estimators of the regression parameters. If so, what is the magnitude of this effect.
2. The simulation will compare the MCMC and the penalized likelihood method to see
which is more efficient and robust.
3. Keiding et al. (1997) have indicated that the parametric accelerated failure time (AFT)
model is a reasonable alternative for the frailty model. However, they provide no
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rigorous proof that the AFT model is a good alternative to the frailty model. Their
conclusion is based on the analysis of a single data set. Here, we will fit the data set
simulated from a gamma frailty model using the AFT model and see how good the
estimators are.
4. The asymptotic properties established in chapter 2 are based on a large sample con-
dition. The simulation helps to give us an idea of how big the sample size should be
in order to satisfy the large sample condition giving asymptotic properties.
Recall that the cumulative hazard function is A(t) = A0(t)ω exp(β
TZ). For simplicity,
we assume there are only two covariates, Z1 and Z2. The data simulation process is
described below.
1. Assume Z1 is a uniformly distributed random variable on [0, 1] and Z2 is a Bernoulli
random variable. satisfying P (Z2 = 1) = 1− P (Z2 = 2) = 0.5. We can sample these
two covariates from these two distributions very easily. We fix the two corresponding
regression parameters at β1 = 1 and β2 = 1.
2. Sample A(t) from the exponential distribution ε(1).
3. Assume that the frailty random variable ω follows a certain distribution, for example,
the inverse Gaussian or gamma distribution, and sample ω from this distribution.
4. Assume a certain form for the function A0(t).
5. Determine the censoring status for the subject randomly. For each subject, P (δ =
1) = 1− P (δ = 0) = 0.5.
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6. Sort the data in ascending order according to the time t.
The data are generated for n = 200, 300, 500 and 1000, where n is the number of
subjects in each data set. For each n, the data is generated with mean fixed at 1 and
variance γ, where γ = 0.0, 0.25, 0.50, 0.75, 1.00, 2.00, 5.00. For each n, we generate 500
data sets. These data sets are fitted with the inverse Gaussian frailty model using the
MCMC algorithm, the gamma frailty model using the MCMC algorithm and the penal-
ized likelihood method as well as the Cox model. To study the effect of misspecification,
we focus mainly on how well the gamma frailty model performs when the data sets are
simulated from an inverse Gaussian frailty distribution.
For results using the inverse Gaussian frailty model (MCMC method) and gamma
frailty model (MCMC method), we record the means of the estimators γˆ, βˆ1, βˆ2, and the
mean of the corresponding standard errors σˆ0, σˆ1, σˆ2. For results using the gamma frailty
model (penalized likelihood method) we record the means of γˆ, βˆ1, βˆ2 and the means of
σˆ1, σˆ2. For proportional hazards model, we record the means of βˆ1, βˆ2 and the means
of σˆ1, σˆ2. For each of the above models, we also calculated the coverage probability of
nominal 95 percent confidence interval. For the AFT model, we only record the means
of βˆ1 and βˆ2.
All the simulation results are given at the end of this chapter.
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3.2 Comparison of the penalized likelihood and
MCMC methods
We first generate data from the gamma frailty model. Table 3.1 (page 39) and Table
3.2 (page 40) show the estimation results for the gamma frailty model using the penal-
ized likelihood method and the MCMC method. The penalized likelihood method, as
implemented in S-Plus (Ver 4.6), is very fast. It takes only a few seconds for a data set
consisting of 1000 observations with 2 covariates to estimate the perameters. MCMC is
well known to be computational extensive. It usually takes 5 minutes in C++ for the
same data set. Although the penalized likelihood method is faster, the results of MCMC
method are better. From the tables, it is clear that there is considerably less bias as-
sociated with the MCMC method. Table 3.3 (page 41) shows the bias associated with
each method. MCMC performs better especially for the estimation of frailty distribution
variance γ. Even when the true value of γ is small (less than 1), the penalized likelihood
method yields estimates and coverage probabilities that deviate substantially from the
true values.
3.3 Misspecification of frailty distribution
In this section, we investigate the issue of misspecification. Here, the data is generated
from the inverse Gaussian frailty model while the gamma frailty model is used to fit the
data sets. We also compare the robustness of the penalized likelihood and the MCMC
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method. Table 3.4 (page 42) lists the result of estimation using the gamma frailty model
(MCMC method). From it, we see that βˆ1 and βˆ2 are very close to the true value 1. When
the sample size n increases, the estimates get closer to the true value, suggesting that
the misspecification of the frailty distribution has little effect on the estimation of the
regression parameters. This could mean that we can freely use the gamma frailty model
even if the frailty follows other distributions. If this is in fact true, the estimation process
is largely simplified because the closed form expressions for the likelihood functions of
most frailty distributions do not exist at all. The result for the estimation of the variance
γ is less satisfactory. It is well known that the variance of the frailty distribution is hard
to estimate, especially when its value is large (for example larger than 2). Also, the
magnitude of γ has an effect on the estimation of regression parameters. We see that
estimators of regression parameters performs less well as γ increases.
Comparing the results listed in Table 3.4 (page 42) and Table 3.6 (page 44), we see
that the MCMC method is more robust than the penalized likelihood method. This is
obvious especially when γ is large. So, even though the penalized likelihood method is
faster than the MCMC method, it is not as robust as the MCMC method.
Next, we generate data according to the inverse Gaussian frailty model and consider
estimation under correct model specification. The result is given in Table 3.5 (page 43).
The frailty variance γ is always being overestimated, and the estimated regression coeffi-
cients β tend to the true value as γ increases, which is contrary to the case using gamma
frailty model. The theoretical explanations behind this observation will be considered in
future work.
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Table 3.7 (page 45) shows the estimation results using the PH model. Obviously, this
model is the last choice when there is indeed frailty in the data set. So, it is preferable
to use a gamma frailty model to non-frailty proportional hazards models even when we
do not know exactly what is the frailty distribution.
3.4 AFT models
The data giving rise to Table 3.8 (page 46) are generated from the gamma frailty model
and we use a AFT model to fit the data. This table shows that the model does not fit
well. Even when γ is relatively small (≤ 1), the estimated regression coefficients are far
away from the true values. When γ increases, the results become worse. So, the AFT
model is not a good alternative to the frailty model.
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Table 3.1: Data simulated from the gamma frailty model and fitted with a gamma frailty
model using the penalized method.
n γ ¯ˆγ ¯ˆβ1 ¯ˆσ1 cp
¯ˆ
β2 ¯ˆσ2 cp
200 0.00 0.019 1.008 0.285 0.998 1.032 0.175 1.00
0.25 0.078 0.885 0.297 0.998 0.896 0.178 1.00
0.50 0.159 0.838 0.319 0.998 0.852 0.188 0.996
0.75 0.203 0.779 0.330 0.990 0.783 0.194 0.996
1.00 0.241 0.744 0.340 0.986 0.727 0.199 0.978
2.00 0.197 0.482 0.328 0.916 0.507 0.190 0.822
5.00 0.046 0.212 0.286 0.772 0.213 0.164 0.396
300 0.00 0.019 1.007 0.285 0.998 1.032 0.175 1.00
0.25 0.199 0.926 0.244 1.00 0.915 0.147 1.00
0.50 0.202 0.869 0.267 0.998 0.858 0.158 0.998
0.75 0.271 0.829 0.283 0.994 0.825 0.167 0.996
1.00 0.319 0.762 0.294 0.994 0.788 0.173 0.980
2.00 0.321 0.584 0.298 0.920 0.574 0.173 0.800
5.00 0.063 0.159 0.235 0.554 0.209 0.135 0.205
500 0.00 0.0105 1.013 0.177 1.00 1.009 0.108 1.00
0.25 0.130 0.937 0.194 0.998 0.939 0.116 1.00
0.50 0.258 0.898 0.215 1.00 0.898 0.127 0.998
0.75 0.365 0.905 0.235 1.00 0.891 0.138 1.00
1.00 0.401 0.838 0.243 0.994 0.819 0.142 0.996
2.00 0.482 0.655 0.261 0.966 0.668 0.152 0.908
5.00 0.173 0.267 0.202 0.576 0.258 0.117 0.274
1000 0.00 0.009 1.008 0.124 1.00 1.013 0.076 1.00
0.25 0.153 0.919 0.139 1.00 0.951 0.083 1.00
0.50 0.309 0.909 0.158 1.00 0.930 0.093 1.00
0.75 0.427 0.906 0.174 1.00 0.917 0.102 1.00
1.00 0.517 0.898 0.188 1.00 0.908 0.110 1.00
2.00 0.656 0.777 0.211 0.990 0.771 0.122 0.974
5.00 0.469 0.380 0.184 0.692 0.391 0.107 0.546
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Table 3.2: Data simulated from the gamma frailty model and fitted with a gamma frailty
model using the MCMC method.





200 0.00 0.131 0.248 1.00 1.054 0.339 0.998 1.076 0.237 1.00
0.25 0.367 0.347 1.00 1.002 0.387 0.996 1.021 0.266 1.00
0.50 0.581 0.435 1.00 0.986 0.425 0.994 0.994 0.290 1.00
0.75 0.725 0.506 0.998 0.941 0.451 0.994 0.945 0.302 1.00
1.00 0.852 0.570 0.998 0.921 0.475 0.998 0.896 0.312 0.998
2.00 1.031 0.722 0.830 0.694 0.497 0.990 0.712 0.326 0.990
5.00 0.886 0.779 0.008 0.394 0.471 0.916 0.379 0.292 0.894
300 0.00 0.081 0.192 1.00 1.057 0.270 0.998 1.061 0.191 1.00
0.25 0.348 0.285 0.996 0.999 0.315 1.00 1.024 0.218 1.00
0.50 0.562 0.368 0.998 0.982 0.346 0.996 0.973 0.238 1.00
0.75 0.727 0.433 1.00 0.952 0.372 1.00 0.947 0.250 0.998
1.00 0.874 0.502 0.994 0.881 0.386 1.00 0.915 0.263 1.00
2.00 1.185 0.702 0.912 0.758 0.431 0.992 0.744 0.287 0.988
5.00 1.009 0.789 0.006 0.408 0.402 0.946 0.401 0.260 0.886
500 0.00 0.036 0.141 1.00 1.034 0.201 0.991 1.031 0.145 0.991
0.25 0.295 0.214 0.998 1.009 0.240 0.998 1.002 0.167 0.998
0.50 0.542 0.289 1.00 0.982 0.268 1.00 0.973 0.185 1.00
0.75 0.781 0.367 0.998 0.988 0.296 1.00 0.971 0.203 1.00
1.00 0.905 0.426 0.998 0.922 0.306 0.998 0.904 0.210 1.00
2.00 1.333 0.638 0.934 0.776 0.348 0.996 0.783 0.238 0.998
5.00 1.202 0.816 0.012 0.448 0.338 0.908 0.429 0.262 0.862
1000 0.00 0.000 0.099 1.00 0.973 0.141 1.00 0.988 0.101 1.00
0.25 0.296 0.155 1.00 0.991 0.169 1.00 1.001 0.121 1.00
0.50 0.552 0.217 1.00 0.962 0.190 1.00 0.974 0.135 1.00
0.75 0.787 0.276 1.00 0.947 0.209 1.00 0.953 0.145 1.00
1.00 1.029 0.340 1.00 0.941 0.225 1.00 0.951 0.157 1.00
2.00 1.580 0.548 0.972 0.839 0.263 1.00 0.830 0.180 0.997
5.00 1.730 0.83 0.046 0.513 0.272 0.940 0.532 0.194 0.936
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Table 3.3: Absolute bias of estimators using penalized likelihood and MCMC methods in
a gamma frailty model. Absolute bias using penalized likelihood are given in the second
row for each γ.
n γ ¯ˆγ ¯ˆβ1
¯ˆ





200 0.00 0.131 0.054 0.076 500 0.00 0.036 0.034 0.031
0.019 0.008 0.032 0.011 0.013 0.009
0.25 0.117 0.002 0.021 0.25 0.045 0.009 0.002
0.172 0.115 0.104 0.120 0.063 0.061
0.50 0.081 0.014 0.006 0.50 0.042 0.018 0.027
0.341 0.162 0.148 0.242 0.102 0.102
0.75 0.025 0.059 0.055 0.75 0.031 0.012 0.029
0.727 0.221 0.218 0.385 0.095 0.109
1.00 0.148 0.079 0.104 1.00 0.195 0.078 0.096
0.759 0.256 0.273 0.599 0.162 0.181
2.00 0.970 0.306 0.288 2.00 0.670 0.224 0.217
1.804 0.518 0.493 1.518 0.345 0.332
5.00 4.115 0.606 0.621 5.00 3.798 0.552 0.571
4.954 0.788 0.787 4.827 0.732 0.742
300 0.00 0.081 0.057 0.061 1000 0.00 0.000 0.027 0.012
0.019 0.007 0.032 0.009 0.008 0.013
0.25 0.098 0.001 0.024 0.25 0.046 0.009 0.001
0.005 0.074 0.085 0.097 .081 0.049
0.50 0.062 0.018 0.027 0.50 0.052 0.038 0.026
0.298 0.131 0.142 0.191 0.091 0.070
0.75 0.023 0.048 0.053 0.75 0.037 0.053 0.047
0.479 0.171 0.175 0.323 0.094 0.083
1.00 0.126 0.119 0.085 1.00 0.029 0.059 0.049
0.681 0.238 0.212 0.483 0.102 0.092
2.00 0.815 0.242 0.256 2.00 0.420 0.161 0.170
1.679 .416 0.426 1.346 0.223 .229
5.00 3.991 0.592 0.401 5.00 3.270 0.487 0.468
4.937 0.841 0.891 4.631 0.620 0.609
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Table 3.4: Data simulated from the inverse Gaussian frailty model and fitted with a
gamma frailty model using the MCMC method.





200 0.00 0.248 0.297 0.998 1.059 0.365 0.998 1.025 0.248 0.998
0.25 0.328 0.3228 0.998 1.052 0.378 0.996 1.049 0.260 0.994
0.50 0.382 0.364 0.992 1.005 0.391 1.00 0.964 0.260 0.996
0.75 0.420 0.379 0.973 0.972 0.395 0.973 0.928 0.263 1.00
1.00 0.418 0.400 0.896 0.901 0.395 1.00 0.309 0.897 0.998
2.00 0.516 0.444 0.244 0.853 0.407 0.984 0.851 0.268 1.00
300 0.00 0.090 0.195 1.00 1.098 0.274 1.00 1.02 0.186 1.00
0.25 0.270 0.261 1.00 1.022 0.307 1.00 1.028 0.211 1.00
0.50 0.310 0.289 0.995 0.950 0.308 1.00 0.968 0.214 1.00
0.75 0.334 0.310 0.980 0.891 0.310 1.00 0.893 0.212 1.00
1.00 0.350 0.341 0.840 0.802 0.310 1.00 0.875 0.217 1.00
2.00 0.366 0.351 0.123 0.818 0.315 1.00 0.799 0.165 1.00
500 0.00 0.231 0.248 1.00 1.021 0.297 1.00 1.011 0.205 1.00
0.25 0.238 0.252 1.00 1.027 0.301 1.00 1.001 0.206 1.00
0.50 0.296 0.284 0.994 0.963 0.306 1.00 0.937 0.208 1.00
0.75 0.357 0.316 0.977 0.909 0.313 1.00 0.931 0.218 1.00
1.00 0.343 0.321 0.760 0.892 0.314 1.00 0.884 0.212 1.00
2.00 0.365 0.351 0.06 0.818 0.315 1.00 0.799 0.164 1.00
1000 0.00 0.166 0.135 1.00 0.996 0.157 1.00 0.990 0.112 1.00
0.25 0.163 0.134 1.00 0.978 0.158 1.00 0.961 0.112 1.00
0.50 0.236 0.157 0.997 0.924 0.165 1.00 0.928 0.117 1.00
0.75 0.254 0.167 0.897 0.895 0.167 1.00 0.879 0.118 1.00
1.00 0.277 0.179 0.623 0.853 0.168 1.00 0.8603 0.119 1.00
2.00 0.274 0.196 0.003 0.767 0.168 1.00 0.766 0.117 1.00
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Table 3.5: Data simulated from an inverse Gaussian model and fitted with the inverse
Gaussian model using the MCMC method. The variance of the frailty distribution is not
fixed.





200 0.00 3.819 3.028 0.19 1.540 0.501 0.990 1.454 0.347 0.998
0.25 3.960 2.914 0.258 1.373 0.473 0.992 1.371 0.322 1.00
0.50 4.199 2.899 0.288 1.256 0.473 0.996 1.24 0.307 1.00
0.75 4.120 2.891 0.444 1.195 0.465 1.00 1.157 0.298 1.00
1.00 4.217 2.893 0.544 1.142 0.468 0.998 1.101 0.294 1.00
2.00 4.367 2.902 0.994 1.018 0.458 0.996 1.067 0.293 1.00
500 0.00 3.514 2.88 0.434 1.328 0.334 0.996 1.331 0.261 0.998
0.25 3.537 2.827 0.528 1.303 0.324 1.00 1.283 0.244 1.00
0.50 3.713 2.778 0.528 1.216 0.314 0.996 1.223 0.228 0.998
0.75 3.922 2.770 0.542 1.159 0.309 0.998 1.153 0.216 0.998
1.00 4.001 2.774 0.606 1.144 0.307 1.00 1.131 0.214 1.00
2.00 4.259 2.753 0.918 1.038 0.301 1.00 1.027 0.202 1.00
1000 0.00 2.236 2.331 0.556 1.252 0.265 0.996 1.270 0.233 0.996
0.25 3.026 2.560 0.641 1.248 0.251 0.998 1.239 0.203 1.00
0.50 3.560 2.597 0.581 1.198 0.240 1.00 1.193 0.186 1.00
0.75 3.527 2.668 0.644 1.137 0.237 1.00 1.146 0.184 1.00
1.00 3.695 2.569 0.692 1.103 0.229 1.00 1.120 0.171 1.00
2.00 4.041 2.690 0.886 1.003 0.226 1.00 1.033 0.166 1.00
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Table 3.6: Data simulated from the inverse Gaussian model and fitted with a gamma
frailty model using the penalized likelihood method.
n γ ¯ˆγ ¯ˆβ1 ¯ˆσ1 cp
¯ˆ
β2 ¯ˆσ2 cp
200 0.00 0.056 0.919 0.294 0.818 0.910 0.176 0.830
0.25 0.048 0.935 0.292 0.832 0.929 0.175 0.827
0.50 0.059 0.867 0.293 0.830 0.843 0.174 0.827
0.75 0.064 0.834 0.293 0.824 0.799 0.174 0.824
1.00 0.066 0.777 0.295 0.823 0.769 0.174 .839
2.00 0.057 0.704 0.291 0.807 0.708 0.171 0.822
300 0.00 0.081 0.865 0.242 0.860 0.875 0.144 0.844
0.25 0.055 0.936 0.236 0.816 0.918 0.142 0.820
0.50 0.074 0.875 0.239 0.836 0.846 0.143 0.836
0.75 0.091 0.809 0.244 0.848 0.831 0.144 0.840
1.00 0.079 0.802 0.241 0.812 0.789 0.143 0.836
2.00 0.058 0.704 0.235 0.828 0.689 0.139 0.820
500 0.00 0.015 1.028 0.177 1.00 0.997 0.108 1.00
0.25 0.057 0.914 0.182 1.00 0.915 0.110 1.00
0.50 0.095 0.874 0.187 1.00 0.886 0.112 1.00
0.75 0.086 0.789 0.186 1.00 0.812 0.111 1.00
1.00 0.085 0.804 0.186 0.998 0.788 0.111 1.00
2.00 0.086 0.713 0.185 1.00 0.692 0.109 0.998
1000 0.00 0.044 1.023 0.995 1.00 1.021 0.108 1.00
0.25 0.053 0.961 0.291 1.00 0.946 0.176 1.00
0.50 0.0706 0.852 0.297 1.00 0.865 0.176 1.00
0.75 0.073 0.840 0.296 1.00 0.806 0.175 1.00
1.00 0.077 0.804 0.299 1.00 0.772 0.175 1.00
2.00 0.042 0.680 0.286 0.997 0.709 0.169 0.997
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200 0.00 0.756 0.282 0.996 0.797 0.171 1.00
0.25 0.908 0.278 1.00 0.893 0.167 1.00
0.50 0.790 0.278 1.00 0.799 0.165 1.00
0.75 0.768 0.276 0.998 0.738 0.163 1.00
1.00 0.737 0.277 0.994 0.704 0.162 1.00
2.00 0.426 0.436 0.986 0.458 0.444 0.994
300 0.00 0.796 0.224 1.00 0.804 0.133 1.00
0.25 0.883 0.225 1.00 0.871 0.135 1.00
0.50 0.807 0.224 1.00 0.783 0.133 1.00
0.75 0.737 0.224 1.00 0.752 0.132 1.00
1.00 0.734 0.224 0.997 0.724 0.132 1.00
2.00 0.661 0.223 1.00 0.645 0.131 1.00
500 0.00 1.0161 0.175 1.00 0.983 0.107 1.00
0.25 0.868 0.173 1.00 0.865 0.104 1.00
0.50 0.790 0.171 1.00 0.807 0.103 1.00
0.75 0.729 0.172 0.998 0.743 0.102 1.00
1.00 0.740 0.172 0.998 0.725 0.102 1.00
2.00 0.400 0.385 1.00 0.388 0.383 0.994
1000 0.00 0.999 0.123 1.00 1.009 0.0758 1.00
0.25 0.865 0.122 1.00 0.862 0.073 1.00
0.50 0.788 0.121 1.00 0.789 0.072 1.00
0.75 0.736 0.121 1.00 0.740 0.072 1.00
1.00 0.701 0.121 0.998 0.715 0.071 1.00
2.00 0.370 0.371 0.994 0.364 0.366 0.992
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In this chapter, we analyze the Lung cancer data from the Mayo Clinic. This data
set records the patients’ survival time, status and two covariates, namely, the sex of
the patient (1=male, 2=female) and ph.ecog, the physician’s estimate of the ECOG
performance score (0-4). We fit this data set using the proportional hazards model,
Gamma frailty model and accelerated failure time (AFT) model respectively. We compare
the output from these three different models.
4.1 Proportional hazards model
We first analyze this data set using the proportional hazards model. Table 4.1 (page
50) shows the estimation results. The corresponding survival fitted curve is displayed in
Figure 4.1 (page 52).
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Based on the test by Grambsch & Therneau (1994), we have both the graphical and
formal hypothesis tests for the assumption of proportional hazards. Figure 4.2 (page
53) is the diagnostic plot for the covariate, ‘sex’, and Figure 4.3 (page 54) is that for
covariate, ‘ph.ecog’. If the proportional hazards assumption is satisfied, the curve should
be a horizonal line with intercept 0.0 on the vertical axis. Clearly, in Figure 4.3 (page 54),
the curve is far from a horizontal line. The formal hypothesis test results are represented
in the Table 4.2 (page 50). In this table, the coefficient ρ measures how much discrepancy
the data set has from the proportional hazards assumption, and χ2 is the corresponding
test statistic. Since the p-value for ‘ph.ecog’ is 0.0158 and the p-value for the global test
is 0.0326, the data set is unlikely to satisfy the assumption of proportional hazards.
4.2 Non-proportional hazards models
Table 4.3 (page 50) shows the results of fitting a gamma frailty model (penalized likelihood
method). From this table, we see that the estimate of the variance is 0.778 and the p-
value is 0.0074, so it is significant at a 0.05 level. Table 4.4 (page 50) shows the results
of fitting using gamma frailty model (MCMC method).
From the tables, we see that there is great difference between the results of the pro-
portional hazards model and the gamma frailty model. For the gamma frailty model,
the estimated frailty variance is significant both in the penalized method and the MCMC
method. This means that there is indeed heterogeneity in the data set. Comparing the
results in Table 4.3 (page 50) and Table 4.4 (page 50), the estimates for the regression
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parameters are very similar, while the estimates for the frailty variance are different.
Table 4.5 (page 51) shows the results of estimation using the AFT model, which are
very different from those of the proportional hazards model and the gamma frailty model.
Even the signs of the estimated regression coefficients are different. The AFT model has
the smallest log-likelihood value, which shows that this model is not suitable for this data
set. Again, we can see that the AFT model is not a good alternative to the gamma frailty
model.
Chapter 4. Data Analysis 50
Table 4.1: Output of the proportional hazards model
coef exp(coef) se(coef) z p-value
sex −0.469 0.626 0.203 −2.31 0.0210
ph.ecog 0.457 1.579 0.139 3.29 0.00099
Log-likelihood −545.190
Table 4.2: Proportional hazard test for the Cox model
ρ χ2 p-value
sex 0.106 1.16 0.2804
ph.ecog −0.227 5.82 0.0158
Global 6.85 0.0326
Table 4.3: Output of the gamma frailty model (penalized likelihood method)
coef se(coef) χ2 p-value
sex −0.880 0.313 7.92 4.9e−003
ph.ecog 0.857 0.215 15.87 6.8e−005
variance 0.927 - 124.65 9.8e−007
Log-likelihood −435.100
Table 4.4: Output of the gamma frailty model (MCMC method)
- coef se(coef) accept rate z value p-value
sex −0.983 0.388 0.490 2.526 0.011
ph.ecog 0.976 0.323 0.300 3.021 0.003
Variance 1.442 0.770 0.380 3.795 0.00015
Log-likelihood −543.423
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Table 4.5: Output of the AFT model
- coef se(coef) Z value p-value
Intercept 5.916 0.2380 24.850 2.57e−136
sex 0.353 0.1527 2.310 2.09e−002
ph.ecog -0.346 0.105 3.290 1.01e−003
























Figure 4.1: Survival Curve for the Cox Model

















Figure 4.2: Test Curve for Covariate Sex
























From the simulation results in the previous chapter, we expect different choices of frailty
distributions not to have too much effect on the estimation of regression parameters β. It
would be worthwhile to develop a condition under which this conclusion is valid. It may
also be of interest to develop a theoretical framework to measure how large the discrepancy
is between the true parameter and the estimator when there is misspecification of the
frailty distribution.
As stated before, there are many kinds of survival models for choice, such as frailty
models, proportional hazards models, AFT models, odds rate models and accelerated
hazards models (Chen et al., 2002). Although we can test the goodness of fit for some
model such as the proportional hazard model, we still lack such tests for models such as
the frailty model and the AFT model. Hopefully, we can define appropriate residuals to
measure the overall goodness of fit of these models.
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Until now, most of the inference methods for frailty models are classical frequentist. It
may be an interesting topic to develop some Bayesian approaches, such as Gibbs sampling,
to estimate the parameters of frailty models.
In many cases, the AFT model is a good alternative to the proportional hazard model.
However, much of the work about AFT models is still confined to parametric situations.
These models are too restrictive in practice. As semi-parametric methods are increasing
in popularing, we can develop AFT semi-parametric models, besiding on the work of Fine
et al., (1998).
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