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Povzetek
Naslov: Analiza uporabe hiperelipsoidov pri ocenjevanju robustnosti bi-
olosˇkega procesorja
Avtor: Jurij Nastran
V okviru diplomske naloge predstavimo postopek analize robusnosti mode-
lov sinteticˇnih biolosˇkih gradnikov. Postopek analize demonstiramo na pri-
meru modela biolosˇkega procesorja. Robustnost ocenimo na podlagi volu-
mna prostora dopustnih parametrov v visokodimenzionalnem prostoru. Ta
volumen izracˇunamo z uporabo genetskih algoritmov, metode glavnih kompo-
nent, nazadnje pa z metodo Monte Carlo. V diplomski nalogi demonstriramo
pomembnost ucˇinkovitega reduciranja omejujocˇega prostora mozˇnih Monte
Carlo vzorcˇenj za pridobitev natancˇnejˇsega rezultata z manj ponovitvami.
Namesto hiperkvadra predlagamo uporabo hiperelipsoidov. Implementiramo
metodo nakljucˇnega enakomernega vzorcˇenja znotraj danega hiperelipsoida.
Primerjamo tudi dva pristopa za racˇunanje omejujocˇega hiperelipsoida s cˇim
manjˇsim volumnom. Z uporabo teh metod demonstriramo prednosti in slabo-
sti uporabe hiperelipsoidov kot alternativi hiperkvadra pri izbiri omejujocˇih
teles. Pri nekaterih mnozˇicah dopustnih parametrov vodi manjˇsi volumen
omejujocˇega hiperelipsoida k redukciji potrebnih vzorcˇenj Monte Carlo za
vecˇ kot magnitudo.
Kljucˇne besede: analiza robustnosti, vzorcˇenje Monte Carlo, hiperkvader,
hiperelipsoid, volumen, sintezna biologija, modeliranje, simulacija.

Abstract
Title: Robustness assessment of the biological processor using hyperellip-
soids
Author: Jurij Nastran
As part of this thesis, we present extentions of the current methods for the
analysis of the robustness of synthetic biological systems. We demonstrate
the new methods on a proposed programmable biological processor. The
robustness is calculated using the volume of the body of viable parameters
in high dimensional space. This volume is estimated using a genetic algo-
rithm, principal component analysis and lastly Monte Carlo method. We
demonstrate the importance the minimum enclosing body has on the effi-
ciency of our method. Thus we focus our attention on improving the fitting
of the enclosing body around the viable points. Instead of hypercuboids we
demonstrate the advantages of the usage of hyperellipsoids as a viable al-
ternative. For this purpose, a method for random uniform sampling inside
of hyperellipsoid is implemented. Two competing methods of finding the
minimum volume enclosing ellipsoids are also compared. We demonstrate
the usefulness of the hyperellipsoid methods over the hypercuboid approach
using the data provided by the biological processor model. In some cases,
the ellipsoid approach is shown to reduce the number of required samplings
by almost a magnitude.
Keywords: robustness analysis, Monte Carlo sampling, hypercuboid, hy-
perellipsoid, volume, synthetic biology, modelling, simulation.

Poglavje 1
Uvod
Razvijajocˇa se podrocˇja sintezne biologije poskusˇajo uporabiti inzˇenirska do-
gnanja ter principe pri modifikaciji biolosˇkih sistemov. Pri nacˇrtovanju to-
vrstnih sistemov se pogosto posluzˇujemo racˇunalniˇskih modelov in simulacij,
ki lahko usmerjajo potek eksperimentalnega dela ter s tem zmanjˇsajo cˇas
in strosˇke za izvedbo sinteticˇnih gradnikov. Nove metode za ucˇinkovito ter
realno simulacijo delovanja modelov imajo zato potencialno veliko aplikacij
v bioinzˇenirstvu ter sorodnih vedah [1, 2].
V zadnjem cˇasu so bili predlagani sˇtevilni modeli razlicˇnih sinteticˇnih gra-
dnikov za izvedbo biolosˇkega procesiranja informacij [3, 4, 5], med katerimi je
tudi biolosˇki procesor [6]. Tak procesor mora biti robusten ter sposoben delo-
vanja pri razlicˇnih pogojih za prakticˇno implementacijo v biolosˇkih sistemih.
Robustnost taksˇnih modelov lahko ocenimo tudi z ocenjevanjem volumna te-
lesa, ki omejuje vrednosti kineticˇnih parameterov, pri katerih deluje model
po dopustnih merilih.
V okviru diplomske naloge pregledamo metode, s katerimi lahko ocenimo
volumen teles, ki jih dolocˇajo taksˇni modeli. Telesa se nahajajo v visokodi-
menzionalnem prostoru parametrov ter pogosto niso konveksna, kar otezˇuje
ocenjevanje njihovega volumna. Problem nacˇeloma resˇujemo tako, da naj-
prej poiˇscˇemo nabore parametrov, pri katerih je delovanje modela optimalno.
Pri tem uporabimo optimizacijske metode, kot so genetski algoritmi. Nato
1
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poiˇscˇemo meje telesa dopustnih tocˇk z nakljucˇnim vzorcˇenjem vzdolzˇ smeri,
ki jih ocenimo na podlagi metod, kot je metoda glavnih komponent. Zatem
vse najdene dopustne tocˇke obdamo z omejujocˇim hipertelesom, ki ima cˇim
manjˇsi volumen. Z nakljucˇnim vzorcˇenjem znotraj tega omejujocˇega hiperte-
lesa, pri cˇemer bo dolocˇen delezˇ tocˇk dopustnih, lahko ocenimo iskan volumen
telesa dopustnih tocˇk na podlagi volumna hipertelesa, znotraj katerega smo
vzorcˇili.
Kot demonstriramo v diplomski nalogi, je izbrana oblika omejujocˇega
hipertelesa kljucˇna za ucˇinkovitost zadnjega koraka v procesu dolocˇanja is-
kanega volumna. Trenutne metode za omejujocˇe hipertelo uporabljajo hi-
perkvadre, znotraj katerih je obicˇajno majhen delezˇ tocˇk dopustnih. To vodi
do opaznega povecˇanja potrebnih vzocˇenj za natancˇno oceno volumna. Z
namenom ucˇinkovitejˇsega vzorcˇenja zato implementiramo metode prileganja
omejujocˇih hiperelipsoidov ter nakljucˇnega vzorcˇenja znotraj njih. Predvi-
devamo namrecˇ, da bodo dobro prilegani hiperelipsoidi boljˇse omejili prostor
vzorcˇenja kot hiperkvadri ter s tem obcˇutno izboljˇsali ucˇinkovitost ocenjeva-
nja volumna.
Problem ucˇinkovitega ocenjevanja volumna v visokodimenzionalnem pro-
storu je zahteven problem, na katerega je mocˇ naleteti na mnogih drugih po-
drocˇjih poleg sintezne biologije [7]. Zato so metode implementirane v okviru
diplomske naloge potencialno uporabne na razlicˇnih problemskih domenah,
ki se ukvarjajo z ocenjevanjem volumna visokodimenzionalih prostorov.
1.1 Cilji
V diplomskem delu zˇelimo implementirati ucˇinkovito metodo za nakljucˇno
enakomerno vzorcˇenje znotraj hiperelipsoidov. Ta metoda je kljucˇna za smi-
selnost uporabe hiperelipsoidov za resˇevanje nasˇega problema, saj se pri
ocenjevanju ucˇinkovitosti metode Monte Carlo predpostavlja enakomerno
vzorcˇenje.
Implementirati zˇelimo tudi cˇasovno ucˇinkovite metode za iskanje para-
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metrov hiperelipsoida z minimalnim volumnom, pri katerem sˇe vsebuje vse
dane tocˇke v prostoru.
Uporabnost implementiranih metod zˇelimo demonstrirati na primeru oce-
njevanja robustnosti predlaganega modela biolosˇkega procesorja. Rezultate
teh metod zˇelimo nato primerjati z rezultati metod zˇe uporabljenih v prete-
klosti [6].
1.2 Pregled naloge
V 2. poglavju predstavimo predlagani matematicˇni model biolosˇkega pro-
cesorja na podlagi [6]. S tem pridobimo boljˇse razumevanje posameznih
parametrov, ki predstavljajo posamezne dimenzije preiskovalnega visokodi-
menzionalnega prostora. V 3. poglavju predstavimo problem merjenja volu-
mna telesa v visokodimenzionalnem prostoru. Razlozˇimo, zakaj se je kljub
preprostosti na tem podrocˇju uveljavila metoda Monte Carlo. Opiˇsemo pred-
nosti ter slabosti te metode, ki vodijo do potrebe po cˇim bolje reduciranemu
prostoru vzorcˇenja. S tem namenom opiˇsemo genetski algoritem ter me-
todo glavnih komponent kot dve metodi za ucˇinkovito iskanje minimalnega
omejujocˇega prostora v visokih dimenzijah. V 4. poglavju uvedemo hipe-
relipsoide kot mozˇno alternativo hiperkvadrom pri izbiri oblike omejujocˇega
telesa. Implementiramo metodo za nakljucˇno enakomerno vzorcˇenje znotraj
hiperelipsoida ter dve metodi za prileganje omejujocˇega hiperelipsoida danim
tocˇkam. V 5. poglavju opiˇsemo pridobljene rezultate, na podlagi katerih oce-
nimo ucˇinkovitost omenjenih metod. V 6. poglavju povzamemo rezultate ter
ocenimo uspesˇnost pri doseganju zastavljenih ciljev.
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Poglavje 2
Predlagani model biolosˇkega
procesorja
V tem poglavju predstavimo model biolosˇkega procesorja opisanega v [6].
Vsi podatki, enacˇbe ter razlage znotraj tega poglavja temeljijo na tem delu.
Predlagani biolosˇki procesor ima navodila za nacˇin izvrsˇitve posamezne
operacije zapisano v DNA. Njegovi glavni gradniki so programski sˇtevec,
ukazni pomnilnik ter biolosˇki oscilator (glej sliko 2.1).
2.1 Programski sˇtevec
Za pravilno izvedbo operacij, ki sestavljajo nastavljiv biolosˇki program, je
odgovoren programski sˇtevec (angl. program counter, PC), ki je implementi-
ran kot sinhron biolosˇki sˇtevec. Ta sˇtevec je sestavljen iz biolosˇkih pomnilnih
celic tipa D, ki se prozˇijo ob pozitivni fronti urinega signala [6]. Zaradi
enostavnejˇse implementacije tvorijo te pomnilne celice tako imenovan John-
sonov sˇtevec, ki je sposoben sinhrono sˇteti do 2n stanj, pri cˇemer je n sˇtevilo
pomnilnih celic, ki sestavljajo Johnsonov sˇtevec (glej sliko 2.2).
V okviru diplomske naloge specificˇno primerjamo modele procesorjev, ki
vsebujejo Johnsonove sˇtevce z 1, 2, 3 ter 4 pomnilnimi celicami tipa D, pri
cˇemer je vsaka pomnilna celica implementirana v biolosˇkem sistemu z bio-
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Pomnilna celica pa D
Ukazni pomnilnikProgramski števec (pomnilne celice pa D)
NASLOVNI
DEKODER
operacija
opP
Biološki oscilator
a b c
Slika 2.1: Shema predlaganega biolosˇkega procesorja.
...
CLK
D D D
d1 q1
q1c
d2 dnq2
q2c
qn
qnc
Slika 2.2: Splosˇna shema Johnsonovega programskega sˇtevca.
kemijskimi reakcijami, ki dolocˇajo delovanje vpeljanega sinteticˇnega gensko
regulatornega omrezˇja.
Za sinhronizacijo pomnilnih celic potrebujemo signal biolosˇke ure. Ve-
liko dela je bilo opravljenega na podrocˇju biolosˇkih sistemov z robustnim
in regularnim nihanjem [8]. Zaradi enostavnosti v modelu predpostavljamo
prisotnost sinhronizacijskega signala s koncentracijo, ki sledi enacˇbi 2.1:
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CLK (t) = A ·
(︃
sin
(︃
2π · t
τ
)︃
+ 1
)︃
, (2.1)
kjer je t opazovan simulacijski cˇas, τ pa perioda oscilacij signala. Delovanje
posamezne pomnilne celice lahko opiˇsemo s sistemom navadnih diferencial-
nih enacˇb (angl. ordinary differential equations, ODE). Vsaka diferencialna
enacˇba opisuje hitrost spreminjanja koncentracije enega izmed proteinov, ki
sodeluje pri delovanju sˇtevca (glej enacˇbe 2.2 – 2.5).
da
dt
= α1
(︂
d
Kd
)︂n
1 +
(︂
d
Kd
)︂n
+
(︂
CLK
Kd
)︂n
+
(︂
d
Kd
)︂n (︂
CLK
Kd
)︂n + α2 1
1 +
(︂
ac
Kd
)︂n − δ1a,
(2.2)
dac
dt
= α1
1
1 +
(︂
d
Kd
)︂n
+
(︂
CLK
Kd
)︂n
+
(︂
d
Kd
)︂n (︂
CLK
Kd
)︂n + α2 1
1 +
(︂
a
Kd
)︂n − δ1ac,
(2.3)
dq
dt
= α3
(︂
a
Kd
)︂n (︂
CLK
Kd
)︂n
1 +
(︂
a
Kd
)︂n
+
(︂
CLK
Kd
)︂n
+
(︂
a
Kd
)︂n (︂
CLK
Kd
)︂n + α4 1
1 +
(︂
qc
Kd
)︂n − δ2q,
(2.4)
dqc
dt
= α3
(︂
ac
Kd
)︂n (︂
CLK
Kd
)︂n
1 +
(︂
ac
Kd
)︂n
+
(︂
CLK
Kd
)︂n
+
(︂
ac
Kd
)︂n (︂
CLK
Kd
)︂n + α4 1
1 +
(︂
q
Kd
)︂n − δ2qc.
(2.5)
Pri tem je d podatkovni vhod, CLK pa urin signal, ki sinhrono oscilira
v skladu z enacˇbo 2.1. Parametri α1, α2, α3 ter α4 predstavljajo hitrosti
izrazˇanja proteinov s koncentracijami a, ac, q ter qc. Kd je disociacijska
konstanta, n je Hillov koeficient, δ1 ter δ2 pa sta hitrosti razgradnje proteinov.
Po zacˇetku simulacije je torej obnasˇanje Johnsonovega sˇtevca odvisno od 8
zunanjih neodvisnih nastavljivih parametrov α1, α2, α3, α4, δ1, δ2, Kd ter n.
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2.2 Naslavljanje ukazov
Predstavljeni programski sˇtevec lahko uporabimo za naslavljanje ukazov v
ukaznem pomnilniku. To je v primeru Johnsonovega sˇtevca dosezˇeno rela-
tivno enostavno. Naslavljanje posameznega naslova zahteva implementacijo
enih dvovhodnih AND vrat. Primer naslavljanja pri 3-bitnem sˇtevcu je pri-
kazan na tabeli 2.1.
Tabela 2.1: Dekodirna tabela za 3-bitni Johnsonov sˇtevec.
q1 q2 q3 Dekodirna funkcija Operacija
0 0 0 q1 AND q3 I1
1 0 0 q1 AND q2 I2
1 1 0 q2 AND q3 I3
1 1 1 q1 AND q3 I4
0 1 1 q1 AND q2 I5
0 0 1 q2 AND q3 I6
Biolosˇka AND vrata lahko implementiramo z gensko-regulatornim omrezˇjem,
katerega dinamiko opisuje enacˇba 2.6. Dekodirno funkcijo za operacijo Ii
lahko torej opiˇsemo po sledecˇi formuli:
dIi
dt
= αI
(︂
s1
KdI
)︂nI (︂
s2
KdI
)︂nI
1 +
(︂
s1
KdI
)︂nI
+
(︂
s2
KdI
)︂nI
+
(︂
s1
KdI
)︂nI (︂
s2
KdI
)︂nI − δI · Ii, (2.6)
kjer predstavlja parameter αI hitrost izrazˇanja operacije Ii, parameter δI pa
predstavlja njeno hitrost razgradnje. Simbola s1 ter s2 predstavljata vhoda
v dekodirno funkcijo za operacijo Ii, KdI je disociacijska konstanta, nI pa je
Hillova konstanta. Pri ocenjevanju robustnosti procesorja simuliramo delo-
vanje biolosˇkega procesorja pri razlicˇnih vrednostih parametrov αI , δI , KdI
ter nI .
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2.3 Ocenjevanje robustnosti
Delovanje modela biolosˇkega procesorja lahko simuliramo pri osmih razlicˇnih
neodvisnih parametrih, ki vplivajo na delovanje programskega sˇtevca, ter
sˇtirih razlicˇnih neodvisnih parametrih, ki vplivajo na ucˇinkovitost dekodira-
nja operacij. Pri nekaterih vrednostih teh 12 parametrov biolosˇki procesor
deluje dopustno, pri drugih pa ne. Za natancˇen kriterij dopustnosti zazˇenemo
simulacijo procesorja, pridobljen potek koncentracij pa primerjamo z vnaprej
dolocˇenim idealnim potekom po sledecˇi optimizacijski funkciji:
E (θ) =
1
4N
2N∑︂
i=1
e (Ii, θ) +
1
2N
N∑︂
j=1
e (Qj, θ), (2.7)
kjer θ predstavlja analizirano mnozˇico vrednosti parametrov, N pa predsta-
vlja sˇtevilo pomnilnih celic v Johnsonovem sˇtevcu. V prvem delu enacˇbe
simbol Ii predstavlja idealen potek i-te operacije skozi cˇas, Qj pa predsta-
vlja idealen potek delovanja j-te pomnilne celice tipa D v sˇtevcu procesorja.
Funkcija e (), ki dolocˇa mero razlike med dvema potekoma, je podana v
enacˇbi 2.8:
e (X, θ) =
1
|T0|
∑︂
t∈TO
|x (t)− y (t, θ) |+ 1|T1|
∑︂
t∈T1
|x (t)− y (t, θ) |. (2.8)
V zgornji enacˇbi predstavlja X idealen potek signala med delovanjem ideal-
nega procesorja, medtem pa y (t, θ) predstavlja dejanski potek signala med
simuliranim delovanjem nasˇega modela pri naboru parametrov θ. Ker nas
najbolj zanima obnasˇanje nasˇega procesorja ob cˇasih, ko je idealen signal
blizu zgornjega ali spodnjega ekstrema, opazujemo razliko med signaloma
le ob cˇasih, ki pripadajo disjunktnima mnozˇicama T0 ali T1. V mnozˇico T0
spadajo tisti cˇasi t, za katere velja x (t) ≤ 0.1 · max (X). V mnozˇico T1 pa
spadajo tisti cˇasi t, za katere velja x (t) ≥ 0.9 ·max (X).
Zdaj, ko imamo definirano optimizacijsko funkcijo, definiramo mejo, pod
katero so rezultati simulacij procesorja pri naboru parametrov θ dopustni.
Za 1-bitni procesor mora veljati E (θ) ≤ 30, za vecˇ-bitne procesorje so meje
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zaradi vecˇje nestabilnosti ustrezno zmanjˇsane na 20, 18 ter 17 za 2-bitni,
3-bitni ter 4-bitni procesor. Te vrednosti so bile dolocˇene glede na empiricˇne
rezultate simulacij, iz katerih je bilo razvidno, da hitrejˇsi optimalni prehodi
med stanji pri vecˇ-bitnih procesorjih znizˇujejo delezˇ izracˇunanih dopustnih
tocˇk. Z ustrezno nastavitvijo omenjenih mej smo obsˇli ta problem.
Dopustne tocˇke znotraj prostora θdop so natancˇno definirane ter tvorijo
v prostoru vseh mozˇnih vrednosti θ ∈ Θ neko telo oziroma telesa v 12-
dimenzionalnem prostoru. Glede na nasˇe biolosˇko znanje lahko tudi dolocˇimo
minimalne ter maksimalne mozˇne vrednosti parametrov. V nasˇem specificˇnem
primeru smo mozˇne razpone vrste parametrov definirali sledecˇe:
Tabela 2.2: Razponi dovoljenih vrednosti glede na vrsto parametra [6].
Ime parametra Minimum Maksimum
Hitrost izrazˇanja proteina α 0.1 50
Hitrost razgradnje proteina δ 0.001 50
Disociacijska konstanta Kd 0.01 250
Hillova konstanta n 1 5
Definirali smo prostor, v katerem bomo iskali mnozˇico dopustnih vre-
dnosti parametrov. Volumen tega prostora bo kljucˇen pri oceni robustnosti
danega modela procesorja. V primeru, da na podlagi volumna med seboj pri-
merjamo robustnosti dveh procesorjev pri razlicˇnih velikostih prostora para-
metrov Θp, preprosto ocenimo robustnost glede na delezˇ dopustnega prostora
(glej enacˇbo 2.9) [3].
Vol ′(V ) =
Vol(V )
Vol(Θp)
. (2.9)
Za boljˇso oceno volumna potrebujemo veliko kolicˇino ponovitev simulacij
delovanja procesorja pri razlicˇnih naborih parametrov θ. Pri tem se soocˇimo
s problemom racˇunske kompleksnosti izvajanja simulacij. Potrebujemo ne-
zanemarljivo kolicˇino cˇasa, da opravimo simulacijo procesorja ter generiramo
odgovor na vprasˇanje, ali je nek nabor θ dopusten.
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V tem kontekstu bomo indikatorsko funkcijo, ki izvede simulacijo pro-
cesorja ter nam vrne dopustnost nabora, poimenovali ’orakelj’. Na podlagi
omejenega sˇtevila njegovih rezultatov ocenjujemo volumen nasˇega telesa. Na
tem podrocˇju je kljucˇen razvoj algoritmov, ki inteligentno izbirajo nabore θ,
za katere bodo klicali orakelj. Kljucˇen je tudi razvoj algoritmov, ki na pod-
lagi zˇe preverjenih naborov cˇim bolj natancˇno ocenijo volumen dopustnega
telesa.
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Poglavje 3
Volumen v
visokodimenzionalnem prostoru
Volumen telesa v visokodimenzionalnem prostoru je cˇasovno zahtevno na-
tancˇno oceniti, sˇe posebej, cˇe je zazˇelena minimizacija potrebnega sˇtevila
klicev oraklja. Ti klici obicˇajno vzamejo veliko vecˇ cˇasa, kot ga potrebujemo
za racˇunanje volumna, cˇe bi vse potrebne rezultate oraklja zˇe imeli. Zaradi
tega razloga se na tem podrocˇju pogosto meri cˇasovno zahtevnost algoritma
z merjenjem sˇtevila klicev oraklja, seveda ob predpostavki, da je cˇasovna
zahtevnost klica konsistentna. Cˇe uporabimo deterministicˇen algoritem za
aproksimacijo volumna, potrebujemo eksponentno sˇtevilo klicev [9]. Zato so
se na podrocˇju uveljavili nakljucˇni algoritmi [7].
Na zahtevnost problema mocˇno vpliva tudi konveksnost prostora. Za
ocenjevanje volumna konveksnih teles v d-dimenzionalnem Evklidskem pro-
storu so bili razviti nakljucˇni algoritmi s polinomsko cˇasovno zahtevnostjo
[10]. A pri ocenjevanju robustnosti opisanega modela biolosˇkega procesorja
pricˇakujemo konkavno telo glede na to, kje parametri nastopajo v diferenci-
alnih enacˇbah, ki opisujejo nasˇ model. Zato iˇscˇemo metode, ki bodo delovale
ucˇinkovito tudi pri racˇunanju volumna konkavnih teles.
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3.1 Integracija Monte Carlo
Ena izmed metod za merjenje volumna telesa katerekoli oblike je metoda
Monte Carlo. V okviru te metode najprej dolocˇimo natancˇne meje prostora
B, znotraj katerega se nahaja telo, katerega volumen bi zˇelel izmeriti. Za-
tem nakljucˇno vzorcˇimo tocˇke znotraj telesa B ter za vsako vzorcˇeno tocˇko
klicˇemo orakelj, da izvemo, ali tocˇka pripada merjenemu telesu. Postopek
vzorcˇenja ponavljamo, dokler nimamo dovolj natancˇno izmerjenega delezˇa
dopustnih vzorcˇenih tocˇk. Ta delezˇ µˆ = |ν|/|S| nato mnozˇimo z volumnom
V ol (B), da pridobimo oceno volumna telesa iz dopustnih tocˇk:
Vol(V ) ≈ |ν||S| · Vol(B) = µˆ · Vol(B). (3.1)
Ta postopek obicˇajno deluje spodobno za oceno plosˇcˇine v 2-dimenzionalnem
prostoru ali pa volumna v 3-dimenzionalnem prostoru, cˇe telo predstavlja do-
volj velik delezˇ prostora. Pri iskanju teles v visokodimenzionalnih prostorih
pa postane ta postopek pogosto neucˇinkovit zaradi prekletstva dimenzional-
nosti. Pri velikem sˇtevilu dimenzij je namrecˇ verjetnost, da slucˇajno vzorcˇimo
tocˇko, ki pripada iskanemu telesu, pogosto zelo majhna. Ta verjetnost pra-
viloma eksponentno pada z vecˇanjem sˇtevila dimenzij.
Posledicˇno moramo opraviti veliko klicev oraklja, da bo interval zaupa-
nja dovolj ozek. Za boljˇse razumevanje, koliko klicev oraklja potrebujemo,
definiramo posamezen sˇe neodgovorjen klic oraklja kot Bernulijevo nakljucˇno
spremenljivko:
T =
⎧⎨⎩1, cˇe je nabor parametrov θ dopusten;0, drugacˇe. . (3.2)
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Zˇelimo oceniti delezˇ dopustnih tocˇk znotraj omejujocˇega telesa µˆ, pri
cˇemer velja za dejanski nepoznan delezˇ µ: P (T = 1) = µ. Bernulijeva na-
kljucˇna spremenljivka ima varianco V ar(T ) = µ (1− µ). Varianca za oceno
µˆ ob |S|-kratni ponovitvi poskusa je V ar(Tn) = µˆ(1−µˆ)|S| . Zapiˇsimo formulo za
interval zaupanja 1−α po |S|-klicih oraklja, pri cˇemer je α stopnja tveganja:
µˆ± δ = µˆ± zα/2
√︁
Var (X) = µˆ± Φ−1
(︂
1− α
2
)︂
·
√︁
µˆ (1− µˆ)√︁|S| . (3.3)
Na prvi pogled se zdi, da pri manjˇsih vrednostih µˆ ne bo potrebnih veliko
vzorcˇenj za zadostno nizko varianco, saj velja:
lim
|S|→∞
√︄
µˆ (1− µˆ)
|S| = 0. (3.4)
A pri manjˇsih vrednostih µˆ moramo ustrezno tudi zmanjˇsati sˇirino intervala
zaupanja 1− α. Recimo, da bi radi klicali orakelj tolikokrat, da bo polovica
sˇirine intervala zaupanja enaka k · µˆ za k ≤ 1. Izracˇunajmo potrebno sˇtevilo
vzorcˇenj |S|, da bo polovica intervala zaupanja 1− α nizˇja od k · µˆ:
P
(︂⃓⃓⃓
|ν|
|S| − Vol(V )Vol(B)
⃓⃓⃓
≤ δ
)︂
≥ 1− α
P (|µˆ− µ| ≤ k · µˆ) ≥ 1− α
P
(︃
|Z| ≤ k·µˆ√
Var(Tn)
)︃
≥ 1− α
P
(︃
|Z| ≤ k·µˆ·
√
|S|√
µˆ(1−µˆ)
)︃
≥ 1− α
2P
(︃
Z ≤ k·µˆ·
√
|S|√
µˆ(1−µˆ)
)︃
− 1 ≥ 1− α
P
(︃
Z ≤ k·µˆ·
√
|S|√
µˆ(1−µˆ)
)︃
≥ 1− α
2
k·µˆ·
√
|S|√
µˆ(1−µˆ) ≥ Φ
−1 (︁1− α
2
)︁
√︁|S| ≥ Φ−1 (︁1− α
2
)︁ · √µˆ(1−µˆ)
k·µˆ
|S| ≥
(︃
Φ−1
(︁
1− α
2
)︁ · √µˆ(1−µˆ)
k·µˆ
)︃2
.
(3.5)
Kot primer izracˇunajmo, koliko vzorcˇenj |S| potrebujemo, da ocenimo
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delezˇ µˆ = 10−4 tako natancˇno, da bo 95%-interval zaupanja ekvivalenten
µˆ± 0.5 · µˆ. Primer je na sliki 3.1 oznacˇen s cˇrno piko:
|S| ≥
(︄
Φ−1
(︃
1 + 0.95
2
)︃
·
√︁
10−4 (1− 10−4)
0.5 · 10−4
)︄2
≈ 153643 ≈ 1.5 · 105. (3.6)
Za bolj intuitivno razumevanje nariˇsimo graf, ki prikazuje odvisnost sˇtevila
potrebnih vzorcˇenj |S| v odvisnosti od ocenjevanega delezˇa µˆ. Stopnja zau-
panja 1− α je 95%:
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j |
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δ=0č5 ⋅ ̂μ
δ=0č2 ⋅ ̂μ
Slika 3.1: Odvisnost sˇtevila potrebnih vzorcˇenj od ocenjevanega delezˇa µˆ.
Slika 3.1 prikazuje povecˇevanje sˇtevila potrebnih vzorcˇenj. Kljucˇna infor-
macija, ki je razvidna iz zgornjega grafa, je pomembnost cˇim vecˇjega ocenje-
vanega delezˇa µ ter pomembnost dolocˇene sˇirine 2δ intervala zaupanja 1−α.
Posledicˇno se splacˇa vlozˇiti veliko truda v metode, ki cˇim bolj reducirajo
prostor vzorcˇenja sˇe pred samim vzorcˇenjem.
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3.2 Glokalne metode
V prejˇsnjem razdelku smo pokazali, da globalne metode za ocenjevanje vo-
lumna, kot so metode Monte Carlo, same po sebi niso ucˇinkovite zaradi pro-
blema dimenzionalnosti, ki vodi do merjenja majhnih delezˇev s prevelikim
sˇtevilom zahtevanih vzorcˇenj. Po drugi strani lokalne metode, kot so metode,
ki uporabljajo gradient, v visokodimenzionalnih prostorih prav tako odpo-
vejo. Za pravilen izracˇun numericˇnega gradienta bi namrecˇ v neki dani tocˇki
potrebovali 1 + d klicev oraklja za vsak korak, kar je prevecˇ potratno. Poleg
tega ima optimizacijska funkcija lokalne ekstreme, kar pomeni, da moramo
uporabiti metode odporne proti konvergenci v lokalne optimume.
Boljˇse rezultate lahko pridobimo z uporabo hibridnih, tj. ’glokalnih’ me-
tod, ki zdruzˇujejo prednosti globalnih in lokalnih metod. Te metode nam
omogocˇajo mnozˇico vseh dopustnih tocˇk omejiti z vecˇ-dimenzionalnim ome-
jujocˇim telesom. To telo mora imeti tocˇno izracˇunljiv volumen ter obliko,
v kateri znamo generirati nakljucˇne enakomerno razporejene tocˇke. Za na-
men korektnega prileganja tega telesa mnozˇici dopustnih tocˇk je predhodno
potrebno cˇim bolj ucˇinkovito klicanje oraklja s poizvedbami, ki nam dajo
najvecˇ informacij o omejujocˇem telesu [11].
3.3 Genetski algoritmi
Zacˇnimo z metodami, ki bodo na zacˇetku nasˇle cˇim bolj optimalne tocˇke. Te
tocˇke so namrecˇ nabori parametrov, pri katerih nasˇ model biolosˇkega pro-
cesorja deluje najbolje glede na predhodno dolocˇeno optimizacijsko funkcijo.
Glede na to, da ima prostor lahko vecˇ lokalnih optimumov, je najbolje na
tem mestu uporabiti hevristicˇne optimizacijske metode, kot so npr. genetski
algoritmi [4, 12].
Pri genetskih algoritmih se v vsaki generaciji generirajo novi osebki, ka-
terih parametri so dolocˇeni glede na krizˇanje med boljˇsimi osebki prejˇsnje
generacije ter na podlagi nakljucˇnih mutacij. Krizˇanje med uspesˇnejˇsimi
osebki predstavlja ucˇenje od uspesˇnih osebkov prejˇsnje generacije, medtem
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ko nakljucˇno mutiranje skrbi za doseganje novih delov prostora parametrov
ter efektivno prispeva k temu, da genetski algoritem ne konvergira v globalno
gledano neoptimalen lokalni optimum [13].
V primeru dolocˇanja robustnosti omenjenega biolosˇkega procesorja algo-
ritem terminiramo po 10 generacijah, pri cˇemer je populacija sestavljena iz
10.000 osebkov oziroma kandidatov. Vsak kandidat je predstavljen z nabo-
rom 12 parametrov θ. Mutacija kandidata je implementirana tako, da se vsak
izmed 12 parametrov kandidata θ zmnozˇi z nakljucˇnim sˇtevilom med 0.8 ter
1.2 z verjetnostjo 75%. Ta visoka stopnja mutacije spodbuja raziskovanje
novih delov prostora parametrov. Osebki naslednje generacije se dolocˇajo na
podlagi njihovega fitnesa, pri cˇemer so implementirani turnirji velikosti dese-
tine populacije [3]. Polovica osebkov je sodelovala pri dvotocˇkovnem krizˇanju
(glej sliko 3.2).
Slika 3.2: Shema poteka dvotocˇkovnega krizˇanja.
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3.4 Metoda glavnih komponent
Po desetih generacijah genetskega algoritma (GA) so bili shranjeni vsi do-
pustni kandidati oziroma tocˇke iz vseh 10 generacij GA. Ti kandidati so bili
generirani z genetskim algoritmom, ki je iskal optimume, ne pa robove dopu-
stnega telesa. Posledicˇno je potrebno v nadaljnjih korakih cˇim bolj ucˇinkovito
odkriti meje dopustnega telesa, ki jih ocenimo z nakljucˇnim vzorcˇenjem okoli
regij dopustnih tocˇk, pridobljenih z genetskim algoritmom.
V nekaterih smereh, v katerih so dopustne tocˇke bolj razsˇirjene, je zelo
verjetno potrebno vecˇ vzorcˇenja kot v drugih smereh. Smeri, v katerih je
smiselno pogostejˇse vzorcˇenje, lahko iterativno pridobimo z metodo glavnih
komponent (angl. principal component method, PCA) [11] (glej sliko 3.3, ki
prikazuje idealiziran primer).
Slika 3.3: Idealiziran primer iterativnega vzorcˇenja s pomocˇjo PCA [11].
Nabori parametrov θ ∈ Θ morajo biti pred vsako iteracijo PCA centrirani
Θcentered = Θ−Θ. PCA deluje najbolje, cˇe so nabori Θ med seboj normalno
porazdeljeni, kar tik pred prvo iteracijo zaradi lastnosti genetskega algoritma
skoraj gotovo ne drzˇi, v kasnejˇsih iteracijah pa je porazdelitev odvisna od
oblike telesa.
PCA deluje tako, da po vrsti poiˇscˇe enotske medsebojno pravokotne vek-
torje u1, u2, . . . , ud v smeri novih osi, vzdolzˇ katerih je varianca podatkov
najvecˇja. Prvi vektor u1 je torej enotski vektor, ki kazˇe v smer, ki maksimi-
zira varianco tocˇk, preslikanih na to os. Preslikava ai dane centrirane tocˇke
θi − Θ na os, ki jo dolocˇa vektor u, je po formuli za pravokotne preslikave
20 Jurij Nastran
sledecˇa:
ai = u
T
(︁
θi −Θ
)︁
. (3.7)
Isˇcˇemo taksˇen enotski vektor u, da bo varianca Var (a) vseh preslikanih tocˇk
maksimizirana:
Var (a) =
1
N
N∑︂
i=1
a2 =
=
1
N
N∑︂
i=1
uT1
(︁
θi −Θ
)︁ (︁
uT
(︁
θi −Θ
)︁)︁T
=
= uT
(︄
1
N
N∑︂
i=1
(︁
θi −Θ
)︁ (︁
θi −Θ
)︁T)︄
u =
= uTΣu.
(3.8)
Ugotovimo, da je varianca projekcij povezana s kovariancˇno matriko zacˇetnih
tocˇk pred preslikavo. Ker zˇelimo najti enotske vektorje u, mora veljati ∥u∥ =
1. Zˇelimo torej maksimizirati funkcijo uTΣu pri pogoju uTu − 1 = 0, kar
storimo z Lagrangeovo funkcijo:
L (u) = uTΣu− λ (︁uTu− 1)︁
∂L (u)
∂u
= 0
∂
(︁
uTΣu
)︁
∂u
− λ∂
(︁
uTu− 1)︁
∂u
= 0
Σu− λu = 0
Σu = λu.
(3.9)
Rezultat Σu = λu nam pove, da bodo resˇitve u lastni vektorji kovariancˇne
matrike Σ. Ker je kovariancˇna matrika Σ po definiciji simetricˇna, vemo tudi,
da so ti lastni vektorji u realni ter med seboj pravokotni, vse lastne vrednosti
λ pa so realna sˇtevila. Varianca je najvecˇja vzdolzˇ tistih osi, ki jih dolocˇajo
lastni vektorji z najvecˇjimi lastnimi vrednostmi.
Var (a) = uTΣu = uTλu = uTuλ = λ. (3.10)
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Metoda PCA nam po opisanem principu na podlagi dopustnih tocˇk izracˇuna
d lastnih vrednosti ter d enotskih lastnih vektorjev, ki jih zlozˇimo v matriko
U . Ta matrika je ortogonalna, saj je sestavljena iz pravokotnih enotskih
vektorjev, ki narekujejo smeri osi novega koordinatnega sistema. V nov ko-
ordinatni sistem lahko preslikamo dopustne tocˇke θi po sledecˇi formuli:
Yi = U
T
(︁
θi −Θ
)︁
. (3.11)
Za ortogonalno matriko U velja UT = U−1. Preslikane tocˇke yi lahko zato
enostavno preslikamo tudi nazaj v prvotni koordinatni sistem:
θi = Uyi +Θ. (3.12)
Metodo PCA uporabimo za oceno velikosti iskanega telesa vzdolzˇ posamezne
osi [11]. Za bolj ucˇinkovito vzorcˇenje v vsaki izmed desetih iteraciji imple-
mentiramo Gaussovo vzorcˇenje vzdolzˇ osi novega koordinatnega sistema:
S(i) =
{︁
E[ν(i−1)] + λ(i−1)ξj|j = 1, ..., N
}︁
, (3.13)
kjer je S(i) mnozˇica kandidatov za dopustne tocˇke v i-ti iteraciji. E[ν(i−1)]
predstavlja povprecˇje vseh dopustnih tocˇk prejˇsnje iteracije, λ(i−1) je koe-
ficient, ki od prve do zadnje iteracije linearno pada od 4 do 2, ξj je j-ta
nakljucˇna tocˇka, generirana na podlagi d-dimenzionalne normalne porazdeli-
tve kot opisano v [11].
Po zadnji, tj. deseti iteraciji je koordinatni sistem bolje centriran ter
orientiran tako, da je smiselna tvorba omejujocˇega hiperkvadra, ki vzdolzˇ
vsake osi zajema tudi maksimalno oddaljene tocˇke glede na smer osi. Taksˇen
hiperkvader vsebuje vse do zdaj najdene dopustne tocˇke. A ob vzorcˇenju
Monte Carlo ugotovimo, da je delezˇ dopustnih tocˇk znotraj hiperkvadra sˇe
vedno ovirajocˇe majhen [6]. Zato se na tej tocˇki posvetimo vprasˇanju, katere
oblike omejujocˇega telesa so optimalne za ta problem.
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Poglavje 4
Hiperelipsoidi
Po zadnji iteraciji PCA se je v prejˇsnjih delih vse dopustne tocˇke obdalo
s hiperkvadrom [3, 11]. Hiperkvader je namrecˇ eno izmed redkih teles, za
katero znamo v d dimenzijah enostavno izracˇunati volumen, poleg tega pa
znamo znotraj hiperkvadra preprosto enakomerno vzorcˇiti tocˇke. V primeru,
da hiperkvader ni v sredini koordinatnega sistema, lahko vse tocˇke presli-
kamo v poravnan koordinatni sistem. To storimo tako, da normirane smerne
vektorje stranic zlozˇimo v ortogonalno matriko U , nato pa vse tocˇke, ki jih
pred tem sˇe centriramo, zarotiramo z matriko UT v nov poravnan koordian-
tni sistem po postopku, ki je identicˇnem tistemu iz Poglavja 3 (glej enacˇbi
3.11 in 3.12).
A hiperkvadri niso edina telesa, za katere znamo to izracˇunati pri poljub-
nem sˇtevilu dimenzij. Primer taksˇnih teles so tudi d-dimenzionalne hiper-
krogle ter hiperelipsoidi.
4.1 Definicija hiperelipsoida
Cˇeprav formalno hiperelipsoid striktno pomeni vrsto ovojnice, bomo s to be-
sedo v okviru diplomske naloge oznacˇevali polnjeno telo v d-dimenzionalnem
prostoru, ki ga sestavljajo tocˇke, za katere velja sledecˇa formula:
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d∑︂
i=1
x2i
r2i
=
x21
r21
+
x22
r22
+ · · ·+ x
2
d
r2d
≤ 1. (4.1)
Zgornja formula nam poda jasen kriterij, kdaj tocˇka x = [x1, x2, . . . , xn]
T
pripada hiperelipsoidu z radiji r1, r2, . . . , rn, ki je centriran ter ima osi po-
ravnane z osmi koordinatnega sistema. Splosˇnejˇsa formula za hiperelipsoid
zajema tudi poljubno zarotirane necentrirane hiperelipsoide. Znotraj takega
hiperelipsoida so vse tocˇke s sledecˇo lastnostjo:
{Ax+ b : x ∈ S1 (0)}, (4.2)
kjer je A matrika z dimenzijami d x d, b pa je d-dimenzionalen vektor, ki
oznacˇuje center hiperelipsoida. S1 (0) je d-dimenzionalna enotska krogla ozi-
roma hiperkrogla, za katero velja:
S1 (0) = {x ∈ Rd : ∥x∥ = xTx ≤ 1}. (4.3)
Cˇe uvedemo novo spremenljivko z = Ax+ b, lahko zapiˇsemo centralno obliko
enacˇbe hiperelipsoida:
{z ∈ Rd : (z − b)T C (z − b) ≤ 1}, (4.4)
kjer je C =
(︁
AAT
)︁−1
simetricˇna ter pozitivno definitna matrika, ki dolocˇa
rotacijo ter radije danega hiperelipsoida. Radije pridobimo tako, da najprej
izracˇunamo matriko C [14]:
C =
C
1− bTCb. (4.5)
Radije ri hiperelipsoida izracˇunamo po sledecˇi formuli:
ri =
1√
ci
, (4.6)
kjer je ci i-ti lastni vektor matrike C [14]. Na podlagi izracˇunanih radijev
lahko izracˇunamo volumen hiperelipsoida.
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4.2 Volumen hiperelipsoida
Volumen hiperelipsoida z radiji r1 . . . rd je izpeljan v [15]:
Vd =
2
d
πd/2
Γ (d/2)
d∏︂
i=1
ri. (4.7)
Pri ekvivalentnih vrednostih radijev dobimo volumen d-dimenzionalne hiper-
krogle z radijem r:
Vd =
2
d
πd/2
Γ (d/2)
rd. (4.8)
Primerjajmo volumen enotske hiperkocke z volumnom hiperkrogle v naj-
boljˇsem in najslabsˇem primeru razporeditve tocˇk. V najboljˇsem primeru je
hiperkrogla vcˇrtana hiperkocki. Takrat je radij hiperkrogle enak polovici
dolzˇine stranice hiperkocke:
Vhiperkrogla
Vhiperkvader
=
2
d
πd/2
Γ(d/2)
rd
(2r)d
=
2
d
πd/2
Γ (d/2) · 2d . (4.9)
V najslabsˇem primeru je hiperkocka vcˇrtana hiperkrogli. Takrat je radij
hiperkrogle enak
√
d · r2 = r · √d, torej je razmerje med volumnoma sledecˇe:
Vhiperkrogla
Vhiperkvader
=
2
d
πd/2
Γ(d/2)
(︂
r
√
d
)︂d
(2r)d
=
2
d
πd/2
Γ (d/2) · 2d · d
d
2 . (4.10)
Pri obeh enacˇbah je razvidna pomembnost dimenzionalnosti prostora na raz-
merje, kar velja tudi za primerjanje hiperkvadrov ter hiperelipsoidov. Cˇe so
dopustne tocˇke v nasˇem primeru centralizirane, bo volumen omejujocˇega hi-
perelipsoida konkretno manjˇsi od volumna omejujocˇega hiperkvadra. Cˇe pa
se nekatere dopustne tocˇke nahajajo blizu mnogih kotov hiperkvadra, bo vo-
lumen omejujocˇega hiperelipsoida veliko vecˇji. Na sliki 4.1 je prikazana vari-
abilnost volumnov mozˇnih omejujocˇih hiperelipsoidov v odvisnosti od sˇtevila
dimenzij d. Opazimo lahko, da je pri vecˇjih dimenzijah variabilnost obcˇutno
vecˇja. V 12-dimenzionalnem prostoru so volumni teoreticˇno najslabsˇih elip-
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soidov za vecˇ kot 106-krat vecˇji v primerjavi z volumni teoreticˇno najboljˇsih
mozˇnih hiperelipsoidov.
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Slika 4.1: Odvisnost volumnov hiperelipsoidov od sˇtevila dimenzij d.
4.3 Vzorcˇenje znotraj hiperelipsoida
Metoda Monte Carlo zahteva enakomerno vzorcˇenje znotraj izbranega ome-
jujocˇega telesa. Obstajajo enostavne metode za enakomerno vzorcˇenje zno-
traj d-dimenzionalne hiperkrogle. Tocˇke, generirane nakljucˇno enakomerno
znotraj hiperkrogle, ohranijo enakomerno porazdeljenost tudi po raztegova-
nju vzdolzˇ ustreznih osi v hiperelipsoid [16]. Zato bomo implementirali algori-
tem, ki najprej nakljucˇno enakomerno generira tocˇke znotraj d-dimenzionalne
hiperkrogle, nato pa tocˇke raztegne v skladu s specificiranimi radiji ri.
Implementirana metoda za vzorcˇenje tocˇk znotraj d-dimenzionalne hi-
perkrogle generira nakljucˇne vektorje, ki so d-variatno normalno porazde-
ljeni (vsaka komponenta je dolocˇena nakljucˇno na podlagi normalne poraz-
delitve). Ko taksˇne vektorje normiramo, pridobimo tocˇke, ki so nakljucˇno
enakomerno porazdeljene po d-dimenzionalni hipersferi. Da taksˇne tocˇke
enakomerno porazdelimo v notranjost te hiperkrogle, jih mnozˇimo z radijem
R = y1/d, pri cˇemer je vrednost y za vsako tocˇko nakljucˇno enakomerno iz-
brana iz standardnega enakomernega intervala U (0, 1). Prilozˇena je koda,
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napisana v programskem jeziku MATLAB (glej prilozˇen izsek kode 4.1).
Opisana funkcija generira num tocˇk, znotraj orientiranega hiperelipsoida z
radiji [r1, r2, . . . rd]
T ter srediˇscˇem ’center’. Koda je delno povzeta na podlagi
prilozˇene kode v [16].
Izsek kode 4.1: Enakomerno vzorcˇenje znotraj hiperelipsoida.
1 function [ tocke ]=randomEllipsoid(radiji,center,num)
2 %
3 % Ta funkcija implementira algoritem za generacijo nakljucnih
4 % enakomerno porazdeljenih tock znotraj hiperelipsoida pri
5 % stevilu dimezij d ≥ 2.
6 %
7 % Vhodi: radiji = radiji hiperelipsoida ( dim(radiji)=dx1 )
8 % center = center hiperelipsoida ( dim(center)= dx1 )
9 % num = stevilo generiranih tock ( skalar )
10 % Izhod: tocke = [ tocka(1),... tocka(num)]
11 % ( dim(tocke) = dxnum )
12 %
13 d=length(radiji);
14 T norm=randn(d,num);
15 T sphere = T norm./sqrt(sum(T norm.ˆ2));
16 R=ones(d,1)*(rand(1,num).ˆ(1/d));
17 T krogle = R.*T sphere;
18
19 T elipse = diag(radiji)*T krogle;
20 tocke = T elipse +(center*ones(1,num));
4.4 Prileganje hiperelipsoida
Za iskanje parametrov hiperelipsoida, ki se bo cˇim bolje prilegal vsem vse-
bovanim tocˇkam, primerjamo dva pristopa.
Prvi pristop izracˇuna osi ter center hiperelipsoida na podlagi PCA nad
vsemi dopustnimi tocˇkami. Nato se za vsako tocˇko izracˇuna vrednost k glede
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na enacˇbo 4.1. Vrednost k mora biti za vsako tocˇko manjˇsa od 1. Cˇe ni,
poiˇscˇemo najvecˇjo vrednost k med vsemi tocˇkami. Vrednost maksimalnega k
je namrecˇ kvadrat koeficienta potrebne razsˇiritve hiperelipsoida vzdolzˇ vseh
osi, da bo novi hiperelipsoid vseboval vse dopustne tocˇke.
x21
r21
+
x22
r22
+ · · ·+ x
2
d
r2d
= k
x21
kr21
+
x22
kr22
+ · · ·+ x
2
d
kr2d
= 1
x21(︂√
kr1
)︂2 + x22(︂√
kr2
)︂2 + · · ·+ x2d(︂√
krd
)︂2 = 1.
(4.11)
Ta metoda raztezanega hiperelipsoida bo ocenila srediˇscˇe ter smer osi hi-
perelipsoida na podlagi PCA. Sˇe boljˇsa metoda bi mnozˇici dopustnih tocˇk
prilagajala hiperelipsoid s spreminjanjem centra hiperelipsoida, njegovih ra-
dijev ter smeri osi. Primer taksˇne metode je elipsoidna metoda (glej prilozˇen
izsek kode 4.2). Izsek kode prikazuje implementacijo metode iz [17].
Izsek kode 4.2: Prileganje hiperelipsoida z elipsoidno metodo.
1 function [A , c] = MinVolEllipse(P, toleranca)
2 %
3 % minimizira se: log(det(A))
4 % omejitev: (P i - c)' * A * (P i - c) ≤ 1
5 %
6 % Vhodi: P = (d x N) matrika d-dimenzionalnih tock.
7 % toleranca = faktor napake koncnega volumna v primerjavi ...
z optimalnim.
8 %
9 % izhodi: A = (d x d) matrika v enacbi elipse v ...
centrirani obliki:
10 % (x-c)' * A * (x-c) = 1
11 % c : d-dimenzionalen vektor, ki je center hiperelipsoida.
12 %
13 % Avtor: Nima Moshtagh (nima@seas.upenn.edu)
14 % University of Pennsylvania
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15 %
16 [d N] = size(P);
17 Q = zeros(d+1,N);
18 Q(1:d,:) = P(1:d,1:N);
19 Q(d+1,:) = ones(1,N);
20 count = 1;
21 err = 1;
22 u = (1/N) * ones(N,1); % prva iteracija
23
24 while err > toleranca,
25 X = Q * diag(u) * Q';
26 M = diag(Q' * inv(X) * Q);
27 [maximum j] = max(M);
28 step size = (maximum - d -1)/((d+1)*(maximum-1));
29 new u = (1 - step size)*u ;
30 new u(j) = new u(j) + step size;
31 count = count + 1;
32 err = norm(new u - u);
33 u = new u;
34 err
35 end
36
37 U = diag(u);
38 % A matrika iz centralne oblike enacbe:
39 A = (1/d) * inv(P * U * P' - (P * u)*(P*u)' );
40 % center hiperelipsoida:
41 c = P * u;
Prejˇsnji algoritem deluje na podlagi iterativne minimizacije logaritma de-
terminante matrike A, ki je sorazmeren volumnu [17]. Ta opisuje hiperelip-
soid v centralni obliki (glej enacˇbo 4.4 ). V vsaki iteraciji popravi parametre
glede na najbolj odstopajocˇo tocˇko. To vodi do vecˇjega sˇtevila potrebnih ite-
racij, cˇe imamo podanih vecˇ tocˇk v visokodimenzionalnem prostoru. Sˇtevilo
mozˇnih vhodnih tocˇk je tudi omejeno, saj postanejo nekatere matrike pri
visokem sˇtevilu tocˇk tako velike, da pride do prevelike prostorske porabe ter
terminacije programa. Tezˇavo lahko obidemo s predprocesiranjem, pri kate-
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rem so iz mnozˇice vhodnih tocˇk izlocˇene notranje tocˇke. Kot je demonstrirano
v Poglavju 5, je metoda kljub tem omejitvam zelo ucˇinkovita.
Poglavje 5
Rezultati in diskusija
V tem poglavju demonstriramo vzorcˇenje znotraj hiperelipsoida. Predsta-
vimo tudi rezultate dveh prej opisanih metod za prileganje hiperelipsoida.
Metodi sta primerjani med sabo na podlagi volumna koncˇnega omejujocˇega
hiperelipsoida. Volumne hiperelipsoidov, pridobljenih z boljˇso metodo, pri-
merjamo z rezultati prvotne metode iz [3], kjer so za omejujocˇe telo izbrani
hiperkvadri.
Preizkuse smo izvedli na prenosnem racˇunalniku HP EliteBook 8570w s
procesorjem Intel(R) Core(TM) i7-3740QM, ki deluje pri frekvenci 2,7 GHz
ter ima delovni pomnilnik velikosti 8 GB. Koda je napisana v programskem
jeziku Python z uporabo okolja JetBrains PyCharm 2019.2.3 x64 na 64-
bitnem operacijskem sistemu Windows 10 Pro.
5.1 Vzorcˇenje
Generiranje nakljucˇnih enakomerno porazdeljenih tocˇk je izvedeno pricˇakovano
hitro v primerjavi s cˇasovno zahtevnostjo vsakega klica oraklja. Vzorcˇenje
znotraj centriranih orientiranih hiperelipsoidov je demonstrirano na slikah
5.1 ter 5.2. Te tocˇke se lahko nato transformira nazaj v prvotni koordinatni
sistem v skladu z enacˇbo 3.12.
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Slika 5.1: Vzorcˇenje znotraj elipse z radiji rx = 3, ry = 1.
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Slika 5.2: Vzorcˇenje znotraj elipsoida z radiji rx = 4, ry = 2, rz = 1.
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5.2 Izbira tolerance
Program za prileganje hiperelipsoida po elipsoidni metodi zahteva pri vhodu
poleg tocˇk tudi podano toleranco, ki dolocˇa dovoljeno odstopanje volumna
prileganega hiperelipsoida v primerjavi z ocenjenim optimalnim volumnom.
Manjˇsa toleranca bo vodila do bolj natancˇne vrednosti optimalnega volumna
ter do opaznega povecˇanja potrebnih iteracij (glej sliki 5.3 ter 5.4).
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Slika 5.3: Odvisnost volumna hiperelipsoida od sˇtevila iteracij.
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Slika 5.4: Odvisnost odstopanja volumna (tolerance) od sˇtevila iteracij.
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Sliki 5.3 ter 5.4 prikazujeta rezultate prileganja hiperelipsoida tocˇkam, ki
smo jih pridobili na podlagi rezultatov simuliranja 4-bitnega biolosˇkega pro-
cesorja [6]. Tocˇke predstavljajo zdruzˇene dopustne tocˇke, pridobljene pri vseh
10 iteracijah PCA pri vseh treh ponovitvah celotnega postopka z glokalnimi
metodami. Tocˇke so na voljo na povezavi github.com/mmoskon/BioProc
pod licenco Creative Commons Attribution.
Na prvi pogled se zdi, da je pridobljeni volumen priblizˇno enak optimal-
nemu zˇe pri toleranci 0.01, a volumen je sˇe obcˇutno manjˇsi pri toleranci
0.003. V okviru diplomske naloge smo konsistentno izvajali poskuse pri tole-
ranci 0.001, da pridobimo parametre hiperelipsoidov s prakticˇno optimalnimi
volumni.
5.3 Primerjava volumnov
Ucˇinkovitost metode s hiperkvadri ter dveh metod s hiperelipsami smo ovre-
dnotili na podlagi dopustnih tocˇk iz vseh iteracij PCA od vseh ponovitev
analize robustnosti posameznega biolosˇkega procesorja. Volumni so prika-
zani v tabeli 5.1.
Tabela 5.1: Tabela volumnov hiperteles, ki omejujejo dopustne tocˇke
biolosˇkega procesorja.
Volumni omejujocˇih hiperteles
Sˇtevec Hiperkvader Raztezan Hiperelipsoid, prilegan
procesorja hiperelipsoid z elipsoidno metodo
1-biten 11.46 · 1014 79.06 · 1014 1.155 · 1014
2-biten 14.48 · 1013 19.61 · 1013 1.086 · 1013
3-biten 20.17 · 1013 84.83 · 1013 1.708 · 1013
4-biten 29.09 · 1013 145.03 · 1013 1.359 · 1013
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Iz tabele je razvidno, da nam elipsoidna metoda vrne parametre boljˇsega
omejujocˇega hipertelesa, saj je volumen praviloma manjˇsi od volumna hiper-
kvadra za vecˇ kot magnitudo. To potrdi nasˇo hipotezo, da se bo hiperelipsoid
bolje prilegal podanim tocˇkam v visokodimenzionalnem prostoru. Nasprotno
pa so se hiperelipsoidi, zgrajeni s pomocˇjo PCA, odrezali zelo slabo. To
pomeni, da PCA ni ustrezna metoda za dolocˇevanje centra ter osi hipere-
lipsoidov, temvecˇ je elipsoidna metoda boljˇsa. Za bolj pregledno primerjavo
med volumni delimo volumne teles za vsak biolosˇki procesor z volumnom
omejujocˇega hiperkvadra. Rezultati so prikazani v tabeli 5.2.
Tabela 5.2: Tabela razmerij volumnov hiperteles v primerjavi z volumnom
hiperkvadra.
Razmerje volumna v primerjavi z volumnom hiperkvadra
Sˇtevec Hiperkvader Raztezan Hiperelipsoid, prilegan
procesorja hiperelipsoid z elipsoidno metodo
1-biten 1 6.894 0.1007
2-biten 1 1.353 0.07501
3-biten 1 4.204 0.08465
4-biten 1 4.986 0.04670
Iz tabele 5.2 jasno vidimo, da je raztezan hiperelipsoid, dolocˇen s PCA,
najslabsˇa metoda izmed treh ter ga zato ne bomo uporabljali pri nadaljnjih
analizah prostora, temvecˇ se bomo osredotocˇili na primerjavo rezultatov elip-
soidne metode s hiperkvadri. Hiperelipsoidi, pridobljeni z elipsoidno metodo,
imajo za magnitudo manjˇsi volumen od volumna hiperkvadra Vk, kar je do-
ber rezultat. Potrebno je poudariti, da zaradi nacˇina delovanja elipsoidne
metode obstaja mozˇnost, da je vrnjen hiperelipsoid malce premajhen. Zato
ga moramo pred merjenjem volumna ustrezno raztegniti za nek faktor po
identicˇnem postopku kot pri metodi raztezanega hiperelipsoida.
Po koncˇanem raztezanju vemo, da so izracˇunane vrednosti volumnov hi-
perelipsoida pravilne ter da se hiperelipsoid optimalno prilega podanim dopu-
stnim tocˇkam. To pa vodi do vprasˇanja, ali se mogocˇe hiperelipsoid predobro
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prilega trenutno znanim dopustnim tocˇkam ter posledicˇno obstaja nezane-
marljiv delezˇ sˇe neznanih dopustnih tocˇk, ki lezˇijo izven zunaj optimalnega
hiperelipsoida.
5.4 Delezˇ pripadajocˇih tocˇk
Kot nacˇin preverjanja, ali se pridobljen hiperelipsoid prilega tocˇkam prevecˇ
tesno, implementiramo navzkrizˇno preverjanje. Celoten postopek pridobiva-
nja dopustnih tocˇk s pomocˇjo genetskih algoritmov ter metode glavnih kom-
ponent ponovimo trikrat za vsakega izmed sˇtirih modelov biolosˇkega pro-
cesorja. Tako pridobimo tri mnozˇice dopustnih tocˇk. Izmed teh izberemo
eno mnozˇico, ki bo uporabljena kot testna mnozˇica. Ostali dve mnozˇici tocˇk
zdruzˇimo ter nad zdruzˇenimi ucˇnimi tocˇkami prilegamo hiperelipsoid z elip-
soidno metodo. Prav tako prilegamo hiperkvader po postopku identicˇnemu
prejˇsnjemu. Zatem presˇtejemo, koliko tocˇk iz testne mnozˇice se nahaja zno-
traj hipertelesa nin ter koliko je vseh tocˇk v testni mnozˇici nall = nin + nout.
Postopek ponovimo sˇe dvakrat, pri cˇemer je vsakicˇ za testno mnozˇico izbrana
druga mnozˇica. Nato izracˇunamo delezˇ pripadajocˇih tocˇk fin po sledecˇi for-
muli
fin =
nin1 + nin2 + nin3
nall1 + nall2 + nall3
, (5.1)
pri cˇemer indeks k pri nink ter nallk predstavlja indeks testne mnozˇice k ∈
{1, 2, 3}.Rezultati navzkrizˇnega preverjanja so podani v tabeli 5.3. Vecˇ te-
stnih tocˇk lezˇi izven hiperelipsoidov, saj se bolje prilegajo ucˇnim mnozˇicam,
a razlika je majhna relativno na obcˇutno manjˇsi volumen elipsoida.
Tabela 5.3: Delezˇ testnih tocˇk fin znotraj hipertelesa.
Sˇtevec: 1-biten 2-biten 3-biten 4-biten
Hiperkvader 0.9795 0.9937 0.9893 0.9911
Hiperelipsoid 0.9613 0.9859 0.9789 0.9849
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5.5 Diskusija
Volumni hiperelipsoidov, pridobljenih z elipsoidno metodo, so velikokrat manjˇsi
od hiperkvadrov, ki omejujejo isto mnozˇico dopustnih naborov parametrov.
Treba pa je poudariti, da razlog ne lezˇi izkljucˇno v izbiri oblike omejujocˇega
telesa, temvecˇ v nacˇinu dolocˇanja orientacije ter centra hipertelesa, kot je
razvidno iz primerjave med hiperelipsoidi pridobljenimi z razlicˇnimi meto-
dami (glej tabelo 5.2). Delezˇe iz te tabele lahko primerjamo s teoreticˇno
mozˇnimi delezˇi, kot smo jih zˇe predstavili na sliki 4.1.
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Slika 5.5: Odvisnost volumnov hiperelipsoidov od sˇtevila dimenzij d.
Na podlagi slike 5.5 lahko ugotovimo, da sta obe metodi podali rezultate,
ki so znotraj teoreticˇno mozˇnih. Teoreticˇno najslabsˇi delezˇ volumna hipere-
lipsoida bi dobili, cˇe bi se dopustne tocˇke nahajale tudi v vseh kotih hiperkva-
dra. Najboljˇsi delezˇ pa bi dobili, cˇe bi zˇe dopustne tocˇke same imele obliko
hiperelipsoida. Seveda je realno stanje nekje med tema dvema ekstremoma.
V 12-dimenzionalnem prostoru je intuicijo o obliki 12-dimezionalnega telesa
tezˇko pridobiti. Eno mozˇnost predstavljajo razne metode redukcije dimenzij,
a te tudi ne prispevajo veliko k razumevanju, cˇe preslikajo tocˇke iz 12 dimen-
zij v samo 3. Vzemimo na primer metodo glavnih komponent. To metodo
lahko uporabimo za preslikavo podatkov v tri dimenzije, vzdolzˇ katerih bo
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varianca preslikanih tocˇk maksimizirana. To zmanjˇsa verjetnost, da bomo s
to metodo opazili strukture kot so ravne stene telesa dopustnih tocˇk, ki bi se
bolje prilegale ob uporabi hiperkocke. Kot demonstracija je prilozˇena slika
preslikave dopustnih tocˇk, pridobljenih s simulacijami 4-bitnega biolosˇkega
procesorja. Tocˇke so bile preslikane z metodo PCA (glej sliko 5.6).
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Slika 5.6: Tudi metoda PCA ne poda jasnega razumevanja oblike.
Kljub nejasnosti glede oblike visokodimenzionalnega telesa smo z elipso-
idno metodo nasˇli omejujocˇe telo z volumnom manjˇsim za magnitudo. Radi
bi ocenili, kako to vpliva na potrebno sˇtevilo vzorcˇenj z metodo Monte Carlo.
Naredimo poenostavitev, da je iskan volumen telesa znotraj omejujocˇega hi-
perelipsoida priblizˇno enak volumnu istega telesa znotraj omejujocˇega hiper-
kvadrata. To poenostavitev podkrepimo z izracˇunanimi delezˇi pripadajocˇih
tocˇk, kjer se je delezˇ spremenil kvecˇjemu za 2% (glej tabelo 5.3). Nare-
dimo torej predpostavko, da ob znanem volumnu omejujocˇega hiperkvadra
Vk ter delezˇa dopustnih tocˇk v hiperkvadru µk za iskan delezˇ dopustnih tocˇk
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v hiperelipsoidu µe velja
µe ≈ µkVk
Ve
. (5.2)
Delezˇ dopustnih tocˇk znotraj hiperelipsoida µe je sˇe vedno zelo majhen,
zato lahko poenostavimo 1 − µe ≈ 1 − µk ≈ 1. S temi poenostavitvami
lahko ocenimo novo sˇtevilo potrebnih vzorcˇenj |Se| znotraj hiperelipsoida, cˇe
poznamo sˇtevilo vzorcˇenj, potrebnih v primeru omejujocˇea hiperkvadra µk,
ter oba volumna Vk ter Ve.
|Se| ≈
(︄
Φ−1
(︂
1− α
2
)︂
·
√︁
µˆe (1− µˆe)
k · µˆe
)︄2
≈
≈
(︄
Φ−1
(︂
1− α
2
)︂
·
√︁
µˆe
k · µˆe
)︄2
=
=
(︃
Φ−1
(︂
1− α
2
)︂
· 1
k
)︃2
· 1
µˆe
≈
≈
(︃
Φ−1
(︂
1− α
2
)︂
· 1
k
)︃2
· 1
µˆk
Ve
Vk
≈
≈
(︄
Φ−1
(︂
1− α
2
)︂
·
√︁
µˆk (1− µˆk)
k · µˆk
)︄2
Ve
Vk
≈
≈ |Sk| · Ve
Vk
.
(5.3)
Z zgornjo formulo ugotovimo, da potrebujemo v primeru hiperelipsoida z
10-krat manjˇsim volumnom od volumna hiperkvadra priblizˇno 10-krat manj
klicev oraklja za isti interval zaupanja. Reduciranje potrebnih cˇasovno zah-
tevnih klicev oraklja pa je bil kljucˇen namen nasˇega dela. Zato lahko za-
kljucˇimo, da smo z uvedbo elipsoidne metode ter omejujocˇih hiperelipsoidov
potencialno zmanjˇsali cˇas izvajanja Monte Carlo metode v okviru ocenjevanja
robustnosti biolosˇkega procesorja za vecˇ kot magnitudo pri vseh procesorjih.
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Zakljucˇek
V okviru diplomske naloge smo povzeli principe po katerih deluje model bi-
olosˇkega procesorja, predlaganega v [6]. Pokazali smo, zakaj pri oceni robu-
stnosti takega modela pride do ocenjevanja volumna v visokodimenzionalnem
prostoru. Predstavili smo, kako ta problem resˇujemo z glokalnimi metodami
[3, 11] ter se osredotocˇili na implementacijo ucˇinkovitejˇsega ocenjevanja vo-
lumna z metodo Monte Carlo.
Uspesˇno smo implementirali metode za prileganje minimalnih omejujocˇih
hiperelipsoidov kot alternativi hiperkvadrom ter demonstrirali njihovo upo-
rabnost. Uspesˇno smo tudi demonstrirali nakljucˇno enakomerno vzorcˇenje
znotraj hiperelipsoida. Nove metode so reducirale potrebno sˇtevilo nakljucˇnih
vzorcˇenj za vecˇ kot magnitudo, kar nam prihrani veliko cˇasa pri ocenjevanju
robustnosti biolosˇkega procesorja. Tako smo dosegli vse cilje zastavljene v
uvodu.
To podrocˇje ima sˇe vedno veliko potenciala za nova odkritja ter izboljˇsave.
Cˇeprav natancˇna mera robustnosti nekega modela velikokrat ni strogo dolocˇena,
jo lahko ocenjujemo z merjenjem volumna v nekem visokodimenzionalnem
prostoru. To je sˇiroko aplikativen problem, ki se pojavlja tudi v drugih ve-
dah. Problem sˇe zdalecˇ ni univerzalno resˇen, temvecˇ obstaja potencial za
pojav mnogih novih elegantnih resˇitev.
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Dodatek A
Povezava do repozitorija s kodo
Pri delu smo ustvarili programske datoteke, ki so dostopne na povezavi:
github.com/JurijNastran/Ellipsoids.
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