In this paper, an iterative learning recursive least squares (ILRLS) identification method is developed by considering a class of repetitive systems. First, considering a repetitive discrete-time system corrupted by white noise, we present a linear time-varying data model to describe the input-output dynamic behavior of the system in iteration domain. On this basis, two ILRLS methods are proposed taking both white noises and colored noises into consideration. With an extensive analysis, the two proposed methods are shown applicable to repetitive nonlinear discrete-time systems owing to their data-driven nature by which no explicit models are required. The proposed ILRLS methods are executed pointwisely along the iteration direction, and they can also deal with time-varying uncertainties. The results are proved and verified by mathematical analysis along with simulations.
I. INTRODUCTION
System identification is of great importance in many engineering fields such as in chemical process [1] , [2] , power system [3] , [4] , biomedical system [5] , [6] , and so on. Many identification methods [7] - [9] have been proposed over the last several decades to identify time-invariant parameters of the system. However, time-varying parameters are actually more common in practice. Examples include the armature resistance and flux linkage of DC motor [10] , stiffness of rotational mechanical system [11] , etc. Therefore, it is imperative to investigate the identification problem for time-varying parametric systems. Time-varying system identification has also been extensively studied. In [12] , an improved least squares algorithm is proposed for linear time-varying (LTV) systems by adding additional terms to the parameter estimation law and the covariance matrix update law. In [13] , a recursive least squares (RLS) method is proposed for the permanent The associate editor coordinating the review of this manuscript and approving it for publication was Dong Shen. magnet synchronous motor by coupling identification with bias compensation. A robust forgetting factor based RLS algorithm [14] is proposed for time-varying disturbances. Some other identification methods for time-varying parametric systems include robust adaptive method [15] , matrix gradient algorithm [16] , variable structure systems theory and sliding-mode based identification method [17] , etc. However, the identification performance of these methods may deteriorate significantly if a large change or a fast-rate variation of parameters occurs.
Many systems [18] - [20] perform repetitive operations over fixed time intervals. For such a repetitive system, the time-varying parameters can also vary along the iteration direction. From this perspective, several identification algorithms [21] - [27] have been proposed for repetitive systems by extending the traditional identification algorithms from the time domain to the iteration domain. The timevarying parameters are estimated in batch from iteration to iteration rather than from time to time. To be specific, Reference [21] proposes an iterative identification approach for linear continuous-time systems. An iterative learning RLS algorithm has been developed in [22] , [23] for time-varying autoregressive moving average exogenous models. Later, a two-dimensional RLS algorithm is developed in [24] , [25] for time-varying autoregressive exogenous (ARX) model identification. In addition to the above parametric identification methods [21] - [25] for linear repetitive systems, Ref. [26] proposes an iterative learning identification projection algorithm for nonlinear systems. Further, Ref. [27] extends the results in [26] and proposes a modified iterative RLS algorithm for nonlinear high-speed train systems where the linear parametric structures are known a priori.
It is worth pointing out that either a mechanistic model structure or an identification model structure must be required in most of the existing system identification methods [12] - [17] , [21] - [27] , which causes difficulties in some practical applications where these model structures are not easily available. In addition, it is often costly to obtain a mathematical model by using physical and/or chemical principles because of the complicated dynamic behaviors of a practical large-scale plant. On the other hand, simpler linear identification methods may loss some information when linearizing a nonlinear system where unmodeled dynamics and other model-unmatching factors can occur. To deal with the above mentioned problem in system identification, a nonlinear system identification method is proposed in [28] by using a dynamic neural network. Further, a parallel and a seriesparallel neural network identification models are proposed in [29] with a dynamic BP algorithm for network training. Reference [30] uses fuzzy neural modeling to identify the nonlinear time-varying plant. However, all of these nonlinear system identification methods [28] - [30] are only conducted in time domain and little result has been reported for nonlinear iterative identification of repetitive systems. Another limitation of the fuzzy neural network based nonlinear identification methods [28] - [30] is the need of proper choice of fuzzy rules and neural networks, which might be difficult especially when there is no available priori model knowledge about the nonlinear systems.
Recently, the data-driven approach [31]- [36] , whether for control design or system identification, has become increasingly popular because it is independent from model information except for the use of I/O data. A data-driven hybrid ARX and markov-chain modeling method [31] is proposed to identify time-varying time delays. Reference [32] proposes a variational Bayesian approach to identify the ARX model. According to the I/O data statistical analysis and the prespecified state dependent parameter model, a databased mechanistic modeling method [33] is proposed to determine the model parameters. Huang and Kadali [34] propose a data-driven approach to predictive control without requiring an explicit model. However, either an ARX model structure in [31] - [32] or the state dependent parameter model in [33] , [34] is required although they are also called data-driven methods. Model structure is the prerequisite of conducting system identification, while actual systems are difficult to be captured completely by any specific model structure.
More recently, Hou and Jin [35] propose linear data models for nonlinear systems to reformulate the input-output mapping relationship, without needing complex mechanistic analysis, which only describes the dynamic behavior of the I/O data. Further, Chi et al. [36] propose iterative dynamic linearization (IDL) for nonlinear repetitive plants mainly for the design and analysis of control applications. However, the application of IDL for nonlinear system identification has not been reported up to now.
In view of the above considerations, we propose an iterative learning RLS (ILRLS) identification method for repetitive systems under a data-driven framework in this work. First, an iterative linear time-varying data model is derived for linear repetitive systems subject to white noise, and then the linear time-varying data model based ILRLS identifications algorithm is developed. Subsequently, its convergence is analyzed rigorously. Further, the algorithm is extended to the case with colored noise, and the corresponding parameter estimation convergence analysis is also provided. Moreover, by introducing an IDL technique of Ref. [36] , an iterative linear time-varying data model of nonlinear systems is derived, and the corresponding ILRLS identifications algorithm for nonlinear systems is designed, which follows a similar design procedure of the ILRLS for linear systems. The main innovations of our work are summarized below.
(i) The presented ILRLS method does not use any explicit model knowledge but is data-driven using only I/O data, such that it is applicable to both linear and nonlinear systems.
(ii) The proposed ILRLS is conducted along the iterative direction instead of the time direction, and thus it can address arbitrarily fast time-varying uncertainties. (iii) The iterative linear data model used in this work virtually exists in the computer and does not need to have a physical interpretation such as mechanistic models.
To clearly demonstrate the basic idea, the proposed method is analyzed by taking linear time-varying system as an example, and then is extended to nonlinear systems. Mathematical analysis and simulations verify that the presented ILRLS is efficient in applications with ability to attenuate influences of the disturbances. This paper is structured as follows. Section II formulates the problems. Section III proposes the ILRLS method. The analysis is shown in Section IV. Section V extends the results to a repetitive nonlinear nonaffine system. Section VI gives simulations results, and Section VII concludes the paper.
II. PROBLEM FORMULATION
Consider a discrete-time LTV system,
where y k (t) ∈ R, u k (t) ∈ R, v k (t) ∈ R and x k (t) ∈ R n represent system outputs, inputs, white noise and state,
and C(t) ∈ R 1×n are system matrixes.
As usual, the following assumption is made. Assumption 1: System (1) has identical initial condition, that is, x k (0) = c, ∀k, where c represents a constant vector.
According to (1), we have
Then, using Assumption 1, we can get
In this work, we defineφ k (t) andŷ k (t + 1) to represent the estimate of parameter ϕ(t) and output y k (t + 1) respectively. We will design an estimator to estimate time-varying parameter ϕ(t), so that the predicted outputŷ k (t + 1) can estimate the real output y k (t + 1). And the predicted output can be calculated using the following equation:
III. ALGORITHM DESIGN
From (3) and (4), we have the following equation:
and col {·} is a notation for the column vector. Define an objective function,
Solving (6), the least square estimation of the parameter vector ϕ(t) can be obtained
where
Then, (7) becomeŝ
Further, one has
Using the Matrix Inversion Lemma [35] and (11), it results
Further, according to (11) , one has
Then, consideration of (7), (8) and (13), yieldŝ
where ϑ k (t + 1) = y k (t + 1) −ŷ k−1 (t + 1). According to (9) and (10), Eq. (14) is further written aŝ
Substituting (11) into (15), yieldŝ
In summary, the ILRLS algorithm can be presented as follows:
IV. CONVERGENCE ANALYSIS
Before we give the convergence theorem of the presented algorithm, the other necessary assumptions and a useful property are given. Assumption 2: The noise in the system is white and satisfies following conditions,
where E {·} is the expectation operator; F k (t) represents the σ -algebra [22] formed by input and output data obtained through k has repeated runs, and σ (t) is uniformly bounded with respect to t. Assumption 3 [23] : There exists a constant k 0 , such that the following persistent excitation condition is established when k ≥ k 0 :
where α(t) > 0 and β(t) > 0. Property 1 [37] : For a matrix Q and a vector x, the following inequation is satisfied:
where λ min (Q) and λ max (Q) represent the minimum and maximum eigenvalue of the matrix Q, respectively. To describe the results, we introduce the notation O. When k → ∞, the sequences f k → 0 and g k → 0; f k = O (g k ) means that there are a positive constant c and a positive integer k 0 such that when k > k 0 , f k g k ≤ c.
The convergence of the proposed ILRLS method is shown in the following theorem.
Theorem 1: Consider the linear system (1) under Assumptions 1 -3. Applying the ILRLS method (18) - (20) , one can guarantee that the parameter estimation error converges with the increasing number of iterations, i.e.,
Multiplying u T k (t) from both sides of (18), and then subtracting ϑ k (t +1) from the both sides, one obtains
Substituting Eq. (19) into Eq. (22), results in
Subtracting ϕ(t) from both sides of (18), results iñ
According to (19) and (23), Eq. (24) becomes
Using (25) and (11), one obtains
Again, using (25), we havẽ
Denoting γ k (t) = − u T k (t)φ k (t), then according to (26)- (27) , we can get
Defining
. In addition, in view of (25) and the definition of γ k (t), we can derive
Substitute (30) into (29), gives
Substituting (32) into (31), and then summing over both sides of it, one has
Denoting S k (t) = k l=k 0 2 t j=0 γ l (j)b l (j) , according to the positive real lemma, one has S k (t) ≥ 0. Then, we can further obtain
Denoting M k (t) = S k (t) + t j=0 V k (j), then from (33) and (34), one can derive
Taking expectation on both sides of (35), one gets
where L k (j) = ln P −1 k (j) ς(j)
, ς (j) > 1. Taking expectation on both sides of (38), and using (36) and (37), we get
Further, from (38) and (39), it is yielded,
Considering the martingale convergence theorem [38] , we obtain that
By virtue of the definition of M k (t), one obtains
Furthermore, according to Property 1, we can finally derive that
where D z −1 represents the polynomial of the unit backshift operator z −1 , i.e.,
where d 1 , · · · , d n d are some unknown constants, and n d is the order of the polynomial. Thus, D z −1 v k (t) represents a colored noise. Then, following the same steps from (2) -(3), we can get
Further, following the same step as (5), we can get
Designing the same objective function as (6) , and solving it, one haŝ
, and following the similar derivation process as (9) -(17), we can obtain the ILRLS algorithm for linear systems with colored noise as follows,
It can be found that the ILRLS with colored noises has a similar form as that of (18) - (20) , but the dimenisions of corresponding variables in the two methods are different.
B. CONVERGENCE ANALYSIS
The following is an additional assumption.
Assumption 4 [23] : 1 D(z −1 ) − 1 2 is strictly positive. The convergence property of the proposed ILRLS (47) -(49) for the system with colored noises is given in Theorem 2.
Theorem 2: Consider the linear system (1) with colored noises under assumptions 1 -4. Applying the proposed ILRLS (47) -(49), one can guarantee that the parameter estimation error converges with increasing number of iterations, i.e.,
Proof: Since the proof is similar to that of Theorem 1, we omit it wherein for simplicity.
C. EXTENSION TO NONLINEAR SYSTEMS
Consider a nonlinear discrete-time system:
where f (·) is a nonlinear function and is continuously differentiable; n x and n u are positive integers.
Besides Assumption 1, another assumption [36] is made on (50), as shown below.
Assumption 5: f (·) satisfies globally Lipschitz condition, i.e., |f (χ 1 , u 1 
According to [36] , one has
where g (·) is a composite function of f (·) and thus has the same properties as f (·), i.e., g (·) also satisfies assumptions 1 and 5. Then, the iterative dynamic linearization of (50) can be obtained as,
where ϕ k (t) = ∂g(·) ∂u k (t) = [ϕ k (0) , · · · , ϕ k (t)] T . Note that ϕ k (t) represents the gradients of function g (·) with respect to input u k (·). If the nonlinear system (50) is strongly repetitive, ϕ k (t) can be iteration-independent or becomes slowly iteration-varying at least. Under this consideration, ϕ k (t) can be denoted as ϕ(t), and then (52) can be rewritten as Eq. (3) . Therefore, the subsequent design and analysis of the ILRLS algorithm for the repetitive nonlinear nonaffine system (50) becomes the same as that for the repetitive linear system (1) . In other words, the proposed ILRLS methods (18) - (20) as well as its extension to colored noises (47) -(49) are both capable of identifying the repetitive nonlinear nonaffine systems.
VI. SIMULATION
Example 1: Consider the LTV system (1), where
t ∈ {0, 1, · · · , 200}, and v k (t) is a random output noise varying with both the iteration and time. In the simulation, v k (t) = 0.1randn is shown in Fig. 1 . The input u k (t) is a random sequence with mean 0 and variance 1. Applying the proposed ILRLS method (18) - (20) and settingφ 0 (t) = 0.8I, and P 0 (t) = 0.1I, where I represents an identity matrix, the relative parameter estimation error, defined as ε k (t) = φ k (t) − ϕ (t) ϕ(t) , is shown in Fig. 2. From Fig. 2 , it is clear that along the direction of increasing iteration number, parameter estimation error decreases. In addition, the output estimate performance of the 200th iteration is shown in Fig. 3 , which illustrates that the estimated output approaches closely to the observed one and the presented ILRLS method is effective.
Further, define the mean square sum (MSS) of output estimation error as δ k = 100 t=0 ŷ k (t) − y k (t) 2 100 which is shown in Fig. 4 . It is seen that the output estimation error decreases gradually along iteration direction, which indicates the effectiveness of ILRLS method. Example 2: Consider a nonlinear nonaffine system:
where a(t) = 4 × round(t 100) + sin(t 100), and t ∈ {0, 1, · · · , 500}. In the simulation, v k (t) is taken as white noise, as shown in Fig. 5 . The input signal u k (t) is generated by u k (t) = 0.1 sin(tπ/100) + 0.1randn. Applying the proposed ILRLS algorithm (18) - (20) and selectingφ 0 (t) = 40I, and P 0 (t) = 5I, Fig. 6 shows the observed and estimated output profiles at the 50th iteration, which indicates that the developed method is applicable for nonlinear systems and achieves a satisfactory identification performance. Accordingly, the MSS of output estimation error δ 50 is shown in Fig. 7 , and we can see from Fig. 7 that the MSS of output estimation error decreases with the increase of iteration number. Further, consider the nonlinear case with colored noise, i.e.,
Applying the proposed ILRLS algorithm (47) -(49) and choosingˆ ϕ 0 (t) = 45I, P 0 (t) = 2I, the results are given in Figs. 8 and 9 . According to figures 8 -9, one can see that the proposed identification algorithm is also applicable to nonlinear systems with colored noise and achieves a good identification performance.
Example 3:
To further verify the wide applicability of the proposed method, we apply the proposed ILRLS method to a linear motor drive system. The dynamic model of a linear motor system [27] , [39] is given as follows:
where v(m/s), u (V ), and M V /m/s 2 denote the speed, the control input voltage and the nominal mass of the linear motor, respectively. d (V ) denotes the time-varying external disturbance. B = 0.2 is an equivalent viscous friction coefficient. is a time-varying amplitude.
The running time of the linear motor system is 2 seconds. In this simulation, the sampling time is h = 0.004 (s). (t) = 0.2 cos(50t/N ) with N = 500. The nominal mass M = 0.00088. The disturbance d(t) = 0.5randn (V ). Applying the proposed method (18) - (20) , the parameters are set asφ 0 (t) = 7I and P 0 (t) = 20I. The MSS of output estimation error δ 50 is shown as the red dotted line in Fig. 10 , and the Fig. 11 shows the identification performance at the 50th iteration. It is seen from Figs. 10 -11 that the proposed method can achieve a good output identification performance for the practical linear motor system. For the sake of comparison, the iterative identification method in [27] is also applied for the identification of linear motor system (53) -(54). In [27] , the linear motor system is transformed into a discrete-time parametric one shown as follows,
, h/M ] and the parameters to be identified are θ(t) = [B, (t), d(t)] T . The iterative RLS method proposed in [27] is given as follows:
The identification performance at the 50th iteration in Example 3.
Applying the identification method (56) -(57) with P 0 (t) = diag(10, 0.02, 0.1) andθ 0 (t) = [0.5, 0, 0.5] T , the simulation results are also shown in figures 10 -11.
One can see that the traditional iterative identification method [27] achieves a slightly better performance than the proposed one because it utilizes the known model structure information of the linear motor system, i.e., the linear parametric structure. However, the traditional iterative identification method [27] is hard to be directly applied to a nonlinear plant since it is difficult to transfer the plant to a linear parametric model.
VII. CONCLUSION
Two linear time-varying data model based ILRLS identification methods are proposed for repetitive discrete-time systems with white noises and colored noises, respectively. The linear time-varying data model is purely data based without any physical meaning and is used for the identification algorithm design and analysis only. Both the two proposed methods are data-driven, which can also be applied to nonlinear repetitive systems. The arbitrarily fast time-varying uncertainties can well be addressed by using the proposed ILRLS since the identification is done along iterations where the time-varying uncertainties become invariant along with the iteration direction. Mathematical analysis and simulations both verify the theoretical results. However, the nonlinear systems considered in this work are required to be global Lipschitz continuous, and the ILRLS design and analysis for local Lipschitz nonlinear systems are still an open problem, which will be considered in our future work.
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