Deep belief network (DBN) is a probabilistic generative model with multiple layers of hidden nodes and a layer of visible nodes, where parameterizations between layers obey harmonium or restricted Boltzmann machines (RBMs). In this paper we present restricted deep belief network (RDBN) for multi-view learning, where each layer of hidden nodes is composed of view-specific and shared hidden nodes, in order to learn individual and shared hidden spaces from multiple views of data. View-specific hidden nodes are connected to corresponding view-specific hidden nodes in the lower-layer or visible nodes involving a specific view, whereas shared hidden nodes follow inter-layer connections without restrictions as in standard DBNs. RDBN is trained using layer-wise contrastive divergence learning. Numerical experiments on synthetic and real-world datasets demonstrate the useful behavior of the RDBN, compared to the multi-wing harmonium (MWH) which is a two-layer undirected model. a to be presented at ECML-PKDD-2011.
Introduction
Multi-view learning refers to methods for learning from examples that have multiple (independent or dependent) representations, each of which may arise from different views such as modalities or sensors. For instance, in web page classification, one view describes a web page using the text appearing on the document itself, while the other view leads to the anchor text to hyperlinks pointing to this page from other pages [2] . In multimedia mining, images are described by color histograms (one view) and annotated text (the other view), so it is desirable to exploit these two information sources together to boost the performance of image classification [18] . In brain wave classification where EEG data are measured from multiple subjects who undergo the same mental task, each view corresponds to each subject, then learning shared latent spaces provides useful semantic features for EEG classification [11] .
Learning latent spaces that capture the relevant information shared by multiple views of data lies at the heart of multi-view learning, especially when views are dependent. One of the oldest but the most popular method is canonical correlation analysis (CCA) [8] which identifies linear relationships between two sets of observations. The shared Gaussian process latent variable model (sGPLVM) [14] is a nonlinear extension of CCA, in which Gaussian process regression is used to learn common hidden structure shared between corresponding sets of heterogenous observations. Manifold integration [4] combines similarity matrices (each of which is determined by a specific view) into a compromise matrix that faithfully reflects multiple sensory information.
Most of these methods assume that views are fully independent conditioned on common latent variables, i.e., only shared latent variables are considered to explain the dependency between views. However, in real-world problems, this assumption is not satisfied. Thus it was suggested that separate latent spaces are learned to model the shared characteristics across views and individual components of observations [11, 13] . Group nonnegative matrix factorization (GNMF) learn jointly individual latent spaces and shared latent spaces, decomposing nonnegative data matrix into a product of two nonnegative factor matrices where the basis matrix is composed of common and individual basis vectors [11] . Factorized orthogonal latent space (FOLS) method [13] factorizes the latent space into shared and private latent spaces, enforcing orthogonality between them. These aforementioned methods have limitations since CCA and GNMF are linear techniques and FOLS requires large memory storage and expensive time complexity to handle operations involving a big Gram matrix, which is not scalable as the number of samples increases.
Multi-wing harmonium (MWH) is a two-layer undirected graphical model designed to handle multiple view data. MWH consists of two or more wings where each wing takes the input associated with a single view, extending harmoniums [16] and restricted Boltzmann machines (RBMs) [5] . Harmoniums were also extended to the exponential family [17] . MWH inherits the advantages of exponential family harmoniums (EFHs) such as easy inference and distributed representations over latent variables (see [17] for other advantages). Deep belief network (DBN) is composed of RBMs with multiple layers of hidden nodes, which is trained efficiently in layer-wise manner based on contrastive divergence [5, 6] . See [1] for excellent tutorial on DBNs. Multilayer structure of DBNs allow more complex representation of data than RBMs. However, unlike other Boltzmann machine-based models, MWHs cannot be naturally extended to form a deep network.
In this paper we present restricted deep belief network (RDBN) for partially correlated multiple view data. We first present a modification of EFHs where view-specific hidden nodes are restricted to have undirected connections to only visible nodes involving corresponding views whereas shared hidden nodes are connected to all the visible nodes. This model inherits advantages of FOLS and MWH simultaneously. The model can efficiently evaluate latent variables as MWH, while still being capable of modeling shared and private information separately.
Then we stack these modified harmoniums to construct RDBN in such a way that viewspecific hidden nodes are connected to corresponding view-specific hidden nodes in the lowerlayer and shared hidden nodes are connected to all the hidden nodes in the lower-layer. We train RDBNs using layer-wise contrastive divergence learning, to learn view-specific and shared hidden spaces from multiple views. Numerical experiments on a synthetic dataset, NORB-small dataset, and ESL photo dataset demonstrated the useful behavior of RDBN, compared to MWHs and its direct multilayer version.
Related Work

Exponential Family Harmonium
Most of graphical models including with a layer of hidden nodes and other layer of observed nodes are based on a directed graph. These directed two-layer models allows easy sampling of visible layer, and easy handling of latent variables. However, it is often very difficult and time consuming to calculate posterior distribution of hidden nodes given visible nodes. For the tasks that requires fast evaluation of latent variable given a test sample, directed models would not be very effective.
EFH is a two-layer probabilistic graphical model whose probability distributions are constrained to be exponential family distribution. EFH consists of a set of hidden nodes h, and a set of visible nodes x connected by undirected edges. By incorporating undirected connections, the model calculates posterior distribution of hidden nodes p(h|x) much faster than directed models, making it more suitable for the tasks including document searching and automatic image annotation.
To define an EFH, we start from choosing independent marginal distributions for visible nodes v and hidden nodes h from the exponential family:
where f ia and g jb are sufficient statistics of x i and h j , respectively, ξ ia and λ jb are canonical parameters, and A i and B j are log-partition functions. Then we couple visible and hidden variables in the log-domain by introducing a quadratic interaction term, leading to EFH random fields:
As the model is a bipartite graph, between-layer conditional distributions can be represented as products of distributions of individual nodes. The conditional distributions are derived as below: where shifted parameters are
As the conditional distribution of nodes are independent to each other, sampling posterior distribution of hidden nodes is done by just simply evaluating conditional distribution p(h|x). An EFH with binary distributions for v and h becomes equivalent to a RBM.
Multi-Wing Harmonium
Multi-wing harmonium (MWH) [18] models joint distribution of multi-view data using twolayer graphical model. Given two-view data, MWH uses two sets of visible nodes x and y connected to hidden nodes h. By choosing different distribution for different type of information, the model achieves better representation of data.
Construction of an MWH is similar to the one of EFH. The only difference is that we split visible nodes v to two sets x and y. First we choose marginal distributions for x, y and h as below:
where f x ia and f y ia are a and bth sufficient statistics of x i and y i . ξ x , ξ y and λ are parameters, and A x , A y , and B are log partition functions. Given marginal distribution, joint distribution of nodes is defined straightforwardly:
The conditional distributions are derived as below:
with shifted parameters
Figure 1: Graphical models of (a) EFH, (b) MWH, and (c) multi-view harmonium. Repetitions of variables are not denoted for simplicity.
The model can be extended to the case of more than two sets of visible nodes. With a single set of visible nodes, the model shrinks down to a EFH or RBM. To enhance discriminative performance of MWH, labeled version [19] and large-margin approach [3] were also proposed.
Restricted DBNs
Multi-View Harmonium
Many multi-view algorithms are based on a weak assumption that all views are completely correlated. MWH also assumes that views are completely independent when the values of hidden nodes are given. However, the views are often incompletely correlated on realworld datasets. On these datasets, MWH will mix view-specific information with shared information and fail to obtain optimal representation of data. To overcome this problem, we need to model the view-specific information and shared information seperately.
Recent multi-view learning algorithms including work of Salzmann et al. [13] learns from partially independent multi-view data sets by seperating view-specific latent variables from latent variables shared among views.
However, the limitation of existing models is evident. For example, as the FOLS framework requires a Gram matrix, so the model consumes memory storage proportional to N 2 , where N is the number of training samples. The evaluation also requires computing time of complexity O(N ), as we need to calculate kernel function for every training sample and a test sample. Moreover, existing models including FOLS and group NMF requires additional parameters to control orthogonality between view-specific and shared latent spaces, and these parameters should be selected by going through computationally expensive procedures including cross-validation or by hand.
Taking advantage of fast learning and inference of harmonium models and the idea of seperating shared and common latent variables, we extend MWH to devise a new model named multi-view harmonium.
This model incorporates view-specific hidden nodes h
x and h y in addition to common hidden nodes h c , to model view-specific, uncorrelated information. h x and h y are only connected to their corresponding set of visible nodes x and y with connection weights U ( Fig. 1) . Joint probability of visible and hidden nodes is as below:
Conditional distributions can easily be derived from this joint distribution. Depending on the type of data, we can choose appropriate distributions from exponential-family. To handle continuous-valued inputs, one can use Gaussian distribution for visible nodes x [7] , where the conditional probability is defined as:
assuming x i has zero mean and unit variance. Rectified linear units(ReLU) for hidden nodes is also helpful in handling continuous values [12] , where value of hidden node h j given visible node x is defined as:
When modeling term occurence on bag-of-words representation, we can use Poisson distribution:
We train multi-view harmonium by maximizing log-likelihood. Given the joint distribution p(x, y, h
x , h y , h c |) we can integrate out the hidden units to obtain likelihood function:
where B x , B y and B c are log-partition functions of marginal distribution of hidden variables h c , h x and h y and the shifted parameters are
To maximize expected log-likelihood over data distribution L = log p(x, y|) p , we can use gradient ascent to update parameters θ. The derivatives on parameters related to x are given as follows:
where · p and · p are expectation over data distribution and model distribution, and B x jb are partial derivatives of log-partition functions. Derivatives related to y can be derived similarly. To calculate the expectations from data and model distribution, we need samples from the distributions. However, as we cannot directly sample from the joint distribution of visible nodes and hidden nodes, we use Gibbs sampling and sample from conditional distributions in each Gibbs steps. Values of each node can be sampled from conditional distribution in a single step when other layer's nodes are given.
However, we need infinite steps of Gibbs sampling to calculate exact model distribution. To avoid the problem, we may approximate log-likelihood by using contrastive divergence (CD) learning instead [5] . The key idea of CD learning is to initialize Gibbs chain to the training data, and to run just a few Gibbs steps instead of infinite steps to approximate model distribution. Even running just a single Gibbs step is known to work well in practice.
Training harmoniums using CD learning requires a gradient calculated over whole training set, and this is often a time consuming task. Instead, we can pick mini-batches from training set, and calculate gradient over mini-batches to save time and space required for training. Summary of procedure for training multi-view harmonium using CD learning is shown in Algorithm 1.
Restricted DBN
Introducing view-specific hidden nodes brings our model capability of modeling partial correlation, but view-specific hidden nodes also enables us to easily extend our model to form a deep network. Values of view specific hidden layer nodes will be fed as data for upper layer of deep network (Fig. 2) . By forming deep network in this manner, the information Algorithm 1 Training multi-view harmonium using CD learning with mini-batch size K and M Gibbs steps
Randomly initialize parameters θ. Pick K samples as a mini-batch 7: repeat 8:
Sampleh c ∼ p(h c |x t , y t ).
10:
Sample x ∼ p(x|h x , h c ).
12:
Sample y ∼ p(y|h y , h c ).
13:
Sample h x ∼ p(h x |x).
14:
Sample h y ∼ p(h y |y).
15:
Sample h c ∼ p(h c |x, y).
16:
until M steps
17:
until for all (x t , y t ) in mini-batch.
18:
update θ using gradient ascent on L.
19:
until θ is converged 20: end procedure considered to be "uncorrelated" by limited representation power of current layer will be sent to upper layer and view-to-view correlation will be further analyzed. Training a deep network using back-propagation is known to be often inefficient. Therefore, training an RDBN is done in greedy, layer-wise manner [6] . We train each layer of multi-view harmoniums using algorithm 1, starting from the bottom layer. After training each layer is finished, a harmonium on the next layer uses samples of view-specific hidden nodes from the trained harmonium as its training set. Training of RDBN ends when the procedure reaches the top layer.
Inferring One View from the Other
Inferring values of unobserved views from other observed views on RDBN is not as easy as inferring the values from two-layer MWH. Instead of using Variational approximation, we choose to perform Gibbs sampling in a systematic manner. The procedure can be divided into three steps, and each step is executed layer by layer (Fig. 3). 1. In the first step, we start from the bottom layer. Given observed values x, the hidden nodes of observed view h x are only nodes that whose probability can be exactly calculated. Therefore we sample the hidden nodes h x and proceed to the upper layer to repeat this procedure (Fig. 3-b (Fig. 3-c) .
3. Finally, we move to lower layers. Given observed nodes x and h x , and hidden units of unobserved views sampled in previous steps h y , we sample from p(y, h c |x, h x , h y ). Repeating the process until we reach bottom layer gives us the values of unobserved views (Fig. 3-d) .
When common hidden nodes h c of bottom layer of deep network are binary logistic nodes, we can skip Gibbs sampling and directly evaluate p(y|x) up to a normalization constant by rearranging terms:
For other layers of RDBN, we use Gibbs sampling instead. Empirically, about 10 times of Gibbs sampling for each layer gave a fair result.
Numerical Experiments
In this section, we compare our model to MWH. We also compare our method with FOLS-GPLVM [13] , and shared GPLVM(SGPLVM) [14] , which are directed, non-parametric multiview latent variable models based on Gaussian process latent variable model [9] . We considered CCA as a baseline too. On a synthetic dataset, we show the effect of modelling viewspecific information. Then we run experiments on widely-used NORB-small dataset, and ESL photo dataset in a view-to-view conversion task to numerically compare performance of RDBN and MWH and GPLVM-based models. We used Gibbs sampling for inference on the graphical models.
Synthetic Example
To show the effectiveness of additional hidden nodes, we performed an experiment taken from the recent work of Salzmann et al. [13] . The ground-truth shared and view-specific latent spaces are generated from sinusoidal signals of different frequencies:
where t is a vector, the entry of which is drawn from uniform distribution in the interval (-1,1). Two views of observations are generated by randomly projecting the joint sharedprivate spaces
into 20-dimensional spaces, and adding Gaussian noise with variance 0.01 and correlated noise 0.02 sin(3.6πt).
A multi-view harmonium, which is a two-layer RDBN, with 1 common hidden node and 1 view-specific hidden node is used, and we used a MWH and CCA for comparison. hidden nodes for MWH and projection to 3-dimensional space for CCA was chosen for fair comparison. We used Gaussian nodes and ReLU for visible and hidden nodes.
Training was done using 4000 training samples and we calculated hidden node activations from 500 test samples. We checked the correspondence between ground-truth latent variables, and obtained hidden node activations.
MWH, SGPLVM and CCA failed to infer latent variables correctly. No hidden node activations corresponded to latent variables used to generate data. In the other hand, our model, multi-view harmonium, found common and view-specific latent variables by its hidden node activations, as shown in Fig. 4 . Common hidden nodes and view-specific hidden node activations exactly corresponded to the common and view-specific latent variables. Although FOLS-GPLVM also discovered latent variables correctly, the result was not as accurate as the result of our model. Moreover, our model was able to separate common and view-specific information without any help of additional scheme, while FOLS had to minimize mutual information explicitly.
Object Conversion on NORB-small
Training set of NORB-small dataset [10] contains 24,300 stereo images of 5 generic categories of objects on a white background, imaged under various lighting conditions and camera angles. Each category contains 5 instances of objects. For example, the category 'car' To evaluate view-to-view conversion performance, we constructed a multi-view dataset by taking pairs of images with same lighting and camera angles, but different category of objects (airplanes -cars), that means each sample in the dataset contains a image of airplane and a car, taken with same condition. 1200 image pairs were used as a training set and 3600 image pairs were used as a test set. After training, model was asked to generate a car image with same imaging condition from a given airplane image (Fig. 5 ). Images were resized to the size 32 × 32, and pixels on each position of an image were normalized to have zero mean and variance 1. The variance of pixel values was calculated across whole training set on the same position on images. The root mean squared error (RMSE) was computed:
where N samples and N pixels are the number of samples and of pixels, respectively, and x truth t and x rec t are ground-truth and reconstructed images, respectively. For our experiment, we constructed 2, 3, and 4-layer RDBN. For two layers from the bottom, we used Gaussian and ReLU, to handle continuous valued data. Logistic binary nodes were used for remaining two layers.
We also constructed a deep network model for MWH by attaching harmoniums under each views of MWH for a fair comparison with RDBN. For example, 4-layer MWH was constructed by attaching additional two layers of Harmoniums under each view of a MWH (Fig. 6) . Inferring an unobserved view was done by the procedure below.
1. Sample nodes of observed view layer by layer from the bottom.
2. Infer the unobserved view of MWH on the top layer.
3. Sample unobserved nodes, from top to bottom layer.
We also added additional hidden nodes to MWH to ensure same number of parameters are used. For example, if a RDBN had 200 view-specific hidden nodes and 800 common 
Image Annotation on ESL Photo Dataset
To examine the capability of our deep model to find nontrivial relation between views, we applied our model to the task of image annotation. The experiment was done using ESL photo dataset [15] , which contains 3464 photos collected from Flickr, annotated with 59 different tags. We calculated autocorrelogram of images with the setting of radius 6 and 32 colors on HSV color space. By this process we obtained a 192-dimensional feature vector for each image. We also calculated TF-IDF from our tag data. We used 2000 images for training, and 1044 images testing.
We compared 2, 3, 4-layer RDBNs, 2-layer MWH, sGPLVM, and FOLS-GPLVM. 30, 40, 60 hidden units were used for each hidden layer of RDBNs, and GPLVM models were trained with 200 iterations. Image autocorrelogram and TF-IDF of tags were assigned to each view of the models. On visible layer of the models, we used Gaussian nodes for images and Poisson nodes for tags. Each model was trained 500 iterations with learning rate 0.01. Again, we used mini-batches with 100 samples in training. We also tried annotating images with random tags as a baseline.
Precision-recall curve and mean average precision (MAP) were used as evaluation measure. MAP is defined as the mean of average precision (AP) over test samples:
where N samples and N tags are the number of samples and of tags, respectively, and Precision(x t , j) denotes the precision when top j tags are chosen, given the query image x t . MAP is also calculated by area under precision-recall curve. We used this alternative definition of MAP to calculate the results reported here. Precision-recall curve shows that RDBN algorithms clearly outperformed other methods, showing the advantage of modelling view-specific information seperately. Although the difference was not very significant, deep models showed higher average precision than 2-layer RDBN, showing the benefit of using deep models. In contrast, average precision of 2-layer MWH and SGPLVM were not very distinguishable from the result of random annotation (Table 2) . Precision-recall curve also shows the difference between RDBNs and other models (Fig. 7) .
Conclusions
In this paper, we have proposed the harmonium-based model that uses view-specific hidden nodes for multi-view data, to capture the view-specific information of the data separated from shared information among views. Moreover, our model can be naturally extended to deep network to model more complex relationship between views by using view-specific hidden nodes as inputs to next layer. We have demonstrated the effectiveness of our approach by comparing our model to MWH, and their directed, non-parametric counterparts including SGPLVM and FOLS-GPLVM. the existing harmonium-based multi-view model, on various experiments on synthetic and real-world examples. And we showed significant improvement over other methods in the tested examples. In the future, we plan to investigate the modifications of RDBN model such as conditional RDBN to directly model conditional distribution between views. We also plan to extend our model to use label information for supervised and semi-supervised learning. Another future topic is extension of our model to time-series data or other structured data.
