1. Introduction. The purpose of the present note is to present simple hypotheses which are sufficient to yield the two fundamental forms for the variation of a functional, expressed by a Stieltjes and a Lebesgue integral respectively.f The functional
F[fW]
is supposed to be defined for continuous f unctions ƒ (x) a within a region R bounded by the continuous functions $i(x), $ 2 W, where $i(x) <<£ 2 (x), and by the ordinates
The following hypotheses are to be considered : (I) There is an Mi such that
\F\ji] -F[f*]\ ^ Munaxl ƒ, -ƒ a | , (JiJtinR).
(II) The first variation e = 0 € exists, and the limit so defined exists uniformly for all fi (x) 
(ƒ!,ƒ, in X).
•^ a
The hypothesis (III) evidently implies (I), with Mi = M(b -a 
where P/(x) is summable in the Lebesgue sense, and for a given f is independent of <f>. From the inequalities which express (II):
in which the infinitesimal 77(e) =770(6) depends on <fi but not on fi t it follows that 
This is the distributive property required for the proof of Theorem 1.
3. Proof of Theorem 2. Under the hypotheses of Theorem 2, since (III) implies (I), the first variation takes the form (1) of Theorem 1. We may assume that at interior points of (a, b) the discontinuities of a/(x) are regular, that is, that df(x)= [<Xf(x+Q)+af(x -Q)]/2, since the value of a/(x) at an interior point of discontinuity does not affect the value of the integral. Theorem 2 may be proved by means of another theorem. In the case (i) we have 
But also, for a given w, if we write
we have, by (III), AFSeMI ny or AF/e^MI ni and by letting e approach zero, the same quantity D just used above is seen to have a value AF lim â MI n .
Hence as w tends to infinity
But for m great enough, the right hand member of (6) can be made as small as we please, by (4) ; and (5) and (6) are in contradiction. Hence a f (x) must be absolutely continuous. If we define fif(x) as the derivative of a f (x) where it exists, and as, say, zero otherwise, we shall have then, as is well known,
The proof of Theorem 3 is thus complete. Theorem 2 is a corollary of Theorem 3. It may be remarked that in these theorems /3(#) is merely summable, and that therefore they are not special cases of theorems where the corresponding function is summable with its square.
4. Another Theorem. In the proof of Theorem 1, it is not sufficient to substitute for (II) the weaker condition by which merely the existence of D [f h 0], /i in R, is demanded, since the situation must contain as a particular case that of the function ^(^i» Ji) °f two independent variables, in the usual sense. But this is the distributive property required in the proof of Theorem 1, and the rest of the analysis proceeds as before.
