INTRODUCTION
.MECHANICAL system subjected to a. random loading may fail when the stress in a critical member reaches a sutficiently high level. This type of failure is generally by fracture or by excessive permanent deformation rendering the system inoperative. If the stress has a finite probability of exceeding the high level, then failure is possible, and an important problem is to find the probability that the system can operate without failure for some given time.
More precisely, the following problem is considered.
Given a continuous and differentiable random function x(t), one wishes to find the probability that the value x=a will not be exceeded in the time interval (0,t). This problem is called the first-occurrence time problem and the probability density po(a,t) is the first-occurrence density, in the sense that po(a,t)dt is the probability, given x(0) <% that x(t) first crosses the level x=ot in the time interval (t, t-{-dt). If failure is defined as the first exceedance of x=a, the probability of failure P•(a,T) in time T may be expressed in terms of the first-occurrence density po(a,t). The probability of failure in (0, T) is unity if x(0)>a, and the probability of failure in (0, T) is fo•po(%t)dt if x(0)<•. Thus, where • is the probability that x(0)>a, T 
Pe(ot, T)=e,•-I-(1--e,•) f ø po(%t)dt. (1)
For stationary processes, the first-occurrence time density is closely related to the first-recurrence tin'e probability density p•(a,r), where p•(a,r)dr is tke probability, given x(t0)=a and •(t0)<0, that the next crossing of x=a occurs in the time interval (/0q-'r, to+r+dr). Thus, p•(a,r) is the density for the time between successive downward and upward crossings of RICE AND BEER and first-recurrence densities, consider a stationary random function x(t) and suppose that x(0)<a. With reference to Fig. 1 , the time t at which x=et is first crossed is the fint-occurrence time. Since it is given that x(0) <a, the origin t = 0 falls in a time interval between a downward and an upward crossing of x=a. Referring again to Fig. 1 , this interval has duration r, where r is a tint-recurrence time. The probability density for the first-occurrence time may be written, by the law of conditional probability, as
where po(ot,t[r) is the tint-occurrence time density,
given that the recurrence time interval including the origin is of duration r, and where q(%r)dr is the probabihty that the recurrence time interval including the origin has a duration between r and r+dr. Changing the point of view slightly, consider the random process of Fig. 1 as a fixed curve and suppose that the time axis is attached to the curve so that the origin t=0 has uniform probability of falling at any point where x is less than a. Then, if it is given that t = 0 falls in an interval of length r, the location of the point t = 0 is uniformly distributed on the interval r, and the time t to the end of the interval r (that is, the first- 
It is interesting to note the forms of po(%t) and p•(ot,r) for a random process in which the probability of an upward crossing of x=a is independent of the past history of the process. In this case, po(a,t)=p,(ot,t), since these differ merely by being conditioned on different past events that are here irrelevant. In this case,
Eq. 5 becomes a simple integral equation with the readily verified solution po(a,t)=p•(a,t)=(r)•exp
The expected number of upward crossings N• + of x=a per unit time appears frequently in the work to follow. This is given as • oe (7) where g,i(u,v; t) is the joint probability density of x(t) and •(t), represented, respectively, by u and v. Clearly, for stationary processes, N?(t) is independent of t, and in such cases the notation N, + is used. The calculation of terms beyond the first in the exact expression Eq. 8 above for the first-recurrence tilne density p,(a,r) is prohibitively difficult and, indeed, the calculation of the general term is impossible, except for the most trivial of random processes. Thus, an approximation must be constructed that yields a tractable restilt for p•(a,r). For small values of r, the first term in the series snflices as all remaining terms are small. But for larger values of r, this method is quite inadequate, and an approximation valid for all time must be found. The procedure used here consists of considering the crossings of x=a to form a renewal process. That is, we approximate the probability of an upward crossing of x=a, given several past upward crossings and the downward crossing at t=0, by the probability of an upward crossing of x=% given ouly the last prior upward crossing. When x(t) is a stationary process (as is assumed throughout this section), the rene•-al approximation results in a considerable simplification of Eq. 8. Further, it seems intuitively clear that for large a, when the upward crossings of x=a are on the average widely spaced in time as comparcd to the average time between mean crossings, the probability of an upward crossing should depend ahnost exclusively on the last prior-given upward crossing. 
• The renewal-process approximation is applied, in a later section, to provide numerical examples of the first-occurrence density for some special cases of Gaussian processes. Summarizing briefly, the method of calculation is first to compute p+l-(a,t) and p+l+(a,t) from the joint-probability densities of x(t) and 5;(t) as in Eqs. 15 and 16. Then, the mean recurrence time (r),, is computed from Eq. 21, and the recurrence density p,(ot, r) from the renewal integral Eq. 13. The first-occurrence density po (%t), necessary for the computation of the probability of failure given in Eq. 1, is deternfined from Eq. 5 in terms of (r)• and p•(a,r).
II. LIMITING FIRST-OCCURRENCE DENSITY
Since, in applications, one is generally concerned with the statistically rare crossings of a high level a, it is of considerable interest to investigate the limiting form of the first-occurrence density as ot approaches infinity. Some simple arguments, given below, suggest an exponential distribution of first-occurrence times. However, a rigorotis proof has not been obtained and some of the difficulties encountered in this connection are pointed out.
Results for the limiting distribution are derived in form valid for both stationary and some nonstationary randran processes. It is convenient first to redefine the first-occurrence time density so that po(%t)dt is the probability that the first upward crossing of occurs in the time interval (t, t-Fall). This differs from the previous definition in that it is no longer given that x(0)<a; the difference is unimportant, since for large a there is a negligible probability that x(0)>a. The probability of the first upward crossing of x--it in (t, t+dt) is the product of the probability of an upward crossing in (t, tq-dt), given no prior upward crossing in (O,t), and the probability of no prior upward crossing. Defining failure as the first exceedance of x=at, the probability _Pt(at,T) of failure in time T is from Eq. 1, after using Eq. 28 for
{ [( ]} P,(a,T)=,•+(1--e.) 1--ex]3 --N,?(r)dr . (31)
Methods for determing upper and lower bounds on the failure probability P•(a,T) for processes starting at x(0)=0 are -known? Generalizing these results to account for processes that do not necessarily start at zero, one obtains an upper bound by noting that the probability of failure in dT is
dP,(% T)= P,(a, T-I-dT)--P,(at, T) since the probability that x(t) <a for all points of (0, T) is less than the probability that x(t)<a for any one point of (O,T). Integrating subject to the initial condition P•(a,O) = •', < x?
Comparing with Eq. 31 and noting that 1--e-'<x for any positive x, it is seen that the first-occurrence density approximation of Eq. 28 yields through Eq. 31 a failure probability always below the upper bound of Eq. 33. A lower bound to the failure probability is found by writing
P•(a,T) =prob{ max O<t<T >prob{x(t)>a for any t in (0, T)}; P,(a, T) >• •(t), for any t in (0, T). (34)

Here, • (t) is the probability that x(t)>a. For a stationary process e.(t)=e•(0)=e• for all l, and thus the expression for Pi(a,T) given by equation Eq. 31 is always above the lower bound of Eq. 34. There is no obvious reason why this expression should satisfy the bound of
Eq. 34 in the general case of nonstationary processes, and apparently each case must be checked separately.
In spite of the plausibility of the result, a convincing proof that p,,(at,l) tends to the exponential distribution of Eq. 28 for large ot h•s not been obtained. Sufficient conditions under which Eqs. 28-30 result from both the densities as given by the renewal-process approximation of Sec. I and as given by exact inclusion-exclusion series have been discussed2 a Essentially, the type of conditions required are, in the stationary case, =prob{ max x(t)<a and max x(t)>a} Fig. 2(a-c) for the wide-band spectrum (•=0) with oe=v, 2% and 3v, respectively. The dashed lines are plots of the limiting exponential distribution for the first-occurrence density as given by Eq. 57. It is seen that, as ot increases, the agreement between the renewalprocess approximation (solid lines) and the exponential distribution (dashed lines) becomes increasingly good.
When a= 2v, the difference between the two curves as shown in Fig. 2(b) is less than 7% for small values of xI, = cod, and, for larger values of xI,, the difference becomes negligible. When a = 3v as shown in Fig. 2 (c) , the difference is completely negligible, having a value of less than «%.
The results verify the validity of the exponential distribution for large ot in the case of processes with wide spectra, and show a very rapid approach to the li•niting distribution as a is increased. A sinfilar verification is obtained in the case of processes with narrow spectra, but here the approach to the limiting distribution is considerably slower. Figure 3(a-c) contain results of the computations for the narrow-band spectrum (fl= }) witha=% 2% and 3% respectively. When or= 2v, the difference between the renewal-process approximation and the exponential distribution, as shown in Fig., 3(b) has a maximuin of about 11% for small values of ,P and the difference persists, in contrast to the wide-band case, for larger values of ,I•. When c•=3v, as shown in Fig. 3(c) , the dilterence decreases to a value of about 5%, which persists over the entire portion of the time axis shown. It is clear that, ultimately, the two curves of Fig. 3(c) meet, since it can be shown that the area under each is equal to unity.
The results indicate a considerable difference between processes with wide-and narrow-band spectra, with regard to the rapidity of approach to the exponential first-occurrence time distribution, and indicate that, in sitt:ations requiring great accuracy, some caution is necessary in applying the exponential distribution to narrow-band processes when the crossings of the level under consideration are not statistically rare.
Unfortunately, the renewal-process approximation seems least appropriate in the case of narrow-band proctsses, for these have correlation functions that approach zero rather slowly with time, indicating a high degree of dependence on past values. B•ic to the renewal approximation is the assumption that the probability of an upward ot crossing, given several past upward crossings, depends approximately only on the last prior crossing. Clearly, such an approximation is best for processes with little memory. In fact, for all three cases of narrow-band processes considered here. the renewal approximation yielded some negative values of the recurrence time density pr(a/%xI'). This, RICE AND BEER may be inferred by noting the existence of relative minima in the graphs of po(a/'a,a. ') in Fig. 3(a-c) 
