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Abstract
Coarsely-labeled semantic segmentation annotations are easy
to obtain, but therefore bear the risk of losing edge details
and introducing background noise. Though they are usually
used as a supplement to the finely-labeled ones, in this pa-
per, we attempt to train a model only using these coarse an-
notations, and improve the model performance with a noise-
robust reweighting strategy. Specifically, the proposed con-
fidence indicator makes it possible to design a reweighting
strategy that simultaneously mines hard samples and allevi-
ates noisy labels for the coarse annotation. Besides, the opti-
mal reweighting strategy can be automatically derived by our
Adversarial Weight Assigning Module (AWAM) with only
53 learnable parameters. Moreover, a rigorous proof of the
convergence of AWAM is given. Experiments on standard
datasets show that our proposed reweighting strategy can
bring consistent performance improvements for both coarse
annotations and fine annotations. In particular, built on top
of DeeplabV3+, we improve the mIoU on Cityscapes Coarse
dataset (coarsely-labeled) and ADE20K (finely-labeled) by
2.21 and 0.91, respectively.
1 Introduction
In the deep learning era, the semantic segmentation task can
be defined as a pixel-wise classification problem. As illus-
trated in Fig.1, the annotation of this task can be roughly
classified into the fine one and the coarse one. The fine one
aims to accurately label each pixel and is generally consid-
ered necessary for high-quality semantic segmentation, but
the labeling process is time-consuming; The coarse one uses
the coarse polygon to label objects and is easy to obtain,
but usually bears the risk of losing edge details and intro-
ducing background noise. As reported by Cityscapes(Cordts
et al. 2016), for an image with a shape of 2048×1024, it
only takes 7 minutes to label the coarse annotation, while
the fine one requires 1.5 hours. As a result, Cityscapes pro-
vides up to 20,000 coarsely-labeled images, but only 5,000
finely-labeled ones.
Pre-training on coarsely-labeled images and then fine-
tuning on finely-labeled ones may the most popular routine
to exploit the coarse annotation. Yet, inspired by (Zlateski
et al. 2018; Luo et al. 2018; Zhu et al. 2019), we attempt
to train a model with coarsely-labeled images only. Suppose
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Figure 1: Comparison between fine and coarse annotations
on Cityscapes. Left and right columns show fine annotations
and corresponding coarse annotations, respectively.
this trained model can achieve comparable performance to
that of the fine annotation, then we can escape from the ex-
pensive labeling cost of the fine annotation and further ac-
celerate the development of practical applications.
Working towards this goal, we try to suppress the noise in
coarse annotations with a reweighting strategy. After treat-
ing each image pixel as an independent sample, we can de-
fine the two tasks of the reweighting strategy as suppress-
ing mislabeled samples and mining hard samples. The first
task focuses on suppressing the abnormal backward gradi-
ent produced by mislabeled samples; while the second task
aims to mining hard samples for better generalization perfor-
mance, like OHEM (Shrivastava, Gupta, and Girshick 2016)
and Focal loss (Lin et al. 2017). Unfortunately, reweighting
strategies based on predicted loss usually can not simultane-
ously perform these two tasks on noisy datasets, since mis-
labeled samples and hard samples are indistinguishable by
loss. Mining hard samples will make the model suffer from
noisy labels while suppressing mislabeled samples usually
results in ignoring all valuable hard samples. To eliminate
the above dilemma, we need replace loss with an new indi-
cator that can distinctly distinguish mislabeled samples from
hard samples.
Attracted by the properties of “prediction uncertainty”
proposed by (Kendall and Gal 2017) (more details in
Sec.2.2), we propose an more robust uncertainty indicator
for coarsely-labeled datasets. Since low uncertainty usually
means high confidence, we prefer to use the word confi-
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dence in the classification problem to make it easier to un-
derstand. The intuitiveness and rationality of our confidence
indicator will be deferred to Sec.3.2. Here we mainly focus
on explaining why reweighting samples by confidence can
eliminate the above dilemma.
As samples with high confidence usually come with a
large class-likelihood in the ground-truth channel, focusing
on the correct-labeled part of these samples brings marginal
performance improvement. Besides, the mislabeled part
of these samples usually produce the largest classification
loss among all mislabeled samples. Thus, suppressing the
high-confidence sample can not only relatively increase the
weight of those difficult samples but also alleviate a large
proportion of abnormal backpropagation gradient. In our
words, reweighting samples by confidence provides an el-
egant solution to the dilemma mentioned above.
The remaining problem is how to design a mapping
function that properly maps the confidence into a sample
weight within the interval [0, 1]. Considering existing map-
ping function usually requires a time-consuming and so-
phisticated design process,(Shu et al. 2019) proposes to re-
place the manually-designed mapping function with an auto-
learned reweighting module. By setting a reasonable opti-
mization objective and jointly optimizing this module and
the main-task network, an optimal mapping function is ob-
tained without tuning any hyper-parameters.
Similar to this work, we also manage to learn a mapping
function from the neural network. Yet, our learning strat-
egy is fundamentally different from theirs. While (Shu et al.
2019) aims to minimize the loss on a small unbiased vali-
dation dataset, our reweighting module acts as the adver-
sary of the main-task network, and manages to maximize
the loss on the training dataset (thus named as Adversarial
Weight Assigning Module, AWAM). That is to say, in our
learning strategy, the main-work network targets predicting
more accurate results and producing lower pixel-wise loss,
while AWAM targets producing higher loss by reweighting
all samples (More details in Sec.3.4 and 3.5).
To sum up, with the goal of mining hard samples and
alleviating mislabeled samples simultaneously, we design
a robust confidence indicator and further use the proposed
AWAM to automatically derive the optimal weight map-
ping function. Extensive experiments on noisy datasets and
noise-free datasets demonstrate its effectiveness. Specifi-
cally, built on top of DeeplabV3+, we improve the mIoU on
Cityscapes Coarse dataset (coarsely-labeled) and ADE20K
(finely-labeled) by 2.21 and 0.91, respectively.
2 Related Work
2.1 Dealing with noisy label
Existing ideas for suppressing noise mainly come from the
image classification field, and they can be roughly classified
to: label correction methods that identify and correct wrong
labels, like (Li et al. 2017); loss correction methods that em-
bed an estimated noise transition matrix into loss functions,
like (Han et al. 2018); sampling strategies that change both
the occurrence precedence and the occurrence times of each
sample, like (Chang, Learned-Miller, and McCallum 2017;
Jiang et al. 2018); reweighting strategies that change the loss
weight of each sample, like (Ren et al. 2018; Wang, Ku-
cukelbir, and Blei 2017); robust loss functions that are in-
herently tolerant to noisy label, like (Zhang and Sabuncu
2018; Ma et al. 2020). A more detailed overview can be
found in (Song et al. 2020).
2.2 The representation of uncertainty
To our best knowledge,(Kendall and Gal 2017) is the first
work that proposes to use an extra predicted channel to ex-
plicitly represent the pixel-wise prediction uncertainty for
regression tasks. By assuming the ground-truth label obeys
a Dirac delta distribution δ(y0 = gt), and the predicted
value obeys a Gaussian distribution N(y = yˆ, σ2 = s), the
Kullback-Leibler Divergence of these two distributions is
KL(N(yˆ, s), δ(gt)) ∝ 1
2s
(yˆ − gt)2 + 1
2
log s.
Besides, by minimizing this formula (denoted as KL loss),
not only the predicted value yˆ can be learned from the su-
pervised information gt, but the variance s representing pre-
diction uncertainty can also be learned in an unsupervised
way. Furthermore, they extend KL loss to classification tasks
in (Kendall, Gal, and Cipolla 2018), and reweight different
tasks by task-related predicted variances.
Inspired by KL loss, many works like (He et al. 2019; Cai
et al. 2020; Zheng and Yang 2020) have been proposed in
various fields. In the object detection field,(He et al. 2019)
introduces the prediction uncertainty into the bounding box
regression task, and further performs a soft NMS based on
this predicted uncertainty. Besides, following (Kendall, Gal,
and Cipolla 2018),(Cai et al. 2020) makes full use of the
predicted variance s to jointly learns sample weights for the
classification module and the regression module of the ob-
ject detection task. Recently,(Zheng and Yang 2020) propose
to substitute the implicitly predicted variance of KL loss
with an explicitly calculated one, which is the pixel-wise
variance of predicted likelihoods between two outputted fea-
ture maps. By reweighting pixel-wise loss with this calcu-
lated variance, they significantly improve the performance
of conventional pseudo label learning.
3 Methodology
At the beginning of this section, We recommend getting the
general idea of our work directly from Fig.2, since the de-
tailed description will be deferred to Sec.3.6.
The arrangement of this section is as follows: Sec.3.1 and
Sec.3.2 will first illustrate why we redesign an confidence in-
dicator instead of directly using the existing variance term in
KL loss. Next, Sec.3.3 will show why reweighting by vari-
ance can simultaneously mine hard samples and suppress
abnormal backward gradients. After that, Sec.3.4 illustrates
the learning strategy of our Adversarial Weight Assigning
Module. Furthermore, the convergence of this learning strat-
egy is rigorously proved in Sec.3.5. Finally, Sec.3.6 will re-
view the overall design of variance loss.
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Figure 2: The pipeline of our variance loss. Firstly, the main-
task (segmentation) network generate a class-likelihood map
for each image, and then the loss map are calculated as usual.
However, instead of directly summing up the loss map,
we calculate the variance of the predicted class-likelihoods
pixel by pixel and then forward it to our AWAM module.
By applying the normalized weight map to loss map, we get
a weighted loss sum. While the main-task network aims to
minimize this weighted sum by editing the class-likelihood
map, our AWAM aims to maximum the weighted sum by
editing the weight map.(More details in Sec.3.6)
3.1 KL loss is not robust
Formally speaking, the KL loss for classification task is de-
fined in (Kendall, Gal, and Cipolla 2018) as
KL(p, s, gt) =
1
s
CE(p, gt) +
1
2
log s,
where CE(p, gt) indicates the cross-entropy loss between
class-likelihoods p1:C and ground-truth label gt, and s in-
dicates the predicted variance. Considering CE(p, gt) =
− log pgt and pgt approximates to the maximum class-
likelihood pmax for a well-trained model, we have
∂ KL(p,s,gt)
∂s =
s+ 2 log pgt
2s2
,
sˆ = argmin
s∈R+
KL(p, s, gt) ≈ −2 log pmax.
Note that minimizing KL loss tends to let the optimal sˆ ap-
proximate to−2 log pmax. It may explain why s has the abil-
ity of indicating confidence. On the other hand, we have
∂ KL(p, s, gt)
∂pgt
=
1
s
∂ CE(p, gt)
∂pgt
.
where 1s acts as a loss weight of CE(p, gt). Coupled this
with sˆ ≈ −2 log pmax, we can say that the loss weight
of CE(p, gt) is positively related to pmax. In other words,
assigning larger weights to high-confidence samples is the
learning strategy hidden in KL loss. As the vanilla cross-
entropy loss of mislabeled high-confidence is already fairly
large, further assigning it with a big loss weight is not what
we expect. Therefore, we consider KL loss is not robust for
noisy datasets (experiments also are performed in Sec.4.5).
3.2 Variance as an confidence indicator
Out of the intuition that the confidence can be directly de-
rived from the pixel-wise class-likelihoods p1:C , we take the
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Figure 3: The 2D histogram of (std, loss). The color of each
point(x, y) indicates the number of samples whose normal-
ized std is x and loss is y. Note that white color means the
number is 0. Five example points are listed.
variance var of p1:C as a confidence indicator. We have
pc ∈ [0, 1] ,
∑
C
pc = 1,
mean =
1
C
∑
C
pc =
1
C
,
var =
∑
C
(pc − 1
C
)2, var ∈
[
0,
C − 1
C2
]
.
There exist two inspiring observations. First, varmin is
obtained when ∀c, pc = 1C , which means the model has no
idea which class the pixel belongs to. Moreover, varmax is
obtained when pmax = 1 which means the model has abso-
lute confidence in the prediction of the pixel.
Considering the predicted loss can be as a rough indica-
tor of confidence, we trained a segmentation model on the
training set of Cityscapes Coarse dataset, and then manually
statistic a 2D histogramH(std, loss) on the validation set of
Cityscapes Fine dataset. To expand, std =
√
var refers to
the pixel-wise standard deviation of class-likelihoods, loss
refers to the pixel-wise cross entropy loss, and H(std =
x, loss = y) indicates the number of pixels whose standard
deviation is x and loss is y. Besides, loss is truncated with a
maximum value 2 due to the limit of memory usage and std
is normalized to [−1, 1] for better visualization.
From Fig.3 we can observe a strong relationship between
std and loss. Taking point B an example, samples with
std = −0.5 will not produce a loss smaller than 1.30. More-
over, with the increasing std, the minimum loss of samples
becomes smaller and the loss range of samples also grad-
ually shrinks to a narrow range. Since both the small loss
and the narrow loss range indicate the high confidence, we
draw an empirical conclusion that the variance is positively
related to the prediction confidence.
Based on the numerical characteristics and statistical data
of var, we believe variance is a good confidence indicator.
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3.3 Reweighting by variance is reasonable
For better illustration, we introduce the sample reweighting
function as W (var, z), where var denotes the prediction
variance and the hidden variable z ∈ {True, False} de-
notes whether a sample is correct-labeled or not.
After summing the Fig.3 along the axis of loss, we can
obtain the histogram of the normalized std. As illustrated in
Fig.4, the vast number of high-variance samples overwhelm
the model during training. Since high-variance samples usu-
ally come with high confidence, further paying attention to
them will bring marginal performance improvement. Conse-
quently, we declare
Assumption 3.1 (Improve generalization performance).
Suppose all samples are correct-labeled, focusing more on
low-variance ones can make the model to learn more gener-
alized features and be more robust to complicated scenarios.
In other words,
var1 < var2 =⇒ W (var1, T rue) > W (var2, T rue).
Another assumption of W (var, z) comes from analyzing
the backward gradient of mislabeled samples. To illustrate
this more concisely, we introduce the magnitude of the back-
ward gradient of CE(p, gt) as
G(p, gt) =
∣∣∣d CE(p,gt)d pgt ∣∣∣ = 1pgt .
Besides, to distinguish the class-likelihood of the mislabeled
ground-truth from that of the real ground-truth, we denote
the mislabeled one as pgt, and the real one as p̂gt.
Recall that in Sec.3.2, low-variance usually comes with
∀c, pc ≈ 1C , and high-variance usually comes with pmax ≈
1. Therefore, high-variance mislabeled samples behave like
0 ≈ pgt  p̂gt ≈ 1, lim
pgt→0
G(p, gt) =∞.
while low-variance mislabeled samples behave like
pgt ≈ p̂gt ≈ 1
C
,G(p, gt) ≈ C.
This observation indicates that high-variance mislabeled
samples are more harmful than low-variance mislabeled
ones. To suppress abnormal gradients, we declare
Assumption 3.2 (Suppress abnormal gradient).
High-variance mislabeled samples have to be down-
weighted to very small values, while low-variance misla-
beled samples needn’t to go too far, that is to say,
var1 < var2 =⇒ W (var1, False) > W (var2, False).
By combining Assumption 3.1 and 3.2, we can get a
general understanding: low-variance samples should be as-
signed to a larger weight. However, to guarantee degenerat-
ing W (var, z) to W (var) is robust for noisy datasets, one
more assumption is needed.
Generally speaking, even if no reweighting strategy is ap-
plied to noisy datasets, the model can still learn each class’s
main characteristics. That is to say, the direction of the
backward gradient is still guided by the correct labels. For
more concise explanations, we divide all pixels into different
groups based on the variance value V and the labeled state
Z, and further denote the gradient sum within each group as
G(V,Z) =
∑
{i|vari=V ∧zi=Z}G(pi, gti), with i indexing
each pixel. Then, the above observation can be reinterpreted
as ∑
var
G(var, True) >
∑
var
G(var, False).
Inspired by this, we declare the final assumption as
Assumption 3.3 (Robust Dataset).
The dataset is robust enough, so that
∀var ∈
[
0,
C − 1
C2
]
, G(var, True) > G(var, False).
(1)
By multiplying W (var) on both side, the formula∑
var
W (var)G(var, True) >
∑
var
W (var)G(var, False),
guarantees degenerating W (var, z) to W (var) is robust.
Remark. Note that, though Eq.1 is named as an assump-
tion, we can statistics this from the real dataset, as long as
this dataset has both coarse and fine versions of annotations.
Fortunately, this is just the case of the Cityscapes dataset
(more details in supplement material).
To conclude, guaranteed by the above assumptions, ig-
noring the labeled state z and then focusing on low-variance
samples is an robust and effective reweighting strategy for
noisy datasets.
3.4 Adversarial Weight Assigning Module
This section mainly focus on the learning strategy of
AWAM . For better illustration, with i indexing each pixel,
we symbolize AWAM as a mapping function W (var) that
maps the pixel-wise variance vari to pixel-wise sample
weight W (vari). Moreover, we also symbolize the vanilla
segmentation network as
θs = argmin
θs
∑
i
L(S(xi), gti),
where a segmentation network S predicts pixel-wise class-
likelihoods S(xi) for each image pixel xi, and the optimal
network parameters θs is obtained by minimizing the loss L
between S(xi) and the ground truth gti.
Sharing a similar intention with the existing self-attention
module, AWAM also want the model to focus more on
the valuable samples. Thus, by denoting the parameters of
AWAM as θw, a straightforward design of AWAM may be
θs, θw = argmin
θs,θw
∑
i
W (vari)L(S(xi), gti). (2)
To our disappointment, this design suffers from the prob-
lem of vanishing gradient. The reason is as follows. When
minimizing W (vari)L(S(xi), gti) for low-variance (low-
confidence) samples, both minimizing W and minimizing
L are optional for the model. However, directly down-
weighting this sample’s loss is much easier than classifying
this sample to the correct class. Therefore, W (var) not only
fails to mine valuable samples but also gives the model a
way to ignore them.
Inspired by the idea of GAN, we let W act as an adver-
sary of S. As S still targets predicting more accurate results
and producing lower pixel-wise loss, we force W to assign
the highest loss weight to the most challenging sample and
produce higher loss by reweighting samples. Thus, the new
learning strategy is rearranged as
θs = argmin
θs
∑
i
Const(Wi)Li, (3)
θw = argmax
θw
∑
i
Const(Li)Wi, (4)
where Const(M) means taking M as a constant. Since we
are more accustomed to solving optimization problems that
minimize a specific target, by multiplying −1 to Eq.4, the
optimal target can be further combined as
θs, θw = argmin
θs,θw
∑
i
Const(Wi)Li − Const(Li)Wi,
Considering iterative optimization algorithms such as
SGD (Ruder 2016) are commonly used to solve this prob-
lem, by abbreviating
∑
i Const(Wi)Li − Const(Li)Wi as
Q, the parameter-updating strategy can be formulated as
θt+1s = θ
t
s − α ∂Q∂θs = θ
t
s − α
∑
i
Const(Wi)
∂Li
∂θs
,
θt+1w = θ
t
w − α ∂Q∂θw = θ
t
w − (−α)
∑
i
Const(Li)
∂Wi
∂θw
,
where α denotes the learning rate. Note that, to implement
this adversarial learning strategy, the only thing needed
is adjusting the learning rate of θw to −α for Eq.2.
3.5 Convergence of our learning strategy
To prove the convergence of our adversarial learning strat-
egy (Eq.4), we will start with two simple questions, namely,
given L1 = 1.2 and L2 = 0.5, try to solve
W1,W2 = argmax
W1+W2=1,W1,W2≥0
W1L1 +W2L2, (5)
W1,W2 = argmax
W 21+W
2
2=1,W1,W2≥0
W1L1 +W2L2. (6)
We may find that the solution of Eq.5 (W1 = 1,W2 = 0) in-
dicates assigning all the weight to the maximum value L1,
while the solution of Eq.6
(
W1 =
12
13 ,W2 =
5
13
)
indicates
vector (W1,W2) and vector (L1, L2) are collinear. These
two questions gives us an intuition that the constriction on
W may play an essential role in solving Eq.4. In fact, the
theorem “Holder’s inequality”(H o¨ lder 1889) provides a de-
tailed analysis for optimization problem like Eq.4.
Theorem 3.1 (Holder’s inequality).
Let (S,Σ, µ) be a measure space and let p, q ∈ (1,∞) with
1
p +
1
q = 1. For all measurable functions f and g, we have
‖fg‖1 ≤‖f‖p‖g‖q
where ‖f‖p =
(∫
R
∣∣f(x)∣∣p dx) 1p , and if both f and g are
contiguous and positive, then this inequality becomes an
equality iff f(x) =‖g‖− 1p−1q g
1
p−1 (x) almost everywhere.
To apply this theorem to our situation, we need to re-
arrange
∑
iWi ∗ Li from “summing W ∗ L by index-
ing each sample xi” to “summing W ∗ L by indexing
each variance v”. That is to say, by denoting L(v) =∑
{i|vari=v} L(S(xi), gti), we can transform Eq.4 to
θw = argmax
θw
∑
i
W (vari)L(S(xi), gti)
= argmax
θw
∫
W (v)L(v)dv = argmax
θw
‖WL‖1
Thus by constraining‖W‖p = 1, p > 1 and letting q = pp−1
(so that 1p +
1
q = 1), we have‖WL‖1 ≤‖W‖p‖L‖q =‖L‖q ,
and the optimal W (v) is obtained when
W (v) =‖L‖− 1p−1q L
1
p−1 (v). (7)
Therefore, as long as p > 1, our adversarial learning strat-
egy will always let AWAM converge to the closed-form so-
lution Eq.7, even if L(v) is constantly changing during the
training stage (see our supplementary material).
3.6 Variance loss
Based on the above intuitive assumptions, detailed statistics,
and solid theories, we describe the implementation of our
variance loss. As illustrated in Fig.2, we build the variance
loss on top of a vanilla segmentation model.
After obtaining a class-likelihood map and a cross-
entropy loss map for each image as before, we explicitly
calculate out the pixel-wise variance vari of predicted class-
likelihoods pi,1:C from the class-likelihood map. And then
after being normalized from [0, C−1C2 ] to [−1, 1], the vari
is forwarded to a four-layer fully-connected (FC) network
to generate a sample weight W (vari). It is worth mention-
ing that the figure shows the actual structure of our AWAM,
which only contains 53 learnable parameters.
After mapping vari to W (vari) pixel to pixel, we con-
strain the weight map with‖W‖p = 1, p > 1 for better con-
vergence. Specifically, the weight map is first divided by its
L2 norm to guarantee the convergence, and further divided
by its L1 norm to ensure the same magnitude of loss before
and after reweighting. Note that, both operations are indis-
pensable. Since only dividing by L1 norm results the model
converge to suboptimal solution (see Sec.4.4), while only
dividing by L2 norm results the sum of samples’ weight are
greater than 1, in other words, the learning rate is implicitly
increased. Finally, by applying the normalized weight map
to loss map, we get a weighted loss sum. While the main-
task network aims to minimize this weighted sum by editing
the class-likelihood map, our AWAM aims to maximum the
weighted sum by editing the weight map.
4 Experiments
4.1 Benchmarks and Evaluations
We selected 3 finely-labeled datasets and 3 coarsely-labeled
ones to evaluate the effectiveness of our variance loss.
VOC 12 Aug. The PASCAL VOC 2012(Everingham and
Winn 2011) is a well-known semantic segmentation bench-
mark which contains 20 object classes. This dataset is di-
vided into 1,464/1,449/1,456 images for training, validation
and testing. The original dataset is augmented by the Se-
mantic Boundaries Dataset(Hariharan et al. 2011), resulting
in 10,582/1,449 images for training and validation.
Cityscapes. The Cityscapes(Cordts et al. 2016) targets for
urban scene understanding, which contains 30 classes and
only 19 classes are used for evaluation. It contains 5,000
finely-labeled images and 20,000 coarsely-labeled images.
The finely-labeled 5,000 images are further divided into
2,975/500/1,525 images for training, validation and testing.
ADE20K. The ADE20K(Zhou et al. 2017) is tasked for
general scene parsing, which contains 150 semantic cate-
gories, including 35 stuff classes (i.e., wall, sky) and 115
discrete objects (i.e., car, person). This dataset is divided into
20,210/2K/3K images for training, validation, testing.
Cityscapes Official Coarse. We directly use the official
coarse annotations of the 2,975 images of Cityscapes train-
ing set as an independent coarsely-labeled dataset, and name
it as Cityscapes Official Coarse. The evaluation is performed
on the finely-labeled Cityscapes validation set.
Cityscapes Manual Coarse. We randomly perform two
morphological dilation and erosion operations on the fine
annotations of Cityscapes training set to simulate edge miss-
ing and background noise in the coarse annotation. By
manually editing the fine annotations, we obtained 2,975
artificially generated coarse annotations and name this as
Cityscapes Manual Coarse. The evaluation is performed on
the finely-labeled Cityscapes validation set.
VOC 12 Aug Manual Coarse. Similar to Cityscapes
Manual Coarse, we manually edit the fine annotations with
random dilation and erosion operations. The artificially gen-
erated 10,582 coarse annotations are named as VOC 12 Aug
Manual Coarse. The evaluation is performed on the finely-
labeled VOC 2012 Aug validation set.
Results are reported in three metrics commonly used for
semantic segmentation: Overall accuracy(aAcc) indicates
the proportion of correctly classified pixels; Class average
accuracy(mAcc) indicates the proportion of correctly clas-
sified pixels averaged over all classes; Mean IoU(mIoU)
indicates the intersection-over-union between the predicted
and ground-truth pixels, averaged over all classes. For sim-
plicity, only single-scale-testing results are reported.
4.2 Implementation Details
In general, we select DeeplabV3+ (Chen et al. 2018)
with ResNet-50 (He et al. 2016) backbone and auxiliary
loss (Szegedy et al. 2015) as our base model, and apply a
same training strategy to all datasets, except two dataset-
related settings, namely, the total number of iterations T and
batch size. Specifically, we set T = 20, 000 for VOC 2012
aug with batch size 16 (about 31 epoch), T = 40, 000 for
Cityscapes with batch size 8 (about 108 epoch), T = 80, 000
for ADE20K with batch size 16 (about 64 epoch).
Performing all experiments on four GTX2080Ti GPUs
with mixed precision training, we set the optimizer to
AdamW(Loshchilov and Hutter 2017) with a weight de-
cay 1e−4. A same learning rate schedule is applied to the
segmentation network and our AWAM: given a base learn-
ing rate α0, initialize α to α0/100, linearly increases α to
α0 through T/20 iterations, and apply the strategy α =(
1− iter/T )0.9 α0 until the end. To make our AWAM to
respond more quickly to changes of L(var) than the seg-
mentation network, we set their learning rates to 1e−4 and
−1e−3, respectively. In addition, we implement AWAM by
four 1×1 convolution layers, and leaky relu(Xu et al. 2015)
is selected as the activation function between them, and in
order to adapt to the module with negative learning rate, a
minor modifications (replace αwith|α|when calculating the
weight decay) is made to the optimizer. The input parameter
of AWAM is std by default, and the constraint on AWAM
is ‖W‖2 = 1 by default. These two hyper-parameters are
grid-searched from Tab.2.
Since variance loss shares a same data pre-processing pro-
cedures with the baseline, we decide to put the data augmen-
tation details into the supplementary material.
4.3 Evaluation on benchmarks
We validate the effectiveness of variance loss on both
coarsely-labeled and finely-labeled datasets and report the
performances on the corresponding validation set. For a
more concise expression, baseline and variance loss refer
to the models supervised by cross entropy and variance loss,
respectively. For ADE20K, apart from the performance of
ResNet-50 backbone with T = 80, 000, we also report
ResNest-101 (Zhang et al. 2020) with T = 160, 000.
From Tab.1, we observe the proposed variance loss ob-
tains consistent improvement on benchmarks. In particular,
by simultaneously mining hard samples and alleviating mis-
labeled samples, we improve mIoU by 2.21 on Cityscapes
Official Coarse dataset. Moreover, to our surprise, we also
achieve an 1% mIoU improvement of on the finely-labeled
ADE20K dataset, regardless of whether the backbone is
ResNet-50 or ResNest-101.
Given the observation that the overall accuracy (aAcc) im-
proves slightly, and the class average accuracy and the mean
IoU improves significantly. An plausible explanation may be
that low-confidence samples are more distributed in classes
Dataset Method mIoU mAcc aAcc
Cityscapes Official Coarse baseline 68.56 81.12 93.46variance loss 70.77(+2.21) 83.21 93.66
Cityscapes Manual Coarse baseline 70.35 80.50 93.83variance loss 71.18(+0.83) 83.07 93.87
VOC12 Aug Manual Coarse baseline 74.10 84.55 93.96variance loss 75.81(+1.71) 85.55 94.36
VOC12 Aug baseline 77.73 86.64 95.12variance loss 78.95(+1.22) 87.60 95.33
Cityscapes baseline 79.70 86.72 96.34variance loss 80.23(+0.53) 87.20 96.49
ADE20K baseline 43.35 54.62 80.69variance loss 44.50(+1.15) 55.87 80.77
ADE20K ResNest baseline 46.02 57.74 81.95variance loss 46.94(+0.92) 59.08 82.13
Table 1: Evaluation variance loss on public datasets.
with fewer samples, so that mining these low-confidence
samples alleviates the class imbalance.
4.4 Ablation Study
The optimal input type. Considering all of var, std and
log var can be used as an indicator, We search the optimal
input parameter on Cityscapes Official Coarse dataset. Be-
sides, to verify whether AWAM can itself find an optimal
confidence indicator, in the experiment named auto, we in-
crease AWAM’s input channel to 19, and directly forward
all class-likelihood to it. As shown in Tab.2, std has the best
performance, and auto is the second. We conclude that std
performs best among three manual indicators, and the auto-
learned input parameter also did a good job with 125 learn-
able parameters. This phenomena may reveal that AWAM
accounts for a larger proportion of performance improve-
ment than input parameters. Here we leave a open questions
that if we increase the number of AWAM’s parameters and
optimize its structure design, can auto surpass the manually
designed confidence indicator std.
The convergence of variance loss. To valid the the-
ory provided in Sec.3.5, here we perform experiments on
Cityscapes Official Coarse by constrain ‖W‖p = 1 with
p = 1, 2, 3, respectively. As shown in Tab.2, the L1 norm
produces the worst results, and the L2 norm and L3 norm
have similar performance. This strongly validates the the-
ory derived from Holder’s inequality: setting p to a number
greater than 1 helps the model converge better.
Low-confidence pixels in real images. To figure out the
distribution of low-confidence pixels in real images, we vi-
sualize the confidence map (variance map) on Cityscapes
Fine validation dataset in Fig.5. To our surprise, almost
all low-confidence pixels locates in the boundary of two
different semantic categories. By more focusing on low-
confidence samples, we implicitly force the model to pay
more attention to the object boundary, which shares a sim-
ilar idea with recent works like (Zhen et al. 2020; Li et al.
2020).
4.5 The generalization of variance loss
The variance loss we proposed is a variance-based loss
reweighting strategy, which can be applied to any existing
loss function. Apart from the cross-entropy loss, we also ap-
ply it to the existing robust loss function GCE loss(Zhang
Hyper-parameter type subtype mIoU mAcc aAcc
Input type
baseline 68.56 81.12 93.46
var 70.36 82.92 93.63
std 70.77 83.21 93.66
log var 70.39 82.72 93.60
auto 70.44 82.21 93.65
Normalize type
L1 norm 52.08 62.51 91.34
L2 norm 70.77 83.21 93.66
L3 norm 70.33 82.73 93.57
Table 2: Search hyper-parameters.
Figure 5: Illustration of low-confidence pixels in real im-
ages. First row: low-confidence pixels are painted with green
color in real images. Second row: low-confidence pixels are
assigned greater brightness in intensity maps.
and Sabuncu 2018) and the aforementioned KL loss(Kendall
and Gal 2017). For GCE, we grid search its hyper-parameter
q from {0.01, 0.1, 0.3, 0.5, 0.7, 0.9}, and find the optimal q
is 0.3. After that, we combine GCE with our AWAM by set-
ting AWAM’s input parameter to std. And for KL loss, we
combine it with our AWAM by setting AWAM’s input pa-
rameter to the variance term in KL loss.
From Tab.3, we can observe that GCE gains a 1.44 mIoU
improvement on Cityscapes Official Coarse dataset with
help of our AWAM. And though KL loss is not robust as
mentioned in Sec.3.1, our AWAM also improve the mIoU
by 0.79. These experiment results strongly validate the gen-
eralization of our AWAM .
Loss type use AWAM mIoU mAcc aAcc
Cross Entropy 68.56 81.12 93.46X 70.77(+2.21) 83.21 93.66
KL Loss 69.07 81.92 93.31X 69.86(+0.79) 82.59 93.63
GCE 69.60 82.62 93.46X 71.04(+1.44) 83.49 93.72
Table 3: Generalized variance loss.
5 Conclusion
In this paper, we design an confidence indicator variance,
and then reweighting samples by the prediction variance
with our Adversarial Weight Assigning Module. Exten-
sive experiments on noisy datasets and noise-free datasets
demonstrate its effectiveness. However, there is still a long
way to let the performance of the model trained using only
coarse labels similar to that of fine labels.
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