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Model-free optimal control of discrete-time systems
with additive and multiplicative noises
Jing Lai, student, Junlin Xiong, Member IEEE, Zhan Shu, Senior Member IEEE,
Abstract—This paper investigates the optimal control problem
for a class of discrete-time stochastic systems subject to additive
and multiplicative noises. A stochastic Lyapunov equation and
a stochastic algebra Riccati equation are established for the
existence of the optimal admissible control policy. A model-
free reinforcement learning algorithm is proposed to learn the
optimal admissible control policy using the data of the system
states and inputs without requiring any knowledge of the system
matrices. It is proven that the learning algorithm converges to
the optimal admissible control policy. The implementation of
the model-free algorithm is based on batch least squares and
numerical average. The proposed algorithm is illustrated through
a numerical example, which shows our algorithm outperforms
other policy iteration algorithms.
Index Terms—stochastic linear quadratic regulator, additive
and multiplicative noises, model-free, reinforcement learning
I. INTRODUCTION
REINFORCEMENT learning (RL) [1] has been widelyused for solving optimization problems in poorly struc-
tured or initially unknown environments. In the control sys-
tem society, RL has been extensively studied to solve the
optimal control problem without requiring any knowledge
of the system matrices [2]–[4]. In particular, policy iteration
(PI) algorithms [5] were developed to solve the problem of
optimal control for deterministic systems in [6]–[9]. Recently,
extensions to RL-based control design for stochastic systems
[10]–[12] have emerged as well.
Stochastic LQR (linear quadratic regulator) has been widely
studied based on the RL method. For stochastic systems with
additive noises, the authors of [13] developed an approximate
PI algorithm to solve the stochastic LQR problem in an model-
free manner. In [14], a model-free learning algorithm was pre-
sented for solving the optimal control problem where policies
were updated with respect to the average of all previous Q-
function estimates. For stochastic systems with multiplicative
noises, the authors of [15] presented an value iteration learning
algorithm to find the optimal control gain, where a model
neural network was used to assist the algorithm implemen-
tation. In [16], the stochastic optimal control problem was
converted into a deterministic one and Q-learning algorithm
was adopted to solve the problem where the system matrices
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were required partially. In practice, many systems suffer from
both multiplicative and additive noises, see [17]–[19]. For such
stochastic systems, a model-free learning algorithm based on
Ito’s lemma was developed for continuous-time systems in
[20]. However, the stochastic LQR problems under additive
and multiplicative noises are far from solved.
This paper aims to design an optimal control policy for
discrete-time stochastic systems using the RL method. The
systems under consideration are subject to both multiplicative
and additive noises. All of the system matrices are completely
unknown. The infinite horizon cost function may become
infinity due to the presence of the additive noise [20]. Hence,
an infinite horizon cost function is to be minimized where a
discount factor is employed to guarantee the cost bounded-
ness. In order to develop the learning algorithm, a stochastic
Lyapunov equation (SLE) and a stochastic algebra Riccati
equation (SARE) are established. Firstly, under the assumption
that the system matrices are known, an offline PI algorithm is
proposed to solve the SARE iteratively. We prove the conver-
gence of the offline PI algorithm. Secondly, after introducing
Q-function, an online model-free RL algorithm is proposed
without knowledge of the system matrices. By showing the
above algorithms are equivalent to each other, we conclude
that the online model-free RL algorithm is also convergent to
the optimal control policy. Thirdly, to implement the online
model-free RL algorithm, a numerical averages is employed
to approximate the expectation and batch least squares (BLS)
is used to obtain the iterative kernel matrix of Q-function.
Our algorithm is implemented without the assumption that
the noises are measurable, which is required in the cases
of continuous-time systems with additive and multiplicative
noises [11], [21]. Finally, a numerical example is presented
to illustrate the obtained results. Empirically, our algorithm
outperforms other PI algorithms, but performs slightly worse
than a model-based algorithm.
Notation: Let Rn×m be the set of n × m real matrices.
Let I denote an identity matrix with appropriate dimensions.
Notation Sn and Sn+ denote the set of symmetric positive defi-
nite real matrix and the set of symmetric positive semidefinite
real matrix, respectively, with dimensions n × n. Notation
X > Y , where X and Y are real symmetric matrices, means
that the matrix X−Y is positive definite. The superscript “⊤”
denotes the transpose for vectors or matrices. Let ρ(.) be the
spectral radius of matrices. The trace of a square matrix A is
denoted by tr(A). We use ‖·‖ to denote the Euclidean norm
for vectors. Let ⊗ denote the Kronecker product. E denotes the
mathematical expectation. For symmetric matrix X ∈ Rn×n,
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vech(X) ∈ R
n(n+1)
2 denotes the vector whose elements are
the n diagonal entries of X and the n(n+1)2 −n distinct entry
[X ]ij ; vecs(X) ∈ R
n(n+1)
2 denotes the vector whose elements
are the n diagonal entries of X and the n(n+1)2 − n distinct
sums [X ]ij + [X ]ji.
II. PROBLEM DESCRIPTION
Consider the following linear discrete-time system
xk+1 = Axk +Buk + (Cxk +Duk)dk + wk (1)
where xk ∈ R
n is the system state at time k, uk ∈ R
m
is the control input, x0 is the system initial state following
a Gaussian distribution with zero mean and covariance X0.
The matrices A, C ∈ Rn×n, B, D ∈ Rn×m are the
system matrices. dk ∈ R is the system multiplicative noise,
wk ∈ R
n is the system additive noise. The system noise
sequence {(dk, wk) : k = 0, 1, 2, . . .} is defined on a given
complete probability space (Ω,F,P). For convenience, it is
further assumed that
1) dk is scalar Gaussian random variable with zero mean
and covariance 1;
2) wk is Gaussian random vector with zero mean and
covariance W ∈ Sn+;
3) E(x0di) = 0, E(x0wi) = 0, E(diwj) = 0 ∀i, j.
Definition 1. [22] System (1) with control input uk ≡ 0 is
called asymptotically square stationary (ASS) if there exists
X ∈ Sn+ such that ‖ lim
k→∞
E(xkx
⊤
k ) −X‖ = 0 independent of
the covariance matrix X0.
Lemma 1. [22] System (1) with control input uk ≡ 0 is ASS
if and only if
ρ(A⊗A+ C ⊗ C) < 1. (2)
For system (1), as stated in [23], the optimal control policy
is linear, where the optimal control gain to be designed.
Definition 2. A control policy is called admissible for system
(1) if the system with the control policy is ASS.
Remark 1. For system (1) under an admissible control policy
u = Lx, one has
E(xk+1x
⊤
k+1) = (A+BL)E(xkx
⊤
k )(A +BL)
⊤
+ (C +DL)E(xkx
⊤
k )(C +DL)
⊤ +W.
Obviously, E(xkx
⊤
k ) is positive definite due to the positive
definiteness of W .
Lemma 2. [22] A control policy u = Lx is admissible if and
only if the following algebraic equation has a unique solution
P ∈ Sn+ for any given F ∈ S
n
+:
P = (A+BL)⊤P (A+BL)+(C+DL)⊤P (C+DL)+F. (3)
The following assumption is essential throughout this paper.
Assumption 1. There exist linear admissible control policies
for system (1).
For an admissible control policy u = Lx, define the cost
function as
V (xk) = E
( ∞∑
i=k
γi−kc(xi, ui)
)
, (4)
where c(xi, ui) ≥ 0 is called one step cost at time i and
1 > γ ≥ 0 is a discount factor. Usually, the one step cost
is given by c(xi, ui) = x
⊤
i Qxi + u
⊤
i Rui with Q ∈ S
n and
R ∈ Sm+ .
Define Uad as the set containing all the admissible control
policies for system (1). The stochastic LQR problem consid-
ered in this paper is to find an optimal admissible control
policy in the sense of minimizing the cost function V (x0).
The optimal cost function is given by
V ∗(xk) = min
u∈Uad
V (xk).
Definition 3. [15] The stochastic LQR problem is called well-
posed if the optimal cost function satisfies −∞ ≤ V ∗(xk) ≤
∞.
Lemma 3. If the control policy u = Lx is admissible, then the
stochastic LQR problem is well-posed and the corresponding
cost function is
V (xk) = E(x
⊤
k Pxk) +
γ
1− γ
tr(PW ), (5)
where P ∈ Sn+ is the unique solution to the stochastic
Lyapunov equation (SLE)
P = γ(A+BL)⊤P (A+ BL) + γ(C +DL)⊤P
× (C +DL) + L⊤RL+Q. (6)
Proof. Substituting u = Lx into system (1) leads to
E(x⊤k+1Pxk+1 | xk)
= E
((
Axk +BLxk + (Cxk +DLxk)dk + wk
)⊤
P
×
(
Axk +BLxk + (Cxk +DLxk)dk + wk
)
| xk
)
= x⊤k
(
(A+BL)⊤P (A+BL) + (C +DL)⊤P
× (C +DL)
)
xk + tr(PW ).
Noting that P satisfies SLE (6), one has
E(γx⊤k+1Pxk+1 − x
⊤
k Pxk | xk)
= x⊤k
(
γ(A+BL)⊤P (A+BL) + γ(C +DL)⊤P
× (C +DL)− P
)
xk + γtr(PW )
= −x⊤k (Q + L
⊤RL)xk + γtr(PW ),
which means that
xk
⊤(Q + L⊤RL)xk
= E
(
− γx⊤k+1Pxk+1 + x
⊤
k Pxk + γtr(PW ) | xk
)
.
Therefore,
E
( ∞∑
i=k
γi−kx⊤i (Q+ L
⊤RL)xi | xk
)
= E
( ∞∑
i=k
E(−γi+1−kx⊤i+1Pxi+1 + γ
i−kx⊤i Pxi
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+ γi+1−ktr(PW ) | xi) | xk
)
= x⊤k Pxk − lim
i→∞
E(γix⊤k+iPxk+i | xk) +
γ
1− γ
tr(PW )
= x⊤k Pxk +
γ
1− γ
tr(PW ), (7)
where lim
i→∞
E(γix⊤k+iPxk+i | xk) = 0 due to the admissi-
bility of the control policy. Combining (7) and (4), one can
obtain equation (5). Because the optimal cost function satisfies
V ∗(xk) ≤ V (xk), one has V
∗(xk) < +∞. Moreover, in view
of (4), it is obvious that V ∗(xk) ≥ 0. Therefore, the stochastic
LQR problem is well-posed. The proof is completed.
Remark 2. Due to the existence of additive noise, the cost
function in (5) contains the term γ1−γ tr(PW ) which is inde-
pendent of xk. When system (1) does not suffer from additive
noise (wk ≡ 0) and γ = 1, Lemma 3 reduces to [15, Lemma
1]. Compared with [15], an proper discount factor is used to
guarantee the boundedness of the cost function in our case.
Remark 3. Note that the existence of a unique positive definite
solution to SLE (6) cannot guarantee the admissibility of L.
Define M = (A+BL)⊗ (A+BL)+(C+DL)⊗ (C+DL).
For a control policy u = Lx, only γρ(M) < 1 can be derived
if there exists a unique solution P ∈ Sn+ to SLE (6), while
from [22, Theorem 1], the admissibility of the control policy
requires ρ(M) < 1.
The following lemma provides a sufficient condition for
testing the admissibility of a control policy.
Lemma 4. A control policy u = Lx is admissible if there is
a unique solution P ∈ Sn+ to SLE (6) and P <
Q+L⊤RL
1−γ .
Proof. For any S ∈ Sn+, define an operator V: S
n
+ → S
n by
V(S) = (A+BL)⊤S(A+BL) + (C +DL)⊤S(C +DL).
If there is a unique solution P ∈ Sn+ to SLE (6), one has
P = V(P ) +
L⊤RL+Q− (1− γ)P
γ
. (8)
Considering P < Q+L
⊤RL
1−γ , one has that (L
⊤RL+Q− (1−
γ)P ) ∈ Sn+. Let F¯ =
L⊤RL+Q−(1−γ)P
γ
∈ Sn+, then equation
(8) becomes
P = V(P ) + F¯ .
It follows from [22, Theorem 1] that the control policy u = Lx
is admissible.
Based on the definition of V (xk), one has
V (xk) = E
(
c(xk, uk)
)
+ γE
( ∞∑
i=k+1
γi−k−1c(xi, ui)
)
,
which yields a Bellman equation for cost function:
V (xk) = E
(
c(xk, uk)
)
+ γV (xk+1). (9)
Substituting cost function (5) and E
(
c(xk, uk)
)
=
E(x⊤k Qxk + u
⊤
k Ruk) into equation (9), the Bellman
equation in terms of the cost function kernel matrix P is
obtained as
E(x⊤k Pxk) = E(x
⊤
k Qxk + u
⊤
k Ruk)
+ γE(x⊤k+1Pxk+1)− γtr(PW ). (10)
Define the Hamiltonian
H(xk, uk) = E(x
⊤
k Qxk + u
⊤
k Ruk) + γE(x
⊤
k+1Pxk+1)
− E(x⊤k Pxk)− γtr(PW ),
or equivalently,
H(xk, L) = E
(
x⊤k (Q+ L
⊤RL)xk
)
+ γE(x⊤k+1Pxk+1)
− E(x⊤k Pxk)− γtr(PW ).
The next lemma shows that the stochastic LQR problem can be
solved based on a stochastic algebra Riccati equation (SARE).
Lemma 5. Under Assumption 1, the optimal control policy
for the stochastic LQR problem is
u∗ = L∗x, (11)
where the optimal control gain is computed as
L∗ = −(R+γB⊤P ∗B+γD⊤P ∗D)−1(γB⊤P ∗A+γD⊤P ∗C),
(12)
and P ∗ ∈ Sn+ is the unique solution to the following SARE
P ∗ = Q+ γA⊤P ∗A+ γC⊤P ∗C − (γA⊤P ∗B + γC⊤P ∗D)
× (R + γB⊤P ∗B + γD⊤P ∗D)−1(γB⊤P ∗A+ γD⊤P ∗C).
(13)
Proof. The first-order necessary condition for optimality [24]
is given by
∂H(xk, L)
∂L
= 2(R+ γB⊤PB + γD⊤PD)LE(xkx
⊤
k )
+ 2(γB⊤PA+ γD⊤PC)E(xkx
⊤
k )
= 0. (14)
Note that R+γB⊤PB+γD⊤PD is positive definite for any
P ∈ Sn+ and one has E(xkx
⊤
k ) ∈ S
n
+ from Remark 1. Hence,
the optimal control gain L∗ is obtained as (12).
SARE (13) can be obtained by substituting (1) and (12) into
equation (10).
Remark 4. The optimal control policy is closely related to
the discount factor γ. Note that substituting (12) into SARE
(13), one has that P ∗ and L∗ satisfy SLE (6). However,
from Remark 3, the existence of a unique positive definite
solution to (6) cannot guarantee the admissibility of L∗. In
practice, one can gradually increase γ to obtain an admissible
optimal control policy according to Lemma 4. A lower bound
γ∗ > c¯ of the discount factor γ can be found from [25,
Corollary 3], where the c¯ is obtained by solving the linear
matrix inequalities.
III. MODEL-BASED RL TO SOLVE STOCHASTIC LQR
In this section, an offline PI (Algorithm 1) is proposed to
solve the stochastic LQR problem. In Algorithm 1, a set of
control gains are evaluated in an offline manner. Moreover, the
system matrices are required in both Policy Evaluation step
and Policy Update step. The convergence of this algorithm to
the optimal admissible control gain is proved in Lemma 6,
which is an extension of [26, Theorem 1].
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Algorithm 1 Offline PI
Input: Admissible control gain L(0), discount factor γ,
maximum number of iterations imax, convergence tolerance
ε
Output: The estimated optimal control gain Lˆ
1: for i = 0 : imax do
2: Policy Evaluation:
P (i) = γ(A+BL(i))⊤P (i)(A+BL(i)) + γ(C +DL(i))⊤
× P (i)(C +DL(i)) + (L(i))⊤RL(i) +Q (15)
3: Policy Improvement:
L(i+1) = −(R+ γB⊤P (i)B + γD⊤P (i)D)−1
× (γB⊤P (i)A+ γD⊤P (i)C) (16)
4: if ‖L(i+1) − L(i)‖ < ε then
5: Break
6: endif
7: endfor
8: Lˆ = L(i+1)
Lemma 6. Given an initial admissible control gain L(0).
Consider the two sequences {P (i)}∞i=0 and {L
(i)}∞i=1 obtained
from Algorithm 1. If the discount factor γ is chosen properly
large (less than 1), then, for i = 0, 1, 2 · · · , the following
properties hold:
1) P ∗ ≤ P (i+1) ≤ P (i);
2) lim
i→∞
P (i) = P ∗, lim
i→∞
L(i) = L∗, where P ∗ is the
solution to SARE (13) and L∗ is computed in (12);
3) L∗ and L(i) are admissible.
Proof. For any S ∈ Sn+, define an operator V
(i): Sn+ → S
n by
V
(i)(S) = (A+BL(i))⊤S(A+BL(i))
+ (C +DL(i))⊤S(C +DL(i)).
Define M (i) = (A+BL(i))⊗ (A+BL(i)) + (C +DL(i))⊗
(C +DL(i)).
One can rewrite equation (15) in Algorithm 1 as
P (i) = γV(i)(P (i)) + (L(i))⊤RL(i) +Q (17)
For i = 0, one has
P (0) = γV(0)(P (0)) + (L(0))⊤RL(0) +Q. (18)
Because L(0) is admissible, ρ(M (0)) < 1 is satisfied according
to [22, Theorem 1]. Hence, γρ(M (0)) < 1. Then, there is a
unique solution P (0) ∈ Sn+ to (18) according to [22, Theorem
1]. For equation (16), L(1) is computed as
L(1) = −(R+ γB⊤P (0)B + γD⊤P (0)D)−1
× (γB⊤P (0)A+ γD⊤P (0)C).
Therefore, it can be verified that
γV(0)(P (0)) + (L(0))⊤RL(0)
= γV(1)(P (0)) + (L(1))⊤RL(1) + (L(1) − L(0))⊤
× (R+ γB⊤P (0)B + γD⊤P (0)D)(L(1) − L(0)). (19)
Using (18) and (19), one can derive a new equation for P (0):
P (0) = γV(1)(P (0)) + U (1,0), (20)
where
U (1,0) = (L(1))⊤RL(1) + (L(1) − L(0))⊤
× (R+ γB⊤P (0)B + γD⊤P (0)D)(L(1) − L(0))
+ (L(0))⊤RL(0) +Q
and obviously U (1,0) ∈ Sn+. Because P
(0) ∈ Sn+ is the unique
solution to (18), it is also the unique solution to (20). Based
on [22, Theorem 1], one has γρ(M (1)) < 1 and there is a
unique solution P (1) ∈ Sn+ to the following equation
P (1) = γV(1)(P (1)) + (L(1))⊤RL(1) +Q. (21)
From (20) and (21), one obtains
P (0) − P (1) = γV(1)(P (0) − P (1)) + (L(1) − L(0))⊤
× (R+ γB⊤P (0)B + γD⊤P (0)D)(L(1) − L(0)), (22)
and thus (P (0) − P (1)) ∈ Sn is the unique solution to (22).
Hence, P (0) ≥ P (1). Repeating the operations of (18)–(22),
one has P (i+1) ≤ P (i).
Note that {P (i)}∞i=0 is a monotonic non-increasing sequence
and positive definite. Hence, lim
i→∞
P (i) = P∞ exists. Taking
the limit i→∞ of (17) yields
P∞ = γV∞(P∞) + (L∞)⊤RL∞ +Q (23)
and
L∞ = −(R+ γB⊤P∞B + γD⊤P∞D)−1
× (γB⊤P∞A+ γD⊤P∞C). (24)
Substituting (24) into (23), we have
P∞ = Q+ γA⊤P∞A+ γC⊤P∞C − (γA⊤P∞B
+ γC⊤P∞D)(R + γB⊤P∞B + γD⊤P∞D)−1
× (γB⊤P∞A+ γD⊤P∞C). (25)
From Lemma 5, one knows that P ∗ is the unique positive
definite solution to SARE (25). Thus, P∞ = P ∗ and L∞ =
L∗, which implies P ∗ ≤ P (i). The proofs of 1) and 2) are
completed.
From Remark 4 and [25], one knows the control gains L∗
and L(i) are admissible if the discount factor γ is chosen
properly large.
IV. MODEL-FREE RL TO SOLVE STOCHASTIC LQR
To remove the requirement of complete knowledge of
the system matrices, a new model-free learning algorithm is
proposed to solve the stochastic LQR problem in this section.
Based on Bellman equation (9), define a Q-function as
Q(xk, ηk) = E
(
c(xk, ηk)
)
+ γV (xk+1), (26)
where ηk is an arbitrary control input at time k and u = Lx
is used to calculate V (xk+1) for time k + 1, k + 2, . . ..
From (9) and (26), if ηk = uk, one has
Q(xk, uk) = V (xk). (27)
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Substituting (5) into (27), the Q-function becomes
Q(xk, uk)
= γ
(
E(x⊤k+1Pxk+1) +
γ
1− γ
tr(PW )
)
+ E
(
c(xk, uk)
)
= γE
((
Axk +Buk + (Cxk +Duk)dk + wk
)⊤
P
×
(
Axk +Buk + (Cxk +Duk)dk + wk
)
+
γ
1− γ
tr(PW )
)
+ E(x⊤k Qxk + u
⊤
k Ruk)
= E
(
x⊤k (Q + γA
⊤PA+ γC⊤PC)xk + 2γx
⊤
k (A
⊤PB
+ C⊤PD)uk + u
⊤
k (R+ γB
⊤PB + γD⊤PD)uk
)
+
γ
1− γ
tr(PW )
= E
( [xk
uk
]⊤
H
[
xk
uk
] )
+
γ
1− γ
tr(PW ), (28)
where
H =
[
Hxx Hxu
Hux Huu
]
∈ Sn+m+ ,
and
Hxx = Q+ γA
⊤PA+ γC⊤PC
Hxu = γA
⊤PB + γC⊤PD = H⊤ux
Huu = R+ γB
⊤PB + γD⊤PD.
Define the optimal Q-function as [27]
Q∗(xk, uk) = E
(
c(xk, uk)
)
+ γV ∗(xk+1).
By solving
∂Q∗(xk,uk)
∂uk
= 0, the optimal control gain is
obtained as
L∗ = −(H∗uu)
−1H∗ux, (29)
whereH∗uu = R+γB
⊤P ∗B+γD⊤P ∗D,Hux = γB
⊤P ∗A =
H⊤xu, and P
∗ satisfies SARE (13).
From (5), (27), (28) and the positive definiteness of
E(xkx
⊤
k ) in Remark 1, one has
P =
[
I
L
]⊤
H
[
I
L
]
. (30)
Substituting (30) into (28), the Q-function can be computed
as
Q(xk, uk)
= E
( [xk
uk
]⊤
H
[
xk
uk
] )
+
γ
1− γ
tr
(
H
[
I
L
]
W
[
I
L
]⊤ )
. (31)
Based on (26) and (27), one obtains the Bellman function
for Q-function:
Q(xk, uk) = E
(
c(xk, uk)
)
+ γQ(xk+1, uk+1). (32)
Using (31), (32), one has
E
( [xk
uk
]⊤
H
[
xk
uk
] )
= E
(
c(xk, uk)
)
+ γE
( [xk+1
uk+1
]⊤
H
[
xk+1
uk+1
] )
− γtr
(
H
[
I
L
]
W
[
I
L
]⊤ )
. (33)
Now, we propose a new model-free learning algorithm in
Algorithm 2 according to (29) and (33).
Algorithm 2 Online Model-free RL
Input: Admissible control gain L(0), initial state covariance
matrix X0, additive noise covariance matrix W , discount
factor γ, maximum number of iterations imax, convergence
tolerance ε
Output: The estimated optimal control gain Lˆ
1: for i = 0 : imax do
2: Policy Evaluation:
E
( [ xk
u
(i)
k
]⊤
H(i)
[
xk
u
(i)
k
] )
= E
(
c(xk, u
(i)
k )
)
+ γE
( [xk+1
u
(i)
k+1
]⊤
H(i)
[
xk+1
u
(i)
k+1
] )
− γtr
(
H(i)
[
I
L(i)
]
W
[
I
L(i)
]⊤ )
(34)
3: Policy Improvement:
L(i+1) = −(H(i)uu)
−1H(i)ux (35)
4: if ‖L(i+1) − L(i)‖ < ε then
5: Break
6: endif
7: endfor
8: Lˆ = L(i+1)
Remark 5. Compared with Algorithm 1, Algorithm 2 eval-
uates the iterative matrix H(i) in an online manner using
data acquired along the system trajectories. Moreover, Policy
Improvement step in Algorithm 2 is carried out in terms of
the learned kernel matrix H(i) without resorting to the system
matrices.
Lemma 7. Algorithm 2 is equivalent to Algorithm 1 in
the sense that equations (15) and (34) are equivalent, and
equations (16) and (35) are equivalent.
Proof. Substituting c(xk, u
(i)
k ) = x
⊤
k Qxk + (u
(i)
k )
⊤Ru
(i)
k and
u
(i)
k = L
(i)xk into equation (34), one obtains
E
(
x⊤k
[
I
L(i)
]⊤
H(i)
[
I
L(i)
]
xk
)
= E(x⊤k Qxk + (u
(i)
k )
⊤Ru
(i)
k )
+ γE
(
x⊤k+1
[
I
L(i)
]⊤
H(i)
[
I
L(i)
]
xk+1
)
− γtr
(
H(i)
[
I
L(i)
]
W
[
I
L(i)
]⊤ )
.
Based on (30), the above equation can be rewritten as
E(x⊤k P
(i)xk) = E(x
⊤
k Qxk + (u
(i)
k )
⊤Ru
(i)
k )
+ γE(x⊤k+1P
(i)xk+1)− γtr(P
(i)W ). (36)
Applying system (1) and u
(i)
k = L
(i)xk to (36), one has
E(x⊤k P
(i)xk)
= E(x⊤k Qxk + (u
(i)
k )
⊤Ru
(i)
k ) + γE(x
⊤
k+1P
(i)xk+1)
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− γtr(P (i)W )
= E
(
x⊤k (Q+ (L
(i))⊤RL(i))xk
)
+ γE
((
(A+BL(i))xk
+ (C +DL(i))xkdk + wk
)⊤
P (i)
(
(A+BL(i))xk
+ (C +DL(i))xkdk + wk
))
− γtr(P (i)W )
= E
(
x⊤k (γ(A+BL
(i))⊤P (i)(A+BL(i)) + γ(C +DL(i))⊤
× P (i)(C +DL(i)) + (L(i))⊤RL(i) +Q)xk
)
.
Due to the positive definiteness of E(xkx
⊤
k ) from Remark
1, we conclude that Policy Evaluation step in Algorithm 2 is
equivalent to Policy Evaluation step in Algorithm 1. Moreover,
from equation (28), the equation (35) in Algorithm 2 is
equivalent to the equation (16) in Algorithm 1. This completes
the proof.
Theorem 1. Consider the two sequences {L(i)}∞i=1 and
{H(i)}∞i=0 obtained in Algorithm 3, then lim
i→∞
L(i) = L∗
and lim
i→∞
H(i) = H∗, which means that lim
i→∞
u(i) = u∗ and
lim
i→∞
Q(i) = Q∗.
Proof. Combing Lemma 7 and Lemma 6 leads to Theorem
1.
V. IMPLEMENTATION OF ONLINE MODEL-FREE RL
ALGORITHM
The mathematical expectations are difficult to implement
when the system matrices are unknown. In this section, for
Algorithm 2, a numerical average is adopted to approximate
expectation and batch least squares (BLS) [28] is employed
to estimate the kernel matrix H(i) of the Q-function. The
implementation of Algorithm 2 is given in Algorithm 3.
By vectorization, Equation (34) in Algorithm 2 can be
rewritten as
E
(
φ⊤(z
(i)
k )
)
vecs(H(i))
= E
(
c(z
(i)
k )
)
+ γE
(
φ⊤(z
(i)
k+1)
)
vecs(H(i))
− γvech(ς(i))vecs(H(i)),
where
z
(i)
k = [x
⊤
k (u
(i)
k )
⊤]⊤ ∈ Rn+m=p, φ(z
(i)
k ) = vech
(
z
(i)
k (z
(i)
k )
⊤
)
and
ς(i) =
[
I
L(i)
]
W
[
I
L(i)
]⊤
.
The kernel matrix H(i) is estimated from data generated
under the control policy uk = L
(i)xk for N time steps. The
BLS estimator of H(i) is given by [28]:
vecs(H(i)) =
(
(EΦ(i))⊤(EΦ(i) + γΓ(i) − γEΨ(i))
)−1
× (EΦ(i))⊤EΥ(i), (37)
where Φ(i) ∈ RN×
p(p+1)
2 , Ψ(i) ∈ RN×
p(p+1)
2 and Υ(i) ∈ RN
are the data matrices defined by
Φ(i) =
[
φ(z
(i)
1 ) φ(z
(i)
2 ) · · · φ(z
(i)
N )
]⊤
Ψ(i) =
[
φ(z
(i)
2 ) φ(z
(i)
3 ) · · · φ(z
(i)
N+1)
]⊤
Υ(i) =
[
c(z
(i)
2 ) c(z
(i)
3 ) · · · c(z
(i)
N+1)
]⊤
, (38)
and Γ(i) is a N × p(p+1)2 matrix whose rows are vectors
vech(ς(i)).
Note that u
(i)
k is linearly dependent on xk. Therefore, the
BLS estimate equation (38) is not solvable. To overcome this
problem, a probing noise is added to u
(i)
k and enough data are
collected to ensure the condition rank(Φ(i))⊤Φ(i)) = p(p+1)2
holds [3], [4].
Algorithm 3 is a practical implementation of Algorithm 2.
Algorithm 3 Implementation of Online Model-free RL
Input: Admissible control gain L(0), initial state covariance
matrix X0, additive noise covariance matrix W , discount
factor γ, roll out length N , maximum number of iterations
imax, positive number nummean, convergence tolerance ε
Output: The estimated optimal control gain Lˆ
1: for i = 0 : imax do
2: Sample x0 from a Gaussian distribution with zeros
3: mean and covariance X0. Let Φ = 0, Ψ = 0,Υ = 0.
4: Let Φ(i) = 0, Ψ(i) = 0,Υ(i) = 0
5: for q = 1 : nummean do
6: Apply uk = L
(i)xk for N time steps, collect data
7: and construct Φ(i), Ψ(i) and Υ(i) through (38).
8: Φ = Φ+ Φ(i), Ψ = Ψ+Ψ(i), Υ = Υ+Υ(i)
9: endfor
10: Φ = Φ/nummean, Ψ = Ψ/nummean
11: Υ = Υ/nummean
12: vecs(H(i)) =
(
(Φ)⊤(Φ + γΓ(i) − γΨ)
)−1
Φ⊤Υ
13: L(i+1) = −(H
(i)
uu)−1H
(i)
ux
14: if ‖L(i+1) − L(i)‖ < ε then
15: Break
16: endif
17: endfor
18: Lˆ = L(i+1)
Remark 6. At each iteration of Algorithm 3, the BLS solution
(37) is employed to estimate the Q-function kernel matrix Hi,
where the expectations EΦ(i), EΨ(i) and EΥ(i) are approxi-
mated by the numerical averages Φ, Ψ and Υ, respectively.
Remark 7. In [16], the system matrices are partly required,
in this paper the knowledge of the system matrices is not
required. Compared with [15], no model neural network is
used in this paper. The authors of [11] and [21] make the
assumption that the noises is measurable, here we remove
this assumption. Furthermore, our system (1) is more general,
and the proposed model-free learning algorithm is easier to
understand and to implement.
VI. NUMERICAL EXAMPLE
In this section, a numerical example is presented to evaluate
our model-free algorithm.
Consider the following stochastic linear discrete-time sys-
tem
xk+1 =
[
0.8 1
1.1 2
]
xk +
[
0.2
1.4
]
uk +
( [0.7 0
−1 −0.5
]
xk
— 7
+
[
−1
0.8
]
uk
)
dk + wk. (39)
Let initial state variance matrix X0 = I and additive noise
covariance matrix W = I . The weight matrices and discount
factor are selected as Q = I , R = 1 and γ = 0.7, respectively.
The exact solution to SARE (13) is
P ∗ =
[
8.2254 8.0704
8.0704 10.3873
]
and the optimal control gain is
L∗ = [−0.9319 − 1.5784].
Thus, one can obtain the optimal cost V ∗(x0) = 62.0422
according to equation (5).
Choose L(0) = [−1.4 − 2.1], imax = 20, nummean = 5,
and ε = 10−2. Algorithm 3 stops after five iterations and
returns the estimated optimal control gain Lˆ = [−0.9369 −
1.5772] and the estimated optimal cost Vˆ (x0) = 62.1118.
Fig. 1 shows the comparison between Algorithm 1 and
Algorithm 3. We can see that Fig. 1 verifies the equivalence
of Algorithm 1 and Algorithm 2. The control gains obtained
using Algorithm 3 are comparable to those of Algorithm 1.
The control gains obtained using Algorithm 3 have some small
fluctuations near the control gains generated by Algorithm
1. The fluctuations may be due to the numerical average
replacement used in Algorithm 3.
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Fig. 1: The control gain curves for Algorithm 1,3
The following PI algorithms are evaluated on system (39)
with the same initial control gain:
1) PI in [2], where the kernel matrix H(i) is learned based
on recursive least squares.
2) PI in [29], where the cost function kernel matrix P (i),
the matrices H
(i)
uu and H
(i)
ux ( not the entire kernel matrix
H(i)) are estimated .
3) MFLQv3 in [14], where a cost function estimate Vˆi is
first computed and then the Q-function estimate Qˆi is
estimated. The iterative control policy is a greedy policy
with respect to the average of all previous estimates
Qˆ1, . . . , Qˆi−1.
To compare the performance, we run each algorithm 10 times
and 90000 time steps is used in a single run. The average
curves of ‖L(i)−L∗‖ and |V
(i)(x0)−V
∗(x0)|
V ∗(x0)
are shown in Fig.
2 and Fig. 3, respectively. We can see, from Fig. 2, that the
control gains generated by Algorithm 3 is closer to the optimal
control gain. Fig. 3 shows that Algorithm 3 and MFLQv3
achieve lower relative cost error than PI in [2] and PI in [29].
Moreover, Algorithm 3 needs less iterations to achieve a lower
relative cost error.
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Fig. 2: The control gain distance curves
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Fig. 3: Relative cost error curves
VII. CONCLUSIONS
In this paper, the optimal control problem for a class
of discrete-time stochastic systems subject to additive and
multiplicative noises has been investigated. The objective is
to find the optimal control policy in the sense of minimizing
a discounted cost function and maintaining the asymptotically
square stationary property of the system. To avoid requiring
any knowledge of the system matrices, a model-free reinforce-
ment learning algorithm has been proposed to search for the
— 8
optimal control policy using the data of the system states
and control inputs. The model-free learning algorithm has
been implemented through batch least squares and a numerical
average. The effectiveness of the proposed algorithm has been
illustrated through a numerical example.
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