We present a novel API of our QBF solver DepQBF which allows for incremental QBF solving based on clause groups. A clause group is a set of clauses which is incrementally added to or removed from a previously solved QBF. Our implementation of this API is related to incremental SAT solvers which rely on selector variables and solving under assumptions. However, in contrast to SAT solvers the API entirely hides selector variables and assumptions from the user. This property facilitates the integration of DepQBF as a library in other tools. We provide implementation details and show that the API can be implemented in any DPLL-based SAT and QBF solver. As an application we consider the incremental computation of minimal unsatisfiable cores (MUCs) of QBFs and, for the first time, report on experiments.
Introduction
Incremental solving has been found crucial for the performance of formal verification and model checking workflows relying on propositional logic (SAT) [6, 8, 10, 14] and quantified Boolean formulas (QBF) [4, 26] . In these workflows, sequences of related formulas in conjunctive normal form (CNF) are solved. Information learned when solving a CNF is reused in the process of solving the next CNFs in the sequence. For example, incremental solving benefits from keeping clauses learned in solvers based on conflict-driven clause learning (CDCL) [27, 33] .
Modifications of a CNF by adding and deleting clauses in incremental solving are typically implemented by selector variables and solving under assumptions. An added clause C is augmented with a fresh selector variable s so that actually C ∪ {s} is added. Via the solver API, the user assigns these variables as assumptions under which the CNF is solved. The assignments control whether a clause is effectively present in the CNF. This assumption-based approach was pioneered by Minisat [13, 15] and is common in SAT and QBF solving [2, 21, 24, 25, 26, 32] .
Different from the assumption-based approach, the SAT solver zChaff 1 [30] provides an API to modify the CNF by adding and removing disjoint groups (sets) of clauses. Clauses are associated with the ID of the group they belong to. The ID is an integer id ∈ [1, 32] represented by a one-hot encoding. A clause C derived during CDCL is assigned a group ID obtained by computing the bitwise OR of the IDs of all groups which contain clauses involved in the derivation.
To the best of our knowledge, zChaff still is the only SAT solver which provides a clause group API. In assumption-based incremental solving, clause groups may be emulated by augmenting all clauses in a group by the same selector variable. However, the user must specify the necessary assumptions via the solver API in all forthcoming solver invocations to enable and disable the right groups. In contrast to that, zChaff allows to delete groups by a single API function call.
For this reason we argue that, in terms of usability, incremental solving by clause groups is conceptually simpler than the assumption-based approach. The use of a clause group API is less error-prone, more accessible to inexperienced users, and facilitates the integration of the solver in other tools.
We implemented a novel API in our QBF solver DepQBF 2 [24, 25] to provide incremental solving based on clause groups in a convenient way. Different from zChaff, we implemented clause groups based on selector variables combined with QBF solving under assumptions. However, in contrast to assumption-based incremental solving, in our implementation the handling of selector variables and assumptions is entirely carried out by the solver and is invisible to the user. This way, we combine the simplicity of a clause group API in the style of zChaff with the state of the art of assumption-based incremental solving. Our implementation is not specific to QBF. We show that any modern SAT and QBF solver which supports solving under assumptions can be equipped with a clause group API.
As an application of the novel clause group API of DepQBF, we consider the incremental computation of minimal unsatisfiable cores (MUCs) of unsatisfiable QBFs. Experimental results on benchmarks from the QBF Gallery 2014 demonstrate the efficiency of our implementation.
2 Implementing a Clause Group API Let ψ =Q. φ be a QBF in prenex CNF (PCNF) whereQ = Q 1 x 1 , . . . , Q n x n with Q i ∈ {∀, ∃} is the prefix containing quantified propositional variables x i and φ is a quantifier-free CNF. DepQBF is a solver for PCNFs based on the QBF-specific variant of the DPLL algorithm [9] with clause and cube learning [17, 22, 34] . Since version 3.0 [24, 25] , DepQBF supports incremental QBF solving via an API to add and remove sets of clauses in a stack-based way by push and pop operations (cf. Fig. 3 in [25] ). This API is suitable for solving incremental encodings of problems where clauses added most recently tend to be removed again in subsequent solver calls. For example, in QBF encodings of reachability problems such as conformant planning [16] or bounded model checking [4, 20] , in each iteration clauses encoding the previous unreachable goal state are removed and clauses encoding another state transition and a new goal state are added to the CNF.
The new clause group API of DepQBF, however, allows to add and delete clauses arbitrarily, which is necessary for applications like incremental computation of MUCs of QBFs. We first present our novel approach to keeping selector variables invisible to the user, which is a unique feature of DepQBF. To this end, we distinguish between selector variables and variables in the encoding.
Let S = ψ 1 , . . . , ψ n be a sequence of PCNFs. We consider variables over which the PCNFs ψ i are defined as user variables because they are part of the problem encoding represented by S. When solving S incrementally, selector variables used to augment clauses in ψ i are not part of the original encoding.
Like many SAT and QBF solvers, DepQBF stores variables as objects in an array VA indexed by an integer ID id
However, user and selector variables reside in separate sections of VA:
user variables selector variables
The total size of VA is vs. The sections containing the user and selector variables have sizes us and vs − us, respectively. The following invariants are maintained:
is added via the solver API, then VA is resized together with the user variable section. In this case the selector variables are assigned a new, larger ID and copied to a new position in VA. Then the literals of selector variables are renamed according to the newly assigned IDs in all (learned) clauses and cubes present in the current PCNF in a single pass. Resizing only the selector variable section of VA does not require assigning new IDs to selector variables. The API of DepQBF prevents the user from accessing the selector variable section of VA. Hence selector variables are invisible to the user. This is in contrast to the SAT solver PicoSAT [5] which provides a push/pop API similar to DepQBF but requires some user interaction via its API to properly maintain selector variables.
In the following, we present the novel clause group API of DepQBF along with the example shown in Fig. 1 . All API functions take a pointer to a solver object as argument which, for brevity, we omit in the description below.
A new clause group is created by calling new cls grp(). This function returns a unique unsigned integer cgid as the ID of the group. Each time a new group cgid is created, internally a fresh selector variable s is allocated in the array VA and associated to the group cgid . The mapping from clause groups to their selector variables is stored in a hash table. Technically, the maximum number of groups that can be created is equal to the largest unsigned integer. This is in contrast to zChaff which supports at most 32 groups.
A sat(), internally the selector variables of all created groups are assigned false as assumptions. These assignments effectively activate the clauses in these groups.
Deleting a clause group by calling delete cls grp(cgid) invalidates its ID, which then cannot be passed to the API functions anymore. When the current PCNF is solved by calling sat(), then internally the selector variables of all deleted groups are assigned true as assumptions. These assignments satisfy the clauses in all deleted groups and all learned clauses derived therefrom. If the total number of clauses in deleted groups exceeds a certain threshold, then these clauses are removed from the data structures in a single-pass garbage collection phase. Clauses which are added to the PCNF but not put in a clause group, i.e. without opening a group by open cls grp(cgid) before, cannot be removed.
In contrast to deletion, which cannot be undone, clause groups can also be deactivated by calling deactivate cls grp (cgid). Deactivating a clause group amounts to temporary deletion. When the current PCNF is solved by calling sat(), then internally the selector variables of deactivated groups are assigned true similarly to deleted groups. However, clauses in deactivated groups are never removed from the data structures. Deactivated groups can be activated again by calling activate cls grp(cgid). By default, groups newly created by new cls grp() are activated. The selector variables of activated groups are assigned false when solving the current PCNF.
If the current PCNF has been found unsatisfiable by sat(), then calling get relevant cls grps() returns an array of the IDs of those groups which contain clauses used by the solver to determine unsatisfiability. The clauses in these groups amount to an unsatisfiable core of the PCNF. That core is obtained by internally collecting all selector variables relevant for unsatisfiability 3 and mapping them to the respective clause group IDs.
Computing Minimal Unsatisfiable Cores of QBFs
Given an unsatisfiable PCNF ψ =Q. φ, an unsatisfiable core (UC) of ψ is an unsatisfiable PCNF ψ =Q . φ such thatQ ⊆Q and φ ⊆ φ. The prefixQ is obtained fromQ by deleting the quantified variables which do not occur in φ . A minimal unsatisfiable core (MUC) of ψ is an unsatisfiable core ψ =Q . φ of ψ where, for every C ∈ φ , the PCNFQ . (φ \ {C}) is satisfiable.
We implemented a tool to incrementally compute MUCs of PCNFs using the clause group API of DepQBF as follows. Given an unsatisfiable PCNF ψ 0 =Q. φ, first every single clause of ψ 0 is put in an individual clause group. Let ψ := ψ 0 . The PCNF ψ is solved and a UC ψ =Q . φ is extracted by get relevant cls grps(). Then ψ is replaced by ψ by deleting the clause groups which do not belong to ψ from ψ. Given the updated ψ =Q. φ, every clause C ∈ φ is checked by solving the PCNF ψ =Q. (φ \ {C}). To this end, the group containing C is deactivated. If ψ is satisfiable then C is part of a MUC and hence C is activated again. Otherwise, a UC ψ of ψ is extracted, ψ is replaced by the UC ψ like above, and again every clause in the updated ψ is checked. After every clause in the current ψ has been checked, the final ψ is a MUC of ψ 0 . The number of QBF solver calls in this well-known eliminationbased algorithm is linear in the size of ψ 0 [18, 28, 29] . It applies iterative clause set refinement [3, 12, 31] by UCs, which are extracted by selector variables [1] .
We computed MUCs of instances from the applications (AT), QBFLIB (QT), and preprocessing (PT) tracks of the QBF Gallery 2014. 4 The instances from AT and QT were preprocessed by Bloqqer [7] . In total, we allowed 900s of wall clock time and seven GB of memory to solve an instance by DepQBF and to compute a MUC. Table 1 summarizes the results of our experiments run on an AMD Opteron 6238 at 2.6 GHz under 64-bit Linux. MUCs were successfully computed for 95% of the solved unsatisfiable instances in AT (79% of QT and 89% of PT track). On average, MUC computation took 43s in AT (49s in QT and 31s in PT ). When increasing the total timeout to 3600s, then 186 MUCs were computed in AT (48 in QT and 36 in PT ).
Iterative refinement of UCs potentially reduces the number of solver calls. In the worst case, there is one solver call per each single clause in the initial PCNF ψ 0 . However, on average there was one solver call per 58, 8, and 18 clauses in AT, QT, and PT, respectively. Table 1 . Statistics for instances from the QBF Gallery 2014 where MUCs were successfully computed. Numbers of solved unsatisfiable instances out of total ones are shown in parentheses. MUCs computed (#m), total time to solve the initial unsatisfiable instances (ut) and to compute the MUCs (mt), total number of QBF solver calls (#c), total number of clauses in initial formulas (|CNF |) and in MUCs (|MUC |), and the average (r) and median (r) sizes of MUCs relative to the respective CNF sizes.
The deletion of clauses not belonging to a MUC reduces the memory footprint and the run time. The plot on the right shows the sorted total run times (y-axis) 
Conclusion
We presented a novel API of our QBF solver DepQBF for incremental QBF solving based on clause groups. The clause group API is conceptually simple yet employs state of the art approaches to assumption-based incremental SAT solving. Related improvements are also applicable to our implementation [2, 21, 32] .
The handling of selector variables and assumptions is encapsulated inside the solver and thus is invisible to the user. The user does not have to maintain the selector variables manually, which facilitates the integration of DepQBF in other tools. A potential application of the clause group API is UC extraction of QBFs in the context of quantified maximum satisfiability (QMaxSAT) [19] and SMT (similar to SAT-based UC extraction in SMT [11] ). Further, our API readily supports the extraction of high-level UCs [23, 31] where, different from our experiments with MUC computation, multiple clauses are put in a clause group.
Our implementation of the clause group API is general and fits any searchbased SAT and QBF solver capable of solving under assumptions. A clause group API makes incremental QBF solving more accessible for practical applications.
