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ON A CHOICE OF THE MOLLIFIED FUNCTION
IN THE LEVINSON–CONREY METHOD1
Sergei Preobrazhenski˘i and Tatyana Preobrazhenskaya
Abstract. Motivated by a functional property of the Riemann zeta function, we consider
a new form of the mollified function in the Levinson–Conrey method. As an application,
we give the following slight improvement of Feng’s result: assuming Feng’s condition on the
lengths of the mollifier at least 41.2948% of the zeros of the Riemann zeta function are on
the critical line.
The construction may lead to further improvements as one increases the number of terms
in Feng’s mollifier.
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1. Introduction. The Riemann zeta-function ζ(s) is defined for Re s > 1 by
ζ(s) =
∞∑
n=1
n−s,
and for other s by the analytic continuation. It is a meromorphic function in the whole complex
plane with the only singularity s = 1, which is a simple pole with residue 1.
The Euler product links the zeta-function and prime numbers: for Re s > 1
ζ(s) =
∏
p prime
(
1− p−s)−1 .
The functional equation for ζ(s) may be written in the form
ξ(s) = ξ(1− s),
where ξ(s) is an entire function defined by
ξ(s) = H(s)ζ(s)
with
H(s) =
1
2
s(1− s)pi−s/2Γ
(s
2
)
.
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This implies that ζ(s) has zeros at s = −2, −4, . . . These zeros are called the “trivial” zeros.
It is known that ζ(s) has infinitely many nontrivial zeros s = ρ = β+ iγ, and all of them are in
the “critical strip” 0 < Re s = σ < 1, −∞ < Im s = t < ∞. The pair of nontrivial zeros with
the smallest value of |γ| is 1
2
± i(14.134725 . . .).
If N(T ) denotes the number of zeros ρ = β + iγ (β and γ real), for which 0 < γ 6 T , then
N(T ) =
T
2pi
log
(
T
2pi
)
− T
2pi
+
7
8
+ S(T ) +O
(
1
T
)
,
with
S(T ) =
1
pi
arg ζ
(
1
2
+ iT
)
and
S(T ) = O(log T ).
This is the Riemann–von Mangoldt formula for N(T ).
Let N0(T ) be the number of zeros of ζ
(
1
2
+ it
)
when 0 < t 6 T , each zero counted with
multiplicity. The Riemann hypothesis is the conjecture that N0(T ) = N(T ). Let
κ = lim inf
T→∞
N0(T )
N(T )
.
Important results about N0(T ) include:
• [H14]: Hardy proved that N0(T )→∞ as T →∞.
• [HL21]: Hardy and Littlewood obtained that N0(T ) > AT for some A > 0 and all
sufficiently large T .
• [Sel42]: Selberg proved that κ > A for an effectively computable positive constant A.
• [Lev74]: Levinson proved that κ > 0.34 . . .
• [Con89]: Conrey obtained κ > 0.4088 . . .
• [Fen12]: Feng obtained κ > 0.4128 . . . (assuming a condition on the lengths of the molli-
fier)
In this article we establish the following improvement of Feng’s result:
Theorem 1. If Feng’s asymptotic formula for the mean square, used to estimate the integral
I(R) in Theorem 2, is valid for the mollifier M(s) with θ = 4
7
− ε and θ1 = 12 − ε then we have
κ > 0.412948 . . .
The motivation for our choice of the mollified function is Lemma 1 which allows to “trans-
late” certain terms of the sum in general Conrey’s construction [Con83] by
∆σ =
α
log T
.
It turns out that the translating is relevant when we increase the number of terms in Feng’s
mollifier.
2. Main lemma.
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Lemma 1. Let f(s) be an analytic function, s ∈ C, ∆σ ∈ R, K > 1 be an odd integer.
Then
f(s+∆σ) = f(s) +
∑
k odd
k6K
(
gk(∆σ)f
(k)(s) + gk(∆σ)f
(k)(s+∆σ)
)
+
4(−1)(K+1)/2(∆σ)K+1
piK+2
s+∆σ∫
s
f (K+2)(w)
( ∞∑
n=1
1
(2n− 1)K+2 sin
(
(2n− 1)pi(s+∆σ − w)
∆σ
))
dw,
(1)
where
gk(∆σ) =
4(−1)(k−1)/2(∆σ)k
pik+1
∞∑
n=1
1
(2n− 1)k+1 .
Proof. We use induction on K. First establish induction base K = 1. We have
f(s+∆σ) = f(s) +
s+∆σ∫
s
f ′(w) dw.
Let sgn2∆σ(x) be the 2∆σ-periodic real-valued function defined by
sgn2∆σ(x) =


1 if x ∈ (0,∆σ),
0 if x = −∆σ, 0,∆σ,
−1 if x ∈ (−∆σ, 0).
Using the Fourier expansion
sgn2∆σ(x) =
4
pi
∞∑
n=1
1
2n− 1 sin
(
(2n− 1)pix
∆σ
)
(2)
we obtain
f(s+∆σ) = f(s) +
4
pi
s+∆σ∫
s
f ′(w)
( ∞∑
n=1
1
2n− 1 sin
(
(2n− 1)pi(s+∆σ − w)
∆σ
))
dw,
f(s+∆σ) = f(s) +
4
pi

 s+ε∫
s
· · ·+
s+∆σ−ε∫
s+ε
· · ·+
s+∆σ∫
s+∆σ−ε
· · ·

 .
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The series (2) converges uniformly in x ∈ [ε,∆σ − ε] so by integrating by parts
4
pi
s+∆σ−ε∫
s+ε
f ′(w) d
( ∞∑
n=1
∆σ
(2n− 1)2pi cos
(
(2n− 1)pi(s+∆σ − w)
∆σ
))
=
4∆σ
pi2
∞∑
n=1
1
(2n− 1)2
(
f ′(s+∆σ − ε) + f ′(s+ ε)
)
−4∆σ
pi2
s+∆σ−ε∫
s+ε
f ′′(w)
( ∞∑
n=1
1
(2n− 1)2 cos
(
(2n− 1)pi(s+∆σ − w)
∆σ
))
dw + δ1(ε)
=g1(∆σ)
(
f ′(s) + f ′(s+∆σ)
)
−4∆σ
pi2
s+∆σ∫
s
f ′′(w) d
( ∞∑
n=1
− ∆σ
(2n− 1)3pi sin
(
(2n− 1)pi(s+∆σ − w)
∆σ
))
+ δ2(ε)
=g1(∆σ)
(
f ′(s) + f ′(s+∆σ)
)
−4∆σ
pi2

−
s+∆σ∫
s
−∆σ
pi
f ′′′(w)
( ∞∑
n=1
1
(2n− 1)3 sin
(
(2n− 1)pi(s+∆σ − w)
∆σ
))
dw

+ δ3(ε),
and δ1(ε), δ2(ε), δ3(ε) → 0 as ε → 0. This proves the induction base. The induction step is
proven by integrating by parts in (1) as above, with the uniform convergence of the series in
the integrand when K > 1.
Remark. We have
g1(∆σ) =
4∆σ
pi2
∞∑
n=1
1
(2n− 1)2 =
4∆σ
pi2
ζ(2)
(
1− 1
22
)
=
∆σ
2
,
and in general for k odd
gk(∆σ) =
4(−1)(k−1)/2(∆σ)k
pik+1
ζ(k + 1)
(
1− 1
2k+1
)
= −
(
∆σ
2
)k
2k+1 − 4k+1
(k + 1)!
Bk+1, (3)
where Bk+1 is the Bernoulli number.
The series ∑
k>1
k odd
(
gk(∆σ)f
(k)(s) + gk(∆σ)f
(k)(s+∆σ)
)
obtained by successive integrations by parts in (1) may be divergent. However, we have the
following
Lemma 2. Suppose that 0 < ε < 2pi, |α| 6 2pi − ε and
|∆σ| = |α|
log T
6
2pi − ε
log T
.
Then the series ∑
k>1
k odd
(
−gk(∆σ)
)
(log T )k
(
1
2
− x
)k
4
converges on x ∈ [0, 1] and
∑
k>1
k odd
(
−gk(∆σ)
)
(log T )k
(
1
2
− x
)k
= − tanh
(
α
2
(
1
2
− x
))
.
Proof. From (3) we have
(
−gk(∆σ)
)
(log T )k
(
1
2
− x
)k
=
2
(
α
(
1
2
− x))k Bk+1
(k + 1)!
− 4(α(1− 2x))
kBk+1
(k + 1)!
.
By the definition of the Bernoulli numbers,
z
ez − 1 =
∞∑
m=0
Bm
m!
zm,
with B0 = 1, B1 = −12 and B3 = B5 = B7 = · · · = 0, the radius of convergence of the series
being 2pi. Then
2
∑
k>1
k odd
(
α
(
1
2
− x))k Bk+1
(k + 1)!
− 4
∑
k>1
k odd
(α(1− 2x))kBk+1
(k + 1)!
=
2
α(1/2− x)
(
α(1/2− x)
eα(1/2−x) − 1 − 1 +
α(1/2− x)
2
)
− 4
α(1− 2x)
(
α(1− 2x)
eα(1−2x) − 1 − 1 +
α(1− 2x)
2
)
,
and the lemma follows.
Lemma 3. Suppose that α is real and
∆σ =
α
log T
.
Then in the rectangle
s = σ + it,
1
3
6 σ 6 A, T 6 t 6 2T
with A > 3 and T > 2A we have
H(s+∆σ) =
(
eα/2 +O
(
1
log T
))
H(s).
3. Proof of Theorem 1. Here we give a sketch of the argument and motivate our choice
of the mollified function (see Iwaniec’ lecture notes [Iw14]).
Suppose that 0 < ε < 2pi, |α| = 2pi − ε and
|∆σ| = |α|
log T
=
2pi − ε
log T
.
Define G(s) = Gε1,K,∆σ(s) by
2e−α/2H(s+∆σ)G(s) = ξ(s) + ε1

g˜0ξ(s) + ∑
k odd
k6K0
g˜kξ
(k)(s)

+ ∑
k odd
k6K
gk(∆σ)ξ
(k)(s),
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where ε1 is a real number to be chosen later. For k odd ξ
(k)(s) is purely imaginary on the line
Re s = 1
2
, so
Re 2e−α/2H(s+∆σ)G(s) = (1 + ε1g˜0)ξ(s) if Re s =
1
2
.
That is, the critical zeros of ζ(s) are precisely the points on the line Re s = 1
2
for which we have
either G(s) = 0 or
G(s) 6= 0 and argH(s+∆σ)G(s) ≡ pi
2
(mod pi).
Next for
|α| = 2pi − ε, |∆σ| = |α|
log T
=
2pi − ε
log T
we obtain (see [Iw14])
G(s) =
∑
l6T
Q1,ε1,K,α
(
log l
log T
+ δ1(s)
)
l−s +O
(
T−
1
4
)
,
where
δ1(s)≪ 1
log T
and Q1,ε1,K,α(x) is the polynomial
Q1,ε1,K,α(x) =
1
2
+ε1Q0(x)+
2
pi
∑
k odd
k6K
(sgnα)k
(
1− ε
2pi
)k
(−1)(k−1)/2ζ(k+1)
(
1− 1
2k+1
)
(1−2x)k.
Now we choose ε1 so that the polynomial Q1,ε1,K,α(x) satisfies
Q1,ε1,K,α(0) = 1.
Let N01(T, 2T ) denote the number of zeros of ζ(s) when
s = ρ =
1
2
+ iγ, T 6 γ 6 2T,
counted without multiplicity. By estimating the argument variations we get
N01(T, 2T ) > N(T, 2T )− 2NG(R) + O(T ),
where N(T, 2T ) is the number of all zeros ρ = β + iγ of ζ(s) with T 6 γ 6 2T counted with
multiplicity, and NG(R) denotes the number of zeros counted with multiplicity of G(s) inside
the closed rectangle R that has the segment
Re s =
1
2
, T 6 Im s 6 2T
as its left side, with small circular dents to the right centered at the common critical zeros of
ζ(s) and G(s), and that has the segment
Re s = A, T 6 Im s 6 2T
with A a large enough constant as its right side.
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By Lemma 1 we can write
2e−α/2H(s+∆σ)G(s) = ξ(s+∆σ) +
∑
k odd
k6K
(
−gk(∆σ)
)
ξ(k)(s+∆σ)
+ ε1

g˜0ξ(s) + ∑
k odd
k6K0
g˜kξ
(k)(s)

 +R1(K, s,∆σ, ε1),
where
R1(K, s,∆σ, ε1)
=
4(−1)(K−1)/2(∆σ)K+1
piK+2
s+∆σ∫
s
ξ(K+2)(w)
( ∞∑
n=1
1
(2n− 1)K+2 sin
(
(2n− 1)pi(s+∆σ − w)
∆σ
))
dw,
and
−gk(∆σ) = 4(−1)
(k+1)/2(∆σ)k
pik+1
ζ(k + 1)
(
1− 1
2k+1
)
.
From this we obtain another representation for e−α/2G(s) = e−α/2Gε1,K,∆σ(s):
e−α/2G(s) =
∑
l6T
QK,α
(
log l
log T
+ δ(s)
)
l−(s+∆σ) + ε1e−α/2
∑
l6T
Q0
(
log l
log T
+ δ0(s)
)
l−s
+
∑
l6T
Q2,K,∆σ
(
log l
log T
+ δ2,K,∆σ(s)
)
l−(s+∆σ) +
∑
l6T
Q3,K,∆σ
(
log l
log T
+ δ3,K,∆σ(s)
)
l−s,
where
δ(s), δ0(s), δ2,K,∆σ(s), δ3,K,∆σ(s)≪ 1
log T
and QK,α(x) is the polynomial
QK,α(x) =
1
2
+
2
pi
∑
k odd
k6K
(sgnα)k
(
1− ε
2pi
)k
(−1)(k+1)/2ζ(k + 1)
(
1− 1
2k+1
)
(1− 2x)k.
The polynomials Q2,K,∆σ(x) and Q3,K,∆σ(x) are obtained by making the integration in
R1(K, s,∆σ, ε1).
Note that by Lemma 2 we have
Q1(x) = limK→∞
|α|<2pi
Q1,ε1,K,α(x) =
1
2
− 1
2
tanh
(
α
2
(
x− 1
2
))
+ ε1Q0(x), (4)
so that Q1(0) = 1 implies ε1Q0(0) =
1
2
− 1
2
tanh
(
α
4
)
and
Q1(x) =
1
2
− 1
2
tanh
(
α
2
(
x− 1
2
))
+Q−10 (0)
(
1
2
− 1
2
tanh
(α
4
))
Q0(x).
Also by Lemma 2
Q(x) = lim
K→∞
|α|<2pi
QK,α(x) =
1
2
+
1
2
tanh
(
α
2
(
x− 1
2
))
,
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hence
Q(0) =
1
2
− 1
2
tanh
(α
4
)
.
Note that the term
1
2
− 1
2
tanh
(
α
2
(
x− 1
2
))
in Q1(x) transforms to Q(x), and the corresponding sum in the expression for G(s) is now
translated by ∆σ. This motivates our choice of the function Q1(x) in the form
Q1(x) =
1
2
− 1
2
tanh
(
α
2
(
x− 1
2
))
+
(
1
2
− 1
2
tanh
(α
4
))
(2Q˜(x)− 1)
with some appropriate function Q˜(x), e.g. a polynomial satisfying Q˜(0) = 1 and Q˜(x) + Q˜(1−
x) ≡ g for some real g.
In fact, the polynomial Q˜(x) will be taken the near-optimal polynomial of degree dn obtained
by Feng’s method in step n using polynomials P1,n, . . ., PIn,n in the mollifier. Next, the dn+1-
truncation of the series for Q1(x) will be used in step n + 1 to optimize the value of κ over
α = αn+1 and the new polynomials P1,n+1, . . ., PIn+1,n+1 of increased degrees.
A heuristic explanation of this construction is that the part
∑
l6T
(
Q1,ε1,K,α − ε1Q0
)( log l
log T
+ δ1(s)
)
l−s
of the function to be mollified, translatable by a positive ∆σ to
∑
l6T
QK,α
(
log l
log T
+ δ(s)
)
l−(s+∆σ),
is expected to be better mollifiable than the non-translatable part
∑
l6T
ε1Q0
(
log l
log T
+ δ1(s)
)
l−s.
But looking at the translatable part in the translated form we see that the relative weight of the
derivatives of ζ(s) is larger than the relative weight of ζ(s), so we need more Feng’s polynomials
P1, . . ., PI of larger degrees for good mollification.
To obtain the value of κ in Feng’s method, consider
Fε1,K,∆σ,R(s) = Gε1,K,∆σ(s)Mε1,K,∆σ,R(s)
with the mollifier
Mε1,K,∆σ,R(s) =
∑
m6T θ
µ(m)P1,ε1,K,∆σ
(
log y/m
log y
)
m−(s+
R
log T )
+
∑
m6T θ1
µ(m)
m
R
log T
+s
( ∑
p1p2|m
log p1 log p2
log2 y1
P2
(
log y1/m
log y1
)
+
∑
p1p2p3|m
log p1 log p2 log p3
log3 y1
P3
(
log y1/m
log y1
)
+ · · ·
+
∑
p1p2···pI |m
log p1 log p2 · · · log pI
logI y1
PI
(
log y1/m
log y1
))
,
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where y = T θ, y1 = T
θ1 , I > 2 is an integer, P1,ε1,K,∆σ(x) is a real polynomial with
P1,ε1,K,∆σ(0) = 0 and P1,ε1,K,∆σ(1) = 1,
Pl(l = 2, . . . I) are real polynomials with Pl(0) = 0, p1, p2, . . . , pI run over the prime numbers.
We then have NG(R) 6 NF (R) and applying the Littlewood lemma for
a =
1
2
− R
log T
, |∆σ| = |α|
log T
=
2pi − ε
log T
we arrive at the following principal inequality of the Levinson–Conrey method:
Theorem 2. Suppose that ε, R are fixed, 0 < ε < 2pi, R > 0, K is a fixed large odd integer,
T goes to infinity,
|∆σ| = 2pi − ε
log T
, Re s = a =
1
2
− R
log T
.
Let N00(T, 2T ) be the number of zeros s = ρ =
1
2
+ iγ of ζ(s) counted without multiplicity which
are not zeros of Gε1,K,∆σ(s). Then
N00(T, 2T ) > N(T, 2T )
(
1− 2
R
log I(R) +O
(
1
log T
))
,
where
I(R) =
1
T
2T∫
T
|Fε1,K,∆σ,R(a + it)| dt.
By this theorem, choosing
θ =
4
7
− ε, θ1 = 1
2
− ε, R = 1.3025, I = 5,
P1(x) = x+ 0.138173 x(1− x)− 0.445606 x(1− x)2 − 4.039834 x(1− x)3
+ 7.506942 x(1− x)4 − 3.239261 x(1− x)5,
P2(x) = −0.101269 x+ 3.571698 x2 − 1.807283 x3 − 0.929884 x4,
P3(x) = 1.334025 x− 3.018815 x2 + 1.133072 x3,
P4(x) = −0.546630 x+ 0.372783 x2,
P5(x) = −1.029768 x,
α = 0.1, K = 5,
Q(x) = Q1,ε1,K,α(x) = Taylor expansion of order K of
1
2
− 1
2
tanh
(
α
2
(
x− 1
2
))
+
(
1
2
− 1
2
tanh
(α
4
))
(2Q˜(x)− 1),
Q˜(x) = 1− 0.6684 x− 1.0798
(
x2
2
− x
3
3
)
− 5.0447
(
x3
3
− x
4
2
+
x5
5
)
,
using the asymptotic formula given in [Fen12, Theorem 2] and making ε→ 0 we obtain
κ > 0.412948.
4. Further remarks. Though not essential for our purposes, Lemma 2 has the limitation
|α| < 2pi. This could be avoided if one proves that for α arbitrarily large the analytic function
given for Re s > 1 by
gα,T (s) = −1
2
∞∑
l=1
tanh
(
α
2
(
log l
log T
− 1
2
))
l−s
obeys two types of symmetries:
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1. For ∆σ = α
log T
2eα/2
(
ζ(s+∆σ)
2
− gα,T (s+∆σ)
)
= 2
(
ζ(s)
2
+ gα,T (s)
)
. (5)
2. For s = σ + it, T 6 t 6 2T , the function
H(s)gα,T (s) + small perturbation (6)
is purely imaginary for Re s = 1
2
.
To prove (5) we note that
tanh
(u
2
)
=
2
e−u + 1
− 1
and substitute this with
u = α
(
log l
log T
− 1
2
)
into the left-hand side of (5), obtaining the Dirichlet series
∞∑
l=1
2eα/2(
e−α(
log l
log T
− 1
2) + 1
)
lseα
log l
log T
.
In the right-hand side of (5) we use
tanh
(u
2
)
= − 2
eu + 1
+ 1
obtaining
∞∑
l=1
2(
eα(
log l
log T
− 1
2) + 1
)
ls
.
The two Dirichlet series are the same.
To prove (6), we note that
tanh
(u
2
)
is an odd function of u, so for u ∈ [−A,A] it can be uniformly approximated by finite sums of
the odd powers of u. Thus
H(s)gα,T (s)
is approximated by odd derivatives of the ξ function with real coefficients, which are purely
imaginary on the critical line.
Details of the above argument are given in the Appendix.
5. Appendix.
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Lemma 4 (Analytic continuation of gα,T (s)). For s = σ+ it with σ > 0 and 0 < t0 6 |t| 6
2T , where t0 is fixed and T > 1, and for integer N > T we have
gα,T (s) = −1
2
(
N∑
n=1
tanh
(
α
2
(
log n
log T
− 1
2
))
n−s
− 2T
1−s log T
α(eα/2 + 1)(1− (1− s)(log T )/α)F (1, 1; 2− (1− s)(log T )/α; (e
α/2 + 1)−1)
+
T 1−s
s− 1 −
N+1/2∫
T
tanh
(
α
2
(
log u
log T
− 1
2
))
u−sdu
+
α
2 log T
+∞∫
N+1/2
ψ(u) cosh−2
(
α
2
(
log u
log T
− 1
2
))
u−s−1du
− s
+∞∫
N+1/2
ψ(u) tanh
(
α
2
(
log u
log T
− 1
2
))
u−s−1du

 ,
where F (a, b; c; z) is the hypergeometric function, and ψ(x) = x− [x]− 1
2
.
Proof. By the exact summation formula we have
∑
N+1/2<n6M+1/2
tanh
(
α
2
(
log n
log T
− 1
2
))
n−s =
M+1/2∫
N+1/2
tanh
(
α
2
(
log u
log T
− 1
2
))
u−sdu
+
α
2 log T
M+1/2∫
N+1/2
ψ(u) cosh−2
(
α
2
(
log u
log T
− 1
2
))
u−s−1du
−s
M+1/2∫
N+1/2
ψ(u) tanh
(
α
2
(
log u
log T
− 1
2
))
u−s−1du.
The first integral is convergent for σ > 1 as M → +∞, whereas the latter two integrals with
the ψ function converge absolutely for σ > 0. Denote them by Ψ1 and Ψ2. Now for σ > 1 we
have the formula
gα,T (s) = −1
2
(
N∑
n=1
tanh
(
α
2
(
logn
log T
− 1
2
))
n−s
+
+∞∫
T
tanh
(
α
2
(
log u
log T
− 1
2
))
u−sdu−
N+1/2∫
T
tanh
(
α
2
(
log u
log T
− 1
2
))
u−sdu
+
α
2 log T
Ψ1 − sΨ2
)
,
in which we consider
+∞∫
T
tanh
(
α
2
(
log u
log T
− 1
2
))
u−sdu.
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We write the integrand as
tanh
(
α
2
(
log u
log T
− 1
2
))
u−s = − 2u
−s
e−α/2uα/ log T + 1
+ u−s.
Integrating the latter term we get T
1−s
s−1 , while the former term gives
+∞∫
T
−2T− s2+ 12(
u√
T
) α
log T
+ 1
(
u√
T
)−s
d
(
u√
T
)
= −2T 1−s2
+∞∫
√
T
x−sdx
1 + xα/ log T
=
−2T 1−s2 log T
α
+∞∫
eα/2
v(1−s)(log T )/α−1
1 + v
dv.
Making the change of variables
w =
1
v + 1
,
v =
1
w
− 1,
dv = − 1
w2
dw
we get the integral
−2T 1−s2 log T
α
(eα/2+1)−1∫
0
w1−(1−s)(log T )/α−1(1− w)(1−s)(log T )/α−1dw
that can be written as the incomplete beta function
−2T 1−s2 log T
α
B(eα/2+1)−1(1− (1− s)(log T )/α, (1− s)(log T )/α)
which in turn can be expressed in terms of the hypergeometric function
−2T 1−s2 log T
α
(eα/2 + 1)(1−s)(log T )/α
× F (1− (1− s)(log T )/α, 1− (1− s)(log T )/α; 2− (1− s)(log T )/α; (eα/2 + 1)−1) .
Using the known linear transformation formula
F (a, b; c; z) = (1− z)c−a−bF (c− a, c− b; c; z)
we get the term
− 2T
1−s log T
α(eα/2 + 1)(1− (1− s)(log T )/α)F (1, 1; 2− (1− s)(log T )/α; (e
α/2 + 1)−1)
of the analytic continuation formula, where the function
F (1, 1; 2− (1− s)(log T )/α; (eα/2 + 1)−1)
is analytic and bounded in s for |t| > t0 > 0 by the series representation.
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Lemma 5 (Approximate equation for gα,T (s)). For s = σ + it with σ > σ0 > 0 and
0 < t0 6 |t| 6 2T , where σ0, t0 are fixed and T > 1, we have
gα,T (s) = −1
2
(
T∑
n=1
tanh
(
α
2
(
log n
log T
− 1
2
))
n−s
− 2T
1−s log T
α(eα/2 + 1)(1− (1− s)(log T )/α)F (1, 1; 2− (1− s)(log T )/α; (e
α/2 + 1)−1)
+
T 1−s
s− 1 +O
(
T−σ
))
,
where the constant in the O-term is absolute.
Proof. In the analytic continuation formula of Lemma 4 we use the standard uniform
approximation
∑
T<n6N+1/2
tanh
(
α
2
(
logn
log T
− 1
2
))
n−s =
N+1/2∫
T
tanh
(
α
2
(
log u
log T
− 1
2
))
u−sdu+O
(
T−σ
)
and make N →∞.
We shall obtain approximations to gα,T (s) by using the Fourier expansion
tanh
(αx
2
)
=
K∑
k=1
bk(α) sin(kx) + RˆK,α(x)
and the Taylor expansion
sin(kx) =
M∑
m=1
(−1)m−1 (kx)
2m−1
(2m− 1)! +Rk,M(x),
where
RˆK,α(x) = −2
pi∫
0
ϕα,x(y)DK(y) dy,
ϕα,x(y) =
tanh
(
α(x+y)
2
)
+ tanh
(
α(x−y)
2
)
− 2 tanh (αx
2
)
2
,
Rk,M(x) =
(−1)M (kx)2M+1
(2M)!
1∫
0
(1− u)2M cos(kxu) du,
and DK(y) is the Dirichlet kernel. Explicitly, the coefficients bk(α) are
bk(α) = −4
pi
pi∫
0
eikx − e−ikx
(eαx + 1)2i
dx
= − 4
piα2i

 e
αpi∫
1
vik/α−1
v + 1
dv −
eαpi∫
1
v−ik/α−1
v + 1
dv


= − 4
piα
Im
(
B1/2
(
1− i k
α
, i
k
α
)
−B(eαpi+1)−1
(
1− i k
α
, i
k
α
))
,
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where Bx(a, b) is the incomplete beta function.
So we have
T∑
l=1
tanh
(
α
2
(
log l
log T
− 1
2
))
l−s
=
K∑
k=1
bk(α)
M∑
m=1
(−1)m−1 k
2m−1
(2m− 1)!
∑
l6T
(
log l
log T
− 1
2
)2m−1
l−s
+
∑
l6T
RK,M,α
(
log l
log T
− 1
2
)
l−s,
(7)
where
RK,M,α(x) = RˆK,α(x) +
K∑
k=1
bk(α)Rk,M(x).
We multiply the polynomial
K∑
k=1
bk(α)
M∑
m=1
(−1)m−1 k
2m−1
(2m− 1)!
(
log l
log T
− 1
2
)2m−1
appearing in the right-hand side of (7) by −1
2
and denote it q
(
log l
log T
)
.
Lemma 6 (Approximation toH(s)gα,T (s) by a sum of the odd derivatives of the ξ function).
For s = σ + it in the rectangle 1
3
6 σ 6 A, T 6 t 6 2T , with A > 3 and T > 2A, we have
2H(s)
(∑
l6T
q
(
log l
log T
+ δ(s)
)
l−s +O(T−
1
4 )
)
=
M∑
m=1
g2m−1ξ(2m−1)(s),
where
δ(s) =
log(2piT/s)
2 log T
≪ 1
log T
,
and g2m−1 are real numbers.
Proof. See [Iw14, Chapter 18].
Now in Section 3 we can substitute
Q1,ε1,K,α(x) =
1
2
+ ε1Q0(x) + q(x)
(with 2M − 1 in place of K), and
QK,α(x) =
1
2
− q(x)
with K, M , |α| arbitrarily large.
14
References
[Con83] J. B. Conrey, Zeros of derivatives of the Riemann’s ξ-function on the critical line,
J. Number Theory 16 (1983), 49–74.
[Con89] J. B. Conrey, More than two fifths of the zeros of the Riemann zeta function are
on the critical line, J. reine angew. Math. 399 (1989), 1–26.
[Fen12] S. Feng, Zeros of the Riemann zeta function on the critical line, J. Number Theory
132 (2012), 511–542.
[H14] G. H. Hardy, Sur les ze´ros de la fonction ζ(s) de Riemann, C. R. 158 (1914),
1012–1014.
[HL21] G. H. Hardy and J. E. Littlewood, The zeros of Riemann’s zeta-function on
the critical line, Math. Z. 10 (1921), 283–317.
[Iw14] H. Iwaniec, Lectures on the Riemann Zeta Function, volume 62 of University Lec-
ture Series. American Mathematical Society, 2014.
[Lev74] N. Levinson, More than one third of zeros of Riemann’s zeta-function are on σ = 1
2
,
Adv. Math. 13 (1974), 383–436.
[Sel42] A. Selberg, On the zeros of Riemann’s zeta-function, Skr. Norske Vid. Akad. Oslo
10 (1942), 1–59.
15
