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The Language Gap: Ideologies within Varying Communities of Practice 
Author: Brandi Antonsen 
Faculty Sponsor: Jeremy Rud 
Department: Modern Languages & Global Studies 
ABSTRACT 
The “language gap” claim, originally framed by Hart and Risley, has received powerful attention throughout our society regardless of its lack 
of qualifications. In this paper, I explore language ideologies concerning language development throughout early childhood and its role in 
future academic achievement. I conducted interviews with university faculty members in education, preschool and elementary teachers, and 
parents of young children in order to attain perspectives about their experience within language acquisition and socialization. In short, I found 
that the participant’s indicative level of expertise affected their ideologies regarding the “language gap” claim as the university faculty in 
education aligned their perspectives with unnamed research and few examples of personal experience while teachers and parents more fully 
relied on their personal experiences. Furthermore, I offer insight on the powerful influence of ideology and the necessary reframing of 
linguistic differences. Keywords: language ideologies, Language Gap, language development, expertise, early childhood 
INTRODUCTION 
In his 2008 article, “Academic Urban Legends,” Rekdal describes the “avalanche of low quality research” we have been experiencing 
throughout academia (638). In turn, we, as a society, “have a tendency to assume that everything we see in print is true, with or without 
reference, as long as it is printed in a fairly respectable scientific journal” (650). Without acknowledging the author’s level of expertise, one 
can tend to automatically believe that all published, scientific research is worthy and qualified to reach the public. Thus, when the 1995 study 
by Hart and Risley, Meaningful differences in the everyday experiences of young American children, claimed a “30 million word gap” 
between children from low-income households and high-income households, initiatives were created in order to educate others about how to 
“close the gap” concerning language “deficiencies” among poor children. In the original study, Hart and Risley conducted one-hour 
recordings each month for two-and-a-half years in 42 families, in which they found a difference of almost 300 words spoken per hour 
between families receiving welfare and high-income households (2003). Although the word count difference is prevalent in their research, 
they recognize this difference as an academic deficiency without regard to language socialization processes, cultural values, and social 
practices in diverse home learning environments (Ahearn, 2017, p. 75). 
In this paper, I examine language ideologies in a small Midwest college town regarding the “word gap” claim between children of low-
income and high-income households through interviews of local university faculty in Education, preschool and elementary teachers, and 
parents of young children. By conducting face-to-face interviews, I explored language ideologies about the “language gap” based on 
children’s early home learning environment and household socioeconomic status and the role of each in future academic achievement. 
Through these frames of analysis, I argue that the participants’ professions and their respective communities of practice situate their language 
ideologies within their level of expertise. The participants within different levels of expertise acknowledge similar ideologies about language 
acquisition while they present differing ideologies about overcoming a low socioeconomic status. In the following sections, I explain the 
background and theoretical foundation, research design and methodology, analysis, and conclusions regarding the results of language 
ideologies. 
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BACKGROUND AND THEORETICAL FOUNDATION 
 
The Hart and Risley study claims a “30 million word gap” in the exposure of words in which children from low-income households hear less 
words than children from high-income households (1995). Furthermore, if a child hears a low number of words in their household by the age 
of three, Hart and Risley (1995) argue that they are less likely to be successful throughout their education in comparison to children who hear 
more words in the first three years of development. In a later summary of their original study, “The Early Catastrophe: The 30 Million Word 
Gap by Age 3,” the original participant demographics included one upper socioeconomic status (SES) African-American family, three middle 
SES African-American families, seven lower SES African-American families, and six African-American families on welfare, while the 
remaining consisted of 26 white families (2003). As visible, Hart and Risley not only connect the African-American race to all six of the 
welfare families, which creates unwarranted associations of the linguistic and cultural difference with families on welfare, but they also 
“offer no compelling reason to believe that the poor families they have studied have much in common with poor families of other 
communities” (Dudley-Marling & Lucas, 2009, p. 364).  
 
In addition, educational initiatives and organizations continually contradict scholarly peer reviewed work. Despite the many studies by 
linguistic anthropologists in the 1980s, 1990s and 2000s, that critique and disprove the “language gap” claim, among them (Heath, 1983; 
Ochs and Schiefflin, 1984; 2001; Zentella, 2005), the Hart and Risley study (1995) has received attention in many educational initiatives, 
such as Providence Talks, the Thirty Million Word Initiative, and Too Small to Fail. These nonprofit and public policy organizations claim to 
help close this “gap,” yet base their initiatives specifically on Hart and Risley’s “language gap” claim without providing other evidence to 
further support their purpose. These initiatives directly connect this achievement gap to parent interaction in which they offer counseling to 
parents in order to interact with their children in a more “teacherly manner” or offer “word pedometers” to track the number of 
communicative interactions (Ahearn, 2017, p. 75).  
 
More recently, an invited forum in the Journal of Linguistic Anthropology includes several scholarly perspectives from the fields of 
education and linguistic anthropology that problematize existing ideologies around diverse linguistic practices (2015). To begin, such 
initiatives ignore the necessity of including both economic and healthcare changes to further student achievement and to challenge 
hegemonic norms of children of color being framed in “gaps” (Heath, 2015; Alim & Paris, 2015). Shirley Brice Heath acknowledges that 
scholars in the field of child development reproach these organizations as an increase in direct talk must include changes to the economic and 
healthcare situation of children living in poverty in order to gain future academic success (2015, p. 68). Furthermore, Netta Avineri and Eric 
Johnson, in the fields of Teaching English to Speakers of Other Languages (TESOL)/Teaching Foreign Language (TFL) programs and 
education, recognize that this deficit perspective continues as the “language gap” claim and educational initiatives focus on what minority 
communities do not have and fail to recognize the richness of all communities (2015, p. 67). These initiatives entrench a deficit perspective 
toward minority groups as they assume language, race, and impoverishment are strongly related, as demonstrated by the participant 
demographics of the Hart and Risely study (Avineri & Johnson, 2015, p.67). The persistent ignorance of this scholarly work and the quick 
acceptance for the low-quality research supporting the “language gap” claim demonstrates the powerful influence of ideology in enactments 
of expertise as visible through the participant responses.  
 
Within the broader context of the field of linguistic anthropology, this paper acknowledges language ideologies concerning the role of 
language development and later achievement while reframing deficit ideologies. These deficit ideologies favor high-income households at the 
expense of low-income households, which are framed as lacking resources and opportunities that are assumed to be easily accessible. With 
the support from previous research by linguists and linguistic anthropologists, I continue the necessary discussion of reframing the “language 
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gap” claim as linguistic differences and not educational deficiencies. I do not aim to make broad generalizations regarding linguistic 
differences, but to apply a linguistic anthropological lens to the context of the language ideologies in a small Midwestern community. I 
contribute my personal experience attaining a degree in elementary education, in which I have heard derivations of the “language gap” claim. 
Though a specific number of words was not given, the university faculty members in education have expressed ideas that support ideologies 
of the claim. I have chosen to further research this topic because of the conflicting ideologies between the fields of education and linguistic 
anthropology. 
 
RESEARCH DESIGN AND METHODOLOGY  
In order to attain information regarding language ideologies concerning the “language gap,” I conducted structured interviews in which I 
asked the questions in the same order for all participants (Ahearn, 2017). The methodology of interviews allowed me to gather local 
perspectives pertaining to ideologies about the impact of a child’s early development and its connection to future academic achievement. The 
interview questions included: 
 
1. Does a child’s early home learning environment reflect their academic success or failure? Explain. 
2. Does a child’s household socioeconomic status have an influence on a child’s language acquisition? Explain. 
3. Can a child’s level of vocabulary at a young age reflect future academic achievement? Explain. 
4. Do early interactions/communication between parents and children lay the foundation of children’s future language and 
cognitive development? Explain. 
5. Do you find reading books to children starting at a young age (0-3 years) important? Why or why not? 
6. Do you believe there is a gap in the amount of language interaction between children of low-income households and high-
income households? Explain. 
7. Do you know anything about the language gap? 
8. Are there other factors besides vocabulary that are important to future educational success? Explain. 
9. Do you think a language gap claim creates an educational disparity between children from low income versus middle/high 
income families? How does it rank with respect to other factors in creating educational disparity? 
10. Have you heard of opposing claims to the “language gap”? 
11. How can the education field propose different perspectives/approaches of inclusiveness towards diverse groups? 
 
The participant group included two university faculty members in education, two teachers in the community school system, and two parents 
with young children. Each of the interviews were recorded by voice and then transcribed for further analysis. For the purpose of this essay, I 
only transcribed the voice recordings of selected portions of the interview at the level of lexical detail. Additionally, this study received 
SDSU Human Subjects Committee approval on 02/16/17 (IRB-1702019-EXM), the institutional equivalent to the federally mandated 
Institutional Review Board (IRB). 
 
I purposefully chose participants with differing levels of expertise and familiarity with language acquisition and development in order to 
explore a range of possible ideologies in each community of practice. Throughout the interview questions, I wanted to explore the 
participants’ personal ideologies in two separate categories. I began by asking questions about language development and future academic 
achievement without mentioning the “language gap” claim by Hart and Risley (1995). Following the first six questions, I asked specific 
questions regarding their knowledge about the Hart and Risley (1995) research claim and their personal ideologies considering the study. I 
chose to create two distinct sets of questions in order to explore the participants personal ideologies without a possible influence of 
mentioning the specific “language gap” research claim. I was also interested in exploring if mentioning the Hart and Risley (1995) research 
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claim would change their original perspective as I did not state my personal view on the Hart and Risley claim, but only mentioned their 
claim of a “30 million word gap” between children from low-income households and high-income households.  
Before analyzing the data, I must acknowledge limiting methodologies of this research. First, although interviews do provide participant 
insights, they are a “complex, culturally mediated social interaction” (Ahearn, 2017: 58). Therefore, people can and often do express 
themselves differently in interviews than in natural, informal conversation. Next, I position my personal bias through my own language 
socialization and inexperience with the “language gap” claim as I have grown up in a white, middle class household and was socialized in 
alignment with hegemonic practices. Additionally, I intended to create a diverse group of participants as I began with two Asian participants 
and six white participants, but because of language barriers due to limited English proficiency in the Asian participants, I decided to discard 
their data. Their level of English proficiency likely prevented them from understanding the context of my research through my interview 
questions and consequently hindered their ability to provide relevant information. Therefore, I have decided to analyze the data with 
reference to each participant’s socioeconomic status and their indicative level of expertise. Although the diversity of my research sample is 
limited, I believe that it does accurately reflect the demographics in Midwest public schools. Specific to a Midwest state, South Dakota 
teacher staff are 98% white while the student population is expanding its diversity with minority races (Kelley, 2017). According to the South 
Dakota Department of Education, the total number of teachers by ethnicity are as follows: 20.50 Asian, 18.00 Black, 1.00 Hispanic, 132.09 
Native American, 9,258.31 white, and 87.87 multi-race (2016). Despite my limitations, the small participant size reflects the Midwest 
community and I do not intend to make large generalizations to populations elsewhere, but aim to provoke reflections on expertise and to 
offer insight as a preliminary study. 
ANALYSIS AND DISCUSSION 
Based on the participant interviews, I have recognized three main areas of analysis. First, my participant group as a whole described similar 
ideologies concerning the importance of literacy and language activities in early childhood. Second, the participant groups of parents and 
teachers demonstrated perspectives describing the “self-making person” as defined by Davey (2009). Third, throughout the participant 
responses, particular communities of practice became evident as parents, teachers, and university faculty members distinguished themselves 
from one another according to their level of specialist expertise and experience within the content of my research. I have separated my 
analysis accordingly in order to further discuss these specifics. 
Throughout the interview questions pertaining specifically to language acquisition and socialization, each community of practice (parents, 
teachers and university faculty members) provided similar responses of high importance to literacy and language activities throughout early 
childhood. These particular participant responses relate to the hegemonic ideology of literacy and language activities playing a crucial role in 
early childhood language development. University of California – San Diego Professor Emeritus of Ethnic Studies Dr. Ana Celia Zentella 
describes this hegemonic ideology of language development as the portrait of the dominant white, middle class household in the United 
States in which parents portray reading to their children as a “magic bullet” that guarantees their academic success (2015, p. 76). Zentella 
expands on her own childhood as she did not see children’s books until first grade, yet she went on to graduate from college and earn her MA 
and PhD. With reference to her personal experience, she strongly acknowledges that those who share this hegemonic view “ignore the fact 
that in many homes where there are few or no books, adults and older children foster literacy in other ways” such as creating and sharing 
cultural stories and participation in religious activities of prayer, songs, and Bible study (Zentella, 2015, p. 76). This hegemonic view was 
prominent throughout many participant responses including these examples.  
Question 1: Does a child’s early home learning environment reflect their academic success or failure? Explain. 
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(1) University Faculty Member 1: … if you think about literacy and language and what the home environment is like if you are
read to, if you are spoken to, if your parents play kind of word games or just talk with you more then your vocabulary
develops more quickly …
Question 4: Do early interactions/communication between parents and children lay the foundation of children’s future language and 
cognitive development? Explain. 
(2) Parent 2: … with my oldest we had all the time in the world, and we did the “Baby Can Read” and we were like doing
flashcards and she was seriously just … talking. … With my other kids, honestly, the second kid didn’t get near as much time 
and her language was delayed … I remember thinking, “oh, she needs to have speech” … just because she didn’t talk and
jabber as much as the other one … but she did good.
As noted, University Faculty Member 1 connects these specific actions to the development of vocabulary in a young child, thus identifying 
their importance to children’s overall language acquisition. In relation, Parent 2 gives insight to her personal experience of using “Baby Can 
Read” and flashcard activities to provide early literacy development while suggesting a delay in her second child’s language acquisition due 
to a lack of time spent doing these activities. These references to specific literacy and language activities follow the hegemonic view of 
language activities, specifically reading books, as a tool to future achievement. It is important to recognize that literacy and language 
activities do help foster language acquisition and socialization, but the continued hegemonic view toward language development not only 
ignores other ways of raising children, but also constructs them as inferior to those raised via the dominant perspective (Zentella, 2015, p. 
77). Therefore, as Hart and Risely (1995) connect word count to household income and academic success or failure, they fully ignore and 
devalue the role of one’s cultural background.   
Additionally, ideologies concerning the “self-making person” described by Davey from the FrameWorks Institute were relevant throughout 
the interviews as participants, specifically teachers and parents, described the ability for one to overcome a low socioeconomic status and 
individually construct their own success (2009). Although Davey relates the “self-making person” narrative to racial inequality as it “is 
explained as a failure by minorities to exhibit appropriate values” and not conform to societal norms, this narrative strongly reflects a 
common American belief of citizens simply being able to work hard, overcome tough situations, and create their own success (2009, p. 3). 
Thus, participants have related this “self-making person” to the ability to overcome a low socioeconomic status in order to achieve academic 
success in questions 10 and 12. 
Question 10: Have you heard of opposing claims to the “language gap”? 
(3) Teacher 1: … I’m sure there would be an argument that a child as a teenager, that had a sanitation worker as a dad, could be
very intelligent and become a doctor. So, I’m sure that does happen and that would be the opposing figures that you can be
anything you want to be.
Question 2: Does a child’s household socioeconomic status have an influence on a child’s language acquisition? Explain. 
(4) Parent 2: [With reference to the influence of a child’s household socioeconomic status on language acquisition], whatever
your socioeconomic status is, you should be able to learn and thrive, so it doesn’t matter. You can overcome if you don’t have
the resources. You can gain them elsewhere…
While these examples may demonstrate the participants’ “unconscious beliefs about personal responsibility,” they provide strong evidence of 
one simply being able to work hard enough to receive opportunities to become successful without acknowledging the inequalities one began 
with (Davey, 2009, p. 4). Without acknowledgment of access to resources, Teacher 1 and Parent 2 perceive that all children begin on level 
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ground with the ability to overcome what lies in their future. In Dudley-Marling and Lucas’ 2009 article, “Pathologizing the Language and 
Culture of Poor Children,” they recognize that “most Americans do not easily embrace systematic explanations for academic failure” (367). 
Therefore, it is often assumed that academic underachievement is a result of personal failures and not a lack of basic necessities, resources, 
and equal opportunities (Dudley-Marling & Lucas, 2009, p. 367). Once again, this creates a need for reframing this deficit discourse of 
enduring prejudices and hegemonic perspectives instead of implementing initiatives that aim to “close the gap” with methods of direct talk 
and word pedometers. 
Through the communities of practice, the participant responses have clarified differing levels of expertise according to their indicative level 
of education and class. Harry Collins provides insight on expertise in his book, Are we all scientific experts now? in which he constructs 
levels of expertise around that idea that “an expert is someone who shares the tacit knowledge of a specialist group” (2014, p. 61). 
Furthermore, Collins explains how “almost everyone who works for a living has some kind of specialist expertise: the expertise associated 
with the training or experience they gain in doing their specialist job” (2014, p. 117). With relation to my participant group, the communities 
of practice of parents, teachers, and university faculty members illustrate different intersections of specialist expertise that are indicated 
through their interview responses. Although the university faculty members have more education regarding language and literacy within 
child development, and thus the highest level of specialist expertise, they gave vague responses dismissing their personal experience. On the 
other hand, the parents and teachers have less education in language and literacy yet provided personally-reasoned responses to back up their 
ideologies.  
The university faculty members in education have demonstrated their language ideologies with statements referring to research, studies, or 
data shows while instances of in my experience occurred evenly across all three communities of practice. These specific statements are 
important to analyze as they depict default and specialist expertise. Default expertise refers to one’s reference to unidentified, assumed 
trustworthy research without acknowledging the credentials of the researchers and the quality of the research design, whereas specialist 
expertise refers to the participants’ own developed experience within the subject matter of the “language gap.” To quantify these validations, 
I numerically tracked the transcripts for instances of research, studies, or data shows and separates instances of in my experience. The 
university faculty members in education included instances of research, studies, or data shows in their answers eight out of the twelve total 
occurrences with two statements from teachers and two statements from parents. On the other hand, university faculty members in education 
only included in my experience in six out of the nineteen total occurrences with seven statements from teachers and six statements from 
parents.  
Instances of research, 
studies, or data shows 
Instances of in my 
experience 
Parents 2 6 
Teachers 2 7 
University Faculty in 
Education 
8 6 
Total 12 19 
Table 1: Participant Statements 
The following participant responses to question two provide evidence for further analysis. 
Question 2: Does a child’s household socioeconomic status have an influence on a child’s language acquisition? Explain. 
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(5) University Faculty Member 2: So, unfortunately, it does. Children who come from lower economic status homes tend to hear
less words and aren’t always guaranteed the resources or able to provide the resources to the children. So, unfortunately,
research has shown that children who come from those households do have lower language abilities and skills.
Although the university faculty participant acknowledges research in the response, she fails to specify the research with which she associates 
her opinion. Furthermore, she does not share any experience that she may have regarding her specialist expertise in the profession. In 
contrast, the teacher participant responded to the same question by stating her own experience with families from different socioeconomic 
status.   
Question 2: Does a child’s household socioeconomic status have an influence on a child’s language acquisition? Explain. 
(6) Teacher 1: I think stereotypical the answer would be yes. Although with my experience, it’s very surprising that I would say
no because of the fact that no matter what they have for material wise and financially that a parent is going to make time with
their child no matter if they choose to or not. And some of the times what surprises me is that you would think that the upper 
class would benefit more, and that’s not always true because both parents are so involved in their careers that they don’t take
the time to read a book at night.
While the university faculty member in education refers only to knowledge of research, the teacher first acknowledges a societal stereotype, 
and then refutes it with her own experience of parents choosing to spend time with their child despite their level of income. Additionally, she 
refers to high-income households possibly lacking involvement with their children due to their career choices. While Teacher 1 doesn’t 
explicitly refer to a specific personal experience, she acknowledges her experience with higher income families possibly lacking time with 
children. On the other hand, University Faculty Member 2 does not provide her own experience with children from low-income households, 
yet simply relies on past knowledge of research. Furthermore, the university faculty member continues to refer to unnamed research in 
response to Question 6.  
Question 6: Do you believe there is a gap in the amount of language interaction between children of low-income and high-income 
households? Explain. 
(7) University faculty member 2: Yeah there is. Research has shown that children who come from lower economic homes don’t
hear as many words as individuals who are in middle and/or upper class …
As demonstrated, the university faculty member in education begins her response with a relation to unspecified research. One may think this 
reference to research is beneficial, but it devalues her own experience with the education field and possible experiences she may have with 
families of different socioeconomic status. 
Question 6: Do you believe there is a gap in the amount of language interaction between children of low-income and high-income 
households? Explain. 
(8) Teacher 2: That one is kind of tricky, I think kind of yes and no. I think depending on the family and their level of
involvement, so I guess I don’t know.
Although the teacher participant does not directly relate her response to personal experience, she questions the “language gap” claim. 
Furthermore, she relates her response to the family’s level of involvement, which reduces the association to the particular “language gap” 
claim based on household socioeconomic status and instead places it on the family’s practices.  
Through the analysis of these specific instances and further examples in the full data set, the university faculty members in education have 
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demonstrated their language ideologies with alignment to what unidentified research says while undermining their own experience given the 
subject matter. Furthermore, teachers and parents have demonstrated their language ideologies with descriptions of their personal experiences 
and few acknowledgements of research. The devaluing of personal experience from the university faculty members in education exemplifies 
default expertise through reference to ambiguous research claims. Thus, they demonstrate trustworthiness of this scientific research 
throughout their responses although they fail to cite the specific studies, make any qualifications of their ideologies, or acknowledge any 
alternatives, unlike the teachers and parents. Therefore, although the university faculty members in education have specialist expertise 
through their professional experience and level of education, they diminish their personal experience with language development in young 
children and refer to unnamed scientific research as worthy of trumping their specialist expertise.  
CONCLUSION 
Despite previous research and critiques by linguists and linguistic anthropologists, the Hart and Risley (1995) “language gap” claim remains 
prominent within local hegemonic ideologies, evident in my participant group whose responses aligned with the hegemonic view of language 
development. Furthermore, the parent and teacher participants demonstrated perspectives of overcoming a low socioeconomic status as 
Davey expressed as the “self-making person” (2009). Additionally, the participant responses clearly illustrated differing levels of specialist 
expertise as the university faculty members in education correlated the majority of their responses to research claims without providing 
evidence while the teachers and parents relied on their own personal experience and often qualified their claims. As I only examined six 
participants throughout the communities of practice of university faculty members in education, preschool and elementary teachers, and 
parents of young children, this paper provides preliminary research for further exploration about language ideologies concerning the Hart and 
Risley (1995) “language gap” claim. Additionally, further research about the numerical approach and connecting slogan of the Hart and 
Risley’s (1995) “language gap” claim would offer insight on how scientific research reaches the overall public view with such power. 
Despite the results of my analysis, future examination of ideologies concerning the “language gap” claim remain necessary in order to better 
understand how one uses their attained level of expertise to form their opinions about such commonly distorted and catchy research.  
Last, there is no doubt that “children enter school with more or less of the linguistic, social, and cultural capital required for school success,” 
but these differences cannot be seen as deficiencies (Dudley-Marling & Lucas, 2009, p. 369). As we see with the Hart and Risley (1995) 
“language gap” claim, a deficit lens only further entrenches those living in poverty. Furthermore, these linguistic differences should not be 
recognized as deficiencies because of the family’s household income or cultural differences. Instead, a change of societal thinking requires 
the reframing of the way people view poverty. In order to begin this reframing, it is necessary that teachers recognize and respect that “all 
children come to school with extraordinary linguistic, cultural, and intellectual resources, just not the same resources” (Dudley-Marling & 
Lucas, 2009, p. 369). Therefore, the range of student backgrounds and resources become great tools for future learning in the classroom if we 
look at what language has the possibility to do. 
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ABSTRACT 
How have different media affected the linguistic performativity of the most prominent American politicians throughout history? 
How have different types of media allowed certain linguistic features to flourish, and others to fail? I address these questions 
through a diachronic analysis of three different periods of American history as well as an investigation into effective linguistic 
features that manifest over the radio, through television, and on social media. In addition, I confront the myth that there is a 
relationship between reading level of speech determined by the Flesch-Kincaid algorithm and success. I find relationships 
between linguistic features unique to the media through which it is presented and conclude how that affects the overall expertise 
of the candidate but find no relationship between Flesch-Kincaid reading level and expertise.  
Keywords: media, politics, flesch-kincaid, twitter, television, radio 
INTRODUCTION 
Media have evolved, from the teleprompter to Twitter, and so have the speech and mannerisms of the politicians of each 
respective era. Not only have our politicians evolved as the way we digest news has evolved, but the most successful politicians 
use this to their advantage. I argue that the success of many politicians can be partially attributed to the way in which they 
manipulate their linguistic repertoire to gain popularity. From Donald Trump to John F. Kennedy and beyond, I argue that our 
most popular politicians utilize a linguistic repertoire that flourishes due to its compatibility with the way their constituents 
consumed news.  
I believe that Franklin D. Roosevelt had linguistic features and patterns that were well suited for the radio, such as a desirable 
accent and his personal plural pronoun usage (Trester, 2005). In the medium of television, I believe that Americans relied more 
heavily on visual traits such as gesture and appearance to form an opinion of a candidate. We see this in the viewer-listener 
disconnect that has been made popular regarding the Nixon-Kennedy debates. This disconnect is the idea that, disproportionately, 
people who listened to the debate on the radio without visual cues thought Nixon won, while those who watched it favored 
Kennedy. This viewer-listener disconnect has been tested and proven by empirically-driven research, but lacked an analysis of 
which specific gestural features may have created that disconnect (Druckman, 2002). Instead of further proving the disconnect, I 
analyze and propose which specific visual features I believe create this disconnect. Today, 68% of Americans distrust traditional 
mass media and 81% of the population has a social media profile (Gallup, 2016). These numbers lead me to believe the social 
media presence of the most prominent politicians affects their overall popularity. Thus, I will analyze the Twitter of Hillary 
Clinton and Donald Trump. I will determine which linguistic features I think caused him to have three times more online interest 
than Clinton and ended up as the most mentioned candidate of 2016 (Khan, 2016). 
Political Success and the Media  2 
 
The objective of this research is to analyze how different types of media affect the expertise and performativity of politicians 
from multiple periods of history. This research will feature a diachronic linguistic analysis between three different periods in 
time, the main research subjects being Donald Trump, Hillary Clinton, Richard Nixon, John Kennedy and Franklin D. Roosevelt. 
By analyzing these five subjects, I will see how Franklin D. Roosevelt effectively utilized the radio, the media of his time, to 
connect with the masses and make his way to being president. I will analyze how the visual modality of televised debates 
between Nixon and Kennedy affected voter perception and use this to draw conclusions on their respective levels of success. I 
conduct a multimodal analysis of the Nixon-Kennedy debates to confirm or deny the proposition that many scholars claim a 
multimodal approach is a strong factor in political success (Goldstein & Hall, 2016). 
Social media will be the focal point of the analysis between now President Donald Trump and former Secretary of State, Hillary 
Clinton. Additionally, I will analyze how gender played a role for Hillary Clinton in the presidential election cycle of 2016 to 
further examine the gendered nature of politics. For modern day politicians who perform on multiple different types of media, I 
create arguments tied specifically to social media. Despite the fact modern politicans perform on all types of media in a myriad of 
modalities, I focus on social media because fewer than one-third of Americans trust traditional mass media, which I posit reflects 
itself in what news sources Americans form their opinions from (Gallup, 2016). In other words, I think this distrust translates into 
social media being incredibly influential and the niche offering for 21st century news.  
 The question I analyze for every linguistic analysis is “which linguistic features work best on this type of media”. The 
importance of this fundamental question is demonstrated by research supporting that linguistic features such as length of speech 
and the use of personal pronouns are often considered charismatic in one modality, but not the other (Rosenberg & Hirschberg, 
2008). Thus, we must consider the modality and medium in which information is received before concluding on how to be an 
effective orator as a politician. 
BACKGROUND 
The overarching linguistical trait that I will use to compare each respective politician is the Flesch-Kincaid reading level derived 
from their speech. This is a tool used to indicate how difficult a passage is to understand (Kincaid et al, 1975). The Flesch-
Kincaid readability test presents a score as a U.S. grade level, giving higher grade levels to those using longer words and 
sentences, which tend to be more complex and more difficult to comprehend (Viser, 2015). While the Flesch-Kincaid test is a 
fine tool to empirically compare the complexity of the speech of candidates, I do not believe it is useful as a standalone method 
for drawing conclusions on the success of a speech or speaker. Using the Flesch-Kincaid algorithm as a standalone method of 
evaluation overlooks many other important linguistic features such as pronoun usage, performativity, gender, and appearance. 
Rather than conclude that the success of a speaker is a function of their Flesch-Kincaid level, as Viser (2015) and Grose & 
Husser (2008) have, I will conclude on a politician’s success based off a multi-faceted evaluation of my subjects. Beyond the 
Flesch-Kincaid comparisons, I will delve into gesture, performativity, personal linguistic traits, and how every candidate 
effectively utilized the popular media of their time to gain a political edge.   
APPROACH AND METHODOLOGY 
In this research, I seek to understand how politicians can successfully utilize different modalities within media. From the 
linguistic perspective, I will investigate features such as gesture, word choice, difficulty of comprehension, and how certain 
aspects of speech may perform better through one form of media than another.  I will do this by examining different media 
platforms such as the radio, television, and social media. As an anthropologist, I look to explore the evolution of media and 
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determine why certain politicians are more successful while utilizing the most popular medium to receive news during their 
campaign cycle. I will use various methodologies to analyze each candidate. To explore Franklin D. Roosevelt, I analyze sections 
of various Fireside Chats consisting of eight minutes of speech, on a variety of topics to determine how pronoun usage may have 
affected his charisma over the radio. For Nixon and Kennedy, the duo that experienced the first televised debate, I analyze the 
entire first debate and draw conclusions on how body language, gesture, and appearances influenced the way Americans 
perceived each respective candidate. For the 21st century politicians that exist in the world of social media, I analyze each 
candidates’ Twitter to determine how Twitter played a role in the election of 2016. In addition to the analysis within each election 
group, I will conduct a comparative analysis between each of the candidates by means of a Flesch-Kincaid score. I determined 
the Flesch-Kincaid score by putting transcribed speech from various topics into a Flesch-Kincaid calculator for each respective 
candidate. The analyzed speech consisted of topics like economics, foreign policy, and immigration. For the Flesch-Kincaid 
analysis, the duration of analyzed speech for each candidate was roughly 50 minutes, and was taken from at least three different 
venues. I believe it is important to have data from multiple venues and topics to lessen any statistical bias from candidates trying 
to simplify or complicate speech based on the audience or subject.  
Flesch-Kincaid Analysis 
The Flesch-Kincaid analysis is an algorithm1 that determines the “readability” as well as the reading level of a piece of writing 
derived from words per sentence and syllables per word (Kincaid et al, 1975). Every speech I utilized as data was transcribed and 
put into a Flesch-Kincaid analyzer that would calculate a Flesch-Kincaid score for the document using the Flesch-Kincaid 
algorithm (Countwordsworth, n.d.)2.  
 
Though designed to analyze written prose, the Flesch-Kincaid level still proves useful for analysis of transcribed speech. 
However, using only the Flesch-Kincaid score to draw conclusions on speech effectiveness is faulty. Researchers and writers, 
from journalists at the Boston Globe (Bernhard, 2016) to researchers at Carnegie Mellon University (Eskenazi & Schumacher, 
2016), still utilize the Flesch-Kincaid formula to draw conclusions. However, before analyzing transcribed speech, one must 
                                                             
1 .39( !"!#$	&"'()!"!#$	)*+!*+,*) + 11.8(!"!#$	).$$#/$*)!"!#$	&"'() ) – 15.9 = reading level as a number that corresponds to a U.S. grade-level 
 
2 Transcribed speech can be found in Appendix A 
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understand the drawbacks of using the Flesch-Kincaid test to determine readability. Dr. Ostermeier, creator of Smart Politics, a 
data-based reporting and analysis of politics says that “It’s [analyzing transcribed speech using the Flesch-Kincaid scores] not 
necessarily translatable to what makes a great speech but provides a rough guide to compare the type of language, the sentence 
structure, the difficulty of the words” (Viser, 2015, 1). Therefore, I argue that one must consider multiple factors to make a 
conclusion on the expertise of an orator. One must consider factors such as gesture and appropriate use of different modalities; 
factors that I analyze in later sections of the paper. Throughout each section, I first conduct a Flesch-Kincaid analysis and then 
compare that with an analysis of the linguistical traits of each respective time period and candidate. This exposes the faults in the 
relying purely on such an analysis to demonstrate that language difficulty is not the lone variable when determining successful 
use of mass media. 
Media of Franklin D. Roosevelt 
Flesch-Kincaid analysis  
Richard Dowis states in his book The Lost Art of Great Speech, that “The greatest speakers know the power and grace and 
eloquence of simplicity” (89). While that may hold true in some cases, that does not appear to be the case of Franklin D. 
Roosevelt. President Franklin D. Roosevelt3 had the highest Flesch-Kincaid level but also the highest average approval rating 
during his presidency at 83% (American Presidency Project, n.d.). This fact contradicts the idea that there is a relationship 
between great speakers, eloquence, and simplicity; a fact that Dowis and many other linguists support. To explain the 
discrepancy between candidates with high Flesch-Kincaid scores and success, I propose that many prosodic features work 
together to help enable listeners to understand more complex speech. For example, FDR used a high rate of first person plural 
pronouns (us, we, our) to draw in an audience’s attention by creating a feeling of togetherness. Treating the audience as a friend 
and simply talking to them are two credible methods to gain the trust of one’s audience (Dowis, 2000). Furthermore, FDR also 
used conjuncts more often in his fireside chats than in his speeches before becoming president. Conjuncts (therefore, however, 
thus, etc.) are one way to increase comprehensibility of speech. The rate of use of these conjuncts, those listed previously being 
the most commonly used by FDR, increased in rate of use during a speech sample from The Great Depression when compared to 
his speaking style before The Great Depression during his run for the presidency (Cox, n.d.). The addition of conjuncts may have 
made his speech more comprehensible and as Dowis states, made him a more effective speaker despite his relatively high Flesch-
Kincaid score.  
The preceding statements help solidify the notion that any examination using solely a Flesch-Kincaid analysis provides an easy 
method of seeing what is happening on how complex or simple speech is but is ultimately unrepresentative of the success of a 
speaker as a standalone variable. In an article titled “For presidential hopefuls, simpler language resonates”, Viser argues that 
simpler language is the key to success in the world of politics (2016). However, there are flaws to Viser’s work as he fails to 
examine beyond one variable of the audio modality; reading level of speech. To understand the success of politicians from any 
era one must take into consideration a multitude of factors. Linguistic features such as gesture, pronoun usage, and appropriate 
use of a modality must be considered to provide a holistic representation of a candidate’s linguistic repertoire, and to ultimately 
conclude which of traits lead to higher levels of performativity as a politician. 
Analysis of the Franklin Delano Roosevelt’s speech 
3 For the rest of this work, President Franklin Delano Roosevelt may be referred to as FDR 
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The 32nd president of the United States of America, Franklin Roosevelt, came to power at a bleak point in American history. 
Situated between the Great Depression and World War II, this politician had to have a calming presence amidst a tumultuous 
America. The popularity of this president is unique, being the only president elected to office four times; a clear show of support 
from the American people. For this research, I will look in to how Roosevelt managed to keep public opinion ratings of himself 
high while being president during tumult, rather than compare him to Herbert Hoover, the republican incumbent in 1932. I chose 
to refrain from a comparative analysis of Hoover and Roosevelt because given the historical context of the time, the record low 
approval ratings of Hoover and the subsequent overwhelming electoral win by FDR, I do not believe any specific linguistic 
features were causative factors in the defeat of Herbert Hoover. 
Franklin Roosevelt lived in an era that revolved around one form of media: the radio. Upon the election of FDR in 1932, roughly 
40% of American households owned a radio. By 1940, ownership more than doubled to 83% with Americans listening to the 
radio, on average, 4 hours per day (Minnesota Public Radio, 2017). Quite clearly, the radio was the point of entry to the home of 
the everyday American. Therefore, the popularity of Roosevelt would inextricably rely on his ability to connect with Americans 
through this type of media.   
Roosevelt was the first president to have an opportunity to regularly connect with the American public through mass media. 
Roosevelt thought the best strategy to connect with the American people was to figuratively sit down and join them in their own 
homes and thus, the Fireside Chat was born (Trester 2005). By using the first person plural pronouns, us and we, Roosevelt 
showed he and the American people fought for the same cause. Research shows that in the English language, first person plural 
pronouns create a sense of inclusivity, especially in political discourse (Scheibmen 2002). I believe FDR tried to evoke feelings 
of inclusivity deliberately to gain the favor of his constituency. Given the fact that FDR’s presidency coincided with the increase 
in usage of the radio, it is only natural that FDR would use that type of media as best as he could. FDR became famous for his 
Fireside Chats and his down-to-earth rhetoric. In this research, I analyze his rhetoric, focusing on the use of first person plurals in 
his chats.  
When analyzing the usage of the pronoun we, it is important to note the distinction between various ways of using it. There is the 
we that seeks to increase inclusivity (1) (Sieberman, 2002). In addition to that type of we, there is the we as a way to avoid 
speaking about themselves singularly and suggest that others were involved. This usage of we helps share negativity amongst a 
group.  
(1) “We have most certainly suffered losses from Hitler's U-boats in the Atlantic as well as from the Japanese in the Pacific 
and we shall suffer more of them before the turn of the tide. But, speaking for the United States of America, let me say 
once and for all to the people of the world: We Americans have been compelled to yield ground, but we will regain it.” 
(Roosevelt 1942)   
(2) “We have increased our budget at a responsible 4 percent” (Bush 2001) 
 
The use of the pronoun we, as seen in example (1), seeks to increase inclusivity between the speaker and the listeners. 
Additionally, this form of we signals that the orator and the receiver are on the same side, forming a more egalitarian relationship. 
Oftentimes, when a person’s level of privilege and power rises, their world view becomes increasingly self-focused (Piff, 2013). 
As president, I believe Roosevelt deliberately avoided this sentiment which reflected itself in his pronoun usage. Roosevelts 
utilization of the inclusive we helped to show viewers that their world view and his world view were one in the same. 
Example (2) demonstrates the form of we that seeks to spread criticism. Example (2) demonstrates Bush attempting to spread any 
potential blame from a negative outcome of the 4% increase to the rest of the Bush administration as well. By using this type of 
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we, Bush essentially made himself less responsible for whatever effects a 4% budget increase may have had. Furthermore, he 
adds the adjective “responsible” to assure the American people that this budget was a good idea.  
Before my analysis, I expected the first person plural pronouns usage to form a link between the American people and Roosevelt 
himself more often. In 45% of the cases (n=29) it was found that plural personals were used to reference the American people, 
but in the other 55% of cases, personal plurals were used to reference the government. However, it was found that the main factor 
that caused this differentiation was the context. It appears that when FDR spoke of subjects such as changes in policy or acts of 
war, he used first person plural pronouns to reference the government, as in example (3). When FDR spoke of subjects like the 
repercussions of war or the results of policy, the first person plural pronouns referenced the American people and made FDR 
their equal, as in example (4).  
(3) I am not satisfied either with the amount or the extent of the rise, and that it is definitely a part of our policy to increase
the rise and to extend it to those products which have as yet felt no benefit. If we cannot do this one way we will do it
another. Do it, we will. 
(4) We have established a firm foothold. We are now prepared to meet the inevitable counterattacks of the Germans—with 
power and with confidence. And we all pray that we will have far more, soon, than a firm foothold.
It makes sense that FDR wanted to ensure that any repercussion the American people would feel from policy or war, FDR would 
feel also. By doing this, FDR let the American people know that they were all in this together and that politicians and the 
proletariat existed on the same societal plane.  
Media of Kennedy–Nixon 
Flesch-Kincaid analysis   
The Flesch-Kincaid analysis for the first of the televised Kennedy-Nixon debates showed Nixon speaking at a 10.2 grade level 
while Kennedy spoke at a 11.2 grade level. The viewer-listener disconnect makes the Flesch-Kincaid analysis for this section 
especially interesting. The viewer-listener disconnect, with respect to the Nixon-Kennedy debates, is the well documented fact 
that those who only listened to the debates thought Nixon won, while viewers thought Kennedy won. Due to this section 
emphasizing the effects of television on linguistic performativity, I will only focus on the Flesch-Kincaid analysis with respect to 
television.  
Nixon spoke at a lower grade level than Kennedy, yet it was generally known that Nixon lost the debate, as we see in Henry 
Cabot Lodge’s reaction to the debate – “That son of a bitch just lost the election” (Kennedy – Nixon Debates, n.d.). Henry Cabot 
Lodge was Nixon’s vice-presidential pick, and his reaction in respect to the televised debate proves how much of a factor 
television was. Henry Cabot Lodge didn’t say that Nixon lost because he spoke too simply, but because of his appearance on 
television. However, articles on presidential speech and the Flesch-Kincaid analysis say simpler language resonates. Therefore, 
for other articles and researchers that attempt to make a correlation between simple speech and political success, we must look at 
things like the Kennedy-Nixon debate. Responses from people like Henry Cabot Lodge let us know how incredibly important 
media is, and that as linguists we must research and analyze multiple aspects of the linguistic repertoire and different modalities 
to determine characteristics of a successful speaker.  
Kennedy–Nixon debate analysis 
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The year of 1960 brought with it an incredibly important case study about how appearance and gesture can influence politics in a 
substantial way. The very first televised debate occurred in 1960, between former Vice-President Richard Nixon and the young, 
one-term Senator, John F. Kennedy. The debates, the first of their kind, generated the largest political audience in history at the 
time of over 70 million viewers, or 60% of the adult population in the U.S. (J.F.K. Presidential Library, n.d.).  
The effect The Great Debates of 1960 had on the perceptions of Kennedy and Nixon are undeniable. I argue that there is no such 
thing as a “neutral” medium of communication or exchange. Different mediums of communication put a demand on different 
aspects of the linguistic repertoire.  The radio put a high demand on a pleasing voice and inclusivity, while completely 
disregarding gesture due to its absolute dependence on auditory cues. However, television brings in to play many different 
modalities, especially the visual modality. Appearance was very important, especially at the inaugural television debate. Nixon 
was pale and appeared ill-shaven since he was recovering from the flu and had spent time in the hospital due to a knee injury. 
Meanwhile, Kennedy was coming off campaigning in California and his appearance was tan and youthful (Kennedy – Nixon 
Debates, n.d.). The critiques of Nixon’s appearance of the first debate undoubtedly lead me to believe his appearance affected his 
performance. The mayor of Chicago exclaimed “My god, they’ve embalmed him before he even died!”, while Nixon’s mother 
called him after the first debate to see if he was still sick (Kennedy – Nixon Debates, n.d.). In Nixon’s 1968 presidential run, he 
even went as far as to refuse to participate in a televised debate, further demonstrating the impact the first televised debates had 
on politics.  
I build off research done by Druckman (2002) that empirically proves the viewer-listener disconnect of The Great Debates. I look 
to determine how gesture manifested itself to create this disconnect, as well as how appearance played a role. I will focus on the 
appearance of each candidate, investigating key features from the first debate, like posture, engagement, and their clothing 
choices, respectively. I have chosen this type of analysis because, as proven by Druckman (2002), there was indeed a disconnect, 
but the specific traits that caused the disconnect were not determined. Beside empirically driven research, the impact the 
inaugural televised debates had on the election reflect themselves in the reactions of prominent politicians like Bob Dole: “I was 
listening to it on the radio coming into Lincoln, Kansas, and I thought Nixon was doing a great job, then I saw the TV clips the 
next morning, and he ... didn't look well. Kennedy was young and articulate and ... wiped him out”. Clearly, appearance matters.  
The ill-fitting suit of Nixon 
Nixon’s ill-fitting suit in Figure 3b was a popular icon of The Great Debates. One description of Nixon and his suit was “[Nixon 
was a] pale shadow of the aggressive and composed senator from Massachusetts” (Botelho, 2016). This negative portrayal of 
Nixon after the debate by the media would affect the perceptions of how Americans saw Nixon as well, if they hadn’t already 
Figure 3b Figure 3a 
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questioned his ill-fitting suit prior to hearing the media coverage. Research on media coverage affecting voter preference has 
been undertaken, the results being that negative coverage has an effect, driving down popular opinion of the candidate by 
lowering voters’ assessments of candidates’ professionalism (Hayes et al, 2014). In addition to the research that shows negative 
media coverage drives down popular opinion, I believe the ill-fitting suit to be one of the factors that caused the viewer-listener 
disconnect. For example, I think a viewer sees a poorly-put-together Nixon and draws a conclusion on his professionalism. The 
ill-fitting suit may have made Americans question if this is who they wanted representing America on the world stage. 
Additionally, if a presidential candidate fails at preparing for a debate, how would he perform if he were elected to office? I 
believe that many Americans may have asked these same questions. The combination of these doubts, the negative media 
coverage, and a record-breaking number of viewers ultimately created the viewer-listener disconnect proved by Druckman 
(2002). 
Nixon’s poor posture 
Throughout the debate one can notice the stark contrast in body language between the two presidential hopefuls. We have 
Kennedy in Figure 4a standing up straight, tall, and with an expansive and open body. On the other is Nixon in Figure 4b, who 
consistently had one knee bent and not standing erect as seen in the picture above. I think Nixon’s illness prior to the debate, as 
well as his injured knee contributed to his poor posture and inability to stand tall like his competitor (Kennedy-Nixon Debates, 
n.d.). Due to his lack of standing up straight and poor posture, he does not occupy as much gestural space as his opponent. 
Research from the Kellogg School of Management (2011) has found relationships between opening one’s body, occupying as 
much gestural space as possible, and one’s perceived level of power. The same research also argues that body posture is one of 
the most proximate correlates of the manifestations of power (Huang et al., 2011). Due to research regarding the viewer-listener 
disconnect as well as my own perceptions, I posit the 77 million Americans who watched this debate picked up on these 
subliminal power cues from posture while watching the debates.  This perception of power would be one of many determining 
factors in the presidential election of 1960, a race that was won by John F. Kennedy by a mere one-tenth of a percent (Kennedy – 
Nixon Debates, n.d.).  
Figure 4a Figure 4b 
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Kennedy’s hyper-engagement and Nixon’s lack of 
My analysis of The Great Debates revealed some reoccurring themes. Throughout the debate, Nixon often looked down and away 
(Figure 5c) from Kennedy when he spoke. Oftentimes when Nixon was speaking, Kennedy gave his full-fledged attention 
(Figure 5a) as well as jotting down notes (Figure 5b); something Nixon was never recorded doing. Despite these differences, I 
must note that there were times when Nixon looked at Kennedy while he spoke, as well as Kennedy not looking at Nixon while 
he spoke. However, the rate of incidence for Nixon not looking at Kennedy is higher. I think that Kennedy’s notetaking showed 
the American public he was an attentive, studious, and intelligent man. Even though Kennedy’s notetaking scenes compose a 
miniscule portion of the debate, the action is a semiotic sign of intelligence and attentiveness to detail which would have been 
noticed by the American viewers. In contrast, Nixon often appeared bored and looking away, as well as never taking any type of 
notes. In the end, Kennedy portrayed features that were desirable in a president by the American voters; attentive, smart and 
respectful. 
Twitter and the election of 2016 
Flesch-Kincaid analysis  
The Flesch-Kincaid statistics brought to light some interesting trends. Figure 1 shows the speaker who spoke at the lowest 
reading level was Hillary Clinton, averaging a grade 9.1 reading level. The speaker who spoke at the highest level was Franklin 
D. Roosevelt at 12.2. Since Roosevelt, the speakers in this study spoke at a lower level than their predecessors, as seen in Figure
1. Additionally, it surprised me that Donald Trump spoke at a slightly higher level than Hillary Clinton.
Trump 
Flesch-
Kincaid Score 
Clinton 
Flesch-
Kincaid 
Score 
Debate #1 6.04 8.42 
Economics 10.38 9.55 
Figure 5a Figure 5b Figure 5c 
Figure 2 
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One of the more interesting pieces of data I discovered were the debate scores between Clinton and Trump. As noted in Figure 2, 
Clinton had significantly less variance than Trump, especially when considering the data from the first debate. Trump 
consistently spoke at a 10th grade reading level while Clinton tended to score in the 8th and 9th grade range. The low debate score 
can be explained by the fact that for both Clinton and Trump, all other speeches were prepared beforehand. Additionally, one 
could argue that Donald Trump’s lack of preparation relative to Hillary Clinton for the first debate influenced his unusually low 
score. (Healey, Chozick & Haberman, 2016). This score is significant because Gallup polls had 61% of people determining 
Clinton as the winner of the first debate in comparison to 27% for Trump, despite a higher Flesch-Kincaid score. Viser (2015) 
says that simpler language resonates, but fails to consider any other linguistic factors. Clinton’s 34% advantage in the first debate 
is the greatest margin of victory since the 1960s, and further proves that Flesch-Kincaid scores do not correlate with Viser’s 
(2015) statement that “simpler language resonates” (Flores, 2016). When analyzing successful politicians, we must consider 
every aspect that makes them successful. 
Twitter analysis 
The election cycle of 2016 showed America, and the world, the influence social media can have on politics. By late 2015, 1.59 
billion people had Facebook with 1.4 billion logging in every month. In addition, Twitter had just over 300 million users. Despite 
Twitter having roughly a fifth of the users of Facebook, more people use Twitter for observing news outlets, following a political 
party, and consider it the more important news source of the two (Pew Research, 2016). In addition to the boom of social media, 
fewer than one-third of Americans trust traditional mass media (Gallup, 2016). Taking into consideration the all-time low trust 
that Americans have with traditional media, as well as the way Twitter can work as a news source, I believe Twitter is the niche 
offering for news in the 21st century. Thus, I analyze Twitter in this section. The intent of this analysis is not to prove a causation 
relationship between “winning” social media and winning elections, but to demonstrate how appropriate use of it in the 21st 
century has evolved into an essential political tool.  
Hillary Clinton 
Politics represents an example of an inherently gendered profession. Dr. Michele L. Swers, a renowned scholar on female and 
politics, notes that women are expected to possess the masculinized trait of leadership while simultaneously holding the feminine 
Immigration/ Minorities 10.66 9.67 
Jobs (Trump) / Foreign 
Policy (Clinton) 
10.09 7.14 
Figure 6a     Figure 6b 
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personality traits that people assume they have (Kostreci, 2016). During her career, Clinton has experienced what social 
psychologists call the backlash effect. An extensive body of research has shown that women who seek leadership positions often 
encounter resistance from both men and women if they violate gender norms by acting in stereotypically masculine ways, like 
being competitive, assertive, and self-promotional (Bush, 2016). 
Many ridiculed Clinton throughout her campaign for coming off as cold and uncharismatic as portrayed in a tweet by Reince 
Priebus and Brit Hume (Figure 6a, b). However, Clinton was in an interview talking about ISIS during Priebus’ tweet (Figure 6a). 
This explains the tough demeanor expected out of a politician that simultaneously defies the prescriptive gender role of women. 
That Hillary Clinton received ridicule for being angry and not showing a smile over an intense topic like international terrorism 
demonstrates well the backlash effect and the gendered nature of politics. In Figure 6b, Brit Hume is referring to a speech Clinton 
made after winning several state primaries. I argue that, in this example, we see Clinton deviating once again from the social 
script backed by research that expects women to appear nice, friendly, and nurturing. In this speech, I believe Hillary Clinton was 
excited and enthusiastic, as expected after a large primary victory. However due to being a female exhibiting inherently 
masculinized traits, she experienced the backlash effect (Figure 6b). Had Clinton been a male who was excited, unfriendly, or 
cold, I do not believe she would have received ridicule from Mr. Priebus nor Brit Hume. Thus, I conclude that when a woman 
like Clinton deviates from the social script that dictates behavior in the gendered world of politics, the backlash effect occurs. 
Over social media, Clinton lacks personality when compared to Trump. Often, we see tweets like Figure 7a. These tweets do not 
show the brashness that we see in many of Trump’s tweets, such as Figure 7b. To further the point that Hillary was not as 
successful on social media as Trump, let us consider Figure 7c. This is the most popular tweet ever by Hillary Clinton. It is a 
direct challenge to Donald Trump, and creates a conflict that is absent in most of her tweets.  
Figure 7a 
Figure 7b 
Figure 7c 
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As Michelle Cornfield, an associate professor at Georgetown says, “conflict sells” (Graham, 2016). However, when considering a 
concept like conflict on social media, it brings back into question prescribed gender roles. If Clinton had been more 
confrontational on Twitter, would she have been more successful, or would she have deviated too far from the societal script for 
women and received backlash? In the defeat of Hillary Clinton, I believe multiple factors had a role. If Hillary had shown brasher 
and more confrontational tweets, like Trump, they would not have functioned the same as his due to her gender. Dr. Maryanne 
Cooper of the Claymore Institute for Gender Research at Stanford University argues that decades of social science research 
demonstrate the negative correlation between likeability and success for women. Psychological research even shows that women 
and men can be considered to have the same level of competence, yet receive different likeability scores that is negative toward 
women (Martin, 2006). I conclude that in politics as well as social media, this can have negative repercussions for women like 
Hillary Clinton. While all presidential candidates, like Clinton, have their shortcomings, I believe that gender played a role in her 
defeat both at the booths and over Twitter. 
Donald Trump 
As a political outsider turned 45th President of the United States of America, in 2016 Donald Trump challenged the notion that all 
media is good media. From raucous claims like Mexicans being rapist and criminals, to asking the audience “Who would vote for 
that face?” regarding female candidate Carly Fiorina, and not to mention #Trump as the 8th most popular hashtag in 2016, Trump 
has relished the lime light (Kottasova, 2016).  
I believe the rise of platforms like Twitter, where one can follow a candidate and see exactly what that person is saying, is 
partially attributable to an increase in the distrust of traditional mass media. This public need for a direct line of communication 
between politician and voter led to the Fireside Chats of the 21st century, the Twitter of Donald Trump. By using Twitter, Trump 
spoke directly to his followers rather than traditional mass media relaying his words. Inarguably, Trump won social media in this 
election cycle. In 2016, Trump’s online interest was 3x higher than Clinton’s, according to a Google Trends analysis, while also 
having 4 million more Twitter followers. This led to him being the most googled and mentioned candidate in 2016 (Khan, 2016). 
This modern-day Fireside Chat demonstrates Trump’s transparency and off the cuff speaking style, two traits that I have found 
resonate with voters no matter the medium in which it is received.  
Many of Trump’s speaking habits are well suited for social media. Trump has made a habit out of creating denigrating nicknames 
for his political opponents like Lyin’ Ted, Little Marco, Sweaty Jeb and Crooked Hillary (Figure 8a, b). Creating nicknames 
carries out two functions for Trump; entertainment and denigration (Hall et al., 2010). The denigration aspect of this naming 
system refers to the nicknames metonymic reduction of the individual.  The entertainment aspect of it refers to Trump taking the 
role of the Rabelaisian clown, a simple man completely unaffiliated with the elite, yet mocks them to belittle their power (Hall et 
al., 2010). This type of naming system is easier and more suited for Twitter, where space is limited to 280 characters. Through 
metonymic reduction, Trump demonstrates his blunt and transparent personality, and his disaffiliation with the elite. This works 
Figure 8a Figure 8b 
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much better over social media than it does through traditional news channels.  It is more difficult to succinctly describe to a news 
network why Ted Cruz is a liar, why Hillary is crooked, or why Marco is so little, than it is to send out a simple tweet. By turning 
people of power like governors and senators into nothing more than liars, sweaty men and little people, the giver of the nickname 
shifts the power complex into their favor. Furthermore, if Trump’s metonymic reduction was covered by traditional broadcast 
media, only one-third would have trusted the news network relaying the feelings of Donald Trump about his competition. Like 
the Fireside Chats of FDR, Trump brought the American public into his life through the transparency of social media.   
Another common feature of Trump’s speech that functions well on social media is his summary at the end of many of his spoken 
sentences as well as tweets. As we saw previously in Figure 8b, and here in Figure 9a, we have a claim of the tweet followed at 
the end by an utterance that functions as a punchline for his message. This short utterance at the end of many of Trump’s tweets, 
as well as his speech, is what I define as a summary. Donald Trump will spend minutes talking about NATO or NAFTA, criticize 
and ridicule it, and then concretely conclude “Bad deal, very bad deal”. This summary in both his tweets and speeches serves the 
vital function of telling the consumer the meaning of the utterance, or what emotion is conveyed without having to pay attention 
to the entirety of the utterance. In a world where readers spend mere seconds looking at each tweet and attention spans have 
shrunk to eight seconds as determined by a media survey done by Microsoft, consumers of Trump’s media can quickly get the 
ending and heart of the message (Egan, 2016). For example, in figure 9a the reader can see “total scam” at the end, know it’s 
tweeted by Donald Trump, and then based off those two factors decide to go back and interact with the entire message. In the 
following example in a debate between Secretary Clinton and Donald Trump, the same type of phenomenon is utilized by Trump 
in his speech. We see a 51-word critique describing the poor effects of NAFTA, only to be succinctly summarized once again in 
10 words at the end of the utterance.  
(5) “Your husband signed NAFTA, which was one of the worse things that ever happened to the manufacturing industry.
You can go to New England, you can go to Ohio, Pennsylvania, you go anywhere you want Secretary Clinton and you
will see devastation where manufacturing is down thirty, forty, even fifty percent. NAFTA is the worst trade deal
maybe ever signed anywhere”
I believe this concise summary at the end of many of Donald Trump’s utterances increase both his rate of engagement on social 
media and comprehensibility of his spoken word, as well as demonstrate clearly the main idea Donald Trump is trying to get 
across. This ease of being able to translate spoken word onto a social media platform ultimately gives Trump an edge. Trump’s 
plain yet brash rhetoric and summarization works well on social media, the most important and increasingly popular medium of 
news consumption of this decade. 
Figure 9a 
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CONCLUSION 
After an analysis of each of three historical settings, we are unable to draw conclusions on the success as a politician based off of 
the Flesh-Kincaid test. FDR, despite having the highest Flesch-Kincaid score of the subjects, had the highest overall favorability 
rate the of the group at 83% (American Presidency Project, n.d.). In respect to Nixon and Kennedy, we once again see a deviation 
from the notion that simpler language resonates. JFK’s score of 11.2 is a full grade higher than Nixon’s score of 10.2, yet JFK 
was the winner of the debate to those who saw it. Lastly, while Donald Trump and Hillary Clinton spoke at nearly the same level 
on average, the first debate of the 2016 presidential election cycle could prove an interesting source of future research since 
Clinton was reported to have won the debate by 34%, yet spoke at an 8.4 level to Trump’s simpler 6.0. This data supports my 
argument that multiple factors, which are dependent on media, affect the performativity of a politician.  
In respect to the effects of Twitter, it is reported that 73% of Americans received news via a mobile device in 2016 (Mitchell et 
al., 2016). That statistic, when paired with the fact that only one-third of Americans trust news coming from traditional mass 
media leads me to believe the most effective politicians of this decade, and the decades to comes, will utilize social media most 
effectively (Gallup, 2016). Donald Trump’s brash and confrontational speech is uncannily effective over Twitter, thus increasing 
his engagement and brought Americans into his life through the transparency of social media, the same way FDR brought 
American’s into the White House through Fireside Chats.  
FDR was known for his easy-to-follow speech that placed American’s on the same level as their president. This feeling is 
important to convey because often Americans feel a disconnect between themselves and Washington bureaucrats (Peoples & 
Swanson 2016). With Roosevelt, we see an attempt to bridge that disconnect through the use of his plural personal pronouns that 
create a sense of inclusivity, especially in political discourse (Scheibmen 2002). Roosevelt’s focus on the audio modality was 
deliberate as seen in the anecdote about the early days of his presidency. Members of the Treasury Department prepared a 
scholarly analysis regarding FDR’s decision to close the nation’s banks in 1933. Roosevelt promptly discarded this scholarly 
analysis and spoke about this subject in a way that was described as a “report to the people”. Roosevelt claimed he wanted to talk 
to the farmers in the fields, the cashiers behind the counters and the workmen outside his window rather than read a scholarly 
paper to his people. The radio is a media form that depends on feelings rather than looks and Roosevelt knew it (Diamond 1977). 
Given that the radio is a form of media that depends on only one modality, speech, Roosevelt knew he had to use it wisely. This 
simple realization is crucial in understanding the importance for Roosevelt to play to the emotions of his constituency through the 
radio waves. Roosevelt brought America into the White House through his straight-forward speaking style and inclusive rhetoric, 
bridging the disconnect between the public and the bureaucrats, and increasing his political success.  
In the 1960s, the television took over as The Great Debates between Nixon and Kennedy became the first presidential debate 
aired on television, and, due to their effect on the race, would be the last one until 1976 (Webley 2010). In the visual modality, an 
analysis of gesture proves vital, especially when considering the new mediatized political forum of television in 1960. We see the 
ill-fitting suit of Nixon, his inability to stand up straight consistently, and his wandering gaze as signs of unideal traits for a 
presidential candidate. The political world acknowledged the effects television had on politics afterward. Going into the polls on 
election day, more than half of all voters said The Great Debates influenced their vote with 6% saying their vote was a result of 
the debate alone (Allen 2010). The television, the new and popular media of the 1960s, ushered in a new political era. In a 
presidential race that was decided by less than a tenth of a percent, every vote counted, and failure to perform well in the visual 
modality for Nixon meant losing the presidency.  
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In each of the three settings, we see some common traits in each of the most successful candidates. Donald Trump, John F. 
Kennedy, and Franklin Roosevelt all effectively utilized the media of their time. While each subject had their personal 
advantages and disadvantages as a politician, my research shows that the most successful politicians utilize media in a way that is 
unique to them. From increasing inclusivity through personal plural pronoun usage over the radio, appearing presidential on 
television, and using Twitter to attract attention and gain an upper hand, the success of future politician will inevitably be tied to 
effective use of a linguistic repertoire unique to the media platform on which they are performing. In the future, I hypothesize the 
most successful politicians will likely employ a combination of the linguistic features that I found created political success in my 
research. This research has demonstrated the effects the media has on a politician’s success, how media can be used effectively, 
and that a successful politician will inevitably use it to their advantage.  
LIMITATIONS 
The limitations of this work are related to the size of the corpus. The data I analyze is from a small corpus relative to the existing 
corpus of data that is available. There are hundreds of hours of speech recordings, thousands of tweets, and more footage I could 
have analyzed, but due to time and content limitations I was unable. An analysis of greater depth into any of the election cycles I 
analyzed would provide firmer conclusions for that respective media and time. A linguistic analysis of additional politicians 
could also bring to light more linguistic traits and help reaffirm conclusions that I drew within my own work with respect to the 
link between political success and effective use of the media.  
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APPENDIX 
Donald Trump:  
1. https://www.youtube.com/watch?v=Qvp1EaMdCXc  
a. 0:45 – 33:00 
2. https://www.youtube.com/watch?v=zk2bLUa8e_g 
a. 23:00 – 28:00 
3.  https://www.youtube.com/watch?v=QkjGcP54OX4 
a. 8 :00 – 44 :00 
4. https://www.youtube.com/watch?v=ZEHPrYUcoi0&t=1891s 
a. 43 :15 – 54 :00  
Hillary Clinton :  
1. https://www.youtube.com/watch?v=ZEHPrYUcoi0&t=1891s 
a. 43 :15 – 54 :00  
2. https://www.youtube.com/watch?v=vVYuIRA90i4 
a. 0 :30 – 46 :30  
3. https://www.youtube.com/watch?v=qoB-gOZY5OM&t=632s 
a. 0 :30 – 14 :00  
4. https://www.youtube.com/watch?v=g_wkSGLVpcE 
a. 15 :00 – 25 :00  
Richard Nixon :  
1. https://www.youtube.com/watch?v=hdVHFESjTsE&t=1700s 
a. 10 :00 – 28 :45  
2. https://www.youtube.com/watch?v=eyq5bz_MWvA 
a. 9 :05 – 36 :15 
John F. Kennedy :  
1. https://www.youtube.com/watch?v=hdVHFESjTsE&t=1700s 
a. 17 :00 – 29 :40 
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2. https://www.youtube.com/watch?v=eyq5bz_MWvA
a. 7 :00 – 35 :00
Franklin D. Roosevelt 
1. Fireside Chat #2 - http://www.presidency.ucsb.edu/ws/index.php?pid=14636
a. Analysis of entire chat
2. Fireside Chat #15 - http://www.presidency.ucsb.edu/ws/index.php?pid=15959
a. Analysis of entire chat
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INTRODUCTION
The analysis of forensic evidence is often an important factor in forensic investigations. Tools in Bayesian
statistics can be used to provide a quantitative value of the evidence that can lend support to the
prosecution or the defense. Bayesian modeling allows models to be built under the prosecution and
defense hypotheses to compare the probabilities of observing the collected evidence under each model.
Modeling involves building a description of a population using parametric probability density functions.
Knowledge about the value of the parameters is gained through the observation of sample data sets from
the population [5]. Models will be denoted with Mi, where i indexes the model number for the case when
multiple models are being considered.
Several terms and definitions in Bayesian statistics from Bayesian Essentials with R [5] will be discussed
next for use throughout the remainder of the paper. A complete list of symbols and definitions is
included in Appendix A for reference throughout the paper. The prior density, the likelihood function,
the marginal density, the posterior density, and the Bayes Factor are several fundamental tools used in
Bayesian inference. Note that Bayesian probability is described as a subjective belief, which is different
than the objective, standard definition of a Frequentist probability [5].
The prior density on the value of parameters of a population, pi(θ), represents a belief about the value of
these parameters before observing the sample data set, Dn. When multiple models are being considered,
pi(θ|Mi) will be used to distinguish between the priors used for different models. The likelihood
function, f(Dn|θ), gives the probability of observing the sample data set Dn from a population as a
function of the set of parameters, θ. The marginal density, pi(Dn|Mi) =
∫
f(Dn|θ) · pi(θ|Mi) dθ, is the
density of Dn under model Mi, which is not dependent upon θ. The posterior density on the value of
parameters of a population, pi(θ|Dn), combines the information from the likelihood function and the prior
density, and represents the knowledge about the parameters after additional information has been
gathered from the observation of Dn. The posterior odds is the ratio of two posterior probabilities.
The posterior odds, given by
pi(M1|Dn)
pi(M2|Dn) , compares the probability of one model, M1, given the observed
data Dn to the probability of a competing model, M2, given the same observed data.
Bayes’ Theorem provides a way to calculate the posterior probability indirectly by using the prior density
and the likelihood function.
Theorem 1 (Bayes’ Theorem [6]). Let P be a general probability operator. Let A1, A2, A3, ... An be a
set of mutually exclusive events and B be an event such that P (B) 6= 0. Then
P (Ai|B) = P (B|Ai) P (Ai)∑n
i=1 P (B|Ai) P (Ai)
for any Ai, where i = 1, 2, 3, ...n.
See the example below for how the posterior odds can be decomposed using Bayes’ Theorem in both the
numerator and denominator.
pi(M1|Dn)
pi(M2|Dn) =
(
pi(Dn|M1) · pi(M1)
pi(Dn|M1) · pi(M1) + pi(Dn|M2) · pi(M2)
)
(
pi(Dn|M2) · pi(M1)
pi(Dn|M1) · pi(M1) + pi(Dn|M2) · pi(M2)
)
=
(
pi(Dn|M1) · pi(M1)
pi(Dn)
)
(
pi(Dn|M2) · pi(M2)
pi(Dn)
)
=
pi(Dn|M1)
pi(Dn|M2) ·
pi(M1)
pi(M2)
The result of the decomposed posterior odds is a ratio called the Bayes Factor,
pi(Dn|M1)
pi(Dn|M2) , multiplied by
the prior odds,
pi(M1)
pi(M2)
. The Bayes Factor, given below in Equations 1 and 2, is defined as the ratio of
the probability of the data under each model framework.
BF =
pi(M1|Dn)
pi(M2|Dn) ·
pi(M2)
pi(M1)
(1)
=
pi(Dn|M1)
pi(Dn|M2) =
∫
f(Dn|θ) · pi(θ|M1) dθ∫
f(Dn|θ) · pi(θ|M2) dθ . (2)
A Bayes Factor greater than one gives support to M1 because the probability of observing the data under
M1 is greater than the probability under M2. Conversely, a Bayes Factor less than one gives support to
M2 because the probability of observing the data under M2 is greater than the probability under M1.
The magnitude of the Bayes Factor corresponds to the strength of the support. Large positive values
provide more support to M1 than values close to one. Values close to zero provide strong support for M2.
The Bayes Factor can be used in forensic science to quantify the probative value of forensic evidence [2].
This is useful when inferring the source of trace evidence (recovered evidence materials whose original
source is unknown) in forensic cases because the trace may appear to correspond to several possible
reference control samples (evidence materials taken from a known source) by chance. The prosecution
believes the trace evidence originated from a specific source (a known, possible source for the origin of the
trace evidence), while the defense believes the trace evidence originated from an unknown alternative
source. The value of the Bayes Factor allows one conclusion to be drawn, which can lend support to the
prosecution or the defense.
However, data collected for most forensic evidence types are very complex, so the likelihood function in
Equation 2 is too difficult to evaluate. In addition, the posterior density on the parameters in Equation 1
cannot be directly evaluated, so the Bayes Factor cannot be calculated. Approximate Bayesian
Computation offers a possible solution.
The ABC Algorithm
The Approximate Bayesian Computation method bypasses the need for the actual, complex likelihood
function. Instead, ABC uses a simpler likelihood function fm(D
∗
n|θi) along with the original sample data
set, Dn. Robert et al. [10] explain the ABC algorithm as follows. First, model indexes are treated as
parameters and sampled from pi(Mi = m), a Bernoulli distribution with the probability of success
(sampling M2) equal to 1 minus the probability of sampling M1. Next, sets of parameters are sampled
from their prior densities, pi(θ|Mi). The sampled parameters are used along with the simpler chosen
likelihood function to generate new data sets, denoted D∗n, of the same dimension as Dn. A summary
statistic is computed for Dn, denoted η(Dn), and for each of the sampled data sets, denoted η(D
∗
n). The
distance between η(Dn) and η(D
∗
n) is calculated for each generated data set. Parameters corresponding
to the D∗n’s which are satisfactorily close (by the use of a threshold, t) to the original data set Dn are
retained, and used to compose a sample from the approximate posterior density, denoted pit(θ|Dn). The
Approximate Bayesian Computation method results in pit(θ|Dn), an approximation of the posterior
density pi(θ|Dn) on the value of parameters of a population, given the data set Dn [10].
When ABC is used for model selection, the posterior odds can be approximated by the frequency of
retained parameter sets, θi, under each model. The approximation of the posterior odds is divided by the
prior odds
pi(M1)
pi(M2)
, resulting in the ABC approximation of the Bayes Factor and giving a decision
between the models.
Algorithm 1: ABC model selection algorithm [10]
Initialize i=0;
while i < Nacc do
Sample a model index m from the model prior pi(M1 = m);
Generate the parameters θi from the prior density given the model index pi(θ|m);
Generate a sample data set, D∗n, from the approximate likelihood fm(D
∗
n|θi);
Compute ∆(η(Dn), η(D
∗
n)), the distance between η(Dn) and η(D
∗
n);
Compare ∆(η(Dn), η(D
∗
n)) to a pre-determined value for t;
if ∆(η(Dn), η(D
∗
n)) ≤ t then
Accept θi and corresponding model index m;
i = i+1;
end
end
The formal ABC model selection method, described in Algorithm 1 above, results in a pre-determined
number Nacc of accepted parameter sets. A less computationally intensive modified version is described
in Algorithm 2. This method repeats the sampling processes a fixed number of times, Nsim, but does not
guarantee a specific number of accepted parameter sets.
Algorithm 2: Modified ABC model selection algorithm [5]
for i = 1 to Nsim do
Sample a model index m from the model prior pi(M1 = m);
Generate the parameters θi from the prior density given the model index pi(θ|m);
Generate a sample data set, D∗n from the approximate likelihood fm(D
∗
n|θi);
Compute ∆(η(Dn), η(D
∗
n)), the distance between η(Dn) and η(D
∗
n);
end
Use a pre-determined quantile of the set of ∆(η(Dn), η(D
∗
n))’s to choose a value for the threshold t;
Compare ∆(η(Dn), η(D
∗
n)) to the value chosen for t;
Accept θi’s and corresponding model index m, that generated D
∗
n’s with ∆(η(Dn), η(D
∗
n)) ≤ t.
At the completion of both algorithms,
pit(M1|Dn)
pit(M2|Dn) is estimated by the ratio of the frequency of retained
θi’s under each model (M1 and M2), which can be written as
∑N
i=1 Imi=1I∆(η(Dn),η(D∗,in ))≤t∑N
i=1 Imi=2I∆(η(Dn),η(D∗,in ))≤t
, where IB(·) is
the indicator function of B. Finally, BF =
pi(Dn|M1)
pi(Dn|M2) is approximated by BFabc =
pit(M1|Dn)
pit(M2|Dn) ·
pi(M2)
pi(M1)
.
Literature Review
Robert et al. [10] discuss limitations of ABC when used for model choice. As the value of the threshold t
approaches zero, the ABC approximation of the posterior density, pitθ|Dn), converges to pi(θ|Dn).
However, this convergence only holds when the summary statistic, η(Dn), used in the algorithm is a
sufficient statistic. In the case where η(Dn) is an insufficient statistic, pit(θ|Dn) converges to pi(θ|η(Dn)),
the posterior density given the summary statistic [10].
A sufficient statistic contains all the information contained in the sample data set to estimate the value of
a parameter of the population, meaning that no information is lost when the data is condensed into the
form of the sufficient statistic [10]. Sufficient statistics are available for distributions in any exponential
family [10]. One example of a sufficient statistic is the sample mean, when used to estimate the
population mean for a normally distributed population [5].
When a sufficient statistic does exist, a factorization theorem allows the likelihood fi(Dn|θ) to be
factored, resulting in the likelihood for the summary statistic of the data fi(η(Dn)|θ) multiplied by a
factor gi(Dn), which can be considered the measure of error between the two likelihoods [10]. However,
there is no standard method to calculate gi(Dn). As pointed out by [10], this causes an issue when ABC
is used for model selection to approximate the Bayes Factor because there is no way of comparison
between the error of approximation across models, which can be seen in Equation 3.
BF =
∫
g1(Dn) · f1(η(Dn)|θ) · pi(θ|M1) dθ∫
g2(Dn) · f2(η(Dn)|θ) · pi(θ|M2) dθ
=
g1(Dn)
g2(Dn)
·
∫
f1(η(Dn)|θ) · pi(θ|M1) dθ∫
f2(η(Dn)|θ) · pi(θ|M2) dθ
=
g1(Dn)
g2(Dn)
·BFabc
(3)
Because of this, two major errors are possible: the algorithm supports the wrong model (direction of
support), or the algorithm supports the correct model but with the wrong magnitude (strength of
support). The occurrence of either or both of these errors would cause the ABC Bayes Factor
approximation to represent an incorrect value of the evidence. Only in a very small number of known
cases when
g1(Dn)
g2(Dn)
= 1, the ABC approximation of the Bayes Factor converges to actual the Bayes
Factor [10].
Despite these criticisms from Robert, the benefit of using simpler likelihood functions made possible by
ABC may allow for the quantification of the value of forensic evidence that is not otherwise possible. The
potential of ABC warrants study of the algorithm’s behavior under controlled example environments.
Approximate Bayesian Computation appears several more times in the literature. In “Reliable ABC
model choice via random forests,” [9] Pudlo et al. discuss a method for use in high dimension settings
which uses random forest techniques as the distance metric for use in the ABC algorithm. The
description of random forest techniques is outside the scope of this paper, but can be reviewed in [9].
Although Pudlo et al.’s paper uses an example in population genetics, this method would be especially
helpful in forensic science for fingerprint evidence because there is currently no known likelihood
structure for this high dimensional evidence type.
Furthermore, ABC was used by Lombaert et al. [4] to study the path of invasion of the Asian ladybird
Harmonia axyridis. The use of ABC in this situation allowed more exhaustive tests than had been
possible in previous studies, while using a greater number of invasive site samples. The results obtained
using ABC were consistent with results of previous studies. In addition, new detail about invasion routes
was gained through use of ABC.
A Glass Example in Forensic Science
In forensic investigations, the prosecution and the defense often have different theories on the origin of
trace evidence. The evidence is assessed to determine the strength at which it favors the prosecution or
the defense. Some terminology and notation in forensic science from Ommen [7] will be used to discuss
the example. The specific source problem is concerned with the question of whether trace evidence eu
originated from a known specific source, or instead from an unknown source in a population of alternative
sources. Collected evidence from the specific source is denoted es. Observations characterizing the
alternative source population is denoted ea. The prosecution asserts that eu originated from the specific
source. The prosecution hypothesis is denoted Hp. The defense asserts that eu originated from an
unknown alternative source. The defense hypothesis is denoted Hd.
Hp: The trace evidence eu came from the specific source.
Hd: The trace evidence eu did not come from the specific source.
In this paper, the case is considered that two glass fragments (eu) have been collected from a suspect’s
clothing, and are compared by measurements of elemental composition to a set of three fragments (es)
from a broken window at the scene of a crime, and the relevant alternative population of windows (ea).
A data set of measurements taken on the elemental composition of the glass fragments was used to set up
this example. Three statistics, V2 = log
(Ca
K
)
, V3 = log
(Ca
Si
)
, and V4 = log
(Ca
Fe
)
were used to compose
eu, es, and ea. The statistic V2 gives the ratio between the amounts of calcium (Ca) and potassium (K).
The statistic V3 represents the ratio between the amounts of calcium and silicon (Si). The statistic V4
represents the ratio between the amounts of calcium and iron (Fe). The complete data set is fully
described by Aitken and Lucy [1]. The subset of the elemental glass composition data used in this
example is given in Appendix B.
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Pairwise Scatter Plot of Glass Data − Hp is true − Window 10
Figure 1: The blue stars represent the trace evidence eu, taken from window 10. The red diamonds
represent the specific source evidence es, also taken from window 10. In this scenario, Hp is true. The
black dots illustrate the mean of each window in the alternative source population, while the grey dots
represent measurements on individual fragments in the alternative source population ea.
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Pairwise Scatter Plot of Glass Data − Hd is true − Window 10
Figure 2: The blue stars represent the trace evidence eu, taken from window 10. The red diamonds
represent the specific source evidence es, taken from window 5. In this scenario, Hd is true. The black
dots illustrate the mean of each window in the alternative source population, while the grey dots represent
measurements on individual fragments in the alternative source population, ea.
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Pairwise Scatter Plot of Glass Data − Hp is true − Window 27
Figure 3: The blue stars represent the trace evidence eu, taken from window 27. The red diamonds
represent the specific source evidence es, also taken from window 27. In this scenario, Hp is true. The
black dots illustrate the mean of each window in the alternative source population, while the grey dots
represent measurements on individual fragments in the alternative source population, ea.
Two scenarios were set up to observe the behavior of ABC in each case. In the first scenario, eu and es
were chosen from the same window, making the prosecution hypothesis Hp true. The ABC approximation
of the Bayes Factor should be greater than one, supporting the prosecution. In the second scenario, eu
and es were chosen from different windows, making the defense hypothesis Hd true. The ABC
approximation of the Bayes Factor should be less than one, supporting the defense. In both scenarios,
measurements on fragments from the remaining windows in the data set were used to compose ea. Each
scenario was set up using two different window choices (window 10 and window 27 from the data) for es
in order to observe the behavior of ABC under a variety of evidence. Figures 1-4 contain pairwise scatter
plots of the statistics, V2, V3, and V4. Evidence from the first scenario, when Hp is true, is illustrated in
Figures 1 and 3. Evidence from the second scenario, when Hd is true, is illustrated in Figures 2 and 4.
Algorithm 2 was implemented in R programming statistical software and simulations for this example
were run to get an approximate Bayes Factor for each of several situations. When Hp is sampled in the
ABC algorithm, the sampling model used for the vector of measurements on the glass fragments follows a
multivariate normal model. When Hd is sampled in the ABC algorithm, the sampling model used for the
vector of measurements on the glass fragments follows a simple random effects model, defined by Ommen
[7]. Typical non-informative priors were used for both models [5]. For a detailed description of these
models and priors, reference Ommen [7].
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Pairwise Scatter Plot of Glass Data − Hd is true − Window 27
Figure 4: The blue stars represent the trace evidence eu, taken from window 27. The red diamonds
represent the specific source evidence es, taken from window 5. In this scenario, Hd is true. The black
dots illustrate the mean of each window in the alternative source population, while the grey dots represent
measurements on individual fragments in the alternative source population, ea.
This example was used to observe the behavior of ABC in forensic science under a controlled setting.
Each scenario was run using several different values for model priors. The results of each scenario were
compared to a Monte Carlo (MC) Standard Mean approximation of the Bayes Factor [7]. The Standard
Mean method uses Monte Carlo integration and approximate samples from the posterior density of the
parameters through Gibbs sampling algorithms to approximate the Bayes Factor. For a full derivation
and justification of the Standard Mean approximation, reference Ommen [7].
Algorithm 3: Glass Simulations
Initialize i=0;
for eu from {window 10, window 27} do
for {Hp, Hd} is true do
for i in 1:10 do
ABC with pi(Hd) = 0.25;
ABC with pi(Hd) = 0.50;
ABC with pi(Hd) = 0.75;
MC Standard Mean method;
i=i+1;
end
i=0.
end
end
Ten simulations were completed for each of a total of 16 cases, with eight variations under each of the two
main scenarios: Hp is true (es taken from the same window as eu), and Hd is true (es taken from window
5). The simulations were completed according to Algorithm 3, above.
Results of the Glass Example
The Bayes Factor approximations made by the Monte Carlo Standard Mean method produced stable
results under each scenario, as expected. The ABC approximations of the Bayes Factor were unstable in
comparison to the Standard Mean approximations. In most cases, the ABC approximation provided less
strength of support (a less extreme Bayes Factor) than the Standard Mean approximation. The two
approximations agreed in the direction of support in most cases; however in the scenario where Hd was
true and the measurements composing eu were taken from window 10, the ABC approximation provided
support to the incorrect proposition, Hp. Results of the glass example are illustrated in Figures 5 and 6.
The numerical results are given in Appendix C in Tables 2-5.
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Figure 5: Results of the ABC Bayes Factor approximations in comparison to the Standard Mean approxi-
mations, given in natural log scale, for all cases using window 10 measurements. Cases are from left to right:
ABC algorithm with pi(Hd) = 0.25; ABC algorithm with pi(Hd) = 0.50; ABC algorithm with pi(Hd) = 0.75;
MC Standard Mean method; ABC algorithm with pi(Hd) = 0.25; ABC algorithm with pi(Hd) = 0.50; ABC
algorithm with pi(Hd) = 0.75; MC Standard Mean method. Reference Tables 2 and 3 in Appendix C for
numerical results.
π(Hd)=0.25 π(Hd)=0.5 π(Hd)=0.75 BFsm
5.
5
6.
0
6.
5
7.
0
7.
5
Hp is true
B
F 
es
tim
at
es
, l
n 
sc
al
e
π(Hd)=0.25 π(Hd)=0.5 π(Hd)=0.75 BFsm
-1
2
-1
0
-8
-6
-4
-2
Hd is true
B
F 
es
tim
at
es
, l
n 
sc
al
e
Bayes Factor approximations - Window 27
Figure 6: Results of the ABC Bayes Factor approximations in comparison to the Standard Mean approxi-
mations, given in natural log scale, for all cases using window 27 measurements. Cases are from left to right:
ABC algorithm with pi(Hd) = 0.25; ABC algorithm with pi(Hd) = 0.50; ABC algorithm with pi(Hd) = 0.75;
MC Standard Mean method; ABC algorithm with pi(Hd) = 0.25; ABC algorithm with pi(Hd) = 0.50; ABC
algorithm with pi(Hd) = 0.75; MC Standard Mean method. Reference Tables 4 and 5 in Appendix C for
numerical results.
For the scenario when Hp was true and both eu and es originated from window 10, the ABC
approximations of the Bayes Factor were smaller in magnitude in comparison to the Standard Mean, but
favored the correct model. In the scenario when Hd was true and only eu originated from window 10 (es
was taken from window 5), the ABC estimates did not favor the correct model. Referring to Figure 2
presents one possibility for the inconsistency. Several values of the statistics used for comparison of the
glass fragments in ABC are very similar between eu and es. By random selection of the windows, a
window that was similar to the trace evidence fragments was chosen for the specific source window to set
up this scenario.
For the scenario when Hp was true and both eu and es originated from window 27, most ABC estimates
of the Bayes Factor were smaller in magnitude in comparison to the Standard Mean, and all favored the
correct model. When Hd was true and only eu originated from window 10 (es taken from window 5), the
ABC estimates favored the correct model, but were not as close to zero as the Standard Mean estimates.
The density plots in Figures 7-8 of the distance metrics calculated in the ABC algorithm,
∆(η(Dn), η(D
∗
n)), separated by the sampled model, Hp and Hd, illustrate a possible explanation of the
instability observed in the ABC Bayes Factor approximations. The distributions of ∆(η(Dn), η(D
∗
n)) shift
slightly between completions of the algorithm due to slight differences in the set of generated sample data
sets. The ratio of the left tail areas (contained by the vertical line representing the threshold t) in the
distributions of ∆(η(Dn), η(D
∗
n)) for each sampled model (Hp and Hd) represents the approximation of
the posterior odds, or the Bayes Factor when equal model priors are used (pi(Hp) = pi(Hd) = 0.50) as in
Figures 7 and 8. The slight shifts in the distributions cause the ratio of areas to change, resulting in the
unstable results of the ABC Bayes Factor approximation between completions of the algorithm.
A similar effect is also illustrated in Figures 9a and 9b. As the value of the quantile used for threshold
choice in ABC decreases, the approximate Bayes Factors become more extreme, providing more strength
of support. However, as the quantile approaches zero, the Bayes Factor approximation becomes very
unstable, instead of stabilizing as originally expected. As the quantile (and threshold t) approaches zero,
the ratio of the accepted data (left tail of each density) generated under each of the models varies in
magnitude and direction. Further study is warranted to investigate alternative methods of choosing a
value for the threshold in order to get a more stable approximation of the Bayes Factor.
Other sources of error in the example include using an insufficient statistic for the summary statistic in
the implemented ABC algorithm, and the selected number of repetitions in the algorithm, Nsim. One
hundred thousand repetitions (Nsim) were used in the algorithm due to the amount of available
computational power on the computer used to run the algorithms. An increase in the number of
repetitions may have increased the accuracy of Bayes Factor approximation.
In the next section, the receiver operating characteristic will be introduced, and then used to produce a
more stable Bayes Factor approximation from the ABC algorithm by reducing its strong dependency on
the value chosen for t.
The Receiver Operating Characteristic
The first portion of the ABC algorithm results in two different distributions of distances: the distribution
of ∆(η(Dn), η(D
∗
n))’s resulting from D
∗
n’s generated under model M1 and the distribution of
∆(η(Dn), η(D
∗
n))’s resulting from D
∗
n’s generated under model M2. A threshold, t, is used to discriminate
among the combined group of distances. Distances less than or equal to t are accepted, while distances
greater than t are rejected. The number of acceptances under model M1 is part of the numerator of
BFabc, while the number of acceptances under model M2 is part of the denominator of BFabc. As
illustrated in the glass example in Figure 9, this is very dependent on the quantile-selected value of t from
Algorithm 2, and is especially apparent as the quantile approaches zero.
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Figure 7: The blue density curve gives the distribution of ∆(η(Dn), η(D
∗
n)) when Hp was sampled. The red
density curve gives the distribution of ∆(η(Dn), η(D
∗
n)) when Hd was sampled. The black vertical line gives
the value of the threshold t, which corresponds to the 0.10 quantile of the set of ∆(η(Dn), η(D
∗
n)). These
plots were created using results from one completion of the algorithm in the case where pi(Hd) = 0.50.
0 1 2 3 4 5 6
0
1
2
3
4
∆(η(Dn), η(Dn*))
D
en
si
ty
Hp
Hd
t
(a) Hp is true - window 27
0 1 2 3 4 5
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
3.
5
∆(η(Dn), η(Dn*))
D
en
si
ty
Hp
Hd
t
(b) Hd is true - window 27
Figure 8: The blue density curve gives the distribution of ∆(η(Dn), η(D
∗
n)) when Hp was sampled. The red
density curve gives the distribution of ∆(η(Dn), η(D
∗
n)) when Hd was sampled. The black vertical line gives
the value of the threshold t, which corresponds to the 0.10 quantile of the set of ∆(η(Dn), η(D
∗
n)). These
plots were created using results from one completion of the algorithm in the case where pi(Hd) = 0.50.
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Figure 9: The blue curve shows how the ABC approximation of the Bayes Factor changes as the quantile
in the algorithm changes, in the scenario when Hp is true. Similarly, the red curve shows how the ABC
approximation of the Bayes Factor changes as the quantile in the algorithm changes, in the scenario when
Hd is true. The blue and red dotted lines give the average value of the 10 Standard Mean approximations
in each respective scenario.
This concept used to arrive at the ABC approximation of the Bayes Factor can be compared to
assessment of the performances of classification systems using receiver operating characteristic (ROC)
curves. A ROC curve provides a comparison between two distributions of scores. The first distribution is
composed of scores obtained by comparing pairs of objects generated under M1, while the second
distribution is composed of scores obtained by comparing pairs of objects obtained under M2. A ROC
curve represents the cumulative distribution of the scores less than a threshold t under the first
distribution against the cumulative distribution of scores less than t under the second distribution across
all possible values of t [8]. To do this, the two cumulative distributions, denoted G(t) and F (t), are
plotted as functions of t on the x- and y-axes, respectively, resulting in the ROC curve [8]. If p is defined
by p = G(t), then t = G−1(p). Substituting this expression for t into F (t) gives F (t) = F (G−1(p)), or
F (t) = ROC(p). Using this notation, ROC(p) is plotted on the y-axis while p is plotted on the x-axis [8].
Note that G−1(p) denotes the quantile function, defined by van der Vaart [11].
The ROC can be related back to the ABC Bayes Factor by recalling from Section 2:
BFabc =
∑N
i=1 Imi=1I∆(η(Dn),η(D∗,in ))≤t∑N
i=1 Imi=2I∆(η(Dn),η(D∗,in ))≤t
· pi(M2)
pi(M1)
.
Defining k =
∑N
i=1 Imi=1 and l =
∑N
i=1 Imi=2, along with letting pi(M1) = pi(M2), results in
BFabc =
k
l
Fk(t)
Gl(t)
=
k
l
Fk(G
−1
l (Gl(t)))
Gl(t)
=
k
l
Fk(G
−1
l (p))
p
=
k
l
ROCkl(p)
p
=
ROCkl(p)
p
.
(4)
The last step in Equation 4 assumes that k = l for a large number of simulations with pi(M1) = pi(M2).
Also note that Fk(t) and Gl(t) denote the empirical distribution functions as defined by van der Vaart
[11].
Due to the construction of the ABC algorithm, the limit of BFabc when p→ 0 is of interest.
BF = lim
t→0
BFabc
= lim
p→0
BFabc
= lim
p→0
ROCkl(p)
p
= lim
p→0
d
dp
(
ROCkl(p)
)
d
dp (p)
= lim
p→0
d
dp
(
ROCkl(p)
)
By the chain rule,
d
dp
ROCkl(p) =
d
dp
F (G−1(p))
= f(G−1(p)) · 1
g(G−1(p))
The empirical ROC can be obtained from samples of scores from the two distributions of ∆(η(Dn), η(D
∗
n))
under M1 and M2. The empirical curve can be modeled using a parametric function, resulting in a
functional form that can facilitate the Monte-Carlo estimation of the ABC Bayes factor for t close to 0.
In particular, the binormal representation of the ROC
ROC(p) = Φ(a+ bΦ−1(p)) (5)
is a common functional form of the ROC that involves two parameters, a =
µF − µG
σG
and b =
σF
σG
, where
µG and σG are parameters of one distribution of scores and µF and σF are parameters of the other
distribution of scores[8]. Note that Φ in Equation 5 represents the standard normal CDF.
The slope of the binormal ROC is given below.
∂(ROC(p))
∂p
=
∂(Φ(a+ bΦ−1(p)))
∂p
=
φ(a+ bΦ−1(p)) · b
φ(Φ−1(p))
The behavior of the first derivative of the ROC as the threshold t approaches zero can be examined by
evaluating the limit of the derivative of the binormal ROC as p approaches zero, by utilizing a change of
variable from p to the standard normal z-score (z = Φ−1(p)). Note that φ as used below denotes the
standard normal probability density function (PDF) and Φ denotes the standard normal CDF.
lim
p→0
φ(a+ bΦ−1(p)) · b
φ(Φ−1(p))
= lim
z→−∞
φ(a+ b · z) · b
φ(z)
= lim
z→−∞
1√
2pi
e
−
1
2
(a+bz)2 · b
1√
2pi
e
−
1
2
(z)2
= lim
z→−∞ b · e
−
1
2
(a2+2abz+b2z2−z2)
(6)
The remaining portion of the limit will be evaluated by cases.
When b = 1, substitution provides for the following simplifications:
... = lim
z→−∞ e
−
1
2
(a2+2az). (7)
When b = 1 with a < 0 it follows that lim→ 0.
When b = 1 with a = 0 it follows that lim→ 1.
When b = 1 with a > 0 it follows that lim→∞.
When b > 1 it follows that lim→ 0.
When 0 < b < 1 it follows that lim→∞.
When b = 0 it follows that lim→ 0.
When b < 0 it follows that lim→ 0.
Thus, the first derivative of the binormal ROC as p (and the threshold t) approaches zero does not
produce a stable result. Since BFabc when t = 0 is of interest (and thus, the likelihood ratio at t = 0),
this is not ideal. However, the first derivative of the binormal ROC curve can still be observed at a
neighborhood near zero. For this paper, the binormal model will still be used to model the ROC for
BFabc, and the first derivative will be evaluated at a neighborhood near zero. Future steps will involve
using a mixture of noncentral beta distributions to model the ROC curve near zero.
Application of the Binormal ROC to the Glass Example
A binormal fit was performed on a set of ∆(η(Dn), η(D
∗
n))’s generated by the ABC algorithm in the case
where equal priors were used, Hp was true, and both eu and es originated from window 10, and resulted
in a functional form of the ROC. The binormal ROC curve exhibited a close fit to the empirical ABC
ROC curve, especially in the neighborhood near t = 0. This can be seen in Figure 10. From the fitted
binormal function, the first derivative could be examined and evaluated near zero to produce a more
stable value of the Bayes Factor than the original ABC algorithm, as illustrated in Figure 11.
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Figure 10: The black curve gives the empirical ABC ROC and the blue curve gives the fitted binormal
ROC.
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Figure 11: The black curve represents the ABC Bayes Factor (becoming very unstable as it approaches
zero) and the blue curve gives the stabilized binormal version of the ABC Bayes Factor. The dashed, black
line represents the value of the Standard Mean Bayes Factor.
CONCLUSION
Approximate Bayesian Computation provides a method to approximate the posterior density of
parameters in a population in cases where the exact likelihood function is not available in a usable form.
The ABC approximation of the posterior density can be used in model selection to calculate an
approximate Bayes Factor. Although ABC has received criticism, there is still merit in its abilities as
demonstrated in the performed glass example. While the ABC approximations of the Bayes Factor did
not provide an equal magnitude of support as the Standard Mean estimate, they agreed in the direction
of support in the majority of situations. Evaluation of the first derivative of the binormal functional form
of the ROC at a neighborhood near zero aids in assigning a more stable value to BFabc. Further steps
involve using a mixture of noncentral beta distributions to model the ROC curve near zero, with
anticipated results being even greater reliability and more stability in the ABC approximations of Bayes
Factors.
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APPENDIX A: Notation from ABC and Bayesian Statistics
symbol description page
θ a set of parameters describing a population . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
pi(θ) the prior density represents a belief about the value of population parameters
prior to observing data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1
Dn a sample data set with n observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
f(Dn|θ) the likelihood function gives the probability of observing the data set Dn as
a function of the parameters θ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1
pi(θ|Dn) the posterior density represents a belief about the values of the population
parameters after observation of the data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1
M1 and M2 two defined, competing models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
pi(Dn|Mi) the marginal density is the density of Dn under Mi, not dependent on θ . . 1
pi(M1|Dn)
pi(M2|Dn) the posterior odds is the ratio of probabilities for two competing models given
a common data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1
pi(M1)
pi(M2)
the prior odds is the ratio of model priors for two competing models . . . . . . . 2
BF =
pi(Dn |M1)
pi(Dn |M2) the Bayes Factor gives the quantitative value of evidence . . . . . . . . . . . . . . . . . . 2
D∗n a sampled data set with n observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
fm(D
∗
n|θi) the simpler likelihood function chosen for use in the ABC algorithm . . . . . . . . . 3
η(Dn) summary statistic on Dn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
η(D∗n) summary statistic on D
∗
n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
t the threshold used in the ABC algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
pit(θ | Dn) the ABC approximation of the posterior density . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Nacc the predetermined number of accepted parameters in the ABC algorithm. . . . 4
Nsim the fixed number of repetitions for the modified ABC algorithm . . . . . . . . . . . . . 4
∆(η(Dn), η(D
∗
n)) the distance metric computed in the ABC algorithm . . . . . . . . . . . . . . . . . . . . . . . . 4
BFabc the ABC approximation of the Bayes Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
eu observations characterizing the trace evidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
es observations characterizing the evidence from the specific source . . . . . . . . . . . . 6
ea observations characterizing the alternative population . . . . . . . . . . . . . . . . . . . . . . . 6
Hp the prosecution hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Hd the defense hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
APPENDIX B: Glass data
The subset of the data used for the glass example is provided in the table below. The statistics on the
fragments plotted in the pairwise scatter plots (Figures 1 - 4) are given in the first three columns.
Table 1: Glass data, Group 1
logCaK logCaSi logCaFe window
4.91496 -0.34855 2.43375 2
4.8904 -0.33896 2.45729 2
4.811 -0.34886 2.44283 2
4.96556 -0.3414 2.43553 2
4.89558 -0.35564 2.45974 2
4.3378 -0.26225 2.63358 5
4.19659 -0.26582 2.66615 5
4.30314 -0.26684 2.68043 5
4.34333 -0.27339 2.67434 5
4.2737 -0.26973 2.67515 5
4.50285 -0.4015 2.65562 6
4.71998 -0.40101 2.70488 6
4.59287 -0.40417 2.66377 6
4.54464 -0.41209 2.66506 6
4.61372 -0.40982 2.6835 6
4.61924 -0.35607 2.69542 10
4.64588 -0.36343 2.71724 10
4.57294 -0.36936 2.68579 10
4.43477 -0.37827 2.71534 10
4.66207 -0.36113 2.68219 10
4.55597 -0.41731 2.67724 11
4.62876 -0.43356 2.65036 11
4.59576 -0.42875 2.65662 11
4.48033 -0.41931 2.63373 11
Table 1: Glass data, Group 1
logCaK logCaSi logCaFe window
4.76723 -0.41832 2.67436 11
4.72771 -0.28559 2.75208 26
5.01285 -0.29837 2.7742 26
4.90503 -0.28864 2.74915 26
4.76014 -0.29178 2.72062 26
4.74913 -0.30246 2.75422 26
5.11487 -0.34261 2.9874 27
4.9873 -0.35484 2.92806 27
5.19403 -0.36614 2.99461 27
5.12464 -0.35581 3.01663 27
5.04411 -0.36464 2.97961 27
5.00871 -0.35024 2.94909 28
5.64772 -0.34551 2.96003 28
5.08184 -0.34541 2.95508 28
5.46454 -0.3348 3.00193 28
4.91008 -0.35085 3.0165 28
4.85665 -0.27848 2.72331 31
4.80565 -0.27413 2.75176 31
4.81562 -0.28573 2.70856 31
4.94187 -0.28045 2.71725 31
5.02693 -0.29857 2.72357 31
5.11738 -0.34456 3.00107 33
5.09724 -0.35778 3.01569 33
5.02488 -0.3552 3.05047 33
5.09537 -0.33615 3.05705 33
5.00744 -0.35284 3.01518 33
4.58919 -0.33376 2.29581 37
4.55096 -0.33616 2.31947 37
Table 1: Glass data, Group 1
logCaK logCaSi logCaFe window
4.6238 -0.33274 2.34727 37
4.58853 -0.32933 2.32211 37
4.64406 -0.32723 2.30886 37
4.41554 -0.31573 2.29715 42
4.43597 -0.31287 2.3331 42
4.62635 -0.30298 2.28141 42
4.52247 -0.31785 2.31428 42
4.60349 -0.30033 2.28786 42
4.76416 -0.33157 2.80666 46
4.86111 -0.34159 2.89627 46
4.97293 -0.33882 2.81864 46
4.74509 -0.34084 2.871 46
4.67535 -0.35184 2.84802 46
4.45784 -0.30217 2.63046 47
4.56416 -0.29569 2.68883 47
4.61673 -0.30759 2.67237 47
4.68832 -0.30885 2.67029 47
4.50146 -0.31348 2.66752 47
4.81052 -0.33034 2.85795 48
4.93715 -0.30307 2.87275 48
4.63925 -0.32851 2.83454 48
4.80885 -0.32053 2.8127 48
4.76915 -0.31918 2.8568 48
5.80845 -0.45109 3.4743 58
5.31633 -0.45276 3.46656 58
5.75272 -0.46434 3.47846 58
5.60795 -0.46332 3.46605 58
5.78077 -0.46379 3.49782 58
APPENDIX C: Glass example results
Numerical results obtained from the simulations described in Algorithm 3 are given below in Tables 2
through 5.
Table 2: Approximate Bayes Factors when Hp is true, with trace evidence eu from window 10.
pi(Hd) = 0.25 pi(Hd) = 0.50 pi(Hd) = 0.75 Standard Mean
1110.778 2499 349.9412 4005.284
3333 1110.111 326.6703 4051.384
833 1110.111 309.5 4045.92
1666.333 768.2308 386.6104 4018.659
1110.778 433.7826 402.4054 3984.788
833 475.1905 413.6667 3993.366
555.2222 433.7826 807.8108 4085.482
3333 999 397 3966.998
1110.778 2499 573.9231 4161.404
555.2222 2499 563.0377 4006.677
AVG 1444.11114 1282.72085 453.05656 4031.9962
Table 3: Approximate Bayes Factors when Hd is true, with trace evidence eu from window 10.
pi(Hd) = 0.25 pi(Hd) = 0.50 pi(Hd) = 0.75 Standard Mean
6.944687 4.144033 7.387812 0.001580734
5.240803 6.262164 4.82881 0.000851726
6.414305 4.640158 12.51992 0.000896609
5.979798 5.968641 9.526096 0.003657319
45.96296 8.157509 15.65672 0.000308687
5.167217 5.006006 5.542141 0.007451877
5.683514 7.748906 6.454775 0.000162563
4.779141 6.380074 4.625826 8.38E-05
3.864819 4.991612 5.862629 0.001812223
5.672673 4.081301 8.843664 0.002659687
AVG 9.5709917 5.7380404 8.1248393 0.001946519
Table 4: Approximate Bayes Factors when Hp is true, with trace evidence eu from window 27.
pi(Hd) = 0.25 pi(Hd) = 0.50 pi(Hd) = 0.75 Standard Mean
555.2222 369.3704 341.8276 1437.623
833 276.7778 212.8273 1434.838
555.2222 293.1176 242.9016 1423.567
555.2222 2499 269.7273 1444.326
666.3333 768.2308 269.7273 1447.91
1110.778 383.6154 312.7895 1469.986
833 624 188.0828 1439.504
302.697 343.8276 171.4186 1426.103
666.3333 768.2308 193.0784 1445.715
555.2222 499 233.2205 1447.562
AVG 663.30304 682.51704 243.56009 1441.7134
Table 5: Approximate Bayes Factors when Hd is true, with trace evidence eu from window 27.
pi(Hd) = 0.25 pi(Hd) = 0.50 pi(Hd) = 0.75 Standard Mean
0.05100119 0.01317123 0.009027081 3.87E-06
0.02621076 0.02848915 0.01144349 0.000218999
0.02424372 0.01564087 0.009630819 2.76E-06
0.05827068 0.04307917 0.01265314 3.89E-06
0.02470462 0.04014978 0.01356102 4.43E-05
0.06938907 0.05385183 0.01416658 2.05E-05
0.0406942 0.05864916 0.01265314 0.000470388
0.1501789 0.02291326 0.02632906 0.000673247
0.07626772 0.01698363 0.1269543 5.92E-05
0.03446247 0.01153146 0.01659125 4.10E-06
AVG 0.055542333 0.030445954 0.025300988 0.000150121
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ABSTRACT 
Deep eutectic solvents (DES) have a lower melting point than each of their individual components due to ion-dipole interactions 
or hydrogen bonding. Traditionally, DES are used for processing metals through plating and have many synthesis applications. 
DES are able to be substituted for hazardous solvents that are traditionally used for metal plating and synthesis. This, along with 
many other advantageous properties, appear promising for the use of DES as solvents or for use in electrochemical systems, 
particularly at low temperatures. Choline chloride:propylene glycol was a novel DES synthesized and analyzed for its properties, 
including melting point, viscosity, conductivity, heat capacity, and heat of fusion. A 1:5 ratio of choline chloride: propylene 
glycol was found to be most promising at low temperatures based on these results. 
Keywords: deep eutectic solvents, choline chloride eutectics, lactic acid, propylene glycol 
INTRODUCTION 
In recent years, there has been a strong emphasis on developing more environmentally friendly solvents to use in the laboratory. 
Current research has emerged with the focus on the use of deep eutectic solvents (DES) in place of traditional organic solvents, in 
which eutectic solvents have a lower melting point than the 
melting point of any of the individual components 
(Shahbaz et al., 2010).  The decrease in the melting point 
was found to be the direct result of charge delocalization 
that occurred from the hydrogen bonding of a halide ion 
and a hydrogen bond donor (Smith et al., 2014). DES are 
analogues of another type of solvent classified as ionic 
liquids (IL) which are made from a distinct cation and 
anion. Ionic liquids are commonly used as solvents, but 
they are known to be detrimental to the environment and 
generally toxic (Smith et al., 2014). DES are formed from 
a mixture of Lewis or Brønsted-Lowry acids and bases that 
may have many different anionic or cationic species 
present. A DES is often made with a mixture of a salt and a 
hydrogen bond donor molecule which is able to form 
bonds with the halide on the salt as shown in figure 1 
(Mukhtar et al., 2010). The ion-dipole interactions of 
choline chloride with propylene glycol and choline 
chloride with lactic acid are the intermolecular forces that 
contribute to the bonding and formation of the DES. DES 
can be made from quaternary ammonium salts like choline Figure 1: Ion-dipole interaction graphic representation. 
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chloride that are mixed with metal salts such as zinc chloride which experience large depressions of freezing point (Abbott et al., 
2004). Unlike traditional IL, DES have the potential of being non-toxic, environmentally benign, biodegradable, and non-reactive 
with water (Shahbaz et al., 2010). DES are believed to be more environmentally friendly because the components of these 
mixtures are all toxicologically well-characterized (Smith et al., 2014). Other advantages of DES are that they are non-flammable 
and they have a very low vapor pressure. These two properties make DES safer to work with as they do not volatilize like some 
IL do and also have a much smaller risk of explosion (Garcia et al., 2015). Additionally, DES are generally easier to produce than 
IL because they involve the mixing of the hydrogen bond donor and the halide ion with minor heating, and the simplicity of the 
methodology to form the solvents contributes to lower production costs of DES (Smith et al., 2014). These and other 
characteristics of DES provide an opportunity for further research into improvements to current processes and new uses for the 
DES. 
 
In addition to decreasing freezing point, DES have been shown to lower lattice energy because of intermolecular forces 
associated with hydrogen bonds and ion-dipole interactions in the complex ions formed during construction of the DES (Abbott 
et al., 2004). The first example of one such solvent is the mixture of choline chloride and urea. When mixed into a 1:2 molar 
ratio, these reagents reached a melting point of 12°C whereas individually these reagents had melting points at 302°C and 133°C, 
respectively (Mukhtar et al., 2010).  A depression of the melting point as previously described allows various metal salts to be 
dissolved into the solution. 
 
The use of DES is applicable to many different areas of research. For example, since DES have low melting points and high 
conductivity, they could be used in the creation of a type of electrochemical system that works in cold temperatures because of 
their previously described attributes and their high electrochemical stability, which would indicate that DES could be applied as a 
safer electrolyte in electrochemical devices, such as batteries (Boisset et al., 2013). This is what makes DES interesting to various 
groups and outdoor enthusiasts. DES could also be used industrially for zinc electroplating or even in chemistry laboratories for 
catalysts in Diels-Alder reactions (Abbott et al., 2004). 
 
Another possible application for DES is in the production of biodiesel. Biodiesel is created from an alcohol reacting with 
triglycerides in the presence of a catalyst, producing Fatty Acid Alkyl Esters (FAAE) and the by-product glycerol through a 
process known as transesterification (Shahbaz et al., 2010). The majority of glycerol needs to be removed for biodiesel to work 
properly in engines. The glycerol content can be determined to be free glycerol, the by-product, or partially reacted triglycerides, 
and total glycerol is the sum of the free glycerol and bound glycerol. Current purification processes that remove this glycerol are 
expensive and harmful to the environment, so the possibility of a cheaper and environmentally safer option is appealing. 
 
In the study described previously regarding biodiesel, one of the DES tested was choline chloride, a low cost quaternary 
ammonium salt, and ethylene glycol (Shahbaz et al., 2010). Studies on choline chloride and ethylene glycol as a DES show that 
the hydrogen bonds form strong associations which cause very efficient depressions of melting point (Garcia et al., 
2015).   However, the interaction of propylene glycol with choline chloride has not been as heavily studied.  With the longer 
carbon chain of propylene glycol compared to ethylene glycol, there is potential for a lower depression of the melting point, thus 
making it a more efficient solvent. Ethylene glycol still has a toxicity which is higher than desired, while propylene glycol has 
been approved as a less toxic solution, as it has replaced ethylene glycol in antifreeze. It would be possible to test propylene 
glycol in a DES to see if it would have similar properties and abilities as ethylene glycol, but with a lower toxicity level. Choline 
chloride combined with lactic acid in the 1:2 molar ratio has created a DES with known properties, making it a comparable 
solvent for novel DES.   
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In general, these eutectic mixtures are easily prepared, are not reactive when mixed with water, and many are biodegradable with 
low toxicity. Thus, DES are promising for the future of green chemistry. 
Objective 1: 
Synthesis of eutectics with sub-zero melting points. Choline chloride and lactic acid in a DES eutectic mixture will be created 
and serve as a reference point for a novel DES mixture created from choline chloride and propylene glycol. 
Objective 2: 
Characterization of the properties of DES mixtures created from choline chloride with lactic acid and choline chloride with 
propylene glycol to determine the usefulness of these solvents at low temperatures. These properties may include: melting point, 
conductivity, viscosity, electrochemical window, and solubility. 
Hypothesis: 
Does choline chloride and propylene glycol work as a DES? If so, what are its properties when compared to choline chloride and 
lactic acid, a known DES? If not, why does it not work as a DES? 
METHODS 
Preparation of the Deep Eutectic Solvents: 
Before creating the solvents, the molar ratios were calculated. The choline chloride was massed on an analytical balance while a 
micropipette was used to measure the lactic acid and propylene glycol. The choline chloride: 85% lactic acid 1:2 ratio DES 
dissolved with a little stirring. The choline chloride: propylene glycol 1:1 and 1:2 ratios did not form homogenous mixtures, so 
testing could not be performed on these samples. With heat and stirring, choline chloride: propylene glycol 1:3, 1:4, 1:5, 1:6, and 
1:7 ratios were formed although the 1:3 and 1:4 ratios fell out of solution while in a freezer at about -20°C for a week, so testing 
was discontinued with these two samples. 
Viscosity of Lactic Acid 1:2 and Choline Chloride: Propylene Glycol 1:5, 1:6, and 1:7: 
A Brookfield viscometer model number M/98-211-C0310 was used to measure viscosity. The information gathered included 
temperature (°C), viscosity (cP), percent torque (dyne*cm), shear stress (SS; dyne/cm2), shear rate (SR; sec-1), rotations per 
minute (RPM), and the time it was measured over. Each sample was tested at five temperatures: -20°C, -10°C, 0°C, 10°C, and 
20°C, and five RPMs were used: 0.1, 0.2, 0.3, 0.4, and 0.5, each for one minute. In order to obtain the   -20°C temperature, a 
beaker containing dry ice and acetone was placed into the cooling bath. 
Conductivity of Lactic Acid 1:2 and Choline Chloride: Propylene Glycol 1:5, 1:6, and 1:7: 
A Vernier LabQuest with temperature and conductivity probes was used to determine the conductivity of each sample and the use 
of the temperature probe ensured the temperature was in the desired range for each measurement. To keep the temperature 
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constant, the samples were placed in the cooling bath used on the viscometer, and conductivity was determined for each of the 
same five temperatures as listed above for viscosity. 
 
Differential Scanning Calorimetry (DSC): Determination of Thermodynamic Properties: 
A Shimadzu DSC-50 was used to gather data on 
the approximate melting point, heat of fusion 
(J/mol), and heat capacity (J/mol*K). Figure 2 
shows a basic layout of the DSC instrument. 
Two tests were run to standardize the instrument 
before sample could be run.  First, two empty 
pans were placed in the instrument and the 
instrument was heated to drive out any water.  
Next the reference pan was run with a sapphire 
crystal.  These values were compared to known 
values to ensure the instrument was performing 
accurately. The samples were then run.  One at a 
time, each sample was placed in the sample pan 
and the reference pan was generally an empty cell. Before starting the instrument, the samples were cooled to the desired 
temperature, then the heaters raised the temperature as the instrument transferred measurements to the computer for analysis. The 
approximate melting points were gathered by cooling the DSC to -90°C with liquid nitrogen and heating it to -50°C to measure 
the peak where the melting point exists. Heat of fusion and heat capacity were found by using the DSC from 0°C to 60°C with a 
temperature hold at 20°C. Propylene glycol was also tested as a comparison to ensure the technique was accurate, and when 
compared to the NIST value, the heat capacity was comparable (NIST). The temperature range used to determine the heat of 
fusion and heat capacity was chosen to allow comparisons with the NIST value. 
 
RESULTS 
Viscosity of Lactic Acid 1:2 and Choline Chloride: Propylene Glycol 1:5, 1:6, and 1:7: 
Figure 3 and Figure 4 show the trends for viscosity over a temperature range from approximately      -20°C to 20°C with the 
temperature measured in degrees 
Celsius and the viscosity measured 
in centipoise. Each of the samples 
followed an exponential regression 
because the R2 values were higher 
than 0.94. The strongest 
exponential correlation was seen for 
choline chloride: propylene glycol 
1:5 was 0.99, which suggests a very 
high correlation. The viscosity 
increases exponentially as the 
Figure 2: Graphic representation of the differential scanning calorimetry 
instrument set up 
Figure 3: Viscosity graph for Choline Chloride: Lactic Acid sample as a reference. 
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temperature decreases for all 
samples.  The choline 
chloride: lactic acid 1:2 
sample had a significantly 
elevated viscosity for each 
temperature. Each of the 
choline chloride: propylene 
glycol solvents were 
comparable to each other at 
each temperature. 
 
 
 
Conductivity of Lactic Acid 1:2 and Choline Chloride: Propylene Glycol 1:5, 1:6, and 1:7: 
Figure 5 displays the graph for the conductivity data with the temperature in degrees Celsius and the conductivity in micro 
Siemens per centimeter. A linear relationship was predicted for each of the solvents based off of R2 values. Each of the R2 values 
was higher than 0.98, which suggests a strong linear correlation between the temperature and conductivity of the samples. The 
highest R2 was reported for 
choline chloride: lactic acid 
1:2, with a value of 0.9884. 
Figure 5 demonstrates that the 
choline chloride: propylene 
glycol 1:5 has the highest 
overall conductivity.  At lower 
temperatures, the choline 
chloride: lactic acid 1:2 
solvent had the lowest 
conductivity.  The choline 
chloride: propylene glycol 1:5 
was expected to have the 
highest conductivity because 
it has the most ions in solution when compared to the other choline chloride: propylene glycol ratios. 
 
Differential Scanning Calorimetry (DSC) ): Determination of Thermodynamic Properties: 
Figure 4: Viscosity graph for choline chloride: propylene glycol sample as a reference. 
Figure 5: Conductivity graph for all samples tested. 
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Heat of Fusion and Heat Capacity of Lactic Acid 1:2 and Choline Chloride: Propylene Glycol 
1:5, 1:6, and 1:7: 
Table 1 and table 2 display the heat capacity and 
heat of fusion of each of the samples.  The choline 
chloride: propylene glycol samples had comparable 
heat capacities and heat of fusions.  These values 
were all much lower than the lactic acid but higher 
than the propylene glycol sample.  Due to the 
hydrogen bonds between the choline chloride and 
propylene glycol, the heat capacity and heat of 
fusions were expected to be higher than that of the 
100% propylene glycol sample where applicable. 
This is because of the extra energy needed to break 
the hydrogen bonds, as suggested by the highly 
exothermic heat of fusion value for choline chloride: 
lactic acid 1:2.  The same can be said for the heat 
capacity of the choline chloride: lactic acid being 
higher than the propylene glycol samples.  There are 
more hydrogen bonds in the choline chloride: lactic 
acid sample and since the ratio is 1:2 there is a 
greater amount of choline chloride in the sample 
when compared to the choline chloride: propylene 
glycol samples, explaining why they were much 
lower values for heat capacity and heat of fusion.   
 
 
Melting Point of Lactic Acid 1:2 and Choline Chloride: Propylene Glycol 1:5, 1:6, and 1:7: 
Table 3 displays the melting point data for the samples along with a control of propylene glycol.  The known melting point for 
propylene glycol is -59 °C.  With a value of -59.05 °C the percent difference is 0.085% (DOW).  This then ensures the melting 
point can be accurately measured despite the lack of 
crystal formation.  When compared to 100% 
propylene glycol the choline chloride: propylene 
glycol solvents had depressed melting points, which 
was expected. Of all the samples, choline chloride: 
propylene glycol 1:7 saw the greatest melting point 
depression.  This is expected to be because there is 
less choline chloride per mole of propylene glycol 
however, all the solvent samples were very 
comparable in melting point, making them all viable 
options as a DES. 
Table 2:  Data for heat of fusion obtained from differential scanning 
calorimetry 
Table 1: Heat capacity data obtained through analysis of differential 
scanning calorimetry 
Table 3: Melting point data obtained form analysis of differential 
scanning calorimetry data. 
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DISCUSSION 
According to the results from viscosity, conductivity, thermodynamic properties, and melting point, it can be determined that the 
most viable DES depends on the application, although each choline chloride: propylene glycol sample could be used as a DES. 
Since each of the choline chloride: propylene glycol samples had a lower viscosity than the choline chloride: lactic acid 1:2 
sample, it would be more beneficial to use the choline chloride: propylene glycol samples since a lower viscosity is desired for 
electrochemical systems.  At the lower temperatures, the choline chloride: propylene glycol 1:5 sample had the lowest overall 
viscosity, making this a valuable candidate for low temperature applications.  
 
When analyzing conductivity data, it is evident that the sample with the highest conductivity at each temperature was the choline 
chloride: propylene glycol 1:5. One noticeable trend with conductivity was that as the molar ratios increased, the conductivity 
decreased since the choline chloride: propylene glycol 1:5 had slightly higher conductivity values than choline chloride: 
propylene glycol 1:6 and the choline chloride: propylene glycol 1:6 sample had slightly higher conductivity values than choline 
chloride: propylene glycol 1:7 which could be due to a higher proportion of choline chloride in the lower molar ratio samples. 
Since the choline chloride: lactic acid 1:2 sample had a lower conductivity at the lower temperatures, it would be more 
advantageous to use the choline chloride: propylene glycol samples for electrochemical systems. To send an electrical impulse 
through a system it is very important to have efficient means to do so. Thus, the solvent with the highest conductivity is the most 
desirable in such systems. 
 
For the heat of fusion and heat capacity the propylene glycol sample behaved as expected (NIST) thus the values obtained for our 
samples are likely accurate. The propylene glycol samples, all three ratios, had higher heat capacities and lower heat of fusions 
than those of the choline chloride: lactic acid sample. These are important in characterizing the choline chloride: propylene glycol 
samples as solvents. 
 
A trend seen with melting point was that as the molar ratios of the solvents increased, the melting point tended to increase. In 
terms of melting point, the sample with the lowest overall melting point was choline chloride: propylene glycol 1:7. Since each of 
the samples had melting points lower than each of their individual components, each sample satisfied the basic requirement for a 
DES.  
 
CONCLUSION 
Based on analysis of the current data, each of the choline chloride: propylene glycol solvents would be a practical DES, 
especially at low temperatures.  The choline chloride: propylene glycol solvents were also found to be more conductive and have 
a lower depression of melting point than the choline chloride lactic acid 1:2 sample, thus making them a better fit for use in low 
temperature electrochemical systems. Based on viscosity and conductivity results, the choline chloride: propylene glycol 1:5 
mixture would be the most viable DES, especially at sub-zero temperatures. Further testing and analysis could be conducted to 
measure the conductivity of the solvents with and without the addition of ions, such as lithium chloride or lithium fluoride, which 
would determine if the conductivity also depended on the radius of the ion. Due to the slight differences between the solvents as 
the molar ratios increased, including further depression of the melting point, testing could be performed by creating higher ratios 
of the choline chloride: propylene glycol solvents. The choline chloride: propylene glycol solvents could be further characterized 
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by thermogravimetric analysis, which measures the mass of a substance as a function of either temperature or time. Additionally, 
the solvents could continue to be tested at even lower temperatures, past -20°C. Currently, the majority of these results focus on 
the ability of the choline chloride: propylene glycol DES to work in electrochemical systems at cold temperatures, but further 
testing could also be done to determine their properties as a solvent. Different ways to test the solvent properties include 
analyzing the saturation levels and the ability to dissolve ionic, polar covalent, and non-polar covalent compound. 
  
CHOLINE CHLORIDE EUTECTICS 9 
REFERENCES 
Abbott, A.P.; Boothby, D.; Capper, G.; Davies, D.L.; Rasheed, R.K. Deep Eutectic Solvents Formed between Choline Chloride 
and Carboxylic Acids: Versatile Alternatives to Ionic Liquids. J. Am. Chem. Soc. 2004, 126, 9142-9147. 
Boisset, A.; Jacquemin, J.; Mérièm, A. Physical properties of a new Deep Eutectic Solvent based on lithium 
bis[(trifluromethyl)sulfonyl]imide and N-methylacetamide as superionic suitable electrolyte for lithium ion batteries 
and electric double layer capacitors. Electrochimica Acta. 2013, 102, 120-126. 
DOW Surfactants - Technical Library http://www.dow.com/surfactants/literature/ (accessed May 2, 2017). 
García, G.; Aparicio, S; Ullah, R; Atilhan, M. Deep Eutectic Solvents: Physicochemical Properties and Gas Separation 
Applications. Energy & Fuels. 2015 29 (4), 2616-2644.  DOI: 10.1021/ef5028873. 
Kareem, M.A.; Mjalli, F.S.; Hashim, M.A.; AlNashef, I.A. Phosphonium-Based Ionic Liquids Analogues and Their Physical 
Properties. Journal of Chemical & Engineering Data. 2010 55 (11), 4632-4637.  DOI: 10.1021/je100104v.  
NIST Chemistry WebBook http://webbook.nist.gov/chemistry/ (accessed May 2, 2017). 
Shahbaz, K.; Mjalli, F. S.; Hashim, M.A.; ALNashef, I.M. Using Deep Eutectic Solvents for the removal of Glycerol from Palm 
Oil-Based Biodiesel. Journal of Applied Sciences. 2010, 10 (24), 3349-3354. 
Smith, E.L.; Abbott, A.P.; Ryder, K.S. Deep Eutectic Solvents (DES) and Their Applications. Chem. Rev. [Online] 2014, 114, 
11060-11082. http://pubs.acs.org/doi/pdf/10.1021/cr300162p (accessed Jan 17, 2017). 
GENDERED AND RACIALIZED LANGUAGE IDEOLOGIES 1 
Gendered and Racialized Language Ideologies at SDSU 
Author: Brooke Leetham 
Faculty Sponsor: Jeremy Rud 
Department: Modern Languages and Global Studies 
INTRODUCTION 
As humans, we judge. We see the way somebody dresses, the foods they eat, the color of their skin, the job they have, and we employ this 
input to draw conclusions about who and how they are as people—despite only knowing this superficially observable information about 
them. This judgment occurs with language as well. Due to the different language ideologies that everybody holds, opinions emerge about 
people based on the way they say something or the language they use. This can occur between languages, between dialects of the same 
language and even within the same dialect of a language. In this paper, I explore the ways in which South Dakota State University students 
perceive speakers of African American Vernacular English (AAVE) in comparison to how they perceive speakers of Standard American 
English (SAE). In addition to focusing on the dialect spoken, I explore SDSU students’ perceptions of male speakers in comparison to female 
speakers. I prove that SDSU students attribute more negative characteristics and less positive characteristics to AAVE speaking students, and 
I argue that this potentially affects the personal, educational, and professional experiences of AAVE speaking students at SDSU. I also prove 
that SDSU students perceive male speakers in a more negative light than they do female speakers, and I argue that this language ideology 
places females at a disadvantage in the professional world despite the positive perceptions they received.  
Language Ideologies 
Ahearn (2017) defines language ideologies as “the attitudes, beliefs, or theories that we all have about language” (p. 23). Based off of this 
definition, everybody, conscious of this or not, has their own personal ideas about language. Some people might think that English sounds 
better than Spanish, that British accents sound elegant, that Southern English and some of its features (like y’all) might make somebody 
sound unintelligent—whatever the ideologies are, everybody has them. Interestingly, language ideologies usually have little to do with actual 
linguistic differences. By that, I mean that we construct our attitudes toward language not based on the specific phonological or grammatical 
variations that we hear, but rather on the associations we make connecting such speech features to certain cultures, races, genders, etc. 
Determining that these associations do not pertain to the efficacy of a language, Lippi-Green (2012) argues that due to the flexibility and 
responsiveness of all languages, each language can express anything that it needs to by adapting when necessary, and therefore, all languages 
are equal (p. 8). Although some people might argue that possessing complex grammatical features and a wider range of vocabulary makes 
one language “better” than another, Lippi-Green suggests that language exists to communicate, and that each language has its own efficient 
way of doing so. This results in the fact that languages—even varieties of the same language—are all linguistically equal. If that is true, why 
do we have such strong opinions and beliefs about languages? Antonio Martínez (2013) takes our basic understanding of language ideologies 
a step further when he clarifies that there is an “embeddedness of language ideologies within broader social, cultural, historical, and political 
contexts” (p. 278). These social, cultural, historical and political associations that we make with linguistic features help create our attitudes 
towards certain languages and can, in part, stem from indexicality. Indexicality always functions on multiple levels. At a basic level, 
indexicality includes a language’s ability to refer to or index the decontextualized message. This is the referential function: a linguistic sign 
(for example, a word or a phrase) directly points to the object or concept it represents (Ahearn, 2017, p. 28). For example, the word car refers 
to or indexes the object that has four wheels and serves as a means of transportation. However, on a more complex level of indexicality, 
Ahearn explains that “language can ‘point to’ something social or contextual without functioning in a referential way” (2017, p. 30) For 
example, regional variation of language can yield different dialects and index a speaker’s origin. Taking this into consideration for the 
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previous example, pronouncing car without the final “r” sound might point to the speaker’s origin, suggesting they are from Boston, instead 
of solely referring to the object car. While using indexicality to discover the origin of the speaker, listeners may attach other social 
stereotypes to the speaker because of the way he or she speaks—perhaps they view this speaker as improper, aggressive, or from a lower 
class. However, the same linguistic feature, dropping the final “r” sound, is found in many dialects of English in England. If the speaker 
indexes an English origin, the listener might perceive him or her as proper, elegant, or well-off (Trudgill, 1983, p. 21). Despite both speakers 
exhibiting the same phonological feature, they become associated with strikingly different attributes. The different attributes linked to each 
speaker demonstrate how people communicate more than they think when they say something. With indexicality in mind, we create language 
ideologies by attaching personal attitudes—that stem from a social, cultural, historical or political contexts—to a person (or a group of 
people) based on the indexical features found in his or her speech patterns. Due to the nature of language ideologies, dominant ideas—the 
ideas widely accepted throughout a society, generally stemming from someone or something with power—always tend to surface, creating 
“standard” and “sub-standard” dialects. 
African American Vernacular English vs Standard American English 
In order to successfully understand what African American Vernacular English is, I must explain Standard American English first. SAE is the 
variety of English that, to most people, seems “normal.” Kaplan University Writing Center (2011) suggests that “Standard American English 
is the language of books, news articles, and published discourse. It is the English you learn in school in grammar books and textbooks” 
(2011, p. 1) Most people think of this variety of English as the way in which everyone should speak if they want to speak correctly according 
to prescriptive grammar rules. Despite how commonplace this view is, this ideology only exists because of hegemonic ideologies rooted in 
social, political, and racial power relations. Wiley and Lukes (1996) explain that groups with power and authority can impose their variety of 
language as dominant and that this language gains superiority due to the power and authority of the dominant group (p. 514). This suggests 
that the inequality existing in language ideologies stems from social behavior and has nothing to do with linguistic differentiation—as 
mentioned above. Lippi-Green defines standard language as: “a bias toward an abstracted, idealized, homogeneous spoken language which 
is imposed from above, and which takes as its model the written language” (1994, p. 166). This idea of a standard language seems so natural 
to most people, and Lippi-Green notes the common features of SAE speakers as: having no regional accent, having a good education, strictly 
adhering to prescriptive grammar rules, and residing in the Midwest (2012, p. 60). Aggregating these various definitions, for this essay, I 
maintain that SAE is the language associated with sounding “proper,” using “correct” school-taught grammar, and having “no accent;” and 
that, due to its roots in the dominant and powerful group, SAE represents the language connected to social mobility, higher education, and 
success.  
On the other hand, while the dominant society views SAE as normal, this is not the case with AAVE. By first looking at AAVE in 
comparison to SAE, Pullman (1999) states, “Most speakers of Standard English think that AAVE is just a badly spoken version of their 
language, marred by a lot of ignorant mistakes in grammar and pronunciation, or worse than that, an unimportant and mostly abusive 
repertoire of street slang” (p. 40). Many people may refer to AAVE as Black slang, but AAVE is a dialect of English. As a dialect of English, 
scholars note that AAVE possesses a consistent, rule-governed system of phonology, morphology, and syntax (Pullman, 1999; Rickford, 
1999; Ahearn, 2017). Ahearn reviews some of the most common features as: the habitual be, copula deletion, negative concord, and 
reduction of final consonants (2017, pp. 237-242), all of which I discuss below. 
The habitual be “indicates habitual behavior or a usual state of being” (Ahearn, 2017, p. 238). For example, he be working would not mean 
that he is working (present progressive), but rather that he works often and has been for a long time (habitual action). This grammatical 
function does not exist neatly in one verb in SAE.  
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Ahearn defines copula deletion as the “omission of the conjugated form of ‘to be’ and that, much like contractions in SAE, copula deletion 
adheres to strict rules” (2017, p. 239). For example, instead of saying she is over there or she’s over there, someone who speaks AAVE might 
say she over there. However, in a situation where a contraction cannot be used, copula deletion will not appear either. If one were to say 
that’s where she is, a SAE speaker could not say that’s where she’s, just like a speaker of AAVE could not say that’s where she. It may look 
or sound wrong in SAE, but copula deletion is just as grammatically correct in AAVE as contractions are in SAE. 
Negative concord refers to the use of two, or more, negatives in the same sentence. While in SAE, grammar rules would state that the 
negatives cancel out, in AAVE, the negatives reinforce each other and are obligatory. For example, a speaker of AAVE could say I can’t get 
nothing from nobody, and this would translate into SAE as I can’t get anything from anybody. The required use of negative concord is a 
common feature in other “standard” languages. For example, in Spanish, one would have to say no quiero nada, which directly translates to I 
don’t want nothing. Although it seems like a mistake in SAE, negative concord is purposeful and grammatically correct in AAVE. 
Unlike the previous three grammatical features, the last AAVE feature reviewed in this essay deals with phonological variation. The 
reduction of final consonants obeys certain rules just like the other features. To understand how this rule works, Ahearn explains that English 
stop consonants include p, t, k, b, d, and g, and she goes on to explain that p, t, and k are voiceless (no vibration in the vocal chords), while b, 
d, and g are voiced (2017, p. 241). Pullman describes the rule by saying, “A stop consonant at the end of a word may be omitted (and usually 
is) if it is preceded by another consonant of the same voicing” (1999, p. 51). A word like dump would not experience reduction of final 
consonants because m is voiced while p is voiceless. However, an AAVE speaker might pronounce a word like west as wes, because s and t 
are both voiceless. Overall, these linguistic features found in AAVE offer a basic understanding that AAVE is, in fact, a dialect (not slang), 
and that it is just as complicated and rule-based as any other language or dialect.  
METHODS 
Research Questions 
Understanding the relationship between language ideologies, SAE, and AAVE sparks a curiosity as to how this all plays out in daily 
interaction. Out of the many public spheres that promote SAE as the only proper language, higher education stands out in comparison to 
others. The educational world relies on this concept of standard language superiority in order to teach students how to speak and write 
correctly (according to SAE prescriptive grammar rules). As such, the nature of this environment suggested that a college campus would be a 
great site for research. The main research question that guided this study was: How do SDSU students perceive AAVE in comparison to 
SAE? Before conducting the study, I proposed three hypotheses rooting back to this question. I based the hypotheses off beliefs that stem 
from common racial stereotypes in the U.S. and from the ideology that SAE is linked to social mobility and higher education. 
1: SDSU students will perceive AAVE speakers as less personally appealing than SAE speakers. 
2: SDSU students will perceive AAVE speakers as less socially correct than SAE speakers. 
3: SDSU students will perceive AAVE speakers as less capable than SAE speakers. 
The second research question was: How do SDSU students perceive female speakers in comparison to male speakers. I proposed three 
hypotheses for this question as well. I based these hypotheses off prescriptive gender stereotypes in the U.S. 
1: SDSU students will perceive female speakers as more personally appealing than male speakers. 
2: SDSU students will perceive female speakers as more socially correct than male speakers. 
3: SDSU students will perceive female speakers as less capable than male speakers. 
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This study received SDSU Human Subjects Committee approval on 02/16/17 (IRB-1702021-EXM), the institutional equivalent to the 
federally mandated Institutional Review Board (IRB).  
Matched-Guise Test 
For my study, I chose to use a matched-guise test, a method that Loureiro-Rodriguez, Boggess, and Goldsmith (2012) summarize as a means 
to study language ideologies in which multiple speakers record the same passage in two or more linguistic varieties. Following this, other 
participants listen to the recording and rate the voice (or guise), unaware that each speaker has produced two recordings (p. 6).  
For my own study there were 34 participants total, all who completed a short questionnaire in order to obtain the participant’s age, gender, 
and ethnic origin/race. This questionnaire is located in Appendix A. Out of these 34 participants, I recorded four speakers who were capable 
of code-switching from the dialect of SAE to the dialect of AAVE. Therefore, they recited the same passage twice—once in each dialect—
resulting in eight total recordings. I recorded the following speakers: 
Speaker Race Gender Recordings 
M1 African American  Male M1-SAE 
M1-AAVE 
M2 African American  Male M2-SAE 
M2-AAVE 
F1 African American  Female F1-SAE 
F1-AAVE 
F2 African 
American/White  
Female F2-SAE 
F2-AAVE 
Table 1: Speaker Information 
The remaining 30 participants were told that they would hear eight different people speaking over a series of recordings. They then filled out 
a qualitative survey for each recording they heard. This survey is also located in Appendix A. I played the recordings in the same order for 
each listener, and I organized them in a fashion to keep the same speaker’s two recordings at a maximum distance. After hearing each 
speaker, the listener agreed or disagreed with ten statements (based on my hypotheses) on a scale of one to five (one meaning that they 
strongly disagree, five meaning that they strongly agree). The statements were as follows:  
This speaker sounds: 1) intelligent, 2) outgoing, 3) successful, 4) nice, 5) aggressive, 
6) intimidating, 7) attractive, 8) professional, 9) improper, and 10) vulgar
Based on the structuring of adjectives found in the methodology from the work of Loureiro-Rodriguez et al. (2012), I organized the 
adjectives to relate to personal appeal, capability, and social correctness—aligning with my hypotheses to determine the listeners’ language 
ideologies toward each of the speakers and his or her guise. The adjectives outgoing, nice, aggressive, intimidating, and attractive align with 
personal appeal. These descriptions relate to common characteristics used to determine somebody’s personality as favorable or not. The 
adjectives intelligent, successful, and professional align with capability; these adjectives relate to efficacy in school or work. Finally, the 
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adjectives improper and vulgar align with social correctness, referring to what society views as acceptable or not. 
In order to solely explore the effects that dialect and gender have on speech perception, I recorded the speakers reading from the same pre-
written script (this script can be found in Appendix B). With this controlled situation, the listener’s answers could not be affected by the 
referential meaning of the message content; each speaker communicated the same message. In order to allow for the appearance of 
grammatical features of AAVE, I allowed and encouraged the speakers to make changes to the script beyond just the phonological level, as 
long as the referential function of the message remained unchanged. This control imposed over message content allowed me to observe the 
effects of the language itself. If the listeners rate the same speaker differently for each different guise, I can confidently attribute that 
difference to the dialect used or the gender of the speaker and not the referential meaning of the message.  
RESULTS 
Descriptive Statistics 
Out of the 30 listeners, 15 were male and 15 were female. Out of the males, ten were White, three were African American, and two were 
Middle Eastern. Out of the females, 14 were White, while one was Hispanic/Latina. 
Statistics by Adjective 
In order to confirm or contradict my hypotheses, I calculated the means to obtain an average AAVE rating and average SAE rating for each 
of the ten adjectives. I then conducted a paired t-test to find the statistical significance of the results. The results from the study confirmed all 
three of my hypotheses—presenting data that favored SAE speakers for each adjective. These results show ratings of each adjective on a 
scale of one to five, with one being the least and five being the most. The complete data set can be found in the South Dakota State 
University public access institutional repository, Open PRAIRIE. 
Adjective: Mean (SAE) Mean (AAVE) T-test
Intelligent 3.55 2.31 p<0.0001 
Outgoing 3.32 3.34 p=0.3679 
Successful 3.43 2.52 p<0.0001 
Nice 3.72 2.94 p<0.0001 
Aggressive 1.87 2.90 p<0.0001 
Intimidating 1.85 2.53 p<0.0001 
Attractive 2.82 2.53 p=0.0098 
Professional 3.23 1.86 p<0.0001 
Improper 2.01 3.42 p<0.0001 
Vulgar 1.56 2.80 p<0.0001 
Table 2: Average Ratings According to Dialect 
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The results confirm that SDSU students perceive AAVE speakers to be less intelligent, successful, nice, attractive, and professional than 
SAE speakers. The t-test proved that these results were all extremely significant. 
The results also confirm that SDSU students perceive AAVE speakers to be more outgoing, aggressive, intimidating, improper, and vulgar. 
With the exception of outgoing, the t-test proved that these results were all extremely significant.  
Using the same statistical analysis, the data revealed significant results for nine of the ten adjectives based on gendered perceptions. After 
calculating the averages for the male recordings and the averages for the female recordings, the results show a more positive perception of 
female speakers.  
Adjective: Mean (Male) Mean (Female) T-test
Intelligent 2.79 3.07 p=0.0092 
Outgoing 3.39 3.36 p=0.8030 
Successful 2.87 3.08 p<0.0442 
Nice 3.31 3.53 p<0.0012 
Aggressive 2.63 2.13 p<0.0001 
Intimidating 2.54 1.84 p<0.0001 
Attractive 2.57 2.78 p=0.0356 
Professional 2.28 2.80 p<0.0001 
Improper 3.06 2.35 p<0.0001 
Vulgar 2.56 1.80 p<0.0001 
Table 3: Average Ratings According to Gender 
The results confirm that SDSU students perceive female speakers to be more intelligent, successful, nice, attractive, and professional than 
female speakers. The t-test proved that these results were all significant. 
The results also confirm that SDSU students perceive female speakers to be less outgoing, aggressive, intimidating, improper, and vulgar. 
With the exception of outgoing, the t-test proved that these results were all significant.  
DISCUSSION 
Racialized Perceptions 
The adjectives outgoing, nice, aggressive, intimidating, and attractive align with personal appeal, and all of these, except for outgoing, 
yielded significant results. Overall, SDSU students found SAE speakers more socially appealing than AAVE speakers. The listeners 
perceived SAE speakers as significantly nicer and more attractive, while they viewed the AAVE speakers as significantly more aggressive 
and intimidating. The important thing to remember is that both the SAE speakers and the AAVE speakers are the same people. How can the 
same person be viewed as significantly nicer than themselves when they communicated the same message? Lippi-Green suggests, “the 
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evaluation of language effectiveness can sometimes serve as a way of judging not the message, but the social identity of the messenger” 
(2012, p. 15). In this sense, the listeners strictly relied on the voice and dialect of the speaker—nothing else mattered. We, as humans, trust 
our instincts of others’ personalities to help us decide who we would like to have as our friends. If SDSU students make these judgments 
based on their own language ideologies and the way people speak, our campus surely cannot exude welcoming and inclusive feelings toward 
speakers of AAVE, and perhaps other “substandard” dialects. All of the participants are students at SDSU. They interact with fellow students 
every day on the SDSU campus. If one of the listeners met one of the speakers they would likely judge them in the same way they did in this 
study, maybe even leading them to think that this speaker is too intimidating and aggressive to be friends with or to sit by in class, etc. Not 
only do the perceptions affect the social lives and acceptance of AAVE speakers, but also the ideologies held toward them have the capability 
of limiting their opportunities in an academic and professional setting. 
The adjectives improper and vulgar align with social correctness. Overall, SDSU students found SAE speakers as more socially correct than 
AAVE speakers. For sounding improper and vulgar, listeners rated the AAVE speakers as significantly higher in both categories. Only one 
speaker chose to use profanity in their AAVE recording and all speakers communicated the same, seemingly appropriate message about an 
upcoming test. So why did they all receive such high scores as improper and vulgar speakers? Lippi-Green (1994) explains how the majority 
of people think of language use in two spheres: “When asked directly about language use, most people will draw a very solid basic 
distinction of ‘standard’ (proper, correct) English vs. everything else” (p. 5). With this in mind and based off of the results, on average, SDSU 
students think of SAE as the proper way to speak and AAVE as improper simply because it is not SAE and follows different grammatical 
rules. Just like in the last two categories, personal appeal and capability, the idea that AAVE speakers are improper and vulgar will affect 
how SDSU’s White-dominant social environment will accept them. Until more people understand that AAVE is not SAE with grammatical 
errors, it will continue to be seen as improper. 
The adjectives intelligent, successful, and professional align with capability. Overall, SDSU students found SAE speakers more capable than 
AAVE speakers. The listeners assessed the AAVE speakers as drastically less intelligent, successful, and professional—all attributes found to 
be essential characteristics in education and work. Wiley and Lukes (1996) explain some crucial information when it comes to standard 
language ideologies: 
Once standards for expected linguistic behavior have been imposed, privileged varieties of language become a kind of social capital 
facilitating access to education, good grades, competitive test scores, employment, public office, and economic advantages for 
those who have mastered the standard language. (p. 515)  
The “expected linguistic behavior” of SAE automatically correlates with success in school, careers, and in life overall, so the results do no 
seem surprising that SDSU students perceived the SAE speakers as more intelligent, successful, and professional. This turns into a problem 
when looking at the other side of things—SDSU students perceive AAVE speakers as significantly less capable than SAE speakers. What 
happens to AAVE-speaking students’ opportunities in an educational setting? Or when they start looking for a job? Although viewed as less 
intelligent, less successful, and less professional, the voices and dialects of these AAVE speakers reveal nothing about their work ethic, their 
GPA, their jobs, the awards or honors they hold, or anything else related to capability for that matter. Indeed, these speakers were able to 
completely code-switch and function as proficient speakers of SAE, a fact that underscores that AAVE is not linked to these attributes. 
Therefore, the arbitrary associations and stereotypes, tied to languages and that deem SAE as the language of success, need some revision. 
The Policy and Procedural Manual for SDSU states under policy 1:19: 
The University offers equal opportunities in employment and for access to and participation in education, extension, and other 
services at the University to all persons… without discrimination based on sex, race, color, creed, national origin, ancestry, 
citizenship, gender, gender identification, transgender, sexual orientation, religion, age, disability, genetic information, veteran 
status, or any other status that may become protected under law against discrimination. (South Dakota State University Office of 
Resources, 2014, emphasis added) 
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It may seem that equal opportunity is granted to all at SDSU, but the perceptions held against AAVE speakers suggest that this may not be 
the case. Language does not appear on the list of statuses protected by the law, but race does. Because SDSU students judge others on the 
language they speak, and these language ideologies are based on social, political, and racial stereotypes, it is fair to assume that AAVE-
speaking students are being perceived as less intelligent in a discriminatory fashion. This may lead to discrimination in the classroom or in 
the professional world. In order to ensure that all students at SDSU have an equal opportunity to educational and professional mobility, we 
must start to look at languages for their linguistic value, and not the social status they hold in our hegemonic world. 
Gendered Perceptions 
Regardless of dialect, SDSU students perceive male speakers to be less intelligent, successful, nice, attractive, and professional than female 
speakers, while they also perceive them to be more outgoing, aggressive, intimidating, improper, and vulgar. All of these, except for 
outgoing, yielded significant results. Overall, this shows that SDSU students found female speakers more personally appealing, socially 
correct, and capable than male speakers, confirming my first and second hypotheses while rejecting my third. Although it seems that this 
should place the males at a disadvantage in the personal, educational, and professional world (as I suggested for the AAVE speakers), I argue 
that this actually leads to hindrances for women in the workplace. 
 Although the males and females all read from the same pre-written script, they received significantly different ratings for each of the ten 
adjectives. This may result from the prescriptive stereotypes in circulation for men and women. Heilman states, “Key to the assertion that 
gender stereotypes and the biased evaluations they produce inhibit women from progressing upward to the top of organizations are the 
stereotyped conceptions of what women are like and how they should behave” (2001, p. 658). She goes on to explain that “men are 
characterized as aggressive, forceful, independent, and decisive, whereas women are characterized as kind, helpful, sympathetic, and 
concerned about others” (2001, p. 658). With this in mind, some of the results from the study seem to follow these stereotypes. Whether the 
speaker used the dialect of SAE or AAVE, SDSU students viewed male speakers as more aggressive and intimidating, and they perceived 
female speakers as nicer—these adjectives align with some of the prescriptive stereotypes that Heilman mentions. Many of the others 
adjectives from the study seem to fall into a category similar to the stereotypes discussed in Heilman’s article as well. Due to the female 
recordings’ high evaluations in all three categories, I suggest that they experience positive receptions in the personal and academic world.  
I argue that being seen as nice and not intimidating will most likely contribute to positive social interactions, while being seen as intelligent 
and not as improper will most likely contribute to a positive educational experience. Therefore, it seems peculiar that these positive 
prescriptive stereotypes and gendered perceptions lead women to be less successful in the professional world. Heilman maintains that these 
stereotypes can prevent women from advancing in the professional world because:  
Top management and executive level jobs are almost always considered to be “male” in sex-type. They are thought to require an 
achievement oriented aggressiveness and an emotional toughness that is distinctly male in character…The perceived lack of fit 
between the requirements of traditionally male jobs and the stereotypic attributes ascribed to women is therefore likely to produce 
expectations of failure. (pp. 659-660, emphasis added) 
The female speakers at SDSU may seem more personally appealing, capable, and socially correct than their male counterparts and might 
excel in their personal and academic lives, but due to their lack of being perceived as aggressive and intimidating and their positive ratings 
for being nice and attractive, they might be viewed as just a nice, pretty face that does not have what it takes to make it in the workplace. To 
start giving females an equal opportunity in the professional world, we need to start valuing women for their competency and the quality of 
their work instead of devaluing them based solely off the prescriptive gender stereotypes. The gendered perceptions in this study reveal that 
the listeners might not have reacted to the actual speech of each recording, but, instead, reacted to the gender of the speaker and assigned the 
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stereotypical attributes based on gender. No matter how the perceptions play out in the personal, educational, or professional world for either 
gender, this study clearly shows how gender stereotypes (for males and females) have influence over language ideologies.  
CONCLUSION 
Moving beyond the campus at SDSU, these results can highlight the fact that everyone possesses language ideologies—functioning on a 
conscious or subconscious level—that have little to do with language. These language ideologies stem from stereotypes, which result in the 
listeners’ perceptions being shaped by prescriptive norms rather than actual linguistic features. The stereotyping and discrimination found in 
this study open up the discussion of racism. Although not everyone is overtly racist, overall, instances of covert racism emerge when taking a 
closer look at language ideologies. Overt racism is intentional, conscious, and often explicit, while covert racism is subtle and disguised 
(Coates, 2008, p. 208). Although somebody might not explicitly say They sound less intelligent because they are Black, by passing this 
judgment of sounding less intelligent onto speakers of AAVE, they reveal the covert racism that exists and shapes our language ideologies.  
Although female students on the campus at SDSU might seem to be treated fairly due to the positive evaluations they received, when they 
graduate and move on to look for careers they might very well struggle because of these same qualities SDSU students perceived them to 
have. According to Bush, even though more women hold middle-managerial positions now than in past decades, women make up only 4.2 
percent of CEOs at Fortune 500 companies (Bush, n.d.). This illustrates the very real fight women have trying to make it to the top. By 
correlating certain careers with prescriptive male stereotypes, we automatically make it significantly more difficult for any woman to outrank 
a man for virtually any job position. Although the qualities granted to women in this study seem positive, they reveal a type of sexism, 
according to Bush, called ‘benevolent’ sexism which “describes positive attitudes and actions which men take toward women that are based, 
deep-down, in feelings of superiority and dominance” (Bush, n.d.). In this case of gender, the preconceived gender ideologies of how men 
and women should be help to create and fortify the language ideologies regarding female and male speakers, leading to arbitrary evaluations 
of their speech.  
This study shows how standard/substandard dialects, gender, indexicality, and dominant language ideologies all work together as a system, 
perpetuated through its constant and reinforced use. This system causes people to judge others’ personalities, capabilities, and social 
correctness based on the way they speak and on the stereotypes stemming from social, cultural, historical and political power relations which, 
ultimately, leads to gender and racial inequality in the personal, educational, and professional world. 
LIMITATIONS AND FUTURE INVESTIGATION 
While using the results from only 30 listeners, the small sample size might misrepresent the overall perceptions at SDSU. With more 
participants, the accuracy of the perceptions could increase, which might reveal more significant disparities between dialects and gender or a 
more neutral opinion. Not only could the sample size be larger, but also a more diverse group of listeners could make this study more 
accurate. Only six out of the 30 listeners identified themselves with a race/ethnicity that was not White. Therefore, this study presents the 
results based on a majority of White students’ language ideologies. Finally, when it comes to drawing conclusions from the results, my own 
personal bias exists as a limitation to this study. Although using other sources to support my thoughts, being a White female, the conclusions 
that I draw reflect my own ideologies.  
Due to the lack of ethnic/racial diversity in the sample size of listening participants, examining how the listener’s ethnicity/race might affect 
the perception of AAVE could not be realized in this study, therefore, collecting data from new listeners of more diverse backgrounds could 
constitute a possible future study, or extension of this study. Analyzing how the listener’s gender might affect speech perception could also 
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be a future study. Instead of looking at only the gender of the speaker, this study might analyze how the male listeners and female listeners 
have different perceptions of the various recordings. Further studies could also include adding more speakers with different varieties of 
English to determine how SDSU students would perceive other “substandard” dialects in comparison to SAE. Following the methodology 
from Antonio Martínez (2013), another future study could incorporate participant retrospective interviews with students to ask them 
explicitly about language use (their own and others’) in order to uncover their language ideologies in a different way than done here.  
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APPENDIX A 
Questionnaire for All Participants 
Age: 
Gender: (circle one) 
Male          Female  Other:_______  Prefer not to answer 
Ethnic Origin or Race: (circle one or more) 
White 
Hispanic or Latino/a 
Black or African American 
Native American/Alaska Native 
Asian/Pacific Islander 
Other:____________         Prefer not to answer 
Survey for Listeners 
Mark to what degree you agree or disagree with each statement below—indicate you answer by circling one answer per statement. 
  1=strongly disagree     2=disagree     3=neutral/no opinion      4=agree      5=strongly agree  
1. This speaker sounds intelligent.            1   2   3   4   5 
2. This speaker sounds outgoing.              1   2   3   4   5  
3. This speaker sounds successful.            1   2   3   4   5  
4. This speaker sounds nice.                      1   2   3   4   5  
5. This speaker sounds aggressive.           1   2   3   4   5  
6. This speaker sounds intimidating.       1   2   3   4   5 
7. This speaker sounds attractive.  1   2   3   4   5 
8. This speaker sounds professional.       1   2   3   4   5
9. This speaker sounds improper.  1   2   3   4   5 
10. This speaker sounds vulgar.  1   2   3   4   5 
APPENDIX B 
Script for the speakers 
Hey! We’re going to be studying later if you want to join. We have that test coming up for Ms. Smith’s class. She is mean when it comes to 
grading. Hopefully this isn’t going to be too hard, but I don’t know.  
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Influencing Food Choice: Effects of Stress and Sleep Deprivation on 
Dietary Habits of Young Adults 
Author: Amy Leiferman 
Faculty Sponsor: Dr. Lacey McCormack 
Department: Health and Nutritional Sciences 
INTRODUCTION 
Poor dietary behavior has implications in the development of the many chronic diseases (including obesity, diabetes mellitus, 
cardiovascular disease, etc.) affecting our adult population today.1 In the U.S., obesity is existent in more than one-third of adults 
and one-sixth of youth; these rates have not changed in any significant manner from 2003-2004 data to 2011-2012 data,2 
indicating that previous efforts to diminish this concern have had minimal success. More specifically, a study published in the 
Journal of American College Health assessed the overweight and obesity rates of college students aged 18-27 years (via BMI) 
and found more than 25% of this population to be overweight or obese.3 Another study measured the height and weight of 764 
college students at the beginning of their freshman year and found that that 70% of the 290 students they reassessed at the end of 
their sophomore year experienced significant weight gain.4 Results of this study back the plethora of evidence suggesting young 
adults transitioning from high school to college are at high risk for weight gain,5,6 as it is a time of radical changes and newfound 
responsibility.7 Weight has been continually linked to poor diet and insufficient physical activity; thus, addressing the factors that 
lend to poor food choices at this age is vital in the successful prevention of these types of health issues. Literature indicates that 
sleep deprivation and stress are two important lifestyle elements that have received attention, in terms of factors affecting eating 
habits.  
Generally speaking, college students experience elevated levels of stress at one point or another; thus, stress can be considered an 
important influence in this age group. Interestingly, stress is likely interrelated with the obesity endemic, as the nervous system’s 
responses to stress directly affect hunger and energy regulation.8 Not surprisingly, associations between high stress and altered 
food intake behavior have been cited in several studies of college students.6,9 In more technical terms, stress has been found to 
stimulate secretion of both glucocorticoids and insulin in the body, which essentially increase the motivation for and ingestion of 
food, respectively.10 In a study assessing 212 undergraduate university students, 73% of participants reported increasing their 
intake of “snack-type” foods during stress, whereas consumption of “meal-type” (fruit and vegetables, meat and fish) foods 
decreased.11 Additionally, research published by The Journal of American College Health found a positive relationship between 
perceived stress and energy drink consumption,12 revealing the probable relation of stress and increased caffeine and/or sugar 
intake. The study also found a negative correlation between academic performance and energy drink consumption, with 
significant differences in reported consumption between males and females. Another study, which grouped just women into 
“stress” and “no stress” groups and then offered them healthy (grapes) and unhealthy (M&Ms) snack options, found that women 
with “stress” consumed substantially more of the unhealthy snacks.13 Conversely, men in a similar study ate more healthy snacks 
(peanuts & grapes) when stressed and more unhealthy snacks (chips & M&Ms) when not stressed.14 These data suggest that 
food-related behaviors in response to stress differ for men and women. However, other studies have found that gender differences 
in food choice are insignificant.11 
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Recently, the National Foundation of Sleep came out with new recommendations for sleep duration as a function of age, 
suggesting young adults (18-25 yrs.) need seven to nine hours of sleep each night.15 According to the National Center for Health 
Statistics (Healthy People 2020 research), more than 35% of individuals in the young adult age group (18-24 yrs.) have steadily 
reported getting “insufficient” sleep.16 More specifically, a large study involving Midwestern college students reported that a 
little more than 70% of students declared getting less than eight hours of sleep each night, while 25% of students claimed getting 
less than six-and-a-half hours of sleep.17 Interestingly enough, our society’s growing tendency of getting less than enough sleep at 
night has followed a similar timeline to the relatively recent upsurge in obesity rates.18 On a microscopic level, sleep loss has 
already been shown to cause the body to alter levels of orexigenic or “appetite stimulating” hormones (including leptin and 
ghrelin) to effectively induce an increase in appetite.19-21 Other studies show that individuals with reduced sleep duration increase 
their purchase and consumption of high calorie and high fat foods.22,23 Furthermore, a study found that daytime sleepiness of men 
and women correlated with increased appetite for both genders; however, only the women showed significant association 
between “food-specific brain responses” and self-reported overeating. Again, this suggests a difference between men and women, 
in terms of the association between sleep duration and food choices. 
Much of the published research concerning sleep and/or stress and their associations with dietary choices has been completed in a 
laboratory setting. Thus, these studies acknowledged the possibility of confounded data, since participants were aware they were 
partaking in a study and may have behaved/responded differently as a result.11,23,24 As such, the present study was undertaken to 
examine stress and sleep deprivation as influential factors of poor dietary choices of college-aged students in a more realistic 
setting. We hypothesized that the increased pressure and time restraints accompanying college life (especially during final 
exams) intensify stress levels and sleep deprivation, which, in turn, stimulate unhealthy eating habits. 
METHODS 
Subjects 
A convenience sample of university students (n=83) was recruited from South Dakota State University to complete a cross-
sectional survey.  The survey was administered in the university’s Student Union and participation was restricted to SDSU 
students only. Fifty-five participants (21 male) provided a student ID number, which allowed university-collected demographic 
and campus food-purchasing data to be merged with survey data. Survey data were analyzed using all 83 participant responses; 
questions using demographic variables and campus food-purchasing data utilized the 55 participant responses with ID.  All 
research conducted was approved prior to the study by the university’s Institutional Review Board (IRB). 
Materials and Methods 
An online survey was completed by students via iPad using the QuestionPro survey website. The survey took approximately five 
minutes to complete and inquired specifically about sleep duration, perceived stress, and food intake patterns and perceptions 
during different times of the semester (typical week vs. finals week). Perceived stress was evaluated on a scale from one to 10, 
with one being completely relaxed and 10 being extremely stressed out. Sleep duration was measured via time gone to bed (to go 
to sleep) and time woken up (to start the day). The survey questions regarding dietary habits followed a two part multiple choice 
design, first inquiring about the frequency of a behavior during a typical week and then asking how the frequency of that same 
behavior changed during finals week (increases, stays the same, and decreases). Various statement questions also followed the 
comparative typical week vs. finals week design; however, response options were different (strongly agree, agree, neutral, 
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disagree, and strongly disagree). Additionally, demographic data and food purchasing data corresponding with subset of students 
who provided a student ID number were obtained from the university.  The demographic data included information about sex, 
major, age, GPA and Pell Grant eligibility (an proxy for socio-economic status), whereas the campus food-purchasing data came 
in the form of point-of-service data (including the food item description, as well as, the time and place of purchase).  
 
The obtained food-purchasing point-of-service data were split into categories – entrées, snack foods/side dishes, drinks, and 
other. Each food item was then labeled with best-fit nutritional information obtained primarily from the food database 
MyFitnessPal. Nutrition data for each item included information similar to a nutritional facts label, including calories, saturated 
fat, sodium, cholesterol, etc. Thereafter, the American Heart Association’s Recommended Nutrition Standards for Procurement 
of Foods and Beverages Offered in the Workplace was used to classify each food item as either “more healthy” or “less healthy.” 
For example, if an entrée or snack food/side dish did not meet the standard’s calorie, sodium, or saturated fat limits, it was 
systematically deemed “less healthy.” Subsequently, study IDs were used to isolate the purchases made by the 55 participants 
who provided student ID. Data for this subset were taken from two separate weeks, one in the beginning of the semester (January 
24th to 30th, 2015) and the other during finals week (May 2nd to 8th, 2015). 
 
Student researchers administered the survey over the lunch hour for three of the five days during finals week, spring 2015. 
Students were entered to win a $25 Visa gift card upon completion of the survey. Those students who agreed to participate in the 
survey did so voluntarily. After all the surveys were completed, data were exported from QuestionPro into an Excel spreadsheet. 
The survey data for each participant was then merged with corresponding demographic and food-purchasing data. 
 
Statistical Analysis  
Data were analyzed using Stata 14 (StataCorp. 2015; College Station, TX). First, survey data were reformatted for organizational 
purposes. Variables were given short names, response categories were condensed, and qualitative measures were simplified. For 
example, the original eating habit statement questions had five response categories (1=strongly agree, 2=agree, 3=neutral, 
4=disagree, and 5=strongly disagree), which were condensed into 3 response categories (1&2=agree, 3=neutral, 4&5=disagree).  
A similar process was used to condense the multiple choice frequency questions. Specifically, the original six response categories 
gauged on a per school week basis (1=never, 2=1-2 times, 3=3-4 times, 4=5-6 times, 5=7 times, and 6=more than 7 times) were 
condensed into 3 response categories (1=never, 2&3=sometimes, 4,5, &6=always). Furthermore, the matching bedtime and 
wakeup time values were used to calculate a single value of sleep duration in minutes. Thereafter, chi-squared tests were run on 
the eating habit questions and paired t-tests for the duration of sleep and stress level data. Subsequently, survey data were 
analyzed alongside demographic information via linear regression for the sleep duration and stress level questions and logistic 
regression for the multiple-choice questions, resulting in significant predictors (p≤0.06) for each behavior in terms of relative risk 
ratios.  
 
The food purchasing data were tabulated to compare the overall proportion of “more healthy” purchases to “less healthy” 
purchases made during both weeks, typical and finals. From there, a chi-squared test was used to compare the proportion of 
“more healthy” purchases during a typical week to that of finals week to see if timing of purchase was significant. Thereafter, the 
food-purchasing data were analyzed alongside demographic factors via logistic regression to again test for significant 
demographic predictors ((p≤0.06) in terms of odds ratios. In analyzing logistic regression data, the Hosmer and Lemeshow 
(2000) model building technique was utilized to construct a final model of significant predictors.25 
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RESULTS 
Total Sample 
Overall, stress scores were significantly higher during finals week compared to the rest of the semester (7.84 vs. 4.16, P<. 001; 
Table 1).  Additionally, participants reported sleeping significantly fewer minutes on a typical weeknight during finals week 
compared to a typical weeknight during the rest of the semester (464.3 minutes [7.74 hrs.] vs. 508.4 minutes [8.47 hrs.], P<. 001; 
Table 2). 
As for the dietary habit inquiries, the majority of respondents (51.9%) reported that regardless of timing during the semester 
(finals week vs. typical week), they were not too busy to eat healthy, while 17.7% reported they were always too busy (finals 
week and typical week). Furthermore, 26.6% reported they were only too busy to eat healthy during finals week. In terms of 
eating on the run, most respondents (46.2%) reported that regardless of timing during the semester (finals week vs. typical week), 
they always tend to eat on the run, while 33.8% reported they never tend to eat on the run (neither finals week nor a typical 
week). Fifteen percent reported they only tended to eat on the run during finals week.  
Subset with Demographic and Food-Purchasing Data 
General demographic information for the sample subset is provided in Table 1. The majority was female (62%) and non-Pell 
Grant eligible (71%) and mean age was 20.7 years.  
The chi squared tests run on each of the food habit questions in the total sample showed that for each question, responses were 
significantly different for a typical week versus finals week. To uncover possible reasons for this difference, logistic regression 
was used to incorporate demographic information into the analysis to see which (if any) demographic variables played a role in 
the evidenced difference for finals vs. typical week responses. Refer to Table 4 for expanded data. For the initial dietary habit 
questions, no demographic variables were found to be significant predictors of the frequency of bringing lunch to school/work, 
eating “convenience” food, or drinking other caffeinated beverages during finals week. Significant predictors were found for 
finals week frequency of eating at a sit-down restaurant, eating at a fast-food restaurant, drinking an energy drink, and drinking a 
coffee drink. For the frequency of eating at a sit-down restaurant, sex was a significant predictor (p=0.039). Compared to males, 
females were more likely to report that eating something from a sit-down restaurant increased during finals week (RRR 0.24, 
p=0.039). Similarly, sex, major and age were significant predictors of eating something from a fast-food restaurant. Females were 
more disposed to report that eating something from a fast-food restaurant decreased during finals week (RRR 0.15, p=0.063). 
Paralleled with non-health majors, health-related majors were more prone to report that eating something from a fast-food 
restaurant decreased during finals week (RRR 0.09, p=0.050). With increased age, respondents were more inclined to report that 
eating something from a fast-food restaurant increased during finals week (RRR 1.65, p=0.058). Moreover, GPA was a 
significant predictor of energy drink consumption frequency. The higher the GPA, the more likely respondents were to report that 
drinking an energy drink increased during finals week (RRR 0.25, p=0.59). As for coffee drinking, sex and GPA were significant 
predictors (p=0.015, p=0.047). Females, as opposed to males, were more prone to report that drinking a coffee drink increased 
during finals week (RRR 7.98, p=0.015). Respondents with higher GPA were more inclined to report that drinking a coffee drink 
decreased during finals week (RRR 0.09, p=0.047). 
The statement questions (agree or disagree) were also examined with demographic data to determine significant predictors. No 
significant predictors were found for ‘being too rushed in the morning to eat a healthy breakfast,’ ‘finding time to sit down and 
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eat a meal,’ ‘eating on the run,’ or ‘eating meals at about the same time every day’ during finals week. Conversely, demographic 
predictors were found for ‘being too busy to eat healthy foods,’ ‘not having time to think about eating healthy,’ ‘finding that 
eating healthy meals just takes too much time,’ and ‘thinking regular meals are important’ during finals week. As GPA increased, 
respondents were more likely to agree with the statement “I am too busy to eat healthy foods” (RRR 0.02). The Pell Grant 
eligible respondents, in comparison to the non-eligible, were more prone to disagree that they didn’t have time to think about 
eating healthy, meaning they were more likely to agree that they had time (RRR 0.19). Major (health-related vs. non-health-
related), Pell Grant eligibility and GPA were all significant predictors of the response to “healthy meals just take too much time” 
(p=0.039, p=0.004, p=0.043/0.048). Health-related majors were more likely to disagree healthy meals takes too much during 
finals week (RRR 0.10). The Pell Grant eligible respondents were more disposed to agree that healthy meals took too much time 
during finals week (RRR 0.25). With increased GPA, respondents were more likely to agree or disagree (rather than to remain 
neutral) that healthy meals took too much time during finals week (RRR 0.05, 0.05). Again, GPA was a significant predictor, this 
time for response to “regular meals are important to me” (p=0.022). Higher GPA respondents were more inclined to disagree that 
regular meals were important to them.  
 
Comprehensive tabulation of food purchases made during both weeks, typical and finals, showed that only 22% of all purchases, 
regardless of timing, were considered “more healthy.” The chi-squared test run paralleling “more healthy” purchases during a 
typical week versus finals week showed no significant difference in proportions. As for demographic predictors, only sex was 
found to significantly predict “more healthy” purchases during both a typical week and finals week (p=0.00). In other words, 
females were more likely to purchase “more healthy” food items (OR 2.20). Isolating finals week purchases did not result in any 
significant difference in “more” vs. “less healthy” purchasing. 
 
DISCUSSION 
The purpose of this study was to evaluate stress and sleep deprivation as factors contributing to poor dietary choices of college-
aged students. Overall, students reported a significant increase in stress and significant decrease in sleep duration during finals 
week, validating the initial assumption of amplified perceived stress and reduced sleep duration during finals week. Moreover, 
students indicated that their dietary habits (good or bad) didn’t change drastically from a typical week to finals week, suggesting 
dietary choices are more affected by daily lifestyle and environment rather than situational stress. The corresponding food-
purchasing data verified this result, as the proportion of “more” healthy purchases did not significant change from a typical week 
to finals week, meaning students made similar choices regardless of timing. Significant demographic predictors allowed for the 
pinpointing of potential reasons behind behavioral responses of interest. 
 
Reported stress levels reaching an average of 7.84 (on a scale of 1-10) during finals week supports the postulation of high-
perceived stress level during this time. Results for sleep duration followed the same trend. While the students slept significantly 
less during finals week (as predicted), they were still getting an average amount of 7.74 hours, which falls within the National 
Sleep Foundations recommendation range of seven to nine hours per night.15  
 
As for the survey responses, we expected to see more responses in the ‘Only during finals week’ category for the ‘bad’ behaviors, 
but tended to see more than expected at either extreme (always or never). This implies that the students who have good eating 
habits during a typical week maintained their habits through finals week, suggesting the need for overall lifestyle changes rather 
than time-specific alterations. For example, interventions need not focus on increasing healthy eating habits during finals week, 
INFLUENCING FOOD CHOICE 
 
6	
rather they should focus on healthy eating while at college, and over the course of the whole semester. Demographic factors gave 
additional insight. Females were more likely to report an increase in eating out at a sit-down restaurant during finals week, but a 
decrease in eating out at a fast-food restaurant during finals week. This implies that women veer toward treating themselves to a 
nicer, sit-down meal over fast-food when eating out during stressful times. This data does not support the research that affirmed 
“stressed” women consumed substantially more unhealthy snacks (M&Ms) over healthy snacks (grapes)13; however, it does not 
exactly contradict it either, as we don’t know what types of food they were ordering at these sit-down restaurants. Similarly, 
health-related majors were also more likely to report a decrease in fast-food consumption during finals week, suggesting that 
their knowledge in the field of health positively influences their dietary choices in times of stress. Increased GPA was correlated 
with an amplified consumption of energy drinks during finals week, but a reduced consumption of coffee drinks during finals 
week. Perhaps students with higher GPAs are selecting the energy drinks over coffee drinks because of their higher caffeine 
content. This is inconsistent with the research published by The Journal of American College Health that revealed a negative 
relationship between academic performance and energy drink consumption—the same study that discovered significant 
differences in energy drink consumption based on gender as well.12 While our data did not reveal gender differences in energy 
drink consumption, it did show differences in coffee drink consumption. The fact that women were more likely to report an 
increase in coffee drink consumption may have ties to the theory that women tend to treat themselves during stressful times such 
as final exams. 
 
Additionally, it is implied that socio-economic status is correlated with the perception of time in relation to healthy meals, as Pell 
Grant eligibility (an proxy for socio-economic status) was a significant predictor of whether or not the respondent thought they 
had time to think about eating healthy as well as actually having time for healthy meals. Pell Grant eligible respondents were 
inclined to agree that they had time to think about eating healthy; however, they tended to agree that healthy meals took too much 
time during finals week. This insinuates that, during finals week, lower socio-economic status students were aware of the time 
available to ponder healthy eating, but were not willing to spend the time to actually eat healthy meals. Moreover, GPA was a 
significant predictor of whether or not a respondent thought regular meals were important, suggesting that grades may correlate 
with structured time, including regular mealtimes. Looking at campus food-purchasing data, the fact that only 22% of participant 
purchases were classified as “more healthy” may indicate a limited availability of healthy options on campus, suggesting the 
university food environment is disproportionately “less healthy”. However, women were twice as likely to make “more healthy” 
purchases, implying that healthier eating is still an alterable choice. Again and again, the data suggests lifestyle and environment 
as supreme moderators of healthy food choice.  
 
LIMITATIONS 
This study had its limitations. For example, the survey respondents were acquired as a convenience sample, so there is possibility 
of sampling bias. In essence, this just makes it more difficult generalize the study results to the entire target population. 
Moreover, since the survey responses were self-reported, there is a possibility of response bias, as survey participants may not 
have reported accurately for one reason or another. Finally, the method of tracking campus food purchases is not entirely 
representative of what a student may be actually eating, as students may not be eating all of their purchases or they could be 
purchasing most of their food off campus.  
 
At the same time, this study had its strengths. As mentioned before, much of the published research concerning sleep and/or 
stress and their associations with dietary choices has been completed in a laboratory setting and therefore has the possibility of 
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confounded data, as participants were fully aware of partaking in the study and may have behaved/responded differently as a 
result. In this study, food-purchasing data were obtained directly from the university without students knowing. In other words, 
participating students bought food as they would normally on campus without any added pressure of knowing their 
purchases/eating habits were being tracked, which eliminated a limitation that is prevalent among much of the current research on 
this topic. 
CONCLUSION 
Despite stress levels and sleep differing between a typical week and finals week, dietary behaviors were generally not impacted 
(i.e. healthy eating during a typical week remained as such during finals week). Interventions aimed at improving young adult 
dietary habits should promote healthy lifestyle behaviors over the course of a semester as opposed to focusing on specific time 
points during the semester (i.e. finals week). Moreover, demographic factors give insight as to why certain behaviors may change 
over the course of the semester, indicating particular target populations for intervention (i.e. energy drink consumption/time-
management interventions for high GPA students, food-related stress management intervention for females, etc.). Even though 
the campus food environment may not be encouraging the healthiest choices, men and women are experiencing the same 
environment: however, only the women are seeking out the healthier options. Hence, pursuing healthier food items is still a 
lifestyle choice that can be modified for the better, regardless of timing or environment. 
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Table 1. Paired t-test comparison between stress levels at the beginning of semester vs. finals week 
(p<0.001) 
Stress level 
at the… 
n Mean Std. 
Err. 
Std. 
Dev. 
95% Conf. 
Interval 
Lower Upper 
Beginning of 
Semester 
73 4.16 0.30 2.54 3.57 4.76 
End of 
Semester 
(Finals 
Week) 
73 7.84 0.27 2.27 7.31 8.37 
Difference 73 -3.67 0.39 3.36 -4.46 -2.89
Table 2. Paired t-test comparison between sleep duration at the beginning of semester vs. finals week 
(p<0.001) 
Minutes of 
sleep during 
an avg. 
weekday 
during… 
n Mean Std. 
Err. 
Std. 
Dev. 
95% Conf. 
Interval 
Lower Upper 
Beginning of 
Semester 
60 508.4 8.4 64.7 491.7 525.1 
End of 
Semester 
(Finals 
Week) 
60 464.3 12.9 99.6 438.5 490.0 
Difference 60 44.1 98.8 18.6 18.6 69.7 
Table 3. Participant demographics (n=55) 
Sex 
Male 21 
Female 34 
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Major 
Health 28 
Non-health 27 
Pell Grant 
Eligibility 
Yes 16 
No 39 
Age 
(years) 
Mean 20.7 
Min. 18.7 
Max. 25.1 
GPA 
Mean 3.36 
Min. 1.86 
Max. 4.00 
Table 4. Relative Risk Ratio, 95% Confidence Interval & P-value for each final model variable, bolded 
values indicate a significance (p≤0.06). 
P-VALUE IF VARIABLE WAS PART OF FINAL MODEL
PREDICTOR 
Sex (M/F) 
Major (Health 
or Non-Health) 
Pell Grant 
Eligibility 
Age UG GPA 
OUTCOME  
During finals week… 
How does the frequency of days you bring lunch (or some other meal) from home to eat at work or school? 
Increases - - - - - 
Decreases - - - - - 
How does the frequency of you eating something from a sit-down restaurant change? 
Increases 0.24 
[-2.79 – (-0.07)] 
0.039 
- - - - 
Decreases 0.32 
[-2.56 – 0.27] 
0.113 
- - - - 
How does the frequency of you eating something from a fast food restaurant change (like McDonald’s, Burger 
King, Hardee’s, etc.) change? 
Increases 0.50 
[-2.05 – 0.67] 
0.322 
0.51 
[-2.03 – 0.69] 
0.337 
- 1.65 
[-0.02 – 1.01] 
0.058 
-
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Decreases 0.15 
[-3.86 – 0.10] 
0.063 
0.09 
[-4.79 – 0.00] 
0.050 
- 1.41 
[-0.41 - 1.10] 
0.372 
- 
How does the frequency of you eating “convenience” food, meaning pre-packaged or grab-and-go products 
(such as granola bars, Lunchables, etc.) change? 
Increases - - - - - 
Decreases - - - - - 
How does the frequency of you drinking an energy drink (such as Red Bull, Full Throttle, Rockstar, etc.) 
change? 
Increases - - 0.40 
[-2.76 – 0.93] 
0.332 
- 0.25 
[-2.82 – 0.05] 
0.059 
Decreases - - 3.77e-07 
[-3574.36 – 
3544.77] 
0.994 
- 0.18 
[-5.50 – 2.12] 
0.384 
How does the frequency of you drinking a coffee drink (such as a mocha, espresso, etc.) change? 
Increases 7.98 
[0.40 – 3.76] 
0.015 
- - 1.49 
[-0.16 – 0.96] 
0.160 
0.29 
[-2.57 – 0.12] 
0.074 
Decreases 0.29 
[-3.90 – 1.41] 
0.357 
- - 2.27 
[-0.09 – 1.73] 
0.077 
0.09 
[-4.86 – (-0.03)] 
0.047 
How does the frequency of you drinking some other caffeinated beverage change? 
Increases - - - - - 
Decreases - - - - - 
Thinking about finals week, how strongly do you agree with the following statements? 
I am too busy to eat healthy foods. 
Agree - - - - 0.02 
[-7.35 – (-0.11)] 
0.043 
Disagree - - - - 0.05 
[-6.49 – 0.66] 
0.110 
INFLUENCING FOOD CHOICE 
 
13	
I am too rushed in the morning to eat a healthy breakfast. 
Agree - - - - - 
Disagree - - - - - 
I don’t have time to think about eating healthy. 
Agree - - 0.29 
[-2.92 – 0.41] 
0.140 
- - 
Disagree - - 0.19 
[-3.30 – (-0.02)] 
0.047 
- - 
Eating healthy meals just takes too much time. 
Agree - 0.68 
[-2.45 – 1.67] 
0.709 
0.14 
[-4.25 – 0.37] 
0.099 
- 0.05 
[-5.98 – (-0.10)] 
0.043 
Disagree - 0.10 
[-4.55 – (-0.12)] 
0.039 
0.02 
[-6.60 – (-1.23)] 
0.004 
- 0.05 
[-6.11 – (-0.03)] 
0.048 
It is hard to find time to sit down and eat a meal. 
Agree - - - - - 
Disagree - - - - - 
I tend to “eat on the run”. 
Agree - - - - - 
Disagree - - - - - 
Regular meals are important to me. 
Agree - - - - 0.45 
[-2.68 – 1.08] 
0.404 
Disagree - - - - 0.05 
[-5.57 – (-0.44)] 
0.022 
I eat meals at about the same time every day. 
Agree - - - - - 
Disagree - - - - - 
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Figure 1. Tend to “Eat on the Run” 
Figure 2. Too Busy to Eat Healthy 
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Financial Socialization’s Impact on College Students’ Credit Card 
Behavior 
Author: Conner Palm 
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ABSTRACT 
This study looked at the association between family financial socialization and credit card behavior among college students. The data came 
from the 2014-2015 National Student Financial Wellness Study, administered by the Ohio State University. Responses from 283 
undergraduate students enrolled at South Dakota State University were analyzed. In general, responsible credit card behavior was found to be 
more likely exhibited by students who said their parents encouraged them to invest and students who thought their parents were good 
financial role models.  
Key words: family financial socialization, credit card, college students 
INTRODUCTION 
In recent years, the student loan debt issue has become a significant problem for the United States. The total student loan debt is about $1.2 
trillion as of May 2013 and has grown 20% from the end of 2011 to May 2013 (Chopra, 2013).  According to another article, student loan has 
nearly tripled from 1997 to 2011 (Shaulskiy, Duckett, Kennedy-Phillips & McDaniel, 2015). This drastic increase in student loan debt is 
largely due to the prices of tuition and room and board rising significantly. The price of these two expenses has grown 42% at public 
universities and 31% at private universities between the years of 2000 and 2010 (Lim, Heckman, Letkiewicz & Montalto, 2014). With such 
high expenses, the majority of college students are forced to take out student loans in order to pay for their education. Two-thirds of college 
students in the US are graduating with debt and the average student loan debt is $26,000 (Van Campenhout, 2015). This figure could be 
substantially more if credit card debt was taken into account. Unsurprisingly, finances have become a considerable source of stress for 
college students. Finances are now the second-largest source of stress for college students after academics (Lim et al., 2014).  
Because finances are becoming such a significant issue for college students, it is more important than ever that people are learning sound 
financial behavior at a young age. Financial socialization during childhood is a key component of getting students ready for the daunting 
financial landscape after high school. Financial socialization is defined as learning financial knowledge needed to function in American 
society, such as information related to money management, investing, taxes, and using credit (Bowen, 2002). Financial knowledge is learned 
from many sources including school and parents. Two common ways that children learn financial skills is through observing their parents’ 
financial behavior or through conversations and suggestions about finance from their parents (Solheim, Zuiker, & Levchenko, 2011).  
Children who learn positive financial behaviors from their parents usually exhibit better financial skills later in life. One survey showed that 
individuals that received extensive amounts of money-management teachings from their parents usually have higher credit scores and lower 
credit card debt in adulthood (Grinstein-Weiss, Spader, Yeo, Taylor & Freeze, 2011). Another study showed that learning financial skills as a 
child is linked to less financial stress and less credit card debt later in life (Kim & Chatterjee, 2013). Research is showing that learning about 
finances early usually results in better financial wellbeing as an adult. One form of financial socialization is opening a savings account as a 
child or a teenager. Doing this was linked to greater wealth as a young adult (Kim & Chatterjee, 2013). Another form of financial 
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socialization that was previously mentioned is communicating with parents and observing their financial behavior. This form of socialization 
was found to be associated with higher rates of budgeting and savings for college students (Gutter, Garrision, & Copur, 2010).  
 
Learning positive financial skills at a young age is an important part of dealing with some of the financial choices college students are 
making today. One thing that many college students encounter out of high school is credit cards. If credit cards aren’t used responsibly, they 
can have terrible effects on their user’s financial wellbeing. Detrimental credit card behavior can include taking out cash advances, carrying a 
balance, and not making payments on time. Cash advances will usually charge a fee immediately as well as charging interest immediately 
(Harrow, 2016). Another harmful behavior with credit cards is carrying a balance. Carrying a balance on your credit card account will mean 
that you will be paying interest on the balance (Harrow, 2016). Paying only the minimum amount on the balance every month will result in 
paying significantly more for interest fees in the long run. Probably the most detrimental credit card behavior is not paying the credit card bill 
on time. This will not only usually result in a fee, but it will also cause a drop in the user’s FICO credit score (Harrow, 2016). A low credit 
score can be a significant disadvantage for a person’s financial wellbeing.  
 
Credit cards have become increasingly popular in recent years, especially among college students. This is partly due to aggressive marketing 
in the early 2000s on US campuses. One study from 2005 mentions that credit cards were heavily advertised in college campus student 
unions (Pinto, 2005). With the rapidly rising college expenses, it’s no surprise that many college students were baited by these enticing 
campaigns. That study also showed that the average number of cards owned per student was 2.16 (Pinto, 2005). Another study that took place 
in 2008 reported that undergraduate students carried an average credit card debt of $3,173 (Sallie Mae, 2009).  
 
In 2009, the government took action in order to mitigate the growing credit card issue in the US. The Credit Card Accountability 
Responsibility and Disclosure Act, or the CARD Act, imposed certain limits and regulations on credit card companies. A study has estimated 
that the CARD Act has saved consumers $11.9 billion per year through reductions in fees (Agarwal, 2015). The CARD Act has also taken 
steps to protect college students against shady practices from credit card companies. Universities are now required to disclose if they have an 
agreement with a creditor to market their credit cards on campus. Creditors are also no longer allowed to offer college students items in order 
to get them to apply for a credit card (Detweiler, 2017). A study from 2016 found that college students with credit cards carried an average 
monthly balance of $906 (Sallie Mae, 2016). This figure is significantly smaller than the $3,173 figure discussed earlier.  
 
Although the government has taken steps to address social problems involving credit cards, it is important that families take action to teach 
young people about sensible credit card use. Used responsibly, a credit card can be a great way for a college student to build and improve 
their credit. Used irresponsibly, a credit card will just become another source of stress for a student. Students are already stressing out enough 
with their classes and the rising expenses of college. If young people are taught how to sensibly utilize credit, their credit card will become a 
resource rather than a burden. As mentioned earlier, studies have shown that parents have a significant effect on the way their children will 
manage their finances as young adults. Children taught about finances by their parents usually perform better financially as adults. Even if 
parents don’t make efforts to teach their children about finances, their children will often model their financial behavior after their parents’ 
behavior.  
 
This study aims to explore the relationship between past financial socialization experiences and credit card behavior among college students. 
Many studies on this subject are now somewhat outdated because of the significant changes that the CARD Act has made. It is fairly obvious 
that the CARD Act has improved the credit card situation in the US, especially for college students. Credit cards are significantly less 
accessible for college students now than they were before the CARD Act. Although the CARD Act has shaken things up, it is important to 
examine how parents affect college students’ credit card behavior as well. The goal of this study is to analyze how parental financial 
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socialization affects credit card behavior for college students. Forms of credit card behavior that this study will consider include total credit 
card balance and students’ card balance payment strategies.  
 
METHODS 
The data that this study used is the National Student Financial Wellness Study which was conducted by The Ohio State University during the 
fall of 2014 and winter of 2015. The survey was carried out in 52 participating institutions including South Dakota State University. Overall, 
the survey was administered to 163,714 students with a total response rate of 11.5%, or 18,795 responses. The current study focused on the 
results of SDSU in particular. SDSU had a 9.4% response rate, with 283 SDSU students responding to the survey. This study mainly looked 
at the questions related to financial socialization and behaviors related to credit cards. In terms of financial socialization, the survey asked 
students a handful of questions ranging from whether or not their parents talked to them about money management or if they received an 
allowance as a child. In terms of credit card behavior, the survey asked students about their credit card balance, how many credit cards they 
have, and how they pay their credit card bills.  
 
The analytic methods used to address the research question were descriptive analysis and analysis of variance (ANOVA). SPSS version 21 
was used as a statistical software. 
 
RESULTS 
Among the total 283 responses, the majority were female, with 68.4% and 29.8% of respondents reporting as male. The respondents were 
also predominantly white. About 93.8% of respondents were white with the next largest portions being Asian and Latino at 3.1% and 2.2% 
respectively. Almost half (49%) of the SDSU students surveyed did not own a credit card. Of the students that owned credit cards, 49.3% 
said they typically carry a balance of $500 or above after making their monthly payments. When students were asked if their parents or 
guardians told them what they needed to know about money management, 76.3% of students said they agreed with that statement. Another 
finding was that 30.4% of students said their parents or guardians encouraged them to invest their money. Please see Table 1 for 
Demographic results.  
 
Table 1. Descriptive results of demographic and study variables 
Variables Percentage 
Gender 
Female 68.4% 
Male 29.8% 
Race/Ethnicity 
White 93.8% 
Asian American/Asia 3.1% 
Hispanic or Latino 2.2% 
Native American/American Indian/ Alaskan Native 1.8% 
Prefer not to answer 1.8% 
Other 0.4% 
Financial Socialization Variables 
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Parents were good financial role models 
Strongly agree 33.2% 
Agree 43.5% 
Disagree 14.6% 
Strongly disagree 8.7% 
Did parents encourage you to invest? 
Yes 30.4% 
No 69.6% 
Credit Card Variables 
Do you own a credit card? 
Yes 51% 
No 49% 
When you get a credit card bill, you usually 
Make the monthly minimum payment 9.3% 
Pay more than the monthly minimum, but not the full balance 30.2% 
Pay the full balance 51.2% 
Someone else pays the bill 9.3% 
What is your typical credit card balance after making monthly payments? 
$0 4.8% 
$1-$499 36.5% 
$500-$999 15.9% 
$1,000-$1,499 15.9% 
$1,500-$1,999 4.8% 
$2,000-$2,499 3.2% 
$2,500-$2,999 3.2% 
$3,000+ 6.3% 
Don’t know 9.5% 
The first association found was between parents encouraging their children to invest prior to college and whether or not that child possessed a 
credit card in college (Table 2). The respondents who said their parents encouraged them to invest were more likely to own a credit card. 
Table 2. Encouraged to Invest versus Having a Credit Card 
Sum of 
Squares 
df Mean Square F Sig. 
PRIOR TO COLLEGE/ 
UNIVERSITY.-Did your 
parents or guardians 
encourage you to invest 
your money? 
Between Groups 1.284 1 1.284 6.162 .014 
Within Groups 52.282 251 .208 
Total 53.565 252 
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Parental encouragement to invest was also found to have an association with another credit card behavior variable (Table 3). The respondents 
encouraged to invest were more likely to pay their full credit card balance at the end of the month rather than pay less than the full balance or 
the minimum payment. 
Table 3. Encouraged to Invest versus Paying Credit Card Bill 
Sum of 
Squares 
df Mean Square F Sig. 
PRIOR TO COLLEGE/ 
UNIVERSITY.-Did your 
parents or guardians 
encourage you to invest 
your money? 
Between Groups 1.736 3 .579 2.570 .057 
Within Groups 28.140 125 .225 
Total 29.876 128 
Another family financial socialization variable was also found to have an association with credit card behavior (Table 4). Respondents were 
asked if they agreed with following statement: “My parents were role models of sound financial management.” They were given four 
response choices scaling from strongly disagree to strongly agree. If students agreed that their parents were good financial role models they 
were more likely to pay the full balance on their credit card rather than pay less or the minimum payment. 
Table 4. Parental Role Models versus Paying Credit Card Bill 
Sum of 
Squares 
df Mean Square F Sig. 
My parents or guardians 
were role models of sound 
financial management. 
Between Groups 10.416 3 3.472 4.872 .003 
Within Groups 89.087 125 .713 
Total 99.504 128 
Another association found with this financial socialization variable, although of marginal statistical significance, was the respondent’s credit 
card balance (Table 5). If respondents disagreed that their parents were good financial role models they were more likely to carry a higher 
credit card balance.  
Table 5. Parental Role Models versus Credit Card Balance 
Sum of 
Squares 
df Mean Square F Sig. 
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My parents or guardians 
were role models of sound 
financial management. 
Between Groups 12.498 8 1.562 1.992 .065 
Within Groups 42.359 54 .784   
Total 54.857 62    
 
 
 
CONCLUSION 
The goal of this study was to search for an association between family financial socialization and credit card behavior among college 
students. Using statistical analyses, this study found two family financial socialization variables that were linked to credit card behavior. The 
first was whether or not the parents were good financial role models. This is more of a subconscious form of learning that takes place 
throughout the entire time before college. The second was whether or not parents encouraged their children to invest. This variable is a more 
direct form of learning that is more in-depth and the majority of respondents did not receive this encouragement. In general, if students 
agreed with either of those variables they exhibited better behavior with their credit card. There were several other socialization variables that 
were looked at that were not found to have a significant association with credit card behavior. These include whether the parents encouraged 
their children to open a bank account and if the parents were comfortable talking about money or not. These forms of socialization are not 
quite as in-depth and comprehensive as the first two variables listed. This finding shows that a more rigorous financial education will result in 
better financial behavior as an adult.  
 
In general, college students are starting to use credit cards more responsibly. As discussed earlier, credit cards used to be extremely popular 
among college students in the early 2000s because of aggressive marketing at universities. Students also used to carry high balances on their 
credit cards. Nowadays, less students own credit cards and they are generally carrying a smaller balance on their cards. This trend could be 
greatly attributed to the CARD Act, which imposed stricter regulations on credit card companies and marketing for credit cards on university 
grounds. Still, as this study shows it is also important that parents do their part to educate their children on finances and sound credit card 
behavior.  
  
LIMITATIONS 
Although this study did find some associations between family financial socialization and credit card behavior, there were some aspects of 
the study that were limiting and could be improved on in future studies. One of these is the fairly small sample size from SDSU of 283 
respondents. It would be better to look at a larger sample to get a more comprehensive view of college students’ behavior. Another potential 
improvement would be to put some more questions related to family financial socialization. Within the survey, there were not any questions 
about parental education regarding credit cards. This is an aspect of financial socialization that could potentially have an association with 
credit card behavior. This study also focused on close-ended quantitative questions within the survey. A future study could explore in-depth 
the relationship between financial socialization and credit card behavior by giving respondents the opportunity to provide more information 
with open-ended answers, such as a focus-group interview.  
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ABSTRACT 
In this study, I cross-tabulated findings with both age and gender to see if attitudes toward marriage, such as when marriage 
should occur, what roles children play in the marriage, and the significance of marriage in society, were changing from one 
generation to the next and if men and women were affected equally by this change using data from an online survey that I 
conducted (n=128). The research revealed that attitudes are shifting slowly regarding marriage and the place of children in 
marriage. The change is most pronounced in what we see as the function of marriage, the acceptance of cohabitation, and the 
rise and acceptance of single parenting.   
INTRODUCTION 
Every child who can jump rope knows the popular playground rhyme — first comes love, then comes marriage, then comes 
baby in a carriage. Indeed, from the dawn of time, man and woman have teamed up to bear and raise children. Or at least that 
is the way things used to go. Newspapers and stories are abuzz about how marriage is changing. We hear dire warnings on the 
evening news about how “traditional marriage” is in danger. But what is the real story? Stephanie Coontz (2004), who 
specializes in the study of marriage and family life, suggests that the “traditional” idea of marriage and family, throughout time 
and culture is a myth, that change is evitable, and things may not be as bad as they seem. She asserts:   
Two-provider families, for example, were the norm through most of history. Stepfamilies were more numerous in 
much of history than they are today. There have been several times and places when cohabitation, out-of-wedlock 
births, or non-marital sex were more widespread than they are today…Even same-sex marriage, though 
comparatively rare, has been accepted in some cultures under certain conditions (Coontz, 2004, p.974).  
She adds that pretty much any arrangement of coming together, splitting apart, having children, raising children, sending 
children off in marriage, building relationships, and tearing them down, has all been done somewhere, by somebody, at some 
point in history. In the last 150 years, we have seen many changes in our world that have, in turn, changed the face of marriage 
in America and what family means to American society. 
Despite the ebb and flow of trends and beliefs about marriage, right now, in the United States, a shift in thinking does seem to be 
occurring with regard to what defines a marriage or a family and what is acceptable in those realms.  It is not uncommon in political or 
religious discussion to hear that these changing views on marriage and parenting are destroying America and eroding the family. But are 
they really? Others see this change as a breath of fresh air and a welcome reformation of what it means to be an individual and a part of 
family. Either way, there is no denying that, for better or worse, things are changing. Marriage and family are being redefined, and what 
is, and is not, acceptable is shifting. In my research, I explore the changing attitudes toward marriage and family and how it might affect 
us going into the future. It is important that we stay on top of how things are changing, how they will continue to change, and affect the 
rest of society.  These shifts must be taken into account as we go forward serving families, preparing young people for adult life, or 
making policies regarding the wellbeing of our citizens. It is important to know what is really changing, and how these changes will 
affect society, communities, families, and individuals— today and in the future. 
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Literature Review 
Some things are certain when it comes to marriage and family. The evidence is clear that marriage and family life are good for us as 
individuals and as a society. Married people, as a group, are generally better off financially than singles.  Research shows they have 
higher incomes, better work performance, larger savings, and a greater accumulation of assets. (Martin et al, 2003; First Things First, 
2013).  Married people tend to be healthier mentally and physically, live longer, and have lower rates of alcohol abuse (First Things 
First, 2013).  On the flip side, being single is not that great for families or individuals. Children of single-parent families are much more 
likely to be high school dropouts. They are three times more likely to live in poverty than children who live in families where the parents 
are married (Gubernskaya, 2010). Single dads are less involved in their children’s lives and less responsible toward their families.  
Single parent households are “a major cause of child and family poverty and welfare dependency and many associated problems,” both 
of which “cost taxpayers millions and put a strain on society’s ability to help the most vulnerable” (First Things First, 2013).   
Despite all of the advantages to being married and disadvantages to being single, research suggests the institution of marriage is 
becoming less valued, and the role of children within the marriage ambiguous. Divorce, cohabitation, choosing to remain single, having 
children outside of marriage, or not having children at all are all becoming popular choices in lieu of marriage and the stigma of these 
choices seems to be fading into the past (Gubernskaya, 2010). The Institute for American Values noted a sense of ambivalence towards 
marriage in a third of adults. With changing attitudes about sex, birth control, and acceptable living arrangements, marriage has become 
less necessary in the minds of many (Martin et al, 2003).  
Naturally, this is resulting in a general downward trend for marriage. In interviews, researchers found that young people still like the 
idea of marriage, but were full of uncertainty about the reality of marriage.  Even still, between 1962 and 1994, most young people stated 
that they wanted to get married in the future and believed that marriage is very important (Gubernskaya, 2010), which seems to be an 
optimistic view of marriage in general. 
Once marriage was a union of convenience and necessity with functions including merging families, forming social bonds, bearing and 
raising children — in this way, marriage provided a multidirectional safety net for everyone involved.  But then came the industrial 
revolution and with it a change in the way families functioned.  Cottage industry and farm life gave way to factory work and urban 
living.  How families worked together, and how money functioned in the family, began to shift.  After the Industrial Revolution came 
the post-war economic boom and the firm establishment of the middle class. With comfortable income levels and an abundant supply of 
goods to meet their needs, Americans moved into an era of post-materialism.  Rather than living lives according to their need for things 
and unions that would ensure their survival, such a marriages of convenience and the simple need for a spouse to ensure procreation and 
provision (Coontz, 2004), people turned their attention to autonomy and self-expression. They could now marry for love or personal 
fulfilment (Gubernskaya, 2010).  
This economic security gives individuals the luxury of pursuing self-realization and liberates them from the normative 
constraints that go along with economic dependence on family and community. Post-materialist values are associated with 
high levels of tolerance for abortion, divorce, and homosexuality and low levels of support for the importance of family life 
and children, male dominance, and traditional gender roles (Gubernskaya, 2010, p 181). 
For example, people began pushing off marriage and childbearing in favor of pursuing a college education, or becoming established in a 
career, while living together instead. With these choices becoming more acceptable, or even expected, what is believed to be traditional 
marriage values in the United States has begun to decline (Gubernskaya, 2010).  By the 1960s, we could no longer hide from the 
changes that were coming. The disapproval rates for sex outside of marriage, cohabitation, and divorce, fell dramatically.  As time 
marched on, the changes relentlessly continued. Having children outside of marriage has become an acceptable choice, and conversely 
deciding to never have children, in or outside of marriage, is also a valid choice. More and more women are choosing not to get married 
at all. “Twenty-two percent of U.S. women 30 to 34 were never married in 2000. That is about triple the percent of never-married 
women in that age group in 1970” (Sloan Work and Family Research Network, 2006). With all of this change, it is important to find out 
why it is changing, and what, if anything, should be done to address these changes. 
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With marriage being deferred, cohabitation has moved in as a new marriage light - something to fill a relationship gap between dating 
and marriage. According the U.S. Census, between 1990 and 2000, the number of cohabiting couples has increased by 72 percent (Sloan 
Work and Family Research Network, 2006). People choosing cohabitation over marriage, with no intention of marriage, has also 
increased dramatically over the last thirty years.  In interviews with young people ages twelve to eighteen, researchers found that 50 
percent of teenagers had positive attitudes towards living together and only 27 percent thought it was a bad idea. Almost 50 percent said 
they would want to live with someone before they got married, believing that it would improve the quality and longevity of their 
marriage (Martin et al, 2003).   
Unfortunately, there is a plethora of data contradicting these youth’s assumptions. The research is clear: living together has been shown 
to dramatically reduce happiness and longevity of relationships. (One Plus One, 2013) Some researchers believe that the declining rate in 
marriage is robbing children of ability to see healthy long-term relationships and learn relationship skills that would ensure marriage 
success. This leaves them turning towards cohabitation, and continuing the cycle (Martin et al, 2003).  Cohabitation allows people to 
enjoy the comforts of marriage without the commitment.  But that is not all. Being able to wallow in relationship limbo is also pushing 
up the average age of marriage. 
One of the subtler changes encroaching on marriage and child rearing is that people are putting them off until later in life, whereas the 
average age for first marriages in 1960 was 20 for women and 23 for men. Now, the average age is 25 for women and 27 for men—an 
increase of about 5 years for both (Sloan Work and Family Research Network, 2006). There are several things that may be contributing 
to this rise. The first is cohabitation.  By allowing people to reap the benefits of marriage without actually entering into a marriage, they 
are able to put it off indefinitely without losing many of the privileges of marriage. Also, as previously stated, the luxury of more people 
being able to obtain a college education and become financially independent has given women a reason not to rush into marriage. Easing 
of social prohibition toward premarital sex, and with birth control and legal abortion mitigating the consequences of sexual activity, 
allows people the social and moral freedom to meet their sexual needs outside of marriage; needs which may have urged couples toward 
the altar 60 years ago. Any of these contributions toward sexual freedom may be a factor in the decision to put off marriage. Whatever 
the reason, the decision to put of marriage may actually be contributing to a decline in the divorce rate.  According to researchers at the 
Marriage Project, people who marry at a later age are less likely to get divorced (The National Marriage Project, 2007). The increasing 
age of first marriage is not necessarily a bad thing when considered relative to its effect on divorce.   
Whenever the topic of divorce comes up in casual conversation, people seem to have a penchant for stating that divorce is on the rise and 
we are all doomed. While that is partly true, it is also partly false. Divorce is actually on the decline and, while certain groups are at 
higher risk for divorce, no one is entirely doomed. According to the US Department of Health and Human Services, divorce has been on 
a steady decline since 1985.  The crude divorce rate—the number of divorces per 1,000 people— is indeed at 50%, but certain 
populations are at a much higher risk for divorce. Certain factors significantly decrease the probability a couple will divorce, while 
others significantly increase the probability that a couple will be at risk. Couples who have higher incomes, higher education, higher age 
at the time of marriage, practice religion, delay conception until after marriage, and have an intact family of origin are more likely to 
stay together. Conversely, couples who make less than $25,000, come from divorced families, conceive a child out of wedlock, have no 
association with any religion, or dropped out of high school are significantly more likely to divorce (The National Marriage Project, 
2007). Also, couples who are in their second marriage are at a significantly higher risk of divorce (Olson, DeFrain, Skogrand, 2008). 
While the proportions and risks of divorce may not be as bad as the public is sometimes led to believe, it is still prevalent enough to have 
a huge impact on how people feel about marriage in general. The rate of divorce is still high, which leaves a lot of children to be raised 
in single-parent homes (often the mother’s). In a study of teenager attitudes on marriage and divorce, researchers found that about half of 
the respondents had a negative view on marriage and just over 20 percent had positive feelings about it. It is important to note, though, 
that over half of the respondents came from divorced families, and this may be shading their view of divorce. The researchers state it is 
unclear what effect being part of a divorced family has on a child’s view of marriage and divorce, but early research suggests it does 
indeed have some kind of effect (Martin et al, 2003). While two-thirds of the teens interviewed expressed optimistic views toward 
marriage, most of them felt unprepared for marriage. Yet they also responded that they felt they had the skills needed for marriage.  
What the researchers inferred from this was that the teens appeared to be confused about what was needed to prepare and function in a 
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marriage relationship, perhaps because so few of them had seen a healthy marriage on a day-to-day basis (Martin et al, 2003). This lack 
of experience in how successful families function seems to be a key in shaping how children feel when approaching marriage, and how 
the acceptance of divorce and single-parent families will affect the next generation. 
Even with divorce on the decline, the rate is still considerably high, leaving many children in single-parent families.  Despite the decline 
in the divorce rate, the number of children being raised in single parent families is on a sharp incline. Statistics show that in 1970, 12 
percent of U.S. children lived in a single-parent home; this rose to 28 percent by 1996. And from another perspective, in the year 2000, 
married couples raising their children together comprised 73 percent of all families with children. By 2006 that had declined by two 
percent (Sloan Work and Family Research Network, 2006). Cohabitation has also been a driving force in the number of children being 
raised by unwed parents. In 2004, almost half of babies born, were born to mothers who were cohabiting. In 1960, only 500,000 children 
were being raised in homes with parents who were not married. This number has risen to 5.5 million, and increased 72 percent in the last 
10 years alone.  And while the age for first-time marriages is increasing, the average age of unwed mothers is only 20 years old. Forty 
percent of these mothers are living with men who may or may not be the father of one or more of their children (Sloan Work and Family 
Research Network, 2006). Of all the ways families are changing, this seems to be one of the biggest areas. The taboo of living together 
and raising children without being married is clearly dead.   
Another change in family structure and marriage is the role of childbearing. Many children have never lived under the same roof as both 
of their parents. More and more people see childbearing and childrearing as having little or nothing to do with marriage. According to 
U.S Census statistics, U.S. births to single women in 2004 comprised 35.7 percent of all births, or 1.5 million babies. In 1980, only 18.4 
percent of babies were born to unwed mothers (Sloan Work and Family Research Network, 2006). More than half of female high school 
seniors say that having a child outside of marriage is acceptable, according to a recent poll from the University of Michigan Survey 
Research Center (Beam, 2009). Women are also choosing to remain child-free more often. In 1962, 85 percent of women believed that 
children were an essential part of married life; by 1980, only 43 percent of women believed this (Gubernskaya, 2010). Although children 
were once a central part of marriage, and marriage was considered  central to raising children, times are definitely changing. Family life 
that once involved marriage and children has now become two separate areas. One involving choices regarding romantic partners, and 
the other regarding decisions to become parents. 
When facing changes in how we function as a country, it can be helpful to look to other countries who have perhaps embraced similar 
changes more quickly than the United States.  By doing this, we can see how these changes have affected society, families, marriages, 
children, and individuals. We can also assess what policy changes have been made to support people as they move into these new kinds 
of family structures. Gubernskaya (2010) looked at countries with similar views on marriage (Ireland, Germany, United States, 
Netherlands, Great Britain, and Austria) to compare and contrast how the changes were occurring, and how they were affecting society. 
Statistical analysis of marriage and family trends in Great Britain reveal changes and concerns similar to those expressed in the United 
States (one Plus One, 2013). One common theme in changing ideas about marriage and family was education. “Education brings 
exposure to nontraditional ideas about family and gender roles, which has enduring effects on attitudes. In many countries, better 
educated individuals delay marriage, have fewer children, and view family roles as less central to life” (Gubernskaya, 2010, p.183). 
Other changing trends reported were that better educated individuals had more positive attitudes towards the choice to be child-free and 
“placed less emphasis on marriage” overall (Gubernskaya, 2010, p.183).   
However, sometimes the more things change, the more they stay the same. Gubernskaya (2010) also found that, despite being expected 
to complete their education and pursue a career, women are still the ones primarily in charge of raising children, taking care of elderly 
relatives, and doing house work. This, in turn, left them less enthusiastic than men with regard to marriage and family. When asked to 
choose, they were less inclined to choose domestic life, and fled to the workforce instead, believing they will be just fine without the 
trappings of marriage. Men, on the other hand, are more likely to believe that people are happier when married. Women in the US, Great 
Britain, and the Netherlands were less convinced than men about the importance of children in the marriage  
Meanwhile, in Sweden, social change has opened a new door to the way women and men approach marriage and family.  There are 
many parallels that can be drawn between the established attitudes towards family and marriage in Sweden and the rising trends 
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observed in the United States. Sweden is experiencing a decline in marriage rates, older age of marriage, a high divorce rate (although 
still lower than the United States), and more children living without married parents either because of divorce, break up, or because they 
were born to single parents (Popenoe, 2006). Full equality of women in the workplace, job protection policies, generous paternity leave, 
and good universal daycare have all paved the way for women to make choices about marriage and family without having to worry 
about who will take care of her or her children or having to choose between marriage and family.  
Despite every provision being made for the bearing and raising of children, the birth rate in Sweden is down to below replacement level. 
However, it is slightly higher than the rest of the EU (Chesnais, 2006). Marriage is also down. There are no benefits or penalties that 
distinguish married from non-married people. They are treated as individuals with rights that do not hinge on their relationship choices. 
Generous government provisions for families have enabled parental relationships to break up or for people to choose to eschew 
traditional marriages altogether. These social benefits are given without respect to marital status, unlike the entitlement benefits given in 
the United States. As a matter of fact, because of the policies in place promoting gender equality and the well-being of the child, there is 
virtually no socioeconomic difference between married and single parents (Chesnais, 2006).  
This suggests that by embracing the changing definition of marriage and family, and creating policies that keep pace with change, 
Sweden has mitigated the negative financial effects of relationship statuses that we are seeing in the United States, especially with regard 
to single mothers and their children. The cohabitation rate of Sweden is the highest in the world, and 20 percent higher than the U.S., 
because “virtually all couples live together before marriage, compared to around two-thirds of couples in America” (Popenoe 2006, pp2-
3). When questioned about whether or not it was OK to still just live together after having kids, 86 percent of men and 89 percent of 
women thought this was perfectly acceptable (Popenoe 2006). A possible explanation for the fewness of Swedes marrying is the 
weakness of religious beliefs in Sweden (Popenoe, 2006). As religious affiliation and church attendance have dwindled in the U.S. in the 
last 60 years (Newport, 2013), divorce and cohabitation have increased. Statistics show that people who actively practice religion tend to 
marry more and divorce less (The National Marriage Project, 2007). 
It is important to note that Sweden is not fighting these changes.  Instead, they have chosen to work together as a nation for the best 
possible outcomes for children, families, and individuals, regardless of how families decide to define themselves. They have enacted 
policies to ensure that everyone is treated equally, and everyone is properly cared for. Consequently, the wellbeing of every man, 
woman, and child is rising.   
Hypothesis 
I believe the data will show we are seeing changes in the definitions of marriage and family. I hope my research will give clues as to 
how policy and social services should be changing to keep up with it. 
 
METHODS 
For this study, I created a survey to explore how views on marriage and family were shifting among those close to me, and if they were 
similar to patterns seen in other studies.  While the survey data was quantitative, I was looking more for ideas and trends than facts and 
figures. I was hoping to get a baseline for how people felt about marriage and family.  Due to a non-random sample, that used a snowball 
effect for choosing survey participants, I ended up with a small number of respondents, from a less-than-diverse population. The survey 
consisted of a few basic demographic questions, including age, sex, sexual orientation, and marital status, and 14 questions about the 
respondent’s thoughts on marriage, children, and family. The independent variables used for analysis were age and sex, and the 
dependent variable was the remaining survey questions. The survey included questions on what marriage is, ideal timeframes, thoughts 
on ending marriage, and where children fit into a marriage. The survey was hosted by Survey Monkey and spread by word of mouth, 
Facebook, and emails to friends and families. Thus, this constitutes a convenience sample. Participants were encouraged to pass the 
survey on to their friends and family in an effort to diversify the sample. The sample size was 125. However, since most of my friends 
and family are middle aged, conservative, white women that is who the majority of the respondents were. In contrast to the literature 
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reviewed, they hold very traditional views about marriage and family. While my survey has drawbacks for drawing broad, definitive 
conclusions, it is a preliminary survey of marriage and family ideals, giving insights on current trends, and where future research can be 
focused. Some of the individual questions, responses, and interpretations follow. 
 
RESULTS 
In this study, I cross tabulated findings with both age and gender to see if ideas about marriage and children differed by generation and 
gender.  
Figure 1a shows that the importance of waiting to have children until marriage varied by generation. The older the respondent, the more 
likely they were to say that it is better to wait. Figure 1b shows that more men than women think it is better to wait for marriage.  
 
Figure 1a. Views on Marriage as Prerequisite for Children by Age 
 
Figure 1b. Views on Marriage as Prerequisite for Children by Gender 
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Figure 2a and 2b demonstrate that while an overwhelming majority of respondents thought having children in your twenties was ideal, 
men were more optimistic about starting a family in their thirties. However, this could have something to do with the physical realities of 
pregnancy, which men would not be as in tune with. There was a general consensus that anything before your twenties or after your 
thirties was not the ideal time.    
Figures 3a and 3b show that while overall the respondents had an optimistic view of marriage (as evidenced by their current status of 
being married or wanting to get married).   The slight spike in people uncertain about marriage or not desiring marriage in the 35 and 
over groups could be due to their older age and lack of desire to change their current status.                                                                                          
 
 
Figure 3a. Thoughts on Marriage by Age 
 
Figure 3b. Thoughts on Marriage by Gender 
Figures 4a and 4b show that very few people view marriage as a purely social construct.  They believe that it is an institution of 
significance either legally or religiously, and most view it as important in all three realms. This seemed to be about the same for men and 
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women. This is important because it explains why legal and/or religious recognition of marriage between same sex couples is such a big 
issue currently.   
 
 
 
Figure 4a. Views on Marriage as an Institution by Age. 
 
Figure 4b. Views on Marriage as an Institution by Gender. 
 
DISCUSSION 
Change is inevitable and, like it or not, even marriage and family are not immune to it.  When society fails to keep up with change or 
refuses to move with it, the people in that society end up losing. However, conversely, when government policy and social service 
groups accept change and work with it, everyone in society benefits. Sweden is a perfect example of such adaptability. While it may not 
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be possible to enact the same changes in the United States,  it is important to make policy changes that reflect how families are changing. 
Otherwise, those living outside of outdated norms will continue to suffer.  And, like we saw in the study of teens views of marriage, we 
will see a generation who dreams about getting married and having a family, but is stymied by confusion about what that entails, and ill 
equipped to succeed in family life (Martin et al, 2003).  
We will continue to see single mothers and children suffer disproportionately at the hands of poverty. And, we will continue to see 
women opting for a career over marriage and or children—none of which is good for families. Our collective definition of family has 
been changing and it is time for policy and education to catch up. Having an accurate picture of how and why society is changing will 
help target resources appropriately. The state of marriage and family affects every aspect of a society. Knowing where we actually are, 
rather than reacting out of fear and dislike for change, will help us have solid footing to address the new needs of families and 
individuals in intelligent ways. 
 
LIMITATIONS 
This is a preliminary pilot study, using convenience sampling. Therefore, the findings are not necessarily representative and 
generalizable. I will use this research as a springboard for further, more sophisticated analyses using probability sampling.  
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ABSTRACT  
This study set out to explore what factors in a campus environment influence students’ eating behaviors through qualitative 
methods. The student researcher developed questions based on a similar study and with the help of the faculty advisors. 
Researchers conducted focus groups and asked 9 open-ended questions. This study utilized a qualitative focus group approach 
along with a demographic survey that yielded quantitative data. Findings in the present study suggest that students eat unhealthier 
options when healthier options are available because of time, convenience, and cost. Students would like to cook in the dorm 
kitchens to eat healthier, however, most participants stated the kitchens were riddled with dirty dishes, filled with people, or they 
were unable to get supplies needed to cook. Recent changes in student meal plans require a minimum number of meals at the 
dining hall. Students report this change caused them to want to eat larger portions and resort to stealing in the form of bringing 
storage containers and hiding fruit under their shirts. Overpriced healthy food persuades students from eating those options, 
resulting in students buying unhealthy food choices. Students in this study noted several other concerns regarding the campus 
food service and health. Several struggled with finding nutrition information about campus food and others felt that the current 
food service was not flexible for students with special dietary needs. This study contributes some baseline information about 
what factors influence student choices and student insights on how the campus environment can influence food choices. 
 
INTRODUCTION 
The rising incidence of overweightness and obesity across the world could be described as a global pandemic. A 2012 study 
showed 68.6% of young adults were either overweight or obese, which increases the chances of diabetes, coronary artery disease, 
cancer, and other serious conditions (Ogden, Carroll, Kit, Flegal, 2013; Laska, Hearst, Lust, Lytle, & Story, 2015). Obesity is the 
leading cause of heart disease and is the major cause of death in the United States (Levi, Chan, & Pence, 2006). It results in an 
estimate of 300,000 excess deaths and $100 billion in medical expenditures per year. Scientists are finding the acceleration of 
overweight and obesity prevalence in America is from environmental factors rather than biological. Fast food restaurants are 
known for having high glycemic, cheap, and energy-dense food options. These establishments have increased from about 30,000 
in 1970 to more than 233,000 locations in the United States in 2004 and are taking their place on college campuses. Fast food 
restaurants have also been associated with the increase of overweight and obesity (Rosenheck, 2008).  
Evidence suggests that college students do not have a vast awareness regarding food composition, recommended kilocalorie 
level, healthful eating, and the relationship between diet and disease (Kolodinsky, Harvey-Berino, Berlin, Johnson, & Reynolds, 
2007; MacArthur, Grady, Rosenberg, & Howard, 2000). With the increasing prevalence of technology, numerous college 
students rely on the internet for their nutrition information. They also are looking toward magazines and television as a source 
(Kwan, Arbour-Nicitopoulos, Lowe, Taman, & Faulkner, 2010). Universities need to provide accurate and available nutrition 
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information to prevent students from incorporating inaccurate information found on the internet into their lifestyle. With the 
increase of overweight and obese individuals, it is important to develop healthy eating habits as a young adult (Neumark et al., 
2006). 
Transitioning from high school to college is a life changing event and is a time in life when independent health behaviors can 
form. This age group is the changing of childhood to adulthood and making choices for oneself. Parents are not as much of a 
determent in eating choices, which can cause the young adult to practice unwise eating behaviors (Hudd et al., 2000). 
Transitioning to campus life is a large part of many young adult’s lives, with nearly half of high school graduates attending a 
post-secondary institution (Laska, Hearst, Lust, Lytle, & Story, 2015). Many things influence dietary choices of a young adult, 
including time, convenience, and cost for food items (Hebden, Chan, Louie, Rangan, & Allman- Farinelli, 2015). Young adults 
who are overweight when leaving for college are at a greater risk of becoming obese adults (Ogden, Carroll, Kit, Flegal, 2013). 
This study set out to explore what factors in a campus environment influence students’ eating behaviors through qualitative 
methods. 
 
METHODS  
The Campus Food Environments and Eating Behavior Study was conducted in a Midwest public university. The student 
researcher developed questions based on a similar study done by Pohlmeier, Reed, Boylan, and Harp and with the help of the 
faculty advisors (2012). Flyers were hung in social environments on campus and emailed to students through several faculty. All 
students were welcome to participate. The study was conducted late in the semester, thus freshmen and transfer students had time 
to get acclimated to the campus food environment. Students wanting to participate received a survey evaluating available times to 
meet for the focus group. Participants were assured information shared would be confidential and participation was strictly 
voluntary, and they could withdraw at any time. Those who agreed to participate had written consent obtained by the student 
researcher.  
 
Researchers conducted focus groups on campus and asked nine open-ended questions (Table 1). A focus group is a small 
discussion to gain in-depth information from a representative sampling of a specific population. These sessions can provide a 
range of ideas and feelings on certain issues the sampling population has, while providing insight on similarities and differences 
in perspective between groups of individuals. The suggested number of participants for a focus group is six to 10 individuals to 
have a large enough variety in perspectives, but not too large that individuals cannot voice their opinion on the subject at hand 
(Rabiee 2004). In the Campus Food Environments and Eating Behavior Study, each participant completed a short, written survey 
upon arrival, which took approximately five minutes to complete, before the focus group began. The survey assessed personal 
information such as year in school, meal plan, and major. Participants received a $10 gift card to the dining on campus after 
completion of the focus group. There were 16 participants in three focus groups and the audio recordings were transcribed 
verbatim for analysis. 
Table 1. Open-Ended Questions 
1 When you think of “healthy food” on campus, what location comes to mind? 
2 If someone says they eat healthy, what does this mean to you? 
3 How do time, convenience, and cost affect your ability to make healthy food choices on campus? 
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Qualitative analysis was done after the focus groups were conducted. Qualitative research is different than quantitative in that 
participant responses are coded for patterns of opinions and motivations but are not quantified. Researchers conducting 
qualitative research are concerned with the meaning and each individual’s frame of reference. From several reviews of the 
transcripts, the researchers deduce the major concepts revealed and conclude theories for the subject in question (Taylor, Bogdan, 
& DeVault, 2015). This study utilized a qualitative focus group approach along with a demographic survey that yielded 
quantitative data. Each focus group was analyzed by both the student researcher and the faculty advisor.  
 
RESULTS 
When it comes to healthy eating on this Midwest campus, most participants expressed that fruits and vegetables are the major 
healthy food source they should be seeking on campus. Students reported where they could find healthy eating options was 
mostly the salad bar at both the dining hall and Union. Participants described that eating healthy isn’t all about calories and more 
about what is put into the body like non-processed food, fruits, and vegetables. However, calories can alter choices students 
make. As one individual reported, “I think when they put the calories out there that really second guesses you, like you think ‘that 
looks good’ but then you look at the calories and you’re like ‘holy Moses’ — like it’s a lot.” Students felt that the type of fat is 
more important than the amount. For example, one participant stated, “If you are eating French fries from McDonald’s then there 
would be more fat, but … avocadoes are high in natural fats so it just kind of depends on the kind of fat.”  
 
College students are pressed for time with school work, jobs, and peer activities; they find time a challenge for eating healthy. 
One participant in the study reported “It is kind of hard when you are running from class to class to be able to sit down and eat 
something quick.”  Many students stated they had to get options on-the-go and run to their next class because their time was so 
limited. The amount of time it takes to get through the lengthy line of some establishments deters students from eating healthier 
options. One participant stated, “I like to go there but the lines are super long and, so I have gone somewhere else, because it 
doesn’t take a long time.” These quicker restaurants to get a bite to eat are the fast food establishments located at the centralized 
student Union. Others said they have food in the dorms for quicker access: “I would eat in the dorm because of my timing and 
how my schedule is set up.” Also, students will eat in their dorm rooms for healthier options because of the limited time the food 
establishments are open. As described by one, “there are people who have lab from like the 5-8 whenever they are open, and I am 
like, where are they supposed to eat? We live on a college campus, you can’t close everything down at 8. We aren’t done eating!” 
4 What information do you need to make healthy food choices? 
5 Where do you find your nutrition information for the campus food? 
6 What are your thoughts about the Meal Plans options offered here at this university? 
7 If students choose unhealthier items when healthy choices are available, what influences that choice? 
8 When you consider healthy food options at this university, what 3 things come to mind? 
9 If you could implement any suggestion to encourage healthy eating at this university, what would you recommend and 
why? 
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Besides being concerned about the limited hours of the food establishments during the week, students report that some places are 
closed entirely on weekends despite students living on campus.  
 
Convenience also plays a significant role in the food choices college students make. As summed up by one student going through 
the Union, “My biggest problem is that it is too convenient … I wasn’t even hungry, but this yogurt looked good, so I just bought 
it, and I ate it.” The dorm kitchen would be a convenient place for students to make their own food for healthier options. 
However, many stated dirty dishes were left in sinks for several days and other residents of the dorms will clean wild game in the 
community kitchen sink. “They will, like, clean their pheasants and stuff in the kitchen in the basement. Most of the time they 
clean up, but sometimes they don’t and there are, like, pieces of feathers.” Also, the dorm room community kitchens have 
utensils and kitchen ware that can be checked out for students, so they do not need to buy their own. However, in some cases, no 
facility member was available to check out utensils for the students, “you have to check them (utensils) out with your ID and 
stuff, but no one is ever in the lobby.” On this campus, there is a convenience store located in the middle of two major 
dormitories. The food options available in this location are mostly convenience food, but it also has an organic section and steam-
ready vegetables. The fact that the convenient store is located in the building of two major dorms affects the amount students eat 
there: “Convenience does play a role because I probably go to the [convenience store] more to get food than I go out to [the 
Union], for example, to eat, just because it is right there next to me.”  
 
Students displayed differing opinions on the effect of cost on food choices in this study. Some stated price was a huge impact and 
would alter the selections they made from a healthier option to an unhealthier choice. One participant reported, “if you go to, like, 
[a particular restaurant on campus] you can get a fried sandwich and fries and it is going to be less than buying a salad at [there] 
or if you go to [the Union] and you get a salad. It is going to be $10, but you can get a sandwich or pasta for like $7.” One 
individual even stated regarding the $10 salads in the Union, chicken nuggets are a far cheaper option, “you know how many 
nuggets you can get for $10? You can get like 40 nuggets … It takes me a long time to eat 40 nuggets, like that would be a 
couple days’ worth of food for me. I don’t want to spend all that on one meal.”  Other individuals disagreed saying price didn’t 
matter as much because they went home every weekend, or they didn’t care about price because they had already spent the 
money, “I guess for me it’s like I already paid and there is no going back once you got your flex, like you already bought this 
food.” At this campus, students pay to have money on their student IDs before the start of the school year and pay for food during 
the school year with their ID, similar to a debit card, with a currency known as flex. “We have to use the flex eventually, it’s 
either that or I am going to lose it.” They reported they only started looking at prices at the end of the year when funds were 
getting low. Another individual stated that, in the convenience store, the price of the healthier option was more than an 
unhealthier option that provided more food, “those (dried peas) are so much more expensive then like a bag of chips … I have 
definitely been like, I could buy three bags of chips for one price of this...” Many of the participants, agreed that overpriced 
healthy food dissuades students from eating those options, resulting in students buying unhealthy food choices. One individual 
stated, “If healthier food cost just that much, I know I would get healthy food just as often.” 
 
Nutritional information for the food on this campus is found online or sometimes beside the food in the establishment. However, 
when asked where one can find nutritional information about what’s available to eat on campus, some students didn’t know 
where to look. One individual stated, “I know they have told us about that online, but I’ve never actually been able to find it. So, I 
think it is a little bit inconvenient, I wish there was a better way to make that available.”  Another participant is diabetic where it 
is essential she knows how many carbohydrates are in the meals she is consuming; however, she didn’t know where to find that 
information: “I need to know how many carbs I’m having in a meal … but I don’t know even know where it is at.”  For several 
years, there has been a registered dietitian located in the student health services. Most of the participants stated they would like to 
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talk to the dietitian to get more guidance on what to eat, however, the fee for visiting (currently $25 for the first visit and $10 for 
returning visits) deterred students from wanting to go. Despite her specific nutrition challenges, the student with Celiac disease 
was asked if she visited the campus dietitian for help with eating on campus and responded, “No, I am broke.” When the nutrition 
information is available to students it can alter the way, they eat. Like a student stated, “When you put the calories up there on the 
board I think that really gives people perspective of what they are actually eating.” 
 
There are two general types of meal plans available to students on this campus. One option is all flex, which, as stated above, is 
the plan with money that can be used as a credit card and can pay for many choices on campus, including food chain 
establishments and coffee. The other general meal plan is block. This is the dining hall plan which students can only use to eat 
meals at the dining hall, although it comes with a small amount of flex to be used all around campus. The dining hall is an all-
you-can-eat buffet style eatery. Both options have differences in the amount of money or meals for the student to meet their 
needs. However, recent changes were made to the student’s meal plan. For the 2016-17 school year, the change requires eating at 
the dining hall on campus a minimum number of meals for freshman students. Students report that being forced to participate in 
the dining hall experience when they didn’t necessarily want to cause them to, “want to get my money’s worth.”  This mandated 
change appeared to lead to students eating larger portions and resorting to stealing in the form of bringing storage containers, 
hiding fruit under their shirts, or putting food in their backpacks: “The thing is that I’m not going to spend money at the [Union] 
I’m going to take apples from the [dining hall] and put them in my backpack and take them back to my dorm.”   
 
Freshmen and sophomores on this campus are required to have a meal plan, with the possibility of being excused in rare cases 
with documentation and effort. One major topic of discussion in the focus groups was the struggles of students with special 
dietary needs. Gluten intolerance and Celiac disease were mentioned in several focus groups with only a few options available for 
individuals whom suffer from these dietary restrictions. If there are options available to meet these needs, students report that 
they are increased in price and cause them to run out of funds faster than the students without such limitations. The participant 
with Celiac disease stated the following regarding the amount of money it cost to meet her dietary needs: “I ran out really early 
and I had to spend like $250 over my meal plan.” Not only is gluten a problem for individuals, but lactose intolerance was a topic 
for discussion as well. The campus is trying to cater to the special dietary needs for individuals, but students in these focus groups 
reported feeling self-conscious for having to ask service members for the lactose-free option at the dining hall.  
 
Healthy options are available on this campus, so students were asked what drove them to choose unhealthy options when both 
were available. A couple of students said taste was a factor in the choices made for eating. Fruits are a healthy option; however, 
participants reported fruit in the Union seems to be over priced and questionable in quality. For example, one student reported, 
“Whenever I get their grapes I only eat half of them because the other half are old.” Cost was brought to the discussion as the 
main the reason college students make the less healthy choice. Most of the comments referred to how students could get the most 
out of a meal for the least amount of money, rather than thinking about the healthiest option. “My basic meal at [one name brand 
establishment] is more than my basic meal at [another establishment] by like a couple dollars and if I do that every day that’s 
going to, like, add up.” Participants unanimously reported that healthy options were available on campus, including the salad bar, 
fruits, a pocket bread establishment, and vegetables. However, different focus groups had different outlooks on some of the 
healthier options. Most stated that the dining hall had some good options, however, it also had unhealthy choices readily 
available. There were different opinions regarding the dining hall on campus. Some students stated the dining hall allows for a 
variety of foods choices and a vast amount of fruits and vegetables at the salad bar, “that’s where I can usually go with the most 
variety of healthy options.” Whereas, other individuals stated the food was not the right temperature or was not appealing to the 
eye, thus the availability of these better options didn’t make a difference for them in the end. 
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DISCUSSION 
Healthy options on this campus appear to be limited and costly. With the prevalence of obesity in young adults, it is important to 
develop healthy eating habits while a young adult. Thus, it would seem important that college campuses work to establish healthy 
eating environments. The transition from high school to college is an important stage for developing personal lifestyle choices, 
including food selections. A college campus, according to the responses in this study, is not the place to get a healthy meal with 
fast food restaurants and overpriced healthy options. Salads, which can be a great meal to get vegetables and fruits into a day, are 
$10 at most locations on this campus and deter students from eating this healthy option. Fruits and vegetables are needed in a 
healthy, balanced diet, however, according to the reports of the participants in this study, they are overpriced and questionable in 
taste. In the Student Union, fruits can be purchased in a small quantity and at a large price. This is unfortunate because some 
college students focus on price rather the health.  
 
Price was a big determinate in the choices college students made. With a limit to the amount of money to spend in a semester, 
students don’t want to run out before the end of the school year. Students who desire to buy healthier options with their meal plan 
may run out of money faster. It is very unfortunate there is a fee to see the registered dietitian on this campus because some 
students would like to obtain information about healthy eating from a trained individual, but don’t want to pay the price. Not only 
does price determine what college students choose for food, but time plays a role as well. On the way to class during the day, 
students are not likely to wait in a lengthy line for a salad, but rather will stop at the quick fast food establishment they can eat on 
the go. College students are pressed for time and that can ultimately govern if a student chooses a healthy option or an unhealthy 
option. Convenience is important in the eating behaviors for college students. Stores are located in the dorms for convenient 
eating without having to even go outside. These stores do have healthy options available, but they are limited to one section or 
often out of stock. This study contributes some baseline information about what factors influence student choices and student 
insights on how the campus environment can influence food choices. Further research could help delineate factors in campus 
eatery design and meal plan options that could best contribute to improving healthy choices. 
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