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We shall develop a general theory for domain perturbation for linear and non-
linear parabolic equations with measurable coefficients subject to Dirichlet bound-
ary conditions. We show how solutions of linear and nonlinear parabolic equations
behave as a sequence of domains approaches an open set. Convergence of domains
is understood in a very general sense which allows that certain parts of the domains
degenerate and are deleted in the limit, or that small sets are removed. We also
consider the periodic problem and establish existence and uniqueness results for
periodic solutions for the perturbed problem in a neighborhood of a periodic solu-
tion of the original equation. The theory can be used for instance to construct
domains where a given nonlinear periodicparabolic equation has many periodic
solutions.  1996 Academic Press, Inc.
1. INTRODUCTION
The main objective of this paper is to present a general theory on
domain perturbation for a wide class of linear and nonlinear parabolic
initial value problems subject to Dirichlet boundary conditions. We also
consider the equation in a T-periodic setting which is a generalization of
the elliptic situation. The coefficients are merely assumed to be bounded
and measurable also in time, but convergence of solutions turns out to take
place in spaces of continuous functions with values in Lp-spaces. The per-
turbation of domains may be very singular and includes for instance
cutting holes into a domain or joining disjoint domains by narrow strips.
The corresponding elliptic theory was developed in Dancer [4, 5]. So far,
not much seems to be known for parabolic and periodic problems. There
are results for autonomous equations in Rauch and Taylor [18]. Dancer
[5] considers nonautonomous equations but explicit time dependence is
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not allowed in higher order terms. We also allow more general domain per-
turbations than in the above mentioned papers. Moreover, Hale and Vegas
[11] study domain perturbation for the autonomous Neumann problem.
However, Neumann boundary conditions require different techniques.
To get a taste of the kind of results proved here we consider the
homogeneous heat equation
t un&2un=0 in 0n_(0, )
{un=0 on 0n_(0, ) (1.1)un( } , 0)=u0n( } ) in 0n ,
where 0n is a sequence of bounded domains in RN (N2) approaching an
open set 0 as n tends to infinity. For instance, 0 consists of two disjoint
balls, and 0n is a dumbbell with a small hole in the balls on each side. By
shrinking the holes and the handle, we approximate the set 0 as shown in
Figure 1 below.
For the general definition of convergence of domains we refer to Sec-
tion 3. It is well known that (1.1) has a unique weak solution for any
u0n # L2(0n). We also may consider (1.1) as an abstract parabolic equation
in Lp(0n) for all n # N and p # (1, ), and write the solution by means of
the semigroup e&tAn generated by the Lp-realization of the negative
Laplacian subject to Dirichlet boundary conditions. If p2 the solution of
the abstract equation is a weak solution of (1.1) and vice versa. For this
reason we do not distinguish between the weak solutions and solution of
the abstract equation, and if we speak of a solution of (1.1) we always
mean a weak solution. Set pnu :=u | 0n for all functions u on R
N and
enu :=u on 0n and enu=0 outside 0n for any function u on 0n . We can
define an analytic (but not strongly continuous) semigroup on Lp(RN) by
setting
Un(t) :=en b e&tAn b pn . (1.2)
We also define a pseudo resolvent Rn(*) by setting
Rn(*) :=en b (*+An)&1 b pn (1.3)
whenever * is in the resolvent set *(An) of An . In a similar manner, we
define U( } ) and R( } ) by deleting n everywhere. It is well known that one
Figure 1
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can represent the resolvent by means of the Laplace transform of the semi-
group. On the other hand an analytic semigroup has a representation by
means of the resolvent as a contour integral over a suitable sector (inde-
pendent of n # N) in the complex plane. The facts on semigroups we make
use of can be found, e.g., in [8], Section XVII.96. From this, we easily
deduce the following proposition.
1.1. Proposition. Let 1<p<. The following are equivalent :
(a) limn   Un(t)=U(t) in L(Lp(0)) uniformly with respect to t in
compact subintervals of (0, ),
(b) limn   Rn(*)=R(*) in L((Lp(0)) for all * in a sector
[z # C: |arg z|] of the complex plane with angle >?2,
It is shown implicitly in [4], Remark 1.5 that the convergence in (b) of
the above proposition holds in the strong operator topology. It is in fact
not hard to show that it holds in the uniform operator topology. We shall
carry out the easy argument in the proof of Corollary 3.3 below. This
allows us to prove the following theorem.
1.2. Theorem. Suppose that en(u0n) | 0 converges to u0 weakly in L2(0).
Let un be the solution of (1.1), and u the solution of equation (1.1) with n
deleted. Then,
lim
n  
un=u (1.4)
holds in C((0, T ], Lq) for all q # (1, ) and T>0 finite.
Proof. The assertion follows if we show that each term on the right
hand side of the inequality
&un(t)&u(t)&q&Un(t&$)&2, q &Un($)(u0n&u0)&2
+&Un(t)&U(t)&2, q &u0&2
converges to zero uniformly with respect to t # [$, T ] for all $>0 and
T>$. Here, & }&p denotes the Lp-norm and & }&p, q the norm in L(Lp , Lq).
Convergence of the first term follows if we can show that the the family
en b e&$Anu0n is relatively compact in L2(RN). To see this note first that
&e&$Anu0n &W21c|(An e
&$Anu0n |e&$Anu0n)|c$&1 &u0n &2 ,
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where c is a constant independent of n # N and ( } | } ) the L2-scalar product.
By Rellich’s theorem, the desired compactness follows. Convergence of the
second term follows from Theorem 1.1 since
&Un(t)&U(t)&2, q&Un(t&$$)&U(t&$$)&q, q &Un($$)&2, q
+&U(t&$$)&2, q &Un($$)&U($$)&2, 2
for all $$ # (0, $). K
The results proved so far already generalize and considerably simplify
similar results in Dancer [5], Section 5, and Rauch and Taylor [18]. We
can drop the condition that the projections pn converge strongly in
L(L2(RN)), which was assumed in [5] and [18] (which is in fact equiv-
alent to the condition that the measure of the symmetric differences of 0
and 0n tends to zero). For an example of a situation where the projections
do not converge we refer to Remark 3.2(b) below. It is straightforward to
prove the same results replacing the Laplacian by a general divergence
form elliptic operator with bounded measurable coefficients.
One of the main goals of this paper is to establish a similar theory as
above for the nonlinear problem
t un&2un=f (t, un) in 0n_(0, )
{un=0 on 0n_(0, ) (1.5)un( } , 0)=u0n( } ) in 0n ,
where f is a C 1-function on (0, )_R. Here we can ask the same question
as before. In fact, one of the main results concerning convergence of the
solution is the following theorem. For an exact statement see Theorem 6.5.
1.3. Theorem. Suppose that en(u0n) | 0 converges to u0 weakly in Lq(0),
that un is the solution of (1.5), and that u is the solution of the corresponding
equation with n deleted, where q< depends on the growth of the non-
linearity. Then, (1.4) holds in C((0, T ], Lq) for all T<t+(u0), where t+(u0)
is the maximal existence time for the solution of (1.5) with n deleted.
Note that the statement above contains implicitly that un exists up to the
time T<t+(u0) for large n # N.
When studying the dynamic behavior of a periodic-parabolic equation
one is interested in stationary points or periodic solutions and their
stability properties. It is interesting to have methods to know how many
T-periodic solutions there are, and to know their stability properties. If we
assume that f ( } , !) is T-periodic for all ! # R for some period T>0 we shall
prove that close to any nondegenerate stable (unstable) T-periodic solution
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of the limiting problem there exists a unique stable (unstable) T-periodic
solution for (1.5) for n large. For details we refer to Section 7. In a similar
manner as done in [4, 5] for elliptic equations our results can be used to
construct domains, where a given periodic-parabolic equation has many
T-periodic solutions. The idea is to take a domain where (1.5) has a unique
nontrivial T-periodic solution. Taking 0 the two balls as above we can
combine all the solutions and get three nontrivial periodic solutions. Then,
our results tell us that we have at least three periodic solutions for the
equation on the dumbbell.
In this paper we prove all the above results for general divergence form
parabolic equations with measurable coefficients (also in time). The
generalization is far from being straightforward. First of all we do not have
an analogue for Proposition 1.1, so we have to work directly with the
parabolic problem. Moreover, as we suppose the coefficients merely to be
measurable in time it is not clear whether (1.4) holds in a space of con-
tinuous functions. The ideas used in this paper have there origin in several
sources. One is the techniques used in Galerkin approximation of abstract
parabolic equations. Another are techniques used when proving results for
parabolic equations with measurable coefficients on nonsmooth domains.
Our results contain these methods as a special case. The idea in that case
is to approximate domains from the interior by smooth domains and
measurable coefficients by smooth coefficients, using the results in the
smooth case, and then trying to pass to the limit. The main difficulty there
is to have estimates which do not depend on the smoothness of the coef-
ficients and domains. This technique was extensively used for instance in
Aronson [3]. Last but not least, many ideas have their roots in the corre-
sponding theory for elliptic equations due to Dancer [4, 5]. However,
some of our proofs considerably simplify those in [4, 5] when applied to
the elliptic situation. In particular, we mention the proof of the continuity
of the spectrum of the linearizations in stationary solutions.
We shall develop in Section 6 a theory for semilinear equations in
Lp-spaces without making use of fractional power or interpolation spaces.
For several reasons it is not possible to work with the theory of semilinear
evolution equations such as contained for instance in [13, 1, or 7]. First
of all they presuppose a certain smoothness of the coefficients and domain
to be able to identify the domain of definition of A(t) as a closed operator
on Lp . When working with operators with measurable coefficients this is
not possible. Even if we restricted ourselves to the case of smooth coef-
ficients and domains it would not help much because for an initial value to
belong to a ‘higher’ fractional power (or interpolation) space it necessarily
has to satisfy certain boundary conditions. If we perturb the domain
slightly these boundary conditions are no longer satisfied in general. The
reason, we develop a pure Lp-theory is that Lp-spaces are stable under
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arbitrary restrictions and trivial extensions. Thus, we can consider all func-
tions on the domain we need to without running into problems with
boundary conditions. Apart from that we can not expect our approxima-
tion results to hold in a stronger norm such as L without posing further
restrictions (see Remark 4.6). However, note that, given the growth of the
nonlinearity, the exponent p we choose is exactly the same we would
choose when working with fractional power or interpolation spaces. For
instance there is no growth restriction if p>N2.
The paper is organized as follows. Section 2 mainly introduces notation
and provides convenient reference to well known facts on abstract varia-
tional evolution equations and their application to parabolic equations.
Section 3 deals with the L2-theory of domain perturbation. The results
proved there are the basis to what follows in the subsequent sections.
Section 4 provides an Lp-theory of domain perturbation. The key to ‘lifting’
the approximations from L2 to Lp are good (i.e., domain independent)
Gaussian estimates of the weak Green’s function corresponding to
parabolic operators due to Aronson [3], and interpolation. In Section 5,
we establish analogous results for the periodic-parabolic problem.
Moreover, we prove that the spectrum of the periodic-parabolic operator
depends continuously on the domain (and the coefficients). Section 6 deals
with the nonlinear problem. We conclude the paper by proving existence
and uniqueness of periodic solutions for the perturbed problem in the
neighborhood of a nondegenerate solution of the original problem.
2. PRELIMINARIES
In this section we introduce some concepts which are frequently used
later. The intention is to introduce notation, and to provide convenient
reference for well known facts which are not always explicitly stated in the
literature. The only result which seems to be new is a compactness lemma
which is suitable when dealing with varying domains. We divide the section
into four parts. The first part introduces a class of function spaces proving
in particular the above mentioned compactness lemma. In the second part
we state some results on abstract variational evolution equations paying
special attention to the constants appearing in the estimates. In the next
part we summarize some results for the periodic problem, again keeping
control on the constants. Finally, in the last part, we show the connection
with parabolic evolution equations.
Before we start let us introduce some basic notation. If 0 is a set in the
Euklidean space RN we write 0 , 01 , 0 and |0| for its closure, interior,
boundary and Lebesgue measure, respectively. If 0$ is a another set in RN
we write 0$//0 if 0 $/01 . By Lp(0, E) (1p) we denote the usual
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Lebesgue spaces of functions taking values in the Banach space E. In case
E=R we just write Lp(0) or Lp if there are no ambiguities. Further,
W 12 (0) is the Sobolev space of all functions in L2(0) whose distributional
derivatives up to the order one are in L2(0). Moreover, W1 12 (0) is the
closure of the space of the test function D(0) in W 12 (0). As usual D(0) is
the space of C-functions having compact support in 0. The support of a
function u we denote by supp u. If E, F are Banach spaces we write
L(E, F ) for the Banach space of bounded linear operators from E to F
equipped with the uniform operator topology. We set L(E) :=L(E, E). If
E/F and the natural injection is continuous or compact we write E/F
and E/w/F, respectively.
A. Suppose that V and H are separable Hilbert spaces with V/H and
V dense in H. By identifying H with its dual H$ by means of the canonical
isomorphism we can write
V/H/V$ (2.1)
If J :=(a, b) is a nontrivial interval in R we set
W(J ; V, V$) :={u # L2(J, V): dudt # L2(J, V$)= , (2.2)
where the derivative u* := dudt is taken in the sense of distributions taking
values in V$. If equipped with the norm & }&W , given by
&u&W :=\|J &u({)&2V d{+|J &u* ({)&2V$ d{+
12
(2.3)
W(J; V, V$) is a Hilbert space. We just write W for W(J; V, V$) if there is
no ambiguity. It is well known that (cf. [17], Theorem I.1.3.1)
W/BC(J , H), (2.4)
where BC denotes the space of bounded continuous functions equipped
with the supremum norm. Therefore it makes sense to speak of u(t) for
each t # J . For functions u, v # W and s, t # J with s<t the following for-
mula holds (integration by parts):
(u(t) | v(t))&(u(s) | v(s))=|
t
s
(u* ({), v({)) +(v* ({), u({)) d{ (2.5)
Here, as always, ( } | } ) denotes the scalar product in H and ( } , } ) the
duality pairing induced by ( } | } ) on V. It is also well known (e.g. [16],
Theorem 1.5.1) that if J is a bounded interval and V/w/H then
W/w/L2(J, H ). (2.6)
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As we will work with the spaces V :=W1 12 (0) and H :=L2(0), with varying
domains 0 in RN this compactness result is not applicable in our case. We
include here a version which is appropriate to our needs. If (0n)n # N is a
sequence of domains we set
Vn :=W1 12 (0n), Hn :=L2(0n), and Wn :=W(J; Vn , V$n). (2.7)
By extending a function in Wn by zero outside 0n we may consider it as
a function in L2(J, W 12 (R
N)). In that sense we can write
Wn/L2(J, W 12 (R
N))/L2(J, Lq(RN)). (2.8)
for q=2N(N&2)&1 if N3 and q>1 if N=2, where for the second inclu-
sion we used the Sobolev embedding theorem. Note, however, that
Wn/3 W(J; W 12 (R
N), W&12 (R
N)) as V$n=W&12 (0n)/3 W
&1
2 (R
N). We prove
now the following compactness lemma.
2.1. Lemma. Suppose that B is a ball in RN such that 0n/B for all
n # N, and that J is a bounded interval. Assume that (un)n # N is a sequence
of functions with un # Wn , and that there exists M>0 such that &un&WnM
for all n # N. Then, the sequence (un)n # N is relatively compact in
L2(J, Lq(RN)) for all q # [1, 2N(N&2)&1).
Proof. It is well known that there exists an extension operator
E # L(W, W(R; V, V$)), that is an operator satisfying Eu | J=u for all
u # W. Moreover, an inspection of the proofs shows that, given any open
neighborhood J0 of J , E can be chosen such that supp Eu/J0 , and &E&
depends only on the intervals J and J0 (cf. [8], Section XVIII.91.2 or [17],
Theorem I.1.2.2). Hence, there exist functions vn # W(R; Vn , V$n) with
supp vn/J0 , J0 bounded, such that vn | J=un and &vn&W(R; Vn , V$n)M0 for
a constant M0 independent of n # N. We first show that (vn)n # N is relatively
compact in L2(R, L2(RN))=L2(RN+1). To do that we apply a well known
compactness criterion in Lp-spaces (cf. [10], Theorem IV.8.21). The only
nontrivial point is to show that the translation in any coordinate direction
is equicontinuous with respect to the family (vn)n # N . In the following
calculations & }& denotes the L2(RN+1)-norm. We start by showing equi-
continuity of the translation in ‘‘time’’-direction. If h # R is arbitrary we can
write
&vn( } +h)&vn( } )&2
=&vn( } +h)&2&&vn( } )&2&2(vn( } +h)&vn( } ) | vn( } ))L2(RN+1).
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Using (2.5), Fubini and the translation invariance of the integral we get
that
&vn( } +h)&2&&vn( } )&2
=2 |

&
|
h
0
(v* n(t+_h), vn(t+_h)) d_ dt
=2 |h| |

&
(v* n(t), vn(t)) dt|h| &vn &2W(R; Vn , V$n)M
2
0 |h|.
for all n # N. Estimating the remaining term in a similar way we obtain
&vn( } +h)&vn( } )&M0 - 2 |h| (2.9)
On the other hand, if h # RN is arbitrary, we obtain
|

&
|
RN
|vn(x+h, t)&vn(x, t)| 2 dx dt
|

&
|
RN \|
1
0
|{vn(x+_h, t)| d_+
2
dx dt |h| 2
|h| 2 |

&
|
RN
|
1
0
|{vn(x+_h, t)| 2 d_ dx dt
=|h| 2 &{vn &2|h| 2 &vn&2W(R; Vn , V$n)M
2
0 |h|
2,
where in the second step we made use of the Cauchy-Schwarz inequality.
Here, as always, { denotes the gradient with respect to x # RN. This, together
with (2.9) shows the relative compactness of (vn) in L2((0, T ), L2). Suppose
now that 2<q<2N(N&2)&1 is given and choose q1 # (q, 2N(N&2)&1)
arbitrary. As (vn) is a bounded sequence in L2((0, T ), W 12 ) it follows
from the Sobolev embedding theorem that (vn) is a bounded sequence in
L2((0, T ), Lq1 ). Therefore, if (vnk) is a convergent subsequence of (vn) in L2 ,
it follows by interpolation and Ho lder’s inequality that (vnk) is convergent
in L2((0, T ), Lq). This accomplishes the proof of the lemma. K
B. Let us now turn to variational evolution equations. Suppose again
that V, H are Hilbert spaces with V/H, V dense in H, and let a(t; } , } )
be a continuous bilinear form on V for all t # J :=[0, T]. Suppose that for
every u, v # V the map
[0, T]  R, t [ a(t; u, v) (2.10)
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is measurable. Moreover, suppose that there exist constants M, :>0 and
*0 # R independent of t # [0, T] such that
a(t; u, v)M &u&V &v&V (2.11)
for all u, v # V, and
a(t; u, u)+*0 &u&2H: &u&
2
V (2.12)
for all u # V. For each t # [0, T] the bilinear form a(t; } , } ) induces a linear
operator A(t) # L(V, V$) such that
a(t; u, v)=(A(t) u, v) (2.13)
holds for all u, v # V. Moreover, due to (2.11) we have that
sup
t # [0, T]
&A(t)&L(V, V$)M. (2.14)
We then consider the equation
{u* +A(t) u=f (t)u(0)=u0
for t # (0, T]
(2.15)
in V$ with initial value u0 # H and inhomogeneity f # L2([0, T], V$). By a
solution we mean a function u # W :=W(0, T ; V, V$) satisfying (2.15). It is
well known that u is a solution if and only if u # L2((0, T), V) and
&|
T
0
(v* ({), u({)) d{+|
T
0
a({; u({), v({)) d{=(u0 | v(0))+|
T
0
( f ({), v({)) d{
(2.16)
holds for all v # W with v(T)=0. Of course, the set [u # W: v(T )=0] of
test functions can be replaced by a dense subset, so for instance by
D([0, T ))V0 , where V0 is a dense subspace of V. Here, D([0, T )) is the
space of C -functions with support in [0, T ), and D([0, T ))V0 is the
linear hull of all functions of the form v.(t), where v # V0 and
. # D([0, T)). Note that
v(t) :=e&*0 tu(t) (2.17)
is a solution of (2.15) with A(t) replaced by A(t)+*0 . Therefore we can
assume without loss of generality that *0=0 in (2.12). We shall do this hence-
forth. Concerning existence of solutions of (2.15) the following theorem is
well known (cf. [17], Theorem III.4.4.1 or [8], Section XVIII.93).
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2.2. Theorem. Suppose that (2.10)(2.12) are satisfied (with *0=0).
Then for any u0 # H and f # L2((0, T), V$) equation (2.15) has a unique solu-
tion. Moreover the solution satisfies the estimates
&u(t)&2H+: |
t
0
&u({)&2V d{&u0&
2
H+:
&1 |
t
0
& f ({)&2V$ d{ (2.18)
and
|
t
0
&u* ({)&2V$ d{2M:
&1 &u0&2H+(2M
2:&2+1) |
t
0
& f ({)&2V$ d{ (2.19)
for all t # (0, T], where : and M are the constants from (2.11) and (2.12).
The above theorem tells us that the operator
L :=\ ddt+A( } ), #0+ # L(W, L2((0, T ), V$)_H) (2.20)
is a topological isomorphism. Here, #0 # L(W, H) denotes the trace
operator given by #0 u :=u(0) which is well defined by (2.4).
C. We finally state some results on the periodic problem, that is the
equation
{u* +A(t) u=f (t)u(0)=u(T ).
for t # (0, T )
(2.21)
For simplicity, we assume in addition to the above section that the embed-
ding constant of V in H is one. The following theorem is essentially known
(cf. [17], Theorem III.6.2.1), but in order to have explicit estimates on the
solution we include the easy proof.
2.3. Theorem. For any f # L2((0, T ), V$) equation (2.21) has a unique
solution u # W(0, T ; V, V$). Moreover, the initial value of the solution
satisfies the estimate
&u(0)&2H(:(1&e:T))&1 |
T
0
& f ({)&2V$ d{. (2.22)
Proof. In a first step we prove an estimate on the time-T-operator of
(2.15), that is the operator U(T ) mapping u0 to the solution of (2.15) with
f#0 at time T. To do so note that
d
dt
&u(t)&2H=2(u* (t), u(t)) =&2a(t; u(t), u(t))&2: &u(t)&2H .
368 DANIEL DANERS
File: 505J 313912 . By:BV . Date:27:08:96 . Time:15:28 LOP8M. V8.0. Page 01:01
Codes: 2752 Signs: 1498 . Length: 45 pic 0 pts, 190 mm
Therefore, &u( } )&2H is absolutely continuous, and by a comparison theorem
for ordinary differential equations we conclude that &u(t)&2He
&2:t &u(0)&2H .
This proves that
&U(T )&L(H)e&:T. (2.23)
Suppose now that w is the solution of (2.15) with u0#0. Note that by
(2.23) &U(T)&L(H)<1 and therefore 1 # *(U(T)). Thus, we can set u0 :=
(1&U(T ))&1 w(T). It is then easily verified that the solution u of (2.15)
with initial value u0 satisfies u(0)=u(T ), that is, it is a solution of (2.21).
Moreover, it is clear that this solution is unique. The remaining assertion
is now an easy consequence of (2.23) and (2.18). K
If we set WT :=[u # W: u(0)=u(T )] the above theorem tells us that
L :=
d
dt
+A( } ) # L(WT , L2((0, T ), V$)) (2.24)
is a topological isomorphism.
D. The above results can be used to prove existence of weak solutions of
the initial boundary value problem
t u+A(t) u=f in 0_(0, T]
{u=0 on 0_(0, T] (2.25)u( } , 0)=u0( } ) in 0,
where 0 is an arbitrary domain in RN, and A(t) an elliptic operator of the
form
A(t) u :=&i (aij (x, t) ju+ai (x, t) u)+bi (x, t) iu+c0(x, t) u. (2.26)
(We use summation convention, i, j running from 1 to N.) We assume that
the coefficients of A( } ) satisfy the following conditions:
{
There exists R0 , M0>0 and &>N such that
(2.27)
(i) aij # L(RN_(0, T ))
(ii) ai , bi # L((0, T ), L&(BR0)) and |ai (x, t)|, |bi (x, t)|M0
if |x|R0
(iii) c0 # L((0, T ), L&2, loc(RN)) and c0(x, t)M0 if |x|R0
for all i, j=1, ..., N,
where BR0 :=[x # R
N: |x|<R0]. Moreover, we suppose that there exists a
constant :0>0 such that
aij (x, t) !i !j:0 |!| 2 (2.28)
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for all (x, t) # RN_[0, T] and ! # RN. As usual, the Dirichlet form corre-
sponding to A(t) is defined by
a(t; u, v) :=|
0
(aij (x, t) ju+ai (x, t) u) i v+(bi (x, t) iu+c0(x, t) u) v dx
(2.29)
for all u # W 12 (R
N). It is well known, and in fact easy to see, that there
exist M, :>0 and *0 # R only depending on :0 , N, M0 , p and an upper
bound for the norms of the coefficients of A( } ) in L , L ((0, T), Lp)
and L((0, T ), Lp2), respectively such that (2.10)(2.12) hold for all
u, v # W 12 (R
N). If we set H :=L2(0) and V :=W1 12 (0) we can write (2.25)
as an abstract equation of the form (2.15) in W&12 (0)=V$. By the remarks
in B. it is clear that u is a solution of the abstract equation iff it is a weak
solution of (2.25), i.e u # L2((0, T ), V)) and (2.16) holds for all
v # D(0_[0, T )). Therefore, it follows from Theorem 2.2 that (2.25) has a
unique weak solution for all u0 # H and f # L2((0, T), V$).
3. DOMAIN PERTURBATION FOR LINEAR EQUATIONS:
L2-THEORY
In this section we study how the (weak) solutions of the parabolic initial
boundary value problems
t u+An(t) u=fn in 0n_(0, T]
{u=0 on 0n_(0, T] (3.1)u( } , 0)=u0n( } ) in 0n
depend on data and domain. It is assumed that An(t) is an elliptic operator
of the same structure as (2.26) and coefficients a (n)ij , a
(n)
i , b
(n)
i , c
(n)
0 satisfying
a condition similar to (2.27) with R0 , M0 and p independent of n # N, and
norms uniformly bounded with respect to n # N in L , L((0, T), L&(BR0))
and L((0, T ), L&2(BR0)), respectively. Further, we suppose that the top
order coefficients a (n)ij satisfy an estimate similar to (2.28) uniformly with
respect to n # N. Introducing the Dirichlet form an(t; } , } ) corresponding to
An(t), and taking into account the remarks in Section 2.D we find that
there exist constants M, :>0 and *0 # R such that for all u, v # W 12 (R
N)
an(t; u, v)M &u&W21 &v&W21 and
an(t; u, u)+*0 &u&2L2: &u&
2
W2
1 (3.2)
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for all n # N. As before, we assume without loss of generality that *0=0.
We can therefore write equation (3.1) in the abstract form
{u* +An(t) u=fn(t)u(0)=u0n ,
for t # (0, T]
(3.3)
where An(t) is the operator induced by an(t; } , } ). Finally, we define Hn , Vn
and Wn by (2.7). We assume throughout that
{For all i, j=1, ..., N we have that a
(n)
ij , a
(n)
i , b
(n)
i and c
(n)
0 converge
to the corresponding coefficients of A( } ) in L2((0, T ), L1, loc).
(3.4)
Following Dancer [4, 5] we say that a sequence 0n of domains in RN
(N2) converges to an open set 0 if
{
There exists a compact set K0/0 of capacity zero and a compact
(3.5)
set K1/RN of measure zero such that
(i) 0$//0"K0 implies that 0$//0n for large n # N,
(ii) For any open set U with 0 _ K1/U we have 0n/U
for large n # N.
Here, capacity is taken with respect to a large ball containing 0 . If this
holds we simply write 0n  0. Furthermore, we impose a very weak
regularity assumption on the limiting domain 0, namely that
u # W 12 (R
N) and supp u/0 imply u # W1 12 (0). (3.6)
Necessary and sufficient conditions on 0 which imply (3.6) are due to
Hedberg [12]. Note also that (3.6) does not imply that 0 lies on one side
of its boundary. As an example consider the union of two touching balls,
or more generally the union of two smooth domains whose closures inter-
sect in a set of capacity zero. For a further discussion of the above condi-
tions we refer to Remark 3.2 below.
In abuse of notation we shall often write u # Lp(RN) for the trivial exten-
sion (i.e. u=0 outside 0) of a function u # Lp(0). On the other hand, if
u # Lp(RN) we write u # Lp(0) and mean its restriction to 0. For instance,
if we write u0n  u0 in L2(RN) for u0n # L2(0n) we always mean that the
trivial extensions converge in L2(RN). If we write u0n | 0 we mean that the
trivial extension is restricted to 0. We shall use this convention throughout
without further comment.
We are now in a position to prove a first perturbation result which will
be the basis for all the following results.
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3.1. Theorem. Suppose that 0 is a bounded open set satisfying (3.6),
that 0n is a sequence of domains with 0n  0 as n tends to infinity, and that
(3.4) holds. Moreover, assume that u0n # L2(0n) and fn # L2((0, T), L2 (0n))
such that
u0n | 0 ( u0 in L2(0) and fn | 0 ( f in L2((0, T ), L2 (0)) weakly,
where 2 =2N(N+2)&1 if N3 and 2 >1 arbitrary if N=2. If un is the
solution of (3.1) and u the solution of (2.25), then
lim
n  
un=u
in L2((0, T), Lq(RN)) for all q # [1, 2N(N&2)&1), and weakly in
L2((0, T ), W 12 (R
N)).
Proof. Note first that by Sobolev’s embedding theorem and duality
L2 (0n)/V$n=W&12 (0n) with an embedding constant independent of
n # N. On the other hand, weakly convergent sequences are bounded.
Hence, & fn&L2((0, T), V$n) is uniformly bounded and therefore we conclude
from (3.2) and Theorem 2.2 that there exists M0>0 such that
&un(t)&2Hn+&un &
2
WnM0 (3.7)
for all n # N and t # [0, T]. In particular, it follows that (un) is uniformly
bounded in L2((0, T ), W 12 (R
N)) (if we extend un outside 0n by zero). Thus
we can extract a subsequence, which we denote again by (un) converging
to some u in L2((0, T), W 12 (R
N)) weakly. By Lemma 2.1 this sequence
converges strongly in L2((0, T ), Lq(RN)) for all q # [1, 2N(N&2)&1). It
remains to show that u is the solution of (2.25). As the solution is unique
it follows that the whole sequence converges.
Let v # D(0"K0) and . # D([0, T)) arbitrary. Then as un is a weak solu-
tion of (3.1) and supp v/0n for large n # N we have that
&|
T
0
(un({) | v) .* ({) d{+|
T
0
an({; un({), v) .({) d{
=(un0 | v) .(0)+|
T
0
( fn({), v) .({) d{. (3.8)
By (3.4), the uniform boundedness of the coefficients of An( } ) in L ,
L((0, T ), L&) and L((0, T ), Lv2), respectively and interpolation it
follows that the coefficients converge in L2 , L2((0, T ), LN) and
L2((0, T ), LN2), respectively. Thus, by the weak convergence of (un) in
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L2((0, T ), W 12 (R
N)) and the weak convergence of u0n and fn it follows from
(3.8) that
&|
T
0
(u({) | v) .* ({) d{+|
T
0
a({; u({), v) .({) d{
=(u0 | v) .(0)+|
T
0
( f ({), v) .({) d{
as n tends to infinity. As K0 has zero capacity it follows that D(0"K0) is
dense in W1 12 (0). Thus, by our earlier remarks in Section 2.B
D([0, T ))D(0"K0) is a dense set of test functions. Therefore, u is a
weak solution if we show that u(t) # W1 12 (0) for almost all t # (0, T ). To do
so let B0 be any closed ball not intersecting 0 _ K1 . Then it follows from
(3.3) that un=0 almost everywhere in B0_(0, T ) whenever n is large
enough. As un converges in L2(RN_(0, T )) it follows that the same is
true for u. As B0 was chosen arbitrarily, and K1 is of measure zero, it
follows that supp u/0 _[0, T]. By Fubini’s Theorem it follows that
supp u(t)/0 for almost all t # (0, T). Hence, (3.6) shows that u(t) # W1 12 (0)
for almost all t. This completes the proof of the theorem. K
3.2. Remarks. (a) Suppose that A/RN is a closed set disjoint from 0
and that
u # W1 12 (R
N "A) and supp u/0 imply u # W1 12 (0).
Then, replacing (3.6) by this more general condition, the assertions of
Theorem 3.1 remain true provided 0n & A=<. To see this we just replace
L2((0, T ), W 12 (R
N)) by L2((0, T ), W1 12 (R
N"A)) in the proof and observe
that this space is weakly closed. Note also that, the above remark applies
to all subsequent approximation results as they are based on Theorem 3.1.
As a special case of the above situation we take A to be the complement
of 0 in RN. This implies that if 0n/0 for all n # N then we do not need
(3.6) because the above condition is satisfied for any open set 0. This was
in fact used in [3] to approximate weak solutions by sequences of classical
solutions of problems with smooth domains and coefficients.
As another example take a domain 00 which satisfies (3.6) and A a
closed set in RN and set 0 :=00 & Ac, where Ac denotes the complement
of A. To see that 0 satisfies the above condition we consider a function
u # W1 12 (R
N "A) with supp u/0 . As 0/00 we see that supp u/0 0 whence
u # W1 12 (00). From this we conclude that u # W1
1
2 (0). Here we used that
W1 12 (01) & W1
1
2 (02)=W1
1
2 (01 & 02) for arbitrary open sets 01 , 02/R
N.
Indeed, it is clear that W1 12 (01 & 02)/W1
1
2 (01) & W1
1
2 (02). Suppose now
that u # W1 12 (01) & W1
1
2 (02). By splitting it into positive and negative part
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we can assume without loss of generality that u is nonnegative. We
approximate u by nonnegative functions .in in D(0i) (i=1, 2). It is easily
seen that .n :=min[.1n , .2n] is in W1 12 (01 & 02) and that .n ( u weakly
in W 12 (R
N). As W1 12 (01 & 02) is weakly closed it follows that u is in that
space as well. This proves the other inclusion.
For instance, this allows us to handle approximations of the domain
shown in Figure 2 by domains 0n not intersecting the part of the boundary
pointing inside the domain. Here we take A the part of the boundary
pointing inside the domain.
(b) Using the above remarks we show that it in general it is not
possible to assume in (3.5) that K0 does not have capacity zero, but only
measure zero. If 0n  0 and 0n & K0=< for all n # N the the above
remark makes sure that the solutions of (3.1) converge to the solution of
(2.25) with 0 replaced by 0"K0 (we just set A :=K0). However, this solu-
tion does not coincide with the solution of (2.25). To see this note that a
function in W 12 (0) does ‘‘see’’ sets of nonzero capacity. More precisely,
such functions have a well defined trace on sets of nonzero capacity (see
[19], Theorem 3.3.3). Consequently, the solution of the problem on 0"K0
is zero on K0 . On the other hand the solution on 0 is not in general.
Indeed, if f>0 and u0>0 then, by Harnack’s Inequality (e.g. [3]) we have
that u(t)>0 in 0 and therefore also on K0 .
Next we give an example that condition (3.6) is necessary to get our con-
vergence result, which shows that if (3.6) does not hold the limit of un
solves different limiting equations depending from what side we
approximate 0. To do so take a an open set 00 which satisfies (3.6) from
which we remove a compact set A of measure zero but nonzero capacity.
Then, the domain 0 :=00"A does not satisfy (3.6) but the condition in
Remark (a). As in the previous example the solutions on 0n converge to
the solution of a parabolic equation on 0 provided 0n & A=< for all
n # N. On the other hand, if 0n#0 0 and 0n  00 we also have 0n  0 in
the sense of (3.5). However, the equation solved by the limit of un turns out
to be the solution of (2.25) on 00 rather than on 0. As in the previous
paragraph we have that these are different parabolic equations. In this
Figure 2
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example the interior of 0 0 is different from 00 . But even without this one
can still show that the limit may solve different limiting equations. For
elliptic equations there is an example in [6]. As solutions of elliptic equa-
tions are stationary solutions of the corresponding parabolic problem this
shows that (3.6) is also necessary for our theory.
(c) One could slightly generalize the notion of convergence of
domains by replacing (3.5ii) by assuming that
There exists a bounded set K1/RN "0 of measure zero which
{is closed in RN"0 such that if U is an open set with 0 _ K1/U (3.9)then 0n/U for large n # N.
This condition was introduced in [6] for the elliptic problem. An inspec-
tion of the above proof shows that we only make use of this condition. For
this reason, the above theorem remains true if we replace (3.5ii) by (3.9).
As all the subsequent approximation results are based on the above
theorem the same is true for all approximation results in this paper. If
0 /0n for all n # N (3.9) is equivalent to |0n"0 | tending to zero as n goes
to infinity. A situation which is covered by (3.9) but not by (3.5) is the
following example due to Dancer (personal communication): Take a
domain whose boundary has positive measure and which satisfies (3.6).
For the existence of such a domain see Dancer [6]. Then take a set K1 of
measure zero such that every point of 0 is a limit point of this set, and
0 _ K1 is closed. Further, choose an arbitrary decreasing sequence of open
sets 0n with 0 _ K1/0n for all n # N and n=0 0n=0 & K1 . Obviously,
in this situation the above condition is satisfied but not (3.5ii). Note also
that this is an example where the natural projections form L2(RN) onto
L2(0n) do not converge strongly to the corresponding projection onto
L2(0). To have an example such that (3.5) is satisfied we can choose
K1=<.
(d) Define Ln and L similarly to (2.20). As
L2((0, T ), L2 (0n))/L2((0, T ), V$n)
with an embedding constant independent of n # N we can consider L&1n
as a bounded linear operator from L2((0, T ), L2 (RN))_L2(RN) into
L2((0, T ), Lq) (q as in the above theorem) by restricting functions first to
0n , using the above embedding, applying L&1n and finally extending the
function trivially outside 0n . If we write again L&1n for this operator, the
above theorem shows that
lim
n  
L&1n ( f, u0)=L
&1( f, u0)
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in L2((0, T ), Lq(RN)) for all ( f, u0) # L2((0, T), L2 (RN))_L2(RN), i.e., the
operators converge in the strong operator topology. We shall in fact show
more, namely convergence in the uniform operator topology. K
3.3. Corollary. Suppose that the assumptions of the above theorem
hold and denote by L&1n and L
&1 the operators defined in the preceding
remark. Then,
lim
n  
L&1n =L
&1 (3.10)
in L(L2((0, T ), L2 )_L2 , L2((0, T ), Lq(RN))) for all q # [1, 2N(N&2)&1).
Proof. Suppose the assertion is not true. Then there exist =0>0 and a
sequence ( fn , u0n) # L2((0, T), L2 )_L2 with &u0n&22+& fn&
2
L2((0, T ), L2 )=1
such that
&(L&1n &L
&1)( fn , u0n)&L2((0, T ), Lq)=0 (3.11)
for all n # N. Because ( fn , u0n) is a uniformly bounded sequence it has a
subsequence, which we denote again by ( fn , u0n), converging weakly in
L2((0, T ), L2 )_L2 to some ( f, u0). Then it follows from Theorem 3.1 that
lim
n  
L&1n ( fn , u0n)=L
&1( f, u0) and
lim
n  
L&1( fn , u0n)=L&1( f, u0)
in L2((0, T ), Lq(RN)). (The latter follows by taking 0n=0 and An=A for
all n # N.) As this contradicts (3.11) this concludes the proof of the
corollary. K
In a first step towards showing convergence in stronger norms we prove
pointwise weak convergence of un(t) in L2(0). Because of (2.4) it makes
sense to speak about pointwise convergence.
3.4. Lemma. Suppose that the hypotheses of Theorem 3.1 hold. Then,
un(t) ( u(t) weakly in L2(0) for all t # [0, T].
Proof. By (3.7) un(t) is uniformly bounded with respect to n # N in L2 ,
and therefore has a subsequence (which we denote again by un(t)) with
weak limit u . Take v # D(0"K0) and . # D((0, t]) arbitrary. As un is the
weak solution of (3.1) it follows that an equation similar to (3.8) holds with
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the integral taken over (0, t), and (u0n | v) .(0) replaced by &(un(t) | v) .(t),
whenever n # N is large enough. Passing to the limit we obtain
&|
t
0
(u({) | v) .* ({) d{+|
t
0
a({; u({), v) .({) d{
=&(u | v) .(t)+|
t
0
( f ({), v) .({) d{.
As u is the weak solution of (2.25) a similar equation holds with (u | v)
replaced by (u(t) | v). Therefore, (u | v)=(u(t) | v) holds for all v # D(0"K0).
Hence the density of D(0"K0) in L2(0) implies that u =u(t). By
uniqueness the whole sequence converges and the proof of the lemma is
complete. K
We are now ready to prove convergence of un in stronger topologies.
3.5. Theorem. Suppose that the hypotheses of Theorem 3.1 hold and that
in addition fn converges weakly in L2((0, T ), Lp) for some p>2N(N+2)&1.
Then, for any $ # (0, T ] the solution un of (3.1) converges to the solution u
of (2.25) in C([$, T], L2) and in L2(($, T), W 12 ). Moreover, if u0n converges
strongly, the above assertion holds for $=0.
Proof. In a first step we show that un(t) converges in L2 for all
t # (0, T]. As un converges in L2((0, T ), L2) we may extract a subsequence
(which we denote again by un) converging pointwise almost everywhere
in L2 . Choose now $ arbitrarily close to zero in (0, T] such that un($)
converges in L2 to u($). Then, for t # ($ T] we set
dn(t) := 12 &un(t)&u(t)&
2
L2+: |
t
$
&un({)&u({)&2W21 d{. (3.12)
Using (3.2) (with *0=0) we obtain
dn(t) 12&u(t)&
2
H+|
t
$
an({; u({), u({)) d{
+ 12&un(t)&
2
Hn +|
t
$
an({; un({), un({)) d{
&(un(t) | u(t))&|
t
$
an({; u({), un({)) d{
&|
t
$
an({; un({), u({)) d{ (3.13)
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for all n # N. By (2.5), and the fact that un is a weak solution we have that
1
2&un(t)&
2
Hn+|
t
$
an({; un({), un({)) d{= 12&un($)&
2
Hn+|
t
$
( fn({), un({)) d{.
By our assumption on p we have that the dual exponent p$ given by
1p+1p$=1 satisfies p$<2N(N&2)&1. Hence, by Theorem 3.1 un con-
verges strongly in L2((0, T ), Lp$). As fn converges weakly in L2((0, T ), Lp))
by assumption, limn   un($)=u($) in L2 and u is a weak solution of
(2.25) we conclude that
lim
n   \ 12 &un(t)&2Hn+|
t
$
+an({; un({), un({)) d{+
= 12&u($)&2H+|
t
$
( f ({), u({)) d{= 12&u(t)&2H+|
t
$
a({; u({), u({)) d{.
(3.14)
By the weak convergence of un in L2(($, t), W 12 ) we get that
lim
n   |
t
$
an({; un({), u({)) d{+|
t
$
an({; u({), un({)) d{
=2 |
t
$
a({; u({), u({)) d{. (3.15)
Further, it is easy to see from the assumptions on the coefficients of An( } )
that
lim
n   |
t
$
an({; u({), u({)) d{=|
t
$
a({; u({), u({)) d{. (3.16)
Finally we have by Lemma 3.4 that
lim
n  
(un(t) | u(t))=&u(t)&2H . (3.17)
Hence, (3.13)(3.17) imply that dn(t) tends to zero as n goes to infinity.
This proves pointwise convergence, and convergence in L2(($, T), W 12 ) for
all $ # (0, T ).
To prove uniform convergence note first that
lim
n   |
t
$
&un({)&u({)&2W21 d{=0 (3.18)
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uniformly with respect to t # [$, T]. Indeed, this follows from what we
proved before since by (3.12)
|
t
$
&un({)&u({)&2W21 d{:
&1 dn(T)
for all n # N and t # [$, T]. From this it is clear that the limits (3.14) and
(3.15) are uniform with respect to t # [$, T]. It is also clear that (3.16)
holds uniformly with respect to t # [$, T]. Hence it remains to show that
(3.17) holds uniformly. As [$, T] is a compact interval it is enough to
show local uniform convergence. We divide the proof into two parts. The
first shows uniform convergence in any compact subset of 0"K0 and the
second near 0. Let  # D(0"K0) be given. Using (2.5) and the fact that
un and u are weak solutions of (2.25) and (3.1), respectively, we can write
(un(t) | u(t))
=(un($) | u($))&|
t
$
a({; u({), un({)) d{+|
t
$
( f ({), un({)) d{
&|
t
$
an({; un({), u({)) d{+|
t
$
( fn({), u({)) d{
for n large. Taking into account that un($) converges in L2(RN), we con-
clude from (3.18) and the assumption on fn that
lim
n  
(un(t) | u(t))=(u(t) | u(t)) (3.19)
uniformly with respect to t # [$, T] for all  # D(0"K0). To estimate the
part near the boundary fix s # [$, T] and an open set 0$//0"K0
arbitrary. We show that &u(t)&L2(0 "0$) is uniformly small in a
neighborhood of s in [$, T]. To see this recall that u # C([$, T], L2(0))
and therefore for any =>0 there exists ’>0 only depending on = such that
&u(t)&u({)&L2=2 for all t, { # [$, T] with |t&{|2’. Thus, the triangle
inequality implies that
&u(t)&L2(0 "0$)&u(t)&u(s)&L2+&u(s)&L2(0 "0$)
=
2
+&u(s)&L2(0 "0$) (3.20)
for all t # (s&’, s&’) & [$, T]. Therefore, given =>0, choose 0$//0
such that &u(s)&L2(0"0$)=2. Then, by (3.20) there exists ’>0 such that
&u(t)&L2(0"0$)= for all t # (s&’, s+’) & [$, T ] and n # N. Finally choose
a cut-off function for 0$, i.e.  # D(0"K0) nonnegative with =1 on 0$.
379DOMAIN PERTURBATION
File: 505J 313923 . By:BV . Date:27:08:96 . Time:15:28 LOP8M. V8.0. Page 01:01
Codes: 2797 Signs: 1995 . Length: 45 pic 0 pts, 190 mm
Then, by writing u=u+(1&) u and using the Cauchy-Schwarz
inequality to estimate the term |(un(t)&u(t) | (1&) u(t))| we obtain
|(un(t)&u(t) | u(t))||(un(t)&u(t) | u(t))|+2M0=
for all t # (s&’, s+’) & [$, T] and n # N, where M0 is the constant from
(3.7). By (3.19) the first term is uniformly small for large n # N. As ’
depends only on = this shows local uniform, and hence uniform con-
vergence of (3.17).
Finally, by choosing $=0 in case u0n converges in L2 it is obvious, that
all the arguments above remain true. This proves the last assertion of the
theorem. K
3.6. Corollary. Suppose that 0n  0 with 0 satisfying (3.6), and that
(3.4) holds. Moreover, let L&1n and L
&1 be as in Remark 3.2(d). Then,
assertion (3.10) holds in L(L2((0, T ), Lp)_L2 , C((0, T], L2)) for all
p>2N(N+2)&1.
Proof. The proof is analogous to that of Corollary 3.3. We find a
bounded sequence ( fn , u0n) in L2((0, T ), Lp))_L2 and =0>0 such that
(3.11) holds in the norm of C([$, T], L2 ), where $ # (0, T ) is arbitrary.
Then, using the fact that ( fn , u0n) has a weakly convergent subsequence
and Theorem 3.5, we obtain a contradiction. K
3.7. Remarks. (a) We can not expect the assertion of Corollary 3.6 to
hold if we replace C((0, T], L2) by C([0, T], L2). Indeed, L&1n (0, } ) at time
0 is the projection pn given by u [ u | 0n . Similarly, L&1(0, } ) at time 0 is
the projection u [ u | 0. In general, these projections do not converge in
the uniform operator topology on L(L2) but only in the strong operator
topology. For instance if 0n//0 for all n # N we choose a sequence
of un # L2 supported in 0"0n with &un &2=1. Then, &pn un&pun &2=1
for all n # N. Similarly the same assertion follows in the general case
provided 0 and 0n differ by a set of positive measure for all n # N. For this
reason we can not expect (3.10) to hold in L2 uniformly with respect to
t # [s, T].
(b) On the other hand, we have that
lim
n  
L&1n ( } , 0)=L
&1( } , 0) (3.21)
in L(L2((0, T ), Lp), C([0, T], L2)) for p as in the above corollary. The
proof is an obvious modification of the proof of Corollary 3.6. K
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4. DOMAIN PERTURBATION FOR LINEAR EQUATIONS:
Lp-THEORY
In this section we obtain approximations in higher norms. The main tool
which enables us to do that are good estimates on the weak Green’s func-
tion due to Aronson [3], and interpolation. We first establish a representa-
tion formula for weak solutions of (2.25). The proof makes use of the
results in the previous section. We start by showing some properties of the
evolution operator U(t, s) corresponding to the family of operators
(A(t))t # [0, T] . By definition U( } , s) u0 is the solution of the equation
{u* +A(t) u=0u(s)=u0 .
for t # (s, T]
(4.1)
where s # [0, T ) is arbitrary. It is defined for all (t, s) # J2 :=[(t, s):
0stT]. Moreover, it follows from Theorem 2.2 and (2.4) that
U( } , s) # C([s, T], L(H)). (4.2)
Further, by uniqueness of the solution of (4.1) it follows that
U(t, t)=I and U(t, s)=U(t, {) U({, s) (4.3)
for all 0s{tT. Among other things, it is shown in [3]
Theorem 9(vi) that the evolution operator has a representation of the form
U(t, s) u0=|
0
#( } , t; !, {) u0(!) d! (4.4)
for all u0 # L2(0), where #(x, t; !, {) is the weak Green’s function corre-
sponding to t+A( } ) and 0. From this representation we obtain impor-
tant estimates for the evolution operator in Lp-spaces for p{2. In the
sequel we denote by & }&p, q the norm in L(Lp , Lq).
4.1. Lemma. For all 1pq we have that U(t, s) # L(Lp , Lq).
Moreover,
&U(t, s)&p, qC(t&s)&N(1p&1q)2, (4.5)
where C is a constant depending only on p, q, N, :0 and upper bounds
for the norms of the coefficients of A. Moreover, for all s # [0, T )
U( } , s) # C([s, T], L(Lp)) & C((s, T], L(Lp , Lq)) for 1<p<q<, and
U( } , s) # L((s, T), L(L) & L(L1)).
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Proof. It is shown in [3], Theorem 9(iii) that the weak Green’s func-
tion has a Gaussian upper bound whose constants depend only on the
quantities listed in the lemma (except p, q). This, (4.4) and Young’s
inequality for convolutions yield (4.5). In particular we get from (4.5) that
U( } , s) # L((s, T), L(L) & L(L1)) holds. By interpolation it follows that
U( } , s) # C([s, T], L(Lp)) for p # (1, ) since we already know this for
p=2. The remaining assertion follows by writing U(t, s)=U(t, $)U($, s)
for arbitrary $ # (s, T ) and t # [$, T], and using the previous results. K
We now prove that the weak solution of (2.25) can be represented by
means of the variation of constants formula. The proof makes use of the
results in Section 3 and is based on an idea in [3], Theorem 9(vi). In [3],
the assertion is proved under conditions on f which always imply that the
range of f is in Lp for p at least N2. We shall prove the formula under
much weaker assumptions on f.
4.2. Proposition. Let f # L2((0, T ), Lp(0)) for some p>2N(N+2)&1,
and u0 # L2(0). Then, the weak solution of (2.25) can be represented by the
variation of constants formula
u(t)=U(t, 0) u0+|
t
0
U(t, {) f ({) d{. (4.6)
Proof. In view of (4.4) it is sufficient to prove the result in case u0=0.
As in the proof of Theorem 9(vi) in [3] we approximate the coefficients of
An in L2, loc by smooth coefficients. This can be achieved by convolution
with appropriate smoothing kernels. Moreover, chose a sequence of
smooth domains 0n such that 0n/0n+1/0 holds for all n # N, and
n # N 0n=0. Denote the Green’s functions to t+An( } ) on 0n by #n .
Then, the evolution operator Un( } , } ) corresponding to the approximating
problems has a representation similar to (4.4) with # replaced by #n . We
also approximate f in L2((0, T ), Lp(0)) by smooth functions fn . From the
classical theory it is well known that the solution un of the approximating
smooth problems is given by
un( } , t)=|
t
0
Un(t, {) fn({) d{.
As by Theorem 3.5 and Remark 3.2(a) un(t) is converging in L2(0) to the
solution u of the unperturbed problem it is sufficient to show that the right
hand side converges in L2(0) to the corresponding integral for any
t # (0, T]. We have to show that
lim
n   |
t
0
&Un(t, {) fn({)&U(t, {) f ({)&2 d{=0 (4.7)
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for all t # (0, T]. By our assumption on p we have that
N
2 \
1
p
&
1
2++
1
2
<1 (4.8)
Hence, it follows from Lemma 4.1, Ho lder’s inequality and the fact that fn
converges to f in L2((0, T ), Lp(0)) that the integrand in (4.7) has an
integrable majorant independent of n # N. Therefore by Lebesgue’s
Theorem on dominated convergence it is sufficient to show that the
integrand tends to zero for almost all { # (0, t). Fix { # (0, t) arbitrary. As
fn converges in L2((0, T ), Lp(0)) it has a subsequence which converges
pointwise almost everywhere in Lp(0). Thus we can assume that fn({) con-
verges to f ({) for almost all { # (0, t) in Lp(0). Now we can apply
Theorem 3.5 to conclude that &Un(t, {) fn({)&U(t, {) f ({)&2 tends to zero
for almost all { # (0, t). As it is enough to show (4.7) for a subsequence this
accomplishes the proof of the proposition. K
4.3. Remark. Suppose L is defined as in (2.20). Then, (2.29) is a
representation formula for L&1( f, u0). Moreover, combining this with
Lemma 4.1 we obtain higher integrability for the solutions. More precisely,
if r2 and p>2N(N+2)&1 we obtain that
L&1 # L(Lr((0, T ), Lp)_Lq , C([0, T], Lq)) (4.9)
whenever q # [2, ) is such that
N
2 \
1
p
&
1
q++
1
r
<1, (4.10)
and the norm depends on the same quantities as C in (4.5). Similarly, if
(4.10) holds with q= we have that
L&1 # L(Lr((0, T ), Lp)_L , L(RN_(0, T))), (4.11)
and the same assertion on the norm as above is true. Note that (4.9) and
(4.11) follow from embedding theorems for Sobolev spaces provided the
domain and coefficients are sufficiently smooth. K
In the following we suppose that L&1n , L
&1 are as in Remark 3.2(d). We
shall also consider U(t, s) as an operator in L(Lp(RN)) by restricting a
function u0 first to 0, applying U(t, s) and extending the result trivially to
RN. Moreover, we assume that 0n  0 and that (3.6) and (3.4) are
satisfied. After these preparations we prove the main result of this section.
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4.4. Theorem. Suppose that r2, p>2N(N+2)&1 and q # [2, ) are
such that (4.10) holds. Then, the following assertions hold.
(a) If u0n ( u0 weakly in L2(0) and fn ( f in Lr((0, T ), Lp) weakly,
then the solution un :=L&1n ( fn , u0n) of (3.1) tends to the solution u :=
L&1( f, u0) of (2.25) in C((0, T], Lq)
(b) If in (a) u0n  u0 in Lq(RN) we have that un converges to u in
C([0, T], Lq).
(c) L&1n converges to L
&1 in L(Lr((0, T ), Lp)_L2 , C((0, T], Lq)).
Proof. (a) Suppose that q1>q is such that (4.10) is satisfied with q
replaced by q1 . Then, by (4.6) and (4.5) we get that for any $>0 and
t # [$, T]
&L&1n ( fn , u0n)(t)&q1c0(&u0n &2+& fn&Lr((0, T ), Lp)) (4.12)
holds with a constant c0>0 depending on $>0, q1 , r, p but independent
of n # N. A similar estimate holds if we replace L&1n by L
&1. Thus, by inter-
polation we get that for all t # [$, T]
&L&1n ( fn , u0n)(t)&L
&1( f, u0)(t)&q
&L&1n ( fn , u0n)(t)&L
&1( f, u0)(t)&1&%2
_&L&1n ( fn , u0n)(t)&L&1( f, u0)(t)&%q1 (4.13)
where % # (0, 1) is given by 1q=(1&%)2+%q1 . By the fact that weakly
convergent sequences are bounded it follows from (4.12) that the second
factor on the right hand side of the above inequality is uniformly bounded
with respect to n # N and t # [$, T]. It is also clear that fn ( f in
L2((0, T ), Lp). Hence, the assertion of (a) follows from (4.13) and
Theorem 3.5.
(c) Similarly to the proof of (a) we get that for $>0 and t # [$, T]
&L&1n ( f, u0)(t)&L&1( f, u0)(t)&q
&L&1n ( f, u0)(t)&L
&1( f, u0)(t)&1&%2 &L
&1
n ( f, u0)(t)&L
&1( f, u0)(t)&%q1
c0 &L&1n &L
&1&1&%L(L2((0, T ), Lp)_L2 , C([$, T], L2)) (&u0 &2+& f &Lr((0, T ), Lp))
with a constant c0 independent of n # N. Now, (c) is obvious from
Corollary 3.6.
(b) It is obviously enough to show that L&1n (0, u0n) and L
&1
n ( fn , 0)
converge to L&1(0, u0) and L&1( f, 0), respectively. Convergence of the
latter is an easy consequence of Remark 3.7(c) and an argument similar to
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that used in the proof of (c). Note that L&1n (0, u0n)=Un( } , 0) u0n . There-
fore, we only have to show that
lim
n  
Un( } , 0) u0n=U( } , 0) u0 (4.14)
holds in C(([0, T], Lq) provided u0n converges in Lq . Here, we are not able
to apply interpolation directly since u0n is not necessarily a bounded
sequence in Lq1 for some q1>q. For this reason we use a truncation argu-
ment and replace u0n by
u0n, k :={ku0n
if |u0n |k
if |u0n |k,
where k>0 is arbitrary. Similarly we define u0, k . Then we can write
&Un(t, 0) u0n&U(t, 0) u0 &q
&Un(t, 0)&q, q &u0n&u0n, k&q
+&Un(t, 0) u0n, k&U(t, 0) u0, k&q+&U(t, 0)&q, q &u0, k&u0&q .
By Lemma 4.1 and the fact that a convergent sequence in Lq is equi-
integrable the first and the last terms are small uniformly with respect to
n # N and t # [0, T]. Therefore, given =>0 we find k such that the first and
the last term are smaller than = for all n # N and t # [0, T]. It is also easy
to see that u0n, k converges to u0, k in Lq and hence in L2 for all k>0. By
definition, the family u0n, k is uniformly bounded in L by k. Thus, by
Lemma 4.1, Theorem 3.5 and interpolation the middle term converges to
zero uniformly with respect to t # [0, T] as n tends to infinity. This con-
cludes the proof of the theorem. K
4.5. Remark. As an easy consequence of the above theorem we see that
lim
n  
Un( } , s)=U( } , s)
in C((0, T], L(Lp , Lq)) for all p, q # (1, ). Indeed, observe that
Un( } , 0)=L&1n (0, } ). Further note that which initial time we start with is
irrelevant. This proves our claim. K
4.6. Remarks. So far we always excluded the case q=. In fact, the
above results do not hold in this case. Take for instance a domain 0 where
the solutions of (2.25) are not continuous up to the boundary and
approximate this domain by smooth domains from inside. If a result as the
one above was true the solution of (2.25) would be continuous up to the
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boundary which contradicts our assumption. Concerning approximation in
the L-norm we include the following two results:
(a) Suppose the hypotheses of Theorem 4.4(a) are satisfied with p, r
such that (4.10) holds with q= (note that this implies p>N2). Then,
un converges to u in C(0$_[$, T]) for every 0$//0"K0 and $ # (0, T ),
that is we have uniform convergence away from the parabolic boundary.
Proof. It follows from our assumptions on fn , the variation of constants
formula (4.6) and Lemma 4.1 that &un&L(RN_[$2, T]) is uniformly bounded
with respect to n # N. By the interior Ho lder continuity of weak solutions
of a parabolic equation (e.g. [3], Theorem C) un is Ho lder continuous in
0$_[$, T] with a Ho lder constant not depending on n # N. Moreover, the
same result tells us that un is bounded in a Ho lder norm on 0$_[$, T].
Hence there is a convergent subsequence in C(0$_[$, T]). As we know
already that un is convergent in a weaker topology it follows that the whole
sequence converges in that space.
(b) If we assume in addition that 0 and 0n satisfy a regularity
condition uniformly with respect to n # N then un converges in
C([$, T]_RN), where as usual we extend un trivially outside 0n . The
regularity condition is the following (e.g. [3], p. 616617): There exists
0<r0 and $0 # (0, 1) such that for all x # 0
|B(x, \) & 0)|(1&$0) |B(x, \)|
holds whenever \r0 . If the constants r0 and $0 are independent of n # N
solutions are Ho lder continuous up to the boundary of 0 for positive time
with a Ho lder constant indepent of n (e.g. [3], Theorem D). Hence the
arguments of the proof of Remark (a) apply and we get the assertion. K
5. PERIODIC PROBLEMS
In this section we prove results analogous to those in Section 3 and 4 for
the periodic-parabolic problem. Moreover, we show continuity properties
of the spectrum of the periodic-parabolic eigenvalue problem. Before we
start let us remark that in case of the periodic problem it is no longer
possible to use the transformation (2.17) because this means shifting the
periodic-parabolic operator by *0 . However, in the applications to non-
linear problems in Section 7 below we are able to reduce the general case
to the case *0=0 by modifying the nonlinearity slightly. For this reason we
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assume throughout that *0=0. We start by showing that the solution of
the periodic problem
t u+An(t) u=fn in 0n_(0, T]
{u=0 on 0n_(0, T] (5.1)u( } , 0)=u( } , T ) in 0n
converge to the solution of the limiting problem
t u+A(t) u=f in 0_(0, T]
{u=0 on 0_(0, T] (5.2)u( } , 0)=u( } , T) in 0
as n tends to infinity. On the operators An and A we impose the same
hypotheses as in Section 3. As (3.1) we can write (5.1) in the abstract form
{u* +An(t) u=fn(t)u(0)=u(T).
for t # (0, T]
(5.3)
By Theorem 2.3 this equation has a unique solution for all n # N, which is
the weak solution of (5.1). A similar result is true for (5.3). Let L and Ln
be defined as in (2.24). In the same way as in Remark 3.2(d) we can see
them as operators in
L(L2((0, T ), L2 ), L2((0, T), Lq))
for all q # [1, 2N(N&2)&1). Assume now that 0n  0, that 0 satisfies (3.6)
and that (3.4) holds. Then, we have the following approximation theorem.
5.1. Theorem. Suppose that r2, p>2N(N+2)&1 and q # [2, ) are
such that (4.10) holds. Then, the following assertions hold.
(a) If fn ( f in Lr((0, T ), Lp) weakly, then the solution un :=
L&1n ( fn , u0n) of (5.1) tends to the solution u :=L
&1( f ) of (5.2) in C([0, T], Lq)
as n goes to infinity.
(b) L&1n converges to L
&1 in L(Lr((0, T), Lp), C([0, T], Lq)) as n
tends to infinity.
Proof. It follows from Lemma 4.1 and, e.g., [1], Lemma V.1.1.1 that
the spectrum of Un(T, 0) and U(T, 0) considered as an operator on Lp does
not depend on p # [1, ]. Therefore, (I&Un(T, 0))&1 # L(Lq) is well
defined. Recall that the initial value of (5.3) is given by
un(0)=(I&Un(T, 0))&1 L&1n ( f, 0)(T ). (5.4)
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As fn converges weakly it follows from Theorem 4.4(a), the continuity of
the resolvent with respect to the operator and (5.4) that un(0) converges to
u(0) in Lq . Thus, assertion (a) follows from Theorem 4.4(b). Assertion (b)
follows from (a) by an argument similar to that in the proof of Corollary
3.3 or 3.6. The details are left to the reader. K
As an easy consequence we obtain the following useful compactness
result.
5.2. Corollary. Suppose the assumptions of Theorem 5.1 hold. Then, the
family of maps (L&1n , L
&1) is collectively compact in L(Lr((0, T ), Lp),
C([0, T], Lq)) whenever r2, p2N(N+2)&1 and s, q # [2, ) satisfy
(4.10), that is, the union of the images of a bounded set in Lr((0, T ), Lp) under
L&1n and L
&1 is relatively compact in C([0, T], Lq). In particular, any of the
maps L&1n , L
&1 is compact.
Before we turn to eigenvalue problems we remark that the assertions of
Remark 4.6 hold. In fact, due to periodicity we can replace the time inter-
vals [$, T] by [0, T].
We consider now the periodic-parabolic eigenvalue problems
t .+An(t) .=+n. in 0n_[0, T]
{.=0 on 0n_[0, T] (5.5).( } , 0)=.( } , T ) in 0n ,
and show that the eigenvalues +n converge to the eigenvalues of the
problem
t .+A(t) .=+. in 0_[0, T]
{.=0 on 0_[0, T] (5.6).( } , 0)=.( } , T ) in 0.
as n tends to infinity. Note that + is an eigenvalue of (5.5) iff +&1 is an
eigenvalue of L&1n . A similar statement holds for the eigenvalues of (5.6).
Hence, it is sufficient to consider the behavior of the eigenvalues of L&1n as
n tends to infinity. By Corollary 5.2 the operators L&1n , L
&1 are compact
and therefore have got a discrete spectrum. We shall prove the following
result on the dependence of the eigenvalues on n.
5.3. Theorem. Let 7 be a finite system of eigenvalues of L&1 and U an
open neighborhood of 7 in C such that no other eigenvalue of L&1 is con-
tained in U. Then, counting multiplicity, L&1n has exactly the same number
of eigenvalues in U as L&1 if n is large.
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Proof. As already remarked the operators are compact and therefore
have discrete spectrum. By combining Theorem 5.1(b) and the perturbation
result in [14], Section IV.3.5 we obtain the continuity properties of any
finite system of eigenvalues. K
6. NONLINEAR PROBLEMS
In this section we prove continuous domain dependence for solutions of
the nonlinear initial boundary value problem
t u+A(t) u=f (x, t, u) in 0_(0, T]
{u=0 on 0_(0, T] (6.1)u( } , 0)=u0( } ) in 0,
where f # C(RN_[0, T]_R), A( } ) and 0 as in Section 2.D. We may write
this problem as an abstract parabolic equation of the form
{u* +A(t) u=F(t, u)u(0)=u0
in (0, T]
(6.2)
where F(t, u)(x) :=f (x, t, u(x)) is the substitution operator induced by f.
Recall that F(t, } ) # C(Lq , Lp) if and only if there exists a c>0 and g # Lp
such that
f (t, x, !)g(x)+c |!|qp (6.3)
for all x # RN and ! # R (cf. [15], Section I.2 or [2], Chapter 3). No
growth condition is needed if q=. To prove existence of solutions of
(6.3) we also need that F is (locally) Lipschitz in u uniformly with respect
to t # [0, T]. A sufficient condition implying this is that there exists a func-
tion g such that
| f (x, t, !1)&f (x, t, !2)|g(x, ‘) |!1&!2 | (6.4)
holds for all |!1 |, |!2 |‘, and the substitution operator induced by g is
bounded from Lq into Lpq(q&p) . For necessary and sufficient conditions see
[2], Theorem 4.4. If q= it is sufficient that f is locally Lipschitz in !
uniformly with respect to (x, t) # RN+1.
We shall first prove existence of solutions of the integral equation
u(t)=U(t, 0) u0+|
t
0
U(t, {) F({, u({)) d{ (6.5)
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under suitable assumptions on f. A solution of (6.5) is called a mild solu-
tion of (6.2). Note also that by Proposition 4.2 a mild solution of (6.2) is
a weak solution of (6.1) provided u0 # L2 and F( } , u( } )) # L2((0, T ), Lp) for
some p>2N(N+2)&1. Existence of a solution of (6.5) is proved in a
standard way similar to PicardLindelo f iteration in ordinary differential
equations. We shall use here a weaker metric which allows us to prove con-
tinuous dependence of the solutions on the domains even if the initial
values are not supposed to converge strongly.
6.1. Proposition. Suppose that F # C([0, T]_Lq , Lp) is uniformly
Lipschitz continuous with respect to t # [0, T] on bounded sets of Lq , and
that p, q satisfy 2N(N+2)&1<pq with
# :=
N
2 \
1
p
&
1
q+<1. (6.6)
Then, for any \>0 there exists t1>0 such that for u0 # Lq with &u0 &q<\
(6.3) has a unique mild solution. If q< we have that
u # C([0, t1], Lq). (6.7)
If p<q= we have that
u # L((0, t1), L) & C([0, t1], Lp). (6.8)
Proof. For any u # L((0, T ), Lq) and u0 # Lq we define
G(u)(t) :=U(t, 0) u0+|
t
0
U(t, {) F({, u({)) d{. (6.9)
It is clear that u is a mild solution of (6.2) iff u is a fixed point of G.
It follows from Lemma 4.1 and our assumption on F that G maps
L((0, T ), Lq) into itself. We shall show that G is a contraction in a
suitable subset. Fix u0 # Lq such that &u&q\ and choose c1>0 such that
&U(t, 0) u0&u0&qc1 &u0 &q (6.10)
holds for all t # [0, T]. Then, from (4.5) and the assumption on F we
conclude that
"|
t
0
U(t, {) F({, u({)) d{"q

C
1&#
t1&# &F( } , u( } ))&L((0, T ), Lp)=c2 t
1&# (6.11)
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for all t # (0, T]. Choose t0 # (0, T] such that c2 t1&#0 1 and set
= :=c1\+1. It is then easy to check that the set
Mt1 :=L((0, t1), B(u0 , =)) (6.12)
is invariant under G for any t1 # (0, t0], where B(u0 , =) is the ball with
center u0 and radius = in Lq . In the classical proof it is shown that G is a
contraction on Mt1 for t1 small enough in the metric induced by the norm
of L((0, T), Lq). We choose now a weaker metric, namely that induced by
the Fre chet space L, loc((0, t1], Lq). The topology in this space is
generated by any family of seminorms given by
qi (w) := sup
t # (=i t1 , t1)
&w(t)&q , (6.13)
where (=i)i # N is a strictly decreasing sequence in (0, 1) with limit zero. It
is well known that for any sequence (;i) i # N in (0, ) with i=1 ;i<
d(u, v) := :

i=1
;i
qi (u&v)
1+qi (u&v)
(6.14)
is a metric in L, loc((0, t1], Lq). By definition, for all u, v # Mt1
&u(t)&v(t)&&u(t)&u0&+&u0&v(t)&2= and therefore
qi (u&v)2= (6.14)
for all u, v # Mt1 and i # N. Set now =i :=2
&i and ;i :=2&i(1&#) for all i # N.
Then, for all t2&it1 and u, v # Mt1 we have that
&G(u)(t)&G(v)(t)&q
c3 t1&#qi (u&v)+c :

j=i+1
|
2&j+1t1
2&jt1
(t&{)&# d{ qj (u&v)
ct1&#1 \qi (u&v)+ :

j=i+1
2&j(1&#)qj (u&v)+
where c depends only on C in (4.5), and the Lipschitz constant of F (which
depends on =). To estimate the integrals we used the elementary inequality
(t&a)1&#&(t&b)1&#b1&#&a1&#b1&#
391DOMAIN PERTURBATION
File: 505J 313935 . By:BV . Date:27:08:96 . Time:15:29 LOP8M. V8.0. Page 01:01
Codes: 2692 Signs: 1670 . Length: 45 pic 0 pts, 190 mm
which holds whenever 0abt. Further note that the series converges
because of (6.14). Therefore, we have that
qi (G(u)&G(v))ct1&#1 \qi (u&v)+ :

j=i+1
;jqj (u&v)+
for all i # N. This, together with (6.14), shows that
qi (G(u)&G(v))
1+qi (G(u)&G(v))
c(2=+1) \ qi (u&v)1+qi (u&v)+ :

j=i+1
;i
qj (u&v)
1+qj (u&v)+
for all i # N. Therefore, by definition of the metric we find that
d(G(u), G(v))
c(2=+1) t1&#1 \d(u, v)+ :

i=1
;i :

j=i+1
;j
qj (u&v)
1+qj (u&v)+
c(2=+1) t1&#1 \d(u, v)+d(u, v) :

i=1
;i+
=c(2=+1) \1+ 12#&1&1+ t1&#1 d(u, v)=c3 t1&#1 d(u, v) (6.16)
for all u, v # Mt1 . As c3 only depends on C from (4.5), the Lipschitz con-
stant of F, # and = we can choose t1>0 such that G is a contraction on Mt1
in the metric (6.14). Therefore, by the contraction mapping principle G has
a unique fixed point in Mt1 , which means that (6.2) has a unique mild solu-
tion u with initial value u0 in L((0, t1), Lq). From the continuity proper-
ties of the evolution operator it follows easily that (6.7) and (6.8) hold. K
6.2. Remarks. (a) In the standard proof of the above Lemma it is
shown that G is a contraction in Mt1 using the metric induced by the norm
of L((0, t1), Lq). This is clear from the above proof. Indeed, in that case
we easily see that
&G(u)&G(v)&L((0, t1), Lq)ct
1&#
1 &u&v&L((0, t1), Lq)
for a constant depending only on =, #, the Lipschitz constant of F and the
constant C in (4.5). Hence, G is a contraction in that metric if t1 is chosen
suitably. But as emphasized already we will need the more complicated
proof in order to show domain perturbation results for the nonlinear
equation.
(b) In a standard way (cf. [7, 13]) it is easy to prove from the above
proposition that (6.2) has a unique maximal solution. K
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We turn now to the problem of approximation of a solution of problem
(6.1) by the solution of
tu+An(t) u=f (x, t, u) in 0n_(0, T]
{u=0 on 0n_(0, T] (6.17)u( } , 0)=u0n( } ) in 0n ,
6.3. Theorem. Suppose 0n  0 with 0 satisfying (3.6), that An is as in
Section 3, and that (3.5) holds. Further assume that f satisfies the conditions
of Proposition 6.1.
Then, for any \>0 there exists t1 # (0, T] such that for all u0 , u0n # Lq
with &u0&q , &u0n&q\ there exist unique solutions u and un of (6.1) and
(6.17) satisfying (6.7) and (6.8), respectively for all n # N. If u0n ( u0 weakly
in L2(0) then,
lim
n  
un=u (6.18)
exists in C((0, t1], Lr), where rq if q<, and r< if q=. Moreover,
if u0n converges strongly in Lr , then, (3.19) holds in C([0, t1], Lr), where r
is as before.
Proof. Define Gn similar as G by replacing U( } , } ) by Un( } , } ) and u0 by
u0n in (6.9). As the constants c1 , c2 , c3 in (6.10), (6.11) and (6.16), respec-
tively can be chosen independently of n # N we find that Gn is a contraction
on Mt1 for a t1 # (0, T] independent of n # N. Moreover, the Lipschitz con-
stant of Gn does not depend on n # N, i.e. the Gn are uniform contractions
in the metric (6.14). Hence, the first assertion follows from Proposition 6.1.
To prove the approximation result we start with the case q<. It is an
easy consequence of Theorem 4.4(a) that Gn(u) tends to G(u) in Mt1 for all
u # Mt1 . As Gn are uniform contractions it follows that their fixed points un
converge to a fixed point of G as n tends to infinity (cf. [13], Section 1.3.6).
This proves (3.19) in case q<. Assume now that q=. Then, as the
solutions of (6.1) and (6.17) are in Mt1 , they are bounded in
L(RN_(0, t1)), uniformly with respect to n # N. Hence, we may replace f
by a truncation of f without changing the solutions. Then, the hypotheses
of our theorem are fulfilled for any q< and we can apply what we
proved before.
Finally, it remains to prove the assertion on uniform convergence on
[0, t1]. In this case we proceed exactly as above but replacing the metric
(6.14) by the norm in L((0, t1), Lq) which is possible by Remark 6.2, and
use Theorem 4.4(b) to see that Gn(u) converges to G(u) as n tends to
infinity. This completes the proof of the theorem. K
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It follows from Remark 6.2 that (6.17) has a unique maximal solution for
all initial values in the appropriate space for all n # N. Denote by t+(u0) the
maximal existence time of the solution of (6.2) with initial value u0 .
Similarly, we define t+n (u0n) the maximal existence time of (6.17). Next we
prove lower semicontinuity of the existence time with respect to the domain
and the initial values.
6.4. Theorem. Suppose the assumptions of Theorem 6.3 are satisfied and
that u0n ( u0 weakly in L2(0). Then, for all t0<t+(u0) there exists n0 # N
such that t0<t+n (v) for all nn0 .
Proof. By Theorem 6.3 we know that un($) converges to u($) in Lr for
some small $>0, where r=q if q< and r<q if q=. Therefore, we can
assume without loss of generality that the initial values converge strongly
in Lr .
Denote the solution of (6.2) and (6.17) for the initial value v by u( } ; v)
and un( } ; v), respectively and let t0<t+(u0) be given. Since the solution is
bounded in Lq on any compact subinterval of [0, t+(u0)) we find for any
R>0 a constant \>0 such that &v&q\ for all v in
BR :=[w # Lq : &u(t; u0)&w&qR for all t # [0, t0]].
We are done if we show that the solution of (6.17) stays in BR for all
t # [0, t0] for initial values close to v and n large. By Theorem 6.1 there
exists t1>0 such that t+n (v), t
+(v)>t1 for all n # N.
We first assume that q< and suppose that there exist sequences nk # N
tending to infinity and u0k converging to u0 in Lq such that for all k # N
unk(t; u0k) does not stay in BR for all t # [0, t1]. Therefore, there exist
tk # [0, t1] such that
&unk(tk ; u0k)&u(tk ; u0)&q=R (6.19)
for all k # N. Selecting a suitable subsequence we may assume without loss
of generality that tk converges to t # [0, t1]. But by the second part of the
above theorem this is not possible. Hence, we find n1 # N and =1>0 such
that un(t; v) remains in BR for all v # B=1(u0) :=[w # Lq : &w&u0 &q=1]
and nn1 . The first part of the above theorem then implies that
t+n (v)>2t1 for all v # B=1(u0). Repeating the process above we see that there
exists n2 # N and =2>0 such that un(t; v) # BR for all nn2 and v # B=2(u0).
Since in finitely many steps we reach t0 this shows the assertion of the
theorem in case q<.
If q= we have to modify the above proof because then un does not
necessarily converge to u in L , and therefore we do not get a contradiction
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from (6.19). On the other hand, it is sufficient to show that for all r<
large enough
&un(t; v)&u(t ; u0)&r<R
holds for all v close to u0 in L and n large enough. Assuming the contrary
we obtain a contradiction by similar arguments as in the case q< using
the second part of Theorem 6.3. This concludes the proof of the
theorem. K
As a consequence of Theorems 6.3 and 6.4 we easily deduce the following
theorem, which is one of our main results.
6.5. Theorem. Suppose that the assumptions of Theorem 6.3 hold and
that u0n ( u0 in L2(0). Then, (6.18) holds in C([0, t0], Lr), where
t0<t+(u0) is arbitrary and r is as in Theorem 6.3.
7. NONLINEAR PERIODIC PROBLEMS
In this section we obtain results about the existence and uniqueness of
T-periodic solutions of (6.17) which are close to a known (nondegenerate)
T-periodic solution of (6.1). We always suppose that 0n  0 in the sense
of (3.5) with 0 satisfying (3.6), and that (3.4) holds. Before we state the
main result of this section we introduce the assumptions on the non-
linearity. Let us suppose throughout that
f # C 1(RN_[0, T]_R) and there exist c, ;>0 such that
{ |3 f (x, t ,!)|c(1+|!| ;&1) (7.1)for all (x, t, !) # RN_[0, T]_R.
We say a periodic solution of (6.1) is nondegenerate if
t v+A(t) v=3 f (x, t, u) v in 0_[0, T]
{v=0 on 0_(0, T] (7.2)v( } , 0)=v( } , T ) in 0,
has only the trivial solution. To be able to use the results of Section 4 we
replace An(t) by An(t)+*0 and f (x, t, !) by f (x, t, !) :=f (x, t, !)+*0!.
Then, it is clear that f satisfies (7.1) with the same constants as f. So
without loss of generality we may assume that *0=0. The main result is the
following.
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7.1. Theorem. Suppose f satisfies (7.1) and that u is a T-periodic
nondegenerate solution of (6.1) in L(RN_(0, T )). Then the following
assertions hold.
(a) For n large, there exists a T-periodic solution of (6.17) which is close
to u in C([0, T], Lq) for all q # [1, ). Further, this solution is unique
in a suitable neighborhood of u in C([0, T], Lq) if max[2N;(N+2)&1,
N(;&1)2]<q< if n is large.
(b) Suppose that 7 is a finite system of eigenvalues of the linearization
of (6.1) in u, and U is an open neighborhood of 7 in C. Then, counting multi-
plicity, the linearization of (6.17) in un has exactly the same number of eigen-
values in U provided n is large enough.
(c) Given K>0, every T-periodic solution of (6.17) with &un&K
must be close to a T-periodic solution of (6.1) in C([0, T], Lq) for all
q # [1, ).
Proof. We first prove uniqueness in (a). To do so let us assume the
contrary. Then for all n # N there exist T-periodic solutions un{vn of
(6.17) converging to u in L((0, T ), Lq). For all n # N set wn :=
(un&vn) &un&vn &&1L2(RN_(0, T )) . Obviously, wn satisfies the (linear) equation
twn+An(t) wn=dn(x, t) wn in 0n_(0, T]
{wn=0 on 0n_(0, T] (7.3)wn( } , 0)=wn( } , T ) in 0n ,
where
dn(x, t) :=|
1
0
3 f (x, t, un+{(un&vn)) d{.
By assumption un , vn converge to u in L((0, T), Lq) and therefore, by our
conditions on f it is not hard to show that
lim
n  
dn(x, t)=3 f (x, t, u(x, t)) (7.4)
in L2((0, T), L1). Moreover, dn(x, t) is a bounded sequence in
L((0, T ), L&2) for some &>N. Thus, from the remarks in Section 2.D and
Theorem 2.2 it follows that &wn &Wn is a bounded sequence. In view of
Lemma 2.1 we can choose a subsequence (which we denote again by wn)
converging to some w in L2(RN_(0, T )). It follows from (7.3), (7.4)
and Theorem 5.1 that w is a solution of (7.2). By our assumption on
nondegeneracy w must be zero. But as &wn&L2=1 for all n # N, and wn is
convergent in L2 this is a contradiction.
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We now prove existence of a solution for the perturbed problem. We
define operators Q and Qn by setting
Q(u) :=L&1F( } , u) and Qn(u) :=L&1n F( } , u),
respectively, where L&1, L&1n are as in Section 5, and F is the substitution
operator to f. It is clear that u is a T-periodic solution of (6.1) iff u is a
fixed point of Q. A similar statement is true for Qn . It follows from our
assumptions on f that
F # C 1(Lq(RN_(0, T )), Lp(RN_(0, T )))
is bounded whenever p, q are large enough (see, e.g., [2], Theorem 3.12).
Moreover, we can make sure that (4.10) holds with r replaced by p. There-
fore, it follows from Corollary 5.2 that Q, Qn # C 1(Lq(RN_(0, T ))) are
completely continuous. Thus, the LeraySchauder Fixed Point Index ([9])
is defined. As u is a nondegenerate fixed point of Q it follows that I&Q$(u)
has trivial kernel and therefore the fixed point index of u is \1. Let B=(u)
be a ball in Lq(RN_(0, T )) with center u and radius =>0 such that Q has
no further fixed point in B=(u). We prove now that if n is large
v{%Q(v)+(1&%) Qn(v) whenever v # B=(u) and % # [0, 1]. If not there
exist %n # [0, 1] and un # B=(u) such that
un=%nQ(un)+(1&%n) Qn(un) (7.5)
It follows from Theorem 2.3 and 2.2 that &un&Wn is a bounded sequence.
Therefore, by Lemma 2.1, un has a convergent subsequence in
L2((RN_(0, T )), which we denote again by un . Its limit we denote by v. By
our assumptions on f we have that gn(t) :=F(t, un(t)) is a bounded
sequence in Lp((0, T ), Lp). Hence, by Theorem 5.1 Qn(un)=L&1n gn and
Q(un)=L&1gn are bounded sequences in Lq1(R
N_(0, T )) for some q1>q.
Thus, by interpolation, un converges to v in Lq(RN_(0, T )). By continuity
of F this implies that gn converges to g :=F( } , v( } )) in Lp(RN_(0, T )).
Now, Theorem 5.1 implies that
lim
n  
Qn(un)= lim
n  
Q(un)=Q(v)
in Lq(RN_(0, T )). Selecting a further subsequence we can also assume
that %n converges to some % in [0, 1]. But then, (7.5) implies that
v=Q(v) which is a contradiction to the choice of =. By the homotopy
invariance of the Leray-Schauder degree (e.g., [9]) this implies that
deg(I&Qn , 0, B=(u))=deg(I&Q, 0, B=(u)) for large n. As already men-
tioned deg(I&Q, 0, B=(u))=\1. Hence, Qn has a fixed point un in B=(u).
This shows the existence of periodic solutions to (6.17) for all n large
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enough. By construction it is clear that un is close to u in Lq(RN_(0, T )).
So by part one of the proof it is unique. Set gn , g similar as above. But as
gn is close to g in Lp(RN_(0, T )) it follows from Theorem 5.1 that un is
close to u in C((0, T ), Lq). As q large was chosen arbitrary, the assertion
follows.
Assertion (b) follows from Theorem 5.3 by replacing An(t) by An(t)&
3 f (x, t, un) and taking into account the continuity properties of 3 f.
We now prove (c). Suppose that un is a sequence of T-periodic solutions
of (6.17) with &un &K. It is clear that F is bounded from
L(RN_(0, T )) to Lp(RN_(0, T )) for all p # [1, ]. Therefore, it follows
from Theorem 2.2 that there exists a constant c such that &un&Wnc for all
n # N. By Lemma 2.1 we can choose a subsequence unk converging to some
v in L2(RN_(0, T )). By interpolation convergence takes place in
Lq(RN_(0, T )) for all q # [2, ). Choosing q large enough it follows from
Theorem 5.2 and the continuity properties of F that limk   Qnk(unk)=
Q(v)=v is a T-periodic solution of (6.1). As we can do this for every con-
vergent subsequence this proves our claim. K
The idea of the proof of existence and uniqueness is essentially the same
as that in [4] in case of the elliptic problem but we make consequent use
of the approximation theorems for linear equations. The idea of the proof
of the continuity of the spectrum of the linearizations is new and provides
a much shorter proof also in case of elliptic equations.
7.2. Remark. (a) Continuity of the spectrum of the linearization
together with the principle of linearized stability implies that stability or
instability of the T-periodic solution un is preserved for n # N large.
(b) One could go further and prove results on the existence of
positive solutions in a neighborhood of a positive solution, or to prove
results on bifurcation as is was done in [4] and [5] for the elliptic
problem. K
In the next proposition we shall give conditions under which a periodic
solution lies in L(RN_(0, T )). This result also enables us to establish
existence results similar to those in the above theorem under no growth
conditions on the nonlinearity.
7.3. Proposition. Suppose that f satisfies (7.1) and u is a T-periodic
solution of (6.1) in Ls((0, T ), Lq) with
s>2;, q>
2N;
N+2
and \N2q+
1
s+ (;&1)<1. (7.6)
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Then, u # L(RN_(0, T)). Moreover, the bound depends only on N, q, s, T,
the ellipticity constant of A(t), the norms of the coefficients of A, the con-
stants c and ; in (7.1) as well as an upper bound of |0| and the norm of u
in Ls((0, T ), Lq)
Proof. Suppose that F is the substitution operator induced by f. Then,
from (7.1) we easily see that for all u in Lq(0) and t # [0, T]
&F(t, u)&q;c( |0|+&u& ;q ).
Therefore, using Lemma 4.1 we see that for q1>q satisfying
N
2 \
;
q
&
1
q1++
;
s
<1 (7.7)
we have that
"|
t
0
U(t, {) F({, u({)) d{"q1c0 t
1&N(;q&1q1) s2(s&;) (7.8)
for all u # Ls((0, T), Lq) with c0 depending only on f, s, q, ;, the constant
C in (4.5) and an upper bound for |0| and &u&Ls((0, T ), Lq). Further, as we
know that the spectrum of U(T, 0) as an operator on Lp is independent of
p # [0, ] (see proof of Theorem 5.1) (I&U(T, 0))&1 # L(Lp) is well
defined for all p # [1, ]. By (4.5) and (2.23) we conclude that
&(I&U(T, 0))&1&p, p=&I+U(T, 0)(I&U(T, 0))&1&p, p
1+Ce&:TT&N(12&1p)2 (7.9)
for all p # [2, ]. Thus, from (7.8) and (7.9) we get that for any
u # Ls((0, T ), Lq)
"(I&U(T, 0))&1 |
T
0
U(t, {) F({, u({)) d{"q1c1T
1&N(;q&1q1) s2(s&;) (7.10)
holds whenever q1>q is such that (7.7) is satisfied, and c1 depends on the
same quantities as c0 . Recall that if u # Ls((0, T), Lq) is a periodic solution
of (6.1) then
u(0)=(I&U(T, 0))&1 |
T
0
u(t, {) F({, u({)) d{.
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Therefore, using (6.5), (7.8), (7.10) and Lemma 4.1 we see that there exists
a constant c3>0 depending on the same quantities as c0 as well as s1>s,
q1>q and T such that
&u&Ls1((0, T ), Lq1)c3
whenever
N
2 \
;
q
&
1
q1++
;
s
&
1
s1
<1 (7.11)
holds. The assertion of the proposition follows if we can choose
s1=q1=. If this is not the case take ’>1 such that (7.11) is satisfied
with s1=’s and q1=’q. This choice of ’ is possible because of (7.6). This
proves that if u # Ls((0, T ), Lq) is a periodic solution of (6.1) then
u # L’s((0, T), L’q). We repeat now the whole procedure with s, q replaced
by ’s, ’q, respectively. By iteration we see that u # L’ks((0, T ), L’kq) for all
k # N. For some finite k we have that (7.11) holds for s1=q1= and s, q
replaced by ’ks and ’kq, respectively. This completes the proof of the
proposition. K
7.4. Remarks. (a) It is a consequence of the above proposition that
the T-periodic solutions un in Theorem 7.1 form a bounded sequence in
L(RN_(0, T )).
(b) In Theorem 7.1(c) we can replace the condition that &un&K
by the condition that &un&Ls((0, T ), Lq)K with s, q satisfying (7.6). Indeed,
in this case the above proposition implies that un is a bounded sequence in
L .
(c) By (2.4) every weak solution of (6.1) lies in L((0, T ), L2).
Hence, it follows from the above proposition that any T-periodic solution
of (6.1) lies in L(RN_(0, T)) whenever ;<1+4N. However, it does not
seem to be known whether this is true for a less restrictive growth condi-
tion on f. K
We prove now a result similar to that of Theorem 7.1 but without any
growth condition on f.
7.5. Theorem. Suppose that f # C 1(RN_[0, T]_R) and that u #
L(RN_(0, T )) is a nondegenerate T-periodic solution of (6.1). Then, apart
from the uniqueness all the assertions of Theorem 7.1 hold.
Proof. To prove the assertion we use a truncation argument. Set
fM(x, t, !) :={ f (x, t, !)M
if |!|M
if |!|M,
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where M>&u& is determined later. Then, u obviously is a nondegenerate
T-periodic solution of (6.1) with f replaced by fM . According to
Theorem 7.1 and Remark 7.4(a) there exists a solution un # L(RN_(0, T ))
of (6.17) with f replaced by fM if n is large enough. Our claim follows if we
can show that &un&M. As a consequence of Proposition 7.3 there exists
an increasing function c: R  R independent of n # N and M>&u& such
that
&un&c(&un&C([0, T], Lq)) (7.12)
if q is large enough. Let us choose M :=c(&u&C([0, T], Lq)+1). Theorem 7.1
tells us that un is close to u in C([0, T], Lq) which implies that
&un&C([0, T], Lq)&u&C([0, T], Lq)+1
holds for all n large enough. Thus it follows from (7.12) that &un &M
for n large enough. This accomplishes the proof of the theorem. K
7.6. Remarks. (a) According to Remark 7.4(b) the T-periodic solutions
un whose existence was shown in Theorem 7.1 and 7.5 form a bounded
sequence in L . Therefore, a similar argument as in Remark 4.6(a)
together with periodicity shows that the un converge uniformly on sets of
the form 0$_[0, T] with 0$//0"K0 . Moreover, if 0, 0n satisfy the
regularity condition of Remark 4.6(b) uniformly with respect to n # N the
convergence of un is uniform on RN_[0, T].
(b) The un of Theorem 7.5 are unique among those T-periodic solu-
tions close to u which are uniformly bounded with respect to n # N and
uniformly (or merely pointwise) convergent on sets of the form 0$_[0, T]
with 0$ as above. Indeed, using the uniform boundedness and a truncation
argument as in the proof of Theorem 7.6 we can apply the uniqueness
result from Theorem 7.1(a). K
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