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Background and objectives: Loneliness is a common problem in patients with schizophrenia, and may be
particularly linked with persecutory ideation. Nevertheless, its role as a potential risk factor in the for-
mation and maintenance of persecutory delusions is largely unexplored.
Methods: Loneliness was experimentally manipulated using a false-feedback paradigm in a non-clinical
sample (n ¼ 60). Change in state paranoia was compared between the induction of increased loneliness,
the induction of reduced loneliness and a control condition. Distinct associations between pre-post
scores of loneliness and state paranoia were examined at three (medium/high/low) levels of prone-
ness to psychosis across the experimental conditions.
Results: Reduction of loneliness was associated with a signiﬁcant reduction of present paranoid beliefs,
while induction of loneliness lead to more pronounced paranoia on trend signiﬁcance level. Moreover,
proneness to psychosis signiﬁcantly moderated the impact of loneliness on paranoia. Persons with a
pronounced level of proneness to psychosis showed a stronger reduction of paranoid beliefs as a
consequence of a decrease in loneliness, than less prone individuals.
Limitations: A limitation is the small size of our sample, which may have limited the power to detect
signiﬁcant within-group changes in state paranoia in the high-loneliness condition and changes in
loneliness in the low-loneliness condition.
Conclusions: The ﬁndings support the feasibility of the experimental design to manipulate loneliness and
suggest that loneliness could be a cause of paranoia. However, the ﬁndings need to be conﬁrmed in high
risk samples to draw conclusions about the role of loneliness in the genesis of clinically relevant levels of
paranoia and derive implications for cognitive behaviour therapy.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In clinical practice, one of the most frequent problems patients
with psychosis mention is “feeling lonely”. This is supported by
several ﬁndings: in comparison to non-clinical controls, patients
with psychosis are up to six times more likely to report having felt
lonely in their life (Kimhy et al., 2006; Meltzer et al., 2013). More-
over, symptoms of psychosis have been found to be closely related
with loneliness in studies based on university samples (Riggio &
Kwong, 2009), online samples (Jaya et al., 2015) and in epidemio-
logical studies in the general population (Stain et al., 2012;. Lamster).
Ltd. This is an open access article uSündermann, Onwumere, Kane, Morgan, & Kuipers, 2014; Van
der Werf, van Winkel, van Boxtel, & van Os, 2010).
Loneliness can be deﬁned as “distressful consciousness of an
inner distance to other humans and thus as a desire for satisfying
and meaningful relations” (Schwab, 1997). According to this deﬁ-
nition, it is important to differentiate between loneliness and the
status of being alone (Peplau & Perlman, 1982; Perlman & Peplau,
1981). Thus, loneliness is a more subjective, emotional, and
cognitive appraisal of a person’s position in his/her social envi-
ronment rather than the pure absence of social support or social
networks (Macdonald, Hayes, & Baglioni, 2000).
Although feelings of loneliness and paranoia seem to be clearly
related, the nature of their relationship remains unclear. On the
one hand, data suggest that loneliness is related to less pro-
nounced recovery cross-sectionally (Roe, Mashiach-Eizenberg, &
Lysaker, 2011) and longitudinally (Angell & Test, 2002). On thender the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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causal to psychosis rather than as just being a consequence
(Angermeyer & Klusmann, 1988; Zafar et al., 2008). To the best of
our knowledge, there are no experimental studies that have
examined the question of causality. Although results of experi-
mental studies that induced social exclusion in non-clinical con-
trols by a Cyber-Ball-experiment suggest a causal role of social
exclusion in paranoia (Kesting, Bredenpohl, Klenke, Westermann,
& Lincoln, 2013) and social exclusion and loneliness are closely
linked, whether loneliness plays a causal role in the formation of
paranoia is still unknown.
Moreover, it is unclear so far whether individuals who are more
prone to psychotic experiences are more vulnerable to the conse-
quences of loneliness. This seems likely, as individuals with a more
pronounced level of proneness to psychosis were also found to be
more sensitive towards social distress (DeVylder et al., 2012;
Kesting et al., 2013). In line with the continuum model of psycho-
sis (Van Os, Linscott, Myin-Germeys, Delespaul, & Krabbendam,
2009) and related risk factors these individuals could be expected
to cope less appropriately with loneliness and thus show more
paranoid symptoms.
The present study used an experimental procedure to induce
high or low levels of loneliness in a sample of non-clinical in-
dividuals in order to test whether (1) the induction of loneliness
increases non-clinical paranoia and (2) the reduction of loneliness
reduces paranoia and the association between loneliness and
paranoia is moderated by proneness to psychosis (3).
2. Methods
2.1. Participants
Participants were 60 healthy individuals whowere recruited via
advertisements and received either the chance to participate in a
voucher lottery (equivalent to an amount ofV 30) or a conﬁrmation
of attendance to complete curriculum requirements at university.
Exclusion criteria were a life-time diagnosis of a mental disorder as
assessed with the Structured Clinical Interview for DSM-IV (SCID,
Wittchen, Wunderlich, Gruschwitz, & Zaudig, 1997), which was
transferred to the Diagnostic and Statistical Manual of Mental
Disorders, 5th edition (DSM-5).
All participants were assessed separately in an examination
room by an investigator (bachelor student of psychology). In line
with the study of Adam and Galinsky (2012) the experiment or
wore a white lab-coat to underline his or her role as an expert. This
was done to enhance the scientiﬁc focus and render the experi-
mental feedback more trustworthy as has been found in previous
research (Rehman, Nietert, Cope, & Kilpatrick, 2005). In order to
mask the experimental manipulation, participants ﬁrst received the
information that the purpose of the study was the evaluation of a
new questionnaire. All participants signed informed consent. The
local ethics committee approved the study.
2.2. Design and procedure
The experimental design is partly based on an experiment by
Wildschut and colleagues (2006) who investigated the impact of
loneliness in individuals with nostalgia. However, we extended the
original design by adding a second experimental group (low lone-
liness condition). The experimental design of this study is depicted
in Fig. 1.
First, participants completed the baseline set of questionnaires
assessing socio-demographic data, state paranoia (Paranoia
Checklist, PCL; Freeman, Garety, Bebbington, et al., 2005), prone-
ness to psychosis (Community Assessment of Psychic Experiences,CAPE; Stefanis et al., 2002), and a manipulation check for
loneliness.
Second, participants were randomly assigned to three experi-
mental group conditions (see Fig. 1): high loneliness (HL; n ¼ 18),
low loneliness (LL; n ¼ 21), and control group (CG; n ¼ 21), using a
set of randomized numbers (www.random.org).
Third, loneliness was manipulated in two stages: I. Individuals
received a condition-speciﬁc version of the University of California
LA loneliness scale (UCLA, German adaption, Schwab, 1997) with
modiﬁed items. In the HL condition, participants received items
such as “I sometimes feel isolated from others.” (see Appendix 1)
and were expected to strongly endorse those items resulting in a
high sum score of loneliness. Participants in the LL condition
received items such as “I always feel isolated from others.” and
were expected to strongly disagree with them. The CG received the
original version of the UCLA items (e.g. “I feel isolated from
others.”). In stage II. participants received manipulated feedback on
the sum scores from the investigator who purportedly compared
participants’ results with ﬁctional normative scores that revealed
them to be extraordinary high (HL), low (LL) or normal (CG), e.g. for
HL: “Compared to 1800 persons of your age, gender, and educa-
tional level this represents an extremely high loneliness score. That
means that only 17 percent of the comparison group is lonelier than
you. The majority is more satisﬁed than you with their level of
social contacts, friends, and loved ones.” In the LL participants
received an opposed feedback and in the CG a neutral feedback,
respectively. Following recommendations by Wildschut et al.
(2006) participants were then asked to write down their
thoughts on the expert’s feedback. This was done to enhance the
manipulation of loneliness.
Fourth, participants completed questionnaires on state paranoia
and the manipulation check of loneliness. Finally, participants were
fully debriefed on the purpose of the study.
2.3. Measures
In line with previous studies (Lincoln, Hohenhaus, & Hartmann,
2013; Westermann & Lincoln, 2011) the frequency subscale of the
Community Assessment of Psychic Experiences (CAPE, Stefanis
et al., 2002) a 42-item self-report questionnaire, was used to
assess life-time proneness to psychosis. The CAPE was developed in
order to assess psychotic experiences in the general population in
line with the continuum hypothesis of psychosis (Van Os et al.,
2009). It has also shown promising results in detecting high risk
individuals (Mossaheb et al., 2012).
State paranoia was assessed with a modiﬁed version of the
Paranoia Checklist (PCL, Freeman et al., 2005) that consists of 18
items and was constructed in order to measure paranoia in a non-
clinical population. As in other experimental studies on paranoia
(Hartmann, Sundag,& Lincoln, 2014; Lincoln et al., 2013), we used a
state-adapted version of the subscale paranoia frequency with a
modiﬁed answer format (visual analogue scale).
Increase/decrease in loneliness was measured with a manipu-
lation check item (see Wildschut et al., 2006) in order achieve a
precise and economic measure of loneliness without revealing the
actual construct of interest. The manipulation check item (“Right
now I feel a bit lonely.”) was rated on a ten point Likert scale
ranging from 1 “I strongly disagree” to 10 “I strongly agree”.
2.4. Statistical analyses
In order to assess whether the manipulation of loneliness was
successful and to test its impact on state paranoia (H1 and H2), we
ﬁrst compared baseline and post assessment scores of the loneli-
ness manipulation check item and state paranoia within each
Fig. 1. Flow chart of experimental procedure.
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depending on normal distribution of variables (assessed with the
Kolmogorov-Smirnov test).
Second, in order to assess whether induction/reduction of
loneliness causes a more pronounced or less pronounced level of
state paranoia (H1 and H2), we performed ANOVAs and post hoc
Tukey HSD tests. If variables were not normally distributed we
used Kruskal-Wallis-tests and post-hoc Mann-Whitney-U tests in
order to compare differences between the groups. Instead of
repeated measure ANOVAs, we used change scores as recom-
mended by Fitzmaurice, Laird, and Ware (2004, p. 124) as they are
preferable to repeated-measures ANOVAs in designs with two as-
sessments per individual (Anderson, Hauck, Oakes, Vandaele, &
Weisberg, 1980).
Third, to test the moderation effect of proneness to psychosis on
the relation between changes in loneliness and changes in state
paranoia (H3), we used the PROCESS-macro by Hayes (2013). With
this macro we were able to generate conditional effects of changes
in loneliness on changes in state paranoia at three different levels of
proneness to psychosis equal to the mean, 1 SD above, and 1 SD
below the mean and to estimate simple slopes and regions of sig-
niﬁcance for the interaction using OLS regression. Data were
collapsed across conditions for this analysis, in order to secure
sufﬁcient power. We used the baseline corrected post score of state
paranoia as dependent variable as recommended by Allison (1990)
and the baseline corrected post score of loneliness, the CAPEfrequency score and their interaction term as predictors. The CAPE
frequency score was centered around the grand mean by sub-
tracting the mean score from each case.
3. Results
3.1. Sample characteristics
Socio-demographic variables of the total sample (n ¼ 60) are
depicted in Table 1. The sample showed a large rangewith regard to
age. The average level of education was relatively high. About 60
percent of the participants currently studied at a university, 30
percent were employed, the remaining sample was unemployed or
retired. Most of the participants (66%) were not in a relationship at
present, but only a minority lived alone (18.3%).
3.2. Baseline differences between the groups
Comparisons between the three groups at baseline revealed no
signiﬁcant differences between HL (n ¼ 18), LL (n ¼ 21) and CG
(n ¼ 21) with regard to age (F(2, 59) ¼ 343, p ¼ 0.711), gender (c2
(2) ¼ 0.406, p ¼ 0.849), level of education (F(2, 59) ¼ 0.527,
p¼ 0.593), housing (c2 (8)¼ 2.82, p¼ 0.954), andmarital status (c2
(10) ¼ 8.32, p ¼ 0.739). Moreover, the three groups were compa-
rable in their baseline scores of loneliness (H(2) ¼ 2.42, p ¼ 0.302),
PCL state paranoia (H(2) ¼ 2.91, p ¼ 0.234), and CAPE (F(2,
59) ¼ 0.077, p ¼ 0.926). Thus it was not necessary to include these
variables as covariates in the further analyses. Baseline, post
assessment, and change scores for PCL state paranoia, loneliness
and CAPE are depicted in Table 2 along with reference scores of
non-clinical and at-risk samples. As can be seen in Table 2,
descriptive comparisons between the present sample and reference
scores of the non-clinical and at-risk samples indicate that the
scores of the present sample are comparable with scores of the
non-clinical samples.
3.3. Manipulation check
As can be observed in Fig. 2 the experimental manipulation was
largely successful as loneliness increased or decreased differentially
in the conditions in the expected way. Wilcoxon-Signed-Rank tests
within each condition revealed that loneliness increased signiﬁ-
cantly in the HL condition (T ¼ 8, p ¼ 0.024, r ¼ 0.34), whereas in
the LL, loneliness decreased at a trend level (T ¼ 6, p ¼ 0.055,
r ¼ 0.26). As expected, loneliness did not change signiﬁcantly in
the CG (p ¼ 0.37).
3.4. The impact of loneliness on paranoia (hypothesis 1 and
hypothesis 2)
As can be seen in Fig. 2, PCL state paranoia appeared to increase
in the HL and decrease in the LL condition. To test for statistical
signiﬁcance of these changes, t-tests for dependent groups were
performed in the LL condition, and Wilcoxon-Signed-Rank tests in
the HL and CG condition: In the HL condition, there was a non-
signiﬁcant trend towards an increase of state paranoia (T ¼ 4,
p ¼ 0.099, r ¼ 0.22, small effect). In the LL condition there was a
signiﬁcant decrease (t(20) ¼ 2.67, p ¼ 0.015, r ¼ 0.51, large effect).
However, in the CG condition, state paranoia decreased signiﬁ-
cantly as well, albeit to a smaller extent (T¼ 4, p¼ 0.034, r¼0.24,
small effect).
As state paranoia was not normally distributed in the HL and CG
condition we used Kruskal-Wallis tests to compare change scores
between the groups. Change scores in state paranoia differed
signiﬁcantly between the three conditions (H(2) ¼ 9.17, p ¼ 0.010).
Table 1
Sociodemographic variables of the total sample (n ¼ 60).
Variable Total sample (n ¼ 60)
Mean age (SD) 33.0 (14.4)
Range in years 17e54
Sex, male/female ratio 37/23
Education, No. (%)
University degree 22 (36.7)
High school degree 26 (43.3)
Intermediate secondary school 10 (16.6)
General secondary school or below 2 (3.4)
Marital status, No. (%)
Without partner 40 (66.7)
In relationship/married 17 (28.4)
Divorced/separated 2 (3.4)
Widowed 1 (1.7)
Housing situation, No. (%)
In ﬂat alone 11 (18.3)
In ﬂat with parents 7 (11.7)
In ﬂat-sharing community 16 (26.7)
With own family/partner 18 (30.0)
In social housing institution 8 (13.3)
Fig. 2. Mean pre-post change scores for outcome, moderator and predictor variables.
Positive scores indicate an increase, negative scores a decrease between baseline and
post assessment. Error bars indicate 95% CI., *p:<0.05, #:p < 0.10 (t-test for parametric
data, Wilcoxon-Signed-Rank test for nonparametric data).
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state paranoia in HL differed signiﬁcantly from the decrease in LL
(U ¼ 91.50, z ¼ 2.78, p ¼ 0.005, r ¼ 0.44) and the decrease in CG
(U ¼ 111.00, z ¼ 2.24, p ¼ 0.025, r ¼ 0.36).
3.5. Moderator effect of proneness to psychosis (hypothesis 3)
In concordance with H3, the linear regression model with the
CAPE frequency scores, the change in loneliness and the interac-
tion term (change in loneliness  proneness to psychosis) as
predictors and change in state paranoia as dependent variable was
signiﬁcant (R2 ¼ 0.20, F(3, 56) ¼ 4.651, p ¼ 0.006). Furthermore,
the interaction term was a signiﬁcant predictor (ß ¼ 0.089) of
changes in state paranoia and explained a signiﬁcant change in R2
(DR2 ¼ 0.091, p ¼ 0.014), which indicates that the baseline CAPE
scores signiﬁcantly moderated the association between loneliness
and state paranoia. Fig. 3 shows the simple slopes and simple
intercepts of the relation between the change in loneliness and
the change in state paranoia for the three different levels of
proneness to psychosis. For individuals with high CAPE scores
(þ1SD, lower regression line), there was a signiﬁcant positive
association between changes in loneliness and changes in state
paranoia (p ¼ 0.001, CI ¼ 0.74e2.86). This effect, albeit smaller,
was also signiﬁcant for medium (mean) prone individuals
(p ¼ 0.013, CI ¼ 0.25e1.98). In participants with a low score in
proneness to psychosis (-1SD, upper regression line) there was no
signiﬁcant effect of the relationship between change in lonelinessTable 2
Means and standard deviation (in brackets) for paranoia, loneliness and proneness to ps
High loneliness group (HL) Low loneliness group (LL)
BL Post Change BL Post C
State paranoia
(PCL)
22.61 (5.94) 24.67 (7.68) 2.06 (5.88)# 26.00 (8.47) 22.24 (5.02) 
Loneliness 1.67 (1.03) 2.50 (1.73) 0.83 (1.82)** 2.83 (1.83) 1.90 (1.38) 
Proneness to
psychosis
(CAPE)
1.44 (0.163) 1.41 (0.170)
Note. BL: baseline assessment; Post: post assessment; Change: (mean) pre-post-change s
frequency subscale; signiﬁcance of change between baseline and post assessment *: p < 0
sample, a: mean score and standard deviation in the PCL frequency scale in non-clinical
Lincoln (2013); c: range of mean scores and standard deviations for the CAPE in a non cl
clinic general patient sample with comorbid high risk for psychosis (Mossaheb et al., 20and change in state paranoia (p ¼ 0.38, CI ¼ 0.55e1.41). Overall,
however, paranoia scores decreased from pre-to post assessment
(mean change ¼ 1.2, SD ¼ 5.96). Thus, the moderator model
preliminarily depicts the impact of CAPE scores on the association
between a decrease in loneliness and a decrease in paranoia. Thus,
what can be observed in the left-hand side of the ﬁgure is that
high prone individuals experience a stronger decrease in paranoiaychosis in experimental conditions and reference samples.
Control group (CG) Reference samples
hange BL Post Change
3.76 (6.46)* 26.24 (9.17) 24.81 (7.99) 1.43 (4.17)** NC:11.9 (10.5) a 24.7(9.4)b
0.48 (1.18)# 2.33 (1.62) 2.57 (2.27) 0.24 (1.81) n.s. e
1.43 (0.220) NC:1.2e1.7 (0.18e0.4) c
HR: 2.1 (0.5) d
core; PCL: Paranoia Checklist; CAPE: Community Assessment of Psychic Experiences,
.01, **: p < 0.05, #: p < 0.10; reference samples: NC: non clinical sample, HR: high risk
samples derived from Freeman et al. (2005) and b: Westermann, Boden, Gross, and
inical sample (Simons, Jacobs, Jolles, van Os, & Krabbendam, 2007) and in an d: out-
12).
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individuals (0.1) if loneliness decreases by 1.5 scale marks (mean
change in loneliness e 1 SD).
4. Discussion
4.1. Loneliness and paranoia
Experimentally reduced feelings of loneliness were positively
and causally related to less paranoid thoughts in non-clinical con-
trols. Moreover, increased loneliness was associated with a (non-
signiﬁcant) increase in paranoid thoughts. In addition, persons with
a high or medium level of proneness to psychosis responded more
intensely to reduced loneliness in terms of showing a larger
decrease in paranoid thoughts.
To the best of our knowledge, we are the ﬁrst to ﬁnd a change in
paranoid thoughts by experimentally manipulating loneliness.
Thus, our ﬁndings corroborate studies that used questionnaires and
found cross-sectional and longitudinal associations between lone-
liness and paranoid ideation (Kimhy et al., 2006; Sündermann et al.,
2014; Van derWerf et al., 2010) but go beyond them by indicating a
causal role of loneliness for state paranoia. In addition, we found
that reducing feelings of loneliness reduces paranoid thoughts. This
indicates that a reduction of loneliness could be a protective factor
for high-risk individuals and increase resilience. The fact that in the
HL condition, the change in state paranoia was only trend signiﬁ-
cant could be explained with the relatively small sample size in our
study that resulted in low power for this effect (1eß ¼ 0.71). It
might also be explained by a habituation process during the
experiment, with participants becoming more accustomed to the
experimenter and the experimental demands resulting in lower
scores over time (as indicated by the decrease in state paranoia in
CG (T ¼ 4, p ¼ 0.034, r ¼ 0.238). This effect was also found in
similar experimental studies that induced negative emotions
(Lincoln, Lange, Burau, Exner, & Moritz, 2010; Lincoln, Peter,
Sch€afer, & Moritz, 2009). Replication is required to corroborateFig. 3. Plot of the simple slopes of the relation between the pre-post-change in loneliness (m
mean), medium (at the mean) and low values (1SD below the mean) of the proneness to pthe ﬁnding that the effect is more pronounced in the positive (less
loneliness, less paranoia) direction and to investigate whether it
results from the non-clinical sample being more resilient and less
suggestible in the negative direction. Thus, a successful replication
should include a larger sample size and a sample with a pro-
nounced risk of transition to psychosis.
After ﬁnding empirical support for the hypothesis that reduced
loneliness has a positive effect on paranoia, a next step is to reﬂect
on possible mechanisms of this effect. One mechanism might be
found in emotional processes in the sense that less loneliness
could reduce negative affect that has been shown to be related not
only to loneliness (Cacioppo et al., 2006) but also to paranoia
(Freeman et al., 2005; Lincoln et al., 2013; Thewissen et al., 2011).
Negative affect was also found to mediate the relation between
loneliness and paranoia (Jaya et al., 2015). Another potential
mechanism can be found in the realm of social cognition in the
sense that negative interpersonal schemas could mediate the
relation between loneliness and paranoia. This appears likely as
negative schemas of others have been found to be closely related
to both loneliness (Crocker & Canevello, 2008; Ernst & Cacioppo,
1999; Rotenberg, 1994; Rotenberg et al., 2010) and paranoia
(Chadwick & Trower, 1997; Fowler et al., 2006; Smith et al., 2006).
Individuals might thus attribute the reasons for being lonely (or
not being lonely) to their social environment and evaluate this
environment in a more negative (or more positive) way (e.g.
“Other people are (un)kind.”, “Other people are (not) worth the
effort.”).
Thesemechanismswould also account for themoderation effect
of proneness to psychosis on the association between changes in
loneliness and changes in paranoia, in which we found that para-
noia decreased more in high prone than in low prone individuals in
response to a reduction in loneliness. It can be speculated that in-
dividuals who are prone to psychosis habitually feel more discon-
nected from others and thus experience a stronger sense of
afﬁliation and positive other directed affect when loneliness de-
creases which then results in less paranoia.ean, ±1 SD) and the pre-post-change in state paranoia as a function of high (1SD above
sychosis.
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A strength of the present study is the experimental approach.
Our results indicate that the experimental design by Wildschut
et al. (2006) could be used in a feasible and successful way in or-
der to both signiﬁcantly induce and (at a borderline level) reduce
feelings of loneliness. Moreover, the non-clinical sample covered a
range of different ages, educational, and occupational backgrounds
and is largely comparable to clinical samples with regard to socio-
demographic characteristics (Agerbo, Byrne, Eaton, & Mortensen,
2004; Nyer et al., 2010).
A limitation is the small size of our sample, which may have
limited the power to detect signiﬁcant within-group changes in
state paranoia in the high loneliness condition and loneliness in the
low loneliness condition. Moreover, we assessed loneliness with a
single item. This was to reduce the likelihood of a responding bias
that could have occurred if the purpose of the experiment had been
too obvious. However, the disadvantage is a reduced reliability of
the measure of loneliness. Another aspect to consider is that we
induced high loneliness in a very quick procedure. It is likely that a
stronger and more durable induction of loneliness would have
produced stronger effects on paranoia. Subsequently, as the in-
duction was based on normative feedback, it may be questioned
whether we actually induced a cognitive and affective represen-
tation of loneliness in subjects or whether changes in loneliness
were merely subjects’ unspeciﬁc reactions on the feedback of de-
viation from a test norm. However, the paradigm has been found to
induce loneliness successfully in earlier studies (Wildschut et al.,
2006) and the pre and post-enquiry of present feelings of loneli-
ness in our study indicated changes in lonely mood state by the
paradigm. Further, although the focus of this study was on para-
noia, it is possible that induced loneliness might also show an effect
on other symptoms of psychosis. Accordingly, future studies could
include a broader range of dependent variables in order to
demonstrate the speciﬁcity of the effect.
4.3. Clinical implications
Overall, the results suggest that loneliness has a causal impact
on paranoia, especially in individuals who are more prone to
psychosis. Our results have important implications both in regard
to our understanding of paranoia and for interventions for in-
dividuals with a high risk of psychosis. First, we argue that lone-
liness should be considered as an additional cognitive-affective
factor involved in the formation and e likely, but yet to be
demonstrated e the maintenance of paranoia in these models. As
we investigated the relationship between loneliness and paranoia
in a non-clinical and non help-seeking sample, there is need for
experimental proof of the associations in higher risk individuals.
The causal effect of loneliness on state paranoia in this sample
might also corroborate the notion that paranoia arises from the
way a person construes him or herself within interpersonal re-
lationships, as has been postulated by researchers pointing to the
relevance of interpersonal self-schemas (Lincoln, Mehl, et al.,
2010) and insecure attachment (MacBeth, Schwannauer, &
Gumley, 2008; Pickering, Simpson, & Bentall, 2008; Wickham,
Sitko, & Bentall, 2015), but also within a wider social context as
indicated by the relevance of perceived social defeat (Selten &
Cantor-Graae, 2005) or low social rank (Gilbert, Boxall, Cheung,
& Irons, 2005).
Second, if our results could be replicated in a high risk sample,
and if loneliness turns out to be a valid predictor of a pronounced
risk to transition to psychosis, it might be beneﬁcial to include
loneliness in the assessment of high risk of transition to psychosis
used in early detection services.Third, the fact that loneliness had a larger impact on paranoia in
psychosis-prone individuals should be taken into consideration in
research on future psychological prevention programs. Intuitively,
one could suggest that individuals need to overcome their social
isolation by fostering social interactions therapeutically, possibly by
means of behavioural activation. However, as not every isolated
person feels lonely and as not every socially integrated individual
feels adequately connectedwith others, this might not be sufﬁcient.
Instead, research could focus on promising CBT-interventions such
as imagery-based techniques, that have been shown to generate
feelings of afﬁliation toward strangers in a controlled laboratory
context by using loving-kindness meditations (Hutcherson,
Seppala, & Gross, 2008). Future research needs to further eval-
uate the potential of such interventions in reducing or preventing
clinical paranoia via reduced loneliness.
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