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Abstract 
An algorithm for locating quasi-frontal views of hu- 
man faces in cluttered scenes is presented. The algo- 
rithm works by coupling a set of local feature detec- 
tors with a statistical model of the mutual distances 
between facial features; it is invariant with respect to 
translation, rotation (in the plane), and scale and can 
handle partial occlusions of the face. On a challenging 
database with wmplacated and varied backgmunds, the 
algorithm achieved a correct localization rate of 95% 
in images where the face appeared quasi-frontally. 
1 Introduction 
The problem of face recognition has received con- 
siderable attention from the computer vision commu- 
nity, and a number of techniques have been proposed 
in the literature [3, 11, 12, 13, 14, 16, 17, 191. How- 
ever, in most of these studies the face was in a benign 
environment from which it could easily be extracted, 
or it was assumed to have been pre-segmented. For 
any of these recognition algorithms to work in a gen- 
eral setting, we need a system that can reliably locate 
faces in cluttered scenes and with occlusions. 
Recent studies have begun to address the problem 
of face localization. Burel and Care1 [4] proposed a 
method based on multi-resolution analysis and learn- 
ing from examples (multi-layer perceptron) to search 
for faces in an image. Yang and Huang [18] have de- 
scribed a system that locates faces usin a hierarchi- 
cal knowledge-based approach. Burt [d has built a 
hardware system that works in semi-controlled envi- 
ronments. All of these systems, however, suffer from 
one or more of the following problems: (1) they do 
not work well with cluttered scenes, (2) they do not 
work if the face is partially occluded, or (3) they do 
not easily generalize to the problem of finding faces 
from different subjects. 
In this paper, we propose a solution to the prob- 
lem of face detection and localization using random 
graph matchin . Graph matching has previously been 
used by Amit 711 for aligning X-ray images of hands; 
however, in his scheme the graphs are restricted to 
be of a special form (triangulated) in order to reduce 
the computational complexity; also, potential matches 
are scored based on an ad hoc energy function. We 
improve upon this work in three respects: (1) we 
use a rigorous probabilistic model to score potential 
matches, (2) we are able to explicitly handle missing 
features, and (3) our algorithm is more general since 
the object model may be described by any graph but 
the amount of computation is still reasonable. 
In the initial step of our algorithm, a set of local fea- 
ture detectors is applied to the image to identify can- 
didate locations for facial features, such as the eyes, 
nose, and nostrils. Since the feature detectors are not 
perfectly reliable, the spatial arrangement of the fea- 
tures must also be used to localize the face. 
The arr-angement of facial features c m  be viewed 
as a random graph in which the nodes correspond to 
the features and the arc lengths correspond to the dis- 
tances between the features. Since different people 
have different distances between their features, the arc 
lengths are modeled as a random vector drawn from a 
joint probability distribution. (We describe an alter- 
native approach for modeling faces in [5]). The face 
localization task, therefore, corresponds to the prob- 
lem of random graph matching; however, the statistical 
structure of our graphs is exploited to yield a compu- 
tationally feasible algorithm. 
2 Feature Detection 
The initial step in our face localization algorithm is 
to identify candidate locations for various facial fea- 
tures. Although many methods are available for de- 
tecting features, in our experiments we have elected 
to use a technique based on matching descriptors 
produced by multi-orientation, multi-scale Gaussian 
derivative filters. Variations of this approach have 
been used successfully before, e.g., by Jones and Ma- 
lik [lo] in their stereo matching algorithm. 
The incoming image is first convolved with a set 
of Gaussian derivative filters at different orientations 
and scales. The filtering is performed on a pyramid to 
reduce the computation time. The vector of filter re- 
sponses at a particular spatial location R(z, y) serves 
as a description of the local image brightness. Candi- 
dates for the ith facial feature are found by matching 
R(z, y) against a template (or prototype) vector of re- 
sponses Pi. The goodness of match Qi(z, y) is equal to 
the cosine of the angle between Pi and R(z,y); how- 
ever, we also require that Pi and R(z,  y) have similar 
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lengths. That is, 
A detection is declared at the point (&, &) if Qi(2i.i , i i )  
is a local maximum and exceeds a threshold 7th. 
We can systematically look at the performance of 
each detector using receiver operating characteristics 
(ROC curves) [15]. Figure 1 shows the trade-off be- 
tween the probability of detection and the number of 
false alarms per image for the first 150 images of the 
Lab Sequence (see Section 4.1 for a description of this 
database). Each plot shows the performance for a dif- 
ferent feature. The ROC curves are implicitly param- 
eterized by the threshold rth for values ranging from 
0.50 to 1.00 in increments of 0.01. For 7 th  close to 
1, there are not many false alarms, but the true fea- 
tures are missed more frequently. For lower values of 
r th ,  the true features are detected, but there are many 
more false alarms. 
F’rom these curves, it is apparent that the features 
cannot be located with perfect reliability (100% prob- 
ability of detection, 0 false alarms). Although this 
result could be blamed on the particular choice we 
have made for the detectors, we believe that it is al- 
most certainly a property of feature detectors in gen- 
eral - the local brightness information alone is not 
suficient to insure perfect performance. In the next 
section, we show how feature detectors can be coupled 
with a statistical model of the spatial arrangement of 
the features to improve the overall robustness of the 
system. 
3 Graph Matching 
Because of the high variability in appearance of the 
facial features (e.g., due to differences between sub- 
jects, viewpoint, or illumination), local detectors are 
not able to identify the feature locations with sufficient 
reliability. However, the configuration of the features 
can help us find the location of the face, since we know 
the features cannot appear in arbitrary arrangements. 
For example, given the positions of the two eyes, we 
know that the nose and the mouth can only lie within 
specific areas of the image. 
To enforce the proper arrangement of features, con- 
stellations are formed from the pools of candidate lo- 
cations and scored based on how face-lie they appear. 
Finding the best constellation can be viewed as a ran- 
dom graph matching problem in which the nodes of 
the graph correspond to features on the face and the 
arcs (edges) represent the distances between the dif- 
ferent features. With no heuristics, the complexity of 
matching a full graph is M N ,  where N is the number 
of nodes in the template graph and M is the number 
of candidate points in the incoming image. For a large 
set of candidate points or a large number of nodes, this 
task is not computationally feasible. Therefore, full 
graph matching without heuristics can only be used 
for small values of M and N .  
In the calculation above, we assumed that the can- 
didate points were unlabeled. With labeled points, 
the situation is somewhat improved. The complexity 
of labeled graph matching is given by n Mi from i = 1 
to N ,  where Mi is the number of candidate points for 
feature i. The feature detection method discussed in 
Section 2 typically produces a small number of can- 
didates for each feature (10-20 on average), so brute- 
force matching is feasible in this case. However, we 
will see later (in Section 3.2) that the graph matching 
complexity can be reduced even further by exploiting 
the statistical structure of our graphs. 
3.1 Probability Model 
A first hurdle is to choose a probabilistic model for 
the constellations. A general rule of thumb is that 
anthropometric data are jointly Gaussian if the spec- 
imens belong to the same population. Therefore, we 
will assume that the distances between the facial fea- 
tures are jointly Gaussian-distributed with some mean 
and covariance provided the faces are normalized for 
scale. Although the Gaussian density is clearly not 
“right” (distances have zero probability of taking on 
negative values), it is convenient analytically and ap- 
pears to model well the variations present in human 
faces. 
Let X be a random vector of mutual distances that 
has not been normalized for scale. We will refer to 
such a vector as a natural vector of mutual distances. 
Now, based on the magnitude of the distances in the 
components of X, an overall scale factor i(~) can 
be estimated and used to normalize X. The result- 
ing vector L = will be referred to as a scale- 
normalized vector of mutaal distances. Our basic as- 
sumption is that L is approximately Gaussian dis- 
tributed (for suitable choice of the estimator i) with 
mean and covariance matrix E .  The density of L 
is given by: f ~ ( 1 )  = N(l ;Z ,  C) = 
X 
i( ) 
where n is the number of components in L. (For N 
features, n is N ( N  - 1)/2). The statistics and .E 
can be estimated from training data. 
Estimation of Scale: The apparent size of a face 
varies significantly depending on the proximity of the 
subject to the camera. For example, if the camera is 
twice as close, the mutual distances between the facial 
features will be twice as large. Scale invariance can be 
achieved by estimating the scale and then dividing it 
out. 
Given an incoming vector X of natural mutual dis- 
tances, we use the maximum likelihood (ML) approach 
to estimate the scale. Conditioned upon A, the density 
of X is given by fX(z1X) = N ( z ;  XZ, X 2 Z )  = 
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Figure 1: Probability of detecting the true feature vs. the average number of false-alarms per image. 
The ML estimate for the scale is the value A which 
solves &-1ogfx(z/x) = 0, i.e., 
If we have a prior density over A, we could instead 
use the MAP (mwimum a posteriorz) estimate. No- 
tice however that if X is distributed uniformly over a 
range of interest, the MAP estimate is the same as 
the ML estimate, with the exception that estimates 
outside the range are clipped. 
3.2 Controlled Search 
As discussed at the beginning of Section 3, the 
brute-force approach for graph matching (even in the 
case of labeled graphs) is computationally very de- 
manding. In this section, we show how the complex- 
ity can be greatly reduced by exploiting the statistical 
structure of the graph. The basic idea is that given 
the positions of several features, we can estimate the 
locations of the other features and the covariance of 
the estimates. In the brute-force method the original 
features would have to be coupled with all combina- 
tions of candidates for the other features. However, by 
knowing where the other features should be found and 
how much variance exists in their expected locations, 
we can limit the number of constellations formed. The 
original features will only be coupled with candidates 
for the other features that appear “close” to the ex- 
pected locations, where the meaning of “close” is de- 
termined by the covariance estimates. 
To begin with, assume we have a vector of scale- 
normalized mutual distances L in which some of the 
distances are observed and others are missing. Denote 
the observed data by 0 and the missing data by M .  
Given the observed data 0 = 0, there are a number of 
estimators that could be used to estimate the missing 
data. A particularly useful choice is the conditional 
mean since this estimator has the minimum variance 
property [2]. For jointly Gaussian distributed data, 
the conditional mean estimator is given by h(0) = 
E(MI0)  = 
Hence, given the observation 0 = 0, we would esti- 
mate T?Z = k(o) .  hrther ,  the conditional error co- 
variance is Efih = E((M - &)(M - &)TIO = o) = 
Em,  - E m o  E o m  (7) 
If instead of working with the scale-normalized mu- 
tual distances, we choose to work with the natural 
mutual distances, we must take into account the es- 
timated scale parameter i. The natural mutual dis- 
tances are useful because these can be used to directly 
specify where to look for points in the image. If we as- 
sume that we observe only a partial vector of natural 
mutual distances x,, the best estimate for the missing 
data km is simply 
A -  
Pm = X(M+ZmoEi:(% -D)) (8 )  x 
where the scale estimate is also based on the ob- 
served data. 
So far we have shown that given a partial constel- 
lation (some features missing), we can estimate the 
missing distances using Equation 6 and also compute 
the error covariance of our estimate. To translate this 
information back to the image plane, suppose that we 
are given two points and the distances of a third point 
from these two. Then, the third point can be located 
unambiguously up to a mirror reflection. Let d13 and 
d23 be the distances from the two points, which we 
denote by x1 and 2 2 .  The position of the third point 
2 3  is given by: 
where 
and the possibility of mirror reflection is due to the 
sign ambiguity of sin8. The conditional error covari- 
ance E*,*, can give us the confidence of the calcu- 
lated position of the third point. Let d = [dl3 d23IT 
639 
and 2 3  = F(d) ,  where F is the function defined by 
Equations 10 and 11. This function can be linearized 
using the Taylor series: 
z3 M F(a)  + D F ( a ( d - a )  (12) 
With this linearization, we obtain 
The covariance matrix for 2 3  specifies an ellipse where 
we should look for the missing features. 
Examples of how this estimation procedure works 
are shown in Figure 2. We have five features in these 
examples: the two eyes, the nose/lip junction, and the 
two nostrils. Given two of these features, we estimate 
the position of the remaining features and use the error 
covariance to specify ellipses which will contain the 
true feature with probability 0.9999. 
Figure 2: The locations of the missing features were 
estimated from two points. The ellipses show the ar- 
eas which with high probability include the missing 
features. 
The controlled search idea is implemented as fol- 
lows. Two candidate features are selected from the in- 
coming image. These features must be strong features, 
meaning that their quality of match (Equation 2) must 
exceed a hi her threshold ~ h j .  The expected locations 
mated as described above. Constellations are formed 
only from candidates that lie inside the appropriate 
search ellipses. This process is repeated for each pair 
of candidate features. 
Prior knowledge can also be used to limit the 
search. For example, suppose it is known a priori that 
the scale of the face should be in a particular range or 
that the faces will be upright. This information could 
be used to immediately reject some feature pairs, e.g., 
don’t form any constellations from two eye candidates 
that are too far apart. 
Complexity Analysis: Let M I  be the average 
number of strong candidates for each feature, Mz the 
and error e f lipses for the other features are then esti- 
Figure 3: The number of constellations evaluated by 
controlled search vs. the brute-force approach. 
average number of regular candidates, and K the av- 
erage number of candidates inside each search ellipse. 
The basic premise of the controlled search is that in 
most cases K will be much less than Mz. The typical 
number of constellations considered by the controlled 
search algorithm is O(N2M,2KN-2) ,  where N is the 
number of facial features used. For comparison, the 
brute-force method (also using two-tiered threshold- 
ing) would search through O ( N 2 M T M N - 2 )  constel- 
lations. On average the controlled sear& reduces the 
number of constellations to be considered by the factor 
The effectiveness of the controlled search method in 
practice is illustrated in Figure 3 for the experiments 
of Section 4. For each image, the number of constel- 
lations produced by the controlled search is plotted 
against the number of constellations that would have 
been produced by the brute-force method. The aver- 
age number of constellations per image was approxi- 
mately 3.5 x 103 for controlled search and 2.2 x lo7 for 
brute-force. Hence, the reduction in computational 
load was about 4 orders of magnitude. Also, notice 
that in the worst case, number of constellations gen- 
erated by the controlled search method was on the 
order of 104. 
3.3 Ranking of Constellations 
Given two point constellations ZI and Z Z ,  how do 
we decide which one is more face-lie? Since we want 
invariance with respect to translation, rotation, and 
scale, we should transform to vectors of scaled mutual 
distances. The problem can now be rephrased as a test 
of hypothesis for the joint observation Id(z1); ~(zz)]. 
The first hypothesis HI is that z1 is from a face and 
22 is not. The competing hypothesis HZ is that 22  is 
from a face and 81 is not. Denoting the probability 
density of the vector of mutual distances conditioned 
on being a face by p(d(z ) lF)  and conditioned on not 
being a face by p ( d ( r )  IF), standard results from deci- 
sion theory [S, 91 show that the optimal discriminant 
is 
M N - 2  . 
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which can be rewritten as 
where 
Equation 17 provides the proper function for rank- 
ing a constellation z according to how face-like it is. 
In words, the ranking function is just the probability 
that z corresponds to a face versus the probability it 
was generated by an alternative mechanism (to be dis- 
cussed further below). The constellation receiving the 
highest ranking value L will defeat any other constel- 
lation in a head-to-head comparison to decide which 
is more face-like. 
Incomplete constellations may be ranked using the 
following method: p d(z) lF)  is the marginal probabil- 
ability of encountering the observed features condi- 
tioned on being a face: 
ity over the observe 6 features multiplied by the prob- 
0 5  
where -yi is the probability that the true location of 
the i th feature is detected. Here we are making an 
assumption that the detectors fail independently. This 
assumption is probably reasonable provided the face 
remains quasi-frontal. Clearly, however, when the face 
is significantly rotated in depth the features on one 
side of the face will be more likely to both be missed. 
Now, we have to define the probability density for 
the alternative hypothesis, 7. This is complicated by 
the possibility that some candidate constellations may 
consist of n < N true festures and N -n bad features. 
We can expand p ( d ( z ) l F )  as: 
where bi = 0 or 1 depending on whether feature i is a 
false alarm or the true feature. The summations above 
go over all N-tuples having at least one bj = 0. 
The terms Pr(b1, b z ,  . . . , b ~ )  are the prior proba- 
bilities of observing a constellation in which the ith 
feature is of type bi, where bi = 1 for true features 
and bi = 0 for false a l m s .  Assuming independence, 
we can write Pr(b1,. . . , b ~ )  = ni,, Pr(bi)  with N 
- 
Pr(bi = 0) = (1 - T i )  + * t m . - 1  - (20) mi 
Here, mi is the average number of candidates located 
for the i th feature. These equations tell us that the 
prior probability that a certain feature is the true one 
(Pr(bi = 1 ) )  is the probability it is successfully de- 
tected and then chosen from the candidates in an im- 
age. On the other hand, the prior probability that 
a feature is a false alarm (Pr(bi = 0)) is the proba- 
bility the true feature is missed or the true feature is 
detected but not selected from the candidate pool. 
Now, we consider the terms p(d(z)(bl,. . . , b ~ ) .  Al- 
lowing for the possibility that z is an incomplete con- 
stellation, p(d ( z )  Ibl, . . . , b ~ )  is: 
P(d(z) 10, bl ,  . - 1 bN) ' P(O(b1  ,. . . bN) (22) 
Here, the probability of observing a certain, possibly 




where h; means that the ith feature in the constel- 
lation is observed and 5 the i th feature is missing. 
Simple reasoning leads to the following values: 
Pr(h;lbi = 1) = ~i (24) 
Pr(h;lbi = 1) = 1 -7i (25) 
- 
P r ( q b i  = 0) 
4 Experimental Results 
4.1 Face Databases 
We tested our algorithm on two different databases 
of images: (1) the Lab Sequence and (2) the Stu- 
dio Database. The Lab Sequence is a very challeng- 
ing database collected under realistic circumstances 
at an ordinary computer laboratory. The subjects 
were seated 2-3 meters away from the camera and al- 
lowed to move freely and make different facial expres- 
sions. The background was complicated and contin- 
ually changing due to people walking around behind 
the subjects. The entire Lab Sequence contains 900 
images, of which we have currently tested on the first 
150. Two of these are shown in Figure 4. 
Figure 4: Typical images from the Lab Sequence. 
These examples show changes in scale and orientation, 
as well as occlusions. Also notice that the background 
is not constant. 
The Studio Database contains images taken under 
well-controlled conditions. There are 180 images of 
64 1 
18 subjects. The subjects were imaged at a distance 
of two meters against a plain white background. All 
views were quasi-frontal and were collected under the 
same lighting conditions. Typical images are shown in 
Figure 5. This database was used primarily to train 
the algorithm and to evaluate performance in a benign 
environment. 
Figure 5: Typical images from the Studio Database. 
4.2 Parameters 
Detectors were synthesized for five features on 
the face: the two eyes (LE & RE), the two nos- 
trils (LN & RN), and the nosellip junction (NL). 
The template response vectors were obtained by av- 
eraging the response vectors over three faces in the 
same dataset. The performance of the detectors on 
the Lab Sequence (for three of the detectors) was 
shown previously in Figure 1. The detection thresh- 
olds ‘rhi and Tth used in our experiments along with 
the resulting parameters ~j and rfij are shown below: 
LE RE NL LN RN 
7hi 0.63 0.72 0.74 0.85 0.52 
7th 0.51 0.65 0.66 0.75 0.50 
7; 0.70 0.70 0.85 0.92 0.78 
m; 16 14 8 2 9 
The parameters and E, which define the mean 
and covariance for the vectors of scaled mutual dis- 
tances, were estimated from 112 faces in the Studio 
Database; the estimated values are tabulated in Ta- 
ble l. These parameters were used for all the exper- 
iments reported below since the distribution of the 
mutual distances between facial features is expected 
to be the same across databases. 
The statistics for the F distribution in Equation 17 
were estimated using a Monte-Carlo simulation. We 
generated random points in the image and estimated 
the mean and covariance for the mutual distances. 
We divided the mutual distances into two groups: F- 
Edges and F-Edges. If an edge’s two end-points are 
believed to be true features (i.e., if in Equation 19, 
bi = 1 for both end-points), it is called an F-Edge; 
otherwise, it is called an F-Edge. The mean for all F- 
Edges and covariance between two F-Edges are taken 
from Table 1, while all other parameters are obtained 
from the Monte-Carlo simulation. 
4.3 Performance 
Before reporting the performance of the algorithm, 
we must define some terminology. Since we allow miss- 
ing nodes in a graph, incomplete constellations that 
correctly match a subgraph of the face are considered 
equivalent to matching the full graph. Therefore, any 
constellations which correctly locate three or more fea- 
tures on the face are considered to be correct. (An 
eye feature is considered correctly located if it is de- 
tected within 9 pixels of the true position. For the 
nose features, the threshold is 5 pixels.) Of course, 
constellations with one or more incorrect features are 
considered to be incorrect. The highest-ranked cor- 
rect constellation will be referred to as the best correct 
match while the highest-ranked incorrect constellation 
will be referred to as the best incorrect match. 
The face localization algorithm was applied to 
the first 150 frames of the Lab Sequence. On this 
database, we were able to achieve a correct localiza- 
tion rate of 86%. Incorporating a constraint that the 
estimated head orientation be within 45” of upright 
increased the performance to 89%. These results are 
somewhat pessimistic because the algorithm is only 
designed for quasi-frontal images, but approximately 
7% of the images in the Lab Sequence show rotations 
in depth > 15“. After retabulating the results over 
just the quasi-frontal views, we found the performance 
to be 95%. 
The performance on three typical images is shown 
in Figure 7. The first column shows the highest- 
ranked constellation (a correct match in each case) and 
the second column shows the highest-ranked incorrect 
constellation. The third column shows the ranking 
scores for the top 30 constellations, where a “+” de- 
notes a correct match and an “0” denotes an incorrect 
match. The two horizontal dotted lines appearing in 
each plot highlight the difference between the ranking 
score of the best correct match and the best incorrect 
match. 
The ability of the algorithm to easily discriminate 
between correct and incorrect matches provides a mea- 
sure of the system robustness. Figure 6 shows the 
cumulative percentage of images for which the best 
correct match exceeds the best incorrect match by a 
given order of magnitude. For example, the solid hor- 
izontal line shows that in 80% of the images the best 
correct match is one order of magnitude better than 
the best incorrect match. 
One deficiency in our experimentation is that we 
have analyzed only the Lab Sequence with our local- 
ization system, and all these images show the same 
individual. However, using a precursor to our current 
algorithm (different feature detectors and a different 
ranking function), we were able to achieve about 80% 
performance on the Studio Database, which contains 
180 images of 18 individuals. Therefore, we believe 
the current system will generalize well to other indi- 
viduals. 
5 Conclusions 
We have developed an algorithm to locate quasi- 
frontal faces in cluttered scenes. The algorithm con- 
sists of three steps: using local detectors to identify 
candidate feature points, forming constellations from 
within the pool of candidate features, and ranking the 
constellations based on a probability density. The al- 
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4.50 0.06 -0.27 0.20 0.25 -0.44 0.49 -0.42 -0.27 -0.59 
0.06 2.19 1.46 1.78 1.33 0.58 2.03 1.54 0.13 0.67 
-0.27 1.46 3.29 1.39 2.90 0.27 1.31 2.92 0.69 0.81 
0.25 1.33 2.90 1.21 2.88 0.37 1.18 2.58 0.53 0.85 
0.49 2.03 1.31 1.78 1.18 0.35 2.19 1.35 0.32 0.70 
-0.27 0.13 0.69 0.08 0.53 0.07 0.32 0.12 0.76 0.68 
0.20 1.78 1.39 1.96 1.21 -0.06 1.78 1.59 0.08 0.13 
-0.44 0.58 0.27 -0.06 0.37 0.77 0.35 0.16 0.07 0.71 
-0.42 1.54 2.92 1.59 2.58 0.16 1.35 3.16 0.12 0.33 
-0.59 0.67 0.81 0.13 0.85 0.71 0.70 0.33 0.68 1.21 
Table 1: The sample mean and covariances estimated from 112 faces in the Studio Database. 
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Figure 7: Typical performance on three images from the Lab Sequence. The first column shows the best correct 
match, while the second column shows the best incorrect match. The third column shows the ranking score for 
the top 30 matches. 
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Figure 6: Cumulative percentage of images versus the 
difference in score between the best correct match and 
the best incorrect match. The horizontal line indicates 
that in over 80% of the images, the difference is at least 
one order of magnitude. The rightmost point shows 
that the overall localization rate is close to 90%. 
mains quasi-frontal) , and scale invariant and can han- 
dle occlusions. Although the algorithm uses graph 
matching, the probability density over the graph is 
exploited to contain the computational complexity at 
a reasonable level. Performance of the algorithm was 
95% over quasi-frontal views of faces in a realistic se- 
quence of images. 
Several extensions to the algorithm are underway. 
Each feature detector currently uses a single template 
response vector obtained from three individuals in the 
Studio Database. Using more training data should 
improve the detector performance considerably. How- 
ever, here we want to emphasize the following point: 
we believe the exact form of the feature detectors is 
not critical. Another scheme such as matched filter- 
ing or eigen-features could be used without ruining the 
overall performance. Also, no matter what scheme is 
used for feature detection, we do not expect that the 
true features can be located with 100% probability 
and zero false alarms. Thus, the spatial arrangement 
of the feature points must be considered in order to 
produce a robust face localization algorithm. 
A second extension involves the representation of 
constellations as a vector of mutual distances. This 
representation causes some difficulties in transform- 
ing back to the image domain and some theoretical 
difficulties with the probability distributions. How- 
ever, we believe we can fix these problems by using 
the theory of shape statistics [7, 51. 
Finally, our statistical model of the random graphs 
currently only applies to quasi-frontal faces. We en- 
vision two ways of extending our method to full ro- 
tations in depth. The first method is to use separate 
models for frontal, three-quarters, and profile. The 
feature vector matching would also need to be modi- 
fied since some features look quite different depending 
on the viewing angle. The other method we are con- 
sidering is to model the variations in feature positions 
in 3-D and then look at how these variations project 
into 2-D. 
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