Abstract-This paper studies the quality of multimedia content at very low bitrates. We carried out subjective experiments for assessing audiovisual, audio-only, and video-only quality. We selected content and encoding parameters that are typical of mobile applications. Our focus were the MPEG-4 AVC (a.k.a. H.264) and AAC coding standards. Based on these data, we first analyze the influence of video and audio coding parameters on quality. We investigate the optimal trade-off between bits allocated to audio and to video under global bitrate constraints. Finally, we explore models for the interactions between audio and video in terms of perceived audiovisual quality.
I. INTRODUCTION

Q
UALITY is the main factor driving research in video and audio compression. It is also an important criterion for codec selection. Examples of such quality comparisons of state-of-the-art video and audio codecs can be found in [1] - [3] for various applications.
Audio and especially speech quality evaluation have quite a long history. There are several subjective testing standards [4] , [5] . Additionally, speech and audio quality metrics have been standardized in the form of perceptual evaluation of speech quality (PESQ) [6] and perceived audio quality (PEAQ) [7] , respectively.
Video quality evaluation [8] has also become a wellestablished research area. Standards for subjective assessment [9] , [10] have been around for many years, and the International Telecommunication Union (ITU) recently recommended several full-reference quality metrics for TV applications [11] , [12] based on the work of the Video Quality Experts Group (VQEG).
Audiovisual (AV) quality, however, is a relatively unexplored topic. An overview of various types of interaction between these two modalities is given in [13] . Previous studies have investigated teleconferencing based on H.261 [14] , content with analog distortions [15] , MPEG-2 broadcasting [16] , and video telephony [17] . There has also been a significant amount of work on audio-video synchronization requirements a.k.a. lip sync [18] . This paper focuses on very low bitrates achievable with today's codecs for mobile applications such as MMS or video streaming. They are characterized by a specific set of requirements that include low bitrates, small frame sizes, and low frame rates. Furthermore, the video is viewed at short distance on a small LCD screen with a progressive display.
For our experiments, we selected source material covering a representative set of content. The source clips were encoded with codecs well-suited for 3G mobile applications, namely MPEG-4 AVC [19] , also known as H.264 [20] , traditional MPEG-4 [21] and H.263 [22] for video as well as MPEG-4 AAC [23] for audio. Bitrates ranged from 24 to 48 kb/s for video and from 8 to 32 kb/s for audio, based on the fact that a 64 kb/s link is commonly used for circuit-switched video delivery. Bitrates achievable over various other mobile delivery options are similar [24] .
Subjective ratings were obtained for the resulting test clips for audio-only, video-only, and audiovisual presentations using the absolute category rating (ACR) methodology defined by ITU-T Recommendations P.910 [10] and P.911 [25] . Based on the quality ratings obtained in these tests, this work addresses the following questions [26] , [27] :
• What are the effects of the video codec and the frame rate on video quality? • What are the effects of the number of audio channels (mono or two-channel stereo) and the sampling rate on audio quality? • What is the optimal tradeoff between audio and video bit budget to achieve the maximum overall quality? • How do perceived audio and video quality relate and combine to perceived audiovisual quality? The paper is organized as follows. Section II introduces the source video and audio content, the simulation environment, and the test conditions used to generate the test material. Section III describes the subjective assessment method, the viewing setup and the presentation structure. Section IV discusses the subjective data, the influence of video and audio coding parameters on perceived quality, as well as the optimal audio-video bit budget allocation. The modeling of the overall audiovisual quality as a function of audio and video quality is the topic of Section V.
II. TEST MATERIAL
A. Source Clips
The content of the source clips and the range of coding complexity was chosen to be representative of a typical scenario for watching video on a mobile device. The source material comprises six clips of about 8 s each. The video and audio content of these clips is summarized in Table I . All sources except clip C are used with their original audio; an appropriate sound track was added to clip C.
The video source material was originally in TV format; for our tests we de-interlaced and downsampled it to QCIF frame size (176 144). The audio source material was 16-bit PCM stereo sampled at 48 kHz.
B. Test Conditions
Codec selection was principally determined by the 3GPP 1 file format as defined in [29] . It is of particular interest for packetswitched video streaming in 3G networks.
The encoding setup is shown in Fig. 1 . Before encoding, the video frame rate of the source clips was reduced to 8 or 15 fps using VirtualDub. 2 The audio sampling rate reduction was carried out internally by the encoder.
The video conditions are listed in Table II . We chose the MPEG-4 AVC/H.264 [19] , [20] coding standard (baseline profile), as well as traditional MPEG-4 part 2 [21] and H.263 [22] . The JM reference software 3 version 8.5 was used for H.264 encoding; Apple QuickTime Pro version 6.5 was used for H.263 and MPEG-4 encoding. 
TABLE III AUDIO TEST CONDITIONS
The reason for using H.264 in almost all test conditions is that the QuickTime encoders (especially H.263) did not produce substantial quality variations within the bitrate range of interest; viewers were unable to discern the quality of the different test clips. Furthermore, they did not achieve the target bitrates at the low end of the range. This is demonstrated in Fig. 2 . The H.264 JM reference encoder does not have these problems.
The audio conditions are listed in Table III . We chose the MPEG-4 AAC-LC (low complexity) coding standard [23] . QuickTime Pro version 6.5 was again used for encoding, with the "recommended" sampling rate for each target bitrate.
Video conditions 1-4 from Table II were then combined with audio conditions 1-4 from Table III for a total of eight audiovisual test conditions as listed in Table IV . The corresponding sampling of the AV bitrate space is illustrated in Fig. 3 . Of particular interest is a total data rate of 56 kb/s, which may be transmitted over a typical 64 kb/s circuit-switched connection (including bitstream packetization overhead). 
III. SUBJECTIVE ASSESSMENT
A. Assessment Method
The experimental setup follows ITU-T Recommendations [10] , [25] . We use ACR, a very efficient testing methodology, where the test clips are viewed one at a time and rated independently on a discrete 11-level scale from "bad" (0) to "excellent" (10) . The ratings for each test clip are then averaged over all subjects to obtain a mean opinion score (MOS).
Our initial plan was to use hidden reference removal as proposed by some studies [30] as well as upcoming VQEG evaluations for single stimulus tests. Hidden reference implies that the subjects are not aware of the fact that the original uncompressed clips are included in the test. The "removal" of the hidden reference is done in the analysis by subtracting each subject's score for the reference from the corresponding test clips. However, we found the quality difference between reference and compressed clips to be so large that we decided against including the reference clips in the set evaluated by the subjects.
B. Subjects
Twenty-four subjects (six female, 18 male) participated in the test. Their age ranged from 25 to 36 years. Four subjects were familiar with image processing, one was familiar with audio processing. All subjects had normal or corrected vision and normal hearing. 
C. Setup
The tests were conducted in a dark and sound-insulated room. The monitor used in the subjective assessments was a 17 LCD screen (Dell 1703FP) at its native resolution of 1280 1024 pixels. The video clips were displayed at their original size (QCIF) in the center of the screen, surrounded by a uniform gray background. The viewing distance was not fixed. For our test material, we found subjects to be most comfortable at a viewing distance of around 30-40 cm, which corresponds to about 8-10 times the height of the video picture in our setup.
For the audio playback, an external D/A converter (Emagic EMI A26) was used. High-quality headphones (Sennheiser HD 600) were directly connected to the D/A converter.
Genista's QualiView software was used for the playback of the test clips. It reads the decoded clips (both video and audio) stored in uncompressed AVI format and plays them out (audio or video can be switched on and off separately). After each clip, the voting dialog shown in Fig. 4 is presented on the screen, and the rating entered by the subject is recorded.
D. Presentation Structure
Written instructions were given to the subjects at the beginning of the test session, explaining the three-tiered structure of the session as well as the voting task and dialog. An instructor was present to answer questions.
A short training session preceded the actual test; it comprised three audiovisual clips demonstrating the extremes of expected audio and video quality ranges. 4 The subjects were allowed to adjust the viewing distance and the headphone volume during the training session.
The actual test took about 30 min and consisted of three consecutive parts, which are listed in Table V . The audiovisual part came first, followed by the audio-only and video-only presentations. This order was chosen for a number of reasons: We wanted to minimize fatigue during the AV part, which we considered the most important. Also, the AV test clips comprised only a subset of the audio-only and video-only test conditions; consequently, the later parts of the test still contained clips that subjects had not seen or heard before. From a more practical point of view, this order allowed subjects to remove the headphones after the second part.
The subjects were asked to rate the quality of the presentation in each of the three parts. Subjects were allowed to take a short break between the different parts and continue when they were ready. The order of the clips within each part was randomized individually for each subject.
IV. TEST RESULTS
A. Subjective Data Analysis
An analysis of the raw subjective data reveals that the video quality (VQ) variation with bitrate is not very large, but the source clip has a big influence on perceived quality. The opposite is true for audio quality (AQ), where a big difference between condition 1 (8 kb/s) and the others is observed. Subjects hesitated to use the entire range of the ACR scale, especially for the VQ and audiovisual quality (AVQ) parts of the test. MOS values below two and above eight are rare.
The sizes of the 95%-confidence intervals of the subjective data lie between 0.4 and 0.9 for all three tests. This is comparable to other tests and indicates a good agreement between subjects, despite the use of an absolute rating methodology.
B. Video Codecs
To compare the performance of the three codecs in terms of perceived quality, we now look at video test conditions 4-6 from Table II. The VQ MOS values plotted in Fig. 5 show that H.264 clearly outperforms the two other codecs. The only exception is perhaps "Trailer 2", in which H.264 has a hard time coping with the scene cuts. No clear winner can be determined between H.263 and MPEG-4.
Using paired t-tests, we tested the null hypothesis of equal means for each of the three possible codec pairs separately. The resulting -values are shown in Table VI . They confirm that the QuickTime H.263 and MPEG-4 codecs are not significantly different in visual quality, while JM H.264 is clearly better than both. However, we note that the H.264 JM reference encoder implementation is almost 100 times slower than the two QuickTime encoders.
C. Video Frame Rate
Video test conditions 1-4 and 7-10 from Table II differ only in frame rate (8 fps and 15 fps, respectively). The VQ MOS and 95%-confidence intervals for these conditions are shown in Fig. 6 . In most cases, the perceived video quality is markedly better for 8 fps than for 15 fps at the same bitrate. The difference is least pronounced for the low-motion "Conversation" clip, but interestingly also for the two high-motion trailers. The latter contain the most scene cuts, to the extent that the effectiveness of the motion prediction is affected by lowering the frame rate. Table III for details). Error bars indicate the 95%-confidence intervals.
Again we carried out paired t-tests of the null hypothesis that 8 fps and 15 fps come from equal means at each bitrate. The resulting -values, shown in Table VII , lead to a clear rejection of the null hypotheses, thus indicating that a frame rate of 8 fps results in significantly higher video quality than 15 fps at a given bitrate. This confirms previous studies [31] .
D. Audio Channels and Sampling Rate
We now study the impact of various audio coding parameters on the perceived audio quality. For this purpose we had included four audio test conditions with the same bitrate (32 kb/s) but varying parameters in the test (conditions 4-7 in Table III) . We also include condition 3 in this analysis, as it only differs from condition 5 in bitrate. The question is how the audio bandwidth (directly related to audio coder sampling rate) and the number of audio channels (mono or two-channel stereo) affect the audio quality. Fig. 7 shows the AQ MOS for the relevant audio test conditions. For all six clips, the perceived audio quality is higher when mono audio coding is used (conditions 4 and 5) than when stereo audio coding is used (conditions 6 and 7).
We carried out t-tests on all ten possible condition pairs. The resulting -values are shown in Table VIII . Condition pairs 4&5 and 6&7 are not significantly different. This implies that changing the audio sampling rate has no measurable effect on quality, regardless of whether mono or stereo is used. However, mono encoding is significantly better than stereo encoding in all four cases. In fact, even 24 kb/s mono is better than 32 kb/s stereo (whereas 32 kb/s mono is always better than 24 kb/s mono).
It is not surprising that the nonparametric transform coder AAC-LC yields better quality for mono considering the low audio bitrates in our test. The audio bandwidth available for two stereo channels is much lower than for a single mono channel when both are coded at the same bitrate. Therefore, the stereo audio appears more distorted, and subjects prefer mono audio with less degradation. The recently standardized high-efficiency AAC (HE-AAC) [32] avoids the issue that at low bitrates only a low audio bandwidth can be afforded for stereo. Using HE-AAC, stereo may be preferred even at these bitrates.
E. Audio-Video Bit Budget Allocation
The AVQ MOS values for the six clips are shown as a function of the audio/video bitrate ratio (cf. Fig. 3) in Fig. 8 . Focusing first on 56 kb/s (circles), where we have the most sample points, we note the following. The audio/video bitrate ratio with the highest AVQ depends to a large extent on the specific clip. For five out of the six clips, the optimum ratio is in the center range around 16/40-24/32.
In the visually most complex clips, e.g., "football" and the two trailers, a high relative audio bitrate produces the best overall quality, whereas the less demanding clips ("buildings" Fig. 9 . Eigenvalues of the four principal components.
and "conversation") benefit from a high video bitrate. This seems counter-intuitive at first, since one would expect complex material to require more bits for the video track. On the other hand, a bitrate increase may result only in a negligible improvement in video quality for such a clip, while an increase by the same amount can significantly improve the audio. This could explain why the bits may in fact be better spent on the audio when the video is very complex.
If the total bitrate budget is reduced to 40 kb/s, the optimum audio/video bitrate ratio decreases, i.e., relatively more bits should be allocated to the video. The opposite trend can be observed when the total bitrate increases to 72 kb/s. In this case, the optimum appears to shift to the right, i.e., a higher relative bitrate for the audio seems favorable. Unfortunately, our test does not include enough data points to draw firm conclusions on this matter.
V. AUDIO-VIDEO QUALITY INTERACTIONS
A. Principal Component Analysis
To study the influence of AQ, VQ, and the multiplicative interaction term AQ VQ on AVQ, we carried out a principal component analysis (PCA). Four-dimensional test vectors composed of , , and values were constructed. Each vector contains and obtained with the same bitrates as were used for the corresponding item. Prior to the PCA, the mean of the data was removed and the variance was normalized for each dimension. Fig. 9 shows the eigenvalues corresponding to the four principal components. Since 97% of the variability is contained in the first two principal components, we plot AQ, VQ, AQ VQ, as well as AVQ vectors relative to the first two principal components in Fig. 10 . This plot indicates that neither AQ nor VQ alone determine AVQ; both have a similarly strong influence on AVQ. The multiplicative term AQ VQ is rather close to AVQ. Note that AQ and VQ are more different from AVQ than in another study [16] . This difference may be due to the small size or the low bitrates of the video clips in our test. 
B. Modeling
The PCA described above provides evidence that both AQ and VQ contribute to AVQ. In this section, we further investigate this relationship in terms of modeling and prediction. As other researchers have proposed, can be modeled using , , and a multiplicative interaction term [15] , [17] , as follows: (1) We apply this model with different numbers of free parameters to our data ( is irrelevant for correlations, but improves the fit in terms of residual). The model accuracy of the various fits is shown in Fig. 11 . As expected from the results of the above PCA, good modeling is possible with only the multiplicative term (2) Fig 12. Plane of the AVQ model defined by (3) and MOS values (dots).
or an additive linear model
The latter provides a somewhat better fit, which is characterized by a correlation of 94% and a root mean square (rms) residual of 0.44. The plane represented by (3) is shown together with the actual values in Fig. 12 . It illustrates very well the higher importance attributed to VQ as compared to AQ. There is no improvement when using all four parameters in the fit.
We can compare these fits with other subjective experiments. Much of the existing work has focused on video-conferencing applications (i.e., head-and-shoulders clips), speech, and/or simulated artifacts; the test material used here is quite different in terms of content range and distortions. Despite these significant differences, the multiplicative model from (2) is very similar to previous models [15] , [33] in terms of its parameters and goodness of fit. The same can be said about the additive model from (3); the higher weighting of over is confirmed by other studies [15] , [17] , [33] . 5 
VI. CONCLUSIONS
We carried out subjective experiments on audio, video, and audiovisual quality using the ACR methodology. Our main interest was the 3GPP format used in mobile video transmission. We focused on MPEG-4 AVC/H.264 and MPEG-4 AAC to encode our test material at very low bitrates (24-48 kb/s for video and 8-32 kb/s for audio).
We investigated the influence of various encoding parameters on audio, video and audiovisual quality under these conditions. The main findings can be summarized as follows.
• The QuickTime Pro encoders for H.263 and MPEG-4 have very similar quality. The H.264 JM reference encoder produces significantly better quality video, but is much slower.
• Encoding at 8 fps produces higher-quality video than 15 fps at the same bitrate.
• Choosing mono instead of stereo produces higher-quality audio with the LC-AAC codec. Changing the sampling rate or even the bitrate has much less effect on the resulting audio quality.
• The optimum audio/video bitrate allocation depends on clip complexity. The more complex the content and the higher the total bitrate budget, the more bits should be allocated to audio. At a total bitrate of 56 kb/s, the optimum is around 32-40 kb/s for video and 16-24 kb/s for audio. We also found that both AQ and VQ contribute significantly to perceived AVQ. The product of AQ and VQ is an effective model of AVQ, and so is the linear combination of AQ and VQ. Our models confirm the results of previous studies, despite the substantial differences in source material and test conditions. These results can be utilized for the prediction of audiovisual quality by combining VQ and AQ metrics [26] . Future work will include commercial H.264 encoders such as QuickTime version 7 for video and HE-AAC encoders for audio. This will also show if the quality gain of H.264 can be maintained by more efficient codec implementations.
More data points in the AV space are needed for understanding how the optimal audio-video bit budget behaves as a function of overall bitrate. It would also be interesting to see if the observed trend persists at higher bitrates.
Considering the effects of transmission errors encountered in mobile networks is another important aspect, because the resulting artifacts, e.g., audio or video dropouts, can affect perceived quality differently from coding distortions.
Finally, the sensitivity to AV synchronization problems (a.k.a. lip sync) at these low bitrates and their influence of overall perceived quality is also of interest.
