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1. INTRODUCTION 
Consider the system of Volterra integral equations 
x(t) =f(t> - ,: 4,s) w + & x(4)1 ds (t 3 01, (l-1) 
where x, f and g are vectors in E, , a is an n by n matrix, and E,, is n-dimen- 
sional real or complex Euclidean space. Let g(t, x) = o(j x I) as / x I-+ 0 
uniformly for 0 < t < CO, where 1 1 denotes any vector norm in En. We shall 
compare in various ways the solution of (1.1) with the solution of the (un- 
perturbed) linear system 
r(t) = f PI - /~a@, 4~(4 ds (t 2 0). (1.2) 
In Theorems l-3 we present, roughly speaking, sufficient conditions in order 
that a certain stability of the unperturbed equation (1.2) implies a correspond- 
ing local stability of Eq. (1 .l). In Theorems 4 and 5 we apply the perturba- 
tion method of the earlier results to establish sufficient conditions for the 
existence of asymptotically periodic and almost periodic solutions of (1.1). 
Finally in Theorem 6 we illustrate the theory by means of a general example 
which is not of convolution type. Our methods rest on the use of the resolvent 
kernel r(t, s) for the linear system (1.2) and the familiar contraction principle. 
Our assumptions on the resolvent kernel may be viewed as sufficient condi- 
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tions in order to insure the admissibility of various spaces under the integral 
operator 
Linearization of Volterra equations with the kernel of convolution type, 
a(t, s) = a(t - s), has recently been studied in [l] and [2]. These results 
deal with the local stability problem for (1 .l) but not with asymptotically 
periodic or almost periodic solutions. Here we generalize considerably the 
results obtained earlier and we simplify some of the arguments. 
Corduneanu [3], [4] has studied perturbation problems for integral equa- 
tions by adapting the admissibility theory of Massera and SchafIer [5]. 
Antosiewicz [6], [7] has obtained some general results which may be used 
to study the asymptotic behavior of solutions of Volterra equations. However, 
these results are not strictly comparable to ours since neither author considers 
the problem of comparing solutions of (1 .l) and (1.2) when these equations 
do not reduce to ordinary differential equations. Levin and Nohel [8], 
Levin [9], and Corduneanu [lo] have studied perturbation problems for 
certain Volterra integro-differential equations. They obtain results of a differ- 
ent nature by means of energy methods. 
2. SUMMARY OF RESULTS 
a. Perturbation Theory 
The resolvent system corresponding to the system (1.2) is 
y(t, $1 = a(t, s) - s 
t 
a(t, u) r(u, s) du (0 < s < t < CQ) (2.1) 
8 
and its solution r(t, s) is called the resolvent kernel. If a(t, s) is locally L1 
in (t, s) and if r(t, s) exists and is locallyL1 in (t, s), then system (1.1) may be 
written in the equivalent form (“variation of constants formula”) 
x(t) = r(t) - j: r(t, 9 g(s, 4s)) 4 
where y(t) is the solution of the linear system (1.2) given by 
r(t) = f(t) - j; 44 4fW a% 
(2.4 
It is always assumed that f is locally integrable and that, unless otherwise 
stated, all equations are satisfied in an almost everywhere sense. 
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Throughout the paper we shall assume that the following hypotheses 
are satisfied: 
(Hl) r(t, s) exists, is locally integrable in (t, S) for 0 < s < t < co and 
satisfies (2.1). 
(H2) g(t, X) is measurable in (t, LY) for 0 < t < 00 and 1 x 1 < 00 and 
g(t, 0) = 0. 
(H3) For each d > 0, there exists 7 > 0 such that 
I gk 4 - &Y> I 6 8 I x -Y I 9 
uniformly in t > 0 whenever ( x ( , / y ( < y. 
Additional hypotheses will be stated as they are needed. 
For any function v EL~[O, co), let 11 v /Im be the norm of v considered as an 
element of Lm[O, co). Similarly let j/ )I9 denote the norm of elements of 
LP[O, 03). 
THEOREM 1. Suppose that the solution y(t) of the Zinear system (1.2) 
satisfies y EL~[O, 00) and that there exists a constant B > 0 such that 
I t 1 r(t, s) I ds < B (t 2 0). (2.4) 0 
For any Jixed h E (0, 1) there exists a number go > 0 such that for 0 < d < go , 
if II y /la < M, then there exists a unique solution x(t) of the system (1. l), 
x EL~[O, co) and in. addition II x jlm < 6. 
Uniqueness here means uniqueness within the class Lm[O, co) of solutions 
for which II x IJm < d. Note that if f eLm[O, co), then assumption (2.4) used 
in (2.3) implies that y eLm[O, co). Thus Theorem 1 may be regarded as a 
stability result for the system (1.1) in the following sense. For every d > 0 
and sufficiently small, there exists a 6 > 0 such that for every f EL~[O, CO) 
with II f /Im < 6 the solution x of (1.1) is in Lm[O, co) and II x /Im < b. 
We now consider the case where the solution y(t) of the linear system (1.2) 
is also absolutely integrable. 
THEOREM 2. Let (2.4) be satis$ed. Suppose that y EL~[O, 00) n L1(O, 00) 
and that there exists a constant A > 0 such that 
IS 
T 
sup I r(t, s) I dt : 0 < s < T < co = A < co. 
s I 
(2.5) 
There exists a number go > 0 such that for 0 < d < go , if 11 y (lrn < hd 
for some$xed X E (0, I), then there exists a unique solution x(t) of the system (1. l), 
x E Lm[O, co) n L1(O, co) and in addition 11 x llm < 8. 
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The remarks following Theorem 1 concerning uniqueness and stability 
apply here as well with f EL~[O, 00) and (2.5) used in addition to (2.4) in 
order that y ~Ll(0, CO). 
If r(t, S) = r(t - s), then the assumption r ELI(O, co) implies both 
assumptions (2.4) and (2.5). In this case Theorem 2 may be improved as 
follows. 
THEOREM 2’. Let r(t, s) = r(t - s) and Zet Y EL’(O, co). Let p 3 1 and 
let y EL~[O, co) n Lp(O, co). Th ere exists a number &, > 0 such that for 
0 < d < go if 11 y Ilrn < Xb for some jixed h E (0, I), then there exists a unique 
solution x(t) of the system (1.1) x EL~[O, co) n Lp(O, co) and in addition 
II x I/m < 8. 
If in Theorem 2’ it is assumed that /y IIP is small, then one also has that 
jj x jlp is small. Note that if /If /I9 is small, it follows from (2.3) that I/y JjP 
will also be small. 
We next consider the case when y(t) is a bounded continuous function 
from [0, co) into E, . Let BC[O, co) denote the set of all such functions and if 
y E BC[O, co) define its norm by Ij p 11 = sup{/ y(t) 1 : 0 < t < co>. 
THEOREM 3. Let y E BC[O, co), let r(t, s) satisfy (2.4) and let 
PC? i.c ‘+” + t I r(t + h, s) I ds + It I r(t + h, s) - r(t, s) ( ds) = o, (2.6) 0 
for each t > 0. There exists a number go > 0 such that for 0 <: B < 6, , if 
l/y (I < Xc? for someJixed h E (0, I), then there exists a unique solution x(t) of the 
system (l.l), x E BC[O, 03) and in addition II x // < 8. 
The remarks made previously concerning uniqueness and stability are 
again applicable with II Ila, replaced by II 11. Moreover the solution x(t) 
satisfies (1.1) everywhere. Note that if r(t, s) = r(t - s) and if r E L’(0, CCI), 
then assumption (2.6) is automatically satisfied. 
As a consequence of Theorem 3 we have the following result. 
COROLLARY 3.1. If the hypotheses of Theorem 3 are satisjied, if for each 
T>O 
(2.7) 
and if limy(t) = 0, t + CO, then x(t) -+ 0 as t -+ CO. 
If r(t, s) = r(t -s) and r ~Ll(0, co), then (2.7) is again automatically 
satisfied. Moreover, if f E BC[O, co) and f(t) -+ 0 as t -+ co, then it follows 
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from (2.3) that r(t) + 0. Thus Corollary 3.1 is a type of asymptotic stability 
theorem for the system (1.1). 
b. Asymptotically Periodic and Almost Periodic Solutions 
A function q E BC[O, co) is called asymptotically w-periodic if and only 
if there exists a function p E BC(- co, co) where p is w-periodic, such that 
lim(dt) -p(t)) = 0, as t -+ CO. In this case we write 9) -p. The existence 
of asymptotically w-periodic solutions of (1.1) is established in the following 
result. 
THEOREM 4. Let y(t) be asymptotically w-periodic and let r(t, s) satisfy 
(2.4), (2.6), (2.7) as well as 
r(t + w, s + w) = r(t, s) (--<<s<t<co), (2.8) 




n,m-m o 1 r(t + nw, s) 1 ds = 0. 
n>m 
Let g(t, x) be w-periodic in t for each x. There exists a number &,, > 0 such that 
f~O<~d4Jb,ifIlYII<~~f or some jixed h E (0, l), then there exists a 
unique solution x(t) of the system (1.1) which is asymptotically w-periodic and in 
addition 1) x 11 < b. 
A sufficient condition for the solution y(t) of the linear system (1.2) to be 
asymptotically w-periodic is given by the following result. This result shows 
why in general one cannot expect periodic solutions. 
LEMMA 4.1. Let f E BC[O, co), let f be w-periodic, let r(t, s) satisfy (2.4), 
(2.6), (2.7), (2.8) and (2.9). Then the solution y(t) of (1.2) giwen by (2.3) is 
asymptotically w-periodic. 
If r(t, s) satisfies the condition 
El J‘” 1 r(t, s) 1 ds = 0, 
--m 
then r(t, s) satisfies (2.9) for any w > 0. If the kernel a(t, s) in (1.1) is of 
convolution type, then the resolvent r(t, s) = r(t - S) is of convolution type 
and r(t + W, s + W) = r(t, s) = r(t - s) for all w > 0. If in addition 
r(t) eLl(O, co) one readily sees that the hypotheses (2.4)-(2.9) are satisfied. 
Thus Lemma 4.1 and Theorem 4 include convolution equations as special 
cases. For the latter we may also consider asymptotically constant solutions. 
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A deep of this type was obtained by Levin [12]. Here we establish a different 
result. 
COROLLARY 4.2. Let r(t, s) = r(t - s), Y EU(O, co), g(t, x) ~g(x) inde- 
pendent of t, and lim y(t) = y(co) us t -+ co. If h E (0,l) is Jixed, then there 
exists &,, > 0 such that when 0 < 6’ < g0 and 11 y 11 < X8, the unique solution 
x(t) of the system (1.1) exists for 0 < t < co, lim,,, x(t) = X(W) exists and 
this limit satis$es the equation 
x(a) = Y(a)) + (1,” 4s) A) g(x(cQN. 
In order to study the existence of asymptotically almost periodic solutions 
of (1.1) we need to recall some standard definitions [13]. Let AP(E,) be the 
set of all continuous functions G(t, x) such that G is almost periodic in t 
uniformly for x on compact subsets of E, . Define semi-norms on AP(E,J by 
d,(G) = sup{1 G(t,x) 1; - co <t < co, I x I <m) 
and define a metric by 
If G E AP(E,J, the module of G in Em(Mod,JG)) is the set of all almost per- 
iodic functionsp : f -+ E, with the property that if {t,J is any real sequence 
such that the translates {G(t + t,)} form a Cauchy sequence in the metric d, 
then the translates {p(t + t,)} f orm a Cauchy sequence in the sup norm ]I (I. 
It is readily shown that Mod,(G) is a closed subspace of the set of all almost 
periodic functions p : R1 -+ E, with respect to the sup norm. 
DEFINITION. A function q~ E BC[O, co) is called asymptotically almost 
periodic (Mod,(G)) if and on& if there exists a function p E Mod,(G) such that 
VW -P(t) + 0 as t + co. In this case we shall write 93% p. 
Theorem 4 has an analogue for the existence of asymptotically almost 
periodic solutions. For simplicity we confine ourselves to the convolution 
case of (l.l), a(t, s) = a(t - s). 
THEOREM 5. Let r(t, s) = r(t - s), Y ~Ll(0, co). Suppose that f is con- 
tinuous and almost periodic and that g(t, x) E AP(E,). Then for any fixed 
X E (0, 1) there exists 8, > 0 such that if 0 < d < &‘O and 11 y II < M’, then 
there exists a unique sol&m x(t) of system (1.1) which is qmptotically almost 
periodic Mod,( f, g) and satisfies \I x 11 < 8. 
In the above statement (f, g) is regarded as an element of AP(E%). 
682 MILLER, NOHEL, AND WONG 
c. Example 
We consider an example of the kernel a(t, s) of nonconvolution type which 
gives rise to a resolvent kernel r(t, S) satisfying some or all of the hypotheses 
of the theorems stated above. As we have already pointed out if 
r(t, s) = r(t - S) and Y ~Ll(0, co), then all assumptions previously imposed 
are satisfied. Let n = 1 and let 
a(t, s) = A(t - s) B(s) (2.10) 
where A and B satisfy the following assumptions: 
641) 40 P t is osi ive, continuous and locally Lebesque integrable on the 
interval 0 < t < co; 
(A2) A(t) is nonincreasing on 0 < t < cc and for each T > 0 the func- 
tion A(t)/A(t + T) is nonincreasing on 0 < t < co; 
(A3) B(t) 3 0 and B E BC[O, co). 
In the analysis which follows it is convenient to rewrite the resolvent 
equation (2.1) in the equivalent form 
r(t + s, s) = a(t + s, s) - i: a(t + s, u + s) r(u + s, s) du (2.11) 
in which s occurs only as a parameter. Substituting (2.10) in (2.11) yields 
r(t + s, s) = A(t) B(s) - 1” A(t - u) B(u + s) T(U + s, s) du. 
0 
Thus r(t + s, s) = y(t; s) B(s) where y is the solution of the scalar equation 
y(t; s) = A(t) - s: A(t - u) B(u + s) y(u; s) du. (2.12) 
By Theorem 2 of [l l] it follows that for each s 3 0 the linear system (2.12) 
has a unique solution y(t; s) which is locally integrable with respect to t on 
0 < t < co. Moreover, y(t; s) is continuous in (t, s) and 0 < y(t; s) < A(t) 
for 0 < t, s < co. 
We prove the following result which uses and completes ideas of 
Friedman [14]. We also remark that Levin [9] has considered another example 
of a kernel of nonconvolution type in a different context. 
THEOREM 6. Let (Al)-(A3) be satisfied and let a(t, s) be defined by (2.10). 
Then 
(i) r(t, s) satisfies (2.4) and (2.6). 
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(ii) if A(t) + 0 as t --t co, then r(t, s) satis$es (2.7), 
(iii) if B(t) is w-periodic, then r(t, s) satisfies (2.8), 
(iv) if A(t) ELl(0, 00) or if lim inf,, B(t) > 0 then r(t, s) satisfies (2.5), 
and 
(v) ;f A(t) EU(O, co), then r(t, s) satisfies (2.9). 
Thus Theorem 6, together with the appropriate assumptions concerning 
f(t) and g(t, 4 may b e used to illustrate each of the Theorems 1, 2, 2’, 3, 4. 
3. PROOF OF THEOREM I 
Fix 01> 0 such that OlB < 1. By (H3) choose 7 > 0 such that 
I g(4 4 - g(4 Y> I B fx I x -Y I (I x I 9 I Y I G rlh (3.1) 
uniformly in t. Fix a number /3 > 0 such that PI3 < 1 - A. Using (H2) and 
(H3) pick S > 0 so that 
I A4 4 I 9 B I x I (I x I < 39 (3.2) 
uniformly in t. Define &‘s = min(6,q). 
For any b, 0 < d < JZ’,, define 
&(4 = (9 ELV, a> : II 9 IL < 4 
and define the operator K by the relation 
(Kd (t) = y(t) - j: 44 4 g(s, y(s)) ds (3.3) 
for y E S,(E). Using (2.4), (3.2) (3.3) and y as in the statement of Theorem 1 
one obtains, for almost all t, 
and 
I (6) (t> I e I r(t) I + it I 44 4 I B I P)(S) I ds, 
0 
l/Kp,jl,<h&+/3Bb<hb+(l -A)&=&. 
Hence K maps S,(b) into itself. On the other hand using (2.4) (3.1) and (3.3) 
there results, for almost all t, 
I K(R) (t> - WV,) (9 I G St I 44 4 I a: I &) - ~4s) I4 
0 
and 
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for any pr , ps E S,(d). Since CYB < 1, K is a contraction on S,(b). Therefore, 
the system (2.2), and hence also the system (l.l), has a unique solution 
x EL~[O, co) with I/ x /Jm < 8. This completes the proof of Theorem 1. 
4. PROOF OF THEOREMS 2 AND 2’ 
Fix 01 > 0 such that OrA < 1 and orB < 1. Choose 7 > 0 so that (3.1) is 
satisfied and /I > 0 so that j3B < (1 - A). Choose S > 0 so that (3.2) is 
satisfied and define 6, = min(S, 7). For 0 < d $&s define 
S,(6 = WY f-7 WO, 4, 
and define the operator K on S,(b) by (3.3). By the argument of the proof 
of Theorem 1 together with Fubini’s theorem one obtains 
II KP, Ill d IIY I/I + PA II VJ IL < 03, (4.1) 
as well as 
II f% IlaD < IIY Ilm + PB II v II= < M’ + (1 - 4 8 = 8, 
for v E S,(I). Thus K(S,(I)) C S,(d). On S,(g) introduce a new norm by 
the relation 11 v I)* = 11 v Jim + 1) v (/r for any v E S,(b). Then from (3.3) one 
readily obtains 
II &I - &, II* G a-~ II VI - vz IL + aA II PI- vz IL 
< ma+% ~4 II 93 - yz II*. (4.2) 
Thus K is a contraction on S,(b) and the proof of Theorem 2 is complete. 
The proof of Theorem 2’ differs from that of Theorem 2 only in that one 
uses the well known inequality 
II a * b II?, G II a III II b II?, (1 <P < co), 
where 
(u c b) (t) = ,: a(t - s) b(s) ds (0 < t < co), 
a ~Ll(0, co) and b EP(O, 00). Using this inequality one readily obtains the 
estimates corresponding to (4.1) and (4.2). 
5. PROOF OF THEOREM 3 AND COROLLARY 3.1 
The proof of Theorem 3 is essentially the same as that of Theorem 1. 
One defines the set 
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and uses (2.6) to show that the operator K defined on S(g) by (3.3) maps 
continuous functions into continuous functions. The remainder of the proof 
is unchanged when one replaces )I jlrn by 11 1. 
To prove Corollary 3.1 define the set S, = {‘p : ‘p E S(g), lirn$+ 9(t) = 0). 
Clearly So is a closed subspace of S under the norm 11 11. We need only 
prove that (Kp) (t) -+ 0 ast-+ioforanyp,~S,,.Lety>Obegiven.By 
hypotheses choose T > 0 such that 1 r(t) \ < 713 and / y(t) / < r/(3j%3) for 
all t 2 T. Choose T, 3 T so large that by (2.7) 
J T I r(4 s) I ffs d $ (t > TJ. 0 
Then for t 2 Tl one has from (2.4), (2.7), (3.2), and (3.3) 
I GG) I 6 I r(t) I + 1” I 4t, 4 I B I 44 I ds 
0 
< + + Bg j-’ I 44 4 I ds + 1; I r(t, 4 I B I v(s) I ds 
0 
<$+$+$J I r(4 4 I ds G Y- 
0 
Since y > 0 is arbitrary, (KY) (t) -+ 0. Thus KS, C So and one completes 
the proof in the usual way. 
6. PROOF OF LEMMA 4.1 
For any function f E BC[O, co) define the operator R by the relation 
(W) (4 = !E 1” $4 s)f(s) ds (t > 0). (6.1) 
-nw 
Rf is well defined since by (2.8) one has for 71 > m 
,I: ) r(t, s) ) ds = j-1; 1 r(t + nw, s + nw) \ ds = Jp-“‘“i r(t + nw, s) 1 ds, 
for any t >, 0. In view of (2.9) this integral approaches zero as m, n -+ ~0. 
Observe that if f is w-periodic, then Rf is w-periodic, continuous by (2.6), 
and hence also uniformly continuous on 0 < t < co. 
Define Y(t) =f(t) - (Rf) (t). Clearly Y is w-periodic. Let 6 > 0 be 
given by. Choose N > 0 such that 
j (W) (t> - J’ e, &f(s) ds j < ; @ a w -7&J 
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uniformly for 0 < 1 < co. By (2.7) choose T > 0 so large that 
Ilf II 1,“” I r(t + nw, s) 1 ds < -$ (t > T, n > N and fixed). 




J m-)uz ” 
r(t + mw, s)f(s) ds. (6.3) 
Therefore from (6.2) and (6.3) one obtains 
I .Y(Q - Y(t) J ,< ; + I$” I r(t + f=% 4 I If(s) I ds < Jf 
for t sufficiently large. Since & > 0 is arbitrary, r(t) - Y(t) -+ 0 as t --t co. 
This completes the proof of Lemma 4.1. 
7. PROOF OF THEOREM 4 
The existence of a continuous solution has already been established in 
Theorem 3. It remains to show that the solution is asymptotically w-periodic. 
Let S(b) be the set of functions in BC[O, a) introduced in Section 5. Let 
S, = {p’ E S(8) : p is asymptotically w-periodic}. 
We claim that S, is a closed subset of S(8) under the norm /j I/ . Suppose 
that {9)n} C S, and 1) qn - v II-+ 0 as n -+ co for some v E S(d). We wish 
to show that p E S, . Let vn N P, (n = 1, 2, 3 ,...) where P, is w-periodic. 
We first show that {P,} is a Cauchy sequence. 
For any 77 > 0 let N be an integer chosen so that 
By definition for each pair (n, m) > N there exists a number T = T(T~, m) 
such that 
I %L(t> - pm I < f 9 I %G> - Pm(f) I G f (t > T). 
Thus for t 3 T, 
I P,(t) - Pm(t) I G I pnw -~ %a(4 I + I %a - %P) I 
+ I Pm(t) - pm I G 1. 
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Since each P, is w-periodic one has // P, - Pm 11 < 7 for all n, m >, N. Thus 
(Pn} is a Cauchy sequence in BC[O, co). 
Let P(t) = lim P,(t). Clearly P is w-periodic. We will show that 9) -P. 
Let q > 0 be given. There is an integer 71 such that // v - p”n // < 9/3 and 
11 P - P, I/ < v/3. For such an integer n there is a T = T(n) > 0 such that 
1 q%(t) - P,(t) I < q/3 for t 3 T. Thus for t > Tone has 
I v(t) - P(t) I G II v - %I II + I %(4 - P&) I + II p?z - p II G 7. 
Thus 9 E S, and S, is a closed subset of S(B). 
By hypothesis y - Y for some w-periodic function Y. If v E S, , then 
9) - @ where @ is some w-periodic function. If the operator K is defined by 
(3.3) for all g, E S, , then we claim that Kq - X where 
x(t) = Y(t) + 2-y I” r(t, s) g(s, D(s)) as. (7-l) 
--nw 
Since q E S, and g is continuous in x and w-periodic in t, the limit in (7.1) 
is well defined (see Definition (6.1)). M oreover, X is w-periodic by the argu- 
ment of Lemma 4.1. To see that Kp, - X let 77 > 0 be given. Choose an 
integer M > 0 such that I y(t) - Y(t) I < 7 and / v(t) - Q(t) j < 7 for all 
t 2 Mm. Now choose an integer N > M such that 
Select a number T > No such that 
s 
Nw I r(t + NW, s) I ds < ‘I, j,“” / r(t, s) / ds < 17 (” 3 T). 
0 
Then for t > T one obtains successively 
lKv(t) - X(t) I f I YW - y(t) I + 17 + j”,, I $4 s)&, Q(s)) I ds 
+ jt I ~(4 s) I l g(s, v(s)) - g(s, Q(s)) ( ds 
0 
< 277 + j”” I r(t + NW, s) I I g(s, Q(s)) I ds 
0 
+ j; I 44 s) I 01 I v(s) - Q(s) I ds 
G 271 + Pg jNu I r(t + NW, s) I ds 
0 
+ (204 jf” I ~(4 4 I ds + arl j:,. I r(t, s) I ds 
< (2 + B& + 201-t B4 7. 
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Since 7 > 0 is arbitrary and a, ,$ B and B are preassigned constants, the last 
inequality shows that Kv(t) - X(t) -+ 0 as t -+ co. Thus KS, _C S, and 
this completes the proof in the familiar way. 
8. PROOF OF COROLLARY 4.2 
It follows from Theorem 4 that the solution x(t) exists and is asymptotically 
constant. Moreover from the proof of Theorem 4 one has for any w > 0 
= Y(W) + (jr 44 ds) &(~)>, 
as asserted. 
9. PROOF OF THEOREM 5 
By Theorem 3 one has again that the solution x(t) of (1.1) exists on 
0 Q t < 00 and 11 x 11 < b. By an argument paralleling the proof of Lemma 
4.1 in Section 6 one shows that for-f almost periodic the solution r(t) of the 
linear system (1.2) given by (2.3) is asymptotically almost periodic, Mod,(f). 
Indeed y R+ Y where 
Y(t) =f(t) - j’ r(t - s)f(s) ds. 
--m 
Define 
S, = (9’ E S(g); p is asymptotically almost periodic Mod,( f, g)}, 
where S(g) is defined in Section 5. As in the proof of Theorem 4 in Section 7 
one shows that S, is a closed subset of S(b). Moreover, if q~ E S, and g, w 0, 
then Kq w X where 
X(t) = Y(t) - j” r(t - s)g(s, a(s)) ds. 
--m 
Thus KS, C S, and this completes the proof. 
10. PROOF OF THEOREM 6 
Let p = 11 B 11 and consider the scalar equation for R, 
R(t) = @f(t) - ,8 j: A(t - u) R(u) du. (10.1) 
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LEMMA 6.1. If either A EL~[O, co) OY lim inf B(t) > 0 (t -+ 00) then 
r(t + s, s) eLl[O, co) as a function of t and 
sup m ( r(t + s, s) 1 dt : s > 0 < co. 
0 
PROOF. Since r(t + s, s) = y(t; s) B(s) and B E BC[O, CO), it suffices to 
show that as a function of t, y E Ll[O, co) and satisfies the desired bound. 
By Theorem 2 of [l l] the solution R(t) of (10.1) exists and is continuous on 
0 < t < co. Moreover, 0 Q R(t) Q /M(t), sr R(t) dt < 1 and the integral 
of R equals one if and only if A $Ll(O, CO). 
For any 9 E Ll[O, co) define an operator K by the relation 
(KY) (t; s) = ,I R(t - u) (1 - ‘@/j+ ‘)) T,(U) du 
for t, s > 0. It is easily verified that K maps Lr[O, 00) into itself and that 
If A ELI[O, co), then 11 K I] < ]I R II1 < 1. If lim inf B(t) > 0 (t -+ co), then 
II K II G II 1 -B/P II -=c 1. 1 n either case the map K* defined by 
K*vJ = R + KS, (v E-NO, ~0)) 
is a contraction. Thus the equation 
Y(t; s) = R(t) + ,: R(t - u) (1 - @/j+ ‘)) Y(u; s) du (s >, 0) (10.2) 
has a unique solution which is of class Ll[O, co) with respect to t. It is element- 
ary to verify that y(t; s) = Y(t; s)//3 is the unique solution of (2.12). From 
(10.2) one readily has 
0 < j-y@; s) dt f B II R III (1 - II K IIY. 
0 
(10.3) 
Since the bound (10.3) is independent of s 2 0, this completes the proof of 
Lemma 6.1. 
To prove the first conclusion of Theorem 6 consider the integral equation 
Z(t) = 1 - St A(t - s) B(s) Z(s) ds (t > 0). (10.4) 
0 
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If r(t, s) = y(t; s) B(s) is th e resolvent kernel corresponding to the kernel 
A(t - s) B(s), then the solution of (10.4) is given by 
z(t) = 1 - jt r(t, s) ds, 
0 
(see (2.3) with f(2) = 1). By Th eorem 1 of [ll] the solution Z(t) is non- 
negative. Since r(t, s) is also nonnegative (2.4) is satisfied with the constant 
B = 1, 
0 < I’ 1 r(t, s) 1 ds = j” r(t, s) ds < 1 (0 < t < co). 
0 0 
To show that (2.6) is satisfied fix t 3 0 and h such that t + h 3 0. Since 
] tjt, s) / < /3A(t - s) it is clear from (Al) that 
1 r(t + h, s) 1 ds = 0. 
From (2.1) one has 
j” 1 y(t + h, s) - y(t, s) I ds < j” I A(t + h - s) - A(t - s) 1 B(s) ds 
0 0 
+ j;j: I A(t + h - u) - A(t - u) 1 B(u) Y(U, s) du ds 
+ 1:s”:” A(t + h - u) B(u) Y(U, s) du ds = II + I2 + I,. 
For a fixed t > 0 one has 
II,IG+A(s+h)-A(s)lds+O (h - Oh 
0 
/ I2 I < /I” j”I” 1 A(t + h - u) - A(t - u) I A(u - s) du ds 
0 s 
< /I” ( jt A(s) ds) j’ 1 A(s + h) - A(s) 1 ds + 0, 
0 0 
and 
IA I < P2 j;j:'" A(t + h - u) A(u - s) du ds 
,( ,i3” (j; A(s) ds) j: A(h - s) ds + 0. 
Thus (2.6) is satisfied. 
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That (ii)-(v) are satisfied follows easily from the fact that 
0 < r(t, S) < A(t - S) B(s) and, in the case of (2.8), from (2.1) and that 
B(t) is w-periodic. Part (ii) is included in Lemma 6.1. This completes the 
proof of Theorem 6. 
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