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This thesis reports a study for a new real-time trigger for the NA62
experiment based on Graphics Processing Units (GPUs).
The aim of the NA62 experiment is to measure the branching ratio
of the ultra-rare decay K+ → pi+νν¯ , a process mediated by Flavour-
Changing Neutral Currents (FCNC), with a precision of 10%. Since the
value predicted by the Standard Model is very precise, the measurement
of this quantity represents an excellent way to investigate the existence
of New Physics, or in case of agreement with the Standard Model(SM)
to improve the current knowledge of the |Vtd| parameter of the CKM
matrix.
The use of a high-rate kaon beam will result in an event rate of about
15 MHz, so high that it is impossible to store data on disk without a
very selective reduction. The experiment will use devised three trigger
levels, allowing to reduce the data rate fed to the readout PC farm down
to ∼10 kHz.
In this thesis I report a study for a fast multi-ring fitting algorithm,
fed with the data of the RICH(Ring Imaging Cherenkov) detector to be
used in L0 level trigger of the experiment.
The necessity of running the algorithm in real-time, with a maximum
latency of 1 ms per event, drove the choice of exploiting the parallel
computing power of GPUs. I developed an online seedless ring fit al-
gorithm running on GPUs, satisfying the L0 trigger time requirement,
which achieves resolutions comparable to those obtained by the oﬄine
reconstruction.
I studied how the use of the algorithm at L0, increases the quality
of the collected data with respect to the standard trigger of the exper-
iments for a specific case, the Lepton Violation decay K+ → pi−`+`+.
The measurement of this decays would be judicate a Majorana nature of
neutrinos and the existence of New Physics.
This work proves that alternative trigger designs are possible for the
NA62 experiment, and represents a starting point for the introduction of
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The main goal of the NA62 experiment is the measurement of the
ultra-rare decay K+ → pi+νν¯ at the CERN SPS (Super Proton Syncrho-
tron).
This decay was observed for first time at BNL in the two dedic-
ated experiments E787 and E949 and the measured branching ratio was(
1.73+1.15−1.05
) · 10−10[11]. This decay, with its the neutral companion K0L →
pi0νν¯ is a unique probe to test the Standard Model and search for the
existence of new Physics. NA62 aims to collect a hundred K+ → pi+νν¯
decays with a 10 : 1 signal to background ratio.
1.1 Theoretical framework
The decays K+ → pi+νν¯ and K0L → pi0νν¯, the second one studied by the
KOTO experiment in Japan[39], due to their theoretical precision (in
SM) are among two of the strongest test of the Standard Model . Both
decays are Flavour-Changing Neutral-Current (FCNC) processes: this
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kind of transition is strongly suppressed in SM and therefore is very sens-
itive to new Physics scenarios. The processes described above are due
to s¯→ d¯νν¯ transition at quark level and can be described by ”penguin”
Feynman diagrams (Figure 1.2).
The predicted branching ratio K+ → pi+νν¯ in the Standard Model is(
7.81+0.80−0.71CKM ± 0.29
) · 10−11 [17], where the first error takes in account
the uncertainty of CKM matrix elements and the latter one is pure the-
oretical.
Any discrepancy between the Standard Model prediction and an ex-
perimental result would be an evidence of new Physics and the hint for
the existence new undiscovered particles intervening in the decay.
In case of agreement with the Standard Model, a precise measurement
would improve the accuracy of |Vtd| , which is one of the least precisely
known parameters of the CKM matrix. In particular this measurement
would be independent from those obtained from the measurement of
∆md = m(B
0)−m(B¯0) in neutral B-meson mixing[40, 30, 56].
1.2 CKM matrix
The CKM matrix provides an extension of the Cabibbo 2×2 matrix, that
encodes how flavour-changing charged currents mediated by W± couple
u, c and d, s quark states [22]. The coupling is described by means of the
intermediate weak eigenstates d′ and s′ obtained from mass eigenstates
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The (d′, s′) are the weak eigenstates appearing in the weak charged
current






The Cabibbo-Kobayashi-Maskawa (CKM) generalizes the Cabibbo
matrix including the quarks b, t of the third generation[43]: d′s′
b′
 =
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The CKM matrix is an unitary matrix so V †CKMVCKM = I3. The
main consequence of the CKM matrix unitarity is the absence of flavour
changing neutral current (FCNC) processes at tree level in the SM.
Experiment yield the following results for the CKM matrix elements[54]:
 |Vud| = 0.97425± 0.00022 |Vus| = 0.2253± 0.0008 |Vub| = (4.13± 0.49)× 10−3|Vcd| = 0.225± 0.008 |Vcs| = 0.986± 0.016 |Vcb| = (41.1± 1.3)× 10−3
|Vtd| = (8.4± 0.6)× 10−3 |Vts| = (40.0± 2.7)× 10−3 |Vtb| = 1.021± 0.032

(1.4)
From the above, obtained from a large number of experiments, the di-
agonal elements are clearly dominant. Therefore the transition between
quark belonging to same family like u ↔ d, c ↔ s, t ↔ b are favoured,
while transition. between different families are suppressed.
The CKM matrix doesn’t represent a pure rotation like the Cabibbo
matrix but includes a complex parameter. The standard parametrization
(Eqs 1.5 and 1.6) uses three Euler angles (θ12, θ13, θ23,) and one CP-
violating phase (ϕ). Cosines and sines of the angles are denoted cij and
sij, respectively. θ12 is the Cabibbo angle.
VCKM =
 1 0 00 c23 s23
0 −s23 c23
 c13 0 s13e−iϕ0 1 0
−s13eiϕ 0 c13





 c12c13 s12c13 s13e−iϕ−s12c23 − c12s23s13e−iϕ c12c23 − s12s23s13eiϕ s23c13
s12s23 − c12c23s13eiϕ −c12s23 − s12c23s13eiϕ c23c13
 (1.6)
But because the CKM matrix is close to I3, is it reasonable to expand
it in powers of λ = Vus, so according to Wolfenstein parameterisation
we can rewrite the matrix at order O(λ4) in the form described by Eq.
1.7[59]:
VCKM =
 1− λ2/2 λ Aλ3(ρ− iη)−λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O (λ4) (1.7)
8 Chapter 1. The NA62 Experiment
where:
A, λ > 0 (1.8)
λ = sin θ12 = sin θC (1.9)
Aλ2 = sin θ23 (1.10)
Aλ3(ρ− iη) = sin θ13e−iϕ (1.11)
In this parametrization θij are three Cabibbo-like angle, while e
iϕ is
a complex phase which encodes the CP violation.
The unitarity of the CKM matrix imposes six conditions∑
i=u,c,t
|Vij |2 = 1 j = d, s, b (1.12)




tdVtb = 0 (1.13)




tdVts = 0 (1.14)




tsVtb = 0 (1.15)





η = η (1− λ2/2)
















Figure 1.1: Unitary triangle defined by relation 1.13.
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1.3 The K+ → pi+νν¯ decay
According to the Standard Model, the process s¯ → d¯νν¯ is due to one-loop
contributions (two ”penguin” and one box diagram) as shown in Fig.1.2.
WW











u¯, c¯, t¯u¯, c¯, t¯
Z
(c)
Figure 1.2: A W -box (a) and two Z-penguin (b, c) diagrams. These are the one-loop
Feynman diagrams contributing to the s¯→ d¯νν¯ process in SM.













where GF , α, and θW are Fermi and fine-structure constants and Weinberg
angle respectively. Xt is a function describing the top quark dominant contri-
bution [4]. The X`c functions (with ` = e, µ, τ) encode instead the contribution
of the charm quark and can be computed to next-to-next-to-leading order with




(ν¯`ν`) is the V − A neutral
weak current.
Generally, the computation of the hadronic matrix element is the greatest
source of uncertainty in weak meson decays, because low energy QCD isn’t
perturbative. In the case of K+ → pi+νν¯ the matrix element (s¯d¯) (ν¯`ν`) can
be obtained with the help of isospin symmetry from the measurement of the
BR(K+ → pi0e+νe), which has an error of 0.79%[54]. So using the effective
Hamiltonian for K+ → pi0e+νe (Eq. 1.17)[4]:
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We obtain, neglecting the effects due to mpi+ 6= mpi0 and me 6= 0, a relation
between the BRs of K+ → pi+νν¯ and K+ → pi0e+νe[4].
BR(K+ → pi+νν¯)





∣∣∣V ∗csVcdX`c + V ∗tsVtdXt∣∣∣2
(1.19)
Using Eq. 1.19 and including isospin breaking corrections one obtains [4]:
BR(K+ → pi+νν¯)





























= 0.42± 0.06 (1.21)
under the assumption that Xµc and Xec are equal[18], rK+ = 0.901 takes into
account the isospin breaking correction to be applied in order to relate the
two branching ratios.
The theoretical expectation is then:
BR(K → pi+νν¯) = (7.81+0.80−0.71 ± 0.29) · 10−11 (1.22)
Where the first uncertain is due to the error on CKM matrix elements and
the second one is pure theoretical [17].
As discussed above, the measurement of branching ratio of K+ → pi+νν¯ decay
is very sensitive to new Physics: predictions for this branching ratio are avail-
able for various extensions of the SM including models with 4th generation of
quarks and leptons[21], Littlest Higgs[16], supersymmetric flavour models[5]
and Z ′ models with FCNC quark couplings[20]. If no hint of new Physics is
found, this measure can be used to improve the current experimental precision
of |Vtd| parameter.
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Figure 1.3: Plot illustrating K+ → pi+νν¯ and K0L → pi0νν¯ Physics sensitivities. The
left and right edge of the plot are excluded by the measurement of the B.R. obtained
at E949 experiment[11]. The top part of the plot is excluded using the measured B.R.
and the Grossman-Nir relation, B.R.(K0L → pi0νν¯) < 4.4×B.R.(K+ → pi+νν¯ ), which
is model independent[34]. The BSM theories predicting the K → piνν¯ decays include
models with 4th generation quarks and leptons[21], Littlest Higgs[16], supersymmetric
flavour models[5] and Z ′ models with FCNC couplings [20], the colored points are the
results computed for the two branching ratios varying the main parameters of each
model according to the physical constraint.
1.4 Previous searches for K+ → pi+νν¯
The first search for the K+ → pi+νν¯ decay was attempted in 1969, in a bubble
chamber experiment at Argonne National Laboratory of Michigan, defining
an upper limit to its branching ratio [24]:
BR(K+ → pi+νν¯) < 10−4 (1969) (1.23)
After fours years the result was improved to BR(K+ → pi+νν¯ )< 5.6 ·10−7
by a spark chamber experiment at the Berkley Bevatron [23], followed by an
experiment at the KEK Proton Synchrotron that yielded [13]:
BR(K+ → pi+νν¯) < 1.4 · 10−7 (1981) (1.24)
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In 2004 at Brookhaven National Laboratory the E787 collaboration ob-
tained the first observation based on 3 events [8]:
BR(K+ → pi+νν¯) = 1.47+1.30−0.89 · 10−10 (2004) (1.25)
After 5 years the follow-up experiment E949 was able to collect 4 more
candidate events leading a combined result of [12, 11]
BR(K+ → pi+νν¯) = 1.73+1.15−1.05 · 10−10 (2009) (1.26)
which is consistent with the Standard Model expectations, within the large
statistical errors.
Each of these experiments used low energy kaons stopped. NA62 will
instead employ an high energy beam, studying in-flight kaon decays.
1.5 Experimental Strategy
The presence of two neutrinos and a single charged track in the final state
makes NA62’s goal a challenging precision measurement, requiring hermetic
background rejection as well as an excellent detector system for particle iden-
tification. The signature of a K+ → pi+νν¯ event consists in only one charged
track, and all other events with one charged track contribute to the back-
ground.
Protons from the SPS at 400 GeV/c impinge on a beryllium target and
produce a secondary charged beam. Consideration about signal acceptance
drive the choice of a secondary beam of 75 GeV/c. About 6% of particles in






Figure 1.4: K+ → pi+νν¯ decay kinematics.
The only measurable physical quantity of K+ → pi+νν¯ are the momenta
of kaon and pi+ and the decay angle between them in the laboratory frame.
So it is convenient to use as discriminating variable the squared missing mass
of the decay.





= (EK − Epi)2 −
(
P 2K + P
2
pi − 2|P 2K ||P 2pi | cos θKpi
)2
(1.27)
where PK and Ppi are the momenta of kaon and pion, EK and Epi their



































Decay region ∼ 60 m
Beam
Figure 1.5: Sketch of the NA62 detector. For a brief description see Chapter 2.
m2miss is computed under the assumption that the charged track is a pion,
and the it allows to separate the signal from the most important background
processes as shown in Fig:1.6. The top part of Fig:1.6 shows the contribute of
the largest background processes in the m2miss, the bottom part shows the one
from background modes which are not kinematically constrained: these modes
are the radiative version of decay channels from the previous plot and 3- and 4-
body semi-leptonic decays. The fiducial signal region is split in two to exclude
the K+ → pi+pi0 region, while upper and lower limits exclude K+ → 3pi and
K+ → µ+νµ.
In Table 1.1 the main backgrounds are listed with their respective rejection
criteria.
14 Chapter 1. The NA62 Experiment
Figure 1.6: Distribution of the reconstructed squared missing mass resulting from
koan decay under the hypothesis the charged track is a pion. The solid line indicates
the K+ → pi+νν¯ signal in both plots. The top figure shows the kinematically con-
strained backgrounds, which are also the channels with larger branching ratios; the
bottom one shows the others main backgrounds for which the reconstructed missing
mass overlaps the signal. The blue areas display the fiducial signal regions [37].
1.5. Experimental Strategy 15
Decay mode BR Rejection
µ+νµ 63.56% Kinematics + µ PID
pi+pi0 20.67% Kinematics + γ veto
pi+pi+pi− 5.58% Kinematics + pi±veto
pi+pi0pi0 1.76% Kinematics + γ veto
pi0µ+νµ 3.35% µ PID + γ veto
pi0e+νe 5.07% e PID + γ veto
Table 1.1: The main backgrounds for the NA62 experiment with their rejections
strategies.
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The NA62 experiment is located at the CERN-SPS North-Area, on the
beam line originally used by NA48 experiment. The NA62 collaboration de-
vised a new experimental apparatus on the basis of the NA48 experience [50].
An unseparated 750MHz beam composed of protons,pions and kaons is
produced in collisions of a 400 GeV/c proton beam on beryllium target. The
decay region starts around 100 m from the target and ends 65m downstream,
where the main detectors are located.
There are 3 sub-detectors located upstream of the decay region. The beam
kaons are identified by the CEDAR, a Cˇerenkov differential counter. The
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GigaTracker (GTK) is a beam spectrometer composed by 3 stations of sil-
icon micro-pixels which provide a measurement of momentum, direction and
time of beam kaons. Finally the CHANTI (CHarged ANTI counter), made by
plastic scintillators vetoes large-angle charged particles due to inelastic beam
interactions with collimator or upstream materials.
The LAV (Large Angle photon Vetoes) are 12 annular stations made of
lead glass crystals situated between 120 m and 240 m along the decay line
axis, they provide photon rejection in a 8.5÷ 50 mrad cone around z-axis.
The straw chamber spectrometer (STRAW) and dipole magnet placed between
the second and third STRAW chamber, provides a measurement of decay ver-
tex, direction of flight and momentum of decay products. The RICH detector
provides pi/µ separation in the 15÷ 35 GeV/c moemntum region.
A segmented plastic scintillator hodoscope (CHOD) provides a fast trig-
ger signal for charged particles just after they emerge from the RICH vessel.
Downstream the CHOD detector there are three calorimeters for small-angle
photon rejection. The LKr (Liquid Krypton) calorimeter inherited from the
NA48 experiment. An intermediate ring- shaped calorimeter (IRC) and the
small-angle electromagnetic calorimeter (SAC) add photon suppression in the
region not covered by the geometric acceptance of the LKr.
Suppression of K+ → µ+νµ is done with MUV3 (muon-veto) a scintillator
system which detects muon after a 80 cm iron block. Two additional muon-
veto stations (MUV1 and MUV2) are used to distinguish muons from hadron
by the energy released by hadronic showers [37].
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2.1 Beam
It is convenient to use a high energy proton beam in order to maximize the
production of positive kaons by beam interactions on a beryllium target[14].
The highest kaon production is achieved at PK/Pp ' 0.35, where Pp is the
central proton beam momentum and PK is the momentum of the produced
kaons. Furthermore, the use of high energy kaons increases the detection
efficiency of most sub-detectors. Due to these considerations, a central beam
momentum 75 GeV/c.
The choice of positive kaons is due to the ratio particles abundances in a







Tab. 2.1 shows the different components of the beam.







Table 2.1: NA62 beam composition
2.2. Detectors upstream of the decay region 21
2.2 Detectors upstream of the decay region
In this section the detectors used to track the beam are described, they are
the CEDAR, a differential Cˇerenkov used to tag the kaon in the beam, the
GigaTracker (GTK) used to measure the angle and momenta of beam particles
and the CHANTI for the rejection of charged particles with angle between 28.5
mrad and 1.38 rad.
2.2.1 CEDAR.
One disadvantage of high-energy beams is that kaons cannot be efficiently sep-
arated from other beam particles. So the detection of kaons before decay is
a crucial aspect for the expeirment. Kaon tagging is achieved by letting the
beam traverse a differential Cˇerenkov counter (CEDAR). The detector at this
time is filled with nitrogen at pressure of 1.7 bar, and has a total thickness of
4X0.
A particle crossing a radiator with refractive index n at a velocity βc emits
a cone of Cˇerenkov light at an angle θc(β, n). Since the momentum of the beam
is known, the Cˇerenkov angle, at a fixed gas pressure and therefore fixed n, is
a function of the mass of the particle. The gas pressure is therefore adjusted so
that only the desired particle type can emit Cˇerenkov radiation at the chosen
light detection angle. A layout of the CEDAR is shown in Fig 2.2(b).
(a)
(b)
Figure 2.2: Left figure: a pressure scan on a 75 GeV/c beam shows three peaks
corresponding respectively to pions, kaons and protons, the detector was filled N2,
the three different color are for different coincidences request in the eight light spots.
Right figure: a view of CEDAR.
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2.2.2 GTK
The GigaTracker detector provides precise measurement of angle, momentum
and time of the crossing particle.
In order to limit hadronic interactions and to preserve the beam divergence,
the GigaTracker is composed of three station (3 is the minimum number of
station to have a spectrometer) for a total thickness less than 0.5X0 [37].
Each station contains 18000 300× 300 µm2 silicon micro-pixels 200 µm thick,
bump-bonded to 10 readout ASIC chips 100 µm thick. The three stations of
the GTK are mounted inside the vacuum tank preceding the decay region,
and they are interlaced with 4 achromat magnet pairs as shown in Fig 2.3.
(a)
(b)
Figure 2.3: Top, sketch of a GigaTracker station[25]. Bottom, layout of the GigaT-
racker stations and magnets used to bend the beam[57].
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2.2.3 CHANTI
The reduction of accidental backgrounds to a level of 10−11 is a crucial point
for the experiment. The purpose of the CHANTI is to detect charged particles
due to inelastic interactions between beam and collimator or upstream material
at an angle larger than that allowed for the beam as they emerge from the
last GigaTracker station. The CHANTI is made of six double-layer stations
[37]. Each station is a 30 × 30 cm2 square with a 90 × 50 mm2 hole to allow
the passage of the beam and each layer is composed of 24 (22) scintillator bars
aligned to the x axis (y axis). A sketch of the CHANTI is shown in Fig 2.4.
Figure 2.4: Sketch of CHANTI stations on the beam line [37].
2.3 Detectors downstream of the decay re-
gion
The downstream detectors have been designed to detect K+ decay products.
2.3.1 Photon veto system
In order to efficiently reject the photons originating fromK+ → pi0pi+ a photon
veto system was developed, that ensures a rejection inefficiency lower than
10−7. The photon veto detector cover a 50 mrad angular range around the
beam.
The photon veto system is composed by four sub-detectors that cover
different angular region between 0÷ 50 mrad
• Twelve LAV stations cover the angular region between 8.5 and 50 mrad.
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• The LKr calorimeter covers angles between 1 and 8.5 mrad.
• SAC and IRC cover the inner region, from about 0 to 1 mrad.
The Large Angle Veto detector reuses 2496 10 × 10 × 37 cm3 leadglass
blocks from the OPAL electromagnetic calorimeter, arranged in 12 annular
stations.
Of the 12 LAV counters, 11 are placed inside the 3 · 10−7 mbar vacuum
tank hosting the decay region, and one is placed between the RICH and the
CHOD sub-detectors.
Photons incident into LAV blocks produce electromagnetic showers, detec-
ted through the collection of Cˇerenkov light emitted by e+e− pairs. Due to its
low threshold, the LAV system can also detect muons and pions in the beam
halo. A schematic view of one of the LAV stations is shown in Fig. 2.5.
Figure 2.5: A layout of LAV 12 station.
The two small-angle veto calorimeters, IRC and SAC, are ”shashlik” type
calorimeters, i.e. detectors made of lead absorber layers with plastic scintil-
lator plates used as active material.
The IRC is placed around the beam line in front of the LKr, and covers the
angular region between LKr and the SAC. A dipole magnet bends the beam
so that charged particles cannot hit the SAC, the most forward detector in
the NA62 setup.
The Liquid Krypton Calorimeter, placed between RICH and the MUV de-
tectors, is the same as in the NA48 experiment. Its main purpose is to reject
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photons between 1 and 8.5 mrad. The LKr also provides accurate measure-
ment of the energy of electrons and positrons, useful to reject K+ → pi0e+νe
background.
2.3.2 STRAW
The purpose of the STRAW magnetic spectrometer is to measure the direc-
tions and momenta of kaon decay products. The kinematical constraint needed
to reject most of the background requires an accurate reconstruction of the
secondary particles tracks.
The full spectrometer consists of four straw chambers. A dipole magnet,
placed between the second and the third chamber, generates a vertical field of
0.36 T, corresponding to a kick of 270 MeV/c along the x-axis. Each chamber
is composed of four ”views” (x, y, u and v). Each view is made of 256 straw
tubes. Fig. 2.6 shows the four views of a STRAW chamber.
Figure 2.6: The four view of a STRAW chamber [37]. In the bottom right corner
the four view are super-imposed.
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2.3.3 RICH
The purpose of the RICH detector of NA62 is to separate pions from muons in
the momentum range between 15 and 35 GeV/c, in order to suppress the main
background K+ → µ+νµ by a factor 10−2. Moreover this detector provides
Level 0 trigger primitives for charged tracks. Due to the primary importance
of RICH in this thesis work, I’m going to describe it in more detail. First I
describe in general terms how a RICH detector works, then I illustrate the
setup of the NA62 RICH.





Figure 2.7: Geometry of Cˇerenkov radiation.
The principle of a RICH detector are shown in Fig. 2.7.When a particle
goes through a medium at velocity β = v/c > 1/n, where n is the refractive
index of the medium, it emits Cˇerenkov light at an angle θc relative to the





thus forming a Cˇerenkov cone. From Eq. 2.3 follows that a velocity




(θc = 0) (2.4)
while the maximum angle of emission is achieved for β → 1
cos θmax → 1
n
(β → 1) (2.5)
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From Eq. 2.4 we obtain the threshold momentum Pth for a particle of
mass m to emit Cˇerenkov radiation:
Pth(m) =
m√
n2 − 1 (2.6)
The light is projected on the focal plane, perpendicular to the beam dir-
ection, of a spherical mirror of focal length f . For particles travelling parallel
to the beam line, the resulting image on the focal plane is a ring of radius
rc = f tan θc (2.7)
while, for particles traveling at an angle θc to the beam line, the same
image appears shifted by a distance:
d = f tan θ (2.8)


















Figure 2.8: Draft of a simple RICH detector. The radius (r) of the circle in the
focal plane is determined by the velocity of the particle, while the position (d) of its
center depends on the particle direction.
Larger rings on the focal plane correspond to particles crossing the RICH
radiator volume at a larger velocity (keeping the type of particle fixed). So if
the beam momentum is known, the radius of the Cˇerenkov ring can be used
to compute the mass of the particle based on the mass found according to
Eq.2.10
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⇒ m(P, rc) = P
f
√
r2max − r2c (2.10)
where rmax = f
√
n2 − 1 and P (rc) is the momentum for particle of mass
m and Cˇerenkov radius rc.
NA62 RICH
The RICH detector is positioned between the last STRAW chamber and the
CHOD. The vessel, a 18 m long a 2.8 m wide cylinder, is filled with neon at
atmospheric pressure. The refractive index n is such that (n− 1) ' 62 · 10−6
[37] corresponding a threshold momentum for pions of Pth = 12.1 GeV/c. A
layout of the RICH is shown in Fig. 2.9.
Figure 2.9: Layout of RICH detector[37].
A mosaic of 18 hexagonal and 2 semi hexagonal mirrors made of aluminum-
coated 25 mm thick glass covered with a thin dielectric film, with sides 35 cm
long arranged to form a spherical mirror, reflects the Cˇerenkov cone onto the
RICH focal plane. In order to avoid absorption of light by the beam pipe, the
mirrors actually form two independent spherical surfaces (as shown in Fig.
2.10(b)), with the foci corresponding respectively to the two PMT flanges1,
each one with 976 PMT, Fig. 2.10(a) shows a flange with a SuperCell (digital
1In the following, the left and right sides will be often referred to as Jura and
Sale`ve flanges respectively, after the two mountains overlooking the Geneva area.
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OR of 8 PMTs) in eveidence. The mirror curvature radius is 34 m which result
in a nominal focal length f = 17 m.










Figure 2.10: Fig.2.10(a) shows a flange with 976 PMTs; Fig.2.10(b) shows the 18
hexagonal and 2 half-hexagonal mirrors of RICH detector.
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RICH geometric corrections
As said the photons emitted by the charged particles are reflected onto two
different flanges. In order to achieve the largest efficiency as possible for the
pi+ from the K+ → pi+νν¯ decay, the mirrors are rotate with respect to the
vessel axis of different angles.
If no rotation is applied the center C(0, 0) of the two flanges coincide
with the vessel axis O(0, 0). But if a rotation it’s applied to one or both the
mirrors, this is no longer true. The two rotations move the flanges in two
frames different from the original, so to reconstruct correctly the events these
tilts need to be considered. A shift of the two flange can correct the effect of
the rotation, and after the shift the two flange are moved back to the original
frame. To explain how the shift was applied, let ϕ and ϕ′ be the Jura and
Sale`ve mirrors angles to the vessel along x axis respectively, f = R/2 is the
focal length of the RICH, R is the curvature radius of the mirrors. I shift the
x coordinate of the flange centers of the hit by a quantity ϕf or ϕ′f depending




x− fϕ 0 ≤ ChannelID < 976, for Jura side
x− fϕ′ 977 ≤ ChannelID < 1952, for Sale`ve side
where fϕ and fϕ′ are 127 mm and 177 mm respectively. Figure 2.12 shows




K+ → pi+νν¯ photons
before correction




Figure 2.11: Before the correction the vessel axis is aligned with the center of
the flange, but in this way the Cˇerenkov photons from K+ → pi+νν¯ will be mostly
reflected on the mirror edge. After the correction light from K+ → pi+νν¯ is collect
around the central zone of the flange. After this rotation, the position of the PMTs
need to be changed to make coincide the (0, 0) of the PMTs map with the vessel axis.
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Figure 2.12: An event seen by the RICH, before and after the geometric correction.
The red dots hits came from the Jura side and the blue ones came from the Sale`ve
side.
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The RICH is also used in to the Level 0 trigger, producing a primitive each
time a charged particle crossing its volume, with the time resolution of 100 ps.
The RICH role in the L0 trigger is explained in more detail in section 2.3.6 .
2.3.4 CHOD
A plastic scintillator hodoscope provides a fast signal to trigger data acquisi-
tion on the passage of a charged particle. The CHOD inherited by the NA48
experiment, is composed of two planes of 64+64 plastic scintillator bars aligned
respectively to the x and y directions.
Figure 2.13: Schematic view of CHOD detector.
Because the age and the geometry of the CHOD, for the 2016 run a New
CHOD detector was built: the New CHOD will take data together with the
CHOD during the run. The new detector is made of 148 plastic scintillator
tiles of variable dimension according to the distance from the beam, so that
the particle rate is below 500 kHz in each tile[42].
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2.3.5 MUV
For a further muon suppression in addition to that achieved by the RICH, a
two stage muon veto system was built[37]:
1. A fast muon veto detector (MUV3),with a time resolution below 1 ns,
rejects events in coincidence with GTK and CEDAR detectors. This
module is placed downstream of an 80 cm thick iron wall and is used in
the fast Level 0 trigger.
2. Two segmented hadronic calorimeters (MUV1 and MUV2) identify cross-
ing particles depositing a significant amount of energy. These two mod-
ules are composed of alternate layers of scintillator (10 mm thick) and
iron (25 mm thick). The total thickness of each module is 62.5 cm.








Figure 2.14: Layout of the three MUV stations.
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2.3.6 TDAQ
The high rate of events and the presence of 12 sub-detectors results in a high
output data rate that it is impossible to store on disk without filtering. A
multi levels Trigger and Data Acquisition (TDAQ) system is therefore needed,
which should identify the events to be saved and reject the rest. The building
block of the TDAQ system for many detector is a common general-purpose
integrated trigger and data acquisition board developed in Pisa, nicknamed
TEL62 (Trigger ELectronics for NA62) [7].
The NA62 trigger is made of three logical levels:
L0: a hardware trigger, based on the input from few sub-detectors. Rate
reduction from 10 MHz to 1 MHz, with a maximum latency of 1 ms.
L1: a software trigger, based on information computed independently by each
sub-detector system. Rate reduction from 1 MHz to 100 kHz.
L2: a software trigger, based on assembled and partially reconstructed events,
in which informations from different from sub-detectors are used. Rate
reduction from 100 kHz to about 15 kHz.
L0 Hardware Trigger
The hardware L0 trigger will be mainly based on input from the CHOD, the
MUV3, the LKr, the RICH and the LAV. These detectors will continuously
evaluate their incoming data for the fulfillment of certain condition (called
primitives in TDAQ) and associated time. Trigger primitive and data will be
packed in Multi Trigger Packet Format (MTP)[36] and sent through standard
ethernet links to L0 Trigger Processor (L0TP).
The L0TP time-matches different sub-detectors primitive checking if L0
trigger conditions have been satisfied, in case of positive response, L0TP will
issue a L0 trigger.
L0 Trigger for the RICH
Because my work is focused on the RICH L0 trigger, I’m going to describe in
more detail how the L0 RICH trigger works. The standard RICH L0 trigger
is based on hits multiplicity or SuperCell (digital OR of 8 PMTs) multiplicity.
In case hits multiplicity is used four TEL62 are needed to fully cover the
1952 the RICH channel. Each TEL62 receives data only from half flange,
Figure 2.15 shows the different area assigned at each board.
Instead if SuperCells multiplicity is used, a fifth TEL62 is needed.The fifth
board receives the data from RICH SuperCells (digital OR of 8 channels), so
only 244 readout channel are needed.
2.3. Detectors downstream of the decay region 35
Figure 2.15: The Figure shows how RICH channels are divided between four
TEL62s, two dedicated to the Jura side flange (blue ones) and two to the Sale`ve
side flange (red ones).
The trigger primitive of the RICH is based on SuperCells multiplicity and
encoded in the way described below:
R1 number of SC hits between 2÷ 9;
R2 number of SC hits between 9÷ 33;
R3 number of SC hits between 33÷ 59.
RS is the single ring trigger and is R1 OR R2;
RM is the multi ring trigger R2 OR R3;
MB for minimum bias trigger R1 OR R2 OR R3.
This thesis work describes study for a possible alternative L0 trigger for
the RICH which use GPUs. In this case hits from the 2 flanges are needed,
so the hits from four TEL62 need to be merged in order to be analyzed from
GPUs, I will explain in more detail this aspect in section 4.1.2.
L1/L2 Software Trigger
After a positive L0 trigger, all sub-detectors data are moved to PCs for pro-
cessing. If the L1 trigger condition are fulfilled, each sub-detector sends a L1
trigger primitive to the L1 Trigger Processor PC.
The L1 Trigger Processor will match these primitive and issue a L1 de-
cision, at which time the data will be further processed(in case of a positive
L1) or discarded (in the case of a negative L1 verdict).
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By correlating information between different sub-detectors, the events will
be partially reconstructed and made available for the L2 trigger decision. All
data satisfying the L2 trigger condition will be saved to disk. While In case
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3.1 Reasons for a GPUs trigger
In the last few years there was increased interest in the use of commercial
graphic board (Graphics Processor Unit) for scientific computation. While
these are mainly developed for video games, due to their parallel data com-
puting and high performance GPUs are now used in various scientific fields
such as medicine, chemistry, theoretical and experimental physics. This new
branch of research where GPUs are used for non-graphics applications is re-
ferred as GPGPU (General Purpose computing on GPU).
A High Energy Physic (HEP) experiment is naturally parallelizable be-
cause the independence of each event and the same set of instructions to
perform in order to analysing it. The possibility of use of GPUs in High Level
Trigger to improve the performance achieved in the selections of interesting
events and rejection of background in the online analysis is fascinating.
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The main advantages are:
• higher performance achieved by GPUs with respect to CPUs in comput-
ing (last generation of video cards provide a computing power exceeding
a Teraflop 3.1(a))
• larger memory bandwidth of GPUs with respect to CPUs Fig(3.1(b))
• scalability: multi-GPU systems are possible, in which the computation
of data are shared between 2 or more GPUs, to have better time per-
formance
• versatility: GPUs can be easily programmed for different purpose, using
the most popular programming language, thanks to devised toolkit
• thanks to the use of commercial components, designed for sectors with
a very large market, this solution appears to be very cheap with respect
to other solutions based on specialized hardware, in terms of cost and
human work
• a system based on GPUs benefits directly by the continuous techno-
logical progress required from the video games and image processing
industry, so upgrade can be easily achieved changing old and outper-
formed GPUs with new ones
Some HEP experiments such as ATLAS[41] and LHCb[15] are exploring
the advantages of using GPU in their High-Level Triggers (HLT), in order to
perform an online faster analysis.
The NA62 represents a feasibility test to integrate the GPUs in the lowest
level trigger, which is more challenging, due to the high rate to sustain and
small latency requirement with respect to High Level Trigger.
Because the NA62 was designed to have the largest acceptance and the
greatest efficiency for K+ → pi+νν¯ decay, the available bandwidth is fulfilled
with data both main trigger and contral sample decay selected with the CHOD,
MUV3, LKr, LAV and RICH, taken for the selection of the K+ → pi+νν¯ , and
there is no much bandwidth available for collect data for the searches of other
interesting decays. So the use of GPUs can in principle be useful in various way
• discarding the K+ → pi+pi+pi− component in K+ → pi+νν¯ selection,
making a cut based on the number of rings in the RICH detector;
• discarding in the single-ring events the ones coming from to K+ → pi+pi0
using the closed kinematics of the decay;
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• select only the interesting multi-rings events, basing on the rings radius
distributions .
Basically the GPUs can be useful in two way: discarding the background
and make more bandwidth available or select more efficiently the events to
save.
Moreover the future HEP experiment will have an increased amount of
data, with respect to the actual ones. The amount of data collected at lowest
level trigger will increase by a factor 1000/10000 and a it’s impossible that a
similar technologic improvement in data links bandwidth is achieved at the
same time. So the computing stage needs to be moved necessarily at the first
level trigger and the study on GPUs made at NA62 will be an useful starting
point.
(a) Difference performances achieved in computing for CPUs and GPUs.
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(b) Differences in memory bandwidth for the CPU and GPU.
Figure 3.1: Differences in performances 3.1(a) and memory bandwidth 3.1(b)
between GPUs and CPUs.
3.1.1 NA62 GPU trigger
In a standard trigger system for a high energy physics experiment, the com-
plexity in primitive generation and trigger decision is limited by the time
available as defined by latency requirements. Usually in trigger levels with
fixed small latency, the trigger primitives are quantities related to multiplicity
and hit patterns. The trigger decision is defined with rough conditions, not
allowing high rejection factors and selection power.
In many cases the definition of trigger primitives can be reduced to pattern
recognition issues. This is the case for charged particle track identification in
magnetic spectrometers, trajectories in silicon strip trackers or photon rings
in Cˇerenkov detectors. The RICH detector in the NA62 experiment falls into
this last category.
A project is being developed within the NA62 collaboration, which aims to
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integrate GPUs into the lowest-level trigger for the first time in High Energy
Physics[46]. The use of GPUs in such a hard real-time system has not been
attempted so far, but it looks a realistic and challenging possibility. The online
use of GPUs would allow the computation of complex trigger primitives at the
L0 trigger level, with resolution comparable to oﬄine analysis. There are two
different way to insert GPUs in the NA62 context.
The first option is also the more challenging, and the GPUs perform two
different works Fig 3.3:
• compute the data received from the TEL62 boards ( see sec. 2.3.6)
of the all the detector participating L0 making high quality primitives
(rings, clusters, tracks)
• substitute the L0TP (see sec. 2.3.6), matching the primitives create in
the previous first step and issue a trigger decision
In any case a FPGA is needed to send the trigger decision to the TEL62
boards, neither Host CPU or GPU have the necessary precision of 25 ns, for







Figure 3.2: A GPU is located in a Host PC, and receive the RICH data and the
primitives of the detector participating the L0, to issue a trigger decision, and send
it to the TEL62. According to the trigger decision data will be discarded or sent to
L1 PC farm.
The second option, described here, is illustrated in Fig. 3.3. The GPUs
are inserted between the TEL62 boards and the L0TP. In this scenario the
work of GPUs is simpler with respect to the one described above. The GPUs
receives only the data from the RICH detector, process it and then sends a
primitive compatible with the L0TP format, after this the L0TP issues a de-
cision and sends it to the TEL62 boards.







Figure 3.3: The GPU is located on a Host PC, and receives the data only from the
RICH detector, and then sends primitives to the L0TP, where will be matched with
the ones from the others detectors for issue a L0 trigger decision. According to the
trigger decision data will be discarded or sent to L1 PC farm.
In both cases described above the time passed from when a primitives is
sent by the TEL62 to a trigger decision is returned to the boards should be
less than the maximum latency of 1 ms, so the computation time performed
by the GPUs should a way better of 1ms (more specifically should be below
206µs, see Sec. 4.1).
It’s important to remember that NA62 is considered a test-bench for the
use the GPUs in lowest level trigger. In this work we aim at demonstrating
that GPUs can be usefully employed in a low level trigger more than to prove
that the computing power available in the present generation of video cards is
enough for the NA62 needs.
In this work, is more important that the computation time of GPUs is
low enough to use the graphic boards in the L0 trigger, and better result will
be achieved surely in the future when better computing performance will be
achieved, however if the informations provided by the GPUs increase the qual-
ity of triggered data with information more useful than the simple multiplicity
is better for us.
For what concerns the higher trigger levels GPUs could be easily integ-
rated in the L1 and L2 software trigger, devoted respectively to the processing
of data coming from a single detector and from the entire experiment. The
L1/L2 PC farms can benefit the advantages of heterogenous programming of a
GPU-CPU system (Sec. 3.2.1) can be used for analyze data of certain detector,
3.2. GPU architecture 45
for example in the L1 level GPUs can be used for measure the momentum of
the track in the spectrometer as illustrated in [55]. In this way an increased
rejection power be achieved.
More details of how GPUs are integrated in the L0 trigger level are given
in section 4.1.
3.2 GPU architecture
Originally designed for the video-game market and the handling of on-screen
graphics, GPUs are massively parallel multiprocessors equipped with large
fast-access on-board memory . Unlike CPUs, the majority silicon area is de-
voted to computing units rather than to control structures (Fig. 3.4). The
computing power of GPUs arises from the large number of processing cores
installed on the device, rather than from clock speed (as for CPUs). The other
main difference is in the purpose of the cores, while GPU cores are exclusively
dedicated to computing, the CPU cores do also other functions like the handle
of the peripheral device or the memory.
The main vendors of GPUs for video-gaming and scientific computing are
NVIDIA and AMD . The two main toolkits available for programming GPUs
are OpenCL(Open Computing Language)[35] and CUDA(Compute Unified
Device Architecture)[27].
OpenCL is an open standard for parallel programming compatible with all
the graphics board cited above.
CUDA is another platform for parallel programming and computing , de-
veloped for NVIDIA GPUs (like GeForce, Quadro and Tesla).
Both platform expose GPUs for computing just like any usual processor,
through accelerated libraries and extension to the most popular programming
languages. A set of C/C++libraries enables heterogeneous programming and
provides straightforward APIs (Application Programming Interface) for device
and memory management. GPUs can be embedded on the PC motherboard,
or reside in dedicated graphics cards, connected to the CPU via PCI Express
links.
We decided to use the CUDA toolkit, to exploit at best the characteristics
of NVIDIA boards, which at this time is the leader in GPU computing. In
any case porting the code to OpenCL, to adapt it to other architectures it’s
relatively a simple task.
From now on, I will call host the CPU and its memory and device the
GPU. Serial functions, decorated with the host prefix are coded in stand-
ard C and execute on the CPU; the host can call a device function called
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Figure 3.4: The GPU devotes more chip-area to data processing than the CPU[52].
A few definitions should be given before discussing the GPU architecture.
From a programmer prospective this are:
Thread: a thread is the smallest sequence of programmed instructions that
can be managed independently,
Block: the basic element of a GPU program. All the threads of a block
execute concurrently.
Grid: a set of blocks. All blocks in a grid have the same number of threads.
and for what concerns the hardware implementation there are:
GPU: a entire grid is handled by a single GPU chip.
Stream Multiprocessor: the GPU chip is organized as a collection of Stream
Multiprocessors(SM); each stream is responsible for handling one or
more blocks in a grid. A block is never divided across multiple SMs.
Warp: the minimum work group size, or the maximum number of threads
that can execute the same instructions simultaneously, in SIMD mode
(Single Instruction - Multiple Data), within a single multiprocessor. All
the threads in a warp can’t be divided between more blocks, so to achieve
the performance the number of threads into a block should be a multiple
of the warp dimension. Currently, all NVIDIA GPUs feature warps of
32 threads.
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The SIMD mode cited above is the architecture on which are based the
GPUs, It describes computing machine with multiple processing elements that
perform the same operation on multiple data. The main advantage with re-
spect to the SISD(Single Instruction - Single Data) architecture of a standard
CPU, to do the same operations on a given set of data points , in the SIMD
mode the data are read all together from the memory, processed in parallel
and written back in the memory. While in SISD mode the cycle read, process
and write needs to be repeated a number of times equal to the data to process.
So the SIMD architecture is good for the handle the pixels of a monitor.
When a kernel is launched all the blocks of the grid block can be sched-
uled in any order or any of the available SMs, allowing for program scalability:
devices with more SMs automatically outperform older GPUs, as sketched in
Fig. 3.5. The number of blocks running simultaneously on on SM depends
also on the number of threads per block, the smaller is the number of threads
per block, the larger is the number of block running concurrently.
Block 0 Block 1 Block 2 Block 3
Block 4 Block 5 Block 6 Block 7
Kernel Grid
SM 0 SM 1 SM 2 SM 3
Block 0 Block 1 Block 2 Block 3
Block 4 Block 5 Block 6 Block 7
SM 0 SM 1
Block 0 Block 1
Block 2 Block 3
Block 4 Block 5








Figure 3.5: A GPU is built around an array of Streaming Multiprocessors (SMs).
A multithreaded program is partitioned into blocks of threads that execute independ-
ently from each other, so that a GPU with more multiprocessors will automatically
execute the program in less time than a GPU with fewer multiprocessors[51].
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3.2.1 Heterogeneous Programming
As illustrated in Fig 3.6, the CUDA programming model assumes that the
CUDA threads execute on a physically separate device that operates as a
coprocessor to the host running the C program. This is the case, when the
kernels execute on a GPU and the rest of the C program executes on a CPU.
After the kernel launch the control is returned to the host, which continues
the execution of the serial code, in this way selecting carefully the division
of the code between GPU and CPU the best performance could be achieved.
The host also provides to the device memory allocation (cudaMalloc, to be
done before the kernel launch) and deallocation(cudaFree), and data transfer
between GPU and CPU memories and vice versa(cudaMemcpy).
Figure 3.6: Serial code executes on the host(PC), while parallel code executes on
device(GPU).
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• triple angle brackets denote a call to device function by host ;
• the input parameters point to device memory, that must be allocated
before the kernel call;
• mykernel is executed on grid of blockPerGrid indipendents blocks;
• each block is split into threadsPerBlock threads that can synchronize
and communicate to each other through access to shared memory.
3.2.2 CUDA memory hierarchy
The CUDA architecture features a hierarchy of memory spaces accessible for
different purposes and with different performances.
global memory: all threads have read/write access to this large common
memory space(some GB). This memory is persistent across subsequent
kernel launches within the same application. This memory is also visible
to all threads in a grid; its main disadvantage is the great access latency
time (400÷ 600 clock cycles).
shared memory: this memory resides on each SM, is visible to all the threads
in a block. The lifetime of data on shared memory coincide with the
execution time of the block. The access time to the memory is 100 times
faster (20÷ 40 clock cycles) than the global memory and is visible to all
threads in a block, but this memory is not very large, only 48 KB for
SM for the GTX TITAN (Appendix )board used during this analysis.
registers: small private local memory space owned by each single thread.
The lifetime of data on registers coincide with the execution time of
the kernel in that thread. Access to registers are the fastest(∼ 10 clock
cycles) and their size is around one hundred of Byte.
The different characteristics in access time and size of the various memor-
ies determine how they are used.
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The global memory is the best way to make data available to all the
threads. But due to its long access time, if more than one read operation
from global memory is necessary during kernel execution, it is better to copy
data into shared memory or registers.
Due to the characteristics, shared memory it’s mostly used for commu-
nication between the threads in a block or to store data which is requested
repeatedly by different threads of the same block during the kernel execution.
The registers are used only for computation by a single thread , if the data
stored in registers isn’t copied to shared or global memory it is lost at the end
of execution.
The choice of the memory in which data should be allocated is a crucial
point in order to achieve the best performances in kernel computing time.
Thanks to the performances achieved in the last few years GPUs have
demonstrate to be better than CPUs for various scientific problem as Lattice
QCD Calculations[58], weather forecast[32] and solving linear system[53].
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As a first implementation of a low-level L0 trigger on GPUs in NA62, we
decided to focus on the fitting of rings on the RICH detector generated from
charged particles crossing its volume.
This information can be employed at the trigger level to increase the purity
and the rejection power for many triggers of interest. In the standard L0
trigger the RICH information is only used to generate a PMT hit multiplicity,
this is information is barely connected to the number of rings in the detector
and is not very useful.
Using a ring fitting one can have a better discrimination of between multi-
track and single-track events, extracted parameters might be used in later soft-
ware trigger levels to perform particle identification with spectrometer data.
The input rate to the RICH trigger is expected to be ∼ 11 MHz with an
average hits multiplicity of ∼ 20 hits for events, the amount of data to be
52 Chapter 4. RICH Histograms algorithm
processed is enormous, and is a good bench test for a first level trigger based
on GPUs.
So in order to be used in a lowest-level trigger, a ring fitting algorithm
needs to be:
seedless : it will be fed with raw RICH data with no previous information
on the ring position from other detectors;
fast : it will run concurrently with the hardware L0 trigger, with a maximum
latency of 1 ms (decision making time) and an input event rate about
of 10 MHz;
None of the usual oﬄine multi-ring algorithms have the above charac-
teristics. The fastest algorithms use the information on particle trajectories
computed by other detectors as initial guesses for the centers of the rings, while
trackless algorithm like fiTQun[2], APfit[2] or Metropolis-Hastings[3], based
on maximum likelihood methods or similar, are usually slow with respect to
the requirements imposed by the high intensity of the NA62 experiment.
The algorithm which I developed to overcome the above limitations and to
have resolutions comparable with those obtained in the oﬄine reconstruction.
4.1 Data input to GPUs
In order to use GPUs in the RICH L0 trigger two main aspects need to be
defined:
Input: how the data from readout boards are sent to GPUs
Data format: how the data sent to GPUs are arranged
4.1.1 Input
The data from readout boards need to be transferred in the GPU memory.
The copy process need to have a deterministic low latency: the contribution
to the total latency has to be low enough in order to respect the requirement
of latency < 1ms.
The data on RICH PMT hits is produced within the TEL62 boards (2.3.6)
and they are made available to the GPU trigger system trough standard 1Gb/s
ethernet links.
In the standard way, data are sent to a Network Interface Control (NIC)
from the readout boards, then the NIC would copy the data via PCIExpress
(PCIe) into the CPU memory and finally data would be copied in the GPU
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memory to be processed.
This solution has two major problems:
• the multiple copies to write data in GPU memory: NIC → CPU →
RAM → GPU;
• the non-deterministic latency time, due to CPU running concurrently
many different processes.
One approach for addressing the first issue is to speed up the transfer by
reducing the multiple copies using a non-standard driver software on the host,
such as PF RING[45]. The other approach, which addressed both issues , is to
avoid the copy to host completely, and this is the one adopted for this thesis.
NaNet and GPUs
In order to overcome the above limitations an approach was considered in
which data is transferred directly to the GPU without action from the host.
This is possible because NVIDIA GPUs implement P2P(Peer to Peer)/RDMA
(Remote Direct Memory Access) protocol, this means GPUs connected via the
same PCIe bus can access to each others’ memories without involving the CPU
(Fig. 4.1).
GPU0 GPU1




GPU0 memory GPU1 memory
PCIe
P2P direct transfer
Figure 4.1: NVIDIA GPUDirect Peer-to-Peer (P2P) Communication Between
GPUs on the Same PCIe Bus.
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One implementation of this is the custom NaNet NIC, developed by INFN
within the project APEnet+. NaNet is a FPGA-based Network Interface Card
with GPUDirect P2P/RDMA capabilities [1]. This essentially means that
NaNet can copy data directly into GPU memory, because it’s seen by the
video card as another GPU device and can use the data sharing mechanism
between GPUs.
Using this solution data are sent to NaNet , then NaNet copies data dir-
ectly into GPU memory, without involving the CPU in the process. In this way
data are transferred with a low and deterministic latency time as intended[6].
Figure 4.2 shows how, for a buffer size smaller than 8KB, the transfer time is
below 100 µs. The 8KB was chosen as the maximum buffer size of the data
transmitted by NaNet .
Figure 4.2: The latency time to transfer data from NaNet to GPU memory for
different buffer sizes.
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Figure 4.3: Difference in data transfer between a generic NIC 4.3(a) and NaNet
4.3(b).
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RICH data are read by on five different TEL62 boards (512 channel per
board): the first four boards receive signals from single PMT; the fifth board
receives data from the SuperCells (OR of 8 PMTs) and is the one used for the
standard L0 trigger based on FPGA. A ring fitting algorithm based on GPUs
needs to use the data from the first four boards to have all the information on
the individual channel hits, so one of NaNet preprocessing tasks is to merge
the data received to make it usable a by GPU kernel.
4.1.2 Data format
Each TEL62 board sends to NaNet the individual PMT hit data in a Multi
GPU Packet (MGP) format shown in Fig 4.4. This format with PMT IDs
coded with 9 bits has been chosen to optimize the bandwidth used by TEL62
boards.
TOTAL NUMBER OF HITSCOUNTER FORMATSOURCE ID





(a) Header of the MGP.
EVENT TIMESTAMP





HIT 0 PM ID (9 bits)
...
HIT 1 PM ID (9 bits)
...
HIT 2 PM ID (9 bits)
...
HIT 3 PM ID (9 bits)HIT 4 PM ID (9 bits)HIT 5 PM ID (9 bits)
HIT 6 PM ID (9 bits)HIT 7 PM ID (9 bits)HIT 8 PM ID (9 bits)
7...015...823...1631...24
(b) Event data format of MGP.
Figure 4.4: The MGP format.
The various field of the MGP format are described below
Source-ID =0x1C, is the RICH detector identifier
Source sub-ID 0x0, 0x1, 0x2, 0x3, is the identifier of the RICH TEL62 board
sending the data
Total number of hits sum of all hits in the MGP(control purpose)
Counter progressive number of the MGP (4-bit, wrapping every 16 MGP)
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Number of events number of events in the MGP
Event Timestamp : timestamp of the event with 25 ns LSB
Event Fine time : fine time of the event with 100 ps LSB
Event Number of hits : total number of hits in the event
Hit ID : PMT number (9 bit), the full identification number of the RICH
PMT is obtained adding in front of the Hit ID the 7 LSB of the source
SUB-ID field from the MGP header.
The data from the four boards are merged by NaNet according to the
timestamp. NaNet takes the first events sent by each TEL62 board and
searches for the one with the smaller Timestamp + Finetime, then it con-
siders programmable time window around such time (5 Finetime units, ∼ 500
ps) is open. All the events with a Timestamp + Finetime in the time window
are merged in the same event, stored in a buffer called CLOP(Circular Lists
Of Persistent receiving buffers) and sent to GPU for processing. The data
are sent to GPU either after a certain programable timeout period (206µs at
this time, the timeout start after the first MGP is arrived from the TEL62
boards) or when a buffer size of 8KB is reached. The NaNet timeout is also
the maximum time available to a kernel for processing the events. If during
the computation this limits it’s exceed repeatedly, data would be overwrite
while are read by the kernel, causing in most cases a crash. The only way to
prevent the crash is keep the computing time of the kernel below 206µs.
The data format for each event is shown in Fig. 4.5
STREAM 0; HIT 0STREAM 0; HIT 1STREAM 0; HIT 2STREAM 0; HIT 3STREAM 0; HIT 4STREAM 0; HIT 5STREAM 1; HIT 0STREAM 1; HIT 1
STREAM 1; HIT 2STREAM 1; HIT 3STREAM 1; HIT 4STREAM 1; HIT 5STREAM 1; HIT 6STREAM 1; HIT 7STREAM 1; HIT 8STREAM 2; HIT 0
STREAM 2; HIT 1STREAM 2; HIT 2STREAM 2; HIT 3STREAM 2; HIT 4STREAM 2; HIT 5STREAM 2; HIT 6STREAM 2; HIT 7STREAM 2; HIT 8
STREAM 2; HIT 9STREAM 2; HIT 10STREAM 2; HIT 11STREAM 3; HIT 0STREAM 3; HIT 1STREAM 3; HIT 2STREAM 3; HIT 3STREAM 3; HIT 4
STREAM 3; HIT 5STREAM 3; HIT 6STREAM 3; HIT 7PADDING
TIMESTAMPTOTAL HITRESERVED WINDOWSTR 0HITSTR 1HITSTR 2HITSTR 3HITSTR 0MGPSTR 1MGPSTR 2MGPSTR 3MGP
7...015...823...1631...2439...3247...4055...4863...5671...6479...7287...8095...88103...96111...104119...112127...120
Figure 4.5: The M2EGP data format
The data format called Merged Multi Event GPU Packet(M2EGP) has an
128 bit long header containing
• the TIMESTAMP (32bit) of the merged event corresponds to the 24
LSB bits of MGP Timestamp + Finetime of the event with smaller value.
Only events with a Timestamp + Finetime value within a programmable
time window are used for the event
• the WINDOW (8bit) field contains the size of time window used for
merging, with 100 ps LSB
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• the TOTAL HIT (16bit) field contains the total number of hits of the
merged event
• the fields STR X HIT(8 bit) have the information on the hits received
from board X
• the fields STR X MGP(8 bit) contains the information on the number
of MGP received from board X
• the fields STREAM (TEL62 board) X; HIT Y (16 bit) contain the Chan-
nelID of individual hits
4.2 Implementation on GPUs
The algorithm I developed uses high number of initial guesses for the ring
center, then searches the most probable radius for each center. An algorithm
with this logic is intrinsically parallelizable, then adequate to be implemented
on GPUs, while its implementation on CPUs would be impratical due to the
large number of operations required.
4.2.1 Algorithm description
I briefly describe how the Histograms algorithm works. I consider a square
grid of possible ring centers, and for each square of the grid I compute the
distance between its center and the position of all the hits in the event, and
fill a histogram with this quantity, (the histogram is represented by a vector
of integer number in register). After this step, I search the bin with maximum
number of entries in the associated histogram, and if such maximum is above
a certain threshold, the bin and its contents are saved and considered for
further analysis. The data are saved in the shared memory, in this way the
results of each center are visible to all threads processing the events and a
faster access to the data is possible with respect to the one obtained using the
global memory (around 100 times slower than global memory), so at least one
integer variable is needed for each square of the grid, but because the limited
size of the shared there’s a limitation on the grid size. Figure 4.6 shows how
the basic Histograms algorithm works in two different cases.
All the tests were performed on a NVIDIA GeForce GTX Titan, the spe-
cifications of the board are given in Appendix B. The computation time for the
Histogram kernel were obtained using the CUDA functions for the time meas-
urement, while the simulated data are obtained with Geant4 based MonteCarlo
of the NA62 experiment.
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Figure 4.6: The figures show how two different squares of the grid are affected by
the same set of hit. On the left side of the figure, the maximum associated to the red
square is above the threshold, while this doesn’t happen on the right side. So only
the square on the left is considered for further analysis while the one on the right is
discarded.
The more natural way to implement this algorithm on GPUs is to assign
each block to an event and each square of the grid to a thread. In this way
one can exploit all the parallel computing power of GPUs. If a greater number
of threads is used a better precision can be achieved on the center resolution,
but a larger number of threads implies a lower number of blocks executed
concurrently and so a larger amount of time to process all the events.
4.2.2 First implementation
For the first test I implemented the algorithm using a GPU block for each
event, with each block having 256 threads arranged in a 16×16 2-dimensional
grid. Each thread of a block is associated to a grid point and works as described
above. After all the threads have computed their maximum, they compare it
with the maximum of the four adjacent squares. In case the maximum found
is smaller than any of the one found by the nearly square, it is discarded. All
the squares surviving after this step are considered as ring centers.
Figure 4.7 shows a map of the PMTs for the two flanges of the RICH with
the grid superimposed and Table 4.1 summarizes the relevant parameters for
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the algorithm:








Table 4.1: Parameters of the grid used in the first version of Histograms. X MIN,
X MAX, Y MIN and Y MAX are the grid edges respectively along the x and y axis. STEP R
is the bin width.
X (mm)




Figure 4.7: Grid used in the first version of the algorithm superimposed to the 2
PMTs maps, one for each flange of the RICH.
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The computation time for this first implementation of the algorithm was
too high to use the kernel in the level 0 trigger, as shown in Fig.4.8. The com-
puting time was above 206µs (NaNet timeout) for all CLOP size considered.
n. Events per CLOP



















Figure 4.8: Computation time for the first algorithm version: the red line shows
the limit at 206µs. This version wasn’t suitable to be used in the L0 trigger. Data
obtained with a MC simulation and ran on GPU GeForce GTX TITAN installed in
a desktop PC.
4.2.3 Optimization
The kernel implemented in the way described above is too slow to be used
in the L0 trigger of the experiment. So two major improvements were made.
The first one concerns the histogram of distances: instead of using a single
histogram with a bin width of 12 mm, I use two histograms with the same bin
width but offset a relative shift of 1/2 bin width. With this trick it is possible
to find rings which would have been discarded using the previous version: Fig
4.9 shows how the same hit distribution doesn’t satisfy the threshold condition






Figure 4.9: An example of how the trick works. The figure shows how the previous
(left) and new (right) version of the kernel works. The red arrows indicate the distance
values computed for different hits with respect to a given point and the rectangle below
represent the bins of the histogram with their own count. In the old version of the
algorithm, the two bins count 3 and 4 and aren’t above the threshold and they are
discarded. In the new version, there is a second histogram offset a relative shift of 1/2
bin width, so there is one bin of the second histogram with 6 counts and the point
will be considered.
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The second improvement was related to the structure of the algorithm,
I use a two step algorithm, the first step works in the same way described
in section 4.2.2, but on a 8 × 8 grid, and the centers with maxima above the
threshold are considered for the second step. In the second step the interesting
candidate centers found in the first step are analyzed on a 4 × 4 sub-grid











Figure 4.10: The figure shows the grid used in the first step of the algorithm in
black, and the sub-grid used for the second step in red, superimposed to the 2 PMTs
maps, one for each flange of the RICH.
The solution discussed above has two advantages:
• only 64 threads are used instead of 256, so the number of blocks which
run concurrently is increased by factor 4, for a given number of SMs on
a board;
• the space resolutions on the centers along x and y axis are improved by
a factor 2.
This solution has a disadvantage in that only 64 threads are available per
block, a maximum of 4 of the squares found by the first step can be analyzed
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simultaneously. Fig 4.12 shows the number of square found at the first step
for single and multi-ring events, the fraction of events with 5 or more ring
are 2.2% and 3.5% for single-ring and multi-ring events respectively. Despite
this fact a speed up in computing time is achieved with respect to the first
version, but it is not yet enough to use the algorithm in L0 trigger as shown
in Fig. 4.11.
n. Events per CLOP
















Figure 4.11: Computation time for the second version of algorithm, only clop with
less than 150 events. Data obtained with a MC simulation and ran on GPU GeForce
GTX TITAN installed in a desktop PC.
Square found a first step






Single ring mean = 1.82
Single ring rms = 1.05
Multi ring mean = 2.24
Multi ring rms = 1.10
Single-ring events
Multi-ring events
Figure 4.12: Number of the square found by the kernel at first step, for single and
multi ring events, the black dashed line separates the events with 5 or more squares
found during the first step from the ones with 4 or less squares. Data simulated with
MC and normalized to unity.
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4.2.4 A different approach : Single ring vs Multi
rings
Because most of K+ decays (∼ 95%) have only one charged particle in the
final state (and so only one ring in the RICH), a possible way to speed up
the algorithm is to use a fast single-ring fitting algorithm for one ring events
and use Histograms for the multi-rings event. One does not know a priori
if an event has one or more rings. To face this problem a fast single-ring
fit algorithm is used, then a decision based on the χ2 of the fit is made: if
χ2 doesn’t exceed a certain threshold the event is considered as a one ring
candidate, otherwise data are analyzed with the Histogram algorithm.
The single-ring fit algorithm used is the Crawford algorithm[28]: the hits
centroid is translated to the origin O(0, 0) , in this system a least square
method can be used to fit a ring. The condition can be reduced to a linear
system , analytically solvable, without any iterative procedure (for more de-
tails see Appendix A). Using the Crawford algorithm on both one and multi
ring events and evaluating the χ2 the plots shown in Fig 4.13 were obtained.
The threshold value on χ2/NDF (Number Degree of Freedom) was chosen to
minimize the misidentification of multi rings events seen as single-ring event,
and to maximize the correct identification single-ring events. The value of the
threshold and the fraction of misidentified events are summarized in Tab 4.2.
χ2/NDF threshold 5
Multi Ring ⇒ One Ring 1.4%
One Ring ⇒ Multi Ring 1.6%
Table 4.2: Chosen χ2 threshold and the corresponding fraction of misidentified
events.
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/NDF2χ






0.6 Single-Ring Events Crawford Fit
MultiRing Events Crawford Fit
(a)
/NDF2χ







0.035 Single-Ring Events Crawford Fit
MultiRing Events Crawford Fit
(b)
Figure 4.13: (a): χ2/NDF distributions for one and multi rings events fitted with
Crawford algorithm. (b): zoom on the interesting zone of the top plot. Data obtained
with a MC simulation, in red K+ → pi+νν¯ events , in blue K+ → pi+pi+pi− events
with at least 2 rings in acceptance.
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Because only the processing of multi-ring events is left to the Histogram
algorithm, I studied with MC the center distributions for different types of
these events. Figures 4.18(a) and 4.18(b) show the distributions of the cen-
ter coordinate respectively on x and y axis. One can see in Fig.4.18(a), the
multi-ring events are distributed asymmetrically along x-axis with respect to
the center of the detector; this is due to the detector geometry, chosen to
maximize acceptance as possible for K+ → pi+νν¯ decays.
I changed the grid size according to these multi-ring distributions, (Tab.
4.3 summarizes the new parameters), and since the new grid is smaller than
the previous one, I decided to use a 2× 2 sub-grid in the second step instead
of a 4 × 4 sub-grid: this change allows 16 firing squares to be considered at
the same, avoiding the problem described in section 4.2.3, which is also more
relevant in this kernel version (Fig. 4.16). Figure 4.17 shows the new grid
superimposed to the PMTs.







STEP R 12 6
Table 4.3: Parameter of the grid used in the final version of Histograms, the granu-
larity in the third column for the radius is due to the optimization explained in section
4.2.3
The performance of new algorithm version is fast enough to be used in L0
trigger. Figure 4.14 shows the execution time for the kernel on a GPU in a
desktop PC and Fig. 4.15 shows the measurements performed simulating the
chain TEL62 → NaNet → GPU with data collected at the NA62 experiment:
in both cases the execution time don’t exceed the 206µs. The data shows in
Fig. 4.15 are collected only from one flange, while those simulated in Figure
4.14 came from both sides. This difference in the data set affect the computa-
tion time of the kernel, this is due to the larger number of hits in the events,
this difference can be seen in Figures 4.14 and 4.15 watching the CLOPs with
300 events, in the first case the computation time is over 150 µs while doesn’t
exceed this value in second case.
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n. Events per CLOP
















Figure 4.14: After the split of single and multi ring events, the kernel performance
is good enough to be used in the L0 trigger. Data obtained with a MC simulation
and ran on GPU GeForce GTX TITAN installed in a desktop PC.
Figure 4.15: The red points are Clop with size smaller than 4KB, the blue ones
for Clop with a size larger than 4KB. Data obtained in Pisa simulating the chain
TEL62→ NaNet → GPU with data collected at the NA62 experiment, the data are
collected only by one flange; the GPU used is a GeForce GTX TITAN.
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Square found a first step










0.2 Multi ring mean = 2.24
Multi ring rms = 1.10
Figure 4.16: Number of the square found by the kernel at first step for multi ring
events after the χ2/NDF cut. I haven’t considered the multi-ring events because they
are discarded by the cut. Data simulated with MC and normalized to unity.
Figure 4.17: The figure shows the grid used in the first step in black, and the sub-
grid used for the second step in red, superimposed to the 2 PMTs maps, one for each
flange of the RICH. The grid doesn’t cover the totality of PMTs. Rings with center
out of the grid can’t be identified, but how one can see by Fig. 4.18, only a small
fraction of events have ring center out of the grid. Moreover a finer grid improves the
resolutions on the ring centers.
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4.3 Algorithm resolution
With a good time performance achieved, now we can see the resolution ob-
tained by the algorithm for the center coordinate and radius. Because of
the separation between single ring and multi ring events, I show the results
obtained by the algorithm, separating the two event classes . The achieved









Table 4.4: Left side: resolutions achieved for the single ring event. Right side:
resolution achieved for multi-ring events. Data obtained with a Gaussian fit of the
difference between reconstructed and true r,x and y variables.
The Histogram results for multi rings fit are not so satisfactory; a better
resolution could be achieved using Crawford algorithm on the rings found by





Table 4.5: Resolutions for multi rings event in the final version of the Histograms.
Figures 4.19,4.20 and 4.21 show the resolutions obtained for r, x and y
variables for single and multi-ring events. Figure 4.22 shows three different
events fitted by the algorithm
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Entries  10552
Mean   0.7437
RMS     3.123
 / ndf 2χ  32.04 / 18
Constant  13.3±  1078 
Mean      0.0259± 0.8464 
Sigma    
 0.020± 2.562 
[mm]MC - RKernelR









Mean  3.537− 
RMS     18.14
 / ndf 2χ
 397.9 / 8
Constant  36.2±  5069 
Mean      0.024± 0.314 
Sigma    
 0.025± 3.858 
[mm]MC - RKernelR








Figure 4.19: Difference between true and reconstructed r variable for single-ring
(a) and multi-ring (b) events .
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Entries  10552
Mean  0.3301− 
RMS     4.436
 / ndf 2χ   30.5 / 17
Constant  14.0±  1093 
Mean      0.0383±0.3974 −
Sigma    
 0.03±  3.75 
[mm]MC - XKernelX









Mean  12.7−  
RMS      30.8
 / ndf 2χ
 263.6 / 5
Constant  49.1±  6828 
Mean      0.041±3.747 − 
Sigma    
 0.043± 6.457 
[mm]MC - XKernelX










Figure 4.20: Difference between true and reconstructed x variable for single-ring
(a) and multi-ring (b) events. The non-symmetric tails (b) of the distributions are
due the non-centered grid used shown in Figure 4.17.
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Entries  10552
Mean  0.3189− 
RMS     4.361
 / ndf 2χ  50.42 / 18
Constant  13.9±  1127 
Mean      0.0368±0.3759 −
Sigma    
 0.028± 3.669 
[mm]MC - YKernelY










Mean  2.261− 
RMS     30.12
 / ndf 2χ
 771.4 / 6
Constant  51.0±  7739 
Mean      0.034±1.259 −
Sigma    
 0.031± 6.182 
[mm]MC - YKernelY









tri s  5
 2.− 
   3 .
/ f  771.  
tant   7739 
  0.±1.259 − 
 
  6.182 
Y difference
(b)
Figure 4.21: Difference between true and reconstructed y variable for single-ring
(a) and multi-ring (b) events.
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4.3. Algorithm resolution 75
X (mm)
















Figure 4.22: Three different events fitted by the algorithm, with one (a), two (b)
and three (c) rings respectively. In black the truth MC ring and in azure the ring
fitted by the kernel.
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4.3.1 Comparison with Almagesto
The above results must be compared with the ones obtained by the oﬄine
reconstruction. The algorithm used for the oﬄine reconstruction is a multi ring
algorithm called Almagesto[44]; this algorithm was also implemented on GPU,
so I’m going to compare also the computation time of the two algorithms. The
algorithm is based on Ptolemy’s theorem about four-side polygon inscribed in
a circle. The Ptolemy theorem states that for a cyclic quadrilateral (a four-
side polygon whose vertices all lie on a single circle), the sum of the products
of the two pairs of opposite sides equals the product of diagonal. In formula
(see Fig.4.23 for vertices and segment names):
AB · CD +AD ·BC = AC ·BD (4.1)
Figure 4.23: Ptolemy’s theorem is a relation among the lengths of the sides and
those of the diagonals in a cyclic four-side polygon.
The Almagesto algorithm has two steps: in the first one a search is per-
formed for the hits belonging to a ring, then each set of hits is fit using the
single-ring fit algorithm of Crawford. For the first pattern recognition step the
Ptolemy’s theorem is used: first of all the algorithm selects 8 triplets of points
as follows:
• the leftmost three points
• the rightmost three points
• the three points at the bottom
• the three points at the top
• the leftmost three points, after a 45◦ rotation
• the rightmost three points, after a 45◦ rotation
• the three points at the bottom, after a 45◦ rotation
• the three points at the top, after a 45◦ rotation
4.3. Algorithm resolution 77
The triplets are chosen at the edges of the x, y, u and v axis because in
this way the chance that the points belong to the same ring is higher.
The resolution obtained from Almagesto algorithm are shown in Tab 6.1,
while Figures 4.25,4.26 and 4.27 compare the resolutions between Almagesto
and Histogram for r,x and y variables respectively; one can see the non Gaus-
sian tails of Almagesto oﬄine reconstruction are smaller than the ones of
Histograms.








Table 4.6: Left side: resolutions achieved for single ring events. Right side: res-
olutions achieved for multi-ring events. The second column shows the Almagesto
resolutions, the third shows the Histogram resolutions.
Because both Histogram and Almagesto use the Crawford method to fit
the ring, shouldn’t be any difference in the resolution obtained by the two
algorithms.
I’ll try to explain the reason of these differences.
The main difference between the two algorithms is in the selection of the
points used for the Crawford fit. Almagesto use 8 triplets and Ptolemy the-
orem for search the point belonging to a ring. For the single-ring events there
are very high chance that one of the triplets lie on the ring and selects effi-
ciently all the hit to use in the fit. While Histogram use all the hits in the
events, so also points due to the noise, and this affect the resolution achievable.
This effect can be seen in Fig 4.24.
For what concerns the multi-rings events, the difference are in the approach
to the events, Almagesto like said above searches the hits belonging to the ring
and then fits the points, the worse resolutions respect to the single-ring events
are due only to the major complexity of these type of events.
While the rings found by the Histogram algorithm are strongly related to
the grid used, if the grid is too loose, the resolutions couldn’t be very good
and are slightly improved by the use of Crawford algorithm.
Summarizing, the main difference is: Almagesto searches the hits belonging
to a ring, Histogram searches in a high set of possible candidate rings (equal to
the number of grid squares × bin of the histogram associated to each square)
the combinations of ring which is more plausible for a given set of firing PMTs,
so if the set of ring isn’t .
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Figure 4.24: The same single-ring event fitted by Almagesto and Histograms. Al-
magesto selects only the good point and then the resulting fit is very close to the true
MC ring. Histogram use all the firing hits, also the one non belonging to a ring and
so the fit is worse with respect to Almagesto.
The GPU version of Almagesto is described in detail in [33], because the
fitting method is the same of the oﬄine reconstruction, also the resolution will
be the same. For the computing time per event of GPUs version of Almagesto
is ∆tevt = 0.97±0.02µs to be compared with the one obtained with Histograms.
Using the computation time measured for the Clops with 450 events which is
172± 26 µs, we obtain for a single event
∆tevt = 0.38± 0.06 µs (4.2)
So an improvement by more than a factor 2 in computing time has been
obtained with respect to GPU version of Almagesto; by the way the resolu-
tion achieved by Histograms are worse, but they are still good enough to use
4.3. Algorithm resolution 79
Histograms in the L0 trigger of the RICH as intended.
[mm]MC - RKernelR















Figure 4.25: Difference between true and reconstructed r variable for Almagesto
oﬄine reconstruction (black) and Histogram kernel(red). Both plots are normalized
to unity.
[mm]MC - XKernelX














Figure 4.26: Difference between true and reconstructed x variable for Almagesto
oﬄine reconstruction (black) and Histogram kernel (red). Both plots are normalized
to unity.
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Figure 4.27: Difference between true and reconstructed y variable for Almagesto




The K+→ pi−`+`+ decay.
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Lepton flavour and lepton number are accidentally conserved quantities in
the Standard Model. Unlike other quantum numbers, e.g the electric charge,
their conservation is not imposed by theory as consequence of a global gauge
symmetry (Noether’s theorem).
While lepton flavour violation (LFV) has been observed in neutrino mixing
[54], leading to first evidence to physics Beyond the Standard Model, Lepton
Number Violation has never been observed. In particular, process violating
lepton number by two units (∆L = 2) are unique tools to probe the Dirac or
Majorana nature of neutrinos and their origin of its masses.
5.1 Massive neutrinos
Neutrinos are strictly massless in SM, and a neutrino mass is not allowed in
the SM lagrangian LSM , due to the absence of right-handed neutrino states.
However since the observation of neutrino oscillations has demonstrated their
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massive nature, right-handed neutrinos must be included. This extension leads
to an ambiguity about neutrino nature. In fact neutrino can be either Dirac
or Majorana particles, and the description of right-handed neutrino states, as
well as the neutrino mass term, depends on this.
In the Standard Model, neutrino masses can be introduced in exactly same
way as for the up-type quarks using the conjugate Higgs doublet. In this case,
after symmetry breaking, the gauge invariant Dirac mass term for a neutrino
is:
LD = −mD (ν¯RνL + ν¯LνR) (5.1)
If this is the origin of the masses, then a right-handed chiral neutrino exist.
However the neutrino masses are very much smaller than the masses of the
other fermions, suggesting that another mechanism for generating neutrino
mass might be possible. Because the right-handed neutrinos and left-handed
antineutrinos transform as a singlets under the Standard Model gauge trans-
formation, any additional terms in the Lagrangian formed from these field
alone can be added to the Lagrangian without breaking the gauge invariance.










where νR is the solution of the Majorana equation and ν
c
R corresponds to
the left-handed antineutrino. The Majorana mass term is formed from right
handed-neutrino fields and left-handed antineutrino field, so it respects the
local invariance of the Standard Model.
No terms of the type ν¯Lν
c
L can be added, because no renormalizable sing-
let under hypercharge and weak isospin can be formed using these doublet
components in the SM Lagrangian[48].
5.1.1 The seesaw mechanism
The most general renormalisable Lagrangian for neutrino masses includes both












The physical states of this system can be obtained from the basis in which
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and mN ≈M (5.6)
There are various models supporting which mass to use for the Majorana
neutrinoM . In GUT-seesaw model[49], the Majorana mass term is of the order
ofMGUT ∼ 1014 GeV/c2, while in ElectroWeak seesaw model[10] the Majorana
mass is related to (unknown) electroweak symmetry breaking physics, and M
is of the order of 0.1÷ 1 TeV/c2. In each case, if a Majorana mass term exists
the seesaw mechanism predicts that for each of the three neutrino generations,
there is a very light neutrino with a mass much smaller than the other Standard
Model fermions and a very massive neutrino state mN 'M .
In this scheme mν ∝ m2D and if we use for each neutrino family the cor-
respondent lepton mass for mD







So equations 5.7 predict a hierarchy of neutrino mass, so in this scenario
we have
mνe < mνµ < mντ (5.8)
Moreover the physical neutrino state obtained from the eigenvalues of mass
matrix are:
ν = cos θ(νL + ν
c
L)− sin θ(νR + νcR) (5.9a)
N = cos θ(νR + ν
c
R) + sin θ(νL + ν
c
L) (5.9b)
where tan θ = mD/M , so the effect of introducing a Majorana mass term
is to reduce the weak-charged current couplings of light neutrino states by a
factor cos θ. However for mD M , the neutrino states are:












1The minus sing for the mass of the light neutrino in 5.6 can be absorbed in field
definition.
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and the couplings of light neutrinos are essentially the same of those of
Standard Model. This is the
Because Majorana mass term provides coupling between a particle and
an antiparticle, and a |∆L = 2| transition is possible. The corresponding
Majorana mass term for the electron would allow the e+ ↔ e− transition,
violating charge conservation. Because neutrinos are neutral, this problem
doesn’t exist, and they can be their own antiparticles.
In the specific case of K+, the existence of a Majorana neutrino allows the
decays K+ → pi−`+`+(the lowest order Feynman diagram contributing to this























Figure 5.1: The two main Feynman diagram describing the massive Majorana neut-
rinos contributions to the process K+ → pi−`+`+. Because Majorana neutrinos are
their own antiparticles they carrie a ∆L = 2
5.2 Previous searches for K+ → pi−`+`+
In discuss previous years, many searches for this rare decay were performed, I
separately the events with muons and those with the positrons.
5.2.1 Searches for K+ → pi−µ+µ+
The first upper limit for the K+ → pi−µ+µ+ decay was set at the Brookhaven
National Laboratory as[47]:
K+ → pi−µ+µ+ < 1.5 · 10−4 (90%C.L.) (1992) (5.11)
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After 8 years the limit was improved by the E865 experiment to[9]:
K+ → pi−µ+µ+ < 3.0 · 10−9 (90%C.L.) (2000) (5.12)
The most recent upper bound limit for this branching ratio was set by the
NA48/2 collaboration at[31]:
K+ → pi−µ+µ+ < 1.1 · 10−9 (90%C.L.) (2011) (5.13)
5.2.2 Searches for K+ → pi−e+e+
The first limit for this decay is dated 1968 and was based of the CP conjugate
K− → pi+e−e− decay[26]:
K+ → pi−e+e+ < 1.5 · 10−4 (90%C.L.) (1968) (5.14)
The first dedicated search for the K+ → pi−e+e+ decay dates to 1976, at
CERN PS experiment devoted to the measurement of Ke4 decay[29]:
K+ → pi−e+e+ < 9.2 · 10−9 (90%C.L.) (1976) (5.15)
The limit on this branching ratio was improved only after 24 years by the
E865 experiment at Brookheaven National Laboratory, the new limits is [9]:
K+ → pi−e+e+ < 6.4 · 10−10 (90%C.L.) (2000) (5.16)
NA62 K+ → pi−`+`+ sensitivity
Due to this high K+ statistic the NA62 experiment could investigate the
existence of these decays. With 1013 kaon decay collected in two years and
with a fraction of 3 ring events in RICH acceptance of 31.87% and 32.14%
for K+ → pi+µ+µ+(Kµµpi) and K+ → pi+e+e+(Keepi) respectively, if the the
trigger efficiency is equal to 1 and without considering the background, the
single event sensitivity aspected for the two decays is Kµµpi = 2.6 · 10−13 and
Keepi = 3.1 · 10−13.
If no event are detected an upper limit of the two decays could be set
which is
Kµµpi < 9.57 · 10−13 (95%C.L)
and
Keepi < 11.41 · 10−13 (95%C.L)
improving in the best case scenario the actual limits at least by a factor 100.
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5.3 Trigger for K+ → pi−`+`+
The NA62 geometry and the standard trigger used for the experiment are
designed for collect the largest sample as possible of K+ → pi+νν¯ decay, so
the standard RICH trigger select mostly events with only one charged track
and few events with more than one charged track. So the selection of decays
like the K+ → pi−`+`+ with the standard trigger is difficult, for this scope I
studied if the use GPUs can improves it.
5.3.1 Separation between single and multi-ring events
Before all I studied how Histogram Kernel separates multi-ring and the single-
ring events, this is a fundamental request for the searches of this rare decay,
Tabs. 5.1 show the fraction of collected events for the main single-charge
decays of kaon and the multi-charge decays of interest in the RICH acceptance.
The efficiency on multi-ring events isn’t very high, but combined with the
rejection power of the single ring events, make the use of GPUs advantageous











Table 5.1: Left: fraction of single-track events reconstructed with 3-rings according
to the Histogram kernel. Data obtained with 15000 MC events for each decays. Right:
fraction of the events with 3 tracks reconstructed as 3-ring according to Histogram
kernel. Data obtained with 50000 MC events for each decays.
The results show above need to be compared with the ones obtained by
the standard RICH L0 trigger for what concern the single-ring and multi-ring
separation.
So I studied the performances of the standard L0 trigger of the RICH. The
Multi-Ring trigger conditions R2 OR R3, where R2 and R3 are the number of
SuperCell (digital OR of PMTs) hits, 9÷32 for R2 and 33÷59 for R3, Figure
5.2 shows the SC hits, for the principal kaon decays and for K+ → pi−`+`+
channels. Tab. 5.2 and Tab. 5.3 show the results of the simulations. One
can see in Tab 5.2, Tab 5.3 and Fig. 5.2 if data are triggered with only R2
condition, the multi-rings event will be overwhelmed by the ones with one
ring in the RICH due to the limited rejection power of the RICH. If trigger
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is done with the R3 condition only the rejection on single-rings event is good,
but the efficiency on the multi-ring events is too low. Comparing the results
of Tab. 5.2, Tab. 5.3 and Tab.5.1 the use of GPUs improve the separation of
single and multi ring events respect to the standard trigger of the experiment.
SC hit























Figure 5.2: SuperCells hit multiplicity for principal kaon decays and the two K+ →
pi−`+`+ channels. The dashed lines separate the R1,R2 and R3 trigger conditions.
Data obtained with MC. All histograms are normalized to unity.






Table 5.2: Fraction of the single ring events satisfying the multi-ring condition, data
obtained with 15000 MC events for each decays.
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Decay %R2 %R3 % True R2 % True R3 % 3-rings → R2
pi+pi+pi− 86.77 <3.7 43.78 <1.38 39.51
pi−µ+µ+ 89.88 2.09 39.38 <1.85 51.34
pi−e+e+ 89.44 2.25 44.43 <0.009 35.93
Table 5.3: The 2nd and 3rd column show fraction of the multi-ring events satisfying
the R2/R3 conditions, 4th and 5th column show the fraction events triggered with
R2/R3 which have 2/3 rings, 6th column fraction of 3-ring events in R2 triggered
events .Data obtained with 50000 MC events for each decays.
5.3.2 The K+ → pi+pi+pi− background
For distinguish in the multi-ring eventK+ → pi−`+`+ from the main multi-ring
background K+ → pi+pi+pi−(K3pi), I try to used as discriminating variable the
sum of the radii of the ring reconstructed, but one can see in Fig.5.3 that the
distributions (for 2 or 3 rings found within the RICH acceptance) are nearly
the same,and any selection on the sum of radii couldn’t separate efficiently the
events.
Sum Radii (mm)


















Figure 5.3: Top: sum of radii for events with 3 rings identified in the RICH ac-
ceptance, data obtained with MC. Bottom: sum of radii for events with 2 rings, data
obtained with MC. All the histograms are normalized to unity.
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I try to use the maximum radius of events with 3 rings, also in this case
the distribution are too similar (see Fig. 5.4) to be used for a very selective
reduction of the K3pi background at L0 level.
R [mm]














Figure 5.4: Distribution for the maximum radius in the 3 rings events. All the
histograms in figure are normalized to unity.
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As last solutions I select all the events with 3 rings, whit the 2 maximum
radius exceeding 180mm the results obtained are show in Tab 5.4, ever in this





Table 5.4: Fraction of 3-rings events included in the RICH acceptance with the
maximum radius and the second maximum radius exceeding the 180mm and 170mm
respectively.
At the end I studied how the combined use of GPUs and the standard L0
trigger respect to only L0 trigger multiplicity or only GPUs trigger affect the
multi-ring trigger rate of the RICH for the main kaon decays, the results are
shown in Tab 5.5. One can see how the use of GPUs allows to reduce the rate
with respect to the standard L0 trigger at least by a factor 20. The results
obtained shows how using only the informations of the RICH it is not possible
distinguish efficiently K+ → pi−`+`+ from K+ → pi+pi+pi−.
Decay L0 (kHz) GPUs (kHz) L0|GPU (kHz)
µ+νµ 1909 43 11
pi+pi0 1035 18 8
pi0e+νe 282 5 3
pi0µ+νµ 142 3 1
pi+pi0pi0 105 15 1
pi+pi+pi− 533 110 96
Total 4026 194 120
Table 5.5: The table show the different trigger rates for the main kaon decays select
with the multi-ring condition, for an input rate of 11 MHz. The use of only GPUs
or GPUs combined with L0 reduce by a factor 20 the trigger rate for the multi-ring
events.
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The result obtained in this chapter are summarized in Tab 5.6, which com-
pare GPUs and the standard L0 trigger of the RICH for the multi-ring events.
One can see how the use of the GPUs reduce the trigger rate for multi-rings
event, improve the efficiency and increase the purity of the data collected. An
improvement on the various aspect of the trigger is obtained with the GPUs.
L0 trigger GPU
Kµµpi efficiency% 51.34 71.38
Keepi efficiency % 35.93 59.84
Trigger 3-rings (kHz) 4026 194
Purity 3-rings % 5.22 39.37
Table 5.6: The 1st and 2nd rows show the different fraction of events collected with
3 rings in acceptance for the K+ → pi−`+`+ decays, the 3rd row shows the trigger
rate with the multi-ring condition, 4th row shows the fraction of the event triggered
with multi-ring conditions which have effectively 3 rings, the last two rows are based
on the Kpipipi data only.




This thesis invstigates one of the first approach for a real-time trigger based
on GPUs.
For using the algorithm in the L0 trigger level of NA62 experiments a
computation time < 1 ms per event and resolutions comparable to the ones
achieved by the oﬄine reconstruction are required .
The results
∆tevt = 0.38± 0.06 µs (6.1)
improving the previous results obtained in [33] which was:
∆tevt = 0.97± 0.02 µs (6.2)
and the measured resolutions for the rings parameters are








Table 6.1: Left side: resolution achieved for the single ring event. Right side:
resolution achieved for the multi ring events. The second column shows the Al-
magesto(oﬄine) resolutions, the third shows the Histogram resolutions(online).
The results above show how the algorithm fulfill the requirements and is
suitable to be used in the L0 trigger level of the experiment.
I also try to use the GPUs as trigger to K+ → pi−`+`+ decays, using
GPUs to separate these decays from the main background K+ → pi+pi+pi−,
the results obtained in Chapter 5 show how with GPUs is possible separate
single-ring and multi-rings events, but the resolutions are not sufficient to sep-
arate the K+ → pi−`+`+ decays from the K+ → pi+pi+pi−. In any case the
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trigger based on GPUs improve the selection of the multi-ring events.
This work shows that alternative trigger designs are feasible for the NA62
experiment and is a starting point to introduce the use of flexible GPU-based
real-time triggers in High Energy Physics.
6.1 Possible improvements and outlook
As seen in section 4.3 and section 5.3 the resolution of the algorithm need to
be improved in order to obtain a more efficient trigger, which could not only
separate better multiple ring events from single-ring events, but also discrim-
inate the multi-ring events based on kinematical constraints. A way to do this
might be to change the shape or the geometry of the grid used. Such as the
use of a grid with squares of different sizes, according to the frequency of the
ring centers, finer where there are more and larger elsewhere.
The algorithm was optimized, but surely there is room for improvement,
especially when new generation of GPUs (Maxwell or Pascal) will be used.
The time performances of the trigger, satisfactory up to 450 events per
CLOP, need to be improved. The plots in section 4.2 show how the com-
puting time of the events scale almost linearly with CLOP size, and at full
intensity, the number of events per CLOPs will be above than 450. In order
to achieve better timing performance a multi-GPUs trigger system should be
implemented. A simple option could be used CLOPs smaller by a factor equal
to the number of GPUs used, and each of these smaller CLOPs will be sent
to a different GPUs for computing. In this way the times would be reduced








fi ≡ (xi − a)2 + (yi − b)2 −R2 (A.1)
The simplest algebraic method to fit a circle (xi − a)2 + (yi − b)2 +R2 = 0 to





We will solve the problem in a suitable (u, v) coordinate system, and then


















gi = (ui − uc)2 + (vi − vc)2 −R2 (A.6)
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where (uc, vc) are the coordinates of the centre of the circle, as computed
in the (u, v) frame:
uc = a− x¯ (A.7)
vc = b− y¯ (A.8)
In order to minimize F1′ we compute its derivatives with respect to the
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and similarly for Sv, Suv and so on, where Su = Sv = 0 by definition.
Adopting this notation, if we expand Eqns. A.12 we obtain the system
ucSuu + vcSuv =
1
2
(Suuu + Suvv) (A.14)
ucSuv + vcSvv =
1
2







+ Suu + Svv = 0 (A.16)
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which in turn yields the solutions
uc =
Suv





2 (Suuu + Suvv)− ucSuu
Suv
(A.18)






The centre of the circle in the original coordinate system will be (a, b) =
(uc, vc) + (x¯, y¯).




Device GeForce GTX TITAN
CUDA Driver Version / Runtime Version 7.0 / 6.5
CUDA Capability Major/Minor version number 3.5
Total amount of global memory 6143 MBytes (6441730048 bytes)
(14) Multiprocessors, (192) CUDA Cores/MP 2688 CUDA Cores
GPU Clock rate 876 MHz (0.88 GHz)
Memory Clock rate 3004 Mhz
Memory Bus Width 384-bit
L2 Cache Size 1572864 bytes
Total amount of constant memory 65536 bytes
Total amount of shared memory per block 49152 bytes
Total number of registers available per block 65536
Warp size 32
Maximum number of threads per multiprocessor 2048
Maximum number of threads per block 1024
Max dimension size of a thread block (x,y,z) (1024, 1024, 64)
Max dimension size of a grid size (x,y,z) (2147483647, 65535, 65535)
Maximum memory pitch 2147483647 bytes
Texture alignment 512 bytes
Concurrent copy and kernel execution Yes with 1 copy engine(s)
Run time limit on kernels Yes
Integrated GPU sharing Host Memory No
Support host page-locked memory mapping Yes
Alignment requirement for Surfaces Yes
Device has ECC support Disabled
Device supports Unified Addressing (UVA) Yes
Device PCI Bus ID / PCI location ID 3 / 0
Table B.1: Technical characteristics of the GPU on which this project was imple-
mented and tested. Data obtained with the deviceQuery script provided with the
CUDA libraries.
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