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Abstract
In this paper we consider projective σ -representations and give the dilations associated with the rep-
resentations. To unify the various representation theorem, we use the Kolmogorov decompositions for
positive definite kernels. We present dilation theorems for projective σ -representations, which generalize
Stinespring dilation theorem for covariant completely positive maps as well as Naimark–Sz.-Nagy charac-
terization of positive definite functions. We also construct a representation of a right Hilbert C∗-module for
a strictly U -covariant and completely positive map.
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1. Introduction
Hilbert C∗-modules are used as the framework for Kasparov’s bivariant K-theory and form the
technical underpinning for the C∗-algebraic approach to quantum groups. Hilbert C∗-modules
are very useful in the following research areas: operator K-theory, index theory for operator-
valued conditional expectations, group representation theory, the theory of AW∗-algebras, non-
commutative geometry, and others. Hilbert C∗-modules form a category in between Banach
spaces and Hilbert spaces and obey the same axioms as a Hilbert space except that the inner
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500 J. Heo / J. Math. Anal. Appl. 331 (2007) 499–505product takes values in a general C∗-algebra than the complex number C. This simple general-
ization gives a lot of trouble. Fundamental and familiar Hilbert space properties like Pythagoras’
equality, self-duality and decomposition into orthogonal complements must be given up. More-
over, a bounded module map between Hilbert C∗-modules need not have an adjoint; not every
adjointable operator need have a polar decomposition. Hence to get its applications, we have to
use it with great care.
In the theory of C∗-algebras, we can see many results with various kinds of dilations and their
covariant versions. There are well-known representation theorems: Naimark–Sz.-Nagy char-
acterization of positive definite functions on groups and the Stinespring’s decomposition for
completely positive maps on a C∗-algebra. The covariant extension of Stinespring’s theorem
is established by Paulsen [8], and there is the more general version for equivariant completely
bounded maps [9]. Furthermore, there are dilations associated with completely multi-positive
maps [2,3] enhanced more than existing dilation theorems. We here consider a unified approach
to such dilations using the Kolmogorov decomposition for a positive definite kernel.
In this paper we consider the dilations associated with projective σ -representations which gen-
eralize above dilations. In the second section, we will construct a Hilbert C∗-module associated
with a positive definite kernel and give the dilations associated with projective σ -representations
using the Kolmogorov decomposition. For a strictly U -covariant and completely positive map φ
from a C∗-algebra B into the algebra LA(X ) of adjointable module maps, we also construct a
representation of a right Hilbert A-module.
2. Positive definite kernels and σ -projective representations
Let S be a nonempty set and let A be a C∗-algebra. A map k :S × S → A is a positive
definite kernel if the matrix [k(si, sj )]ij in Mn(A) is positive for every positive integer n and
for all s1, . . . , sn in S . Let X be a right Hilbert A-module. We refer the reader to [4,5] for the
definitions of Hilbert C∗-modules as well as for more information about Hilbert C∗-modules. If
k can be written in the form
k(s, t) = V (s)∗V (t) for any s, t ∈ S ,
where V is a map from S to LA(X ,XV ) for some right Hilbert A-module XV , then k is au-
tomatically positive definite. Such a map V is said to be the Kolmogorov decomposition for a
kernel k. If the linear span of the set
⋃
s∈S V (s)X is dense in XV , then V will be said to be
minimal. See [1] for more detailed information of positive definite kernels and the Kolmogorov
decomposition. We consider projective isometric σ -representations of a semigroup S .
Definition 2.1. [1,6] Let S be a semigroup.
(i) A multiplier on a semigroup S is a function σ :S × S → T such that
σ(s, e) = σ(e, s) = 1 and σ(s, t)σ (st, u) = σ(s, tu)σ (t, u) (1)
for all s, t, u ∈ S where T is the unit circle.
(ii) A projective isometric σ -representation of S is a map W :S →A, s → Ws having the fol-
lowing properties:
(a) Ws is an isometry for each s ∈ S .
(b) Wst = σ(s, t)WsWt for all s, t ∈ S .
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a C∗-algebra A is said to be σ -positive definite if the map k :G × G →A defined by
k(x, y) = σ (x−1, x)σ (x−1, y)Wx−1y (2)
is positive definite. We define a (minimal) Kolmogorov decomposition for W to be a (minimal)
Kolmogorov decomposition for k.
Throughout this section, A, X and Y denote a C∗-algebra and right Hilbert A-modules, re-
spectively, unless specified otherwise. The following proposition may be regarded as the covari-
ant version of the result in [7] which says the existence of a minimal Kolmogorov decomposition
for a positive definite kernel k.
Proposition 2.3. Let G be a group and let σ be a multiplier of G. If a map W :G → LA(X )
is σ -positive definite, then there exist a right Hilbert A-module Y , T ∈ LA(X ,Y) and unitary
σ -representation U of G on Y such that Wx = T ∗UxT for all x ∈ G. Moreover, Y is the closed
linear span of ⋃x∈G UxTX .
Proof. From the definition, the map k :G × G → LA(X ) defined by
k(x, y) = σ (x−1, x)σ (x−1, y)Wx−1y
is positive definite. By [7, Theorem 2.3], there exists a minimal Kolmogorov decomposition
V ∈ LA(X ,XV ) for the map k. That is, V becomes a minimal Kolmogorov decomposition for
W by definition. Take Y =XV . For x, y, z ∈ G, it is not hard to see that
σ
(
x−1z−1, zx
)
σ(z, x)σ
(
x−1, y
)= σ (x−1z−1, zy)σ(z, y)σ (x−1, x). (3)
Then we obtain that
V (zx)∗V (zy) = σ (x−1z−1, zx)σ (x−1z−1, zy)Wx−1z−1zy
= σ(z, y)σ (x−1, x)σ(z, x)σ (x−1, y)Wx−1y
= σ(z, y)σ (z, x)V (x)∗V (y).
Hence the map x → σ(z, x)V (zx) is another minimal Kolmogorov decomposition for W . By [7],
there exists a unitary Uz ∈ LA(Y) such that
UzV (x) = σ(z, x)V (zx) for all x ∈ G.
From a simple computation, we have UyUzV (x) = σ(y, z)UyzV (x). Since V is minimal, the
set
⋃
x∈G V (x)X is dense in Y . Hence we have Uyz = σ(y, z)UyUz, which shows that the map
U :x → Ux is a projective unitary representation of G with σ as an associated multiplier. By tak-
ing T = V (e) we obtain that T ∗UxT = Wx and UxTX = V (x)X for all x ∈ G, which completes
the proof. 
Recall that a subsemigroup S of a group G is called normal if xSx−1 ⊂ S for all x ∈ G and
that a projective representation of G is a homomorphism from G into the projective unitary group
PU(H) = U(H)/TI where U(H) is the group of all unitary operators on a Hilbert space H.
Lemma 2.4. Let S be a normal generating subsemigroup of a group G. If σ is a multiplier on G,
then the following equalities hold for all s, t, u, v ∈ G:
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(ii) σ(usu−1, u)σ (u, su−1) = σ(u, s)σ (su−1, u).
(iii) σ(s−1, su−1v)σ (su−1, v) = σ(s−1, su−1)σ (u−1, v).
(iv) σ(s−1, s) = σ(s−1, su−1)σ (s, u−1).
(v) σ(s,u−1)σ (su−1, u) = σ(u−1, u).
Proof. The proof directly follows from the equalities in the definition of a multiplier. 
The following theorem may be regarded as a generalization of [6, Theorem 3.2].
Theorem 2.5. Let S be a normal generating subsemigroup of a group G. Let W :S → LA(X ) be
a projective isometric representation with the restriction of σ to S as the associated multiplier.
Then there exists a unique extension W˜ of W to G such that
(i) W˜xs = σ(x, s)W˜xWs for all x ∈ G and s ∈ S ,
(ii) W˜ ∗x = σ(x−1, x)W˜x−1 for all x ∈ G.
Moreover, the extension W˜ is σ -positive definite.
Proof. Since S is a normal generating subsemigroup of G, the uniqueness of W˜ is clear. To show
the existence, suppose that x = s−1t where s, t ∈ S and set
W˜x = σ
(
s−1, t
)
σ
(
s−1, s
)
W ∗s Wt . (4)
We have to show that the map W˜ is well defined. To show this, it must be checked that for
x = s−1t = u−1v,
σ
(
s−1, t
)
σ
(
s−1, s
)
W ∗s Wt = σ
(
u−1, v
)
σ
(
u−1, u
)
W ∗uWv. (5)
Indeed, we have ut = usx = usu−1v. Then the element usu−1 belongs to S because of the
normality of S in G. Since the restriction of W to S is a projective σ -isometric representation,
we have that
σ(u, t)WuWt = Wut = Wusu−1v = σ
(
usu−1, v
)
Wusu−1Wv. (6)
However, we have the equality σ(usu−1, u)Wusu−1Wu = Wus = σ(u, s)WuWs , so that
W ∗s = σ(u, s)σ
(
usu−1, u
)
W ∗uW ∗usu−1Wu. (7)
Hence we obtain from Eqs. (6) and (7) that
σ
(
s−1, t
)
σ
(
s−1, s
)
W ∗s Wt
= σ (s−1, t)σ (s−1, s)σ(u, s)σ (usu−1, u)σ (usu−1, v)σ(u, t)W ∗uWv.
Since t = su−1v and the range of σ is contained in the unit circle T, we have that
σ
(
s−1, t
)
σ
(
s−1, s
)
= σ (s−1, su−1v)σ (s−1, s)σ(u, s)σ (usu−1, u)σ (usu−1, v)σ (u, su−1v),
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To show that W˜ is σ -positive definite, we have only to show that for any g1, . . . , gn ∈ G, (Vij ) is
positive definite where Vij = σ(g−1i , gi)σ (g−1i , gj )W˜g−1i gj .
We claim that there exists an element s ∈ S such that sg1, . . . , sgn ∈ S . To see this, write
gi = viu−1i for some vi, ui ∈ S . Then we obtain that
sgi = u1 · · ·ui(ui+1 · · ·unvi)u−1i ∈ S
for s = u1 · · ·un because S is normal. By the claim, we can write each gi by s−1ti for some
ti ∈ S . Then we have that
Vij = σ
(
g−1i , gi
)
σ
(
g−1i , gj
)
W˜
g−1i gj
= σ (t−1i s, s−1ti
)
σ
(
t−1i s, s−1tj
)
W˜
t−1i tj
= σ (t−1i s, s−1ti
)
σ
(
t−1i s, s−1tj
)
σ
(
t−1i , tj
)
σ
(
t−1i , ti
)
W ∗ti Wtj
= σ (t−1i s, s−1ti
)
σ
(
t−1i , s
)
σ
(
s, s−1tj
)
σ
(
t−1i , ti
)
W ∗ti Wtj
= σ (t−1i , ti
)
σ
(
s, s−1ti
)
σ
(
s, s−1tj
)
σ
(
t−1i , ti
)
W ∗ti Wtj
= σ (s, s−1ti
)
σ
(
s, s−1tj
)
W ∗ti Wtj ,
where the third equality follows from the definition of W˜ , the fourth equality follows from the
equation
σ
(
t−1i , s
)
σ
(
t−1i s, s
−1tj
)= σ (t−1i , tj
)
σ
(
s, s−1tj
) (8)
and the fifth equality follows from Eq. (1) in Definition 2.1. Since Vij = V ∗i Vj where Vi =
σ(s, s−1ti )Wti , the matrix (Vij ) is positive. 
Corollary 2.6. Let G and S be like in Theorem 2.5. If W :S → LA(X ) is a projective isometric
representation with the restriction of σ to S as the associated multiplier, then there exist a right
Hilbert A-module Y , T ∈ LA(X ,Y) and unitary σ -representation U of G on Y such that Wx =
T ∗UsT for all s ∈ S . Moreover, Y is the closed linear span of ⋃x∈G UxTX .
Proof. The proof immediately follows from Proposition 2.3 and Theorem 2.5. 
An element U of LA(X ,Y) is called to be a unitary if U∗U = 1X and UU∗ = 1Y where
1X and 1Y denote the identity maps on X and Y , respectively. Let (B,G, α) be a C∗-dynamical
system and let U :G → LA(X ) be a unitary representation. The linear map φ :B → LA(X ) is
U -covariant if
φ
(
αg(b)
)= U∗g φ(b)Ug for all b ∈ B and all g ∈ G. (9)
The triple (π, τ,X ) is called a covariant representation of (B,G, α) if (π,X ) is a representation
of B on X and if (τ,X ) is a unitary representation of G into LA(X ) such that
φ
(
αg(b)
)= τ ∗g π(b)τg for all b ∈ B and all g ∈ G. (10)
Let X and Y be right Hilbert A-modules. The strict topology on LA(X ,Y) is the one given
by the seminorms
V → ‖V x‖ (x ∈X ) and V → ‖V ∗y‖ (y ∈ Y). (11)
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for some approximate unit {ei} of B, the net {φ(ei)} satisfies the Cauchy condition for the strict
topology in LA(X ). If A is unital then the condition of strictness is automatically satisfied.
Proposition 2.7. Let X be a right Hilbert A-module and let (B,G, α) be a C∗-dynamical system
where B is unital. If U is a unitary representation of G on X and if a linear map φ from B into
LA(X ) is completely positive and strictly U -covariant, then there exist
(i) a right Hilbert A-module Xπ ,
(ii) a representation (π,Xπ ) of B into LA(Xπ ),
(iii) a ∗-homomorphism τ from G into LA(Xπ ),
(iv) an isometry W ∈ LA(X ,Xπ ),
such that for all b ∈ B and all g ∈ G,
(a) φ(b) = W ∗π(b)W and Ug = W ∗τgW ,
(b) τgπ(αg(b))τ ∗g = PWπ(b)|XW where PW is the projection onto the range XW of W .
Proof. By [7, Theorem 2.4], there exist a right Hilbert A-module Xπ , a ∗-representation π from
B into LA(Xπ ) and an isometry W ∈ LA(X ,Xπ ) such that φ(b) = W ∗π(b)W for all b ∈ B.
Moreover, the right Hilbert A-module Xπ is the closed linear span of π(B)WX . We define a
map τ on G by
τg = WUgW ∗ for any g ∈ G. (12)
Then each element τg is in LA(Xπ ). Further we have that τ ∗g = τg−1 and τgh = τgτh for all
g,h ∈ G, which implies that τ is a ∗-homomorphism.
It remains to check that τgπ(αg(b))τ ∗g = PWπ(b)|XW for all b ∈ B. However, we have that
for all b ∈ B and all g ∈ G,
τgπ
(
αg(b)
)
τ ∗g = WUgW ∗π
(
αg(b)
)
WU∗gW ∗
= WUgφ
(
αg(b)
)
U∗gW ∗ = Wφ(b)W ∗
= WW ∗π(b)WW ∗,
which completes the proof. 
Remark 2.8. In Proposition 2.7, we see that τgτ ∗g = τ ∗g τg = WW ∗ for all g ∈ G. Hence the
projection onto the range of τg does not depend on g ∈ G. Furthermore, if W in Proposition 2.7 is
a unitary, then the triple (π, τ,Xπ ) becomes a covariant representation of (B,G, α) into LA(Xπ ).
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