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Abstract
Multivariate Slice Sampling
Jingjing Lu
Advisor: Merrill Liechty
In Bayesian decision theory, stochastic simulation techniques have been
widely used by decision makers. The Markov chain Monte Carlo method
(MCMC) plays a key role in stochastic simulation within the framework of
Bayesian statistics. The notion of “slice sampling”, or employing auxiliary
variables in sampling, has been recently suggested in the literature for improv-
ing the efficiency of the traditional MCMC methods. In the existing literature,
the one dimensional slice sampler has been extensively studied, yet the litera-
ture on the multidimensional case is sparse. In this study, we utilize multiple
auxiliary variables in our sampling algorithms for multivariate normal distri-
butions, which adapt better to the local properties of the target probability
distributions. We show that these methods are flexible enough to allow for
truncation to rectangular regions and/or the exclusion of any n dimensional
hyper-quadrant. We compare these algorithms for both efficiency and accu-
racy via simulation experiments. Our results show that our new sampling
techniques are accurate and more effective than the traditional single auxil-
ix
iary variable slice sampler, especially for truncated multivariate distributions.
Further, we extend our methods to general multivariate distributions includ-
ing multivariate student t distributions, multivariate elliptical distributions,
multivariate skew normal distributions, multivariate skew t distributions and
a general class of multivariate skew elliptical distributions.
We also discuss and outline some applications of our algorithms in the real
business world, especially in the production and operations management and
the finance areas. With regard to production and operations management, we
find that the proposed multivariate normal slice sampler can be implemented
in a stochastic optimization process for finding the optimal fulfillment rate
of an assembly system. This system consists of n components, from which
m products are assembled via a periodic review control policy. In finance
area, we show that multivariate slice samplers can be used to update model
parameters and predict future asset returns in a higher moments Bayesian
portfolio optimization model, which is based on a general class of multivariate
skew t distributions. The application of a multivariate slice sampler improves
the model’s ability of handling large data sets and saves computation time for
deriving complicated posterior probability distributions.
x
11. Introduction
Decision theory is a discipline that deals with decision making problems
under uncertainty, which is the main study objective of statisticians. Among
statisticians, there are some researchers who view statistical inference as a dy-
namic process using empirical data or evidence to revise and update knowledge
and beliefs about a problem. These statisticians are called Bayesians. Bayesian
statisticians employ one of the most important statistical approaches that has
been used by decision makers, Bayesian decision theory. As stated by Kany et
al. (2005), “The Bayesian approach provides a unified and intuitively appeal-
ing approach to the problem of drawing inferences from observations.” While
rooted in the efforts of Thomas Bayes in the 18th century, modern Bayesian
decision theory stems largely from the works of Von Neumann and Morgen-
stern (1944) and Savage (1954). This theoretical framework helps decision
makers to confront complex and risk related problems by enabling them to
model, measure, predict and compare different possible risk scenarios. It has
been used to provide support for making decisions in a considerable number of
industrial sectors, such as management, energy, aerospace, physics, engineer-
ing, etc. It can be used in the productions and operations management area
2for measuring operational risk, strategic planning, project management and
reliability control of complex systems. It can also be used in banking for in-
vestment decision making and asset management. We also find its application
in medical sciences for aiding clinical decision making and in the evaluation of
complex medical scenarios (see Parmigiani, 2002).
As a necessary part of the decision making processes, inference problems
are often embedded in decision problems. For Bayesian statisticians, statisti-
cal inference involves the process of timely treating new evidence or empirical
data and continuously updating decisions that are made on the basis of the
new evidence. Inevitably, this dynamic updating process usually involves a
large amount of computations. Because of such high computational burden,
one objective of Bayesian statistics is to reproduce random variables of inter-
est in an environment under the decision maker’s control, regardless of the
complexity of the structure relating the variables of interest. Sometimes, the
methods proposed for Bayesian inference involve calculations which cannot
be performed analytically, as is often the case for hierarchical and dynamic
models. In such cases, stochastic simulation can be used to generate random
variable values as an inferential aid.
Bayesian analysis requires computations of expectations and quantiles, or
3modes, of the densities of probability distributions that arise as posterior dis-
tributions. The standard Bayes estimate is found using the posterior mean and
the posterior variance, for determining the posterior distribution. In Bayesian
probability theory, much depends on the prior probability distribution for ar-
riving at the parameters of interest. It is easiest to work with the conjugate
class of priors. A conjugate prior is a family of prior probability distributions
which has the property that the posterior probability distributions belong to
the same family. However, conjugate priors largely restrict the flexibility of our
model and sometimes may not even fit the model assumptions. Under these
circumstances, posterior distributions will not be standard distributions and
hence the required Bayesian quantities, e.g., the posterior quantities of infer-
ential interest, cannot be computed in closed form. Thus, special techniques
are needed for such Bayesian computations.
The recent popularity of the Bayesian approach to statistical applications
is mainly due to advances in statistical computation, which include Markov
chain Monte Carlo (MCMC) sampling techniques. Jackman (2000) stated,
“Bayesian statistics have made great strides in recent years, developing a class
of methods for estimation and inference via stochastic simulation known as
Markov chain Monte Carlo (MCMC) methods. MCMC constitutes a revolu-
4tion in statistical practice with effects beginning to be felt in the social sciences
.... Markov chain Monte Carlo (MCMC) methods are probably the most ex-
citing development in statistics within the last ten years.” When dealing with
real world problems, Bayesian analysis involves complicated computations,
which are sometimes difficult to handle using conventional calculation tools.
In such scenarios, MCMC techniques such as the Gibbs sampling technique
or the Metropolis-Hastings algorithm are particularly effective for rendering
these very difficult computational tasks feasible. This thesis develops an im-
proved MCMC sampling technique that utilizes multiple auxiliary variables
to deal with multivariate distribution sampling problems based on existing
methodologies suggested in the current literature of slice sampling.
1.1 Bayesian Computations
Bayesian theory and Bayesian probability concepts are named after Thomas
Bayes (see Bayes, 1764), who proved a special case of what is now known as the
Bayes’ theorem, Bayes’ rule or Bayes’ law. It proposes the idea of updating
or revising parameters of probability distributions in light of new informa-
tion. More specifically, we can construct a posterior distribution by using the
conditional and marginal probability distributions of random variables.
5The well-known Bayes’ theorem expresses the relationship between the
conditional and marginal probabilities of stochastic events A and B, as
P (A|B) = P (B|A)P (A)
P (B)
.
P (A) is the prior or marginal probability of an event A, and it does not
involve any information about another event B.
P (A|B) is the conditional probability of A, given the occurrence of B. It
is also called the posterior probability.
P (B|A) is the conditional probability of B given A, or the likelihood of B
given A.
P (B) is the marginal probability of B.
Using this terminology, the Bayes’ theorem expresses the methodological
construction of updating posterior distributions by taking into account condi-
tional and marginal distributions as follows:
Posterior Probability =
Conditional Probability (or Likelihood)× Prior Probability
Marginal Probability
From this we see that the posterior probability is proportional to the prior
probability times the likelihood.
Bayes’ theorem has been widely applied in the disciplines of economic anal-
6ysis and operations research. Cyert and DeGroot (1987) described Bayes’
theorem for both discrete and continuous random variables under the con-
text of Bayesian decision theory as follows: “Suppose that Θ has the prior
density function ξ(θ), which again could be of either the discrete or the con-
tinuous type. Then, for any given value X = x, the posterior density function
ξ(θ|x) of Θ can be found from the following basic result, known as Bayes’
theorem: ξ(θ|x) = f(x|θ)ξ(θ)R
Ω f(x|θ′)ξ(θ′)dθ′
.” From this theorem, we can derive that
f(θ|x) ∝ f(x|θ)ξ(θ).
This concept has been widely used in practice for a variety of data analysis
tasks. Suppose x represents known or given information (or the data that we
have). We assume that this comes from a probability density function f(·|θ),
where θ represents all the relevant parameters of assumed distributions. Our
goal is to update the distribution of θ given x. If we know that the prior
distribution of θ is ξ(θ), then the posterior distribution of θ given x can be
derived via f(x|θ)ξ(θ). Otherwise, we can use non-informative priors, such as
Jeffrey priors (see Kass and Wasserman, 1996), for cases where we have no
prior information about the parameters. During the analysis process, we may
encounter some challenging problems, such as the evaluation of the integral∫
Ω
f(x|θ)ξ(θ)dθ. This integral often cannot be done analytically; thus, it re-
7quires the use of other techniques. Actually, evaluations of high dimensional
integration constitute the most commonly encountered difficulty in Bayesian
analysis. One effective way of dealing with such a problem is to perform a
Monte Carlo simulation. The posterior mean, covariance and marginal distri-
bution of the parameter of interest can be estimated from the random sam-
ples. In other words, most of the features of the posterior distribution can
be approximately derived by employing random sampling techniques. Among
these Monte Carlo sampling techniques, the well-known Markov chain Monte
Carlo (MCMC) method is widely used for handling complex computational
problems, especially in multivariate cases. To sample from a joint posterior
distribution, the Gibbs sampler (named by Geman and Geman, 1984) and the
Metropolis-Hastings algorithm (developed by Metropolis, Rosenbluth, Teller
and Teller in 1953 and Hastings in 1970) are the most commonly applied
Markov chain Monte Carlo techniques.
1.2 Monte Carlo Sampling
Suppose we need to calculate an expectation that cannot be expressed in
closed form. An acceptable approach would be to use random sampling to
evaluate the analytical or numerical integration. For example, we can collect
8a large sample from a population and consider the corresponding sample mean
as an approximation of the population mean. Based on the law of large num-
bers, we know that when the sample size is large enough, the estimate may be
acceptably accurate. So if we want to estimate a posterior mean, we attempt
to generate i.i.d. observations from the posterior distribution and consider
the sample mean as an approximation of the posterior mean. However, one
of the usual drawbacks of this approach is that often we encounter posterior
distributions which are non-standard and are difficult to sample from. In such
an event, the notion of importance sampling introduced by Metropolis et al.
(1953), provides a new algorithm for sampling points from a given probability
density function. When the original density function is difficult or compu-
tationally burdensome to sample from directly, the importance sampling ap-
proach suggests finding a probability density function that is very close to the
original density function and easier to sample from. In other words, impor-
tance sampling involves choosing a “good” distribution from which to simulate
the random variables of interest. As a result, it yields the expectation of a
quantity that varies less than the original integral over the region of integra-
tion. This approach is one of the basic Monte Carlo sampling methodologies.
Since it is believed that certain values of an input random variable in a sim-
9ulation have more impact on the estimation than others, and by emphasizing
these “important” values more frequently, the variance of the estimator can
be reduced. Hence, importance sampling can also be viewed as a variance
reduction technique.
1.3 Markov chain Monte Carlo Methods
One drawback of the traditional Monte Carlo sampling or Monte Carlo im-
portance sampling is that the functional form of the posterior density function
needs to be specified. Otherwise, this sampling technique would be difficult to
implement for cases where the posterior distributions are handled indirectly
or incompletely. Such cases are not rare, especially for Bayesian hierarchi-
cal models that involve the joint posterior distribution of the parameter set
specified in combination of conditional and marginal distributions. This is
due to the fact that while the joint posterior distribution is difficult to spec-
ify directly, the conditional posteriors, given the relevant parameter values at
different hierarchy levels, are easier to derive.
Usually, the generation of random vectors is not an easy task. Devroye
(1986) argued that most of the rejection based algorithms are practically lim-
ited to relatively small dimensions (up to at most 10). There also exist a large
10
number of distributions which are difficult to sample from in even as few as
three or four dimensions. Under these circumstances, constructing a Markov
chain, which has the desired fixed multivariate distribution as its unique sta-
tionary distribution, is a better choice. The basic idea of this method is to use
a Markov chain to simulate from random vectors. This technique has attracted
considerable research attention recently.
To overcome the problem of evaluating multidimensional integrals, neces-
sary in Bayesian statistics, Markov chain Monte Carlo techniques (MCMC)
have been used frequently over the last two decades. The hierarchical prior
structure in Bayesian computations can lead to analytically tractable condi-
tional posteriors, which makes it possible to adopt the Markov chain Monte
Carlo procedure for obtaining random draws from the target joint posterior
distribution. Ghosh et al. (2006) stated that “These iterative Monte Carlo
procedures typically generate a random sequence with the Markov property
such that this Markov chain is ergodic with the limiting distribution being the
target posterior distribution.”
11
1.4 Markov Chain Sampling Methods
Given an initial vector X0 ∈ <d and a conditional distribution K(Xt+1|Xt)
that depends only on the current state vector Xt, we can generate a sequence
of random vectors X0, X1, X2,..., which form a Markov chain with the tran-
sition kernel K(Xt+1|Xt). When the transition kernel does not depend on t,
this Markov chain is called a time homogeneous Markov chain. One question
that arises here involves the effect of the starting vector X0 on the distribu-
tion of Xt, denoted by K
t(Xt|X0). In the Markov chain sampling process,
we require Kt(Xt|X0) to converge to a unique stationary distribution, which
neither depends on t nor on X0.
These Markov chain based generators produce dependent random variables
and the first vectors of these sequences do not replicate the target distribution
and, thus, need to be discarded. This is called the “burn-in” phase of such a
Markov chain sampling procedure. The length of the burn-in period should
be long enough to guarantee the convergence of the Markov chain. Theoret-
ically speaking, when applying Monte Carlo sampling based approaches, it
is necessary to wait until the Markov chain converges to the invariant target
distribution, and then sampling from the resulting distribution. It is a good
idea to start a large number of chains beginning with different starting points,
12
and pick the draws after allowing these chains to run over a sufficiently long
period of time. In other words, it may be necessary to use many different
chains to ensure that convergence occurs and we need to discard the samples
obtained during the burn-in phase. Nevertheless, the law of large numbers for
dependent chains implies that one could just use a single Markov chain as long
as this chain is “long” enough.
We now outline two of the most commonly used Markov Chain Monte Carlo
procedures, i.e., the Metropolis-Hastings algorithm and the Gibbs Sampler.
1.5 The Metropolis-Hastings Algorithm
The Metropolis-Hastings Algorithm was introduced by Metropolis, Rosen-
bluth, Teller and Teller (1953). Subsequently, the general form of this proce-
dure was proposed by Hastings in 1970.
Suppose we wish to sample from an n-dimensional probability density func-
tion f(x). First, we need to introduce a proposal density function q(x, y). This
constitutes the main ingredient of the Metropolis-Hastings algorithm. We then
attempt to build a sequence for Xt from a Markov chain, whose stationary dis-
tribution has the density function f(x). It is to be noted that the proposal
density function is not the full transition kernel, and to get to a new state of
13
the Markov chain we need a rejection step.
Pseudo code of the Metropolis-Hastings Algorithm is shown below:
1. Initialize the algorithm with an arbitrary starting point x0 and an iter-
ation upper bound M .
2. Set j = 1
3. Generate x∗j from q(xj−1, x
∗
j) and u from U [0, 1]. Here, q(x, y) is a can-
didate generating density function.
4. If u ≤ α(xj−1, x∗j), then xj = x∗j , if u > α(xj−1, x∗j), then xj = xj−1.
Here, the acceptance ratio α(x, y) = min
{
f(y)q(y,x)
f(x)q(x,y)
, 1
}
.
5. If j ≤M , then j → j + 1 and go to step 3.
Remark 1: If the jump is uphill
(
f(y)q(y,x)
f(x)q(x,y)
> 1
)
, we always accept, i.e.,
α(x, y) = 1; if the jump is downhill
(
f(y)q(y,x)
f(x)q(x,y)
< 1
)
, we accept with nonzero
probability, i.e., α(x, y) < 1.
Remark 2: The density of the stationary distribution of the Markov chain
is f and it does not depend on the choice of the proposal density function.
Tierney (1994) proved that under mild regularity conditions, the Metropolis-
Hastings algorithm converges. However, the performance of the Metropolis-
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Hastings Algorithm strongly depends on the choice of the proposal density
function.
Remark 3: The Markov chain Monte Carlo technique is applied in the
algorithm to obtain samples from the desired distribution f . Since we need
samples from the target density f , which is the stationary distribution of
the Markov chain, a Markov chain with relatively quick convergence rate is
desirable. Usually, this happens when the correlation within the chain is small.
1.6 The Gibbs Sampler
The Gibbs sampler is a Markov chain Monte Carlo method that enables
us to sample from multidimensional distributions. This is a special case of the
Metropolis-Hastings algorithm.
We can reformulate the Metropolis-Hastings algorithm so that the vector
Xt is updated component by component. This was used initially in statistical
physics and was labeled the Gibbs sampler by Geman and Geman (1984).
Subsequently, Gelfand and Smith (1990) formulated its routine use in Bayesian
statistics.
Suppose we want to sample from an n-dimensional multivariate density
function f(x). We need to build an “infinite” sequence from a Markov chain,
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whose stationary distribution is f . The basic notion of Gibbs sampling is that
we can generate the the i-th component of Xt by using the full conditional
density of f given Xt+1,1,..., Xt+1,i−1, Xt,i+1,...,Xt,n, i.e.
f(xi|Xt+1,1, ..., Xt+1,i−1, Xt,i+1, ..., Xt,n).
Pseudo code of the Gibbs sampler is as follows:
1. Initialize the algorithm from a starting point X0 = (X0,1, ..., X0,n) and
an iteration upper bound M .
2. Set t = 0.
3. Loop for i = 1 to n : Generate Xt+1,i from the full conditional density
f(xi|Xt+1,1, ..., Xt+1,i−1, Xt,i+1, ..., Xt,n)
4. Set t→ t+1 and go to step 3 until we get enough samples or the iteration
upper bound M is reached.
More details about the Gibbs sampler can be found in Geman and Geman
(1984), Gelfand and Smith (1990), Besag and Green (1993), Casela and George
(1992) and Damien et al. (1999).
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1.7 The General Auxiliary Variable Method
As mentioned before, in order to analyze the properties of posterior dis-
tributions, which in many cases are complex and high dimensional, Gibbs
sampling and the Metropolis-Hastings algorithm are the most commonly used
Markov chain Monte Carlo techniques. However, due to the limitations of
these methods, it is often difficult for researchers to obtain acceptable simula-
tion results. For example, the Metropolis-Hastings algorithms require “good”
proposal density functions to achieve efficient sampling. But even in the one
dimensional cases, it is not always easy to find appropriate proposal density
functions. Furthermore, the Metropolis-Hastings algorithm is often required
in the Gibbs sampling process for sampling from complex non-standard con-
ditional distributions. This is a drawback of the Gibbs sampling procedure.
Hence, there is a need for researchers to develop efficient algorithms for sam-
pling from non-standard univariate distributions (see Neal, 2003).
To overcome these drawbacks outlined above, a new Markov chain Monte
Carlo method has been developed: the auxiliary variable method. The idea of
introducing auxiliary variables into the process of conditional simulation was
introduced in statistical physics by Trotter and Tukey (1954), who proposed
a powerful technique called conditional Monte Carlo, which has been later
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generalized by Hammersley (1956). Edwards and Sokal (1988) and Besag
and Green (1993) suggested additional algorithms of using auxiliary variables
in Markov chain Monte Carlo simulation for the purpose of improving the
efficiency of the simulation process.
Generally speaking, the auxiliary variable method requires the variable
of interest x ∈ X to be augmented by one or more additional variables
u ∈ U in order to generate realizations from the target density f(x). We
specify the conditional distribution g(u|x) and form the joint distribution
f(x, u) = f(x)g(u|x).
According to this scheme, we build a Markov chain on X × U with transition
kernels Pu((x, u)→ (x, unew)) = g(unew|x) and Px((x, u)→ (xnew, u)).
For Px, f(x, u)Px((x, u)→ (xnew, u)) = f(xnew, u)Px((xnew, u)→ (x, u)). Usu-
ally, the Gibbs sampling or some other similar technique is used for updating
u and x.
Pseudo code of the general auxiliary variable method is presented below:
1. Introduce auxiliary variable(s) u with conditional distribution density
function g(u|x).
2. Form the joint distribution f(x, u) = f(x)g(u|x) and calculate transition
kernels Pu((x, u)→ (x, unew)) and Px((x, u)→ (xnew, u)) satisfying
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Pu((x, u)→ (x, unew)) = g(unew|x) and
f(x, u)Px((x, u)→ (xnew, u)) = f(xnew, u)Px((xnew, u)→ (x, u)).
3. Update x and u alternately according to the transition kernels Pu and
Px, respectively.
Properties of auxiliary variable samplers have been studied by several re-
searchers including Roberts and Rosenthal (1999), who proved that these al-
gorithms are geometrically ergodic under certain conditions, and found quan-
titative convergence bounds on the variation distance from stationary distri-
butions, after a given number of iterations; Mira and Tierney (2002), who
provided a sufficient condition for uniform ergodicity of the sampler and an
upper bound for the rate of convergence to stationarity. These important
results guarantee that the Markov chain converges efficiently to the target
distribution.
1.8 The Simple Slice Sampler
As a special case of the auxiliary variable method, the simple slice sampler
also requires introducing additional variable(s), U , to accompany the variable
of interest, X, in order to generate realizations from a target probability den-
sity function f(x). Mira et al. (2001) stated “The slice sampler is a method of
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constructing, with the aid of auxiliary variables, a reversible Markov transition
kernel with a specified invariant distribution.” “The simple slice sampler is a
special case of the class of auxiliary variable methods, where a single auxiliary
variable is introduced”.
We introduce the auxiliary variable U so that the joint density function of
U and X satisfies f(x, u) = I{f(x)>u}. The conditional distribution of X given
U is
f(x|u) = f(x, u)
f(u)
∝ f(x, u) = I{f(x)>u}.
It can be seen that given U, X is uniform on the region {x : f(x) > u}. This
is called a “horizontal slice”, (see figure 1).
Similarly, the conditional distribution of U , given X is
f(u|x) = f(x, u)
f(u)
∝ f(x, u) = I{f(x)>u}.
It is clear that given X, U is uniform on the region {u : f(x) > u}. This is
called a “vertical slice”,(see figure 1).
The “slices” construct an irreducible and aperiodic Markov chain (ui, xi).
The Ergodic theorem ensures that (ui, xi) will converge in distribution to its
unique stationary distribution f(x, u).
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It is easy to verify that the marginal density of X is:
∫ ∞
−∞
f(x, u)du =
∫ ∞
−∞
I{f(x)>u}du =
∫ f(x)
0
1du = f(x).
Now let us examine an example of using the slice sampler to draw samples
from a univariate normal distribution. We will create a Markov chain of x-
values that converge to its stationary distribution, i.e., which is a normal
distribution.
The process of generating samples can be described by the following pseudo
code: (see figure 1)
1. Start from current state x0. Assume that the iteration upper bound is
M .
2. Consider a vertical “slice” of the density function at x0.
3. Draw a value u0 uniformly from the vertical slice.
4. Draw a value uniformly from the corresponding horizontal slice.
5. Drop down to consider the resulting new xnew value.
6. When the iteration upper bound M is not reached, return to step 2 till
we get enough samples.
21
1.9 Contribution of This Thesis
As pointed out by Neal (2003), well designed Markov chain Monte Carlo
methods can adaptively choose the changing magnitudes of each variable based
on the local properties of a probability density function. In this thesis, we
introduce the general principle of using auxiliary variables to facilitate the
Markov chain Monte Carlo sampling process. We propose several new multi-
variate slice samplers for the multivariate normal distribution, the multivariate
t distribution, multivariate elliptical distributions, multivariate skew normal
distribution, multivariate skew t distribution and the multivariate skew ellip-
tical family. These procedures allow the sampling process to flexibly adapt to
the special local properties of the target probability density function. We also
present a comparison between our algorithms and the traditional one auxiliary
variable slice sampler algorithm via simulation experiments. The simulation
results illustrate that our multivariate slice sampler is accurate and more ef-
ficient than the traditional one auxiliary variable slice sampler, especially for
multivariate truncated distributions.
In chapter 2 we review the research work that has been done in the current
literature. In chapter 3, we introduce multivariate slice sampler via two exam-
ples of slice sampling, one with the univariate truncated normal, and one with
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the bivariate truncated normal distribution. The following chapter proposes
three new multivariate normal slice sampling algorithms by extending the ex-
amples from the previous chapter. Here we suggest a multivariate normal slice
sampler with n + 1 auxiliary variables, a multivariate normal slice sampler
with n(n+1)/2 auxiliary variables and a conditional multivariate normal slice
sampler. In chapter 5, we further develop the general principle of incorporat-
ing auxiliary variables and extend the multivariate slice sampling technique
outlined in chapter 3 to the multivariate t distribution and the multivariate
elliptical distributions. We also introduce a general class of multivariate skew
elliptical distributions, which includes the multivariate skew normal distri-
bution and the multivariate skew t distribution, and develop a multivariate
slice sampling procedure for this distribution family. In the following chapter
we explore the computational efficiency of our multivariate slice samplers and
compare our algorithms with other established methods currently found in the
literature. In chapter 7, we present the results of our simulation experiments
in order to compare several characteristics of the samplers, i.e., (1) the effect
of burn-in period on the simulation results; (2) the effect of the choice of a
starting point on the simulation results; (3) the number of rejections before
achieving the objective number of samples; (4) the number of rejections be-
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fore achieving desired accuracy level and (5) the effect of applying the picking
out quadrants method. We show that our algorithms are accurate and more
efficient than the currently existing algorithms for multivariate distributions,
especially for multivariate truncated distributions. In chapter 8, we discuss the
applications of our algorithms in real world decision making. First, we demon-
strate an application of the multivariate slice sampler in the productions and
operations management area. We find that the multivariate normal slice sam-
pling technique can be implemented in a stochastic optimization process for
finding the optimal fulfillment rate obtained via a periodic review inventory
control process for an assembly system. This system consists of n compo-
nents from which m products are assembled. Such senarios often can be found
within large manufacturing supply chains. We also present an application of
multivariate slice samplers in finance by showing that multivariate slice sam-
plers can be used to update the relevant parameters and predict future asset
returns in a higher moments Bayesian portfolio optimization model which is
based on a general class of multivariate skew t distributions. The application
of a multivariate slice sampler improves the model’s ability of handling large
data sets and saves a considerable amount of computation time for deriving
complicated posterior probability distributions.
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2. Literature Review
A failure to recognize and account for uncertainties during a decision mak-
ing process may lead to misappreciation of facts in the decision. Accordingly,
there has been a growing interest in the Beyesian framework, which can ac-
count for dynamics of uncertainty in decision making process. Recently there
is increasing research that suggests adopting the Bayesian approach to ob-
tain optimal decision and inference making, with the application of Monte
carlo simulation techniques embedded in the optimization and integration
process. For example, Jensen (2001) developed a Bayesian estimator based
on the Markov chain Monte Carlo sampler and the wavelet representation of
long-memory stochastic volatility models for applications in finance. Casarin
(2004) described a Bayesian inference procedure on parametric models for
financial asset returns. In the same year, Billio et al. (2004) presented appli-
cations of sequential Monte Carlo methods for Bayesian inference for business
cycle models. Markov chain Monte Carlo methods can also be applied to other
areas of industry. For instance, Guang (1998) used Monte Carlo simulation
for queueing and inventory theory in clinical studies; Bray (2002) presented an
application of Markov chain Monte Carlo methods for projecting cancer inci-
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dence and mortality; San Martini1 et al. (2006) provided the implementation
of a Markov chain Monte Carlo method to analyze aerosol data and predict
gas phase concentrations.
One of the most commonly seen applications of Markov chain Monte Carlo
methods in Bayesian inferences, is to evaluate multidimensional posterior in-
tegrals by Monte Carlo sampling techniques. Monte Carlo based sampling ap-
proaches have developed rapidly over the last several decades. These sampling
methods include the well-known Gibbs sampling named by Geman and Ge-
man (1984) and Gelfand and Smith (1990); the Metropolis-Hastings sampling
algorithm introduced by Metropolis et al. (1953) and generalized by Hastings
(1970); and hit-and-run sampling, for which a detailed discussion can be found
in Smith (1984), Belisle et al. (1993), Schmeiser and Chen (1991) and Chen
and Schmeiser (1993).
A different simulation techniques used frequently is rejection sampling, also
known as the acceptance-rejection method or accept-reject algorithm. This is
a classical simulation technique to generate non-Markov independent samples
from a distribution proportional to a target distribution. Rejection sampling
is usually used in situations where the objective probability density function
is difficult to obtain a sample from directly. When using rejection sampling,
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instead of sampling directly from a target distribution f(x), statisticians utilize
an envelope distribution g(x) which is easier to sample from. The samples from
g(x) are accepted or rejected probabilistically (see Robert and Casella, 2004).
This method is broadly applied to the general field of Monte Carlo techniques.
However, obtaining independent samples from proxy or proposal densities is
not always easy in practice. Based on a similar idea of rejection sampling,
Markov chain Monte Carlo algorithms were developed to simulate samples
from the target distribution f(x) by constructing transition kernels.
The acceptance-rejection approach forms an important basis for develop-
ing subsequent algorithms such as the Metropolis-Hastings algorithm. The
Metropolis-Hastings algorithm, which was developed by Metropolis, Rosen-
bluth, Rosenbluth, Teller, and Teller (1953) and later generalized by Hast-
ings (1970), generates a Markov chain in which the value of each successive
state only depends upon the current state. Similar to the acceptance-rejection
method, this algorithm uses a proposal density function to generate a new pro-
posed sample and accepts new samples according to an acceptance ratio. This
method has been used extensively in statistical physics. Chib and Greenberg
(1995) provided a detailed introduction of the Metropolis-Hastings algorithm
and made a comparison between the Metropolis-Hastings algorithm and the
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acceptance-rejection method.
In empirical science, effectively evaluating moments is important, especially
for data analysis purpose. The Monte Carlo importance sampling technique
discussed by Geweke (1989) and Wolpert (1991) was developed to determine
expectations and other moments of random variables. It is a general technique
for studying the properties of a particular probability distribution, e.g., the
expectations or other moments, by using samples generated from a different
distribution rather than the distribution of interest. While rejection sampling
accepts samples probabilistically, importance sampling uses all the generated
samples and the importance sampling estimate of interest is a weighted aver-
age. Thus the distribution of the weights plays a large role in determining the
efficiency of the estimate.
Gilks and Wild (1992) proposed an adaptive rejection sampling (ARS)
technique for sampling from univariate log-concave probability density func-
tion. As sampling proceeds, the rejection envelop and the squeezing function,
which are both piecewise exponential functions, converge to the objective den-
sity function. As referred to by Neal (2003), this sampling technique has been
used by the BUGS software for generating Markov chain samplers from model
specifications. More details about this can be found in Thomas, Spiegelhalter
28
and Gilks (1992). Later in 1995, Gilks, Best and Tan presented an Adaptive
Rejection Metropolis sampling (ARMS) technique with Gibbs Sampling which
includes a Metropolis-Hastings algorithm step to deal with non-log-concave full
conditional distributions. In the same year, Robert (1995) described accept-
rejection based simulation approaches for one-sided and two-sided truncated
normal distributions. He also applied the Gibbs sampling approach to simu-
late a special case of multivariate normal distributions with a convex restricted
parameter space for the covariance structure.
Three years later, Chen and Schmeiser (1998) proposed a random direc-
tion interior point (RDIP) Markov chain approach to black-box sampling.
This method incorporates a concept similar to that utilized in the slice sam-
pling technique, i.e., the introduction of an auxiliary variable y, which led
to a joint distribution over x and y that is uniform over the region U =
(x, y) : 0 < y < f(x). Below the curve of the surface defined by f(x), RDIP
uniformly samples from this region U .
The history of the slice sampler can be traced back to Swendsen and Wang
(1987), who introduced the idea of using auxiliary variables for improving the
efficiency of the Markov chain Monte Carlo sampling (MCMC) technique for
a statistical physics model. Later, Swendsen and Wang’s notion was further
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enhanced by the introduction of the slice sampler which has been studied
in recent years by many researchers. For example, Besag and Green (1993)
applied a similar algorithm in agricultural field experiments. Higdon (1998)
introduced an improved auxiliary variable method for Markov chain Monte
Carlo techniques based on the Swendsen and Wang algorithm called partial
decoupling with applications in Bayesian image analysis. Other developments
and detailed descriptions of several applications of slice sampling can be found
in Edwards and Sokal (1988), Fishman (1996), Roberts and Rosenthal (1999)
and Mira et al. (2001). Besag and Green (1993) stated, “The fact that al-
most any multivariate distribution is equivalently a Markov random field has
opened the way to the use of MCMC in general Bayesian computation.” Neal
(2003) proposed overrelaxed versions of univariate slice sampling procedures
to improve the sampling efficiency by suppressing random walks.
The history of research in slice sampling includes the following work:
Swendsen and Wang (1987) first introduced the idea of using auxiliary
variables to improve the efficiency of Monte Carlo simulation in a statistical
physics environment. They pointed out that their method can greatly reduce
relaxation times in the computer simulation of large systems. One year later,
Edwards and Sokal (1988) generalized the Swendsen-Wang Monte Carlo al-
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gorithm for the Potts models to arbitrary statistical-mechanical models and
obtained initial testing results of the new algorithm on the two-dimensional
XY model.
Besag and Green (1993) reviewed early development of MCMC in Bayesian
inference and computational progress in statistical physics by using auxiliary
variables and described a spatial MCMC implementation for Bayesian analysis
of agricultural field experiments.
Based on previous research, Damien et al. (1999) demonstrated the use of
latent variables for Bayesian nonconjugate, nonlinear, and generalized linear
mixed models. The purpose of their paper was to provide a possible sampling
algorithm other than rejection based methods or other sampling methods sim-
ilar to the Metropolis-Hastings algorithm. They pointed out that with the aid
of latent variables the process of constructing a Markov chain is more efficient
than a Metropolis-Hasting independence chain. Damien et al. proposed sam-
plers using multiple auxiliary variables for Bayesian inference problems. They
factored the probability density of f(x) into the product of k parts, i.e., f(x) ∝
f1(x)f2(x) · · · fk(x), then introduced k auxiliary variables, y1, · · · , yk, one for
each factor. The joint density function for x and yi’s is proportional to the
product of the indicator functions: f(x, y1, · · · , yk) ∝
∏
i I{0 < yi < fi(x)}.
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The main idea of Damien et al. (1999) is to make all the conditional distri-
butions for the auxiliary variables and the components of x easy to sample
from by such factorization. They also compared the auxiliary variable method
with the Independence Metropolis-Hastings algorithm and concluded that the
former is more efficient.
Two years later, Damien and Walker (2001) provided a “black-box” algo-
rithm for sampling from truncated probability density functions based on the
introduction of latent variables. They showed that by introducing a single
auxiliary variable, the process of sampling truncated density functions, such
as truncated normal, beta, and Gamma distributions can be reduced to the
sampling of a couple of uniform random variables. However, their discussions
were mainly focused on the one dimensional case.
Thereafter, Neal (2003) introduced a single auxiliary variable slice sam-
pling method which can be used for univariate and multivariate distribution
sampling. Neal (2003) stated that the single auxiliary variable sampling can
be used for sampling from a multivariate distribution by sampling repeat-
edly for each variable in turn. For this purpose, the conditional probability
density function p(xi|{xj}j 6=i) must be known. Neal (2003) summarized his
single variable slice sampling method in three steps. First, uniformly sample
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from (0, f(x0)), where x0 is the current state, and define a current horizon-
tal slice “S” as S = {x : y < f(x)}. Then around current state x0 find
an interval I = (L,R) containing much, if not all, of the current slice “S”.
Third, uniformly sample from the part of the slice within interval I to get the
new state x1. He proved that the resulting Markov chain from this algorithm
leaves the target distribution invariant. For multivariate distributions, Neal
(2003) used a similar three step sampling method with hyperrectangles par-
alleling the single-variable procedure. The first step is to uniformly sample
from (0, f(x0)) and define the slice S = {x : y < f(x)}. In the second step,
instead of finding an interval I = (L,R) around current state x0, a hyperrect-
angle H = (L1, R1)× . . .× (Ln, Rn) containing at least a big part of the slice
is to be found. The third step is to uniformly sample from the part of the
slice within the hyperrectangle for the new state x1. Neal (2003) pointed out
that the sampling efficiency can be improved by suppressing random walks.
This can be done for univariate slice sampling by “overrelaxation,” and for
multivariate slice sampling by “reflection” from the edges of the slice. To im-
prove the efficiency of the slice sampler, Neal (2003) also introduced the idea
of “shrinkage”, that is, to shrink the hyperrectangle sampling region when re-
jection happens (see Neal, 2003 for more details). By doing this, the number
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of rejections decreases dramatically.
As pointed out by Chen and Schmeiser (2003), for single variable slice
sampling, the sampling process proposed by Neal operates analogously to the
Gibbs sampling method in the sense that given the current state x0, to obtain
the next state x1, first an auxiliary variable y is generated from the conditional
distribution [y|x0]; and then x1 is sampled from the conditional distribution
[x|y]. The reason for using the auxiliary variable is that directly sampling from
[x|y] is not possible since the closed form of the support of [x|y] is not available.
By introducing the auxiliary variable, this problem is solved by sampling from
two uniform distributions: [y|x0] and [x|y]. Agarwal and Gelfand (2005) illus-
trate the application of the auxiliary variable method in a simulation based
fitting strategy of Bayesian models in the context of fitting stationary spatial
models for geo-referenced or point source data.
The properties of slice samplers have also been discussed by several re-
searchers. Mira and Tierney (1997) proved that the slice sampling algorithm
performs better than the corresponding Independence Metropolis-Hastings al-
gorithm in terms of asymptotic variance in the central limit theorem. Based
on their finding, Mira and Tierney (1997) proposed that given any IMHA
(Independence Metropolis-Hastings algorithm) a corresponding slice sampler
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that has a smaller asymptotic variance of the sample path averages for every
function obeying the central limit theorem can be constructed . Subsequently,
Roberts and Rosenthal (1999) proved that the simple slice sampler is stochas-
tically monotone under an appropriate ordering on its state space. Based on
this property, they derived useful rigorous quantitative bounds on the conver-
gence of slice samplers for certain classes of probability distributions. They
showed that the simple slice sampler is nearly always geometrically ergodic
and very few other MCMC algorithms exhibit comparably robust properties.
Their paper discussed the theoretical properties of slice samplers, especially
the convergence of slice sampler Markov chains and showed that the algorithm
has desirable convergence properties. They proved the geometric ergodicity of
all simple slice samplers on probability density functions with asymptotically
polynomial tails, which indicates that this algorithm has extremely robust geo-
metric ergodicity properties. They also proved that the algorithm is stochasti-
cally monotone for the slice sampler with one auxiliary variable. They derived
analytic bounds on the total variation distance from the stationarity of the
algorithm by using the Foster-Lyapunov drift condition methodology. Mira
and Tierney (2002) showed that slice samplers are uniformly ergodic under
certain conditions. Furthermore they provided upper bounds for the rates of
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convergence to stationarity for such samplers.
It can be seen from the above review that the one dimensional slice sam-
pler has been extensively studied, yet the literature on multidimensional case
is sparse. Nowadays, researchers are dealing with large data sets and com-
putational challenges. There are increasingly more requirements for efficient
sampling algorithms of multivariate probability distributions. In this paper,
multiple auxiliary variables were utilized in the sampling algorithms in order to
adapt to the local properties of target probability distribution functions includ-
ing the multivariate normal distribution, the multivariate t distribution, mul-
tivariate elliptical distributions, multivariate skew normal distribution, multi-
variate skew t distribution and the multivariate skew elliptical family. These
procedures offer the sampling process the flexibility to adjust to the special
local properties of the target probability density function.
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3. Introduction to Multivariate Slice Samplers
In this chapter, we introduce multivariate slice sampler via two examples
of slice sampling, i.e., a univariate truncated normal and a bivariate truncated
normal distribution. We further generalize the bivariate case to multivariate
slice sampling in chapter 4 by extending the methods of this chapter.
3.1 Univariate Truncated Normal Slice Sampler
We first examine the case where the univariate truncated normal distribu-
tion is sampled. A straight forward method to sample from this distribution
is the slice sampler. Suppose A is an interval in R1 and the truncated normal
distribution for random variable x satisfies
f(x) ∝ exp
{
− 1
2σ2
(x− µ)2
}
I{x ∈ A},
where I is an indicator function
I{x ∈ A} =

1, x ∈ A
0, x /∈ A
.
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For this distribution, the normalizing constant K can be calculated as
K =
1∫
x∈A
exp
{− 1
2σ2
(x− µ)2} dx.
The slice sampler can efficiently sample from this truncated univariate normal
distribution without having to calculate the normalizing constant.
The details of the mechanics are as follows. First, we introduce an auxiliary
random variable u such that
f(x, u) ∝ I
{
0 ≤ u ≤ exp
{
− 1
2σ2
(x− µ)2
}}
I {x ∈ A} .
Using Bayes’ Theorem we know that the conditional distribution of u given x
is
f(u|x) ∝ I
{
0 ≤ u ≤ exp
{
− 1
2σ2
(x− µ)2
}}
,
and the conditional distribution of x given u is
f(x|u) ∝ I
{
µ−
√
−2σ2 log(u) ≤ x ≤ µ+
√
−2σ2 log(u)
}
I {x ∈ A} .
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If A is an arbitrary interval [a, b], then we can rewrite (3.1) as
f(x|u) ∝ I
{
max
(
a, µ−
√
−2σ2 log(u)
)
≤ x ≤ min
(
b, µ+
√
−2σ2 log(u)
)}
.
Clearly both of these conditional distributions are uniform, and u is always
less than one, so these conditional distributions are easily sampled from.
The inference procedure using Markov chain Monte Carlo (MCMC) with
the slice sampler can be described as the following algorithm:
1. Generate random starting point x0 ∈ A.
2. Generate the new values using the old values
ui+1 ∼ f(u|xi)
xi+1 ∼ f(x|ui+1)
resulting in θi+1 = (ui+1, xi+1).
Numerical problems that can come from having very large and very
small values of ui can be avoided if we let u˜i+1 ∼ U(0, 1) and define
ui+1 = u˜i+1 exp{− 1
2σ2
(x− µ)2}. We can then rewrite f(u|xi+1) as
f(x|ui+1) ∝ I {max(a, µ− t) ≤ x ≤ min(b, µ+ t)}
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where
t =
√
(xi − µ)2 − 2σ2 log(u˜i+1).
3. Repeat step 2 resulting in the sequence θ0, θ1, θ2, . . .
By construction the sequence, θ0, θ1, θ2, . . . is a Markov chain on the pa-
rameter space which has the joint density f(x, u) as its invariant density. In
addition, by the Ergodic theorem, the nth step density of this resulting Markov
chain will converge in distribution to the invariant density. In practice this
means that after an appropriate burn-in period, the sequence θ0, θ1, θ2, . . .
can be treated as samples from f(x, u) and can be used to calculate (approxi-
mate) numerical integrals and moments of the truncated normal densities and
normalizing constants, etc.
Detailed illustrations are as follows.
1). Calculating moments of truncated normal densities:
Ef(x)[x
m] =
∫
xmf(x)dx ∼= 1
n
n∑
t=1
(xi)m.
2). Calculating the normalizing constant K:
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Let
φµ,σ(x) =
1√
2piσ2
e−
1
2σ2
(x−µ)2
denote the normal density function with mean µ and variance σ2. Then
K =
1∫
A
φµ,σ(x)dx
.
The density function that we focus on is actually f(x) = Kφµ,σ(x)I{x ∈ A}.
Now suppose we have sample x1, x2, · · · , xn.
Case 1. If the Lebesgue measure of A is finite, let C denote this measure,
i.e. C =
∫
A
1dx. Then
K =
1
C
∫
A
Kdx =
1
C
∫
A
1
φµ,σ(x)
f(x)dx ∼= 1
nC
n∑
i=1
1
φµ,σ(xi)
.
Case 2. If
∫
A
1dx = ∞. We first find a function h(x) > 0 such that
C =
∫
A
h(x)dx > 0 is finite and easy to calculate (h(x) could be an indicator
function of some bounded interval). Then
K =
1
C
∫
A
Kh(x)dx =
1
C
∫
A
h(x)
φµ,σ(x)
f(x)dx ∼= 1
nC
n∑
i=1
h(xi)
φµ,σ(xi)
.
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3). Calculating the probability of x ∈ A :
P (x ∈ A) =
∫
x∈A
1√
2piσ
exp{− 1
2σ2
(x− µ)2}dx
=
1√
2piσ
∫
x∈A
exp{− 1
2σ2
(x− µ)2}dx
=
1√
2piσ
K−1.
Now we examine the slice sampling algorithm for truncated multivariate nor-
mal distribution. Suppose A is a subspace in RP , then the density function
for a truncated normal random vector x with mean µ and variance-covariance
matrix Σ is given by
f(x) ∝ exp
{
−1
2
(x− µ)TΣ−1(x− µ)}I{x ∈ A
}
.
Recall that the conditional density of each element of the vector x is a
univariate normal density:
f(xj|x−j) ∝ exp
{
− 1
2σ˜j
2 (xj − µ˜j)2}I{x ∈ A
}
,
where σ˜j
2 = Σ−1jj and µ˜j = µj −
∑
k 6=j
P−1
jkP−1
jj
(xk − µk).
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3.2 Bivariate Normal Slice Sampler
We will now consider the the slice sampler for truncated bivariate normal
distributions. Suppose A is a subspace in Rn with n = 2, then the density
function for a truncated normal random n−dimensional vector x with mean
µ and variance-covariance matrix Σ is given by
f(x) ∝ exp
{
−1
2
(x− µ)TΣ−1(x− µ)
}
I{x ∈ A}.
Let A be a subspace in R2. Let the density for the random vector x be
f(x) ∝ exp
{
−1
2
(x− µ)TΣ−1(x− µ)}I{x ∈ A
}
.
Bring in notation:
a1 = Σ
−1
11 ,
a2 = Σ
−1
22 ,
b1 = −2µ1Σ−111 − 2µ2Σ−112 ,
b2 = −2µ2Σ−122 − 2µ1Σ−112 ,
c12 = 2Σ
−1
12 .
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The density function would satisfy:
f(x) ∝ exp
{
−1
2
(x21a1 + x1b1 + x
2
2a2 + x2b2 + x1x2c)}I{x ∈ A
}
,
If we introduce 3 auxiliary variables u1, u2, and u3. Let the joint distribu-
tion of x1, x2, u1, u2, and u3 be
f(x1, x2, u1, u2, u3) ∝ I
{
0 ≤ u1 ≤ exp
{
−1
2
(x21a1 + x1b1)
}}
× I
{
0 ≤ u2 ≤ exp
{
−1
2
(x22a2 + x2b2)
}}
× I{0 ≤ u3 ≤ exp{x1x2c}}I{x ∈ A}
We can see that for any given x, ui follows uniform distribution, i.e.
u1 ∼ U
(
0, exp
{
−1
2
(x21a1 + x1b1)
})
u2 ∼ U
(
0, exp
{
−1
2
(x22a2 + x2b2)
})
u3 ∼ U(0, exp{x1x2c})
And also for any given u1, u2, and u3, we can sample the vector x simultane-
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ously from:
f(x|u1, u2, u3) ∝ I
{
b1
2a1
−
√
− 2
a1
log(u1) ≤ x1 ≤ b1
2a1
+
√
− 2
a1
log(u1)
}
×I
{
b2
2a2
−
√
− 2
a2
log(u2) ≤ x2 ≤ b2
2a2
+
√
− 2
a2
log(u2)
}
×I {c12x1x2 ≤ −2 ln(u3)} I{x ∈ A}.
In fact,
I {c12x1x2 ≤ −2 log(u3)}
= I
{
x1x2 ≤ − 2
c12
log(u3)
}
I {c12 > 0}+ I
{
x1x2 ≥ − 2
c12
log(u3)
}
I {c12 < 0} .
Notice that x follows a two dimensional uniform distribution. To sample x we
can repeatedly sample xi, i = 1, 2, from
U
(
bi
2ai
−
√
− 2
ai
log(ui),
bi
2ai
+
√
− 2
ai
log(ui)
)
until x ∈ A and c12x1x2 ≤ −2 log(u3).
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For general n dimensional multivariate Normal case, we have
f(x) ∝ exp
{
−1
2
(x− µ)TΣ−1(x− µ)
}
I{x ∈ A}
∝ exp
{
−1
2
n∑
i=1
Σ−1ii (xi − µi)2 −
1
2
∑
j 6=k
Σ−1jk (xj − µj)(xk − µk)
}
I{x ∈ A}
The conditional density of each element of the vector x has the univariate
normal density
f(xj|x−j) ∝ exp
{
− 1
2σ˜j
2 (xj − µ˜j)2
}
I{x ∈ A},
Here,
{−j} = {i : i 6= j}, σ˜j2 = Σ−1jj ,
and
µ˜j = µj −
∑
i6=j
∑−1
jk∑−1
jj
(xk − µk).
Without much effort we can simply extend the algorithm given in above
section to allow for sampling from f(x), as long as it is possible to find the
constraint imposed by A and x−j on xj. We further examine this approach for
the multivariate normal distribution in next chapter.
A similar, but more efficient approach is taken by picking one of the quad-
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rants according to the area of the region in each quadrant, and then given that
quadrant, take a uniform draw. This is easily done because the conditional
distribution of x|u is uniform. If the quadrant chosen is unrestricted (i.e. a
rectangle), the proposal will be a drawn from the bivariate normal density we
seek. On the other hand, if it is a restricted quadrant (i.e. the hyperbola
cuts off the corner), we use rejection sampling (or some other strategy such as
drawing from the marginal of one of the xi’s and then conditional on that draw
from xj|xi) to obtain a draw from that quadrant. On average, an unrestricted
quadrant will be selected. This means that the slice sampler will most often
sample without rejection. We give out more details in next chapter.
The size of u3 tells how close the hyperbolas are to the axes. It also
determines the strength of the relationship between x1 and x2. When u3 is
smaller than one, the region over which we sample from looks like the shaded
area showing in figure 2 and 4 in appendix. When u3 is greater than one,
the region over which we sample from is the extreme reaches of the rectangle
outside of the hyperbolas in the direction of the correlation (see figures 3 and
5 in appendix). In turn, u3 is more likely to be greater than one when x1 and
x2 are both large in absolute value.
We can use this method to sample from both an unconstrained and con-
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strained bivariate normal distribution. By reducing the problem to picking
a quadrant, and then sampling uniformly from that quadrant subject to the
constraints describe above, it is relatively simple to add additional constraints.
For example, Liechty et al. (2001) samples from a multivariate probit model
with restrictions as to which quadrant the samples come from. We can sample
from any bivariate normal with constraints restricting draws to or from any of
the quadrants, over any connected rectangle, or the intersection of such sets.
(If we were to employ Neal’s (2003) stepping procedure, the restricted region
A could also possibly be made up of disjoint sets.)
For example, suppose we want to sample from a bivariate normal, but we
are restricted from having any draws from quadrants I & III. In such a case we
would have a distribution that looks like figures 6, 7, 8 and 9. In these figures
we have samples from a bivariate normal density with mean (0, 0), correlation
−0.5, and unit standard deviations, restricted to quadrants II & IV.
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4. Multivariate Normal Slice Sampler
In this chapter, we extend the bivariate examples from previous chapter to
multivariate normal case. We propose three multivariate slice sampling meth-
ods, which are different from the traditional one auxiliary variable multivariate
slice sampler, and compare them with each other via simulation experiments.
The results of the simulation study are presented in chapter 7. Further, we
discuss the implementation issues and computational complexity of these al-
gorithms in chapter 6.
4.1 Slice Sampler with One Auxiliary Variable
We can generalize the slice sampler on one dimension to multidimensional
case. Suppose we want to sample a random vector X = (X1, X2, · · · , Xn)
from a probability density function f(x) or f(x1, x2, · · · , xn). Similar to the
one dimension case, we introduce an auxiliary random variable U such that
the joint density function of X and U is
f(x, u) = I(0 ≤ u ≤ f(x))
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for x ∈ Rn and u ∈ R. We can see that the conditional distribution of U |X is
proportional to I(0 ≤ u ≤ f(X)) and this is just a one dimensional uniform
distribution on interval [0, f(X)]. Also, the conditional distribution of X|U is
proportional to I(f(x) > U) and is also uniform, but this is an n dimensional
uniform distribution on the region {x : f(x) ≥ U}.
To implement the slice sampler given a starting point X0 ∈ {x : f(x) > 0},
at each step k ≥ 0, we generate random variable Uk from the conditional
distribution of U given X = Xk, which is the uniform distribution U [0, f(Xk)].
Then we generate Xk+1 from the conditional distribution of X given U = Uk,
which is an n dimensional uniform distribution. We repeat the above procedure
until collecting enough samples.
Usually, to sample from an n dimensional uniform distribution is not easy.
In other words, to sample uniformly from {x : f(x) ≥ U} for a given U might
be difficult. We can manage to do this by first find a hyperrectangle that
covers the sampling region. Then we sample uniformly from this hyperrect-
angle and keep the sample that falls into the desired region. For example, for
truncated distributions, we only keep the samples that satisfy the truncation
condition, which means we first uniformly sample each xi independently for
i = 1, 2, · · · , n; then we only accept the samples that satisfy the joint corre-
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lation conditions and the truncation restriction. Neal (2003) presents similar
idea for one auxiliary variable slice sampler. Note that the first step, which
is basically to uniformly sample from a hyperrectangle region, is easy. How-
ever, it might not be easy to find such a hyperrectangle. Nevertheless, for
multivariate normal distribution, we can do it without much difficulty.
Here we propose two sampling approaches that use one auxiliary variable
in more detail: sampling each xi one at a time, and sampling all xi’s at once.
4.1.1 Sampling xi Values One at a Time
Suppose we want to sample a random vector from a probability density
function f(x1, x2, · · · , xn) and we use one auxiliary variable to aid sampling
process. Let
f(u, x1, x2, · · · , xn) ∝ I(0 ≤ u ≤ f(x1, x2, · · · , xn).
If we use the traditional Gibbs Sampler approach, we need to follow the fol-
lowing procedure: (1) Start from an initial point (u0, x01, · · · , x0n). (2) Sample
u1 from f(u|x01, · · · , x0n), and then replace u0 with u1. (3) Sample x11 from
f(x1|u1, x02, · · · , x0n), and then replace x01 with x11. (4) Repeat steps (2) and (3)
until we get enough samples. In the above procedure, each time we sample a
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one dimensional uniform variable from its conditional distribution. The limit
distribution converges to the stationary distribution. This method is not hard
to implement, but the convergence rate is usually slow.
4.1.2 Sampling All xi Values at Once
On the other hand, we see that when x = (x1, x2, · · · , xn) is given, sampling
u is not difficult. This is because f(u|x) is a one dimensional uniform distri-
bution. If we can sample x|u from f(x|u) directly, we can update the whole
vector x = (x1, x2, · · · , xn) at a time (recall that in the previous method, we
replace only one coordinate at a time). We know that the conditional distri-
bution of x|u is f(x|u), which is a multi-dimensional uniform distribution. In
some special cases, like multivariate normal distribution, we can sample from
f(x|u) easily. The idea is first finding an high dimensional cube that covers
the region {x : f(x) ≥ u}, then sample uniformly from the cube and keep the
samples that fall into the target region.
The key point of finding such a cube or hyperrectangle is to find the lower
and upper bounds for each coordinate xi. Now we illustrate how to find such
lower and upper bounds as follows:
Suppose X0 is given. The conditional distribution U |X for auxiliary vari-
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able U , which is a uniform distribution. is easy to sample from. Say we get
a new value for auxiliary variable U : u0. The next step is to update X given
the value of the auxiliary variable u0. We know that the sample should come
from the region {x : f(x) ≥ u0}, which can be written as
1
(2pi)N/2|Σ|1/2 exp{−
1
2
((x− µ)′Σ−1(x− µ))} ≥ u0.
In this expression, there are both quadratic terms and linear terms in the expo-
nential power of the probability density function f(x). This makes it difficult
to find the range of xi given ui. We can solve this problem by separating the
mean from the distribution using the fact that x − µ ∼ N(0,Σ). This means
we treat µ as zero in the above procedure. By doing this, the linear terms in
the exponential power can be removed, leaving only quadratic terms, which
make the sampling procedure much easier. In order to sampling from the orig-
inal target density distribution, we only need to add µ back to each x in the
Markov Chain at the end of the sampling procedure. The following lemma
ensures that the stationary distribution of the Markov chain still converges to
N(µ,Σ).
Lemma 1 Suppose a sequence of n dimensional random vectors
{
xk
}∞
k=1
con-
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verge in distribution (weak convergence) to N(0,Σ), then for any n dimen-
sional vector µ,
{
xk + µ
}
converges in distribution to N(µ,Σ).
Proof.
{
xk
}
converges in distribution to N(0,Σ) means that for any n di-
mensional vector t = (t1, t2, . . . , tn)
lim
k→∞
P (xki < ti, i = 1, 2, . . . , n) = Φ0,Σ(t)
where Φµ,Σ(t) denotes the cumulative distribution function of N(µ,Σ). Hence
lim
k→∞
P (xki + µi < ti, i = 1, . . . , n)
= lim
k→∞
P (xki < ti − µi, i = 1, . . . , n) = Φ0,Σ(t− µ)
From standard properties of the multivariate normal distribution, we know
that Φ0,Σ(t−µ) = Φµ,Σ(t). This means that
{
xk + µ
}
converges in distribution
to N(µ,Σ).
By the above lemma, we can simplify the expression of region {x : f(x) ≥
u0} for multivariate normal distribution to {x : exp{−12x′Σ−1x} ≥ c1}. Here,
c1 = ((2pi)
N
2 (|Σ|) 12u0. Further, we can simplify the sampling region to {x :
x′Σ−1x ≤ c2}, where c2 = −2 log(((2pi)N2 (|Σ|) 12u0).
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To find the lower and upper bounds for each coordinate xi, we need the
following calculation: Suppose
Σ−1 =

Σ−11,1 Σ
−1
1,2 · · · Σ−11,n
Σ−12,1 Σ
−1
2,2 · · · Σ−12,n
...
...
. . .
...
Σ−1n,1 Σ
−1
n,2 · · · Σ−1n,n

We decompose Σ−1 into two parts:

θ 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

+

Σ−11,1 − θ Σ−11,2 · · · Σ−11,n
Σ−12,1 Σ
−1
2,2 · · · Σ−12,n
...
...
. . .
...
Σ−1n,1 Σ
−1
n,2 · · · Σ−1n,n

We denote that
A =

θ 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

;B =

Σ−11,1 − θ Σ−11,2 · · · Σ−11,n
Σ−12,1 Σ
−1
2,2 · · · Σ−12,n
...
...
. . .
...
Σ−1n,1 Σ
−1
n,2 · · · Σ−1n,n

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The region {x : x′Σ−1x ≤ c2} can be written as:
{x : (x1, . . . , xn)(A+B)(x1, . . . , xn)′ ≤ c2};
which also can be written as
{x : θx21 + (x1, . . . , xn)B(x1, . . . , xn)′ ≤ c2}.
Since Σ is the variance-covariance matrix of X, it is positive definite matrix.
Therefore, Σ−1 is positive definite matrix also. Due to continuity, when θ
is small enough, the matrix B is also positive definite. Then we know that
(x1, . . . , xn)B(x1, . . . , xn)
′ is nonnegative. The condition that B is positive
definite will also be used to find the upper bound for θ. So θx21 must be less
or equal to c2. By this inequality, we can find the range for x1, and similarly,
the range for each xi. In this way, we find the lower and upper bound of each
dimension and build the cube or hyperrectangle for the region {x : f(x) ≥ U}.
Once the hyperrectangle is found, update X would be easy. We just need to
repeat the above process and keep the samples that satisfy the joint correlation
and truncation conditions. The efficiency of this method highly depends on
the shape of the truncation region and the correlation between the xi’s. That
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is because the variance-covariance matrix affects the calculation results for the
lower and upper bounds of xi, which in turn affects the rate of acceptance of
samples.
To summarize, the one auxiliary variable slice sampling algorithm for mul-
tivariate normal distribution can be outlined as follows:
Let f(x) be the density function of n dimensional multivariate normal dis-
tribution with mean µ and covariance matrix Σ. Suppose we want to generate
a Markov Chain with stationary distribution f .
Algorithm 4.1: Multivariate normal slice sampler with one
auxiliary variable
1. Start at an initial point X0.
2. Suppose we have X i for some i ≥ 0,
sample U i uniformly from {u : 0 ≤ u ≤ f(X i)}.
3. Find a hyperrectangle that covers the region
R(U i) = {x ∈ Rn : f(x) ≥ U i}.
4. Sample a n dimensional uniform random vector from the hyperrectangle.
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5. If the sample falls in R(U i), then we take it as X i+1; otherwise go back
to step 4.
4.2 Slice Sampler with n+ 1 Auxiliary Variables
Following the bivariate case discussed in previous chapter, the general n
dimensional multivariate normal distribution in (3.2) can be written as
f(x) ∝ exp
{
−1
2
n∑
i=1
Σ−1ii (xi − µi)2 −
1
2
∑
j 6=k
Σ−1jk (xj − µj)(xk − µk)
}
I{x ∈ A}
We introduce an n+ 1 dimensional random vector u = (u1, u2, . . . , un+1) such
that the joint probability density function is given by
f(x, u) ∝
(
n∏
i=1
I
{
0 ≤ ui ≤ exp
{
−1
2
Σ−1ii (xi − µi)2
}})
×I
{
0 ≤ un+1 ≤ exp
{
−1
2
∑
j 6=k
Σ−1jk (xj − µj)(xk − µk)
}}
I{x ∈ A}
We can show that for i = 1, 2, . . . , n
f(ui|x) ∝ I
{
0 ≤ ui ≤ exp
{
−1
2
Σ−1ii (xi − µi)2
}}
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and
f(un+1|x) ∝ I
{
0 ≤ un+1 ≤ exp
{
−1
2
∑
j 6=k
Σ−1jk (xj − µj)(xk − µk)
}}
These are uniform distributions that are conditionally independent given x.
This means for any given x the conditional distribution of u is easy to sample
from. We can likewise write the distribution of x given u as
f(x|u) ∝
n∏
i=1
I
{
µi −
√
−2 log ui
Σ−1ii
≤ xi ≤ µi +
√
−2 log ui
Σ−1ii
}
×I
{∑
j 6=k
Σ−1jk (xj − µj)(xk − µk) ≤ −2 log un+1
}
I{x ∈ A}
This tells us that for any given u, x follows a uniform distribution. Since it is
in a high dimensional space, x may not be straight forward to sample from, as
is the one or two dimensional cases. The method we use to solve this problem
is to sample each xi according to
f(xi|u) ∝
I
{
max
(
A(i, 1), µi −
√
−2 log ui
Σ−1ii
)
≤ xi ≤ min
(
A(i, 2), µi +
√
−2 log ui
Σ−1ii
)}
,
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where A(i, 1) and A(i, 2) are the lower and upper bounds on the restricted
region for xi, respectively. We then check whether
∑
j 6=k Σ
−1
jk (xj − µj)(xk −
µk) ≤ −2 log un+1 holds or not. If it is, we keep x; otherwise we repeat the
above procedure until this inequality holds.
By using the above procedure, we can get draws from the conditional dis-
tribution of x given u. Starting from any point x0 ∈ A we can iterate sampling
ui+1 ∈ Rn and xi+1 to generate the sequence (ui, xi)∞i=0. By construction, this
sequence is a Markov chain with the state space
S = {(u, x) : u ∈ [0, 1]n × [0,∞), x ∈ Rn, f(x|u) > 0} .
Moreover, we have the following lemma.
Lemma 2 (ui, xi) is an irreducible, aperiodic Markov chain.
Proof. We will show that for any A ⊂ Rn with non-zero Lebesgue measure
P (xn+1 ∈ A|xn = x) > 0 for any x ∈ S, where
S = {(u, x) : u ∈ [0, 1]n × [0,∞), x ∈ Rn, f(x|u) > 0}
and is the state space of the Markov Chain. Notice that for any x ∈ Rn, there
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exists an ² > 0 such that for any u ∈ [0, ²)n+1 we have f(x|u) > 0. So there
exists an ² > 0 such that P (xn+1 ∈ A|un+1 < ²) > 0. Hence
P (xn+1 ∈ A|xn = x) ≥ P (xn+1 ∈ A|un+1 < ²)P (un+1 < ²|xn = x) > 0
From this one can easily see that for any B ∈ S with positive Lebesgue measure
P ((un+2, xn+2) ∈ B|xn = x) > 0
for any x ∈ S. So the Chain is irreducible and aperiodic.
Since (ui, xi) is irreducible and aperiodic, the Ergodic theorem ensures that
(ui, xi) will converge (in distribution) to its unique stationary distribution. The
next lemma shows that the joint distribution f(x, u) is just the stationary
distribution of (ui, xi).
Lemma 3 The distribution given by f(x, u) is the stationary distribution of
the Markov chain (ui, xi).
Proof. From the definition of a stationary distribution, we only need to show
that if the probability density function of (ui, xi) is f(x, u), then the probability
density function of (ui+1, xi+1) is also f(x, u). Suppose the probability density
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function of (ui+1, xi+1) is pi(x, u). Since xi+1 is generated from f(x|u) given
ui+1, we know that pi(x|u) = f(x|u). By the same reasoning, since ui+1 is
generated from f(u|x) given xi and the probability density function of xi is
f(x) we have
pi(u) =
∫
pi(u|xi)f(xi)dxi =
∫
f(u|x)f(x)dx = f(u).
And this gives us
pi(x, u) = pi(x|u)pi(u) = f(x|u)f(u) = f(x, u)
Now we can see that starting from any point (u0, x0), our sequence will
eventually converge to the desired distribution f(x, u). The basic idea of this
method is to put all terms that only dependent on xi together and introduce an
auxiliary variable ui. We then use another auxiliary variable, un+1 to deal with
all of the other cross product terms combined. Note that here we once again
separate the mean out of the distribution, which is guaranteed by lemma 1 that
x − µ ∼ N(0,Σ). Figure 10, 11, 12 , 13 and 14 show sampling results in two
and three dimensional space for a truncated multivariate normal distribution
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using this method.
Now we summarize the multivariate normal slice sampler with n+ 1 aux-
iliary variables as follows:
Algorithm 4.2: Multivariate normal slice sampler with n+ 1
auxiliary variables
1. Start at an initial point X0.
2. Suppose we have X i for some i ≥ 0,
sample U ij uniformly from
{u : 0 ≤ u ≤ exp{−1
2
Σ−1jj (X
i
j − µj)2
}} for j = 1, 2, · · · , n.
Sample U in+1 uniformly from
{u : 0 ≤ u ≤ exp
{
−1
2
∑
j 6=k Σ
−1
jk (X
i
j − µj)(X ik − µk)
}
}.
3. Sample xj uniformly from
{x ∈ R : exp{−1
2
Σ−1jj (x− µj)2
} ≥ U ij} for j = 1, 2, · · · , n.
4. If exp
{
−1
2
∑
j 6=k Σ
−1
jk (xj − µj)(xk − µk)
}
≥ U in+1,
then let X i+1 = (x1, x2, · · · , xn); otherwise go back to step 3.
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4.3 Slice Sampler with n(n+ 1)/2 Auxiliary Variables
Now we generalize the bivariate normal case to the multivariate normal
distribution N(0,Σ). The basic idea is to separate all the terms in the expo-
nential power and use n(n+ 1)/2 auxiliary variables. Recall that
f(x) ∝ exp
{
−1
2
xTΣ−1x
}
I {x ∈ A}
=
n∏
i=1
exp
{
−1
2
Σ−1ii x
2
i
}
×
n∏
i=1
n∏
j=i+1
exp
{−Σ−1ij xixj} I {x ∈ A} .
We can introduce the variable uij for i = 1, 2, . . . , n and j = i, . . . , n such that
the joint probability density of (x, u) is
f(x, u) ∝
n∏
i=1
I
{
0 ≤ uii ≤ exp
{
−1
2
Σ−1ii x
2
i
}}
×
n∏
i=1
n∏
j=i+1
I
{
0 ≤ uij ≤ exp
{−Σ−1ij xixj}} I {x ∈ A} .
Now we see that given x, each uij is an independent random variable with a
uniform distribution on
[
0, exp
{−Σ−1ij xixj}] for i 6= j; [0, exp{−12Σ−1ii x2i}]
for i = j. On the other hand, for any given u, x follows a uniform distribution
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on the intersection of the sets
{
x : Σ−1ii xixi ≤ −2 log uii for i = j
}
.
{
x : Σ−1ij xixj ≤ − log uij for i = 1, 2, . . . , n; j = i+ 1, . . . , n
}
.
Here, we can use the picking out quadrants method to improve the ef-
ficiency of this algorithm, especially when the truncation region is highly
restricted. This idea can be easily applied to the multivariate normal slice
sampler with n(n+ 1)/2 auxiliary variables.
Now we have a different hyperbola for each interaction term, e.g., in the
three dimensional case we have
max
(
A(i, 1),−
√
−2 log uii
Σ−1ii
)
≤ xi ≤ min
(
A(i, 2),
√
−2 log uii
Σ−1ii
)
for i = 1, 2, 3, and x1x2 ≤ − log u12Σ−112 , x1x3 ≤
− log u13
Σ−113
and x2x3 ≤ − log u23Σ−123 . Figures
15-20 illustrate several possible geometric relationships between hyperbolas
and truncation regions.
To extend our bivariate algorithm, we need to calculate the probability of
being in any of the 2n quadrants. This is non-trivial for arbitrary n, so we use
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the Metropolis-Hastings algorithm from this point to produce samples from
the truncated multivariate normal density of interest. We make the proposal
by selecting a quadrant according to an approximation to the probability of
each quadrant. In the construction of this approximation, we calculate the
probability of going from the current state to the proposed state, and also the
reversal probability or going from the proposed state to the current state.
We approximate the probability of each of the 2n quadrants by multiplying
the area of the pairwise 2-dimensional quadrants for all pairs of variables and
raise the product to the power of 1
n−1 . We use binary units to represent each
of the 2n quadrants, assigning 0 to be negative and 1 to be positive. For
example, when n = 3, we approximate the probability of being in quadrant
5 (= 101 in binary), with the product of the 2-d marginal areas for all three
unique pairs, or
P (x1 > 0, x2 < 0, x3 > 0) ≈ [P (x1 > 0, x2 < 0)P (x1 > 0, x3 > 0)P (x2 < 0, x3 > 0)] 12
where each P (xi > 0, xj < 0) is found by calculating the area in 2-dimensions
as in section 2. This is the probability we use to propose a new quadrant. We
66
accept the new quadrant by calculating the acceptance ratio
α = min
{
1,
f(xp)
f(xc)
P (current quadrant)
P (proposed quadrant)
}
.
Where xp is the proposed and xc is the current value of x. Since f(x) is
uniform, the first ratio is one so the acceptance probability becomes just the
ratio of the approximations to the probability of each quadrant. Once we have
accepted a new quadrant, we do rejection sampling in that quadrant to get a
new x. In the event that any of the uij are greater than one, we again shrink
the proposal region to be the smallest hyperrectangle that contains the region
of interest.
Remark: Actually, there are more than one ways to approximate the
probability of being in a quadrant. We can also approximate the probability
of each quadrant by multiplying the projection of the quadrant on each axis,
which has been proved to be effective through simulation studies. To be more
specific, we first study the pairwise restriction, i.e., the set of xi and xj when
uij is given, carefully. We know that in this case, Σ
−1
ij xixj ≤ − log(uij), and we
have already seen in previous chapter the set of possible xi and xj in different
cases. Let S(i, j; k) denote the area of this set in quadrant k, L1(i, j; k) denote
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the range of xi in quadrant k, and L2(i, j; k) denote the range of xj in quadrant
k. Moreover, let R(u, k) denote the area of the desired region in quadrant k.
Then we have the following two approximation (or upper bound) of R(u, k).
R(u, k) ≤
{∏
j<k
S(i, j; k)
} 1
n−1
R(u, k) ≤
n∏
i=1
min{L1(i, j; k) : j 6= i}.
In these two cases, we both use the area of a slightly larger region to approxi-
mate R(u, k). Based on this, we can apply the picking out quadrants idea. We
first pick up a quadrant according to the corresponding area approximation
(we treat this as probability); then we just need to sample from the selected
quadrant.
Once we propose a new quadrant, besides the Metropolis-Hastings method
referred above, we can also do rejection sampling in that quadrant to get a
new x. In case that any of the uij is greater than one, we shrink the proposal
region to be the smallest hyperrectangle that contains the region of interest.
It can be proved that using this rejection sampling procedure in the picking
up quadrant method, we can also get samples from the original target density.
Here we present the proof as follows:
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Suppose N = 2n and the desired region in each quadrant are denoted by
r1, r2, · · · , rN . Let S(ri) denotes the area of region ri for i = 1, 2, · · · , N . We
want to sample multivariate uniform distributed random variable from
⋃N
i=1 ri.
Suppose the approximated region of each ri is rˆi, and the approximate area is
S(rˆi). To apply the picking out quadrants method, we first select a quadrant
according to S(rˆi) (multinormial distribution), and then generate a uniform
sample in region rˆi. If the sample was in ri, we accept it; otherwise we reselect
a quadrant and propose again. Suppose x is finally accepted sample, we want
to prove that x follows uniform distribution on
⋃N
i=1 ri. Let r be a subset of⋃N
i=1 ri, then
P (x ∈ r) =
N∑
i=1
P (x ∈ r ∪ ri)
=
N∑
i=1
(
∞∑
j=1
(1− S(rˆi)∑N
i=1 S(rˆi)
S(ri)
S(rˆi)
)j−1
S(rˆi)∑N
i=1 S(rˆi)
S(ri)
S(rˆi)
)
S(r ∪ ri)
S(ri)
=
N∑
i=1
S(r ∪ ri)∑N
i=1 S(ri)
This means x follows uniform distribution on
⋃N
i=1 ri.
Now let’s take a look at more detailed discussion of when to use the picking
out quadrants method. When applying multivariate normal slice sampler, the
efficiency of the algorithm depend on the steps of sampling x given u. These
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are the key steps of the algorithm. Remember that when u is given, x follows
a multivariate uniform distribution on some “irregular” region. The most
intuitive way of handling this uniform distribution is to find a hyperrectangle
that covers the whole region, take uniform sample from the hyperrectangle
and keep it only if the sample falls into the desired region. This intuitive
method could be highly inefficient since in certain cases, the area (or volume)
of the hyperrectangle could be much larger than the area of desired region.
In fact, in many cases, the desired region is not even connected. Hence there
will be a high rejection ratio. The picking out quadrants method is more
flexible than not selecting a quadrant because it is now possible to easily
include or exclude any combination of quadrants, or the intersection of any
such combination of quadrants with the region of truncation. In other words,
instead of use a single large hyperrectangle to cover the whole desired region
we use several small ones to cover each part of the desired region in order to
improve the sampling efficiency. In each quadrant, we could estimate the area
of the desired region and use this to determine which quadrant the sample
should come from, and then we can just restrict our sample on that particular
region. Note that for multivariate normal distribution case, in each quadrant,
the area and shape of the desired region is difficult to find or estimate. In
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the multivariate normal slice sampler with n(n+ 1)/2 auxiliary variables, the
desired region for sampling x given u comes from the pairwise restrictions, for
example Σ−1ij xixj ≤ −log(uij). For each pair, the set of possible xi and xj can
be easily calculated. It is bounded by straight lines and a hyperbola, which
can be calculated exactly. We can use this to approximate the area of desired
region in each quadrant.
The multivariate normal slice sampler with n(n+ 1)/2 auxiliary variables
can be summarized as follows:
Algorithm 4.3: Multivariate normal slice sampler with n(n+ 1)/2
auxiliary variables
1. Start at an initial point X0.
2. Suppose we have X i for some i ≥ 0, sample U ij uniformly from
{u : 0 ≤ u ≤ exp{−1
2
Σ−1jj (X
i
j − µj)2
}} for j = 1, 2, · · · , n.
Sample U ijk uniformly from {u : 0 ≤ u ≤ exp
{−1
2
Σ−1jk (X
i
j − µj)(X ik − µk)
}}
for j, k = 1, 2, · · · , n and j 6= k.
3. Sample xj uniformly from
{x ∈ R : exp{−1
2
Σ−1jj (x− µj)2
} ≥ U ij} for j = 1, 2, · · · , n.
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4. If for all j, k = 1, 2, · · · , n and j 6= k,
exp
{−1
2
Σ−1jk (xj − µj)(xk − µk)
} ≥ U ijk,
then let X i+1 = (x1, x2, · · · , xn); otherwise go back to step 3.
4.4 Conditionally Sampling Each Dimension
From the discussion in the previous two sections, we see that the multi-
variate slice sampler with n + 1 auxiliary variables and the multivariate slice
sampler with n(n+1)/2 auxiliary variables both contain rejection steps. Now
we present a new multivariate slice sampler which involves no rejection during
the sampling process.
Recall that the probability density function of N(0,Σ) is
f(x) ∝ exp
{
−1
2
xTΣ−1x
}
I {x ∈ A}
Let Σi i = 2, 3, . . . , n denote the submatrix of Σ, which is consist of the
i, i+ 1, . . . , nth row and i, i+ 1, . . . , nth column, i.e.,
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Σi =

Σi,i Σi,i+1 · · · Σi,n
Σi+1,i Σi+1,i+1 · · · Σi+1,n
...
...
. . .
...
Σn,i Σn,i+1 · · · Σn,n

Then for i = 1, 2, . . . , n−1 the condition distribution of xi given (xi+1, xi+2, . . . , xn)
is N(µ˜i, Σ˜i) where
µ˜i = (Σi,i+1,Σi,i+2, . . . ,Σi,n)Σ
−1
i+1(xi+1, xi+2, . . . , xn)
T
Σ˜i = Σi,i − (Σi,i+1,Σi,i+2, . . . ,Σi,n)Σ−1i+1(Σi,i+1,Σi,i+2, . . . ,Σi,n)T
Also, we know that xn ∼ N(0,Σnn). Now when we have u, we can use the
following procedure to sample x|u.
Algorithm 4.4: Conditional multivariate normal slice sampler
1. First sample xn from the uniform distribution
U
(−√2Σn,n log un,√2Σn,n log un).
2. For i = n − 1, n − 2, . . . , 1, sample xi from the uniform distribution
U
(
µ˜i −
√
2Σ˜i log ui, µ˜i +
√
2Σ˜i log ui
)
.
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3. Verify whether x ∈ A. If it is then we keep x; otherwise we go to first
step and repeat.
This procedure is easy to implement but requires multiple matrix inversions.
We will further give out more discussions about this method in the next chapter
“Generalized Multivariate Slice Samplers: The general way of introducing
auxiliary variables”.
In our multivariate normal study, it can be seen that this algorithm is very
effective and accurate (see our simulation results in chapter 7 “simulation
study”.)
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5. Generalized Multivariate Slice Samplers
Both the Multivariate Normal slice sampler with n+ 1 auxiliary variables
and the conditional sampler can be extended to generalized distributions. In
this chapter, we extend the algorithms described in the previous chapters to
generalized cases and give examples of using these algorithms for sampling
purposes.
5.1 The General Methodology of Introducing Auxiliary Variables
Suppose we want to sample random variables from a general probability
density function f0(x), where x ∈ Rn. Let Supp(f0) ⊂ Rn denote the support
of f0(x), i.e. Supp(f0) = {x : f0(x) > 0}.
Suppose f1(x), f2(x), . . . , fm(x) are all non-negative functions on R
n and
Supp(f0) ⊂ Supp(f1) ⊂ Supp(f2) ⊂ · · · ⊂ Supp(fm).
We can introduce m + 1 auxiliary variables u = (u1, u2, . . . , um+1). The joint
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distribution of x and u is given by
f(x, u) ∝
(
m∏
i=1
I
{
0 ≤ ui ≤ fi−1(x)
fi(x)
})
I{0 ≤ um+1 ≤ fm(x)}
We can see that this actually is an n+m+1 dimensional uniform distribution
and the marginal distribution of x is f0(x).
We can also find that the conditional distribution can be written as
f(ui|x) ∝ I
{
0 ≤ ui ≤ fi−1(x)
fi(x)
}
for i = 1, 2, . . . ,m and
f(um+1|x) ∝ I{0 ≤ um+1 ≤ fm(x)}.
Given x, the ui’s are independent.
We know that given u, x follows a uniform distribution. But a high dimen-
sional uniform distribution is still not easy to sample from. In fact, for any
given u, x follows uniform distribution on the set
S(u) =
{
x :
fi−1(x)
fi(x)
> ui, i = 1, 2, . . . ,m and fm(x) > um+1
}
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We can use the general Gibbs Sampler to deal with this, but implementation
is not easy in many cases. Our goal is to select proper functions fi such that
the uniform distribution over S(u) is easy to sample from. It would be ideal
if we can make S(u) a high dimensional cube.
Suppose we want to sample from a high dimensional uniform distribution
on a region S. If S is a hyperrectangle, the problem is easy since now the
coordinates of x are independent. We can sample each coordinate from the
uniform distribution along that edge. When S is not a hyperrectangle, we can
first find one that covers S and then sample uniformly on that hyperrectangle,
keep the sample if it falls in S and throw it away and try again otherwise.
Note that how to choose the hyperrectangle could be challenging here. This
may not be the most efficient method depending on the shape of S, e.g., when
S only occupies a small portion of the hyperrectangle. We need to adjust the
way we introduce auxiliary variables to avoid this problem. One way to find
such a hyperrectangle is to start from x0 (note that x0 always in S), then
extend the region on each direction until we reach out S (see Neal [2003] for
a detailed discussion of this method).
The next sampling step is to specify m and all the functions fi(x) i =
1, 2, . . . ,m. One possibility is to let fi−1(x)
fi(x)
=
∫∞
−∞ · · ·
∫∞
−∞ f0(x)dx1 · · · dxi−1dxi+1 · · · dxn
77
for i = 1, 2, . . . , n and let
fn+1(x) =
f0(x)Qn
i=1
R∞
−∞···
R∞
−∞ f0(x)dx1···dxi−1dxi+1···dxn
This means that for i = 1, 2, . . . , n, fi(x) is the marginal distribution of xi
and it only depends on xi. And fn+1(x) is the joint density function divided
by the product of all the marginal density functions.
Let f(xi) denote the marginal distribution of xi, then the joint density
function of x and u can be written as
f(x, u) ∝
(
n∏
i=1
I{0 ≤ ui ≤ f(xi)}
)
I
{
0 ≤ un+1 ≤ f0(x)∏n
i=1 f(xi)
}
The conditional distribution of x given u is given by
f(x|u) ∝
(
n∏
i=1
I{f(xi) ≥ ui}
)
I
{
un+1 ≤ f0(x)∏n
i=1 f(xi)
}
When we implement this procedure, we can first sample each xi from I{f(xi) ≥
ui} and keep the sample if un+1 ≤ f0(x)Qn
i=1 f(xi)
and throw it away otherwise. Since
f(xi) only depends on xi the set where f(xi) ≥ ui should be easy to find and
the uniform distribution on this set should be easy to sample from.
However, the inequality un+1 ≤ f0(x)Qn
i=1 f(xi)
might cause inefficient sampling.
When xi’s are highly correlated, the explicit expression of
f0(x)Qn
i=1 f(xi)
could be
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complicated and the inequality is not easy to satisfy, which means we need
to repeat sampling of each coordinate xi many times until the correlation
relationship being satisfied.
Another sampling procedure is to let
fi(x) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
f0(x)dx1 · · · dxi
for i = 1, 2, . . . , n, where fi−1(x)
fi(x)
is the conditional distribution of xi given
xi+1, . . . , xn for i = 1, 2, . . . , n. If these conditional distributions are easy to
handle, then this is an efficient way to introduce the auxiliary variables. This
is the general multivariate slice sampler with conditional sampling.
Basically, the procedure is first write f(x1, x2, · · · , xn) as
f(x1, x2, · · · , xn) = f(xn)f(xn−1|xn)f(xn−2|xn−1, xn) · · · f(x1|x2, x3, · · · , xn).
Then introduce n auxiliary variables u = (u1, u2, · · · , un) such that the joint
distribution of u and x is
f(u, x) =
I(0 ≤ un ≤ f(xn))I(0 ≤ un−1 ≤ f(xn−1|xn)) · · · I(0 ≤ u1 ≤ f(x1|x2, x3, · · · , xn)).
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We can see that u|x is easy to sample from, since when given x, u1, u2, · · · , un
are independent one dimensional uniform random variables. To sample x|u,
(1) Sample xn from uniform distribution I(f(xn) ≥ un).
(2) Sample xn−1 from uniform distribution I(f(xn−1|xn) ≥ un−1).
· · ·
(n) Sample x1 from uniform distribution I(f(x1|x2, x3, · · · , xn) ≥ u1).
5.2 Generalized Multivariate Slice Sampler for Multivariate-T Dis-
tribution
The n + 1 auxiliary variable multivariate normal slice sampler can be ex-
tended to general multivariate distributions. Here we consider its application
to Multivariate t distribution. The probability density function of a d dimen-
sional multivariate t distribution with degrees of freedom ν , location µ, and
scale matrix Σ is given by
f(x) ∝
(
1 +
1
ν
(x− µ)′Σ−1(x− µ)
)−(ν+d)/2
.
Suppose X follows such a distribution, then
E(X) = µ, for ν > 1
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V ar(X) =
ν
ν − 2Σ, for ν > 2.
To sample from this distribution, we can apply the ideas we present previ-
ously. Similar to the multivariate normal case, we can assume µ = 0.
The multivariate t distribution can be sampled by using one auxiliary vari-
able U . Let the joint distribution of X and U be
f(x, u) ∝ I(0 ≤ u ≤ (1 + 1
ν
x′Σ−1x)−(ν+d)/2).
Then we can see that f(x|u) is a d dimensional uniform distribution and
f(u|x) is a one dimensional uniform distribution. Following the one auxiliary
variable slice sampling procedure, U |X is easy to sample from. However, we
need to focus on the steps of sampling X|U for a given u. Here we sample a
multivariate uniform distribution from the region:
{x : (1 + 1
ν
x′Σ−1x)−(ν+d)/2 ≥ u}.
This is equivalent to sampling from
{x : x′Σ−1x ≤ ν(u−2/(ν+d) − 1)}.
81
We use the hyperrectangle idea. First, we need to find a proper hyperrect-
angle that covers the whole region. Then we take a uniform sample from the
rectangle and keep it only when it falls into the region we need. To do this we
need to find the range of each coordinate. We have the following result:
Lemma 4 Suppose x ∈ R = {x : x′Σ−1x ≤ u} and suppose λ is the minimal
eigenvalue of matrix Σ−1. Then
−u
λ
≤ xi ≤ u
λ
.
Remark: This may not be a very tight bound for the coordinates. It is
possible to find a better bound for some special matrix Σ.
Proof. Suppose λ1 ≥ λ2 ≥ · · · ≥ λn be the eigenvalues of Σ−1. From the
eigenvalue decomposition we know that there exists an orthogonal matrix U
such that
Σ−1 = U ′Diag{λ1, λ2, · · · , λn}U.
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It can be seen that
u ≥ x′U ′Diag{λ1, λ2, · · · , λn}Ux
= x′Diag{λn, λn, · · · , λn}x+ x′U ′Diag{λ1 − λn, λ2 − λn, · · · , 0}Ux
≥ x′Diag{λn, λn, · · · , λn}x ≥ λnx2i .
From the above inequality, we can see that
− u
λn
≤ xi ≤ u
λn
.
By this lemma, we can easily find an upper bound and a lower bound for
each coordinate. Now we can apply the hyperrectangle idea and thus we can
sample X|U for any given u. We summarize our procedure as follows:
(1) Calculate the minimal eigenvalue λ of the matrix Σ.
(2) Find a starting point u0.
(3) For i = 1, 2, · · · , d, sample xi ∼ U(−2ν(u−2/(ν+d)−1)λ , 2ν(u
−2/(ν+d)−1)
λ
).
(4) If x′Σ−1x > ν(u−2/(ν+d) − 1), go to (3).
(5) Set x1 = (x1, x2, · · · , xd).
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(6) Sample u1 ∼ U(0, (1 + 1
ν
x′Σ−1x)−(ν+d)/2).
Repeating steps from (2) to (6), we have a sequence of samples.
We can also sample the multivariate t distribution using d + 1 auxiliary
variables. In this method, we do not have to calculate any eigenvalues. We
introduce variable U = (U1, U2, · · · , Un) and let the joint distribution of X
and U be
f(x, u) ∝ I(0 ≤ u1 ≤ (1 + c1x21)−(ν+d)/2) · · · I(0 ≤ ud ≤ (1 + cdx2d)−(ν+d)/2)
× I
{
0 ≤ ud+1 ≤
(1 + 1
ν
x′Σ−1x)−(ν+d)/2∏d
i=1(1 + cix
2
i )
−(ν+d)/2
}
where c1, c2, · · · , cd can be any positive constants. One possible way is simply
set ci = Σ
−1
ii /ν. A good set of ci can make this algorithm more efficient. In this
case, U |X is easy to sample from since when given X, Ui’s are independent
and are all uniform distributions.
To sampling X given U , we need to sample a d dimensional uniform dis-
tribution from the region
{
x = (x1, x2, · · · , xd) : (1 + cix2i )−(ν+d)/2 ≥ ui,
(1 + 1
ν
x′Σ−1x)−(ν+d)/2∏d
i=1(1 + cix
2
i )
−(ν+d)/2 ≥ ud+1
}
.
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We can first sample each Xi uniformly from the interval
−
√
u
−2/(ν+d)
i − 1
ci
,
√
u
−2/(ν+d)
i − 1
ci
 .
Then we verify whether
(1+ 1
ν
x′Σ−1x)−(ν+d)/2Qd
i=1(1+cix
2
i )
−(ν+d)/2 ≥ ud+1. If this is true, we keep this
x; otherwise we reject it and sample again.
We summarize this procedure as follows:
(1) Find a starting point u0.
(2) For i = 1, 2, · · · , d, sample xi ∼ U
[
−
√
u
−2/(ν+d)
i −1
ci
,
√
u
−2/(ν+d)
i −1
ci
]
.
(3) If
(1+ 1
ν
x′Σ−1x)−(ν+d)/2Qd
i=1(1+cix
2
i )
−(ν+d)/2 < ud+1, go to (2).
(4) Set x1 = (x1, x2, · · · , xd).
(5) For i = 1, 2, · · · .d, sample ui ∼ U(0, (1 + cix2i )−(ν+d)/2). Then sample
ud+1 ∼ U
(
0,
(1+ 1
ν
x′Σ−1x)−(ν+d)/2Qd
i=1(1+cix
2
i )
−(ν+d)/2
)
.
Repeating (2) to (5), we have a sequence of samples.
5.3 Generalized Multivariate Slice Sampler for Elliptical Distribu-
tions
In this section, we extend our slice sampler method on multivariate t dis-
tributions and multivariate normal distributions to a general family of distri-
85
butions, the elliptical distribution.
To define the elliptical distribution, we need to define the spherical distri-
bution first.
Definition 1 A random vector X = (x1, x2, · · · , xn)′ has a spherical distribu-
tion if for any n×n orthogonal matrix U , UX and X has the same distribution.
Since the orthogonal transformation keeps the L2 norm of any vector, we can
see that if X follows a spherical distribution, then the distribution of X only
depends on the distance between X and 0. To be more specific, when X has
a probability density function g(x), then X having a spherical distribution is
equivalent to
g(x) ≡ h(x′x) = h(‖ x ‖22)
for some function h : R+ ∪ {0} → R+ ∪ {0}.
Definition 2 A random vector Y = (y1, y2, · · · , yn)′ has a elliptical distribu-
tion if there exists a random vector X = (x1, x2, · · · , xn)′ that has spherical
distribution such that
Y = AX + µ
, where A is a n× n matrix and µ is a n dimensional vector. We denote this
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by Y ∼ (A, µ,X).
Suppose Y ∼ (A, µ,X) and X have a probability density function gX(x) =
h(x′x) for some function h. When A is a full rank matrix, the probability
density function of Y can be written as
gY (y) ∝ h((y − µ)′(AA′)−1(y − µ)).
If we denote AA′ by Σ, then gY (y) ∝ h((y−µ)′Σ−1(y−µ)). So we can see that
the multivariate normal distribution is a special kind of elliptical distribution
where h is exponential function and multivariate t distribution is a special
kind of elliptical distribution where h is a power function.
Now we consider a special kind of Elliptical distribution where A is full rank
and h is a monotone function (The monotone requirement is not essential, and
thus can be removed. We will give further explanation later.). We want to
sample Y from this distribution using the slice sampler. Here we propose
two methods for this problem when h is a decreasing function. The sampling
technique when h is an increasing function can be similarly derived.
First, we present the sampling process by introducing one auxiliary vari-
able. We bring in U such that the joint probability density function of Y and
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U is given by
f(y, u) ∝ I {0 ≤ u ≤ h((y − µ)′Σ−1(y − µ))} .
We can see that this is the classical slice sampler idea. When Y is given, the
conditional distribution of U is a one dimensional uniform distribution, i.e.,
f(u|y) ∝ I {0 ≤ u ≤ h((y − µ)′Σ−1(y − µ))}
for any given Y = y, and this is easy to sample from. Now we focus on the
problem of sampling Y when U is given. Since h is a deceasing function, for
any given U = u, we are supposed to sample uniformly from the region,
{y : (y − µ)′Σ−1(y − µ) ≤ h−1(u)}.
Recall that in the multivariate normal slice sampler with one auxiliary variable
case, we have already dealt with this region. It also appeared in the multivari-
ate t distribution case. Here we can use the same idea as in those chapters.
Now we know how to sample Y when U is given, we can start at any point
U0 and repeat the procedure of sampling Y |U and U |Y . Therefore, we have a
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sequence of samples.
The above sampling process can be improved by introducing n+1 auxiliary
variables as follows: We introduce n+1 auxiliary variables U = (U1, U2, · · · , Un)
such that the joint probability density function of Y and U is given by
f(y, u) =
[
n∏
i=1
I(0 ≤ ui ≤ h(Σ−1ii (yi − µi)2))
]
I
{
0 ≤ un+1 ≤ h((y − µ)
′Σ−1(y − µ))∏n
i=1 h(Σ
−1
ii (yi − µi)2)
}
.
This is similar to the case of multivariate normal (or t) distribution with n+1
auxiliary variables.
When Y is given, U1, U2, · · · , Un+1 are independent one dimensional uni-
form random variables. They are easy to sample from. When U is given, we
can sample Y by the following procedure:
(1) For i = 1, 2, · · · , n, we first sample Yi uniformly from the region {yi :
h(Σ−1ii (yi − µi)2) ≥ ui}, which is the same as
µi − h
−1(ui)
Σ−1ii
≤ yi ≤ µi + h
−1(ui)
Σ−1ii
.
(2) We then calculate the value of
h((y − µ)′Σ−1(y − µ))∏n
i=1 h(Σ
−1
ii (yi − µi)2)
.
89
If this value is greater than or equal to un+1, we keep this sample; otherwise
we throw it away and go back to step (1). We can easily see that by using this
procedure, we can sample Y |U = u for any u. Then we follow the usual way
to get a sequence of samples.
Remark: Actually, the decreasing condition of h is not essential. It was
required here just to make sure we can write out the range of yi (for exam-
ple in step (1) of the above algorithm) explicitly and easily. As long as the
inequalities like
h(Σ−1ii (yi − µi)2) ≥ ui
are easy to solve, we can releax this condition.
5.4 Extension to Multivariate Skew Distributions
5.4.1 Multivariate Skew Normal Distributions
Being able to sample from certain quadrants could be useful in the skew
normal distribution. Harvey et al. (2007) employ a variation of the mul-
tivariate skew normal where the latent random variable Z is a multivariate
truncated standard normal density. The likelihood they use is given by
Xi|Zi, µ,Σ,∆ ∼ Nn(µ+∆Zi,Σ),
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where Nn is the multivariate normal density, and
Zi ∼ Nn(0, In)I {Zij > 0} , for all j,
and In is an n−dimensional identity matrix. Zi is easy to sample because each
component is independent. But if we use our method for sampling from the
quadrant where each component is positive, we can allow for a dependence
structure to be placed on the Zi’s, or we could have
Zi ∼ Nn(0,Θ)I {Zij > 0} , for all j.
Based on similar idea, we define a general class of multivariate skew normal
and multivariate skew t distributions in the next section.
5.4.2 A General Class of Multivariate Skew Normal and Multivari-
ate Skew t Distributions
The multivariate skew normal distribution is one special case of multivari-
ate skew elliptical distribution. In this section, we define a general class of
multivariate skew normal and multivariate skew t distributions.
Consider the following random variable based on Sahu et al., (2003). Let
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SN = µ + DZ + ², where µ is the d dimensional location parameter, D
is a d × d diagonal matrix relates to the skewness, Z follows d dimensional
standard normal distribution but restrict to the positive part, and ² follows
normal distribution with mean 0 and covariance matrix Σ. From Sahu et al.
(2003), SN follows multivariate skew normal distribution.
There is a disadvantage in this definition, that is, the co-skewness is left
out in this definition. We can easily check that if SN = (SN1, SN2, · · · , SNd),
then for any i < j < k,
E((SNi − E(SNi))(SNj − E(SNj))(SNk − E(SNk))) = 0 (5.1)
and moreover
E((SNi − E(SNi))2(SNj − E(SNj))) = 0. (5.2)
This means that the co-skewness was not taken into consideration in the above
model. Harvey et al. (2007) extend the above definition of multivariate skew
normal distribution to a more general case. While keeping SN as SN =
µ+DZ + ². and other parameters unchanged, let D be any d× d matrix. By
doing this, the co-skewness is considered in the model. Actually, we can see
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that in this case, (5.1) and (5.2) are not true anymore. Their values depend
on the structure of D.
The above model can be used in the Bayesian framework.
Suppose Yi are observations for i = 1, 2, · · · , n. Consider the following
conjugate prior for the parameters,
Yi|Zi, µ,D, σ ∼ N(µ+DZi,Σ)
and
µ ∼ N(mµ,Σµ)
Zi ∼ N(0, I)I(Zi > 0)
Σ ∼ IW (v, S)
where IW (p, S) denotes the inverse Wishart distribution with p degrees of
freedom and scale matrix S.
V ec(D) ∼ N(0n2 , In2)
where V ec(D) is a n2×1 dimensional vector constructed by connecting all the
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columns of D into one vector.
Given the above prior, the full conditional distributions for the parameters
are,
µ ∼ N
(
(Σ−1µ + nΣ
−1)−1
(
Σ−1µ mµ +
n∑
i=1
Σ−1(Yi −DZi)
)
, (Σ−1µ + nΣ
−1)−1
)
Zi ∼ N((I +D′Σ−1D)−1(D′Σ−1(Yi − µ)), (I +D′Σ−1D)−1)I(Zi > 0)
Σ ∼ IW
(
p+ n,
(
S +
n∑
i=1
(yi − µ−DZi)(yi − µ−DZi)′
))
V ec(D) ∼ N(mDp,ΣDp)
where
Σ−1DpmDp(ij) =
n∑
t=1
Zti(Σ
−1(Yt − µ))j
Σ−1Dp(ij, kl) =
n∑
t=1
ZtiΣ
−1
jk Ztl + I(i = k, j = l).
Similar to Harvey et al. (2007)’s ideal with the multivariate normal case, we
extend the multivariate skew t distribution in Sahu et al. (2003) to a more
general case so as to take co-skewness into consideration.
Consider the following configuration, ST = µ+DZ + ².
Let D be any d × d matrix. Z follows d dimensional t distribution with
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location parameter 0 and scale matrix Id but restrict to the positive domain,
and ² follows d dimensional t distribution with mean 0 and covariance matrix
Σ. By doing this, the co-skewness is considered in the model.
Similar with the multivariate skew normal case, we can consider the above
model in the Bayesian framework. A computational procedure for the above
multivariate skew t distribution can be developed. We will introduce n i.i.d.
random variables wi, one for each observed data point Yi to obtain the t
distribution. Let Y1, Y2, · · · , Yn be the observed data. Then
Yi| µ,D,Zi, wi ∼ N(µ+DZi,Σ/wi).
Now consider the following conjugate prior for the parameters,
µ ∼ N(mµ,Σµ)
Zi ∼ N(0, I)I(Zi > 0)
Σ ∼ IW (p, S)
wi ∼ Γ(v/2, 1/2)
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v ∼ Γ(1, 0.1).
where IW (p, S) denotes the inverse Wishart distribution with p degrees of
freedom and scale matrix S.
V ec(D) ∼ N(0n2 , In2)
where V ec(D) is a n2×1 dimensional vector constructed by connecting all the
columns of D into one vector.
Given the above prior, suppose we observe Y1, Y2, · · · , Yn. Then the full
conditional distribution for the parameters are,
µ ∼ N
(
Π−1
(
Σ−1µ mµ +
n∑
i=1
wiΣ
−1(Yi −DZi)
)
,Π−1
)
where Π = Σ−1µ +
∑n
i=1wiΣ
−1.
Zi ∼ N
(
(I + wiD
′Σ−1D)−1
(
n∑
i=1
wiD
′Σ−1(Yi − µ)
)
, (I + wiD
′Σ−1D)−1
)
Σ ∼ IW
(
v + n,
(
S +
n∑
i=1
wi(yi − µ−DZi)(yi − µ−DZ)′
))
wi ∼ Γ((v + d)/2, (1 + (Yi − µ−DZi)′Σ(Yi − µ−DZi))/2)
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v ∼ Γ
(
1, 0.1 +
(
n log(2)−
n∑
i=1
wi
)
/2
)
.
V ec(D) ∼ N(mDp,ΣDp)
where
Σ−1DpmDp(ij) =
n∑
t=1
Zti(wtΣ
−1(Yt − µ))j
Σ−1Dp(ij, kl) =
n∑
t=1
(ZtiwtΣ
−1
jk Ztl + ZtkwtΣ
−1
li Ztj) + I(i = k, j = l).
5.4.3 Multivariate Skew Elliptical Distributions
Similar to the general class of multivariate skew normal and multivariate
skew t distributions referred to in the previous section, we can define a general
class of multivariate skew elliptical distributions.
It is already known that if random vector Y = (y1, y2, · · · , yn) follows
elliptical distribution, the probability density function of Y can be written as
g(y) ∝ h((y − µ)′Σ−1(y − µ))
where Σ is a positive definite scale matrix and µ is the location parameter. It
is obviously that the elliptical distribution is symmetric.
In order to model the skewness and kurtosis, Branco and Dey (2001) in-
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troduced the the skew-elliptical distribution. Let G(y) denote the distribution
function of the above elliptical distributed random vector Y . If a random vec-
tor SY has distribution function G2(y) (in the one dimensional case, equiva-
lently, a random variable SY has probability density function 2g(y)G(y)), we
say that SY follows a skew elliptical distribution.
It was proved (Sahu et al., 2003) that any skew elliptical random vector
SY can be written as
SY = µ+DY + ² (5.3)
where Y is an elliptical distributed random vector with location parameter 0
and scale matrix In, but with the restriction that each coordinate is positive
(truncation); µ is an n dimensional vector; D is a diagonal matrix; and ² is
an n dimensional random vector follows elliptical distribution with location 0
and some scale matrix Σ.
From this property we can generate an algorithm to sample skew elliptical
random variable. Notice that multivariate skew t and multivariate skew normal
distribution are both special cases of multivariate skew elliptical distributions.
The idea of sampling skew elliptical distribution is simple: We first sample
a sequence of ordinary elliptical random vectors with location 0 and scale
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matrix In but truncated on the positive quadrants. We also sample another
sequence of elliptical random vectors with location 0 and some scale matrix
Σ (independent of the previous sequence). Then according to (5.3), we can
construct a sequence of skew elliptical samples.
The sampling process for the multivariate skew elliptical distributions can
be summarized as follows:
1. Sample a sequence of random vectors whose stationary distribution is
multivariate elliptical distribution with location vector 0 and scale matrix In.
(We can use the slice sampler introduced in previous sections to do this.)
2. Truncate the sequence from step 1. We only keep the samples that do
not have negative coordinate. Denote the result sequence by {yk}.
3. Sample another sequence of random vectors whose stationary distri-
bution is multivariate elliptical distribution with location vector 0 and scale
matrix Σ. This sequence should be independent of the previous one. Denote
this sequence by {²k}.
4. {µ + Dyk + ²k} will be our desired sequence with multivariate skew
elliptical distribution as the stationary distribution.
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6. Discussion of Implementation Issues and Computational
Complexity
In this chapter we discuss some implementation issues for the multivariate
slice sampler. Further, we give more detailed discussions about the computa-
tion complexity for the multivariate normal slice samplers.
6.1 Sampling One Dimensional Random Variable
For a one dimensional random variable, the sampling problem is relatively
easy compared to the multi-dimensional case. A variety of techniques can
be applied. The inverse distribution method and the rejection method are
two major methods. There are other methods that can be applied to certain
specific distributions, but these two procedures can generally be applied to
most sample problems.
The idea of the inverse distribution method is simple. Suppose we want
to sample a random variable X with density function f(x) and distribution
function F (x). We first sample a uniform random variable U ∼ U [0, 1], and
then F−1(U) will follow the desired distribution (the proof is trivial). In order
to apply this method, one needs to find the inverse of the distribution function
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F−1. This is not always possible since in many applications, the distribution
function does not even have an explicit form (for example, normal distribution
or t distribution). For the slice sampler, there is no such problem. We only
need to sample from uniform distributions, which is always easy in the one
dimensional case.
For the rejection method (or the one dimensional Metropolis-Hastings
method), one needs to find a proper proposal density function. To be more
specific, suppose we want to sample a random variable X from probability
density function f(x). We first need to find a proposal density g(y), which
is easy to sample from. Then we generate a random sample Y from density
g(y) and an independent uniform random variable U ∼ U [0, 1]. The ratio
r = f(Y )/g(Y ) will be calculated and we keep that sample only if r ≥ U .
Note that in this method, we always need to sample a uniform random
variable and another random variable from the proposal density. This proposal
density need to be selected carefully, otherwise the rejection ratio will be very
high. Sometimes it is not easy to find a very good proposal density. For
example, suppose we want to sample a standard normal random variable but
restricted to the region of [−10,−5] ∪ [3, 4] ∪ [7,∞); in this case, it is not
easy to find an efficient proposal density. However, for the slice sampler, this
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truncated distribution will not pose serious difficulties. What we need is simply
two uniform random variables on the truncation region. So the problem will
not become harder, and no proposal density is involved.
6.2 Sampling Multivariate Random Variables
For the multivariate sampling problem, the most commonly used method
in Markov chain Monte Carlo is the Metropolis-Hastings algorithm, or one of
its most important special cases, the Gibbs sampler.
The idea of using Metropolis-Hastings algorithm to sample a Markov Chain
is straight forward. Suppose we want to sample a Markov Chain {Xt} with
stationary distribution pi. Initially, we start at some point X0, then at any
time t ≥ 0, a new state Xt+1 will be sampled from distribution P (Xt+1|Xt),
where P is the transition kernel of this Markov Chain.
According to the Metropolis-Hastings algorithm, Xt+1 will be sampled by
first selecting a proposal distribution q(.|Xt). Then a candidate random sample
Y is sampled from q(.|Xt), and another independent uniform random variable
U is sampled from the U [0, 1] distribution. We will accept Y as the next state
Xt+1 only if U ≤ pi(Y )q(Xt|Y )pi(Xt)q(Xt|Y ) . By repeating this algorithm, we generate a
Markov Chain whose stationary distribution is pi.
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Instead of updating the whole vector Xt in each step, we can actually
update one or several coordinates (or components) of Xt at a time. If we only
update one component at a time, and leave the other components unchanged,
then the algorithm is called Single-Component Metropolis-Hastings. A special
case of this Single-Component Metropolis-Hastings is the Gibbs sampler.
For the Gibbs sampler, suppose we want to sample a Markov Chain {Xt}
with stationary distribution pi(x), the proposal density for updating the ith
coordinate is just the conditional density pi(xi|xj:j 6=i). In other words, in the
Gibbs sampling method, we update in each step one coordinate of X ac-
cording to its conditional distribution given all the others. By doing so, the
problem was reduced to a one dimensional problem at each step. Yet, this
one dimensional conditional distribution may be very complicated. Although
we can apply the rejection method (or any other method for one dimensional
sampling) on it, it still might be hard and inefficient.
If we are using a slice sampler, after adding several auxiliary variables,
each conditional distribution becomes uniform. Although the dimension in-
creased, we now deal with the simplest type of distribution. We can sample
one dimension at a time or several dimensions together. The efficiency of the
Metropolis-Hastings algorithm or the Gibbs sampler depends on the choice of
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the proposal density. A bad proposal density may cause a very low accep-
tance ratio and make the algorithm slow. In contrast, the efficiency of the
slice sampler depends on the choice of auxiliary variables. A bad choice of
auxiliary variables may cause the region, where the uniform random variable
should be sampled from, have a strange shape and therefore more difficult to
sample efficiently.
Most other methods will not be as efficient and fast as the slice sampler
in the truncated distribution case. The slice sampler with shrinkage (see Neal
(2003)) and pick-up-quadrant technique can be applied to any distribution
with truncations. The ability of handling truncated distribution gives slice
sampler certain advantage over other sampling methods. When the truncation
region is the union of some disjoint regions, it will be very hard to find an
efficient proposal density for the Metropolis-Hastings method. However, for
slice sampler, this only changes the lower and/or upper bound for the uniform
distributions.
Another difficulty occurs for other sampling methods when the truncated
region only occupies a very small probability of the original distribution. In
this case, sampling from the original distribution and only keeping the samples
that fall into region would make the algorithm extremely inefficient. That is
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because the probability of samples falling into the region is too small. However,
the slice sampler can easily handle this situation. In each step of the slice
sampler, we only need to sample a uniform distribution, either dimensional
or multidimensional. Actually, we can always transform the problem into the
one dimensional uniform case. Even in the multidimensional uniform case,
with the shrinkage technique, the special shape or probability of the truncated
region will not affect the efficiency of the algorithm significantly.
For certain distributions like the Normal distribution or the t distribution,
there exist other techniques tailored to these distributions; next we will discuss
some of them and compare them with our multivariate slice sampler.
6.3 Discussions of the Multivariate Normal Slice Sampling
To sample from a multivariate normal distribution, the Cholesky decom-
position is one useful tool. If we want to sample a n dimensional normal
random vector with mean µ and covariance matrix Σ, a common way is to
first perform a Cholesky decomposition on matrix Σ, i.e., Σ = LL′ where L is
a lower triangular matrix. Then we simply sample n independent and identi-
cally distributed standard normal random variables x, and µ+ Lx will follow
the desired distribution.
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One can also use the Gibbs sampler to sample from an n dimensional
multivariate normal distribution. For a multivariate normal random vector,
the conditional distribution of any coordinate given all others follows a one
dimensional normal distribution. Based on this property, when applying a
Gibbs sampler, each time we only need to sample a one dimensional normal
random variable. In order to find the conditional distribution, however, one
needs to calculate inverse of all (n−1)×(n−1) submatrices of Σ, and calculate
matrix products.
The above two methods both involve complex matrix operations. Such as
performing the Cholesky decomposition or calculating the matrix inverse.
If we use our multivariate normal conditional slice sampler, we have to
carry out similar matrix calculations. We need to find the determinant of
all the primal main submatrices, after that, we only need to deal with one
dimensional uniform distributions. Although the dimension has increased,
due to the addition of auxiliary variables the total computational requirement
will not significantly increase.
For the multivariate normal distribution, we can also apply the slice sam-
pler with n + 1 auxiliary variables. This method is extremely easy to im-
plement. However, the efficiency of this slice sampler highly depends on the
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structure of the covariance matrix Σ. When Σ is a “near diagonal” matrix,
this method could be really fast, since at this moment the upper bounds for
the n+ 1th auxiliary variable is close to one.
When the truncation region for the multivariate normal distribution is
very close to mean and the region area is very small, the multivariate normal
slice sampler with n(n + 1)/2 auxiliary variables together with picking out
quadrants method could be very efficient. We will give more discussions about
this method in the next chapter (see section 7.4).
Now we examine the computational complexity of our multivariate normal
slice samplers. Recall that we have introduced three different slice sampling
methods for the n dimensional multivariate normal distribution: the slice sam-
pler with n+1 auxiliary variables, the slice sampler with n(n+1)/2 auxiliary
variables, and the conditional slice sampler. Computational issue of these
three algorithms will be addressed below.
For the slice sampler with n + 1 auxiliary variables, the computational
complexity or CPU time is dependent on the number of rejections in each
step. Suppose we want to sample a Markov Chain with stationary distribution
N(µ,Σ). Without loss of generality, assume µ = 0, and Σ is a n×n covariance
matrix. After introducing n+ 1 auxiliary variables, rejections only happen at
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the steps of sampling x given u. We know that in this case, when u is given,
x follows a uniform distribution on the region,
R1(u,Σ) =
{
x : −
√
−2 log ui
Σ−1ii
≤ xi ≤
√
−2 log ui
Σ−1ii
,
∑
j 6=k
Σ−1jk xjxk ≤ −2 log un+1
}
.
According to our method, we first sample a uniform random vector from the
region
R2(u,Σ) =
{
x : −
√
−2 log ui
Σ−1ii
≤ xi ≤
√
−2 log ui
Σ−1ii
}
and determine whether the sample satisfies
∑
j 6=k Σ
−1
jk xjxk ≤ −2 log un+1. It
can be seen that the probability of rejection is the ratio of area of R1(u,Σ)
to R2(u,Σ). Furthermore,
∑
j 6=k Σ
−1
jk xjxk is a key factor deciding this ratio.
This means that the rejection ratio depends on the off-diagonal entries of the
covariance matrix. One extreme case is when Σ is a diagonal matrix. In
this case, there will be no rejection. Actually, we can see that when the off-
diagonal entries of the covariance matrix are small (or in other words, when the
correlations among the variables are small), the rejection ratio will be small
and the algorithm will be fast. This is not true for the general Gibbs sampler.
As long as there are still correlations among the variables, the speed of Gibbs
sampler will not change too much.
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For the slice sampler with n(n+1)/2 auxiliary variables, the computational
complexity is similar to the previous case. In this case, we use more auxiliary
variables to take case of each pair of cross product. Hence we do not have to
calculate the sum,
∑
j 6=k Σ
−1
jk xjxk ≤ −2 log un+1, in each iteration. Instead, we
perform more comparisons in order to determine whether we should reject the
current sample or not. So the overall performance of these two method will
be similar.
Note that in the above two methods, we can always use Neal (2003)’s
shrinkage technique. This technique will dramatically decrease the number of
rejections and make the algorithms fast. That is because instead of allowing
random sampling from all the directions, the algorithm force the sampling
region to “shrink” towards the target direction (see Neal (2003) for more de-
tails). However, the rate of convergence will decrease. This is because when
applying the shrinkage idea, at each step, the current sample will be highly
correlated with the previous one and make it longer to achieve the stationary
distribution.
For the conditional slice sampler, there is no rejection step. The computa-
tional complexity purely depends on how we calculate the determinant of all
the primary main submatrices of Σ.
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The number of operations for each iteration is an important performance
measure in evaluating the computational complexity of an algorithm. The
following table summarize the computation complexity of multivariate normal
slice samplers algorithm 4.1, 4.2, 4.3 and 4.4.
Slice sampler with one auxiliary variable
Calculation of sample Calculation of the determinant of all principle
region submatrices of the covariance matrix.
O(n) additions;
Sampling x given the O(n) multiplications;
region generation of n uniform random variables;
repeat until accepted.
O(n2) additions;
Acceptance-rejection O(n2) multiplications;
repeat until accepted.
Sampling U given X generation of one uniform random variable.
Slice sampler with n+ 1 auxiliary variables
O(n) additions;
Calculation of sampling O(n) multiplications;
region for X O(n) calls of log functions;
O(n) calculation of square root.
O(n) additions;
Sampling X given the O(n) multiplications;
sampling region generation of n uniform random variables;
repeat until accepted.
O(n2) additions;
Acceptance-rejection O(n2) multiplications;
repeat until accepted.
O(n) multiplications;
Sampling U given X O(n) calls of exponential functions;
generation of n+ 1 uniform random variables.
Table 1: Computational complexity of slice samplers
110
Slice sampler with n(n+ 1)/2 auxiliary variables
O(n) additions;
Calculation of sample O(n) multiplications;
region O(n) calls of log functions;
O(n) calculation of square root.
O(n) additions;
Sampling x given the O(n) multiplications;
region generation of n uniform random variables;
repeat if not accepted.
O(n2) multiplications;
Acceptance-rejection O(n2) calls of exponential functions;
O(n2) comparisons;
repeat until accepted.
O(n2) multiplications;
Sampling U given X O(n2) calls of exponential functions;
generation of n(n+ 1)/2 uniform random variables.
Conditional slice sampler
Calculation of the inverse
of all leading principle
Sampling X given U submatrices of the covariance matrix;
O(n) additions;
O(n) multiplications;
O(n) calls of log functions;
O(n) calculation of square root.
Sampling U given X O(n) multiplications;
O(n) calls of exponential functions;
generation of n uniform random variables.
Table 2: Computational complexity of slice samplers (continued)
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7. Simulation Study
Yu (1995) pointed out that simulation results obtained from a single run
of a Markov chain can be misleading due to the possibility that the Markov
chain can get trapped at a local mode of the target density. As a result,
additional information beyond that from a single run will be needed in order
to do diagnostics for the performance of the algorithm. To effectively evaluate
algorithms, multiple simulations are necessary. In this chapter, we present the
results of an extensive simulation study that examines the performance of our
algorithms in a variety of settings.
We note that there are several factors that will affect our simulation results.
One is length of the burn-in period, that is, the amount of samples in the
beginning of our sampled Markov chain that we throw away before collecting
statistics. Neglecting the samples from the burn-in phase is to ensure that
the Markov chain will have had time to settle into its stationary behavior.
Another factor is the choice of the starting point, as it may cause a certain
bias to our sample results. In this chapter, we will investigate the effect of
these two factors in a systematic fashion. In our numerical study we will also
investigate the efficiency and accuracy of our slice samplers on multivariate
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normal distributions and truncated multivariate normal distributions. The
effect of applying picking out quadrants method will also be studied.
7.1 The Effect of Burn-in Period
In Markov chain Monte Carlo simulation, our target is the stationary dis-
tribution. Because of that in the Markov chain the later terms usually are
more “close” to the stationary distribution, we always discard the first sev-
eral terms in the sampled sequence. The number of discarded terms is called
burn-in period. A longer burn-in period can make the sample more accurate
but slow down the total computational time. In this section, we present a
numerical study on the effect of this burn-in period.
To be more specific, we use four different multivariate normal slice sam-
plers: the one auxiliary variable slice sampler, the multivariate normal slice
sampler with n + 1 auxiliary variables, the multivariate normal slice sampler
with n(n + 1)/2 auxiliary variables, and the conditional multivariate normal
slice sampler. For each method, we generate 1000 samples with a different
burn-in period and the same starting point of normal N(µ,Σ) distribution,
where
µ = (1, 2, 3, 4, 5)
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Σ =

1 0.4 0.4 −0.4 −0.4
0.4 1 0.4 −0.4 −0.4
0.4 0.4 1 −0.4 −0.4
−0.4 −0.4 −0.4 1 0.4
−0.4 −0.4 −0.4 0.4 1

.
We run the simulation 500 times, and record the mean squares errors of the
sample mean and variance. The results are summarized in table 3. The
first column shows the length of the burn-in period. For example, burn-in
period 1000 means that in each simulation, to collect 1000 samples, we need
to generate 2000 samples in total and throw away the first 1000 samples. The
column “Rejections” reports how many samples are rejected on average of 500
simulations during the sampling process.
It can be seen from table 3 that the length of burn-in periods has little
influence on the simulation results. We can also see that the conditional slice
sampler is more accurate and robust than the other algorithms. This suggests
that in applications, it may not be necessary to use a long burn-in period when
using slice samplers. This also implies that our algorithm can be very efficient.
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Burn-in periods Slice sampler with one auxiliary variable
Mean Variance Rejections
0 0.0557 (0.0604) 0.2246 (0.2346) 5941.90 (114.97)
500 0.0589 (0.0654) 0.2162 (0.2430) 5897.43 (114.93)
1000 0.0569 (0.0624) 0.2044 (0.2074) 5891.88 (116.48)
Burn-in periods Slice sampler with n+ 1 auxiliary variables
Mean Variance Rejections
0 0.0871 (0.1980) 0.6479 (1.2149) 1171.36 (207.28)
500 0.0703 (0.1093) 0.6137 (1.3570) 1154.03 (209.78)
1000 0.0578 (0.0883) 0.4851 (0.5910) 1145.72 (184.68)
Burn-in periods Slice sampler with n(n+ 1)/2 auxiliary variables
Mean Variance Rejections
0 0.1062 (0.1529) 0.8900 (1.1460) 28435.28 (2005.86)
500 0.0874 (0.1351) 0.7584 (1.1225) 28105.80 (1962.47)
1000 0.0840 (0.1212) 0.6917 (1.0910) 28099.6 (2792.184)
Burn-in periods Conditional Slice sampler
Mean Variance Rejections
0 0.0050 (0.0044) 0.0466 (0.0297) NA
500 0.0052 (0.0044) 0.0454 (0.0294) NA
1000 0.0049 (0.0039) 0.0459 (0.0320) NA
Table 3: The effect of burn-in periods.
7.2 The Effect of Starting Point
Another factor that may affects simulation results is the starting point.
This is the vector with which we start our slice sampling. If the algorithm
is sensitive to the choice of starting point, a bad starting point may cause
significant bias in simulation results.
In this section, we study the effect of starting point on different slice sam-
pler methods. We use a similar setup as in the previous section, however, now
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the burn-in periods are fixed to be 0. The results are summarized in table 4.
Starting point Slice sampler with one auxiliary variable
Mean Variance Rejections
(1, 2, 3, 4, 5) 0.0557 (0.0604) 0.2246 (0.2346) 5941.90 (114.97)
(0, 0, 0, 0, 0) 0.0583 (0.0648) 0.2164 (0.2093) 5897.44 (112.03)
(−3,−3,−3,−3,−3) 0.0531 (0.0599) 0.2585 (0.2898) 5930.27 (112.93)
Starting point Slice sampler with n+ 1 auxiliary variables
Mean Variance Rejections
(1, 2, 3, 4, 5) 0.0871 (0.1980) 0.6479 (1.2149) 1171.36 (207.28)
(0, 0, 0, 0, 0) 0.0664 (0.1127) 0.6556 (2.0499) 1145.90 (204.37)
(−3,−3,−3,−3,−3) 0.0697 (0.1215) 0.5864 (1.0165) 1151.77 (198.66)
Starting point Slice sampler with n(n+ 1)/2 auxiliary variables
Mean Variance Rejections
(1, 2, 3, 4, 5) 0.1062 (0.1529) 0.8900 (1.1460) 28435.28(2005.86)
(0, 0, 0, 0, 0) 0.0894 (0.1831) 0.5932 (1.0471) 27664.38 (1823.32)
(−3,−3,−3,−3,−3) 0.0921 (0.1421) 0.8646 (1.1626) 28365.9 (1985.20)
Starting point Conditional Slice sampler
Mean Variance Rejections
(1, 2, 3, 4, 5) 0.0050 (0.0044) 0.0466 (0.0297) NA
(0, 0, 0, 0, 0) 0.0053 (0.0044) 0.0452 (0.0300) NA
(−3,−3,−3,−3,−3) 0.0051 (0.0037) 0.0448 (0.0309) NA
Table 4: The effect of starting point.
It can be seen from table 4 that the starting point does not seem to have a
significant effect on the simulation results. Again, the conditional slice sampler
demonstrates robustness and accuracy. This means that, when using slice
samplers, researchers just need to select a “reasonable” starting point and the
choice would not influence the sampling result too much.
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7.3 Number of Rejections to Achieve A Certain Number of Sam-
ples
Here we focus on three different ways of introducing auxiliary variables:
the one auxiliary variable method, the n + 1 auxiliary variable method, and
the n(n + 1)/2 auxiliary variables method (Note that the conditional slice
sampler has no rejection step in the sampling process). Remember that when
we sample x given u we need to throw away the samples that do not satisfy the
correlation relation constraints. We compare the number of rejections before
achieving different amounts of samples. This could be considered as a measure
of the efficiency of each method. The tables in the previous two sections also
report the total number of rejections to generate 1000 samples using different
methods with different burn-in periods and starting points. It can be seen
that the multivariate normal slice sampler with n + 1 auxiliary variables has
the smallest rejections.
We also make a comparison with the traditional method of generating
multivariate normal distributions. Here we consider a truncated multivari-
ate normal distribution. The mean and covariance matrix of the normal
distribution are the same as in the previous part. The truncation region is
{x = (x1, · · · , x5) : xi > i+6}. We will use the three multivariate normal slice
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samplers and also the Cholesky decomposition method in Matlab/R package.
Each time we general a sequence of 1000 samples and record the CPU time on
a computer with Intel(R) Pentium(R) M processor 1.73 GHz with 0.99 GB of
RAM. and the number of rejections. We run this procedure 500 times and the
results are summarized in table 5. It can be seen from table 5 that the slice
Rejections CPU time (in seconds)
One auxiliary variable 9989.4(79.03) 0.72(0.023)
n+ 1 auxiliary variables 262.4(23.95) 0.38(0.020)
n(n+ 1)/2 auxiliary variables 23598.2(763.79) 0.86(0.029)
Cholesky decomposition NULL À 3600× 1000
Table 5: Number of rejections to achieve a certain number of samples
sampler with n+1 auxiliary variables has the smallest CPU time and number
of rejections. However, compared with the Cholesky decomposition method,
all the slice samplers are much more efficient. This is because the slice sam-
pler can easily adapt to the truncation feature of the target distribution and
“shrink” the sampling region to the truncated area. The n(n+ 1)/2 auxiliary
variables slice sampler has larger number of rejections and CPU time in this
study. Later we can see that with the picking out quadrants method, it can
outperform other samplers under certain conditions.
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7.4 Number of Rejections and Samples to Achieve A Certain Level
of Accuracy
In this section, we investigate the number of rejections of three different
slice samplers to achieve different levels of accuracy. The accuracy here is
measured by the mean squared error of sample means. We keep running our
sample procedure until the predetermined accuracy is achieved. We record the
total number of rejections and samplers with different accuracy levels. We use
the same µ and Σ as in the previous section.
Accuracy Slice sampler with one auxiliary variable
Number of rejections Number of samples
0.01 7091 1241
0.005 24043 3886
0.001 66540 10865
Accuracy Slice sampler with n+ 1 auxiliary variables
Number of rejections Number of samples
0.01 147 227
0.005 6705 5678
0.001 17755 16228
Accuracy Slice sampler with n(n+ 1)/2 auxiliary variables
Number of rejections Number of samples
0.01 755 45
0.005 126914 4646
0.001 790043 28347
Table 6: Number of samples & rejections to achieve a certain level of accuracy
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It can be seen from table 6 that the slice sampler with n + 1 auxiliary
variables has the smallest number of rejections among all the samplers.
7.5 Picking Out Quadrants Method
In this part, we will investigate the numerical performance of the picking
out quadrants method. From the previous discussion we know that the picking
out quadrants method is efficient in the truncated distribution case. Here we
consider a multivariate normal distribution with different truncations. The
covariance matrix of the distribution is the same as in previous sections, and for
simplicity, the mean of the distribution is set to be (0, 0, 0, 0, 0). Three different
truncation regions are considered, (−1.5, 1.5), (−1, 1), and (−0.5, 0.5). We
compare the following methods: the n(n+1)/2 auxiliary variable with picking
out quadrants method, one auxiliary variable method, n+1 auxiliary variables
method, and the Cholesky decomposition method (in Matlab and R). Each
time we generate a sequence of random samples of size 1000, and record the
mean squared error of the sample mean and the number of rejections. We run
this procedure 50 times and report the average number of rejections.
From table 7 we can see that the picking out quadrants method has very
small number of rejections and good accuracy when the truncation region is
120
Truncation Slice sampler with one auxiliary variable
Mean accuracy Rejections
(−0.2, 0.2) 6.63E-5 (4.29E-5) 16.01 (4.28)
(−0.5, 0.5) 0.00038 (0.00029) 88.22 (11.77)
(−1, 1) 0.00172 (0.00118) 531.8 (38.91)
(−1.5, 1.5) 0.0040 (0.0028) 1235.42 (69.29)
Truncation Slice sampler with n+ 1 auxiliary variables
Mean accuracy Rejections
(−0.2, 0.2) 6.05E-5 (3.17E-5) 11.96 (7.69)
(−0.5, 0.5) 0.00058 (0.00031) 72.6 (14.98)
(−1, 1) 0.00211 (0.0017) 281.08 (40.73)
(−1.5, 1.5) 0.00794 (0.0098) 593.18 (69.30)
Truncation n(n+ 1)/2 auxiliary variables with pick up quadrant
Mean accuracy Rejections
(−0.2, 0.2) 6.09E-5 (3.48E-5) 2.98 (1.01)
(−0.5, 0.5) 0.00031 (0.000037) 75.38 (15.63)
(−1, 1) 0.00144 (0.0011) 405.1 (180.36)
(−1.5, 1.5) 0.00246 (0.00178) 986.7 (173.41)
Table 7: The effect of picking out quadrants method.
small and close to the mean. The smaller the truncation region the better
the performance of the picking out quadrants method. This is because when
the truncation region is small and close to the mean, we need to sample from
the extreme reaches of the rectangle outside of the hyperbolas in the direction
of the correlation very often (with the sampling regions look like figure 3
and figure 5). And the picking out quadrants method has its advantage for
sampling from regions like this.
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8. Applications
Multivariate distributions have wide applications in many fields includ-
ing productions and operations management, finance, economics, etc. In this
chapter, we will first discuss the application of our multivariate normal slice
sampler to an optimization problem in productions and operations manage-
ment area. Then we will discuss the possible applications of the multivariate
slice sampling in other business fields, e.g., finance and risk management area.
8.1 Applications in Productions and Operations Management
In this section, we use our multivariate slice sampling technique to resolved
a fulfillment optimization problem raised by Zhang (1997). In this problem,
Zhang (1997) found that the fulfillment rate follows a multivariate normal
probability when the product demands are modeled as a multivariate normal
distribution. We find that the original solution provided by Zhang (1997) was
not feasible under the multivariate normal stochastic constraints. With the aid
of multivariate slice sampling, the optimization process can be computationally
efficient and accurate.
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8.1.1 The Original Problem
Zhang (1997) studied the order fulfillment performance of a periodically
reviewed assembly system consisting of n components from which m products
are assembled, which can usually be the last stage of a larger manufacturing
supply chain. For modeling the demand fulfillment rates with multiple items
and multiple, dependent demands, Zhang (1997) assumed that the products
demands are correlated in the same period but are independent across time
periods. In this kind of system, inventories are kept at the component level
and are used to support the product demand service levels. In this context, the
demand fulfillment rate for a product are defined as the probability of satisfying
a product demand in the same period of arrival, which can be interpreted as
the long-run fraction of periods in which no stockouts for the product occur
and is similar to the P1 service measure. Actually, this can be extended to
the probability of satisfying a product demand within w periods.
Zhang (1997) pointed out that a particular difficulty in evaluating multi-
item systems with set-valued demands has been the unusually heavy com-
putational burden required for exact performance measures when the system
contains more than just two or three items. Such computational efforts are
usually caused by the computation of multi-dimensional joint probabilities.
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Unlike the single-item system, the multiple component, multiple product sys-
tem that we considered here requires more specifications concerning inventory
control policies, demand fulfillment and common component allocation rules
to fully describe the system operation. He proposed a model which is based
on decentralized order-up-to policies and a nonpreemptive priority rationing
rule with stock commitment for allocating component stocks.
We follow Zhang’s (1997) notation: Under an order up to Si policy:
Li: Lead time;
bik: number of units of component i required for each unit of product k
(bill-of-material), and B = [bij] is the bill-of-material matrix;
Dkt : demand for product k in period t;
Dk[s, t] =
∑t
u=sD
k
u
Qit: the gross requirement on component i in a period t, which equals
m∑
k=1
bikD
k
t
E[Qit] =
m∑
k=1
bikE[D
k
t ]
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(In matrix format: E[Q] = BE[D];)
Cov(Qit, Qjt) =
m∑
k=1
m∑
l=1
bikbjlCov(D
k
t , D
l
t)
(In matrix format: Cov[Q] = BCov(D)BT ;)
Iit: the net inventory level for component i at the end of period t;
Xitk : the total demand on component i due to product k and all higher
demands in period t, and all products in previous periods during the replen-
ishment lead time Li.
E[Xkit] = LiE[Qit] +
∑k
l=1 bilE[D
l
t], i ∈ Pre(k), ∗
Cov(Xkit, X
k
jt) = (min{Li, Lj})Cov(Qit, Qjt)+
∑k
p=1
∑k
q=1 bipbjqCov(D
p
t , D
q
t ), ∗∗
Iitk = Si −Xkit
Rk(w|L): the probability that a demand of product k will be filled within
w period, L = Li : i ∈ Pre(k), where Pre(k) means the set of predecessor
components for product k.
Zhang (1997) provided a model to minimize the total inventory investment
by setting the order-up-to level:
min
S
n∑
i=1
ciSi (8.1)
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Subject to Rk(wk|L) ≥ βk, for k = 1, 2, · · · ,m; (8.2)
Si ≥ 0; for i = 1, 2, · · · , n. (8.3)
In this model, ci is the cost of component i; β
k and wk are the prespecified
demand fulfillment rate and time window for product k, respectively. Our goal
is to find feasible policy variables S = (S1, S2, · · · , Sn) that satisfy (8.2) and
(8.3), and minimize (8.1).
Zhang (1997) provided the following lemma and theorem to reformulate
optimization problem:
Lemma 5 Rk(w|L) = Rk(0|L − w) where L − w is a vector with elements
equal to Li − w for i ∈ Pre(k).
Theorem 1 For product K, the probability that the demand will be filled im-
mediately (w = 0) can be calculated as a multivariate normal probability of
dimension d = |Pre(k)| given by
RK(0|L) = Φd(SK ;mK(L), V K(L)),
where vector SK = {Si : i ∈ Pr e(k)} is the set of (relevant) component
order-up-to levels; the mean vector mK(L) and covariance matrix V K(L) of
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the multivariate normal probability are given by (∗) and (∗∗), respectively. The
d-dimention normal probability Φd(S;m,V ) is given by
Φd(S;m,V ) =
∫ St
−∞
· · ·
∫ Sd
−∞
(2pi)−d/2|V |−1/2 exp{−1
2
(X−m)TV −1(X−m)}dx1 · · · dxd.
Zhang (1997) defined the above problem as a stochastic optimization prob-
lem with a linear objective function and convex feasible region restricted by
several nonlinear stochastic constraints which are denoted by multivariate nor-
mal distribution function Φ. He pointed out that the difficulty of solving this
optimization problem comes from the high dimensional multivariate normal
probability. He suggested using numerical integration methods for two- or
three- dimensional normal probabilities, while Monte Carlo methods are pre-
ferred for higher dimension normal probabilities. To simplify the calculation
complexity, Zhang (1997) suggested ignoring the fulfillment rules or the cor-
relations in calculating the fulfillment rates and using lower bounds.
Now we provide a method using MCMC and multivariate slice sampler to
deal with this problem. It is computational efficient especially when the prob-
lem is under high dimensional context and when there exists high demand
correlations. We will generate a long sequence samples from multivariate nor-
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mal slice sampler and use the sample frequency to approximate the probability
and assist the optimization process.
8.1.2 Solving the Problem by Multivariate Slice Sampler
To compare with Zhang’s (1997) calculation result, we will use the same
numerical example to illustrate our method.
The numerical example involves four products and five components. The
product structure is as follows: product 1 requires components 1, 2 and 3 with
two units of component 2; product 2 also requires the same set of compo-
nents as product 1 but only one unit of component 2. Product 3 consists of
components 2, 3 and 4, and product 4 consists of components 4 and 5. The
per-period product demands have averages and covariances given as
E(D) = [100, 150, 50, 30]′;
Cov(D) =

625 −150 50 0
−150 900 135 25
50 135 225 80
0 25 80 121

The replenishment lead times for the component stocks are L1 = 3, L2 = 1,
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L3 = 2, L4 = 4, and L5 = 4. The variable costs for the four components are
c1 = 2, c2 = 3, c3 = 6, c4 = 4, and c5 = 1 per unit. Assume the required
demand fulfillment window be w = 1 period for all the components. This
means the effective replenishment lead times for the components are 2,0,1,3,3
respectively. Suppose that bik represents the component i for product k, then
the component matrix can be written as:

b11 = 1 b12 = 1 b13 = 0 b14 = 0
b21 = 2 b22 = 1 b23 = 1 b24 = 0
b31 = 1 b32 = 1 b33 = 1 b34 = 0
b43 = 1 b44 = 1
b54 = 1

.
Or
B =

1 1 0 0
2 1 1 0
1 1 1 0
0 0 1 1
0 0 0 1

.
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BT =

1 2 1 0 0
1 1 1 0 0
0 1 1 1 0
0 0 0 1 1

.
COV (Q) =

1225 1885 1410 210 25
1885 3495 2345 565 105
1410 2345 1820 515 105
210 565 515 506 201
25 105 105 201 121

Based on these data, we can compute the mean mk(L−w) and covariance
V k(L− w) for each product k. The results are given by,
m1(L− w) = (600, 200, 400)
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V 1(L− w) =

3075 1250 2035
1250 2500 1250
2035 1250 2445

m2(L− w) = (750, 350, 550)
V 2(L− w) =

3675 1700 2635
1700 2800 1700
2635 1700 3045

m3(L− w) = (750, 400, 600)
V 3(L− w) =

3675 1885 2820
1885 3495 2345
2820 2345 3640

m4(L− w) = (750, 400)
V 4(L− w) =
 3675 1885
1885 3495
 .
These numerical results are consistent with Zhang’s (1997) calculation.
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Let the required demand fulfillment rate be 95 percents within w = 1
period for all the four products. Then the optimization problem become,
Minimize 2S1 + 3S2 + 6S3 + 4S4 + S5
Subject to Φ3(S1, S2, S3;m
1, V 1) ≥ 0.95;
Φ3(S1, S2, S3;m
2, V 2) ≥ 0.95;
Φ3(S2, S3, S4;m
3, V 3) ≥ 0.95;
Φ2(S4, S5;m
4, V 4) ≥ 0.95;
S1, S2, S3, S4, S5 ≥ 0.
To solve this optimization problem, we need to compute cumulative distri-
bution function of multivariate normal distributions: three three dimensional
normal distribution and one two dimensional normal distribution. We first
generate 10000 samples for each of the four distribution using slice sampler.
Notice that the samples from slice sampler is a Markov Chain and so the Er-
godic Theorem ensured that the empirical distribution function will converge
to the true distribution function. So we can use the sample distribution func-
tion to approximate the true one, and then use general optimization method
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to solve the minimization problem. The result is:
Sopt = (906.0697, 856.0962, 643.6324, 838.2454, 943.3914)
and the minimized value is 12539.
The optimal solution provided by Zhang (1997): S1 = 849.9, S2 = 523.4,
S3 = 709.7, S4 = 396.1, S5 = 167.4 is not feasible for that the following
constraints are not satisfied:
Φ3(S2, S3, S4;m
3, V 3) ≥ 0.95;
Φ2(S4, S5;m
4, V 4) ≥ 0.95;
Actually, slice sampling could have more applications in productions and
operations management area. For example, to simulate the actual demand at
the end of a supply chain where the customers arrive in a random fashion.
Each customer demand is random. Repeat visits of customers are also ran-
dom. Simulate over time for testing managerial policies in terms of growth in
demand. We might use slice sampling for forecasting future demand in a whole
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sale system. Slice sampling can also help us investigate demand behavior and
further lead to investigate of inventory control system. It may contribute to
a new way of determine the parameters of an (s, S) system, which is an NP
hard problem.
8.2 Applications in Finance
The optimal portfolio selection problem has long been of interest to both
academics and practitioners. A higher moments Bayesian portfolio optimiza-
tion model can over-come the shortcomings of the traditional Markowitz ap-
proach and take into consideration the skewness and co-skewness of asset re-
turns and parameter uncertainty. In this section, we propose a Bayesian higher
moments portfolio optimization model which is based on a general class of mul-
tivariate skew t distributions. Multivariate slice samplers are used to update
parameters in the Bayesian portfolio model and predict future asset returns,
which improves the model’s ability of handling large data set and saves com-
putation time for complicated posterior distributions in Bayesian models.
134
8.2.1 Introduction to the Portfolio Optimization Problem
The optimal portfolio selection problem has long been of interest to both
academics and practitioners. The mean-variance paradigm introduced by
Markowitz in 1952 is by far the most common formulation of portfolio opti-
mization problems. The improvement achieved by Merton (1969,1971), Samuel-
son (1969), and Fama (1970) is also worth noting. There is a large amount of
work using linear and quadratic programming, which considers with certainty
the inputs from the first stage, e.g., the exact means, variances and covari-
ances, while ignoring the skewness and other higher moments of the asset
returns. The major theoretical work of Markowitz showed that maximizing
the mean while minimizing the variance of a portfolio comes from the idea
that the investor prefers higher expected returns and lower risk.
Based on Markowitz’s idea, Arrow (1971) argued that desirable utility func-
tions should exhibit decreasing absolute risk aversion, implying that investors
should have preference for positively skewed asset returns. In other words,
investors would prefer a high probability of an extreme event in the positive
direction over a high probability of an extreme event in the negative direction.
This brings the concept of skewness into the financial researcher’s model. Ac-
tually, there are a lot of research works arguing that financial asset returns
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do not follow the normal distribution and the presence of asymmetry and
fat tails brings skewed distributions into researchers’ mind. Harvey and Sid-
dique (2000) introduced an asset pricing model that incorporates conditional
skewness, and showed that an investor may be willing to accept a negative
expected return in the presence of high positive skewness. In their paper,
Harvey and Siddique (2000) also defined systematic skewness, or coskewness
as the component of an assets skewness related to the market portfolios skew-
ness. Later, Giovanni et al. (2004) found evidence that showed the portfolios
of small (large) firms have negative (positive) coskewness with the market.
These work caused researchers to pay attention to higher moments of portfo-
lio returns. Harvey et al. (2007) propose a method to address both parameter
uncertainty and the inclusion of higher moments in the portfolio selection. This
allows the investor to capture the asymmetry of the returns and include it in
the portfolio selection task. They describe the asset return as a Skew Normal
distribution under the Bayesian probability framework. In such a Bayesian
framework the expected utilities are then maximized using predictive returns.
Harvey et al. (2007) suggests using the Bayesian framework to evaluate
and optimize the expected utilities. The expected utility can be estimated via
Markov chain Monte Carlo (MCMC) simulation by generating a set of samples
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from the posterior predictive distribution and then averaging the utility over
the values obtained. MCMC methods have been frequently used in Bayesian
estimation. The algorithm was introduced by Metropolis et al. (1953) and
generalized by Hastings (1970). Later the Gibbs sampler method as proposed
by Gelfand and Smith (1990) made another important contribution to these
simulation methods. These methods are used to produce a Markov chain
whose output corresponds to a sample from the joint posterior distribution.
The expected utility can then be optimized via the Metropolis simulated an-
nealing (SA) algorithm or nonlinear optimization procedure. In this way we
can explore the expected utility as a function of the portfolio weights. In
Harvey et al.’s (2007) paper, the Gibbs sampler was used to update Bayesian
model parameters and simulate joint posterior distributions for future asset
return. Here, we suggest using multivariate slice samplers to accomplish the
above tasks.
8.2.2 New Bayesian Higher Moments Portfolio Optimization with
A General Class of Multivariate Skew t Distribution
As pointed out by Liechty (2003), while multivariate normal distribution
is widely used in finance literature for modeling portfolio returns, there is con-
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siderable evidence that returns are non-normal and multivariate t distribution
is good for fat tailed data. To allow asymmetry of portfolio return, multivari-
ate skew distribution is recommended for improvement. Liechty (2003) and
Harvey et al. (2007) use multivariate skew normal distribution based on Sahu
et al.’s (2002) model. Here we build our portfolio optimization model based
on an advanced class of multivariate skew t distribution which is more gener-
alized than the model that has been used by Liechty (2003) and Harvey et al.
(2007).
Harvey et al. (2007) used 71 months’ daily returns on four equity securi-
ties. Here we considered daily returns on eight stocks (Microsoft Corporation,
General Electric Company, Proctor & Gambler Company, American Express
Inc, IBM Corporation, CISCO Systems Inc., Eli Lilly & Company, and Mc-
Donald’s Corporation) from different sectors of Standard & Poor’s 500 Index
from the time period January 02, 2001 to December 30, 2005.
We assume the daily returns of the eight stocks follow the general multi-
variate skew t distribution, which we discussed in chapter 5. We also use the
Bayesian framework in that section. For the current data set, those Yi are the
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daily stock returns. And for the prior of the parameters, we set:
mµ = (0, 0, 0, 0, 0, 0, 0, 0)
Σµ = S = I8
p = 10
Then we can start updating parameters according to the full conditional distri-
bution of the parameters. Notice that here, we have 11431 parameters in total
for this model (1255× 8 of Zi’s; 1255 of wi; 8× 8 of Σ and D; and 8 of µ). To
update such a large amount of parameters, one needs to find a good algorithm.
Most of the existing MCMC methods will not do the job efficiently, while our
slice sampler adapts to this situation perfectly. In the steps of updating Zi (Zi
follows truncated multivariate normal distribution for any i),while the usual
Gibbs sampler with metropolis-hasting algorithm or Cholesky decomposition
method may take days to give us a sequence of samples, the slice sampler
discussed in our paper takes less than an hour. In table 8, we compare the
CPU time of different methods in this step.
Once the parameters are updated, we can use them to predict future stock
returns. In this step, the slice sampler plays an important role to make
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Mean CPU time (in seconds)
n+ 1 auxiliary variables method 0.393(0.018)
n(n+ 1)/2 auxiliary variables method 1.329(0.026)
Metropolis-Hastings with Matlab package 993.1 (987.6)
Table 8: Mean CPU time for generating 1000 samples in portfolio optimization
the algorithm efficient and fast. We predict 1000 future returns, denoted by
xi = (xi1, xi2, · · · , xi8) for i = 1, 2, · · · , 1000. The mean m, variance V , and
skewness S of the predicted returns will then be calculated, the results are
summarized in Appendix B on page 164− 165.
Using a third order polynomial to describe the utility of future returns, the
investor’s predicted utility can be written as,
u(w) = w′m− λw′V w + γw′Sw ⊗ w.
Where w = (w1, w2, · · · , w8) is the weight on the stocks, λ and γ determine the
impact of predictive variance and skewness respectively. We can do the opti-
mization procedure and find the best weight for each stock. The optimization
part will be formulated into a nonlinear programming problem, i.e.,
max u(w) = w′m− λw′V w + γw′Sw ⊗ w
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Subject to: wi ≥ 0 for i = 1, 2, · · · , 8;
8∑
i=1
wi = 1;
m =
1
1000
1000∑
i=1
xi;
V =
1
999
1000∑
i=1
(xi −m)′(xi −m);
Sijk =
1
999
1000∑
l=1
(xli −mi)(xlj −mj)(xlk −mk) for 1 ≤ i, j, k ≤ 8.
Here we let λ and γ take values 0, 0.5, 1, 2. The optimization results are
summarized in the following table.
Weights (MSFT GE PG AXP IBM CSCO LLY MCD) Utility
λ = 0, γ = 0 (0, 0, 0, 0, 1, 0, 0, 0) 0.000873
λ = 0, γ = 0.5 (0, 0, 0, 0, 1, 0, 0, 0) 0.000875
λ = 0, γ = 1 (0, 0, 0, 0, 1, 0, 0, 0) 0.000876
λ = 0, γ = 2 (0, 0, 0, 0, 1, 0, 0, 0) 0.000879
λ = 0.5, γ = 0 (0.1148, 0, 0, 0.1182, 0.5531, 0.2139, 0, 0) 0.000432
λ = 0.5, γ = 0.5 (0.1163, 0, 0, 0.1175, 0.5537, 0.2125, 0, 0) 0.000432
λ = 0.5, γ = 1 (0.1177, 0, 0, 0.1170, 0.5543, 0.2110, 0, 0) 0.000433
λ = 0.5, γ = 2 (0.1204, 0, 0, 0.1159, 0.5556, 0.2081, 0, 0) 0.000434
λ = 1, γ = 0 (0.1525, 0, 0, 0.1891, 0.3878, 0.1356, 0, 0.1351) 0.000153
λ = 1, γ = 0.5 (0.1537, 0, 0, 0.1896, 0.3880, 0.1348, 0, 0.1340) 0.000153
λ = 1, γ = 1 (0.1550, 0, 0, 0.1900, 0.3881, 0.1340, 0, 0.1328) 0.000153
λ = 1, γ = 2 (0.1576, 0, 0, 0.1910, 0.3884, 0.1324, 0, 0.1305) 0.000154
λ = 2, γ = 0 (0.1418, 0.0540, 0, 0.1567, 0.2761, 0.0793, 0.1052, 0.1870) 0.000241
λ = 2, γ = 0.5 (0.1423, 0.0539, 0, 0.1570, 0.2760, 0.0789, 0.1053, 0.1866) 0.000241
λ = 2, γ = 1 (0.1428, 0.0539, 0, 0.1572, 0.2760, 0.0786, 0.1054, 0.1861) 0.000241
λ = 2, γ = 2 (0.1437, 0.0539, 0, 0.1578, 0.2759, 0.0779, 0.1055, 0.1853) 0.000241
Table 9: Optimization results for portfolio selection
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8.3 Applications in the Other Areas
Besides the applications referred to in previous two sections, our multivari-
ate slice sampler can be implemented in many other areas list as follows:
1. Applications in Other Finance Problems
Besides the portfolio optimization problem referred above, multivariate
slice sampler methods also have broad application in finance area. For ex-
ample, Lai (2007) discusses the simulation of multivariate normal distribu-
tions with applications to finance area to do financial derivatives (e.g., option)
pricing. Lai (2007) referred that in many situations, financial derivatives,
such as options, can be expressed in terms of multivariate normal distribu-
tions. Lai (2007) used the Monte Carlo and Quasi-Monte Carlo methods to
estimate higher dimension multivariate normal distributions. Compared with
Lai’s (2007) method, our multivariate normal slice samplers are easy to realize
and also can be implement for financial derivatives pricing.
2. Application in Risk Management
Besides the popular multivariate normal distribution, multivariate elliptical
distributions also have great application in real business world. For example,
recently Kaynar et al. (2007) use multivariate elliptical distributions for risk
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measures: Value-at-Risk and Conditional-Value-at-Risk. Also the concept of
copulas are widely used in finance and credit risk management. Simulation
methods are recommended for simulate realizations from multivariate distribu-
tions by Embrechts et al. (2002). Our multivariate slice sampling techniques
can fit into these simulation process without much difficulty.
3. Application in Engineering
Multivariate distributions, such as the multivariate normal distributions,
are widely used in engineering area too. For example, the process noise in the
Kalman filter model is usually assumed to be drawn from a multivariate nor-
mal distribution. Multivariate Normal Slice sampling can be used to simulate
the behavior of the noise.
4. Application in Science
Even in biology, complex multivariate distributions have been applied to a
maximum-likelihood analysis of molecular replacement and investigation for a
variety of crystallographic experiments including experimental phasing, molec-
ular replacement and model refinement, etc (See Pannu et al. (2003)). The
multivariate slice sampling can be considered to simulate these complex mul-
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tivariate distributions in these research area.
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9. Conclusions and Future Research
Bayesian decision theory has made great strides in recent decades. As a
necessary part of Bayesian decision theory, stochastic simulation techniques
have been widely used by decision makers. Nowadays, researchers are dealing
with large data sets and complex computational challenges. There are more
and more demands for efficient sampling algorithms for multivariate proba-
bility distributions. The Markov chain Monte Carlo (MCMC) method uses
Markov chains to simulate random vectors. It has useful applications for both
researchers and practitioners and hence, has attracted considerable attention
recently.
Slice sampling is a newly developed Markov chain Monte Carlo technique.
There exists a rich literature that discusses the one dimensional slice sam-
pler, yet not much work has been done for the multidimensional case. It is,
thus, hoped that this thesis represents a meaningful contribution towards the
literature in the multivariate slice sampling area.
This dissertation proposes a framework for utilizing multiple auxiliary vari-
ables in the sampling process and gives a detailed analysis of the multivariate
slice sampler. We start with the truncated univariate normal distribution
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and the truncate bivariate normal distribution to illustrate the idea of the
multivariate slice sampler. We further extend the bivariate multivariate slice
samplers to a variety of different multivariate normal slice samplers. Exten-
sive numerical analysis shows that the multivariate slice sampler is an efficient
sampling method for multivariate distributions, especially for truncated mul-
tivariate distributions, which are widely used in the real world.
General principles of introducing auxiliary variables are also introduced,
with the discussion of the implementation issues and the properties of the
algorithms. After developing a general theoretical framework for the multi-
variate normal slice samplers, two different multivariate slice samplers for the
multivariate t distribution are developed. Furthermore, our research extends
the slice sampling methods to the multivariate elliptical distribution family and
the multivariate skew elliptical distribution family. Specifically, we introduce
the multivariate slice sampler for two very important distributions: the gener-
alized multivariate skew normal distribution and the generalized multivariate
skew t distribution. One specialty of these two distributions is that they cap-
ture the skewness and the coskewness among multivariate random variables.
Thus, the algorithms developed in this study are likely to contribute to the
literature in finance area.
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For a realistic implementation of our algorithms, it is necessary to inves-
tigate the computational complexity of the slice samplers. Here, a thorough
discussion and comparison between our algorithms and the traditional one aux-
iliary variable slice sampler are presented. The comparison results obtained
here illustrates that, in general, our multivariate slice samplers are accurate
and computational efficient. Especially, in the case of sampling truncated
distributions, the efficiency of slice samplers is superior compared with the
traditional Metropolis-Hastings algorithm. Besides the theoretical properties,
extensive simulation studies were carried out in order to study the actual per-
formance of our algorithms. We investigate several factors that may affect the
sampling results of the algorithm. These numerical results indicate that our
slice samplers are efficient and robust, and the coding process can be put into
practice without many difficulties.
This research also has attempted to shed light on real business implemen-
tations. Here, we present the application of our algorithms to several business
fields. The first one is in the production and operations management area.
We employ our multivariate slice sampler in a stochastic optimization process
for finding the optimal fulfillment rate of an assembly system as modeled by
Zhang (1997). The optimization problem is solved efficiently and an error in
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Zhang (1997) is corrected. We also apply our algorithms to a higher moments
Bayesian portfolio optimization problem. We build a portfolio optimization
model based on a general class of multivariate skew t distribution, which is
almost computationally inaccessible for the traditional MCMC method. Based
on the proposed framework of the family of multivariate normal, multivariate t,
multivariate skew normal, and multivariate skew t distributions, we introduce
a Bayesian computational procedure for these proposed models that reduces
the computational burden. Further discussion is presented for the possibilities
of applying our framework to a wide range of research areas.
In summary, this thesis demonstrates several multivariate slice sampling
techniques, with a thorough discussion of algorithms properties and compu-
tational performance. It is hoped that this study provides decision makers
more choices for simulation purposes and can be helpful for decision making
processes. As a newly developed Markov chain Monte Carlo technique, slice
samplers also open up spaces for further research in the area of Markov chain
Monte Carlo methods. For example, the convergence rate of the Markov chain
in the sampling process is usually difficult to estimate, and is always a chal-
lenging problem for statisticians. Thus, further research should address this
issue. There also exist other complicated multivariate distributions, for which
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efficient sampling algorithms need to be developed. In the literature history
of the applications of MCMC methods, researchers tend to employ traditional
Markov chain Monte Carlo algorithms, which include the Metropolis-Hastings
algorithm and the Gibbs sampler. Very few of them have employed the slice
sampling technique. We hope that our slice samplers can offer more opportuni-
ties for the creative use of the Markov chain Monte Carlo method and provide
an alternative way for simulating complicated multivariate random variables.
We believe that the applications of our algorithms will increase as the business
and sciences worlds discover their usefulness in solving complex problems.
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Appendix A: Figures
Figure 1: simple slice sampler
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Figure 2: Region to sample from when ρ < 0, and u3 < 1
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Figure 3: Region to sample from when ρ < 0, and u3 > 1
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Figure 4: Region to sample from when ρ > 0, and u3 < 1
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Figure 5: Region to sample from when ρ > 0, and u3 > 1
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Figure 6: Truncated bivariate normal distribution 1
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Figure 7: Truncated bivariate normal distribution 2
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Figure 8: Truncated bivariate normal distribution 3
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Figure 9: Truncated bivariate normal distribution 4
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Figure 10: Two dimensional truncated sampling results
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Appendix B: Portfolio Parameter Summary
Mean of the returns (m) 
m=0.0001*[0.5288   -0.0258   -2.6836    0.4502    0.8737    0.8125   -0.1636    0.1003]; 
Variance-Covariance matrix of the returns (V) 
V=0.0001* 
[   1.2190    0.1588   -0.0516    0.1825    0.2799    0.5572    0.0508    0.1543 
    0.1588    0.9327    0.0311    0.3207    0.1449    0.2999    0.1559    0.1272 
   -0.0516    0.0311    1.2738    0.0550    0.1240    0.1101    0.0323   -0.0278 
    0.1825    0.3207    0.0550    1.1508    0.2478    0.2953    0.2320    0.0333 
    0.2799    0.1449    0.1240    0.2478    1.1438    0.4045    0.0413    0.0717 
    0.5572    0.2999    0.1101    0.2953    0.4045    1.8556    0.1104    0.1324 
    0.0508    0.1559    0.0323    0.2320    0.0413    0.1104    1.0253    0.0678 
    0.1543    0.1272   -0.0278    0.0333    0.0717    0.1324    0.0678    1.0015  ] 
Skewness and Coskewness of the returns  (S) 
S(:,:,1) =0.000001 * 
[   6.8285   -1.2909   -2.1903    4.2853    1.6179   -0.2630   -1.5267    2.8540 
   -1.2909    4.5199    1.0040    4.7761   -0.7808   -1.9593   -1.2980   -1.2233 
   -2.1903    1.0040    0.6194    1.5057    4.3799    0.1434    0.2574   -0.6113 
    4.2853    4.7761    1.5057    4.6108    4.1961    1.9089    2.3901    0.0377 
    1.6179   -0.7808    4.3799    4.1961    2.0010   -0.0189    2.9640   -2.7477 
   -0.2630   -1.9593    0.1434    1.9089   -0.0189   -4.9184   -1.6760   -2.7639 
   -1.5267   -1.2980    0.2574    2.3901    2.9640   -1.6760    2.5779   -2.5738 
    2.8540   -1.2233   -0.6113    0.0377   -2.7477   -2.7639   -2.5738    0.7129] 
S(:,:,2) =0.000001 * 
[ -1.2909    4.5199    1.0040    4.7761   -0.7808   -1.9593   -1.2980   -1.2233 
    4.5199   -2.5282    1.0799    1.6958    0.2567    0.3250    0.3426   -0.6729 
    1.0040    1.0799    3.8839   -1.0455    0.7701    2.7460    0.9995   -1.6662 
    4.7761    1.6958   -1.0455    1.2600    3.1066    0.7615    1.1092    0.7480 
   -0.7808    0.2567    0.7701    3.1066    0.0856   -0.2265   -2.6423   -2.1682 
   -1.9593    0.3250    2.7460    0.7615   -0.2265   -0.2448   -0.3127   -0.9102 
   -1.2980    0.3426    0.9995    1.1092   -2.6423   -0.3127    2.3853    0.8636 
   -1.2233   -0.6729   -1.6662    0.7480   -2.1682   -0.9102    0.8636   -0.3684] 
S(:,:,3) =0.000001 * 
[ -2.1903    1.0040    0.6194    1.5057    4.3799    0.1434    0.2574   -0.6113 
    1.0040    1.0799    3.8839   -1.0455    0.7701    2.7460    0.9995   -1.6662 
    0.6194    3.8839    2.1583    3.1789    1.2169    4.3267    2.8752    1.2517 
    1.5057   -1.0455    3.1789    0.9656   -3.4520   -0.0251   -0.2952    1.4761 
    4.3799    0.7701    1.2169   -3.4520   -1.2273    0.7962    0.0381   -0.9690 
    0.1434    2.7460    4.3267   -0.0251    0.7962   -0.0774   -1.8039    3.5856 
    0.2574    0.9995    2.8752   -0.2952    0.0381   -1.8039   -0.4618    0.0157 
   -0.6113   -1.6662    1.2517    1.4761   -0.9690    3.5856    0.0157    0.6889] 
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S(:,:,4) =0.000001 * 
[   4.2853    4.7761    1.5057    4.6108    4.1961    1.9089    2.3901    0.0377 
    4.7761    1.6958   -1.0455    1.2600    3.1066    0.7615    1.1092    0.7480 
    1.5057   -1.0455    3.1789    0.9656   -3.4520   -0.0251   -0.2952    1.4761 
    4.6108    1.2600    0.9656    5.6418   -0.1819    0.3119   -2.7183   -3.6611 
    4.1961    3.1066   -3.4520   -0.1819   -0.0879   -2.6909    0.4443    0.2276 
    1.9089    0.7615   -0.0251    0.3119   -2.6909    3.7298    0.8561   -1.1554 
    2.3901    1.1092   -0.2952   -2.7183    0.4443    0.8561    2.7336    2.2138 
    0.0377    0.7480    1.4761   -3.6611    0.2276   -1.1554    2.2138    1.5930] 
S(:,:,5) =0.000001 * 
[   1.6179   -0.7808    4.3799    4.1961    2.0010   -0.0189    2.9640   -2.7477 
   -0.7808    0.2567    0.7701    3.1066    0.0856   -0.2265   -2.6423   -2.1682 
    4.3799    0.7701    1.2169   -3.4520   -1.2273    0.7962    0.0381   -0.9690 
    4.1961    3.1066   -3.4520   -0.1819   -0.0879   -2.6909    0.4443    0.2276 
    2.0010    0.0856   -1.2273   -0.0879    2.7882   -0.2318   -0.6709   -2.4723 
   -0.0189   -0.2265    0.7962   -2.6909   -0.2318    1.4668   -0.4698   -1.5560 
    2.9640   -2.6423    0.0381    0.4443   -0.6709   -0.4698    3.1262    0.9282 
   -2.7477   -2.1682   -0.9690    0.2276   -2.4723   -1.5560    0.9282   -2.8364] 
S(:,:,6) =0.000001 * 
[  -0.2630   -1.9593    0.1434    1.9089   -0.0189   -4.9184   -1.6760   -2.7639 
   -1.9593    0.3250    2.7460    0.7615   -0.2265   -0.2448   -0.3127   -0.9102 
    0.1434    2.7460    4.3267   -0.0251    0.7962   -0.0774   -1.8039    3.5856 
    1.9089    0.7615   -0.0251    0.3119   -2.6909    3.7298    0.8561   -1.1554 
   -0.0189   -0.2265    0.7962   -2.6909   -0.2318    1.4668   -0.4698   -1.5560 
   -4.9184   -0.2448   -0.0774    3.7298    1.4668   -5.8444   -0.0005   -8.8288 
   -1.6760   -0.3127   -1.8039    0.8561   -0.4698   -0.0005    2.3804   -2.2770 
   -2.7639   -0.9102    3.5856   -1.1554   -1.5560   -8.8288   -2.2770    1.7232] 
S(:,:,7) =0.000001 * 
[ -1.5267   -1.2980    0.2574    2.3901    2.9640   -1.6760    2.5779   -2.5738 
   -1.2980    0.3426    0.9995    1.1092   -2.6423   -0.3127    2.3853    0.8636 
    0.2574    0.9995    2.8752   -0.2952    0.0381   -1.8039   -0.4618    0.0157 
    2.3901    1.1092   -0.2952   -2.7183    0.4443    0.8561    2.7336    2.2138 
    2.9640   -2.6423    0.0381    0.4443   -0.6709   -0.4698    3.1262    0.9282 
   -1.6760   -0.3127   -1.8039    0.8561   -0.4698   -0.0005    2.3804   -2.2770 
    2.5779    2.3853   -0.4618    2.7336    3.1262    2.3804   -4.7017   -1.2846 
   -2.5738    0.8636    0.0157    2.2138    0.9282   -2.2770   -1.2846   -2.5023] 
S(:,:,8) =0.000001 * 
[   2.8540   -1.2233   -0.6113    0.0377   -2.7477   -2.7639   -2.5738    0.7129 
   -1.2233   -0.6729   -1.6662    0.7480   -2.1682   -0.9102    0.8636   -0.3684 
   -0.6113   -1.6662    1.2517    1.4761   -0.9690    3.5856    0.0157    0.6889 
    0.0377    0.7480    1.4761   -3.6611    0.2276   -1.1554    2.2138    1.5930 
   -2.7477   -2.1682   -0.9690    0.2276   -2.4723   -1.5560    0.9282   -2.8364 
   -2.7639   -0.9102    3.5856   -1.1554   -1.5560   -8.8288   -2.2770    1.7232 
   -2.5738    0.8636    0.0157    2.2138    0.9282   -2.2770   -1.2846   -2.5023 
    0.7129   -0.3684    0.6889    1.5930   -2.8364    1.7232   -2.5023   -0.5263] 
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