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Abstract
A simple representation of the general rank-constrained Hermitian nonnegative-definite
(positive-definite) solution to the matrix equation AXA∗ = B is derived. As medium steps, the
general Hermitian solution and the general Hermitian nonnegative-definite (positive-definite)
solution to the matrix equation are also obtained. The proposed approach is different from
those which we have known, and possesses good numerical reliability since it mainly involves
only two singular value decompositions and inverses of two positive-definite diagonal matri-
ces. The presented example illustrates the proposed approach.
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1. Introduction
Let Cm×n and H(n) be the set of all m × n complex matrices and all n × n
Hermitian matrices, respectively. We denote by H+(n) (H+0 (n)) the subset of H(n)
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consisting of all positive-definite (nonnegative-definite) matrices. For X ∈ Cm×n, we
denote by X∗, X+ and R(X) the conjugate transpose, the Moore–Penrose inverse
and the column space of X, respectively. Let Ik be the k × k identity matrix, and let
O be the zero matrix.
Several authors have established the problem for determining the general Hermi-
tian nonnegative-definite solution to the linear matrix equation
AXA∗ = B, (1)
where A ∈ Cm×n and B ∈ H+0 (m) are given matrices. For instance, Baksalary [2],
Groß [5] and Khatri and Mitra [6] have derived the general Hermitian nonnegative-
definite solution to the matrix equation (1), respectively. Different from [2,6], Ref.
[5] has shown a representation of the general Hermitian nonnegative-definite solution
to the matrix equation (1) which admits an easy way to obtain solutions of minimal
and maximal rank, respectively. Moreover, Dai and Lancaster [3] have studied the
similar problem and emphasized the importance of (1) within the real setting, and
Groß [4] has also derived some relative conclusions.
Motivated by the work of [5], in this note, we investigate the problem to determine
the rank-constrained general Hermitian nonnegative-definite solution to the matrix
equation (1). Without loss of generality, we can assume
A /= O, R(B) ⊆ R(A). (2)
This problem can be stated as follows.
Problem 1. Given matrices A ∈ Cm×n and B ∈ H+0 (m) satisfying (2), and a pos-
itive integer p. Determine a necessary and sufficient condition for the existence of
matrix X ∈ H+0 (n) satisfying (1) and rankX = p. Furthermore, under this condi-
tion, determine the general Hermitian nonnegative-definite solution with rankX = p
to the matrix equation (1), i.e., characterize the set
Sp =
{
X | X ∈ H+0 (n), rankX = p, AXA∗ = B
}
. (3)
According to [5, Theorem 1 and Corollary 1], the following theorem is immedi-
ately obtained.
Theorem 1. Given matrices A ∈ Cm×n and B ∈ H+0 (m) satisfying rankA = rA,
rankB = rB and (2), and a positive integer p. Further, let A− and (B1/2)− denote
arbitrary but fixed generalized inverses of A and B1/2, respectively. Then Sp /= ∅
(i.e., Problem 1 has solutions) if and only if
rB  p  n − rA + rB. (4)
When this condition is met, X ∈Sp if and only if X possesses the form as follows.
X = A=B(A=)∗ + (In − A−A)UU∗(In − A−A)∗ (5)
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with
A= = A− + (In − A−A)Z(B1/2)−,
where Z ∈ Cn×m is an arbitrary parameter matrix, and U ∈ Cn×(n−rB) is a param-
eter matrix satisfying the following constraint.
Constraint 1. rank
(
(In − A−A)U
) = p − rB.
To understand the above theorem better, it should be pointed out that the following
two equations have been derived in [5]
rank
(
A=B(A=)∗
) = rB
and
rankX = rank (A=B(A=)∗)+ rank ((In − A−A)UU∗(In − A−A)∗)
= rank (A=B(A=)∗)+ rank ((In − A−A)U) ,
where X is given in (5).
The general solution to Problem 1 can be immediately written out as soon as the
general solution to Constraint 1 is derived. To show a simple method for solving
Constraint 1, the following two facts are needed.
Fact 2. Let A− be an arbitrary but fixed generalized inverse of A. Then, for any
matrix U, there exists a matrix U1 satisfying R(U1) ∩ R(A−A) = {0} such that
(I − A−A)UU∗(I − A−A)∗ = (I − A−A)U1U∗1 (I − A−A)∗. (6)
Fact 3. Let A−(1) and A
−
(2) be two arbitrary but fixed generalized inverses of A. Then,
for any matrix U, there exists a matrix U˜ satisfying(
I − A−(1)A
)
UU∗
(
I − A−(1)A
)∗ = (I − A−(2)A)U˜ U˜∗(I − A−(2)A)∗. (7)
The proofs of the above two facts are given in Appendix. Furthermore, applying
the two facts, it is easy to derive that Constraint 1 is equivalent to the following
Constraint 1′.
Constraint 1′. R(U) ∩ R(A−A) = {0} for some fixed A−, and rankU = p − rB.
Now the solutions of Constraint 1′ (or equivalently, Problem 1) can be easily
obtained. However, the purpose of this paper is to find a new method for giving a
representation of the general solution to Problem 1. In the following we will propose
a new approach which is different from those in [2–6] (though the singular value
decomposition has been used in [3]). The proposed approach is convenient to use
and possesses good numerical reliability since it mainly involves only two singular
value decompositions and inverses of two positive-definite diagonal matrices.
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In order to solve Problem 1, some preliminary results are presented in Section
2. The general solution to Problem 1 is established in Section 3. In Section 4, an
algorithm is designed to determine the general solution to Problem 1 and an example
is presented to illustrate the proposed solutions.
2. Preliminary results
In this section we present some preliminary results which will be used in the next
section for solving Problem 1.
Lemma 4 (see [1] and [7]). Given matrices M ∈ Cn1×n1 , N ∈ Cn2×n2 and Y ∈
Cn1×n2 . Then[
M Y
Y ∗ N
]
∈ H+0 (n1 + n2)
if and only if
M ∈ H+0 (n1), N − Y ∗M+Y ∈ H+0 (n2), R(Y ) ⊆ R(M).
When M = In1 , the above lemma turns into
Corollary 5. Given matrices N ∈ Cn2×n2 and Y ∈ Cn1×n2 . Then[
In1 Y
Y ∗ N
]
∈ H+0 (n1 + n2)
if and only if
N − Y ∗Y ∈ H+0 (n2).
Combining the above lemma and corollary, we have
Lemma 6. Given N ∈ Cn2×n2 and Y ∈ Cn1×n2 satisfying N − Y ∗Y ∈ H+0 (n2).
Then R(Y ∗) ⊆ R(N∗).
3. The general solution to Problem 1
This section considers the general solution to Problem 1 proposed in Section 1.
This procedure of solving Problem 1 is divided into the following three steps:
Step 1. Determine the general Hermitian solution to Problem 1.
Let
A = U
[
D O
O O
]
V ∗ (8)
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be a singular value decomposition of A, where D ∈ H+(rA) is diagonal, and U ∈
Cm×m and V ∈ Cn×n are unitary. Further, let
U∗BU =
[
B1 B2
B∗2 B3
]
, B1 ∈ H+0 (rA). (9)
Combining (8), (9) and (2) yields that B2 = O and B3 = O, i.e.,
B = U
[
B1 O
O O
]
U∗. (10)
Using (8) and (10) derives that X is a solution of the matrix equation (1) if and only
if X is a solution of the matrix equation
[
D O
]
V ∗XV
[
D
O
]
= B1.
Therefore, the general Hermitian solution to the matrix equation (1) is given by
X = V
[
B0 X1
X∗1 X2
]
V ∗ (11)
with
B0 = D−1B1D−1, (12)
where X1 ∈ CrA×(n−rA) and X2 ∈ H(n − rA) are two arbitrary parameter matrices.
Step 2. Determine the general Hermitian nonnegative-definite solution to Problem
1, i.e., determine the general expressions of matrices X1 and X2 such that X given
in (11) is nonnegative-definite.
It follows from B ∈ H+0 (m), (12) and (10) that rankB0 = rB and B0 ∈ H+0 (rA),
and hence
B0 = U1
[
D1 O
O O
]
U∗1 , (13)
where D1 ∈ H+(rB) is diagonal and U1 ∈ CrA×rA is unitary. Let
U0 = U1
[
D
1/2
1 O
O IrA−rB
]
(14)
and
U−10 X1 =
[
X11
X12
]
, X11 ∈ CrB×(n−rA).
Then (11) turns into
X = V

U0
[
IrB O
O O
]
U∗0 U0
[
X11
X12
]
[
X∗11 X∗12
]
U∗0 X2

V ∗ = PX˜P ∗ (15)
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with
P = V
[
U0 O
O In−rA
]
(16)
and
X˜ =

 IrB O X11O O X12
X∗11 X∗12 X2

 .
This implies that X ∈ H+0 (n) if and only if X˜ ∈ H+0 (n). Applying Lemma 4, this is
equivalent to
X˜ =

 IrB O X11O O O
X∗11 O X2

 , (17)
where
X2 − X∗11X11 ∈ H+0 (n − rA). (18)
Therefore, to determine the general expressions of X1 and X2 satisfying X ∈ H+0 (n),
it suffices to determine the general expressions of X11 and X2 satisfying (18).
Case 1. Suppose X2 = O. It follows from (18) that −X∗11X11 ∈ H+0 (n − rA), and
hence X11 = O. This implies that (17) turns into
X˜ =
[
IrB O
O O
]
,
i.e.,
X = P
[
IrB O
O O
]
P ∗.
Case 2. Suppose X2 /= O. It follows from (18) that X2 ∈ H+0 (n − rA). Thus, we
can write
X2 = ∗, (19)
where  ∈ Cs×(n−rA) is full-row rank. This, together with (18) and Lemma 6, gives
R(X∗11) ⊆ R(∗) ⊆ R(∗).
Therefore, X11 possesses the form
X11 = ,  ∈ CrB×s . (20)
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Noting (19) and (20), relation (18) is equivalent to
Is − ∗ ∈ H+0 (s),
i.e., all singular values of  are less than or equal to 1.
In summary, the general Hermitian nonnegative-definite solution to Problem 1 is
given by
X = P

 IrB O O O O
∗∗ O ∗

P ∗, (21)
where (i)  = O, or (ii) s is a parameter satisfying 1  s  n − rA,  ∈ Cs×(n−rA)
is an arbitrary full-row rank parameter matrix, and  ∈ CrB×s is an arbitrary param-
eter matrix whose all singular values are less than or equal to 1.
Step 3. Determine a necessary and sufficient condition for rankX = p, where X
is given by (21).
Case 1. Suppose  = O. It is clear that
rankX = rB.
Case 2. Suppose  ∈ Cs×(n−rA) is full-row rank. It follows from (21) that
X = P

IrB I
∗



IrB O O O O
∗ O Is



IrB I


P ∗.
Thus,
rankX = rank

IrB O O O O
∗ O Is

 = rank [IrB O
O Is − ∗
]
= rB + rank
(
Is − ∗
)
.
This, together with the definition of  in (21), implies that rankX = p if and
only if
max {1, p − rB}  s  min {p, n − rA} (22)
and  is an arbitrary parameter matrix whose number s − p + rB singular values are
equal to 1 and are less than 1 otherwise. In this case we can write
 = M

Is−p+rB O OO  O
O O O

N, (23)
where M and N are two unitary matrices, and  is a positive-definite diagonal matrix
whose all diagonal elements are less than 1. Substituting (23) into (21) and letting
H = N yields
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X = P
[
M
H ∗
]IrB O O O O
∗ O Is

[M∗
H
]
P ∗ (24)
with
 =

Is−p+rB O OO  O
O O O

 . (25)
Combining the above Steps 1–3, we can immediately obtain the following theorem
about the general solution to Problem 1.
Theorem 7. Given matrices A ∈ Cm×n and B ∈ H+0 (m) satisfying rankA = rA,
rankB = rB and (2), and a positive integer p. Further, assume that the matrix P is
defined in (16). ThenSp /= ∅ (i.e., Problem 1 has solutions) if and only if p satisfies
(4). When this condition is met, X ∈Sp if and only if X is given by (24) with (25),
where (i) H = O if p = rB, or (ii) s is a parameter satisfying (22), H ∈ Cs×(n−rA)
is an arbitrary full-row rank parameter matrix, M ∈ CrB×rB is an arbitrary unitary
parameter matrix, and  is an arbitrary positive-definite diagonal parameter matrix
whose all diagonal elements are less than 1.
The following two corollaries about the general nonnegative-definite solution of
minimal and maximal rank respectively to the matrix equation (1) can be easily
derived from the above theorem.
Corollary 8. Given matrices A ∈ Cm×n and B ∈ H+0 (m) satisfying rankA = rA,
rankB = rB and (2). Further, assume that the matrix P is defined in (16). Then
SrB /= ∅, and X ∈SrB if and only if X is given by (24) with  = [Is O]T, where
(i) H = O or (ii) s is a parameter satisfying 1  s  min{rB, n − rA}, H ∈
Cs×(n−rA) is an arbitrary full-row rank parameter matrix, and M ∈ CrB×rB is an
arbitrary unitary parameter matrix.
Corollary 9. Given matrices A ∈ Cm×n and B ∈ H+0 (m) satisfying rankA = rA,
rankB = rB and (2). Further, assume that the matrix P is defined in (16). Then
Sn−rA+rB /= ∅, and X ∈Sn−rA+rB if and only if X is given by (24) with
 =
[
 O
O O
]
,
where (i) H = O if rA = n, or (ii) s is a parameter satisfying s = n − rA  1,
H ∈ Cs×(n−rA) is an arbitrary full-row rank parameter matrix, M ∈ CrB×rB is an
arbitrary unitary parameter matrix, and  is an arbitrary positive-definite diagonal
parameter matrix whose all diagonal elements are less than 1.
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Since the matrix equation (1) has positive-definite solutions if and only if it has
nonnegative-definite solutions of rank n, the following corollary about the general
positive-definite solution to the matrix equation (1) can be easily derived from the
above theorem.
Corollary 10. Given matrices A ∈ Cm×n and B ∈ H+0 (m) satisfying rankA = rA,
rankB = rB and (2). Further, assume that the matrix P is defined in (16). Then
Sn /= ∅ (i.e., the matrix equation (1) has positive-definite solutions) if and only if
rA = rB.
When this condition is met, X ∈Sn if and only if X is given by
X = P
[
Mˆ
Hˆ ∗
]
I O ˆ O
O I O O
ˆ O I O
O O O I


[
Mˆ∗
Hˆ
]
P ∗,
where (i) Hˆ = O if rA = rB = n, or (ii) Hˆ ∈ C(n−rA)×(n−rA) is an arbitrary non-
singular parameter matrix, Mˆ ∈ CrA×rA is an arbitrary unitary parameter matrix,
and ˆ is an arbitrary positive-definite diagonal parameter matrix whose all diagonal
elements are less than 1.
Finally, by a similar argument to [5, Section 3], we can easily derive the rank-
constrained general Hermitian nonnegative-definite solution to the following system
of four equations:
AiXAj = BiB∗j , i, j = 1, 2
for given matrices A1, A2 ∈ Cm×n and B1, B2 ∈ Cm×k .
4. Computational aspects
Based on Theorem 7 obtained in Section 3, the setSp defined in Problem 1 can
be simply constructed according to the following algorithm.
Algorithm 1
• If p does not satisfy (4), letSp = ∅ and then terminate the algorithm. Otherwise,
continue with the following steps.
• Calculate rA and rB.
• Calculate the matrix P following the equations (8), (10), (12), (13), (14) and (16).
• Construct the setSp according to
Sp =
⋃
s satisfies (22)
{X |X possesses the form (24) with (25) } . (26)
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• If p = rB, let
Sp =Sp ∪
{
P
[
IrB O
O O
]
P ∗
}
.
The above algorithm for constructing the setSp mainly involves only two singu-
lar value decompositions ((8) and (13)) and two inverses of positive-definite diagonal
matrices. This is similar to compute two fixed generalized inverses A− and
(
B1/2
)−
by use of singular value decomposition. However, its advantages lies in: (i) the other
computation using the new approach is simpler than using Theorem 1, (ii) the pa-
rameters in the new approach are more direct than those in Theorem 1, and (iii) it
is convenient to use and possesses good numerical reliability. Moreover, the setSp
can be direct constructed in the case of low dimensions (see Example below), while
the formula (26) can be used to treat the case of higher dimensions.
Example 1. Consider the linear matrix equation (1) with the parameter matrices
A =

0 5 9 32 2 1 3
4 4 2 6

 , B =

1 1 21 1 2
2 2 4

 .
Obviously, m = 3, n = 4, rA = 2 and rB = 1. It is easy to verify that (2) is satis-
fied. Following Steps 1 and 2 in Section 3, we have
U =

−0.7732 0.6341 −0.0000−0.2836 −0.3458 −0.8944
−0.5672 −0.6916 0.4472

 , D = [12.8975 00 6.2173
]
,
V =


−0.2199 −0.5562 −0.8007 −0.0350
−0.5196 −0.0462 0.1381 0.8419
−0.6495 0.6398 −0.2519 −0.3244
−0.5097 −0.5283 0.5257 −0.4298

 ,
B1 =
[
4.8012 2.3991
2.3991 1.1988
]
, B0 =
[
0.0289 0.0299
0.0299 0.0310
]
,
U1 =
[
0.6943 −0.7197
−0.7197 −0.6943
]
, D1 = 0.0599, U0 =
[
0.1699 −0.7197
−0.1761 −0.6943
]
and
P =


0.0606 0.5444 −0.8007 −0.0350
−0.0801 0.4061 0.1381 0.8419
−0.2230 0.0232 −0.2519 −0.3244
0.0064 0.7336 0.5257 −0.4298

 .
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Using Theorem 7, we have thatSp /= ∅ if and only if 1  p  3, and further
S1 =

P


1 0 zx zy
0 0 0 0
x¯z¯ 0 |x|2 x¯y
y¯z¯ 0 y¯x |y|2

P ∗
∣∣∣∣∣∣∣∣
|x|2 + |y|2 /= 0, |z| = 1


∪

P


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

P ∗

 ,
S2 =

P


1 0 ea + f c eb + f d
0 0 0 0
a¯e¯ + c¯f¯ 0 |a|2 + |c|2 a¯b + c¯d
b¯e¯ + d¯f¯ 0 b¯a + d¯c |b|2 + |d|2

P ∗
∣∣∣∣∣∣∣∣
ad − bc /= 0,
|e|2 + |f |2 = 1


∪

P


1 0 zx zy
0 0 0 0
x¯z¯ 0 |x|2 x¯y
y¯z¯ 0 y¯x |y|2

P ∗
∣∣∣∣∣∣∣∣
|x|2 + |y|2 /= 0, |z| < 1


and
S3 =

P


1 0 ea + f c eb + f d
0 0 0 0
a¯e¯ + c¯f¯ 0 |a|2 + |c|2 a¯b + c¯d
b¯e¯ + d¯f¯ 0 b¯a + d¯c |b|2 + |d|2

P ∗
∣∣∣∣∣∣∣∣
ad − bc /= 0,
|e|2 + |f |2 < 1

 .
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Appendix
The proof of Fact 2: Let U1 = (I − A−A)U. Then, by (I − A−A)2 = I −
A−A, it is easy to see that (6) holds. Now, to complete the proof, it suffices to
show that R(U1) ∩ R(A−A) = {0}. In fact, for any z ∈ R(U1) ∩ R(A−A), we can
write that z = U1x = (I − A−A)Ux and z = A−Ay for some pair of x and y, and
hence (I − A−A)Ux = A−Ay. Pre-multiplying both sides of the equation by A and
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using the definition of A−, we have Ay = 0, which implies z = 0, or equivalently,
R(U1) ∩ R(A−A) = {0}.
The proof of Fact 3: Let
A = P˜
[
˜ O
O O
]
Q˜∗
be a singular value decomposition of A. Then it is easily verified that a representation
of all generalized inverses A− of A is given by
A− = Q˜
[
˜
−1
X˜1
X˜2 X˜3
]
P˜ ∗
for any X˜1, X˜2 and X˜3. Therefore, we can assume
A−(1) = Q˜

˜−1 X˜(1)1
X˜
(1)
2 X˜
(1)
3

 P˜ ∗, A−(2) = Q˜

˜−1 X˜(2)1
X˜
(2)
2 X˜
(2)
3

 P˜ ∗.
Let
U = Q˜
[
U1
U2
]
and further
U˜ = Q˜
[
O
U2 − X˜(1)2 ˜U1
]
.
Then, by a direct computation, we have that (7) holds.
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