The paper presents a parallelization technique for the finite pointset method, a numerical method for rarefied gas flows. First we give a short introduction to the Boltzmann equation, which describes the behaviour of rarefied gas flows. The basic ideas of the finite pointset method are presented and a strategy to parallelize the algorithm will be explained. It is shown that a static processor partition leads to an insufficient load-balance of the processors. Therefore an optimized parallelization technique based on an adaptive processor partition will be introduced, which improves the efficiency of the simulation code over the whole region of interesting flow situation. Finally we present a comparison of the CPU-times between a parallel computer and a vector computer.
Introduction
The prediction of aerodynamic coefficients during the reentry phase of a spa.ce vehicle is an important part in the design of such vehicles. In addition to windtunnel measurement*s numerical methods for the calculation of rarefied gas flows become a more and more efficient tool for such a prediction. Compared to measurements the effort to build up computer programs including variable geometries is rather low. The only limit for such applications is the computati0na.l effort, mainly if it is necessary to include more physical phenomena, like vibrational energies or chemical reactions.
During the last years a lot of effort was spent to optimize the performance of such numerical methods by using the vector facilities of supercomputers. Unfortunately the effective use of the vector facilities requires data vectors of a big length; a situation, which occurs only in a small part of the whole method. As a consequence the real MFLOP-rate is always far away from the peak performance value of the supercomputer. In the following we will study the efficiency of the finite pointset method for rarefied gas flows on a parallel computer, which seems to be much more suitable for such applications. The connection between the single processors is given by a hypercube architecture. It will be shown, that the speed-up factor is near to the theoretical limit. Consequently even small parallel machines are faster than vector computers. First we introduce the mathematical problem, i.e. the Boltzmann equation, and describe shortly the finite pointset method used for the calculations. A detailed description can be found in [5] . After that we explain the strategy to parallelize the method by dividing the spatial domain into subdomains connected to a single node in the hypercube. Furthermore we discuss a method to obtain a reasonable load balance between the processors, which influence mostly the speedup factor. Finally we present the results on a nCUBE 2 parallel computer for a classical test example in rarefied gas dynamics and compare the computational times with the results on a vector computer. 
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The left side of equation (1) represents the free movement of the gas particles, which is disturbed by the collision operator J(f, f). The parameter c in front of J(f, f) is p p t ro or ional to the mean free path of the gas ensemble and gives a weight between the free flow and the collisions. In the limit E + 00 the gas is collisionfree, the so-called free molecular limit, where only the boundary c?fl can change the velocity distribution of the particles. For t + 0 the equation passes into the continuum limit, which means that the collisions occur at a timescale, which is much smaller than the macroscopic changes; the gas can be considered as a gas at equilibrium. In this case it is possible to switch to the continuum equations, like Navier-Stokes -or Euler equations. The collision operator J(f, f) d e en p d s on the collision cross section a( IV -w(, v), a function, which defines the interaction potential of a binary collision.
The most common used model for simple gases is to consider the gas atoms as hard spheres, which seems to be a sufficient assumption at high Mach numbers. In this case the function 0 is given by a( Iw -WI, 17) := c * Iw -WI,
where C is related to the diameter of the atoms.
The system is closed by an initial condition i ( x, v) at time i= 0 and a boundary condition at the boundary dR. The condition at dR is determined by a scattering kernel R(v' -+ v; t, x), which defines the velocity distribution of the outgoing particles at a point x E 6% dependend on the incoming mass flux. There exists a lot of different scattering kernels, which are more or less sufficient to describe the exact gas-surface interaction. The changes in the set of the discrete points are subjected to a rule, which is given by the time evolution of the function f and thereby by the Boltzmann equation. This kind of approximation is mathematically based on the approximation of an absolutely continuous probability measure ~1 on fi x R3 by a sum of discrete measures PN in the form
t=l N-CO where f is the density of the measure p and "w" denotes the ,weak convergence. It is out,of the scope of the paper to give a detailed description of the finite pointset method, especially of the mathematical tools to build up the method; hence we will give in the following a short description how to construct an approximating pointset and subsequently the algorithm of the finite pointset method. A complete description of the method can be found in [5] . Let ,Y be an absolutely continuous probability measure on IK with density f. Then it holds that (8) (12) and the relation holds for all testfunction cp, if the points {Zc;}&i,...,N are determined by the formula (11). F ur th er it is possible to give an error estimate for a finite number N, which is based on the quality of the uniformly distribution of the points {z;};=i,...,~. This technique is used for the numerical solution of the Boltzmann equation:
The initial condition T (5,~) is approximated by a finite pointset {&,6i}i=i,,,,,N in the same way as given by formula (11).
Then the task is to perform a time evolution of the points {zi, 8i}i=i,.,,,N, such that the set {xi(t), vi ( 
The distribution function f(t,x, ZI) is replaced by a step function on the basis of the introduced grid structure; therefore it is necessary to consider the operator I', which projects to the set of step functions on {Oi}i=r,...,K. By the discretized equation (15) where xoi denotes the characteristic function on 0;. The finite pointset method is actually used to calculate the reentry conditions of the European space shuttle HERMES at altitudes, where it is necessary to consider the Boltzmann equation for the description of the flow situation. In references [l] and [2] the reader can find, as examples, calculations, which were performed by the above described method.
3 The parallelized version of the finite pointset method
In the following section we describe the parallelization of the finite pointset method on the basis of a subdivision of the spatial domain. 1
To illustrate the strategy we will consider a classical threedimensional flow problem: the flow around a flat disc with angle of attack as shown in figure 1. and the experiment will be given in the fourth chapter. As mentioned above it is necessary to introduce a grid structure on the spatial domain, l used to perform collisions and to sample the macroscopic quantities. The cell system used for the actual computations consists of small cubes with a length smaller than the mean free path of the undisturbed gas (figure 2). Hereby the symmetry of the flowfield is taken into account.
The flat disc is centered at the origin with an angle of attack measured with respect to the x-z-plane; the incoming gas flow is parallel to the x-direction. The main parallel property of the finite pointset method is the collision procedure: collisions can occur only for particle pairs, that are located in the same cell. As a consequence the collision procedure in a single cell is independent of all others in different cells. In addition the collision process is the most time consuming part in the whole algorithm. It is obvious to use this fact as a strategy to parallelize the simulation method.
In dependence on the number of processors used during the computation, each processor is responsible for a certain number of cells to calculate the approximating pointset. Introducing such a partition one processor has to communicate with the others, if particles leave the actual processor domain during the free flow or the gas-surface interaction. Consequently it is necessary to minimize the number of particles, that cross the processor boundaries during one timestep and with that the communication times between the single processors. This is obtained by a partition as shown in figure 3: cells, which are located in the x-direction, are combined to one stick and each processor is responsible for several sticks. This division considers on the one hand the incoming gas flow in the x-direction (most of the particles move mainly with the stream velocity) on f a the other hand the scattering of particles at the flat disc.
Fig. 3: Spatial processor partition
Unfortunately, with this static partition, fixed at the beginning of the computation, it is not possible to control the load-balance of the processors: the number of points in the different processor regions, which determines the load of a single processor, can be very different.
The different particle numbers results in an insufficient load-balance and this fact is reflected by the speedup factor on a 32-node machine as shown in table 1. Since it is not possible to run the threedimensional code on a single processor the speed up factors in this paper are based on a theoretical value for the CPU-time on a single mode. The estimate is given by n C( t; -Pi), The number of particles on the different nodes is given in figure 6 . This picture corresponds to the communication times on the single nodes as shown in figure 7 . The strong dependence of the load-balance on the particle number is obvious.
To get a better load-balance on the processors and with that a higher speedup factor over the whole flow regime it is necessary to develop an adaptive method to distribute the points of the computational domain more uniformly on the processors within the computation. Such an optimized parallelization technique will be given in the next section. 
An optimized parallelization technique
In the last section it was shown, that a static processor partition leads to an insufficient load-balance and therefore to a reduced speedup factor of the parallel code. To increase the efficiency it is necessary to distribute the approximation points more uniformly on the different nodes. There exists a lot of possibilities to obtain such an optimized distribution. A very simple, but nevertheless sufficiently accurate and fast method to perform the adaptive balancing is to exchange spatial sticks of the minimal and maximal loaded processors. By reiterating the exchange up to a reasonable error bound the spatial sticks can be distributed on the nodes in such a way, that each processor handles (up to a certain error) a the same number of particles. By this procedure the local behaviour of the communication between the processor is * destroyed, but the improved load-balance overcomes this lack. In detail the adaptive balancing can be described by the following algorithm:
Let 4 be the number of processors in the hypercube, NS the total number of spatial sticks (for simplicity we assume that NJN, is an integer) MK the number of particles in the k-th stick and rij the index of the i-th stick connected to processor j 
We will achieve an optimal load-balance, if the number of particles on a single processor is equal to (or near to) the averaged number N@, where Nopi is given by
For the processors jmin and j,,, we can define an error E({nij,,,}, {~~imaz}) on the basis of an optimal load-balance by
Now we try to minimize the functional E by a simple binary exchange of sticks of processor &in and .imaz:
By exchanging the sticks, which define the extremal value of E in (27), we improve the * load-balance of the minimal and maximal loaded processor. This procedure is repeated several times starting with the calculation of jmin and j,,, given by (23) and (24) as long as the difference Ni,,, -Nimin exceed a suitable error bound 6 (i.e. (Ni,,= -Ni,,,)/N < c). Each optimization step leads to an optimal exchange between the current minimal and maximal particle numbers. This simple algorithm yields to a very effective load-balance, at the same time the effort to perform this procedure is very low. Tab. 3: CPU-times at Kn = 0.5 and 45 degree angle of attack Although the peak performance value of the vector computer VP 100 is nearly a factor 3 higher than the value of a 32-node nCUBE 2 parallel computer, the parallelized version 1 of the finite pointset method has a better real performance. Finally we present briefly a comparison between the calculated and the measured data. As mentioned in chapter 3 the most interesting quantities in the above described three dimensional testcase are the global aerodynamic characteristics. Figure 13 shows a comparison between the calculated drag coefficient (lines) and the measured data (dots), figure 14 the corresponding lift coefficient and finally figure 15 the heat transfer coefficient. The agreement between the measurements and the calculations is reasonable within a small error bound except for the lift coefficient at small angles of attack and high knudsen number, a fact which was already recognized in reference [2].
Conclusion
As shown in this paper the finite pointset method turned out to be a very efficient numerical method on parallel computers: the achieved speedup factors are near to the theoretical c limit. The strong parallelization is based on an adaptive control of the load-balance of the processors and this load-balance can be obtained by a simple optimization strategy. With this technique it is possible to obtain nearly constant speedup factors over the 'I whole transition regime between free molecular and continuum flow. As a consequence the performance turned out to be better than on a vector computer, even on small parallel machines.
With that it is possible to include more physical phenomena like chemical reactions within a reasonable computational effort. Finally, by using parallel computers, it will be possible to perform accurate calculations at the transition between rarefied and continuum flow.
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