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1. Introduction
The class of constacyclic codes plays a very signiﬁcant role in the theory of error-correcting codes.
Constacyclic codes can be eﬃciently encoded using shift registers, which explains their preferred role
in engineering. Given a nonzero element λ of the ﬁnite ﬁeld F , λ-constacyclic codes of length n are
classiﬁed as the ideals 〈 f (x)〉 of the quotient ring F [x]〈xn−λ〉 , where f (x) is a divisor of xn − λ. However,
most of the research is concentrated on the situation when the code length n is relatively prime to
the characteristic of the ﬁeld F . The case when the code length n is divisible by the characteristic p of
the ﬁeld yields the so-called repeated-root codes, which were ﬁrst studied since 1967 by Berman [4],
and then in the 1970’s and 1980’s by several authors such as Massey et al. [15], Falkner et al. [12],
Roth and Seroussi [16]. Repeated-root codes were investigated in the most generality in the 1990’s
by Castagnoli et al. [6], and van Lint [19], where they showed that repeated-root cyclic codes have
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few cases, that motivates researchers to further study this class of codes. To distinguish the two
cases, codes where the code length is relatively prime to the characteristic p of ﬁeld F are called
simple-root codes.
Over the last few years, we have been studying certain classes of repeated-root constacyclic codes
over ﬁnite ﬁelds and ﬁnite rings. The structure of binary cyclic codes of length 2s over F2m can be
considered as a special case of negacyclic codes of length 2s over the Galois ring GR(2a,m) (for a = 1)
that we obtained in 2007 [7,8]. The Hamming distances of such codes were completely obtained
in [9,10]. For odd prime p, we recently studied cyclic and negacyclic codes of length ps over Fpm
(cf. [9]), and extended it to all constacyclic codes of length ps (cf. [11, Section 3]). This paper follows
that line of research to address repeated-root constacyclic codes of length 2ps . There has been some
studies on simple-root cyclic codes of length 2ps , where the generator polynomials and Hamming
distances of minimal simple-root cyclic codes were discussed (see [1–3,17,18]). The readers interested
in simple-root minimal cyclic codes of length 2ps are referred to [1–3,17,18] and the reference cited
therein.
Hereafter, p is an odd prime. The purpose of this paper is to give the algebraic structure in term of
polynomial generators of all repeated-root constacyclic codes of length 2ps over Fpm . We ﬁrst obtain
such structures of negacyclic and cyclic codes in Sections 3 and 4. These structures also provide that
of the duals of such codes. In particular, we list all ps + 1 negacyclic self-dual codes of length 2ps
when p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even; and furthermore show that self-
dual negacyclic codes for p ≡ 3 (mod 4), m is odd, and self-dual cyclic code of length 2ps for any
odd prime p, do not exist. In Section 5, we build one-to-one correspondences via ring isomorphisms
between negacyclic and cyclic codes and constacyclic codes in general. These correspondences carry
the structures of negacyclic and cyclic codes to all constacyclic codes (Table 1). We give as examples
the structures of all constacyclic codes of length 18 over F27 (Tables 2, 3), and all constacyclic codes
of length 250 over F25 (Tables 4, 5).
2. Constacyclic codes and their duals
Let F be a ﬁnite ﬁeld. Given an n-tuple (x0, x1, . . . , xn−1) ∈ Fn , the cyclic shift τ and negashift ν on
Fn are deﬁned as usual, i.e.,
τ (x0, x1, . . . , xn−1) = (xn−1, x0, x1, . . . , xn−2),
and
ν(x0, x1, . . . , xn−1) = (−xn−1, x0, x1, . . . , xn−2).
A code C is called cyclic if τ (C) = C , and C is called negacyclic if ν(C) = C . More generally, if λ is a
nonzero element of F , then the λ-constacyclic (λ-twisted) shift τλ on Fn is the shift
τλ(x0, x1, . . . , xn−1) = (λxn−1, x0, x1, . . . , xn−2),
and a code C is said to be λ-constacyclic if τλ(C) = C , i.e., if C is closed under the λ-constacyclic
shift τλ . In light of this deﬁnition, when λ = 1, λ-constacyclic codes are cyclic codes, and when
λ = −1, λ-constacyclic codes are negacyclic codes.
Each codeword c = (c0, c1, . . . , cn−1) is customarily identiﬁed with its polynomial representation
c(x) = c0 + c1x + · · · + cn−1xn−1, and the code C is in turn identiﬁed with the set of all polynomial
representations of its codewords. Then in the ring F [x]〈xn−λ〉 , xc(x) corresponds to a λ-constacyclic shift
of c(x). From that, the following fact is well known and straightforward (cf. [13,14]).
Proposition 2.1. A linear code C of length n is λ-constacyclic over F if and only if C is an ideal of F [x]〈xn−λ〉 .
Moreover, F [x]〈xn−λ〉 is a principal ideal ring, whose ideals are generated by monic factors of x
n − λ.
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In general, we have the following well-known implication of the dual of a λ-constacyclic code.
Proposition 2.2. The dual of a λ-constacyclic code is a λ−1-constacyclic code.
Proposition 2.3. Let λ be a nonzero element of F and
a(x) = a0 + a1x+ · · · + an−1xn−1, b(x) = b0 + b1x+ · · · + bn−1xn−1 ∈ F [x].
Then a(x)b(x) = 0 in F [x]〈xn−λ〉 if and only if (a0,a1, . . . ,an−1) is orthogonal to (bn−1,bn−2, . . . ,b0) and all its
λ−1-constacyclic shifts.
Proof. Let τλ−1 denote the λ
−1-constacyclic shift for codewords of length n, i.e., for each (x0, x1, . . . ,
xn−1) ∈ Fn ,
τλ−1(x0, x1, . . . , xn−1) =
(
λ−1xn−1, x0, . . . , xn−2
)
.
Let L be the smallest positive integer such that λL = 1. Note that, for 1 j  n, 0 l L − 1,
τ
j+ln
λ−1 (bn−1,bn−2, . . . ,b0) = λ−lτ
j
λ−1(bn−1,bn−2, . . . ,b0) = λ−l
(
λ−1b j−1, . . . , λ−1b0,bn−1, . . . ,b j
)
.
Thus, τ i
λ−1 (bn−1,bn−2, . . . ,b0), i = 1,2, . . . ,nL, are all λ−1-constacyclic shifts of (bn−1,bn−2, . . . ,b0).
Let
c(x) = c0 + c1x+ · · · + cn−1xn−1 = a(x)b(x) ∈ F [x]〈xn − λ〉 .
Then for k = 0,1, . . . ,n − 1,
ck =
∑
i+ j=k
0in−1
0 jn−1
aib j +
∑
i+ j=n+k
0in−1
0 jn−1
λaib j
= (a0,a1, . . . ,ak,ak+1, . . . ,an−1) · (bk,bk−1, . . . ,b0, λbn−1, . . . , λbk+1)
= (a0,a1, . . . ,ak,ak+1, . . . ,an−1) ·
(
λ−1bk, λ−1bk−1, . . . , λ−1b0,bn−1, . . . ,bk+1
) · λ
= (a0,a1, . . . ,an−1) · τ k+1λ−1 (bn−1,bn−2, . . . ,b0) · λ.
Therefore, c(x) = 0 if and only if ck = 0 for k = 0,1, . . . ,n − 1 if and only if
(a0,a1, . . . ,an−1) · τ k+1λ−1 (bn−1,bn−2, . . . ,b0) = 0
for k = 0,1, . . . ,n − 1 if and only if (a0,a1, . . . ,an−1) is orthogonal to (bn−1,bn−2, . . . ,b0) and all its
λ−1-constacyclic shifts, as desired. 
Given a ring R , for a nonempty subset S of R , the annihilator of S , denoted by ann(S), is the set
ann(S) = { f | f g = 0, for all g ∈ S}.
If, in addition, S is an ideal of R , then ann(S) is also an ideal of R .
136 H.Q. Dinh / Finite Fields and Their Applications 18 (2012) 133–143Customarily, for a polynomial f of degree k, its reciprocal polynomial xk f (x−1) will be denoted
by f ∗ . Thus, for example, if
f (x) = a0 + a1x+ · · · + ak−1xk−1 + akxk,
then
f ∗(x) = xk(a0 + a1x−1 + · · · + ak−1x−(k−1) + akx−k
)= ak + ak−1x+ · · · + a1xk−1 + a0xk.
Note that ( f ∗)∗ = f if and only if the constant term of f is nonzero, if and only if deg( f ) = deg( f ∗).
Furthermore, by deﬁnition, it is easy to see that ( f g)∗ = f ∗g∗ . We denote A∗ = { f ∗(x) | f (x) ∈ A}. It is
easy to see that if A is an ideal, then A∗ is also an ideal. Hereafter, we will use ann∗(C) to denote
(ann(C))∗ .
Proposition 2.4. Let λ = 1 or λ = −1. Assume that C is a λ-constacyclic code of length n over F . Then the
dual C⊥ of C is ann∗(C).
Proof. Here λ = λ−1. In light of Propositions 2.2, C⊥ is a λ-constacyclic codes of length n over F , and
hence, by Proposition 2.1, both C and C⊥ are ideals of the ring F [x]〈xn−λ〉 . The assertion now follows from
Proposition 2.3. 
3. Negacyclic codes of length 2ps over Fpm
As discussed in Section 2, negacyclic codes of length 2ps over Fpm are ideals of the ring
R1 = Fpm [x]〈x2ps + 1〉 .
It is well known that R1 is a principal ideal ring, whose ideals are generated by factors of x2ps + 1
(cf. [13,14]). So we ﬁrst obtain the factorization of x2p
s + 1 into irreducible factors in Fpm [x]. Since
Fpm is a ﬁnite ﬁeld with characteristic p, x2p
s + 1 = (x2 + 1)ps .
Let ξ be a primitive (pm − 1)th root of identity so that
Fpm =
{
0, ξ, . . . , ξ p
m−2, ξ pm−1 = 1}.
Clearly, ξ
pm−1
2 = −1. So, if 4 | (pm − 1), then (ξ p
m−1
4 )2 = −1. On the other hand, if 4  (pm − 1), then
there is no element γ in Fpm such that γ 2 = −1, i.e., x2 + 1 is irreducible in Fpm [x]. Note that
4 | (pm − 1), i.e., pm ≡ 1 (mod 4), if and only if either p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and
m is even. We summarize this in the following proposition.
Proposition 3.1. Let p be an odd prime.
(i) If p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even, then there exists γ ∈ Fpm such that γ 2 = −1,
and the factorization of x2p
s + 1 into irreducible factors in Fpm [x] is
x2p
s + 1 = (x− γ )ps (x+ γ )ps .
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irreducible factors in Fpm [x] is
x2p
s + 1 = (x2 + 1)ps .
Now, we can list all negacyclic codes of length 2ps over Fpm , i.e., ideals of R1, their sizes, and
duals:
Theorem 3.2.
(i) If p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even, negacyclic codes of length 2ps over Fpm are
〈(x−γ )i(x+γ ) j〉 ⊆R1 , where 0 i, j  ps. Each code Ci, j = 〈(x−γ )i(x+γ ) j〉 contains pm(2ps−i− j)
codewords, its dual is C⊥i, j = Cps− j,ps−i = 〈(x− γ )p
s− j(x+ γ )ps−i〉.
(ii) If p ≡ 3 (mod 4) and m is odd, negacyclic codes of length 2ps over Fpm are 〈(x2 + 1)i〉 ⊆R1 , where 0
i  ps. Each code Ci = 〈(x2 +1)i〉 contains p2m(ps−i) codewords, its dual is C⊥i = Cps−i = 〈(x2 +1)p
s−i〉.
Proof. The list of negacyclic codes follows from the factorization of x2p
s + 1 into product of irre-
ducible factors in Proposition 3.1. For the duals, we see that ann(Ci, j) = 〈(x− γ )ps−i(x+ γ )ps− j〉, and
ann(Ci) = 〈(x2 +1)ps−i〉. Furthermore, (x−γ )∗ = −γ x+1 = −γ (x+γ ); (x+γ )∗ = γ x+1 = γ (x−γ );
and (x2 + 1)∗ = x2 + 1. Therefore, for p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m even
C⊥i, j = ann∗(Ci, j)
= 〈(x− γ )ps−i(x+ γ )ps− j 〉∗
= 〈[(x− γ )ps−i]∗[(x+ γ )ps− j]∗〉
= 〈[(x− γ )∗]ps−i[(x+ γ )∗]ps− j 〉
= 〈[−γ (x+ γ )]ps−i[γ (x− γ )]ps− j 〉
= 〈(x− γ )ps− j(x+ γ )ps−i 〉;
and for p ≡ 3 (mod 4), m odd
C⊥i = ann∗(Ci)
= 〈(x2 + 1)ps−i 〉∗
= 〈[(x2 + 1)ps−i]∗〉
= 〈[(x2 + 1)∗]ps−i 〉
= 〈(x2 + 1)ps−i 〉,
proving the theorem. 
Blackford [5] obtained the necessary and suﬃcient conditions for the existence of simple-root self-
dual negacyclic codes. Theorem 3.2 gives us the list of all repeated-root self-dual negacyclic codes of
length 2ps as follows.
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If p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even, there are precisely ps + 1 self-dual negacyclic
codes of length 2ps over Fpm , namely, 〈(x− γ )i(x+ γ )ps−i〉, where 0 i  ps.
Proof. First, consider p ≡ 3 (mod 4) and m is odd. By Theorem 3.2, a negacyclic codes of length
2ps over Fpm has the form Ci = 〈(x2 + 1)i〉, and its dual is C⊥i = 〈(x2 + 1)p
s−i〉. So Ci is self-dual if
and only if i = ps − i, i.e., ps = 2i, which is impossible. Now assume that p ≡ 1 (mod 4) (any m),
or p ≡ 3 (mod 4) and m is even. Then, applying Theorem 3.2, each negacyclic codes of length 2ps
over Fpm has the form Ci, j = 〈(x− γ )i(x+ γ ) j〉, and its dual is C⊥i, j = 〈(x− γ )p
s− j(x+ γ )ps−i〉. Hence,
Ci, j = C⊥i, j if and only if i + j = ps . 
4. Cyclic codes of length 2ps over Fpm
Cyclic codes of length 2ps over Fpm are ideals of the principal ideal ring
R2 = Fpm [x]〈x2ps − 1〉 .
These principal ideals are generated by factors of x2p
s − 1. Unlike the situation with negacyclic codes,
for any p, x2 − 1 is always factorizable as (x − 1)(x + 1). Hence, the factorization of x2ps − 1 into
product of monic irreducible factors in Fpm [x] is
x2p
s − 1 = (x2 − 1)ps = (x− 1)ps (x+ 1)ps .
It is also easy to see that (x + 1)∗ = x + 1, and (x − 1)∗ = −(x − 1). Therefore, a similar argument as
in Section 3 gives the list of all such cyclic codes, their sizes, and duals.
Theorem 4.1. Cyclic codes of length 2ps over Fpm are 〈(x−1)i(x+1) j〉 ⊆R2 , where 0 i, j  ps. Each code
Ci, j = 〈(x− 1)i(x+ 1) j〉 contains pm(2ps−i− j) codewords, its dual is C⊥i, j = 〈(x− 1)p
s−i(x+ 1)ps− j〉.
A direct implication is that self-dual cyclic codes of length 2ps do not exist. In order for a cyclic
code 〈(x − 1)i(x + 1) j〉 to be self-dual, we need i = ps − i and j = ps − j, i.e., ps = 2i = 2 j, which is
impossible.
Corollary 4.2. For any odd prime p, there is no self-dual cyclic code of length 2ps over Fpm .
5. All constacyclic codes of length 2ps
Let  and Θ be elements of Fpm such that there are nonzero δ, θ ∈ Fpm with  = −δ2, and
Θ = θ2. We ﬁrst consider - and Θ-constacyclic codes of length 2ps over Fpm .
Lemma 5.1. There exist 0,Θ0 ∈ Fpm such that 2p
s
0 = −−1 and Θ2p
s
0 = Θ−1 .
Proof. By the division algorithm, there exist nonnegative integers q, r such that s = qm+r and 0 r 
m−1. Let 0 = δ−p(q+1)m−s = δ−pm−r , and Θ0 = θ−p(q+1)m−s = θ−pm−r . Since ,Θ are nonzero elements
of Fpm , −p
m = −1, and Θ−pm = Θ−1. Thus, we have

2ps
0 = δ−2p
(q+1)m = −−p(q+1)m = −−1,
Θ
2ps
0 = θ−2p
(q+1)m = Θ−p(q+1)m = Θ−1,
as desired. 
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Φ : Fpm [x]〈x2ps + 1〉 −→
Fpm [x]
〈x2ps − 〉 , f (x) 
→ f (0x),
Ψ : Fpm [x]〈x2ps − 1〉 −→
Fpm [x]
〈x2ps − Θ〉 , f (x) 
→ f (Θ0x).
Then Φ and Ψ are ring isomorphisms.
Proof. For polynomials f (x), g(x) ∈ Fpm [x], f (x) ≡ g(x) (mod x2ps + 1) if and only if there is h(x) ∈
Fpm [x] such that f (x) − g(x) = h(x)(x2ps + 1), which is equivalent to
f (0x) − g(0x) = h(0x)
[
(0x)
2ps + 1]
= h(0x)
(−−1x2ps + 1)
= −−1h(0x)
(
x2p
s − ).
That means f (0x) ≡ g(0x) (mod x2ps − ). Hence, Φ is well deﬁned and one-to-one. It is readily
to see that Φ is onto and is a ring homomorphism. Therefore, Φ is a ring isomorphism. The proof
that Ψ is a ring isomorphism is similar. 
Corollary 5.3. Let A ⊆ Fpm [x]〈x2ps+1〉 and B ⊆
Fpm [x]
〈x2ps−1〉 . Then A is a negacyclic code of length 2p
s over Fpm if and
only if Φ(A) is a -constacyclic code of length 2ps over Fpm ; and B is a cyclic code of length 2ps over Fpm if
and only if Ψ (B) is a Θ-constacyclic code of length 2ps over Fpm .
Using the isomorphisms Φ and Ψ , our results about negacyclic and cyclic codes in Sections 3
and 4 can be carried over correspondingly to - and Θ-constacyclic codes:
Theorem 5.4. Assume that p is an odd prime, and ,Θ are elements of Fpm such that there are nonzero
δ, θ ∈ Fpm with  = −δ2 , and Θ = θ2 . Let 0,Θ0 be deﬁned as in Lemma 5.1.
(i) If p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even, ﬁxed an element γ ∈ Fpm such that
γ 2 = −1, -constacyclic codes of length 2ps over Fpm are 〈(0x − γ )i(0x + γ ) j〉 ⊆ Fpm [x]〈x2ps−〉 , where
0 i, j  ps. Each code 〈(0x− γ )i(0x+ γ ) j〉 contains pm(2ps−i− j) codewords.
(ii) If p ≡ 3 (mod 4) andm is odd,-constacyclic codes of length 2ps over Fpm are 〈(20x2+1)i〉 ⊆
Fpm [x]
〈x2ps−〉 ,
where 0 i  ps. Each code 〈(20x2 + 1)i〉 contains p2m(p
s−i) codewords.
(iii) Θ-constacyclic codes of length 2ps over Fpm are 〈(Θ0x−1)i(Θ0x+1) j〉 ⊆ Fpm [x]〈x2ps−Θ〉 , where 0 i, j  ps.
Each code 〈(Θ0x− 1)i(Θ0x+ 1) j〉 contains pm(2ps−i− j) codewords.
As in Section 3, let ξ be a primitive (pm − 1)th root of identity so that
Fpm =
{
0, ξ, . . . , ξ p
m−2, ξ pm−1 = 1}.
Denote
Aodd =
{
ξ i: 1 i  pm − 1, i is odd},
Aeven =
{
ξ i: 1 i  pm − 1, i is even}.
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to study all λ-constacyclic codes of length 2ps over Fpm . If λ ∈ Aeven , then λ = θ2, and the structure
of λ-constacyclic codes is given in Theorem 5.4(iii). Now, consider λ ∈ Aodd . The following provides
some key results to our investigation.
Lemma 5.5. Let λ ∈ Aodd.
(i) If p ≡ 3 (mod 4) and m is odd, there exists δ ∈ Fpm such that λ = −δ2 .
(ii) If p ≡ 1 (mod 4) (anym), or p ≡ 3 (mod 4) andm is even, then there exists λ0 ∈ Fpm such that λ = −λp
s
0 .
Furthermore, x2 + λ0 is irreducible in Fpm [x].
Proof. Since λ ∈ Aodd , λ = ξ2t+1. If p ≡ 3 (mod 4) and m is odd, then there does not exist γ ∈ Fpm
such that γ 2 = −1, hence, −1 ∈ Aodd , say −1 = ξ2k+1. Therefore
λ = ξ2t+1 = ξ2k+1ξ2t−2k = −(ξ t−k)2,
proving (i). Now assume p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even. By the division
algorithm, there exist nonnegative integers q, r such that s = qm + r and 0  r  m − 1. Let λ0 =
−λp(q+1)m−s = −λpm−r . Since λ ∈ Fpm , λpm = λ. Thus,
λ
ps
0 =
(−λp(q+1)m−s)ps = −λp(q+1)m = −λ,
i.e., λ = −λps0 . Since p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even, there is γ ∈ Fpm such
that γ 2 = −1. Thus, by our construction above,
λ0 = −λpm−r = γ 2 · λpm−r ∈ Aodd.
Suppose x2 + λ0 is reducible in Fpm , then there exists ν ∈ Fpm such that ν2 = −λ0. Hence,
λ0 = −ν2 = γ 2ν˙2 = (γ ν)2 ∈ Aeven,
which is a contradiction. Consequently, x2 + λ0 must be irreducible in Fpm . 
When p ≡ 3 (mod 4) and m is odd, Lemma 5.5(i) implies that there exists δ ∈ Fpm such that
λ = −δ2. Therefore, λ-constacyclic codes of length 2ps over Fpm are determined as in Theorem 5.4(ii).
The remaining case when p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even, can be taken care
of by using Lemma 5.5(ii).
Theorem 5.6. Assume λ ∈ Aodd and p ≡ 1 (mod 4) (any m), or p ≡ 3 (mod 4) and m is even. Let λ0 ∈ Fpm
such that λ = −λps0 , λ0 is uniquely determined as in Lemma 5.5. λ-Constacyclic codes of length 2ps over Fpm
are 〈(x2 + λ0)i〉 ⊆ Fpm [x]〈x2ps−λ〉 , where 0 i  ps. Each code 〈(x2 + λ0)i〉 contains p2m(p
s−i) codewords.
Proof. As in Lemma 5.5(ii), x2 + λ0 is irreducible in Fpm [x]. Hence, x2ps − λ factors into product of
irreducible factors in Fpm as
x2p
s − λ = x2ps + λps0 =
(
x2 + λ0
)ps
.
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λ-Constacyclic codes of length 2ps over Fpm .
λ p m λ-constacyclic codes Sizes Reference
λ ∈ Aeven any any 〈(λ0x− 1)i(λ0x+ 1) j〉, pm(2ps−i− j) Theorem 5.4(iii)
i.e., λ = θ2 where 0 i, j ps , λ0 = θ−pm−r
λ ∈ Aodd p ≡ 3 (mod 4) odd 〈(λ20x2 + 1)i〉, p2m(p
s−i) Lemma 5.5(i),
implying λ = −δ2 where 0 i ps , λ0 = δ−pm−r Theorem 5.4(ii)
λ ∈ Aodd p ≡ 1 (mod 4) any 〈(x2 + λ0)i〉, p2m(ps−i) Lemma 5.5(ii),
p ≡ 3 (mod 4) even where 0 i ps , λ0 = −λpm−r Theorem 5.6
Table 2
λ-Constacyclic codes of length 18 over F27 for λ ∈ Aeven , i.e., λ = θ2.
λ θ λ0 = θ−3 λ-constacyclic codes 0 i, j 9 Sizes
ξ2 ξ ξ−3 = ξ23 〈(ξ23x− 1)i(ξ23x+ 1) j〉 33(18−i− j)
ξ4 ξ2 ξ−6 = ξ20 〈(ξ20x− 1)i(ξ20x+ 1) j〉 33(18−i− j)
ξ6 ξ3 ξ−9 = ξ17 〈(ξ17x− 1)i(ξ17x+ 1) j〉 33(18−i− j)
ξ8 ξ4 ξ−12 = ξ14 〈(ξ14x− 1)i(ξ14x+ 1) j〉 33(18−i− j)
ξ10 ξ5 ξ−15 = ξ11 〈(ξ11x− 1)i(ξ11x+ 1) j〉 33(18−i− j)
ξ12 ξ6 ξ−18 = ξ8 〈(ξ8x− 1)i(ξ8x+ 1) j〉 33(18−i− j)
ξ14 ξ7 ξ−21 = ξ5 〈(ξ5x− 1)i(ξ5x+ 1) j〉 33(18−i− j)
ξ16 ξ8 ξ−24 = ξ2 〈(ξ2x− 1)i(ξ2x+ 1) j〉 33(18−i− j)
ξ18 ξ9 ξ−27 = ξ25 〈(ξ25x− 1)i(ξ25x+ 1) j〉 33(18−i− j)
ξ20 ξ10 ξ−30 = ξ22 〈(ξ22x− 1)i(ξ22x+ 1) j〉 33(18−i− j)
ξ22 ξ11 ξ−33 = ξ19 〈(ξ19x− 1)i(ξ19x+ 1) j〉 33(18−i− j)
ξ24 ξ12 ξ−36 = ξ16 〈(ξ16x− 1)i(ξ16x+ 1) j〉 33(18−i− j)
ξ26 = 1 ξ13 = −1 ξ−39 = ξ13 = −1 〈(ξ13x− 1)i(ξ13x+ 1) j〉 = 〈(x+ 1)i(x− 1) j〉 33(18−i− j)
Since λ-constacyclic codes of length 2ps over Fpm are ideals of 〈(x2 + λ0)i〉 ⊆ Fpm [x]〈x2ps−λ〉 , which is a
principal ideal ring, such codes are precisely 〈(x2 + λ0)i〉, where 0 i  ps . 
We summarize the structure of all λ-constacyclic codes of length 2ps over Fpm in Table 1.
Example 5.7. Consider all constacyclic codes of length 18 over F27. Here, p = 3, s = 2, and m = 3, i.e.,
we are working on all 26 classes of constacyclic codes of length 2 · 32 over F33 . Let ξ be a primitive
26th root of unity. Then
F27 =
{
0, ξ, . . . , ξ25, ξ26 = 1}= {0} ∪ Aeven ∪ Aodd,
where
Aeven =
{
ξ2, ξ4, . . . , ξ24, ξ26 = 1},
and
Aodd =
{
ξ, ξ3, . . . , ξ23, ξ25
}
.
The quotient q and remainder r when s = 2 is divided by m = 3 are q = 0 and r = 2 (2= 0 · 3+ 2). So
when λ ∈ Aeven , i.e., λ = θ2, the values of θ , λ0 = θ−pm−r = θ−3, and the structures of λ-constacyclic
codes are given in Table 2. In the case λ ∈ Aodd , note that −1 = ξ13 ∈ Aodd . Hence, λ can be expressed
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λ-Constacyclic codes of length 18 over F27 for λ ∈ Aodd , i.e., λ = −δ2.
λ δ λ0 = δ−3 λ-constacyclic codes 0 i 9 Sizes
ξ ξ7 ξ−21 = ξ5 〈(ξ10x2 + 1)i〉 36(9−i)
ξ3 ξ8 ξ−24 = ξ2 〈(ξ4x2 + 1)i〉 36(9−i)
ξ5 ξ9 ξ−27 = ξ25 〈(ξ24x2 + 1)i〉 36(9−i)
ξ7 ξ10 ξ−30 = ξ22 〈(ξ18x2 + 1)i〉 36(9−i)
ξ9 ξ11 ξ−33 = ξ19 〈(ξ12x2 + 1)i〉 36(9−i)
ξ11 ξ12 ξ−36 = ξ16 〈(ξ6x2 + 1)i〉 36(9−i)
ξ13 = −1 ξ13 = −1 ξ−39 = ξ13 = −1 〈(x2 + 1)i〉 36(9−i)
ξ15 ξ14 ξ−42 = ξ10 〈(ξ20x2 + 1)i〉 36(9−i)
ξ17 ξ15 ξ−45 = ξ7 〈(ξ14x2 + 1)i〉 36(9−i)
ξ19 ξ16 ξ−48 = ξ4 〈(ξ8x2 + 1)i〉 36(9−i)
ξ21 ξ17 ξ−51 = ξ 〈(ξ2x2 + 1)i〉 36(9−i)
ξ23 ξ18 ξ−54 = ξ24 〈(ξ22x2 + 1)i〉 36(9−i)
ξ25 ξ19 ξ−57 = ξ21 〈(ξ16x2 + 1)i〉 36(9−i)
Table 4
λ-Constacyclic codes of length 250 over F25 for λ ∈ Aeven , i.e., λ = θ2.
λ θ λ0 = θ−5 λ-constacyclic codes 0 i, j 125 Sizes
ξ2 ξ ξ−5 = ξ19 〈(ξ19x− 1)i(ξ19x+ 1) j〉 52(250−i− j)
ξ4 ξ2 ξ−10 = ξ14 〈(ξ14x− 1)i(ξ14x+ 1) j〉 52(250−i− j)
ξ6 ξ3 ξ−15 = ξ9 〈(ξ9x− 1)i(ξ9x+ 1) j〉 52(250−i− j)
ξ8 ξ4 ξ−20 = ξ4 〈(ξ4x− 1)i(ξ4x+ 1) j〉 52(250−i− j)
ξ10 ξ5 ξ−25 = ξ23 〈(ξ23x− 1)i(ξ23x+ 1) j〉 52(250−i− j)
ξ12 = −1 ξ6 ξ−30 = ξ18 〈(ξ18x− 1)i(ξ18x+ 1) j〉 52(250−i− j)
ξ14 ξ7 ξ−35 = ξ13 〈(ξ13x− 1)i(ξ13x+ 1) j〉 52(250−i− j)
ξ16 ξ8 ξ−40 = ξ8 〈(ξ8x− 1)i(ξ8x+ 1) j〉 52(250−i− j)
ξ18 ξ9 ξ−45 = ξ3 〈(ξ3x− 1)i(ξ3x+ 1) j〉 52(250−i− j)
ξ20 ξ10 ξ−50 = ξ22 〈(ξ22x− 1)i(ξ22x+ 1) j〉 52(250−i− j)
ξ22 ξ11 ξ−55 = ξ17 〈(ξ17x− 1)i(ξ17x+ 1) j〉 52(250−i− j)
ξ24 = 1 ξ12 = −1 ξ−60 = ξ12 = −1 〈(ξ12x− 1)i(ξ12x+ 1) j〉 = 〈(x+ 1)i(x− 1) j〉 52(250−i− j)
as λ = −δ2. The values of δ, λ0 = δ−pm−r = δ−3, and the structures of λ-constacyclic codes are given
in Table 3.
Example 5.8. Consider all constacyclic codes of length 250 over F25. In this situation, p = 5, s = 3,
and m = 2, i.e., we are working on all 24 classes of constacyclic codes of length 2 · 53 over F52 . Let ξ
be a primitive 24th root of unity. Then
F25 =
{
0, ξ, . . . , ξ23, ξ24 = 1}= {0} ∪ Aeven ∪ Aodd,
where
Aeven =
{
ξ2, ξ4, . . . , ξ22, ξ24 = 1},
and
Aodd =
{
ξ, ξ3, . . . , ξ21, ξ23
}
.
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λ-Constacyclic codes of length 250 over F25 for λ ∈ Aodd .
λ λ0 = −λ5 λ-constacyclic codes Sizes
0 i 125
ξ −ξ5 = ξ17 〈(x2 + ξ17)i〉 54(125−i)
ξ3 −ξ15 = ξ3 〈(x2 + ξ3)i〉 54(125−i)
ξ5 −ξ25 = ξ13 〈(x2 + ξ13)i〉 54(125−i)
ξ7 −ξ35 = ξ23 〈(x2 + ξ23)i〉 54(125−i)
ξ9 −ξ45 = ξ9 〈(x2 + ξ9)i〉 54(125−i)
ξ11 −ξ55 = ξ19 〈(x2 + ξ19)i〉 54(125−i)
ξ13 −ξ65 = ξ5 〈(x2 + ξ5)i〉 54(125−i)
ξ15 −ξ75 = ξ15 〈(x2 + ξ15)i〉 54(125−i)
ξ17 −ξ85 = ξ 〈(x2 + ξ )i〉 54(125−i)
ξ19 −ξ95 = ξ11 〈(x2 + ξ11)i〉 54(125−i)
ξ21 −ξ105 = ξ21 〈(x2 + ξ21)i〉 54(125−i)
ξ23 −ξ115 = ξ7 〈(x2 + ξ7)i〉 54(125−i)
The quotient q and remainder r when s = 3 is divided by m = 2 are q = 1 and r = 1 (as 3= 1 · 2+ 1).
When λ ∈ Aeven , i.e., λ = θ2, the values of θ , λ0 = θ−pm−r = θ−5, and the structures of λ-constacyclic
codes are given in Table 4. Note that −1 = ξ12 ∈ Aeven . Now consider the case λ ∈ Aodd . The values of
λ0 = −λpm−r = −λ5, and the structures of λ-constacyclic codes are given in Table 5.
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