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Abstract
We introduce the concept of strongly r-matrix induced (SRMI) Poisson structure, report on the
relation of this property with the stabilizer dimension of the considered quadratic Poisson tensor,
and classify the Poisson structures of the Dufour-Haraki classification (DHC) according to their
membership of the family of SRMI tensors. One of the main results of our work is a generic co-
homological procedure for SRMI Poisson structures in arbitrary dimension. This approach allows
decomposing Poisson cohomology into, basically, a Koszul cohomology and a relative cohomology.
Moreover, we investigate this associated Koszul cohomology, highlight its tight connections with
Spectral Theory, and reduce the computation of this main building block of Poisson cohomology
to a problem of linear algebra. We apply these upshots to two structures of the DHC and provide
an exhaustive description of their cohomology. We thus complete our list of data obtained in
previous works, see [MP06] and [AP07], and gain fairly good insight into the structure of Poisson
cohomology.
Key-words: r-matrix, quadratic Poisson structure, Lichnerowicz-Poisson cohomology, Koszul
cohomology, relative cohomology, Spectral Theory
MSC: 17B63, 17B56, 55N99
1 Introduction
In a graded Lie algebra (gLa) (L, [., .]), L = ⊕iL
i, any element with degree 1 that squares to 0,
generates a differential graded Lie algebra (dgLa) (L, [., .], ∂Λ), ∂Λ := [Λ, .], and a gLa H(L, [., .], ∂Λ)
in cohomology. It is interesting to note that, depending on the initial algebra, such a 2-nilpotent
degree 1 element is e.g. an associative algebra structure, a Lie algebra structure, or a Poisson struc-
ture, and the associated cohomology is the adjoint Hochschild, the adjoint Chevalley-Eilenberg, and
the Lichnerowicz-Poisson (LP) (or simply Poisson) cohomology, respectively. Let us recall that the
LP-dgLa is implemented by the shifted Grassmann algebra (X (M)[1],∧, [., .]SN), X (M) = Γ(∧TM),
of polyvectors of a manifold M , endowed with the Schouten-Nijenhuis bracket [., .]SN (whereas the
Hochschild (resp. the Chevalley-Eilenberg) dgLa is generated by the space of multilinear (resp. skew-
symmetric multilinear) mappings of the underlying vector space, endowed with the Gerstenhaber (resp.
the Nijenhuis-Richardson) graded Lie bracket).
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Alternatively, LP-cohomology can be viewed as the Lie algebroid (Lad) cohomology of the Lie
algebroid (T ∗M, {., .}, ♯) canonically associated with an arbitrary Poisson manifold (M,Λ) (usual no-
tations). The cohomology of a Lad (E → M, [[., .]], ρ) (or, equivalently, a Q-structure on a super-
manifold) is defined as the cohomology of the Chevalley-Eilenberg subcomplex of the representation
ρ : Γ(E) → Der(C∞(M)), made up by tensorial cochains. Algebraically, LP-cohomology is defined
as the adjoint Chevalley-Eilenberg cohomology of any Poisson-Lie algebra, restricted to the cochain
subspace of skew-symmetric multiderivations.
More detailed descriptions of Poisson cohomology can be found e.g. in [Lic77] or [Vai94].
Many papers on Poisson cohomology and Poisson homology, [Kos85], [Bry88], have been published
during the last decades. Cohomology of regular Poisson manifolds, [Vai90], [Xu92], (co)homology
and resolutions, [Hue90], duality, [Hue97], [Xu97], [ELW99], cohomology in low dimensions or spe-
cific cases, [Nak97], [Gin99], [Gam02], [Mon02,1], [Mon02,2], [RV02], [Roy02], [Pic05], extensions of
Poisson cohomology, e.g. Lie algebroid cohomology, Jacobi cohomology, Nambu-Poisson cohomology,
double Poisson cohomology, and graded Jacobi cohomology, [LMP97], [ILLMP01], [Mon01], [GM03],
[LLMP03], [Nak06], [PW07], are only some of the investigated problems. Let us also mention our own
works, [MP06], [AP07], in which we suggest an approach to the cohomology of the Poisson tensors of
the Dufour-Haraki classification (DHC).
In this paper, we focus on the formal LP-cohomology associated with the quadratic Poisson tensors
(QPT) Λ of Rn that read as real linear combination
Λ =
∑
i<j
αijYi ∧ Yj =:
∑
i<j
αijYij , α
ij ∈ R (1)
of the wedge products of n commuting linear vector fields Y1, . . . , Yn, such that Y1∧. . .∧Yn =: Y1...n 6= 0.
Let us recall that “formal” means that we substitute the space R[[x1, . . . , xn]] ⊗ ∧R
n of multivectors
with coefficients in the formal series for the usual Poisson cochain space X (Rn) = C∞(Rn) ⊗ ∧Rn.
Furthermore, the reader may think about QPT of type (1) as QPT implemented by a classical r-matrix
in their stabilizer for the canonical matrix action.
Hence, in Section 2, we are interested in the characterization of the QPT that are images of a
classical r-matrix. We comment on the tight relation between the fact that a QPT is induced by
an r-matrix and the dimension of its stabilizer. We prove that if the stabilizer of a given QPT Λ
of Rn contains n commuting linear vector fields Yi, such that Y1...n 6= 0, then Λ is implemented by
an r-matrix in its stabilizer, see Theorem 1. In the following, we refer to such tensors as strongly
r-matrix induced (SRMI) structures and show that any structure of the DHC decomposes into the
sum of a major SRMI structure and a small compatible (mostly exact) Poisson tensor, see Theorem
2. This decomposition constitutes the foundation of our cohomological techniques proposed in [MP06]
and [AP07]. The preceding description and the philosophy of the mentioned cohomological modus
operandi allow understanding that our splitting is in some sense in opposition to the one proven in
[LX92] that incorporates the largest possible part of the Poisson tensor into the exact term.
In [MP06], two of us developed a cohomological method in the Euclidean Three-Space that led
to a significant simplification of LP-cohomology computations for the SRMI structures of the DHC.
Section 3 of the present note aims for extension of this procedure to arbitrary dimensional vector
spaces. Nontrivial lemmata allow injecting the spaceR of “real” LP-cochains (formal multivector fields)
into a larger space P of “potential” cochains, see Theorem 3, and identifying the natural extension
to P of the LP-differential as the Koszul differential associated with n commuting endomorphisms
Xi − (divXi) id, Xi =
∑
j α
ijYj , α
ji = −αij , of the space made up by the polynomials on Rn with
some fixed homogeneous degree, Theorems 4 and 5. We then choose a space S supplementary to R in
P and show that the LP-differential induces a differential on S. Eventually, we end up with a short
exact sequence of differential spaces and an exact triangle in cohomology. It could be proven that
the LP-cohomology (R-cohomology) reduces, essentially, to the above-depicted Koszul cohomology
(P-cohomology) and a relative cohomology (S-cohomology), see Theorem 6.
In order to take advantage of these upshots, we investigate in Section 4 the Koszul cohomology
associated to n commuting linear operators on a finite-dimensional complex vector space. We prove a
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homotopy-type formula, see Proposition 8, and—using spectral properties—we show that the Koszul
cohomology is, roughly spoken, located inside (a direct sum of intersections of) the kernels of some
transformations that can be constructed recursively from the initially considered operators, Proposition
9 and Corollary 3.
In Section 5, we apply this result, gain valuable insight into the structure of the Koszul cohomol-
ogy implemented by SRMI tensors, and show that in order to compute this central part of Poisson
cohomology it basically suffices to solve triangular systems of linear equations.
Section 6 contains a full description of the LP-cohomology spaces of structures Λ3 and Λ9 of the
DHC.
Eventually, the aforementioned general upshots and our growing list of explicit data allow describing
the main LP-cohomological phenomena, see Section 7.
2 Characterization of strongly r-matrix induced Poisson struc-
tures
2.1 Stabilizer dimension and r-matrix generation
Poisson structures implemented by an r-matrix are of importance, e.g. in Deformation Quan-
tization, especially in view of Drinfeld’s method. In the following, we report on an idea regarding
generation of quadratic Poisson tensors by classical r-matrices.
Set G = GL(n,R) and g = gl(n,R). The Lie algebra isomorphism between g and the algebra
X 10 (R
n) of linear vector fields, extends to a Grassmann algebra and a graded Poisson-Lie algebra
homomorphism J : ∧g→ ⊕k
(
SkRn∗ ⊗ ∧kRn
)
. It is known that its restriction
Jk : ∧kg→ SkRn∗ ⊗ ∧kRn
is onto, but has a non-trivial kernel if k, n ≥ 2. In particular,
J3[r, r]SN = [J
2r, J2r]SN, r ∈ g ∧ g,
where [., .]SN is the Schouten-Nijenhuis bracket. These observations allow to understand that the
characterization of the quadratic Poisson structures that are implemented by a classical r-matrix, i.e.
a bimatrix r ∈ g∧ g that verifies the Classical Yang-Baxter Equation [r, r]SN = 0, is an open problem.
Quadratic Poisson tensors Λ1 and Λ2 are equivalent if and only if there is A ∈ G such that
A∗Λ1 = Λ2, where ∗ denotes the standard action of G on tensors of Rn. As J2 is a G-module
homomorphism, i.e.
A∗(J2r) = J2(Ad(A)r), A ∈ G, r ∈ g ∧ g,
the G-orbit of a quadratic Poisson structure Λ = J2r is the pointwise J2-image of the G-orbit of r.
Furthermore, representation Ad acts by graded Lie algebra homomorphisms, i.e.
Ad(A)[r, r]SN = [Ad(A)r,Ad(A)r]SN.
Hence, if Λ = J2r, where r is a classical r-matrix, the whole orbit of this quadratic Poisson tensor is
made up by r-matrix induced structures.
Of course, any quadratic Poisson tensor Λ is implemented by bimatrices r ∈ g ∧ g. In order to
determine wether the G-orbit OΛ of this tensor is generated by r-matrices, we have to take an interest
in the preimage
(J2)−1(OΛ) = ∪r∈(J2)−1ΛOr,
composed of the G-orbits Or of all the bimatrices r that are mapped on Λ by J
2. We claim that the
chances that a fiber of this bundle is located inside r-matrices are the bigger, the smaller is OΛ. In
other words, the dimension of the isotropy Lie group GΛ of Λ, or of its Lie algebra, the stabilizer
gΛ = {a ∈ g : [Λ, Ja]SN = 0}
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of Λ for the corresponding infinitesimal action, should be big enough. In addition to the ostensible
intuitive clearness of this conjecture, positive evidence comes from the fact that, in R3, the Poisson
tensor Λ = (x21 + x2x3)∂23, ∂23 := ∂2 ∧ ∂3, ∂i := ∂/∂xi, is not r-matrix induced, see [MMR02], and the
dimension of its stabilizer is dim gΛ = 2, as well as from the following theorem (we implicitly identify
stabilizer gΛ ⊂ g and the (isomorphic) Lie subalgebra J
1
gΛ = {Y ∈ X
1
0 (R
n) : [Λ, Y ]SN = 0} ⊂ X
1
0 (R
n)
of linear vector fields of Rn).
Theorem 1. Let Λ be a quadratic Poisson tensor of Rn. If its stabilizer gΛ contains n commuting
linear vector fields Yi, i ∈ {1, . . . , n}, such that Y1 ∧ . . .∧ Yn 6= 0, then Λ is implemented by a classical
r-matrix that belongs to the stabilizer, i.e. Λ = J2a, [a, a]SN = 0, a ∈ gΛ ∧ gΛ.
Proof. Let (x1, . . . , xn) be the canonical coordinates of R
n. Set ∂r = ∂xr and Yi =
∑n
r=1 ℓir∂r,
with ℓ ∈ gl(n,Rn∗). The determinant D = det ℓ does not vanish everywhere, since Y1...n = D∂1...n and
Y1...n 6= 0. At any point of the nonempty open subset Z = {x ∈ R
n, D(x) 6= 0} of Rn, the Yi form a
basis of the corresponding tangent space of Rn. Moreover, in Z, we get
∂ij = D
−2∑
k<l
(
LkiL
l
j − L
l
iL
k
j
)
Ykl =: D
−2∑
k<l
QklijYkl,
where L denotes the matrix of maximal algebraic minors of ℓ, and where Qklij ∈ S
2n−2Rn∗. Hence, if
the quadratic Poisson tensor Λ reads Λ =
∑
i<j Λ
ij∂ij , Λ
ij ∈ S2Rn∗, we have in Z,
Λ = D−2
∑
k<l
∑
i<j
ΛijQklijYkl =: D
−2∑
k<l
P klYkl,
where P kl ∈ S2nRn∗. We now prove that the rational functions D−2P kl are actually constants. Since
the Yi are commuting vector fields in gΛ, the commutation relations [Yi, Yj ] = 0 and [Λ, Yi]SN = 0,
i, j ∈ {1, . . . , n}, hold true. It follows that
Yi
(
D−2P kl
)
=
n∑
r=1
ℓir∂r
(
D−2P kl
)
= 0, i ∈ {1, . . . , n},
everywhere in Z, and, as ℓ is invertible in Z, that ∂r
(
D−2P kl
)
= 0, r ∈ {1, . . . , n}. Hence, P kl =
αklD2, αkl ∈ R, in each connected component of Z. As these components are open subsets of Rn, the
last result holds in Rn (in particular the constants αkl associated with different connected components
coincide). Eventually,
Λ =
∑
k<l
αklYkl = J
2
(∑
k<l
αklakl
)
,
where ai = (J
1)−1Yi ∈ gΛ. Since the ai are (just as the Yi) mutually commuting, it is clear that the
bimatrix r =
∑
k<l α
klakl ∈ gΛ ∧ gΛ verifies the classical Yang-Baxter equation.
Definition 1. We refer to a quadratic Poisson structure Λ that is implemented by a classical r-matrix
r ∈ gΛ∧gΛ, where gΛ denotes the stabilizer of Λ for the canonical matrix action, as a strongly r-matrix
induced (SRMI ) tensor.
2.2 Classification theorem in Euclidean Three-Space
Two concepts of exact Poisson structure—tightly related with two special cohomology classes—are
used below. Let Λ be a Poisson tensor on a smooth manifold M oriented by a volume element Ω. We
say that Λ, which is of course a LP-2-cocycle, is LP-exact (Lichnerowicz-Poisson), if
Λ = [Λ, X ]SN, X ∈ X
1(M),
[vector field X is called Liouville vector field and the cohomology class of Λ is the obstruction to
infinitesimal rescaling of Λ], and we term Λ K-exact (Koszul), if
Λ = δ(T ), T ∈ X 3(M).
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Operator δ := φ−1 ◦ d ◦ φ is the pullback of the de Rham differential d by the canonical vector space
isomorphism φ := i·Ω. Although introduced earlier, the generalized divergence δ (δ(X) = divΩX, X ∈
X 1(M)) is prevalently attributed to J.-L. Koszul. The curl vector field K(Λ) := δ(Λ) of Λ (if Ω is the
standard volume of R3 and Λ is identified with a vector field ~Λ of R3, K(Λ) coincides with the standard
curl ~∇ ∧ ~Λ) is an LP-1-cocycle (which maps a function to the divergence of its Hamiltonian vector
field, and the cohomology class of which is the well-known modular class of Λ [this class is independent
of Ω and is the obstruction to existence on M of a measure preserved by all Poisson automorphisms]
that is relevant e.g. in the classification of Poisson structures, see [DH91], [GMP93], [LX92], and in
Poincare´ duality, see [ELW99], [ILLMP01]). In Rn, n ≥ 3, a Poisson tensor Λ is K-exact, if and only
if it is “irrotational”, i.e. K(Λ) = 0, and in R3, K-exact means “function-induced”, i.e.
Λ = Πf := ∂1f ∂23 + ∂2f ∂31 + ∂3f ∂12, f ∈ C
∞(R3).
The K-exact quadratic Poisson tensors Πp of R
3, i.e. the K-exact Poisson structures that are induced
by a homogeneous polynomial p ∈ S3R3∗, represent class 14 of the DHC. The cohomology of this class
has been studied in [Pic05] (actually the author deals with structures Πp implemented by a weight
homogeneous polynomial p with an isolated singularity). Hence, class 14 of the DHC will not be
examined in the current work.
Let us also recall that two Poisson tensors Λ1 and Λ2 are compatible, if their sum is again a Poisson
structure, i.e. if [Λ1,Λ2]SN = 0.
The following theorem classifies the quadratic Poisson classes according to their membership of the
family of strongly r-matrix induced structures. Furthermore, we show that any structure reads as the
sum of a major strongly r-matrix induced tensor and a small compatible Poisson structure. On one
hand, this membership entails accessibility to the cohomological technique exemplified in [MP06], on
the other, this splitting—which, by the way, differs from the decomposition suggested in [LX92] in the
sense that we incorporate the biggest possible part of the structure into the strongly induced term—is
of particular importance with regard to the cohomological approach detailed in [AP07].
Theorem 2. Let a, b, c ∈ R and let Λi (i ∈ {1, . . . , 13}) be the quadratic Poisson tensors of the DHC,
see [DH91]. Denote the canonical coordinates of R3 by x, y, z (or x1, x2, x3) and the partial derivatives
with respect to these coordinates by ∂1, ∂2, ∂3 (∂ij = ∂i ∧ ∂j).
If dim gΛ > 3 (subscript i omitted), there are mutually commuting linear vector fields Y1, Y2, Y3,
such that
Λ = αY23 + βY31 + γY12 (α, β, γ ∈ R),
so that Λ is strongly r-matrix induced (SRMI), i.e. implemented by a classical r-matrix in gΛ∧gΛ. In the
following classification of the quadratic Poisson tensors with regard to property SRMI, we decompose
each not SRMI tensor into the sum of a major SRMI structure and a smaller compatible quadratic
Poisson tensor.
• Set Y1 = x∂1, Y2 = y∂2, Y3 = z∂3
1. Λ1 = a yz∂23 + b xz∂31 + c xy∂12 is SRMI for all values of the parameters a, b, c. More
precisely,
Λ1 = a Y23 + b Y31 + c Y12
2. Λ4 = a yz∂23 + a xz∂31 + (b xy + z
2)∂12 is not SRMI if and only if (a, b) 6= (0, 0). We have,
Λ4 = a(Y23 + Y31) + b Y12 +
1
3
Πz3
• Set Y1 = x∂1 + y∂2, Y2 = x∂2 − y∂1, Y3 = z∂3
1. Λ2 = (2ax− by)z∂23+ (bx+2ay)z∂31+ a(x
2 + y2)∂12 is SRMI for any a, b. More precisely,
Λ2 = 2a Y23 + b Y31 + a Y12
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2. Λ7 = ((2a+ c)x − by) z∂23 + (bx+ (2a+ c)y) z∂31 + a(x
2 + y2)∂12 is SRMI for all a, b, c.
More precisely,
Λ7 = (2a+ c)Y23 + b Y31 + a Y12
3. Λ8 = a xz∂23 + a yz∂31 +
(
a+b
2 (x
2 + y2)± z2
)
∂12 is not SRMI if and only if (a, b) 6= (0, 0).
We have,
Λ8 = a Y23 +
a+ b
2
Y12 ±
1
3
Πz3
• Set Y1 = x∂1 + y∂2, Y2 = x∂2, Y3 = z∂3
1. Λ3 = (2x− a y)z∂23 + a xz∂31 + x
2∂12 is SRMI for any a. More precisely,
Λ3 = 2Y23 + a Y31 + Y12
2. Λ5 = ((2a+ 1)x+ y) z∂23 − xz∂31 + a x
2∂12 (a 6= −
1
2 ) is SRMI for any a. More precisely,
Λ5 = (2a+ 1)Y23 − Y31 + a Y12
3. Λ6 = a yz∂23 − a xz∂31 −
1
2x
2∂12 is SRMI for any a. More precisely,
Λ6 = −a Y31 −
1
2
Y12
• Set Y1 = E := x∂1 + y∂2 + z∂3, Y2 = x∂2 + y∂3, Y3 = x∂3
1. Λ9 = (ax
2 − 13y
2 + 13xz)∂23 +
1
3xy∂31 −
1
3x
2∂12 is SRMI for any a. More precisely,
Λ9 = a Y23 −
1
3
Y12
2. Λ10 =
(
a y2 − (4a+ 1)xz
)
∂23 + (2a + 1)xy∂31 − (2a + 1)x
2∂12 is not SRMI if and only if
a 6= − 13 . We have,
Λ10 = −(2a+ 1)Y12 + (3a+ 1)(y
2 − 2xz)∂23
• Set Y1 = E , Y2 = x∂2, Y3 = (a x+ (3b+ 1)z)∂3
1. Λ11 =
(
a x2 + (2b+ 1)xz
)
∂23 + (b x
2 + c z2)∂12 (a = 0) is not SRMI if and only if c 6= 0.
We have,
Λ11 = Y23 + b Y12 +
c
3
Πz3
2. Λ12 =
(
a x2 + (2b+ 1)xz
)
∂23 + (b x
2 + c z2)∂12 (a = 1) is not SRMI if and only if c 6= 0.
We have,
Λ12 = Y23 + b Y12 +
c
3
Πz3
3. Λ13 =
(
a x2 + (2b+ 1)xz + z2
)
∂23 + (b x
2 + c z2 + 2xz)∂12 is not SRMI for any a, b, c. We
have,
Λ13 = Y23 + b Y12 +Π c
3 z
3+xz2
Proof. Let us first mention that the specified basic fields Y1, Y2, Y3 have been read in the stabilizers
of the considered Poisson tensors, but that we refrain from publishing the often fairly protracted
stabilizer-computations. Indeed, once the vector fields Yi are known, it is easily checked that, in the
SRMI cases, they verify the assumptions of Theorem 1. Thus the corresponding Poisson structures
are actually SRMI tensors. In order to ascertain that a quadratic Poisson structure Λ is not SRMI, it
suffices to prove that Λ /∈ J2(gΛ ∧ gΛ). This will be done thereinafter. All the quoted decompositions
can be directly verified. In most instances, the twist is obviously Poisson, so that compatibility follows.
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In the case of Λ10, the twist Λ10,II = (y
2− 2xz)∂23 is a non-K-exact Poisson structure. This is a direct
consequence of the result K(Λ10,II) = ~∇∧ ~Λ10,II = −2x∂2 − 2y∂3 6= 0 and the handy formula
[P,Q]SN = (−1)
pD(P ∧Q)−D(P ) ∧Q− (−1)pP ∧D(Q), ∀P ∈ X p(M), Q ∈ X q(M).
The statement regarding the dimension of stabilizer gΛ is obvious in view of the following main part
of this proof.
Denote by Eij (i, j ∈ {1, 2, 3}) the canonical basis of gl(3,R).
• For Λ4, if (a, b) 6= (0, 0), stabilizer gΛ4 and the image J
2(gΛ4 ∧ gΛ4) are generated by
(
1
2
E11 + E22,
1
2
E11 + E33) and yz∂23 −
1
2
xz∂31 −
1
2
xy∂12,
respectively. Hence, Λ4 is not SRMI.
• For Λ8, if (a, b) 6= (0, 0), the generators of gΛ8 and J
2(gΛ8 ∧ gΛ8) are
(E11 + E22 + E33, E12 − E21) and − xz∂23 − yz∂31 + (x
2 + y2)∂12.
So Λ8 is not SRMI.
• For Λ10, if a 6= −
1
3 , the generators are
(E11 + E22 + E33, E12 + E23) and (y
2 − xz)∂23 − xy∂31 + x
2∂12.
• For Λ11, c 6= 0, Λ12, c 6= 0, and Λ13, the generators are
(E11 + E22 + E33, E12, E32) and (−xz∂23 + x
2∂12, z
2∂23 − xz∂12).
Remarks.
• For Λ = Λi, i ∈ {11, 12, 13}, c 6= 0 if i ∈ {11, 12}, the dimension of the stabilizer is dim gΛ = 3,
whereas JgΛ ∧ JgΛ ∧ JgΛ = {0}. Hence, if the dimension of the stabilizer coincides with the
dimension of the space, the Poisson structure is not necessarily a SRMI tensor.
• For Λ10 e.g., the decomposition proved in [LX92] yields
Λ10 = −
1
3
Y12 + Π c
3 z
3+xz2+(b+ 13 )x
2z+ a3 x
3 .
3 Poisson cohomology of quadratic structures in a finite-
dimensional vector space
3.1 Koszul homology and cohomology
Let ∧ = ∧n〈~η〉 be the Grassmann algebra on n ∈ N0 generators ~η = (η1, . . . , ηn), i.e. the algebra
generated over a field F of characteristic 0 (in this work F = R or F = C) by generators η1, . . . , ηn
subject to the anticommutation relations ηkηℓ + ηℓηk = 0, k, ℓ ∈ {1, . . . , n}. Set ∧ = ⊕
n
p=0∧
p, with
obvious notations, and let ~h = (h1, . . . , hn) be dual generators: ihkηℓ = δkℓ. We also need the creation
operator eηk : ∧ ∋ ω → ηk ω ∈ ∧ and the annihilation operator ihk : ∧ ∋ ω → ihkω ∈ ∧, where
the interior product is defined as usual. Eventually, we denote by E a vector space over F and by
~X = (X1, . . . , Xn) an n-tuple of commuting linear operators on E.
Definition 2. The complex
0→ E ⊗F ∧
n → E ⊗F ∧
n−1 → . . .→ E ⊗F ∧1 → E → 0,
with differential κ ~X =
∑n
k=1Xk⊗ ihk , is the Koszul chain complex (K∗-complex) K∗( ~X,E) associated
with ~X on E. The Koszul homology group is denoted by KH∗( ~X,E).
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Definition 3. The complex
0→ E → E ⊗F ∧
1 → . . .→ E ⊗F ∧
n−1 → E ⊗F ∧n → 0,
with differential K ~X =
∑n
k=1Xk ⊗ eηk , is the Koszul cochain complex (K
∗-complex) K∗( ~X,E) associ-
ated with ~X on E. We denote by KH∗( ~X,E) the corresponding Koszul cohomology group.
Observe that commutation of the Xk and anticommutation of the ihk (resp. the eηk) entail that
κ ~X (resp. K ~X) actually squares to 0.
Example 1. It is easily checked that, if we choose F = R, E = C∞(R3), ηk = dxk (resp. ηk =
∂k = ∂xk and hk = dxk), and Xk = ∂k (k ∈ {1, 2, 3}, x1, x2, x3 canonical coordinates of R
3), the
K∗-complex (resp. the K∗-complex) is nothing but the de Rham complex (Ω(R3), d) (resp. its dual
version (X (R3), δ), see above). Note that, if we identify the subspaces Ωk(R3) of homogeneous forms
with the corresponding spaces of components E,E3, E3, E, this K∗-complex reads
0→ E
K=~∇(.)
→ E3
K=~∇∧(.)
→ E3
K=~∇·(.)
→ E → 0, (2)
with self-explaining notations.
Example 2. For F = R, E = SR3∗ = R[x1, x2, x3], ηk = ∂k, Xk = mPk (k ∈ {1, 2, 3}, Pk ∈ E
dk ,
dk ∈ N, mPk : E ∋ Q→ PkQ ∈ E), the chain spaces of the K∗-complex are the spaces of homogeneous
polyvector fields on R3 with polynomial coefficients, and anew identification with the corresponding
spaces E,E3, E3, E of components, allows to write this K∗-complex in the form
0→ E
κ=(.)~P
→ E3
κ=(.)∧~P
→ E3
κ=(.)·~P
→ E → 0, (3)
where ~P = (P1, P2, P3).
Remarks.
• Of course, the Koszul cohomology and homology complexes defined in Example 1 are exact,
expect that KH0(~∂, C∞(R3)) ≃ KH3(~∂, C∞(R3)) ≃ R.
• Let us recall that an R–regular sequence on a module M over a commutative unit ring R, is a
sequence (r1, . . . , rd) ∈ R
d, such that rk is not a zero divisor on the quotientM/〈r1, . . . , rk−1〉M ,
k ∈ {1, . . . , d}, and M/〈r1, . . . , rd〉M 6= 0. In particular, x1, . . . , xd is a (maximal length) regular
sequence on the polynomial ring R = F[x1, . . . , xd] (so that this ring has depth d).
It is well-known that the K∗-complex described in Example 2 is exact, except for surjectivity of
κ = (.) · ~P , if sequence ~P = (P1, P2, P3) is regular for R[x1, x2, x3]. For instance, if ~P = ~∇p,
where p is a homogeneous polynomial with an isolated singularity at the origin, sequence ~P is
regular, see [Pic05].
3.2 Poisson cohomology in dimension 3
Set E := C∞(R3) and identify—as above—the spaces of homogeneous multivector fields in R3,
with the corresponding component spaces: X 0(R3) ≃ X 3(R3) ≃ E and X 1(R3) ≃ X 2(R3) ≃ E3.
Let ~Λ = (Λ1,Λ2,Λ3) ∈ E
3 be a Poisson tensor and f ∈ E, ~X ∈ E3, ~B ∈ E3, T ∈ E a 0-, 1-, 2-,
and 3-cochain of the LP-complex. The following formulæ for the LP-coboundary operator ∂~Λ can be
obtained by straightforward computations:
∂0~Λf =
~∇f ∧ ~Λ,
∂1~Λ
~X = (~∇ · ~X)~Λ− ~∇( ~X · ~Λ) + ~X ∧ (~∇ ∧ ~Λ),
∂2~Λ
~B = −(~∇ ∧ ~B) · ~Λ− ~B · (~∇ ∧ ~Λ),
∂3~ΛT = 0.
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If we denote the differential detailed in Equation (2) (resp. in Equation (3) if ~P = ~Λ, in Equation (3)
if ~P = ~∇∧ ~Λ) by K (resp. κ′, κ′′), we get
∂0~Λ = κ
′K, ∂1~Λ = κ
′K −Kκ′ + κ′′, ∂2~Λ = −κ
′K − κ′′, ∂3~Λ = 0. (4)
As aforementioned, investigations are confined in this paper to quadratic Poisson tensors and
polynomial (or formal) LP-cochains. If structure ~Λ is K-exact, i.e., in view of notations due to
the elimination of the module basis of multivector fields, ~Λ = ~∇p (p ∈ S3R3∗) ⇔ ~∇ ∧ ~Λ = 0,
homology operator κ′′ vanishes. If, moreover, p has an isolated singularity (IS), not only the K∗-
complex associated with K is exact up to injectivity of K = ~∇(.), but also the K∗-complex associated
with κ′ is, see above, acyclic up to surjectivity of κ′ = (.) · ~Λ. In [Pic05], the author has computed
inter alia the LP-cohomology for a weight-homogeneous polynomial p with an IS.
Below, we describe a generic cohomological technique for SRMI Poisson tensors in a finite-
dimensional vector space. This approach extends Formulæ (4) to dimension n and reduces simul-
taneously the LP-coboundary operator ∂Λ to a single Koszul differential.
3.3 Poisson cohomology in dimension n
We denote by L the matrix of maximal minors of a matrix ℓ ∈ gl(n,Rn∗) (or of a matrix with
entries in a field F of non-zero characteristic), so Lij is the minor of ℓ obtained by cancellation of line i
and column j. More generally, if ν = {1, . . . , n}, i = (i1, . . . , im) ∈ ν
m (i1 < . . . < im, m ∈ {1, . . . , n}),
we denote by I = (I1, . . . , In−m) the complement of i in ν. If j = (j1, . . . , jm) is an m-tuple similar
to i, we denote by Lij the minor of ℓ obtained by cancellation of the lines i and the columns j, and
by Lij the minor of ℓ at the intersections of lines i and columns j. Hence, Lij = L
IJ and LIJ = L
ij.
Moreover, D = det ℓ ∈ SnRn∗ is the determinant of ℓ, L stands for the matrix of maximal minors of
L ∈ gl(n,Sn−1Rn∗), and we apply the just introduced notations Lij and Lij also to L. Eventually, as
already mentioned above, L denotes the matrix of algebraic maximal minors of ℓ.
Remark. In the following, we systematically assume that D 6= 0, i.e. that polynomial D does not
vanish everywhere.
Lemma 1. For any m ∈ {1, . . . , n − 1} and for any i = (i1, . . . , im), j = (j1, . . . , jm) as above, we
have
Lij = D
n−m−1Lij and Lij = Dm−1Lij.
The first ( resp. second ) equation also holds for m = 0 ( resp. m = n ). In this case it just means
that detL = Dn−1.
Proof. Of course, the second statement is nothing but a reformulation of the first. We prove the
first assertion by induction on m. For m = n − 1, the assertion is obvious. Indeed, the both sides
coincide with the element LIJ of L at the intersection of the line I and the column J . Assume now
that the equation holds true for 2 ≤ m ≤ n− 1 and take any i = (i1, . . . , im−1) and j = (j1, . . . , jm−1)
of length m− 1. Let im be an (arbitrary) element of (n−m+1)-tuple I. We will also have to consider
the m-tuple i = (i1, . . . , im, . . . , im−1), where the elements have of course been written in the natural
order i1 < . . . < im < . . . < im−1. The rank of im inside I and i will be denoted be rI(im) and ri(im)
respectively. Using these notations, we get
Lij = L
IJ =
∑
jm∈J
(−1)rI(im)+rJ(jm)LimjmLij.
Applying the induction assumption, we see that Lij = D
n−m−1Lij, so that
Lij = D
n−m−1 ∑
jm∈ν
(−1)rI(im)+rJ(jm)Limjm
∑
σ∈P(j)
signσ ℓi1σj1 . . . ℓimσjm . . . ℓim−1σjm−1 ,
where P(j) is the permutation group of j, and where the first sum could be extended to all jm ∈ ν,
as for jm ∈ j the last determinant vanishes. It is clear that we obtain all the permutations σ of j, if
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we assign jm to ip (p ∈ {1, . . . ,m}) and, for each choice of p, all the permutations µ ∈ P(j) to the
remaining subscripts iq. Observe that the signature of the permutation σ that associates jm with ip
and permutes j by µ, is signσ = (−1)ri(ip)−rj(jm) signµ. Hence, we get
Lij =
Dn−m−1
∑m
p=1
∑
µ∈P(j) signµ ℓi1µj1 . . . ℓ̂ipjm . . .
ℓim−1µjm−1
∑
jm∈ν(−1)
rI(im)+ri(ip)+rJ(jm)−rj(jm)ℓipjmLimjm .
Remark now that the exponent of −1 can be replaced by
ri(ip) + ri(im) + ri(im) + rI(im) + rj(jm) + rJ(jm) ∼ ri(ip) + ri(im) + im + jm.
Thus, the last sum reads (−1)ri(ip)+ri(im)
∑
jm∈ν(−1)
im+jmℓipjmLimjm . If p 6= m, this sum vanishes,
and if p = m it coincides with determinant D. Eventually, we find
Lij = D
n−m ∑
µ∈P(j)
signµ ℓi1µj1 . . . ℓ̂imjm . . . ℓim−1µjm−1 = D
n−mLij.
Definition 4. Let Yi =
∑
r ℓir∂r be n linear vector fields in R
n. Set
R = ⊕np=0R
p = ⊕np=0R[[x1, . . . , xn]]⊗ ∧
p
n〈
~∂〉
and
P = ⊕np=0P
p = D−1 ⊕np=0 R[[x1, . . . , xn]]⊗ ∧
p
n〈
~Y 〉,
where D = det ℓ and where ∧pn〈
~∂〉 and ∧pn〈~Y 〉 are the terms of degree p of the Grassmann algebras on
generators ~∂ = (∂1, . . . , ∂n) and ~Y = (Y1, . . . , Yn) respectively. Space R (resp. P) is the space of real
formal LP-cochains (resp. potential formal LP-cochains).
Remark. The space of polyvector fields Yk = Yk1...kp = Yk1 ∧ . . . ∧ Ykp (k1 < . . . < kp, p ∈ {0, . . . , n})
with coefficients in the quotients by D of formal power series in (x1, . . . , xn), is a concrete model of
space P . Indeed, observe first that these spaces are bigraded by the “exterior degree” p and the (total)
“polynomial degree”, say r. If such a polyvector field vanishes, its homogeneous terms D−1
∑
k P
krYk
(Pkr ∈ SrRn∗) vanish. If we decompose the Yi (i ∈ {1, . . . , n}) in the natural basis ∂i, we immediately
see that the sums
∑
k L
kiPkr vanish for all i = (i1, . . . , ip) (i1 < . . . < ip). Since these sums can
be viewed as the product of a matrix with polynomial entries and the column made up by the P ·r,
the column vanishes outside the vanishing set V of the homogeneous polynomial determinant of this
matrix. As the complement of (the conic closed) subset V of Rn is dense in Rn, the polynomials Pkr
vanish everywhere.
Theorem 3. (i) There is a canonical non surjective injection i : R → P from R into P.
(ii) A homogeneous potential cochain D−1
∑
k P
krYk [of bidegree (p, r)] is real if and only if the
[n!/p!(n − p)!] homogeneous polynomials
∑
k L
kiPkr [of degree p + r] are divisible by D (for p = 0
this condition means that P r be divisible by D).
Proof. Take a real cochain Cp =
∑
i ς
i∂i ∈ R
p, where, as above, i = (i1, . . . , ip), i1 < . . . < ip. As
∂j = D
−1∑
k LkjYk, we get
∂i = D
−p ∑
k1,...,kp
Lk1i1 . . .LkpipYk1...kp = D
−p ∑
k1<...<kp
 ∑
σ∈P(k)
signσLσk1 i1 . . .Lσkp ip
Yk1...kp .
If | i |=
∑p
j=1 ij , it follows from Lemma 1, that the determinant in the above bracket is given by
(−1)|i|+|k|Lki = (−1)|i|+|k|Dp−1Lki,
so that
Cp = D−1
∑
k
(∑
i
(−1)|i|+|k|Lki ς i
)
Yk,
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where the RHS is in Pp.
Point (ii) is a direct consequence of the preceding remark.
Remark. In view of this theorem, the bigrading P = ⊕np=0 ⊕
∞
r=0 P
pr, defined on P by the exterior
degree and the polynomial degree, induces a bigrading R = ⊕np=0 ⊕
∞
r=0 R
pr on R.
Consider now a quadratic Poisson tensor Λ in Rn. In the following, we assume that Λ is SRMI, and
more precisely that there are nmutually commuting linear vector fields Yi =
∑n
r=1 ℓir∂r, ℓ ∈ gl(n,R
n∗),
such that D = det ℓ 6= 0 and
Λ =
∑
i<j
αijYij (α
ij ∈ R).
Proposition 1. The determinant D = det ℓ ∈ SnRn∗ \ {0} of ℓ is the unique joint eigenvector of
the Yi with eigenvalues div Yi ∈ R, i.e., D is, up to multiplication by nonzero constants, the unique
nonzero polynomial of Rn that verifies
YiD = (div Yi)D, ∀i ∈ {1, . . . , n}.
Moreover, if D = D1D2, where D1 ∈ S
n1Rn∗ and D2 ∈ Sn2Rn∗ (n1 + n2 = n) are two polynomials
without common divisor, these factors D1 and D2 are also joint eigenvectors. If λi and µi denote their
eigenvalues, we have λi + µi = div Yi.
Proof. Set Yi =
∑
r ℓir∂r =
∑
rs a
s
irxs∂r, a
s
ir ∈ R. Note first that Yi(ℓjr) =
∑
t a
t
jrℓit, and that
[Yi, Yj ] = 0 means Yi(ℓjr) = Yj(ℓir), for all i, j, r ∈ {1, . . . , n}. If Pn denotes the permutation group of
{1, . . . , n}, we then get
YiD =
n∑
k=1
∑
σ∈Pn
signσ ℓσ11 . . . Yi(ℓσkk) . . . ℓσnn
=
n∑
k=1
∑
σ∈Pn
signσ ℓσ11 . . . Yσk(ℓik) . . . ℓσnn
=
n∑
k,t=1
atik
∑
σ∈Pn
signσ ℓσ11 . . . ℓσkt . . . ℓσnn.
This last sum vanishes if k 6= t since two columns coincide in this determinant. Eventually, we have
YiD =
(∑
k
akik
)
D = (div Yi)D.
As for uniqueness, suppose that there is another polynomial P ∈ SRn∗ \ {0}, such that YiP =
(div Yi)P , for all i ∈ {1, . . . , n}. Then Yi (P/D) = 0 in Z = {x ∈ R
n, D(x) 6= 0} and the same
reasoning as in the proof of Theorem 1 allows concluding that there exists α ∈ R∗ such that P = αD.
The assertion concerning the factorization of D is easily understood. Indeed, since ((div Yi)D1 −
YiD1)D2 = D1(YiD2) and as the polynomials D1 and D2 have no common divisor, YiD2 = PD2 and
(div Yi)D1−YiD1 = QD1, where P = Q is a polynomial. Looking at degrees, we immediately see that
P = Q is necessarily constant.
Remark. Observe that the eigenvalues div Yi, i ∈ {1, . . . , n}, cannot vanish simultaneously. Indeed,
in this case, polynomial D ∈ SnRn∗ \ {0}, n ∈ N∗, vanishes everywhere.
Definition 5. The complex
0→R0 →R1 → . . .→ Rn → 0
with differential ∂Λ = [Λ, .]SN, is the formal LP-complex of Poisson tensor Λ ∈ S
2Rn∗ ⊗ ∧2Rn. We
denote the corresponding cohomology groups by LH∗(R,Λ).
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The next theorem shows that if the cochains C ∈ R are read as C = iC ∈ P , the LP-differential
assumes a simplified shape.
Theorem 4. Set Λ =
∑
i<j α
ijYij , α
ji = −αij, and Xi =
∑
j 6=i α
ijYj.
(i) Let
C = D−1
∑
k
PkrYk ∈ P
pr
be a homogeneous potential cochain. The LP-coboundary of C is given by
∂ΛC =
∑
ki
Xi
(
D−1Pkr
)
Yi ∧ Yk = D
−1∑
ki
(Xi − δi id)(P
kr)Yi ∧ Yk ∈ P
p+1,r, (5)
where δi = divXi ∈ R.
(ii) The LP-coboundary operator ∂Λ endows P with a differential complex structure, and preserves the
polynomial degree r. This LP-complex of Λ over P contains the LP-complex (R, ∂Λ) of Λ over R as a
differential sub-complex.
Proof. Note first that if C = fY, where f a function and Y a wedge product of vector fields Yk,
we get
∂Λ(fY) = [Λ, fY]SN = [Λ, f ]SN ∧Y, (6)
since the Yk are mutually commuting. However,
[Λ, f ]SN =
∑
i<j
αij ((Yjf)Yi − (Yif)Yj) =
∑
i
(
∑
j 6=i
αij Yjf)Yi =
∑
i
(Xif)Yi. (7)
When combining Equations (6) and (7), we get the first part of Equation (5), whereas its second part
is the consequence of Proposition 1.
Corollary 1. The LP-cohomology groups of Λ over R and P are bigraded, i.e.
LH(R,Λ) = ⊕∞r=0 ⊕
n
p=0 LH
pr(R,Λ) and LH(P ,Λ) = ⊕∞r=0 ⊕
n
p=0 LH
pr(P ,Λ),
where for instance LHpr(P ,Λ) is defined by
LHpr(P ,Λ) = ker(∂Λ : P
pr → Pp+1,r)/ im(∂Λ : P
p−1,r → Ppr).
In the following we deal with the terms LP ∗r(P ,Λ) = ⊕np=0LP
pr(P ,Λ) of the LP-cohomology over
P and with the corresponding part of LP-cohomology the subcomplex R.
Theorem 5. Let Er be the real finite-dimensional vector space S
rRn∗, and let ~Xδ := (X1 −
δ1 id, . . . , Xn − δn id), δi = divXi, be the n-tuple of the commuting linear operators Xi − δi id on
Er defined in Theorem 4. The LP-cohomology space LH
∗r(P ,Λ) of Λ over P coincides with the
Koszul cohomology space KH∗( ~Xδ, Er) associated with ~Xδ on Er:
LH∗r(P ,Λ) ≃ KH∗( ~Xδ, Er).
Proof. Direct consequence of result ∂Λ =
∑
i(Xi − δi id)⊗ eYi proved in Theorem 4.
In order to study the LP-cohomology group LH .r(R,Λ) of the quadratic Poisson tensor Λ over the
formal cochain space R, we introduce a long cohomology exact sequence.
Let Spr be a complementary vector subspace ofRpr in Ppr: Ppr = Rpr⊕Spr. Space S = ⊕∞r=0⊕
n
p=0
Spr can easily be promoted into the category of differential spaces. Indeed, denote by pR and pS the
projections of P onto R and S respectively, and set for any s ∈ S,
φs = pR∂Λs, ∂˜Λs = pS∂Λs.
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Proposition 2. (i) The endomorphism ∂˜Λ ∈ EndR S is a differential on S, which has weight (1, 0)
with respect to the bigrading of S, i.e. ∂˜Λ : S
pr → Sp+1,r.
(ii) The linear map φ ∈ HomR(S,R) is an anti-homomorphism of differential spaces from (S, ∂˜Λ) into
(R, ∂Λ). Its weight with respect to the bidegree is (1, 0), i.e. φ : S
pr →Rp+1,r.
(iii) The sequence 0 → R
i
→ P
pS
→ S → 0 is a short exact sequence of homomorphisms of differential
spaces, which preserve the bidegree. It induces an exact triangle in cohomology, whose connecting
homomorphism φ♯ is canonically implemented by φ. If LH
pr(S, Λ˜) denotes the degree (p, r) term of
the cohomology space of the complex (S, ∂˜Λ), we have φ♯ : LH
pr(S, Λ˜)→ LHp+1,r(R,Λ).
(iv) The sequence
0→ LH0r(R,Λ)
i♯
→ . . .
φ♯
→ LHpr(R,Λ)
i♯
→ LHpr(P ,Λ)
(pS)♯
→ LHpr(S, Λ˜)
φ♯
→ LHp+1,r(R,Λ)
i♯
→ . . .
(pS)♯
→ LHnr(S, Λ˜)→ 0
is a long exact cohomology sequence of vector space homomorphisms.
(v) If kerpr φ♯ and im
p+1,r φ♯ denote the kernel and the image of the restricted map φ♯ : LH
pr(S, Λ˜)→
LHp+1,r(R,Λ), we have
LHpr(R,Λ) ≃ LHp−1,r(S, Λ˜)/ kerp−1,r φ♯ ⊕ LHpr(P ,Λ)/ kerpr φ♯. (8)
Proof. Statements (i) and (ii) are direct consequences of equation ∂2Λ = 0. For (iii), we only need
check that linear map φ♯ coincides with the connecting homomorphism, what is obvious. Eventually,
assertion (v) is a corollary of exactness of the long cohomology sequence.
We now identify the S-cohomology with a relative cohomology. Several concepts of relative coho-
mology can be met in literature. Below, we use the following definition.
Definition 6. Let V be a vector space endowed with a differential ∂, and letW be a ∂-closed subspace of
V . Denote by ∂ the differential canonically induced by ∂ on the quotient space V/W . The cohomology of
the differential space (V/W, ∂) is called the relative cohomology of (V,W, ∂). It is denoted by H(V,W, ∂).
Proposition 3. The cohomology induced by ∂Λ on S (i.e. the cohomology of differential space (S, ∂˜Λ))
coincides with the relative cohomology of (P ,R,Λ) (i.e. the cohomology of space (P/R, ∂Λ)):
LH(S, Λ˜) ≃ LH(P ,R,Λ).
Proof. It suffices to note that the vector space isomorphism ψ : P/R ∋ [π]→ pSπ ∈ S intertwines
the differentials ∂Λ on P/R and ∂˜Λ on S.
Remark. In view of this proposition it is clear that S-cohomology is independent of the chosen
splitting P = R⊕ S.
Theorem 6. The LP-cohomology groups of a SRMI Poisson tensor Λ, over the space R of cochains
with coefficients in the formal power series, are given by
LHpr(R,Λ) ≃ LHpr(P ,Λ)/ kerpr φ♯ ⊕ LH
p−1,r(P ,R,Λ)/ kerp−1,r φ♯,
where the above-introduced notations have been used.
Proof. Reformulation of Equation (8) and Proposition 3.
Remark.This theorem reduces computation of the formal LP-cohomology groups LHpr(R,Λ), basi-
cally to the Koszul cohomology groups LHpr(P ,Λ) ≃ KHp( ~Xδ, Er) associated to the afore-detailed
operators ~Xδ on Er = S
rRn∗ induced by the considered SRMI tensor, and to the relative cohomology
groups LHp−1,r(P ,R,Λ). It thus highlights the link between Poisson and Koszul cohomology. Let us
mention that we showed in [MP06], via explicit computations in R3, that P-cohomology (now identi-
fied as Koszul cohomology) and S-cohomology (or relative cohomology) are less intricate than Poisson
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cohomology.
The remark concerning the comparative simplicity of the P-cohomology can be easily understood.
Observe that any SRMI Poisson tensor Λ =
∑
i<j α
ijYij , α
ij ∈ R, with Yi =
∑
r ℓir∂r and ℓir ∈ R
n∗,
reads, locally in {D := det ℓ 6= 0} ⊂ {Λ 6= 0} ⊂ Rn,
Λ =
∑
i<j
αij∂sisj (α
ij ∈ R),
where (s1, . . . , sn) are local coordinates. As the Yi mutually commute, the statement is a direct
consequence of the “straightening theorem for vector fields”. For instance, for structure Λ = 2a Y23 +
b Y31 + a Y12, where Y1 = x∂1 + y∂2, Y2 = x∂2 − y∂1, Y3 = z∂3, and D = (x
2 + y2)z, see Theorem 2,
the local (non-polynomial) coordinate transformation
x = es cos θ, y = es sin θ, z = −e−t
leads to Y1 = ∂s, Y2 = ∂θ, Y3 = ∂t, and Λ = 2a∂θt + b∂ts + a∂sθ.
Hence, locally in a dense open subset of Rn, there are coordinate systems or bases in which tensor
Λ has constant coefficients. The P-cohomology LH∗r(P ,Λ) however, is the LP-cohomology in the
extended space P∗r = D−1 ⊕np=0 S
rRn∗ ⊗ ∧pn〈~Y 〉, which admits the global basis ~Y = (Y1, . . . , Yn) in
which structure Λ has constant coefficients. This is what makes P-cohomology particularly convenient.
4 Koszul cohomology in a finite-dimensional vector space
In view of the above remark regarding the basic ingredients of LP-cohomology of SRMI tensors
of Rn, we take in this section an interest in the Koszul cohomology space KH∗( ~Xλ, E) associated
to operators ~Xλ := (X1 − λ1 id, . . . , Xn − λn id) made up of commuting linear transformations ~X :=
(X1, . . . , Xn) of a finite-dimensional real vector space E and a point ~λ := (λ1, . . . , λn) ∈ R
n. However,
Koszul cohomology is known to be closely connected with Spectral Theory—a fundamental principle
of multivariate operator theory is that all essential spectral properties of operators ~X in a complex
space should be understood in terms of properties of the Koszul complex induced by ~Xλ, ~λ ∈ C
n—so
that the natural framework for investigations on Koszul cohomology is the complex setting.
Proposition 4. Let (E, ∂) be a differential space over R, and denote by (EC, ∂C) its complexification.
The complexification HC(E, ∂) of the cohomology space of (E, ∂) and the cohomology H(EC, ∂C) of
differential space (EC, ∂C), are canonically isomorphic:
H(EC, ∂C) ≃ HC(E, ∂).
Proof. Obvious.
Proposition 5. If ~X ∈ EndR(E) are commuting R-linear transformations of a real vector space E,
and if ~XC ∈ EndC(E
C) are the commuting corresponding complexified C-linear transformations of the
complexification EC of E, the following isomorphism of complex vector spaces holds:
KH∗( ~XC, EC) ≃ KH∗C( ~X,E).
Proof. In view of Proposition 4, it suffices to check that the complex K∗( ~XC, EC) is effectively the
complexification of the complex K∗( ~X,E).
This proposition allows deducing our subject for investigation, the Koszul cohomologyKH∗( ~Xλ, E)
(where ~λ is a point of Rn and where ~X is an n-tuple of commuting R-linear operators of a finite-
dimensional vector space E over R), from its more natural counterpart over the field of complex
numbers.
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Below, we use the concept of joint spectrum σ( ~X) of commuting bounded linear operators ~X =
(X1, . . . , Xn) on a complex vector space E. There are a number of definitions of such spectra in
the literature; the considered spaces E are normed spaces, Banach spaces, or Hilbert spaces. Here
we investigate Koszul cohomology in finite dimension and need the following characterizations of the
elements of the joint spectrum σ( ~X) (for a proof, we refer the reader to [BR02]):
Proposition 6. Let ~X = (X1, . . . , Xn) be an n-tuple of commuting operators on a finite-dimensional
complex vector space E. Then the following statements are equivalent for any fixed ~λ = (λ1, . . . , λn) ∈
Cn:
(a) ~λ ∈ σ( ~X)
(b) There exists a basis in E with respect to which the matrices representing the Xj are all upper-
triangular, and there exists an index q (1 ≤ q ≤ dimE), such that λj is the (q, q) entry of the
matrix representing Xj, for j ∈ {1, . . . , n}
(c) There exists an index q as in Item (b) for every basis in E with respect to which the matrices
representing the Xj are all upper-triangular
(d) There exists a nonzero vector x such that Xjx = λjx, ∀j ∈ {1, . . . , n}
(e) There do not exist Yj in the subalgebra of EndC(E) generated by id and ~X, such that
n∑
j=1
Yj(Xj − λj id) = id
In the following, we supply some results regarding Koszul cohomology spaces. We use the same
notations as above.
Proposition 7. Let ∧ = ∧n〈~η〉 be the exterior algebra on n generators ~η over a field F of characteristic
0, and let ~h be dual generators, i.e. ihkηℓ = ∂kℓ. We then have the homotopy formula
eηℓihk + ihkeηℓ = δkℓ id,
where ihk and eηℓ are the creation and annihilation operators, respectively.
Proof. Obvious.
Proposition 8. Let ~X ∈ End×n
F
(E) (resp. ~Y ∈ End×n
F
(E) ) be n commuting linear operators ~X
(resp. ~Y ) on a vector space E over F. We denote by K =
∑
ℓ Xℓ ⊗ eηℓ (resp. κ =
∑
k Yk ⊗ ihk)
the corresponding Koszul cohomology (resp. homology) operator. The following homotopy-type result
holds:
Kκ+ κK =
(∑
ℓ
YℓXℓ
)
⊗ id+
∑
kℓ
[Xℓ, Yk]⊗ eηℓihk .
Proof. Direct consequence of Proposition 7.
Proposition 9. Let ~X ∈ End×n
C
(E) be n commuting endomorphisms of a finite-dimensional complex
vector space E, and let ~λ ∈ Cn. Consider a splitting
E = E1 ⊕ E2
and denote by ij : Ej → E (resp. pj : E → Ej ) the injection of Ej into E (resp. the projection of E
onto Ej ).
If E1 is stable under the action of the operators Xℓ, i.e. p2Xℓ i1 = 0, and if ~λ is not in the joint
spectrum σ( ~X2) of the commuting operators Xℓ2 = p2Xℓ i2 ∈ EndC(E2), then any cocycle C ∈ E ⊗ ∧
of the Koszul complex K∗( ~Xλ, E), where ~Xλ = ~X − ~λ idE, is cohomologous to a cocycle C1 ∈ E1 ⊗ ∧,
with ∧ = ∧n〈~η〉.
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Proof. Observe first that if q( ~X) ∈ C[X1, . . . , Xn] ⊂ EndC(E) denotes a polynomial in the Xℓ, the
compound map q( ~X)2 = p2q( ~X)i2 coincides with the (same) polynomial q( ~X2) ∈ EndC(E2) in the Xℓ2
(⋆). Indeed, due to stability of E1, we have
p2XℓXk i2 = p2Xℓ i1 p1Xk i2 + p2Xℓ i2 p2Xk i2 = Xℓ2Xk2.
This entails in particular that the Xℓ2 commute.
As ~λ /∈ σ( ~X2), Item (e) in Proposition 6 implies that there are n operators ~Y2 in the subalgebra of
EndC(E2) generated by idE2 and ~X2, such that∑
ℓ
Yℓ2(Xℓ2 − λℓ idE2) = idE2 . (9)
Hence, for any ℓ, Yℓ2 = Qℓ( ~X2) is a polynomial in the Xk2. Set now Yℓ = Qℓ( ~X) ∈ EndC(E).
If applied to operators ~Xλ and ~Y , Proposition 8 implies that(∑
ℓ
Yℓ(Xℓ − λℓ idE)
)
⊗ id∧+
∑
kℓ
[Xℓ − λℓ idE , Yk]⊗ eηℓihk = Kκ+ κK,
where K (resp. κ) is the Koszul cohomology (resp. homology) operator associated with ~Xλ (resp. ~Y )
on E. As Yk is a polynomial in the commuting endomorphisms Xℓ, the second term on the LHS of the
preceding equation vanishes. Hence, when evaluating both sides on a cocycle C = e ⊗ w of cochain
complex K∗( ~Xλ, E), we get (
Q( ~X)(e)
)
w = Kκ(e⊗ w),
where Q( ~X) =
∑
ℓ Yℓ(Xℓ − λℓ idE) =
∑
ℓQℓ(
~X)(Xℓ − λℓ idE) is a polynomial in the Xℓ. Up to factor
w, the LHS reads
Q( ~X)(e) = p1Q( ~X)i1p1(e) + p2Q( ~X)i1p1(e) + p1Q( ~X)i2p2(e) + p2Q( ~X)i2p2(e),
where the second term of the RHS vanishes, in view of the stability of E1, and where the last term
coincides with p2(e), in view of Remark (⋆) and Equation (9). Eventually, cocycle C = e ⊗ w is
cohomologous to cocycle
C1 = C −KκC =
(
p1(e)− p1Q( ~X)i1p1(e)− p1Q( ~X)i2p2(e)
)
⊗ w ∈ E1 ⊗ ∧.
The preceding proposition allows in particular recovering the following well-known result:
Corollary 2. Consider n commuting endomorphisms ~X ∈ End×n
C
(E) of a finite-dimensional complex
vector space E, and a point ~λ ∈ Cn. Set ker ~Xλ := ∩
n
ℓ=1 ker(Xℓ − λℓ id). If dim(ker
~Xλ) = 0, the
Koszul cohomology KH∗( ~Xλ, E) is trivial, and vice versa.
Proof. It suffices to note that, due to Proposition 6, the dimensional assumption means that
~λ /∈ σ( ~X), and to apply the preceding proposition with E1 = 0. Conversely, if there exists
x ∈ ker ~Xλ \ {0}, then K ~Xλx =
∑n
ℓ=1(Xℓ − λℓ id)(x) ηℓ = 0, so that x is a nonbounding 0-cocycle.
The next consequence of Proposition 9 shows that the Koszul cohomologyKH∗( ~Xλ, E) is—roughly
spoken—made up by joint eigenvectors with eigenvalues λℓ.
Consider n commuting endomorphisms ~X =: ~X(1) ∈ End×n
C
(E) of a finite-dimensional complex
vector space E =: E(1) =: F (1), and a point ~λ ∈ Cn. For any a ∈ {2, 3, . . .}, if ker(a−1) := ker ~X(a−1)λ
and E(a) := E(a−1)/ ker(a−1), the
X
(a)
ℓ :=
(
X
(a−1)
ℓ
)♯
,
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ℓ ∈ {1, . . . , n}, defined recursively by X
(a)
ℓ =
(
X
(a−1)
ℓ
)♯
: E(a) ∋ [e(a−1)] → [X(a−1)ℓ e
(a−1)] ∈ E(a),
are again n commuting (well-defined) operators on a finite-dimensional complex vector space. We
iterate this procedure finitely many times, thus obtaining operators X
(a)
ℓ , a ∈ {1, . . . , s + 1}, until
ker(s+1) = ker ~X
(s+1)
λ = 0, or, equivalently,
~λ /∈ σ( ~X(s+1)).
In the following, we identify the operators X
(a)
ℓ with their models that arise from the choices of
supplementary subspaces F (a) of ker(a−1) in E(a−1) ≃ F (a−1), a ∈ {2, . . . , s + 1}, so that E(a) ≃
F (a) ⊂ E(a−1) ≃ F (a−1). If we denote by ia : F (a) → F (a−1) the inclusion and by pa : F (a−1) → F (a)
the canonical projection, the isomorphism E(a) ≃ F (a) is E(a) ∋ [f (a−1)] ↔ paf (a−1) ∈ F (a), and
operator X
(a)
ℓ , viewed as endomorphism of F
(a), reads
X
(a)
ℓ = paX
(a−1)
ℓ ia, (10)
since for any f (a) ∈ F (a), we have X
(a)
ℓ f
(a) = X
(a)
ℓ [f
(a)] = [X
(a−1)
ℓ f
(a)] = paX
(a−1)
ℓ iaf
(a).
Corollary 3. Let ~λ ∈ Cn be a point in Cn, and let ~X = ~X(1) ∈ End×n
C
(E) be n commuting endo-
morphisms of a finite-dimensional complex vector space E = F (1). Denote by ~X(a) ∈ End×n
C
(F (a)),
a ∈ {2, . . . , s}, the above-depicted “reduced” operators on supplementary spaces F (a), and denote by
∧ = ∧n〈~η〉 the Grassmann algebra with n generators ~η.
Any cocycle
C ∈ E ⊗ ∧
of the Koszul complex K∗( ~Xλ, E) is cohomologous to a cocycle
C1 ∈
(
ker ~X
(1)
λ ⊕ ker
~X
(2)
λ ⊕ . . .⊕ ker
~X
(s)
λ
)
⊗ ∧.
Proof. It suffices to apply Proposition 9 to the obvious splitting
E = E1 ⊕ E2 :=
(
s⊕
a=1
ker(a)
)
⊕ F (s+1).
Indeed, the operators ~X2 considered in Proposition 9 read Xℓ2 = ps+1 . . . p2Xℓi2 . . . is+1 = X
(s+1)
ℓ ,
where we used the afore-introduced notations ia and pa. Hence, the spectral condition ~λ /∈ σ( ~X2) is
satisfied by definition of s, see above. Moreover, if k(a) ∈ ker(a) ⊂ F (a), a ∈ {1, . . . , s}, we have
Xℓ k
(a) = Xℓ i2 . . . ia k
(a) = pa . . . p2Xℓ i2 . . . ia k
(a) +
a∑
b=2
πb pb−1 . . . p2Xℓ i2 . . . ia k(a). (11)
Mapping πb : F
(b−1) → ker(b−1) is the second projection associated with the decomposition F (b−1) =
F (b) ⊕ ker(b−1), so that idF (b−1) = pb + πb. In order to derive Equation (11), we utilized this upshot
for b ∈ {2, . . . , a}. The first term of the RHS of Equation (11) is X
(a)
ℓ k
(a) = λℓ k
(a) ∈ ker(a), and the
terms characterized by index b are elements of the spaces ker(b−1). Hence, space E1 = ⊕sa=1 ker
(a) is
stable under the action of the Xℓ and Proposition 9 is applicable.
Corollary 4. On the conditions of Corollary 3, if for any ℓ ∈ {1, . . . , n}, the kernel and the image
of the transformation Xℓ − λℓ id are supplementary in E, then any cocycle C ∈ E ⊗ ∧ of the Koszul
complex K∗( ~Xλ, E) is cohomologous to a cocycle C1 ∈ ker ~Xλ ⊗ ∧.
Proof. It suffices to prove that s = 1. If s 6= 1, there is a nonzero vector x ∈ ker ~X
(2)
λ ⊂ F
(2).
Then, for any k, ℓ ∈ {1, . . . , n}, (Xk − λk id)(Xℓ − λℓ id)x = (Xk − λk id)(p2Xℓi2x+ π2Xℓi2x− λℓx) =
(Xk − λk id)(π2Xℓi2x) = 0, as π2Xℓi2x ∈ ker ~Xλ. Hence, for every ℓ, we have (Xℓ − λℓ id)x ∈ ker ~Xλ ∩
im(Xℓ − λℓ id) = 0. Eventually, x ∈ (ker ~Xλ) ∩ F
(2) = 0, a contradiction.
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5 Koszul cohomology associated with Poisson cohomology
We now come back to the Koszul cohomology implemented by a SRMI tensor of Rn. Let us recall
that we deal with a SRMI tensor
Λ =
∑
j<k
αjkYjk (α
jk ∈ R),
where the Yj are n commuting linear vector fields that verify Y1...n 6= 0. The main building block of the
LP-cohomology of such a tensor has been identified as the Koszul cohomology space KH∗( ~Xδ, Er) as-
sociated to the operators ~Xδ = (X1 − δ1 id, . . . , Xn− δn id), Xj =
∑
k α
jkYk, α
kj = −αjk, δj = divXj
on the spaces Er = S
rRn∗, r ∈ N. We already pointed out that this cohomology can be deduced
from its complex counterpart KH∗( ~XCδ , E
C
r ) (see Proposition 5), which is tightly related with joint
eigenvectors and the joint spectrum of ~XC or ~XCδ (see Corollaries 2 and 3). In this section, we further
investigate the Koszul cohomology space KH∗( ~XCδ , E
C
r ). In particular, we reduce the computation of
this central part of the LP-cohomology space LH∗r(R,Λ) to essentially a problem of linear algebra,
and give a description of the spectrum of the transformations ~XCδ .
When dealing with commuting operators on a finite-dimensional complex vector space, it is natural
to use an upper-triangular representation of these transformations. The following theorem shows
that, for our endomorphisms ~XCδ of the space E
C
r = S
rCn∗ (see below), which has the possibly high
(complex) dimension N = (r + n − 1)!/[r!(n − 1)!] (if e.g. r = 10 and n = 3, this dimension equals
N = 66), the problem of finding such a representation ~XCδ ∈ gl(N,C)
×n (we denote the operators and
their representation by the same symbol) reduces to the quest for an upper-triangular representation
~a ∈ gl(n,C)×n of some commuting transformations ~a of Cn. More precisely, the aj , j ∈ {1, . . . , n},
are the commuting matrices aj = (J
1)−1Yj ∈ gl(n,R) that correspond to the commuting linear vector
fields Yj .
Proposition 10. Any basis of Cn, in which the commuting operators ~a have an upper-triangular
representation, naturally induces a basis of ECr = S
rCn∗, in which all the transformations ~XCδ are
upper-triangular.
Let us first mention that in the sequel the use of super- and subscripts is dictated by esthetic
criteria and not at all by contra- or covariance.
Proof. In the following, we denote by x = (x1, . . . , xn) (resp. z = (z1, . . . , zn)) the points of
Rn (resp. Cn) as well as their coordinates in the canonical basis (e1, . . . , en). As usual, we set
Yk =
∑
m ℓkm∂xm =
∑
mp a
mp
k xp∂xm and use notations as x
β = xβ11 . . . x
βn
n , β ∈ N
n.
The complexification ECr of
Er = S
rRn∗ = {P ∈ C∞(Rn) : P (x) =
∑
|β|=r
rβx
β (x ∈ Rn, rβ ∈ R)}
is
Er ⊕ iEr ≃ E
C
r ≃ S
rCn∗ = {P ∈ C∞(Cn) : P (z) =
∑
|β|=r
cβz
β (z ∈ Cn, cβ ∈ C)}.
It is also easily seen that the complexification Y Ck ∈ EndC(E
C
r ) of Yk ∈ EndR(Er) is the holomorphic
vector field
Y Ck =
∑
mp
ampk zp∂zm ∈ Vect
10(Cn)
of Cn.
It is well-known that the n commuting matrices aj = (J
1)−1Yj ∈ gl(n,R) can be reduced si-
multaneously to upper-triangular matrices by a unitary matrix U ∈ U(n,C). Consider any matrix
U ∈ GL(n,C) (resp. any basis (e′1, . . . , e
′
n) of C
n), such that the bj = U
−1ajU ∈ gl(n,C) are upper-
triangular (resp. in which the transformations ~a are all upper-triangular). Denote by z = (z1, . . . , zn)
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the components of the vectors z =
∑
j zje
′
j ∈ C
n in the basis (e′1, . . . , e
′
n), and let (ε
′
1, . . . , ε
′
n) be the
dual basis of this new basis. If viewed as a basis of the space ECr of degree r homogeneous polynomials
of Cn, the induced basis ε′j1 ∨ . . . ∨ ε
′
jr
, j1 ≤ . . . ≤ jr, of the space S
rCn∗ of symmetric covariant
r-tensors of Cn reads zβ , β ∈ Nn, |β| = r.
In order to find the matrices of the operators ~XCδ in this “natural” basis z
β , β ∈ Nn, |β| = r of
ECr , we range the vectors z
β according to the lexicographic order ≺ and perform the coordinate change
z = Uz, ∂z = ∂˜zz
−1
∂z in the first order linear differential operators (Xj − δj id)
C. We get
(Xj − δj id)
C =
∑
k
αjk
∑
m≤p
bmpk zp∂zm − δj id
C
=
∑
km
αjkbmmk
(
zm∂zm − id
C
)
+
∑
k
∑
m<p
αjkbmpk zp∂zm ,
since δj = divXj =
∑
km α
jkammk =
∑
km α
jkbmmk . As the image of vector z
β by operator (Xj−δj id)
C
is
(Xj − δj id)
C
z
β =
∑
km
αjkbmmk (βm − 1) z
β +
∑
k
∑
m<p
αjkbmpk βm z
β−em+ep , (12)
where zβ−em+ep ≺ zβ , the matrices of the commuting operators (Xj − δj id)C, j ∈ {1, . . . , n}, in the
basis zβ , β ∈ Nn, |β| = r, of space ECr , are all upper-triangular.
The next theorem provides a description of the joint spectrum σr( ~X
C
δ ) of the operators
~XCδ ∈
End×n
C
(ECr ).
Let B ∈ gl(n,C) be the matrix Bjk = b
kk
j made up by the diagonals of the matrices bj , see above.
Theorem 7. The joint spectrum σr( ~X
C
δ ) of the commuting operators
~XCδ ∈ End
×n
C
(ECr ) on the finite-
dimensional complex vector space ECr , is given by
σr( ~X
C
δ ) = {αBI : I ∈ (N ∪ {−1})
n, |I| = r − n} ⊂ Cn,
where |I| =
∑
j Ij denotes the length of I.
Proof. Direct consequence of Proposition 6 and Equation (12).
Remark. In Proposition 1, we showed that for all k, YkD = (div Yk)D, whereD = det ℓ ∈ En ⊂ E
C
n . It
of course follows that for all j, XCj D = XjD = (divXj)D = δj id
CD, so that ~0 = (0, . . . , 0) ∈ σn( ~X
C
δ ).
This last upshot is immediately recovered from Theorem 7.
Set Kr( ~X
C
δ ) = {I ∈ ker(αB) : I ∈ (N ∪ {−1})
n
, |I| = r−n}. Corollary 2 can then be reformulated
as follows.
Corollary 5. The Koszul cohomology KH∗( ~XCδ , E
C
r ) is acyclic if and only if Kr(
~XCδ ) = ∅.
Proof. Indeed, KH∗( ~XCδ , E
C
r ) is trivial if and only if dim(ker ~X
C
δ ) = 0, if and only if ~0 /∈ σr(
~XCδ ),
i.e. if and only if Kr( ~X
C
δ ) = ∅.
We now depict a convenient method that allows finding a basis of the space
ker ~X
C (1)
δ ⊕ ker
~X
C (2)
δ ⊕ . . .⊕ ker
~X
C (s)
δ ,
which houses the Koszul cohomology KH∗( ~XCδ , E
C
r ), see Corollary 3.
In order to simplify notations, we systematically omit in the following description superscript C.
We write e.g. ~Xδ, Er, . . . instead of ~X
C
δ , E
C
r , . . .
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Consider any basis (e1, . . . , eN) of Er that generates an upper-triangular representation T1, . . . , Tn
of the operators ~Xδ. The kernel ker ~Xδ is then described by the n triangular systems
T1Z = 0, . . . , TnZ = 0, (13)
(each one) of N homogeneous linear equations in the N complex unknowns Z = (Z1, . . . , ZN ).
As understood before, ~0 ∈ σr( ~Xδ) if and only if at least one of the lines ~T
q = (T qq1 , . . . , T
qq
n ),
q ∈ {1, . . . , N}, is ~0 = (0, . . . , 0). We refer to the number µ of such ~0–lines ~T q1 , . . . , ~T qµ , q1 < . . . < qµ,
as the multiplicity of ~0 in the spectrum σr( ~Xδ) (in the considered basis (e1, . . . , eN)). Of course, the
general solution of System (13) is a linear combination Z =
∑
j cjKj , cj ∈ C, of d = dimker
~Xδ
independent vectors Kj ∈ C
N . Let
kj = K
1
j e1 + . . .+K
qνj
j eqνj , j ∈ {1, . . . , d}, (14)
be the corresponding basis of ker ~Xδ. It can quite easily be seen—just “solve” System (13) and start
imagining a configuration that leads to the maximal dimension of the space of solutions—that d ≤ µ
and that the components K
qνj
j 6= 0 of the vectors kj with highest superscript correspond to ~0–lines
qν1 < . . . < qνd .
The N -tuple (k1, . . . , kd, e1, . . . , êqν1 , . . . , êqνd , . . . , eN) is a basis of Er, since the determinant in
the basis (e1, . . . , eN) of the permuted N -tuple (e1, . . . , k1, . . . , kd, . . . , eN ) equals K
qν1
1 . . .K
qνd
d 6= 0.
Observe that the kj are joint eigenvectors of the ~Xδ associated with eigenvalue 0. Moreover, in view
of Equation (14), every vector eqνj can be written in terms of “lower” vectors of the new basis. Hence,
the first d columns of the representative matrices T ′1, . . . , T
′
n of the operators
~Xδ in the new basis
vanish, these matrices are again upper-triangular, and the lines ~T q, q ∈ {1, . . . , N}, are unchanged up
to permutation. The matrices T ′ℓ+δℓ id ∈ gl(N,C) correspond to the operators Xℓ, ℓ ∈ {1, . . . , n}, and
their lower right submatrices (T
′
ℓ + δℓ id)
(2) ∈ gl(N − d,C) (resp. T
′(2)
ℓ ) correspond to the operators
X
(2)
ℓ (resp. X
(2)
ℓ − δℓ id
(2)), see Equation (10) and Corollary 3.
In other words, in the basis (e1, . . . , êqν1 , . . . , êqνd , . . . , eN) of a space F
(2)
r , see Corollary 3, which
is supplementary to ker ~Xδ in Er, the operators ~X
(2)
δ are represented by upper-triangular matrices
T
′(2)
1 , . . . , T
′(2)
n . Thus, the above-detailed procedure can be iterated and the general solution of another
packet of n (smaller) triangular systems of linear equations
T
′(2)
1 Z = 0, . . . , T
′(2)
n Z = 0, (15)
provides a basis k
(2)
1 , . . . , k
(2)
d2
of ker ~X
(2)
δ , et cetera.
Remarks.
• The solutions of the triangular systems of homogeneous linear equations (13), (15), ... generate
a basis of the locus
ker ~X
C (1)
δ ⊕ ker
~X
C (2)
δ ⊕ . . .⊕ ker
~X
C (s)
δ
of the Koszul cohomology space KH∗( ~XCδ , E
C
r ).
• Observe that if the bℓ = U
−1aℓU have been computed, the upper-triangular matrix representa-
tions T1, . . . , Tn of the transformations ~X
C
δ in the corresponding basis z
β , β ∈ Nn, |β| = r, of ECr
are known, see Equation (12), and explicit computations can actually be performed.
• As the multiplicity of ~0 in the spectrum of the endomorphisms ~X
C (2)
δ is µ− d, and as its multi-
plicity in the spectrum of the ~X
C (s+1)
δ vanishes, by definition of s, we get
µ = d+ d2 + . . .+ ds =
s∑
j=1
dimker ~X
C (j)
δ , (16)
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with self-explaining notations. As the RHS of this equation is independent of the considered basis,
the concept of multiplicity of a point λ ∈ Cn in the joint spectrum of commuting transformations
of a finite-dimensional vector space, makes sense. Although this result might be well-known, we
could not find it anywhere in literature.
Example 1. Consider structure Λ2 of the DHC, see Theorem 2, and assume that a 6= 0, b = 0. It is
easily checked that the matrix
U =
 0 i√2 −i√20 1√
2
1√
2
1 0 0

transforms the above-mentioned matrices aℓ simultaneously into upper-triangular matrices bℓ. A short
computation yields that the space K3t( ~X
C
δ ), t ∈ N, contains the unique point It = (t−1, t−1, t−1), so
that the multiplicity µ of ~0 in the joint spectrum σ3t( ~X
C
δ ) equals 1, see proof of Theorem 7. It follows
that the Koszul cohomology spaces KH∗( ~XCδ , E
C
3t) are not trivial, see Corollary 5. Furthermore, since
the matrices bℓ are in fact diagonal in this example, Equation (12) entails that z
t
1z
t
2z
t
3 belongs to the
kernel ker3t ~X
C
δ of operators
~XCδ in space E
C
3t. If we take into account Equation (16), we see that
ker3t ~X
C
δ = Cz
t
1z
t
2z
t
3 and that the reduced operators ~X
C (j)
δ , j ∈ {2, . . . , s}, do not exist, i.e. that
s = 1. Hence, and since the change to canonical coordinates is z = Uz, see proof of Proposition 10,
the cohomology space KHp( ~XCδ , E
C
3t), p ∈ {0, 1, 2, 3}, t ∈ N, is located inside
z
t
1z
t
2z
t
3
⊕
j1<...<jp
CYj1...jp = (z
2
1 + z
2
2)
tzt3
⊕
j1<...<jp
CYj1...jp .
This rather easily obtained upshot is in accordance with the results of [MP06] (modulo slight changes
in definitions and notations [e.g. the roles of parameters a and b are exchanged]).
Example 2. For structure Λ3 of the DHC and parameter value a = 0, depending on the value of r,
the multiplicity of ~0 in the spectrum σr( ~X
C
δ ) equals 0 or 1—and computations are similar to those of
the preceding example—, except in the case r = 3, which generates multiplicity 3. Since for Λ3 the
matrices aℓ are lower-triangular, a coordinate change z ↔ z is not necessary and it can easily be seen
that we have s = 3 and
ker3 ~X
C
δ = Cz
2
1z3, ker3
~X
C (2)
δ = Cz1z2z3, ker3
~X
C (3)
δ = Cz
2
2z3.
The corresponding cohomological upshots are part of the computation of the LP-cohomology of Λ3
that we detail in the next section.
Remark. Remember that the operators Xi are defined by Xi =
∑
j α
ijYj , with α
ji = −αij . Hence,
matrix α ∈ gl(n,R) is skew-symmetric, and detα vanishes for odd n. Of course, the corresponding
non-trivial linear combination
∑
i ciα
i∗ = 0, induces a non-trivial combination
∑
i ciXi = 0 of the
Xi (and the Xi − δi id), which is significant in computations. In the even dimensional (n = 2m,m ∈
{2, 3, . . .}) maximal rank (rkα = n) case, the Koszul cohomology KH∗( ~XCδ , E
C
r ) has the following
simple description. If (in even dimension n) detα 6= 0, then⊕
r∈N
KH0( ~XCδ , E
C
r ) = CD,
where D denotes the complex clone of det ℓ, and, for any r 6= n and any p ∈ {1, . . . , n}, the cohomology
spaceKHp( ~XCδ , E
C
r ) vanishes. We do not detail the proof that is, roughly, along the lines of Proposition
1. If r = n, the situation is more complicated and new elements of ker ~X
C (1)
δ ⊕ker
~X
C (2)
δ ⊕. . .⊕ker
~X
C (s)
δ
may enter the play.
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6 Cohomology spaces of structures Λ3 and Λ9
We already pointed out that the LP-cohomology (orR-cohomology) of SRMI tensors can be deduced
from a Koszul cohomology (P-cohomology) and a relative cohomology (S-cohomology), see Theorem
6, Theorem 5, and Proposition 3.
The involved Koszul cohomology has been studied in the last section. We particularized our upshots
by means of (pertinent) examples, see Examples 1 and 2, Section 5.
Within the cohomology computations of SRMI tensors of the DHC, S-cohomology has so far been
determined “by hand”. In the majority of cases, the LP-cohomology operator respects, in addition
to the degrees p and r, a partial polynomial degree k (e.g. the coboundary operator associated with
Λ3 respects the partial degree in x = x1, y = x2), so that we can decompose space S
pr into smaller
spaces Spkr (made up by the elements of S
pr that have partial degree k), see [MP06]. The cohomology
operator of structure Λ9 however, does not respect any additional degree. The S-cohomology of Λ9 is
therefore quite intricate.
Theorem 6 leads to the following cohomological upshots for structures Λ3 and Λ9. No proofs will
be given (for a description of an application of the technique, see [MP06]).
Theorem 8. If a 6= 0, the cohomology spaces of structure Λ3 are
LH0∗(R,Λ3) = R,
LH1∗(R,Λ3) = RY1 + RY2 + RY3,
LH2∗(R,Λ3) = RY23 ⊕ RY31 ⊕ R(2yz∂31 + y2∂12),
LH3∗(R,Λ3) = R ∂123 ⊕ R y2z ∂123,
where the Yi are those defined in Theorem 2.
Theorem 9. If a 6= 0, the cohomology spaces of structure Λ9 are
LH0∗(R,Λ9) = R,
LH1∗(R,Λ9) = RY1 + RY2 + RY3,
LH3∗(R,Λ9) = ⊕r∈NRzr∂123,
and
LH2∗(R,Λ9) = ⊕r∈NH2r ,
where
H20 = R∂23, H
2
1 = RC
0
1 , H
2
3 = RC
2
1 ,
H22 = Rx
2∂23 + Rxz(∂23 − 2
−1∂31) + R(xz∂12 − z2∂23)
+R(yz∂12 + (−27a
2x2 − 9axz + 3ay2 − z2)∂31),
H2r+1 = RC
r
1 + RC
r
2 , r ≥ 3,
with
Cr1 = −a(xz
r + ry2zr−1)∂12 + (9a2xyr + a(3r − 1)(r + 1)−1zr+1)∂23
+ayzr∂31
and
Cr2 = (−a(r − 2)y
4zr−3 + y2zr−1)∂12
+(9a2xy2zr−2 − 9ar−1xzr + 3a(r − 3)(r − 1)−1y2zr−1 − 3(r − 1)r−1(r + 1)−1zr+1)∂23
+(6a(r − 1)−1xyzr−1 − ay3zr−2 − r−1yzr)∂31,
where the Yi are those defined in Theorem 2 ( and where the terms that contain a power of x, y, or z
with a negative exponent are ignored ).
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7 Cohomological phenomena
Let us outline the most important cohomological phenomena.
Consider a SRMI Poisson structure Λ =
∑
i<j α
ijYij .
It is easily checked that the curl vector field of Λ, see Section 2, is given by K(Λ) =
∑
i δiYi,
δi = divXi, Xi =
∑
j α
ijYj . Consequently, K-exactness is (in R
n, n ≥ 3) equivalent with divergence-
freeness. Note now that the 0–cohomology space LH0∗(R,Λ) of Λ, or space Cas(Λ) of Casimirs of Λ,
coincides with the kernel ker ~X , see Equation 5. Hence, in view of Proposition 1, for a K-exact tensor,
Dp = (det ℓ)p is a joint eigenvector of the Xi with eigenvalues p δi = 0, i.e. D
p ∈ ker ~X. It follows
that, for K-exact SRMI Poisson tensors,
⊕p∈NRDp ⊂ LH0∗(R,Λ) = Cas(Λ).
As for the 1–cohomology space LH1∗(R,Λ), let us first remark that the stabilizer gΛ, viewed as
a Lie subalgebra of linear vector fields X 10 (R
n), is made up by 1-cocycles (by definition) that do not
bound (degree argument), i.e.
gΛ ⊂ LH
1∗(R,Λ).
Moreover, as LP-cohomology is an associative graded commutative algebra, the classes of the
cocycles in
Cas(Λ)⊗ ∧pgΛ,
0 ≤ p ≤ n, are “preferential” LP-cohomology classes. Such classes massively appear in the LP-
cohomology of SRMI tensors of the DHC, see [MP06], and of twisted SRMI tensors, see [AP07].
However, two other types of classes systematically appear in LP-cohomology.
1. The classes of type I originate from P-cohomology. In fact, roughly spoken, the locus ker ~X
C (1)
δ ⊕
ker ~X
C (2)
δ ⊕ . . . ⊕ ker
~X
C (s)
δ of the Koszul cohomology associated with the considered Poisson
cohomology generates in some cases nonbounding cocycles in R-cohomology. For instance, for
structure Λ7, the rational functions D
′ γ2 z−1, D′ = x2+y2, γ ∈ 2N∗, induce the classesD′
γ
2 z−1Y3,
Y3 = z∂3, in space LH
1∗(R,Λ7).
2. The classes of type II are due to S-cohomology. Indeed, let s be a cochain in space S, which
is supplementary to R in P . It happens that ∂Λs ∈ R. Then, ∂Λs—a coboundary of a cochain
from the outside of R—is typically a nonbounding cocycle in R.
We refer to these two types of cohomology classes as “singular classes”, since some of their coeffi-
cients are polynomials on the singular locus of the considered Poisson tensor.
Let us finally briefly comment on the impact of LP- and K-exactness on the structure of LP-
cohomology. If tensor Λ, or part of this tensor, is LP-exact, see Section 2, some elements of space
∧2gΛ may be bounding cocycles. For instance, part Y12 of structure Λ3 of the DHC is LP-exact
and disappears in the second cohomology space, see Theorem 8. Hence, LP-exactness impoverishes
LP-cohomology. In view of the above remark on Casimir functions and the observations made in
earlier works, we know that K-exactness significantly enriches the cohomology. Therefore, richness of
LP-cohomology depends in some sense on the distance of the Poisson tensor to LP- and K-exactness.
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