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Abstract
By applying Rohlin’s result on the classification of homomorphisms
of Lebesgue space, the random inertial manifold of a stochastic damped
nonlinear wave equations with singular perturbation is proved to be ap-
proximated almost surely by that of a stochastic nonlinear heat equa-
tion which is driven by a new Wiener process depending on the sin-
gular perturbation parameter. This approximation can be seen as the
Smolukowski–Kramers approximation as time goes to infinity. How-
ever, as time goes infinity, the approximation changes with the small
parameter, which is different from the approximation on a finite inter-
val.
Keywords Random inertial manifold, singularly perturbed stochastic wave
equation, Lebesgue space, homomorphism,
Mathematics Subject Classifications (2000) 60F10, 60H15, 35Q55.
1 Introduction
The motion of particles in a continuum with a stochastic force W˙ , by New-
ton’s law, is assumed to be described by the following stochastically forced
damped wave equation (swe) [7]
νuνtt(t, x) + u
ν
t (t, x) = ∆u
ν + f(uν(t, x)) + σWt(t, x), t > 0 , x ∈ D , (1)
uν(0, x) = u0 , u
ν
t (0, x) = u1 , u(t, x) = 0 , x ∈ ∂D . (2)
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Here we consider the problem on a one dimensional bounded spatial do-
main and for simplicity we assume the domain D = (0, pi), W is a Wiener
process defined on a complete probability space (Ω,F , {Ft}t∈R,P) which is
determined later. The small parameter ν > 0 characterises the density of
particles.
The Smolukowski–Kramers approximation of infinite dimension [7] states
that on any finite time interval [0, T ], for 0 < ν ≪ 1 , the solution uν to
the swe (1)–(2) is approximated by the solution of the following stochastic
nonlinear heat equation (she)
ut(t, x) = ∆u(t, x) + f(u(t, x)) + σWt(t, x) , x ∈ D , (3)
u(0, x) = u0 , u(t, x) = 0 , x ∈ ∂D , (4)
in the sense that
lim
ν→0
P
{
sup
0≤t≤T
‖uν(t)− u(t)‖L2(D) ≥ δ
}
= 0 (5)
for any δ > 0 . Here we give an almost sure approximation for the random
dynamics of the swe (1)–(2); that is, we consider the approximation of
the long time behaviour of uν for small ν. We call this the Smolukowski–
Kramers approximation for the swe (1)–(2) as t→∞ . For this we consider
the approximation of random inertial manifold to swe (1) for small ν > 0 .
Random invariant manifolds are very important in modelling random
dynamics of a stochastic system [22, e.g.], especially infinite dimensional
systems [2, 12, 13, 17, 25, 21, e.g.]. For example, Wang and Roberts [26]
showed one way to view spatial discretisations of spdes as a stochastic slow
invariant manifold. Duan et al. [12, 13] generalized deterministic methods
to construct a random invariant manifold for stochastic partial differential
equations with multiplicative noise. Roberts [21] established approximations
to stochastic slow invariant manifold models of nonlinear reaction-diffusion
spdes. Then some subsequent work constructed random invariant mani-
folds for a stochastic wave equation [16, 17, e.g.]. We apply the Lyapunov–
Perron method for stochastic partial differential equations [13] to construct
a random invariant manifold for the swe (1)–(2) for any fixed ν > 0 and
a random invariant manifold for the she (8)–(4). Notice that the noises
in systems (1)–(2) and (8)–(4) are additive: to apply the Lyapunov–Perron
method to spdes with additive noise, we need a stationary solution to trans-
form the spdes to a random differential system (14) [13]. Then a random
invariant manifold to this stationary solution can be constructed [13]. How-
ever, for a nonlinear stochastic system, more detailed estimates on solutions
is required to ensure the existence of a stationary solution [10, 11] and such a
stationary solution is difficult to be written out explicitly; we do this trans-
form by introducing stationary solutions of some linear systems, which are
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written out explicitly, see section 3. For the swe (1)–(2) we introduce the
stationary solution z∗ν solving the linear system
νzνtt + z
ν
t = ∆z
ν + W˙ . (6)
and for the she (8)–(4) we introduce z∗ solving the linear system
zt = ∆z + W˙ . (7)
Using these stationary processes z∗ν and z∗, we transform the spdes to
random differential equations and show that this leads to the exact random
invariant manifold of the spdes (Theorem 6). Such a transformation is
frequently invoked in research on spdes [16, 17, e.g.]; we verify rigorously
the effectiveness of this transformation.
One big difficulty in approximating the random invariant manifolds of
the swe (1)–(2) by that of the she (8)–(4), is that second order derivatives
in time of uν and u cannot be treated path-wise in the usual phase space.
The difficulty for uν can be overcame by the introduction of z∗ν . However,
because z∗t cannot be treated as continuous process, we cannot overcome this
difficulty for u by this transformation. Fortunately, by Rohlin’s classification
of homomorphisms on Lebesgue space (Appendix B), as the distribution
of z∗(θtω) is the same as that of z∗ν(θtω) (Appendix A), there is a measure
preserving mapping ψν (Appendix B) on the probability space (Ω,F ,P) such
that
z∗(ψνθtω) = z∗ν(θtω).
So we can consider z∗(ψνθtω) instead of z∗(θtω). Our result (Theorem 11)
on random invariant manifolds implies that the approximate system is
u˜νt (t, x) = ∆u˜
ν(t, x) + f(u˜ν(t, x)) + σW νt (t, x), (8)
where the Wiener process W ν(t, x) = ψνW (t, x). This approximating result
also shows that, different from the Smolukowski–Kramers approximation on
finite time interval, as t → ∞ , for small ν > 0 and almost all ω ∈ Ω , the
solution uν(t, x, ω) to swe (1) is approximated by u(t, x, ψνω), the solution
to she (8) on the ψνω path. Such transitions of the random parameter ω
also appears in approximations of the random invariant manifold for slow-
fast stochastic system [27]. However, the transition of ψν here is difficult to
be defined explicitly. This is left for future research.
Similar to the analysis of deterministic wave equations [9], we here intro-
duce the change of variables (22) and a new inner product on the phase space
(section 4). Because of this change of variables, we restrict the nonlinearity
to satisfy f(0) = 0 , which was also needed for the analysis of deterministic
wave equations [9]. Our results generalise the deterministic results [9].
There has been some research on the approximation of the swe (1)–(2)
as ν → 0 on finite time intervals [7, 8]. But there has been little research on
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the approximation of the long time behaviour of the swe (1)–(2). However,
recent research gave an approximation for the long time behaviour in an
almost sure sense [18] and distribution [24] in the special case σ =
√
ν .
2 Preliminary
Denote by L2(D) the set of square integrable functions on (0, pi), and denote
by 〈·, ·〉 the usual inner product, ‖ · ‖ the norm on L2(D). We also denote
by H10 (D) the usual Sobolev space W
1,2
0 (D) [1].
Let A = ∆ with zero Dirichlet boundary condition on (0, pi). Then the
operator A generates a strongly continuous semigroup eAt, t ≥ 0 , on L2(D).
Denote the eigenvalues of −A by λk = k2, k = 1, 2, . . . , and the correspond-
ing eigenfunctions {ek} which forms a standard orthogonal basis in L2(D).
The nonlinearity f : R → R is Lipschitz continuous with Lipschitz con-
stant Lf , and then there is a constant C > 0 such that
|f(ξ)| ≤ C(1 + |ξ|) for any ξ ∈ R . (9)
Furthermore, we assume
LF ≤
√
λ1 . (10)
The above condition ensures the existence of a unique stationary solution
to stochastic wave equations (1)–(2) [3].
The Wiener process {W (t, x)}t∈R is assumed to be a two sided, L2(D)-
valued, Q-Wiener process with covariance operator Q satisfying
TrQ <∞. (11)
For our purpose we assume the probability space (Ω,F , {Ft}t,P) be the
canonical probability space with Wiener measure P [2]. To be more precise,
W is the identity on Ω, with
Ω =
{
w ∈ C(R, L2(D)) : w(0) = 0} .
Let θt : (Ω,F , {Ft}t∈R,P) → (Ω,F , {Ft}t∈R,P) be a metric dynamical sys-
tem (driven system), that is,
• θ0 = id,
• θtθs = θt+s for all s, t ∈ R ,
• the map (t, ω) 7→ θtω is measurable and θtP = P for all t ∈ R .
On this canonical probability space Ω, we choose θt to be the Wiener shift [2]
θtω(·) = ω(·+ t)− ω(t), t ∈ R , ω ∈ Ω0 , (12)
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which preserves the Wiener measure P on Ω . Furthermore, θt is ergodic un-
der Wiener measure P. Write W (t, x) as W (t, x, ω) to show the dependence
on ω ∈ Ω , then
W (·, x, θtω) =W (·+ t, x, ω)−W (t, x, ω).
In this view, the stochastic wave equation (1)–(2) is driven by θt.
3 Random invariant manifold for stochastic evo-
lutionary equation
Random invariant manifold theory for stochastic evolutionary equations (sees)
has been developed in lots of research [4, 6, 12, 13, 5, 2, e.g.]. Here we just
recall some basic concepts and results.
Let H be a separable Hilbert space with norm ‖ · ‖H and inner prod-
uct 〈·, ·〉H . We consider a stochastic process {ϕ(t)}t≥0 defined on the prob-
ability space (Ω,F , {Ft}t,P)
Definition 1. A stochastic process {ϕ(t)}t≥0 is called a random dynamical
system (rds) over metric dynamical system (Ω,F , {Ft}t,P, {θt}t) if ϕ is
(B[0,∞)×F × B(H),B(H))-measurable
ϕ : R+ × Ω×H → H
(t, ω, x) 7→ ϕ(t, ω, x)
and for almost all ω ∈ Ω
• ϕ(0, ω) = id (on H);
• ϕ(t + s, ω, x) = ϕ(t, θsω,ϕ(s, ω, x)) for all t, s ∈ R+, x ∈ H (cocycle
property).
If ϕ(t, ω, ·) : H → H is continuous, {ϕ(t)}t≥0 is called a continuous rds.
Definition 2. A random set M(ω) is called invariant for rds ϕ if
ϕ(t, ω,M(ω)) ⊂M(θtω), for any t ≥ 0 .
If an invariant setM(ω) is represented by a Lipschitz or Ck mapping h(·, ω) :
H1 → H2 with H = H1⊕H2 such that M(ω) = {ξ + h(ξ, ω) : ξ ∈ H1}, then
we call M(ω) a Lipschitz or Ck invariant manifold. Furthermore, if H1 is
finite dimensional and M(ω) attracts exponentially all the orbits of ϕ, then
we call M(ω) a random stochastic inertial manifold of ϕ.
For our purpose we consider the rds defined by the following abstract
evolutionary equation with additive noise
ut = Au+ F (u) + σW˙ , u(0) = u0 ∈ H . (13)
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Here F : H → H is globally Lipschitz continuous with Lipschitz con-
stant LF , W is an H valued Wiener process with trace class covariation
operator on H. Furthermore A : D(A) ⊂ H → H is a linear operator which
generates a strongly continuous semigroup {eAt}t≥0 on H, which can be
extended to a group {eAt}t∈R on H . We assume the following exponential
dichotomy.
Condition 3. With exponents β < α < 0 , and bound K > 0, there exists a
continuous projection P on H such that
1. PeAt = eAtP , t ∈ R.
2. the restriction eAt|R(P ), t ≥ 0, is an isomorphism of the range R(P )
of P onto itself, and we denote eAt for t < 0 the inverse map;
3. • ‖eAtPx‖H ≤ Keαt‖x‖H , t ≤ 0 , and
• ‖eAt(I − P )x‖H ≤ Keβt‖x‖H , t ≥ 0 .
By the assumption we have the following theorem.
Theorem 4. Assume Condition 3, then the see (13) has a unique station-
ary solution u∗(t, ω) = u∗(θtω).
Remark 1. There has been lots of research on the existence and uniqueness
of stationary solution to stochastic evolutionary equations [10, 11, 15, e.g.].
Here the assumption on α < 0 is not essential; for α > 0 the above theorem
also holds provided the Lipschitz constant LF is small enough [14].
Suppose u∗(t, ω) = u∗(θtω) is a stationary solution of the see (13). We
construct a random invariant manifold to the stationary solution u∗. To do
this we transform the see (13) to a random dynamical system [13]. Define
U = u− u∗, then
Ut = AU + F (u)− F (u∗(θtω)), U(0) = U0 ∈ H . (14)
Notice the above system has a unique stationary solution U = 0 . For
any U0 ∈ H , there is a unique solution Φ(t, ω)U0 to equation (14) and
{Φ(t, ω)}t≥0 defines a continuous random dynamical system on H [13, e.g.].
Then by the Lyapunov–Perron method for random evolutionary equations [13],
we have the following theorem.
Theorem 5. Choose η < 0 such that spectral gap condition
KLF
(
1
α− η +
1
η − β
)
< 1 ,
holds, then there exists a Lipschitz random invariant manifold for see (13),
which is given by
M(ω) = {(ξ, h(ξ, ω)) + u∗(ω) : ξ ∈ PH},
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where h : PH → QH is a Lipschitz continuous mapping with Lipschitz
constant Lh and h(0) = 0 . Moreover, if
KLF
(
1
α− η +
1
η − β
)
+K2LhLF
1
α− η < 1 , (15)
then M(ω) is a random inertial manifold for the see (13). Furthermore,
if F ∈ C1(H,H), then the random invariant manifold is also C1, that is,
h ∈ C1(PH,QH).
The Lyapunov–Perron method gives an expression of h : PH → QH
as h(ξ, ω) = QU¯(0, ξ) for ξ ∈ PH with U¯ being the unique solution of the
following integral equation
U¯(t, ξ) = eAt(ξ − Pu∗) +
∫ t
0
eA(t−s)P [F (u¯(s))− F (u∗(s))] ds
+
∫ t
−∞
eA(t−s)Q[F (u¯(s))− F (u∗(s))] ds (16)
in the Banach space
C−η,H =
{
u ∈ C((−∞, 0];H) : sup
t≤0
e−ηt‖u(t)‖ <∞
}
(17)
with norm
|u|C−
η,H
= sup
t≤0
e−ηt‖u(t)‖ .
However, directly constructing an explicit expression to a stationary solu-
tion for a nonlinear spde is very difficult. So we use another transformation.
Define the stationary process z∗(t, ω) = z∗(θtω) that solves the linear spde
zt = Az + W˙ . (18)
Then z∗(ω) =
∫ 0
−∞ e
−AsdW (s, ω) and
z∗(t, ω) = eAt
∫ 0
−∞
e−AsdW (s) +
∫ t
0
eA(t−s)dW (s). (19)
Introduce V = u− z∗, then
Vt = AV + F (V + z
∗(θtω)), V (0) = V0 ∈ H . (20)
Then V ∗ = u∗ − z∗ is the unique stationary solution to equation (20). Sim-
ilarly for any V0 ∈ H , there is a unique solution Ψ(t, ω)V0 to equation (20)
and {Ψ(t, ω)}t≥0 defines a continuous random dynamical systems on H. By
the Lyapunov–Perron method [13], we also have a random invariant mani-
fold M˜(ω), and then M˜(ω) + z∗(ω) is a random invariant manifold for the
see (13). The following theorem establishes that this random invariant
manifold coincides with M(ω) in Theorem 5.
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Theorem 6.
M(ω) = M˜(ω) + z∗(ω).
Proof. By the Lyapunov–Perron method for a random dynamical system [13],
the random dynamical system Ψ(t, ω) defined by the random evolutionary
equation (20) has a random invariant manifold M˜(ω) = {(ξ−Pz∗(0), h˜(ξ, ω)) :
ξ ∈ PH} where h˜(ξ, ω) = QV˜ (0, ξ) and where V˜ is the unique solution of
the integral equation
V˜ (t, ξ) = eAt(ξ − Pz∗(0)) +
∫ t
0
eA(t−s)PF (V˜ (s) + z∗(s)) ds
+
∫ t
−∞
eA(t−s)QF (V˜ (s) + z∗(s)) ds
in space C−η,H . Since the stationary solution V
∗(ω) lies on this random
invariant manifold, choosing ξ = Pu∗(0), we have V˜ (t, Pu∗(0)) = V ∗(t, ω).
Then by the expression for z∗,
u∗(t, ω) = V˜ (t, Pu∗(0)) + z∗(t)
= eAtPu∗(ω) +
∫ t
0
eA(t−s)PF (u∗(s)) ds +
∫ t
0
eA(t−s)PdW (s)
+
∫ t
−∞
eA(t−s)QF (u∗(s)) ds +
∫ t
−∞
eA(t−s)QdW (s)
and
u∗(ω) = u∗(0, ω) = Pu∗(ω) +
∫ 0
−∞
e−AsQF (u∗(s)) ds +
∫ 0
−∞
e−AsQdW (s).
(21)
Notice that by the integral equation (16), the solution u¯ to the see (13)
with initial value u¯(0) = (ξ, h(ξ, ω)) + u∗(ω) is
u¯(t) = U¯(t) + u∗(t)
= eAtξ +
∫ t
0
eA(t−s)PF (u¯(s)) ds +
∫ t
−∞
eA(t−s)QF (u¯(s)) ds + u∗(t)
− eAtPu∗ −
∫ t
0
eA(t−s)PF (u∗(s)) ds −
∫ t
−∞
eA(t−s)QF (u∗(s)) ds .
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Rewrite the last three terms in the above equality and by (21)
eAt
[
Pu∗ +
∫ 0
−∞
e−AsQF (u∗(s)) ds +
∫ 0
−∞
e−AsQdW (s)
]
+
∫ t
0
eA(t−s)F (u∗(s)) ds +
∫ t
0
eA(t−s)dW (s)
−
∫ t
−∞
eA(t−s)QdW (s)−
∫ t
0
eA(t−s)PdW (s)
= u∗(t, ω)−
∫ t
−∞
eA(t−s)QdW (s)−
∫ t
0
eA(t−s)PdW (s).
Then we have
u¯(t) = eAtξ +
∫ t
0
eA(t−s)PF (u¯(s)) ds +
∫ t
−∞
eA(t−s)QF (u¯(s)) ds
+
∫ t
−∞
eA(t−s)QdW (s) +
∫ t
0
eA(t−s)PdW (s)
= V˜ (t, ξ) + z∗(t).
The proof is complete.
The above theorem shows that if the see (13) has a unique stationary
solution u∗, then the random invariant manifold M(ω) to the stationary
solution u∗ can be derived from the random invariant manifold M˜(ω) to V ∗,
the stationary solution of (20), by the transformation V = u− z∗.
4 Random invariant manifold for SWEs
We construct a random inertial invariant manifold for the swe (1)–(2) with
fixed parameter ν > 0 .
By the result of Wang and Lv [24], there is a stationary solution (u∗ν , u∗νt ) ∈
H10 (D) × L2(D). Furthermore, this stationary solution is unique provided
the Lipschitz inequality (10) holds [3]. By the discussion at the end of the
last section, we use the transformation u¯ν = uν − z∗ν , and for technical
reasons we make the change of variables
u¯νt = −
1
2ν
u¯ν +
1
ν
v¯ν and U¯ν = (u¯ν , v¯ν). (22)
The above change of variables is similar to that for the deterministic wave
equation [9] and to that in previous research on stochastic wave equa-
tions [16, 17]. For convenience, we give a simple description of the con-
struction of the random inertial manifold. By the definition of U¯ν we have
a random differential equation
U¯νt (t, ω) = CU¯
ν(t, ω) + F (U¯ν(t, ω), θtω) (23)
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where
C =
[ − 12ν 1ν
1
4ν +A − 12ν
]
, F (U¯ν , ω) =
[
0
f(u¯ν + z∗ν)
]
.
We apply Theorem 5 and Theorem 6 to construct a random invariant man-
ifold for equation (23) based upon a stationary solution (u∗ν , u∗νt ).
We first state some facts on the linear operator C. Let E = H10 (D) ×
L2(D) and N > 0 be an integer. Set
E11 = span
{[
ek
0
]
,
[
0
ek
]
: k = 1, . . . , N
}
E22 = span
{[
ek
0
]
,
[
0
ek
]
: k = N + 1, N + 2, . . .
}
.
It is evident that E = E11 ⊕ E22, that E11 is orthogonal to E22 by the
orthogonality of {ek}, and that dimE11 = 2N . Moreover, both E11 and E22
are invariant subspaces of the operator C.
Since the eigenvalues of A are −k2 with corresponding eigenvectors ek,
k = 1, 2, . . . , by restricting C to E11, the eigenvalues of C|E11 are
λ±k =
−1±√1− 4νk2
2ν
, k = 1, 2, . . . , N ,
with corresponding eigenvectors
e±k =
[
ek
±
√
1−4νk2
2 ek
]
, k = 1, 2, . . . , N .
Let
E1 = span{e+k : k = 1, . . . , N}, E−1 = span{e−k : k = 1, . . . , N}.
By this definition E11 = E1⊕E−1, and E1 and E−1 are invariant subspaces
of the operator C. Let P1 and P−1 be the corresponding spectral projec-
tions [20] and P22 be the unique orthogonal projection onto E22. Then there
exist a decomposition E = E1⊕E−1⊕E22 with projections P1, P−1, P22 re-
spectively. Note that E1 is not orthogonal to E−1. To overcome this we
invoke an equivalent inner product on E, as defined for the deterministic
wave equations [19], to ensure E1 is orthogonal to E−1.
Let Ui = (ui, vi), i = 1, 2 , be two elements of E or E11, E22. Assume
1
2
√
ν
> N + 1, and define the new inner products on E11 and E22 as
〈U1, U2〉E11 = 〈νAu1, u2〉+
1
4
〈u1, u2〉+ 〈v1, v2〉,
〈U1, U2〉E22 = 〈−Au1, u2〉+
(
1
4ν
− 2(N + 1)2
)
〈u1, u2〉+ 〈v1, v2〉,
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where 〈·, ·〉 is the usual inner product of L2(D). Define the new inner product
on E by
〈U, V 〉E = 〈U11, V11〉E11 + 〈U22, V22〉E22
where U = U11 + U22 and V = V11 + V22 with Uii, Vii ∈ Eii, i = 1, 2 . The
corresponding norm is denoted by ‖ · ‖E .
Since 1
2
√
ν
> N + 1 , 〈·, ·〉E11 is equivalent to the usual inner prod-
uct on E11, and 〈·, ·〉E22 is equivalent to the usual inner product on E22.
Hence the new inner product 〈·, ·〉E is equivalent to the usual inner product
on E [19].
In terms of this new inner product, by the orthogonality of sin kx, direct
methods verify that E−1 ⊥ E22 and E1 ⊥ E22. Moreover, E1 ⊥ E−1. Let
E2 = E−1 ⊕ E22, then E1 ⊥ E2.
By the definition of the new inner product, for U = (0, v) ∈ E ,
‖U‖E = ‖v‖L2(D), (24)
and for any U = (u, v) ∈ E ,
‖U‖E ≥
√
1
4
− ν(N + 1)2‖u‖L2(D) . (25)
Let C1, C2, C−1, C22 denote C|E1 , C|E2 , C|E−1 , C|E22 , respectively. Then
similar to Mora’s bounds [19],
‖eC1t‖ ≤ eλ+N t for t ≤ 0 , (26)
‖eC−1t‖ ≤ eλ−N t for t ≥ 0 , (27)
‖eC22t‖ ≤ eλ+N+1t for t ≥ 0 . (28)
By the bounds (27) and (28), we have
‖eC2t‖ ≤ eλ+N+1t for t ≥ 0 .
For the nonlinearity F , in terms of the new norm, by (24) and (25),
‖F (U¯1, ω)− F (U¯2, ω)‖E = ‖f(u¯1 + z∗ν)− f(u¯2 + z∗ν)‖L2(D)
≤ Lf‖u¯1 − u¯2‖L2(D)
≤ Lf√
1
4 − ν(N + 1)2
‖U¯1 − U¯2‖E
≤ 3Lf‖U¯1 − U¯2‖E .
So F is Lipschitz with respect to U¯ and the Lipschitz constant is independent
of ν provided the parameter ν is small.
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Notice that by choosing α = λ+N , β = λ
+
N+1 and η = (λ
+
N + λ
+
N+1)/2 ,
for ν > 0 small enough, the gap condition (15) in Theorem 5 holds. Then a
similar discussion to that by Liu [16] and Lu & Schmalfuß [17] leads to the
following theorem.
Theorem 7. There exists ν0 > 0 such that for any ν ∈ (0, ν0), there is an N -
dimensional inertial manifold M¯νE(ω) for equation (23), which is represented
by
M¯νE(ω) = {(ξ, hν(ξ, ω)) : ξ ∈ E1}
with
hν(·, ω) : E1 → E2
being Lipschitz continuous. Moreover, if f ∈ C1(L2(D), L2(D)), then the
random invariant manifold is C1, that is hν ∈ C1(E1, E2).
For our purposes we need some estimates of the solution on the ran-
dom invariant manifold M¯νE(ω). For U¯ν0 = (ξ, hν(ξ, ω)) ∈ M¯νE(ω), by the
invariance of M¯νE(ω), U¯ν(t, ω), the solution of (23) with U¯ν(0) = U¯ν0 , lies
on M¯νE(θtω). Then, by the construction of the random invariant manifold
and the uniqueness of solutions, for t ≤ 0
U¯ν(t, ω) = eCtξ +
∫ t
0
P1e
C(t−s)F (U¯ν(s, ω), ω) ds
+
∫ t
−∞
(P−1 + P22)eC(t−s)F (U¯ν(s, ω), ω) ds .
Notice that
‖F (U¯ν)‖E ≤ ‖f(u¯ν + z∗ν)‖L2(D) ≤ 3Lf (‖U¯ν‖E + ‖z∗ν‖+ 1).
Then, by the gap condition (15), a direct calculation yields
|U¯ν |C−
η,E
≤ R1(ω) (29)
for some tempered random variable R1. Here the Banach space C
−
η,E is
defined by (17) through replacing H by E. Next we need the same estimate
on U¯νt . Since U¯
ν(t, ω) lies on M¯ν(ω), we have
U¯ν(t, ω) = U¯νN (t, ω) + h
ν(U¯νN (t, ω), ω)
with U¯νN (0, ω) = ξ and U¯
ν
N (t, ω) ∈ P1E for t ∈ R . Moreover,
˙¯UνN (t, ω) = C1U¯
ν
N (t, ω) + P1F (U¯
ν
N (t, ω) + h
ν(U¯νN (t, ω), ω)).
Then by (29), (26), the spectrum gap condition (15) and the Lipschitz prop-
erty of hν ,
| ˙¯UνN (t, ω)|C−
η,E
≤ R′2(ω). (30)
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Notice that
˙¯Uν(t, ω) = ˙¯UνN (t, ω) +Dh
ν(U¯νN (t, ω), ω)
˙¯UνN (t, ω),
then by the bound (30), for some tempered random variable R2,
| ˙¯Uν(t, ω)|
C−
η,E
≤ R2(ω). (31)
5 Approximation of random inertial manifold
This section addresses the approximation of M¯νE for small ν > 0 . First
we consider the stochastic heat equation (8)–(4). Recall the stationary pro-
cess z∗ that solves (7). We make the transformation u˜ = u− z∗, and derive
u˜ satisfies the rds
u˜t(t, ω) = ∆u˜(t, ω) + f(u˜(t, ω) + z
∗(θtω)). (32)
Notice that under our assumptions, the stochastic nonlinear heat equa-
tion (8)–(4) has a unique stationary solution. By Theorem 5 the following
theorem holds.
Theorem 8. Assume f ∈ C1(L2(D), L2(D)) and N > 0 large enough Then
the random equation (32) has an N -dimensional C1 random inertial mani-
fold M˜L2(D)(ω) with
M˜L2(D)(ω) =
{
(ζ, h(ζ, ω)) : ζ ∈ PNL2(D)
}
where PN is the orthogonal projection from L
2(D) to the N -dimensional
space span{e1, e2, . . . , eN}.
Now we define the following random set in E
M˜E(ω) =
{
(u˜0, u˜t(0, u˜0)) : u˜0 ∈ M˜L2(D)(ω)
}
, (33)
and bounded random set
M˜ER(ω) =
{
(u˜0, u˜t(0, u˜0)) : u˜0 = ζ + h(ζ, ω) ∈ M˜L2(D)(ω), ‖ζ‖L2(D) < R
}
,
(34)
where u˜(t, u˜0) is the unique solution of the rds (32) with initial value
u˜(0, u˜0) = u˜0 , and where R > 0 is an arbitrary constant.
As mentioned in the Introduction, we have to consider the rds (32)
on ψνω. For this we define u˜ν(t, ω) on the fiber ψνω solving
u˜νt (t, ω) = ∆u˜
ν(t, ω) + f(u˜ν(t, ω) + z∗(ψνθtω)). (35)
Then by the Lyapunov–Perron method we have an N -dimensional random
invariant manifold which is exactly M˜L2(D)(ψνω). We give a relation be-
tween M¯νE(ω) and M˜ER(ψνω).
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We need some estimates of the solution of equation (35) on M˜L2(D)(ψνω).
For u˜0 = (ζ, h(ζ, ψ
νω)) ∈ M˜L2(D)(ψνω), then u˜ν(t, ω), the solution to
equation (35) with u˜ν(0, ω) = u˜0 , by the invariance of M˜L2(D)(ψνω), lies
on M˜L2(D)(ψνθtω). Then, by a similar discussion for U¯ν , for t ≤ 0
u˜ν(t, ω) = eAtζ +
∫ t
0
PNe
A(t−s)f(u˜ν(s, ω) + z∗ν(s, ω)) ds
+
∫ t
−∞
(Id−PN )eA(t−s)f(u˜ν(s, ω) + z∗ν(s, ω)) ds .
By the gap condition and the Lipschitz property of f , for some tempered
random variable R3,
|u˜ν |C−
η,L2(D)
≤ R3(ω).
Further, we need the following estimate of u˜νtt with u˜
ν(t, ω) lying on the
random invariant manifold M˜ER(ψνθtω).
Lemma 9. Assume the conditions of Theorem 8. For each R > 0 , such
that for ‖ζ‖L2(D) ≤ R and ζ ∈ PNL2(D), then almost surely
ν‖e−ηtu˜νtt(t, ζ + h(ζ, ψνω), ω)‖L2(D) → 0 , t ≤ 0 ,
where u˜ν is the unique solution of the rds (32) with u˜ν(0) = ζ + h(ζ, ψνω).
Proof. By the invariance of M˜L2(D)(ψνω) for u˜0 = ζ + h(ζ, ψνω)
u˜ν(t, u˜0, ω) = u˜
ν
N (t, ζ, ω) + h(u˜
ν
N (t, ζ, ω), ψ
νω)
with
u˜νN,t = ∆u˜
ν
N + PNf(u˜
ν
N + h(u˜
ν
N , ψ
νω) + z∗ν(t, ω)), u˜νN (0) = ζ . (36)
Here we use the equality z∗(ψνθtω) = z∗ν(θtω) = z∗ν(t, ω). By a similar
discussion to that for the Lyapunov–Perron method to construct a random
invariant manifold, we can construct a unique solution u˜N to (36) which is
in the space C−
η,PNL2(D)
. Then
‖e−ηtu˜νN (t, ω)‖L2(D) ≤ C(ω), t ≤ 0 ,
for some random constant C(ω) which is independent of parameter ν. By
Theorem 8, h ∈ C1 and Lipschitz, we have
ν‖u˜νt ‖L2(D) = ν‖u˜νN,t‖L2(D) + νLh‖u˜νN,t‖L2(D) . (37)
Then by (36) and above estimate for e−ηtu˜νN ,
ν‖e−ηtu˜νt (t, ω)‖L2(D) → 0 almost surely for any t ≤ 0 , as ν → 0 .
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Now let w˜ν = νu˜νt , then w˜
ν ∈ C−
η,L2(D)
and
w˜νt (t, ω) = A
ν(t, ω)w˜ν(t, ω) + νBν(t, ω), w˜ν(0) = νu˜νt (0),
with
Aν(t, ω) = ∆ +Df(u˜ν(t, ω) + z∗ν(t, ω)),
Bν(t, ω) = Df(u˜ν(t, ω) + z∗ν(t, ω))z∗νt (t, ω).
Under the assumptions of Theorem 8, w˜ν ∈ C−
η,L2(D)
is equivalent to the
statement that w˜ν has the following form for t ≤ 0 ,
w˜ν(t, ω) = Sν(t, ω)PN w˜
ν(0) + ν
∫ t
0
Sν(t− s, ω)PNBν(s, ω) ds
+ ν
∫ t
−∞
Sν(t− s, ψνω)(I − PN )Bν(s, ω) ds
where
Sν(t, ω) = exp
{∫ t
0
Aν(s, ω) ds
}
.
Notice that u˜ν(t, ω) lies on the random invariant manifold M˜L2(D)(ψνθtω),
that z∗ν is stationary, that by the assumption (10) Sν(t, ω) is nonuniformly
pseudo-hyperbolic [6], and that Bν(t, ω) is tempered and locally integrable
in t. Then by a similar discussion to that for random evolutionary equa-
tion [6], we also can construct a random invariant manifold. Then, by the
same discussion above for the estimates ν‖e−ηtu˜νt (t, ω)‖L2(D) and the esti-
mate (41), the bound on νz∗νt (t, ω) in Appendix A, we have the estimate
ν‖e−ηtw˜νt (t, ω)‖L2(D) → 0 almost surely for any t ≤ 0 , as ν → 0 ,
which completes the proof.
Now we establish the following theorem on the relation between M¯νE(ω)
and M˜ER(ψνω).
Theorem 10. Suppose f ∈ C1(L2(D), L2(D)) and N > 0 large enough.
Then for any R > 0
lim
ν→0
distE
(
M˜ER(ψνω),M¯νE(ω)
)
= 0 .
Proof. We adapt the discussion for the deterministic case [9].
Let any element (u˜0, u˜
ν
t (0, u˜0)) ∈ M˜ER(ψνω) with u˜ν satisfying equa-
tion (35) with initial condition u˜ν(0) = u˜0 . Define
U˜ν(t) =
(
u˜ν(t),
1
2
u˜ν(t) + νu˜νt (t)
)
,
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then U˜ν = (u˜ν , v˜ν) satisfies
˙˜Uν(t, ω) = CU˜ν(t, ω) +
[
0
f(u˜ν(t, ω) + z∗ν(t, ω))
]
+
[
0
νu˜νtt(t, ω)
]
.
Let U¯ν ∈ M¯νE(ω) be a solution of the rds (23) and 0 < ν < ν0 . Let
Uˆν(t, ω) = U˜ν(t, ω)− U¯ν(t, ω).
Hence, Uˆν(t, ω) satisfies
˙ˆ
Uν(t, ω) = CUˆν(t, ω) +
[
0
νu˜νtt(t, ω)
]
+
[
0
f(u˜ν(t, ω) + z∗ν(t, ω)) − f(u¯ν(t, ω) + z∗ν(t, ω))
]
.
Notice that by the Lipschitz property of f and by Lemma 9,
∆u˜ν(t, ω) = u˜νt (t, ω)− f(u˜ν(t, ω) + z∗ν(t, ω)) ∈ C−η,L2(D) .
Then by the interpolation between H2(D) and L2(D),
u˜ν ∈ C−
η,H10
.
By Lemma 9 we have Uˆν ∈ C−η,E , then by the construction of solution
in C−η,E ,
Uˆν(t) = eCtPUˆν(0)
+
∫ t
0
eC(t−s)P
{[
0
f(u˜ν + z∗ν)− f(u¯ν + z∗ν)
]
+
[
0
νu˜νtt
]}
ds
+
∫ t
−∞
eC(t−s)Q
{[
0
f(u˜ν + z∗ν)− f(u¯ν + z∗ν)
]
+
[
0
νu˜νtt
]}
ds.
Since PE = E1 is of finite dimension, we can choose u¯(0) and u¯t(0) such
that PUˆ(0) = 0. Hence,
e−ηt‖Uˆν(t)‖E
≤ e−ηt
∫ 0
t
eλ
+
N
(t−s)
{∥∥∥∥[ 0f(u˜ν + z∗ν)− f(u¯ν + z∗ν)
]∥∥∥∥
E
+
∥∥∥∥[ 0νu˜νtt
]∥∥∥∥
E
}
ds
+ e−ηt
∫ t
−∞
eλ
+
N+1(t−s)
{∥∥∥∥[ 0f(u˜ν + z∗ν)− f(u¯ν + z∗ν)
]∥∥∥∥
E
+
∥∥∥∥[ 0νu˜νtt
]∥∥∥∥
E
}
ds
≤ 3Lf
∫ 0
t
e(λ
+
N
−η)(t−s)‖Uˆν‖
C−
η,E
ds+ 3Lf
∫ t
−∞
e(λ
+
N+1−η)(t−s)‖Uˆν‖
C−
η,E
ds
+ νe−ηt
∫ 0
t
eλ
+
N
(t−s)‖u˜νtt‖ ds+ νe−ηt
∫ t
−∞
eλ
+
N+1(t−s)‖u˜νtt‖ ds.
Then by Lemma 9, for N large enough we have ‖Uˆν‖C−
η,E
→ 0 , as ν → 0 .
Hence, ‖Uˆν(0)‖ → 0 , as ν → 0 . The proof is complete.
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Next we show the approximation of the random dynamics uν . For this
we define the random sets
M¯νL2(D)(ω) =
{
u¯ : U¯ = (u¯, v¯) ∈ M¯νE(ω) for some v¯ ∈ L2(D)
}
and
M¯νL2(D),R(ω) =
{
u¯ ∈ M¯νL2(D)(ω) : U¯ = (u¯, v¯) = ξ + hν(ξ, ω), ‖ξ‖L2(D) ≤ R
}
.
We next prove that for small parameter ν > 0 , M¯ν
L2(D),R(ω) is approximated
by M˜L2(D)(ψνω).
Theorem 11. Suppose f ∈ C1(L2(D), L2(D)) and N > 0 large enough.
Then for any R > 0
lim
ν→0
distL2(D)
(
M¯νL2(D),R(ω),M˜L2(D)(ψνω)
)
= 0 .
Proof. The proof is similar to that of the deterministic case. Let U¯0 =
(u¯0, v¯0) with u¯0 ∈ M¯νL2(D),R(ω) and U¯ν(t, ω) = (u¯ν(t, ω), v¯ν(t, ω)) be the
solution of (23) with U¯ν(0) = U¯(0). By the invariance of M¯νE(ω),
u¯νt = Au¯
ν + f(u¯ν + z∗ν)− νu¯νtt .
Let u˜ν(t, ω) be the solution of equation (35) on the random inertial man-
ifold M˜L2(D)(ψνω) with u˜ν(0) = u˜0 ∈ L2(D). Thus uˆν(t, ω) = u˜ν(t, ω) −
u¯ν(t, ω) satisfies
uˆνt (t, ω) = Auˆ
ν(t, ω) + f(u˜ν(t, ω) + z∗ν(t, ω))
− f(u¯ν(t, ω) + z∗ν(t, ω)) + νu¯νtt(t, θ−tω).
Notice that u˜ν(t, ω) ∈ C−
η,L2(D)
and U¯ν ∈ M¯νE(ω), we have uˆν ∈ C−η,L2(D) .
Then,
uˆν(t, ω) = eAtPN uˆ
ν(0) +
∫ t
0
eA(t−s)PN [f(u˜ν(s, ω) + z∗ν(s, ω))
− f(u¯ν(s, ω) + z∗ν(s, ω)) + νu¯νtt(s, ω)] ds
+
∫ t
−∞
eA(t−s)(I − PN )[f(u˜ν(s, ω) + z∗ν(s, ω))
− f(u¯ν(s, ω) + z∗ν(s, ω)) + νu¯νtt(s, ω)] ds .
We need an estimate on νu¯νtt. Suppose we have the following expansion
in the orthonormal basis of the eigenfunctions ek of A, u¯
ν
t =
∑∞
k=1 u¯
ν
t,kek .
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Then by integration by parts,
sup
t≤0
e−ηt
∥∥∥∥∫ t
0
eA(t−s)PN u¯νtt(s) ds
∥∥∥∥
L2(D)
= sup
t≤0
e−ηt
∥∥∥∥∥PN u¯νt (t)− eAtPN u¯νt (0)−
N∑
k=1
k2
∫ t
0
e−k
2(t−s)u¯νt,k(s)ek ds
∥∥∥∥∥
L2(D)
≤ sup
t≤0
e−ηt‖PN u¯νt (t)‖L2(D) + sup
t≤0
e−(η+N
2)t‖PN u¯νt (0)‖L2(D)
+ sup
t≤0
e−ηt
∥∥∥∥∥
N∑
k=1
k2
∫ t
0
e−k
2(t−s)u¯νt,k(s)ek ds
∥∥∥∥∥
L2(D)
.
For the last term in the above equation, we consider its square as
sup
t≤0
e−2ηt
∥∥∥∥∥
N∑
k=1
k2
∫ t
0
e−k
2(t−s)u¯νt,k(s)ek ds
∥∥∥∥∥
2
L2(D)
= sup
t≤0
N∑
k=1
[
k2
∫ t
0
e−k
2(t−s)e−η(t−s)e−ηs‖u¯νt,k(s)‖L2(D) ds
]2
≤ sup
t≤0
N∑
k=1
[
k2
∫ t
0
e−k
2(t−s)e−η(t−s) ds
]2
‖u¯νt,k‖2Cη,R
≤ ‖PN u¯νt ‖2C−
η,L2(D)
,
where we use that η < −N2. Then
sup
t≤0
e−ηt
∥∥∥∥∫ t
0
eA(t−s)PN u¯νtt(s) ds
∥∥∥∥
L2(D)
≤ 3‖PN u¯νt ‖C−
η,L2(D)
. (38)
For the higher modes of u¯νt , similarly we have
sup
t≤0
e−ηt
∥∥∥∥∫ t−∞ eA(t−s)(I − PN )u¯νtt(s) ds
∥∥∥∥
L2(D)
≤ 3 sup
t≤0
e−ηt‖(I − PN )u¯νt (t)‖L2(D)
≤ 3‖(I − PN )u¯νt ‖C−
η,L2(D)
. (39)
Since U¯νt = (u¯
ν
t , v¯
ν
t ) ∈ C−η,E , and by the same discussion as that for Theo-
rem 10, we have
|uˆν |C−
η,L2(D)
→ 0 , as ν → 0 . (40)
This completes the proof.
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Remark 2. As stationary solutions lie on a random invariant manifold, the
above approximation for a random invariant manifold implies that the dis-
tribution of stationary solutions to both swe (1) and she (8) coincide with
each other. This coincidence was also shown by Cerrai and Freidlin [7] under
certain conditions.
A Stationary solutions of linear SWEs and esti-
mates
We give some estimates on the stationary solution(z∗ν , z∗νt ) to the linear
swe (6) and the stationary solution z∗ to linear hear equation (7).
The following theorem is classical [7].
Theorem 12. The stationary solution z∗ν is Gaussian with normal distri-
bution N (0, 12A−1Q) in L2(D), which is also the distribution of z∗ in the
space L2(D).
We consider z∗ν and z∗ on the canonical probability space (Ω0,F0,P)
and the Wiener shift {θt}t∈R . Then as stationary solutions to stochastic
equations, we write z∗ν(t) = z∗ν(t, ω) = z∗ν(θtω) and z∗(t) = z∗(t, ω) =
z∗(θtω).
Theorem 13. The processes z∗ν(t, ω) and z∗(t, ω) satisfy
lim
t→±∞
1
t
‖z∗ν(t, ω)‖L2(D) = lim
t→±∞
1
t
‖z∗(t, ω)‖L2(D) = 0
for almost all ω ∈ Ω .
Proof. The proof is the same as that for scalar systems [12].
We need an estimate on νz∗νt . Since ν2E‖z∗νt (t)‖2 = ν TrQ → 0 , as
ν → 0 , then for almost all ω ∈ Ω
νz∗νt (t, ω)→ 0 as ν → 0 . (41)
B Rohlin’s classification
Definition 14. Two random variables X and Y defined on a same proba-
bility space (Ω,F ,P) are called equivalent if and only if there is a measurable
preserving map ψ : Ω→ Ω such that X(ψω) = Y (ω) for almost all ω ∈ Ω .
If X is equivalent to Y , then X has same distribution as that of Y .
Rohlin’s result on the classification of the homomorphisms of a Lebesgue
space [23] gives an inverse result.
Recall that a homomorphism ψ from probability space (Ω1,F1,P1) to
probability space (Ω2,F2,P2) is a measurable mapping such that ψP1 = P2 .
If ψ is measurably invertible, then ψ is an isomorphism. A probability
space (Ω,F ,P) is a Lebesgue space [2, Appendix A] if this probability space
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is isomorphic to a probability space which is the disjoint union of an at
most countable (possibly empty) set {ω1, ω2, . . .} of points each of positive
measure and the space ([0, s),B, λ), where B is the σ-algebra of Lebesgue
measurable subsets of the interval [0, s) and λ is the Lebesgue measure. Here
s = 1−∑ pn where pn is the measure of the point ωn. For a measure space,
the signature is the mass of its non-atomic part plus the non-increasing
sequence of the weights of its atoms.
Rohlin’s classification theorem on the homomorphisms of Lebesgue space
states the following [23].
Theorem 15. A homomorphisms of Lebesgue space is determined by the
signature of the quotient measure space and the signatures of the condition
measure spaces associated with the homomorphism.
Then we have the following corollary.
Corollary 16. Random variables X and Y are equivalent if and only if for
almost all values taken by these variables, the condition measure spaces are
isomorphic; that is, they have the same signature.
One special case for the above condition measure spaces having the same
signature is when almost all conditional measures are purely non-atomic.
The canonical probability space (Ω0,F0,P0) is a Lebesgue space [2]. Now
we consider η∗ν(ω) and η∗(ω) which have the same distribution on the same
probability space (Ω0,F0,P0). Moreover, the distribution is Gaussian, so
almost all conditional measures are purely non-atomic. Then by the above
corollary, there is a measure preserving mapping ψν : Ω0 → Ω0 such that
η∗(ψνω) = η∗ν(ω). (42)
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