This paper deals with a variant relaxed CQ algorithm by using a new searching direction, which is not the gradient of a corresponding function. The strategy is to intend to improve the convergence. Its convergence is proved under some suitable conditions. Numerical results illustrate that our variant relaxed CQ algorithm converges more quickly than the existing algorithms. MSC: 47H05; 47J05; 47J25
Introduction
The multiple-set split feasibility problem (MSSFP) is to find a point contained in the in- where α i > , β j >  for all i and j, respectively, and t i= α i + r j= β j = . Then they proposed a projection algorithm as follows:
where ⊂ N is an auxiliary set, x k is the current iterative point. Different from most of the existing methods, in this paper, we construct a new searching direction, which is not the gradient ∇p. And this difference causes a very different way of analysis. Moreover, some preliminary numerical experiments show that our new method converges faster than most existing methods.
The paper is organized as follows. Section  reviews some preliminaries. Section  gives a variant relaxed projection algorithm and shows its convergence. Section  gives some numerical experiments. Some conclusions are drawn in Section .
Preliminaries
Throughout the rest of the paper, I denotes the identity operator, Fix(T) denotes the set of the fixed points of an operator T, i.e., Fix(T) :
it is called Lipschitz continuous on ℵ for constant L >  if
it is called monotone on ℵ if
It is obvious that the co-coercivity (with modulus μ) implies the Lipschitz continuity (with constant /μ) and monotonicity.
Let S be a nonempty closed convex subset of N . Denote by P S the orthogonal projection onto S; that is,
It is well known that the orthogonal projection operator P S , for any x, y ∈ N and any z ∈ S, is characterized by the inequalities []
Recall the notion of the subdifferential for an appropriate convex function.
Definition . Let f : N → be convex. The subdifferential of f at x is defined as
Evidently, an element of ∂f (x) is said to be a subgradient.
Lemma . [] An operator T is co-coercive with modulus  if and only if the operator I -T is co-coercive with modulus , where I denotes the identity operator.
It is easy to see from the above lemmas that the orthogonal projection operators are monotone, co-coercive with modulus , and the operator I -P Q is also co-coercive with modulus . 
where c i :
. . , t, are appropriately convex and C i , i = , , . . . , t, are nonempty. The set Q j , j = , , . . . , r, is denoted as
where q j : M → , j = , , . . . , r, are appropriately convex and Q j , j = , , . . . , r, are nonempty.
For any y ∈ M , at least one subgradient η j ∈ ∂q j (y) can be computed. Now, we define the following half-spaces at point x k :
. . , t, and Now, we give the variant relaxed CQ algorithm.
For an arbitrary initial point, x  ∈ n is the current point. Define a mapping
In this algorithm, we can take d k < ε for some given precision as the stopping cri- 
Convergence of the variant relaxed-CQ algorithm
In this subsection, we establish the convergence of Algorithm ..
The following results will be needed in convergence analysis of the proposed algorithm.
Lemma . [, ] Suppose that f : N → is convex. Then its subdifferential is uni-
formly bounded on any bounded subsets of N .
Lemma . Assume that z is an arbitrary solution of the MSSFP (i.e., z ∈ SOL(MSSFP))
and u ∈ N , it holds that
. . , r, thus F k (z) = , we have known that the mappings I -P Q k j are co-coercive with modulus , it follows that
Now, we state the convergence of Algorithm .. 
Az for all i and j and therefore F k (z) = . By Algorithm ., we have
From Lemma ., we obtain
It means
By combining (.) and (.) with (.), we obtain
On the other hand, by definition of d k in (.), we have
From Lemma ., we arrive at
Furthermore, from the -co-coercivity of I -P Q k j , we have
From (.), (.) and (.), we have
) in the algorithm, we conclude that the sequence { x kz } is monotonously nonincreasing and convergent and {x k } is bounded. We have shown that the sequence { x k -z } is monotonically decreasing and bounded, therefore there exists the limit
which combined with (.)-(.), (.) implies
Since the sequence {x k } is bounded, there exist a subsequence {x k l } of {x k } converging to a point x * and a corresponding subsequence {Ax k l } of {Ax k } converging to a point Ax * . Now we will show that x * ∈ SOL(MSFP), namely we will show lim k l →∞ c i (x k l ) ≤  and
We know from Lemma . that the subgradient sequence {η
Since {x k } is bounded, by Lemma . the sequence {ξ k i } is also bounded. Then all we need is to show that P
We know from (.) and (.) that F k l (y k l ) →  and
Replacing z by x * in (.), we have
on the other hand,
The proof of Theorem . is complete.
Numerical experiments
In the numerical results listed in Tables  and  
Example . The MSFP with
Consider the following three cases:
Case : x  = (, , , , ). Table 2 The numerical results of of the spectral radius, we take diagonal matrices A and a ii ∈ (, ) generated randomly
where d i is thecenter of the ball C i , e  ≤ d i ≤ e  , and r i ∈ (, ) is the radius, d i and r i are all generated randomly. L j and U j are the boundary of the box Q j and are also generated randomly, satisfying e  ≤ L j ≤ e  , e  ≤ U j ≤ e  . In this test, we take e  as the initial point.
In Tables -, the results showed that for most of the initial point, the number of iterative steps and the CPU time of Algorithm . are obviously less than those of Censor et al.'s algorithm. Moreover, when we take N = ,, the number of iteration steps of Algorithm . is only hundreds of times. The numerical results also show that for large scale problems Algorithm . converges faster than Censor's algorithm.
Conclusion
The multiple-set split feasibility problem arises in many practical applications in the real world. This paper constructed a new searching direction, which is not the gradient of a corresponding function. This different direction results in a very different way of analysis. And preliminary numerical results show that our new method converges faster, and this becomes more obvious while the dimension is increasing. Finally, the theoretically analysis is based on the assumption that the solution set of the MSSFP is nonempty.
