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Abstract
We are concerned with the 3D-Navier-Stokes equations with Coriolis force. Existence and uniqueness of
global solutions in homogeneous Besov spaces are obtained for large speed of rotation. In the critical case of the
regularity, we consider a suitable initial data class whose definition is based on the Stokes-Coriolis semigroup
and Besov spaces. Moreover, we analyze the asymptotic behavior of solutions in that setting as the speed of
rotation goes to infinity.
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1 Introduction
In this paper we are concerned with the incompressible Navier-Stokes equations in the rotational framework
∂u
∂t
−∆u+Ωe3 × u+ (u · ∇)u+∇p = 0 in R
3 × (0,∞)
∇ · u = 0 in R3 × (0,∞)
u(x, 0) = u0(x) in R
3
, (1.1)
where u = u(x, t) = (u1(x, t), u2(x, t), u3(x, t)) and p = p(x, t) stand for the velocity field and the pressure
of the fluid, respectively. The initial data u0 = (u0,1(x), u0,2(x), u0,3(x)) satisfies the divergence-free condition
∇ · u0 = 0. The letter Ω ∈ R represents the Coriolis parameter while its modulus |Ω| is the speed of rotation
around the vertical vector e3 = (0, 0, 1). For more details about the physical model, we refer the reader to the book
[9]. Here, we will use the same notation for spaces of scalar and vector functions, e.g., we write u0 ∈ H
s instead
of u0 ∈ (H
s)3.
Invoking Duhamel’s principle, the system (1.1) can be converted to the integral equation (see e.g. [12])
u(t) = TΩ(t)u0 −B(u, u)(t), (1.2)
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where the bilinear operator B is defined by
B(u, v)(t) =
∫ t
0
TΩ(t− τ)P∇ · (u⊗ v)(τ) dτ. (1.3)
In (1.3), P = (δi,j+RiRj)1≤i,j≤3 is the Leray-Helmholtz projector, {Ri}1≤i≤3 are the Riesz transforms, and TΩ(·)
stands for the semigroup corresponding to the linear part of (1.1) (Stokes-Coriolis semigroup). More explicitly, we
have that
TΩ(t)f =
[
cos
(
Ω
ξ3
|ξ|
t
)
e−|ξ|
2tIf̂(ξ) + sin
(
Ω
ξ3
|ξ|
t
)
e−|ξ|
2tR(ξ)f̂(ξ)
]∨
for divergence-free vector fields f , where I is the identity matrix in R3 and R(ξ) is the skew-symmetric matrix
symbol
R(ξ) =
1
|ξ|
 0 ξ3 −ξ2−ξ3 0 ξ1
ξ2 −ξ1 0
 for ξ ∈ R3 \ {0}.
Vector-fields u satisfying the formulation (1.2) are called mild solutions for (1.1).
In the last decades, the global well-posedness of models in fluid mechanics has been studied by several authors
of the mathematical community, particularly in physical models of rotating fluids as the system (1.1). In what
follows, we give a brief review on some of these results. We start with the works of Babin, Mahalov and Nicolaenko
[2, 3, 4], who showed the global existence and regularity of solutions for (1.1) with periodic initial velocity provided
that the speed of rotation |Ω| is sufficiently large. In [8, 9], Chemin et al. obtained a unique global strong Leray-type
solution for large |Ω| and initial data u0(x) ∈ L
2(R2)3 +H
1
2 (R3)3 (notice that the first parcel of u0(x) depends
on (x1, x2) where x = (x1, x2, x3)). For almost periodic initial data and using the l
1-norm of amplitudes with
sum closed frequency set, Yoneda [20] proved the existence of solutions for large times and sufficiently large |Ω|.
Considering the mild (semigroup) formulation, the global well-posedness in homogeneous Sobolev spaces H˙s(R3)
with 1/2 ≤ s < 3/4 was obtained by Iwabuchi and Takada [14]. They considered sufficiently large |Ω| (depending
on the size of ‖u0‖H˙s) when 1/2 < s < 3/4. In the critical case s = 1/2, they used a class of precompact subsets
in H˙1/2(R3) in order to get similar results. Local versions (T large but finite) of the results in [14] can be found in
[16] for 1/2 < s < 5/4.
Another type of results for (1.1) is the uniform global solvability (or well-posedness) in which the smallness
condition on u0 is independent of |Ω|. Giga et al. [11] obtained the uniform global solvability for small data u0
in FM−10 (R
3) = div(FM0(R
3))3, where FM0(R
3) denotes the space of the finite Radon measures with no point
mass at the origin. The space FM−10 (R
3) is an example of critical space for the 3D Navier-Stokes equations (NS)
((NSC) with Ω = 0), i.e., its norm is invariant by the scaling uλ0 (x)→ λu0(λx), for all λ > 0. The uniform global
well-posedness for small u0 in the Sobolev space H
1
2 (R3) was proved by Hieber and Shibata [12] and for small
initial data in the critical Fourier-Besov space ˙FB
2− 3
p
p,∞ (R
3) with 1 < p ≤ ∞ and in ˙FB
−1
1,1(R
3) ∩ ˙FB
0
1,1(R
3) was
proved by Konieczny and Yoneda [18]. Iwabuchi and Takada [15] obtained the uniform global well-posedness with
small initial velocity in the Fourier-Besov ˙FB
−1
1,2(R
3) as well as the ill-posedness in ˙FB
−1
1,q(R
3) for 2 < q ≤ ∞.
These results were extended to the framework of critical Fourier-Besov-Morrey spaces by Almeida, Ferreira and
Lima [1].
Concerning the asymptotic behavior for (1.1), we quote the work of Iwabuchi, Mahalov and Takada [17], where
they treated the high-rotating cases and proved the asymptotic stability of large time periodic solutions for large
initial perturbations. We also mention [9] where the reader can find convergence results of solutions towards a
two-dimensional model as |Ω| → ∞ (see also references therein).
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It is worthy to highlight that global existence of strong, mild or smooth solutions for the Navier-Stokes equations
(Ω = 0), without assume smallness conditions on u0, are outstanding open problems. Thus, global solvability
results for (1.1) with arbitrary data in suitable spaces show an interesting “smoothing effect” due to the Coriolis
parameter Ω.
In this paper, we show the global well-posedness of (1.1) for large |Ω| and arbitrary initial data u0 belonging to
homogeneous Besov spaces B˙s2,q(R
3) where 1 ≤ q ≤ ∞ and 1/2 ≤ s < 3/4. In fact, for the cases s ∈ (1/2, 3/4)
with q = ∞ and s = 1/2 with q ∈ [2,∞], we introduce the suitable initial-data classes I and F0 (see (4.1)
and (4.12)), respectively, whose definitions depend on the Stokes-Coriolis semigroup and Besov spaces. Also, we
analyze the asymptotic behavior of solutions as |Ω| → ∞. For the case 1/2 < s < 3/4, we use some space-
time estimates of Strichartz type for the Stokes-Coriolis semigroup, and also the condition of |Ω| being large with
respect to the B˙s2,q-norm (I-norm for q = ∞) of the initial data u0 (a power-type dependence). For the critical
case s = 1/2, |Ω| depends on initial data belonging to precompact sets D ⊂ F0. In view of the strict continuous
inclusions H˙1/2 ⊂ F0 and
B˙s2,1 ⊂ B˙
s
2,q1 ⊂ H˙
s = B˙s2,2 ⊂ B˙
s
2,q2 ⊂ B˙
s
2,∞,
for 1 ≤ q1 ≤ 2 ≤ q2 < ∞, our results provide a new initial data class for the global well-posedness of (1.1) and,
in particular, a class larger than that of [14].
Throughout this paper, we denote by C > 0 constants that may differ even on the same line. Also, the notation
C = C(a1, . . . , ak) indicates that C depends on the quantities a1, ..., ak .
The outline of this paper is as follows. Section 2 is devoted to review some basic facts about homogeneous
Besov spaces and certain mixed space-time functional settings. Estimates in Besov norms for the semigroup TΩ
and the Duhamel integral term in (1.2) are the subject of Section 3. In Section 4, we state and prove our global
well-posedness and asymptotic behavior results for (1.1).
2 Function spaces
This section is devoted to some preliminaries about homogeneous Besov spaces and some mixed space-time
functional settings.
We start with the definition of the homogeneous Besov spaces. For this, let S(R3) and S ′(R3) stand for
the Schwartz class and the space of tempered distributions, respectively. Let f̂ denote the Fourier transform of
f ∈ S ′(R3).
Consider a nonnegative radial function φ0 ∈ S(R
3) satisfying
0 ≤ φ̂0(ξ) ≤ 1 for all ξ ∈ R
3, supp φ̂0 ⊂ {ξ ∈ R
3 :
1
2
≤ |ξ| ≤ 2} and
∑
j∈Z
φ̂j(ξ) = 1 for all ξ ∈ R
3\{0},
where φj(x) = 2
3jφ0(2
jx). For f ∈ S ′(R3), the Littlewood-Paley operator {∆j}j∈Z is defined by ∆jf = φj ∗ f .
Let s ∈ R and 1 ≤ p, q ≤ ∞ and let P denote the set of polynomials with 3 variables. The homogeneous
Besov space, denoted by B˙sp,q(R
3), is defined as the set of all f ∈ S ′(R3)/P such that the following norm is finite
‖f‖B˙sp,q
= ‖{2sj‖∆jf‖Lp}j∈Z‖lq(Z).
The pair (B˙sp,q, ‖ · ‖B˙sp,q
) is a Banach space. We will denote abusively distributions in S ′(R3) and their equivalence
classes in S ′(R3)/P in the same way. The space S0(R
3) of functions in S(R3) whose Fourier transforms are
supported away from 0 is dense in B˙sp,q(R
3) for 1 ≤ p, q <∞. For more details, see [5].
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Using a duality argument, the norm ‖u‖B˙sp,q
can be estimated as follows
‖u‖B˙sp,q
≤ C sup
φ∈Q−s
p′,q′
|〈u, φ〉| (2.1)
where Q−sp′,q′(R
3) denotes the set of all functions φ ∈ S(R3)∩ B˙−sp′,q′ such that ‖φ‖B˙−s
p′,q′
≤ 1 and 〈·, ·〉 is defined by
〈u, φ〉 :=
∑
|j−j′|≤1
∫
R3
∆ju(x)∆j′φ(x) dx
for u ∈ B˙sp,q(R
3) and φ ∈ Q−sp′,q′(R
3).
The next lemma contains a Leibniz type rule in the framework of Besov spaces.
Lemma 2.1 (see [7]). Let s > 0, 1 ≤ q ≤ ∞ and 1 ≤ p, p1, p2, r1, r2 ≤ ∞ be such that
1
p =
1
p1
+ 1p2 =
1
r1
+ 1r2 .
Then, there exists a universal constant C > 0 such that
‖fg‖B˙sp,q
≤ C
(
‖f‖Lp1‖g‖B˙sp2,q
+ ‖g‖Lr1‖f‖B˙sr2,q
)
.
Considering in particular p = r and pi = ri in Lemma 2.1, we have that
‖fg‖B˙sr,q
≤ C
(
‖f‖Lr1‖g‖B˙sr2 ,q
+ ‖g‖Lr1‖f‖B˙sr2,q
)
.
If 1r =
2
r2
− s3 , then
1
r1
= 2r2 −
s
3 and we can use the embedding B˙
s
r2,q(R
3) →֒ Lr1(R3) to obtain
‖fg‖B˙sr,q
≤ C‖f‖B˙sr2,q
‖g‖B˙sr2 ,q
. (2.2)
The reader is referred to [6] for more details on B˙sp,q-spaces and their properties.
We finish this section by recalling some mixed space-time functional spaces. Let θ ≥ 1, we denote by
Lθ(0,∞; B˙sp,q(R
3)) the set of all distributions f such that
‖f‖Lθ(0,∞;B˙sp,q)
=
∥∥∥‖f(t)‖B˙sp,q∥∥∥Lθt (0,∞) <∞.
Also, we denote by L˜θ(0,∞; B˙sp,q(R
3)) the set of all distributions f such that
‖f‖L˜θ(0,∞;B˙sp,q)
=
∥∥∥{2js‖∆jf‖Lθ(0,∞;Lp)}j∈Z∥∥∥
lq(Z)
<∞.
As consequence of the Minkowski inequality, we have the following embeddings
Lθ(0,∞; B˙sp,q) →֒ L˜
θ(0,∞; B˙sp,q), if θ ≤ q,
L˜θ(0,∞; B˙sp,q) →֒ L
θ(0,∞; B˙sp,q), if θ ≥ q.
(2.3)
3 Estimates
Firstly, we recall some estimates for the heat semigroup et∆ in Besov spaces [19] and the dispersive estimates
for TΩ(t) obtained in [13].
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Lemma 3.1 (see [19]). Let −∞ < s0 ≤ s1 < ∞, 1 ≤ p, q ≤ ∞ and f ∈ B˙
s0
p,q(R
3). Then, there exists a positive
constant C = C(s0, s1) such that
‖et∆f‖B˙s1p,q ≤ Ct
− 3
2
(s1−s0)‖f‖B˙s0p,q , for all t > 0.
Before stating the dispersive estimates of [13], we need to define the operators
G±(τ)[f ] =
[
e
±iτ
ξ3
|ξ| f̂
]∨
, for τ ∈ R, (3.1)
and the matrix R of singular integral operators
R =
 0 R3 −R2−R3 0 R1
R2 −R1 0
 . (3.2)
Using (3.1) and (3.2), TΩ(t) can be expressed as
TΩ(t)f =
1
2
G+(Ωt)[e
t∆(I +R)f ] +
1
2
G−(Ωt)[e
t∆(I −R)f ] (3.3)
for t ≥ 0 and Ω ∈ R.
Notice that the operators G±(tΩ) correspond to the oscillating parts of TΩ(t).
Lemma 3.2 (see [13]). Let s, t ∈ R, 2 ≤ p ≤ ∞ and f ∈ B˙
s+3
(
1− 2
p
)
p′,q (R
3) with 1p +
1
p′ = 1. Then, there exists a
constant C = C(p) > 0 such that
‖G±(t)[f ]‖B˙sp,q
≤ C
(
log (e+ |t|)
1 + |t|
) 1
2
(
1− 2
p
)
‖f‖
B˙
s+3(1− 2p)
p′,q
.
In what follows, we establish our estimates in Besov spaces for TΩ(t) and the Duhamel term
∫ t
0 TΩ(t −
τ)P∇f(τ) dτ . We start with three lemmas for TΩ(t).
Lemma 3.3. Assume that s,Ω ∈ R, t > 0, 1 < r ≤ p′ ≤ 2 ≤ p <∞ and 1 ≤ q ≤ ∞, and let k be a multi-index.
Then, there exists a constant C > 0 (independent of Ω and t ) such that
‖∇kxTΩ(t)f‖B˙sp,q
≤ C
(
log (e+ |tΩ|)
1 + |tΩ|
) 1
2
(
1− 2
p
)
t
−
|k|
2
− 3
2
(
1
r
− 1
p
)
‖f‖B˙sr,q
,
for all f ∈ B˙sr,q(R
3).
Proof. Using the representation (3.3), Lemma 3.2, the embedding B˙
s+3
(
1
r
− 1
p
)
r,q (R3) →֒ B˙
s+3
(
1− 2
p
)
p′,q (R
3) and
Lemma 3.1, we obtain
‖∇kxTΩ(t)f‖B˙sp,q
≤ C‖G±(tΩ)[∇
k
xe
t∆f ]‖B˙sp,q
≤ C
(
log (e+ |tΩ|)
1 + |tΩ|
) 1
2
(
1− 2
p
)
‖∇kxe
t∆f‖
B˙
s+3(1− 2p)
p′,q
≤ C
(
log (e+ |tΩ|)
1 + |tΩ|
) 1
2
(
1− 2
p
)
‖∇kxe
t∆f‖
B˙
s+3( 1r− 1p)
r,q
≤ C
(
log (e+ |tΩ|)
1 + |tΩ|
) 1
2
(
1− 2
p
)
t
−
|k|
2
− 3
2
(
1
r
− 1
p
)
‖f‖B˙sr,q
.
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⋄Lemma 3.4. Let 1 ≤ q <∞. Consider s, p, θ ∈ R satisfying
0 ≤ s <
3
p
, 2 < p < 6 and
3
4
−
3
2p
≤
1
θ
< min
{
1
2
, 1−
2
p
,
1
q
}
.
Then, there exists C > 0 (independent of t ≥ 0 and Ω ∈ R) such that
‖TΩ(t)f‖Lθ(0,∞;B˙sp,q)
≤ C|Ω|
− 1
θ
+ 3
4
− 3
2p ‖f‖B˙s
2,q
, (3.4)
for all f ∈ B˙s2,q(R
3).
Proof. By duality and estimate (2.1), notice that (3.4) holds true provided that
I :=
∣∣∣∣∣∣
∫ ∞
0
∑
|j−k|≤1
∫
R3
∆jG±(Ωt)[e
t∆f ](x)∆kφ(x, t) dxdt
∣∣∣∣∣∣
≤ C|Ω|−
1
θ
+ 3
4
− 3
2p ‖f‖B˙s
2,q
‖φ‖Lθ′ (0,∞;B˙−s
p′,q′
),
(3.5)
for all φ ∈ C∞0 (R
3 × (0,∞)) with 0 /∈supp(φ̂(ξ, t)) for each t > 0, where 1/p + 1/p′ = 1, 1/θ + 1/θ′ = 1 and
1/q + 1/q′ = 1.
For (3.5), we use Parseval formula, Hölder inequality, the inclusion B˙0p,2(R
3) →֒ Lp(R3) and Lemma 3.3 in
order to estimate
I ≤
∑
|j−k|≤1
∣∣∣∣∫ ∞
0
∫
R3
∆jG±(Ωt)[e
t∆f ](x)∆kφ(x, t) dxdt
∣∣∣∣
=
∑
|j−k|≤1
∣∣∣∣∫ ∞
0
∫
R3
∆jf(x)∆kG∓(Ωt)[et∆φ(t)](x) dxdt
∣∣∣∣
=
∑
|j−k|≤1
∣∣∣∣∫
R3
∆jf(x)
∫ ∞
0
∆kG∓(Ωt)[et∆φ(t)](x) dtdx
∣∣∣∣
≤ C
∑
|j−k|≤1
‖∆jf‖L2
∥∥∥∥∫ ∞
0
∆kG∓(Ωt)[e
t∆φ(t)] dt
∥∥∥∥
L2
≤ C2|s|
∑
|j−k|≤1
2js‖∆jf‖L22
−ks
∥∥∥∥∫ ∞
0
∆kG∓(Ωt)[e
t∆φ(t)] dt
∥∥∥∥
L2
≤ C2|s|‖f‖B˙s
2,q
(∑
k∈Z
2−ksq
′
∥∥∥∥∫ ∞
0
∆kG∓(Ωt)[e
t∆φ(t)] dt
∥∥∥∥q′
L2
) 1
q′
.
(3.6)
Now, we are going to prove that
I2k ≤ C|Ω|
− 1
θ
+ 3
4
− 3
2p ‖∆kφ‖
2
Lθ′ (0,∞;Lp′)
,
where
Ik :=
∥∥∥∥∫ ∞
0
∆kG∓(Ωt)[e
t∆φ(t)] dt
∥∥∥∥
L2
.
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In fact, using the Parseval formula, Hölder inequality, the embedding B˙0p,2(R
3) →֒ Lp(R3) and Lemma 3.3, we
have
I2k =
〈∫ ∞
0
∆kG∓(Ωt)[e
t∆φ(t)] dt,
∫ ∞
0
∆kG∓(Ωτ)[e
τ∆φ(τ)] dτ
〉
L2
=
∫ ∞
0
∫ ∞
0
∫
R3
∆kG∓(Ωt)[e
t∆φ(t)](x)∆kG∓(Ωτ)[eτ∆φ(τ)](x) dxdτdt
≤
∫ ∞
0
∫ ∞
0
‖∆kφ(t)‖Lp′ ‖∆kG±(Ω(t− τ))[e
(t+τ)∆φ(τ)]‖Lp dτdt
≤ C
∫ ∞
0
∫ ∞
0
‖∆kφ(t)‖Lp′ ‖∆kG±(Ω(t− τ))[e
(t+τ)∆φ(τ)]‖B˙0p,2
dτdt
≤ C
∫ ∞
0
∫ ∞
0
‖∆kφ(t)‖Lp′
(
log (e+ |Ω||t− τ |)
1 + |Ω||t− τ |
) 1
2
(
1− 2
p
)
‖e(t+τ)∆∆kφ(τ)‖
B˙
3(1− 2p)
p′ ,2
dτdt.
By Lemma 3.1 and the embedding Lp
′
(R3) →֒ B˙0p′,2(R
3) for p′ < 2, it follows that
‖e(t+τ)∆∆kφ(τ)‖
B˙
3(1− 2p)
p′ ,2
≤ C(t+ τ)
− 3
2
(
1− 2
p
)
‖∆kφ(τ)‖B˙0
p′ ,2
≤ C|t− τ |
− 3
2
(
1− 2
p
)
‖∆kφ(τ)‖Lp′ .
Thus,
I2k ≤ C
∫ ∞
0
∫ ∞
0
‖∆kφ(t)‖Lp′
(
log (e+ |Ω||t− τ |)
1 + |Ω||t− τ |
) 1
2
(
1− 2
p
)
|t− τ |
− 3
2
(
1− 2
p
)
‖∆kφ(τ)‖Lp′ dτdt
≤ C‖∆kφ‖Lθ′ (0,∞;Lp′)
∥∥∥∥∫ ∞
0
h(· − τ)‖∆kφ(τ)‖Lp′dτ
∥∥∥∥
Lθ(0,∞)
,
(3.7)
where
h(t) =
(
log (e+ |Ω||t|)
1 + |Ω||t|
) 1
2
(
1− 2
p
)
|t|
− 3
2
(
1− 2
p
)
.
We consider the cases 1θ >
3
4 −
3
2p and
1
θ =
3
4 −
3
2p . In the first case, notice that
‖h‖
L
θ
2
= C|Ω|
− 2
θ
+ 3
2
− 3
p .
Therefore, using Young inequality in (3.7) and the above equality, we obtain
I2k ≤ C|Ω|
− 2
θ
+ 3
2
− 3
p ‖∆kφ‖
2
Lθ′ (0,∞;Lp′)
.
Now, multiplying by 2−ks, applying the lq
′
(Z)-norm and using (2.3), we arrive at(∑
k∈Z
2−ksq
′
Iq
′
k
) 1
q′
≤ C|Ω|−
1
θ
+ 3
4
− 3
2p
(∑
k∈Z
2−ksq
′
‖∆kφ‖
q′
Lθ′ (0,∞;Lp′)
) 1
q′
≤ C|Ω|
− 1
θ
+ 3
4
− 3
2p ‖φ‖Lθ′ (0,∞;B˙−s
p′,q′
).
(3.8)
It follows from (3.6) and (3.8) that
I ≤ C|Ω|−
1
θ
+ 3
4
− 3
2p ‖f‖B˙sr,q
‖φ‖Lθ′ (0,∞;B˙−s
p′,q′
), (3.9)
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with C > 0 independent of φ and f .
In the second case 1θ =
3
4 −
3
2p , we use the fact h(t) ≤ |t|
− 3
2
(
1− 2
p
)
and Hardy-Littlewood-Sobolev inequality
in (3.7) to obtain
I2k ≤ C‖∆kφ‖
2
Lθ′ (0,∞;Lp′)
. (3.10)
Thus, using (3.10) and proceeding as in (3.8), we obtain a constant C > 0 (independent of φ and f ) such that
I ≤ C‖f‖B˙s
2,q
‖φ‖Lθ′ (0,∞;B˙−s
p′,q′
). (3.11)
Estimates (3.9) and (3.11) give the desired result.
⋄
Lemma 3.5. Assume that 1 ≤ q < 4 and f ∈ B˙
1
2
2,q(R
3). Then,
lim
|Ω|→∞
‖TΩ(·)f‖
L4(0,∞;B˙
1
2
3,q)
= 0. (3.12)
Proof. Since S0(R3)
‖·‖
B˙
1/2
2,q = B˙
1
2
2,q for q 6= ∞ (see Section 2), there exists (wk)k∈N in S0(R
3) such that
wk → f in B˙
1
2
2,q(R
3) as k →∞. Next, using Lemma 3.4, we obtain
lim sup
|Ω|→∞
‖TΩ(·)f‖
L4(0,∞;B˙
1
2
3,q)
≤ lim sup
|Ω|→∞
‖TΩ(·)(f − wk)‖
L4(0,∞;B˙
1
2
3,q)
+ lim sup
|Ω|→∞
‖TΩ(·)wk‖
L4(0,∞;B˙
1
2
3,q)
≤ C‖wk − f‖
B˙
1
2
2,q
+ lim sup
|Ω|→∞
‖TΩ(·)wk‖
L4(0,∞;B˙
1
2
3,q)
.
(3.13)
Choosing p ∈ (83 , 3), we have the conditions
3
4
−
3
2p
<
1
4
< min
{
1−
2
p
,
1
q
}
and
1
2
−
3
2p
< 0.
Then, we can use B˙
− 1
2
+ 3
p
p,q (R3) →֒ B˙
1
2
3,q(R
3) and Lemma 3.4 to estimate
lim sup
|Ω|→∞
‖TΩ(·)wk‖
L4(0,∞;B˙
1
2
3,q)
≤ C lim sup
|Ω|→∞
‖TΩ(·)wk‖
L4(0,∞;B˙
− 1
2
+ 3p
p,q )
≤ C|Ω|
1
2
− 3
2p ‖wk‖
B˙
− 1
2
+ 3p
2,q
→ 0, as |Ω| → ∞.
(3.14)
By (3.13), (3.14) and ‖wk − f‖
B˙
1
2
2,q
→ 0, it follows (3.12).
⋄
The next two lemmas are concerned with the Duhamel term
∫ t
0 TΩ(t− τ)P∇f(τ) dτ.
Lemma 3.6. Let s ∈ R and Ω ∈ R\{0} and let p, r, q, θ be real numbers satisfying
2 < p < 3,
6
5
< r < 2, 1 ≤ q ≤ ∞, 1−
1
p
≤
1
r
<
1
3
+
1
p
,
max
{
0,
1
2
−
3
2
(
1
r
−
1
p
)
−
1
2
(
1−
2
p
)}
<
1
θ
≤
1
2
−
3
2
(
1
r
−
1
p
)
.
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Then, there exists a universal constant C > 0 such that∥∥∥∥∫ t
0
TΩ(t− τ)P∇f(τ) dτ
∥∥∥∥
Lθ(0,∞;B˙sp,q)
≤ C|Ω|
− 1
2
+ 3
2
(
1
r
− 1
p
)
+ 1
θ ‖f‖
L
θ
2 (0,∞;B˙sr,q)
. (3.15)
Proof. Using Lemma 3.3 it follows that∥∥∥∫ t
0
TΩ(t− τ)P∇f(τ) dτ
∥∥∥
Lθ(0,∞;B˙sp,q)
≤ C
∥∥∥∥∫ t
0
‖TΩ(t− τ)P∇f(τ)‖B˙sp,q
dτ
∥∥∥∥
Lθ(0,∞)
≤ C
∥∥∥∥∥∥
∫ t
0
(t− τ)
− 1
2
− 3
2
(
1
r
− 1
p
)(
log (e+ |Ω||t− τ |)
1 + |Ω||t− τ |
) 1
2
(
1− 2
p
)
‖f(τ)‖B˙sr,q
dτ
∥∥∥∥∥∥
Lθ(0,∞)
.
(3.16)
We are going to prove (3.6) in two cases. First we consider the case 1θ =
1
2 −
3
2
(
1
r −
1
p
)
. Here, we note that
(
log (e+ |Ω||t− τ |)
1 + |Ω||t− τ |
) 1
2
(
1− 2
p
)
≤ 1
and employ Hardy-Littlewood-Sobolev inequality to estimate∥∥∥∥∥∥
∫ t
0
(t− τ)
− 1
2
− 3
2
(
1
r
− 1
p
)(
log (e+ |Ω||t− τ |)
1 + |Ω||t− τ |
) 1
2
(
1− 2
p
)
‖f(τ)‖B˙sr,q
dτ
∥∥∥∥∥∥
Lθ(0,∞)
≤ C‖f‖
L
θ
2 (0,∞;B˙sr,q)
. (3.17)
Consider now the case 1θ <
1
2 −
3
2
(
1
r −
1
p
)
. Selecting ℓ such that 1θ =
1
ℓ +
2
θ − 1, a direct computation gives∥∥∥∥∥∥(t− τ)− 12− 32
(
1
r
− 1
p
)(
log (e+ |Ω||t− τ |)
1 + |Ω||t− τ |
) 1
2
(
1− 2
p
)∥∥∥∥∥∥
Lℓ(0,∞)
= C|Ω|
1
θ
− 1
2
+ 3
2
(
1
r
− 1
p
)
. (3.18)
By Young inequality and (3.18), we have that∥∥∥∥∥
∫ t
0
(t− τ)
− 1
2
− 3
2
(
1
r
− 1
p
)(
log (e+ |Ω||t− τ |)
1 + |Ω||t− τ |
) 1
2
(
1− 2
p
)
‖f(τ)‖B˙sr,q
dτ
∥∥∥∥∥
Lθ(0,∞)
≤
∥∥∥∥∥∥t− 12− 32
(
1
r
− 1
p
)(
log (e+ |Ω|t)
1 + |Ω|t
) 1
2
(
1− 2
p
)∥∥∥∥∥∥
Lℓ(0,∞)
‖f‖
L
θ
2 (0,∞;B˙sr,q)
= C|Ω|
1
θ
− 1
2
+ 3
2
(
1
r
− 1
p
)
‖f‖
L
θ
2 (0,∞;B˙sr,q)
.
(3.19)
The proof is completed by substituting (3.17) and (3.19) into (3.16).
⋄
Lemma 3.7. Let s,Ω ∈ R and 2 ≤ q ≤ ∞. Then, there exists a universal constant C > 0 such that∥∥∥∥∫ t
0
TΩ(t− τ)∇f(τ) dτ
∥∥∥∥
L∞(0,∞;B˙s
2,q)∩L
4(0,∞;B˙s
3,q)
≤ C‖f‖L2(0,∞;B˙s
2,q)
. (3.20)
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Proof. We denote X = X1 ∩ X2 where X1 = L
∞(0,∞; B˙s2,q) and X2 = L
4(0,∞; B˙s3,q). We start with
estimates for the X1-norm. We have that∥∥∥∥∆j ∫ t
0
TΩ(t− τ)∇f(τ) dτ
∥∥∥∥
L2
=
∥∥∥∥∫ t
0
TΩ(t− τ)∇∆jf(τ) dτ
∥∥∥∥
L2
≤ C
∥∥∥∥∫ t
0
e−(t−τ)|ξ|
2
|ξ||φ̂j(ξ)f̂(τ)| dτ
∥∥∥∥
L2
≤ C
∥∥∥‖e−(t−τ)|ξ|2‖L2τ (0,t)|ξ|‖φ̂j(ξ)f̂(τ)‖L2τ (0,t)∥∥∥L2
≤ C‖∆jf‖L2(0,∞;L2).
Multiplying by 2sj , applying lq(Z)-norm and using inequality (2.3), we arrive at
∥∥∥∥∫ t
0
TΩ(t− τ)∇f(τ) dτ
∥∥∥∥
B˙s
2,q
≤ C
∑
j∈Z
2sjq‖∆jf‖
q
L2(0,∞;L2)
 1q
≤ C‖f‖L2(0,∞;B˙s
2,q)
and then ∥∥∥∥∫ t
0
TΩ(t− τ)∇f(τ) dτ
∥∥∥∥
X1
≤ C‖f‖L2(0,∞;B˙s
2,q)
. (3.21)
In order to estimate the X2-norm, we use Lemma 3.3 and Hardy-Littlewood-Sobolev inequality to obtain∥∥∥∥∫ t
0
TΩ(t− τ)∇f(τ) dτ
∥∥∥∥
X2
≤
∥∥∥∥∫ t
0
‖TΩ(t− τ)∇f(τ)‖B˙s
3,q
dτ
∥∥∥∥
L4(0,∞)
≤ C
∥∥∥∥∫ t
0
(t− τ)−
1
2
− 3
2(
1
2
− 1
3)‖f(τ)‖B˙s
2,q
dτ
∥∥∥∥
L4(0,∞)
≤ C‖f‖L2(0,∞;B˙s
2,q)
.
(3.22)
Putting together (3.21) and (3.22), we arrive at (3.20).
⋄
4 Global existence
In this section we state and prove our results about existence and uniqueness of global solutions to (1.1).
Basically, we have two cases 1/2 < s < 3/4 and s = 1/2. We start with the former.
Theorem 4.1. (i) For 1 ≤ q <∞, consider s, p and θ satisfying
1
2
< s <
3
4
,
1
3
+
s
9
<
1
p
<
2
3
−
s
3
,
s
2
−
1
2p
<
1
θ
<
5
8
−
3
2p
+
s
4
,
3
4
−
3
2p
≤
1
θ
< min
{
1−
2
p
,
1
q
}
.
Let Ω ∈ R \ {0} and u0 ∈ B˙
s
2,q(R
3) with ∇ · u0 = 0. There is a constant C = C(s, p, θ) > 0 such that if
‖u0‖B˙s
2,q
≤ C|Ω|
s
2
− 1
4 , then there exists a unique global solution u ∈ C([0,∞); B˙s2,q(R
3)) to (1.1).
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(ii) For q =∞, consider s, p and θ satisfying
1
2
< s <
3
4
,
1
3
+
s
9
<
1
p
<
2
3
−
s
3
,
s
2
−
1
2p
<
1
θ
<
5
8
−
3
2p
+
s
4
.
Let Ω0 > 0 and u0 ∈ I with∇ · u0 = 0, where
I :=
{
f ∈ S ′(R3) : ‖f‖I := sup
|Ω|≥Ω0
|Ω|
1
θ
− 3
4
+ 3
2p ‖TΩ(t)f‖Lθ(0,∞;B˙sp,∞)
<∞
}
. (4.1)
There is a constant C = C(s, p, θ) > 0 such that if ‖u0‖I ≤ C|Ω|
s
2
− 1
4 for |Ω| ≥ Ω0, then the system
(1.1) has a unique global solution u ∈ Lθ(0,∞; B˙sp,∞(R
3)). Moreover, if in addition u0 ∈ B˙
s
2,∞(R
3) then
u ∈ Cω([0,∞); B˙
s
2,∞(R
3)) where Cω stands to time weakly continuous functions.
Remark 4.2. Notice that the space I depends on the parameters Ω0, θ, p and s, but for simplicity we have omitted
them in the notation.
Proof of Theorem 4.1.
Part (i): By Lemma 3.3, it follows that
‖TΩ(t)u0‖Lθ(0,∞;B˙sp,q)
≤ C0|Ω|
− 1
θ
+ 3
4
− 3
2p ‖u0‖B˙s
2,q
. (4.2)
Now, we define the operator Γ and the set Z by
Γ(u)(t) = TΩ(t)u0 −B(u, u)(t) (4.3)
and
Z =
{
u ∈ Lθ(0,∞; B˙sp,q(R
3)) : ‖u‖Lθ(0,∞;B˙sp,q)
≤ 2C0|Ω|
− 1
θ
+ 3
4
− 3
2p ‖u0‖B˙s
2,q
, ∇ · u = 0
}
.
Taking 1r =
2
p −
s
3 , we can employ Lemma 3.6 and (2.2) to estimate Γ(·) as follows
‖Γ(u)− Γ(v)‖Lθ(0,∞;B˙sp,q)
=
∥∥∥∥∫ t
0
TΩ(t− τ)P∇ · (u⊗ (u− v)(τ) + (u− v)⊗ v(τ)) τ
∥∥∥∥
Lθ(0,∞;B˙sp,q)
≤ C|Ω|
1
θ
− 1
2
+ 3
2
(
1
r
− 1
p
)
‖u⊗ (u− v) + (u− v)⊗ v‖
L
θ
2 (0,∞;B˙sr,q)
≤ C|Ω|
1
θ
− 1
2
+ 3
2
(
1
r
− 1
p
) (
‖u‖Lθ(0,∞;B˙sp,q)
+ ‖v‖Lθ(0,∞;B˙sp,q)
)
‖u− v‖Lθ(0,∞;B˙sp,q)
≤ C|Ω|
1
θ
− 1
2
+ 3
2
(
1
r
− 1
p
)
4C0|Ω|
− 1
θ
+ 3
4
− 3
2p ‖u0‖B˙s
2,q
‖u− v‖Lθ(0,∞;B˙sp,q)
= C2|Ω|
1
θ
− 1
2
+ 3
2
(
1
r
− 1
p
)
− 1
θ
+ 3
4
− 3
2p ‖u0‖B˙s
2,q
‖u− v‖Lθ(0,∞;B˙sp,q)
= C2|Ω|
1
4
− s
2 ‖u0‖B˙s
2,q
‖u− v‖Lθ(0,∞;B˙sp,q)
,
(4.4)
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for all u, v ∈ Z , where C2 = C2(s, p, θ).Moreover, using (4.2) and (4.4) with v = 0, we obtain
‖Γ(u)‖Lθ(0,∞;B˙sp,q)
≤ ‖TΩ(t)u0‖Lθ(0,∞;B˙sp,q)
+ ‖Γ(u)− Γ(0)‖Lθ(0,∞;B˙sp,q)
≤ C0|Ω|
− 1
θ
+ 3
4
− 3
2p ‖u0‖B˙s
2,q
+ C2|Ω|
1
4
− s
2 ‖u0‖B˙s
2,q
‖u‖Lθ(0,∞;B˙sp,q)
≤ C0|Ω|
− 1
θ
+ 3
4
− 3
2p ‖u0‖B˙s
2,q
+ C2|Ω|
1
4
− s
2 ‖u0‖B˙s
2,q
2C0|Ω|
− 1
θ
+ 3
4
− 3
2p ‖u0‖B˙s
2,q
= C0‖u0‖B˙s
2,q
|Ω|
− 1
θ
+ 3
4
− 3
2p
(
1 + 2C2|Ω|
1
4
− s
2‖u0‖B˙s
2,q
)
(4.5)
for all u ∈ Z . Thus, for Ω and u0 satisfying
C2|Ω|
1
4
− s
2 ‖u0‖B˙s
2,q
≤
1
2
,
we get
‖Γ(u)‖Lθ(0,∞;B˙sp,q)
≤ 2C0|Ω|
− 1
θ
+ 3
4
− 3
2p ‖u0‖B˙s
2,q
and ‖Γ(u) − Γ(v)‖Lθ(0,∞;B˙sp,q)
≤
1
2
‖u− v‖Lθ(0,∞;B˙sp,q)
.
Then, Banach fixed point theorem implies that there exists a unique mild solution u ∈ Z to (1.1), i.e.,
u(t) = TΩ(t)u0 −B(u, u)(t).
It remains to prove that u ∈ C([0,∞); B˙s2,q(R
3)). Basically, we need to estimate the B˙s2,q-norm of the linear and
nonlinear parts in (4.3). For the linear one, we use Lemma 3.3 to get
‖TΩ(t)u0‖B˙s
2,q
≤ C0‖u0‖B˙s
2,q
. (4.6)
For the nonlinear part, taking 1r =
2
p −
s
3 , we use Lemma 3.3, (2.2) and Hölder inequality to obtain
∥∥∥∥∫ t
0
TΩ(t− τ)P∇ · (u⊗ u)(τ) dτ
∥∥∥∥
B˙s
2,q
≤ C
∫ t
0
‖TΩ(t− τ)P∇ · (u⊗ u)(τ)‖B˙s
2,q
dτ
≤ C
∫ t
0
(t− τ)−
1
2
− 3
2(
1
r
− 1
2) ‖(u⊗ u)(τ)‖B˙sr,q
dτ
≤ C
∫ t
0
(t− τ)−
1
2
− 3
2(
1
r
− 1
2) ‖u(τ)‖2
B˙sp,q
dτ
≤ C
∥∥∥(t− ·)− 12− 32r+ 34∥∥∥
L
θ
θ−2 (0<τ<t)
∥∥∥‖u(τ)‖2
B˙sp,q
∥∥∥
L
θ
2 (0,∞)
≤ Ct
θ−2
θ (1+
θ
θ−2(−
1
2
− 3
2r
+ 3
4))‖u‖2
Lθ(0,∞;B˙sp,q)
,
(4.7)
where we need 1θ <
5
8 −
3
2p +
s
4 in order to ensure integrability at τ = t. From (4.6) and (4.7), it follows that
u(t) ∈ B˙s2,q(R
3) for t > 0, and then we have that u ∈ C([0,∞); B˙s2,q(R
3)), as desired.
Part (ii): In view of (4.1), we have that
‖TΩ(t)u0‖Lθ(0,∞;B˙sp,∞)
≤ |Ω|
− 1
θ
+ 3
4
− 3
2p ‖u0‖I , for all |Ω| ≥ Ω0. (4.8)
Now, for |Ω| ≥ Ω0 consider
Γ(u)(t) = TΩ(t)u0 −B(u, u)(t) (4.9)
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and
Z =
{
u ∈ Lθ(0,∞; B˙sp,∞(R
3)) : ‖u‖Lθ(0,∞;B˙sp,∞)
≤ 2|Ω|−
1
θ
+ 3
4
− 3
2p ‖u0‖I , ∇ · u = 0
}
.
Taking 1r =
2
p −
s
3 , and proceeding similarly to Part (i), we obtain a constant C˜2 = C˜2(s, p, θ) such that
‖Γ(u) − Γ(v)‖Lθ(0,∞;B˙sp,∞)
≤ C˜2|Ω|
1
4
− s
2 ‖u0‖I‖u− v‖Lθ(0,∞;B˙sp,∞)
‖Γ(u)‖Lθ(0,∞;B˙sp,∞)
≤ ‖u0‖I |Ω|
− 1
θ
+ 3
4
− 3
2p
(
1 + 2C˜2|Ω|
1
4
− s
2 ‖u0‖I
)
,
(4.10)
for all u, v ∈ Z . Thus, for Ω and u0 satisfying
|Ω| ≥ Ω0 and C˜2|Ω|
1
4
− s
2 ‖u0‖I ≤
1
2
,
we get
‖Γ(u)‖Lθ(0,∞;B˙sp,∞)
≤ 2|Ω|−
1
θ
+ 3
4
− 3
2p ‖u0‖I and ‖Γ(u)− Γ(v)‖Lθ(0,∞;B˙sp,∞)
≤
1
2
‖u− v‖Lθ(0,∞;B˙sp,∞)
.
Again, we can apply the Banach fixed point theorem in order to obtain a unique mild solution u ∈ Z to (1.1). As-
sume now that u0 ∈ B˙
s
2,∞(R
3). Since (4.6) and (4.7) hold true for q =∞, it follows that u ∈ Cω([0,∞); B˙
s
2,∞(R
3)).
⋄
Before proceeding, for Ω0 > 0 and 1 ≤ q ≤ ∞ we define the space
F :=
{
f ∈ S ′(R3) : ‖f‖F := sup
|Ω|≥Ω0
‖TΩ(t)f‖L4(0,∞;B˙1/2
3,q )
<∞
}
, (4.11)
where, for simplicity, we have omitted the dependence on Ω0 and q in the notation F . We also define
F0 :=
{
f ∈ F : lim sup
|Ω|→∞
‖TΩ(t)f‖L4(0,∞;B˙1/2
3,q )
= 0
}
. (4.12)
Both spaces F and F0 are endowed with the norm ‖ · ‖F . The next theorem deals with the critical case s = 1/2.
Theorem 4.3. Let 2 ≤ q ≤ ∞ and u0 ∈ D with ∇ · u0 = 0 where D is a precompact set in F0. Then, there
exist Ω˜ = Ω˜(D) > 0 and a unique global solution u to (1.1) in L4(0,∞; B˙
1/2
3,q (R
3)) provided that |Ω| ≥ Ω˜.
Moreover, if in addition u0 ∈ B˙
1/2
2,q (R
3) with q 6= ∞, then u ∈ C([0,∞); B˙
1/2
2,q (R
3)). In the case q = ∞, we
obtain Cω([0,∞); B˙
1/2
2,∞(R
3)).
Proof. Let δ be a positive number that will be chosen later. Given that D is a precompact set in F0, there exist
L = L(δ,D) ∈ N and {gk} ⊂ F0 such that
D ⊂
L⋃
k=1
B(gk, δ),
where B(gk, δ) denotes the ball in F0 with center gk and radius δ. On the other hand, using the definition (4.12),
there exists Ω˜ = Ω˜(δ,D) ≥ Ω0 > 0 such that
sup
k=1,2,...,L
‖TΩ(t)gk‖
L4(0,∞;B˙
1
2
3,q)
≤ δ
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provided that |Ω| ≥ Ω˜. Now, given g ∈ D there exists k ∈ {1, 2, . . . , L} such that g ∈ B(gk, δ). Therefore, for
|Ω| ≥ Ω˜ we can estimate
‖TΩ(t)g‖
L4(0,∞;B˙
1
2
3,q)
≤ ‖TΩ(t)(gk − g)‖
L4(0,∞;B˙
1
2
3,q)
+ ‖TΩ(t)gk‖
L4(0,∞;B˙
1
2
3,q)
≤ C‖gk − g‖F + δ
≤ (C + 1)δ.
Thus, there exists C1 > 0 such that
sup
g∈D
‖TΩ(t)g‖
L4(0,∞;B˙
1
2
3,q)
≤ C1δ, for all |Ω| ≥ Ω˜. (4.13)
Now, we consider the complete metric space Z defined by
Z =
{
u ∈ L4(0,∞; B˙
1
2
3,q) : ‖u‖
L4(0,∞;B˙
1
2
3,q)
≤ 2C1δ,∇ · u = 0
}
, (4.14)
endowed with the metric d(u, v) = ‖u − v‖
L4(0,∞;B˙
1
2
3,q)
. Also, we consider the operator Γ defined in the proof of
Theorem 4.1. For u, v ∈ Z , using Lemma 3.7, (2.2) and Hölder inequality, we can estimate
‖Γ(u)− Γ(v)‖
L4(0,∞;B˙
1
2
3,q)
=
∥∥∥∥∫ t
0
TΩ(t− τ)P∇ · (u⊗ (u− v) + (u− v)⊗ v)(τ) dτ
∥∥∥∥
L4(0,∞;B˙
1
2
3,q)
≤ C‖u⊗ (u− v) + (u− v)⊗ v‖
L2(0,∞;B˙
1
2
2,q)
≤ C
(∥∥∥∥‖u‖
B˙
1
2
3,q
‖u− v‖
B˙
1
2
3,q
∥∥∥∥
L2(0,∞)
+
∥∥∥∥‖v‖
B˙
1
2
3,q
‖u− v‖
B˙
1
2
3,q
∥∥∥∥
L2(0,∞)
)
≤ C2
(
‖u‖
L4(0,∞;B˙
1
2
3,q)
+ ‖v‖
L4(0,∞;B˙
1
2
3,q)
)
‖u− v‖
L4(0,∞;B˙
1
2
3,q)
.
(4.15)
Taking v = 0 in (4.15), for u ∈ Z it follows that
‖Γ(u)‖
L4(0,∞;B˙
1
2
3,q)
≤ ‖Γ(0)‖
L4(0,∞;B˙
1
2
3,q)
+ ‖Γ(u)− Γ(0)‖
L4(0,∞;B˙
1
2
3,q)
≤ ‖TΩ(t)u0‖
L4(0,∞;B˙
1
2
3,q)
+ C2‖u‖
2
L4(0,∞;B˙
1
2
3,q)
.
(4.16)
Choosing 0 < δ < 18C1C2 , estimates (4.13), (4.15) and (4.16) yield
‖Γ(u)‖
L4(0,∞;B˙
1
2
3,q)
≤ 2C1δ, for all u ∈ Z,
‖Γ(u)− Γ(v)‖
L4(0,∞;B˙
1
2
3,q)
≤
1
2
‖u− v‖
L4(0,∞;B˙
1
2
3,q)
, for all u, v ∈ Z,
provided that |Ω| ≥ Ω˜. Therefore, we can apply the Banach fixed point theorem to obtain a unique global solution
u ∈ L4(0,∞; B˙
1
2
3,q).
Moreover, using Lemma 3.3, Lemma 3.7 and u ∈ L4(0,∞; B˙
1
2
3,q), we have that
‖u(t)‖
B˙
1
2
2,q
= ‖Γ(u)(t)‖
B˙
1
2
2,q
≤ C‖u0‖
B˙
1
2
2,q
+ C‖u‖2
L4(0,∞;B˙
1
2
3,q)
<∞, (4.17)
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for a.e. t > 0. Since ‖u‖
L4(0,∞;B˙
1
2
3,q)
≤ 2C1δ and δ <
1
8C1C2
, it follows that
‖u(t)‖
B˙
1
2
2,q
≤ C(‖u0‖
B˙
1
2
2,q
+ 1) <∞, for all |Ω| ≥ Ω˜, (4.18)
and so u(t) ∈ B˙
1
2
2,q(R
3) for a.e. t > 0. Using this and above estimates, standard arguments yield u ∈ C([0,∞); B˙
1
2
2,q(R
3))
for q 6=∞ and u ∈ Cω([0,∞); B˙
1
2
2,q(R
3)) for q =∞.
⋄
Theorem 4.4. Let 2 ≤ q ≤ ∞ and u0 ∈ F0 with ∇ · u0 = 0. Then, there exist Ω˜ = Ω˜(u0) and a unique global
solution u ∈ L4(0,∞; B˙
1
2
3,q(R
3)) to (1.1) provided that |Ω| ≥ Ω˜.
Proof. It is sufficient to apply Theorem 4.3 to the set D = {u0}.
⋄
Corollary 4.5. Let 2 ≤ q < 4 and u0 ∈ D with ∇ · u0 = 0 where D is a precompact set in B˙
1
2
2,q(R
3). Then, there
exist Ω˜(D) > 0 and a unique global solution u to (1.1) in the class C([0,∞); B˙
1
2
2,q(R
3)) ∩ L4(0,∞; B˙
1
2
3,q(R
3))
provided that |Ω| ≥ Ω˜(D).
Proof. In view of Lemma 3.5, we have that B˙
1
2
2,q →֒ F0 for 1 ≤ q < 4. Now the result follows by applying
Theorem 4.3.
⋄
5 Asymptotic behavior as |Ω| → ∞
In this section we study the asymptotic behavior of the mild solutions as |Ω| → ∞. For convenience, we denote
α0 = −
1
θ
+
1
2
−
3
2p
+
s
2
and β0 =
1
θ
−
3
4
+
3
2p
.
First, we consider the case 1/2 < s < 3/4.
Theorem 5.1. (i) Let 0 ≤ ǫ < 112 and 1 ≤ q <∞, and suppose that s, p and θ satisfy
1
2
+ 3ǫ < s <
3
4
,
1
3
+
s
9
<
1
p
<
2
3
−
s
3
,
s
2
−
1
2p
<
1
θ
<
5
8
−
3
2p
+
s
4
−
ǫ
4
,
3
4
−
3
2p
≤
1
θ
< min
{
1−
2
p
,
1
q
}
.
Let u and v be solutions of (1.1) with initial data u0 and v0 in B˙
s
2,q(R
3), respectively. Then, for α < 2β0
lim
|Ω|→∞
|Ω|α‖u(t)−v(t)‖B˙s+ǫ
2,q
= 0 if and only if lim
|Ω|→∞
|Ω|α‖TΩ(t)(u0−v0)‖B˙s+ǫ
2,q
= 0, for each fixed t > 0.
(5.1)
(ii) Let 0 ≤ ǫ < 16 and 1 ≤ q <∞. Assume that s, p and θ satisfy
1
2
+
3ǫ
2
< s <
3
4
,
1
3
+
s
9
<
1
p
<
2
3
−
s
3
,
s
2
−
1
2p
<
1
θ
<
5
8
−
3
2p
+
s
4
,
3
4
−
3
2p
≤
1
θ
< min
{
1−
2
p
,
1
q
}
.
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Let α < α0+2β0−
ǫ
2 and assume that u and v are solutions of (1.1) with initial data u0 and v0 in B˙
s
2,q(R
3),
respectively. Then, for each fixed t > 0,
lim
|Ω|→∞
|Ω|α‖u− v‖Lθ(0,∞;B˙s+ǫp,q ) = 0 if and only if lim|Ω|→∞
|Ω|α‖TΩ(t)(u0 − v0)‖Lθ(0,∞;B˙s+ǫp,q ) = 0. (5.2)
Proof. First we write
u− v = TΩ(t)(u0 − v0) +B(u, u)(t) −B(v, v)(t). (5.3)
Considering 1r =
2
p −
s
3 , we estimate the B˙
s+ǫ
2,q -norm of the nonlinear term in (5.3) as follows
‖B(u, u)(t) −B(v, v)(t)‖B˙s+ǫ
2,q
≤ C
∫ t
0
(t− τ)−
1
2
− 3
2(
1
r
− 1
2)‖e
1
2
(t−τ)∆(u⊗ (u− v) + (u− v)⊗ v)(τ)‖B˙s+ǫr,q dτ
≤ C
∫ t
0
(t− τ)−
1
2
− 3
2(
1
r
− 1
2)−
ǫ
2 (‖u(τ)‖B˙sp,q
+ ‖u(τ)‖B˙sp,q
)‖(u − v)(τ)‖B˙sp,q
dτ
≤ Ct
1
2
− 2
θ
− 3
2(
1
r
− 1
2)−
ǫ
2 (‖u‖Lθ(0,∞;B˙sp,q)
+ ‖v‖Lθ(0,∞;B˙sp,q)
)‖u− v‖Lθ(0,∞;B˙sp,q)
,
where we have the integrability at τ = t due to the condition
1
θ
<
5
8
−
3
2p
+
s
4
−
ǫ
4
=⇒
1
2
−
2
θ
−
3
2
(
1
r
−
1
2
)
−
ǫ
2
> 0.
Thus,
|Ω|α‖B(u, u)(t) −B(v, v)(t)‖B˙s+ǫ
2,q
≤ Ct
1
2
− 2
θ
− 3
2(
1
r
− 1
2)−
ǫ
2 |Ω|α−2β0 , for all |Ω| ≥ Ω0.
Since α < 2β0, it follows that
lim
|Ω|→∞
|Ω|α‖B(u, u)(t) −B(v, v)(t)‖B˙s+ǫ
2,q
= 0, for each t > 0. (5.4)
In view of (5.3) and (5.4), we obtain the desired property.
For item (ii), we proceed similarly as in the proof of Lemma 3.6 by taking f = u⊗ (u− v) + (u− v)⊗ v in
the nonlinear term of (5.3). Since 1θ <
1
2 −
3
2
(
1
r −
1
p
)
− ǫ2 , we can estimate
‖B(u, u) −B(v, v)‖Lθ (0,∞;B˙s+ǫp,q ) ≤ C|Ω|
−α0+
ǫ
2 (‖u‖Lθ(0,∞;B˙sp,q)
+ ‖v‖Lθ(0,∞;B˙sp,q)
)‖u− v‖Lθ(0,∞;B˙sp,q)
and then
|Ω|α‖B(u, u) −B(v, v)‖Lθ (0,∞;B˙s+ǫp,q ) ≤ C|Ω|
α−α0+
ǫ
2
−2β0 , for all |Ω| ≥ Ω0. (5.5)
Finally, we obtain (5.2) by letting |Ω| → ∞ and using (5.5) and (5.3).
⋄
Remark 5.2. Let 1 ≤ q <∞, and consider s, γ2, p and θ such that
1
2
< s <
3
4
, 0 < γ2 <
1
2
(
1−
1
ǫ
)
,
1
2γ2
(
1
8
−
s
4
+ γ2
)
≤
1
p
<
2
3
−
s
3
, (5.6)
s
2
−
1
2p
<
1
θ
<
5
8
−
3
2p
+
s
4
,
3
4
−
3
2p
≤
1
θ
< 1−
2
p
. (5.7)
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Since 1θ <
1
2 −
3
2
(
1
r −
1
p
)
− γ2
(
1− 2p
)
and
(
log (e+ |Ω|t)
1 + |Ω|t
) 1
2
(
1− 2
p
)
=
log (e+ |Ω|t)
1
2
(
1− 2
p
)
(1 + |Ω|t)
γ1
(
1− 2
p
) 1
(1 + |Ω|t)
γ2
(
1− 2
p
) ≤ (|Ω|t)−γ2
(
1− 2
p
)
,
where γ1, γ2 > 0, γ1 + γ2 =
1
2 and γ2 <
1
2
(
1− 1e
)
, we can estimate (similarly to Lemma 3.6)
‖B(u, u) −B(v, v)‖Lθ(0,∞;B˙s+ǫp,q ) ≤ C|Ω|
−α0−γ2
(
1− 2
p
)
(‖u‖Lθ(0,∞;B˙sp,q)
+ ‖v‖Lθ(0,∞;B˙sp,q)
)‖u− v‖Lθ(0,∞;B˙sp,q)
which implies
|Ω|α ‖B(u, u)−B(v, v)‖Lθ(0,∞;B˙s+ǫp,q ) ≤ C|Ω|
α−α0−γ2
(
1− 2
p
)
−2β0 .
Thus, for α < α0 + 2β0 + γ2
(
1− 2p
)
, we obtain the property (5.2).
In what follows, we address the asymptotic behavior of solutions in the critical case (s = 1/2).
Theorem 5.3. Let 2 ≤ q ≤ ∞ and let u and v be mild solutions of (1.1) with initial data u0 and v0 in F0,
respectively. Then, for all α ≥ 0
lim
|Ω|→∞
|Ω|α‖u− v‖
L4(0,∞;B˙
1
2
3,q)
= 0 if and only if lim
|Ω|→∞
|Ω|α‖TΩ(t)(u0 − v0)‖
L4(0,∞;B˙
1
2
3,q)
= 0. (5.8)
Moreover, for each t > 0, we have that
lim
|Ω|→∞
|Ω|α‖u(t)− v(t)‖
B˙
1
2
2,q
= 0 (5.9)
provided that
lim
|Ω|→∞
|Ω|α
(
‖TΩ(t)(u0 − v0)‖
B˙
1
2
2,q
+ ‖TΩ(t)(u0 − v0)‖
L4(0,∞;B˙
1
2
3,q)
)
= 0. (5.10)
Proof. By the proof of Theorem 4.3, we know that u ∈ L4(0,∞; B˙
1
2
3,q) with
‖u‖
L4(0,∞;B˙
1
2
3,q)
≤ 2C1δ, for all |Ω| ≥ Ω˜,
and similarly for v. Thus,
sup
|Ω|≥Ω˜
‖u‖
L4(0,∞;B˙
1
2
3,q)
< 2C1δ and sup
|Ω|≥Ω˜
‖v‖
L4(0,∞;B˙
1
2
3,q)
< 2C1δ. (5.11)
Next, we estimate
‖u− v‖
L4(0,∞;B˙
1
2
3,q)
≤ ‖TΩ(t)(u0 − v0)‖
L4(0,∞;B˙
1
2
3,q)
+C2(‖u‖
L4(0,∞;B˙
1
2
3,q)
+ ‖v‖
L4(0,∞;B˙
1
2
3,q)
)‖u− v‖
L4(0,∞;B˙
1
2
3,q)
which yields
(1− 4C1C2δ)|Ω|
α‖u− v‖
L4(0,∞;B˙
1
2
3,q)
≤ |Ω|α‖TΩ(t)(u0 − v0)‖
L4(0,∞;B˙
1
2
3,q)
, (5.12)
where C1, C2 and δ are as in the proof of Theorem 4.3. Since 1 − 4C1C2δ > 0 and the term on the right side
converges to zero (by hypothesis), it follows the “if ” part in (5.8). For the reverse, we write (5.3) as
TΩ(t)(u0 − v0) = u− v − [B(u, u)(t) −B(v, v)(t)] (5.13)
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and proceed similarly.
Next, we turn to (5.9). Applying the B˙
1
2
2,q-norm and using Lemma 3.7, we obtain
‖u(t)− v(t)‖
B˙
1
2
2,q
≤ ‖TΩ(t)(u0 − v0)‖
B˙
1
2
2,q
+ C(‖u‖
L4(0,∞;B˙
1
2
3,q)
+ ‖v‖
L4(0,∞;B˙
1
2
3,q)
)‖u− v‖
L4(0,∞;B˙
1
2
3,q)
, (5.14)
for each t > 0. Multiplying (5.14) by |Ω|α, letting |Ω| → ∞, and using (5.11), (5.10) and (5.8), we get (5.9).
⋄
Remark 5.4. Notice that we can take v0 = 0 and v = 0 in Theorems 5.1 and 5.3 and obtain asymptotic behavior
properties for u = uΩ as |Ω| → ∞. In particular, in Theorem 5.3, we have that
lim
|Ω|→∞
|Ω|α‖uΩ‖
L4(0,∞;B˙
1
2
3,q)
= 0 provided that lim
|Ω|→∞
|Ω|α‖TΩ(t)u0‖
L4(0,∞;B˙
1
2
3,q)
= 0. (5.15)
In the case α = 0, notice that the latter limit holds true for u0 ∈ B˙
1/2
2,q (R
3) with 1 ≤ q < 4 (see Lemma 3.5) and
for all u0 ∈ F0.
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