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Abstract
A new diffuse interface model for a two-phase flow of two incompressible
fluids with different densities is introduced using methods from rational con-
tinuum mechanics. The model fulfills local and global dissipation inequalities
and is frame indifferent. Moreover, it is generalized to situations with a sol-
uble species. Using the method of matched asymptotic expansions we derive
various sharp interface models in the limit when the interfacial thickness tends
to zero. Depending on the scaling of the mobility in the diffusion equation we
either derive classical sharp interface models or models where bulk or surface
diffusion is possible in the limit. In the latter case a new term resulting from
surface diffusion appears in the momentum balance at the interface. Finally,
we show that all sharp interface models fulfill natural energy inequalities.
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1 Introduction
In recent years diffuse interface models have been successfully used to describe the
flow of two or more immiscible fluids both for theoretical studies and numerical simu-
lations. One fundamental advantage of these models is that they are able to describe
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topological transitions like droplet coalescence or droplet break-up in a natural way.
These ideas go even back to works of van der Waals and Korteweg, cf. [6] for a re-
view and further references. In the case of two incompressible, viscous Newtonian
fluids the basic diffuse interface model is the so-called “Model H”, cf. Hohenberg and
Halperin [24]. It leads to the Navier-Stokes/Cahn-Hilliard system
ρ∂tv + ρ(v · ∇)v − div(2η(c)Dv) +∇p = −σˆε div(∇c⊗∇c), (1.1)
div v = 0, (1.2)
∂tc+ v · ∇c = div(m∇µ), (1.3)
µ = σˆε−1ψ′(c)− σˆε∆c. (1.4)
Here ρ is the density, v is the mean velocity, Dv = 1
2
(∇v +∇vT ), p is the pressure,
and c is an order parameter related to the concentration of the fluids (e.g. the
concentration difference or the concentration of one component). Moreover, η(c) > 0
is the viscosity of the mixture, σˆ is a constant related to the surface energy density,
ε > 0 is a (small) parameter, which is related to the “thickness” of the interfacial
region, ψ is a homogeneous free energy density and µ is the chemical potential.
Capillary forces due to surface tension are modeled by an extra contribution ε∇c⊗
∇c := ε∇c(∇c)T in the stress tensor leading to the term on the right-hand side of
(1.1). Moreover, we note that in the modeling diffusion of the fluid components is
taken into account. Therefore div(m∇µ) is appearing in (1.3), where m = m(c) ≥ 0
is the mobility coefficient.
One of the fundamental modelling assumptions is that the densities of both com-
ponents as well as the density of the mixture ρ are constant. Of course, this restricts
the applicability of the model to situations when density differences are negligible.
Gurtin et al. [23] derived this model in the framework of rational continuum mechan-
ics and showed that it satisfies the second law of thermodynamics in a mechanical
version based on a local dissipation inequality.
Lowengrub and Truskinovsky [28] derived a thermodynamically consistent exten-
sion of the Model H for the case of different densities, which leads to the system:
ρ∂tv + ρ(v · ∇)v − div S(c,Dv) +∇p = −σˆε div(ρ∇c⊗∇c), (1.5)
∂tρ+ div(ρv) = 0, (1.6)
ρ∂tc+ ρv · ∇c = div(m(c)∇µ), (1.7)







where S(c,Dv) = 2η(c)Dv + λ(c) div v I and λ(c) is the bulk viscosity coefficient.
Here the free energy has the density ρσˆ(ε−1ψ(c)+ε |∇c|
2
2
) per unit volume. A simplified
version of this model has been successfully used for numerical studies, cf. Lee et
al. [25, 26]. In contrast, there are – to the best of the authors’ knowledge – no
discrete schemes available which are based on the full model (1.5)-(1.8). This may
be due to fundamental new difficulties compared with Model H (1.1)-(1.4). For
instance, the velocity field v is no longer divergence free and therefore no solution
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concept is available which avoids to determine the pressure p. At least analytically,
these difficulties could be overcome, see Abels [1] for existence of weak solutions.
Mathematically the coupling of the Navier-Stokes (1.5)-(1.6) and the Cahn-Hilliard
part (1.7)-(1.8) is much stronger, for instance the pressure p enters the equation for
the chemical potential (1.8), and the linearized system is very different from the
linearization of Model H, cf. Abels [2], where strong solutions locally in time are
constructed.
Alternative generalizations of the Model H for the case of different densities were
presented and discussed by Boyer [8] and Ding et al. [12]. The model by Ding et al.
consists of (1.1)-(1.4), but now for a variable density ρ = ρ(c). In order to justify
this generalization they start from the mass balance equation
∂tρj + div(ρjvj) = 0 (1.9)
for the individual fluids j = 1, 2 and define the mean velocity v of the mixture as
volume averaged velocity v = u1v1 + u2v2, where uj is the volume fraction of fluid j.
Then (1.9) yields
div v = 0, (1.10)
cf. Section 2 below. In contrast to that Lowengrub and Truskinovsky define the mean
velocity v as mass averaged/barycentric velocity ρv = ρ1v1 + ρ2v2, which yields
∂tρ+ div(ρv) = 0.
The incompressibility relation (1.10) of course has advantages with respect to nu-
merical simulations – see the computations related to the model by Ding et al. in
[12].
Unfortunately, neither global nor local energy inequalities are known to hold for
(1.1)-(1.4) when ρ is not constant. The model by Boyer is more complicated. But
it is derived using a volume averaged mean velocity, which leads to a divergence
free mean velocity field too. The further derivation of Boyer differs from the one in
[12] and ours since the starting point are the equations for the conservation of linear
momentum of each single fluid. Also for this model neither global nor local energy
inequalities seem to be known, cf. also [7].
It is the purpose of the present paper to derive a thermodynamically consistent
generalization of (1.1)-(1.4) to the case of non-matched densities based on a solenoidal
velocity field v. More precisely, we will derive the system
∂t(ρv) + div(ρv ⊗ v) + div(v ⊗ ρ˜1−ρ˜22 m(ϕ)∇µ)− div(2η(ϕ)Dv) +∇p
= −σˆε div(∇ϕ⊗∇ϕ),
div v = 0,





where the order parameter ϕ = ϕ2 − ϕ1 stands for the difference of the volume
fractions ϕj, j = 1, 2












v − div(2η(ϕ)Dv) +∇p = −σˆε div(∇ϕ⊗∇ϕ),
where J˜ = ρ˜1−ρ˜2
2
m(ϕ)∇µ, cf. Section 2 below. In comparison with the system derived
in [12] there is the additional term (J˜ ·∇)v in the equation for the linear momentum.
This term vanishes in the case of matched densities, i.e., ρ ≡ const.. But this term
is crucial in the case of non-matched densities for consistency with thermodynamics.
We note that in contrast to the model by Lowengrub and Truskinovsky (1.5)-(1.8)
the usual continuity equation (1.6) is not part of our system. Nevertheless there is






and in Section 2 it will be shown that in fact individual masses are conserved. Note






emphasize that according to equation (1.11) the (volume averaged) velocity v does
not describe the flux of the density. In our model the flux of the density consists of
the two parts: ρv, describing the transport by the mean velocity, and a relative flux
J˜ = − ρ˜2−ρ˜1
2
m(ϕ)∇µ related to diffusion of the components. Hence the diffusion of
the components relative to the mean velocity leads to a diffusion of the mass density
in the case that ρ˜1 6= ρ˜2. Moreover, we note that in the classical Model H effects
related to diffusion of the components can play an important role and can lead to
Ostwald ripening effects and disappearance of small droplets, cf. e.g. [34].
The structure of the paper is as follows: In Section 2 we will derive the generaliza-
tion of Model H, described above in the framework of rational continuum mechanics.
First we will use a local dissipation inequality and a choice of the energy flux as in
[23] to derive restrictions for the form of the stress tensor and the chemical potential,
which finally leads to our model after suitable constitutive assumptions. Then we
briefly discuss the changes in the derivation if the energy flux is not specified at the
beginning and Liu’s Lagrange multiplier method is used, cf. [27]. In Section 3, we
present a third approach to derive a thermodynamically consistent model, this time
based on Onsager’s variational principle. We consider the more general situation
when either the system is subjected to gravitational forces or when one additional
soluble species is present in both fluids. In the latter case, transport effects across
the interface are taken into account, too, and we derive a diffuse interface analogue
of Henry’s law, cf. Section 3.
In Section 4 we discuss the sharp interface asymptotics in the limit ε → 0 for
the diffuse interface model together with a soluble species. This is done by using the
1Other choices of order parameters are possible as well – see Section 2.
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method of formally matched asymptotics. We show that the limit system depends
essentially on the choice and the scaling of the mobility. Actually, we consider four
cases related to choosing the mobility degenerate or non-degenerate and letting the
mobility tend to zero or not. If the mobility m(ϕ) vanishes as ε→ 0, we end up with
the classical model for a two-phase flow with the Young-Laplace law
−[2ηDv]+−ν + [p]+−ν = σκν at Γ(t),
where Γ(t) is the interface between the fluids, ν is a unit normal to Γ(t), κ is its mean
curvature, σ is a surface tension coefficient, and [.]+− denotes the jump of a quantity
at Γ(t) in the direction of ν. Moreover, the interface is transported by the velocity
of the fluid, i.e.,
V − ν · v = 0 at Γ(t),
where V is the normal velocity of Γ(t). If a soluble species with density w is present,
we obtain the classical Henry condition for the jump of the concentrations of the
soluble species.
In the case of a constant mobility, we obtain in the limit ε→ 0 that the momentum
balance in the bulk is given as
ρ˜i∂tv + div
(
v ⊗ (ρ˜iv + ρ˜1−ρ˜22 m0∇µ))− ηi∆v +∇p = 0.
In this case the diffusive flux − ρ˜2−ρ˜1
2
m0∇µ enters the momentum balance, cf. [5]. At
the interface we obtain the Stefan type condition
2(v · ν − V) = m0[∇µ]+− · ν at Γ(t),
for the evolution of the interface and again
−[2ηDv]+−ν + [p]+−ν = σκν at Γ(t),
for the jump of the stress tensor. Here µ satisfies
2µ = σκ− [w]+− at Γ(t),
µ is harmonic in the bulk, and m0 > 0 is a diffusion coefficient related to m. In
particular the interface is no longer material and diffusion of mass through the bulk
is still present in the model. In the case of a non-vanishing, degenerate mobility the
evolution of the interface is governed by the surface diffusion law
2(v · ν − V) = mˆ∆Γ(t)µ,
where ∆Γ(t) is the Laplace-Beltrami operator of Γ(t) and mˆ > 0 is a diffusion coeffi-
cient related to m. Moreover, the equation for the jump of the stress tensor is
− ρ˜2−ρ˜1
2
mˆ((∇Γµ) · ∇Γ)v − [2ηDv]+−ν + [p]+−ν = σκν at Γ(t),
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in this case. In particular the surface flux− ρ˜2−ρ˜1
2
mˆ∇Γµ enters the momentum balance
at the interface. In Section 5 we prove that energy estimates are valid for sufficiently
smooth solutions of the sharp interface models. Finally, several important identities
for the formally matched asymptotics calculations are shown in the appendix.
Acknowledgements: The authors are grateful to Hans Wilhelm Alt for several
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model and helped to improve the presentation of the derivation of the model. More-
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version of this paper. This work was supported by the SPP 1506 ”Transport Pro-
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2 Derivation of the Model
In order to derive the diffuse interface model, one assumes a partial mixing of the
macroscopically immiscible fluids in a thin interfacial region. Therefore let us intro-
duce some terminology related to mixtures. In the following the fluids are labeled
by j = 1, 2 and they fill a domain Ω ⊆ Rd. The total mass density of the mixture is





is the mass of the fluid j contained in a set V ⊂ Ω and we obtain ρ = ρ1 + ρ2.
Moreover, we denote by cj =
ρj
ρ
the mass concentration and note that c1 + c2 = 1.
Denoting by Jˆj the mass flux of fluid j, the mass balance equation in local form
is given by
∂tρj + div Jˆj = 0.
Defining the velocities vj, j = 1, 2, of the single fluids as vj = Jˆj/ρj the mass balance
equation can be rewritten as
∂tρj + div(ρjvj) = 0.
In what follows we assume that the volume occupied by a given amount of mass of
the single fluids does not change after mixing, i.e., the excess volume due to mixing




. The assumption that the excess volume is zero results in
u1 + u2 = 1. (2.1)
















Introducing the mass concentration difference c = c2− c1, the above relation implies














We remark that possible choices for the order parameter in the phase field model
are the mass concentration difference c, the density difference ρ¯ := ρ2 − ρ1 or the
difference of volume fractions u := u2 − u1.
We now introduce a suitable averaged velocity of the mixture. In contrast to the
mass averaged/barycentric velocity v˜ given by ρv˜ = ρ1v1 + ρ2v2, cf. Lowengrub and
Truskinovsky [28], we choose the volume averaged velocity v of the mixture as in
Boyer [8] and Ding et al. [12]. More precisely, we define







cf. [8, 12]. As a consequence, we obtain, using the fact that the ρ˜j’s are constants,

















= −∂t1 = 0. (2.2)
Furthermore, we denote by Jj = Jˆj − ρjv the mass flux of the fluid j relative to the
velocity v, i.e.,
∂tρj + div(ρjv) + div Jj = 0.
Because of (2.2) and ρj = ρcj = ρ˜juj, we have
∂t(ρcj) + v · ∇(ρcj) + div Jj = 0
or equivalently,




. Because of u1 + u2 = 1, we require







cf. (2.2). In particular, we obtain
∂t(ρc) + v · ∇(ρc) + div J = 0, (2.4)
where J = J2 − J1. In addition we have
∂tρ = ∂t(ρ1 + ρ2) = − div(J1 + ρ1v + J2 + ρ2v) = − div(ρv + J1 + J2). (2.5)
If ρ˜1 6= ρ˜2, we have in general div(J1 + J2) 6= 0. Hence the classical continuity
equation does not hold with respect to the velocity v. This reflects the fact that we
allow for mass diffusion in the system.
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Instead of c, one could use u := u2 − u1 as order-parameter. Because of
ρ = ρc1 + ρc2 = ρ˜1u1 + ρ˜2u2, (2.6)







, we can also assume that ρ = ρˆ(u) and ρc = ρ̂c(u). In order
to have flexibility in the choice of the order parameter, we assume in the following
that ϕ is any suitable order parameter such that ρ = ρˆ(ϕ) and ρc = ρ̂c(ϕ) for some
constitutive functions ρˆ, ρ̂c. Here ρc = ρ̂c(ϕ) is the density difference. Possible
choices are ϕ = u1 − u2 as above, ϕ = c, and ϕ = ρc. Then




(∂tϕ+ v · ∇ϕ) = − div J. (2.9)
As in Gurtin et al. [23], we assume that the inertia and kinetic energy due to the
motion of the fluid relative to the gross motion is negligible. Therefore we consider
the mixture as a single fluid with velocity v, which satisfies the law of conservation
of linear momentum of continuum mechanics with respect to the volume averaged
velocity. The density and the stress tensor are assumed to depend on additional
internal variables like ϕ and ∇ϕ. I.e., we assume that
∂t(ρv) + div(ρv ⊗ v) = div T˜ (2.10)
for a tensor T˜, which has to be specified by constitutive assumptions. Here external
forces are neglected for simplicity.
The formulation (2.10) can be rewritten as
(∂tρ+ v · ∇ρ)v + ρ(∂tv + (v · ∇)v) = div T˜ . (2.11)
In the above version the tensor T˜ cannot be objective, i.e., an observer change
(t∗,x∗) = (t, a(t) + Q(t)x)
will not lead to a transformation rule
T˜ = QT˜∗QT ,
see [5] for details. Using (2.5) and div v = 0 we obtain that the system (2.11) can be
rewritten as
ρ(∂tv + (v · ∇)v) = div(T˜ + v ⊗ (J1 + J2))− ((J1 + J2) · ∇)v .
This system now allows for an objective tensor T = T˜ + v ⊗ (J1 + J2). Using the
fact that v is divergence free we introduce the unknown pressure p and restate the
momentum equation as
ρ(∂tv + (v · ∇)v) = div S˜−∇p− ((J1 + J2) · ∇)v (2.12)
where S˜ = T + pI = T˜ + v ⊗ (J1 + J2) + pI, where I is the identity.
8
Remark 2.1 In the following we use the abbreviation
J˜ = J1 + J2





Then the total mass balance (2.5) can be rewritten as
∂tρ+ div(ρv + J˜) = 0 . (2.14)
Using the mass balance we can restate the momentum balance (2.12) as
ρ∂tv + ((ρv + J˜) · ∇)v = div S˜−∇p (2.15)
We note that ρv + J = ρv˜ if v˜ denotes the barycentric velocity defined by ρv˜ =









for any (sufficiently smooth) domain V (t) that is transported by v˜, i.e., the normal
velocity of ∂V (t) coincides with ν · v˜, cf (2.17) below. If V (t) is instead transported















Finally, we assume the relative motion of the fluids to be diffusive, and we intro-
duce a Helmholtz free energy density f(ϕ,∇ϕ) (per unit volume). It will play the
role of an interfacial energy for the diffuse interface. The total energy in a volume V














where e(v, ϕ,∇ϕ) := ρˆ(ϕ) |v|2
2
+ f(ϕ,∇ϕ).
2.1 Derivation based on a Local Dissipation Inequality and
Microstresses
In the following V (t) ⊆ Ω shall denote an arbitrary volume that is transported with
the flow, i.e., the exterior normal velocity of V (t) is given by ν · v(t) on ∂V (t).
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In order to describe the change of the free energy due to diffusion, we introduce









J˜ · ν dsx
is the energy transported into V (t) by diffusion and dsx denotes integration with
respect to the surface measure. Here the term − ∫
∂V (t)
µJ ·ν dsx describes the change





J˜ · ν dsx describes the change of kinetic energy due to diffusion, see
also [5], Section 10.
Surface forces: Moreover, we assume the existence of a generalized (vectorial) surface
force ξ such that ∫
∂V (t)
ϕ˙ ξ · ν dsx
represents the working due to microscopic stresses. Above and in the following ϕ˙ is
the material derivative ∂tϕ+ v · ∇ϕ. Finally, we note that∫
∂V (t)
(Tν) · v dsx
describes the working in a given volume V (t) due to the macroscopic stresses in the
fluid.
Second law of thermodynamics/local dissipation inequality: Similar as in [23], we
assume the following dissipation inequality, which is the appropriate formulation of









(Tν) · v dsx +
∫
∂V (t)
ϕ˙ ξ · ν dsx −
∫
∂V (t)





J˜ · ν dsx
for every volume V (t) transported with the flow. This means that the change of
total energy in time is bounded by the working due to macroscopic and microscopic
stresses and the change of energy due to diffusion.











ν · vf dsx =
∫
V (t)
(∂tf + div(vf)) dx (2.17)
where V (t) is transported with the flow described by v. Therefore the equivalent
local form is






− div(ϕ˙ξ) + div(µJ) =: −D ≤ 0. (2.18)
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Using (1.10), (2.8) and (2.10), we will simplify D. First of all, multiplying (2.10)






) + v · ∇(ρ |v|2
2
)
= (∂tρ+ v · ∇ρ) |v|22 + ρ(∂tv + (v · ∇)v) · v
= −(div J˜) |v|2
2





|v|2J˜ + S˜Tv − pv
)
− S˜ : ∇v . (2.19)
Moreover,












µ+ div ξ)ϕ˙+ (∇ϕ)· · ξ +∇v : (∇ϕ⊗ ξ)−∇µ · J,
because of (2.9) and where we have used
∂xj ϕ˙ = ∂t∂xjϕ+ v · ∇∂xjϕ+ ∂xjv · ∇ϕ = (∂xjϕ)· + ∂xjv · ∇ϕ. (2.21)















· (∇ϕ)· − (S˜ +∇ϕ⊗ ξ) : ∇v +∇µ · J ≤ 0, (2.22)
where we have used div v = 0.
In order to motivate the constitutive assumptions, we will derive some restric-
tions for the constitutive relations specifying S˜, µ,J, ξ by an argument typical for
rational continuum mechanics: To this end, we assume that S˜,J, ξ are functions of
Dv, ϕ,∇ϕ, µ,∇µ only. Moreover, we assume that S˜ is symmetric. Invoking general
external forces and mass supplies in the equations, one argues that ϕ, ϕ˙,∇ϕ, (∇ϕ)·, µ,
∇µ, (∇v − 1
3
div vI) can attain arbitrary values for a given point in space and time
and since f and ξ do not depend on ϕ˙, (∇ϕ)·, we conclude from (2.22) that
ξ − ∂f
∂∇ϕ(ϕ,∇ϕ) = 0










−(S˜ +∇ϕ⊗ ξ) : Dv − (∇ϕ⊗ ξ) : 1
2
(∇v −∇vT ) +∇µ · J ≤ 0, (2.23)
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where Dv = 1
2
(∇v +∇vT ). Since the skew part of ∇v can attain arbitrary values
independent of Dv and
(∇ϕ⊗ ξ) : 1
2
(∇v −∇vT ) = 1
2
(∇ϕ⊗ ξ − ξ ⊗∇ϕ) : 1
2
(∇v −∇vT ),
we conclude that 1
2
(∇ϕ⊗ ξ − ξ ⊗∇ϕ) = 0 and therefore
ξ ⊗∇ϕ = ∇ϕ⊗ ξ.
Thus |ξ|2|∇ϕ|2 = (∇ϕ · ξ)2 and therefore
ξ(ϕ,∇ϕ) = a(ϕ,∇ϕ)∇ϕ = ∂f
∂∇ϕ(ϕ,∇ϕ) (2.24)
for some a(ϕ,∇ϕ).
On the other hand, the first term after the equality sign in (2.23) is linear in ϕ˙
and f,J and µ are assumed to be independent of ϕ˙. Therefore the first term in (2.23)













: Dv −∇µ · J ≥ 0. (2.25)
Here S˜ + ∇ϕ ⊗ ∂f
∂∇ϕ is also called viscous stress tensor since it corresponds to irre-
versible changes of the energy due to friction in the fluids.
Constitutive assumptions: Motivated by Newton’s rheological law, cf. e.g. [27, Sec-
tion 4.2.2], we assume that
S˜ +∇ϕ⊗ ∂f
∂∇ϕ = 2η(ϕ)Dv
for some function η(ϕ) ≥ 0.
Finally, we choose J(ϕ,∇ϕ, µ,∇µ) in the form
J(ϕ,∇ϕ, µ,∇µ) = −m˜(ϕ)∇µ,
where m˜(ϕ) ≥ 0, which corresponds to a generalized Fick’s law. We remark that J
can be chosen to be nonlinear with respect to ∇µ as long as (2.25) is fulfilled.
Summing up, we derived the following diffuse interface model:
ρ∂tv + ((ρv + J˜) · ∇)v − div (2η(ϕ)Dv) +∇p = − div(a(ϕ,∇ϕ)∇ϕ⊗∇ϕ), (2.26)
div v = 0, (2.27)









where a(ϕ,∇ϕ) satisfies (2.24) and J˜ = − ρ˜2−ρ˜1
ρ˜2+ρ˜1
m˜(ϕ)∇µ due to (2.13). Assuming
that the normal component of v and the normal derivative of µ vanishes on the
boundary of the fluid domain Ω,
∫
Ω
ρ̂c(·, t) dx is a constant in time. By (2.6) and




ρi dx, i = 1, 2, of each liquid component is conserved.
If ϕ = c is the mass concentration difference, then ρ̂c(c) = ρˆ(c)c, and we obtain
ρ∂tv + ((ρv + J˜) · ∇)v − div (2η(c)Dv) +∇p = − div(a(c,∇c)∇c⊗∇c), (2.30)
div v = 0, (2.31)
























ρ∂tv + ((ρv + J˜) · ∇)v − div (2η(ϕ)Dv) +∇p = − div(a(ϕ,∇ϕ)∇ϕ⊗∇ϕ),
div v = 0,











ϕ and we obtain the system
ρ∂tv + ((ρv + J˜) · ∇)v − div (2η(ϕ)Dv) +∇p = − div(a(ϕ,∇ϕ)∇ϕ⊗∇ϕ), (2.34)
div v = 0, (2.35)
















µ. We hence obtain






m˜(ϕ). Usually we take the difference of volume fractions as
order parameter. This has the advantage that the mass difference depends linearly on
the order parameter and as usual in phase field models the values ϕ = ±1 correspond
to unmixed “pure” phases.
Finally we remark that (2.36) implies the mass balance
∂tρ+ div(ρv + J˜) = 0.
Using this we can rewrite the momentum balance (2.34) as
∂t(ρv)+div(ρv⊗v)+div(v⊗ J˜)−div(2η(ϕ)Dv)+∇p = − div(a(ϕ,∇ϕ)∇ϕ⊗∇ϕ) .
Remark 2.2 For the previous derivation it is essential to use the frame invariant
version of the momentum equation (2.11) in order to derive a frame invariant model.
If one does the derivation in the same manner using (2.10) instead, the resulting
model is
∂t(ρv) + div(ρv ⊗ v)− div (2η(ϕ)Dv) +∇p = − div(a(ϕ,∇ϕ)∇ϕ⊗∇ϕ), (2.38)
div v = 0, (2.39)












cf. [3] for details. This model is not frame invariant since the chemical potential





2.2 Derivation based on a Local Dissipation Inequality and
the Lagrange Multiplier Approach
It is also possible to exploit a dissipation inequality without introducing generalized








Je · ν dsx ≤ 0
for every volume V (t) transported with the flow for some general energy flux Je,
which will be specified later.
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Then the equivalent local form is
∂te+ v · ∇e+ div Je ≤ 0. (2.42)
Because of the conservation law (2.4), we conclude that for every scalar function λϕ
the inequality
−D := ∂te+ v · ∇e+ div Je − λϕ (∂t(ρc) + v · ∇(ρc) + div J) ≤ 0 (2.43)
has to be valid.


















J˜ + T · v − λϕJ + Je
)
− S˜ : ∇v +∇λϕ · J ≤ 0,
where we have used div v = 0. Making use of (2.21) we conclude that the latter






















J˜ + T · v − λϕJ + ∂f
∂∇ϕϕ˙+ Je
)
+∇λϕ · J ≤ 0, (2.44)
where again the equation div v = 0 was used.
If we assume now that S˜, λϕ, and − |v|22 J˜+T ·v−λϕJ+ ∂f∂∇ϕ ϕ˙−Je are independent
of ϕ˙, we conclude that the first term after the equality sign in (2.44) has to vanish













If we denote λϕ = µ, then we obtain the same identity for the “chemical potential”




J˜−T · v + µJ− ∂f
∂∇ϕϕ˙,






: Dv −∇µ · J ≥ 0,
which is just (2.25). Thus we can derive the model (2.26)-(2.29) as before by making
the same constitutive assumptions.
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3 Onsager’s Variational Principle – a Third Ap-
proach to Derive Thermodynamically Consis-
tent Models
In this section, we follow a third pathway to obtain diffuse interface models in the
spirit of (2.34)-(2.36) and in agreement with the postulations of thermodynamics. It
is based on Onsager’s variational principle, see [30] and [14], [19], [31] for applications
in multi-phase flow. To widen the range of applications, we discuss two additional
features. We allow for gravitational forces or, alternatively, we include the transport
of a soluble species across fluidic interfaces as an additional effect. For simplicity, we
refrain ourselves in the second case to a species that does not influence the surface
tension at the interface. Adopting the notation from the previous sections, the order
parameter will be denoted by ϕ and we take it to be the difference u2 − u1 of the








where ρ˜1 and ρ˜2 are the specific densities of liquid 1 and 2, respectively. By w, we
denote the mass density of the soluble species which we assume to be dilute.











v − div S +∇p = K, (3.2)
div v = 0, (3.3)
∂tϕ+ v · ∇ϕ+ div Jϕ = 0, (3.4)
∂tw + v · ∇w + div Jw = 0 (3.5)





J a rescaled flux, compare the discussion
after (2.37). The stress tensor S is symmetric, and K denotes the force density.
The additional equation (3.5) is the mass balance of the soluble species and Jw is
the corresponding mass flux. These equations are supposed to hold in a space-time
cylinder Ω × (0, T ) with Ω ⊂ Rd being the domain where the process takes place.
Conservation of mass requires that the normal components of Jϕ and of Jw vanish





{g(w) + β(ϕ)w} dx
with f(z, p) = f1(z) + f2(p). Here, g(·) is an entropic term, and β(ϕ) attains for
ϕ ≤ −1 or ϕ ≥ 1 the values β1 or β2, respectively. In a sharp-interface limit, these
parameters will reappear through the Henry jump condition
w1
w2
= exp(β2 − β1) (3.6)
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at the interface separating the two phases (cf. Subsection 4.3.3). The total energy is












{g(w) + β(ϕ)w} dx.



























ρ(ϕ)v · ∂tv dx+
∫
Ω




where we assumed that the normal part of ∂f









































(v · ∇ϕ+ div Jϕ) dx−
∫
Ω















































Jϕ · ∇µϕ dx−
∫
Ω
Dv : S dx+
∫
Ω


















|v|2 (div Jϕ +∇ϕ · v) dx,
which – as a consequence of the no-flux boundary conditions – follows easily by
integration by parts. Moreover, we abbreviated













to denote the chemical potentials corresponding to ϕ and w, respectively. Recall
that in general entropy production is due to external force fields and to gradients
of velocity and of chemical potentials, see [11], Chapter 3. However, if the specific
densities of the external forces2 acting on the different species are identical, then
those forces do not contribute to entropy production. Therefore, if no other external







v · ∇ϕµϕ dx−
∫
Ω
v · ∇wµw dx+
∫
Ω







Kgrav · v dx case with gravitational forces,
0 case with soluble species,
equation (3.7) is satisfied if
K =
{
µϕ∇ϕ+ Kgrav case with gravitational forces,
µϕ∇ϕ+ µw∇w case with soluble species.
Here, Kgrav denotes the gravitational force.
























This gives Jϕ = −M(ϕ)∇µϕ, Jw = −K(ϕ)w∇µw, and S = 2η(ϕ)∇v+∇vT2 . Alto-











− div (2η(ϕ)Dv)+∇p = µϕ∇ϕ+ µw∇w, (3.9)
div v = 0, (3.10)





∂tw + v · ∇w − div (K(ϕ)w∇µw) = 0, (3.12)










′(w) + β(ϕ) (3.14)
2i.e. the quotient of force density and mass density.
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where Dv = 1
2




. The evolution equation for
w becomes
∂tw + v · ∇w = div(K(ϕ)w∇(g′(w) + β(ϕ))). (3.15)
In the case of gravitational forces, the system has to be changed accordingly.
Remarks:
• If we choose the viscosity parameter in (3.8) as η(ϕ,Dv), non-newtonian effects,
e.g. shear thinning or shear thickening, can be included as well.
• If we choose g(w) = w(logw − 1), the equations (3.12),(3.14) result in the
diffusion equation
∂tw + v · ∇w = div(K(ϕ)(∇w + w∇β(ϕ))).
• The interfacial force term K = µϕ∇ϕ+ µw∇w can equivalently be written as






Here, the first term is of pressure type whereas ∇ϕ⊗ ∂f
∂∇ϕ provides an additional
stress tensor contribution representing interfacial forces. We can hence conclude
that the derivations in Sections 2 and 3 up to a reinterpretation of the pressure
lead to the same diffuse interface model if the dependence on w is omitted. The
analogous observation for “Model H” has been already discussed in [23].
• It is also possible to derive (3.9)-(3.14) with the approaches discussed in Section
2.
• Taking the definitions of µϕ and K into account, we observe that K in fact
does not depend on v.
4 Sharp interface asymptotics
In this section we identify the sharp interface limit of the diffuse interface model
introduced in the preceding sections. We will use the method of formally matched
asymptotic expansions where asymptotic expansions in bulk regions have to match
with expansions in interfacial regions. There are four different asymptotic limits of
interest. Two use a constant mobility and will either lead to a model where diffusion
takes place through the bulk or to a model without any diffusion through the bulk,
see also Abels and Ro¨ger [4] for the case when the densities in the two fluids are the
same. Two cases are based on a mobility which is zero when the phase field takes
the values ±1. In this case diffusion through the bulk is of course not observed in
the sharp interface limit. But depending on the scaling we will either see surface
diffusion along the interface or not.
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4.1 The governing equations
As usual for phase field models we introduce a scaling for f with respect to a small






where σˆ is a constant related to the surface energy density. As in Section 3, we choose
the difference of volume fractions as order parameter and we consider the following
system
∂t(ρv) + div(ρv ⊗ v) + div(v ⊗ ρ˜1−ρ˜22 m(ϕ)∇µ)− div(2η(ϕ)Dv) +∇p (4.1)
= −σˆε div(∇ϕ⊗∇ϕ),
div v = 0 , (4.2)




ψ′(ϕ)− σˆε∆ϕ+ β′(ϕ)w , (4.4)
∂tw + (v · ∇)w = div(K(ϕ)w∇(g′(w) + β(ϕ))). (4.5)
To simplify the notation we drop the ϕ as index in the chemical potential. We assume
that





• g is convex,
• β(ϕ) is smooth with β(1) = β2, β(−1) = β1,
• η(ϕ) is smooth and positive with η(1) = η2, η(−1) = η1,
• ψ(ϕ) is a double-well potential such that ψ(1) = ψ(−1) = 0 and ψ(z) > 0 if
z 6∈ {1,−1},
• K(ϕ) is smooth, positive and such that K(1) = K2, K(−1) = K1.
For the mobility mε we distinguish four cases:
mε(ϕ) =

m0 case I ,
εm0 case II ,
m1
ε
(1− ϕ2)+ case III ,
m1(1− ϕ2)+ case IV
where m0,m1 > 0 are constants and (.)+ is the positive part of the quantity in the















For a solution (vε, pε, ϕε, µε, wε) of the system (4.1)-(4.5) we perform formally matched
asymptotic expansions. It will turn out that the phase field ϕε will change its values
rapidly on a length scale proportional to ε. For additional information on asymptotic
expansions for phase field equations we refer to [18, 20].
4.2 Outer expansions
We first expand the solution in outer regions away from the interface. We assume an







kϕk, . . . . An expansion of (4.4)
in outer regions gives to leading order ψ′(ϕ0) = 0 and we obtain the stable solutions
±1. We will denote by Ω± the regions where ϕ0 = ±1. In the cases II-IV the leading
order expansion of the other equations are straightforward. We obtain:
ρi(∂tv0 + div(v0 ⊗ v0))− 2ηi divDv0 +∇p0 = 0 , (4.6)
div v0 = 0 , (4.7)
∂tw0 + (v0 · ∇)w0 = Ki∇ · (w0∇g′(w0)) , (4.8)
where i = 1, 2 for x ∈ Ω−,Ω+ and ρ1 = ρ(−1) = ρ˜1, ρ2 = ρ(1) = ρ˜2. Due to the
divergence free velocity we obtain 2 divDv0 = ∆v0 and hence (4.6) simplifies to
ρi(∂tv0 + div(v0 ⊗ v0))− ηi∆v0 +∇p0 = 0 .
We remark that (4.8) leads to the convection diffusion equation
∂tw0 + (v0 · ∇)w0 = Ki∆w0
in the case that g(w) = w(logw−1). In the cases II-IV we will not need the chemical
potential µ in the bulk.
In case I the flux term −m(ϕ)∇µ will enter the momentum balance (4.1) to
leading order in the bulk. In addition also the evolution equation (4.4) for the phase
field will contribute to leading order to the sharp interface limit in the bulk. In fact
in case I we obtain (4.7) and (4.8) together with
ρ˜i(∂tv + div(v ⊗ v)) + div(v ⊗ ( ρ˜1−ρ˜22 )m0∇µ)− ηi∆v +∇p = 0 ,
∆µ = 0 .
4.3 Inner expansions
We now make an expansion in an interfacial region where a transition between two
phases takes place.
4.3.1 New coordinates in the inner region
We denote by Γ = (Γ(t))t≥0 the smoothly evolving interface which we expect to be
the limit of the zero level sets of ϕ when ε tends to zero and will now introduce new
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coordinates in a neighborhood of Γ. Choosing a time interval I ⊂ R and a spatial
parameter domain U ⊂ Rd−1 we define a local parameterization
γ : I × U → Rd
of Γ. By ν we denote the unit normal to Γ(t) pointing into phase 2 (which is the
phase related to ϕ = 1). Close to γ(I × U) we consider the signed distance function
d(t, x) of a point x to Γ0(t) with d(t, x) > 0 if x ∈ Ω+(t). We now introduce a local




Gε(t, s, z) := (t,γ(t, s) + εzν(t, s))
where s ∈ U ⊂ Rd−1. We denote by
V = ∂tγ · ν





∂td = −1εV .
To derive the last identity we used (2.6) and (2.20) of [10]. For a scalar function




b(t, x) = ∂tz∂z bˆ+ ∂ts · ∇sbˆ+ ∂tbˆ = −1εV∂z bˆ+ h.o.t.
where h.o.t. stands for higher order terms. With respect to the spatial variables we
obtain, see Appendix,
∇xb = ∇Γεz bˆ+ 1ε∂z bˆν (4.9)
where ∇Γεz is the surface gradient on
Γεz := {γ(s) + εzν(s) | s ∈ U}
where here and in what follows we often omit the t-dependence. For a vector quantity
j(t, x) written in the new coordinates via jˆ(t, s(t, x), z(t, x)) = j(t, x) we obtain
∇x · j = divΓεz jˆ + 1ε∂z jˆ · ν, (4.10)
where divΓεz jˆ is the divergence of jˆ on Γεz. In the Appendix we compute
∆xb = ∆Γεz bˆ− 1ε(κ+ εz|S|2)∂z bˆ+ 1ε2∂zz bˆ+ h.o.t. , (4.11)
where κ is the mean curvature (the sum of the principal curvatures) and |S| is the
spectral norm of the Weingarten map S. In addition we note that (see Appendix)
∇Γεz bˆ(s, z) = ∇Γbˆ(s, z) + h.o.t. ,
divΓεz jˆ(s, z) = divΓ jˆ(s, z) + h.o.t. ,
∆Γεz bˆ(s, z) = ∆Γbˆ(s, z) + h.o.t.




We now assume an ε-series approximation of the unknown functions ϕ, µ,v, p, w, . . .
which in the inner variables we will denote by Φ,M,V, P,W, . . . . Denoting by Φ0 +
εΦ1 + . . . the inner expansion and by ϕ0 +εϕ1 + . . . the outer expansion of the phase
field we obtain the following matching conditions at x = γ(s):
lim
z→±∞
Φ0(z, s) = ϕ0(x±) , (4.12)
lim
z→±∞
∂zΦ1(z, s) = ∇ϕ0(x±) · ν (4.13)
where ϕ0(x±), . . . denotes the limit lim
δ↘0
ϕ0(x ± δν). In addition we obtain that if
Φ1(z, s) = A±(s) +B±(s)z + o(1) as z → ±∞ the identities
A±(s) = ϕ1(x±), B±(s) = ∇ϕ0(x±) · ν (4.14)
have to hold (see [17], [21]). Of course similar relations hold for the other functions
like v, µ, . . . .
4.3.3 The equations to leading order
Plugging the asymptotic expansions into (4.1)-(4.5) we ask that each individual co-
efficient of a power in ε vanishes. The equation (4.4) gives to leading order 1
ε
:
0 = ∂zzΦ0 − ψ′(Φ0) (4.15)
and from (4.12) we obtain
Φ0(z)→ ±1 for z → ±∞ . (4.16)
We now choose the unique solution of (4.15), (4.16) which fulfills
Φ0(0) = 0 .
We in particular obtain that Φ0 does not depend on t and s. Equation (4.2) gives to
leading order
∂zV0 · ν = ∂z(V0 · ν) = 0 . (4.17)
The matching condition requires that (V0 · ν)(z) is bounded. Hence
(v0 · ν0)(x+) = lim
z→∞
(V · ν0)(z) = lim
z→−∞
(V · ν0)(z) = (v · ν0)(x−) .
This implies
[v0 · ν]+− = 0 ,
where [u]+−(x) = u(x+)− u(x−) denotes the jump of a quantity at the interface.
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The analysis of (4.3) now depends on the ansatz for the mobility. We have to
distinguish between four cases.
Case I : mε(ϕ) = m0 .
At order 1
ε2
we obtain from (4.3)
0 = ∂z(m0∂zM0ν) · ν = m0∂zzM0 .




− = 0 .
Case II : mε(ϕ) = εm0 .
At order 1
ε
we conclude from (4.3)
−V∂zΦ0 + (v0 · ν)∂zΦ0 = ∂z(m0∂zM0ν) · ν = m0∂zzM0 . (4.18)
We obtain from matching
∂zM0 → 0 for z → ±∞ .
Integrating (4.18) with respect to z gives
V = v0 · ν .
In addition we get ∂zzM0 = 0 and hence M0 does not depend on z.







0 = ∂z(m1(1− Φ20)∂zM0ν) · ν = ∂z(m1(1− Φ20)∂zM0) .
Matching implies
m1(1− Φ20)∂zM0 → 0 for z → ±∞ .
We hence obtain
m1(1− Φ20)∂zM0 ≡ 0,
which implies
M0 = M0(s, t) .




−V∂zΦ0 + (V0) · ν∂zΦ0 = ∂z(m1(1− Φ20)∂zM0)
and hence combining arguments from the Cases II and III above we obtain
V = v0 · ν and M0 = M0(s, t) .
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We now analyze the diffusion equation for the soluble species. Equation (4.5) gives
to leading order 1
ε2
∂z(K(Φ0)W0∂z(g
′(W0 + β(Φ0))) = 0 . (4.19)
Matching to the outer solution gives that g′(W0) + β(Φ0) is bounded. Multiplying
(4.19) by g′(W0) + β(Φ0), integration and integration by parts gives∫ ∞
−∞
K(Φ0)W0|∂z(g′(W0) + β(Φ0))|2dz = 0 .
Assuming W0 > 0 we obtain that
g′(W0) + β(Φ0)
does not depend on z. Hence
[g′(w0) + β(ϕ0)]+− = 0 .
For the choice g(w) = w logw − w we obtain
logw0(x+)− logw0(x−) + β2 − β1 = 0
which yields the Henry jump condition
w0(x−)
w0(x+)
= exp(β2 − β1) .
Applying (4.9) for each component we obtain






(∂zV ⊗ ν + ν ⊗ ∂zV) + 12(∇ΓεzV + (∇ΓεzV)>) .
Defining E(A) = 1
2
(A + A>) for a quadratic matrix A we compute
∇x · (η(ϕ)Dxv) = 1ε2∂z(η(Φ)E(∂zV ⊗ ν))ν + 1ε∂z(η(Φ)E(∇ΓεzV))ν
+1
ε
∇Γεz · (η(Φ)E(∂zV ⊗ ν)) +∇Γεz · (η(Φ)E(∇ΓεzV))
= 1
ε2
∂z(η(Φ)E(∂zV ⊗ ν)ν) + 1ε∂z(η(Φ)E(∇ΓεzV)ν)
+1
ε
∇Γεz · (η(Φ)E(∂zV ⊗ ν)) +∇Γεz · (η(Φ)E(∇ΓεzV)) ,
where we used ∂zν = 0. We conclude from (4.17)
(ν ⊗ ∂zV0)ν = (∂zV0 · ν)ν = 0 .




2(ν ⊗ ν) + 1
ε
∂zΦ1∂zΦ0(ν ⊗ ν) + h.o.t.
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and since (∇Γν)ν = 0 we get






2(∇Γ · ν)ν + 1ε∂z(∂zΦ1∂zΦ0)ν + h.o.t..
Since the chemical potential to leading order does not depend on z we observe that
the term div(v ⊗m(ϕ)∇µ) gives no contribution to the order 1
ε2
. Hence we obtain
at the order 1
ε2
from the momentum equation
σˆ∂z(∂zΦ0)
2ν + ∂z(η(Φ0)∂zV0) = 0 . (4.20)
Multiplying (4.20) with ν, taking ∂zν = 0 and ∂zV0 · ν = 0 into account gives
σˆ∂z((∂zΦ0)
2) = 0 .
Hence (4.20) implies
∂z(η(Φ0)∂zV0) = 0 . (4.21)
Matching implies that V0(z) is bounded. This implies that (4.21) interpreted as an
ODE in z has only solutions V0 which are constant in z. This implies after matching
[v0]
+
− = 0 . (4.22)
4.3.4 The generalized Gibbs–Thomson equation
The equation for the chemical potential gives to the order ε0
M0 = σˆψ
′′(Φ0)Φ1 − σˆ∂zzΦ1 + σˆ∂zΦ0κ+ β′(Φ0)W0 . (4.23)
In order to be able to obtain a solution Φ1 from (4.23) a solvability condition has to
hold. This solvability condition will yield the generalized Gibbs–Thomson equation.
We multiply (4.23) with ∂zΦ0, integrate with respect to z and obtain (using the facts
















2 dz we obtain after integration by parts, using the fact that















Since β(Φ0) + g
′(W0) does not depend on z and since ψ′(Φ0)− ∂zzΦ0 = 0, see (4.15),
we obtain
2µ0 = σκ+ [g(w0)− g′(w0)w0]+−
where σ := c0σˆ. This identity has been derived for a general function g. In the case
g(w) = w logw − w we obtain
2µ0 = σκ− [w0]+− .
4.3.5 Interfacial flux balance in the sharp interface limit
We now expand the equations (4.3) and (4.5) further in order to obtain contributions
of the diffusive fluxes in the interface. The result will depend on the choice of the
mobility. In the cases II and IV the interfacial diffusive fluxes for ϕ are scaled such
that they do not contribute to a limiting sharp interface problem. We hence consider
only the cases I and III.
Case I : mε(ϕ) = m0.
At order 1
ε
we deduce from (4.3)
(−V + V0 · ν)∂zΦ0 = ∂z(m0∂zM1) . (4.24)
Matching gives ∂zM1 → ∇µ0 · ν for z → ±∞. Integrating (4.24) gives
2(−V + v0 · ν) = m0[∇µ0 · ν]+− . (4.25)




We have up to order ε0 in the interfacial region (setting m(ϕ) = m1(1− ϕ2))






′(Φ0)Φ1∂zM0) + 1ε∇Γ · (m(Φ0)∂zM0ν)
+∂z(m(Φ0)∂zM2 +m
′(Φ0)Φ1∂zM1) +∇Γ · (m(Φ0)∂zM1ν) +∇Γ · (m(Φ0)∇ΓM0) .
Using ∂zM0 = 0 we obtain from (4.3) at order
1
ε2
0 = ∂z(m(Φ0)∂zM1) .
Matching gives
m(Φ0)∂zM1 → 0 for z → ±∞ .
Hence m(Φ0)∂zM1 = 0 and
M1 = M1(s, t) .
At order 1
ε
we obtain from (4.3), using ∂zM1 = 0 and ∂zM0 = 0,
−V∂zΦ0 + (V0 · ν)∂zΦ0 = ∂z(m(Φ0)∂zM2) +∇Γ · (m(Φ0)∇ΓM0) . (4.26)
Matching gives
m(Φ0)∂zM2 → 0 for z → ±∞ .
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Integrating (4.26) gives
2(−V + v0 · ν) =
∫ ∞
−∞
∇Γ · (m(Φ0)∇ΓM0)dz .
Since m(Φ0) does not depend on s, we obtain ∇Γ · (m(Φ0)∇ΓM0) = m(Φ0)∆ΓM0.
Altogether we deduced




Finally we deduce the flux balance for w at the interface in the limit ε → 0.
Equation (4.5) gives to order 1
ε
−V∂zW0 + (V0 · ν)∂zW0 = ∂z(K(Φ0)W0∂z(g′′(W0)W1 + β′(Φ0)Φ1)) . (4.28)
Matching gives
∂z(g
′′(W0)W1 + β′(Φ0)Φ1)→ ∇(g′(w0) + β(±1)) · ν
for z → ±∞. Integrating (4.28) gives
(V − v0 · ν)[w0]+− = −[Kw0∇g′(w0)]+− · ν.
In the case g(w) = w logw − w this identity reduces to
(V − v0 · ν)[w0]+− = −[K∇w0]+− · ν.
4.3.6 The momentum balance in the sharp interface limit
We now want to analyze the momentum equation to the next order. The term
∇ · (η(ϕ)Dv) gives to the order 1
ε
,
∂z(η(Φ0)E(∂zV1 ⊗ ν)ν) + ∂z(η(Φ0)E(∇ΓV0)ν) .
Matching requires lim
z→±∞
∂zV1(z) = ∇v0(x±)ν and hence
∂zV1 ⊗ ν +∇ΓV0 → ∇xv for z → ±∞ . (4.29)
In the cases II and IV the term div(v ⊗mε(ϕ)∇µ) gives no contribution to order 1ε
and hence we obtain for the momentum equation at order 1
ε
:
− ∂z(ρ(Φ0)V0)V + ∂z(ρ(Φ0)(V0 ⊗V0))ν
− 2∂z(η(Φ0)E(∂zV1 ⊗ ν)ν)− 2∂z(η(Φ0)E(∇ΓV0)ν)
− σˆ(∂zΦ0)2κν + σˆ∂z(∂zΦ1∂zΦ0)ν + ∂zP0ν = 0 .
Integrating with respect to z gives after matching and using (4.29)








−ν = 0 .
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We obtain since v0 · ν = V
−2[ηDv0]+−ν + [p0]+−ν = σκν . (4.30)
Case I (mε(ϕ) = m0):
We note that M0 does not depend on z and that at x = γ(s)
∂zM1ν +∇ΓM0 → ∇µ0(x±) for z → ±∞.
For the momentum balance we hence get to the order 1
ε
− ∂z(ρ(Φ0)V0)V + ∂z(ρ(Φ0)(V0 ⊗V0))ν − ∂z(V0 ⊗ 12 [ρ0]+−(∂zM1ν +∇ΓM0))ν
− 2∂z(η(Φ0)E(∂zV1 ⊗ ν)ν)− 2∂z(η(Φ0)E(∇ΓV0)ν)
− σˆ(∂zΦ0)2κν + σˆ∂z(∂zΦ1∂zΦ0)ν + ∂zP0ν = 0 .
Integrating this equation with respect to z we obtain since∫ ∞
−∞
∂z(V0 ⊗ 12 [ρ0]+−(∂zM1ν +∇ΓM0))dz = v0 ⊗ 12 [ρ0]+−[∇µ0]+−
the following interface condition
[ρ0]
+
−v0(v0 · ν − V)− 12 [ρ0]+−v0 [∇µ0]+− · ν − [2ηDv0]+−ν + [p0]+−ν = σκv .
Using (4.25) we can simplify the above identity to
−[2ηDv0]+−ν + [p0]+−ν = σκν . (4.31)
We hence observe that in case I the sharp interface problem leads to the classical
conditions (4.22), (4.31) for v and p on the interface.




Using ∂zM0 = ∂zM1 = 0 we observe that div(v⊗mε(ϕ)∇µ) gives to the order 1ε the
contributions
m1∂z((1− (Φ0)2)+∂zM2(V0 ⊗ ν)) · ν + divΓ(m1(1− Φ20)+(V0 ⊗∇ΓM0)).














− divΓ(m1(1− Φ20)+(V0 ⊗∇ΓM0)))
− 2∂z(η(Φ0)E(∂zV1 ⊗ ν)ν)− 2∂z(η(Φ0)E(∇ΓV0)ν)
− σˆ(∂zΦ0)2κν + σˆ∂z(∂zΦ1∂zΦ0)ν + ∂zP0ν = 0 .
Integrating the above identity with respect to z gives after matching
[ρ0v0]
+
−(v0 · ν − V)− 12 [ρ0]+−mˆ divΓ(v0 ⊗∇Γµ0)− 2[ηDv0]+−ν + [p0]+−ν = σκν .





−mˆ((∇Γµ0) · ∇Γ)v0 − 2[ηDv0]+−ν + [p0]+−ν = σκν . (4.32)
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Remark 4.1 The interfacial stress balances (4.30) and (4.32) have a normal and a
tangential part. For (4.30) we obtain the classical conditions
−2ν · [ηDv0]+−ν + [p0]+− = σκ and τ · [ηDv0]+−ν = 0
where the last identity holds for all τ ∈ Rd with τ · ν = 0 and hence states the
continuity of the tangential interfacial stress.





−mˆν · ((∇Γµ0) · ∇Γ)v0 − 2ν · [ηDv0]+−ν + [p0]+− = σκ





−mˆτ · ((∇Γµ0) · ∇Γ)v0 − 2τ · [ηDv0]+−ν = 0 for all tangential τ ,
i.e., in this case the stress [ηDv0]
+
−ν can be discontinuous also in tangential directions.
5 Free energy inequalities for the sharp interface
limit
The sharp interface limit is now given as follows. We search for a smoothly evolving
hypersurface Γ which for all t ≥ 0 separates Ω into open sets Ω−(t) and Ω+(t) and
we look for functions v, p, w which are all defined for x ∈ Ω and t ≥ 0. In the cases
I and III we seek in addition a chemical potential µ which in case I is defined on
Ω× (0,∞) and for case III the potential µ is defined on the interface Γ only.
Assuming for g the form g(w) = w(logw− 1) we need to solve in the cases II–IV
the system
ρi(∂tv + div(v ⊗ v))− ηi∆v +∇p = 0,
div v = 0,
∂tw + v · ∇w = Ki∆w




v ⊗ (ρiv + ρ1−ρ22 m0∇µ))− ηi∆v +∇p = 0 (5.1)
and in addition we need to solve
∆µ = 0
in the bulk. On the interface Γ we require
[v]+− = 0 ,
w2
w1
= exp(β1 − β2),
(V − v · ν)[w]+− = −[K∇w]+− · ν
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where w1 = w(x−) and w2 = w(x+). All other conditions depend on which of the
cases I-IV we consider.
Case I (mε(ϕ) = m0): In this case we require on the interface
−[2ηDv]+−ν + [p]+−ν = σκν, (5.2)
2(v · ν − V) = m0[∇µ]+− · ν, (5.3)
2µ = σκ− [w]+− . (5.4)
Here, it is remarkable that the condition (5.2) is not affected by the diffusional flux
and that the interface is not passively transported by the interface, i.e. v · ν 6= V is
possible, compare Abels and Ro¨ger [4].
Cases II and IV :
−[2ηDv]+− · ν + [p]+−ν = σκν ,
V = v · ν ,
i.e., in this case we recover a standard free boundary problem for the Navier-Stokes
system which in addition is coupled to the flow of a soluble species.







[ρ]+−mˆ((∇Γµ) · ∇Γ)v − 2[ηDv]+−ν + [p]+−ν = σκν , (5.5)
2(v · ν − V) = mˆ∆Γµ , (5.6)
2µ = σκ− [w]+− . (5.7)
In this case the diffusion of the two components is limited to the interfacial region.
In fact the well-known surface diffusion flow V = −∆Γκ, see [29, 9, 15, 16], is in the
new model coupled to fluid flow. In this case we observe that the surface flux enters
the interfacial stress balance.
In all cases we require v = 0, ∇w · ν = 0 on ∂Ω and in case I we in addition
require ∇µ · ν = 0 on ∂Ω. In order to derive a free energy inequality for the sharp
interface limit we need the following transport identities, for a proof see [10].
Lemma 5.1 (Transport identities). Let Γ = (Γ(t))t≥0 with Γ(t) ⊂ Ω, for all t ≥ 0,
be a smooth evolving hypersurface and let f be a quantity which is smooth for all





1 dsx = −
∫
Γ(t)
κV dsx = −
∫
Γ(t)












[f ]+−V dsx .
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We are now in a position to compute the dissipation rate and in conclusion derive
a free energy inequality.
Theorem 5.2 (Free energy inequality).
A sufficiently smooth solution of the sharp interface problem with Γ(t) ⊂ Ω, for














= −D ≤ 0 ,
provided the integrals are finite. Here ρ = ρ1, ρ2 and β = β1, β2 in the two phases.
The quantity D is given as

































Proof: Let us first discuss the terms which have to be treated in the same way
in all four cases. The total free energy of the soluble species fulfills (using g(w) =





(g(w) + βw)dx =
∫
Ω
∂tw(logw + β) dx−
∫
Γ(t)
[g(w) + βw]+−V dsx .
Since ∂tw + (v · ∇)w = K∇ · (w∇ logw), we obtain∫
Ω
∂tw(logw + β) dx =
∫
Ω

































(logw + β)(V − v · ν)[w]+− dsx
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where we used div v = 0 and the fact that Henry’s law implies the continuity of









We now give a proof for the cases I and III in detail and discuss the cases II and
IV afterwards.
Case I: We introduce the abbreviation J˜ = − ρ˜2−ρ˜1
2
m(ϕ)∇µ. For the kinetic




























Using div v = 0 and div J˜ = 0 in Ω± we obtain
v · div(v ⊗ (ρv + J˜)) = 1
2
∇|v|2 · (ρv + J˜) .



























σκv · νdsx .
where we used the stress balance (5.1), the interface conditions (5.2), (5.3) and the
fact that v is continuous.
We compute using integration by parts, (5.3) and ∆µ = 0 in the bulk∫
Γ(t)
2(v · ν − V)µ dsx =
∫
Γ(t)








Altogether we obtain using the generalized Gibbs–Thomson law (5.4) and the
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Case III: Using (5.5), (5.6), (5.7), setting J˜Γ =
ρ˜1−ρ˜2
2
mˆ∇Γµ and using the divergence


















































































Applying the divergence theorem on manifolds for the last term now gives the result
in case III.
In the cases II and IV we have V = v · ν and the calculations simplify. In par-
ticular we do not need to treat the term
∫
Γ(t)
(v · ν −V)2µ dsx and diffusion plays no
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role for the fluid flow.
Remark 5.3 Using formal asymptotic expansions one can also derive a sharp inter-
face limit for the non frame invariant model (2.38)-(2.41). In this case the flux term
involving the gradient of the chemical potential ∇µ does not enter the momentum
balance law (5.1). The interface law (5.2) has to be replaced by
[ρ]+−v(v · ν − V)− [2ηDv]+−ν + [p]+−ν = σκν
and the summand involving ∇Γµ in (5.5) drops out. In addition the generalized
Gibbs-Thomson laws (5.4) and (5.7) now contain an additional term involving the
velocity and are given as follows
2µ = σκ− 1
2
|v|2[ρ]+− − [w]+−.
We also remark that the free energy inequality in Theorem 5.2 also holds in this case.
We refer to [3] for details.
Appendix
We use the notation of Section 4.3 and prove the identities (4.9), 4.10) and (4.11).
Let (s1, . . . , sd−1) ∈ U and Gεx(s, z) = γ(s) + εzν(s), where here and in what follows
we omit the t-dependence. Then
∂s1γ + εz∂s1ν, . . . , ∂sd−1γ + εz∂sd−1ν, εν
is a basis of Rd locally around Γ. We define the metric tensor in the new coordinates
as follows
gij = (∂siγ + εz∂siν) · (∂sjγ + εz∂sjν) i, j = 1, . . . , d− 1 ,
gid = gdi = (∂siγ + εz∂siν) · εν = 0 i = 1, . . . , d− 1 ,
gdd = εν · εν = ε2
where we used that ∂siν · ν = 12∂si |ν|2 = 0. We set







0 · · · 0 ε2






0 · · · 0 ε−2
 .
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= ∇Γεz bˆ+ 1ε∂z bˆν
where we used the fact that gid = 0 for i = 1, . . . , d − 1. Here ∇Γεz bˆ is the surface
gradient ∇Γεzb|Γεz on Γεz := {γ(s) + εzν(s) | s ∈ U}. In addition we compute for a




gij∂si jˆ · ∂sjGεx =
d−1∑
i,j=1
gij∂si jˆ · ∂sjGεx + 1ε2∂z jˆ · εν (5.10)
= divΓεz jˆ +
1
ε
∂z jˆ · ν ,
where divΓεz jˆ is the divergence on Γεz. We remark that ∇Γεz bˆ ·ν = 0 , as ν is normal
to Γεz. We hence obtain
∂z(∇Γεz bˆ · ν) = 0
and
∂z(∇Γεz bˆ) · ν +∇Γεzb · ∂zν = 0 .
Since ∂zν = 0, we get
(∂z∇Γεz bˆ) · ν = 0 .
We now compute
∆xb = divx(∇xb) = divx(∇Γεz bˆ+ 1ε∂z bˆν)
= divΓεz(∇Γεz bˆ) + 1ε(∇Γεz∂z bˆ) · ν
+1
ε
∂z bˆ∇Γεz · ν + 1ε(∂z∇Γεz bˆ) · ν + 1ε2∂zz bˆ · ν + 1ε2∂z bˆ ∂zν · ν .
Because of (∇Γεz∂z bˆ) · ν = 0, (∂z∇Γεz bˆ) · ν = 0, ν = ∇xd, (5.10) and ∂zν = 0, we
obtain


















gij = ∂siγ · ∂sjγ + h.o.t. , i, j = 1, . . . , d− 1,
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we derive
∇Γεz bˆ(s, z) = ∇Γbˆ(s, z) + h.o.t. ,
divΓεz jˆ(s, z) = divΓ jˆ(s, z) + h.o.t. ,
∆Γεz bˆ(s, z) = ∆Γbˆ(s, z) + h.o.t.
where ∇Γ, divΓ and ∆Γ are computed on Γεz with the metric tensor G0. From Gilbarg















εκ2i z + h.o.t.
= −κ− εz|S|2 + h.o.t. ,
where κ is the mean curvature and |S| is the spectral norm of the Weingarten map S.
Hence we obtain
∆xb = ∆Γbˆ− 1ε(κ+ εz|S|2)∂z bˆ+ 1ε2∂zz bˆ+ h.o.t. .
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