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PARTIAL REGULARITY OF SOLUTIONS TO THE SECOND BOUNDARY VALUE
PROBLEM FOR GENERATED JACOBIAN EQUATIONS
YASH JHAVERI†
Abstract. We prove that outside of a closed singular set of measure zero solutions to the second boundary
value problem for generated Jacobian equations are smooth.
1. Introduction
In this paper, we begin the development of a partial regularity theory for solutions to the second boundary
value problem for a class of prescribed Jacobian equations called generated Jacobian equations. A prescribed
Jacobian equation (PJE) takes the form
(1.1) det(∇x[T(x,u(x),∇u(x))]) = ψ(x,u(x),∇u(x))
where T = T(x, u, p) : domT ⊂ Ω × R × Rn → Rn and ψ = ψ(x, u, p) : Ω × R × Rn → R; and the second
boundary value problem (SBVP) asks that
(1.2) Tu(Ω) = Υ
for some given Υ ⊂ Rn. Here, Ω and Υ are open sets and Tu(x) := T(x,u(x),∇u(x)). We consider the
specific case when this prescription is given through the push-forward condition
(Tu)#f = g
for two probability densities f and g supported in Ω and Υ respectively. This corresponds to
(1.3) ψ(x,u(x),∇u(x)) =
f(x)
g(T(x,u(x),∇u(x)))
.
When the map T is generated by a function G : domG ⊂ Rn ×Rn ×R→ R, we find ourselves in the world
of generated Jacobian equations (GJEs), and we call Tu the transport map associated to G and u.
PJEs, in particular, GJEs, encompass many problems in analysis, economics, and geometry (see [11] for
a discussion of some of these problems as well as the many references therein). The simplest PJE, when
T = T(p) = p, is the Monge–Ampe`re equation, and the SBVP corresponds to the optimal transportation
problem for quadratic cost. Here, smooth data does not ensure the existence of a smooth solution. Rather,
the problem requires an additional, strong geometric condition on the support of the target density g for
such a statement to hold. Specifically, we need Υ to be convex, as Caffarelli showed in [2]. (See [12] for an
investigation of how important, quantitatively, the convexity of Υ is in guaranteeing the regularity of ∇u.)
When T is highly non-linear in its variables, the complexity of the problem is compounded. If T = T(x, p), as
it does in the optimal transport problem for general cost, not only do we need to place geometric restrictions
on Υ, but the associated generator G of T must obey certain structural conditions to first ensure the
production of T and second guarantee the regularity of solutions. In the most complex situations, wherein
T = T(x, u, p), analogous geometric conditions on the target domain and structure conditions on G are
still insufficient to yield regular solutions. This phenomenon is exhibited, for instance, in the reflector shape
design problem: Karakhanyan and Wang, in [13], showed that smooth data may produce distinct solutions
with vastly different regularity.1
The distinguishing feature of a general GJE from the optimal transport case is the map T may depend
on the values of the potential u. This feature will be the source of the challenges faced in this work. The
third coordinate of G in the optimal transport case for cost c is a simple height parameter. Changes in this
variable translate to vertical shifts in the graph of G(x, y, v) = −c(x, y)− v. In general, changes in the third
variable of an arbitrary generating function affect the shape of the graph G (see, e.g., [11, 13, 15]).
† Supported in part by the ERC grant “Regularity and Stability in Partial Differential Equations (RSPDE)”.
1 In the optimal transport problem, potentials u are unique up to the addition of a constant. In the near-field reflector
problem, however, we find that solutions may not be unique in any natural sense.
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As noted, the GJE setting is one in which the map T is produced from another G. In the optimal
transport problem for cost c, the map T is generated by the equation
DxG(x,T) = −Dxc(x,T) = p.
Generally, the map T (along with another V) is generated through the system of equations{
DxG(x,T,V) = p
G(x,T,V) = u.
As such, G must satisfy a collection of basic structure conditions to produce T.
1.1. Structure of G. Our starting assumptions are three-fold: 1. domG = X × Y × I where X,Y ⊂ Rn
are open and I ⊂ R is an open interval, 2. G is of class C2,αloc (X × Y × I) for some α ∈ (0, 1), and 3.
(G-Mono) DvG(x, y, v) < 0.
Up to a change of variables, we let I = R.
The remaining structure conditions on G will hold on a subset of the domain of G:
g := {(x, y, v) : v ∈ Vx,y};
for each pair (x, y) ∈ X × Y , the set Vx,y is some open interval (possibly empty). We assume that g is open.
In keeping with the nomenclature of [11], the final structure conditions we impose on G are as follows. First,
we ask that the map
(G-Twist) (y, v) 7→ (DxG(x, y, v),G(x, y, v)) is injective on {(y, v) : (x, y, v) ∈ g}.
Second, we assume that the map
(G*-Twist) x 7→ −
DyG(x, y, v)
DvG(x, y, v)
is injective on {x : (x, y, v) ∈ g}.
Third, we suppose that
(G-Nondeg) det
(
DxyG−DxvG⊗
DyG
DvG
)
6= 0 on g.
We shall make some remarks on these conditions in Section 2.
1.2. Statement of Main Result. In [15], the local regularity of solutions to our SBVP is also studied.
Under a pair of higher-order structural assumptions on the generating function G and geometric restrictions
on the open, bounded sets Ω and Υ, solutions are proved to be smooth (given smooth densities bounded
away from zero and infinity in Ω and Υ respectively), and the transport associated to G and u is shown
to be a diffeomorphism from Ω onto Υ. These assumptions are extensions of the MTW conditions on the
cost c and the c-convexity and c∗-convexity requirements on the source and target domains in the optimal
transport problem for general cost (see [14]). We refer the reader to [11] for other results on the regularity
of solutions to general generated Jacobian equations under different, but related, additional conditions on
the structure of G and on the geometry of the domains of the equation.
The purpose of this paper is to show that solutions to (1.1) – (1.3) are smooth outside a singular set of
measure zero without the presence of any additional structural or geometric conditions. Precisely, our main
result is the following:
Theorem 1.1. Let G and g be as in Section 1.1 and Ω ⊂ X and Υ ⊂ Y be two open, bounded sets.
Suppose f : Ω → R+ and g : Υ → R+ are two continuous probability densities bounded away from zero and
infinity and u : Ω → R is a G-convex function such that (Tu)#f = g. Then, for every β < 1, there exist
two relatively closed sets SΩ ⊂ Ω and SΥ ⊂ Υ of measure zero such that Tu : Ω \ SΩ → Υ \ SΥ is a
homeomorphism of class C0,βloc . If, in addition, G ∈ C
k+2,α
loc (Ω× Υ × R), f ∈ C
k,α
loc (Ω), and g ∈ C
k,α
loc (Υ) for
some k ≥ 0 and α ∈ (0, 1), then Tu : Ω \SΩ → Υ \SΥ is a diffeomorphism of class C
k+1,α
loc .
Notice that when f and g are just assumed to be continuous, the regular sets depend on the value of β. In
the higher regularity cases, the regular sets are independent of the values of k and α. Recall that the SBVP
for GJEs may, in general, have many solutions, all with potentially different regularity properties (again, see
[13, 11]). Yet by Theorem 1.1, outside sets of measure zero, all of this variety is unseen.
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The proof of Theorem 1.1 follows the global strategy of its optimal transport predecessor [5, Theorem 1.3].
However, new difficulties arise here coming from the additional non-linear nature of general generating
functions over those that arise in optimal transportation and the non-existence of a Kantorovich formulation
of the problem. In particular, the third component v of G plays no role in [5], while its presence here is
pervasive.
As far as we know, Theorem 1.1 is the first partial regularity result on general GJEs. That said, in
the optimal transport setting, the first partial regularity result was proved by Figalli in two dimensions
for quadratic cost in [8]. This two dimensional, quadratic cost result was subsequently pushed to arbitrary
dimension by Figalli and Kim in [9] and then again by Goldman and Otto in [10]. In [5], De Philippis
and Figalli extended these last quadratic cost results to general cost, while Chen and Figalli proved a
partial Sobolev regularity result for general cost in [4]. Finally, we mention that the ε-regularity techniques
developed by De Philippis and Figalli, in [5], and exploited here have been used to prove regularity results
at the boundary for optimal transports in [3] and [12].
1.3. Organization. This paper has four additional sections. In Section 2, we introduce some more notation
and some preliminary results. Section 3 is dedicated to the proof Theorem 1.1. Finally, in the last two
sections, we prove the local regularity results around which the proof of our main result revolves.
2. Preliminaries
In this section, we introduce some notation and preliminary results. We start with some remarks on
G and the structure conditions it obeys. Then, we visit the geometry of solutions to the SVBP for GJEs.
Finally, we show that solutions to (1.1) – (1.3) satisfy a Monge–Ampe`re-type equation almost everywhere.
2.1. Structure and Duality. The assumption that g is open is mild. For instance, in the near-field
reflector/reflector shape design problem [13], an important model setting for the SBVP for general GJEs—
wherein we have non-uniqueness of solutions and varying regularity among solutions— the set g is open (see
[11, Section 3.1]). More generally, as far as we know, the set g is open in all examples of GJEs.
Thanks to (G-Mono), there exists a unique function H determined by the equation
G(x, y,H(x, y, u)) = u,
and H(x, y, ·) is well-defined on the (non-empty) open interval G(x, y,R). We call H the dual of G. In
the optimal transport case, H(x, y, u) = −c(x, y) − u, and we see that G(x, y,R) = R for all pairs (x, y).
Generally, however, G(x, y,R) maybe not be R for any pair (x, y). In addition, we define the set
h := {(x, y, u) : u ∈ Ux,y}
with Ux,y := G(x, y, Vx,y). As g is open, (G-Mono) and the continuity of DvG together imply that the set
h is also open. Hence, H is locally C2,α on h and
(H-Mono) DuH(x, y, u) < 0.
We can see that the map
(H-Twist) (x, u) 7→ (DyH(x, y, u),H(x, y, u)) is injective on {(x, u) : (x, y, u) ∈ h},
the map
(H*-Twist) y 7→ −
DxH(x, y, u)
DuH(x, y, u)
is injective on {y : (x, y, u) ∈ h},
and
(H-Nondeg) det
(
DyxH−DyuH⊗
DxH
DuH
)
6= 0 on h.
In particular, (G-Twist) and (H*-Twist), (G*-Twist) and (H-Twist), and (G-Nondeg) and (H-Nondeg) are
respectively equivalent (see [11, Remark 9.5] and [15]).
Moreover, with H, we can generate the map S and look to solve the dual generated Jacobian equation
(2.1) det(∇y[S(y,v(y),∇v(y))]) =
g(y)
f(S(y,v(y),∇v(y)))
.
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We will often use the following first-order identities:
DxH = −
DxG
DvG
, DyH = −
DyG
DvG
, and DuH =
1
DvG
and the following second-order identities:
DxuH = −
DxvG+D
2
vGDxH
(DvG)2
, DyuH = −
DyvG+D
2
vGDyH
(DvG)2
, and D2uH = −
D2vG
(DvG)3
.
Here, the derivatives of H are taken at (x, y, u) and the derivatives of G at (x, y,H(x, y, u)) provided, of
course, u ∈ G(x, y,R). These identities are simple consequences of (G-Mono).
Now let E be the n× n matrix from (G-Nondeg):
(2.2) E(x, y, v) :=
[
DxyG−DxvG⊗
DyG
DvG
]
(x, y, v).
Notice that the Jacobian determinants of the maps in (G-Twist) and (G*-Twist) are
|DvG(x, y, v)|
n| det(E(x, y, v))| and |DvG(x, y, v)|
−n| det(E(x, y, v))|
respectively.
2.2. G-convexity. Solutions to (1.1) – (1.3) are G-convex functions. Let us recall the definition of G-
convexity and some related facts, definitions, and characteristics. We say that a function u : X → R is
G-convex if for every x0 ∈ X , there exists a focus (y0, v0) ∈ Y × R such that
(x0, y0, v0) ∈ g
and
u(x0) = G(x0, y0, v0) and u(x) ≥ G(x, y0, v0) ∀x ∈ X.
Notice that if (y0, v0) and (y0, v1) are foci for a G-convex function u at the point x0, then by (G-Mono),
v0 = v1 = H(x0, y0,u(x0)). So we can recast our definition and say that u : X → R is G-convex if for each
x0 ∈ X , there exists a point y0 ∈ Y such that
(x0, y0,H(x0, y0,u(x0))) ∈ g
and
u(x0) =G(x0, y0,H(x0, y0,u(x0))) and u(x) ≥ G(x, y0,H(x0, y0,u(x0))) ∀x ∈ X.
For a G-convex function u : X → R, we define its G-subdifferential at x0 to be the (non-empty) set
(2.3) ∂Gu(x0) := {y ∈ Y : u(x) ≥ G(x, y,H(x0, y,u(x0))) ∀x ∈ X}
provided
(2.4) (x0, y,H(x0, y,u(x0))) ∈ g.
Given y ∈ ∂Gu(x0), we call
Gx0,y,v(·) := G(·, y, v)
with v := H(x0, y,u(x0)) a G-support of u at x0. Recalling the Fre´chet subdifferential of a function u at x0:
∂−u(x0) := {p ∈ R
n : u(x) ≥ u(x0) + p · (x− x0) + o(|x− x0|)},
with o(|x − x0|)→ 0 as x→ x0, we see that
(2.5) y ∈ ∂Gu(x0) ⇒ DxG(x0, y,H(x0, y,u(x0))) ∈ ∂
−u(x0).
For E ⊂ X , we set
∂Gu(E) :=
⋃
x∈E
∂Gu(x) and ∂
−u(E) :=
⋃
x∈E
∂−u(x).
Remark 2.1. In the optimal transport setting, the geometric condition (2.3) alone dictates whether or not
a point y is in the G-subdifferential of u at x0. The admissibility condition (2.4) always holds. Yet this
is not the case in general. A simple but important consequence of this is that the G-subdifferential may
not be continuous in the way the c-subdifferential is for c-convex functions. For instance, in the quadratic
cost case, c-convexity is convexity, and given yk ∈ ∂−u(xk) such that yk → y0 and xk → x0, we know that
y0 ∈ ∂−u(x0). However, if we replace ∂−u with ∂Gu, this implication may not hold.
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Akin to the Legendre transform, we define the G-transform of u to be the H-convex function given by
(2.6) uG(y) := sup
x∈X
H(x, y,u(x)).
In actuality, the supremum here is taken over those x ∈ X such thatH(x, y,u(x)) is defined; theG-convexity
of u implies that u(x) ∈ Ux,y whenever y ∈ ∂Gu(x), and so the supremum is over a non-empty set. Moreover,
as noted in [15, Section 4]2,
(2.7) uGH = u
where vH(x) := supy∈Y G(x, y,v(y)) is the H-transform of a given H-convex function v : Y → R, and
(2.8) y ∈ ∂Gu(x) ⇔ x ∈ ∂HuG(y).
For the H-subdifferential, the analogue of the admissibility condition (2.4) is
(x, y0,G(x, y0,v(y0))) ∈ h,
for x ∈ ∂Hv(y0). Because we have assumed that G is of class C2loc(X × Y × R), we find that G-convex
functions are locally semiconvex. (The semiconvexity constant of u in a set depends only on the C0-norm of
D2xG in that set.) In particular, G-convex functions are locally uniformly Lipschitz and twice differentiable
at almost every point (see, e.g., [7]). This basic regularity will be the foundation of our analysis.
Since G satisfies (G-Twist) and (G-Nondeg), we can generate the maps G-expx,u(·) and Vx(·, ·) from the
pair of equations{
DxG(x,G-expx,u(p),Vx(u, p)) = p
G(x,G-expx,u(p),Vx(u, p)) = u
∀(p, u) ∈ (DxG,G)({(x, y, v) : (x, y, v) ∈ g}).
Here, DxG is evaluated at the point (x,G-expx,u(p),Vx(u, p)). In other words,
G-expx,u(p) = y ⇔ p = DxG(x, y,H(x, y, u))
and
Vx(u, p) = H(x,G-expx,u(p), u)
so long as (x, y,H(x, y, u)) ∈ g. And so (2.5) can be rewritten as
(2.9) ∂Gu(x0) ⊂ G-expx0,u(x0)(∂
−u(x0)).
When applying G-expx0,u(x0)(·) to p ∈ ∂
−u(x0), we only consider those p = DxG(x0, y,H(x0, y,u(x0)))
such that u(x0) ∈ Ux0,y. Hence, we see that if u is differentiable at x0, then ∂Gu(x0) is a singleton {y0} and
(2.10) ∇u(x0) = DxG(x0, y0, v0),
and if u is twice differentiable at x0, then
(2.11) D2u(x0) ≥ D
2
xG(x0, y0, v0).
In (2.10) and (2.11), v0 := H(x0, y0,u(x0)). Finally, given a G-convex function u : X → R, let us define the
map (at almost every x ∈ X) Tu by
Tu(x) := G-expx,u(x)(∇u(x)).
Even thoughTu depends on u andG, we shall often suppress the second dependence for notational simplicity.
2While (2.7) and (2.8) are mentioned in [15, Section 4], they are not proved. For completeness, we prove them here. Let
y0 ∈ ∂Gu(x0) and v0 := H(x0, y0,u(x0)). By definition, (x0, y0,u(x0)) ∈ h. If x0 is the only point at which H(·, y0,u(·))
is defined, then x0 ∈ ∂HuG(y0) trivially. On the other hand, let x ∈ X be such that H(x, y0,u(x)) is well-defined. Since
u(x) ≥ G(x, y0, v0) for all x ∈ X, we see that
H(x, y0,u(x)) ≤ H(x, y0,G(x, y0, v0)) = v0 = H(x0, y0,u(x0)).
By construction, H(x, y0, ·) can be evaluated at G(x, y0, v0). Hence, the supremum in (2.6) is achieved at (x0, y0,u(x0)). That
is, if y0 ∈ ∂Gu(x0), then x0 ∈ ∂HuG(y0) and uG(y0) = H(x0, y0,u(x0)). It then follows that
uGH(x0) ≥ G(x0, y0,uG(y0)) = G(x0, y0,H(x0, y0,u(x0))) = u(x0).
A symmetric argument, taking uG in place of u and uGH in place of uG above, yields that
x0 ∈ ∂HuG(y0) ⇒ y0 ∈ ∂GuGH(x0)
and u(x0) = G(x0, y0,H(x0, y0,u(x0))) ≥G(x0, y0,uG(y0)) = uGH(x0).
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2.3. A Monge–Ampe`re-type Equation. Set v := uG. Then, v is a solution to the SBVP for (2.1),
the dual equation (see [15, Lemma 4.1]). In particular, by [15, Lemma 4.1] and the remarks just before
it, (Sv)#g = f . Recall that u and v are twice differentiable almost everywhere; let Ω1 and Υ1 be the full
(Lebesgue) measure subsets of Ω and Υ respectively on which u and v are respectively twice differentiable.
By (2.8) and (2.9), we see Tu and Sv are inverses of one another in the sense that
(2.12) Sv(Tu(x)) = x ∀x ∈ Ω1 and Tu(Sv(y)) ∀y ∈ Υ1.
Here, of course, Sv(y) := H-expy,v(y)(∇v(y)). Since (Tu)#f = g, we can apply [16, Theorem 11.1] to deduce
that
| det(∇Tu(x))| =
f(x)
g(Tu(x))
∀x ∈ Ω1.
Then, (2.10) and (2.11) imply that
det(D2u(x)−D2xG(x,Tu(x),H(x,Tu(x),u(x)))
= | det(E(x,Tu(x),H(x,Tu(x),u(x))))|
f(x)
g(Tu(x))
a.e.
(2.13)
Since by (G-Nondeg), E has non-zero determinant, the nondegeneracy of the right-hand side of our Monge–
Ampe`re-type equation (2.13) is preserved. (See [15] for more details.) In conclusion, a solution u to (1.1) –
(1.3) satisfies a Monge–Ampe`re-type equation almost everywhere.
3. Proof of Theorem 1.1
Set v to be the G-transform of u and let Ω1, Υ1, and Sv be as in (2.12). Consider the set
Ω2 := Ω1 ∩T
−1
u (Υ1) ⊂ Ω,
and observe that |Ω \Ω2| = 0 since (Tu)#f = g and the densities f and g are bounded away from zero and
infinity. Recall that (Sv)#g = f .
Fix x′ ∈ Ω2. Since x′ is a point of differentiability for u, the G-subdifferential of u at x′ is a singleton
(see (2.9)): ∂Gu(x
′) = {Tu(x′)}. Set y′ := Tu(x′) and v′ := H(x′,Tu(x′),u(x′))). Note that y′ ∈ Υ1. Up
to a translation, we can assume that (x′, y′, v′) = (0, 0, 0). Furthermore, up to subtracting G(·, 0, 0), we can
assume that u(0) = 0 and its G-support at (0, 0, 0) is identically zero; that is, G0,0,0(x) = 0 and u(x) ≥ 0
for all x ∈ Ω. In turn,
(3.1) DxG(·, 0, 0) = 0.
With these normalizations in hand, define
Gˆ(x, y, v) := G(x, y, v +H(0, y, 0)) and uˆ(x) := u(x).
Notice that H(0, y, 0) may not be defined at all points y ∈ Y or even all points y ∈ Υ. However, it is
well-defined in Bε ⊂ Υ for some ε > 0 by the implicit function theorem and (G-Mono). Furthermore, as u
is twice differentiable at the origin and ∇u(0) = 0, [16, Theorem 14.25] implies that
∂−u(x) = D2u(0)x+ o(|x|).
So using (2.9), we can find an ǫ > 0 such that
(3.2) ∂Gu(Bǫ) ⊂ Bε ⊂ Υ.
Here, ε and ǫ are not necessarily equal. For each (x, y) ∈ Bǫ ×Bε, let Vˆx,y := Vx,y −H(0, y, 0). Define
gˆ := {(x, y, v) : (x, y) ∈ Bǫ ×Bε and v ∈ Vˆx,y}.
Observe that Gˆ satisfies (G-Twist), (G*-Twist), and (G-Nondeg) on gˆ (also (G-Mono)). In Bǫ, we find
that uˆ is Gˆ-convex. Indeed, let x0 ∈ Bǫ, y0 ∈ ∂Gu(x0), and vˆ0 := H(x0, y0,u(x0)) − H(0, y0, 0). Then,
(x0, y0, vˆ0) ∈ gˆ and
Gˆ(x, y0, vˆ0) = G(x, y0,H(x0, y0,u(x0))) ≤ u(x) = uˆ(x) ∀x ∈ Bǫ
with equality at x = x0. In particular,
(3.3) ∂
Gˆ
uˆ(x) = ∂Gu(x) ∀x ∈ Bǫ.
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Setting
(3.4) fˆ := f1Bǫ and gˆ := g1∂
Gˆ
uˆ(Bǫ),
we claim that
(3.5) (Tuˆ)#fˆ = gˆ.
Note that the dual of Gˆ is
Hˆ(x, y, u) := H(x, y, u)−H(0, y, 0).
And so using (3.3) and recalling (2.9), we see that Tu|Bǫ = Tuˆ. Thus, recalling (3.3), it suffices to show that
T−1u (∂Gu(Bǫ)) \Bǫ has measure zero. To this end, observe that if x ∈ T
−1
u (∂Gu(Bǫ)) \Bǫ, then there exists
an xǫ ∈ Bǫ such that ∂Gu(x) ∩ ∂Gu(xǫ) is non-empty. Therefore, as x 6= xǫ and recalling (2.8), we see that
T−1u (∂Gu(Bǫ)) \Bǫ ⊂ T
−1
u ({non-differentiability points of v}).
Since
|T−1u ({non-differentiability points of v})| = 0,
because v is semiconvex and f is bounded away from zero, the claim holds.
By construction, Gˆ is such that
Gˆ(·, 0, 0) = Gˆ(0, ·, 0) ≡ 0,
and uˆ is such that
uˆ(0) = ∇u(0) = 0.
Thus, Taylor expanding Gˆ and uˆ around the origin yields
Gˆ(x, y, v) = DvGˆ(0, 0, 0)v +DxyGˆ(0, 0, 0)x · y
+DxvGˆ(0, 0, 0) · vx+DyvGˆ(0, 0, 0) · vy +
1
2
D2vGˆ(0, 0, 0)v
2 +O(|x|2+α + |y|2+α + |v|2+α)
and
uˆ(x) =
1
2
D2uˆ(0)x · x+ o(|x|2).
Let
a := −DvGˆ(0, 0, 0) > 0, M := DxyGˆ(0, 0, 0), and P := D
2uˆ(0).
As M = E(0, 0, 0), with E defined in (2.2), det(M) 6= 0. Hence, using (2.13) and (3.1), we find that
det(P ) = det(D2u(0)) > 0; that is, P is positive definite and symmetric. Therefore, after the change of
coordinates
(x, y, v) 7→ (x˜, y˜, v˜) := (P 1/2x, P−1/2M ty, av),
we see that
(3.6) G˜(x˜, y˜, v˜) := Gˆ(x, y, v) = −v˜ + x˜ · y˜ + b1 · v˜x˜+ b2 · v˜y˜ + c3v˜
2 +O(|x˜|2+α + |y˜|2+α + |v˜|2+α),
with
b1 :=
1
a
DxvGˆ(0, 0, 0)P
−1/2, b2 :=
1
a
DyvGˆ(0, 0, 0)[M
t]−1P 1/2, and c3 :=
1
2a2
D2vGˆ(0, 0, 0).
Also,
(3.7) u˜(x˜) := uˆ(x) =
1
2
|x˜|2 + o(|x˜|2)
and is G˜-convex in P 1/2Bǫ. In particular,
∂
G˜
u˜(x˜) = P−1/2M t∂
Gˆ
uˆ(x) with x = P−1/2x˜.
Now admissibility is with respect to
g˜ := {(x˜, y˜, v˜) : (x˜, y˜) ∈ P 1/2Bǫ × P
−1/2M tBε and v˜ ∈ aVˆP−1/2x˜,[Mt]−1P 1/2y˜}.
Additionally, letting H˜ be the dual of G˜, we see that
(3.8) H˜(x˜, y˜, u˜) = −u˜+ x˜ · y˜ − b1 · u˜x˜− b2 · u˜y˜ − c3u˜
2 +O(|x˜|2+α + |y˜|2+α + |u˜|2+α).
By construction,
H˜(·, 0, 0) = H˜(0, ·, 0) ≡ 0.
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Here, u˜ := u. Furthermore, if we set
f˜(x˜) := det(P−1/2)fˆ(P−1/2x˜) and g˜(y˜) := | det([M t]−1P 1/2)|gˆ([M t]−1P 1/2y˜),
then from (3.4), (2.13), and (3.1), we deduce that
(3.9)
f˜(0)
g˜(0)
=
det(P−1/2)
| det([M t]−1P 1/2)|
f(0)
g(0)
=
det(P−1)
| det(M−1)|
det(D2u(0))
| det(E(0, 0, 0))|
= 1.
Moreover, (Tu˜)#f˜ = g˜ by (3.5) and construction.
Consider the rescalings3
Gr(x˜, y˜, v˜) :=
G˜(rx˜, ry˜, r2 v˜)
r2
, Hr(x˜, y˜, v˜) :=
H˜(rx˜, ry˜, r2u˜)
r2
, and ur(x˜) :=
u˜(rx˜)
r2
.
Since g and h are open and G is of class C2loc, we have that B8×B8× (−64, 64) ⊂ gr, hr for all r sufficiently
small. In addition to the openness of g, using (3.6) and the C2 regularity of G, we can ensure that B8 ×
(−64, 64)× B8 ⊂ domGr-exp for all r small enough.
4 Here, gr is the set on which Gr satisfies (G-Twist),
(G*-Twist), and (G-Nondeg); and Hr and hr are as expected. Also, define
fr(x˜) :=
f˜(rx˜)
f˜(0)
and gr(y˜) :=
g˜(ry˜)
g˜(0)
.
Since f and g are bounded away from zero and infinity, (3.9) implies that f˜(0) = g˜(0). Therefore, from the
continuity of f and g, we deduce that
‖fr − 1‖L∞(B4) + ‖gr − 1‖L∞(B4) ≤ δ
with δ = δ(r) → 0 as r → 0. Using the push-forward condition (Tu˜)#f˜ = g˜, we find that (Tur )#fr = gr.
Moreover, from (3.6) and (3.8), we determine that
(3.10) ‖Gr − x˜ · y˜ + v˜‖C2,α(B8×B8×(−64,64)) + ‖Hr − x˜ · y˜ + u˜‖C2,α(B8×B8×(−64,64)) ≤ δ
where δ = δ(r)→ 0 as r → 0. Furthermore, from (3.7), we see that∥∥∥∥ur − 12 |x˜|2
∥∥∥∥
C0(B4)
≤ η
where η = η(r)→ 0 as r → 0.
As we proved (3.2), we deduce that
(3.11) ∂−ur(x˜) ⊂ B̺(x˜) ∀x˜ ∈ B3
where ̺ = ̺(r)→ 0 as r → 0. Additionally, from (3.10), we find that
‖Gr-expx˜,u˜(p˜)− p˜‖C1(B8×(−64,64)×B8) ≤ δ.
Therefore, using (2.9) and (3.11), we obtain that
(3.12) ∂Grur(x˜) ⊂ Bρ(x˜) ∀x˜ ∈ B2
where ρ = ρ(r) → 0 as r → 0. Since uˆ
Gˆ
is twice differentiable at 0, the Gr-transform of ur is also twice
differentiable at 0; let vr be the Gr-transform of ur. In addition, D
2vr(0) = Id
5. So arguing as we did to
3 The most basic generating function, coming from the optimal transport problem with quadratic cost, is invariant under
parabolically quadratic rescalings, thinking of v as time: set
Gr(x, y, v) :=
G(rx, ry, r2v)
r2
;
if G(x, y, v) = x · y− v, then Gr = G. Rescaling in this way suggests that Gˆ need not account for DxvG(0, 0, 0), DyvG(0, 0, 0),
or D2vG(0, 0, 0) being non-zero, a heuristic confirmation of our choice for Gˆ.
4By the C2 regularity of G, the openness of g, and the inverse function theorem (recall (G-Twist)), we find that the family
functions {Fx := (G-expx,Vx)}x∈O varies in a C
1 fashion (in x) in some open set O. Hence, by continuity and the openness of
g, we can find an open subset of the origin in R2n+1 on which G-exp is well-defined. The rescaling (x, u, p) 7→ (x/r, u/r2, p/r),
therefore, permits this inclusion.
5 We can see this by differentiating the equations
∇ur(x˜) = Dx˜Gr(x˜,Tur (x˜),Hr(x˜,Tur (x˜),ur(x˜))) and ∇vr(y˜) = Dy˜Hr(Svr (y˜), y˜,Gr(Svr (y˜), y˜,vr(y˜)))
at 0 and using (3.6), (3.8), and that [∇Tur (0)]
−1 = ∇Svr (0).
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prove (3.12), we find that
(3.13) ∂Hrvr(y˜) ⊂ Bρ∗(y˜) ∀y˜ ∈ B2
where ρ∗ = ρ∗(r)→ 0 as r→ 0. Hence, if
C := B1 and K := ∂Grur(B1)
and r is sufficiently small, then we can force
(3.14) B1/2 ⊂ K ⊂ B2
thanks to (3.12), (3.13), and duality. Observe that C is convex by construction and K is closed being the
Gr-subdifferential of a compact set and recalling (3.14), (3.10), and the inclusion B8 ×B8 × (−64, 64) ⊂ gr.
Finally, recalling (3.9) and arguing as we did to prove (3.5), we have that
(Tur )#(fr1C) = gr1K.
The remainder of the proof of Theorem 1.1 is identical to the optimal transport case after replacing [5,
Theorem 4.3], [5, Theorem 5.3], and [5, Corollary 4.6] by Theorem 4.1, Theorem 5.5, and Corollary 4.7
respectively. We refer the reader to [5] rather than including the details.
4. C1,β-regularity and Strict G-convexity
In this section, we prove an ε-regularity result and exhibit some of its consequences. Before stating it, let
us introduce some notation. Set
BR := B2R ×B2R × (−R
3, R3) ⊂ R2n+1.
Furthermore, we say a set E is C-semiconvex if every point on the boundary of E can be touched from
outside by a ball of radius 1/C.
Theorem 4.1. Let C be a closed, (C2δ)-semiconvex set and K be a closed set such that
(4.1) B1/2 ⊂ C,K ⊂ B2,
f and g be two densities supported on C and K respectively, and u be a G-convex function such that ∂Gu(C) ⊂
B2 and (Tu)#f = g. In addition, suppose that B4 ⊂ g, h. For every β ∈ (0, 1), there exist constants
δ0, η0 ∈ (0, 1) such that the follow holds: if
(4.2) ‖f − 1C‖L∞(B4) + ‖g − 1K‖L∞(B4) ≤ δ0,
(4.3) ‖G− x · y + v‖C2,α(B4) + ‖H− x · y + u‖C2,α(B4) ≤ δ0,
and
(4.4)
∥∥∥∥u− 12 |x|2
∥∥∥∥
C0(B4)
≤ η0,
then u ∈ C1,β(B1/6).
Theorem 4.1 will follow from its pointwise version Proposition 4.2.
Proposition 4.2. Let C be a closed, (C3δ)-semiconvex set and K be a closed set such that
B1/3 ⊂ C,K ⊂ B3,
f and g be two densities supported on C and K respectively, and u be a G-convex function such that u(0) = 0,
∂Gu(C) ⊂ B3, and (Tu)#f = g. In addition, suppose that B3 ⊂ g, h,
(4.5) G(·, 0, 0) = G(0, ·, 0) = H(·, 0, 0) = H(0, ·, 0) ≡ 0,
and
(4.6) DvG(0, 0, 0) = DuH(0, 0, 0) = −1 and DxyG(0, 0, 0) = DxyH(0, 0, 0) = Id .
For every β ∈ (0, 1), there exist constants δ, η ∈ (0, 1) such that the follow holds: if
‖f − 1‖L∞(C) + ‖g − 1‖L∞(K) ≤ δ,(4.7)
‖G− x · y + v‖C2,α(B3) + ‖H− x · y + u‖C2,α(B3) ≤ δ,(4.8)
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and
(4.9)
∥∥∥∥u− 12 |x|2
∥∥∥∥
C0(B3)
≤ η,
then u ∈ C1,β(0).
The proof of Proposition 4.2 makes use of two lemmas. The first is a compactness result that allows us
to approximate u with a solution to an optimal transport problem with quadratic cost. The second is an
estimate on theG-subdifferential of u in terms of the gradient map of the convex potential that approximates
u found in the first lemma.
Lemma 4.3. Let C be a closed, (CRδ)-semiconvex set and K be a closed set such that
(4.10) B1/R ⊂ C,K ⊂ BR
for some R ≥ 3, f and g be two densities supported on C and K respectively, and u : BR → (−R2, R2) be a
G-convex function such that ∂Gu(C) ⊂ BR and (Tu)#f = g. In addition, suppose that BR× ⊂ g. Also, let
ρ > 0 be such that |C| = |ρK| and w be a convex function such that (∇w)#1C = 1ρK with w(0) = u(0). Then,
there exists an increasing function ω : R+ → R+, depending only on R, satisfying ω(δ) ≥ δ and ω(0+) = 0
such that if
(4.11) ‖f − 1‖L∞(C) + ‖g − 1‖L∞(K) ≤ δ
and
(4.12) ‖G− x · y + v‖C2(BR) + ‖H− x · y + u‖C2(BR) ≤ δ,
then
(4.13) ‖u−w‖C0(B1/R) ≤ ω(δ).
Proof. Suppose, to the contrary, that the lemma is false. Then, there exists an ε0 > 0 and sequences of
closed sets Cj and Kj satisfying (4.10) with Cj being (CR/j)-semiconvex, functions fj and gj satisfying (4.11)
with δ = 1/j, and generating functions Gj satisfying (4.12) also with δ = 1/j such that
(4.14) uj(0) = wj(0) = 0 and ‖uj −wj‖C0(B1/R) ≥ ε0
where uj and wj are as in the statement of the lemma. Moreover, BR ⊂ gj .
Using the push-forward condition (Tuj )#fj = gj , (4.10), and (4.11), we find that
(4.15) ρj = (|Cj |/|Kj |)
1/n → 1
as j →∞. Now let us extend each wj |Cj to a convex function on BR, setting
wj(x) := sup
z∈Cj , p∈∂−wj(z)
wj(z) + p · (x− z).
From (4.15), we see that
∂−wj(BR) ⊂ BρjR ⊂ B2R
for j ≫ 1. Hence, the family wj is uniformly Lipschitz (recall the equality in (4.14)), and so, up to a
subsequence, wj converges uniformly in BR to some convex function w∞. Similarly, let us extend uj |Cj to
BR:
uj(x) := sup
z∈Cj, y∈∂Gjuj(z)
Gj(x, y,Hj(z, y,uj(z))).
Given x0 ∈ BR, let (z0, y0) be a pair at which the above supremum is attained. Then, using (4.12), we
see that v0 := Hj(z0, y0,uj(z0)) ∈ (−R3, R3), and it follows that (x0, y0, v0) ∈ gj . Consequently, these
extensions are Gj-convex in BR. So from (4.12), in particular, since the C
1-norms of Gj are uniformly
bounded, and as ∂Gjuj(BR) ⊂ BR, taking j ≫ 1, we determine that the collection uj is uniformly (R+ 1)-
Lipschitz (again, recall that uj(0) = 0). Thus, up to a subsequence, uj converges uniformly in BR to some
convex function u∞. Moreover, by (4.14),
(4.16) u∞(0) = w∞(0) = 0 and ‖u∞ −w∞‖C0(B1/R) ≥ ε0.
Up to subsequences, the sets Cj converge in the Hausdorff sense to some
B1/R ⊂ C∞ ⊂ BR.
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Also, since each Cj is (CR/j)-semiconvex, it follows that C∞ is convex and
dist(∂Cj, ∂C∞) + dist(∂C∞, ∂Cj)→ 0.
Then, arguing exactly as is [1, Theorem], we find that |Cj∆C∞| → 0, or, equivalently, that 1Cj converges in
L1 to 1C∞ . Furthermore, using (4.11) and as ρj → 1, we see that fj and 1ρjCj converge in L
1 to 1C∞ . In
addition, up to subsequences, gj and 1ρjKj converge weakly-* in L
∞ to a density g∞.
By [16, Theorem 5.20] and the uniqueness of optimal transports, we see that ∇w∞ is the optimal transport
for the quadratic cost −x ·y taking 1C∞ to g∞. If ∇u∞ = ∇w∞ almost everywhere in C∞, then the equality
in (4.16) implies that u∞ = w∞, contradicting the inequality in (4.16). It then follows that there exists an
increasing function ωR : R
+ → R+, depending only on R, such that ωR(0+) = 0 and (4.13) holds. Taking
ω(δ) := max{ωR(δ), δ} concludes the proof.
Define πj := (Id,Tuj )#fj . By construction, this family of measures is tight and
sptπj ⊂
⋃
x∈Cj
{(x, y) : y ∈ ∂Gjuj(x)}.
So πj converges weakly to some measure π∞ whose marginals are 1C∞ and g∞. Furthermore, for any
{(xk.yk)}Nk=1 ⊂ sptπ∞, there exist sequences {(x
j
k, y
j
k)}
N
k=1 ⊂ sptπj such that (x
j
k, y
j
k) → (xk, yk) for each
k = 1, . . . , N and
N∑
k=1
uj(x
j
k+1) ≥
∑
Gj(x
j
k+1, y
j
k,Hj(x
j
k, y
j
k,uj(x
j
k)))
with (xjN+1, y
j
N+1) = (x
j
1, y
j
1). This is just the Gj -convexity of uj . Recalling (4.12) and that uj converges
uniformly to u∞, taking the limit as j →∞, we deduce that
0 ≥
N∑
k=1
(xk+1 − xk) · yk.
In other words, the support of π∞ is c-cyclically monotone for the quadratic cost. Therefore,
π∞ = (Id,∇u0)#1C∞ ,
and ∇u0 is the optimal transport for the quadratic cost −x · y taking 1C∞ to g∞. In particular, ∇u0 =
∇w∞ almost everywhere in C∞. Using that fj converges in L1 to 1C∞ and arguing as in the proof of [16,
Corollary 5.23], we see that Tuj converges to ∇u0 in measure in BR and as distributions, up to a further
subsequence. By (4.12) and since uj converges to u∞ uniformly, we have that Tuj also converges to ∇u∞
as distributions in BR. Hence, by the local integrability of ∇u0 and ∇u∞, we determine that ∇u∞ = ∇u0
almost everywhere in C∞, as desired. 
Remark 4.4 (A remark on the regularity of C and the proof of Lemma 4.3). In the optimal transportation
setting, De Philippis and Figalli appeal to the strong stability results available for solutions, thanks to the
Kantorovich formulation of the problem, to show that ∇u∞ = ∇w∞ almost everywhere. Here, however, the
set C has to have some regularity to deduce L1 convergence of the contradiction sequence’s source densities
and, in turn, prove the same equality. An inspection of the proof of [1, Theorem] shows that |Cj∆C∞|
goes to zero, i.e., 1Cj converges in L
1 to 1C∞ , provided that the boundaries ∂Cj converge uniformly to the
boundary ∂C∞ and have (n-dimensional Lebesgue) measure zero. Therefore, Lemma 4.3 can be applied, by
Arzela`-Ascoli, if C is a Lipschitz set whose boundary’s Lipschitz constant depends only on R, for example.
So the regularity assumption on C in Theorem 4.1 and the following lemmas, propositions, and theorems,
that C is (Cδ)-semiconvex, can be weakened. Indeed, in the course of the proof of Proposition 4.2, every
application of Lemma 4.3 after the first will be to the (C3δ)-semiconvex sets {uk ≤ 1}. With respect to our
main theorem, C = B1 − x0, which is as nice as imaginable.
From this point forward, let Nr(E) denote the r-neighborhood of a set E.
Lemma 4.5. Let R ≥ 3, u : B1/R → (−R,R) be a G-convex function such that ∂Gu(B1/R) ⊂ BR, and
w ∈ C1(B1/R) be convex. Suppose that BR ⊂ g. Fix A ∈ R
n×n to be a symmetric matrix such that
(4.17)
1
K
Id ≤ A ≤ K Id
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for some K ≥ 1. Define the ellipsoid
E(x0, h) :=
{
x :
1
2
A(x − x0) · (x− x0) ≤ h
}
,
and assume that E(x0, h) ⊂ B1/R. If
‖u−w‖C0(E(x0,h)) ≤ ε
and
‖G− x · y + v‖C2(BR) + ‖H− x · y + u‖C2(BR) ≤ δ
for small constants ε, δ > 0, then
∂Gu(E(x0, h− ε
1/2)) ⊂ Nδ+K′(hε)1/2(∇w(E(x0, h))) ∀0 < ε < h
2 ≪ 1
where K ′ = K ′(K) > 0.
Proof. Up to a change of coordinates, we can assume that x0 = 0. Let E(h) = E(0, h) and define
w¯(x) := w(x) + ε+ ε1/2(Ax · x− 2h).
By construction, w¯ ≥ u outside E(h) and w¯ ≤ u inside E(h − ε1/2). Therefore, if Gx,y,v is a G-support for
u at x ∈ E(h − ε1/2), then Gx,y,v¯ will touch w¯ from below at a point x¯ ∈ E(h) for some v¯ ≥ v. Moreover,
(x¯, y, v¯) ∈ g since v¯ = H(x¯, y, w¯(x¯)) ∈ (−R2, R2). Hence,
(4.18) ∂Gu(E(h− ε
1/2)) ⊂ ∂Gw¯(E(h)).
Note that even though w¯ may not be G-convex, we can still consider its G-subdifferential; it just might be
empty at some points. In particular, the equality ∂Gw¯(x) = G-expx,w¯(x)(∇w¯(x)) still holds. Thus, since
|G-expx,w¯(x)(∇w¯(x)) −∇w¯(x)| ≤ δ by assumption, we find that
(4.19) ∂Gw¯(E(h)) ⊂ Nδ(∇w¯(E(h)).
From (4.17), we determine that E(h) ⊂ B(2Kh)1/2 . And so since
|∇w¯(x)| ≤ |∇w(x)| + 2ε1/2K|x|,
recalling (4.17), it follows that
(4.20) Nδ(∇w¯(E(h))) ⊂ Nδ+4K(Khε)1/2(∇w(E(h))).
Finally, combining (4.18), (4.19), and (4.20), we deduce that
∂Gu(E(h− ε
1/2)) ⊂ Nδ+K′(hε)1/2(∇w(E(h)))
with K ′ = 4K3/2, as desired. 
Proof of Proposition 4.2. The proof will be done in four steps.
– Step 1: u and its G-sections are close to a strictly convex solution of a Monge–Ampe`re equation and
its sections.
Using Lemma 4.3 and arguing exactly as in [5], we find the existence of a strictly convex function w such
that w(0) = u(0) = 0,
(4.21) ‖u−w‖C0(B1/3) ≤ ω(δ),
and
(4.22) det(D2w) = 1 in B1/4
in the Alexandrov sense. Furthermore, there exists a constant K0 = K0(n) > 0 such that
(4.23) ‖w‖C3(B1/5) ≤ K0 and
1
K0
Id ≤ D2w ≤ K0 Id in B1/5.
And so
(4.24) S(w, h) := {x : w(x) ≤ ∇w(0) · x+ h} ⊂ B(2K0h)1/2 .
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(Precisely, this is Step 1 in the proof of [5, Theorem 4.3], which uses (4.9).) By (4.23) and as u is semiconvex
with a semiconvexity constant depending only on ‖D2xG‖C0(B3), i.e., δ ((4.8)), we have that u − w is
semiconvex with a semiconvexity constant depending on dimension (recall that δ ≪ 1). So using (4.21), we
deduce that
(4.25) |∇w(0)| ≤ K1ω(δ)
1/2
for some constant K1 = K1(n) > 0 (cf. (4.39), noticing that −∇w(0) ∈ ∂−(u−w+ c| · |2)(0) for some c > 0
depending on n).
Define
SG(u, h) := {x : u(x) ≤ h}.
We claim that if δ and h are sufficiently small, then
(4.26) S(w, h−K2ω(δ)
1/2) ⊂ SG(u, h) ⊂ S(w, h+K2ω(δ)
1/2) ⋐ B1/6
where K2 = K2(n) > 0. First, by (4.24), we can choose δ and h sufficiently small so that the last inclusion
holds. To conclude, let x ∈ S(w, h−K2ω(δ)1/2). Then, by (4.21), recalling that u(0) = 0, and from (4.25),
we deduce that
u(x) ≤ ∇w(0) · x+ h−K2ω(δ)
1/2 + ω(δ)
≤ h+K1ω(δ)
1/2 −K2ω(δ)
1/2 + ω(δ)
≤ h
taking K2 = K1 + 1. This proves the first inclusion; the proof of the second is analogous.
– Step 2: The G-sections of u and their images under ∂Gu are close to ellipsoids with controlled eccen-
tricity and u is close to a paraboloid at some small scale.
We claim that for every small η > 0, there exist constants h0 = h0(η, n) > 0 and δ = δ(h0, η, n) > 0
such that the following holds: there exists a symmetric matrix satisfying
(4.27)
1
K3
Id ≤ A ≤ K3 Id,
(4.28) det(A) = 1,
(4.29) AB
h
1/2
0
/3
⊂ SG(u, h0) ⊂ AB3h1/2
0
,
and
(4.30) A−1B
h
1/2
0
/3
⊂ ∂Gu(SG(u, h0)) ⊂ A
−1B
3h
1/2
0
.
Moreover,
(4.31)
∥∥∥∥u− 12 |A−1x|2
∥∥∥∥
C0
(
AB
3h
1/2
0
) ≤ ηh0.
Here, K3 = K3(n) > 0.
Let
A := [D2w(0)]−1/2.
With A defined in this way, using (4.23) and (4.22), we see that (4.27) and (4.28) hold.
Notice that (4.29) is equivalent to
E(h0/18) ⊂ SG(u, h0) ⊂ E(9h0/2)
where
E(h) :=
{
x :
1
2
D2w(0)x · x ≤ h
}
.
Now from (4.23), we deduce
(4.32) E(h) ⊂ B(2K0h)1/2 .
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Consequently,
E(h) ⊂ S(w, h+K0(2K0h)
3/2) and S(w, h) ⊂ E(h+K0(2K0h)
3/2).
The second inclusion follows from (4.24). Thus, applying (4.26), we see that
E(h0/18) ⊂ SG(u, h0)
provided that h0 and δ are sufficiently small depending only on n. On the other hand, applying (4.26), we
see that
SG(u, h0) ⊂ E(9h0/2)
so long as δ and h0 are sufficiently small, again, depending only on n. Whence, (4.29) holds, as desired.
More generally, for every c < 1 and C > 1, we can find δ and h0 sufficiently small so that
(4.33) E(ch0) ⊂ SG(u, h0) ⊂ E(Ch0).
Let us now prove (4.30). To do this, we consider the G-transform of u and the Legendre transform of w.
Specifically,
v(y) := sup
x∈B1/5
H(x, y,u(x)) and w∗(y) := sup
x∈B1/5
{x · y −w(x)}.
Notice that by (4.8) and (4.21),
‖v −w∗‖C0(B1/3) ≤ ω(δ) + δ ≤ 2ω(δ).
Also, observe that
(4.34) ∇w∗ = [∇w]−1 and D2w∗(∇w(x)) = [D2w(x)]−1.
Moreover, from (4.23), w∗ is uniformly convex and of class C3 in the open set ∇w(B1/5). Let
E∗(h) :=
{
y :
1
2
D2w∗(∇w(0))(y −∇w(0)) · (y −∇w(0)) ≤ h
}
.
Thanks to (4.23), for every c < 1 and C > 1, we can find h0 sufficiently small so that
(4.35) ∇w(E(ch0)) ⊂ E
∗(h0) ⊂ ∇w(E(Ch0)).
Indeed, using (4.34) and (4.23), we find that
|D2w∗(∇w(0))(∇w(x) −∇w(0)) · (∇w(x) −∇w(0))−D2w(0)x · x| ≤ 2K0|x|
3 +K30 |x|
4
and that |x| ≤ K0(2K0h)
1/2 whenever ∇w(x) ∈ E∗(h). Combining these last two inequalities and (4.32)
proves (4.35). Then, by (4.33) with C = 3/2, Lemma 4.5 applied with h = 3h0/2 + ω(δ)
1/2, and (4.35), we
determine that
∂Gu(SG(u, h0)) ⊂ NK′′
0
ω(δ)1/2(∇w(E(2h0))) ⊂ E
∗(7h0/2)
for δ and h0 sufficiently small, depending only on dimension. Hence, recalling (4.25) and choosing δ suffi-
ciently small, we find that the second inclusion in (4.30) holds. In order to conclude, we must show that
E∗(h0/16) ⊂ ∂Gu(SG(u, h0)).
The first inclusion in (4.30) then follows, again, by (4.25) and choosing δ sufficiently small. Since
E ⊂ ∂Gu(∂Hv(E)) ∀E,
considering (4.33), we see it suffices to show that
∂Hv(E
∗(h0/16)) ⊂ E(h0/3).
Applying Lemma 4.5 to v and w∗, provided that δ is small enough, we determine that
∂Hv(E
∗(h0/16)) ⊂ NK′′′
0
ω(δ)1/2(∇w
∗(E∗(h0/8))) ⊂ E(h0/3).
Here, we have used (4.35) and (4.34) for the second inclusion. Thus, (4.30) indeed holds after taking δ and
h0 sufficiently small.
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Finally, from (4.21), (4.23), (4.25), and (4.27), we see that∥∥∥∥u− 12 |A−1x|2
∥∥∥∥
C0
(
AB
3h
1/2
0
) ≤ ‖u−w‖C0(AB
3h
1/2
0
) + ∥∥∥∥w − 12 |A−1x|2
∥∥∥∥
C0
(
AB
3h
1/2
0
)
≤ ω(δ) + ‖∇w(0) · x‖
C0
(
AB
3h
1/2
0
) + ‖K0|x|3‖
C0
(
AB
3h
1/2
0
)
≤ ω(δ) + 3K1K3ω(δ)
1/2h
1/2
0 + 27K0K
3
3h
3/2
0
≤ ηh0
where the last inequality follows after first choosing h0 sufficiently small and then choosing δ even smaller.
– Step 3: An iterative construction.
Set
x˜ :=
1
h
1/2
0
A−1x, y˜ :=
1
h
1/2
0
Ay, v˜ :=
1
h0
v, and u˜ :=
1
h0
u.
Define
G1(x˜, y˜, v˜) :=
G(h
1/2
0 Ax˜, h
1/2
0 A
−1y˜, h0v˜)
h0
and u1(x˜) :=
u(h
1/2
0 Ax˜)
h0
.
Similarly, let
H1(x˜, y˜, u˜) :=
H(h
1/2
0 Ax˜, h
1/2
0 A
−1y˜, h0u˜)
h0
.
Recalling (4.5), (4.6), (4.8), and that we are considering parabolically quadratic rescalings, we see that
‖G1 − x˜ · y˜ + v˜‖C2,α(B3) + ‖H1 − x˜ · y˜ + u˜‖C2,α(B3) ≤ δ
provided h0 = h0(K3, α)≪ 1. In addition, thanks to (4.29) and (4.30), we have the inclusions
B1/3 ⊂ C1,K1 ⊂ B3
where, recalling that G1(·, 0, 0) ≡ 0,
C1 := SG1(u1, 1) = {u1 ≤ 1} and K1 := ∂G1u1(SG1(u1, 1)).
Arguing as in Proposition 5.3, we find that C1 is a closed, (C3δ)-semiconvex set. Furthermore, rewriting
(4.31) yields ∥∥∥∥u1 − 12 |x˜|2
∥∥∥∥
C0(B3)
≤ η.
Now let
f1(x˜) := f(h
1/2
0 Ax˜)1C1 and g1(y˜) := g(h
1/2
0 A
−1y˜)1K1 .
Recalling that det(A) = 1 and arguing as in the proof of Theorem 1.1, we determine that
(Tu1)#f1 = g1.
Finally, using (4.7), it follows that
‖f1 − 1‖L∞(C1) + ‖g1 − 1‖L∞(K1) ≤ δ.
Hence, we can apply Steps 1 and 2 to u1 and find a symmetric matrix A1 such that
1
K3
Id ≤ A1 ≤ K3 Id,
det(A1) = 1,
A1Bh1/2
0
/3
⊂ SG1(u1, h0) ⊂ A1B3h1/2
0
,
A−11 Bh1/2
0
/3
⊂ ∂G1u(SG1(u1, h0)) ⊂ A
−1
1 B3h1/2
0
,
and ∥∥∥∥u1 − 12 |A−11 x˜|2
∥∥∥∥
C0
(
A1B
3h
1/2
0
) ≤ ηh0.
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(The set SG1(u1, h) = {u1 ≤ h}.)
We can continue, iteratively constructing
Gk+1(x˜, y˜, v˜) :=
Gk(h
1/2
0 Akx˜, h
1/2
0 A
−1
k y˜, h0v˜)
h0
and uk+1(x˜) :=
uk(h
1/2
0 Akx˜)
h0
where Ak is the symmetric matrix constructed in the the k-th iteration. In turn, setting
Mk := A1 · . . . · Ak,
we have a sequence of symmetric matrices such that
(4.36)
1
Kk3
Id ≤Mk ≤ K
k
3 Id,
det(Mk) = 1,
and
(4.37) MkBhk/2
0
/3
⊂ SG1(u1, h
k
0) ⊂MkB3hk/2
0
.
– Step 4: C1,β(0)-regularity.
Let β ∈ (0, 1). By (4.36) and (4.37), we find that
(4.38) B
(h
1/2
0
/3K3)k
⊂ SG1(u1, h
k
0) ⊂ B(3K3h1/20 )k
.
Defining r0 := h
1/2
0 /3K3 and recalling that G1(·, 0, 0) ≡ 0, it follows that
‖u1‖C0(B
rk
0
) ≤ h
k
0 = (3K3r0)
2k ≤ r
(1+β)k
0
provided h0 (and so r0) is sufficiently small. In other words, u1 and u are C
1,β at the origin. 
With Proposition 4.2 in hand, let us now prove Theorem 4.1. The proof amounts to a change of variables.
Proof of Theorem 4.1. Let x0 ∈ B1/6 and y0 ∈ ∂Gu(x0). By (4.3), observe that
|x0 − y0| ≤ |x0 − p0|+ |p0 − y0| ≤ |x0 − p0|+ δ0
where
p0 := DxG(x0, y0,H(x0, y0,u(x0))).
As u is semiconvex with a semiconvexity constant depending only on ‖D2xG‖C0(B4) ≤ δ (recall (4.3)), there
exists a c > 0 such that
w(x) := u(x) −
1
2
|x|2 + c|x− x0|
2
is convex. By construction, p0 − x0 ∈ ∂−w(x0). And so using (4.4) and since x0 + η
1/2
0 e ∈ C provided that
η0 < 1/9, for example, we find that
(p0 − x0) · e ≤
w(x0 + η
1/2
0 e)−w(x0)
η
1/2
0
≤ (2 + c)η
1/2
0 ∀e ∈ S
n−1.
In turn,
(4.39) |x0 − y0| ≤ C(δ0 + η
1/2
0 ).
Set
u0 := u(x0) and v0 := H(x0, y0,u(x0)).
From (4.4) and using (4.3) and (4.1), we deduce that
(4.40) |u0| ≤
1
72
+ η0 and |v0| ≤
1
3
+
1
72
+ η0 + δ0.
Define
M0 := E(x0, y0, v0) and a0 := −DvG(x0, y0, v0),
where E is as defined in (2.2). Observe that (4.3) implies that
(4.41) |a0 − 1|, |a
−1
0 − 1| ≤ δ0 and |M0 − Id |, |M
−1
0 − Id | ≤ 2δ0.
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Now consider the change of variables
x¯ := x− x0, y¯ :=M0(y − y0), v¯ := a0(v − v0), and u¯ := u− u0.
Define
C¯ := C − x0 and K¯ :=M0(K − y0);
and set
f¯(x¯) := f(x¯+ x0) and g¯(y¯) := det(M
−1
0 )g(M
−1
0 y¯ + y0).
Then, from (4.1), (4.39), and (4.41), we see that
B1/3 ⊂ C¯, K¯ ⊂ B3
if δ0 and η0 are sufficiently small. From (4.41), we have that | det(M0)− 1| ≤ (1 + 4n)δ0 if δ0 is sufficiently
small. Thus,
‖f¯ − 1‖L∞(C¯) + ‖g¯ − 1‖L∞(K¯) ≤ 4(1 + n)δ0,
recalling (4.2). Let
G¯(x¯, y¯, v¯) := G(x, y, v − v0 +H(x0, y, u0))−G(x, y0, v0).
Notice that the dual of G¯ is
H¯(x¯, y¯, u¯) = a0(H(x, y, u− u0 +G(x, y0, v0))−H(x0, y, u0)),
and H¯ is well-defined on B3 by the assumption that B4 ⊂ h and our estimates on x0, y0, u0, v0, a0, and M0.
Similarly, from (4.3), (4.39), (4.40), and (4.41), it follows that
‖G¯− x¯ · y¯ + v¯‖C2,α(B3) + ‖H¯− x¯ · y¯ + u¯‖C2,α(B3) ≤ C0δ0.
In particular,
G¯(·, 0, 0) = G¯(0, ·, 0) = H¯(·, 0, 0) = H¯(0, ·, 0) ≡ 0.
Also, computations show that
Dv¯G¯(0, 0, 0) = Du¯H¯(0, 0, 0) = −1 and Dx¯y¯G¯(0, 0, 0) = Dx¯y¯H¯(0, 0, 0) = Id .
Set
δ¯ := min{4(1 + n)δ0, C0δ0}.
Finally, define
u¯(x¯) := u(x) −G(x, y0, v0).
Arguing as in the proof of Theorem 1.1, we see that u¯ is G¯-convex and (Tu¯)#f¯ = g¯. Furthermore, from
(4.4), (4.3), and (4.39), we determine that∥∥∥∥u¯− 12 |x¯|2
∥∥∥∥
C0(B3)
≤ 2η0 + 2δ0 + C(δ0 + η
1/2
0 ) =: η¯.
Indeed, recalling that v0 := H(x0, y0,u(x0)),∣∣∣∣u¯− 12 |x¯|2
∣∣∣∣ =
∣∣∣∣u(x) −G(x, y0, v0)− 12x · x+ x · x0 + u(x0)− u(x0) + 12x0 · x0 − x0 · x0
∣∣∣∣
≤ 2η0 + | −G(x, y0, v0) + x · x0 + u(x0)− x0 · x0|
= 2η0 + |x · y0 − v0 −G(x, y0, v0)− x · y0 + v0 − x0 · y0 + u(x0)
+ x0 · y0 + x · x0 − x0 · x0|
≤ 2η0 + 2δ0 + (|x|+ |x0|)|x0 − y0|
≤ 2η0 + 2δ0 + C(δ0 + η
1/2
0 ).
In summary, we see that u¯, G¯, H¯, f¯ , g¯, C¯, and K¯ satisfy the hypotheses of Proposition 4.2. Hence, taking
δ0 and η0, in turn, δ¯ and η¯, sufficiently small, we find that u ∈ C1,β(B1/6), as desired. 
An important corollary of Theorem 4.1 is a strict G-convexity estimate for u in B1/6.
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Corollary 4.6. Under the hypotheses of Theorem 4.1, we find that u is strictly G-convex in B1/6. More
precisely, for all σ > 2, there exist constants η0, δ0 > 0, depending on σ and dimension, such that for all
x0 ∈ B1/6, we have that
(4.42) inf
∂Bd(x0)
{u− Gx0,y0,v0} ≥ c0d
σ ∀d ≤ dist(x0, ∂B1/6)
for some constant c0 = c0(σ, n) > 0. Here, y0 ∈ ∂Gu(x0) and v0 := H(x0, y0,u(x0)).
Proof. Let u1 be as in Proposition 4.2 and set d0 := 3K3h
1/2
0 . Then, from (4.38), we deduce that
inf
∂Bd
u1 ≥ d
σ
0d
σ ∀d ≤ d0
provided d0 is sufficiently small depending on σ and dimension. In turn,
inf
∂Bd(x0)
{u− Gx0,y0,v0} ≥ h0d
σ
0
(
h
1/2
0 d
K3
)σ
≥ c0d
σ ∀d ≤ dist(x0, ∂B1/6)
taking c0 = c0(σ, n) > 0 sufficiently small, as desired. 
From the strict G-convexity of u in B1/6, we deduce that Tu(B1/6) is open, a key fact used in the proof
of Theorem 1.1.
Corollary 4.7. Under the hypotheses of Theorem 4.1, we have that Tu(B1/6) is open.
Proof. Since u is differentiable in B1/6, we have that Tu(B1/6) = ∂Gu(B1/6). We show that for each
x0 ∈ B1/6, there exists an ε0 > 0 such that for any y ∈ Bε0(y0), the map
z 7→ H(z, y,u(z))
has a local maximum at some point x ∈ B1/6. Here, {y0} := ∂Gu(x0). If so, then
∇u(x) = DxG(x, y,H(x, y,u(x)));
that is, {y} = ∂Gu(x) and Bε0(y0) ⊂ Tu(B1/6), as desired. To this end, let d > 0 be such that Bd(x0) ⊂ B1/6
and
x ∈ argmax
z∈Bd(x0)
H(z, y,u(z)).
Since u(x) = G(x, y,H(x, y,u(x))) and G is decreasing in v, we observe that
u(x) − Gx0,y0,v0(x) ≤ G(x, y,H(x0, y,u(x0)))−G(x, y0,H(x0, y0,u(x0)))
= G(x, y,H(x0, y,u(x0)))−G(x, y0,H(x0, y,u(x0)))
+G(x, y0,H(x0, y,u(x0))) −G(x, y0,H(x0, y0,u(x0)))
≤ Cε0
with C := ‖G‖C1(B4)(1 + 2‖H‖C1(B4)). Hence, taking ε0 < c0d
σ/C, we see that
u(x) − Gx0,y0,v0(x) < c0d
σ,
which, recalling (4.42), implies that x lives inside Bd(x0) and not on its boundary. 
5. Higher Regularity
Here, we prove a higher regularity version of Theorem 4.1. To do this, we will need a more refined
comparison-type principle than the one established in Lemma 4.3. The comparison-type principle in this
section makes use of a change of variables formula for theG-exponential map, Lemma 5.1, and the coincidence
of the G-subdifferential of u at x and the G-exponential map at (x,u(x),∇u(x)) when u is differentiable,
Remark 5.2.
Given a G-convex function w on an open set O, we have defined Tw(x) := G-expx,w(x)(∇w(x)). Yet
even when w is not G-convex, we may still consider Tw(x) if {(x,w(x),∇w(x)) : x ∈ O} ⊂ domG-exp.
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Lemma 5.1. Let O ⊂ Rn be open, w ∈ C2(O), and {(x,w(x),∇w(x)) : x ∈ O} ⊂ domG-exp. If
D2w(x)−D2xG(x,Tw(x),H(x,Tw(x),w(x))) ≥ 0 ∀x ∈ O,
then for every Borel set E ⊂ O,
|Tw(E)| ≤
ˆ
E
det(D2w(x) −D2xG(x,Tw(x),H(x,Tw(x),w(x))))
| det(E(x,Tw(x),H(x,Tw(x),w(x))))|
dx.
In addition, if the map Tw is injective, then equality holds.
Proof. After differentiating the identity
∇w(x) = DxG(x,Tw(x),H(x,Tw(x),w(x))),
we see that the Jacobian determinant of the C1 map x 7→ Tw(x) is the integrand above. Thus, applying the
Area Formula (see, e.g., [6]) concludes the proof. 
Remark 5.2. Recall, by (2.9), that if u is differentiable at x and G-convex, then
∂Gu(x) = {G-expx,u(x)(∇u(x))} = {Tu(x)}.
Let co[E] denote the convex hull of the set E. Also, recall that Nr(E) denotes the r-neighborhood of a set
E. The following comparison-type principle compares G-convex functions of class C1 and smooth solutions
of Monge–Ampe`re equations.
Proposition 5.3. Let R ≥ 3 and u ≥ 0 be a G-convex function of class C1 such that u(0) = 0 and
(5.1) B1/R ⊂ S := {u ≤ 1} ⊂ BR.
Assume B(R,S) := B2R ×Tu(S)× (−R3, R3) ⊂ g, h and B2R × (−R3, R3)×∇u(S) ⋐ domG-exp. Suppose
that f and g are two densities such that (Tu)#f = g and
(5.2)
∥∥∥∥ fλ1 − 1
∥∥∥∥
C0(S)
+
∥∥∥∥ gλ2 − 1
∥∥∥∥
C0(Tu(S))
≤ ε
for some constants λ1/λ2 ∈ (1/2, 2) and ε ∈ (0, 1/4). Furthermore, assume that
(5.3) ‖G− x · y + v‖C2(B(R,S)) + ‖H− x · y + u‖C2(B(R,S)) ≤ δ.
Then, there exists constants γ = γ(n,R) ∈ (0, 1) and δ1 = δ1(n,R) > 0 such that the following holds: if w is
convex and satisfies {
det(D2w) = λ1/λ2 in Nδγ (co[S])
w = 1 on ∂Nδγ (co[S]),
then
(5.4) ‖u−w‖C0(S) ≤ K(ε+ δ
γ/n)
provided δ ≤ δ1. Here, K = K(n,R) > 0.
The proof of Proposition 5.3 follows the proof of [5, Proposition 5.2]. Yet because the map Tu depends
on x, u, and ∇u and not just on x and ∇u, the argument is more delicate.
Proof. Recall that u+ δ|x|2 is convex by (5.3). Thus, as u(0) = 0, u = 1 on ∂S, and S ⊂ BR, using (2.10),
it follows that
(5.5) |DxG(x, y, v)| = |∇u(x)| ≥ |∇u(x) + 2δx| − 2δ|x| ≥
1
R
− 2δR ≥
1
2R
∀x ∈ ∂S
provided that δ is small enough. Here, y := Tu(x) and v := H(x, y,u(x)). Now consider
S :=
⋂
x∈∂S
Ex
where
Ex := {z ∈ BR : G(z, y, v) ≤ 1}.
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Clearly, S ⊂ S. Let z /∈ S and x ∈ ∂S be a point such that dist(z, ∂S) = |x− z| > 0. If |z− x| < 1/δR, then
using (5.3) and (5.5), we find that
G(z, y, v)− 1 ≥ |∇u(x)||z − x| −
δ
2
|z − x|2 > 0,
and z /∈ S. On the other hand, if |z − x| ≥ 1/δR, then by (5.3) and (5.5), we have that
G(z, y, v)− 1 ≥ |z − x||∇u(x)| + (z − x) · (y −DxG(x, y, v)) − 2δ
≥
1
2δR2
− 2Rδ − 2δ.
And so G(z, y, v)− 1 > 0 and z /∈ S provided that δ is sufficiently small. In turn,
S = S
if δ > 0 is sufficiently small depending only on R. It follows that S is a (CRδ)-semiconvex set. Now arguing
exactly as in [5, Proposition 5.2], we have that
(5.6) osc
S
w ≤ KR,n,
(5.7) 1−KR,nδ
γ/n ≤ w < 1 on ∂S,
and
(5.8) D2w ≥
δγ/τ
KR,n
Id in co[S]
for some constants KR,n and τ > 0 depending only on dimension and R.
Define
w+ := (1 + 3ε+ 2δ1/2)w − 3ε− 2δ1/2
and
w− :=
(
1− 3ε−
δ1/2
2
)
w + 3ε+
δ1/2
2
+KR,nδ
γ/n.
We claim that if γ is sufficiently small, then w− ≥ u ≥ w+ in S. If so, then (5.6) will imply (5.4), as desired.
Choose γ := τ/4. By (5.7), we have that w− > u > w+ on ∂S. We first show that u ≥ w+ in S. Suppose
not. Then, as u > w+ on ∂S, we see that
∅ 6= Z := {u < w+} ⋐ S.
Thanks to (5.8) and (5.3), we have that
(5.9) D2w+ > D2w ≥
δ1/4
KR,n
Id > δ Id ≥ ‖D2xG‖C0(B(R,S)) Id in co[S]
provided that δ is sufficiently small depending on R and n. Notice that w+(Z) ⊂ (−2R2, 1).6 Moving any
supporting plane to w+ in Z down and then up until it touches u from below, we see that
∇w+(Z) ⊂ ∇u(Z).
It follows that {(x,w+(x),∇w+(x)) : x ∈ Z} ⊂ domG-exp. Let x+0 ∈ Z, y0 := Tw+(x
+
0 ), and v
+
0 :=
H(x+0 , y0,w
+(x+0 )). Increase and then decrease v
+
0 to v0 so that G(·, y0, v0) touches u from below at x0.
Recall that Tw+(x
+
0 ) = y0 if and only if ∇w
+(x+0 ) = DxG(x
+
0 , y0, v
+
0 ). (See Section 2.2.) Hence, from (5.9)
and as G(x+0 , y0, v
+
0 ) = w
+(x+0 ), we have that
G(x, y0, v
+
0 ) ≤ w
+(x+0 ) +∇w
+(x+0 ) · (x− x
+
0 ) +
δ
2
|x− x+0 |
2 ≤ w+(x) ∀x ∈ co[S].
In turn, x0 ∈ Z. Indeed, if not, then
G(x0, y0, v0) = u(x0) ≥ w
+(x0) ≥ G(x0, y0, v
+
0 ),
6By (5.7) and the convexity of w+, we see that w+ < 1 in Z ⊂ S. The inclusion w+(Z) ⊂ (−2R2, 1) then follows from
considering the lower barrier (for w)
λ
1/n
1
2λ
1/n
2
(|x|2 − (R + δγ)2) + 1
and taking δ smaller if needed.
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from which using (G-Mono), it follows that
w+(x+0 ) > u(x
+
0 ) ≥ G(x
+
0 , y0, v0) ≥ G(x
+
0 , y0, v
+
0 ) = w
+(x+0 ).
Impossible; and we deduce that
(5.10) Tw+(Z) ⊂ Tu(Z).
Now for any x ∈ Z, from (5.8) and taking δ even smaller, we compute that
D2w+(x)−D2xG(x,Tw+(x),H(x,Tw+ (x),w
+(x))) ≥ (1 + 3ε+ δ1/2)D2w(x).
And so by (5.3), we see that
det(D2w+(x) −D2xG(x,Tw+ (x),H(x,Tw+ (x),w
+(x))))
| det(E(x,Tw+ (x),H(x,Tw+(x),w+(x))))|
≥
(1 + 3ε+ δ1/2)n
(1 + δ)n
λ1
λ2
.
Moreover, from (5.9), for any x, z ∈ Z with x 6= z, setting y := Tw+(x) and v := H(x, y,w
+(x)), we
determine that
w+(z)−G(z, y, v) =
1
2
ˆ 1
0
(
D2w+(tz + (1− t)x)−D2xG(tz + (1− t)x, y, v)
)
(z − x) · (z − x) dt > 0.
In other words, the function G(·, y, v) only touches w+ at x, and the map x 7→ Tw+(x) is injective in Z.
Therefore, Lemma 5.1 yields
|Tw+(x)| ≥
(1 + 3ε+ δ1/2)n
(1 + δ)n
λ1
λ2
|Z| > (1 + 3ε)
λ1
λ2
|Z|
if δ is small enough depending only on R and n. On the other hand, since u is C1 in S, the push-forward
condition and (5.2) imply that
|Tu(Z)| =
ˆ
Z
f(x)
g(Tu(x))
dx ≤
1 + ε
1− ε
λ1
λ2
|Z|.
Combining these last two inequalities, we find that (5.10) is impossible unless Z is empty. That is, w+ ≤ u
in S.
The argument showing that u ≤ w− in S is similar to the one just presented, showing that u ≥ w+ in
S. So we only provide a sketch. Again, suppose, to the contrary, that W := {u > w−} is non-empty. Now
we can find a positive constant µ so that u touches w− + µ from below in S. As both u and w− are C1,
it follows that ∇u = ∇w− on the set {u = w− + µ}. Therefore, if η > 0 is sufficiently small, then the set
Wη := {u > w− + µ− η} is non-empty and ∇w−(Wη) is contained in a small neighborhood of ∇u(Wη).
Set w−η := w
− + µ − η. Then, using the same barrier as before, we find that w−η ∈ (−R
2, 2). Hence,
{(x,w−η (x),∇w
−
η (x)) : x ∈ Wη} ⊂ domG-exp. Let G(·, y0, v
−
0 ) be the G-support for u at x
−
0 ∈ Wη.
Increase and then decrease v−0 to v0 so that G(·, y0, v0) touches w
−
η from below, and let x0 be the point at
which G(·, y0, v0) touches w−η from below. Notice that x0 ∈ Wη and v0 = H(x0, y0,w
−
η (x0)). Therefore,
DxG(x0, y0, v0) = ∇w−η (x0); that is, y0 ∈ Tw−η (Wη) or
Tu(Wη) ⊂ Tw−η (Wη).
Observe that from (5.8),
(1 − 3ε− δ1/2)D2w(x) ≤ D2w−η (x)−D
2
xG(x,Tw−η (x),H(x,Tw−η (x),w
−
η (x)))
if δ3/4 ≥ 2KR,nδ. Also, taking δ even smaller (so that δ3/4 ≥ 4KR,nδ or, equivalently, δ1/2 ≥ 4KR,nδ3/4),
we find that
D2w−η (x)−D
2
xG(x,Tw−η (x),H(x,Tw−η (x),w
−
η (x))) ≤
(
1− 3ε−
δ1/2
4
)
D2w.
Without loss of generality, we assume that δ1/2 ≤ 1/4; whence, 1− 3ε− δ1/2 ≥ 0. Hence, by Lemma 5.1,
|T
w
−
η
(Wη)| ≤
(1 − 3ε− δ1/2/4)n
(1− δ)n
λ2
λ2
|Wη| < (1 − 3ε)
λ2
λ2
|Wη|.
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Moreover,
|Tu(Wη)| ≥
1− ε
1 + ε
λ1
λ2
|Wη|.
Like before, combining these last two inequalities, we arrive at a contradiction unless |Wη| = 0, so long as δ
is sufficiently small depending on R and dimension. 
With Proposition 5.3 in hand, our next proposition is a higher regularity version of Proposition 4.2.
Proposition 5.4. In addition to the hypotheses of Proposition 4.2, suppose f ∈ C0,α(C), g ∈ C0,α(K), and
B6 × (−27, 27)×B6 ⊂ domG-exp. There exist positive constants δ′ ≤ δ and η′ ≤ η such that the following
holds: if
‖f − 1‖L∞(C) + ‖g − 1‖L∞(K) ≤ δ
′,
(5.11) ‖G− x · y + v‖C2(B3) + ‖H− x · y + v‖C2(B3) ≤ δ
′,
and ∥∥∥∥u− 12 |x|2
∥∥∥∥
C0(B3)
≤ η′,
then u ∈ C2,α
′
(0) for some α′ < α.
The proof of Proposition 5.4 follows arguing exactly as in the proof of [5, Theorem 5.3]. That said, let us
make some remarks. An inspection of the proof of [5, Theorem 5.3] reveals that, apart from a comparison-
type principle like Proposition 5.3, we will need that the sum of the norms in (5.11) decays under parabolically
quadratic rescalings. (The remainder of the proof uses classical estimates for the Monge–Ampe`re equation.)
The assumption G,H ∈ C2,α(B3) plus (4.5) and (4.6) guarantee this decay. Finally, since the domain of
the G-exp map includes the product of three open sets at the beginning, the third of which compactly
contains ∇u(B1/3), the set inclusions in the hypotheses of Proposition 5.3 will be satisfied at each stage of
the iteration by construction; we are zooming in with the correct rescaling. So applying Proposition 5.4 at
every point in B1/7 and then classical Schauder estimates, we obtain our final theorem.
Theorem 5.5. In addition to the hypotheses of Theorem 4.1, suppose G,H ∈ Ck,α(B4), f ∈ C
k,α(C),
g ∈ Ck,α(K), for some k ≥ 0 and α ∈ (0, 1), and B8 × (−64, 64)× B8 ⊂ domG-exp. There exist positive
constants δ1 ≤ δ0 and η1 ≤ η0 such that the following holds: if
‖f − 1C‖L∞(B4) + ‖g − 1K‖L∞(B4) ≤ δ1,
‖G− x · y + v‖C2(B4) + ‖H− x · y + v‖C2(B4) ≤ δ1,
and ∥∥∥∥u− 12 |x|2
∥∥∥∥
C0(B4)
≤ η1,
then u ∈ Ck+2,α(B1/8).
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