Using the minimax methods in critical point theory and a generalized Landesman-Lazer type condition, we establish two existence results of solutions for asymptotically linear noncooperative elliptic systems at resonance. Besides this, we obtain two solutions in the case of near resonance.
Introduction and main results
Consider the noncooperative elliptic systems of the form 
for all |t| ρ and a.e. x ∈ Ω, i = 1, 2.
As is well known, linear self-adjoint operator − : (2) has a nonzero solution in E. And problem (2) has a nonzero solution in E if, and only if, matrix −RA + μR − λ k I 2 is singular, where I 2 is the identity matrix of order 2. So for every k ∈ N + , solving equation det(−RA + μR − λ k I 2 ) = 0 gives two eigenvalues of problem (2) as follows
Moreover, the eigenfunctions space N μ 
Clearly, μ ± k → ±∞ as k → ∞, and 
The associated functional of system (1) is
, it is not difficult to check that J ∈ C 1 (E, R), maps bounded sets into bounded sets in E, and
Furthermore, the weak solutions of system (1) are exactly the critical points of J in E.
Noncooperative elliptic systems, arising naturally a steady states in reaction-diffusion process that appear in chemical and biological phenomena, have been extensively investigated in last two decades. For instance, the readers are referred to [8, 11] for superlinear cases, and asymptotically linear cases were considered in [5-7,9,10,24,27] and references therein.
To be specific, in the case of h 1 = h 2 = 0, [5] [6] [7] established the existence of solutions for system (1) via the so-called nonquadraticity conditions, [9, 10, 24] proved system (1) admits a nontrivial solution via Morse theory or index theory, [27] obtained multiple solutions for system (1) with even potential.
Multiplicity of solutions for single equation approaching the first eigenvalue of corresponding linear problem have been studied by many authors since the works of Mawhin and Schmitt [16, 17] . [17] , as well as [1, 12] , considered the onedimensional case, [3, 4] discussed the higher dimension case. All papers mentioned above are based on bifurcation theory. Using variational methods, [23, 14] has proved that there exist at least three solutions for semilinear elliptic equation near resonant at the first eigenvalue, subsequently, these results were extended to p-Laplacian equation in [18, 13] , and to cooperative systems in [20] . Results for higher eigenvalues were obtained in [12, 16, 21] , where [12] used bifurcation from infinity and degree theory, but only for the one-dimensional case and making use of the fact that in this case all eigenvalues are simple. In [16] they also used bifurcation theory to deal with the eigenvalues of odd multiplicity. The authors of [21] used variational techniques to study semilinear elliptic equation in any spatial dimension for all eigenvalues above the first one.
In [25] , Tang first introduced a generalized Landesman-Lazer type condition to study existence of solutions for two-point boundary value problem at resonance, since then, this existence result has been extended to semilinear elliptic equation in [26] , p-Laplacian equation in [2] , cooperative elliptic systems in [19] . In the present paper, first of all, we will extend these results to system (1) . In addition, we will use this kind of technique to study the multiplicity of solutions for system (1) near resonance. Motivated by [25] , we define
where
uniformly for x ∈ Ω, i = 1, 2, we will prove the following results. 
, and satisfy 
It is not difficult to check that 
The reason is similar to Remark 1.
, and satisfy
has at least two weak solutions.
Preliminaries
thus there exists a positive constant ν dependent of μ such that
In addition, we introduce an abstract notion and result in the following, see [22] .
Definition 1.
(See [22] .) Let X be a real Banach space with X = X 1 ⊕ X 2 , where both X 1 and X 2 may be infinite-dimensional. Let P 1 , P 2 be the projectors of X onto X 1 , X 2 associated with the given splitting of X . Let S, Q ⊂ X with Q ⊂ X , a given subspace of X , and ∂ Q will refer to the boundary of Q in X . We say S and ∂ Q link if whenever σ ∈ S and σ (t,
where O is a neighborhood of 0 in X , X := X 2 and S := X 1 . Then S and ∂ Q link.
Theorem 5. (See [22].) Let X be a Hilbert space with X
condition, and
There exist a subspace X ⊂ E and sets S ⊂ X, Q ⊂ X and constants b > a such that condition.
Proof. For any sequence {z
we need to prove that {z n } has a convergent subsequence. By the standard argument, it suffices to show {z n } is bounded in E. If not, without loss of generality, we suppose that z n E → ∞ as n → ∞. From this, we will reach a contradiction no matter whether there is resonance.
where 2 * :=
if N 3 or 2 * := +∞ if N = 1, 2. In addition, it follows from (g * ) and (g ∞ ) that for every ε > 0 there exists ρ ε > 0 such that (8) for all t ∈ R and a.e. x ∈ Ω, i = 1, 2. Then we have
, by the arbitrariness of ε, we get
Similarly, one has
and
where (φ, ψ) ∈ E. Then, by (6), (7), (9) and (10), passing to the limit in
Meanwhile, for every (φ, ψ) ∈ E, by (6), (7), (11) and (12), passing to the limit in
In the nonresonant case, this contradicts (13).
In the resonance case, it follows from (13) and (14) 
i = 1, 2, which implies that 
Meanwhile, using Hölder inequality and (7), we have
as n → ∞. Similarly, one has
as n → ∞. By (6), (7), (17)- (20), passing to limit in (16) gives
by the arbitrariness of ε, one has
To sum up, {z n } is bounded in E no matter whether there is resonance for system (1). Our proof is completed. 2
Proof of Theorem 1. By Lemma 1, J satisfies the (P.S.) condition. To apply Theorem 5 via a geometry structure in Remark 3, conditions (J 1 ) and (J 2 ) are trivially verified, so we only need to check condition (J 3 ), it suffices to prove that there exists a splitting
In the nonresonant case, i.e. μ j < μ < μ j+1 for some j ∈ Z, let
Then we have E = E 1 ⊕ E 2 and E 2 = E ⊥ 1 . In addition, it follows from (8) that
for all t ∈ R and x ∈ Ω, i = 1, 2. On one hand, for z =:
which implies that (21) holds. On the other hand, for z := (u, v) ∈ E 2 , from (23) with ε ∈ (0, νλ 1 
2
) it follows that
which implies that (22) holds.
In the resonance case, i.e. μ = μ j for some j ∈ Z, let
In a way similar to the proof of (9), from (23), we have
For z := (u, v) ∈ W 2 , by (24) and (25) 
J (z n ) C for all n, and z n E → ∞ as n → ∞. (26) Writing z n in the form
as n → ∞. Since W 0 is finite-dimensional, with loss of generality we may suppose that
as n → ∞. Combining (27) and (28), one has
as n → ∞, which shows that 
for t −ρ ε and a.e. x ∈ Ω, i = 1, 2. Hence we get
for t −ρ ε and a.e. x ∈ Ω, i = 1, 2. Similarly, one has
for t ρ ε and a.e. x ∈ Ω, i = 1, 2. Besides this, in a way similar to the proof of (17)- (20), we have
as n → ∞. From (26), (30) and (31), we have
divided both sides of above inequality by (u n , v n ) E and passing to the limit, it follows from (32)- (35) that
which is in contradiction with (3 
is a homeomorphism. We extend the map π on E given by
It is easy to check that π is also a homeomorphism and π −1 (0
Similarly, for every t ∈ [0, 1], we have
In addition, for σ ∈ S, we have
then one has
where 
Hence, from (36) it follows that
. Therefore, A and B link in the sense of Definition 1. 2 Lemma 3. Let X be a Hilbert space which is the topological direct sum of subspaces X 1 and X 2 . Let P 1 , P 2 be the projectors of X 
,
Then, on one hand, by the definition of β, we have ζ(1, r 2 B X 2 ) ⊂ J α−ε , which implies that
On the other hand, writing z ∈ X in the form z = z 1 + z 2 , where z 1 ∈ X 1 , z 2 ∈ X 2 , one has
where H(t, z 2 ) = (
From (38) 
which is in contradiction with (39). Our proof is completed. 2
Proof of Theorem 3. By Lemma 1, J μ satisfies the (P.S.) condition in the case of near resonance, where and in the following J μ denote functional J with parameter μ. Let W 1 , W 0 , W 2 be as in the proof of Theorem 1, when μ > μ j is sufficiently close to μ j , we will find two different critical points of J μ in two steps.
Step 1. Construction of the first critical point.
For μ > μ j and z = (u, v) ∈ W 2 , it follows from (23) with ε ∈ (0,
uniformly for μ > μ j as z E → ∞ in W 2 . Hence, functional J μ is bounded from above on W 2 uniformly for μ > μ j , and we denote by
Now we claim: there exist constants R 1 > 0 and δ 1 ∈ (0, min{
If this claim is true, from (41) it follows that for every
then the first critical point of J μ with critical value c 1 ∈ [α, β] by Lemma 3. Now, it remains to prove the claim above. Since for every z ∈ E, J μ (z) is decreasing related to μ, it suffices to verify that there exist constants R 1 > 0 and δ 1 ∈ (0, min{
On one hand, for μ ∈ (μ j , μ j + min{
for z ∈ W 1 with z E R * . On the other hand, there exist constants R 1 R * and δ 1 ∈ (0, min{
If not, for any two sequences R n R * and δ n ∈ (0, min{
, there exist z n := (u n , v n ) ∈ W 1 ⊕ W 0 with z n E = R n such that M + 1 J μ j +δ n (z n ) (46) for all n. We select R n , δ n satisfying R n → ∞, δ n → 0 and R n δ n → 0
as n → ∞. (17)- (20), one has
as n → ∞. From (46), (30) and (31), we have
dividing both sides of above inequality by (u n , v n ) E and passing to the limit, it follows from (48)-(52) that
which is in contradiction with (4) because (−u 0 , −v 0 ) ∈ N μ j \ {(0, 0)}. Hence, (45) holds. Thus, combining (44) and (45), we get (43), which again implies (42).
Step 2. Construction of the second critical point.
In the case μ ∈ (μ j , μ j + δ 1 ), for z = (u, v) ∈ W 2 ⊕ W 0 , it follows from (23) with ε ∈ (0,
