In this paper we introduce new estimators of the coefficient functions in the varying coefficient regression model. The proposed estimators are obtained by projecting the vector of the full-dimensional kernel-weighted local polynomial estimators of the coefficient functions onto a Hilbert space with a suitable norm. We provide a backfitting algorithm to compute the estimators. We show that the algorithm converges at a geometric rate under weak conditions. We derive the asymptotic distributions of the estimators and show that the estimators have the oracle properties. This is done for the general order of local polynomial fitting and for the estimation of the derivatives of the coefficient functions, as well as the coefficient functions themselves. The estimators turn out to have several theoretical and numerical advantages over the marginal integration estimators studied by Yang, Park, Xue and Härdle [J. Amer. Statist.
Introduction
In this paper we consider a varying coefficient regression model proposed by Hastie and Tibshirani [12] and studied by Yang, Park, Xue and Härdle [24] . The model takes the form
. . , n, where var(ε i |X i , Z i ) = 1. We assume that (X i , Z i , Y i ) for 1 ≤ i ≤ n are independent and identically distributed. The model is simple in structure and easily interpreted, yet flexible, since the dependence of the response variable on the covariates is modeled in a nonparametric way. The model is different from the functional coefficient model of Chen and Tsay [4] , Fan and Zhang [8] , Cai, Fan and Li [2] and Cai, Fan and Yao [3] , where m j are functions of a single variable, that is, m(X i ,
Fitting the latter model is much simpler than the model (1.1) since it involves only a univariate smoothing across the single variable X.
To fit the model (1.1), we may apply the idea of local polynomial smoothing. To illustrate the difficulty in fitting the model, suppose that we employ local constant fitting so that we minimize
with respect to θ j , 1 ≤ j ≤ d, to get estimators of m j (x j ), 1 ≤ j ≤ d, where K h is a kernel function. For each coefficient m j , this yields an estimator which is a function of not only x j but also other variables x k , k = j. The marginal integration method, proposed and studied by Yang et al. [24] , is simply to take the average ofθ j (X In this paper we propose a new method for fitting the model (1.1). The proposed method is to project the vector of the full-dimensional kernel-weighted local polynomial estimators (θ j , 1 ≤ j ≤ d, in the above, in the case of local constant fitting) onto a space of vectors of functions f j : R → R, 1 ≤ j ≤ d, with a suitable norm. Projection-type estimation has been studied in other structured nonparametric regression models. For example, the smooth backfitting method was proposed by Mammen, Linton and Nielsen [17] to fit additive regression models. The same idea was applied to quasi-likelihood additive regression by Yu, Park and Mammen [25] and to additive quantile regression by Lee, Mammen and Park [16] . Some nonparametric time series models have been proposed with unobserved factors Z j that do not depend on the individual but on time; see, for example, Connor, Linton and Hagmann [5] , Fengler, Härdle and Mammen [9] and Park, Mammen, Härdle and Borak [21] . In these papers it has been shown that one can also proceed asymptotically in the models under consideration, as if the factors would have been observed. We note that the current problem does not fit into the framework of the above papers but requires a different treatment. In particular, in the model (1.1), the functions m j are not additive components of the regression function, but they are the coefficients of Z j . For a treatment of our model we have to exclude the case of constant Z j ≡ 1. In the case of constant Z j , model (1.1) reduces to the additive model. The key element in the derivation of the theory for our model is to embed the vector of the coefficient functions into an additive space of vectors of univariate functions and then to endow the space with a norm where the covariates Z j enter with kernel weights.
As far as we know, the marginal integration method has been the only method to fit the model (1.1). It is widely accepted that the marginal integration method suffers from the curse of dimensionality. Inspired by Fan, Härdle and Mammen [6] and others, Yang et al. [24] tried to avoid the dimensionality problem by using two different types of kernels and bandwidths. To be more specific, consider estimation of m j for a particular j. The method then uses a kernel, say L, and bandwidths, say b k , for the directions of x k (k = j), which are different from a kernel K and a bandwidth h j for the direction of x j . By choosing b k ≪ h j and taking a higher order kernel L, we can achieve the univariate optimal rate of convergence for the resulting estimator of m j . One of the main difficulties with the marginal integration method is that there is no formula available for the optimal choice of the secondary bandwidths b k . Also, the performance of the method depends crucially on the choice of the secondary bandwidths b k , as observed in our numerical study; see Section 5. Furthermore, the method involves estimation of a full-dimensional regression estimator, which requires inversion of a full-dimensional
smoothing matrix, where π is the order of local polynomial fitting. This means that the method may break down in practice in high dimension.
On the contrary, the proposed method may use bandwidths of the same order for all directions to achieve the univariate optimal rate of convergence, and we derive formulas for the optimal bandwidths. The method requires only one-and two-dimensional smoothing and inversion of a (π + 1) × (π + 1) matrix which is computed by a singledimensional local smoothing. Thus, the proposed method does not suffer from the curse of dimensionality in practice as well as in theory. We show that the method has the oracle properties, meaning that the proposed estimator of m j for each j has the same first-order asymptotic properties as the oracle (infeasible) estimator of m j that uses the knowledge of all other coefficient functions m k , k = j. We develop the theory for the method with local polynomial fitting of general order π ≥ 0. Thus, the theory gives the asymptotic distributions of the estimators of m j , as well as their derivatives m
There have been several works on a related varying coefficient model where the coefficients are time-varying functions. These include Hoover, Rice, Wu and Yang [13] , Huang, Wu and Zhou [14, 15] , Wang, Li and Huang [23] and Noh and Park [19] . The kernel method of fitting this model is quite different from, and simpler than, the method of fitting our model (1.1), since the former involves only a univariate smoothing across time. Recently, Park, Hwang and Park [20] considered a testing problem for the model (1.1) based on the marginal integration method. This paper is organized as follows. In the next section, we describe the proposed method with local constant fitting and then, in Section 3, we give its theoretical properties. Section 4 is devoted to the extension of the method and theory to local polynomial fitting of general order. In Section 5 we present the results of our numerical study. In Section 6 we apply the proposed method to Boston Housing Data. Technical details are contained in the Appendix.
The method with local constant fitting
Although our main focus is to introduce the method with local polynomial fitting and to develop its general theory, we start with local constant fitting since the method is better understood in the latter setting. Let Y be the response variable, and X = (X 1 , . . . , X d )
be a random sample drawn from (X, Z, Y ). Assume that the density p of X is supported on [0, 1] d . To estimate the coefficient functions m j in the model (1.1), we consider a 'smoothed' squared error loss. Similar ideas were adopted for additive regression by Mammen et al. [17] and for quasi-likelihood additive regression by Yu et al. [25] .
Let K be a nonnegative function, called a base kernel. To define a smoothed squared error loss, we use a boundary corrected kernel, as in Mammen et al. [17] and Yu et al. [25] , which is defined by
Suppose that we use different bandwidths for different directions. Let h = (h 1 , . . . , h d ) be the bandwidth vector. For simplicity, we focus on the case where we use a product kernel of the form
We may use a more general multivariate kernel, but this would require more involved notation and technical arguments. The proposed
, is defined to be the minimizer of
Here and hereafter, integration over x is on
The function space that arises in the minimization problem is
where L 2 (M) denotes a class of function vectors f defined by
The spaces L 2 (M) and H(M) are Hilbert spaces equipped with a (semi)norm · M , defined by
in probability under certain conditions, the corresponding Hilbert spaces in the limit are L 2 (M) and H(M), which are defined as L 2 (M) and H(M), respectively, withM being replaced by M. Here, we note that · M becomes a norm if we assume that
In fact, the assumption (2.1) is known to be a sufficient condition for avoiding concurvity, as termed by Hastie and Tibshirani [11] , an analog of collinearity in linear models. If the assumption does not hold, then the m j are not identifiable. This is because, for f such that f (X) ⊤ Z = 0 almost surely, we have
The assumption (2.1) is satisfied if we assume that the smallest eigenvalue of E(ZZ
wherem is the minimizer of L(f ) over f ∈ L 2 (M). It is given explicitly as
Thus, the proposed estimatorm = (m 1 , . . . ,m d ) ⊤ can be defined equivalently as the projection ofm onto
By considering the Gâteaux or Fréchet derivatives of the objective function with respect to f , the solutionm of the minimization problem (2.3) satisfies the following system of integral equations:
In fact, the system (2.4) turns out to be a backfitting system of equations. To see this, we definem
We note that, by definition,m j : R → R does not equal the jth component ofm, which maps R d to R. We can then see that
The second formula is obtained by using the following property of the boundary corrected kernel: K hj (u j , v j ) du j = 1. Thus, the system of equations (2.4) is equivalent tô
We emphasize that the proposed method does not require computation of the fulldimensional estimatorm(x) at (2.2). It only requires one-and two-dimensional smoothing to computem j ,q j andq jk , and involves inversion ofq j only. In contrast, the marginal integration method studied by Yang et al. [24] involves the computation ofm(x), which requires inversion of the full-dimensional smoothing matrixM. Thus, in practice, the marginal integration method may break down in high dimensions where d is large.
We express the updating equations (2.5) in terms of projections onto suitable function spaces. This representation is particularly useful in our theoretical development. We consider
With this definition, we have
Also, denoting the projection operator onto a closed subspace H of H(M) by Π(·|H) and its jth element by Π(·|H) j , we get, for f ∈ L 2 (M),
In particular, for f ∈ H(M), we have
⊤ denote the vector whose jth entry equalsm j (x j ), the rest being zero. We can then decomposem asm =m 1 +· · ·+m d . From (2.5) and (2.8), we obtain
The backfitting equations (2.5), or their equivalent forms (2.9), give the following backfitting algorithm.
Backfitting algorithm. With a set of initial estimatesm
j , iterate for r = 1, 2, . . . the following process:
3. Theoretical properties of the local constant method
Convergence of the backfitting algorithm
The theoretical development for the backfitting algorithm (2.10) and for the solution of the backfitting equation (2.9) does not fit into the framework of an additive regression function as in Mammen et al. [17] . Formally, we get their model by taking Z j ≡ 1 for
However, for identifiability of m j , we need the assumption that E(ZZ ⊤ |X = x) is invertible; see the assumption (A1) below. Trivially, this assumption does not hold for the additive model with Z j ≡ 1. For our model, we directly derive the theoretical properties of the algorithm and the estimators by borrowing some relevant theory on projection operators.
LetΠ j denote the projection operator Π(·|H j (M)) and Π j the projection operator Π(·|H j (M)). DefineQ j = I −Π j and Q j = I − Π j ; these are the projection operators onto H j (M))
⊥ and H j (M)) ⊥ , respectively. From the backfitting algorithm (2.10), it follows thatm
This establishes thatm
Convergence of the backfitting algorithm (2.10) depends on the statistical properties of the operatorQ. Consider the event E n , wherer,m
[0] ∈ H(M) and the norm of the operatorQ is strictly less than one, that is, Q < 1. Here and below, for an operator
Then, in that event, ∞ s=0Q sr is well defined in H(M) and, by (3.2),m
[r] converges to ∞ s=0Q sr as r tends to infinity. The limit is a solution of the backfitting equation (2.9) since the latter is equivalent tom =Qm +r. Furthermore, the solution is unique since repeated application ofm =Qm +r leads tom = ∞ s=0Q sr . Below, we collect the assumptions that make the event E n occur with probability tending to one and state a theorem for the convergence of the backfitting algorithm (2.10).
Assumptions.
(A1) E(ZZ ⊤ |X = x) is continuous and its smallest eigenvalue is bounded away from
The joint density p of X is bounded away from zero and is continuous on
K is a bounded and symmetric probability density function supported on [−1, 1] and is Lipschitz continuous. The bandwidths h j converge to zero and nh j /(log n) → ∞ as n → ∞.
The assumption (A1) implies the concurvity condition (2.1) since it implies that there exists a constant c > 0 such that for f ∈ H(M),
where p j denotes the marginal density function of X j . The inequality (3.4) also tells us that the convergence ofm in H(M) implies the convergence of each component m j in the usual L 2 norm.
Theorem 1.
Assume that (A1)-(A5) hold. Then, with probability tending to one, there exists a solution {m j } d j=1 of the backfitting equation (2.5) or (2.9) that is unique. Furthermore, there exist constants 0 < γ < 1 and 0 < C < ∞ such that, with probability tending to one,
Asymptotic distribution of the backfitting estimators
Next, we present the asymptotic distributions ofm j . Definẽ
where m(X, Z) is as given in (1.1), and letm B =m −m A . As in the proof of Theorem 1, we can prove that, for s = A or B, there exists a unique solutionm s ∈ H(M) of the corresponding backfitting equation (2.9) wherem is replaced bym s . By the uniqueness ofm, it follows thatm =m
In the proof of the following theorem, we will show thatm A j are well approximated bym
Assume that the bandwidths h j are asymptotic to c j n −1/5 for some constants 0 < c j < ∞. By the standard techniques of kernel smoothing, it can be proven that, for
⊤ , and thusm A , is asymptotically normal with mean zero and variance n −4/5 diag(v j (x j )), where
Here, it is worth noting that the vectorm A , which belongs to L 2 (M), does not equal (m
⊤ ∈ H(M). The bias of the estimatorm comes fromm B , which is the projection ofm
Note thatm and β 0 do not belong to H(M). In the proof of the next theorem, we will show that β 0 (x) is the asymptotic bias ofm(x) as an estimator of m(x) and that the asymptotic bias ofm(x) equals β(x), where β is the projection of β 0 onto H(M):
We write β(
The following theorem, which demonstrates the asymptotic joint distribution ofm j , requires an additional condition on m j .
Theorem 2. Assume that (A1)-(A7) hold and that the bandwidths h j are asymptotic to c j n −1/5 for some constants 0 < c j < ∞. Then, for any
The method with local polynomial fitting
The method we studied in the previous two sections is based on local constant fitting, where we approximate
The method may be extended to local polyno-mial fitting, where we approximate
Here and below, g (k) denotes the kth derivative of a function g : R → R. Define
We consider the following kernel-weighted least-squares criterion to estimate m j :
where
The expression in the bracket at (4.1) can then be written as
. We now redefineM used in the previous two sections aŝ
The function space that arises in this general problem is the class of (π
We continue to denote the function space by H(M), and its norm by · M . Thus,
By considering the Gâteaux or Fréchet derivatives of the objective function L(f ) with respect to f , the solutionm of the minimization problem (4.4) satisfies the following system of integral equations:
where 0 is the
We then find that the system of (π + 1)-dimensional equations (4.5) is equivalent to the following backfitting equations which update the estimators of m j and their derivatives up to the πth order:
We want to emphasize again that the method with local polynomial fitting does not require computation of the full-dimensional estimatorm(x) at (4.3). It only requires oneand two-dimensional smoothing to computem j ,Ψ j andΨ jk , and involves inversion ofΨ j only. AlthoughΨ j are (π + 1) × (π + 1) matrices, they are computed by means of one-dimensional local smoothing so that they do not suffer from sparsity of data in high dimensions. The marginal integration method, in contrast, requires the computation ofm(x) and thus, in practice, the marginal integration method may break down in the case where d is large.
⊤ , we iterate for r = 1, 2, . . . the following process:
In the following two theorems, we show that the backfitting algorithm (4.7) converges tom j , 1 ≤ j ≤ d, at a geometric rate and thatm j , 1 ≤ j ≤ d, are jointly asymptotically normal. We give the results for the case where π, the order of local polynomial fitting, is odd. It is widely accepted that fitting odd orders of local polynomial is better than even orders. It also gives simpler formulas in the asymptotic expansion and requires a weaker smoothness condition on E(ZZ ⊤ |X = x). In fact, instead of (A6) in Section 3, we need the following assumption:
To state the first theorem, we need to introduce the limit of the matrixM(x). Note thatM(x) consists of (π + 1) × (π + 1) blockŝ
For j = k, the matricesM j,k (x) are approximated by
On the other hand, for j = k,
, where N 1 is a (π + 1) × (π + 1) matrix defined by N 1 = (µ ℓ+ℓ ′ (K)). Here, we adopt the convention that the indices of the matrix entries run from (0, 0) to (π, π). Thus,M(x) is approximated by 8) where ⊗ denotes the Kronecker product. The matrix M(x) is positive definite under the assumption (A1). To see this, note first that by (A1), the matrix E(ZZ
⊤ is the variance-covariance matrix of (1, U, . . . , U π ) ⊤ , where U is a random variable with density K. Since K is supported on a uncountable set, it follows that N 1 − µµ ⊤ is positive definite. The foregoing arguments show that the smallest eigenvalue of M(x) is bounded away from zero on [0, 1] d . Let H(M) be defined as H(M) withM being replaced by M and define its norm by f
Theorem 3. Assume that (A1)-(A5) hold. Then, with probability tending to one, there exists a solution {m j } d j=1 of the backfitting equation (4.6) that is unique. Furthermore, there exist constants 0 < γ < 1 and 0 < C < ∞ such that, with probability tending to one,
In the next theorem, we give the asymptotic distribution of the proposed estimators. We define m(x)
, where
For the bandwidths h j , we assume that h j is asymptotic to c j n −1/(2π+3) for some constant 0 < c j < ∞. Define γ = (µ π+1 (K), . . . , µ π+1+π (K))
⊤ and a (π + 1) × (π + 1) matrix by
Theorem 4. Assume that (A1)-(A6) and (A7 ′ ) hold, and that the bandwidths h j are asymptotic to c j n −1/(2π+3) for some constants 0 < c j < ∞. Then, for any
Theorem 4 not only gives the asymptotic distributions of the estimators of the coefficient functions m j , but also those of their derivatives. Recall the definition of m j at (4.9) and thatm j (x j ) = (m j (x j ), h jm
⊤ . Thus, the the-
where, for a vector a and a matrix B, a k denotes the kth entry of a and B kk denotes the kth diagonal entry of B. In the case of local linear fitting (π = 1), we have
Another implication of Theorem 4 is that the estimatorsm
j (x j ) for 0 ≤ k ≤ π have the oracle properties. Suppose that we know all other coefficient functions except m j . In this case, we would estimate m j and its derivatives up to order π by minimizing
over f j . It can be shown that the resulting estimators of m
The asymptotically optimal choices of the bandwidths h j may be derived from Theorem 4. Let c π+1 j b j (x j ) and c −1 j τ j (x j ) denote the asymptotic mean and the asymptotic variance of n (π+1)/(2π+3) [m j (x j ) − m j (x j )], respectively. That is,
The optimal choice of c j which minimizes the asymptotic mean integrated squared error is then given by
.
(4.10)
This formula for the optimal bandwidth involves unknown quantities. We may get a ruleof-thumb bandwidth selector by fitting polynomial regression models, as in Yang et al. [24] , to estimate the unknown quantities in the formula for c opt j ; see Section 6, where we employ this approach to analyze Boston Housing Data. Alternatively, we may adopt the approach of Mammen and Park [18] to obtain more sophisticated bandwidth selectors.
Numerical properties
We investigated the finite-sample properties of the proposed estimators in comparison with the marginal integration method studied in Yang et al. [24] . We considered the case where local linear smoothing (π = 1) is employed. The simulation study was done in two settings, one in a low-dimensional case (d = 3) and the other in a high-dimensional case (d = 10).
In the first case, we generated the data (
The vector X = (X 1 , X 2 , X 3 ) was generated from the uniform distribution over the unit cube (0, 1) 3 , and the covariate vector (Z 2 , Z 3 ) was generated from the bivariate normal with mean (0, 0) and covariance matrix 1 0.5 0.5 1 . The vectors X and Z were independent, and the error term ε was generated from the standard normal distribution, independently of (X, Z). This model was also considered in Yang et al. [24] . We took m 1 (x) = 1 + e 2x−1 , m 2 (x) = cos(2πx) and m 3 (x) = x 2 . In the second case, where d = 10, we took the same variance function σ 2 (x, z) as in (5.1), for the sake of simplicity. Thus, σ 2 (x, z) did not depend on (x j , z j ) for 4 ≤ j ≤ 10. The extra covariates X j for 4 ≤ j ≤ 10 were generated from the uniform distribution over (0, 1) 7 independently of (X 1 , X 2 , X 3 ), and Z j for 4 ≤ j ≤ 10 were generated from the multivariate normal distribution with mean 0 and covariance matrix I, the identity matrix, independently of (Z 2 , Z 3 ) and of X. We chose m j (x) = x 2 for 4 ≤ j ≤ 10. We usedm j defined in Section 4 as the initial estimatesm
j for the proposed method. The backfitting algorithm converged very fast. We took
as a criterion for the convergence. With this criterion, the backfitting algorithm converged within 11 iterations in all cases. The average number of iterations was 6.5 from the 500 replications. In a preliminary numerical study with the marginal integration method, we found that inverting the matrixM(x) often caused numerical instability of the estimates, even for the low-dimensional case where d = 3. This reflects the curse of dimensionality that the marginal integration suffers from. Thus, we actually computed a 'ridged' version ofm mi j by adding n −2 to the diagonal entries of the matrixM(x). The same modification was also made in the numerical study of Yang et al. [24] . Table 1 shows the results for the case d = 3, based on 500 data sets with sizes n = 100 and 400. The table provides the mean integrated squared errors (MISE) of the estimators of each coefficient function m j , defined by
for an estimatorm j . It also gives the integrated squared bias (ISB) and the integrated variance (IV). The results suggest that the proposed method gives better performance in terms of MISE tot = while those of the marginal integration method are 0.9417, 0.9096, 0.9208, 0.9236 for c = 1, 3, 5, 10, respectively. In the case where n = 400, MISE tot = 0.2469 for the proposed method, while it equals 0.3473, 0.3723, 0.3847, 0.3877 for the marginal integration method. According to Table 1 , the performance of the marginal integration method appears not to be sensitive to the choice of the secondary bandwidth b k . However, this is true only when we use the optimal bandwidth h mi j . In fact, we found that the performance depended crucially on the choice b k when other choices of h j were used. As an example, we report in Table 2 the results when one uses h j = h mi j /3 instead of h j = h mi j . In the latter case, the sum of MISE j ranges from 0.8001 to 2.7453 when n = 100, and from 0.2291 to 2.1080 when n = 400, for those four values of c. One interesting thing to note is that the ISB of the marginal integration increases drastically as c decreases. The main lesson here is that the choice of the secondary bandwidths b k for the marginal integration method is as important as the choice of h j .
The finite-sample results in Table 1 show some discrepancy with the asymptotics for the functions m 1 and m 3 . Asymptotically, if the optimal bandwidth is used, then the IV is four times as large as the ISB. In general, finite-sample properties do not always match with asymptotics. One possible reason for the discrepancy in this particular setting is that the coefficient functions m 1 and m 3 are far simpler than the complexity brought by the noise level, so the proposed method easily catches the structure with less bias. This seems not to be the case with the marginal integration, however. For the marginal integration, the secondary bandwidths b k interact with the primary bandwidth h j for the bias and variance performance, as discussed in the previous paragraph. Table 3 shows the results for the case d = 10. Here, for the marginal integration, we report only the results when c = 5 which gave the best performance. In fact, the marginal integration got worse very quickly as c decreased from c = 5. For example, we found the total MISE, 10 j=1 MISE j , was 3.4996 when c = 3 and was 6.1834 when c = 1, in the case where n = 400. Note that the value equals 0.6440 when c = 5 and n = 400, as reported in Table 3 . For the proposed method, it equals 0.5136.
Analysis of Boston Housing Data
The data consist of fourteen variables, among which one is response and the other thirteen are predictors. There are 506 observations from 506 tracts in the Boston area; see Harrison and Rubinfeld [10] for details about the data set. The data set has been analyzed by Fan and Huang [7] and Wang and Yang [22] , among others. The former fitted the data using a partially linear functional coefficient model where all coefficient functions in the nonparametric part are functions of a single variable. The latter considered an additive regression model. Here, we apply the varying coefficient model (1.1) to fit the data using the proposed method. We take the variable MEDV (median value of owner-occupied homes in $1000's) as the response variable Y . We consider five variables as covariates X j or Z j . They are CRIM (per capita crime rate by town), RM (average number of rooms per dwelling), TAX (full-value property tax rate per $10 000), PTRATIO (pupil-teacher ratio by town) and LSTAT (percentage of lower income status of the population). As in Wang and Yang [22] , we take logarithmic transformation for TAX and LSTAT to remove sparse areas in the domains of these variables. We want to find a varying coefficient model that fits the data set well. Since LSTAT can be a good explanatory variable that determines the overall level of the housing price, we consider models of the form
(6.1) A general question is which variables should be the model covariates Z j and which should take the role of X j . This may be obvious for some data sets, but it is not so clear for the Boston Housing Data. Thus, we fitted all possible models and chose the one that best fitted the data. In general, we do not suggest employing the all-possible-models approach since it can get out of control quickly as the number of variables increases, and it induces a certain arbitrariness in the choice. For the Boston Housing Data, there are only twelve varying coefficient models of the form (6.1), listed in Table 4 , and all models are interpretable. If the number of variables is large, then we suggest first choosing a set of model covariates Z j among all covariates by fitting parametric linear models and using a variable selection technique, and then picking one as X j for each Z j from the remaining variables based on a criterion such as RSPE (which is defined later). We employed local linear smoothing in implementing the proposed method and used the Epanechnikov kernel. For the bandwidths h j , we chose to use a rule-of-thumb method that we describe below. Note that the unknowns in the expression of the optimal bandwidth at (4.10) 
The second derivative of m j in A j can be estimated by fitting a cubic polynomial regression model. This givesÂ j = n
2 , whereα j,k are the least-squares estimators that minimize
Here, we take Z i 1 ≡ 1. The conditional means, B j and C j , can be estimated by fitting linear regression models.
the conditional mean B j is estimated byB j (x j ) =β j,0 +β j,1 x j , whereβ j,0 andβ j,1 minimize
Similarly, C j for j = 2, 3 are estimated byĈ j (x j ) =γ j,0 +γ j,1 x j , whereγ j,0 andγ j,1 minimize
Note that C 1 ≡ 1. We split the data set into two parts, one for estimation of the models and the other for assessment of the estimated models. We selected 100 tracts for the model assessment out of 506 distributed in 92 towns. This was done in a manner that would lead to more selections in a town with a larger number of tracts. We fitted the twelve varying coefficient models using the data for the remaining 406 tracts and made out-of-sample predictions with the data for the selected 100 tracts. We calculated their relative squared prediction errors,
wherem j for j = 1, 2, 3 were constructed by using the data for the 406 remaining tracts. Table 4 reports the results. In the table, we do not provide the values of RSPE for the models numbered 2, 9, 10, 11 and 12. In the preliminary fitting of these models taking X j and Z j as specified, we found that they produced extremely large residuals for some of the observations that corresponded to PTRATIO = 20.2 or TAX = 666. This resulted in a negative value ofB j (x j ) for a certain range of x j and, as a consequence, produced a negative estimate of τ j (x j )p j (x j ) dx j in the bandwidth formula (4.10). Since these five models do not explain MEDV well as a function of the covariates and would give a large value of RSPE when fitted, we excluded them from further analysis.
According to the table, the model with the smallest RSPE is MEDV = m 1 (log(LSTAT)) + m 2 (RM) CRIM + m 3 (PTRATIO) log(TAX) + (noise). (6.2) Figure 1 depicts the estimated coefficient functionsm 1 ,m 2 andm 3 . It also plots the actual values of MEDV and their predicted values according to the estimated model from (6.2). The prediction was made for those 100 tracts that were not used in estimating the model. The estimated curvem 1 indicates that a high percentage of lower income status decreases the prices of homes. The estimated curvem 2 suggests that for towns with higher or lower average numbers of rooms per dwelling, the crime rate is less influential on the prices of homes. Finally, from the estimated curvem 3 , we see that if the pupil-teacher ratio gets higher, then the prices of homes increase less rapidly as the property tax rate increases. The curvem 3 looks somewhat rigid. The reason for this is that the variable PTRATIO does not really take values on a continuous scale since it is the pupil-teacher ratio by town, so that all tracts in a town have the same value of PTRATIO. Furthermore, some towns share the same value with others. For example, the 132 tracts (out of 506) associated with the 15 towns in the city of Boston have the same value, 20.2. We prove that there exists a constant 0 < γ < 1 such that Q < γ with probability tending to one. Let H j (M) be defined as H j (M) withM being replaced by M. Let p j and p jk denote the marginal densities of X j and (X j , X k ), respectively. Define
The equality (A.3) follows from the identity
From (A.3) and Hölder's inequality, it follows that, for f ∈ H(M),
Since Q j = 1, this proves that Q j ≤ C 1 with probability tending to one for some constant 0
where we interpret both Q d+1 andQ 0 as the zero operator. From (A1), (A3) and (A.3), the projection operators Π j :
By applying parts B, C and D of Proposition A.4.2 of Bickel, Klaassen, Ritov and Wellner [1] , we find that Q < 1. This shows that there exists a constant 0 < γ < 1 such that Q < γ with probability tending to one. To complete the proof of Theorem 1, it follows from (3.2) that with probability tending to one,
By (3.3) and the fact that Q j ≤ C 1 with probability tending to one, there exists a constant 0 < C 2 < ∞ such that with probability tending to one,
This completes the proof of Theorem 1.
A.2. Proof of Theorem 2
We will prove that for each
srA , wherê
for some random functionsg k : R → R, j + 1 ≤ k ≤ d, where the first j − 1 entries of the vector on the right-hand side of the equation are zero. This implies that
whereĝ k for 2 ≤ k ≤ d are random functions from R to R. If we prove that
then (A.7) implies (A.4) for the case j = 1. By exchanging the entries ofm A , we can see that (A.4) also holds for j ≥ 2.
To prove (A.8), it suffices to show that
To see this, note that from (2.6) and (2.7), we have, for
qj (xj) dx k . Thus, there exists a constant 0 < C < ∞ such that with probability tending to one,
We prove (A.9) and (A.10). From standard kernel theory, we can prove that for all k = j,
The approximation (A.12), together with the expressions at (A.6) and (A.11), gives (A.9). Since Q < γ with probability tending to one for some 0 < γ < 1, we have
This completes the proof of (A.4).
Proof of (A. 
Claim (A.14) now follows from the fact that
uniformly for x j ∈ [0, 1].
A.3. Proofs of Theorems 3 and 4
Recall the definitions ofM and M at (4.2) and (4.8), respectively, in the case of local polynomial fitting. Let H j (M) denote the space of (π + 1)d-vectors of functions f = (f j,k ) in L 2 (M) such that f j,ℓ (x) = g j,ℓ (x j ), 0 ≤ ℓ ≤ π, for some functions g j,ℓ : R → R and f k ≡ (f k,0 , . . . , f k,π ) ⊤ = 0 for k = j. As in the case of local constant fitting, we can write
. Define H j (M) likewise. The vectors of functions that take the roles of q j and q jk , respectively, are
We then have projection formulas analogous to (2.6)-(2.8). For example, for f ∈ L 2 (M) and g ∈ L 2 (M), we obtain
and (Π j f ) k = 0 = (Π j g) k for k = j, where (Π j f ) k and (Π j g) k denote the kth (π + 1)-vector of the projection of f onto H j (M) and of g onto H j (M), respectively. We can proceed as in the proof of Theorem 1 to prove Theorem 3. We prove Theorem 4. Decomposem at (4.3) asm A +m B , wherẽ
Definem
A andm B fromm A andm B , respectively, to be the solutions of the backfitting equation (4.6). It follows that (Π jm A ) j (x j ) =m A j (x j ), wherẽ
As in the proof of Theorem 2, we can prove thatm 
