We consider the Dirichlet problem for an elliptic system of FitzHugh-Nagumo type. We prove that the problem has a solution with a sharp peak inside the domain.
Introduction
In this paper, we consider the existence of peak solutions for the following problem:
in Ω, u = v = 0, on ∂Ω,
where Ω is a smooth bounded domain in R N , N 2, ε is a parameter, γ > 0 is a constant, δ ε > 0 is a parameter depending on ε, f (t) = t (t − a)(1 − t), a ∈ (0, 1/2).
Solutions of (1.1) are the steady state solutions of the following reaction diffusion systems of the FitzHugh-Nagumo type [8, 12] :
which is a simplification of the original Hodgkin-Huxley nerve conduction equations [9] . This system can also be used as models for other problems arising from the applied areas. See [22] . Some early results on the systems of the FitzHugh-Nagumo type were obtained by Klaasen and Troy [11] , Klaasen and Mitidieri [10] and de Figueiredo and Mitidieri [7] , and recent results on this systems can be found in [2, 3, 6, [17] [18] [19] [20] 22, 23] . For Neumann problem of this system, the readers can refer to [4, 5, 15, 21] . For each u ∈ L 2 (Ω), let G γ u be the unique solution of the following problem:
Then we see (1.1) is equivalent to the following nonlocal elliptic problem:
(1.
2)
The energy associated with (1.2) is
where F (t) = t 0 f (τ ) dτ . We proved in [2] that for any fixed δ ε = δ > 0, which is independent of ε, if ε > 0 is small, (1.2) has a solution with a sharp peak in the domain but near the boundary. But whether (1.2) has a solution with a sharp peak inside the domain is left open. In this paper, we will study this problem.
Before we state our result, we give some notation. Let U(y) = U(|y|) be the unique positive solution of the following problem:
Then, there is a constant c 0 > 0, such that
as |y| → +∞, where m = −f (0). Note also that this solution is nondegenerate. That is, the kernel of the linear operator − − f (U )I in H 1 (R N ) is spanned by {∂U/∂y h , h = 1, . . . , N}. See, for example, [1, 16] . Denote U ε,x (y) = U ((y − x)/ε). For any u ∈ H 1 (Ω), let P ε,Ω u be the solution of −ε 2 P ε,Ω u + m 2 P ε,Ω u = f (u) + m 2 u, in Ω, P ε,Ω u ∈ H 1 0 (Ω).
Let H (y, x) be the regular part of the Green function of − +γ I in Ω, subject to the Dirichlet boundary condition. We have Theorem 1.1. Suppose that N 3, and there are constants t > 0 and δ 0 > 0, such that ε t δ ε δ 0 . Then there is an ε 0 > 0, such that for each ε ∈ (0, ε 0 ], (1.2) has a solution u ε of the form:
In [23] , Wei and Winter considered (1.1), assuming that N = 2 and there are constants l 1 > l 2 > 0, such that δ ε ∈ (ε l 1 , ε l 2 ). Under this assumption, they, among other solutions, constructed a solution for (1.1), with a sharp peak near a minimum point of the H (z, z). Using the estimates in [2, 4] and following the same argument as in [23] , we can see that the results in [23] are still true if N 3 and δ ε ∈ (ε l 1 , ε l 2 ) for some l 2 > N − 2. It is worth pointing out that if δ ε l 2 , where l 2 > 0 if N = 2, l 2 N − 2 if N 3, then the norm of the perturbation termω ε is so small that its contribution to the energy is negligible. Under the assumption in Theorem 1.1, the contribution ofω ε,x to the energy is of the order δ 2 ε ε N +4 . See Proposition 3.4. So, if x is inside the domain, and δ ε > 0 is not small enough, then the contribution to the energy from the Green function, which is of the order δ ε ε 2N , is smaller than that from the perturbation term. As a result, the effect from the Green function can hardly been seen in the energy expansion.
Our main idea to prove Theorem 1.1 is to find a better approximate solution in such a way that the perturbation term will be so small that the effect of the Green function can be seen in the energy expansion. Instead of P ε,Ω U ε,x , we will use P ε,Ω U ε,x + δ ε ε 2w ε,x as a new approximate solution, wherew ε,x is the solution of (A.10).
We are not be able to obtain a similar result to Theorem 1.1 for the case N = 2, due to the fact that the fundamental solution of − does not decay at infinity if N = 2.
In the scalar case δ ε = 0, it was proved in [13, 14] that the problem has a peak solution with its peak near the maximum point of the distance function d(x, ∂Ω). In the system case, it follows from Theorem 1.1 that the location of the peak of the interior peak solution is different from that in the scalar case. This paper gives a new idea to locate the peaks of the solutions for those singularly perturbed elliptic problems, where the contribution to the energy from the perturbation term is not small enough. We may regard the function P ε,Ω U ε,x as the first order approximation of the single peak solution. In many singularly perturbed elliptic problems studied before, the construction of the first order approximate solution is good enough, because the contribution to the energy from the perturbation term is negligible. For the problem studied in the paper, the contribution to the energy from the perturbation term is so strong that the effect of the domain can not be seen. Thus, we need to derive more information from the perturbation term in order to locate the peak of the solution. The function δ ε ε 2w ε,x can be regarded as the second order approximation of the solution. The analysis of the functionw ε,x is essential to obtain the result of this paper. We believe that the idea of finding the second order approximation of the solution will find many applications to other singularly perturbed elliptic problems.
On the other hand, the functional corresponding to (1.2) is not well defined in the whole space H 1 0 (Ω). Thus, we need to modify the nonlinearity f (t) in order to carry out the reduction argument in H 1 0 (Ω). Instead of modifying the nonlinearity, in this paper, we carry out the reduction argument in W 2,p (Ω) for p > 0 large, where every function is bounded. Although it is more difficult to carry out the reduction argument in W 2,p (Ω), it has the advantage that the perturbation term automatically possesses many good properties, which make it easier to derive more useful information for the perturbation term. We also believe that these techniques can be applied to deal with other singularly perturbed problems.
This paper is arranged as follows. In Section 2, we give some basic estimates. In Section 3, we will use the reduction procedure to prove Theorems 1.1. The discussion of the approximate solution is given in Appendix A.
Throughout this paper, we will use O(A) to denote any quantity, satisfying |O(A)| C|A| for some constant C > 0, independent of x ∈ Ω.
Preliminaries
In this section, we give some estimates. From now on, we always assume that x ∈ Ω and d(x, ∂Ω) c > 0.
Let Suppose that N 3. Let W ε be the solution of the following problem:
Proof. We have
It is easy to check that
and 
Moreover, by the comparison theorem, we have
We have:
On the other hand, using Lemma 2.1, we can obtain the following estimate:
Thus, the estimate follows from (2.5) and (2.6) . See [2, Proposition 2.4] for details. 2
Interior peak solutions
In this section, we will reduce the problem of finding a peak solution to a finite-dimensional problem.
We denote
For any p > 1, denote
Then, a j satisfies
So, it is easy to check that
As a result,
where c > 0 is a small constant.
In the following, we always assume that p > N/2. So any function in W 2,p (Ω) is bounded.
5)
where σ > 0 is a small constant.
Proof. The proof of this proposition is similar to the proof of Lemma A.2. So we just sketch it. It is easy to see that (3.4) is equivalent to
By Lemma 3.2 below, we can write (3.6) as
Using the contraction mapping theorem, we can prove that there is a ω ε,
Thus, the estimate follows from Lemma 3.3 below. 2
Proof. The proof of this lemma is similar to that of Lemma A.1. Thus we omit it. 2 Lemma 3.3. Let l ε be defined in (3.7) . We have, for any x ∈ D,
Direct calculations show
Let ω ε,x be the map obtained in Proposition 3.1. Then we have:
where B ε,i , i = 1, 2, 3, are constants, which are independent of x, but depend on ε, σ > 0 is a small constant and d x = d(x, ∂Ω).
Proof. Using Proposition 3.1, we have
On the other hand, we have
It follows from (A.10) and
(3.11)
Moreover, we have
and
Combining (3.10)-(3.13), we are led to
Using Lemma A.3 and Remark 2.2, we have
But from Lemma 2.1, we see
Since for p > 0 large,
On the other hand, if p > 0 is large, we have
Thus,
(3.21)
Combining (3.16), (3.17) and (3.21), we obtain
Finally, using Lemma A.3, we obtain 
We will prove that x ε is an interior point of D. Thus, x ε is a critical point of K(x). So the result follows.
Letx 0 be a minimum point of H (z, z). Then, K(x ε ) K(x 0 ). It follows from (3.25) that
In view of H (x, x) = (c 0 + o(1))/d N −2
x for some c 0 > 0, as d x → 0, we find from the above relation that if d x = c , then
This is a contradiction if c > 0 is small.
On the other hand, if δ ε → 0 as ε → 0, then
Remark 3.6. The method in paper can be used to deal with more general nonlinearities f (t).
What we actually need is (i) (1.4) has a positive solution U , which is nondegenerate;
(ii) f (0) < 0 and there is an integer k > max(N/2, N/(N − 2)), such that for any a 0,
In fact, if (ii) holds, then similar to (3.11) and (3.13), we have
(3.27)
Since k > max(N/2, N/(N − 2)), we have
Thus, we can obtain a similar energy expansion as in Proposition 3.4. Remark 3.7. Theorem 1.1 is valid if δ ε ∈ (e −θ/ε , δ 0 ) for some small constant θ > 0. In fact, we can still obtain the energy expansion in Proposition 3.4, if θ > 0 is small enough.
Appendix A

For any
Then, we have:
Proof. We argue by contradiction. Suppose that there are ε n → 0,
Letw n (y) = w n (εy + x n ),ṽ n (y) = v n (εy + x n ), v n = δ ε n G γ w n . Then where Ω ε,x = {y: εy + x ∈ Ω}, E n,q = η: η ∈ L q (Ω ε n ,x n ): Ω εn,xn ηŪ n,j = 0, j = 1, . . . , N and U n,j (y) = ε n ∂P ε n ,Ω U ε n ,x n ∂x j (ε n y + x n ), j = 1, . . . , N.
Since w n L p → 0, from − v n + γ v n = w n , we can deduce that v n L ∞ → 0. As a result, v n → 0 uniformly. On the other hand, we may assume that there is a w ∈ W 2,p (R N ), such that |w n | p = o (1) .
For any η ∈ L p (R N ), we can choose b j , such that
Then, it is easy to check that
Putting η into (A.1), noting that
we obtain Let us recall thew n andṽ n satisfy − w n + m 2w n +ṽ n = f n , − ṽ n − ε 2 n δ ε nw n + ε 2 n γṽ n = 0.
(A.8)
But the matrix
Thus, there is a matrix B ε , such that
Moreover,
Then, (A.8) can be changed to − w * 1,n + λ ε n ,1 w * 1,n = f n (y) + O(ε 2 n |f n (y)|), − w * 2,n + λ ε n ,2 w * 2,n = O(ε 2 n |f n (y)|).
Multiplying the above two equations with |w * 1,n | p−2 w * 1,n and |w * 2,n | p−2 w * 2,n , respectively, and integrating, we obtain Thus,
As a result, w n L p = o(1) and ṽ n L p = o (1) . Using (A.7) and the L p estimate for the elliptic equation, we obtain
|w n | p , ∀z ∈ Ω ε n ,x n . (A.9)
Let us point out that the constants C in (A.9) are uniform in z ∈ Ω ε n ,x n , because Ω ε n ,x n has boundary which is locally closed to a hyperplane. Now, we cover Ω ε n ,x n by a set of balls B 1 (z), z ∈ Z, where Z is a subset of Ω ε n ,x n , in such a way that for each y ∈ Ω ε n ,x n , the number of the balls B 2 (z), z ∈ Z, which contain y, is at most k, where k is an integer independent of y. To do this, we first choose the lattice L of points with coordinates in r −1 Z, where Z is the set of points in R N , whose coordinates are all integers, and r is an integer which is so large that B 1/2 (z), z ∈ L, cover R N . Note that for any y ∈ R N , the number of the balls B 4 (z), z ∈ L, which contain y is at most k, where k is an integer independent of y. We then collect the balls B 1/2 (z), z ∈ L, which intersect Ω ε n ,x n . If z / ∈ Ω ε n ,x n , we replace B 1/2 (z) by B 1 (z) , wherez ∈ ∂Ω ε n ,x n , such that |z −z| = d(z, ∂Ω ε n ,x n ) 1/2. It is easy to see that all such balls B 1 (z) cover Ω ε n ,x n . Moreover, if y ∈ B 2 (z), then y ∈ B 4 (z). So we see that the number of the balls containing y is at most k.
From (A.9), we obtain
Thus, Ω εn,xn (|D 2w n | p + |w n | p ) = o (1) . This is a contradiction to Ω εn,xn D 2w n p + |Dw n | p + |w n | p = 1. 2
Consider the following problem: find a u ∈ E ε,x,p , such that
where s(y, t) is defined by (3.3).
Lemma A.2. Suppose that p > N/(N − 2) and p 2. There is an ε 0 > 0, such that for any ε ∈ (0, ε 0 ] and x ∈ D, (A.10) has a solutionw ε,x ∈ E ε,x,p ∩ W 2,p (Ω) ∩ W 1,p 0 (Ω). Moreover, w ε,x is a C 1 function from D to W 2,p (Ω), w ε,x ε,2,p Cε N/p , and
for some constant M > 0.
Proof. By Lemma
for some ρ > 0. Write
where M > 0 is a fixed large constant. We will use the contraction mapping theorem in S ε to prove this lemma. Firstly, we have
Thus, K ε is a contraction map.
On the other hand, by Remark 2.2, we have To prove that K ε is a map from S ε to S ε , it remains to prove that for any w ∈ S ε , we have
For any function w, we letw(y) = w(εy + x) andv(y)
A jŪj =: g(y), (A.14) and
where W * (y) = G γ P ε,Ω U ε,x (εy + x), and A j are some constants, which are bounded as ε → 0. Sincew 1 andv 1 are bounded in W 2,p and p > N/2, we know thatw 1 andv 1 are bounded in L ∞ . From Remark 2.2, we have
Besides, there is a constant θ > 0, such that
where o(1) → 0 as ε → 0. Thus, the right-hand side of (A.14) satisfies g(y)
where the constant C 1 is independent of M.
Similar to the proof of Lemma A.1, we let
Then, (A.14) and (A.15) can be changed to
Noting that λ ε,1 λ 0 > 0, and λ ε,2 λ 0 ε 2 for some λ 0 > 0, we can find a large constant M > 0,
Since w * 1,1 = w * 2,1 = 0 on ∂Ω ε,x , by the comparison theorem, it is easy to check that w *
As a result, if M > 0 is large enough,
Thus, we have proved that K ε is a contraction map from S ε to S ε . By the contraction mapping theorem, we deduce that (A.10) has a solutionw ε,x in S ε . Moreover,w ε,x is continuous from D to W 2,p (Ω). Sincew ε,x ∈ B αε N/p (0), we find w ε,x ε,2,p αε N/p .
By the definition of S ε , we have
Now we study the limit of the solutionw ε,x . DefineÊ ε,x,p = ω: ω ∈ L p R N ,
LetQ ε be the projection from L p (R N ) toÊ ε,x . Definê
Consider the following problem: find a u ∈Ê ε,x,p ∩ W 2,p (R N ), such that 
where A j is some bounded constant, j = 1, . . . , N, andG γ u is the solution of
Using the L p estimate, we obtain
where f is a function, satisfying |f (y)| C/(1 + |y| N −2 
where σ > 0 is a small constant, and d x = d(x, ∂Ω).
Proof. We know thatw ε,x satisfies 
we have
Similar to the proof of (A.11), we can prove 
