We consider the problem of finding nonzero eigenvalues and the corresponding eigenvectors of a matrix AA ⊤ , where A is a special incidence matrix; This matrix can equivalently be defined based on a match relation between some sequences. By using a concrete description of the obtained eigenvectors, we show that these are pairwise orthogonal and satisfy nice properties. The combinatorial arguments, in the sequel, lead us to obtain formulas for entries of matrices W and W A, where W is the MoorePenrose pseudo-inverse of A. A special case of this problem has previously found applications in computational biology.
Introduction
The two questions, by which, this work is motivated, has been appeared as parts of some works in computational biology and can roughly be described as follows: For a given incidence matrix A, which is defined in a "special way", find explicit formulas for entries of W and W A, where W is the Moore-Penrose pseudo-inverse of A. The definition of A presented in [7] , is based on a match relation between some sequences as follows: Consider the integers 0 ≤ k ≤ ℓ and b ≥ 2, a given b-letter alphabet Σ b (usually taken Σ b = {0, · · · , b − 1}), and an additional gap (or blank) symbol "g". Two elements x, y ∈ ∆ b := Σ b ∪ {g} are matchable if either one of them is g or x = y; Two sequences of length ℓ on ∆ b are matchable if they are matchable in all their positions, accordingly. Here, when we talk about matchable sequences, we are interested in the situation where one of the sequences is non-gapped, say x ∈ Σ ℓ b and y ∈ ∆ ℓ b : In this situation x and y are matchable if they have the same value in the non-gapped positions of y; A match position (resp. mismatch position) is a value of i with 1 ≤ i ≤ ℓ, satisfying y i = g and y i = x i (resp. y i = g and y i = x i ), thus when we count the number of match (resp. mismatch) positions, we exclude the gapped positions. The matrix A (or A ℓ,k;b ) is defined as a (0, 1)-matrix whose columns (resp. rows) are indexed by sequences of length ℓ on ∆ ℓ b with no gap symbol (resp. with exactly ℓ − k gap symbols) and with A(u, v) = 1 if and only if u and v are matchable. Note that by the above description, the column indexes are exactly the elements of Σ ℓ b . In computational biology, we have b = 4, Σ 4 = {A,C,G,T} and the set of row indexes and column indexes have special names: The set of column indexes, Σ ℓ 4 is non-gapped oligomers of length ℓ, briefly called non-gapped ℓ-mers. The set of row indexes is gapped oligomers with k non-gapped positions and length ℓ, briefly called k-mers (of length ℓ).
The matrices W and H = W A were applied to develop methods for analysis of biological sequences including DNA and protein sequences in [7] and [6] . A prerequisite for computing entries of W in the method used in [7] , was finding an orthonormal nonzero eigendecomposition for AA ⊤ , that is finding matrices Q and Λ such that the diagonal matrix Λ contains all nonzero eigenvalues of AA ⊤ and the matrix Q consists of orthonormal eigenvectors of AA ⊤ accordingly. In [7] we applied matrix W to find robust estimates for ℓ-mer counts and showed that this significantly improves our ability to predict the binding of certain transcription factors to DNA sequences. In [6] , we used matrix H to develop a method to efficiently compute the ℓ-mer count estimates and to compute a string kernel based on them.
The matrix A can also be interpreted as the incidence matrix of an incidence structure: If we identify each gapped sequence with the set of non-gapped sequences which are matchable with it, the row indexes (resp. column indexes) of A correspond to blocks (resp. points). Interestingly, matrix A has been previously appeared in [3] based on the "orthogonal array" concept. More precisely, Delsarte in [3] defined a partial ordering on ∆ ℓ b and referred (∆ ℓ b , ) as the Hamming semilattice. By that definition, the set of all sequences of length ℓ with k non-blank positions can be considered as a fiber in that Hamming semilattice (see also [11] ). He also showed that the Hamming semilattice is regular [4] . In addition, he obtained AA ⊤ as a linear combination of some idempotent matrices, which construct a basis for a special (n + 1)-dimensional algebra generated by characteristic matrices of distance i, 0 ≤ i ≤ n, and computed the corresponding coefficients [4] .
Here we consider the two questions mentioned at the beginning of this introduction, but we replace the definition of A with a more general form as follows: Let It is worthwhile to discuss shortly about the biological application of the above generalization here: This generalization allows us to have a mixture of features that are defined over alphabets of different lengths. For example, in addition to the DNA sequence that is defined over the alphabet {A,C,G,T}, one can also add DNA methylation status which is defined over {methylated, unmethylated} alphabet or any other discrete features. Then a similar methodology as used in [7] and [6] can be applied to find a robust estimate of the joint distribution of the features using limited training data.
Apart from the application mentioned above, the new problem leads us to extend and modify the combinatorial and linear algebraic tools used in [7] to find answers of new questions. This sheds light on the previous study; Meanwhile, prepares (modified) generalized versions of some of the identities in the middle steps of the deduction. Section 2 gives a basis for comparison between the old and new work; Particularly, some similarities and dissimilarities are discussed in the last paragraph of that section.
The overview of the old and new works in Sections 2.1 and 2.2 is a prelude to a formal introduction of notations and preliminaries in Section 3: General notations and definitions for sets, strings and sequences are presented in Section 3.1; The definitions and some properties of the elementary symmetric polynomials are mentioned in Section 3.2; Some preliminaries from linear algebra are discussed in Section 3.3. The function ν B and some of its properties is defined and studied in Section 4; The main results of this section, that is the identities given in Propositions 1, 2 and 3, are used in later sections. Using the definition of function ν B and also the elementary symmetric polynomials, we propose an orthonormal basis for the eigenspaces of the matrix AA ⊤ in Section 5. Finally, in Section 6 we compute the entries of the matrix W , the pseudo inverse of A, and the matrix H = W A using the results of the previous section. This section ends with an example containing the computation of orthonormal nonzero eigendecompsition of AA ⊤ and matrices W and H for given parameters. We recommend having a first look on this example now and coming back to it during the study of the paper, whenever needed.
Overview of the problem
The balk of the paper [7] consists of the techniques used to find the entries of W and since a similar approach is adapted in this manuscript, a brief overview of this part of the old work is given in Section 2.1. Before studying this section, it is recommended to have a look at the errata of [7] on [12] . The results of Theorems A and B are mentioned in [7] , while the Theorem C is an exception, in the sense that it is motivated by [6] but its results are not formally mentioned in [6, 7] : This theorem is mentioned among the old results because it can be easily deduced form them. A brief overview of the new work is given in Section 2.2; The correspondence between the three theorems mentioned there and the ones in Section 2.1 is easily observed. This section ends with a paragraph containing a comparison of the old and the new work from a close point of view.
Overview and summary of the previous work
The first step of finding the entries of the desired matrices is to find an explicit orthonormal nonzero eigendecomposition for AA ⊤ (Theorem A). The next step is to give formulas for entries of W , the Moore-Penrose pseudo-inverse of A (Theorem B). Finally, the last theorem (Theorem C) gives formulas for entries of W A.
To find an orthonormal nonzero eigendecomposition for
and extended to the product set
where
. The useful identities satisfied by ν ′ , helped us to find an orthonormal nonzero eigendecomposition for AA ⊤ as described below.
Theorem A. Let A = A ℓ,k;b . The matrix AA ⊤ admits an orthonormal nonzero eigendecomposition AA ⊤ = QΛQ ⊤ . By using combinatorial arguments, the entries of Λ are given in terms of hypergeometric functions and the entries of Q are explicitly obtained as expressions containing ν ′ and hypergeometric functions.
Proof. See Proposition 5 of [7] and its proof.
Remark 1. In [7] , the name ν was used for the above function ν ′ . In this paper the name ν is used for the function on ∆ ℓ b × ∆ ℓ b satisfying the same multiplicative rule of ν ′ (Replace ν ′ by ν in (1)) but with the following primary definition which holds for any x, y ∈ ∆ b 
Proof. The second formula is mentioned in Proposition 7 of [7] , while the first one is implicit in its proof.
Applying symmetry arguments on the entries of H ℓ,k shows that the entry H ℓ,k (u, w) depends only on the number of mismatches between u ∈ U ℓ and v ∈ U ℓ and as in formula (10) of [6] we can simply use H ℓk = W ℓk A ℓk to obtain the formula H ℓk (u, w) = m i=0 ℓ−m k−i m i t i , where m is the number of mismatches between u and w and t i is as defined earlier.
Theorem C. The matrix H := W A is a symmetric idempotent matrix, the sum of entries of any of whose rows (columns) equals 1. Moreover, let u, w ∈ Σ ℓ b and let u and w differ in ℓ − p positions. Then the entries of H = W A are given by the following formula:
Proof. This formula can be proved using equation (2) , the definition of H and binomial coefficients. (One can use equation (3) instead of (2), but the proof is longer.)
Overview of this work
The main results of this paper are the three theorems listed in this section. These are generalizations of the theorems of the previous section. The following paragraph contains an informal representation of some notations and definitions required to express the main results (These definitions are formally presented in Section 3).
For a given sequence B = (b 1 , · · · , b ℓ ) of integers and a given integer 1 ≤ i ≤ ℓ, and elements x, y ∈ ∆ b i the value ν i (x, y) is defined as follows
For each pair of words From the above theorem, it is concluded that the Moore-Penrose pseudo-inverse of A is W := A ⊤ QΛ −1 Q ⊤ . The following theorem gives the entries of this matrix. Theorem 2. Let u ∈ Σ B and v ∈ ∆ B and v contains exactly ℓ − k gapped positions. Let G v denotes the gapped positions of v and G v = {1, · · · , ℓ} \ G v . Let P (resp. Q) be the set of nongapped positions of v with v i = u i (resp. with v i = u i ). For a given set G = {a 1 , · · · , a n } ⊆ {1, · · · , ℓ} with a 1 < · · · < a n , the sequence B(G) is defined as
where the summation runs over all sets G with G v ⊆ G ⊆ {1, · · · , ℓ}.
Theorem 3.
The matrix H ℓ,k;B = W ℓ,k;B A ℓ,k;B is a symmetric idempotent matrix, the sum of entries of any of whose rows (columns) equals 1. Let u, w ∈ Σ B . Let P (resp. Q) denote the set of positions i in which u i = w i (resp. u i = w i ). Then the entry H ℓ,k;B (u, w) is given as below
where the summation runs over all sets G ⊆ {1, · · · , ℓ} with |G| ≥ ℓ − k.
This paragraph is dedicated to a comparison between [7] and the present work. Usually the objects which have the same roles (in the old and new work) are given similar names (The matrices Υ ℓk , C ℓ,k , H ℓk in the new work are among the exceptions). There is an approximate correspondence between the sections as follows: The Sections 3.1, 3.2, 3.3, 3.4, 4 and 5 of [7] correspond to Sections 3.3, 3.2, 3.1, 4, 5 and 6 of the present work. Meanwhile, the reader should also note to differences, for instance the modification in the definition of the function ν causes several other slight modifications in the definitions and the results. This key helps the reader to focus on dissimilarities between Section 3.4 of [7] and Section 4 of this work. Replacing the old recursive proof of orthogonality of the columns of ∆ ℓ,k with a new direct proof of the same fact for Υ ℓ,k is also among the differences.
Notations and Preliminaries
This section contains three subsections: In 3.1 we fix some notations for sets, strings and sequences that we use in this work. In 3.2 we study some properties of elementary symmetric polynomials, and in 3.3 we give some preliminaries and notations from linear algebra. 
Notations for sets strings and sequences

Definition 2.
A word x on the alphabet Σ, is a sequence x = x 1 · · · x ℓ whose elements x i belong to the finite set Σ. As in [7] that for a given integer b ≥ 2, the sets Σ b , ∆ b , Γ b are defined as follows
where g stands for the gap symbol.
Define the sets Σ B , ∆ B , Γ B , U ℓ;B and V ℓ,k;B as follows
In the following definition we study some special orderings defined on the sets we introduced before. As usual, if ≺ is a given strong order on a set, the corresponding weak order is defined as = (≺ ∪ =) and if is given as a weak order on a set, the corresponding strong order, ≺ is defined by ≺ = ( ∩ =).
Definition 4. For a given integer b ≥ 2, we order the set ∆ b by the following linear order
For any positive integer ℓ, this order induces a partial order ≺ ′ on ∆ ℓ b ;More precisely, the corresponding weak order, ′ , is given as below
on the product set ∆ ℓ b . Here we slightly extend this definition to a more general situation and define a partial order on the set ∆ B . For any 1 ≤ i ≤ ℓ we consider the order ≺ i on the set ∆ b i defined by
and we let
It is clear that the relation ≺ B is a partial order; Moreover, if ℓ > 1, then it is not a total order.
Example 1. Let B = (2, 3), ℓ = 2 and k = 1. Then we have ∆ B = {00, 01, 02, 0g, 10, 11, 12, 1g, g0, g1, g2, gg}
U 2;B = {00, 01, 02, 10, 11, 12}
Remark 2. As it is clear from the definitions of U ℓ;B and V ℓ,k;B , when we use these notations we specially emphasize on parameters ℓ and k.
Definition 6. We say elements u ∈ Σ B and v ∈ ∆ B match (or u and v are matchable) if for any 1 ≤ i ≤ ℓ with v i = g we have u i = v i ; We denote this by v ∼ u. The set of the elements v ∈ V ℓ,k;B which are matchable with u ∈ U ℓ;B , is denoted by M ℓ,k (u). The set of elements u ∈ U ℓ;B which are matchable with v, is denoted by M ′ ℓ,k;B (v).
Definition 7.
The matrix A ℓ,k;B is defined as a (0, 1) matrix whose rows and columns indexed respectively by the elements of ∆ B and Σ B and A ℓ,k;B (w, v) = 1 if and only if w is matchable with v in non-gapped positions.
Elementary symmetric polynomials and some identities
Elementary symmetric polynomials are well-studied objects in the study of polynomials
). The fundamental theorem of symmetric polynomials state that every symmetric polynomial in k[x 1 , x 2 , · · · , x n ] can be written uniquely as a polynomial in terms elementary symmetric functions (A well-known example of this fact from the college algebra, is the Waring formula stating the expression
in terms of s = x 1 +x 2 and p = x 1 x 2 ). In this section after a formal definition we introduce some of the identities satisfied by them.
Definition 8. Let i and n be nonnegative integers and let X = (x 1 , x 2 , · · · , x n ) be a finite sequence of variables. The i-th elementary symmetric polynomial, denoted as
Example 3. Considering Example 2, we have
; thus the mentioned identities can be considered as generalizations of binomial identities. Particularly, part (i) of the following lemma gives a generalization of Pascal's identity, where part (ii) generalizes the binomial theorem.
Notation. Let X = (x 1 , . . . , x n ) be a finite sequence of numbers and α and β be arbitrary numbers. Then we show the sequence (βx 1 + α, . . . , βx n + α) by βX + α; Particularly X + α = (x 1 + α, · · · , x n + α) and βX = (βx 1 , · · · , βx n ). For a given integer 1 ≤ m ≤ n, by X m we mean the sequence obtained by deleting the m-th position of X, that is X m = (x 1 , · · · , x m−1 , x m+1 , · · · , x n ). The following lemma is easy to prove. Lemma 1. Let X = (x 1 , . . . , x n ) be a finite sequence of variables.
(i) We have S 0 (X) = 1 and S n (X) = n i=1 x i . Moreover, for any integer i and any integer 1 ≤ m ≤ n we have
(ii) We have
Consequently, for any subset M ⊆ [n] we have I⊆M i∈I
I⊆M i∈I
Definition 9. Let i and n be nonnegative integers and let X = (x 1 , x 2 , · · · , x n ) be a finite sequence of variables. The expression R i (X) is then defined as follows:
The following lemma which gives a binomial type recurrence relation for the entries R i , is easily proved by the definition of R i and Lemma 1 (i) .
Lemma 2. Let X = (x 1 , . . . , x n ) be a finite sequence of variables. We have R 0 (X) = 1 and for any integer i ≥ n, R i (X) = n i=1 x i . Moreover, for any integer i and any 1 ≤ m ≤ n we have
Moreover, If we denote the hamming distance of two elements u, w ∈ U ℓ;B by Ham(u, w), then we have
The following lemma contains an identity which is useful for future applications.
Then the following identity holds:
Proof.
Notations and preliminaries from Linear Algebra
Let F be a field and A ∈ F m×n be a matrix. The row space of A is denoted as row(A), the column space of A is denoted as col(A), and the dimension of the row space (which is the same as the dimension of the column space) of A is denoted as rank(A). The kernel of A, denoted as ker(A), is the space of all column vectors x satisfying Ax = 0 and the dimension of this space is called the nullity of A and denoted as null(A). It is known that null(A) + rank(A) = n. Let B ∈ F n×n . The characteristic polynomial of B is defined as p B (z) = det(zI − X). An element λ ∈ F is an eigenvalue of B if there exists a nonzero column vector x satisfying Bx = λx; The vector x is called an eigenvector of B.
It is observed that λ is an eigenvalue of B if and only if it is a root of the characteristic equation p B (z). For an eigenvalue λ, the space ker(B − λI) is called the eigenspace of B corresponding to λ. The algebraic multiplicity of an eigenvalue λ, denoted as α(λ) is the multiplicity of the root λ of p B (z). The geometric multiplicity of an eigenvalue λ, denoted by γ(λ), is the dimension of ker(B − λI). It is well known that for any matrix B and any eigenvalue λ of B we have γ(λ) ≤ α(λ). The matrix B is called diagonalizable if there exists a nonsingular matrix P such that B = P Λ 0 P −1 for some diagonal matrix Λ 0 . It is easily seen that for a diagonalizable matrix B we have γ(λ) ≤ α(λ). Indeed, all eigenvalues of B appear in the main diagonal of Λ 0 and the columns of P are the corresponding eigenvectors.
If eigenvectors belonging to distinct eigenvalues of the matrix B are mutually orthogonal, then there exists an eigendecomposition B = P Λ 0 P −1 such that the columns of P are mutually orthogonal normal (orthonormal) vectors. It is easy to see that if the columns of P are orthonormal, then P −1 = P ⊤ . Hence, if the columns of P are orthonormal, then B = P Λ 0 P ⊤ . We may assume that the nonzero eigenvalues appears before the zeros on the main diagonal of Λ 0 ; Consequently, we obtain the block decomposition P = [Q N ] where the columns of N are in ker(B). This gives the eigendecomposition B = QΛQ ⊤ , where the matrix Q is obtained by deleting the columns of P which are in ker(B), and Λ is obtained by deleting the zero columns and zero rows of Λ 0 , in this paper such a matrix decomposition is called orthonormal nonzero eigendecomposition.
For a matrix A ∈ C m×n , its Hermitian adjoint, A * , is its conjugate transpose, i.e. A * is an n × m matrix with A * (i, j) = A(j, i). A matrix A is Hermitian if A = A * , thus a real matrix A is Hermitian if and only if it is symmetric. It is well known that all eigenvalues of a Hermitian matrix A with dimension n are real, and that A has n linearly independent eigenvectors, that is for every eigenvalue λ of A we have α(λ) = γ(λ). Moreover, Hermitian matrix has orthogonal eigenvectors for distinct eigenvalues. Hence, every Hermitian matrix A has an orthonormal nonzero eigendecomposition of the form A = QΛQ ⊤ .
A Hermitian matrix A is positive definite (resp. positive semidefinite) if Rel(x * Ax) > 0 (resp. Rel(x * Ax) ≥ 0) for all nonzero x ∈ C n . It is concluded that areal symmetric matrix A of order n is positive definite (resp. positive semi-definite) if x ⊤ Ax > 0 (resp. x ⊤ Ax ≥ 0) for all nonzero x ∈ R n . For any matrix A, the matrix A ⊤ A is positive semidefinite, and rank(A) = rank(AA ⊤ ). Conversely, any positive semidefinite matrix M can be written as M = A ⊤ A; this is the Cholesky decomposition. A Hermitian (or symmetric) matrix is positive definite (resp. positive semi-definite) if and only if all its eigenvalues are positive (resp. nonnegative). The following lemma is concluded from the facts that mentioned above.
Lemma 4. Let B be a positive semi-definite matrix. Then B admits an orthonormal nonzero eigendecomposition of the form B = QΛQ ⊤ . Where
Moreover let B = AA ⊤ , then we have
Proof. Using the previous notation, let AA ⊤ = P Λ 0 P ⊤ be an orthonormal decomposition for AA ⊤ and P = [Q N ] where the columns of N are in ker(AA ⊤ ). The equation (15) is concluded from the orthonormality of the columns of Q. To prove (16), we claim that
To prove this, note that if y ∈ ker(A ℓk A ⊤ ℓk ), then from A ℓk A ⊤ ℓk y = 0 we obtain y ⊤ A ℓk A ⊤ ℓk y = 0 and ||A ⊤ ℓk y|| = 0, thus A ⊤ ℓk y = 0, which shows (17). Now, from P P ⊤ = I we obtain QQ ⊤ + N N ⊤ = I; Multiplying from left by A ⊤ and using (17), we provide (16), as required.
The Moore-Penrose pseudoinverse of a matrix A, denoted by A + , is defined as a matrix that satisfies all the following four conditions:
The Moore-Penrose pseudoinverse exists and is unique for any given matrix A. Also we have A + = (A * A) + A * = A * (AA * ) + . For further properties of the Moore-Penrose pseudoiverse see for instance [5] . The following lemma gives the Moore-Penrose pseudoinverse of a matrix A using an orthonormal nonzero eigendecomposition of AA ⊤ .
Lemma 5. Let AA ⊤ = QΛQ ⊤ be an orthonormal nonzero eigendecomposition of AA ⊤ and let W = A ⊤ QΛ −1 Q ⊤ . Then W is the Moore-Penrose pseudoinverse of A.
Proof. Firstly, we have
Secondly, we have
Finally, observe that W A and AW are real symmetric matrices. It is concluded that W is the Moore-Penrose pseudo-inverse of A.
The function ν B and some of its properties
In this section, we consider an order on the set ∆ B and based on this define a function ν B on the set ∆ B × ∆ B and inspect some of its properties; Some of the identities help us to find mutually orthogonal eigenvectors (corresponding to non-zero eigenvalues) and others are useful in future computations of the entries of some matrices. In fact, the component of the eigenvectors of the matrix AA ⊤ can be expressed in terms of ν B and using the properties of ν B we will prove that these eigenvectors are mutually orthogonal. Definition 10. The function ν ′ is primarily defined on
and extended then to ∆ ℓ b × ∆ ℓ b by the product rule
Definition 11. The function ν is primarily defined on
Remark 3. The function ν ′ was firstly defined in [7] (under the name ν) to give a concrete description for an orthogonal non-zero eigendecomposition of AA ⊤ . It was also possible to use there, the function ν presented in the Definition 11, for the same purpose. Moreover, as seen in the rest of this work, the advantage of ν is that it can be used in the current more general problem, as well. 
Now the function ν B is defined on the product set ∆ B × ∆ B by the following product rule
Remark 5. It is observed that this function is an element of the incidence algebra of the poset ∆ B which satisfies
where the values x ′ i , (1 ≤ i ≤ ℓ), are defined
and y ′ i 's are defined similarly.
Some useful identities about ν B are stated in Proposition 1, but before presenting that, we need some definitions and lemmas.
Definition 13. Let ℓ, k be integers with 0 ≤ k ≤ ℓ and let v ′ , v ′′ ∈ V ℓ,≤k (B). Let m, n be integers with 0 ≤ m, n ≤ ℓ such that |G v ′ | = ℓ − n and |G v ′′ | = ℓ − m. Define the sets
Lemma 6. Let v ′ , v ′′ ∈ V ℓ,≤k and the sets A 0 , A 1 ,A 2 and A 3 be as in Definition 13.
(i) The sets A 3 , A 2 , A 1 and A 0 are mutually disjoint and
Proof. The proof is straightforward.
[Note for referees: The proof can be omitted.] The proof of part (i) is straightforward. The proof of part (ii) is obtained using
and the definition of ν i .
(ii)
(i) For w ∈ V ℓ,k we have ν B (w, g ℓ ) = i∈Gw (−b i ), hence we obtain
which proves part(i) in the case v ′ = g ℓ . Now suppose that v ′ ∈ V ℓ;≤k;B \ {g ℓ }, hence for some 1
by using
, the right side is simplified to 0, as required.
(ii) To prove this part, observe that if |A 0 | < ℓ − k, each summand in the left, is zero and there is nothing to prove. So, let |A 0 | ≥ ℓ − k, setting X ℓk (B, G) = {w ∈ V ℓk (B) :
First we compute the summand w∈X ℓk (B,G) ν(w, v ′ )ν(w, v ′′ ), for a fixed G ∈ A 0 ℓ−k . For this, without loss of generality, let A 3 = {1, . . . , a 3 }, A 2 = {a 3 + 1, . . . , a 3 + a 2 }, A 1 = {a 3 +a 2 +1, . . . , a 3 +a 2 +a 1 } and A 0 = {a 3 +a 2 +a 1 +1, . . . , ℓ}, where a 1 , a 2 , a 3 are non-negative integers satisfying a 1 + a 2 + a 3 ≤ k (this inequality is concluded from |A 0 | ≥ ℓ − k). Moreover, without loss of generality, let G = {k + 1, . . . , ℓ}. Now w ∈ X ℓk (B, G) can be factorized in the form w = qrstg ℓ−k , with |q| = a 3 , |r| = a 2 , |s| = a 1 and |t| = a 0 − (ℓ − k) and when w runs over X ℓk (B, G), each of the words q, r, s and t runs over a proper set accordingly. By part (ii) of Lemma 7 we obtain
[Note for referees: These three lines may be omitted.] Note that the above formula for P 0 is justified using Lemma 7 (ii) as follows:
Now, we consider two cases:
In this case A 1 = A 2 = ∅, hence P 1 = P 2 = 1 and
It is easily seen that in this case
2 ), so,
It is easily proved that if A 1 = ∅ then P 1 = 0 and if A 2 = ∅ then P 2 = 0. Otherwise, if A 1 = A 2 = ∅, then by Lemma 6 (ii), A 3 = ∅ and there exists i ∈ A 3 with v ′ i = v ′′ i ; It is easily proved that for this i,
Hence, the hypothesis v ′ = v ′′ implies that the right side of (20) is zero in either case, and we get the result by (19).
Proposition 2.
(i) For any u ∈ U ℓ and v ′ ∈ V ′ ℓ,≤k we have
(ii) For any v ∈ V ℓk and v ′ ∈ V ′ ℓ,≤k we have
[Note for referees: The proof is similar to that of the Proposition 2 of [7] , hence, it can be omitted.]
on the other hand the nongaped positions of all such y's are the same as u.
as required.
(ii) We distinguish two cases:
and since there are totally i∈G v ′ b i such words u, the left side of equation (22) equals
, thus the right side of (22) is 0; The following argument shows that the left side is 0 as well: The nonzero summands in the left side of (22) are obtained from elements u ∈ X where the subset X ⊆ U ℓ;B is given by
Thus we obtain
The last identity holds because for any
Thus (22) is true in either case.
Definition 14. Let u ∈ Σ B = U ℓ;B and v ∈ ∆ B . Then P (u, v) and Q(u, v) are defined as below
We denote P (u, v) and Q(u, v) by P and Q, respectively, if there is no danger of confusion.
With the above definition, it is obvious that
Proposition 3. Let u ∈ Σ B = U ℓ;B and v ∈ ∆ B . Recall the notation of Definition 14.
Then we have
(ii) Let G be a given subset of {1, · · · , ℓ} with G v ⊆ G. Then the following identity holds
[Note for referees: The proof is similar to that of the Proposition 3 of [7] , hence, it can be omitted.]
(i) If i ∈ P and v i > 0 then
The case i ∈ Q is done similarly.
(ii) Note that if
5 Orthonormal nonzero eigendecomposition of the matrices AA ⊤ and A Proposition 4. Let v ′ ∈ V ′ ℓ,≤k then the following identity holds:
Proof. See proposition 1 (ii)
The following proposition contains a generalization of Proposition 2 of [7] :
The following matrix identities hold. Proof. The proofs of (i) and (ii) are concluded from definitions of x v ′ and z v ′ and Proposition 2. Combining (i) and (ii) yields (iii) and (iv). The proofs of (v) is concluded from Proposition 1(ii). The same proposition yields part (vi) (by setting k = ℓ).
ℓ,≤k } are all nonzero eigenvalues of the matrix A ℓk;B A ⊤ ℓk;B . The set {x v ′ : v ′ ∈ V ′ ℓ,≤k } is a complete set of eigenvectors corresponding to nonzero eigenvalues. Moreover, these eigenvectors are pairwise orthogonal.
Proof. First by Proposition 5, we conclude that for every v ′ ∈ V ′ ℓ,≤k we have
is an eigenvalue of A ℓk A ⊤ ℓk and x v ′ is its corresponding eigenvector. By Proposition 5 (v), we know that these eigenvectors are pairwise orthogonal. To complete the proof, We should prove that there are no more nonzero eigenvalues and there are no more independent eigenvectors corresponding to these eigenvalues. 
which completes the proof.
Remark 6. With the same assumptions of Proposition 6 and using a similar method, it is concluded from Proposition 5 (iv) that a complete set of eigenvectors of A ⊤ ℓk;B A ℓk;B corresponding to nonzero eigenvalues is {z v ′ : v ′ ∈ V ′ ℓ,≤k }. Furthermore, by 5 (vi), these vectors are pairwise orthogonal.
The following corollary is immediately concluded from the previous proposition.
Definition 16. Given B = (b 1 , · · · , b ℓ ), we define Υ ℓ,k;B as a matrix whose rows and columns are indexed by the elements of V ℓ,k;B and V ′ ℓ,≤k;B respectively and whose entries are given by Υ ℓ,k;B (w, v ′ ) = (−1) |w|−|w|g ν B (w, v ′ ). In other words, the columns of Υ ℓ,k;B are exactly the vectors x v ′ for v ′ ∈ V ′ ℓ,≤k;B .
Definition 17. We define the matrices Λ, E, D and Q ℓ,k;B as follows.
By the above definition, we obtain Q ℓ,k;B = diag(
and using Proposition 6 we obtain the following orthonormal nonzero eigendecomposition for A ℓk A ⊤ ℓk .
Theorem 1.
With the above definitions, the matrix A ℓk;B A ⊤ ℓk;B admits the orthonormal nonzero eigendecomposition
6 Computing the entries of the matrices W and W A
In this section we give a concrete description of the entries of matrices W and H, using the orthonormal nonzero eigendecomposition of the matrices AA ⊤ .
Theorem 2. Let u ∈ U ℓ;B , v ∈ V ℓ,k;B . Moreover, with notation of Definition 14, let P = P (u, v) and Q = Q(u, v). Then the entry W ℓ,k;B (u, v), the Moore-Penrose pseudoinverse of A, is given as below
Proof. Using Lemma 5, We have
Thus setting
we obtain
By definition of the matrices D, E and Λ, we have
Thus by (4),
By (30) we provide
Thus, we have
The matrix H ℓ,k;B := W ℓ,k;B A ℓ,k;B is a symmetric idempotent matrix, the sum of entries of any of whose rows (columns) equals 1. Furthermore, for any u, w ∈ U ℓ;B , the entry H ℓ,k;B (u, w) is given as below, where by using Definition 14, P = P (u, w) and
Proof. It is easily seen that H is a symmetric idempotent matrix (This is in fact implicit in the proof of Lemma 5 . Before proving that the sum of entries of each row (columns) of H equals 1, we need some notations. Let j = [1, 1, . . . , 1] ⊤ and e 1 = [1, 0, 0, . . . , 0] ⊤ be vectors of appropriate sizes. We let x ℓk0 = x ℓk0 gg...g and z ℓk0 = z ℓk0 gg...g . As define earlier the columns of Q are vectors be the first column of Q and we denote the corresponding eigenvalue (S ℓ−k (B)) by λ 1 .
We want to prove that
first note that z ℓk0 = j, hence Aj = Az ℓk0 = x ℓk0 (by Proposition 5, part (i)). Since,
x ℓk0 is the first row of Q ⊤ and since, the rows of Q ⊤ are pairwise orthogonal, we have Q ⊤ x ℓk0 = x ℓk0 e 1 . So, we have Now, considering the fact that the inner summation is exactly S ℓ−k (B(G)), we obtain (34). 
