Blow up analysis for a cosmic strings equation by Tarantello, Gabriella
ar
X
iv
:1
50
6.
02
01
8v
1 
 [m
ath
.A
P]
  5
 Ju
n 2
01
5
Blow-up analysis for a cosmic strings equation
Gabriella Tarantello ∗†
March 14, 2018
1 Abstract
In this paper we develop a blow-up analysis for solutions of an elliptic PDE of Liouville
type over the plane. Such solutions describe the behavior of cosmic strings (parallel in a
given direction) for a W-boson model coupled with Einstein’s equation. We show how the
blow-up behavior of the solutions is characterized, according to the physical parameters
involved, by new and surprising phenomena. For example in some cases, after a suitable
scaling, the blow-up profile of the solution is described in terms of an equations that bares
a geometrical meaning in the context of the ”uniformization” of the Riemann sphere with
conical singularities.
2 Introduction
In this paper, we focus on the blow-up analysis for soluions of a Liouville type equation
describing the behavior of selfgravitating cosmic strings for a massive W-boson model coupled
with Einstein’s equation, introduced in [1]. More precisely, for the model in [1], it is possible
to use Einstein’s equation together with a suitable ansatz, in order to reduce the analysis
of the corresponding selfgravitating cosmic string located at the origin and parallel to the
x3-direction to the study of the following elliptic problem:

−∆u = eau + |x|2N eu in R2,∫
R2
(
eau + |x|2N eu
)
<∞,
(2.1)
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with a > 0 a physical parameter and N ∈ N the string’s multiplicity, see [1], [54] and [43] for
details.
For a solution u of (2.1) the value,
β :=
1
2π
∫
R2
(
eau + |x|2N eu
)
(2.2)
relates to the (finite) string’s energy, and our main concern will be to identify the (sharp)
range of β’ s for which problem (2.1)-(2.2) is solvable. We mention that some existence results
concerning (2.1) are contained in [9], [10], [54] and [11].
Here, we shall build our investigation upon the work in [43, 44], where the authors characterize
completely the radial solvability of (2.1)-(2.2).
To be more specific we observe that, (as shown in [11] and [22]), every solution u of (2.1) and
(2.2) satisfies:
− β log (|x|+ 1)− C ≤ u(x) ≤ −β log (|x|+ 1) + C, (2.3)
r∂ru→ −β , ∂ϑu→ 0 as r → +∞, (2.4)
with suitable C > 0 (depending on u), and (r, ϑ) the polar coordinates in R2. Thus, from
(2.3) we find that,
β =
1
2π
∫
R2
(
eau + |x|2N eu
)
> max
{
2
a
, 2(N + 1)
}
. (2.5)
The two values on the right hand side of (2.5) coincide for a =
1
N + 1
, and in this case , the
equation in (2.1) acquires the following scaling invariance property:
u(x)→ uλ(x) := u(λx) + 2(N + 1) log λ = u(λx) + 2
a
log λ, (2.6)
for every λ > 0.
In turn, as shown in [11], one can use a Pohozaev’s type inequality (in the usual way) to find
that, for problem (2.1) the following holds:
if a =
1
N + 1
then
1
2π
∫
R2
(
eau + |x|2N eu
)
= 4(N + 1)
(
=
4
a
)
. (2.7)
Furthermore, for a =
1
N + 1
, problem (2.1) gains an additional invariance with respect to
involution, and such an invariance property is inherited by the corresponding solution. This
fact is shown in [11] ( after the approach of [42]) together with other relevant facts about the
solutions of (2.1).
To justify the nature of the values β = 4(N + 1) and β =
4
a
, we recall that for the Liouville
type equation: 

−∆u = |x|2N ebu in R2,∫
R2
|x|2N ebu < +∞,
(2.8)
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with N > −1 and b > 0, all solutions are explicitly identified and they satisfy:
1
2π
∫
R2
|x|2N ebu = 4(N + 1)
b
,
see [22, 23, 42, 48]. In particular:
if b = 1, then
1
2π
∫
R2
|x|2N eu = 4(N + 1), (2.9)
while,
if b = a and N = 0, then
1
2π
∫
R2
eau =
4
a
. (2.10)
In fact, when 0 < a 6= 1
N + 1
, then, under either one of the scaling indicated in (2.6), problem
(2.1) can be interpreted as a ’perturbation’ of (2.8) respectively with b = a and N = 0, or
with b = 1.
Also notice that for a = 1 problem (2.1) reduces to a much studied equation in the context
of the assigned Gauss curvature problem in R2. In this respect, many interesting results
have been established especially in the radial case, see for example [37], [21], [13], [?], [5] and
references therein.
Therefore, for problem (2.1), the true interesting and novel case to investigate occurs when
0 < a 6= 1
N + 1
and a 6= 1. (2.11)
To this purpose, we observe that if u saisfies (2.1)- (2.2), then by virtue of (2.3), it is possible
to derive the following Pohozaev’s identity:
2N
∫
R2
|x|2N eudx+ 2
(
1
a
− 1
)∫
R2
eaudx = πβ(β − 4), (2.12)
see [11] for details, and as a consequence we obtain:
1
2π
∫
R2
|x|2N eu = β(4− aβ)
4[1− a(N + 1)] and
1
2π
∫
R2
eau =
aβ(β − 4(N + 1))
4[1 − a(N + 1)] . (2.13)
Therefore, from (2.13) we find the following additional necessary condition for the solvability
of (2.1)–(2.2):
β ∈ (min {4/a, 4(N + 1)} ,max {4/a, 4(N + 1)}) . (2.14)
At this point, it is natural to ask whether (2.5) and (2.14) are also sufficient for the solvability
of (2.1).
A complete answer to this question has been provided by Poliakovsky and Tarantello [43] in
the context of radially symmetric solutions. See also [44] where the same authors deal with
a general class of ’cooperative’ systems of Liouville type which include (2.1) as a degenerate
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case. In the context of Liouville systems, we mention also the related results contained in
[24], [13], [12], [38], [39], [35], [45] and [46], which have motivated the work in [44].
From [43] and [44] we know the following:
Theorem 2.1 (Theorem 1.1, [43], Theorem 5.1, [44]). Let N > −1 and 0 < a 6= 1
N + 1
,
then problem (2.1)–(2.2) admits a radial solution if and only if:
β ∈
(
max
{
4(N + 1),
4
a
− 4(N + 1)
}
,
4
a
)
when 0 < a <
1
N + 1
, (2.15)
and,
β ∈
(
max
{
4
a
, 4(N + 1)− 4
a
}
, 4(N + 1)
)
when a >
1
N + 1
. (2.16)
Furthermore for any β satisfying (2.15) or (2.16) the corresponding radial solution of (2.1)–
(2.2) is unique and nondegenerate.
By comparing (2.15) and (2.16) with (2.14), we see that,
if
1
2(N + 1)
≤ a 6= 1
N + 1
≤ 2
N + 1
then (2.1)− (2.2) is solvable iff (2.14) holds. (2.17)
Furthermore, for N ∈ (−1, 0] all solutions of (2.1) are necessarily radially symmetric (see
Theorem 1.4.1 in [32]), and therefore Theorem 2.1 also provides a complete answer to the
question of solvability of (2.1)-(2.2) in this case.
On the other hand for N > 0, we know from [43] that (2.1) admits also non-radial solutions.
Thus, it becomes an interesting issue to investigate whether or not the existence interval
specified in (2.15) or (2.16) remains ’sharp’, also for 0 < a <
1
2(N + 1)
or a >
2
N + 1
and
when we take into account also (possible) non radial solutions.
To contribute in this direction, we develop a general blow–up analysis for problem (2.1), with
the goal to detect (as limits) the sharp bounds on the β’s which allow for the solvability of
problem (2.1)–(2.2), beyond the radial situation.
In this respect, we recall that the (existence) intervals specified in (2.15) and (2.16), have
been identified in [43] via a blow–up argument applied to solutions of the radial ’Initial Value
Problem’ corresponding to equation (2.1), when the initial datum tends to +∞ (blow–up) or
to −∞ (blow–down), see [43] for details.
Furthermore, we hope that the understanding of the blow–up behaviour of solutions to (2.1)
may help (via a degree argument) to find more general strings located at different points
other than those treated here, which are just superimposed at the origin.
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Thus, the main focus of this paper will be to analyse a solution sequence {uk} satisfying:

−∆uk = eauk + |x|2N euk in R2,
βk =
1
2π
∫
R2
(
eauk + |x|2N euk
)
dx,
(2.18)
such that,
βk → β∞ as k → +∞. (2.19)
Furthermore, to express the fact that we cannot pass to the limit along uk, we assume the
following,
sup
|x|<R
uk → +∞ or sup
|x|≥R
(uk + βk log |x|)→ +∞, as k → +∞. (2.20)
for some R > 0.
Indeed, we shall see that condition (2.20) does imply that ”blow-up” or ”vanishing” occurs
for uk.
We aim to prove that this situation can occur only for specific ”limiting” values of β∞ in
(2.19), which should give an indication about the range of β in (2.2) for which (2.1) is solvable,
or else about the nature of possible non-radial solutions.
Notice that, from (2.5) and (2.14), we know already that β∞ must satisfy:
β∞ ≥ max
{
2
a
, 2(N + 1)
}
(2.21)
and
min
{
4
a
, 4(N + 1)
}
≤ β∞ ≤ max
{
4
a
, 4(N + 1)
}
. (2.22)
Clearly, the inequality (2.21) confirms the fact that we need to distinguish between the cases:
0 < a <
1
N + 1
and a >
1
N + 1
. (2.23)
Since the lower bounds of β∞ given in (2.21) and (2.22) coincide exactly when
a =
1
2(N + 1)
and a =
2
N + 1
we can anticipate that also those values will play a role in the bolw-up analysis discussed
below.
On the basis of a suitable Harnack type inequality, we obtain the following property which
describes a typical behaviour for solutions of Liouville-type equations subject to blow-up.
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Proposition 2.2. Let N > −1 and assume (2.11). If {uk} is a sequence of solutions satis-
fying (2.18), (2.19) and (2.20), then
either (blow-up)
∃ R0 > 0 : sup
BR0
uk → +∞ as k →∞, (2.24)
or (vanishing)
sup
BR
uk → −∞ as k →∞, ∀ R > 0. (2.25)
We start to discuss the case: 0 < a <
1
N + 1
, where we provide rather complete results as
follows:
Theorem 2.3. Let N > 0 and 0 < a <
1
N + 1
. If {uk} satisfies (2.18), (2.19) and if (2.24)
holds then,
β∞ = max
{
4(N + 1),
4
a
− 4(N + 1)
}
. (2.26)
Clearly, (2.26) is consistent with (2.15).
On the other hand, when (2.25) holds we obtain:
Theorem 2.4. Let N > 0 and 0 < a <
1
N + 1
. Assume that {uk} satisfies (2.18), (2.19),
(2.20) and (2.25), then we have:
i) If 0 < N < 1 then β∞ = 4a .
ii) If N ≥ 1 then either β∞ = 4a or β∞ takes either one of the following values:
β∞ =
2
a
(
1 +
√
1− 4am(1− a(N + 1))
)
, with m ∈ N : 2 ≤ m < N + 1 or m = N + 1,
(2.27)
β∞ =
2
a
√(
1− 2(m− 1)(1 − a(N + 1))
N
)2
+
4(m− 1)ma
N
(1− a(N + 1))
+
2
a
(
1− 2(m− 1)(1− a(N + 1))
N
) (2.28)
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with m ∈ N : 2 ≤ m ≤ 1 + 12a
(√
(1− a(N + 1))2 + Na1−a − (1− a(N + 1)
)
and in this
case a > aN (defined in (6.83) below).
We refer to Theorem 6.5 for a more detailed statement.
Remark 2.5. We suspect that it should be possible to rule out alternative (2.28), in the sense
that it can occur only for m = 1 in order to account for the value: β∞ = 4a .
On the contrary, (2.27) seems very likely to occur for the remaining values of m = 2, ...., N+1.
Indeed the expression of β∞ in (2.27) is smaller than 4a and it is decreasing with respect to
m with least value at β∞ = max
{
4(N + 1) 4a − 4(N + 1)
}
, attained for m = N + 1.
Even more interestingly, we point out that, (2.27) relates the blow–up behaviour of uk to a
”singular” Liouville equation in the plane (see (6.63)) that bears a geometrical meaning in
the context of the uniformization of Riemann surfaces with conical singularities, see [25].
In other words, with (2.27) we express an interesting connection between a possible blow–up
profile of uk and the existence of a conformal metric on the Riemann sphere with constant
curvature equal to one and assigned conical singularities. For a detailed discussion of this
aspect, we refer to the proof of Theorem 6.5 in Sction 5. By the well known uniqueness and
non degeneracy properties of solutions of (6.63), see [40], and the advanced ”perturbation”
techniques available in literature (see e.g. [8], [9], [15], [16], [27]and [26]) it should be possible
to exhibit explicit examples of solution sequences of (2.18), (2.19) which satisfies (2.20) and
whose blow-up behaviour is characterised by (2.27).
In case a >
1
N + 1
we prove the following:
Theorem 2.6. Let N > 0 and 1N+1 < a < 1. If {uk} satisfies (2.18), (2.19) and (2.20) and
if (2.25) holds, then we have:
β∞ = 4(N + 1). (2.29)
Alternatively, when blow-up occurs, in the sense that (2.24) holds, we prove the following:
Theorem 2.7. Let N > 0 and 1N+1 < a < 1. Assume that {uk} satisfies (2.18), (2.19) and
(2.24), then we have:
i) If 0 < N < 1 then β∞ = 4a .
ii) If N ≥ 1 and 1N+1 < a 6= 1 ≤ 2N+1 then β∞ = 4a or it satisfies one of the following :
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β∞ =
2
a
(
1 +
√
1− 4am(1− a(N + 1))
)
, with a ∈
(
1
N + 1
,
1
2
)
and m ∈ N : 2 ≤ m ≤ N + 1
(2.30)
β∞ =
m∑
j=1
βj ,
m∑
j=1
β2j =
β∞(4N − (1− a)β∞)
a(N + 1)− 1 with βj ∈
[
4,
4
a
]
,
max
j=1,...,m
βj ≥ 2
a
and m ∈ N : 2 ≤ m ≤ N + 1−max
{
0,
1− 2a
2a
} (2.31)
In particular, the value β∞ = 4(N +1) can be attained only if N ∈ N and m = N +1 in
(2.30) (when a ∈ (0, 12)) or in (2.31) (when a ≥ 12).
iii) if N > 1 and 2N+1 < a < 1 then β
∞ ≥ 2(N +1) and β∞ is given by either one of (2.30)
and (2.31) or it satisfies:
2(N + 1) ≤ β∞ ≤ 4(N + 1)− 4
a
. (2.32)
We observe that, if N ∈ (0, 1) and 0 < a 6= 1N+1 < 1 then the values of β∞ as given above,
identify exactly the end points of the (sharp) interval range of β for the radial solvability of
(2.1), as specified in Theorem 2.1. Thus in this case, it is reasonable to expect that actually
uk is itself radially symmetric (for large k). The issue of radial symmetry for solutions of
(2.1) has been addressed in [50], where in particular (by following [5]), it is shown that also
for N = 1 we have: β∞ = 4a .
Remark 2.8. As already mentioned, the value β∞ in (2.30) arises in connection with the
existence of a conformal metric on the Riemann sphere with constant curvature equal to one
and assigned conical singularities. But in this case, one of the conical angle is larger than
2π, and in view of the work in [51], [52], [40], [28], [29],[30],[31], [53], [20], this feature may
induce geometrical obstructions such to prevent the accurance of (2.30). On the contrary in
Section 6 we give an explicit example of a solution sequence that admits the blow-up behaviour
described in (2.31). Furthermore, in the given example, all the βj ’s coincide and are explicitly
identified, and we suspect that this is the only possible instance which gives rise to (2.31)
Finally, concerning the case a > 1, we face a much more delicate situation whose detailed
analysis requires further investigation to be pursued in the future. For the moment we point
out the following:
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Theorem 2.9. Let N > 0 and a > 1. Assume that {uk} satisfies (2.18), (2.19) and (2.24),
then we have:
i) If 0 < N < 1 and 1 < a ≤ 2N+1 then β∞ = 4a .
ii) If a > max
{
1, 2N+1
}
then (2.32) holds.
Even more intricate is the case when a > 1 and (2.25) holds, where we have:
Theorem 2.10. Let N > 0 and a > 1. Assume that {uk} satisfies (2.18), (2.19), (2.20) and
(2.25), then we have:
i) If 0 < N < 1 and 1 < a ≤ 2N+1 then β∞ = 4a or β∞ = 4(N + 1).
ii) If a > max
{
1, 2N+1
}
then β∞ = 4(N + 1) or β∞ satisfies (2.32) unless it takes one of
the following values:
β∞ = 2
(
N + 1 +
√
(N + 1)2 +
4m
a2
(1− a(N + 1))
)
, with m ∈ N and a > 2; (2.33)
β∞ satisfies (2.31) with βj ∈
[
4
a
, 4
]
, max
j=1,...,m
βj ≥ 2 and 2 ≤ m ≤ a(N+1)−max
{
0,
a− 2
2
}
.
Remark 2.11. Again we observe that, (2.33) occurs in connection with the existence of a
conformal Riemann sphere with conical singularities and constant curvature equal to one. In
view of the comments in Remark 2.5 we suspect that actually (2.33) can occur only for m = 1,
in account of the value: β∞ = 4(N + 1)− 4a .
In connection with Remark 2.11, or more generally with the condition (2.32), we recall that
a radial solution u of (2.1) satisfies the necessary conditions:
1
2π
∫
R2
|x|2N eu < 4(N + 1) and 1
2π
∫
R2
eau <
4
a
, (2.34)
see [44].
Therefore, for radial uk we can use (2.13) together with (2.34) and obtain,
β∞ ≥ 4
a
− 4(N + 1) for 0 < a < 12(N+1) (2.35)
β∞ ≥ 4(N + 1)− 4
a
for a > 2(N+1) .
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Consequently, for radial uk, the condition (2.32) just turns into the following identity: β
∞ =
4(N + 1)− 4
a
, and similarly we check that indeed (2.33) can hold only with m = 1.
Consistently, we point out that, the other alternatives for β∞ indicated above do occur in
account of the (possible) non–radial features of uk.
Remark 2.12. It is an interesting open problem to see whether (2.34) remains valid also for
non–radial solutions. If so, one obtains (as for radial solutions) that the statements of the
results above should be improved accordingly.
Next, we proceed to interpret the above results in terms of blow–up sets. To this purpose,
for a solution uk of (2.18), we define (via Kelvin transformation) the function:
uˆk(x) := uk
(
x
|x|2
)
+ βk log
1
|x| .
By virtue of (2.3), uˆk is well defined in R
2 and satisfies:

−∆uˆk = 1|x|2(N+2)−βk
euˆk +
1
|x|4−aβk e
auˆk =: fˆk in R
2
1
2π
∫
R2
(
1
|x|2(N+2)−βk
euˆk +
1
|x|4−aβk e
auˆk
)
=
1
2π
∫
R2
(
|x|2N euk + eauk
)
= βk.
(2.36)
By using the standard definition of blow-up point, as given by Brezis–Merle in [7] (see Defi-
nition 4.1 below), we may consider the (possibly empty) blow–up set of {uk}, and denote it
by S. Analogously, we denote by Sˆ the (possibly empty) blow–up set of {uˆk}.
Remark 2.13. The condition (2.20) simply states that,
S ∪ Sˆ 6= ∅, (2.37)
and in particular it implies that, if S = ∅ then Sˆ = {0}. Notice also that if z0 ∈ S and z0 6= 0
then
z0
|z0|2
∈ Sˆ
We point out that in order to develop a blow–up analysis for problem (2.36) around the origin
(in the spirit of [7], [6], [36] and [4]) one needs to require that:
β∞ > max
{
2
a
, 2(N + 1)
}
.
In account of (2.21), we shall indicate in Lemma 4.21 how to deal with the situation where
β = max
{
2
a , 2(N + 1)
}
.
Furthermore, if 0 < a < 1 then we shall show that in most cases we have: S = {0} and/or
Sˆ = {0}. But for a > 1, this should not be expected any longer, since now the first term in
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the right hand side of (2.18) overpowers the second one, and so the role of the origin becomes
irrelevant.
More precisely, we establish the following:
Theorem 2.14. Let N > 0 and assume (2.11). Suppose that uk satisfies (2.18), (2.19) and
its blow–up set S 6= ∅. We have:
i) for 0 < a < 1 then for S one of the following alternatives holds :
• S = {0}.
• N ∈ N and S is formed by the vertices of a (N + 1)-regular polygon, namely in
complex notation: S = {z1, ..., zN+1} ⊂ R2 \ {0}, with
zN+1k = ξ0, k = 1, ..., N + 1, (2.38)
and ξ0 = (−1)Nz1 · ... · zN+1.
• In case 0 ∈ S and S \ {0} 6= ∅ then N > 2, 2
N
< a < 1 and β∞ = 2(N + 1 +m),
where m is the number of points in S \ {0} and it satisfies: 1 ≤ m < N +1− 2a . In
particular, 2(N + 1) < β∞ ≤ 4(N + 1)− 4a , in this case.
ii) For a > 1 then S = {z0}, for some z0 ∈ R2.
To understand the nature of alternative (2.38), one should compare it with the blow-up be-
haviour exhibited by solutions of (2.8) and described in Remark 3.1 below. Thus, alternative
(2.38) indicates the possibility that an analogous blow-up behaviour could be attained also
by solutions of (2.1).
In addition we have:
Proposition 2.15. Let N > 0 and assume (2.11). If uk satisfies (2.18), (2.19) and (2.20)
we have:
i) for 0 < a <
1
2(N + 1)
or a > max
{
1,
2
N + 1
}
, then necessarily 0 ∈ Sˆ.
ii) for
1
2(N + 1)
< a 6= 1
N + 1
<
2
N + 1
and S 6= ∅ then 0 /∈ Sˆ.
We conclude with the observation that the blow–up analysis for solutions of (2.18), becomes
most delicate when we deal with the situation described in part i) of Proposition 2.15.
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This paper is organised as follows, in Section 3 we introduce some general tools useful for
the blow-up analysis developed in Section 4 and 5. In particular, in Section 5 we investigate
the nature of the blow-up sets S and Sˆ . The remaining Sections 6, 7, and 8 are devoted to
establish the results stated above respectively in the cases: 0 < a < 1N+1 ,
1
N+1 < a < 1 and
a > 1.
Acknowledgement: We wish to express our gratitude to Roberto Tauraso and Carlo Pagano
for their insight in the proof of Theorem 5.8.
3 Useful facts
As well known (see [22], [23], [42] and also [48]), for b > 0 and N > −1 every solution of the
following problem:


−∆w = |x|2N ebw in R2,∫
R2
|x|2N ebw < +∞,
(3.1)
takes (in complex notations) the form:
w(z) = log

 8(N + 1)2µ
b
(
1 + µ |zN+1 − c|2
)2


1/b
(3.2)
where µ > 0, c ∈ C and c = 0 when N /∈ N ∪ {0} .
In particular we have,
1
2π
∫
R2
|x|2N ebw = 4(N + 1)
b
. (3.3)
Remark 3.1. When N ∈ N, we see that the solution w = wµ given in (3.2) with c 6= 0, is
not radially symmetric and actually it ’concentrates’ exactly at the (N + 1)−roots of c ∈ C
as µ → +∞. We should keep this fact in mind in order to justify the statement (i) in
Theorem 5.8 established in the sequel.
For the more general Liouville type equation:


−∆u = eau + |x|2N eu in R2∫
R2
eau + |x|2N eu dx <∞
(3.4)
a classification results of the type (3.2) is not available, however analogous qualitative infor-
mations about the solution are available as follows.
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Proposition 3.2. Let u be a solution of (3.4) with
β =
1
2π
∫
R2
(
eau + |x|2N eu
)
dx. (3.5)
Then the following estimates hold:
(i)
− β log(|x|+ 1)− C ≤ u(x) ≤ −β log(|x|+ 1) +C in R2 (3.6)
with a suitable constant C = C(a, β, u(0), N) > 0, and
rur → −β and uϑ → 0 as r → +∞, (3.7)
with (r, ϑ) the polar coordinates in R2.
In particular,
β > max
{
2(N + 1),
2
a
}
. (3.8)
(ii) Green’s representation formula: for any x, x ∈ R2
(a)
u(x)− u(x) = 1
2π
∫
R2
log
( |x− y|
|x− y|
)(
|y|2N eu(y) + eau(y)
)
dy, (3.9)
(b)
∇u(x) = − 1
2π
∫
R2
x− y
|x− y|2
(
|y|2N eu(y) + eau(y)
)
dy. (3.10)
The above results follow as in [22], and details may be found in [11] or [32].
We also mention the following useful local identity of Pohozaev’s type:
Theorem 3.3 (Pohozaev’s identity). Let N > −1 and u be a solution of (3.4). Then for
any r > 0 the following identity holds:
r
∫
∂Br
(
|∇u|2
2
− (ν · ∇u)2
)
dσ
=
r
a
∫
∂Br
eaudσ + r2N+1
∫
∂Br
eudσ − 2
a
∫
Br
eau − 2(N + 1)
∫
Br
|x|2N eu
(3.11)
with ν is the outward normal vector to ∂Br.
Identity (3.11) follows in the usual way, and it has been derived in [11] in case N ≥ 0, while
in [32] it has been shown how to extend it for the more general case N > −1.
Actually the asymptotic estimates (3.6) and (3.7) allow one to pass to the limit in (3.11) as
r →∞ and obtain:
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Corollary 3.4. Let u be a solution of (3.4) with β = 12pi
∫
R2
(
eau + |x|2N eu
)
. Then
2N
∫
R2
|x|2N eudx+ 2
(
1
a
− 1
)∫
R2
eaudx = πβ(β − 4).
In particular,
if a 6= 1
N + 1
, then
1
2π
∫
R2
|x|2N eu = β(4− aβ)
4[1 − a(N + 1)] ,
and
1
2π
∫
R2
eau =
aβ(β − 4(N + 1))
4[1 − a(N + 1)]
(3.12)
if a =
1
N + 1
, then β = 4(N + 1)(=
4
a
). (3.13)
Remark 3.5. From (3.12) it follows that, for a 6= 1N+1 a necessary condition for the solv-
ability of (3.4)-(3.5) is given by:
min
{
4(N + 1),
4
a
}
< β < max
{
4(N + 1),
4
a
}
, (3.14)
which must hold together with (3.8). Since (3.14) implies (3.8) exactly when
1
2(N + 1)
≤ a 6= 1
N + 1
≤ 2
N + 1
. (3.15)
from Theorem 1.1 (see [43], [44]), we know that when (3.15) holds, then (3.14) gives a
necessary and sufficient condition for the solvability of (3.4)-(3.5).
4 Local blow–up analysis
As discussed above, we shall assume that,
N > −1, 0 < a 6= 1
N + 1
and a 6= 1. (4.1)
unless is otherwise specified.
Let uk satisfy: 

−∆uk = eauk + |x|2N euk =: fk
βk :=
1
2pi
∫
R2
(
eauk + |x|2N euk
)
dx.
(4.2)
so that from (3.8) and (3.14) we have,
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βk > max
{
2
a
, 2(N + 1)
}
and min
{
4
a
, 4(N + 1)
}
< βk < max
{
4
a
, 4(N + 1)
}
.
Therefore, by taking a subsequence if necessary, we can always suppose that,
βk → β∞ := β as k → +∞, (4.3)
with
β ≥ max
{
2
a
, 2(N + 1)
}
and min
{
4
a
, 4(N + 1)
}
≤ β ≤ max
{
4
a
, 4(N + 1)
}
. (4.4)
Furthermore, from (3.12) we also know that,
lim
k→∞
1
2π
∫
R2
|x|2N euk = β(4 − aβ)
4[1− a(N + 1)] and limk→∞
1
2π
∫
R2
eauk =
aβ(β − 4(N + 1))
4[1− a(N + 1)] . (4.5)
As in [7], we give the following notion of blow–up point:
Definition 4.1. A point x0 is called a blow–up point for uk if there exists a sequence {xk} ⊂
R
2: xk → x0 and uk(xk)→ +∞.
Proposition 4.2. If uk satisfies (4.2), (4.3), then its blow–up set S may contain only a finite
number of points. Furthermore, for every x0 ∈ S,
β(x0) := lim
r→0
lim inf
k→+∞
(
1
2π
∫
Br(x0)
fk(x)dx
)
≥ min
{
2(N− + 1),
2
a
}
, (4.6)
with N− = min {0, N}. In particular, for N ≥ 0 we have: β(x0) ≥ 2max{a,1}
In order to establish (4.6) we recall the following well known fact established first in [7] (see
e.g. Lemma 5.2.1 of [49]), which here we state in a form suitable for our purposes:
Lemma 4.3. Let Ω ⊂ R2 be a bounded open set and let uk satisfy:

−∆uk = fk ∈ L1(Ω)
lim sup
k→∞
(‖u+k ‖L1(Ω) + ‖fk‖L1(Ω)) < +∞ (4.7)
For every,
0 < p <
(
1
4π
lim sup
k→∞
‖fk‖L1(Ω)
)−1
,
there exists a constant Cp > 0 such that:∫
Ω
epuk ≤ Cp
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Remark 4.4. In order to use Lemma 4.3 for uk satisfying (4.2) (or for uˆk defined in (4.28)
below), we point out that, if the following condition holds:
∫
Ω
Wke
auk +
∫
Ω
1
W qk
≤ C0,
with q > 0, a > 0, Wk ≥ 0 and C0 > 0; then we may derive that, ‖u+k ‖L1(Ω) ≤ C, with a
suitable constant C > 0, (see the estimate (5.3.6.) in [49]).
Actually the above condition will be useful also for ”scaled” versions of uk.
Proof: (of Proposition 4.2) To establish (4.6), we observe that, if Ω ⊂ R2 and fk := eauk +
|x|2Neuk satisfy:
lim sup
k→+∞
1
2π
∫
Ω
fk(x)dx < min
{
2(N− + 1),
2
a
}
,
then, on the basis of Remark 4.4, we can apply Lemma 4.3 to uk in Ω. Thus we obtain that,
fk is uniformly bounded in L
p(Ω), for suitable p > 1, and by standard elliptic regularity
theory, we conclude that u+k is uniformly bounded in L
∞
loc(Ω). Therefore Ω cannot contain
any blow–up point of uk in this case. Consequently, for x0 ∈ S then necessarily (4.6) must
hold, and in view of (4.3), the set S must be finite.
We show next how to improve (4.6) on the basis of a suitable Alexandrov Bol’s inequality
(see [2], Theorem 6.4 in [47]), which in particular implies the following:
Theorem 4.5. Let Ω ⊂ R2 be a bounded domain with smooth boundary ∂Ω. If p ∈ C2(Ω) ∩
C0(Ω) satisfies
−∆logp ≤ p in Ω, (4.8)
and Σ :=
∫
Ω
p(x)dx < 8π, then we have:
max
Ω
p ≤
(
1− Σ
8π
)−2
max
∂Ω
p. (4.9)
See [47] for a proof.
Proposition 4.6. Suppose that {uk} sastifies (4.2), with N ≥ 1. If x0 ∈ S then for β(x0)
in (4.6) there holds:
β(x0) ≥ 4
max {1, a} (4.10)
The estimate (4.10) will be a consequence of the following lemma which is of independent
interest.
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Lemma 4.7. Under the assumption of Proposition 4.6, let ηk = max {1, a}
(
eauk + |x|2N euk
)
then
−∆ log ηk ≤ ηk. (4.11)
Proof: Set,
Vk(x) = |x|2N e(1−a)uk (4.12)
and
ξk(x) := uk(x) +
1
a
log (1 + Vk(x)) , (4.13)
so that
−∆uk = (1 + Vk(x)) eauk = eaξk . (4.14)
In order to compute ∆ξk, we observe that,
∆ log (1 + Vk(x)) =
∆Vk(x)
1 + Vk(x)
− |∇Vk(x)|
2
(1 + Vk(x))
2 , (4.15)
and
∆Vk = (1− a)Vk(x)∆uk + |∇Vk(x)|
2
Vk(x)
(4.16)
Using (4.16) in (4.15) we get:
∆ log (1 + Vk(x)) =
(
(1− a)Vk(x)
1 + Vk(x)
)
∆uk +
|∇Vk(x)|2
Vk(x) (1 + Vk(x))
2 . (4.17)
Therefore from (4.13) and (4.17) we obtain,
−∆ξk = −∆uk
(
a+ Vk(x)
a (1 + Vk(x))
)
− |∇Vk(x)|
2
aVk(x) (1 + Vk(x))
2
≤ eaξk
(
a+ Vk(x)
a (1 + Vk(x))
)
, in R2.
(4.18)
Observe that, in case a ∈ (0, 1], then from (4.18) we find,
−∆ξk ≤ 1
a
(
a+ Vk(x)
1 + Vk(x)
)
eaξk ≤ 1
a
eaξk . (4.19)
Consequently, in this case we have: ηk := e
aξk and it satisfies:
−∆ log ηk ≤ ηk, (4.20)
and (4.11) is established.
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On the other hand, for a > 1, the previous computations yields to,
−∆ξk ≤
(
1 + 1aVk(x)
1 + Vk(x)
)
eaξk ≤ eaξk ,
and the desired conclusion follows for ηk = e
aξk+log a.
Proof of Proposition 4.6 For 0 < a ≤ 1 we can apply Theorem 4.5 to ηk in Bδ(x0) with
x0 ∈ S and δ > 0 sufficiently small, so that S ∩ Bδ(x0) = {x0}. Hence, max∂Bδ(x0) uk ≤ C
and as a consequence, max∂Bδ(x0) ηk ≤ C. Thus if by contradiction we suppose that,
lim sup
k→+∞
1
2π
∫
Bδ(x0)
ηk < 4,
then from (4.9) we would find that maxBδ/2(x0) ηk ≤ C, in contradiction with the fact that
x0 ∈ S.
Hence β(x0) ≥ 4, and (4.10) is established for a ∈ (0, 1].
For a > 1, the argument above applies to ηk = e
aξk+log a and it yields to the following:
aβ(x0) := lim
δ→0+
lim inf
k→+∞
a
2π
∫
Bδ(x0)
eaξk ≥ 4.
and so (4.10) is established also for a > 1. ✷
Remark 4.8. Actually, by using a sharper version of Theorem 4.5 where (4.8) is assumed
only in the sense of distributions, it is possible to obtain an analogous improvement of (4.6)
for any N > −1. We refer to [3] for details.
Next, we establish uniform estimates for uk, away from the blow–up set.
Proposition 4.9. Let {uk} be a sequence of solution for (4.2), (4.3), and let S (possibly
empty) be its blow–up set. For any compact set K ⊂ R2 \ S there exists C = C(K) > 0 such
that,
max
K
uk −min
K
uk ≤ C. (4.21)
Proof:We shall discuss the more delicate case where S 6= ∅, since for S = ∅ then (4.21) follows
by similar yet simpler arguments. For a compact set K ⊂ R2 \S, let δ = dist (K,S) > 0, and
set,
Nδ = Nδ(S) =
{
x ∈ R2 : dist (x, S) < δ
2
}
.
Furthermore, we take R > δ large enough, so that: K ∪ Nδ ⊂ BR and for x, x ∈ K we use
(3.9) to estimate:
|uk(x)− uk(x)| ≤ 1
2π
∫
R2
∣∣∣∣log |x− y||x− y|
∣∣∣∣ fk(y)dy ≤
1
2π
∫
Nδ
...+
1
2π
∫
B2R\Nδ
...+
1
2π
∫
{|x|≥2R}
=: I1,k + I2,k + I3,k.
(4.22)
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Since for y ∈ Nδ we have: ∣∣∣∣log |x− y||x− y|
∣∣∣∣ ≤ log 4Rδ ,
we find,
I1,k :=
1
2π
∫
Nδ
∣∣∣∣log |x− y||x− y|
∣∣∣∣ fk(y)dy ≤ log
(
4R
δ
)∫
R2
fk(y)dy ≤ C.
Here and in the following C > 0 denotes a constant whose value may change from line to
line, but is always independent of the specific points x and x.
For the second integral we note that supB2R\Nδ fk ≤ C and so:
I2,k :=
1
2π
∫
B2R
∣∣∣∣log |x− y||x− y|
∣∣∣∣ fk(y)dy ≤ C
∫
B2R\Nδ
∣∣∣∣log |x− y||x− y|
∣∣∣∣ dy
≤ C
(∫
B1(x)
...+
∫
B1(x)
...+
∫
B2R\(B1(x)∪B1(x))
)
≤ C
(∫
|x−y|<1
log
(
1
|x− y|
)
dy +
∫
|x−y|<1
log
(
1
|x− y|
)
dy +R2(logR+ 1)
)
≤ C.
(4.23)
Finally, since for any |y| ≥ 2R and x, x ∈ K ⊂ BR we have:∣∣∣∣log |x− y||x− y|
∣∣∣∣ ≤ log 4,
and we see that,
I3,k :=
1
2π
∫
|y|≥2R
∣∣∣∣log
( |x− y|
|x− y|
)∣∣∣∣ fk(y)dy ≤ log 42π
∫
|x|≥2R
fk ≤ C. (4.24)
and (4.21) follows.
To account for the blow–up behavior of uk near a given blow–up point, we start to recall the
blow–up analysis which is available in [7, 6, 36, 4] for a sequence of solutions {uk} satisfying:

−∆uk = |x|2αk Ukebuk + σk in Ω,∫
Ω
|x|2αk Ukebuk ≤ C,
max
∂Ω
uk −min
∂Ω
uk ≤ C,
(4.25)
where Ω ⊂ R2 is a regular open and bounded domain, and
αk → α > −1. (4.26)
In this context, we have:
19
Proposition 4.10. Let {uk} be a sequence of solutions for (4.25), so that (4.26) holds.
Suppose that,
σk ∈ Lp(Ω) and ‖σk‖Lp(Ω) ≤ C for some p > 1;
Uk ∈ C0,1(Ω) and 0 < a1 ≤ Uk(x) ≤ a2, |∇Uk(x)| ≤ A,∀x ∈ Ω.
Then along a subsequence (denoted the same way) only one of the following alternatives hold:
(i) {uk} is uniformly bounded in L∞loc(Ω);
(ii) sup
Ω′
uk → −∞, for every Ω′ ⊂⊂ Ω;
(iii) there exists a finite set S = {z1, ..., zm} ⊂ Ω, of blow–up points such that,
(a) sup
Ω′
uk → −∞, for every Ω′ ⊂⊂ Ω \ S,
(b) 12pi |x|2αk Ukebuk ⇀
m∑
j=1
β(zj)δzj weakly in the sense of measures in Ω,
with β(zj) =
4
b if zj 6= 0 and β(zj) = 4b (1 + α) if zj = 0, for some j ∈ {1, ...,m}..
Proof: See [7], [4], [48], [36].
Remark 4.11. By a direct inspection of the proof in [6] (see also (4.51) below), it is possible
to weaken the given assumption about ∇Uk around the origin as follows: Uk ∈ C0,1 (Ω \ {0}),
|∇Uk(x)| is uniformly bounded in L∞loc (Ω \ {0}) and limr→0 limk→+∞ supBr
|x · ∇Uk| = 0.
In particular the result above applies to a solutions sequence uk satisfying (4.1) and (4.2)
with a = 1 and N > −1. For this reason, in the following we may focus only to the case
where 0 < a 6= 1.
Corollary 4.12. Let {uk} satisfy (4.2), (4.3) and assume (4.1). Then Proposition 4.10
applies to uk considered on every open bounded set Ω ⊂ R2 \ {0}, or when Ω = Br, r > 0
and, a ∈
(
0,min
{
1, 1N+1
})
∪
(
max
{
1, 1N+1
}
,+∞
)
.
Furthermore, property (b) holds with β(zj) = 4(N + 1), when 0 < a < min
{
1, 1N+1
}
and
zj = 0, and with β(zj) =
4
max{1,a} , for j ∈ {1, ...,m}, in the other cases.
Proof: We only check the case N ≥ 0, as the case −1 < N < 0 follows in analogous way.
If 0 < a < 1 and Ω ⊂ R2 \ {0} then we easily check that we can apply Proposition 4.10 with
b = 1, Uk ≡ 1, αk = N and σk = eauk . We show next that the same holds for Ω = Br and
0 < a < 1N+1 . Indeed, we only need to check that e
auk is uniformly bounded in Lp(Ω) for a
suitable exponent p > 1. To this purpose we take 1 < p < 1a(N+1) , and use Holder inequality
to estimate:
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∫
Ω
eapuk =
∫
Ω
(
|x|2N euk
)ap 1
|x|2Nap dx
≤
(∫
Ω
|x|2N euk
)ap(∫
Ω
1
|x| 2Nap1−ap
)1−ap
≤ C
(∫
Ω
1
|x| 2Nap1−ap
)1−ap
≤ C.
(4.27)
Similarly, if a > 1 then we check that Proposition 4.10 applies for any bounded set Ω ⊂ R2,
with b = a, Uk ≡ 1, αk = 0 and σk = |x|2N euk .
By virtue of Corollary 4.12, (see also Remark 4.11) it remains to investigate the blow–
up behavior of uk only when blow–up occurs at the origin , and min
{
1, 1N+1
}
< a <
max
{
1, 1N+1
}
, N 6= 0.
As we shall see, a blow–up at the origin is the must likely situation to occur when S 6= ∅.
and 0 < a < 1
In order to account also for the behavior of uk at ∞, we use the Kelvin transform and define:
uˆk(x) = uk
(
x
|x|2
)
+ βklog
1
|x| . (4.28)
Observe that uˆk extends smoothly at the origin, (see estimate (3.6)), and satisfies:

−∆uˆk = 1|x|2(N+2)−βk e
uˆk + 1
|x|4−aβk
eauˆk = fˆk in R
2
1
2pi
∫
R2
(
1
|x|2(N+2)−βk
euˆk +
1
|x|4−aβk e
auˆk
)
=
1
2π
∫
R2
(
|x|2N euk + eauk
)
= βk.
(4.29)
As above, we define the blow–up set Sˆ for uˆk as given by
Sˆ = {xˆ0 : ∃ xˆk → xˆ0 and uˆ(xˆk)→ +∞} . (4.30)
Clearly Sˆ is also finite, and we have:
x0 ∈ S and x0 6= 0⇔ x0|x0|2
∈ Sˆ. (4.31)
Obviously, Proposition 4.9 applies to uˆk in any domain Ω ⊂ R2 \ {0}. Thus, in practice we
are left to investigate the blow–up behavior for uk and uˆk only when it occurs at the origin.
To this purpose, by arguing for uˆk as in Corollary 4.12, we already know the following:
Corollary 4.13. Let 0 6= N > −1 and min
{
1, 1N+1
}
< a ≤ max
{
1, 1N+1
}
. If uˆk in (4.28)
admits a blow–up point at the origin and β > max
{
2(N + 1), 2a
}
then for δ > 0 sufficiently
small,
1
2π
fˆk ⇀ β∞δ0 weakly in the sense of measures in Bδ,
with β∞ = 2β − 4max
{
N + 1, 1a
}
.
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Proof: We shall prove that, if N > 0 and 1N+1 < a < 1, then Proposition 4.10 applies to
uˆk with Uk ≡ 1, b = 1, αk = βk2 − (N + 2) → β2 − (N + 2) > −1 and σk = e
auˆk
|x|4−aβk
. While
for −1 < N < 0 and 1 < a < 1N+1 then the Proposition 4.10 applies with Uk ≡ 1, b = a,
αk = −(2− a2βk)→ −(2− a2β) > −1 and σk = e
uˆk
|x|2(N+2)−βk
. We discuss the first case only as
the second one follows similarly. Indeed, for r > 0 and
q =
{
1
2−a(N+1) for
1
N+1 < a ≤ 2N+2 ,
1
a for a >
2
N+2 ,
we take 1 < p < q and use Holder inequality to estimate
‖σk‖
p
Lp(Br)
=
∫
Br
(
euˆk
|x|
4
a
−βk
)ap
≤
(∫
Br
|x|βk−2(N+2) euˆk
)ap∫
Br
(
1
|x|
4
a
−2(N+2)
) ap
1−ap


1−ap
≤ C, (4.32)
for suitable C > 0.
Remark 4.14. Notice that the assumption: β > max
{
2
a , 2(N + 1)
}
in Corollary 4.13 is
rather ”natural” within the framework of the blow–up analysis developped in [7, 6, 36, 4]. On
the other hand, from (4.4), we can guarantee such assumption only when 12(N+1) < a 6= 1N+1 <
2
(N+1) . While in the other cases we can only ensure that: β ≥ max
{
2
a , 2(N + 1)
}
. However,
we shall show in Lemma 4.21 how to handle the situation where, β = max
{
2
a , 2(N + 1)
}
.
Actually, for 0 < a < 1N+1 we show that β =
2
a can occur only for a =
1
2(N+1) , see Lemma
6.3.
In the remaining cases not covered by Corollary 4.12 and Corollary 4.13 we shall describe
the blow–up behavior for uk or uˆk around the origin, by considering the following general
problem:


−∆uk = |x|2αk,1 Vk(x)eauk + |x|2αk,2 Uk(x)euk =: gk in Ω∫
Ω
(
|x|2αk,1 Vk(x)eauk + |x|2αk,2 Uk(x)euk
)
≤ C,
(4.33)
supplemented by the condition:
max
∂Ω
uk −min
∂Ω
uk ≤ C, (4.34)
with Ω ⊂ R2 a regular open bounded domain. As for problem (4.25), we assume:
Vk, Uk ∈ C0,1(Ω) : 0 < a1 ≤ Vk(x) ≤ b1, 0 < a2 ≤ Uk(x) ≤ b2 ∀x ∈ Ω, (4.35)
|∇Vk|+ |∇Uk| ≤ A in Ω, (4.36)
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and
αk,1 → α1 > −1 and αk,2 → α2 > −1. (4.37)
By a direct extension of the arguments in [6], we establish the following:
Proposition 4.15. Let {uk} satisfy (4.33) and (4.34) with Ω = Bδ and assume (4.35), (4.36)
and (4.37). If 0 < a 6= α1+1α2+1 , and the origin is the only blow–up point for uk in Bδ then,
along a subsequence, the following holds:
1
2π
gk ⇀ β0δ0 weakly in the sense of measures in Bδ, (4.38)
with β0 = β0,1 + β0,2 such that:
β0,1 := lim
r→0
lim
k→+∞
1
2π
∫
Br
|x|2αk,1 Vkeauk(x) = aβ0(β0 − 4(α2 + 1))
4((α1 + 1)− a(α2 + 1)) , (4.39)
β0,2 := lim
r→0
lim
k→+∞
1
2π
∫
Br
|x|2αk,2 Ukeuk(x) = β0(4(α1 + 1)− aβ0)
4((α1 + 1)− a(α2 + 1)) (4.40)
In particular,
max
K
uk → −∞, ∀K ⊂⊂ Bδ \ {0} , (4.41)
and
min
{
4(α1 + 1)
a
, 4(α2 + 1)
}
≤ β0 ≤ max
{
4(α1 + 1)
a
, 4(α2 + 1)
}
. (4.42)
Proof:
According to the given assumptions, there exists a finite measure µ in Bδ such that, along a
subsequence, the following holds:
1
2π
gk ⇀ µ weakly in the sense of measures in Bδ. (4.43)
Since, away from the origin, the sequence uk is uniformly bounded from above, by means of
elliptic estimates we see that,
µ = 2πβ0δ0 +Φ, with Φ ∈ L1(Bδ), (4.44)
and
β0 = lim
r→0
lim
k→+∞
1
2π
∫
Br
gk(x)dx. (4.45)
Furthermore, as in Proposition 4.2 we easily check that necessarily,
β0 ≥ min
{
2(1 + α−1 )
a
, 2(1 + α−2 )
}
, (4.46)
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with α−j = min {0, αj}, j = 1, 2.
To check that actually we have Φ ≡ 0 in (4.44), we define:
ϕk = uk − inf
∂Bδ
uk,
satisfying:

−∆ϕk = gk in Bδ,0 ≤ ϕk ≤ C on ∂Bδ, (4.47)
with suitable C > 0. Therefore, we can use Green’s representation formula for ϕk, and
standard elliptic estimates, to check that along a subsequence, the following holds:
ϕk → ϕ = β0log 1|x| + ψ uniformly in C
2
loc(Bδ \ {0}), (4.48)
with ψ a smooth function in Bδ.
In particular,
∇uk = ∇ϕk → ∇ϕ = −β0 x|x|2 +∇ψ, (4.49)
uniformly in C1loc(Bδ \ {0}).
Analogously to (3.11), for the solution uk of (4.33) the following (local) Pohozaev’s identity
can be established in the usual way :
r
∫
∂Br
(
|∇uk|2
2
− (x · ∇uk)2
)
dσ =
r
a
∫
∂Br
|x|2αk,1 Vk(x)eaukdσ + r
∫
∂Br
|x|2αk,2 Uk(x)eukdσ
− 2(αk,1 + 1)
a
∫
Br
|x|2αk,1 Vk(x)eauk − 2(αk,2 + 1)
∫
Br
|x|2αk,2 Uk(x)euk
− 1
a
∫
Br
(x · ∇Vk) |x|2αk,1 eauk −
∫
Br
(x · ∇Uk) |x|2αk,2 euk , for 0 < r ≤ δ.
(4.50)
From (4.35), (4.36), we see that,∣∣∣∣
∫
Br
(x · ∇Vk) |x|2αk,1 eauk
∣∣∣∣ ≤ Cr and
∣∣∣∣
∫
Br
(x · ∇Uk) |x|2αk,2 euk
∣∣∣∣ ≤ Cr (4.51)
with a suitable constant C > 0. Therefore, by using (4.49) and (4.51), along a subsequence,
we can pass to the limit in (4.50) and obtain:
lim
r→0
lim
k→+∞
(
r
a
∫
∂Br
|x|2αk,1 Vk(x)eaukdσ + r
∫
∂Br
|x|2αk,2 Uk(x)eukdσ
)
= −πβ20 +
4π(α1 + 1)
a
β0,1 + 4π(α2 + 1)β0,2,
(4.52)
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with β0,1 and β0,2 defined in (4.39) and (4.40) respectively.
CLAIM:
inf
Bδ
uk = inf
∂Bδ
uk → −∞ (4.53)
To establish (4.53), we argue by contradiction and assume that inf
∂Br
uk > −M . Then, by using
(4.48) and Fatou’s Lemma, we obtain:
C > lim sup
k→+∞
(∫
Br
|x|2αk,1 Vk(x)eauk
)
≥ CM lim sup
k→+∞
∫
Br
|x|2αk,1 eϕk ≥ C
∫
Br
|x|2α1−aβ0 eψ,
(4.54)
and consequently,
0 < β0 <
2(1 + α1)
a
. (4.55)
Similarly, we check that,
0 < β0 < 2(1 + α2). (4.56)
If αj ≤ 0 for every j = 1, 2, then (4.55) and (4.56) would already contradict (4.46). On the
other hand, if αj > 0 for some j = 1, 2, then from (4.55), (4.56) we see that,
lim
r→0
lim
k→+∞
(
r
a
∫
∂Br
|x|2αk,1 Vk(x)eaukdσ
)
= 0, (4.57)
and
lim
r→0
lim
k→+∞
(
r
∫
∂Br
|x|2αk,2 Uk(x)eukdσ
)
= 0. (4.58)
Thus, from (4.52), we find:
− β20 +
4(α1 + 1)
a
β0,1 + 4(α2 + 1)β0,2 = 0, (4.59)
with β0 = β0,1 + β0,2.
But, in case α2 + 1 ≥ α1+1a , then from (4.59) we get
β0
(
β0 − 4(α1 + 1)
a
)
= 4
[
(α2 + 1)− α1 + 1
a
]
β0,2 ≥ 0, (4.60)
that implies β0 ≥ 4(α1+1)a , in contradiction to (4.55).
Similarly, in case α2 + 1 <
α1+1
a , then (4.59) implies:
β0 (β0 − 4(α2 + 1)) = 4
[
α1 + 1
a
− (α2 + 1)
]
β0,1 ≥ 0, (4.61)
in contradiction to (4.56). So (4.53) is established in any case.
Thus, from (4.48) we get in particular that (4.44) holds with Φ ≡ 0, and also (4.38) and
(4.41) are satisfied. In addition, (4.53) allows us to check that (4.57) and (4.58) continue to
hold, and consequently we can still guarantee the validity of (4.59).
At this point, (4.39) and (4.40) can be easily deduced.
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Remark 4.16. It follows from the arguments above, that the assumption (4.36) can be relaxed
around the origin, as pointed out in Remark 4.11.
By combining the results above, for problem (4.2) we have:
Corollary 4.17. Assume (4.1), (4.3) and let {uk} satisfy (4.2). If zero is a blow–up point
for {uk}, then (up to a subsequence) and for δ > 0 sufficiently small the following holds:
1
2π
fk ⇀ β0δ0 weakly in the sense of measure in Bδ, (4.62)
with β0 = β0,1 + β0,2, where
β0,1 := lim
r→0
lim
k→+∞
1
2π
∫
Br
eauk =
aβ0 [β0 − 4(N + 1)]
4 [1− a(N + 1)] , (4.63)
and
β0,2 := lim
r→0
lim
k→+∞
1
2π
∫
Br
|x|2N euk = β0 [4− aβ0]
4 [1− a(N + 1)] . (4.64)
In particular,
min
{
4
a
, 4(N + 1)
}
≤ β0 ≤ max
{
4
a
, 4(N + 1)
}
, (4.65)
and
max
K
uk → −∞, ∀K ⊂⊂ Bδ \ {0} , as k → +∞
Furthermore,
if 0 < a < min
{
1,
1
N + 1
}
, then β0 = 4(N + 1) and
∫
Bδ
eauk → 0; (4.66)
and
if a > max
{
1,
1
N + 1
}
, then β0 =
4
a
and
∫
Bδ
|x|2Neuk → 0 (4.67)
as k →∞.
Remark 4.18. Observe that for N > 0, the conclusion (4.67) holds also for a = 1.
Concerning the sequence uˆk defined in (4.28) we find:
Corollary 4.19. Assume (4.1) and (4.3) and let uˆk satisfy (4.29). If β > max{2a , 2(N +1)}
and zero is a blow–up point for {uˆk} then, for δ > 0 sufficiently small, the following holds
(along a subsequence):
1
2π
fˆk ⇀ β∞δ0 weakly in the sense of measures in Bδ, (4.68)
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β1,∞ := lim
r→0
lim
k→+∞
1
2π
∫
Br
1
|x|4−aβk e
auˆk =
aβ∞ [2β − 4(N + 1)− β∞]
4 [1− a(N + 1)] (4.69)
and
β2,∞ := lim
r→0
lim
k→+∞
1
2π
∫
Br
1
|x|2(N+2)−βk
euˆk =
β∞ [4 + aβ∞ − 2aβ]
4 [1− a(N + 1)] . (4.70)
In particular,
β∞ ≥ 2
(
β −max
{
2
a
, 2(N + 1)
})
> 0 and max
K
uˆk → −∞,∀K ⊂⊂ Bδ \ {0} . (4.71)
Furthermore,
if min
{
1,
1
N + 1
}
≤ a ≤ max
{
1,
1
N + 1
}
, then β∞ = 2
(
β −max
{
2
a
, 2(N + 1)
})
;
(4.72)
and so,
for N > 0, we have:
∫
|x|≤ 1
δ
eauk =
∫
|x|≤δ
1
|x|4−aβk e
auˆk → 0, (4.73)
while,
for − 1 < N ≤ 0 we have:
∫
|x|≤ 1
δ
|x|2Neuk =
∫
|x|≤δ
1
|x|2(N+2)−βk e
uˆk → 0, (4.74)
as k →∞.
As a useful consequence of Proposition 4.9, Corollary 4.12 and Corollary 4.19, we have:
Lemma 4.20. Assume (4.1), (4.2) and (4.3). If β > max{2a , 2(N +1)} and S∪ Sˆ 6= ∅, then,
as k → +∞, the following holds:
(i) If S = ∅ then max
|x|≤R
uk → −∞, ∀R > 0.
(ii) If 0 /∈ Sˆ then max
|x|≤r
uˆk → −∞, and
lim
k→∞
∫
|x|≥ 1
r
fk(x)dx = lim
k→∞
∫
|x|≤r
fˆk(x)dx = 0, ∀r > 0 sufficiently small.
(iii) For every K ⊂⊂ R2 \ S we have max
K
uk → −∞.
We point out the following version of Lemma 4.20, which covers the case where β = max
{
2
a , 2(N + 1)
}
.
Lemma 4.21. Assume (4.1) and let uk satisfy (4.2) and (4.3). If β = max
{
2
a , 2(N + 1)
}
and we set,
β∞ := lim
R→+∞
lim
k→+∞
1
2π
∫
|x|≥R
fk(x) dx (4.75)
then the following holds:
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(i) 0 < a ≤ 12(N+1) or a ≥ 2N+1 .
(ii) For every 0 < ε < r sufficiently small,
max
ε≤|x|≤r
uˆk → −∞ and in particular inf
Br
uˆk = inf
∂Br
uˆk → −∞ as k → +∞. (4.76)
Moreover, part (i) and (iii) of Lemma 4.20 continue to hold.
(iii)
if 0 < a ≤ 1
2(N + 1)
and 0 /∈ Sˆ or more generally β∞ < 2(1 +N−), with N− = min {0, N} ,
then lim
r→0
lim
k→+∞
∫
|x|≥ 1
r
|x|2Neuk = lim
r→0
lim
k→+∞
∫
|x|≤r
|x|βk−2(N+2)euˆk = 0;
(4.77)
if either N > 1 and
2
N + 1
≤ a < 1, or 1 6= a ≥ max
{
1,
2
N + 1
}
and 0 /∈ Sˆ or β∞ < 2
a
,
then lim
r→0
lim
k→+∞
∫
|x|≥ 1
r
eauk = lim
r→0
lim
k→+∞
∫
|x|≤r
|x|aβk−4eauˆk = 0
(4.78)
Proof: Clearly, part (i) is a direct consequence of (4.4). Concerning (ii) and (iii), we only
consider the case where:
0 < a ≤ 1
2(N + 1)
and βk → β = 2
a
as k → +∞, (4.79)
as the other cases follow in a similar way.
By virtue of the estimate:
ea infBr uˆk
∫
Br
|x|aβk−4 ≤
∫
Br
|x|aβk−4eauˆk ≤ C, (4.80)
from (4.79), we deduce that necessarily, inf
Br
uˆk → −∞, as k → +∞. On the other hand, for
r > 0 sufficiently small and ε ∈ (0, r) we find a constant Cε > 0: ‖uˆk‖L∞(Br\Bε) ≤ Cε.
Therefore, by means of Harnack inequality (e.g. see Proposition 5.2.8. of [49]) we deduce
that: max
ε≤|x|≤r
uˆk → −∞, as k → +∞, and (ii) is established.
To establish (iii), we simply observe that, if 0 /∈ Sˆ then (4.77) follows quite easily. While
under the assumption: β∞ < 2(1 + N
−), we can use Lemma 4.3 together with Remark 4.4
for uˆk in Br, and conclude that,
28
‖euˆk‖Lp(Br) ≤ C, (4.81)
for suitable p > 1 and C > 0.
Hence by letting q = pp−1 , we can estimate:
∫
|x|≤r
|x|βk−2(N+2)euˆk ≤ C
(∫ r
0
t(βk−2(N+2))q+1 dt
) 1
q
= C
(
rlk
lk
) 1
q
, (4.82)
with lk = βk − 2(N + 1) + (βk − 2(N + 2)) 1p−1 → ( 2a − 2(N + 1)) + ( 2a − 2(N + 2)) 1p−1 > 0,
as k → +∞. So, from (4.82) we deduce (4.77).
In concluding this section, we point out some useful generalizations of the results stated
above, which allow us to account for the scaling properties of problem (4.2) under either one
of the following transformations:
uk(x) 7→ uk(Rx) + 2
a
logR or uk(x) 7→ uk(Rx) + 2(N + 1) logR,
R > 0.
To this purpose we replace (4.35) respectively with the following assumptions:
Vk(x) = ε2,kV1,k(x) with Uk and V1,k satisfying (4.35), (4.36) and lim
k→∞
ε2,k = 0, (4.83)
or
Uk(x) = ε1,kU1,k(x) with U1,k and Vk satisfying (4.35), (4.36) and ε2,k → 0, (4.84)
For example, we can anticipate that the conclusion of Proposition 4.15 remains valid if (4.83)
holds with:
lim
k→+∞
2(α1,k + 1)
a
:=
2(α1 + 1)
a
≥ α2 + 1 := lim
k→+∞
α2,k + 1 > 0 (4.85)
or (4.83) holds with:
lim
k→+∞
α2,k + 1 := α2 + 1 ≥ α1 + 1
2a
:=
1
2a
lim
k→+∞
(α1,k + 1) > 0 (4.86)
In this direction we have:
Proposition 4.22. Let uk satisfy (4.33) with a > 0. Assume (4.37) and that either (4.83)
or (4.84) hold. If x0 is a blow–up point for uk in Ω, then,
β(x0) := lim
r→0
lim
k→+∞
1
2π
∫
Br(x0)
gk(x)dx ≥ min
{
2(N− + 1),
2
a
}
. (4.87)
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So the blow–up set of uk in Ω contains at most finitely many points.
Furtermore, if we assume (4.34) then the following holds:
a) for x0 = 0 and a 6= α1+1α2+1 , the identities (4.39), (4.40) and (4.42) remain valid with
β0 = β(x0);
b) for x0 6= 0, a 6= 1 and β0 = β(x0) we have:
lim
r→0
lim
k→+∞
1
2π
∫
Br(x0)
|x|2αk,1Vk(x)eaukdx = aβ0 (β0 − 4)
4 (1− a) , (4.88)
lim
r→0
lim
k→+∞
1
2π
∫
Br(x0)
|x|2αk,1Uk(x)eukdx = β0 (4− aβ0)
4 (1− a) . (4.89)
and in particular,
4
max {1, a} ≤ β0 ≤
4
min {1, a} . (4.90)
Proof: First of all we observe that, by virtue of Lemma 4.3 and Remark 4.4 the weaker
assumption (4.83) or (4.84) still suffice to ensure that (4.87) holds and the blow–up set of
uk in Ω contains at most finitely many points. Hence, for x0 = 0, we can follow step by
step the proof of Proposition 4.15 to arrive at the identity (4.50). At this point, we can
still deduce (4.52). Indeed, if we suppose for example that (4.84) holds, then (4.58) is now
a direct consequence of the fact that: ‖Uk‖L∞(Ω) → 0, as k → +∞. While, as in the proof
of Proposition 4.15, the identity (4.57) can be derived regardless of the validity of (4.53).
In other words, under the given assumptions we can always deduce (4.59) and the desired
identities (4.39) and (4.40) follow in this case. In an analogous way, we may handle the case
where x0 6= 0. Indeed, after a translation, we can use the same arguments of Proposition 4.15,
which now we may apply with αkj ≡ 0, j = 1, 2, in order to derive (4.88)-(4.89). Similarly
we treat the case where (4.83) holds.
Remark 4.23. The case a = 1 can be handled directly by Proposition 4.10 and yields: β0 = 4.
Notice that Proposition 4.22 does not provide any information about the ”concentration”
properties of uk around its blow–up points, in the sense that the limiting measure µ in (4.43)
may admit the decomposition (4.44) with Φ 6≡ 0.
On the other hand, by keeping on following the arguments of the proof of Proposition 4.15,
we can easily check that, under the weaker assumption (4.83) or (4.84) the following holds:
Proposition 4.24. Under the assumptions of Proposition 4.22, if x0 = 0, a 6= α1+1α2+1 and we
suppose that:
(i)
(4.84) hold with β(x0) ≥ 2(α1 + 1)
a
, (4.91)
or
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(ii)
(4.83) hold with β(x0) ≥ 2(α2 + 1), (4.92)
then the full conclusion of Proposition 4.15 holds. In particular, ”concentration” occurs
in the sense that, (4.38) and (4.41) hold.
Similarly, for a blow–up point other than the origin we have:
Proposition 4.25. Under the assumption of Proposition 4.22, let x0 6= 0 and a 6= 1. We
have:
(i)
if(4.84) holds and β(x0) ≥ 2
a
, (4.93)
or
(ii)
if(4.83) holds and β(x0) ≥ 2, (4.94)
then, for δ > 0 sufficiently small, there holds:
1
2π
gk ⇀ β0δx0 weakly in the sense of measures in Bδ(x0)
with β0 = β(x0) satisfying (4.88), (4.89).
In particular:
max
K
uk → −∞, ∀K ⊂⊂ Bδ(x0) \ {x0} (4.95)
As a useful consequence of Proposition 4.24 we find:
Corollary 4.26. Under the assumptions of Proposition 4.22, suppose that either (4.83) and
(4.85) hold or that (4.84) and (4.86) hold, then the full conclusion of Proposition 4.15 holds
for x0 = 0 and a 6= α1+1α2+1 .
Proof: We establish the desired conclusion when (4.84)-(4.86) hold; as the other case where
(4.83)-(4.85) holds, follows similarly. Indeed we check that, by the given assumptions, we
have: β(x0) ≥ 2(α1+1)a , and then the desired conclusion follows by Proposition 4.24. Indeed,
on the basis of (4.86) we distinguish the following two cases:
α1 + 1
2a
≤ α2 + 1 < α1 + 1
a
or α2 + 1 ≥ α1 + 1
a
(4.96)
By Proposition 4.24, if the first inequality holds in (4.96) then we can use (4.39) to get
β0 ≥ 4(α2 +1) ≥ 2(α1+1)a . When the second inequality holds in (4.96) then we can use (4.40)
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to get the stronger inequality: β0 ≥ 4(α1+1)a , and the desired lower bound for β(x0) follows in
any case.
Similarly, we obtain:
Corollary 4.27. Under the assumption of Proposition 4.22, suppose that x0 6= 0 and a 6= 1.
Assume that (4.83) holds with a ≤ 2 or that (4.84) holds with a ≥ 12 , then the conclusion of
Proposition 4.25 holds.
Finally, we describe what happens in situations somewhat complementary to those covered
by Proposition 4.24 and Corollary 4.26, or Proposition 4.25 and Corollary 4.27.
Proposition 4.28. Under the assumptions of Proposition 4.22 the following holds:
(i) If x0 = 0 and
(a) (4.84) holds with α1 > −1 and β(x0) < 2a(1 + α−1 ), with α−1 = min{0, α1}, then
β(x0) = 4(α2 + 1) and necessarily α2 + 1 <
1
2a(1 + α
−
1 ),
(b) (4.83) holds with α2 > −1 and β(x0) < 2(1 + α−2 ), with α−2 = min{0, α1}, then
β(x0) =
4
a(α1 + 1) and necessarily α1 + 1 <
a
2 (1 + α
−
2 ).
(ii) If x0 6= 0 and
(a) (4.84) holds and β(x0) <
2
a , then β(x0) = 4 and necessarily 0 < a <
1
2 ;
(b) (4.83) holds and β(x0) < 2, then β(x0) =
4
a and necessarily a > 2.
Proof: As usual we check (i)-(a), as the other cases follow similarly. Indeed, by the given
assumption, for ε > 0 sufficiently small there exists kε ∈ N and rε > 0:
1
2π
∫
Br
gk(x) <
2
a
(1 + α−1 )− ε ∀k ≥ kε, ∀r ∈ (0, rε).
Thus in view of Remark 4.4, we can apply Lemma 4.3 for uk to check that, for a suitable
p > 1
(1+α−1 )
and C > 0, there holds:
‖eauk‖Lp(Br) ≤ C.
As a consequence, we must have: β0,1 = 0, and from Proposition 4.22 we can use (4.39) to
conclude that, β0 = β(x0) = 4(α2 + 1) as claimed.
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5 Preliminary results
In this section we show how to use the (local) blow–up analysis established above in order to
obtain some useful information about the blow–up sets S and Sˆ of uk and uˆk respectively.
Remark 5.1. Although not always specified, it is understood that most of the limits taken as
k →∞, generally hold along a subsequence.
From now on we shall suppose that,

uk satisfies (4.2) and (4.3),N > 0, 0 < a 6= 1N+1 , a 6= 1 and S ∪ Sˆ 6= ∅. (5.1)
We point out the following simple properties:
Lemma 5.2. Assume (5.1). The following holds:
(i)
if 0 < a <
1
N + 1
, then
∫
{|x|≤R}
eauk → 0, as k → +∞, ∀R > 0; (5.2)
(ii)
if
1
N + 1
< a < 1, then
∫
{|x|≥ε}
eauk → 0, as k → +∞, ∀ε > 0; (5.3)
(iii)
if a > 1, then
∫
{|x|≤R}
|x|2N euk → 0, as k → +∞, ∀R > 0. (5.4)
Proof: If S = ∅ then both (5.2) and (5.4) follows directly from part (i) of Lemma 4.20 (or
part (ii) of Lemma 4.21). On the other hand, if S 6= ∅ then for 0 < a < 1N+1 , we can use the
estimate in (4.27) in order to deduce that, for x0 ∈ S we have:
lim
r→0
lim
k→+∞
∫
Br(x0)
eauk = 0. (5.5)
Similarly for a > 1 we can check that if x0 ∈ S 6= ∅ then
lim
r→0
lim
k→+∞
∫
Br(x0)
|x|2Neuk = 0. (5.6)
Therefore (5.2) and (5.4) follow as a consequence of (5.5), (5.6) and part (iii) of Lemma 4.20
(or part (ii) of Lemma 4.21). Concerning (5.3) we argue similarly, and observe that, in case
S \ {0} 6= ∅, then (5.5) still holds for every x0 ∈ S \ {0}. Therefore, as above we can use part
(iii) of Lemma 4.20 (or part (ii) of Lemma 4.21) to obtain:
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∫
ε≤|x|≤R
eauk → 0, as k → +∞, (5.7)
∀ 0 < ε < R.
On the other hand, for 1N+1 < a < 1 and |x| ≥ R we can estimate:
∫
|x|≥R
eauk =
∫
|x|≤1/R
(
euˆk
|x|4/a−βk
)a
≤
(∫
|x|≤1/R
|x|βk−2(N+2) euˆk
)a∫
|x|≤1/R
(
1
|x|4/a−2(N+2)
) a
1−a


1−a
≤ C

∫
|x|≤1/R
(
1
|x|4−2a(N+2)
) 1
1−a


1−a
→ 0, as R→ +∞.
(5.8)
Therefore, (5.3) follows by taking into account (5.7) and (5.8).
We start to analyze the behavior of uk when S 6= ∅. To this purpose, we let:
S = {z1, ..., zm} ⊂ R2, with zi 6= zj for i 6= j,
and as before we set,
β(zj) := lim
r→0
lim inf
k→+∞
(
1
2π
∫
Br(zj)
fk(x)dx
)
. (5.9)
According to Corollary 4.12 and 4.17, along a subsequence, as k →∞ we have:
fk ⇀
m∑
j=1
β(zj)δzj , weakly in the sense of measures; (5.10)
locally in R2, and with β(zj) =
4
max{1,a} for zj 6= 0. While, if zj = 0 for some j = 1, ...m,
then we set: β0 := β(0), and the value of β0 is characterized by the properties: (4.63), (4.64),
(4.65), (4.66) and (4.67) as given in Corollary 4.17.
As a consequence of (5.10) we have:
Lemma 5.3. Let {uk} satisfy (4.2), and assume (5.1). If S = {z1, ..., zm}, then
∇uk(x)→
m∑
j=1
βj
x− zj
|x− zj|2
, as k → +∞, (5.11)
uniformly in Cloc(R
2 \ S), with βj = β(zj) as specified in Corollary 4.12 and Corollary 4.17.
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Proof:
We need to show that, for a compact set K ⊂⊂ R2 \ S, we have:
max
x∈K
∣∣∣∣∣∣∇uk(x)− βj
m∑
j=1
x− zj
|z − zj |2
∣∣∣∣∣∣→ 0 as k → +∞. (5.12)
To establish (5.12), we take δ > 0 sufficiently small, so that S ∩B2δ(zj) = {zj} and B2δ(zj)∩
B2δ(zi) = ∅ for i 6= j. Let Nδ := ∪mj=1Bδ(zj), and we choose R > δ > 0 sufficiently large so
that, Nδ ⊂⊂ BR/2 and K ⊂⊂ BR/2 \Nδ. For x ∈ K, we write:
∇uk(x) = 1
2π
∫
BR\Nδ
x− y
|x− y|2 fk(y)dy +
1
2π
m∑
j=1
∫
Bδ(zj)
x− y
|x− y|2 fk(y)dy
+
1
2π
∫
{|x|≥R}
x− y
|x− y|2 fk(y)dy =: J1(x) +
m∑
j=1
Ij(x) + J2(x),
(5.13)
and we proceed to estimate each of the terms above.
For the first term we have:
|J1(x)| ≤
(
sup
BR\Nδ
fk
)∫
B2R(x)
1
|x− y|dy = CR
2
(
sup
BR\Nδ
fk
)
→ 0, as k → +∞. (5.14)
For j = 1, ...,m, we write:
Ij(x)− βj x− zj|x− zj |2
=
1
2π
∫
Bδ(zj)
(
x− y
|x− y|2 −
x− zj
|x− zj|2
)
fk(y)dy
+
1
2π
∫
Bδ(zj)
x− zj
|x− zj |2
|βk,j − βj |
(5.15)
with βk,j :=
1
2pi
∫
Bδ(zj)
fk → βj , as k → +∞. Observing that for x ∈ K, we have:
Vj(y) :=
∣∣∣∣∣ x− y|x− y|2 −
x− zj
|x− zj |2
∣∣∣∣∣ ∈ C0(Bδ(zj)), and Vj(zj) = 0,
then from (5.10) and (5.15), we find:
∣∣∣∣∣Ij(x)− βj x− zj|x− zj |2
∣∣∣∣∣ ≤ 12π
∫
B2δ(zj)
∣∣∣∣∣ x− y|x− y|2 −
x− zj
|x− zj|2
∣∣∣∣∣ fk(y)dy + 12δ |βk,j − βj | → 0,
(5.16)
as k → +∞.
Finally, for the last term in (5.13), we find:
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|J2(x)| =
∫
{|y|≥R}
1
|x− y|fk(y)dy ≤
C
R
∫
{|y|≥R}
fk(y)dy ≤ C
R
, (5.17)
for every R sufficiently large, and suitable C > 0. Thus, by combining (5.14), (5.16) and
(5.17), we deduce (5.12).
Lemma 5.4. Suppose that S \ {0} 6= ∅ and let {z1, ..., zn} = S \ {0} with zi 6= zj for
i 6= j ∈ {1, ..., n}. The following holds:
(i) If 0 < a 6= 1N+1 < 1 then
(2N − β0) zi|zi|2 = 4

 n∑
i 6=j=1
zi − zj
|zi − zj |2

, ∀i = 1, ..., n; (5.18)
(ii) If a > 1 then,
− β0 zi|zi|2 =
4
a

 m∑
i 6=j=1
zi − zj
|zi − zj |2

, ∀i = 1, ..., n; (5.19)
where β0 = 0 if 0 /∈ S, while for 0 ∈ S then β0 is specified by Corollary 4.17. It is
understood that for n = 1 the right hand side of (5.18) and (5.19) must be taken as
equal to zero. In particular, if in (i) we have, 0 /∈ S then necessarily n ≥ 2.
Proof: Under the given assumptions we know that (along a subsequence) the following holds
as k →∞:
1
2π
fk ⇀ β0δ0 +
4
max {1, a}
n∑
j=1
δzj weakly in the sense of measures, locally in R
2, (5.20)
∇uk → β0 x|x|2 +
4
max {1, a}
n∑
j=1
x− zj
|x− zj |2 uniformly in C
0
loc(R
2 \ S), (5.21)
with β0 as specified above.
We establish (5.18) in the more intricate case where n ≥ 2, as to the case n = 1 follows by
similar yet simpler arguments. For h = 1, 2 we multiply (4.2) by ∂huk, and obtain:
−∂huk∆uk = eauk∂huk + |x|2N euk∂huk
= ∂h
[
eauk
a
+ |x|2N euk
]
− ∂h
(
log |x|2N
)
|x|2N euk .
(5.22)
For h = 1, by straightforward computations we find:
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∂1uk∆uk = ∂1
[
(∂1uk)
2
2
− (∂2uk)
2
2
]
+ ∂2 (∂1uk∂2uk) .
Therefore, for δ > 0 sufficiently small, and for every i = 1, ..., n, we may integrate (5.22) over
Bδ(zi) ⊂ R2 \ {0}, to obtain:
−
(∫
∂Bδ(zi)
(∂1uk)
2 − (∂2uk)2
2
ν1 + (∂1uk∂2uk) ν2
)
=
∫
∂Bδ(zi)
[
eauk
a
+ |x|2N euk
]
−
∫
Bδ(zi)
∂1
(
log |x|2N
)
|x|2N euk .
(5.23)
To handle the left hand side of (5.23), we use (5.12) and take into account that the function
Ψi(x) := β0
x
|x|2
+4
∑m
i 6=j=1
x−zj
|x−zj |
2 is regular over Bδ(zi). Therefore, after explicit calculations,
from (5.23), we derive:
−
(∫
∂Bδ(zi)
(∂1uk)
2 − (∂2uk)2
2
ν1 + (∂1uk∂2uk) ν2
)
→ −2π

4β0 zi,1|zi|2 + 16
m∑
i 6=j=1
zi,1 − zj,1
|zi − zj |2

+ o(1), as k → +∞
(5.24)
where we have set: zi = (zi,1, zi,2), and o(1)→ 0 as δ → 0.
Concerning the right hand side of (5.23), we see that,
eauk
a
+ |x|2N euk → 0 uniformly in ∂Bδ(zi),
while,
∫
Bδ(zi)
∂1
(
log |x|2N
)
|x|2N euk →
[
8π∂1 log
(
|x|2N
)]
x=zi
, as k → +∞. (5.25)
By using an analogous argument for h = 2 in (5.22), we arrive at the following identity:
− 8π∇
(
log |x|2N
)
(zi) = −2π

4β0 zi|zi|2 + 16
n∑
i 6=j=1
zi − zj
|zi − zj|2

 , (5.26)
for every i = 1, ..., n. In other words,
(2N − β0) zi|zi|2
− 4
n∑
i 6=j=1
zi − zj
|zi − zj |2
= 0 i = 1, ..., n, (5.27)
and (5.18) is established.
To obtain (5.19), we argue similarly, only that in this case, by (5.4), we find:
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∫
Bδ(zj)
∂h
(
log |x|2N
)
|x|2N euk → 0, as k → +∞,
from which we can derive (5.19) as above.
Remark 5.5. (a) As a consequence of Lemma 5.4 we see that, if 0 < a 6= 1N+1 < 1 and
S 6= ∅ then
either S = {0} or S contains at least two points, one of which possibly the origin. (5.28)
More precisely, in complex notation, (5.18) can be expressed equivalently as follows:
(2N − β0)
zi
− 4
n∑
i 6=j=1
1
zi − zj = 0, ∀i = 1, ..., n. (5.29)
Hence, by summing up the above identities over i = 1, ..., n, we find:
if 0 < a 6= 1
N + 1
< 1, then
4n(n− 1)
2
= (2N − β0)n. (5.30)
As a consequence,
• if 0 /∈ S 6= ∅ then necessarily:
N ∈ N and n = N + 1 ≥ 2 (5.31)
• if 0 ∈ S and S \ {0} 6= ∅ then necessarily:
β0 = 2(N + 1− n), n ∈ N (5.32)
While, if a > 1 then from (5.19) we find:
β0
zi
+
4
a
m∑
i 6=j=1
1
zi − zj = 0, ∀i = 1, ...,m; (5.33)
which, as above, now yields to the identity:
2
a
n(n− 1) = −β0n.
with β0 = 0 for 0 /∈ S or β0 = 4a for 0 ∈ S Thus, if a > 1 and S 6= ∅ then we deduce that
necessarily S = {z0} for some z0 ∈ R2.
Lemma 5.6. Assume (5.1) and let 1N+1 6= a ∈
(
0, 2N
) ∪ (1,+∞). Then 0 ∈ S ⇔ S = {0}.
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Proof: If 0 < a < 1N+1 , then by (4.66) we know that, β0 = 4(N + 1) and we can use (5.30)
in order to derive that, S \ {0} must be empty.
If a > 1 a similar conclusion follows from Remark 5.5. So we are left to consider the case
where:
1
N + 1
< a <
2
N
(5.34)
To this purpose, we observe that, if 1N+1 < a ≤ 1, then we can still use Corollary 4.17 together
with (5.3) in order to deduce the following information:
β0 ∈
[
4
a
, 4(N + 1)
]
and β0 (4(N + 1)− β0) = β (4(N + 1)− β) . (5.35)
On the other hand, if 1N+1 < a ≤ 2N+1 then, β0 ≥ 2(N + 1), and from the identity (5.35),
we deduce that necessarily β = β0. Therefore we must have S = {0} in this case as well.
Finally, for N > 1 and 2N+1 < a < 1, by the identity in (5.35) it could still happen that
4
a ≤ β0 < 2(N + 1) and β = 4(N + 1)− β0. In other words, if S \ {0} = {z1, ..., zn} then we
have β0 = 2(N+1−n), and consequently β = 2(N+1+n), for some 1 ≤ n ≤ N+1− 2a < N−1.
Thus this situation can occur only when N > 2 and 2N ≤ a < 1, and the desired conclusion
is established.
Corollary 5.7. Assume (5.1).
(i) If 0 < N ≤ 2 then 0 ∈ S ⇔ S = {0}.
(ii) If 0 ∈ S and β0 ≥ 2(N + 1) then S = {0}.
(iii) Let N > 2 and 2N ≤ a < 1. If 0 ∈ S and S \ {0} 6= ∅ then β = 2(N + 1 + n),
β0 = 2(N + 1 − n), where n ∈ N is the number of blow–up points in S \ {0} and it
satisfies: 1 ≤ n ≤ N + 1− 2a < N − 1.
Next we show that, for 0 < a < 1, the situation where S 6= ∅ but 0 /∈ S is unlikely to occur.
Indeed, it requires that N ∈ N, and the blow–up behavior of uk coincides with that described
in Remark 3.1 for solutions of problem (3.1).
Theorem 5.8. Assume (5.1) and suppose that S 6= ∅ and S ⊂ R2 \ {0}. We have:
(i) if 0 < a 6= 1N+1 < 1 then N ∈ N and S = {z1, ..., zN+1} where zj are the vertices of a
(N + 1)-regular polygon, that is
zN+1j = ξ0, j = 1, ..., N + 1 (5.36)
with ξ0 = (−1)Nz1 · ... · zN+1.
In particular β ≥ 4(N + 1), and equality holds for 1N+1 < a < 1.
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(ii) If a > 1 then S = {z0}, for some z0 ∈ R2 \ {0}, and β ≥ 4a .
Proof: Clearly (ii) follows directly from Remark 5.5. Hence, we assume that 0 < a 6= 1N+1 <
1. Then we can use (5.31) in order to conclude that, N ∈ N and S = {z1, ..., zN+1} ⊂ R2\{0}.
Therefore β ≥ 4(N +1), and in particular, if 1N+1 < a < 1, then in view of (4.4) we see that,
β = 4(N + 1), as claimed.
Furthermore, since (5.18) holds with β0 = 0, we may express it in complex notations as
follows:
2
N+1∑
i 6=j=1
zi
zi − zj = N, ∀i = 1, ..., N + 1. (5.37)
We shall use (5.37) to establish (5.36), whose proof we learnt from Roberto Tauraso and
Carlo Pagano. We start to observe that, for N = 1, then (5.36) follows easily by (5.37).
Therefore we assume that N ≥ 2 and let
P (z) =
N+1∏
j=1
(z − zj) = zN+1 +
N∑
k=0
akz
k, (5.38)
so that, the zeros of P are given exactly by the points zj, ∀ j = 1, ..., N + 1. Furthermore
P ′(zi) =
N+1∏
i 6=j=1
(zi − zj) and P ′′(zi) = 2
∑
|A|=N−1
∏
j∈A
(zi − zj),
with A ⊂ {1, ..., N + 1} \ {i}.
Hence, according to (5.37) we deduce that,
NP ′(zi) = 2
N+1∏
i 6=j=1
(zi − zj)

 N+1∑
i 6=k=1
zi
zi − zk

 = ziP ′′(zi), ∀i = 1, ..., N + 1.
As a consequence, the following polynomial:
Q(z) := NP ′(z)− zP ′′(z) =
N+1∑
k=1
k (N + 1− k) akzk−1
has degree less than N , but admits N + 1 zeroes; as we have: Q(zi) = 0 for i = 1, ..., N + 1.
Therefore Q ≡ 0 and we deduce that, ak = 0 for k = 1, ..., N . Thus, from (5.38) we have that
{z1, ..., zN+1} correspond to the N + 1 distinct zeroes of the polynomial P (z) = zN+1 + a0,
with a0 = (−1)N+1z1 · ... · zN+1 6= 0, and (5.36) is established.
From Lemma 5.2 and by the above results, we can deduce easily the following:
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Corollary 5.9. Assume (5.1) with a ∈ (0, 1) .
(i) If N /∈ N and S 6= ∅ then 0 ∈ S. In particular, if 0 < N 6= 1 < 2 then S = {0}.
(ii) If 1N+1 < a < 1 and 0 /∈ S then β = 4(N + 1).
(iii) If 0 < a < 1N+1 and S 6= ∅ then there exists R0 > 0 such that, for any R ≥ R0 (along a
subsequence) there holds:
lim
k→+∞
∫
{|x|≤R}
|x|2N euk = lim
k→+∞
∫
{|x|≤R}
fk(x)dx = 4(N + 1). (5.39)
We can further refine and complete the results of Corollary 5.9 as follows:
Lemma 5.10. Assume (5.1).
(i) If 12(N+1) ≤ a < 1N+1 and S 6= ∅ then β = 4(N +1). Furthermore for R > 0 sufficiently
large, we have:
lim
k→+∞
∫
{|x|≥R}
fk(x) = 0, (5.40)
and in particular, if a 6= 12(N+1) then 0 /∈ Sˆ.
(ii) If 0 < a < 12(N+1) then 0 ∈ Sˆ.
Proof:
We start to establish (i) in case: 12(N+1) < a <
1
N+1 , where we need to show that 0 /∈ Sˆ.
Indeed, from (4.4), we know that β > 2a , and so if we suppose by contradiction that 0 ∈ Sˆ,
then β = 4(N + 1) + β∞ and by Corollary 4.19 we also know that: β∞ ≥ 2β − 4a . As
a consequence, we find: 4(N + 1) < β ≤ 4a − 4(N + 1), which is clearly impossible for
a > 12(N+1) .
Therefore 0 /∈ Sˆ, and so (5.40) holds, and by (5.39) we find that β = 4(N + 1), as claimed.
Next we show that, even when a = 12(N+1) we have: β = 4(N + 1) =
2
a , and so (5.40) holds
in this case as well. Indeed, if by contradiction we suppose that β > 4(N + 1) = 2a , then, on
the basis of part (ii) of Lemma 4.20, we see that necessarily 0 ∈ Sˆ. Therefore we can argue
exactly as above to get the following contradiction: 4(N +1) < β ≤ 4a −4(N +1) = 4(N +1).
Concerning (ii), we recall that S ∪ Sˆ 6= ∅, therefore if S = ∅ then necessarily 0 ∈ Sˆ. Hence,
we assume that S 6= ∅, and proceed to show that, 0 ∈ Sˆ with an argument by contradiction.
Thus, we suppose that 0 /∈ Sˆ and recall that, from (4.4), we have: β ≥ 2a . Immediately,
we rule out the possibility that β > 2a , as otherwise we could use (5.39) and conclude that
β = 4(N + 1), which is impossible for 0 < a < 12(N+1) . On the other hand, if β =
2
a then by
recalling (4.77), we can use (5.39) and derive:
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12π
∫
R2
|x|2Neuk → 4(N + 1), as k → +∞.
Hence from (3.12), we obtain the following identity:
β(4− aβ)
4 [1− a(N + 1)] = 4(N + 1),
which however is violated when β = 2a and 0 < a <
1
2(N+1) . In conclusion, 0 ∈ Sˆ and also
(ii) is established.
Concerning the case 1N+1 < a < 1, on the basis of part (ii) of Corollary 5.9, it remains to
analyze what happens when 0 ∈ S. In this direction we have:
Lemma 5.11. Assume (5.1). Let N ∈ (0, 1) and suppose that S 6= ∅.
(i) If 1N+1 < a < 1 then S = {0}, β = β0 (β0 as characterized in Corollary 4.17) and
0 /∈ Sˆ.
(ii) If 1 < a ≤ 2N+1 then β = 4a . Furthermore (5.40) holds and in particular for a 6= 2N+1
we have that 0 /∈ Sˆ.
(iii) If a > 2N+1 then 0 ∈ Sˆ.
Proof: The fact that in (i) we have: S = {0} follows directly from Corollary 5.9. Furthermore
(5.35) holds, and since a < 1 < 2N+1 , it gives that β0 = β > 2(N + 1).
Consequently, from Corollary 4.19 we see that 0 /∈ Sˆ, and (i) is established.
To prove (ii), we observe that for S 6= ∅ and a > 1, we have S = {z0} and
β(z0) = β0 := lim
r→0
lim
k→+∞
1
2π
∫
Br(z0)
fk(x) dx = lim
r→0
lim
k→+∞
1
2π
∫
Br(z0)
eauk dx =
4
a
. (5.41)
We need to establish that actually, β0 = β =
4
a . To this purpose, we start to discuss the case:
1 < a < 2N+1 , where we know that, β ≥ β0 = 4a > 2(N + 1).
Therefore, if by contradiction we assume that β > 4a , then 0 ∈ Sˆ, and so we could use
Corollary 4.19 to deduce that β∞ = β − 4a ≥ 2β − 4(N +1). In other words, 2(N +1) < β ≤
4(N+1)− 4a , which is clearly impossible for a < 2N+1 . Thus, we have shown that, β = β0 = 4a
in this case.
On the other hand, for a = 2N+1 we can still claim that: β = β0 =
4
a = 2(N + 1). Indeed if
by contradiction we assume that, β > 2(N +1) then by part (ii) of Lemma 4.20, we see that
necessarily 0 ∈ Sˆ and at this point we could reach a contradiction as above.
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Finally, to establish (iii), we observe first that, if a > 2N+1 > 1, then by (5.41) we have
that: β0 =
4
a < 2(N + 1) ≤ β. Thus, if by contradiction we assume that 0 /∈ Sˆ, then for
β > 2(N+1), we may check as above that it is impossible . On the other hand, if β = 2(N+1),
then we can use (4.78) and (5.41) in order to deduce (5.35), which ( for β0 =
4
a < 2(N + 1))
implies that:
β = 4(N + 1)− 4
a
. (5.42)
However, (5.42) cannot hold with β = 2(N + 1) and a > 2N+1 > 1, and so we conclude that
0 ∈ Sˆ as claimed.
Lemma 5.12. Assume (5.1). Let N ≥ 1 and S 6= ∅.
(i) If 1N+1 < a ≤ 2N+1 and 0 ∈ S, then S = {0} and β = β0. In particular, (5.40) holds
and 0 /∈ Sˆ provided that a 6= 2N+1 .
(ii) If N > 1 and 2N+1 < a < 1 then either β = β0 ≥ 2(N + 1) and (5.40) holds, or
4
a ≤ β0 < 2(N + 1), 0 ∈ Sˆ and β = 4(N + 1)− β0. In particular,
β ∈
(
2(N + 1), 4(N + 1)− 4
a
]
(5.43)
(iii) If a > 1 then 0 ∈ Sˆ.
Proof: The fact that S = {0} in (i) follows from Lemma 5.6, and moreover the rest of the
proof of (i) and (iii) follows exactly as in the proof of (i) and (iii) of Lemma 5.11.
Concerning (ii), we see (as in the proof of Lemma 5.6) that (5.35) holds. Thus, if β0 ≥ 2(N+1)
then from (5.35) we find that necessarily: β = β0 and consequently (5.40) must hold . While,
if 4a ≤ β0 < 2(N + 1) then from (5.35) we find that β = 4(N + 1)− β0. In particular, (5.43)
holds and necessarily 0 ∈ Sˆ in this case.
In addition, we may also conclude the following:
Corollary 5.13. If a > max
{
1, 2N+1
}
then 0 ∈ Sˆ. Furthermore if S 6= ∅ then
2(N + 1) ≤ β ≤ 4(N + 1)− 4
a
.
Proof: The first part of the statement is a direct consequence of the above results. Concerning
the second part, recall that, β ≥ 2(N+1), therefore we only need to check that if β > 2(N+1)
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then β ≤ 4(N +1)− 4a . To this purpose, we simply observe that, since S 6= ∅ and 0 ∈ Sˆ then
necessarily: β = 4a + β∞ with β∞ ≥ 2β − 4(N + 1) (see (4.71)), and the desired estimate
readily follows.
6 The case 0 < a < 1N+1.
By virtue of part (i) in Lemma 5.10, it remains to identify the limiting value of β = β∞ in
(4.3) only in the following situations:
1
2(N + 1)
≤ a < 1
N + 1
and S = ∅, (6.1)
or
0 < a <
1
2(N + 1)
, where we know that, 0 ∈ Sˆ; (6.2)
see (ii) of Lemma 5.10.
To this purpose, we fix 0 < ε < 1 sufficiently small (to be specified later) and let Rk =
Rk(ε) > 0 be the unique value defined by the condition:
1
2π
∫
|x|≤Rk
fk(x)dx = max
{
2
a
, 4(N + 1)
}
− ε. (6.3)
Lemma 6.1. Assume that either (6.1) or (6.2) holds. For ε > 0 sufficiently small we have:
Rk → +∞, as k → +∞. (6.4)
Proof: If S = ∅ then (6.4) is a direct consequence of Lemma 4.20-(i). Hence assume that,
0 < a <
1
2(N + 1)
and S 6= ∅, (6.5)
and let 0 < ε < 2a − 4(N + 1). Then from (5.39) we find that, for any R >> 1 sufficiently
large, we have:
1
2π
∫
|x|≤R
fk(x)dx→ 4(N + 1) < 2
a
− ε = max
{
2
a
, 4(N + 1)
}
− ε, as k → +∞. (6.6)
Consequently, (6.3) can hold only if Rk → +∞, as k → +∞, as claimed.
Define:
vk(x) = uk(Rkx) +
2
a
logRk, (6.7)
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which satisfies


−∆vk = eavk + ε1,k |x|2N evk := f1,k(x) in R2
βk :=
1
2pi
∫
R2
f1,k(x)dx→ β as k →∞.
(6.8)
with
ε1,k = R
− 2
a
(1−a(N+1))
k → 0 as k →∞ (6.9)
Moreover, from (6.3) we have:
1
2π
∫
|x|≤1
f1,k(x)dx = max
{
2
a
, 4(N + 1)
}
− ε. (6.10)
Next set,
vˆk(x) = vk
(
x
|x|2
)
+ βk log
1
|x| , (6.11)
satisfying:


−∆vˆk = |x|aβk−4eavˆk + ε1,k |x|βk−2(N+2) evˆk := fˆ1,k(x) in R2
βk :=
1
2pi
∫
R2
fˆ1,k(x)dx→ β, as k → +∞,
(6.12)
and we denote by S1 and Sˆ1 the (possibly empty) blow–up set of vk and vˆk respectively.
For x0 ∈ S1 we let,
β0(x0) = lim
r→0
lim
k→+∞
1
2π
∫
Br(x0)
f1,k(x) dx = β0,1(x0) + β0,2(x0) (6.13)
with
β0,1(x0) := lim
r→0
lim
k→+∞
1
2π
∫
Br(x0)
eavk(x) dx
β0,2(x0) := lim
r→0
lim
k→+∞
1
2π
∫
Br(x0)
ε1,k|x|2Neavk(x) dx.
(6.14)
For later use, we collect in the following lemma some general facts concerning solutions of
(6.8) with ε1,k → 0.
By direct inspection, we check that the arguments in the proof of Proposition 4.2 and Propo-
sition 4.9 extend easily to cover the new sequence {vk} in (6.8).
Furthermore, Proposition 4.24 as well as Corollary 4.26, Corollary 4.27 and Proposition 4.28
obviously apply to vk (and vˆk) and imply the following,
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Lemma 6.2. Let vk satisfy (6.8) with N > −1, 0 < a 6= 1N+1 and a 6= 1 and ε1,k → 0. Then
the blow–up set S1 of vk contains at most finitely many points and the following holds:
(i) for every compact set K ⊂ R2 \ S1 there exists a constant C = C(K) > 0:
|vk(x)− vk(y)| ≤ C ∀x, y ∈ K (6.15)
(ii) Let x0 ∈ S1 then
• for x0 = 0 and β0 = β0(0), β0,j = β0,j(0), j = 1, 2, we have:
β0,1 =
aβ0(β0 − 4(N + 1))
4(1− a(N + 1)) and β0,2 =
β0(4− aβ0)
4(1− a(N + 1)) (6.16)
• for x0 6= 0 and β0 = β0(x0), we have:
β0,1(x0) =
aβ0(β0 − 4)
4(1 − a) and β0,2(x0) =
β0(4− aβ0)
4(1− a) (6.17)
• If one of the following conditions hold:
(a) x0 = 0 and a ≥ 1
2(N + 1)
(b) x0 6= 0 and a ≥ 1
2
(c) β(x0) ≥ 2
a
then
1
2π
f1,k ⇀ β0δx0 weakly in the sense of measures in Bδ(x0). (6.18)
Moreover if a > 1 then β(x0) =
4
a , ∀x0 ∈ S1.
• In case β0(x0) < 2a , then we have:
if x0 = 0 then β(x0) = 4(N + 1) and 0 < a <
1
2(N + 1)
if x0 6= 0 then β(x0) = 4 and 0 < a < 1
2
(6.19)
In particular,
β0,1(x0) = 0 (6.20)
(iii) If 0 ∈ Sˆ1 and β > max{2a , 2(N + 1)} then by setting:
β∞ := lim
r→0
lim
k→+∞
1
2π
∫
|x|<r
fˆ1,k(x) dx (6.21)
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we have:
lim
r→0
lim
k→+∞
1
2π
∫
|x|<r
|x|aβk−4eavˆk = aβ∞(2β − 4(N + 1)− β∞)
4(1 − a(N + 1)) (6.22)
lim
r→0
lim
k→+∞
1
2π
∫
|x|<r
ε1,k|x|βk−2(N+2)eavˆk = β∞(4 + aβ∞ − 2aβ)
4(1 − a(N + 1)) (6.23)
We are going to use Lemma 6.2 for the sequence vk in (6.8).
Lemma 6.3. Assume (6.1) or (6.2). If β = 2a then
N ∈ N, a = 1
2(N + 1)
and lim
r→0
lim
k→+∞
1
2π
∫
|x|≥R
f1,k(x) = 0 (6.24)
Furthermore the blow–up set S1 of vk is formed (up to a rotation) by the (N +1)-roots of the
unity.
Proof: Since β = 2a , then necessarily: 0 < a ≤ 12(N+1) and therefore we have: 12pi
∫
|x|<1 f1,k(x) dx =
2
a − ε. In other words, 12pi
∫
|x|>1 fˆ1,k =
1
2pi
∫
|x|<1 f1,k = ε, with ε > 0 sufficiently small. By
virtue of these facts, we can argue exactly as in Lemma 4.21. Indeed we can use inequality
(4.80) for vˆk together with (6.15) in order to deduce that, for R0 > 1 sufficiently large, we
have:
max
R0≤|x|≤R
vk → −∞, as k → +∞,∀R > R0. (6.25)
Similarly, we can use the estimate (4.82) for vˆk to obtain:
lim
R→+∞
lim
k→+∞
1
2π
∫
|x|≥R
ε1,k|x|2Nevk = 0 (6.26)
From those properties, we see that necessarily S1 6= ∅. Indeed, if S1 = ∅, then we could use
(6.15) and (6.25) to get,
max
|x|≤R
vk → −∞, as k → +∞, ;
∀R > 0, in contradiction with (6.10).
Therefore we let S1 = {z1, ..., zm} ⊂ R2, m ∈ N, and set,
βj := β0(zj) := lim
r→0
lim
k→+∞
1
2π
∫
Br(zj)
f1,k(x)dx, j = 1, ...,m. (6.27)
Notice that by Lemma 6.2, we know that: 4 ≤ βj ≤ β = 2a , for every j = 1, ...,m.
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Furthermore, from (6.15) and (6.25), we see that necessarily ”concentration” must occur, in
the sense that, as k →∞,
1
2π
f1,k ⇀
m∑
j=1
βjδzj weakly in the sense of measures, locally in R
2, (6.28)
Clearly, if zj ∈ S1 and |zj | < 1 then βj < 2a ; actually, we see next that such estimate for βj
holds for every j = 1, ...,m.
CLAIM:
βj <
2
a
, ∀j = 1, ...,m. (6.29)
To establish (6.29) we argue by contradiction and suppose that there exists j0 ∈ {1, ...,m}
such that: βj0 ≥ 2a = β. Hence in this case we must have that m = j0 = 1 and,
S1 = {z1} , β1 = 2
a
= β. (6.30)
In particular, for every r > 0:
lim
k→+∞
∫
R2\Br(z1)
f1,k(x)dx = 0 (6.31)
By keeping in mind (6.10) and (6.28), we see that actually: |z1| = 1.
On the other hand, if we use (6.17) for the blow–up point x0 = z1 6= 0, together with (4.5)
we obtain the following identity:
aβ1(β1 − 4)
4(1− a) = limr→0 limk→+∞
1
2π
∫
Br(z1)
eavkdx = lim
k→+∞
1
2π
∫
R2
eavkdx =
lim
k→+∞
1
2π
∫
R2
eaukdx =
aβ(β − 4(N + 1))
4(1− a(N + 1)) (6.32)
which must hold with β1 = β =
2
a , and this is clearly impossible. So (6.29) is established.
Therefore, we can use Lemma 6.2 and from (6.19) and (6.20) we deduce:
βj =

4(N + 1) if zj = 04 if zj 6= 0. and limr→0 limk→+∞
1
2π
∫
Br(zj)
eavk = 0, ∀ j = 1, ...,m. (6.33)
On the basis of the ”concentration” property (6.28), we can check easily that the conclusion
of Lemma 5.4, Lemma 5.6 and part (i) of Theorem 5.8 apply to vk. As a consequence, we
conclude that, either S1 = {0} or N ∈ N, m = N + 1 and S1 is formed by the vertices of a
regular N + 1-polygon. In any case, by combining (6.26), (6.28) and (6.33) we find:
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β(4− aβ)
4(1− a(N + 1)) = limk→+∞
1
2π
∫
R2
ε1,k|x|2Nevk dx = 4(N + 1),
lim
R→+∞
lim
k→+∞
1
2π
∫
|x|≥R
eavk dx =
aβ(β − 4(N + 1))
4(1 − a(N + 1))
(6.34)
But for β = 2a we readily check that (6.34) can hold if and only if:
a =
1
2(N + 1)
, β =
2
a
= 4(N + 1), and lim
R→+∞
lim
k→+∞
∫
|x|≥R
f1,kdx = 0 (6.35)
as claimed. Furthermore, by means of (6.10) and (6.35) we can rule out the possibility that
S1 = {0}.
In conclusion, we must have that N ∈ N and (in complex notations) S1 = {z1, ..., zN+1} ⊂
R
2 \ {0} is formed by the N + 1-roots of the value: ξ0 = (−1)Nz1 · ... · zN+1 6= 0. In
particular, |zj | = |ξ0|
1
N+1 ∀j = 1, .., N + 1. But from (6.10) we see that necessarily |zj | = 1,
∀j = 1, .., N + 1, and the proof is completed.
On the basis of Lemma 6.3, from now on we shall assume the following for ε > 0:
if a 6= 1
2(N + 1)
then 0 < ε < min
{
β − 2
a
,
∣∣∣∣4(N + 1)− 2a
∣∣∣∣
}
if β <
4
a
then 0 < ε <
4
a
− β
if a =
1
2(N + 1)
and β >
2
a
then 0 < ε < β − 2
a
.
(6.36)
Proposition 6.4. Assume (6.1) or (6.2), then
lim
R→+∞
lim
k→+∞
∫
|x|≥R
f1,k(x) dx = 0 (6.37)
More precisely, for a 6= 12(N+1) or for a = 12(N+1) and β > 2a , we have that 0 /∈ Sˆ1.
Proof: By virtue of Lemma 6.3, we are left to show that,
if β >
2
a
then 0 /∈ Sˆ1 (6.38)
In order to establish (6.38), we argue by contradiction and suppose that β > 2a and 0 ∈ Sˆ1.
Hence we are in position of applying part (iii) of Lemma 6.2, and from (6.23) we conclude
that,
β∞ ≥ 2β − 4
a
. (6.39)
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with β∞ defined in (6.21).
On the other hand from (6.10) we know also that,
β∞ ≤ β −max{2
a
, 4(N + 1)} + ε, (6.40)
and we may combine (6.39) and (6.40) to deduce that,
β ≤ 4
a
−max{2
a
, 4(N + 1)} + ε (6.41)
But since β > 2a , we readily see that the inequality (6.41) is in contradiction with our choice
of ε > 0 in (6.36).
Theorem 6.5. Let vk be defined in (6.30) and S1 be its (possibly empty) blow–up set.
(i) If S1 = ∅ or S1 = {z1} ⊂ R2 \ {0} then β = 4a .
(ii) If 0 ∈ S1 then S1 = {0}, 0 < a < 12(N+1) and β = 4a − 4(N + 1).
(iii) If S1 = {z1, ..., zm} ⊂ R2 \ {0} with N ∋ m ≥ 2, then N ≥ 1 and for βj in (6.27) the
following holds:
• either βj < 2a ∀j = 1, ...,m, and we have:
2 ≤ m ≤ N + 1 and β = 2
a
(
1 +
√
1− 4am(1 − a(N + 1))
)
, (6.42)
moreover the equality m = N + 1, can occur only for 12(N+1) ≤ a < 1N+1 and
N ∈ N, and in this case we have that, β = 4(N + 1) and S1 is formed (up to
rotation) by the (N + 1)− roots of the unity ;
• or ∃ unique j0 ∈ {1, ...,m} such that |zj0 | = 1, βj0 ≥ 2a and we have:
1 ≤ m− 1 ≤ 1
2a
(√
(1− a(N + 1))2 + Na
1− a − 1
)
+
N + 1
2
<
N
2(1− a) <
N + 1
2
(6.43)
β =
2
a
√(
1− 2(m− 1)(1− a(N + 1))
N
)2
+
4(m− 1)ma
N
(1− a(N + 1))
+
2
a
(
1− 2(m− 1)(1 − a(N + 1))
N
) (6.44)
In particular in this case there holds,
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N > 1 and β ≥ 2(N + 1) + 2
a
(√
(1− a(N + 1))2 + Na
1− a
)
(6.45)
Proof: If S1 = ∅ then, by passing to a subsequence if necessary, we can assume that,
vk → v in C2loc(R2)
with v satisfying:

−∆v = e
av in R2
eav ∈ L1(R2)
So, from (3.3) and (4.4) we conclude that necessarily β = 12pi
∫
R2
eav = 4a , as claimed.
Next we suppose that S1 6= ∅.
Claim 1: if 0 ∈ S1 then necessarily 0 < a < 12(N+1) and β0 := limr→0 limk→+∞
∫
Br
f1,k(x) dx
satisfies,
4(N + 1) = β0 ≤ 2
a
− ε (6.46)
Indeed, for 12(N+1) ≤ a < 1N+1 the condition (6.10) reads as follows: 12pi
∫
|x|≤1 f1,k(x) dx =
4(N + 1) − ε, ε > 0, and by virtue of (6.16) we see that 0 /∈ S1 in this case. At this point
(6.46) follows from (6.10) and (6.19).
Claim 2: Let S1 = {z1, ..., zm} and suppose that ∃ j0 ∈ {1, ...,m}: βj0 ≥ 2a , then |zj0 | = 1,
0 /∈ S1, βj < 2a ∀j 6= j0 (if any) and,
β =
2
a
√(
1− 2(m− 1)(1 − a(N + 1))
N
)2
+
4(m− 1)ma
N
(1− a(N + 1))
+
2
a
(
1− 2(m− 1)(1 − a(N + 1))
N
) (6.47)
Furthermore, either m = 1 and β = 4a or (6.43) and (6.45) hold.
We observe first, that by virtue of Lemma 6.2 and Proposition 6.4, (along a subsequence) we
have:
1
2π
f1,k ⇀
m∑
j=1
βjδzj weakly in the sense of measures, and β =
m∑
j=1
βj (6.48)
Moreover from Claim 1 and (6.46) we have that necessarily zj0 6= 0.
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We deal first with the casem = 1, where β = βj0 and, in view of (6.10), we see that necessarily
|zj0 | = 1. By virtue of (6.17), we deduce that,
aβj0(βj0 − 4)
4(1 − a) =
aβ(β − 4(N + 1))
4(1− a(N + 1)) . (6.49)
Thus, if β = βj0 then from (6.49) we derive that β =
4
a , as claimed.
So let m ≥ 2, and by contradiction assume that there exists j1 6= j0 ∈ {1, ...,m}: βj1 ≥ 2a
and βj0 ≥ 2a .
Since β ≤ 4a , then necessarily: βj1 = βj0 = 2a , β = 4a and m = 2. On the other hand as above
we see that, zj1 6= 0, zj0 6= 0 and
2
a
(
1− 2a
1− a
)
=
a(βj0(βj0 − 4) + βj1(βj1 − 4))
4(1− a) =
aβ(β − 4(N + 1))
4(1 − a(N + 1)) =
4
a
,
which is clearly impossible.
Therefore, β0(zj) := βj <
2
a , ∀ j ∈ {1, ...,m} \ {j0} and we can use Lemma 6.2 in order to
deduce that, for every j 6= j0 the following holds:
if zj = 0 then 0 < a <
1
2(N + 1)
and βj = 4(N + 1),
if zj 6= 0 then 0 < a < 1
2
and βj = 4.
(6.50)
Furthermore (6.49) continue to hold, with β =
∑m
j=1 βj and where the values of βj , for j 6= j0,
are specified in (6.50) .
In particular (6.49) implies that, for m ≥ 2 necessarily β < 4a and so, by our choice of ε > 0
in (6.36) and (6.10), we find that necessarily |zj0 | = 1. Furthermore, we observe that 0 /∈ S1,
as otherwise we would have:
β ≥ βj0 + 4(N + 1) with βj0 ≥
2
a
,
which is impossible by virtue of (6.49).
Consequently,
β = βj0 + 4(m− 1), (6.51)
and we can use again (6.49) together with (6.51) in order to solve for βj0 and obtain:
βj0 =
2
a
√(
1− 2(m− 1)(1 − a)
N
)2
+
4(1 − a)a(m− 1)
N
(N + 2−m)
+
2
a
(
1− 2(m− 1)(1 − a)
N
)
.
(6.52)
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Therefore,
β =
2
a
√(
1− 2(m− 1)(1 − a(N + 1))
N
)2
+
4(m− 1)ma
N
(1− a(N + 1))
+
2
a
(
1− 2(m− 1)(1 − a(N + 1))
N
) (6.53)
as claimed.
At this point, if in (6.52) we require that βj0 ≥ 2a , then after straightforward calculations
(explicitly carried out in part (i) of the Calculus Lemma 1 in the Appendix), we find:
m ∈ N : 1 ≤ m− 1 ≤ 1
2a
(√
(1− a(N + 1))2 + Na
1− a − (1− a(N + 1))
)
=
N
2(1 − a)

 1
1− a(N + 1) +
√
(1− a(N + 1))2 + Na1−a

 .
(6.54)
Since we can easily check that, for a ∈
(
0, 1N+1
)
, we have:
√
(1− a(N + 1))2 + Na
1− a < 1, (6.55)
then, by means of (6.54), we easily deduce that, 1 ≤ m− 1 < N+12 . As a consequence, N > 1
and 0 < a < 1N+1 <
1
2 , consistently with the second condition in (6.50).
On the other hand, for N > 1 we can also check that,
√
(1− a(N + 1))2 + Na
1− a > a(N + 1)
and from (6.54), we readily conclude (6.43). Finally, the estimate (6.45) follows by a mono-
tonicity property which is explicitly derived in part (ii) of the Calculus Lemma 1 in the
Appendix.
Next we analyze what happens in case βj <
2
a , ∀j = 1, ...,m and prove:
Claim 3: If 0 /∈ S1 = {z1, ..., zm} and assume that βj < 2a , ∀j = 1, ...,m, then m ≥ 2 and the
following holds:
(a) either,
β =
2
a
(
1 +
√
1− 4am(1 − a(N + 1))
)
, (6.56)
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2 ≤ m < N + 1 (6.57)
and in particular N > 1 in this case;
(b) or,
1
2(N + 1)
≤ a < 1
N + 1
, N ∈ N , m = N + 1 and β = 4(N + 1);
and up to a rotation, S1 is formed by the N + 1-roots of the unity.
To establish Claim 3 we notice first that, according to Lemma 6.2, under the given assumption
we have: βj = 4, ∀j = 1, ...,m, and 0 < a < 12 . To proceed further, we need to distinguish
between the case where ”concentration” occurs or not. In case of ”concentration”, namely
when (along a subsequence) the following holds:
1
2π
f1,k ⇀ 4
m∑
j=1
δzj weakly in the sense of measures,
then β = 4m and we can argue exactly as in Lemma 5.4 and Remark 5.5 in order to deduce
that necessarily: N ∈ N, m = N + 1 and β = 4(N + 1). So necessarily in this case we must
have that, 12(N+1) ≤ a < 1N+1 , and exactly as in Lemma 6.3, we may also conclude that (up
to a rotation) S1 is formed by the N + 1-roots of the unity, as claimed in (b).
In case ”concentration” does not occur, then in view of (6.10), we find that vk is uniformly
bounded, say in C1-norm, over compact subsets of R2 \ S1.
Consequently, along a subsequence, we find that:
vk → v in C2loc(R2 \ S1)
and in account of (6.37) and (6.20) we have, as k → +∞,
∫
R2
eavk →
∫
R2
eav;
1
2π
∫
R2
ε1,k|x|2Nevk → 4m
and,
1
2π
ε1,k|x|2Nevk ⇀ 4
m∑
i=1
δzj weakly in the sense of measures on compact sets of R
2 \ S1,
(ε1,k defined in (6.9)).
In particular, from (2.13), we deduce the following identities:
1
2π
∫
R2
eav =
aβ(β − 4(N + 1))
4(1− a(N + 1)) , (6.58)
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β(4− aβ)
4(1− a(N + 1)) = limk→+∞
1
2π
∫
R2
euk = lim
k→+∞
1
2π
∫
R2
ε1,k|x|2Nevk = 4m; (6.59)
with m ≥ 1, and β = 12pi
∫
R2
eav + 4m. Furthermore the limiting function v satisfying:


−∆v = eav + 8π
m∑
i=1
δzi , in R
2
eav ∈ L1(R2)
(6.60)
From (6.58) we see that β > 4(N + 1). In addition, we can use (6.59) to solve for β, and
obtain (6.56).
To establish (6.57), we note first that, if we take m = 1 in (6.60), then we can use (3.3), with
w(x) = v(x+ z1) + 4 log |x|, b = a, and N = −2a, in order to find that,
1
2π
∫
R2
eav =
4
a
− 8, (6.61)
and so, β = 4a − 4 in this case. But this is impossible, since for β = 4a − 4 and m = 1 the
identity (6.59) is not satisfied. Thus, we must have that, m ≥ 2. Furthermore, by recalling
that β > 4(N +1), then for 12(N+1) ≤ a < 1N+1 we can can derive (6.57) directly from (6.56).
To treat the case: 0 < a < 12(N+1) we relate problem (6.60) to the construction of conformal
metrics in the Riemann sphere with constant curvature equal to one and conical singularities.
To this purpose let us introduce the function:
u(x) =
a
2
v(x) +
1
2
log(
a
2
), (6.62)
satisfying:


−∆u = e2u + 4πa
m∑
j=1
δzj in R
2
1
2pi
∫
R2
e2udx =
a
2
(β − 4m),
(6.63)
with β given in (6.56). In other words,
1
2π
∫
R2
e2udx = 2− 2am− 4am(1− a(N + 1))
1 +
√
1− 4am(1− a(N + 1)) , (6.64)
Furthermore,
u(x) = −a
2
β log |x|+O(1), as |x| → +∞. (6.65)
Therefore, (by using complex notations) via ”compactification” of C, we can consider the
Riemann sphere: M = C∪{+∞}, with the conformal metric g = e2udx, so that (M,g) admits
55
conical singularities at the point zj with relative angle: αj = 2π(1−2a) ∈ (0, 2π), j = 1, ...,m
and at ∞, with angle:
α∞ = 2π(1 + (
a
2
β − 2)) = 2π
(
1− 4am(1− a(N + 1))
1 +
√
1− 4am(1− a(N + 1))
)
∈ (0, 2π), (6.66)
and away from the singularities, the surface admits constant curvature K ≡ 1. In this way,
we see that (6.64) just expresses the Gauss-Bonnet formula for a compact surface (M,g) with
conical singularities, as it can be formulated as follows:
1
2π
∫
R2
e2udx =
1
2π
∫
M
Kdvg = χ(M) +
m∑
j=1
(αj
2π
− 1
)
+
(α∞
2π
− 1
)
(6.67)
with χ(M) the Euler characteristic of M , and so χ(M) = 2 in our case.
Incidentally observe that, for 12(N+1) ≤ a < 1N+1 , the right hand side of (6.64) defines a
decreasing function with respect to m, and it vanishes exactly at m = N + 1. So the
condition 2 ≤ m < N + 1 is again easily established in this case. More generally, since each
angle at the singularities is positive but less than 2π, on the basis of well known results of
Troyanov [52] and Luo-Tian [40] , we can formulate necessary and sufficient conditions on the
values: θi =
αi
2pi − 1 = −2a, i = 1, ..,m, and θ∞ = α∞2pi − 1 = − 4am(1−a(N+1))1+√1−4am(1−a(N+1)) , in order
to ensure the existence of such singular sphere-like surface, or equivalently to guarantee the
solvability of (6.63). More precisely, from [52] and [40] we see that problem (6.63) admits a
solution if and only if:
θi >
m∑
i 6=j=1
θj + θ∞, ∀ i = 1, ...,m (6.68)
and
θ∞ >
m∑
j=1
θj, (6.69)
(cfr. [52], [40]).
We easily check that for θi and θ∞ specified above, m ∈ N and 0 < a < 1N+1 the conditions
(6.68) and (6.69) are exactly equivalent to the condition: 2 ≤ m < N + 1, as claimed in (a).
Finally, we treat the case where 0 ∈ S1. We know that this situation may occur only for
0 < a < 12(N+1) (see Claim 1).
Claim 4: if 0 < a < 12(N+1) and 0 ∈ S1 then S1 = {0} and β = 4a − 4(N + 1).
By virtue of Claim 2, if by contradiction we let S1 \ {0} = {z1, ..., zm} then for βj = β0(zj)
given in (6.27), we have βj <
2
a ∀ j = 1, ...,m. In other words, (6.50) holds and we can
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argue exactly as in Lemma 5.4 and Lemma 5.6 in order to rule out the possibility that
”concentration” occurs.
Therefore, as above, we see that (along a subsequence) we have:
vk → v uniformly in C2loc(R2 \ S1) (6.70)
with v satisfying:


−∆v = eav + 8π(N + 1)δ0 + 8π
m∑
j=1
δzj in R
2
1
2pi
∫
R2
eavdx =
aβ(β − 4(N + 1))
4(1− a(N + 1)) .
(6.71)
Moreover, as in (6.59), we find:
β(4− aβ)
4(1 − a(N + 1)) = 4(N + 1 +m) and β =
1
2π
∫
R2
eavdx+ 4(N + 1 +m). (6.72)
By solving for β in the first identity of (6.72), we obtain:
β =
2
a
(
1 +
√
1− 4a(N + 1 +m)(1− a(N + 1))
)
. (6.73)
To ensure the integrability of eav , we must have that β > 2a , and so m ∈ N must satisfy:
1 ≤ m < (1− 2a(N + 1))
2
4a(1− a(N + 1) (6.74)
Notice that (6.74) already requires that a > 0 is sufficiently close to zero. Furthermore as
above, by a solution v of (6.71) we can define u via (6.63) and obtain the conformal factor
for a metric g = e2udx over the Riemann sphere M = C ∪ {+∞}, which admits conical
singularities at the origin with angle α0 = 2π(1 − 2a(N + 1)) ∈ (0, 2π), at the point zj with
angle αj = 2π(1 − 2a) ∈ (0, 2π), j = 1, ...,m, and at ∞, with angle:
α∞ = 2π
(
1− 4a(N + 1 +m)(1− a(N + 1))
1 +
√
1− 4a(N + 1 +m)(1− a(N + 1))
)
∈ (0, 2π).
while, away from the singularities, the surface M admits Gauss curvature K ≡ 1. As above,
we obtain the following Gauss-Bonnet formula for the given ”sigular” surface (M,g):
1
2π
∫
R2
eavdx =
1
2π
∫
M
Kdσg = 2−2a(N+1+m)− 4a(N + 1 +m)(1 − a(N + 1))
1 +
√
1− 4a(N + 1 +m)(1− a(N + 1)) . (6.75)
As already mentioned, from [52] and [40] we obtain the following necessary and sufficient
conditions on the values: θ∞ =
α∞
2pi − 1, θ0 = α02pi − 1 and θj =
αj
2pi − 1, j = 1, ...,m, for the
solvability of (6.71):
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θ∞ > θ0 +
m∑
j=1
θj , θ0 > θ∞ +
m∑
j=1
θj , θi >
m∑
i 6=j=1
θj + θ∞ + θ0, ∀ i = 0, ...,m (6.76)
In other words, problem (6.71) is solvable with β satisfying (6.73), if and only if, for m ∈ N
satisfying (6.74), there holds:
θ∞ :=
−4a(N + 1 +m)(1− a(N + 1))
1 +
√
1− 4a(N + 1 +m)(1 − a(N + 1)) > −2a(N + 1 +m), (6.77)
−2a(N + 1) > −2am+ θ∞, (6.78)
−2a > −2a(N +m) + θ∞ (6.79)
But actually we can check that, under the given assumptions, the inequality (6.77) is never
satisfied. Thus we conclude that necessarily S1 = {0} as claimed.
Furthermore, by virtue of (6.10), we can rule out again the possibility that ”concentration”
may occur. As a consequence, we find that β must satisfy (6.73) with m = 0, which for
0 < a < 12(N+1) gives that: β =
4
a − 4(N + 1).
Equivalently, since v in (6.70) now satisfies:

−∆v = e
av + 8π(N + 1)δ0 in R
2
1
2pi
∫
R2
eavdx <∞.
we can use (3.3) (applied with b = a and w(x) = v(x) + 4(N + 1) log |x|) to find that:
1
2pi
∫
R2
eavdx = 4a − 8(N + 1) and so β = β0 + 4(N + 1) = 4a − 4(N + 1), as claimed.
At this point, the proof may be completed simply by a direct consequence of the four Claims
established above.
Corollary 6.6. If S 6= ∅ then β = max{4(N + 1), 4a − 4(N + 1)}.
Proof: In case 12(N+1) ≤ a < 1N+1 then the desired conclusion: β = 4(N + 1), has been
already established in part (ii) of Corollary 5.10. Hence, let 0 < a < 12(N+1) , and observe
that, if S 6= ∅ then 0 ∈ S1. Indeed if x0 ∈ S, then ∃xk → x0 : u(xk) → ∞. Therefore if we
let, zk =
xk
Rk
we find: vk(zk) = uk(xk) +
2
a logRk → +∞ and zk → 0, as k → +∞. So now
the desired conclusion follows by part (ii) of Theorem 6.5.
On the other hand, when the blow–up set S of uk is empty, we may also conclude the
following:
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Corollary 6.7. If S (blow–up set of uk) is empty but S1 (blow–up set of vk in (6.7)) is not
empty, then ”concentration” occurs for vk if and only if:
S1 ⊂ R2 \ {0} and ∃x0 ∈ S1 : |x0| = 1 with β0(x0) ≥ 2
a
(6.80)
(β0(x0) defined in (6.13)) unless
1
2(N+1) ≤ a < 1N+1 , N ∈ N, β = 4(N + 1), and (up to
rotation) S1 is formed by the N + 1 roots of the unity.
Actually, when (6.80) occurs, we can complete the description of the blow–up behavior of vk
as follows
Corollary 6.8. Let (in complex notation) S1 = {z1, ..., zm} ⊂ R2 \ {0}, and assume that
β1 = β(z1) ≥ 2a , ( i.e. (6.80) holds ). Then either m = 1 and β = 4a , or N > 1, m ≥ 2, and
the following holds:
N(1− a (β1/4))
2(1 − a) =
m∑
j=2
z1
z1 − zj (6.81)
N
2
=
m∑
i 6=j=2
zi
zi − zj +
β1
4
m∑
j=2
zi
zi − z1 , j = 2, ...,m.
Furthermore,
β1 =
2
a

1− 2(m− 1)(1− a(N + 1))
N
+
√(
1−
2(m− 1)(1− a(N + 1))
N
)2
+
4(m− 1)ma
N
(1− a(N + 1))


and (6.43), (6.44) and (6.45) hold.
Proof: Since ”concentration” occurs for vk, in the sense that,
1
2π
f1,k ⇀ β1δz1 + 4
m∑
j=1
δzj weakly in the sense of measure
then we can simply argue as in the proof of Lemma 5.4 in order to deduce (6.81), we leave the
details to the interested reader. The remaining part of the statement has been established
above.
Remark 6.9. Observe that if uk is radially symmetric, then either S1 = ∅ or 0 ∈ S1, since
the radially symmetric function vk attains its maximum value at the origin. As a consequence,
in the radially symmetric case, we get that either β = 4a or β =
4
a − 4(N + 1), consistently
with what has been established in [44].
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Next we wish to investigate further the nature of the conditions (6.43) and (6.44). To this
purpose, for a > 0 we consider the function:
f(a) :=
1
2a
(√
(1− a(N + 1))2 + Na
1− a − (1− a(N + 1))
)
. (6.82)
In the Appendix we prove the following:
Calculus Lemma: Let N ≥ 1. The function f(a) defined in (6.82) is strictly monotone
increasing for a ∈
(
0, 1N+1
)
. Furthermore by setting:
aN =


4−N
2(N+1+
√
(N−1)2+N2
1 ≤ N < 4
0 N ≥ 4
(6.83)
we have:
(i) f(a) ≥ 1 if and only if N > 1 and aN ≤ a < 1N+1
(ii) If 1 < N ≤ 3 and a ∈
(
0, 1N+1
)
then f(a) < 2.
Remark 6.10. From part (i) of the Calculus Lemma it follows tha,t for 1 ≤ N < 4 and
0 < a ≤ aN (aN defined in (6.83)) then in part (iii) of Theorem 6.5 only the first alternative
can occur. While, if 1 < N ≤ 3, aN ≤ a < 1N+1 , then in part (iii) of Theorem 6.5 the second
alternative can occur only with m = 2, and we can use (6.81) in order to locate the blow–up
points.
In conclusion, we can summarize the results established above as follows:
Corollary 6.11. If N ∈ (0, 1), 0 < a < 1N+1 and S = ∅ then β = 4a .
Corollary 6.12. If N ≥ 1, 0 < a < 1N+1 and S = ∅, then β takes one of the following
values:
i) β = 4a ,
ii) β = 2a(1 +
√
1− 4am(1− a(N + 1))), with m ∈ N and 2 ≤ m < N + 1; in particular
N > 1, in this case;
iii) β = 2a
(
1− 2(m−1)(1−a(N+1))N +
√(
1− 2(m−1)(1−a(N+1))N
)2
+ 4(m−1)maN (1− a(N + 1))
)
,
with
m ∈ N, 1 ≤ m− 1 < 1
2a
(√
(1− a(N + 1))2 + Na
1− a − (1− a(N + 1))
)
60
and (6.45) holds. In particular N > 1 and aN ≤ a < 12(N+1) (aN defined in (6.83)), in
this case .
iv) β = 4(N+1), provided that N ∈ N and 12(N+1) ≤ a < 1N+1 or β = 4a−4(N+1), provided
that 0 < a < 12(N+1) .
7 The case 1N+1 < a < 1
In view of part (ii) of Corollary 5.9, we know that if 0 /∈ S then β = 4(N + 1). Hence, we
need to investigate what happens when we assume,
0 ∈ S. (7.1)
Let,
β0 := lim
r→0
lim
k→+∞
1
2π
∫
|x|≤r
fk(x) dx (7.2)
so that,
β0 ∈
[
4
a
, 4(N + 1)
]
. (7.3)
For small ε > 0 (to be specified later) we let rk > 0 be such that:
1
2π
∫
|x|≤rk
fk(x) dx =
4
a
− ε (7.4)
Clearly by (7.2) and (7.4), we see that
rk → 0, as k → +∞. (7.5)
We set,
vk(x) = uk(rkx) +
2
a
log rk (7.6)
which satisfies (6.8) with,
ε1,k = r
2
a
(a(N+1)−1)
k → 0, as k → +∞ (7.7)
We use the notations of the previous section, so for example, we let
vˆk(x) = uk
(
x
|x|2
)
+ βk log
1
|x| (7.8)
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which satisfies (6.12). Also we denote with S1 and Sˆ1 the (possibly empty) blow–up set of
vk and vˆk respectively. Clearly Lemma 6.2 applies to vk.
We start to analyze the case where:
1
N + 1
< a 6= 1 ≤ min
{
1,
2
N + 1
}
and 0 ∈ S. (7.9)
Lemma 7.1. Assume (7.9), then for ε > 0 sufficiently small,
lim
R→+∞
lim
k→+∞
1
2π
∫
|x|≥R
f1,k = 0 (7.10)
In particular, for β > 2(N + 1) we have: 0 /∈ Sˆ1.
Proof: We start to show the following:
Claim: If 1N+1 < a < min
{
1, 2N+1
}
or N > 1, a = 2N+1 and β > 2(N + 1) then 0 /∈ Sˆ1.
We argue by contradiction and assume that 0 ∈ Sˆ1. In view of our assumption, we can use
part (ii) of Lemma 6.2 together with (7.4) in order to conclude that,
β + ε− 4
a
≥ β∞ ≥ 2β − 4(N + 1) (7.11)
Therefore, if 1N+1 < a <
2
N+1 then from (7.11) we deduce that,
4
a
≤ β < 4(N + 1)− 4
a
+ ε (7.12)
which is impossible, provided we choose ε ∈ (0, 8a − 4(N + 1)).
On the other hand, for N > 1, 2N+1 = a < 1 and β > 2(N + 1) it suffices to choose
ε ∈ (0, β − 2(N + 1)), to obtain from (7.12) a contradiction as well.
So it remains to analyze the following situation,
N > 1, a =
2
N + 1
< 1 and β = 2(N + 1) =
4
a
(7.13)
By virtue of (7.4), from (7.13) we find that
1
2π
∫
|x|≥1
f1,k(x) dx = ε
Therefore for ε > 0 sufficiently small, we can argue as in Lemma 4.21, in order to deduce
that,
lim
R→+∞
lim
k→+∞
∫
|x|≥R
eavk = 0. (7.14)
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On the other hand, since for β = 4a we have that,
ε1,k
∫
R2
|x|2Nevk =
∫
R2
|x|2Neuk → β(aβ − 4)
4(a(N + 1)− 1) = 0,
and we conclude that (7.10) holds in this case as well.
Proposition 7.2. Assume (7.9) and let vk be defined in (7.6) with S1 its (possibly empty)
blow–up set.
i) 0 /∈ S1,
ii) if S1 contains at most one point then β =
4
a ,
iii) if S1 = {z1, ..., zm} ⊂ R2 \ {0} with m ≥ 2, then N ≥ 1 and for βj = β0(zj) defined in
(6.27), j = 1, ...,m, the following holds:
a) ”concentration” occurs (i.e. (6.48) holds) if and only if
max
1≤j≤m
βj ≥ 2
a
and 2 ≤ m < N + 1, (7.15)
unless N ∈ N, m = N+1, β = 4(N+1) and in this case S1 is formed (up to rotation)
by the N + 1 roots of the unity.
b) In case ”concentration” does not occur, then N > 1, a ∈
(
1
N+1 ,
2
N+1
]
∩(0, 12), βj = 4,
∀ j = 1, ...,m; and (6.56), (6.57) hold for β.
Proof:
Recall that,
1
2π
∫
|x|≤1
f1,k(x) dx =
4
a
− ε, (7.16)
so by (6.16) we deduce that necessarily 0 /∈ S1.
Concerning ii), we see that in case S1 = ∅, then we argue essentially as in Theorem 6.5
and by taking into account (6.37) we may conclude that β = 4a as claimed. Similarly, in
case S1 = {z1}, we check first that ”concentration” must occur. Indeed, if otherwise, then we
would get, as in Theorem 6.5, that β = 4a−4, which is impossible for a > 1N+1 . Consequently,
(6) holds and yields to the following identity: β1(β1−4)1−a =
β(4(N+1)−β)
a(N+1)−1 , which must hold with
β = β1. But this is possible only for β =
4
a .
Next, let S1 = {z1, ..., zm} ⊂ R2 \ {0} with m ≥ 2 and 4 ≤ βj ≤ 4a , for all j = 1, ...,m.
We observe that ”concentration” occurs (or equivalently (6.48) holds) if and only if (by taking
into account (6.17)) the following holds:
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β =
m∑
j=1
βj , and
1
1− a
m∑
j=1
βj(βj − 4) = β(4(N + 1)− β)
a(N + 1)− 1 . (7.17)
In case βj = 4, for every j = 1, ...,m, then necessarily N ∈ N, m = N + 1 and zN+1j = ξ,
with suitable ξ 6= 0.
But from (7.16), we see that necessarily |ξ| = 1, and so (up to rotation) S1 is formed by the
(N + 1)-roots of the unity. On the other hand in case,
β∗ = max{βj , j = 1, ...,m} > 4
then according to (6.19) we see that necessarily β∗ ≥ 2a , and iii) − a) is established .
In case ”concentration” does not occur then βj = 4, for every j = 1, ...,m, and as in Theorem
6.5 we deduce that, β < 4(N + 1) and
β =
2
a
(1 +
√
1 + 4am(a(N + 1)− 1)) (7.18)
Since for a > 1N+1 , the expression in the right hand side of (7.18) is monotone increasing
with respect to m, and it attains the value 4(N +1) for m = N + 1, we find that necessarily
2 ≤ m < N + 1 as claimed.
Remark 7.3. Notice that for 1 ≤ N ≤ 3 and a ∈
[
1
2 ,
2
N+1
]
then only alternative a) can
occur in iii). Actually, it is interesting to investigate whether alternative b) can occur at all,
also in view of the geometric problem (6.63), which relates to the existence of a conformal
metric in the Riemann sphere with constant curvature equal to one and conical singularities.
Indeed, we see that for a > 1N+1 the angle α∞ in (6.66), corresponding to the singularity at
∞, is bigger than 2π, and consequently, the conditions (6.68) and (6.69) are only sufficient
but no longer necessary to guarantee the existence of such metric. In such situation, more
involved necessary conditions about the angles at the singularities have been introduced by [20],
[28, 29, 30, 31] and [53] in some specific cases. However, it is not clear yet which should be
the appropriate set of necessary conditions in general, and in fact, it may be possible to rule
out the occurence of (7.18) in certain cases.
By combining the results above with those in Lemma 5.11 we conclude:
Corollary 7.4. Let 1N+1 < a ≤ 2N+1 and suppose that S 6= ∅ we have:
i) if N ∈ (0, 1) then β = 4a ;
ii) if N = 1 then either β = 4a or β = 4(N + 1) = 8 and in the latter case S1 = {z1,−z1}
with |z1| = 1.
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Remark 7.5. We mention that, by following the arguments in [5] it is possible to rule out
the second alternative in ii), and show that actually the following holds:
if N ∈ (0, 1] and 1
N + 1
< a ≤ 2
N + 1
then β =
4
a
. (7.19)
Details will be given in a forthcoming paper.
Proposition 7.6. Let N > 1 and 1N+1 < a ≤ 2N+1 then one of the following alternatives
holds:
i) β = 4a ;
ii) N ∈ N and β = 4(N + 1)
iii) β ∈ (4a , 4(N + 1)) and for some m ∈ N,
a) either a ∈
(
1
N+1 ,
1
2
)
and
β =
2
a
(1 +
√
1 + 4am(a(N + 1)− 1)), with 2 ≤ m < N + 1 (7.20)
b) or β =
∑m
j=1 βj with βj ∈
[
4, 4a
]
and maxj=1,...,m βj ≥ 2a ; furthermore:
m∑
j=1
β2j =
β(4N − (1− a)β)
a(N + 1)− 1 , with 2 ≤ m < N + 1−
1
2a
max{0, 1− 2a} (7.21)
Proof: By virtue of Proposition 7.2, it remains only to check (7.21). To this purpose, it
suffices to use (7.17), with β =
∑m
j=1 βj . For what concerns the claimed upper estimate on
m ∈ N, we recall that β < 4(N+1) and from (7.20) and (7.21) it is easy to see that necessarily,
2 ≤ m < N + 1. On the other hand, in the alternative iii) − b) and for a ∈
(
1
N+1 ,
1
2
)
there
holds: 2a +4(m−1) ≤ β < 4(N +1), and this yields to the improved estimate for m in (7.21).
Remark 7.7. By using (7.21) and the fact that β ∈ (4a , 4(N + 1)) we see that in alternative
iii) − (b) the following estimates holds:
if
1
N + 1
< a ≤ 2
N + 2
then 16(N + 1) <
m∑
j=1
β2j <
(
4
a
)2
if
2
N + 2
< a ≤ 2
N + 1
then min
{
16(N + 1),
(
4
a
)2}
<
m∑
j=1
β2j <
(2N)2
(1− a)(a(N + 1)− 1) .
(7.22)
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In the following section, we shall construct an explicit example where the alternative iii)− b)
actually occurs with all βj ’s that coincide, namely: β1 = ... = βm ≥ 2a for every j = 1, ...,m.
For this reason we point out the following general facts concerning such situation.
Corollary 7.8. In altenative iii) − b) of Proposition 7.6 we have that all the βj ’s coincide
(i.e. β1 = β2 = ... = βm) if and only if,
β =
4Nm
(a(N + 1)− 1) +m(1− a) , with m ∈ N, 2 ≤ m < N+1−
N
1− a max{0, 1−2a}. (7.23)
In particular,
β1 = β2 = .... = βm =
4N
(a(N + 1)− 1) +m(1− a) ≥
2
a
, (7.24)
and the blow–up set S1 of vk is formed (up to rotation) by the m-roots of the unity.
Proof: We observe first that,
∑m
j=1 β
2
j ≥ 1mβ2 and equality holds if and only if all the βj ’s
coincide.
But from (7.21) we see that
∑m
j=1 β
2
j =
1
mβ
2 if and only if β satisfies (7.23), and so (7.24)
must hold.
To obtain the given estimate on m in (7.23), we recall first that 2 ≤ m < N + 1, but from
(7.24) we find also that,
2 ≤ m ≤ (N − 1)a+ 1
1− a (7.25)
and we arrive at (7.23). Concerning the blow–up set S1 = {z1, ..., zm} ⊂ R2 \ {0} we know
that,
1
2π
f1,k ⇀ β1
m∑
j=1
δzj weakly in the sense of measure, locally in R
2
and therefore we can argue exactly as in Lemma 5.4, to derive that, as k →∞
1
2π
∫
Bδ(zj)
∇(log |z|2N )|z|2N evk → 2Nβ1(4− aβ1)
4(1 − a)
zi
|zi|2 = β
2
1
m∑
i 6=j=1
zi − zj
|zi − zj |2 , ∀ i = 1, ...,m
Thus, by using complex notation and (7.24), after explicit calculations, we find that,
(m− 1) = 2
m−1∑
i 6=j=1
zi
zi − zj , ∀ i = 1, 2, ...,m;
and this property just gives the equivalent of (5.37) withm in place ofN+1. Therefore, we can
argue exactly as in Theorem 5.8 in order to conclude that necessarily: zmj = ξ0, ∀j = 1, ...,m,
and with ξ0 = (−1)m−1z1 · ... · zm.
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Moreover, in view of (7.16), we see that necessarily: |zj | = 1, ∀ j = 1, ...,m, and the proof is
completed.
Finally, we complete our analysis by considering the case where (7.9) holds with,
N > 1 and
2
N + 1
< a < 1 (7.26)
Proposition 7.9. Assume that (7.1) and (7.26) hold. Then β ≥ 2(N +1) and either β takes
one of the values specified in alternative ii)− iii) of Proposition (7.6) or it satisfies:
2(N + 1) ≤ β ≤ 4(N + 1)− 4
a
. (7.27)
Proof: Clearly β ≥ 2(N + 1), and in case β = 2(N + 1), then obviously it satisfies (7.27).
Hence, let us assume that β > 2(N + 1), and for ε > 0 sufficiently small, we consider the
sequence vk defined by (7.4) and (7.6), and observe that in this case, 0 /∈ S1.
In case S1 = ∅, then necessarily 0 ∈ Sˆ1 and β = 4a + β∞ with β∞ in (6.21). Furthermore, by
(6.22), we find that: β∞ ≥ 2β − 4(N + 1), and we conclude that (7.27) holds in this case.
Next, we suppose that S1 6= ∅, and we distinguish between two situations, namely:
either ∃ ε > 0 as small as needed: 0 /∈ Sˆ1 (7.28)
or ∀ ε > 0 sufficiently small: 0 ∈ Sˆ1 (7.29)
If (7.28) holds then S1 = {z1, ..., zm} ⊂ R2 \ {0} with m ≥ 2, and as above, we may conclude
that in this case, β must satisfy either one of the alternatives ii) and iii) in Proposition (7.6).
In case (7.29) holds, then we can apply part iii) of Lemma 6.2 to vk, and obtain that for β∞
in (6.21) we have:
β∞ ≤ β − 4
a
+ ε and β∞ ≥ 2β − 4(N + 1), ∀ε > 0;
and from such estimates we derive the upper bound on β as given in (7.27).
7.1 An example
We recall that for a ∈ (0, 1) the problem:


−∆U = eaU + eU in R2,
1
2π
∫
R2
(eaU + eU ) dx = β0,
(7.30)
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admits a solution if and only if: max
{
4, 4(1−a)a
}
< β0 <
4
a . Furthermore, up to translation,
the solution is radially symmetric about the origin and it is uniquely identified by β0. We
refer to [43, 44] for details.
Hence, we fix β0 such that:
max
{
4,
4(1− a)
a
}
< β0 <
4
a
, (7.31)
and let u0(z) = u0(r) be the corresponding unique radial solution for (7.30). As usual we are
using complex notations, and so for given m1 ∈ N we define:
Uk(z) = u0(z
m1+1 − ξk) : ξk ∈ C \ {0} (7.32)
Clearly, Uk is not radially symmetric about any point and it satisfies:

−∆Uk = (m1 + 1)2 |z|2m1
(
eaUk + eUk
)
,
1
2pi
∫
R2
(m1 + 1)
2 |z|2m1 (eaUk + eUk) = (m1 + 1)β0.
(7.33)
In turn, if we let
uk(z) := Uk
(
z
|z|2
)
+ (m1 + 1)β0 log
(
1
|z|
)
= u0
(
1
z¯m1+1
− ξk
)
− β0 log |z¯m1+1| (7.34)
then uk can be extended smoothly at the origin, and it satisfies:


−∆uk = (m1 + 1)2
(
|z|a(m1+1)β0−2(m1+2) eauk + |z|(m1+1)β0−2(m1+2) euk
)
,
1
2pi (m1 + 1)
2
∫
R2
(
|z|a(m1+1)β0−2(m1+2) eauk + |z|(m+1)β0−2(m+2) euk
)
= (m1 + 1)β0.
Therefore, whenever it is possible to choose β0 such that,
β0 =
2(m1 + 2)
(m1 + 1)a
∈
(
max
{
4,
4(1 − a)
a
}
,
4
a
)
(7.35)
with 0 < a < 1 and m1 ∈ N, and if we replace uk(z) with uk
(
z
m+1
)
, then we are able to
obtain a sequence of non–radial solutions for the problem:


−∆uk =
(
euk + |z|2N euk
)
,
1
2pi
∫
R2
(
eauk + |z|2N euk
)
= 2N1−a
(7.36)
with
N = N(m1, a) =
(m1 + 2)(1 − a)
a
. (7.37)
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To this purpose, for a ∈ (14 , 34) we set
ma =


2a
1−2a if
1
4 < a <
1
2
+∞ if a = 12
2(1−a)
2a−1 if
1
2 < a <
3
4 ,
(7.38)
then ma = m1−a, and by direct calculations, we check that, (7.35) holds if and only if
a ∈
(
1
4
,
3
4
)
and m1 ∈ N : 1 ≤ m1 < ma. (7.39)
At this point, by assuming (7.39), we take,
ξk ∈ C : |ξk| → +∞, as k →∞ (7.40)
and we show that,
uk(z) := u0
((
m1 + 1
z¯
)m1+1
− ξk
)
− β0 log
∣∣∣∣∣
(
z¯
m1 + 1
)m1+1∣∣∣∣∣ (7.41)
defines a solution sequence of (7.36)-(7.37), which admits a blow–up point exactly at the
origin, namely S = {0}.
Furthermore, by setting:
rk = (m1 + 1)|ξk|−
1
m1+1 , as k → +∞ (7.42)
and
vk(z) = uk(rkz) +
2
a
log(rk) (7.43)
we shall show that vk blows up at exactly (m1 + 1)-points, say z1, ..., zm1+1, which (after a
rotation) correspond to the (m1+1)-roots of the unity. Moreover, for the relative βj defined
in (6.27), we have: βj = β0, ∀ j = 1, ...,m1 + 1, with β0 in (7.35).
In other words, vk admits precisely the blow–up behavior described by Corollary 7.8, and
accordingly the value of β0 in (7.35) matches with that in (7.24) when m = m1+1 and N in
given by (7.36).
To check that uk blows–up at the origin, it suffices to take zk ∈ C, such that:
(
z¯k
m1+1
)m1+1
=
ξk
|ξk|2
, so that zk → 0 and uk(zk) = u0(0) + β0 log |ξk| → +∞, as k → +∞.
Furthermore, by recalling that, for every R > 0 there exists a suitable constant C = C(R) > 0:
u0(η) + β0 log |η| ≤ C, ∀ |η| ≥ R (7.44)
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we see that, for every compact set K ⊂⊂ C \ {0} there holds:
sup
K
uk → −∞ as k → +∞,
and we conclude that S = {0}.
Concerning vk = vk(z), in (7.42)-(7.43), we find:
vk(z) = u0
(
|ξk|
(
m1 + 1
z¯
)m1+1
− ξk|ξk|
)
+ β0 log
( |ξk|
|z|m1+1
)
− 2
a(m1 + 1)
log |ξk|+ 2
a
log(m1 + 1) =
= u0
(
|ξk|
(
m1 + 1
z¯
)m1+1
− ξk|ξk|
)
− β0(m1 + 1) log |z|+ 2
a
log(|ξk|(m1 + 1))
(7.45)
Therefore, by setting: ξk|ξk| = e
iθk , θk ∈ [0, 2π), and assuming that: θk → θ0 ∈ [0, 2π), then we
see that,
zj,k := e
i
θk+2pi(j−1)
m1+1 → ei
θ0+2pi(j−1)
m1+1 := zj , j = 1, ...,m1 + 1,
and,
vk(zj,k) = u0(0) +
2
a
log(|ξk|(m1 + 1))→ +∞,
as k → +∞.
Moreover, we can use once more (7.44), in order to check that, for every compact set K ⊂
C \ {z1, ..., zm1+1} we have:
sup
K
vk → −∞
as k → +∞.
Hence the blow–up set S1 of vk is formed (up to rotation) by the (m1 +1)-roots of the unity
and ”concentration” occurs. Similarly, we may also check that 0 /∈ Sˆ1.
Finally, by using (7.45) and the natural change of variable: z →
(
zj,k +
η
(m1+1)|ξk|
)
we find:
1
2π
∫
Bδ(zj,k)
(eavk + r
2
a
(a(N+1)−1)
k |z|2N evk) |dz| =
1
2π
∫
|η|≤δ|ξk |(m1+1)
(eau0 + eu0) |dη| + o(1)→ 1
2π
∫
R2
(eau0 + eu0) |dη| = β0, as k →∞,
and so we obtain that,
βj = lim
δ→0
lim
k→∞
1
2π
∫
Bδ(zj)
(eavk + r
2
a
(a(N+1)−1)
k |z|2Nevk) = β0, ∀ j = 1, ...,m1 + 1
as claimed.
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8 The case a > 1
In view of part i) of Corollary 7.4 and Corollary 5.13, it remains to analyze the case where:
a > 1 and S = ∅ (8.1)
To this purpose, for ε > 0 sufficiently small, we let rk > 0 be defined in (7.4). In view of
(8.1) we have:
rk → +∞. (8.2)
Therefore, in this case we consider the following new scaling for uk:
vk(x) = uk(rkx) + 2(N + 1) log rk (8.3)
which satisfies:


−∆vk = ε2,keavk + |x|2N evk := f2,k(x) in R2
βk :=
1
2π
∫
R2
f2,k(x)dx.
(8.4)
with ε2,k = r
2(1−a(N+1))
k , and so,
ε2,k → 0, as k →∞. (8.5)
By using the notation above, we let vˆk as defined in (7.8) and denote by S1 and Sˆ1 the
(possibly empty) blow-up set of vk and vˆk respectively.
Clearly problem (8.4)–(8.5) satisfies the assumption (4.83), and therefore we may apply
Proposition 4.22 and its consequences to vk or vˆk. Indeed, exactly as for Lemma 6.2, we
can use Proposition 4.24, Proposition 4.25 together with Corollary 4.26, Corollary 4.27 and
Proposition 4.28 in order to obtain that the analogous of the properties in (6.16), (6.17),
(6.22) and (6.23) hold for vk and vˆk respectively. In particular, we can check that the follow-
ing holds:
Lemma 8.1. Let 0 < a 6= 1N+1 . If x0 ∈ S1 and
β(x0) = lim
r→0
lim
k→+∞
1
2π
∫
Br(x0)
f2,k(x) dx
= lim
r→0
lim
k→+∞
(
1
2π
∫
Br(x0)
ε2,ke
avk(x) dx+
1
2π
∫
Br(x0)
|x|2Neavk(x) dx
)
:= β0,1(x0) + β0,2(x0)
then, by setting
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N(x0) =

N if x0 = 00 if x0 6= 0
we have that β0,1(x0) and β0,2(x0) satisfy (6.16) with N = N(x0), and in particular,
4
a
≤ β(x0) ≤ 4(N(x0) + 1). (8.6)
Furthermore,
•
if a ≤ 2 or β(x0) ≥ 2 then f2,k ⇀ β0δx0weakly in the sense of measures in Bδ(x0)
(8.7)
•
if β(x0) < 2 then β(x0) =
4
a
and a > 2 in this case. (8.8)
If 0 ∈ Sˆ1 and β > max{2(N + 1), 2a} then
β∞ := lim
R→+∞
lim
k→+∞
1
2π
∫
|x|≥R
f2,k(x) dx ≥ 2β −max{4(N + 1), 4
a
} (8.9)
By applying the results above to the sequence vk in (8.3) we find:
Proposition 8.2. Assume (8.1), we have:
• If S1 = ∅ then β = 4(N + 1);
• If S1 6= ∅ then S1 = {z1, ..., zm} with |zj | ≥ 1 and βj := β(zj) ∈
[
4
a , 4
] ∀ j = 1, ...,m.
Moreover,
i) if N ∈ (0, 1) and 0 < a ≤ 2N+1 then β = 4a and 0 /∈ Sˆ1 for a 6= 2N+1 ;
ii) if a > max{1, 2N+1} then either β satisfies (7.27), or 0 /∈ Sˆ1 and β satisfies one of the
following:
β = 2(N + 1 +
√
(N + 1)2 − 4m
a2
(a(N + 1)− 1)), (8.10)
with m ∈ N and 1 ≤ m ≤
(
(N+1)a
2
)2
1
a(N+1)−1 and a > 2;
72
β =
m∑
j=1
βj , max
j=1,...,m
βj ≥ 2 and
m∑
j=1
β2j =
β(4N − (1− a)β)
a(N + 1)− 1 , (8.11)
with m ∈ N and 2 ≤ m < a(N + 1)−max{0, a2 − 1}.
Proof: If S1 = ∅ then (along a subsequence) we have:
vk → v in C2loc(R2),
with v satisfying: −∆v = |x|2Nev in R2 and such that, |x|2Nev ∈ L1(R2). Consequently,
β ≥ 12pi
∫
R2
|x|2Nev = 4(N +1), and since β ≤ 4(N +1), we may conclude that, β = 4(N +1)
as claimed.
If S1 6= ∅ then, by recalling that,
1
2π
∫
|x|≤1
|x|2Nev = 4
a
− ε (8.12)
we may use (8.6) to conclude that if x0 ∈ S1 then |x0| ≥ 1 and β(x0) ∈
[
4
a , 4
]
, ∀j = 1, ...,m.
So S1 = {z1, ..., zm}, and if we assume that,
N ∈ (0, 1) and 0 < a ≤ 2
N + 1
, (8.13)
then we can use (8.7) in order to show that,
1
2π
f2,k ⇀
m∑
j=1
βjδzj weakly in the sense of measure , (8.14)
locally in R2. We claim that,
lim
R→+∞
(
lim
k→+∞
1
2π
∫
|x|≥R
f2,k(x) dx
)
= 0. (8.15)
To check (8.15), we observe first that, 0 /∈ Sˆ1 when 1 < a < 2N+1 . Indeed in this case,
β ≥ 4a > 2(N + 1), and if otherwise then from (8.9) we would find,
β∞ ≤ β − 4
a
and β∞ ≥ 2β − 4(N + 1), (8.16)
that is: 4a < 2(N + 1) < β ≤ 4(N + 1) − 4a , in contradiction with (8.13). Similarly, we
check that 0 /∈ Sˆ1 also in case, a = 2N+1 but β > 2(N + 1). Therefore, (8.15) holds in such
situations.
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Finally, if a = 2N+1 and β = 2(N + 1) =
4
a , then m = 1 and β = β1, and so (8.15) is verified
in this case as well. As a consequence of (8.15) and Lemma 8.1 we obtain that (7.17) holds
together with the following:
β =
m∑
j=1
βj , βj ∈
[
4
a
, 4
]
, ∀ j = 1, ...,m. (8.17)
On the other hand, from (8.17) we obtain: 4am ≤ β ≤ 4(N + 1), and by virtue of (8.13), we
find that necessarily, 1 ≤ m ≤ 2. We can rule out the possibility that m = 2, since it can
be attained only for a = 2N+1 , β1 = β2 =
4
a and β = 4(N + 1), but these values would make
(7.17) fail. Thus, m = 1 and by (7.17) we find β = 4a as claimed.
To establish ii), we simply need to treat the case where: β > 2(N + 1) and observe that, if
in addition, we have that 0 ∈ Sˆ1 then (8.16) holds, and it implies (7.27). Thus to complete
the proof we need to show that, if 0 /∈ Sˆ1 and β > 2(N + 1), then either one of (8.10) and
(8.11) must hold. To this purpose, we observe first that in this case (8.15) holds.
We start to analyze what happens if maxj=1,...,m βj ≥ 2.
As in the proof of Proposition 7.2, we see that in this case ”concentration” occurs and (7.17)
holds, and it implies (8.11). Since if we take m = 1 in (8.11) we obtain the value β = 4a , while
under the given assumption we have : β ≥ 2(N +1) > 4a , we deduce that necessarily: m ≥ 2.
Also notice that, if βj < 2 for some j ∈ {1, ...,m} then necessarily βj = 4a and a > 2.Thus,
when max
{
1, 2N+1
}
< a ≤ 2, then for (8.17) we derive the estimate: 4am ≤ β ≤ 4(N + 1),
which implies that, 2 ≤ m ≤ a(N + 1).
While, for a > 2, then from (8.17) we obtain the estimate: 2 + 4a(m − 1) ≤ β ≤ 4(N + 1),
which implies a better estimate on m, namely: 1 ≤ (m−1) ≤ a2 (2N+1). Thus, by combining
such information, we check that (8.11) holds in this case.
Finally, in case: maxj=1,...,m βj < 2 then a > 2 and βj =
4
a , for every j = 1, ...,m, and in
view of part ii) of Lemma 5.4, we see that ”concentration” cannot occur.
Therefore,
4
a
m = lim
k→+∞
(
ε1,k
1
2π
∫
R2
eavk
)
= lim
k→+∞
(
1
2π
∫
R2
eauk
)
=
aβ(4(N + 1)− β)
4(a(N + 1)− 1)
and from this identity easily we derive (8.10).
Remark 8.3. As before, the possibility for β to attain the value in (8.10) is linked to the
solvability of the following singular Liouville equation:


−∆v = |x|2Nev + 8pia
∑m
j=1 δzj in R
2
1
2π
∫
R2
|x|2Nev dx = β − 4
a
m.
(8.18)
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with β specified in (8.10).
We know that, a solution of problem (8.18) can be interpreted as the conformal factor for
a metric on the Riemann sphere with constant curvature equal to one and assigned conical
singularities. In spite of the results in [28], [29], [30], [31], [20], [51], [52] and [40], which
characterize the existence of such metric in some cases, still it remains a challenging open
problem to determine the appropriate set of necessary and sufficient conditions about the
angle at the singularities so that such metric exists in general.
Notice also that the value of β specified in (8.10) belongs in the interval
(
2(N + 1), 4(N + 1)− 4a
]
,
and actually it coincides with the value: 4(N + 1)− 4a , exactly when m = 1. Therefore, it is
reasonable to expect that (8.10) may occur only with m = 1.
9 Appendix
In this Appendix we provide the proof of some simple but technical Calculus lemmata, that
we have used above.
Calculus Lemma: LetN ≥ 1. The function f(a) := 12a
(√
(1− a(N + 1))2 + Na1−a − (1− a(N + 1))
)
satisfies the following:
(i) if a ∈
(
0, 1N+1
)
then f ′(a) > 0 and N4 < f(a) <
N+1
2 ;
(ii) f(a) ≥ 1 if and only if N > 1 and aN ≤ a < 1N+1 , with aN defined in (6.83).
(iii) If 1 < N ≤ 3 and a ∈
(
0, 1N+1
)
then f(a) < 2.
Proof: It is straightforward to compute:
f ′(a) =
1
2a2

1− (1− a(N + 1)) + Na1−a
(
1− 12(1−a)
)
√
(1− a(N + 1))2 + Na1−a


Therefore f ′ > 0 if and only if
(1− a(N + 1)) + Na
1− a
(
1− 1
2(1 − a)
)
<
√
(1− a(N + 1))2 + Na
1− a
or equivalently,
2(1 − a(N + 1))
(
1− 1
2(1− a)
)
+
Na
1− a
(
1− 1
2(1− a)
)2
< 1 (9.1)
To check (9.1) we use (6.55), so that, for 0 < a < 1N+1 , we know that,
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Na
1− a < 1− (1− a(N + 1))
2 (9.2)
Thus, we can insert (9.2) into (9.1) and derive the following estimate:
Na
1− a
(
1− 1
2(1− a)
)2
+ 2(1 − a(N + 1))
(
1− 1
2(1− a)
)
<
(
1− 1
2(1 − a)
)2
− (1− a(N + 1))2
(
1− 1
2(1 − a)
)2
+ 2(1 − a(N + 1))
(
1− 1
2(1− a)
)
=
=
(
1− 1
2(1 − a)
)2
−
(
(1− a(N + 1))
(
1− 1
2(1− a)
)
− 1
)2
+ 1 =
= 1−
(
1 +
(
1− 1
2(1− a)
)
a(N + 1)
)(
a
1− a + a(N + 1)
(
1− 1
2(1 − a)
))
.
(9.3)
Since, for N ≥ 1 and 0 < a < 1N+1 we have: 12(1−a) < 1, we see that (9.1) follows from (9.3).
Next, we observe that f(0) := lima→0+ f(a) =
N
4 and f
(
1
N+1
)
= N+12 , and therefore for
a ∈
(
0, 1N+1
)
we have: N4 < f(a) <
N+1
2 .
Consequently, for N ∈ (0, 1] we see that necessarily: f(a) < 1, for all a ∈
(
0, 1N+1
)
.
While, if N ≥ 4 and a ∈
(
0, 1N+1
)
then f(a) > N4 ≥ 1.
On the other hand, for 1 < N < 4 we find that, f(a) = 1 if and only if a = aN =
4−N
2(N+1+
√
(N−1)2+N2)
∈
(
0, 1N+1
)
and so in this case: f(a) > 1 if and only if aN < a <
1
N+1 ,
as claimed in (i).
Finally, for 1 ≤ N ≤ 3 and 0 < a < 1N+1 we have: f(a) < N+12 ≤ 2.
Next, we point out some monotonicity property for the functions related to the expression
(6.52) and (6.53). To this purpose, we consider
φ(t) = 1− t+
√
(1− t)2 + 2a(N + 1)t− Na
1− at
2 (9.4)
which, for t = 2(m−1)(1−a)N , coincides with
a
2βj0 and βj0 defined in (6.52).
Similarly we consider
ψ(t) = 1− s+
√
(1− s)2 + 2as+ Na
1− a(N + 1)s
2 (9.5)
and notice that, ψ(t) for s = 2(m−1)(1−a(N+1))N coincides with the expression of
a
2β, with β
given by (6.53).
76
Clearly, for 0 < a < 1N+1 , both functions φ and ψ are always well defined.
We prove:
Calculus Lemma 1: Let a ∈
(
0, 1N+1
)
then the following holds:
(i) φ′(t) < 0 and we have
φ(t) ≥ 1⇔ t ≤ 1− a
aN
(√
(1− a(N + 1))2 + aN
1− a − (1− a(N + 1))
)
=: ta; (9.6)
(ii) if 0 < s ≤ 1−a(N+1)1−a ta =: sa then ψ′(s) < 0, and in particular
ψ(s) ≥ ψ(sa) = a(N + 1) +
(√
(1− a(N + 1))2 + Na
1− a
)
. (9.7)
Proof: By straightforward calculations, we obtain:
φ′(t) =
(
t
1−a − 1
)
(1− a(N + 1)) −
√
(1− t)2 + 2a(N + 1)t− Na1−at2√
(1− t)2 + 2a(N + 1)t− Na1−a t2
and readily we see that, φ′(t) < 0 for t ≤ 1− a. On the other hand, if t > 1− a then
φ
′(t) < 0⇔
(
t
1− a
− 1
)2
(1−a(N +1))2 <
(
t
1− a
− 1
)
(1−a(N +1))2(1−a)+a(N+2−a(N+1)) (9.8)
and so for 0 < a < 1N+1 the inequality in (9.8) certainly holds .
Furthermore, by simple calculations we also find that φ(t) ≥ 1 if and only if t ≤ ta, with ta
as given in (9.6).
Concerning (ii), we compute:
ψ′(s) = −1 +
(1− a)
(
s
1−a(N+1) − 1
)
√
(1− s)2 + 2as+ Na1−a(N+1)s2
= −1 +
(1− a)
(
s
1−a(N+1) − 1
)
√
1− 2(1 − a)s+ (1−a)s21−a(N+1)
and after straightforward calculations we find that, ψ′(s) < 0 if and only if :
s
1− a(N + 1) < 1 +
√
1 +
2− a
N(1− a) . (9.9)
Therefore, to establish (9.7) we only need to check that,
sa ≤ (1− a(N + 1))
(
1 +
√
1 +
2− a
N(1− a)
)
. (9.10)
77
In other words, we must show that the following inequality:
1
Na
(√
(1− a(N + 1))2 + Na
1− a − (1− a(N + 1))
)
< 1 +
√
1 +
2− a
N(1− a) (9.11)
is satisfied for any a ∈
(
0, 1N+1
)
.
But this is established easily once we observe that (9.11) can be written equivalently as
follows:
1
Na
(√
(1− a(N + 1))2 + Na
1− a − 1
)
<
√
1 +
2− a
N(1− a) −
1
N
(9.12)
and for a ∈
(
0, 1N+1
)
and N ≥ 1, we see that the left hand side of (9.12) is negative while
the right hand side is positive.
Remark 9.1. On the basis of Calculus Lemma 1, we check that for βj0 ≥ 2a is satisfied if
and only if (6.43) holds, and it implies that, β ≥ 2(N + 1) + 2a
√
(1− a(N + 1))2 + Na1−a as
claimed in Theorem (6.5).
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