Existence and symmetry of minimizers for nonconvex radially symmetric
  variational problems by Krömer, Stefan
ar
X
iv
:0
70
4.
39
01
v1
  [
ma
th.
CA
]  
30
 A
pr
 20
07
Existene and symmetry of minimizers for
nononvex radially symmetri variational
problems
Stefan Krömer
Institut für Mathematik
Lehrstuhl für Nihtlineare Analysis
Universität Augsburg
Email: stefan.kroemermath.uni-augsburg.de
Abstrat
We study funtionals of the form
E(u) :=
Z
BR(0)
W (∇u) +G(u) dx,
where u is a real valued funtion over the ball BR(0) ⊂ R
N
whih vanishes
on the boundary and W is nononvex. The funtional is assumed to be
radially symmetri in the sense that W only depends on |∇u|. Existene
of one and radial symmetry of all global minimizers is shown with an
approah based on onvex relaxation. Our assumptions on G do not
inlude onvexity, thus extending a result of A. Cellina and S. Perrotta.
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1 Introdution
This paper is onerned with the variational problem arising from the energy
funtional
E(u) :=
∫
BR(0)
[W (∇u) +G(u)] dx, (E)
where u is a salar eld on BR(0) = {x ∈ R
N | |x| < R} ⊂ RN (N ≥ 2) whih
vanishes on the boundary. Simple examples for the funtions W and G onsid-
ered areW (ξ) := (|ξ|
2
−1)2 and G(µ) := −µ2. The primary qualitative features
of W are that it is ontinuous, nononvex, oerive and radially symmetri in
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the sense that it only depends on the eulidean norm of its argument. It may
have more wells than the two in the example above, however, and onvexity of
W at innity (i.e., if the norm of its argument is large enough) is not assumed.
Besides the prototype above, our assumptions on G in partiular inlude all
funtions of lass C2 whih are stritly monotone and do not grow too fast.
Moreover, the monotoniity assumptions on G an be dropped if 0 ∈ RN is the
unique minimizer of W .
Abundant literature addressing the existene and further properties of global
minimizers of nononvex variational problems is available. For an overview of
known results in the ase on nononvex simple integrals (N = 1), we refer to
[31, 7℄ and the referenes therein. In higher dimensions (N > 1), onditions for
attainment have been obtained even without assuming symmetry (in partiu-
lar, the domain does not have to be a ball, then), see for example [32, 8, 6℄.
Generalizations for vetorvalued u are obtained in [9, 34, 5℄ (N = 1) and [33℄
(N > 1). For the most general existene result for autonomous funtionals and
further referenes, the reader is referred to [6℄. In the ase of our energy E, the
existene of a minimizer of E in W 1,p0 follows from the results in [6℄ if G does
not have strit loal minima and (roughly speaking) does not osillate too fast,
provided that W satises (1.1) below. Still, some open questions remain. In
partiular, to ensure existene of a minimizer, all of the above mentioned papers
for N > 1 have to assume that the onvex envelopeW ∗∗ of W has the following
property:
W ∗∗ is ane on any omponent of the detahment set {W ∗∗ < W}. (1.1)
However, this behavior of the onvex envelope is by no means typial. Usually,
W ∗∗ will be ane only along suitable onedimensional lines wherever it diers
from W . Our radially symmetri prototype example above of ourse satises
(1.1), but no multi-well potential W whose set of global minima onsists of a
nite number of points has this property, and even if W is radially symmetri,
any nononvex parts outside the outermost sphere of minima are ruled out. If
G = 0, (1.1) is known to be neessary for attainment for arbitrary Dirihlet
boundary onditions [12, 20℄. If G is stritly onave and/or stritly monotone,
examples are rare. For instane, even stritly onave G annot always guar-
antee existene as it would in the onedimensional ase (treated in [9℄) if (1.1)
fails to hold, see [27℄ (Setion 1.4).
The radially symmetri ase is studied in [10, 15, 21, 14℄. There, (1.1) an be
dropped provided that G is onvex and dereasing, a result rst stated in [10℄
(see also [11℄, where an error in the proof of Theorem 2 in [10℄ is orreted).
A generalization for vetorvalued u an be found in in [13℄. Here, we show in
partiular that onvexity of G is atually a tehnial assumption in the sense
that it an be dropped if G is of lass C2. Our proof of existene follows a path
whih is somewhat standard for nononvex variational problems: First, we study
the relaxed funtional E∗∗, where W is replaed by its onvex envelope W ∗∗
and show that E∗∗ has a radially symmetri minimizer u. In a seond step, we
2
prove that u satises W (∇u) = W ∗∗(∇u) a.e. by extending the ideas developed
in [10, 11℄. As a onsequene, u also is a minimizer of the original problem.
Let us emphasize that this seond step is by no means trivial. Of ourse, if the
funtional is restrited to the lass of radially symmetri funtions, it an be
rewritten as a single integral whih in our ase leads to
E˜(u) :=
∫ R
0
rN−1W˜ (u′) + rN−1G(u) dr, (1.2)
where W˜ (± |·|) = W (·). Still, the available results in the onedimensional ase
annot be applied. This is inhibited by the lak of a boundary ondition at
r = 0 and the singular weight rN−1. Even worse, if one is willing to ignore
the aforementioned problems for the time being, the main onditions on the
integrand entailing attainment (the one of Theorem 1.2 in [34℄ or (C2**) in [5℄,
e.g.) fail to hold in general under our assumptions on W and G. Here, the
main problem arises from the expliit dependene on r of the term ontaining
the derivative u′ in (1.2), despite its simple form.
A related problem on the annulus a < r = |x| < b is studied in [36℄. There,
Dirihlet boundary onditions are presribed whih require that u(a) < u(b),
where at the same time G′ < 0 on R is assumed. Note however that the
latter implies that radially symmetri minimizers are stritly dereasing in radial
diretion if the inner boundary value is free as in our ase.
The question of symmetry of minimizers, or symmetry of soalled ground states
(positive solutions of variational problems having the least energy among all
ritial points) has also reeived onsiderable attention in the literature, al-
though almost exlusively for problems leading to ellipti equations of seond
order. On symmetri domains, symmetry of minimizers or ground states an
be obtained using rearrangement tehniques (for an overview, see [25℄ or [1℄)
or reetion arguments. Results in this diretion for example an be found
in [30, 19, 3℄. The method of moving planes also has been used with great
suess [23, 24, 28, 29, 35, 17℄, in partiular on unbounded domains with trans-
lation invariane whih introdues extra diulties. (Both lists are far from
exhaustive.) In both ases, the proof of symmetry of minimizers (respetively,
ground states) is typially based on a maximum priniple, to show that a suit-
able symmetri rearrangement of a minimizer (or a ground state) has to oinide
with the original funtion. Alternatively, one an use haraterizations of those
funtions u whose symmetri rearrangement uˆ has the same energy as u: for
example, if u ∈ W 1,p0 (B1(0)) (p > 1) is nonnegative and uˆ denotes its Shwartz
symmetrization, then
∫
|∇u|
p
=
∫
|∇uˆ|
p
implies that either u = uˆ or u has a
plateau of positive measure below the essential supremum of u (f. [4℄, this is
used in [19℄). For the purpose of proving symmetry we an assume that W
is onvex (but not stritly onvex!), due to the relaxation theorem (e.g. [16℄,
Chapter 5) whih implies that every minimizer of E also minimizes the relaxed
funtional E∗∗ where W is replaed by its onvex envelope W ∗∗. Still, for both
the funtionals E and E∗∗ onsidered here, the EulerLagrange equation is not
ellipti, sine elliptiity, even in a degenerate sense as for example satised by
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the pLaplaian, implies strit onvexity of W . Hene the use of the maximum
priniple is out of question. If E∗∗ has a nonnegative minimizer u, then one
minimizer is radially symmetri, beause the Shwartz symmetrization uˆ of u
satises E∗∗(uˆ) ≤ E∗∗(u) (see for example [2℄). Obtaining the symmetry of ev-
ery minimizer is more subtle, though. In partiular, it is not diult to see that
the equality
∫
W ∗∗(∇u) =
∫
W ∗∗(∇uˆ) no longer implies that u = uˆ, if W ∗∗ is
onvex but onstant on a nonempty open set (even if we assume that u does not
have plateaus). If G is onvex and stritly monotone, this diulty is overome
in [10℄, where a symmetri rearrangement is dened by averaging on onentri
spheres. The disadvantage of this method is that the minimizing property of
the rearranged funtion an only be shown for onvex G, using Jensen's in-
equality. The main idea in our proof of symmetry is to ompare the energy of a
given minimizer with the energies of a whole family of radially symmetri fun-
tions, obtained from the proles of the original funtion along all straight lines
onneting the enter 0 of BR(0) to a boundary point (f. Lemma 3.1). This
approah also yields symmetry of one minimizer, even without the assumption
that a given minimizer is nonnegative. Another advantage lies in the fat that
we an also show symmetry of every minimizer provided that G is stritly mono-
tone, using neither strit onvexity of W or W ∗∗ (whih, as a byprodut, turns
out to be suient, too) nor onvexity of G. Moreover, this tehnique is purely
variational and hene only requires minimal regularity assumptions.
Finally we mention that under more restritive onditions on W and G, the
global minimizer of E an be obtained as a singular limit of ritial points of
a sequene of regularized funtionals ontaining the additional term
ε
2 (∆u)
2
in
the integrand, with small ε > 0 [26℄. In partiular, this might provide a good
framework for numerial investigations.
The rest of this paper is organized as follows: In the next setion, general
notation and the main assumptions onW and G are olleted. The third setion
ontains results for E∗∗, in partiular suient onditions for the symmetry of
all minimizers, subsumed in Theorem 3.4. They are used in Setion 4 in the
proof of our main result, Theorem 4.2, existene of a minimizer and symmetry
of all minimizers for nononvex W (and nononvex G).
The results of this paper were presented as a part of the author's PhD thesis
[27℄.
2 Preliminaries
Given two vetors ξ, η ∈ RN , ξ·η is their eulidean salar produt. The eulidean
norm in R
N
as well as the modulus in R are denoted by |·|, and BR(a) is the
open ball in R
N
with radius R > 0 and enter a ∈ RN . Moreover, SN−1 is
the boundary of the unit ball in R
N
, equipped with the (N − 1)dimensional
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Hausdor measure (if measuretheoreti struture is needed). The Lebesgue
measure and the s-dimensional Hausdor measure of a measurable set A ⊂ RN
are denoted by LN (A) and Hs(A), respetively. For the surfae area of the
sphere, we use the abbreviation ωN−1 := HN−1(S
N−1). The symbol ‖·‖ is used
for norms in funtion spaes, where the orresponding spae will be given in the
index, for example ‖·‖Lp(Ω). As usual, Sobolev spaes of realvalued funtions in
Lp(Ω) whih are k times weakly dierentiable in Lp(Ω) are denoted byW k,p(Ω),
and W k,p0 (Ω) ⊂ W
k,p(Ω) stands for the losure of the set of innitely times
dierentiable funtions with ompat support in Ω (i.e., C∞0 (Ω)) with respet
to the W k,p-norm. The domain Ω is omitted if it is lear from the ontext.
Finally, with a slight abuse of notation, the same letter is used both for a radially
symmetri funtion u : BR(0) → R and its "prole" u : (0, R) → R related by
u(|x|) = u(x). In that ontext, u′(|x|) = ∂ru(x) := ∇u(x) ·
x
|x| denotes the rst
derivative in radial diretion.
Our basi assumptions on W and G are as follows.
Assumptions on W :
(Regularity) W : RN → R is ontinuous, (W0)
(Coerivity) W (ξ) ≥ ν1 |ξ|
p
− C, (W1)
(Growth) |W (ξ)| ≤ ν2 |ξ|
p + C, (W2)
for every ξ ∈ RN , where p > 1, ν1 ≤ ν2 and C are positive real onstants.
Furthermore, we assume that W is invariant under rotations:
(Symmetry)
W (ξ) = W˜ (|ξ|), where
W˜ : R→ R is an even funtion of lass C0.
(W3)
Note that in partiular we do not require W to be onvex. If W is nononvex,
the points M and −M , dened below, are of speial interest:
M := max
{
t ≥ 0
∣∣∣∣ W˜ (t) = mins∈R W˜ (s)
}
≥ 0. (2.1)
The ase M = 0 ours if and only if 0 is the unique minimizer of W˜ . Another
important objet in the study of nononvex W˜ is its onvex envelope (or bipolar)
W˜ ∗∗(s) := sup
{
V (s)
∣∣∣V : R→ R is onvex and V ≤ W˜ } , s ∈ R. (2.2)
If W˜ is ontinuous or of lassC1 then the same holds for W˜ ∗∗. Furthermore, W˜ ∗∗
is onvex and ane on any onneted omponent of the set where it diers from
W˜ . Also note that W˜ ∗∗ is onstant on [−M,M ], and W˜ (±M) = W˜ ∗∗(±M).
However, the detahment set {W˜ ∗∗ > W˜} might ontain intervals whih are not
subsets of (−M,M), in fat even ountably many are allowed.
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Remark 2.1. If W is replaed by a funtion Wˆ of the form Wˆ (ξ) = W (ξ)+a · ξ,
where a ∈ RN is an arbitrary xed vetor, then the energyE remains unhanged,
by virtue of the Gauss Theorem. In partiular, all ritial points persist. This
invariane an be used to treat some ases when W is skew, as opposed to our
assumption (W3).
Assumptions on G:
(Regularity) G : R→ R is ontinuous, (G0)
(Growth)
G(µ) ≥ −ν3 |µ|
p−̺ − C,
G(µ) ≤ ν4 |µ|
p∗−̺ + C if p < N, and
G(µ) ≤ ν4 |µ|
p˜
+ C if p = N , for a p˜ <∞,
(G1)
for every µ ∈ R, where C, ν3, ν4 ≥ 0 and ̺ ∈ (0, p] are onstants and p
∗ := pN
N−p
is the ritial Sobolev exponent. If M > 0, we also need (partial) monotoniity
of G:
(Shape)
G is dereasing on [0,∞) and
G(µ) ≤ G(−µ) whenever µ > 0,
(G2)
An immediate onsequene of (G2) and (W3) is that E(|u|) ≤ E(u) for every
u ∈ W 1,p0 (BR(0)). In partiular, whenever u is a minimizer, the nonnegative
funtion |u| is a minimizer, too. To obtain symmetry of all minimizers, strit
monotoniity of G plays a ruial role:
(Shape′)
G is stritly dereasing on [0,∞) and
G(µ) ≤ G(−µ) whenever µ > 0,
(G′2)
Remark 2.2. If (G2) is violated, a minimizer need not exist. For instane, it is
well known that the inmum of
∫
BR(0)
[
(|∇u| − 1)2 + u2
]
dx, u ∈ W 1,20 , is zero
and it is not attained. More generally, if W˜ (0) > min W˜ and G(µ) > G(0) for
every µ 6= 0, then inf E = min W˜ +G(0) and it is not attained.
Remark 2.3. If G does not satisfy (G2) (or (G
′
2), respetively), but Gˆ : R→ R,
µ 7→ G(−µ) does (for example, if G is stritly inreasing on R), our re-
sults below still hold with obvious hanges. Just onsider Eˆ(u) := E(−u) =∫
BR(0)
[W˜ (|∇u|) + Gˆ(u)] dx instead of E.
In view of (W1) and (G1), it is natural to onsider E as a funtional onW
1,p
0 (Ω).
A rst onsequene of the onditions given above is the following
Proposition 2.4. (Coerivity of E) Assume (W0)(W2), (G0) and (G1). Then
E : W 1,p0 (BR(0))→ R is well dened and oerive in the sense that
E(u) ≥ ν˜ ‖u‖
p
W 1,p − C˜, (2.3)
for every u ∈ W 1,p0 (BR(0)), where C˜ and ν˜ > 0 are onstants independent of u.
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Proof. Using the growth onditions, it is not diult to show that E is well
dened. Furthermore, for u ∈ W 1,p0 (BR(0)), by virtue of (W1), (G1), Hölder's
inequality and Poinaré's inequality we have that
E(u) ≥
∫
BR(0)
[
ν1 |∇u|
p − ν3 |u|
p−̺ − 2C
]
dx
≥ ν˜1 ‖u‖
p
W 1,p − ν˜3 ‖u‖
p−̺
W 1,p − 2C,
where ν˜1 and ν˜3 are positive onstants depending on ν1 and ν3, respetively,
as well as on p, ̺ and LN (BR(0)). Sine p − ̺ < p, this immediately implies
(2.3).
3 Properties of minimizers in the onvex ase
In the ase of onvex W , the funtional E is weakly lower semiontinuous, and
sine it is also oerive by Lemma 2.4, E has a minimum by the diret methods
in the alulus of variations (f. [16℄, e.g.) in W 1,p0 . This setion provides
several auxiliary results whih are employed to show existene and symmetry of
minimizers for nononvex W in Setion 4. For this purpose, we will apply the
assertions below to the relaxed funtional
E∗∗(u) :=
∫
BR(0)
[W ∗∗(∇u) +G(u)] dx, (3.1)
where W is replaed by its onvex envelope W ∗∗. As a onsequene, we atu-
ally ould assume that W = W ∗∗ within this setion. However, the arguments
used here do not really exploit onvexity of W (although onvexity is always
suient) whih guarantees the existene of a minimizer. Thus we prefer to use
a more general setting, assuming just those properties of W whih are really
needed for the proofs. As a rst step, we disuss the question of radial sym-
metry of minimizers, assuming symmetry of W . For this purpose, we onstrut
radially symmetri funtions in a suitable way from a given, possibly asym-
metri minimizer. The following lemma provides suient regularity of those
funtions.
Lemma 3.1. Let u be (a xed representative of an equivalene lass) in
W 1,p(BR(0)) with a p ∈ [1,∞). Then, for almost every diretion θ ∈ S
N−1
, the
radially symmetri funtion
uθ : BR(0)→ R, uθ(x) := u(|x| θ) (3.2)
(respetively, its equivalene lass) is an element of W 1,p(BR(0)). If u ∈
W 1,p0 (BR(0)), then we also have uθ ∈ W
1,p
0 (BR(0)) for a. e. θ ∈ S
N−1
. In
any ase,
∇uθ(x) = (θ · ∇u(|x| θ))
x
|x|
, (3.3)
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and in partiular,
|∇uθ(x)| ≤ |∇u(|x| θ)| , (3.4)
for almost every x ∈ BR(0) and θ ∈ S
N−1
.
Proof. We will only give the proof for u ∈ W 1,p0 (BR(0)), the modiations for
u ∈ W 1,p(BR(0)) are obvious.
Sine u is an element of W 1,p0 (BR(0)), it an be approximated with a sequene
u(k) ∈ C∞0 (BR(0)), k ∈ N, suh that u
(k) → u in W 1,p. Obviously the radially
symmetri funtions u
(k)
θ (obtained from the proles of u
(k)
analogously to (3.2))
are elements of C∞(BR(0)\{0})∩C(BR(0)) and vanish in a viinity of ∂BR(0),
for every k ∈ N and every diretion θ ∈ SN−1. Sine ∇u(k)(0) is nite for xed
k, we also have u
(k)
θ ∈ W
1,p
0 (BR(0)). The assertion now follows one we show
that u
(k)
θ → uθ in L
p
and that ∇u
(k)
θ → ∇uθ in L
p
for almost every θ ∈ SN−1,
where ∇uθ is given by (3.3). This an be observed in the following way: By
introduing radial oordinates, we have
∫
SN−1
(∫
BR(0)
∣∣∣∣∇u(k)θ (x) − (θ · ∇u(|x| θ)) x|x|
∣∣∣∣
p
dx
)
dθ
=
∫
SN−1
∫
SN−1
∫ R
0
∣∣∣∇u(k)θ (rψ) − (θ · ∇u(rθ))ψ∣∣∣p rN−1 dr dψ dθ
=
∫
SN−1
∫
SN−1
∫ R
0
∣∣∣(θ · ∇u(k)(rθ))ψ − (θ · ∇u(rθ))ψ∣∣∣p rN−1dr dψ dθ
≤
∫
SN−1
∫
SN−1
∫ R
0
∣∣∣∇u(k)(rθ) −∇u(rθ)∣∣∣p rN−1dr dψ dθ
= ωN−1
∫
BR(0)
∣∣∣∇u(k)(x) −∇u(x)∣∣∣p dx,
due to Fubini's Theorem. Sine ∇u(k) onverges to ∇u in Lp(BR(0)), this
entails that (up to a subsequene) ∇u
(k)
θ → ∇uθ in L
p(BR(0)) as k → ∞, for
a.e. θ ∈ SN−1. By a similar alulation we also obtain that u
(k)
θ → uθ in L
p
for
a.e. θ.
Remark 3.2. Analogous results about regularity properties of the restritions of
a (representative of a) Sobolev funtion to parallel lines whih form a partition
of the domain an be found in [18℄. However the results presented there are
not diretly appliable in the situation of the lemma above beause the lines in
radial diretion meet at the origin, thus behaving (mildly) singular.
As an tehnial tool in order to prove the symmetry of a whole group of mini-
mizers (even all for suitable W and G), we need the following elementary har-
aterization of radially symmetri funtions:
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Lemma 3.3. Assume that u ∈ W 1,1
lo
(BR(0)) satises
∇u(x) = λ(x)x for a. e. x ∈ BR(0), (3.5)
where λ = λ(x) ∈ R is a measurable salar fator. Then u is radially symmetri.
Proof. Using approximation with smooth funtions and Fubini's Theorem as in
Lemma 3.1, it is not diult to show that the funtions θ 7→ ur(θ) := u(rθ),
SN−1 → R, are in W 1,1(SN−1) for almost every r ∈ (0, R). Furthermore,
Dur(θ)h = rDu(rθ)h for h ∈ TθS
N−1.
Due to (3.5),
Dur(θ)h = r
2λ(rθ)(θ · h) = 0,
sine the tangential vetor h ∈ TθS
N−1 ⊂ RN is always orthogonal to θ. Thus
ur is onstant on S
N−1
for almost every r. Aordingly, u is onstant on the
spheres ∂Br(0) for almost every r ∈ (0, R), whih entails radial symmetry.
With the aid of Lemma 3.1 we now an show radial symmetry of minimizers.
Theorem 3.4. Assume (W0), (W1), (W3), (G0) and (G1). Furthermore as-
sume that W˜ is inreasing on [0,∞) and that E has a global minimizer u in
W 1,p0 . Moreover, let M0 ≥ 0 denote a onstant suh that W˜ is onstant on
[−M0,M0] (note that M0 = 0 is allowed). Then we have the following:
(i) At least one global minimizer u of E is radially symmetri. If (G2) holds,
then u an be hosen in suh a way that u ≥ 0 and ∂ru ≤ −M0 almost
everywhere.
(ii) Any minimizer u suh that
|ν| > |∂ru(x)| implies that W˜ (|ν|) > W˜ (|∂ru(x)|), (3.6)
for every ν ∈ R and a. e. x, is radially symmetri.
(iii) Assume in addition that (G′2) holds. Then every minimizer u of E satises
(3.6) and thus is radially symmetri. Furthermore, u is either nonnegative
or nonpositive in BR(0). Here, the latter ase an our only if G(u) =
G(−u), so that |u| is a minimizer, too, then. If u is nonnegative then
we have ∂ru ≤ −M0 almost everywhere; in partiular, u is dereasing in
radial diretion.
Remark 3.5. If W˜ is stritly inreasing on [0,∞) (in partiular, this is the ase
if W˜ is stritly onvex), (3.6) is automatially satised. Hene in that ase every
minimizer is radially symmetri, even if (G′2) does not hold.
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Remark 3.6. If the monotoniity of G is not strit and M > 0 (i.e., 0 is not the
unique minimizer of W˜ ), then asymmetri minimizers might exist. Consider for
example the funtional ∫
B1(0)
W˜ ∗∗(|∇u|) dx,
where W˜ ∗∗(t) := (t2 − 1)2 for |t| ≥ 1 and W˜ ∗∗(t) := 0 for |t| < 1 (whih is
the onvex envelope of W˜ (t) := (t2 − 1)2). Obviously, any funtion u satisfying
|∇u| ≤ 1 a.e. is a minimizer, and it is not diult to onstrut one with that
property whih is not radially symmetri. One an even onstrut innitely
many asymmetri funtions in W 1,40 (B1(0)) with |∇u| = 1 a.e., whih also min-
imize
∫
B1(0)
(|∇u|
2
− 1)2 dx.
Remark 3.7. As we shall see in Theorem 4.2 below, the monotoniity assumption
on W an dropped if replaed by (W2) and (G
′
2) (ombined).
Proof of Theorem 3.4. (i) Radial symmetry of one minimizer:
In order to show radial symmetry of a minimizer u, we rst onsider the fam-
ily uθ ∈ W
1,p
0 (BR(0)), θ ∈ S
N−1
, of radially symmetri funtions dened in
Lemma 3.1; in partiular, uθ ∈W
1,p
0 (BR(0)) for a.e. θ. It satises
1
ωN−1
∫
SN−1
E(uθ) dθ ≤ E(u). (3.7)
This an be observed in the following way: The funtionW is radially symmetri
by (W3) and inreasing in radial diretion, whene by (3.4)
W (∇uθ(rθ)) ≤W (∇u(rθ)) (3.8)
for almost every r ∈ (0, R) and θ ∈ SN−1. Consequently,∫
SN−1
E(uθ) dθ
=
∫
SN−1
∫
SN−1
∫ R
0
[W (∇uθ(rψ)) +G(uθ(rψ))] r
N−1dr dψ dθ
=
∫
SN−1
∫
SN−1
∫ R
0
[W (∇uθ(rθ)) +G(uθ(rθ))] r
N−1dr dψ dθ
sine uθ is radially symmetri and W satises (W3)
≤
∫
SN−1
∫
SN−1
∫ R
0
[W (∇u(rθ)) +G(u(rθ))] rN−1dr dψ dθ
due to (3.8)
= ωN−1E(u).
Sine u is a minimizer, we know that E(u) ≤ E(uθ) for a. e. θ ∈ S
N−1
. The
only way this an oinide with (3.7) is if
E(u) = E(uθ), for a. e. θ ∈ S
N−1, (3.9)
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i.e., the radially symmetri funtion uθ is a minimizer, too, for almost every
θ. If (G2) holds, the remaining properties asserted an be ahieved by further
rearranging uθ to another minimizer vθ as in step (iii) below.
(ii) Radial symmetry of all minimizers satisfying (3.6):
First observe that as a onsequene of the alulation in (i), (3.9) is possible
only if equality holds in (3.8), for a. e. r and θ. By virtue of (3.6) and (W3),
this implies that
|∇uθ(rθ)| = |∂ru(rθ)| = |∇u(rθ)| , for a. e. r, θ.
Hene the vetor eld ∇u(x) is olinear to x almost everywhere in BR(0). Sine
the only gradient elds on BR(0) with suh a property are gradients of radially
symmetri potentials, as seen in Lemma 3.3, this proves radial symmetry of u.
(iii) Common properties of all minimizers, assuming (G2):
We dene a rearrangement vθ of the radially symmetri minimizers uθ by setting
v′θ(r) := −max
{
ν ≥ 0
∣∣∣ W˜ (ν) = W˜ (|u′θ(r)|)} and vθ(r) := −
∫ R
r
v′θ(s)ds.
Sine W˜ is an even funtion by (W3),
W˜ (v′θ(r)) = W˜ (u
′
θ(r)) for every r ∈ (0, R). (3.10)
On the other hand, by (G2),
G(vθ(r)) ≤ G(uθ(r)) for every r ∈ (0, R), (3.11)
beause obviously vθ ≥ |uθ|. Now (3.10) and (3.11) imply that
E(vθ) = ωN−1
∫ R
0
[
W˜ (v′θ) +G(vθ)
]
rN−1dr
≤ ωN−1
∫ R
0
[
W˜ (u′θ) +G(uθ)
]
rN−1dr = E(uθ).
(3.12)
Realling that uθ is a global minimizer for E, we onlude that equality holds
in (3.12) and thus also in (3.11), for every r, i.e.,
G(vθ) = G(uθ) on (0, R), (3.13)
Sine vθ ≥ |uθ|, (G
′
2) and (3.13) entail that vθ = |uθ|, and, onsequently, |v
′
θ| =
|u′θ| almost everywhere. Sine vθ is dereasing, this implies that u
′
θ annot
hange sign on (0, R), and thus
either uθ ≡ vθ or uθ ≡ −vθ. (3.14)
Furthermore, by the denition of v′θ and the monotoniity of W˜ , we have that
W˜ (v′θ(r)) < W˜ (ν) whenever |ν| > |v
′
θ(r)|,
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for a.e. r ∈ (0, R) and θ ∈ SN−1. Thus (3.6) holds (reall that |v′θ(r)| =
|∂rvθ(rθ)| = |∂ruθ(rθ)| = |∂ru(rθ)|), and (ii) yields the radial symmetry of u.
The remaining properties of u laimed in the theorem now follow diretly from
(3.14), (3.13) and the denition of the vθ.
Conluding this setion, we derive a ondition for the radial derivative of a
bounded radially symmetri minimizer at the origin, whih an be interpreted
as a replaement for the seond WeierstrassErdmann orner ondition at this
point. Although it does not ontribute to the proof of existene of a minimizer,
it is a qualitative property of radially symmetri minimizers whih is interesting
in its own right. Below, we assume that u belongs to L∞(BR(0)). Even if
p < N , this is not a restrition, sine in fat every radially symmetri loal
minimum u is essentially bounded: First note that u ∈ C0[δ, R] for every δ > 0
as a onsequene of the onedimensional Sobolev imbedding. Thus it is enough
to show that u ∈ L∞
lo
(BR(0)). For a proof of the latter see for example [22℄
(Theorem 2.1 in Chapter VII).
Proposition 3.8. Assume that (W0), (W1), (W3) and (G0)(G2) are satised,
and that E has a radially symmetri minimizer u ∈ W 1,p0 (BR(0)) suh that
u ∈ L∞(BR(0)) and ∂ru ≤ −M a.e., where M is given by (2.1). Furthermore
assume that W˜ is inreasing on [0,∞) and that G satises
G(ν)−G(µ) ≤ L |ν − µ| for every µ, ν ∈ [0, ‖u‖L∞ ] with µ ≥ ν, (3.15)
where L is a onstant whih only depends on ‖u‖L∞ . (In partiular, (3.15) holds
if G is loally Lipshitz ontinuous.) Then
lim
r→0
∂ru(r) = −M, (3.16)
for a suitable representative of the Lp-funtion ∂ru.
Proof. Fix ε > 0. For eah δ ∈ (0, R) onsider the set
Iδε := {r ∈ (0, δ) | ∂ru(r) ≤ −M − ε} .
We show that for eah ε > 0, there is a orresponding δ > 0 suh that Iδε is of
zero measure, whih entails (3.16) (we assumed that u′ ≤ −M on (0, R)). For
this purpose we dene a radially symmetri funtion uδ : BR(0)→ R suh that
in radial oordinates
∂ruδ(r) :=
{
−M if r ∈ Iδε
∂ru(r) if r ∈ (0, R) \ I
δ
ε ,
and uδ(r) := −
∫ R
r
∂ruδ(s) ds.
Observe that 0 ≤ uδ ≤ u and uδ ∈ W
1,p
0 (BR(0)) for eah δ. For xed ε, there
exists a onstant cε > 0 suh that
W˜ (M)− W˜ (ξ) ≤ −cε |−M − ξ| , whenever ξ ≤ −M − ε (3.17)
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sine W˜ is oerive by (W1) and W (ξ) > W (−M) whenever ξ < −M . The
energy dierene now an be estimated as follows:
0 ≤ (E(uδ)− E(u))ω
−1
N−1
=
∫
Iδε
[
W˜ (u′δ)− W˜ (u
′)
]
rN−1 dr +
∫ δ
0
[G(uδ)−G(u)] r
N−1 dr
≤ −cε
∫
Iδε
|u′δ − u
′| rN−1 dr +
∫ δ
0
L |uδ − u| r
N−1 dr
due to (3.17) and (3.15)
≤ −cε
∫
Iδε
|u′δ − u
′| rN−1 dr +
∫ δ
0
L
(∫ δ
r
|u′δ(s)− u
′(s)| sN−1 ds
)
dr
≤ (−cε + δL)
∫
Iδε
|u′δ − u
′| rN−1 dr.
Sine the rst fator onverges to −cε < 0 as δ → 0, the whole expression
eventually beomes negative unless
0 =
∫
Iδε
|u′δ − u
′| rN−1 dr ≥
∫
Iδε
εrN−1 dr
for small δ, whih entails that Iδε is of measure zero.
4 Existene and properties of minimizers for non-
onvex Lagrangians
We rst reall some onsequenes of the relaxation theorem.
Proposition 4.1. Assume that (W0)(W3), (G0) and (G1) are satised. Then
every minimizer u of E (not neessarily radially symmetri) also minimizes the
relaxed funtional E∗∗ dened in (3.1), and it satises W˜ (|∇u|) = W˜ ∗∗(|∇u|)
a. e., where W˜ ∗∗ is the onvex envelope of W˜ dened in (2.2).
Proof. This is well known. We sketh the details for the ase p < N : By
the relaxation theorem (see for example [16℄, Theorem 2.1 in Chapter 5), for
every v ∈ W 1,p0 (BR(0)) there exists a sequene v
s ∈ W 1,p0 (BR(0)) suh that∫
BR(0)
W (∇vs) dx →
∫
BR(0)
W ∗∗(∇v) dx, ∇vs ⇀ ∇v weakly in Lp and (by
ompat imbedding, up to a subsequene) vs → v in Lp
∗−ρ
. As a onsequene,
we have that E(vs)→ E∗∗(v), sine the Nemytskii operator assoiated to G, i.e.,
G : Lp
∗−ρ(BR(0))→ L
1(BR(0)), v 7→ G(v), is ontinuous by (G0) and (G1). In
partiular, the inma of E and E∗∗ oinide (reall the trivial inequality E∗∗ ≤
E). Furthermore, E∗∗(u) = E(u) for any minimizer u of E (or, equivalently,
W ∗∗(∇u) = W (∇u) a.e.), and any minimizer of E also is a minimizer of E∗∗.
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One major benet of Proposition 4.1 is that minimizers of E (if they exists)
inherit the qualitative properties of minimizers of E∗∗. In partiular, we exploit
this to obtain symmetry of all minimizers of the nononvex funtional in our
main result below.
Theorem 4.2. Assume that (W0)(W3), (G0) and (G1) are satised. In addi-
tion, suppose that G is either onvex, stritly onave, or of lass C2. Then we
have the following:
(i) Assume that (G2) holds. Then E has a global minimizer in W
1,p
0 (BR(0)).
At least one minimizer u is radially symmetri, nonnegative and satises
∂ru ≤ −M almost everywhere, where M is dened in (2.1).
(ii) Assume that (G′2) holds. Then for every minimizer u, |u| has the prop-
erties listed in (i); in partiular, every minimizer is radially symmetri.
Furthermore, u does not hange sign on BR(0), and the ase u ≤ 0 is
possible only if G(u) ≡ G(−u).
(iii) Assume that M = 0, i.e., W˜ (t) > W˜ (0) for every t 6= 0. Then E has a
global minimizer in W 1,p0 (BR(0)) and every minimizer is radially symmet-
ri.
Remark 4.3. If G is onvex and stritly monotone, then the minimizer of E∗∗
(and thus, using the relaxation theorem, also of E) is unique [10℄. In the ase
of nononvex G one has uniqueness of the minimizer provided that, in addition
to (G1) and (G2), G is of lass C
1
, µ 7→ µ−1G′(µ) is dereasing on (0,∞) and
W˜ (t) = At4−Bt2+C for some onstants A,B > 0, C ∈ R, see [26℄ or Setion 1.6
of [27℄. (The atual onditions on W˜ are more general than that, but still very
restritive.) However, note that this result assumes that the lass of andidates
only onsists of radially symmetri funtions (having some qualitative properties
whih all symmetri minimizers have in ommon), so it annot be used to show
symmetry, if it is not known in advane.
Corollary 4.4. Under the assumptions of Theorem 4.2 (i), we have that
∂ru(x)→ −M as |x| → 0
for every radially symmetri minimizer u of E suh that ∂ru ≤ −M a.e..
Proof. The assertion is due to Proposition 3.8 applied to E∗∗. Here, note that
onvex or onave G automatially is loally Lipshitz ontinuous.
Proof of Theorem 4.2.
(i) Existene and further properties of one minimizer assuming (G2)
First we onsider the relaxed energy
E∗∗(u) :=
∫
BR(0)
W ∗∗(∇u) +G(u) dx.
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Note that W ∗∗ is onvex, ontinuous and satises the same oerivity ondition
(W1) as W . The funtional E
∗∗
has a minimizer: Any minimizing sequene for
E in W 1,p0 (BR(0)) is bounded in this spae by the oerivity of E
∗∗
inherited
from E. Thus it onverges weakly up to a subsequene, and the weak limit
u ∈ W 1,p0 (BR(0)) is a minimizer due to the weak lower semiontinuity of E
∗∗
(f. [16℄, e.g.). As a onsequene of Theorem 3.4 (i) applied to E∗∗, we an
assume that u has all the properties asserted in Theorem 4.2 (i). We now have
to show that
W (∇u) = W ∗∗(∇u) almost everywhere, (4.1)
beause then E(u) = E∗∗(u). Sine u is a minimizer of E∗∗ and E∗∗ ≤ E,
this entails that u is a minimizer of E, too. For the proof of (4.1) we proeed
as follows: The onvex envelope W˜ ∗∗ is ane on every onneted omponent
of the detahment set {t ∈ R | W˜ (t) > W˜ ∗∗(t)}. Note that the omponents
are open sine W˜ ∗∗ is ontinuous, and eah one is bounded due to (W1). Sine
∂ru /∈ (−M,M) a.e., whih is the the onstant part of W˜
∗∗
, we now onsider all
onneted omponents H of the detahment set suh that W˜ ∗∗ is ane but not
onstant on the interval H . In partiular, H ⊂ (−∞, 0) or H ⊂ (0,∞) due to
the symmetry and oerivity of W˜ ∗∗. There are at most ountably many of those
omponents, and thus it sues to show that S := {r ∈ (0, R) | ∂ru(r) ∈ H} is
of measure zero, for eah suh H . If G is onvex, the set S is of measure zero
as shown in [11℄ (if G is onvex and of lass C1, Proposition 4.7 an be used
instead). If G is stritly onave or if G is of lass C2, we arrive at the same
onlusion by virtue of Proposition 4.8 below.
(ii) Common properties of all minimizers assuming (G′2)
In view of Proposition 4.1, Theorem 3.4 (iii) applied to E∗∗ yields the assertion.
(iii) Existene of one and symmetry of all minimizers if M = 0
As in (i), we obtain a radially symmetri minimizer u of E∗∗ with the aid of
Theorem 3.4 (i) applied to E∗∗. (Note however that u might hange sign on
(0, R) this time.) Sine 0 is the unique minimizer of W˜ and W˜ is oerive,
we have that W˜ ∗∗(t) > W˜ ∗∗(0) = W˜ (0) for every t 6= 0. Hene the onvex
funtion W˜ ∗∗ is stritly inreasing on [0,∞) and stritly dereasing on (−∞, 0].
In partiular, W˜ ∗∗ annot be onstant on a onneted omponent H of {W˜ ∗∗ <
W˜}, and 0 /∈ H for any suh omponent. Reasoning as in (i), we get that u
also is a minimizer of E. By virtue of Proposition 4.1 and the monotoniity of
W˜ ∗∗, radial symmetry of all minimizers of E is a onsequene of Theorem 3.4
(ii) applied to E∗∗.
We now derive two results whih in partiular rule out the possibility that the
radial derivative of a radially symmetri loal minimizer stays in an interval
where W˜ is ane but not onstant, thereby providing the missing piee in the
proof of Theorem 4.2 above. We need a few measuretheoreti notions:
Denition 4.5 (Lebesgue points and points of density). Let f : (0, R)→ R be
loally integrable and let S ⊂ R be Lebesgue-measurable. We all s ∈ (0, R) a
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Lebesgue point of f if
1
h
∫ h
0
|f(s+ t)− f(s)| dt→ 0 as h→ 0 (h ∈ R).
Furthermore, we all s ∈ R a (measuretheoreti) point of density of S if
lim
δ→0
L1(S ∩ (s− δ, s+ δ))
2δ
= 1.
Remark 4.6. Almost all points of (0, R) are Lebesgue points of f , for an arbitrary
funtion f ∈ L1
lo
((0, R)). Almost all points of a measurable set S ⊂ R are points
of density of S. In partiular, if the set of points of density of S in S is of measure
zero, then so is S. Furthermore, eah point of density of S is an aumulation
point of other points of density. For a proof of the rst two assertions see for
example [18℄; the latter two are immediate onsequenes.
The proposition below is a variant of a result of A. Cellina and S. Perrotta
[10, 11℄. Here, we assume more regularity for G to obtain a stronger onlusion.
Proposition 4.7. Assume that W satises (W0)(W3) and that G is of lass
C1 and satises (G1). Furthermore suppose that W˜
∗∗
is ane but not onstant
on a bounded open interval H ⊂ R \ {0}, i.e.
W˜ ∗∗(t) = αt+ β for every t ∈ H, (4.2)
where α 6= 0 and β ∈ R are onstants. Let u ∈ W 1,p0 (BR(0)) be a loal extremal
of E∗∗ whih is radially symmetri. Moreover let r0 ∈ S be a Lebesgue point of
u′ as well as a point of density of S, where
S := {r ∈ (0, R) | u′(r) ∈ H}.
Then we have that
lim inf
t→0
G′(u(r0) + t)−G
′(u(r0))
t
≤ −α
N − 1
u′(r0)
·
1
r20
< 0.
Proof. Assume (w.l.o.g.) that u is a loal minimizer. Our rst aim is to derive
the strong EulerLagrange equation (4.4) below, whih would be an immediate
onsequene of the fundamental lemma of Du BoisReymond if E is dier-
entiable at u and u is a ritial point. We onsider radially symmetri test
funtions ϕ ∈W 1,∞(BR(0)) with ompat support in BR(0)\ {0} suh that the
following holds for all r ∈ (0, R):
u′(r) + hϕ′(r) ∈ H for every h ∈ [−1, 1], wherever ϕ′(r) 6= 0.
In partiular, the latter implies that ϕ′ = 0 outside of S (hoose h = 0). An
example for a test funtion satisfying these properties is onstruted below. For
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every suh ϕ and every t ∈ R with |t| suiently small,
0 ≤
1
ωN−1
[E∗∗(u+ tϕ)− E∗∗(u)]
=
∫ R
0
[αtϕ′ +G(u+ tϕ)−G(u)] rN−1dr
=
∫ R
0
[
−
N − 1
r
αtϕ+G(u + tϕ)−G(u)
]
rN−1dr,
due to (4.2) and integration by parts. Sine G is of lass C1, dierentiation with
respet to t at t = 0 entails
0 =
∫ R
0
[
−
N − 1
r
α+G′(u)
]
rN−1ϕdr. (4.3)
Moreover, we infer that
−
N − 1
r0
α+G′(u(r0)) = 0 whenever r0 ∈ (0, R) is a point of density of S
(4.4)
by onstruting a suitable admissible test funtion to rule out the alternative:
Assume (w.l.o.g.) that
N−1
r0
α +G′(u(r0)) > 0 at a point of density r0 ∈ (0, R)
of S. Thus, by ontinuity,
−
N − 1
r
α+G′(u(r)) > 0, for every r in a viinity (a1, a2) of r0. (4.5)
Here, reall that u is ontinuous on (0, R] due to the onedimensional Sobolev
imbedding. For arbitrary b ∈ (a1, a2) we dene ϕb(r) := −
∫ R
r
ϕ′b(t) dt, where
ϕ′b(r) :=


1
2 dist (|u
′(r)| ;R \H) on (a1, b) ∩ S,
− 12 dist (|u
′(r)| ;R \H) on (b, a2) ∩ S,
0 elsewhere.
By ontinuity, there is a point b0 ∈ (a1, a2) suh that ϕb0 (a1) = 0. Thus
ϕb0 ≥ 0 on (0, R) and suppϕb0 ⊂ [a1, a2] ⊂ (0, R). Hene ϕb0 is admissible
as a test funtion for (4.3), ontraditing (4.5). Here, note that ϕb0 does not
vanish almost everywhere sine (a1, a2) ∩ S is of positive measure  reall that
r0 ∈ (a1, a2) is a point of density of S.
Now x a point r0 ∈ S whih is both a point of density of S and a Lebesgue point
of u′. Sine points of density are never isolated, there exists a sequene hn 6= 0,
hn → 0 suh that r0+hn is a point of density of S, too, for every n. Subtrating
the equations (4.4) at r0 + hn and r0 and dividing by hn, we get
−(N − 1)
α
hn
(
1
r0 + hn
−
1
r0
)
+
1
hn
[G′(u(r0 + hn))−G
′(u(r0))] = 0. (4.6)
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for every n ∈ N. Furthermore,
0 6=
u(r0 + hn)− u(r0)
hn
=
1
hn
∫ hn
0
u′(r0 + t) dt =: dn,
where u(r0 + hn) = u(r0) is impossible sine this would ontradit (4.6). Thus
(4.6) an be rewritten as
G′(u(r0 + hn))−G
′(u(r0))
u(r0 + hn)− u(r0)
= −α
N − 1
dn
1
hn
(
−
1
r0 + hn
+
1
r0
)
. (4.7)
Sine r0 ∈ S is a Lebesgue point of u
′
, we also have that
lim
n→∞
dn = u
′(r0) ∈ H
and passing to the limit in (4.7) yields the assertion. Here, note that α and
u′(r0) have the same sign: α > 0 if H ⊂ (0,∞) and α < 0 if H ⊂ (−∞, 0), sine
W˜ ∗∗ is even and inreasing on (0,∞).
If G is of lass C2, Proposition 4.7 implies that G′′(u(r0)) < 0 whenever r0 is
a point of density of S = {∂ru ∈ H} (as well as a Lebesgue point of ∂ru). In
partiular, G is stritly onave near u(r0). But in fat, suh a point of density
r0 annot exist if u is a loal minimizer:
Proposition 4.8. Assume that (W0)(W3), (G0) and (G1) are satised. Fur-
thermore suppose that W˜ ∗∗ is ane on a bounded open interval H ⊂ R, i.e.
W˜ ∗∗(t) = αt+ β for every t ∈ H, (4.8)
where α, β ∈ R are onstants. Let u ∈ W 1,p0 (BR(0)) be a radially symmetri
loal minimizer of E. Then any point r0 ∈ (0, R) suh that
G is stritly onave in a viinity of u(r0)
is not a point of density of S := {r ∈ (0, R) | u′(r) ∈ H}. In partiular, if
G is of lass C2, H ⊂ R \ {0} and α 6= 0, then S is of measure zero due to
Proposition 4.7.
Proof. The proof is indiret. Assume that r0 ∈ (0, R) is a point of density of S.
We hoose δ > 0 and a viinity (a1, a2) of r0, 0 < a1 < a2 < R, small enough
suh that
G is stritly onave on [−2δ + u(r0), 2δ + u(r0)] and
|u(r) − u(r0)| ≤ δ whenever r ∈ [a1, a2].
(4.9)
Now dene a radially symmetri test funtion ϕ ∈ W 1,∞(BR(0)) suh that the
support of ϕ is ontained in [a1, a2],
u′(r) + hϕ′(r) ∈ H for every h ∈ [−1, 1], wherever ϕ′(r) 6= 0, (4.10)
ϕ 6= 0 on a set of positive measure and (4.11)
‖ϕ‖L∞ < δ. (4.12)
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Suh a test funtion an be obtained analogously to the denition of ϕb0 in the
proof of Proposition 4.7: For arbitrary b ∈ (a1, a2) let ϕb(s) := −
∫R
s
ϕ′b(t) dt,
where
ϕ′b(r) :=


1
2 dist (|u
′(r)| ;R \H) on (a1, b) ∩ S,
− 12 dist (|u
′(r)| ;R \H) on (b, a2) ∩ S,
0 elsewhere,
and hoose b0 ∈ (a1, a2) in suh a way that ϕb0(a1) = 0. Then the funtion
ϕ := γϕb0 fullls our requirements, where γ ∈ (0, 1] is a suitable saling fator
ensuring (4.12). Sine u is a loal minimizer of E, we have
0 ≤ E∗∗(u+ ϕ) + E∗∗(u− ϕ)− 2E∗∗0 (u)
= ωN−1
∫
(a1,a2)∩{ϕ 6=0}
[G(u+ ϕ) +G(u − ϕ)− 2G(u)] rN−1dr,
(4.13)
due to (4.10) and (4.8), at least as long as γ (and thus ‖ϕ‖W 1,p) is small enough.
However, by (4.12) and (4.9), G is stritly onave on an interval ontaining all
possible values of its arguments in (4.13), and thus G(u+ϕ)+G(u−ϕ)−2G(u) <
0 wherever ϕ 6= 0, whih ontradits (4.13) by virtue of (4.11).
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