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Abstract: Certain fluctuations in particle number, n, at fixed total energy, E, lead exactly
to a cut-power law distribution in the one-particle energy, ω, via the induced fluctuations in
the phase-space volume ratio, Ωn(E − ω)/Ωn(E) = (1 − ω/E)n. The only parameters are
1/T = 〈β〉 = 〈n〉/E and q = 1 − 1/〈n〉 + ∆n2/〈n〉2. For the binomial distribution of
n one obtains q = 1 − 1/k, for the negative binomial q = 1 + 1/(k + 1). These results
also represent an approximation for general particle number distributions in the reservoir
up to second order in the canonical expansion ω  E. For general systems the average
phase-space volume ratio 〈eS(E−ω)/eS(E)〉 to second order delivers q = 1−1/C+∆β2/〈β〉2
with β = S ′(E) and C = dE/dT heat capacity. However, q 6= 1 leads to non-additivity
of the Boltzmann – Gibbs entropy, S. We demonstrate that a deformed entropy, K(S), can
be constructed and used for demanding additivity, i.e. qK = 1. This requirement leads to
a second order differential equation for K(S). Finally, the generalized q-entropy formula,
K(S) =
∑
piK(− ln pi), contains the Tsallis, Rényi and Boltzmann – Gibbs – Shannon
expressions as particular cases. For diverging variance, ∆β2 we obtain a novel entropy
formula.
Keywords: generalized q-entropy, fluctuations, hadronization
1. Introduction
We have been studying generalizations of the Boltzmann – Gibbs – Shannon (BGS) entropy
formula[1–5] since decades. Our studies included the investigation of the role of multiplicative noise[6,
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7], kinetic theory[8–10], non-extensive equilibration[11–13] and thermodynamical compatibility[14–
17], also with respect to infinite repetitions of abstract composition rules[18]. Recently, in the quest
for mechanisms explaining the occurence of a statistical power law distribution in canonical ensembles,
we emphasized the role of finite reservoir effects in the mathematical derivation[19–22]. The majority
attitude to nonextensive physics is in general to start with the presentation of a formula for the
entropy and then deriving mathematical relations from it, in order to demonstrate that the traditional
requirements, like concavity, unique equilibrium state or the Lagrange multiplier handling of secondary
constraints, are fulfilled as well as in the original approach[23–27]. Comparisons to experimental data
then usually supplement the results of such investigations[28–30].
Our present approach reveals a different path: We start with the traditional postulates and formulas,
and then try to show why and how a ”deformation” of the original classical BGS entropy formula
becomes unavoidable. As a by-product of such a procedure we obtain the physical background
interpretation for the parameters T and q, characterizing the ubiquitous cut power law probability
distribution. In the limit q = 1 the BGS framework is reconstructed[16,27,31,32].
As we shall demonstrate below, the common physical cause of q 6= 1 is the finiteness of the physical
environment, a finite heat bath[21,31,33–35]. Whether the finite size corrections may become negligible
is a case by case problem, entangled with the physical properties of the system under study. Some
systems, called ”non-extensive”, may behave as finite ones in this respect even in large volumes –
since some effects behind q 6= 1 depend on ratios of large quantities[5]. To gain a feeling about
the magnitude of such effects we remind that besides the Avogadro number O (1024), considered in
classical thermodynamics of atomic matter, complex networks, like e.g. the human brain include about
the square root of this number of elements O (1012). The internet contains approximately 107 hubs
and 1010 connections. On the other hand a relativistic heavy ion collision produces a fireball of several
O (103) new hadrons (strongly interacting particles), while in a more elementary pp collision about
O (10) particles are detected[36–38]. Since one expects that the relative (scaled) fluctuations grow with
the decreasing number of participants, it is evident that the high energy physics experiments are able to
reveal finite reservoir effects quantitatively[20,21,25,26,32,39–44].
In this paper we seek answer to the following two questions: i) What is the physics behind q 6= 1
and ii) what K(S) deformation of the entropy S is necessary to achieve qK = 1? We note that
q = 1 signalizes an additive composition rule, so the second question is equivalent for seeking an
additive (”K-additive”) description in case of non-negligible finite size corrections on the classical
thermodynamics[15,17,21].
2. Finite Heat Bath and Fluctuation Effects
In this section we review the traditional approach to the thermodynamical statistical weight assuming
a uniform phase-space distribution of microstates[45]. At the beginning we present a very simple model
of particle production, where the total energy, E, is fixed (in experiments ∆E/E . 10−3), but the
number of produced particles, n, fluctuates appreciably. Its distribution will be considered first in terms
of the simplest possible assumptions about combining occupied and unoccupied phase-space cells in
a finite observed section of the available total phase-space. Following this analysis more general n
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distributions and finally a general heat bath, described by its equation of state, S(E), is considered.
During this chain of models we seek answer for the question:
2.1. What is the physics behind the parameter q ?
Our starting point is an ideal gas in a finite phase-space[19,29,35,45]. We describe the microcanonical
statistical weight for having a one-particle energy, ω, out of total energy, E. In a one-dimensional
relativistic jet it is distributed according to the ratio of corresponding phase-space volumes as
P1(ω) =
Ω1(ω) Ωn(E − ω)
Ωn+1(E)
= ρ(ω) · (E − ω)
n
En
(1)
Here Ωn+1(E) is the total phase-space, while Ωn(E − ω) is the phase-space for the reservoir, missing
one particle with energy ω. The number of particles, n, itself has a distribution (based on the physical
model of the reservoir and on the event by event detection of the spectra).
We consider ideal reservoirs with a (negative) binomial n-distribution, obtained from the following
simple argumentation. We distribute n particles among k cells: bosons in
(
n+k
n
)
ways, fermions in
(
k
n
)
ways. By observation we detect a subspace (n, k) out of a bigger (N,K) reservoir. The limit K → ∞,
N →∞ with a fixed average occupancy f = N/K, constitutes the traditional canonical limit. However,
we keep here several finite size factors. We obtain
Bn,k(f) := lim
K→∞
(
n+k
n
)(
N−n+K−k
N−n
)(
N+K+1
N
) = (n+ k
n
)
fn (1 + f)−n−k−1 (2)
for bosons and
Fn,k(f) := lim
K→∞
(
k
n
)(
K−k
N−n
)(
K
N
) = (k
n
)
fn (1− f)k−n (3)
for fermions.
Since most hadrons produced in high-energy experiments are pions, which are bosons, we consider
first the bosonic reservoir described by Bn,k(f). The average statistical weight factor, wE(ω), with fixed
E and the negative binomial distribution (NBD) of n becomes
wNBDE (ω) =
∞∑
n=0
(
1− ω
E
)n
Bn,k(f) =
[
(1 + f)− f
(
1− ω
E
)]−k−1
=
(
1 + f
ω
E
)−k−1
(4)
Note that 〈n〉 = (k + 1)f for NBD. Then with the notation T = E/ 〈n〉 and q − 1 = 1
k+1
we get
wNBDE (ω) =
(
1 + (q − 1)ω
T
)− 1
q−1
. (5)
This is exactly a q > 1 Tsallis – Pareto distribution. The opposite correspondence, namely that an
assumed Tsallis – Pareto distribution leads to an NBD multiplicity distribution, has been pointed out by
Wilk and Wlodarczyk [26,27,46]. Experimental NBD distributions of total charged hadron multiplicites
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stemming from Au + Au collisons at
√
sNN = 62 and 200 GeV can be inspected e.g. in [36].
Characteristically k ≈ 10− 20, therefore q ≈ 1.05− 1.10 [36–38].
For a fermionic reservoir n is distributed according to the Bernoulli distribution (BD). The average
phase-space volume ratio becomes
wBDE (ω) =
∞∑
n=0
(
1− ω
E
)n
Fn,k(f) =
[
(1− f) + f
(
1− ω
E
)]k
=
(
1− f ω
E
)k
(6)
Note that 〈n〉 = kf for BD. Then with T = E/ 〈n〉 and q − 1 = − 1
k
we obtain exactly a q < 1
Tsallis – Pareto distribution,
wBDE (ω) =
(
1 + (q − 1)ω
T
)− 1
q−1
.
It is enlightening to consider the Boltzmann – Gibbs limit of the above. In case of low occupancy in the
phase-space, k  n and both the BD and NBD distributions approach a Poissonian:
Πn =
〈n〉 n
n!
e−〈n〉 with 〈n〉 = k f
1± f fixed. (7)
The resulting statistical factor is exactly the Boltzmann – Gibbs exponential with T = E/ 〈n〉 ,
wBGE (ω) =
∞∑
n=0
(
1− ω
E
)n
Πn( 〈n〉 ) = e(1−ω/E) 〈n〉 e−〈n〉 = e−〈n〉ω/E = e−ω/T . (8)
In all of the three above cases the parameter T is defined by the (one-dimensional, extreme relativistic)
equipartition, and q is related to the scaled variance of the produced particle number:
T =
E
〈n〉 , and q = 1−
1
〈n〉 +
∆n2
〈n〉 2 . (9)
For general n-fluctuations, Pn, the above result also applies, albeit only as an approximation. In the
philosophy of the canonical approach we expand our formulas for small ω  E. The Tsallis – Pareto
distribution as an approximation reads as(
1 + (q − 1)ω
T
)− 1
q−1
= 1− ω
T
+ q
ω2
2T 2
− . . . (10)
The ideal reservoir phase-space ratio up to second order in this limit results in
wE(ω) =
〈(
1− ω
E
)n〉
= 1− 〈n〉 ω
E
+ 〈n(n− 1)〉 ω
2
2E2
− . . . (11)
Comparing the corresponding coefficients one concludes that eq. (9) as an approximation holds for a
general n-distribution.
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Finally we deal with a general environment, given by its equation of state, S(E). In the expansion for
small ω  E the phase-space volume ratio becomes
wE(ω) =
〈
Ωn(E − ω)
Ωn(E)
〉
=
〈
eS(E−ω)−S(E)
〉
=
〈
e−ωS
′(E)+ω2S′′(E)/2−...
〉
= 1− ω 〈S ′(E)〉 + ω
2
2
〈
S ′(E)2 + S ′′(E)
〉 − . . . (12)
Comparing it with the expansion of the Tsallis – Pareto distribution, eq. (10), one concludes
1
T
= 〈β〉 = 〈S ′(E)〉 , q = 1− 1
C
+
∆β2
〈β〉 2 . (13)
This is the final interpretation of the parameters T and q for a general reservoir. Note that due
to 〈S ′′(E)〉 = −1/CT 2, our result is expressed via the heat capacity of the reservoir, defined as
1/C = dT/dE. In general we have opposite sign contributions from 〈S ′ 2〉 − 〈S ′〉 2 and from 〈S ′′〉 . In
the light of this result one realizes that
• q > 1 and q < 1 are both possible,
• for any relative variance ∆β/ 〈β〉 = 1/√C it is exactly q = 1,
• and for E ∝ n/β = const we have ∆β/ 〈β〉 = ∆n/ 〈n〉 .
In this way the n-fluctuations represent a particular case of the more general reservoir fluctuations.
At the end of this section we sketch the relation of our approach to superstatistics[47–51]. In its
original formulation superstatistics dealt with fluctuations of the Lagrange multiplier β. Demanding that
we describe the same non-exponential statistics, only in two different ways, one arrives at the relation∫
e−βω γ(β) dβ =
∑
n
Pn(E)
(
1− ω
E
)n
(14)
Note that e−βω = e(1−
ω
E )βE e−βE . Using now the Taylor series of the first exponential one obtains
Pn(E) =
∫
(βE)n
n!
e−βE γ(β) dβ . (15)
The converting factor is a Poissonian with the parameter n = βE. Inverting the above procedure one
seeks for a superstatistics from the n-distribution. Applying the correspondence eq. (14) for ω = E:∫
e−βE γ(β) dβ = P0(E). (16)
Inverse Laplace transformation then, in principle, delivers the superstatistical factor
γ(β) = L−1 [P0(E)] . (17)
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Expanding for small ω, however, one gets 〈β〉 = 〈n〉 /E and 〈β2〉 = 〈n(n− 1)〉 /E2, leading to
q = 1 +
∆β2
〈β〉 2 = 1 +
∆n2
〈n〉 2 −
1
〈n〉 . (18)
One immediately realizes that for some n-distributions, alike the BD, ∆β2 would have to be negative. It
is impossible. This problem is also reflected in the fact that there is no guarantee that an inverse Laplace
transformation results in an overall positive function. In this way the superstatistics due to n-fluctuations,
Pn(E), seems to be more general, than the approach with solely a β-distribution, γ(β). In particular a
statistical β-distribution cannot ever match a q < 1 result.
3. Deformation of the entropy
Once we understood how and why finite reservoir effects lead to q 6= 1, and emerging from this to
a non-exponential statistical weight, the need for mending this salient feature arises. Generalizing the
Boltzmann – Gibbs exponential to another formula, containing finite reservoir corrections, also abandons
the remarkable basic property of the exponential: the additivity of the arguments by the product. Since
this property connected the dynamical independence (energy additivity) with the statistical independence
(probability factorization or equivalently entropy additivity), its missing is a severe conundrum.
In this section we show, that if the original logarithmic definition due to Boltzmann or equivalently
its exponential inverse due to Einstein, postulating the phase-space volume to be proportional to the
exponential of the entropy, fails to some degree, then one may search for another expression of the
entropy, K(S), in order to restore ”K-additivity”. We comprise our quest into the simple question: If S
leads to q 6= 1, what K(S) achieves qK = 1?
3.1. The additive entropy K(S)
We call ”deformed entropy” the quantity K(S), being additive while S was non-additive. In the basic
postulate we use K(S) instead of S in the exponential in order to gain more flexibility for handling the
subleading term in the ω  E expansion discussed above and shown to interpret the parameter q. In this
way we consider
wKE(ω) =
〈
eK(S(E−ω))−K(S(E))
〉
= 1− ω
〈
d
dE
K(S(E))
〉
+
ω2
2
〈
d2
dE2
K(S(E)) +
(
d
dE
K(S(E))
)2〉
+ . . . (19)
Note that ddEK(S(E)) = K
′S ′ and d
2
dE2K(S(E)) = K
′′S ′ 2 + K ′S ′′. Now we compare this expression
with the Tsallis – Pareto power-law. Using previous average notations and assuming that K(S) is
independent of the reservoir fluctuations (a certain universality) one obtains:
1
TK
= K ′
1
T
,
qK
T 2K
=
(
K ′′ +K ′ 2
) 1
T 2
(
1 +
∆β2
〈β〉 2
)
−K ′ 1
CT 2
. (20)
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By choosing a particular K(S) we shall manipulate qK . In order to simplify the differential equation
posed on K(S) by requiring a given value for qK we introduce the notations F = 1/K ′ = TK/T and
∆β2/ 〈β〉 2 = λ/C. Then the qK parameter for the K(S) entropy is expressed as
qK =
(
1 +
λ
C
)
(1− F ′) − 1
C
F. (21)
Re-arranged this represents a very simple differential equation with q = 1 + λ/C − 1/C:
(λ+ C)F ′ + F = λ+ C(1− qK) = 1 + C(q − qK). (22)
From this form it is easy to realize that two special choices are worth to be considered: qK = q and
qK = 1. Since we seek for entropy deformations with the property K(0) = 0 and K ′(0) = 1, one fixes
the condition F (0) = 1. In this case the only solution for qK = q is F = 1, K(S) = S. It is obvious that
the other choice, qK = 1, is the only purposeful deformation for reaching K-additivity[15,17]. Eq. (22)
becomes then easily solvable. We call this form of the qK = 1 requirement the ”Additivity Restoration
Condition” (ARC):
(λ+ C) F ′ + F = λ. (23)
3.2. Classification by Fluctuation Models
qK = 1 also means a re-exponentialization of the ω-expansion of the statistical weight based on the
deformed entropy phase-space, wKE(ω). In this way the effective equilibrium condition, the common
temperature, least depends on the one-particle subsystem energy, ω. In earlier publications we called
this the ”Universal Thermostat Independence” (UTI) principle[21].
Now we explore the solutions of the ARC equation (23) under different assumptions about the heat
capacity and the reservoir fluctuations. In the simplest case we do not consider reservoir fluctuations at
all, we put ∆β2 = 0 and therefore λ = 0. Applying our previous general result for this value we have to
solve
F ′ +
1
C
F = 0. (24)
Replacing back the definition F = 1/K ′, one arrives at the original UTI equation [21]:
K ′′
K ′
=
1
C
. (25)
For ideal gas C = 1/(1 − q) is constant, and the solution of eq. (25) with K(0) = 0, K ′(0) = 1
delivers[19,31,34]
K(S) = C
(
eS/C − 1) . (26)
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From this result one arrives upon using K(S) =
∑
i piK(− ln pi) at the statistical entropy formulas of
Tsallis and Rényi: [1–5]
K(S) =
1
1− q
∑
i
(pqi − pi) , S =
1
1− q ln
∑
i
pqi . (27)
Next we obtain the deformed entropy formula with C and λ constant. Using eq. (23) one obtains the
general differential equation
λK ′ 2 −K ′ + C∆K ′′ = 0 (28)
with C∆ = C + λ. Its first integral,
K ′(S) =
1
(1− λ)e−S/C∆ + λ (29)
and second integral,
K(S) =
C∆
λ
ln
(
1− λ+ λeS/C∆) , (30)
represent the optimal deformation of the entropy formula in this case. With the above result (30) the
K(S)-additive composition rule, K(S12) = K(S1) +K(S2), is equivalent to
h(S12) = h(S1) + h(S2) +
λ
C∆
h(S1)h(S2) (31)
with
h(S) = C∆
(
eS/C∆ − 1) . (32)
This is a combination of the ideal gas entropy-deformation, h(S) and an original Tsallis composition
law[5,55] with q−1 = λ/C∆. Using the auxiliary function, hC(S) = C(eS/C−1), we have h∞(S) = S
and the entropy deformation function can also be written as
Kλ(S) = h
−1
C∆/λ
(hC∆(S)) . (33)
• For λ = 1 it is obviously K1(S) = S. This is the Gaussian fluctuation model, considered in
several textbooks, and also believed to lead to the smallest physically possible variance due to
a ”thermodynamical uncertainty” principle[52–54]. Since β = S ′(E), the variances are related
as ∆β = |S ′′(E)|∆E = ∆E/CT 2. Then from ∆β · ∆E ≥ 1 it follow ∆E ≥ T√C and
∆β ≥ 1/T√C. A straightforward consequence of this is λ/C = ∆β2/ 〈β〉 2 ≥ 1/C and therefore
λ ≥ 1. We note, that if this ”uncertainty” principle were correct, then only q > 1 canonical
distributions of ω would exist in Nature.
• For no fluctuations λ = 0 and we get K0(S) = hC(S). We regain the Tsallis and Rényi formulas
presented above in eq. (27).
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• It is also very intriguing to inspect the following particular limit: C → ∞, λ → ∞ but λ/C∆ →
q˜ − 1 finite. In this non-extensive limit the fluctuations are much larger than the normal Gaussian
ones, and we obtain a nontrivial entropy deformation:
KNE(S) = h
−1
1/(q˜−1) (h∞(S)) =
1
q˜ − 1 ln (1 + (q˜ − 1)S) . (34)
The K-additivity, K(S12) = K(S1) + K(S2), in this case leads to the non-additivity formula
S12 = S1 + S2 + (q˜ − 1)S1S2, – investigated formerly in depth by Tsallis and Abe[5,55–61].
In the finite heat capacity, finite temperature variance case we arrive at a Generalized Tsallis Formula
based on K(S) =
∑
i piK(− ln pi):
Kλ(S) =
C∆
λ
∑
i
pi ln
(
1− λ+ λp−1/C∆i
)
. (35)
• For normal fluctuations K1(S) = −
∑
i pi ln pi is exactly the Boltzmann entropy.
• Without fluctuations K0(S) = C
∑
i
(
p
1−1/C
i − pi
)
is the Tsallis entropy with q = 1 − 1/C and
S is the corresponding Rényi entropy.
• Finally considering extreme large fluctuations and a finite heat capacity, C(S) which however may
be an arbitrary function of the total entropy, S, we obtain the non-extensive result eq. (34) with
q˜ = 2:
K∞(S) = ln (1 + S) =
∑
i
pi ln (1− ln pi) . (36)
The canonical pi distribution maximizing this parameterless deformed entropy is a Lambert W
function, it shows tails like the Gompertz distribution[62–64], known from extreme value statistics
and nonequlibrium growth models for demography and tumors.
4. Conclusion and Outlook
In conclusion we have shown that in terms of traditional phase-space models the statistical cut
power-law behavior can be interpreted as being primarily a particle number fluctuation effect during
hadronization in high energy collisions. The q > 1 and q < 1 Tsallis – Pareto distributions are exact
for NBD and BD distributions of the particle number, respectively, in a one-dimensional phase-space
characteristic for high energy jets. The Boltzmann – Gibbs exponential weight factor is restored for the
common limiting case of these distributions, for the Poissonian, leading to q = 1.
For general particle number distributions with fixed energy the Tsallis – Pareto cut power-law is only
an approximation to subleading order in the expansion for small individual energy, ω  E. We obtained
and interpereted the parameters T and q by comparing coefficients of the respective expansions and
concluded that T = E/ 〈n〉 is an equipartition temperature, while q = 1 + ∆n2/ 〈n〉 2 − 1/ 〈n〉 reflects
both the particle number variance and due to its expectation value the size of the reservoir. This formula
also explains why both q > 1 and q < 1 cases can be observed in natural phenomena.
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Further generalization towards the thermodynamical treatment considers the reservoir environment
described by a simplified equation of state, S(E). Repeating the above described approximations one
concludes that 1/T = 〈β〉 = 〈S ′(E)〉 , i.e. the parameter T also plays the role of a thermodynamical
temperature. The parameter q is again related both to the size (total heat capacity, C) of the reservoir
and to the variance of the fluctuating quantity β = S ′(E). The general formula follows the structure
obtained in the high energy model, q = 1 + ∆β2/ 〈β〉 2 − 1/C, with 1/C = dT/dE = −T 2 〈S ′′(E)〉 .
It is, however, known for long that the cut power-law does not follow the product rule, as the
Boltzmann – Gibbs exponential does, for additive energy. The root of this behavior is the non-additivity
of the Boltzmannian entropy, S, for finite and fluctuating reservoirs. S(E1 + E2) 6= S(E1) + S(E2) for
q 6= 1 is a weakness of the classical thermodynamics which has to be cured. Our approach here was to
look for a function, K(S), which restores additivity by leading to qK = 1. This requirement for such
a function concludes in the additivity restoring condition, ARC, in a differential equation satisfied by
K(S). Finally the usual canonical treatment must then be based on the additivity of K(S), applied to
an ensemble of configurations, which in turn provides the general formula K(S) =
∑
piK(− ln pi) (cf
eq. 36 and [19]).
The Boltzmann – Gibbs – Shannon formula is restored for q = 1 (when also K(S) = S is the only
solution), in particular for the traditional Gaussian approach to fluctuations when ∆β/ 〈β〉 = 1/√C is
taken for granted. When the fluctuations are negligible, the Tsallis entropy formula arises for K(S) and
the corresponding Rényi formula for S with q = 1 − 1/C. In the extreme large fluctuation limit a new,
up to now not considered entropy – probability formula arises.
These initial results are encouraging for further pursuit of such a theoretical approach. The research
of large systems, where λ = C∆β2/ 〈β〉 2  C  1 with a finite limit for λ/C, shall deal with
genuine non-additivity of the Boltzmann entropy. The physical modelling of the reservoir environment,
in particular with emphasis on the variable number of particles relevant for high energy physics, leads to
more complex descriptions than presented here: a dependence like C(S) and λ(S) can be quite common.
In such cases the ARC differential equation leads to further entropy formulas. Our approach provides
a procedure to find the optimal entropy – probability relation form the viewpoint of the non-additive
composition of two (or gradually more) subsystems. Also the superstatistics, originally conceptualized
as a β-distribution behind non-Gibbsean factors in the statistics, may be extended to studies considering
physical systems which cannot be described simply by an overall positive weight factor γ(β) under an
integral.
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