The work is devoted to development of mathematical apparatus which facilitates analysis of stability of control systems with aftereffect including analytical methods and numerical algorithms for solution of stability problems by the first non-linear approximation and problems of robust stability for these systems. The article discusses the issues of existence and stability of stationary modes in dynamic systems with aftereffect, as well as influence of external limited impacts on these modes. Criteria of stability have been obtained based on the first non-linear approximation of quasilinear systems with aftereffect and systems with aftereffect with the degree of non-linearity higher than the first degree.
existing scientific publications and subjects of international scientific forums decisively state that the top-priority tasks of humanity in the 21 st century are, for instance, as follows: a)
Creation of innovative space technologies and spacecraft systems; b)
Creation of non-conventional power engineering technologies, including gas and oil reprocessing; c)
Creation of global dynamic communication system based on satellite and laser systems; d)
Global solution of transportation problem; e)
Creation of innovative biotechnologies aimed at solution of food problem; f)
Creation of multifunctional flexible automated systems. Solution of the considered problems cannot be implemented without serious analysis and development of mathematical models and methods of investigation into dynamics of operation of complex systems with consideration for reliability and safety, study of mutual interrelations between fault tolerance and efficiency and so on with various peculiarities and conditions.
Brief history of development of mathematical sciences
The first meaningful mathematical results obtained within research into operation of dynamic systems should be, portably, attributed to Isaac Newton. He was the first who clearly formulated and set direct and inverse problems for mathematics: it is required to determine motion on the basis of known initiating forces, and vice versa, it is required to determine forces on the basis of the resultant motion. The latter problem constitutes broadly the problem of searching of control initiating the required motion. The second problem, as known, was successfully solved by Newton on the basis of observations by Tycho Brahe with adjustment for refraction by Johannes Kepler, as well as on the hypotheses of central force by Christiaan Huygens, that is, he discovered the law of universal gravitation. In addition, he succeeded to solve several differential equations describing linear motion of point mass under the action of various forces. On the basis of synthetic geometrical construction Newton successfully described rigid body dynamics in central force field. However, Newton did not provide differential equations and their integrals in analytical form, and his method of successive approximations gave solution of the considered problems in the form of exponential series.
Another significant result, which promoted development of mathematical methods of investigation into differential system, was the development of quadrature method for solution of differential equations by Leibnitz and his successors, Bernoulli brothers. He was the first who proposed the term "differential equations", methods of substitution and integrating factor for solution of certain classes of differential equations.
Significant contribution to further development of the theory of differential equations was made by Leonhard Euler, who gave complete solution of linear non-uniform equation with constant coefficients and who elaborated the integrating factor. In addition, important contribution to the methods of solution of differential equations was made by his contemporaries: Alexis Claude Clairaut, Jean Le Rond D'Alembert, Joseph Louis Lagrange, Brook Taylor.
A crucial point in the investigation into non-linear dynamic systems was the theorem of unique existence, proved by Augustin Louis Cauchy using the Euler method and proposed by him method of successive approximations. In addition, the works by Jacques Charles François Sturm and Joseph Liouville should be mentioned, which originated the investigations into boundary problems.
A significant breakthrough within the study of dynamic systems was development of qualitative theory of differential equations, simultaneously developed by Henri Poincaré Intensive development of engineering in the mid-twentieth century, and especially of automated control systems, created a class of new tasks in the field of the theory dynamic systems: obtaining of solutions of dynamic systems, satisfying various boundary conditions; investigation into stability of solutions of dynamic systems with aftereffect; construction of programmable controls and motions, satisfying boundary and initial conditions; synthesis of these controls; solution of problems of stabilization of program motion in the case of direct and indirect regulation (Barbashin E. A. 1967 ; Tou J., 1964; Barabanov A. T., 1988).
Current trends of development of system analysis of controllable systems dynamics
At present the development of methods of system analysis of dynamics of controllable systems with aftereffect is stipulated both with wide scope of applied problems, among which the major problems consist of control of complex engineering units and technological processes, and with intensive development of computer hardware. New emerging capabilities of computer application, development of hard-and software, data acquisition systems based in microprocessors in the control tasks make it possible to review the existing and to create new analytical qualitative and quantitative research methods of systems with aftereffect of high practical value. These methods facilitate implementation of more accurate forecasting of operation of these systems and determination of limits of dynamic safety of this operation at all stages of life cycle (from design stage to operation stage).
The article propose recursive procedures of determination of two cases of position of equation roots of characteristic polynomial on complex plane and their multiplicity with exact detection of simple stability, that is, existence of periodic oscillations around the equilibrium state in linear system.
In practice the coefficients of linear system can vary as a function of time and space coordinates. In this case two problems appear: searching for analytical criteria of stability of such systems and searching for boundaries of such stability, that is, solution of the problem of robust stability. Such analytical criterion will be established below, and solution of the problem of robust stability will be proposed in the subsequent part. In general case it is demonstrated that the systems with aftereffect on the final time intervals possess the properties of stability on the basis of initial data and within permanently acting perturbations; herewith, the estimations of these influences have been obtained, similar to the estimations for the systems of ordinary differential equations.
Iterative methods of solutions of boundary conditions
Suppose we are given a quasilinear dynamic system with aftereffect 
is the positive constant, µ is the small parameter.
In addition, suppose these functionals satisfy the Lipschitz conditions, so that the inequalities are valid:
,
L and 2 L are the positive constants (2), that is, the system (1) at certain initial function 
Theorem 1
Let the ( ) n n × matrix is invertible.
Then for any real vector there exists such that for any µ, satisfying the condition , there is a set of solutions of the problem (1), (3) at , whereas some of these solutions can be obtained as the limit of successive approximations.
Proof. Let us explain the main idea of the theorem proof. Presenting solution of the problem (1), (3) at in the Cauchy form and excluding X 0 , using the identity (6) we have that it satisfies the respective set of integral equations:
... (7) where is the solution of the linear problem (1), (2) at . It should be mentioned that is the real continuous functional satisfying the Lipschitz conditions (Aizerman M.A. and Gantmacher F.R., 1964) for all its arguments except for the first one:
. L e t u s a r r a n g e t h e s u c c e s s i v e approximations using the equation: (8) It should be mentioned that the initial function at such successive approximations can be given by various methods (for instance:
, where q is a certain constant.
I t c a n b e o b v i o u s l y s e e n t h a t , by means of direct differentiating it is possible to discover that this function is a solution of the system (1), and taking into account that it also satisfies the equality (4), then this function is a solution of the problem (1), (3) at . The theorem is proved.
Under the hypothesis of the theorem we can find various solutions of the problem (1), (3) at , using the approach of successive approximations (8) (1), (3) at , depending on ( ) random constants, whereas some of these solutions can be obtained as the limit of successive approximations.
Proof. Let the problem (1), (3) has a solution at . Then it satisfies the identity (5).
Without restricting the generality let us consider that the first m rows of the matrix A 1 are linearly independent and form the invertible matrix A 2 , and the remaining (n-m) rows form the matrix A 3 . Let us decide the equality (5) ... (10) . Here is a solution of the linear problem (1), (2) at , in the form of equation (6), where constant vector satisfies the equality (7) at µ=0. It should be noted that the initial function at such successive approximations can be set by various methods (for instance, setting that , where is some constant).
Similarly to the case of theorem 1 is can be demonstrated that there exists µ 0 >0 such that at any µ satisfying the condition |µ|≤µ 0 the series, determined by equations (10) It is obvious that the problem of existence and construction of solution of the problem (1), (3) is equivalent to the problem of determination of such initial function for the system (1), so that the motion of the system (1) with this initial function would satisfy the boundary conditions (3). Theorem 3. If hyperplane W, described by the equation:
... (11) has a common internal point Γ 0 with parallelepiped D, then there exists µ 0 > 0 such that at all µ, satisfying the condition , the problem (1), (3) has the solution.
The proof of this theorem is completely the same as the proof of theorem 2. in other words, if we select the initial function of the linear problem (1), (3) at Γ=Γ 0 as initial function for the system (1), then at sufficiently small we obtain the solution satisfying the boundary conditions (3).
Study of the stability of solutions of non-linear set of ordinary differential equations with aftereffect
Suppose we are given a non-linear set of ordinary differential equations with aftereffect . Then the following inequality is valid ... (3) Proof. It is obvious that at t ≥ t 0 the inequality (3) is valid. By virtue of continuity of the function u(t) the inequality (3) will be valid also at t > t 0 for all t-t 0 ≥ t 0 , where ε<0 is some positive number. Let us assume that the inequality (3) will be violated for the first time in the point t=ξwithin increase in t from t 0 to ξ, that is, this inequality transforms into equality in the point t=ξ ... (4) If we replace the function u(t) in the inequality (2) at t=ξ with the right-hand part of the inequality (3), which exists in the semiinterval , then we obtain the following inequality:
.... (5) After calculation of the integral in the right-hand part of this inequality we obtain the following inequality:
... (6) The inequality (6) is strict and contradicts with the equality (4). from here it follows that the inequality (3) ... (7) Then the trivial solution of the considered equation is stable according to Lyapunov. If in addition the function V(t,X) admits infinitesimally small upper limit, and its derivative is a function positively defined along any solution satisfying the condition (7), then the trivial solution of the considered equation is asymptotically stable (Afanisev V. N. et al., 2003) . L e t λ i ( t ) a r e t h e e i g e n v a l u e s o f t h e H e r m i t e a n -c o n j u g a t e d m a t r i x , where * is the conjugation sign. On the basis of the result by B. S. Razumikhin let us prove the following theorem. (1) satisfying this initial function and belonging to the definition region . Moreover, by virtue of stability of solutions of the system (1) in the final time interval the value H 0 can be selected so that the inequality ∆>h is valid. Let us demonstrate that at sufficiently small µ and H 0 this solution tends to zero, that is, the trivial solution of the system (1) is asymptotically stable.
Let us introduce a continuous (n×n) matrix for consideration: set in this solution at . Since the elements of the matrix are real and continuous functional, determined at and satisfying the Lipschitz conditions in this region with regard to all its components except for the first one, then by virtue of continuous dependence of eigenvalues of the matrix B(t) on coefficients of its characteristic polynomial, and, hence, on its elements, there exists a value , such that at t h e i n e q u a l i t i e s are valid. Let us take a random initial function .
By virtue that the matrix B(t) is Hermiteanconjugated matrix, that is,
, there exists an invertible continuous orthogonal matrix S(t) such that the matrix can be presented in the form of , where is the diagonal matrix, the eigenvalues of which satisfy the inequality , and . it should be mentioned that the matrix is confined at , since the matrix is confined at . Let us consider the function . It is obvious that the following equality is valid: . Let us take the scalar function z(t) as the Lyapunov function, that is , and estimate its total derivative by virtue of the equation (1) . Using these designations, the Lipschitz conditions and the relation for the righthand part of the equation (8) it is possible to write the following inequality:
... (9) If we select so that , then it follows from the latter inequality and the identity (8) that at all the inequality will be valid:
T h e r e f o r e , f o r t h e f u n c t i o n all hypotheses of the B. S. Razumikhin are satisfied, it means that the trivial solution of the system (1) is asymptotically stable.
Moreover, any solution of the system
(1) at with initial function belonging to some vicinity of the origin of coordinates t e n d s t o s t a b l e position of this system . It means that this vicinity belongs to the region of asymptotical stability of the system (1). The theorem is proved.
If the matrix , that is, it is independent on the phase coordinates and the conditions are valid for the system (1) at N , then the set of initial functions belongs to the region of asymptotical stability. The problem of development of accurate solutions of equations describing operation of dynamic systems is determined, on the one hand, by insufficient accuracy of both the equations and their parameters. The investigation into such fundamental aspects, determining operation of dynamic system, as stability, controllability and observability are considered at certain approximations to the required ones. Thus, instead of accurate solutions of dynamic systems, it is possible to consider their certain approximation, and development of control systems based on stability by Lyapunov (Ermolin V.S., 1995; Ermolin 
CONCLUSIONS
The results of this study can be applied in the problems of system analysis of controllable systems described by differential equations, including those with aftereffect; synthesis of control laws and development of efficient numerical algorithms of control theory. Efficient algorithms of stability research of systems of the first approximations can be based on these results, as well as engineering criteria of investigation into the boundaries of this stability in the space of parameters of the considered systems. The obtained applied methods of system analysis make it possible to solve the problem of dynamic safety of a considered subject, that is, to determine permissible variation boundaries of the system parameters with retaining of the stability of the considered system. Herewith, it becomes possible to develop more efficient control systems, since the developed methods facilitate consideration of entire family of mathematical models of operation dynamics of controllable systems, determined by a set of their permissible parameters. This permits significant reduction of material resources, monetary assets and time for adjustment of newly created systems.
On the basis of classical results and methods of qualitative theory of differential equations, theory of stability, functional analysis, mathematical programming, linear and higher algebra this work develops in details a method of system analysis of investigation into operation dynamics of controllable and non-controllable quasilinear systems with aftereffect based on the studies of these systems by the first linear and nonlinear approximation. Therefore, the essence of this method is the analysis of influence of dynamic properties of a system of the first approximation on qualitative character of the system behavior in whole.
