Abstract. The maximum edge weight clique (MEWC) problem is important in both theories and applications. During last decades, there has been much interest in finding optimal or near-optimal solutions to this problem. Many existing heuristics focuses on academic benchmarks of relatively small size. However, very little attention has been paid to solving the MEWC problem in large sparse graphs. In this work, we exploit the so-called deterministic tournament selection (DTS) strategy to improve the local search MEWC algorithms. Experiments conducted on a broad range of large sparse graphs show that our algorithm outperforms state-of-the-art local search algorithms in this benchmark. Moreover it finds better solutions on a list of them.
Introduction
The rapid growth of the Internet, widespread deployment of sensors and other fields produced huge quantity of massive data sets, which has generated a series of computational challenges to existing algorithms. Hence, new algorithms need to be designed to deal with these data sets. Many data sets can be represented as graphs, and the study of large real-world graphs, also known as complex networks [18] , has become an active research agenda over recent decades.
Given a simple undirected graph where edges are weighted, the maximum edge weight clique (MEWC) problem is to find a clique whose total edge weight is maximum. This problem exists in many real applications like [6, 14, 15, 1, 2, 7] . However, it is NP-hard and difficult to approximate [11] , so improving the algorithms on this problem is of great importance.
Due to the NP-hardness, the research of MEWC problem focuses on developing heuristics to find a "good" clique within reasonable time periods. Up to now, there are two types of algorithms for MEWC: complete algorithms e.g. [3, 12] and incomplete ones e.g. [15, 17] . In this paper we use local search to find a clique whose weight is as great as possible.
A correlated problem of the MEWC problem is the maximum vertex weight clique (MVWC) problem which asks for a clique with the greatest total vertex weight. Recently this problem attracts much attention in the constraint optimization community like [21, 10, 20, 4, 8] .
Although there has been great progress in MVWC solving, very little attention is being paid to the MEWC problem. The reason may be that MEWC is more complicated and thus difficult to solve, from the viewpoint of algorithm design. For example in MVWC solving, when computing the upper-bound for a vertex v, we can simply sum up the weights of v's neighbors. However in MEWC, we have to sum up the edge weights among v and its neighbors, which is more complicated. Hence, those bounds which are shown to be useful in MVWC solving may lose their power in MEWC solving. So it is not easy to adopt the strategies in [9, 4, 13] to solve the MEWC problem.
On the other hand, local search seems to be a simple but effective approach. According to the literature, local search for MVWC usually moves from one clique to another until the cutoff arrives. During the search procedure, it moves to the neighboring clique with the greatest weight by adding, dropping or swapping vertices, according to some tabu criterion. This approach can easily be adopted to solve the MEWC problem. So it seems that for local search, the MVWC problem and the MEWC problem can be solved in very similar ways. Moreover, some well-known strategies like the multi-neighborhood greedy search, the randomized tabu strategy, the strong configuration checking strategy, the deterministic tournament selection and the data structures, can all be adopted to solve the MEWC problem trivially.
In the literature, LSCC 4 is known to be the most prominent local search MVWC solver. It was shown to be effective on both standard and large benchmarks. Our observations find that it can be adapted to solve the MEWC problem in a straightforward way. Similarly, another local search solver LMY-GRS [8] , which is powerful for solving the MVWC problem on large sparse graphs, can also be adapted to solve the MEWC problem easily. Therefore, in this paper we adapt them to deal with edge weights, and evaluate them in MEWC solving.
To the best of our knowledge, current local search methods solve the MVWC problem and the MEWC problem in nearly the same way. That is, there are no local search techniques which are specialized for edge weights or vertex weights. Although current techniques can be widely used due to their generality, they may fail to tailor the local search to specific problem structures.
Our Contributions
In this paper we proposed a strategy which is specialized for edge weights. It selects some edges with great weight, and uses their endpoints as the starting point of local search. The intuition is that the search space is huge and we can only visit a very small part of the space within reasonable time periods, so we have to choose some promising parts. More specifically we choose an edge with great weight by the deterministic tournament selections (DTS) [16] . Given a set S and a positive integer k, the DTS heuristic works as follows: randomly select k elements from S with replacements and then return the best one. Based on DTS for selecting edges, we develop a new local search solver called LS-DTS 5 , which is dedicated to solve the MEWC problem on large sparse graphs.
We conduct experiments on a broad range of large sparse graphs. The experimental results show that our solver LS-DTS significantly outperforms LSCC, LSCC+BMS and LMY-GRS.
Preliminaries
Formally the MEWC problem is defined over a graph G = (V, E, w), where V = {v 1 , . . . , v n } is the vertex set, each edge e ∈ E is a 2-element subset of V and w : E → R ≥0 is the weighting function on E. A clique C is a subset of V s.t. each pair of vertices in C is mutually adjacent. The MEWC problem is to find a clique which maximizes vi,vj ∈C and i =j w({v i , v j }).
(
Given an edge e = {u, v}, we say that u and v are neighbors, and u and v are adjacent to each other. Also we use N (v) = {u|u and v are neighbors.} to denote the set of v's neighbors. We use d max (G) to denote the maximum degree of graph G, suppressing G if understood from the context.
Multi-neighborhood Search
Usually for finding a good clique, the local search moves from one clique to another until the cutoff arrives, then it returns the best clique that has been found. There are three operators: add, swap and drop, which guide the local search to move in the clique space. In [8] , two sets S add and S swap were defined as below which ensures that the clique property is preserved.
These definitions have a nice property as below, which make them desirable in solving large sparse graphs.
Proposition 1 |S add | ≤ d max , and |S swap | ≤ 2d max .
In large sparse graphs d max is always small, so this proposition shows that S add and S swap are always small. Therefore the complexity of best-picking over these two sets are guaranteed to be low.
Scoring Function
Let S be a set of vertices 6 , then we define w(S) as vi,vj ∈S and {vi,vj }∈E
We use score(v, S) to denote the increase of w(S) when v is added into or dropped from S as below
Then we use score(u, v, S) to denote the increase of w(S) when u and v are swapped, that is,
where u ∈ S, v ∈ S and {u, v} ∈ E.
Notice that the score values may be negative. In our solver we will use the score value to measure the benefits of a local move. For efficiency, we maintain the score values of adding and dropping with the proposition below.
Then we compute the score of swapping with the proposition below.
Proposition 3 score(u, v, S) = score(u, S)+score(v, S).
A vertex has two possible states: inside and outside the candidate solution. We use age(v) to denote the number of steps since last time v changed its state.
The Strong Configuration Checking Strategy
Recently, [5] proposed a strategy called configuration checking (CC), which exploits the problem structure to reduce cycling in local search. Roughly speaking, for combinatorial problems whose tasks are to find an optimal set of elements, the idea of CC can be described as follows. For an element (such as a vertex), if its local environment remains the same as the last time it was removed out of the candidate set, then it is forbidden to be added back into the candidate set. Typically, the local environment of a vertex refers to the state of its neighboring vertices.
The CC strategy is usually implemented with an array named conf Change, where conf Change(v) = 1 means v's local environment has changed since last time it was removed, and conf Change(v) = 0 otherwise.
Later [20] modified CC into a more restrictive version, which is called Strong Configuration Checking (SCC), to deal with the MVWC problem. The main idea of the SCC strategy is as follows: after a vertex v is dropped from or swapped from C, it can be added back into C only if one of its neighbors is added into C. More specifically the SCC strategy is specified as the following rules.
1. Initially conf Change(v) is set to 1 for each vertex v; 2. When v is added, conf Change(n) is set to 1 for all n ∈ N (v); 3. When v is dropped, conf Change(v) is set to 0; 4. When (u, v) ∈ S swap are swapped, conf Change(u) is set to 0.
DTS for Selecting Edges
Usually the edge weights can vary considerably among each other, so if an edge has a great weight, it is likely to be contained in a good clique. By selecting such an edge, we give higher priority to visit a clique containing it. This provides a promising starting point for the later local search procedure.
In this work we proposed a strategy which is specialized for edge weights. It is based on the well-known deterministic tournament selection which is widely used in genetic algorithms [16] . Given a set S and a positive integer k, the DTS heuristic works as follows: randomly select k elements from S with replacements and then return the best one.
We formalize the DTS for selecting edges in Algorithm 1 as below. The DTS heuristic has some advantages: (1) it is greedy because it approximates the best-picking heuristic well; (2) it provides some diversification in that it chooses an element among some very good ones; (3) the greediness and the randomness can easily be controlled by a parameter.
Actually the parameter k controls the greediness, i.e., a greater k means more greediness while a smaller k means less greediness. 
The LS-DTS Algorithm
The top level algorithm of LS-DTS is shown in Algorithm 2, where the localMove() procedure is shown in Algorithm 3. For simplicity, in Algorithm 3 we write score(v) in short for score(v, C), and score(u, v) in short for score(u, v, C).
Algorithm 2: LS-DTS
input : A graph G = (V, E, w E ) and the cutof f output: The best clique that was found
2 while elapsed time < cutoff do localMove() ; 3 return C * ;
In each local move, LS-DTS selects a neighboring clique with the greatest weight according to the SCC criterion. Every L steps, the search is restarted.
The details of localMove() are shown in Algorithm 3. In Algorithm 3, LS-DTS adopts the multi-neighborhood greedy search from MN/TS [21] which is shown between Line 3 and Line 11. In this greedy search procedure, as LSCC, LS-DTS exploits the Strong Configuration Checking (SCC) strategy [19] in place of the randomized tabu strategy in MN/TS. The SCC strategy, which is a dynamic tabu management strategy, exploits local environment information to determine in which condition a forbidden operation will become allowed.
When C becomes an empty clique in Line 1, LS-DTS starts the local search from a vertex return by DTS(). Furthermore, Line 14 ensures that the search will restart every L steps. Anyway, LS-DTS sets L to be 4,000 just as what MN/TS, LSCC and LMY-GRS do.
Lastly we remind readers that we adopted the data structures in LMY-GRS [8] to implement our solver.
Experimental Evaluation
In this section, we carry out extensive experiments to evaluate LS-DTS on a wide range of large sparse graphs. 
The Competitors
So far as we know the most prominent local search solver for the MEWC problem is PLS [17] which extends the Phased Local Search algorithm to MEWC. It solves the MVWC and the MEWC problem in very similar ways. Considering that there has been great progress in MVWC solving, e.g., the multi-neighborhood greedy search and the strong configuration checking strategy, the approach in [17] falls behind. So in this paper, we adapted two recent local search solvers LSCC 7 and LMY-GRS 8 to solve the MEWC problem, since they represent state-of-the-art.
Experiment setup
All the solvers in this work were implemented in C++, and compiled by g++ 4.6.3 with the '-O3' option. The experiments were conducted on a cluster equipped with Intel Xeon E5-2670 v3 2.3GHz with 32GB RAM, running CentOS6.
For all the solvers the search depth L was set to 4,000. In LSCC+BMS, the BMS parameter k was set to 100 as is in [20] . For LS-DTS, the DTS parameter k was fixed to 50 for all the experiments 9 . Each solver is executed on each instance with a time limit of 1,000 seconds, with seeds from 1 to 10. For each algorithm on each instance, we report the maximum edge weight "w max ") and averaged edge weight ("w avg ") of the cliques found by the algorithm.
Details of Benchmarks
We downloaded all 139 instances 10 , which were originally online 11 , and then transformed to DIMACS graph format.
In many of these large graphs there are millions of vertices and dozens of millions of edges. To obtain the corresponding MEWC instances, we use the same method as in [17] . For the edge {i, j}, w({u, v}) = ((i + j) mod 200) + 1.
The graphs used in our experiments can be divided into 11 classes: biological networks, collaboration networks, facebook networks, interaction networks, infrastructure networks, amazon recommend networks, retweet networks, scientific computation networks, social networks, technological networks, web link networks. There is also a group of temporal reachability networks, where the graphs are small and the algorithms quickly found the same quality solution on all the graphs. Hence, the result in this group is not reported in our experiment.
Main Results
The main experimental results are shown in Table 1 . From this table we find that,
LS-DTS significantly outperforms all other solvers in terms of the solution quality. 2. Compared to LMY-GRS, LS-DTS finds better and worse solutions in 11 and
6 graphs respectively .
Since LS-DTS is based on LMY-GRS, we further compare LS-DTS and LMY-GRS in the following.

Time and
Step Improvements For the 85 instances where LS-DTS and LMY-GRS return both the same w max and w avg values, we compare the averaged time, as well as and the number of steps to locate the respective solutions. From Table 2 we observe that:
1. The time columns show that LS-DTS is faster than LMY-GRS on most of these instances. 2. The step columns illustrate that our heuristic is more clever than LMY-GRS on most graphs, in that it needs significantly less steps to locate the solutions.
Further observations show that on each graph in Table 2 , LS-DTS found the same quality solution in all runs, so as LMY-GRS. This shows that the two solvers are insensitive to seeds over these graphs.
The step columns also show the superiority of our strategy, because the number of steps needed to locate a solution only relies on the strategy. It is irrelevant to the running environment, the data structures as well as the programming techniques. Robustness From Tables 1 to 2 , among all the 11 classes of graphs,
LS-DTS is superior in 7 classes. 2. LMY-GRS is better in 4 classes.
So LS-DTS is more robust than LMY-GRS.
Parameter Sensitivity
We tested LS-DTS with two different parameter setting for k, i.e., k = 20 and k = 80. The results are shown in Table 3 . We use #win(w max ) to denote number of graphs where the new setting finds better w max than the defaulting setting (k=50). Similarly we use #lose(w max ), #win(w avg ), #lose(w avg ) and #draw. From Table 3 we find that the two variants perform very close to the default solver. That is, our solver is insensitive to the parameter k. 
Conclusions
In this work, we proposed a new algorithm named LS-DTS for the MEWC problem on large sparse graphs. Also we adapted two recent local search solvers LSCC and LMY-GRS to solve the MEWC problem. Experiments on a broad range of large sparse graphs demonstrate the effectiveness of LS-DTS.
As for future works we would like to design more efficient heuristics for the MEWC problem on large sparse graphs and exploit our solver to tackle industrial graphs.
