Recent advances in single-particle cryo-electron microscopy (cryo-EM) methods have led to the determination of hundreds of high-resolution (< 4.0 Å) macromolecular structures. However, access to high-end instrumentation can be scarce and expensive.
Introduction
The use of single-particle cryo-electron microscopy (cryo-EM) as a structural biology technique has gained wide adoption in recent years, in large part due to the development of direct electron detectors and advances in computational methods Cheng, 2015; Nogales and Scheres, 2015; Cheng et al., 2016) .
Dozens of institutions worldwide have acquired the sophisticated EM tools required to collect high-resolution data for determining the atomic structures of macromolecules using single-particle analysis techniques. Due to the high cost of acquisition and maintenance of these tools, as well as high demand for their use, there are strong incentives to maximize the amount of data collected per unit time.
A typical 24-hour experiment on a high-resolution EM instrument involves ~4-8 hours of setup time and ~16-20 hours of data collection time, resulting in hundreds or thousands of image exposures. A key decision made by the experimenter is the magnification used for imaging. The magnification needs to be large enough to capture high-resolution information. However, the higher the magnification used, the fewer particle images that are captured per micrograph, and therefore the smaller the dataset that will be collected in the same time period.
The resolution of cryo-EM reconstructions is fundamentally limited to the Nyquist frequency, which is half the sampling frequency of the detector. For example, if data is collected using a magnification which produces an image on the detector such that each 1.5 Å of the sample spans one pixel of the detector (image "pixel size" = 1.5 Å), then the Nyquist frequency is 1/3 Å -1 and the maximum achievable resolution of the reconstruction ("Nyquist limit") is 3.0 Å. The achievable resolution is further constrained by aliasing. Aliasing arises when an image projected onto a detector contains information at higher resolution (frequencies) than the Nyquist limit. This leads to artifacts in the image that can limit the achievable resolution.
The advent of direct electron detectors for cryo-EM experiments and advances in data processing have resulted in a "revolution" of hundreds of new high-resolution macromolecular structures. These detectors can count individual electrons, greatly improving signal-to-noise (Bammes et al., 2012; Li et al., 2013b; McMullan et al., 2014; Ruskin et al., 2013; Cheng et al., 2016; Mendez et al., 2019) . Fast readout rates enable exposures to be collected as movies which can be processed to correct for image blurring caused by sample motion. This motion correction results in a significant improvement in the information content at high resolution (Campbell et al., 2012; Li et al., 2013a) . Some direct electron detectors, such as the Gatan K2 and K3, can also generate "super-resolution" images. The super-resolution method takes advantage of the fact that a single electron is detected simultaneously by multiple adjacent pixels. The centroid of the electron can therefore be attributed to one quadrant of a physical pixel, resulting in a four-fold increase in the number of image pixels compared to physical detector pixels (Booth, 2012; Li et al., 2013b) . At a given magnification, super-resolution data acquisition should reduce the effects of aliasing by effectively doubling the spatial sampling frequency.
In principle, super-resolution imaging should enable the resolution of cryo-EM reconstructions to surpass the physical Nyquist limit, and to approach what we term the "super-Nyquist" limit defined as half the sampling frequency of the super-resolution image. Indeed, super-resolution phase information was detectible in images collected on 2D protein crystals (Chiu et al., 2015) . However, no 3D reconstructions with resolutions surpassing the physical Nyquist limit have been reported in the literature. In fact, the standard practice in the field is to either "bin" super-resolution pixels 2-fold to reduce the effects of aliasing while maintaining the physical pixel size in the binned images, or to avoid using super-resolution imaging at all.
Here we report the use of super-resolution imaging on the K3 direct electron detector to produce super-resolution cryo-EM reconstructions that surpass the physical Nyquist limit by as much as 1.4-fold. With a physical pixel size of 1.66 Å we obtained a 2.77 Å reconstruction and with a physical pixel size of 2.10 Å we obtained a 3.06 Å reconstruction. We show that super-resolution imaging at lower magnifications enables collection of significantly larger datasets that retain high-resolution information.
Therefore, very large datasets can be collected in modest timeframes, and standardsized datasets can be collected in very short timeframes. As a proof of principle, we use this lower-magnification super-resolution (LMSR) imaging approach to generate a 3.72 Å reconstruction of jack bean urease using only a single exposure.
Results
Typical high-resolution single-particle cryo-EM experiments utilize physical pixel sizes of approximately 1.0 Å. For a typical medium-sized sample with dense particle distribution, this might result in ~400 particles per micrograph, and 500 exposures will result in a dataset with ~200,000 particles (Table 1) . Samples are typically imaged after being applied to grids coated with a foil substrate consisting of an array of ~1-2 µm holes, with a single exposure taken per hole (alternative data collection strategies are addressed in the Discussion). The result is that most of the particles present in a hole are not actually imaged. Using a lower magnification results in more particles per exposure and therefore per dataset ( Fig. 1A and Table 1 ), but reduces the maximum achievable resolution by increasing the physical pixel size of the image. The physical Nyquist limit has therefore constrained researchers to collect smaller datasets in order to reach a resolution at which reconstructions can be interpreted to build atomic molecular models de novo.
To assess the performance of the K3 direct electron detector operating in superresolution mode, we determined its modulation transfer function (MTF), noise power spectrum (NPS), and detective quantum efficiency (DQE) using FindDQE (Ruskin et al., 2013) ( Fig. 1B-D) . We performed all measurements and experiments using a Talos Arctica operating at 200 kV with the K3 mounted on an imaging filter. The curves are similar overall to those reported for the K2, with significant DQE observed in the superresolution frequency range (Li et al., 2013a; Ruskin et al., 2013; McMullan et al., 2014) .
However, based on the NPS and DQE curves, the K3 appears to have less coincidence loss overall, maintains low coincidence loss at higher dose-rates, and has significantly higher DQE at low frequencies. These properties all likely result from the faster read-out rate of the K3 compared to the K2.
To determine whether super-resolution imaging can be used to capture highresolution information, we decided to use a magnification at which a reconstruction using physical pixels would be constrained by the physical Nyquist limit. We therefore imaged jack bean urease frozen in vitreous ice with a nominal magnification of 49,000x, resulting in a physical pixel size of 1.66 Å. Although the structure of this protein has been determined by X-ray crystallography (Balasubramanian and Ponnuraj, 2010) , no EM reconstruction has been reported. Due to the lower magnification and fairly dense particle distribution, each micrograph contained ~1,700 particles. ( Fig. 2A ).
We used Serial-EM software (Mastronarde, 2005; Schorb et al., 2019) to automatically collect 240 super-resolution exposures. We did not subsequently bin the super-resolution micrographs, therefore the image pixel size used in data processing was 0.83 Å. Relion 3.0 software (Zivanov et al., 2018) was used for all data processing steps, including wrappers to MotionCor2 (Zheng et al., 2017) for motion correction and dose-weighting of movies and to GCTF (Zhang, 2016) for initial per-micrograph defocus estimation. To generate a 3D reference for template-based autopicking, we first performed 3D refinement with a small subset of the data, using a 60 Å low-pass filtered crystal structure of urease (Balasubramanian and Ponnuraj, 2010) as an initial reference model. Autopicking using this 3D template yielded ~359,000 particles from the entire dataset. Particle images were first extracted using a 2x-binned pixel size of 1.66 Å, equivalent to the physical pixel size, and 3D-refinement of the entire particle set resulted in a 3D reconstruction with a masked 0.143 Fourier-shell correlation (FSC) resolution (Rosenthal and Henderson, 2003 ) that reached the physical Nyquist limit of 3.32 Å without any additional processing (see Figure S1 for FSC curve).
Particle images were then re-extracted using the unbinned super-resolution pixel size of 0.83 Å. Several rounds of 3D refinement interspersed with per-particle CTF refinement, Bayesian particle polishing, beam-tilt estimation (Zivanov et al., 2018 (Zivanov et al., , 2019 , and 3D-classification produced a final subset of ~56,000 particles generating a 3D reconstruction with a masked 0.143 FSC resolution of 2.77 Å (Figs. 2B,C, S1, and Table 2 ). We note that using a 0.5 FSC cutoff, the resolution was 3.0 Å, and the electron density map showed clear side-chain densities consistent with a ~2.8 Å reconstruction (Fig. 2D ). To assess the suitability of the reconstruction for atomic model refinement we manually modified the X-ray crystallographic atomic model of urease to fit the sharpened map and performed real-space refinement (Afonine et al., 2018b) , producing a refined atomic model with excellent geometry and a model-map 0.5 FSC of 2.9 Å ( Fig. 2D and Table 3 ). The sharpened map was of sufficient quality to enable de novo atomic model building. In fact, virtually all of the protein backbone and more than half of the sidechains were automatically modeled correctly using the automated "mapto-model" procedure (Terwilliger et al., 2018) within the Phenix software package (Adams et al., 2010) (Table 3) . Therefore, by all criteria, the resolution of this 3D reconstruction surpassed the physical Nyquist limit. To our knowledge this represents the first reported example of a super-resolution cryo-EM reconstruction.
To determine if even lower magnifications could be used to obtain high-resolution reconstructions, we collected another dataset on the same sample at a nominal magnification of 39,000x, with a physical pixel size of 2.10 Å (Fig. 3A ). We collected 284 super-resolution movie exposures and autopicked ~973,000 particles, with most images containing ~3500-3900 particles. 2D-classification ( Fig. 3B ) was used to remove ~128,000 "junk" particles. The remainder of the data processing procedure was similar to that described above ( Fig. S2 ), resulting in a reconstruction with a masked resolution of 3.06 Å at the 0.143 FSC cutoff (3.30 Å at 0.5 FSC cutoff) using ~110,000 particles Table 2 ). Again, the electron density map quality was consistent with this resolution value ( Fig. 3E ) and suitable for de novo model building (Table 3) , confirming that the physical Nyquist limit of 4.20 Å was significantly surpassed.
We considered the fact that ~110,000 is a rather large number of particles for reconstruction of a molecule with D3 (6-fold) symmetry. Additional 3D-classification to obtain a smaller subset of particles resulted in a 3.19 Å reconstruction using ~47,000 particles (data not shown). In contrast, as described above we used a slightly higher magnification to produce a 2.8 Å resolution reconstruction of the same sample (although a different sample grid was imaged) with ~56,000 particles. Taken together, these results suggest that these ~3.1 -3.2 Å reconstructions using a 2.1 Å physical pixel size have reached the practical information limit imposed by the diminishing DQE of the detector beyond the physical Nyquist limit (Fig. 1D ). We therefore conclude that superresolution imaging with the K3 can be used to obtain reconstructions with resolutions reaching ~4/3 the physical Nyquist frequency limit with reasonable particle numbers.
Given the very large numbers of particles obtained per image at this magnification, we were curious to determine the smallest number of exposures that were required to produce a useful 3D-reconstruction. Using the same 39,000x magnification dataset, we reprocessed the data using smaller numbers of images.
Importantly, we did not select the best particle subsets from the refined larger dataset, or select the best subset of micrographs. Instead we simply used the first exposures we collected and repeated the data processing procedure beginning with particle autopicking. We processed datasets with sizes of 20 and 5 micrographs. Surprisingly, both of these datasets resulted in 3D-reconstructions with masked 0.143 FSC resolutions, 3.34 Å and 3.60 Å, surpassing the physical Nyquist limit (Table 2) .
We then chose two individual micrographs, selecting from among the first twenty those with the lowest estimated defocus values (0.8 and 0.9 µm) that also displayed good contrast. We processed each of these single micrographs as an independent dataset. Particles from one micrograph (0.8 µm defocus) generated a 3D-reconstruction with a masked 0.143 FSC resolution of 4.12 Å, while particles from the other micrograph (0.9 µm defocus, Fig. 3A ) generated a 3D-reconstruction with a masked 0.143 FSC resolution of 3.84 Å (Figs. 4A,B,C, S3, and Tables 2 and 3). We then selected three more individual micrographs from the larger 39,000x magnification dataset to process as independent datasets, and each of these produced 3D-reconstructions with similar masked 0.143 FSC resolutions: 4.05 Å, 3.98 Å, and 3.72 Å ( Fig. 4B and Table 2 ).
Remarkably, these five individual micrographs each resulted in a 3D-reconstruction that surpassed the physical Nyquist limit of 4.20 Å, although only three out of the five did so convincingly ( Fig. 4B ).
There are likely two aspects of the LMSR approach that enabled the production of super-resolution reconstructions from single image exposures on a 2-condenser-lens 200kV instrument. First, due to the low magnification and large size of the K3 sensor, up to ~3900 particles were present in each image, and ~2100-3200 of these were used in each of the final reconstructions (Table 2) . These particle numbers are sufficient to generate high-resolution (< 4 Å) reconstructions because of the D3 (6-fold) symmetry of jack bean urease. Second, the particles appear to be positioned across a ~0.2 µm range of defocus distances in the image (Fig. 4D) , perhaps due to the local topography of the ice layer in the hole (Fig. 4E ). Single-particle experiments require particles to be imaged at varying defocus distances in order to compensate for the information loss ("zeros") at certain frequencies due to modulation of the image by the contrast transfer function (CTF) of the instrument. Typically, this is compensated for by acquiring exposures at different defocus distances during data collection. Our results demonstrate that the distribution of particle defocus distances in a single lower magnification image can be sufficient to overcome the information lost through CTF zeros. Defocus could also be deliberately varied in a single image through a small amount of stage tilt. For example, a 10° stage tilt would generate a 0.2 µm defocus range across the image field of view at this magnification.
Discussion
The best resolution achievable for a single-particle reconstruction of a macromolecule depends upon many factors, including the properties of the molecule itself, sample preparation quality, and the microscope imaging conditions. The LMSR method reported here uses super-resolution imaging to greatly increase the amount of high-resolution data that can be collected with limited instrument time. There are two main benefits of the LMSR approach. The first is the ability to collect several million particle images in a typical 24-hour data collection session. This should facilitate structure determination for samples with significant conformational or biochemical heterogeneity.
The second benefit is the ability to collect a "complete" dataset (i.e. of sufficient size that more data does not improve the reconstruction) in a fraction of the time currently required at most EM facilities. The fact that a single exposure on a 2-lens, 200 kV microscope can be used to determine a sub-4 Å 3D reconstruction of a particle with 6-fold symmetry should be transformative. Our results imply that ~20-100 micrograph LMSR datasets could be more than sufficient to determine high-resolution reconstructions of many well-behaved asymmetric molecules. In principle, this could allow multiple complete datasets to be collected on several different samples in a 24hour period on a single instrument.
The choice of magnification for LMSR imaging will depend upon the desired resolution of the final reconstruction. Our results indicate that super-resolution reconstructions with resolutions ~4/3 the physical Nyquist frequency limit are possible, as we produced a 3.06 Å reconstruction when the physical Nyquist limit was 4.20 Å.
Under these same imaging conditions, we obtained a 3.6 Å reconstruction with only 5 micrographs and ~13,000 particles, and a 3.72 Å reconstruction with only 1 micrograph and ~2,600 particles. Therefore, to maximize the number of particles that can be imaged while retaining the ability to generate high-resolution reconstructions with reasonable particle numbers, we suggest researchers choose a magnification resulting in a physical pixel size that is ~0.6x the desired resolution. We expect that the resolution of reconstructions can routinely reach ~1.2x the physical Nyquist limit if super-resolution imaging is performed at lower magnifications. For example, if a ~3.0 Å resolution reconstruction is desired, we suggest super-resolution imaging with a physical pixel size of ~1.8 Å. We note that for most cryo-EM experiments involving macromolecules of unknown structure, sample preparation quality, ice thickness, and the properties of the molecule itself are the primary factors most likely to limit the achievable resolution.
Furthermore, this study has been performed using the K3 detector and it is currently unclear whether similar results could be obtained with other detectors capable of superresolution imaging.
Our suggested physical pixel size for LMSR imaging with the K3 is twice that typically used in standard practice, resulting in four times as many particles per micrograph. Correspondingly, many fewer micrographs are necessary to obtain complete datasets using LMSR imaging. Even larger pixel sizes (~2.0 -2.4 Å) can be used if the goal is to maximize particle number and ~3.5 -4 Å resolution reconstructions are acceptable.
One possible drawback of LMSR imaging versus imaging without superresolution is the storage space needed for the larger super-resolution micrographs.
However, the cost of data storage continues to decline, with 10TB hard drives currently costing only $300 USD. Our super-resolution movie exposures from the K3 are typically ~1.7 GB each if saved as gain-corrected images (and significantly smaller if not gaincorrected), so a typical LMSR dataset will tend to be less than 2 TB in size and the cost to store each dataset is therefore ≤ $60. Considering all the other costs associated with a cryo-EM experiment, such storage costs are not a significant extra burden. As instrument time often costs $100-$200/hour in user fees, there are strong incentives to collect as much data as possible per unit time.
Another approach that facilitates collection of large amounts of data is the use of beam-image shift (a.k.a. beam tilt or beam shift) acquisition to acquire multiple exposures per sample stage movement (Cheng et al., 2018) . This is beneficial because significant time is spent waiting for stage drift to diminish after each stage movement required to center on a new hole for image acquisition. There are two approaches to beam-image shift that have been implemented, one is to take multiple exposures (as many as 10) per hole on larger (~2 µm) holes (de la Peña et al., 2018) . This is only possible on 3-condenser instruments such as the Titan Krios, in which the third lens enables the formation of a very small parallel beam. With a 2-condenser instrument like the Talos Arctica, the beam cannot be made small enough while maintaining parallel illumination to enable multiple exposures per hole. The other beam-image shift approach is to acquire single exposures from several holes per stage movement (Cheng et al., 2018) . This is possible on both 2-condenser and 3-condenser instruments.
It should be straightforward to combine LMSR imaging with beam-image shift exposure acquisition at multiple holes per stage movement, resulting in imaging of nearly 1 million particles per hour (60 stage movements x 4 holes x 4000 particles/hole for small particles). Given that the image distortion effects of beam-image shift can be corrected for during imaging (Glaeser et al., 2011) or data processing (Zivanov et al., 2018) , we envision that soon it will be standard practice to combine beam-image shift with the LMSR approach described here to collect unprecedented amounts of singleparticle cryo-EM data using both 2-condenser and 3-condenser instruments.
Methods

Sample Preparation
Powdered urease from jack bean (Canavalia ensiformis) (Sigma-Aldrich #U0251) was solubilized in phosphate buffered saline (137 mM NaCl, 2.7 mM KCl, 8 mM Na2HPO4, 2 mM KH2PO) at a concentration of 0.8 mg/ml, flash frozen, and stored at -80 o C. Aliquots were centrifuged at 14,000g for 10 min upon thawing to remove aggregates. 3 µl of the protein solution was applied to Quantifoil R1.2/1.3 300-mesh gold-support grids that had been glow-discharged for 80 seconds at 30 mA in a Pelco EasiGlo instrument. Grids were blotted for 2.5 seconds at 4 o C and 100% humidity and immediately plunge frozen in liquid ethane using a FEI Mark IV Vitrobot. Grids for both datasets were prepared at the same time under the same conditions.
Imaging conditions
Cryo-EM data collection was performed using a Thermo Fisher Scientific Talos Arctica operated at 200 keV equipped with a Gatan K3 detector operated in counting mode with 0.5X-binning (super-resolution mode) and a Gatan BioQuantum energy filter with a slit width of 20 eV.
Microscope alignments were performed on a gold diffraction cross-grating following published procedures for a 2-condenser instrument (Herzik et al., 2017 (Herzik et al., , 2019 .
Parallel conditions were determined in diffraction mode at the imaging magnification.
Beam tilt, rotation center, objective astigmatism, and coma-free alignments were performed iteratively at the imaging magnification. A C2 aperture size was chosen so that the beam was larger than the imaging area (50 µm for 49kX and 70 µm for 39kX).
The spot size was set so that the dose rate in vacuum at the detector was ~40 e -/physical pixel/sec. A 100 µm objective aperture was used during data collection.
SerialEM (Mastronarde, 2005; Schorb et al., 2019) was used for automated data collection of fractionated exposures (movies). The record settings were set to capture a total dose of ~24 e -/Å 2 for the 49kX dataset or ~45 e -/Å 2 for the 39kX dataset, and fractionated so that the dose per frame was ~0.8 -0.9 e -/Å 2 . Dose rates on the detector while imaging the samples were ~25-30 e-/physical pixel/second.
Data Processing
All cryo-EM data processing was performed within Relion 3.0 (Zivanov et al., 2018) , and software was maintained by SBGrid (Morin et al., 2013) . All 3D refinements and 3D-classifications imposed D3 symmetry (six asymmetric units per molecule).
Chimera (Pettersen et al., 2004) was used for visualization of reconstructions and determination of the threshold values used to create masks. (physical pixel size of 1.66 Å) : Frames from 240 movies were aligned and dose-weighted with MotionCor2 (Zheng et al., 2017) using 30 (6x5) patches, the default B-factor of 150, and no binning. Defocus values were calculated for the non-dose-weighted micrographs with GCTF (Zhang, 2016) . 147 particles were manually picked from 6 micrographs and 2D classified to generate 4 templates for autopicking. 11,000 particles were autopicked from 16 micrographs and subjected to 3D-refinement to produce an initial 5.7 Å reconstruction, using the crystal structure of urease, PDB: 3LA4 (Balasubramanian and Ponnuraj, 2010) , lowpass-filtered to 60 Å as a reference model. This reconstruction was then used as a 3D template for autopicking the entire dataset. 358,703 particles from all 240 dose-weighted, motion-corrected micrographs were extracted and binned 2x to the physical pixel size of 1.66 Å, then subjected to 3D refinement resulting in a reconstruction with a masked 0.143 FSC resolution of 3.32 Å (see Figure S1 for FSC curve). The aligned particle images were then re-extracted using the unbinned super-resolution pixel size of 0.83 Å. 3Drefinement of this unbinned particle set produced a reconstruction with a masked 0.143 FSC resolution of 3.1 Å, surpassing the physical pixel Nyquist limit of 3.32 Å. The data was then CTF refined (per-particle defocus estimation), Bayesian polished, and subjected to 3D-classification (k=3) keeping alignments fixed. The best class contained 128,947 particles and after 3D refinement produced a 2.8Å resolution reconstruction. A second round of CTF refinement, 3D-classification, and 3D-refinement resulted in a final reconstruction containing 56,038 particles with a masked 0.143 FSC resolution of 2.77 Å. See Figure S1 for a graphical flowchart of the data processing steps. 39kX magnification (physical pixel size of 2.10 Å): Frames from 284 movies were aligned and dose-weighted with MotionCor2 (Zheng et al., 2017) using the unbinned super-resolution pixel size and 30 (6x5) patches. Defocus values were estimated by CTF-fitting the non-dose-weighted micrographs with GCTF (Zhang, 2016) using information up to a resolution limit of 12 Å (using the argument "--resH 12"). 21 micrographs with GCTF maximum resolution estimates worse than 6 Å were discarded. 972,576 particles were picked from the resulting 263 micrographs using LoG autopicking in Relion. The selected particle images were extracted with a binned pixel size of 2.58 Å and 2D-classified to remove junk particles. All 2D classes that appeared to contain at least some good particles were selected resulting in 845,377 particles in 21 classes. The selected particles were refined to a generate a 3D reconstruction with resolution of 5.16 Å. Per-particle CTF refinement was then performed and the particle images were re-extracted with an unbinned super-resolution pixel size of 1.05 Å. 3Dclassification with alignments was performed to reduce the number of particles in order to speed data processing. The resulting classes were essentially indistinguishable. A class of 299,603 particles was subjected to iterative rounds of 3D refinement and CTF refinement until the masked 0.143 FSC resolution converged at 3.19 Å. The output was then 3D-classified without alignments producing a class containing 111,111 particles that after an additional round of 3D refinement yielded no further improvement. Subsequent Bayesian particle polishing and 3D refinement resulted in a final reconstruction with a masked 0.143 FSC resolution of 3.06 Å. Further attempts at 3D classification and CTF refinement did not improve the resolution. See Figure S2 for a graphical flowchart of the data processing steps. 20 micrograph 39kX magnification dataset: 78,970 unbinned autopicked particles were extracted from the first 20 micrographs of the 39kX magnification dataset.
49kX magnification
Using an approach similar to that described above, 41,938 particles were used to generate a 3D reconstruction with a final masked 0.143 FSC resolution of 3.34 Å. 5 micrograph 39kX magnification dataset: 19,964 unbinned autopicked particles were extracted from the first 5 micrographs of the 39kX magnification dataset.
Using an approach similar to that described above, 12,582 particles were used to generate a 3D reconstruction with a final masked 0.143 FSC resolution of 3.60 Å.
Single exposure: Initially, the two micrographs with the lowest estimated defocus values (approximately 0.8 µm and 0.9 µm underfocus) displaying good contrast among the first 20 micrographs of the 39kX magnification dataset were selected and processed independently using an approach similar to that described above. From the 0.9 µm underfocus micrograph, 3,912 particles were autopicked and processed to generate a 3D-reconstruction with a masked 0.143 FSC resolution of 3.84 Å using 2,967 particles selected after 3D classification. From the 0.8 µm underfocus micrograph, 3,830 particles were autopicked and processed to generate a selected after 3Dreconstruction with a masked 0.143 FSC resolution of 4.12 Å using 3,160 particles selected after 3D classification. Subsequently, we chose three more single exposures to process in a similar manner. See Figure S3 for a graphical flowchart of the data processing steps leading to the 3.84 Å reconstruction.
Atomic model building and real-space refinement
The final sharpened masked electron density map was used to build an atomic model of jack bean urease by modifying the crystal structure (Balasubramanian and Ponnuraj, 2010) in Coot (Emsley and Cowtan, 2004; Emsley et al., 2010) . Real-space refinement (Afonine et al., 2018b) was performed and validated in Phenix (Moriarty et al., 2009; Adams et al., 2010; Afonine et al., 2018a; Williams et al., 2018) using the same map. Hydrogen atoms were included during refinement but removed from the models prior to final validation. We used "map-to-model" (Terwilliger et al., 2018) and "chain comparison" within Phenix to determine the fraction of urease residues that could be successfully modeled automatically. Figures depicting atomic models and electron density were generated with PyMol.
Determination of the MTF, NPS, and DQE of the K3 detector
We collected super-resolution images of the imaging-filter knife-edge aperture at 20 electrons/physical-pixel/second. We collected two equal exposures using an exposure time sufficient to result in a total dose of ~250 e -/physical pixel (~62.5 e -/super-resolution pixel). We then used FindDQE (version 19-05-28_6100) (Ruskin et al., 2013) to generate the MTF, NPS, and DQE curves. See Figure S1 for a graphical depiction of the data processing steps. See Figure S2 for a graphical depiction of the data processing steps. See Figure S3 for a graphical depiction of the data processing steps. 
Data and model deposition
