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Abstract
We treat a Riccati differential equation w′ + w2 + p(z) = 0, where p(z) is a nonconstant doubly
periodic meromorphic function. Under certain assumptions, every solution is meromorphic in the
whole complex plane. We show that the growth order of it is equal to 2, and examine the frequency
of α-points and poles. Furthermore, the number of doubly periodic solutions is discussed.
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1. Introduction
In [3], meromorphic solutions of the Riccati differential equation
w′ + w2 + 1
4
(
1 − m2)℘(0, g3; z) = 0
have been studied, where
(1) m is an integer such that m 2, m /∈ 6N = {6n | n ∈ N};E-mail address: shimomur@math.keio.ac.jp.
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.09.060
S. Shimomura / J. Math. Anal. Appl. 304 (2005) 644–651 645(2) ℘(0, g3; z) is the Weierstrass ℘-function satisfying
(v′)2 = 4v3 − g3, g3 = 0.
Let us consider an equation with a more general coefficient than ℘(0, g3; z):
w′ + w2 + p(z) = 0. (1.1)
Here p(z) is a nonconstant doubly periodic meromorphic function with the following prop-
erty:
(P) Around every pole z = σ , p(z) is expressible by the Laurent series expansion
p(z) = (z − σ)−2
∞∑
k=0
ck(z − σ)k
such that
(a) c0 = (1 − m(σ))2/4, for some integer m(σ) satisfying m(σ) 2;
(b) ck (1 k m(σ)) satisfy∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d1 0 . . . 0 c1
c1 d2
. . . (0)
... c2
c2 c1
. . .
. . .
... c3
...
...
. . .
. . . 0
...
cm(σ)−2 cm(σ)−3 . . . c1 dm(σ)−1 cm(σ)−1
cm(σ)−1 cm(σ)−2 . . . c2 c1 cm(σ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0,
dj = j2 − jm(σ)
(
1 j m(σ) − 1).
In general, solutions of nonlinear differential equations admit branch points whose lo-
cations depend on initial values; and such singularities cause difficulties in the study of
properties of solutions. The property (P) is imposed so that every solution of (1.1) is single-
valued in the whole complex plane. To see this fact, note that every solution of (1.1) is
written in the form w = u′(z)/u(z), where u(z) is a solution of the linear equation
u′′ + p(z)u = 0. (1.2)
By (P), around each pole z = σ of p(z), this equation admits linearly independent solutions
of the form
u1(σ, z) = (z − σ)(1−m(σ))/2
∞∑
j=0
α
(1)
j (z − σ)j ,
u2(σ, z) = (z − σ)(1+m(σ))/2
∞∑
j=0
α
(2)
j (z − σ)j , (1.3)
and u(z) is expressible by a linear combination of u1(σ, z) and u2(σ, z) ([4, Theorem 6.7],
[5]). From these facts we have
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Many of well-known special functions are defined by differential or functional equa-
tions, and their properties are studied through the corresponding equations. Equation (1.2)
may be regarded as an extension of the Lamé equation (see [7,8]), and (1.1) is a nonlinear
version of it. The purpose of this paper is to study meromorphic solutions of (1.1). Main
results are stated in Section 2. Sections 3 and 4 are devoted to the proofs of them. It is
possible to construct a doubly periodic function with several poles in its period parallel-
ogram in such a way that it has the property (P) (see [7, Section 4]). In the final section,
some examples of such doubly periodic functions are illustrated. Throughout this paper, we
use the standard notation of the Nevanlinna theory (see [4]). Furthermore, for real-valued
functions y(r) and η(r) on the interval [r0,+∞) ⊂ R, we write
y(r)  η(r)
as r → +∞, if y(r) = O(η(r)) and η(r) = O(y(r)) simultaneously hold as r → +∞.
2. Main results
Theorem 2.1. Let ψ(z) be an arbitrary meromorphic solution of (1.1). Then,
T (r,ψ)  r2, (2.1)
and, for every α ∈ C,
m
(
r,1/(ψ − α))= O(log r), m(r,ψ) = O(log r) (2.2)
as r → +∞.
Remark 2.1. In [1], for a Riccati differential equation with an entire coefficient, a relation
between the order of meromorphic solutions and that of the coefficient is discussed.
Let ω1,ω2 be primitive periods of p(z) satisfying Im(ω2/ω1) > 0. Take a period par-
allelogram ∆ in such a way that, on its sides, there exists no pole of p(z). Let z = σλ
(λ = 1, . . . , l) denote all the distinct poles of p(z) in the interior of ∆. Put
µ∗ =
l∑
λ=1
(
m(σλ) + 1
) ∈ N (2.3)
(cf. (a) of the property (P)).
Theorem 2.2. Assume that µ∗ is an odd integer. Then
(i) every solution of (1.1) is a doubly periodic function with periods (2ω1,2ω2);
(ii) there exist exactly two distinct solutions with periods (ω1,2ω2) (respectively with
periods (2ω1,ω2));
(iii) there exists no solution with periods (ω1,ω2).
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periodic solution with periods (ω1,ω2).
Remark 2.2. Theorems 2.2 and 2.3 are extensions of [3, Theorems 3.1 and 4.1], respec-
tively. In the case where µ∗ is even, every solution is not necessarily doubly periodic (see
[3, Theorem 4.2]).
3. Proof of Theorem 2.1
We begin with the following lemma [2], which can be checked by a straightforward
computation.
Lemma 3.1. Let v1(z) and v2(z) be linearly independent solutions of (1.2). Then, the
equation
V (3) + 4p(z)V ′ + 2p′(z)V = 0 (3.1)
admits linearly independent solutions v1(z)2, v1(z)v2(z), v2(z)2.
For every pole z = σ of p(z), we note the following facts:
(A) limz→σ (z − σ)3p′(z) = −(1 − m(σ))2/2 = 0;
(B) around z = σ , the solutions v1(z), v2(z) of (1.2) are expressible by linear combinations
of u1(σ, z) and u2(σ, z) (cf. (1.3)), and hence, every solution of (3.1) is meromorphic
in C.
Applying [7, Theorem 1.4] to (3.1), we have
Lemma 3.2. For an arbitrary meromorphic solution χ(z) of (3.1),
T (r,χ)  r2, (3.2)
N(r,χ)  r2 (3.3)
as r → +∞.
Proof of (2.1). Note that ψ(z) is written in the form ψ(z) = U ′(z)/U(z), where U(z) is a
solution of (1.2). Hence 2ψ(z) = V ′(z)/V (z), where V (z) = U(z)2 is a solution of (3.1).
By Lemma 3.1 and (3.2), we have
T (r,ψ) T (r,V ′) + T (r,1/V ) = O(T (r,V ))= O(r2). (3.4)
By (3.3), V (z) admits infinitely many poles. Suppose that z = σ∗ is a pole of V (z). Then,
z = σ∗ is a pole of p(z), and is a regular singular point of (1.2) with the characteris-
tic exponents (1 − m(σ∗))/2, (1 + m(σ∗))/2. By Lemma 3.1, z = σ∗ must be a pole of
V (z) with multiplicity m(σ∗) − 1. Since p(z) is doubly periodic, the multiplicity of every
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that
T (r,ψ)N(r,V ′/V ) N¯(r,V ) (1/µ0)N(r,V )  r2. (3.5)
Combining (3.4) and (3.5), we obtain (2.1). 
The following lemma is proved by the same argument as in the proof of [4, Lem-
ma 2.4.2].
Lemma 3.3. Let f (z) be a transcendental meromorphic function of finite order such that
f n0+1 = Q(z,f ) (n0 ∈ N), where Q(z,u) is a polynomial in u and its derivatives with
meromorphic coefficients {aι | ι ∈ I }. If the total degree of Q(z,u) as a polynomial in u
and its derivatives does not exceed n0, then
m(r,f ) = O
(∑
ι∈I
m(r, aι) + log r
)
.
Proof of (2.2). It is easy to see that W(z) = 1/(ψ(z) − α) (α ∈ C) satisfies
W(z)2 = 1
p(z) + α2
(
W ′(z) − 2αW(z) − 1).
Since p(z) is doubly periodic, we have m(r,1/(p(z) + α2)) = O(1) for every α ∈ C,
and m(r,p(z)) = O(1) (cf. [7, Lemma 2.2]). Observing that T (r,W)  r2 (cf. (2.1)), and
using Lemma 3.3, we have m(r,1/(ψ − α)) = O(log r). Similarly from (1.1) we obtain
m(r,ψ) = O(log r). Thus (2.2) is verified. 
4. Proofs of Theorems 2.2 and 2.3
Let z0, z1 = z0 +ω1, z2 = z0 +ω2, z3 = z0 +ω1 +ω2 be the four vertices of the period
parallelogram ∆. Denote by ∂∆ the boundary of ∆. By supposition, p(z) is analytic around
each point on ∂∆. Let φ1(z) and φ2(z) be linearly independent solutions of (1.2), and Φ(z)
the Wronskian matrix
Φ(z) =
(
φ1(z) φ2(z)
φ′1(z) φ′2(z)
)
,
whose entries are analytic around z = z0. Let σλ (λ = 1, . . . , l) be all the poles of p(z)
in the interior of ∆. For every σλ, take a loop γλ in such a way that it has the following
properties:
(i) γλ starts from z = z0, encircles z = σλ in the positive sense, and returns to z = z0;
(ii) γλ \ {z0} is contained in the interior of ∆;
(iii) in the interior of γλ, there exists no pole of p(z) other than σλ;
(iv) γλ ∩ γλ′ \ {z0} = ∅ if λ = λ′.
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by [γλ]Φ(z) the resultant. Since, near z = σλ, the analytic continuations of φ1(z),φ2(z) are
expressible by linear combinations of the local solutions u1(σλ, z) and u2(σλ, z) (cf. (1.3)),
[γλ]Φ(z) =
{
Φ(z), if m(σλ) + 1 is even,
−Φ(z), if m(σλ) + 1 is odd, (4.1)
around z = z0. As in [3, Section 3], we denote by [ωj ]Φ(z) (j = 1,2) the analytic con-
tinuation along the segment [z0, z0 +ωj ] (starting from z0), and define the Floquet matrix
Mj ∈ SL(2,C) by [ωj ]Φ(z) = Φ(z)Mj . Regard ∂∆ as a loop starting from z0, passing
through z1, z3, z2 and returning to z0. Then, by the same argument as in [3, Section 3],
[∂∆]Φ(z) = Φ(z)M−12 M−11 M2M1. (4.2)
Since Im(ω2/ω1) > 0, a suitably arranged composition of the loops γi(1) ◦ · · · ◦ γi(l),
{i(1), . . . , i(l)} = {1, . . . , l} is homotopic to ∂∆ in the domain C\ {σ | p(σ) = ∞}. Hence,
from (4.1), it follows that
[∂∆]Φ(z) = [γi(l)] · · · [γi(1)]Φ(z) = (−1)µ∗Φ(z),
where µ∗ is an integer given by (2.3). Combining this with (4.2), we obtain
M1M2 = (−1)µ∗M2M1. (4.3)
Moreover, we recall the following (cf. [3, Lemma 3.2]):
Lemma 4.1. Assume that A,B ∈ SL(2,C), and that AB = −BA. Then there exists a ma-
trix P ∈ GL(2,C) such that
P−1AP = J1 =
(
i 0
0 −i
)
, P−1BP = J2 =
(
0 −1
1 0
)
.
Proof of Theorem 2.2. When µ∗ is odd, by (4.3) and Lemma 4.1, we take a matrix P ∈
GL(2,C) such that P−1M1P = J1, P−1M2P = J2. Then the Wronskian matrix
Ψ (z) = Φ(z)P =
(
ψ1(z) ψ2(z)
ψ ′1(z) ψ ′2(z)
)
satisfies [ωj ]Ψ (z) = Ψ (z)Jj (j = 1,2), that is to say,
[ω1]ψ1(z) = iψ1(z), [ω1]ψ2(z) = −iψ2(z),
[ω2]ψ1(z) = ψ2(z), [ω2]ψ2(z) = −ψ1(z) (4.4)
around z = z0. An arbitrary solution of (1.1) is expressible in the form
w(z) = u′(z)/u(z), u(z) = c1ψ1(z) + c2ψ2(z), (4.5)
for some (c1, c2) = (0,0). By (4.4), we have [2ωj ]u(z) = −u(z) around z = z0, where
[2ωj ]u(z) denotes the analytic continuation along [z0, z0 + 2ωj ]. From this relation and
(4.5), it follows that w(z + 2ωj ) = w(z) (j = 1,2) around z = z0. By the invariance of
analytic relations, this implies the assertion (i). Next suppose that w(z + ω1) = w(z). By
(4.4), we conclude thatc1c2 = 0, (4.6)
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tions are distinct, and have periods (ω1,2ω2). If w(z + ω2) = w(z), we derive
c21 + c22 = 0, (4.7)
and get the distinct solutions w+(z) = χ ′+(z)/χ+(z), w−(z) = χ ′−(z)/χ−(z), χ±(z) =
ψ1(z) ± iψ2(z), whose periods are (2ω1,ω2). Furthermore, if w(z + ω1) = w(z + ω2) =
w(z), then, by (4.6) and (4.7) we have c1 = c2 = 0. Thus the assertions (ii) and (iii) are
verified. 
Proof of Theorem 2.3. In case µ∗ is even, we have M1M2 = M2M1. There exists a matrix
Q ∈ GL(2,C) such that
Q−1M1Q =
(
ρ1 δ1
0 ρ−11
)
, Q−1M2Q =
(
ρ2 δ2
0 ρ−12
)
, ρ1ρ2 = 0.
Then we get the solution w∗(z) = ψ ′1∗(z)/ψ1∗(z) of (1.1), where ψ1∗(z) is given by
(ψ1∗(z),ψ2∗(z)) = (ψ1(z),ψ2(z))Q. Since [ωj ]ψ1∗(z) = ρjψ1∗(z) (j = 1,2), the solu-
tion w∗(z) has periods (ω1,ω2). 
5. Examples of p(z)
Let ℘(g2, g3; z) (g32 − 27g23 = 0) be the Weierstrass ℘-function satisfying
(v′)2 = 4v3 − g2v − g3.
Denote by (ω∗1,ω∗2) the primitive periods of ℘(g2, g3; z). Note that, around z = 0,
℘(g2, g3; z) = 1
z2
+
∞∑
j=1
b2j (g2, g3)z
2j
(cf. [6,8]). In what follows, suppose that g3 = 0. Then ℘(g2, g3; z) admits zeros z = ±τ0
in the period parallelogram
∆∗ =
{
s1ω
∗
1 + s2ω∗2
∣∣−1/2 < s1  1/2, −1/2 < s2  1/2}.
Example 5.1. We put
p(z) = −3
4
(
℘(g2, g3; z) + ℘(g2, g3; z − τ0)
)
.
Then, in ∆∗, there exist two poles z = 0, τ0. Around z = 0,
p(z) = −(3/4)z−2 + O(z), m(0) = 2,
and, around z = τ0,
p(z) = −(3/4)(z − τ0)−2 + O(z − τ0), m(τ0) = 2.
Using these expressions, we can verify the property (P). Since µ∗ = (m(0) + 1) +
(m(τ0)+ 1) is even, the corresponding Riccati equation (1.1) possesses at least one doubly
periodic solution with periods (ω∗1,ω∗2) (cf. Theorem 2.3).
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p(z) = −3
4
(
℘(g2, g3; z) + ℘(g2, g3; z + τ0) + ℘(g2, g3; z − τ0)
)
.
Then, in ∆∗, there exist three poles z = 0,±τ0 with m(0) = m(±τ0) = 2. By expressions
analogous to above, the property (P) is satisfied. In this case, µ∗ is odd, and Theorem 2.2
is applicable.
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