A method to verify the monitor units for a treatment plan is to calculate point doses, possibly at the isocentre, by using a simple calculation method. This verification is recommended to find mistakes in the treatment plan. Treatment plans for intensity modulated radiation therapy are no exception. The method should employ a simple physical model and a dose calculation algorithm, which is different from the method used for the treatment plan. Our approach uses a convolution algorithm and an analytical pencil beam kernel with eight parameters. The model is intuitive and simple. At the same time, the method is so general that it can be applied to both step-and-shoot and sliding-window techniques. The results of applications to actual treatment plans show that the calculated total isocentre doses are accurate within ±2% of planned doses for six-field prostate plans when calculation points are in a uniform dose region. Head and neck cases show a slightly larger difference than prostate cases. When calculation points are located in a region of high dose gradient, however, the difference could be greater than 5%.
Introduction
Many institutions are implementing intensity modulated radiation therapy (IMRT) techniques as a treatment modality supplementing three-dimensional conformal therapy. As the number of IMRT treatments increases, there will be more mistakes during treatment planning and delivery. Hence, a reliable quality assurance strategy needs to be developed for IMRT. One quality assurance procedure with IMRT is an independent monitor unit (MU) calculation, which is equivalent to a point dose calculation for a given MU (Kutcher et al 1994) .
In recent years, we have seen several methods proposed and tested for this purpose , Huntzinger and Hunt 2000 . and used a modified Clarkson integration by approximating a modulated beam intensity with an azimuthally symmetric distribution. Chen et al (2000) modified the Kung's method for square fields. Huntzinger and Hunt (2000) start with 200 segments, which eventually make up the entire intensity profile. A standard point dose calculation method is used if the calculation point is inside the field opening; otherwise, only leaf transmission is considered. The total dose to a point, then, is calculated by summing the contributions of all segments.
The method in this paper uses an analytic pencil beam kernel and takes into account modulated intensity profiles at a phantom entrance. The method is limited to a semi-infinite phantom and applies no inhomogeneity correction. Note that these are standard assumptions for most plan-check algorithms. Section 2 gives details of the algorithm and a brief description of a computer program. The coefficients in the kernel were obtained for the 6 MV photon beam of a Varian Clinac 21EX (Varian Oncology Systems, Palo Alto, CA, USA). Section 3 presents the results demonstrating the value of the method. The new method was tested for IMRT treatment plans, which were generated by the CORVUS inverse treatment planning software (NOMOS Corporation, Sewickley, PA, USA). The IMRT patients were treated on the Varian Clinac 21EX equipped with an 80 leaf (1 cm width) multileaf collimator (MLC). The limitations of the current approach are discussed in section 4. The paper is concluded in section 5.
Dose calculation method
We assume a semi-infinite flat phantom. We define the coordinate system such that the origin is at the surface, the z-axis points into the phantom, and the x-y plane coincides with the surface. By generalizing the equation given in to a non-uniform incident fluence profile, the dose at (x, y) and depth z can be given by
Here r = (x − x) 2 + (y − y) 2 is a planar distance between the beam incident point (x , y ) and the calculation point (x, y). M is the number of monitor units, C f is the calibration factor (for this study C f = 1 cGy MU −1 at the depth of the maximum dose, d max , for a 10 × 10 cm 2 open field and 100 cm SAD), and S c (CS) is the collimator scatter factor for a collimator jaw setting CS. s (x , y ) is the fluence (or intensity) profile at the surface entrance point (x , y ) and it is normalized to the fluence on the central axis (CAX). The integration is done over the largest possible field size, FS, (or 40 × 40 cm 2 at 100 SAD for this study). Using the attenuation coefficient µ and beam-hardening coefficient η, the transmission of a photon beam through a water of thickness z is represented by
Here, a constant, A 0 , is obtained so that the dose at z = d max on CAX is the calibration dose for a 10 × 10 cm 2 uniform open field delivered by a sliding window technique with a 5 cm opening width. The pencil beam kernel, k(r, z) , is a sum of the electron disequilibrium and scattered photon components:
Here, α, β, F , a and w are beam-specific constants. The kernel represents the dose contribution at (x, y, z) for a given pencil beam incident at (x , y ) on the phantom surface (or the plane z = 0). The beam is incident normally to the surface. Accurate pencil beam kernels can be derived from measured beam profiles (Chui and Mohan 1988 , Storchi and Woudstra 1996 , Storchi et al 1999 . By applying an analytical formula, we can speed up the calculation and reduce the required size of computer memory at the expense of a little accuracy. The constants in equations (2) and (3) were obtained iteratively by starting with the values given in and adjusting those until tissue maximum ratios (TMRs) and output factors agree the best with measured values. The final values are listed in table 1. The constants for the Varian 21EX 6 MV photon beam are slightly different from those given in the Ceberg paper, which are for a Philips SL25 6MV photon beam.
Incident fluence profiles were calculated from MLC leaf motion data. Figure 1 shows leaf positions (leaves in carriages A and B) in the x-direction as a function of beam-on time (or the number of monitor units). The total number of monitor units used for the delivery of the field is normalized to unity (see Spirou and Chui (1994) for details). For all leaf pairs, relations similar to figure 1 were determined. The fluence profile at the beam incident point (x, y), s (x, y) , is given by
where T y (x) (or T (x) in figure 1) is the total time when the field is open at x for a leaf pair at y. Since the time is normalized, T y (x) is a dimensionless quantity between 0 and 1. The leaf transmission factor is represented by τ (= 2% for this study). To generate the fluence profile, the total beam-on time was segmented into 200 equispaced intervals, which are usually larger than the number of instances (or segments) used in an MLC leaf motion file. The x position of a leaf was calculated by linearly interpolating the nearest time intervals. The size of the fluence matrix was 80 by 40 with a step size of 0.5 cm in x and 1 cm in y. Equation (1) was numerically integrated. For the integration, the x-coordinate was partitioned into 200 intervals (2 mm interval for the maximum width of 40 cm). The y coordinate was partitioned into 40 intervals (or the number of leaf pairs). The integration is a simple sum of all elements (0.2 × 1.0 cm 2 rectangular meshes). To increase the accuracy of the integration, a finer mesh size was used in the vicinity of the ray of pencil beam (or 128 × 64 fine grids inside a 0.2 × 1.0 cm 2 element for r 2.0 cm). A computer program DYNA was written by using Microsoft Visual C++ programming software (Microsoft Corporation, Redmond, WA, USA) for Microsoft Windows ® -based computers. The DYNA program computes the dose at a point (x, y, z) for a given depth and a collimator setting using the MLC leaf motion data in an MLC file. The dose calculation is very fast (less than 2 s per field on a Pentium II personal computer).
Results

Accuracy of the kernel
The pencil beam kernel given by equation (1) is an approximation. To investigate the accuracy of the kernel, the beam output and TMR values of uniform fields were calculated by varying field sizes of Varian 21EX 6 MV photon beams. Figure 2 shows the percentage differences of doses at d max on CAX (or output factors) between those of the analytical pencil beam kernel and measured output factors. The percentage difference increases from −3.1% to 0.6% as the field size increases from 4 × 4 cm 2 to 20 × 20 cm 2 . Figure 3 shows the percentage differences of the TMR values between those of the analytical pencil beam kernel and the measured beam data. The analytical formula gives TMR within ±2% of the measured beam data. The analytical model and the measured data give the best agreement for a 10 × 10 cm 2 field.
Applications
The new method (or the DYNA program) was applied to IMRT treatment plans, which were generated by using the CORVUS inverse treatment planning software. The plans employed a step-and-shoot technique with 1 cm step size. Point doses were calculated not for phantoms but for actual patients by assuming that a patient shape can be represented by a semi-infinite flat phantom for each beam. Tables 2 and 3 give a comparison of isocentre doses calculated by DYNA with the CORVUS plan doses. The results for 16 six-field prostate plans are presented CORVUS dose. The distances in the same isodose lines of DYNA and CORVUS are given in millimetres in tables 2 and 3 for cases in which dose difference is greater than 3%.
Discussion
We made many assumptions with our calculation model. The photon transport medium is semi-infinite and contains no heterogeneity. The dose at an off-axis point can be calculated by DYNA; but the calculated dose is not accurate because the off-axis beam profile of an unmodulated open field is not considered. The current pencil beam kernel algorithm includes many assumptions. Firstly, the scattered component of the pencil beam kernel is determined by assuming that the beam is parallel and uniform. later extended the model to include the effects of the divergence and the non-uniformity of real beams and they found that the effects on total doses are less than 2%. Secondly, it is assumed that the attenuation property of the primary beam is independent of the x-y location. In other words, the energy spectrum does not depend on the x and y coordinates of the position of beam incidence. The dependence of A(z) on the off-axis distance was measured by Bjarngard and Stackford (1994) . They found that the radial variation of µ is about 0.5% cm −1 for 6 MV open beams of a Philips SL75-5 accelerator. Thirdly, the effects of contaminated electrons are not explicitly included in the kernel. Finally, there is always a limitation in representing complex physical phenomena by simple formulae with a few parameters. However, the good agreement of certain measurable beam parameters such as output factor and TMR as seen in figures 2 and 3 justifies a use of the analytical pencil beam kernel.
The fluence profile obtained from an MLC leaf motion file is subject to some limitations: The effects of photons transmitting through the rounded leaf end can be included in the model, for example by widening the leaf edge position by about 1 mm (Wang et al 1996) . The CORVUS software in fact generates a leaf position (or MLC leaf motion) file by taking into account the radiation field offset . The third assumption may not be valid for smaller fields. For instance, Mohan et al (2000) show that the contribution from leaf scattered photons could be as great as 5% of the total dose when the window width is 1 cm for a uniform field delivery with a narrow sliding-window opening. We analysed MLC leaf motion files for our prostate treatment plans. In particular, we calculated areas of open fields at 200 instances. Figure 4 shows the number of occurrences as a function of field area for one of the fields. These are typical data for beams used for prostate IMRT. The average field size is 18 cm 2 with a maximum of 30 cm 2 . Note that the area defined by the jaws for this field was 89 cm 2 . There are peaks at 12 cm 2 and 28 cm 2 . The data imply that the open field area during the dynamic delivery is most probably small (or 18 cm 2 , which corresponds to a 4.2 × 4.2 cm square field). Hence, the leaf-scattered photons may play an important role in determining the dose. The fourth limitation can be removed by considering an extended source model (LoSasso et al 1998) . For simplicity, the model is not implemented in the current DYNA model. Dose calculations by the DYNA program cannot replace good verification measurements of delivered doses for quality assurance because of the assumptions and limitations in the DYNA dose calculation model. The dose calculation methods of any clinical treatment planning software must always be more sophisticated and accurate than DYNA. However, the DYNA program is simple, fast and sufficiently robust for day-to-day plan checks. It can be used to verify several plan-specific parameters. Firstly, we can check whether the plan is for the intended patient by checking the isocentre dose and indirectly verifying the SSD or depth for each beam. Secondly, we can verify if the MLC file actually corresponds to that of the approved plan. Thirdly, if more than one machine or one energy is being used for IMRT treatments, the program can find whether the machine or the energy is the intended one. A basic strategy is to calculate a point dose using treatment planning software and DYNA. If the difference is greater than a tolerance level (for example 3% for a prostate treatment plan), which is set based on previous experience, then the cause of the discrepancy should be investigated.
Conclusions
A method for point dose calculations has been developed for IMRT plan checking. The method employs an analytical pencil beam kernel and it takes account of a modulated intensity profile at the beam entrance. The method is general; hence, it can be used with treatment plans made for both step-and-shoot and sliding-window intensity-modulated delivery techniques.
The applications of the method to clinical cases have demonstrated the value of this approach. The new method gives point doses within ±2% of the doses calculated by the CORVUS treatment planning software for six-field prostate treatment plans when the calculation points are in a region of uniform dose. When the calculation points are located in a region of high dose gradient such as for head and neck treatments, however, the difference can be larger. With this limitation in mind the method can be used for quick IMRT plan checking.
