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Resumo
Em 1957, Satake deu a primeira definição de orbifold para generalizar o conceito de
variedade. Uma classe importante de exemplos de orbifold é constituída pelos espaços
projetivos com pesos, que têm como caso particular os espaços projetivos usuais quando
os pesos são iguais a 1.
Este trabalho tem como objetivo estudar propriedades dos espaços projetivos com
pesos, assim como suas classes de cohomologia orbifold como definidas por Chen/Ruan.
Para isso, começamos estudando orbifolds; em seguida, a estrutura de orbifold dos espaços
projetivos com pesos e, por fim, enunciamos e provamos uma proposição que descreve suas
cohomologias orbifold, calculando-as para alguns casos específicos.
Palavras-chave: orbifolds, cohomologia orbifold, espaços projetivos com pesos.
Abstract
In 1957, Satake gave the first definition of orbifold to generalize the concept of man-
ifold. An important class of examples of orbifolds is constituted by weighted projective
spaces, which have the usual projective spaces as particular cases when all the weights
are equal to 1.
The objective of this work is to study properties of weighted projective spaces, as
well as their cohomology groups as defined by Chen/Ruan. For this purpose we begin
studying orbifolds; next the orbifold structure of weighted projective spaces and, finally,
we state and prove a proposition that describes their orbifold cohomology groups, which
we compute for some specific cases.
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Este trabalho tem como objetivo principal estudar os espaços projetivos com pesos e
calcular seus grupos de cohomologias orbifold. Os espaços projetivos com pesos são uma
generalização dos espaços projetivos usuais. Dado 𝑛 > 0 natural e um conjunto ordenado
𝑄 = (𝑎0, . . . , 𝑎𝑛) de 𝑛 + 1 inteiros positivos, o espaço projetivo com peso 𝑄 de dimensão
𝑛 é dado, como espaço topológico, como o quociente de (C𝑛+1)* por C* pela ação
𝜆 · (𝑧0, . . . , 𝑧𝑛) = (𝜆𝑎0𝑧0, . . . , 𝜆𝑎𝑛𝑧𝑛)
e denotado por P(𝑄). Observe que no caso em que os pesos são todos iguais a 1 temos
o espaço projetivo usual. Observando-os como espaços topológicos, os espaços projetivos
com pesos tem cohomologia singular
𝐻𝑑(P(𝑎0, . . . , 𝑎𝑛),Z) =
⎧⎨⎩ Z, 𝑑 = 0, 2, . . . , 2𝑛{0}, caso contrário ,
por onde vemos que esta cohomologia não é interessante para diferenciar espaços projetivos
de mesma dimensão com pesos diferentes. Damos, então, a estes espaços a estrutura
de orbifold, para a qual existe a cohomologia orbifold definida por Chen-Ruan em [2] a
partir da cohomologia singular. Esta cohomologia, ao contrário da cohomologia singular,
consegue diferenciar espaços projetivos de mesma dimensão e pesos diferentes.
Assim como os espaços projetivos com pesos são generalizações dos espaços projetivos
usuais, os orbifolds são generalizações de variedades. Enquanto variedades são localmente
homeomorfas a um aberto de R𝑛 ou C𝑛, orbifolds são localmente homeomorfos ao quo-
ciente de um aberto de R𝑛 ou C𝑛 por um grupo finito. Neste trabalho lidaremos apenas
com o caso complexo. As variedades são, então, o caso particular de orbifold quando este
grupo finito é o trivial. Um exemplo simples é o quociente de uma variedade 𝑀 pela ação
de um grupo finito 𝐺. Cada ponto 𝑥 ∈ 𝑀/𝐺 tem uma vizinhança homeomorfa a um
aberto de R𝑛 ou C𝑛 (obtido das cartas da variedade) quocientado pelo grupo de isotropia
de alguma pré-imagem de 𝑥.
O primeiro capítulo deste trabalho estuda os orbifolds. Damos suas definições, exem-
plos e o conceito de morfismo entre eles. O segundo capítulo trata de definir a cohomologia
orbifold. Para isso introduzimos os conceitos de twisted sectors, que são espaços topoló-
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gicos associados a cada orbifold, e de degree shifting number, que é um número racional
associado a cada twisted sector. Por fim, no terceiro capítulo enunciamos e provamos um
resultado que caracteriza de forma geral a cohomologia orbifold dos espaços projetivos
com pesos: os setores são homeomorfos a espaços projetivos com pesos de dimensão me-
nor e os degree shifting numbers são obtidos através dos pesos. Concluímos o capítulo
fazendo o cálculo para alguns casos específicos.
Para a leitura deste trabalho assumimos alguns conhecimentos sobre Análise Com-
plexa, Teoria de Grupos e Cohomologia Singular. Para isso, recomendamos as referências,




1.1 Definições e Exemplos
Definição 1.1.1. Sejam 𝑋 um espaço topológico e 𝑛 ≥ 0 um número natural.
1. Uma carta orbifold 𝑛-dimensional sobre 𝑈 ⊂ 𝑋 conexo é um trio ( ̃︀𝑈,𝐺, 𝜑), em
que ̃︀𝑈 é um aberto conexo de C𝑛, 𝐺 é um grupo finito que age holomorficamente








2. Se 𝑉 é um aberto conexo de C𝑛, 𝑈 ⊂ 𝑉 é um subconjunto aberto conexo de 𝑉 ,
( ̃︀𝑈,𝐺, 𝜑) é uma carta sobre 𝑈 e ( ̃︀𝑉 ,𝐻, 𝜓) é uma carta sobre 𝑉 , um mergulho de
( ̃︀𝑈,𝐺, 𝜑) em ( ̃︀𝑉 ,𝐻, 𝜓) é um par (𝜆, 𝜅) em que






(b) 𝜅 : 𝐺→ 𝐻 é um monomorfismo cuja restrição a ker(𝐺) é um isomorfismo entre
ker(𝐺) e ker(𝐻); em uma carta orbifold ( ̃︀𝑈,𝐺, 𝜑), ker(𝐺), chamado de kernel
(núcleo) de 𝐺, denota o subgrupo de 𝐺 que age trivialmente em ̃︀𝑈 ;
(c) 𝜆 é 𝜅-equivariante, ou seja, para todo 𝑥 ∈ 𝑈 ,
𝜆(𝑔 · 𝑥) = 𝜅(𝑔) · 𝜆(𝑥).
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Neste caso dizemos que a carta ( ̃︀𝑈,𝐺, 𝜑) é induzida por ( ̃︀𝑉 ,𝐻, 𝜓). Caso não
for necessário mencionar o homomorfismo 𝜅, denotaremos o mergulho por 𝜆 :̃︀𝑈 →˓ ̃︀𝑉 .
3. Duas cartas ( ̃︀𝑈,𝐺, 𝜑) e ( ̃︀𝑈 ′, 𝐺′, 𝜑′) sobre 𝑈 são isomorfas se existem um holomor-
fismo 𝜆 : ̃︀𝑈 → ̃︀𝑈 ′ e um isomorfismo 𝜅 : 𝐺 → 𝐺′ tais que (𝜆, 𝜅) e (𝜆−1, 𝜅−1) são
mergulhos.
4. Um atlas orbifold 𝑛-dimensional em 𝑋 é uma família 𝒰 = {( ̃︀𝑈,𝐺, 𝜑)} de cartas
orbifold 𝑛-dimensionais que cobrem 𝑋 (isto é, ⋃︀𝜑( ̃︀𝑈) = 𝑋) e que são localmente
compatíveis: dadas cartas ( ̃︀𝑈,𝐺, 𝜑) e ( ̃︀𝑈 ′, 𝐺′, 𝜑′) e 𝑥 ∈ 𝜑( ̃︀𝑈) ∩ 𝜑′( ̃︀𝑈 ′), existe uma
carta orbifold ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) em 𝒰 com 𝑥 ∈ 𝜑′′( ̃︀𝑈 ′′) ⊆ 𝜑( ̃︀𝑈) ∩ 𝜑′(̃︁𝑈 ′) e mergulhos
(𝜆, 𝜅) : ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) →˓ ( ̃︀𝑈,𝐺, 𝜑) e (𝜆′, 𝜅′) : ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) →˓ ( ̃︀𝑈 ′, 𝐺′, 𝜑′). O diagrama







5. Dois atlas orbifold 𝑛-dimensionais são equivalentes se sua união também é um atlas
orbifold. A equivalência de atlas orbifold é uma relação de equivalência. Chamamos
de atlas orbifold maximal a união de todos os atlas orbifold de uma classe de
equivalência.
Lema 1.1.2. Se ( ̃︀𝑈,𝐺, 𝜑) é uma carta orbifold de 𝑈 = 𝜑( ̃︀𝑈) e 𝑈 ′ é subconjunto aberto
conexo de 𝑈 , então existe uma carta orbifold de 𝑈 ′ induzida por ( ̃︀𝑈,𝐺, 𝜑).
Demonstração. Temos que 𝐺 age em 𝜑−1(𝑈 ′) permutando suas componentes conexas.
Seja ̃︀𝑈 ′ uma dessas componentes e seja 𝐺′ o subgrupo de 𝐺 tal que 𝐺′ · ̃︀𝑈 ′ = ̃︀𝑈 ′. Então
( ̃︀𝑈 ′, 𝐺′, 𝜑|̃︀𝑈 ′) é uma carta orbifold para 𝑈 ′.
Veja que se (𝜆, 𝜅) : ( ̃︀𝑈,𝐺, 𝜑) →˓ ( ̃︀𝑈 ′, 𝐺, 𝜑′) é um mergulho, então 𝜅 é isomorfismo.
Considere a seguinte ação de 𝐺 em ̃︀𝑈 :
𝑔 ⊙ ̃︀𝑢 = 𝜅−1(𝑔) · ̃︀𝑢,
em que · representa ação da carta ( ̃︀𝑈,𝐺, 𝜑). Como 𝜅 é isomorfismo, esta ação define as
mesmas órbitas em ̃︀𝑈 . Além disso, note que
𝜆(𝑔 ⊙ ̃︀𝑢) = 𝜆(𝜅−1 · ̃︀𝑢) = 𝜅(𝜅−1(𝑔)) · 𝜆(̃︀𝑢)) = 𝑔 · 𝜆(̃︀𝑢),
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ou seja, com esta ação, 𝜆 é equivariante pelo morfismo identidade. Note também que a
identidade também é isomorfismo entre ker(𝐺) nas duas cartas. Logo, temos que (𝜆, Id)
é um mergulho entre as cartas ( ̃︀𝑈,𝐺, 𝜑) (com a nova ação) e ( ̃︀𝑈 ′, 𝐺, 𝜑′).
A próxima proposição é um resultado de Topologia que utilizaremos em algumas de-
monstrações.
Proposição 1.1.3. Seja 𝑋 um espaço topológico e 𝐹1, . . . , 𝐹𝑛 subconjuntos fechados não
vazios de 𝑋 tais que 𝑋 = 𝐹1 ∪ · · · ∪ 𝐹𝑛. Então existe algum 𝑖 tal que 𝐹𝑖 tem interior não
vazio.
Demonstração. Suponha por absurdo que todos os conjuntos 𝐹𝑖 têm interior vazio. Isso
implica que os conjuntos
𝑋1 = 𝑋 − 𝐹1
𝑋2 = 𝑋1 − 𝐹2 = 𝑋1 ∩ (𝑋 − 𝐹2)
...
𝑋𝑛 = 𝑋𝑛−1 − 𝐹𝑛 = 𝑋𝑛−1 ∩ (𝑋 − 𝐹𝑛)
são todos abertos não vazios. Mas 𝑋𝑛 = 𝑋 −𝐹1− · · ·𝐹𝑛 = ∅. Logo, existe algum 𝐹𝑖 com
interior não vazio.
Lema 1.1.4. 1. Se (𝜆, 𝜅) : ( ̃︀𝑈,𝐺, 𝜑) → ( ̃︀𝑈,𝐺, 𝜑) é isomorfismo de cartas orbifold,
então existe 𝑔 ∈ 𝐺 tal que 𝜆(̃︀𝑢) = 𝑔 · ̃︀𝑢 e 𝜅(𝑔′) = 𝑔 · 𝑔′ · 𝑔−1 para todos ̃︀𝑢 ∈ ̃︀𝑈 e
𝑔 ∈ 𝐺.
2. Se (𝜆, 𝜅1), (𝜆, 𝜅2) : ( ̃︀𝑈,𝐺, 𝜑) →˓ ( ̃︀𝑈 ′, 𝐺′, 𝜑′) são mergulhos então 𝜅1 = 𝜅2.
Demonstração. 1. Seja ̃︀𝑢 ∈ ̃︀𝑈 então 𝜑(̃︀𝑢) = 𝜑(𝜆(̃︀𝑢)). Logo existe 𝑔 ∈ 𝐺 tal que
𝑔 · ̃︀𝑢 = 𝜆(̃︀𝑢). Com isso temos que
̃︀𝑈 = ⋃︁
𝑔∈𝐺
{̃︀𝑢 ∈ ̃︀𝑈 ; 𝑔 · ̃︀𝑢 = 𝜆(̃︀𝑢)}.
Os conjuntos {̃︀𝑢 ∈ ̃︀𝑈 ; 𝑔 · ̃︀𝑢 = 𝜆(̃︀𝑢)} são fechados em ̃︀𝑈 . Como ̃︀𝑈 é aberto e não
vazio e estes conjuntos são em quantidade finita, temos que algum deles deve ter
interior não vazio. Pela extensão de funções holomorfas temos que existe 𝑔 ∈ 𝐺 tal
que 𝜆(̃︀𝑢) = 𝑔 · ̃︀𝑢 para todo ̃︀𝑢 ∈ ̃︀𝑈 . Pela 𝜅-equivariância de 𝜆, temos que
𝜆 ∘ 𝑔′ = 𝜅(𝑔′) ∘ 𝜆.
Pelo que provamos, 𝜆 = 𝑔, ou seja,
𝑔 · 𝑔′ = 𝜅(𝑔′) · 𝑔.
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2. Primeiro provemos que 𝜅1(𝐺) = 𝜅2(𝐺). Seja 𝑔 ∈ 𝐺. Vamos mostrar que 𝜅1(𝑔) ∈
𝜅2(𝐺). Então
𝜆 ∘ 𝑔 = 𝜅1(𝑔) · 𝜆 = 𝜅2(𝑔) · 𝜆.
Com isso, temos que 𝜅2(𝑔)−1 · 𝜅1(𝑔) ∈ ker(𝐺′). Mas, pela definição de mergulho,
temos que 𝜅2 é isomorfismo entre ker(𝐺) e ker(𝐺′). Logo existe ℎ ∈ 𝐺 tal que
𝜅2(ℎ) = 𝜅2(𝑔)−1 · 𝜅1(𝑔), ou seja, 𝜅1(𝑔) = 𝜅2(𝑔ℎ) ∈ 𝜅2(𝐺).
Logo, 𝜅1(𝐺) < 𝜅2(𝐺). O mesmo argumento prova a outra inclusão.
Com isso, temos que (Id̃︀𝑈 , 𝜅−11 ∘ 𝜅2) é um automorfismo da carta ( ̃︀𝑈,𝐺, 𝜑). Pelo
item anterior existe 𝑔 ∈ 𝐺 tal que Id̃︀𝑈 = 𝑔. Em particular, Id̃︀𝑈 = 𝑒, em que 𝑒
representa o elemento neutro de 𝐺. Com isso, 𝜅−11 ∘ 𝜅2 = Id𝐺.
Observação 1.1.5. Sejam (𝜆, 𝜅) : ( ̃︀𝑈 ′, 𝐺′, 𝜑′) →˓ ( ̃︀𝑈,𝐺, 𝜑) um mergulho entre cartas
orbifold e 𝑔 ∈ 𝐺. Como 𝜆 é mergulho e 𝑔 age holomorficamente, então 𝑔 · 𝜆 também é
mergulho. Além disso, para cada ̃︀𝑢′ ∈ ̃︀𝑈 ′ e 𝑔′ ∈ 𝐺′, temos
𝑔 · 𝜆(𝑔′ · ̃︀𝑢′) = 𝑔 · 𝜅(𝑔′) · 𝜆(̃︀𝑢′)
= (𝑔 · 𝜅(𝑔′) · 𝑔−1) · 𝑔 · 𝜆(̃︀𝑢′),
ou seja, 𝑔 · 𝜆 é invariante pelo homomorfismo 𝑔′ ↦→ 𝑔 · 𝜅(𝑔′) · 𝑔−1.
Lema 1.1.6. Sejam (𝜆1, 𝜅1) e (𝜆2, 𝜅2) mergulhos de ( ̃︀𝑈,𝐺, 𝜑) em ( ̃︀𝑈 ′, 𝐺′, 𝜑′). Então existe
𝑔′ ∈ 𝐺′ tal que
1. 𝜆2 = 𝑔′ · 𝜆1;
2. 𝜅2(𝑔) = 𝑔′ · 𝜅1(𝑔) · 𝑔′−1.
Demonstração. Para o item 1, note que para cada ̃︀𝑢 ∈ ̃︀𝑈 , temos que
𝜑(̃︀𝑢) = 𝜑′ ∘ 𝜆2(̃︀𝑢) = 𝜑′ ∘ 𝜆1(̃︀𝑢).
Logo, existe 𝑔′ ∈ 𝐺′ tal que 𝜆2(̃︀𝑢) = 𝑔′ · 𝜆1(̃︀𝑢).
Com isso, escrevemos ̃︀𝑈 como união dos conjuntos:
𝐸 ′𝑔 = {̃︀𝑢 ∈ ̃︀𝑈 ;𝜆2(̃︀𝑢) = 𝑔′ · 𝜆1(̃︀𝑢)}
para cada 𝑔′ ∈ 𝐺′. Como ̃︀𝑈 é aberto não vazio e estes conjuntos são fechados em ̃︀𝑈 e
em quantidade finita, algum deles deve ter interior não vazio, ou seja, existe 𝑔′ ∈ 𝐺′ tal
que as funções holomorfas 𝜆2 e 𝑔′ · 𝜆1 coincidem em um aberto não vazio. Pela extensão
de funções holomorfas, estas funções coincidem em todo o aberto ̃︀𝑈 . Concluímos que
𝜆2 = 𝑔′ · 𝜆1. O item 2 segue então do Lema 1.1.4 e da Observação 1.1.5.
16
Definição 1.1.7. Um orbifold 𝒳 𝑛-dimensional é um espaço paracompacto Hausdorff
munido de um atlas orbifold 𝑛-dimensional 𝒰 . Se em cada carta ( ̃︀𝑈,𝐺, 𝜑) a ação de 𝐺
em ̃︀𝑈 for efetiva, dizemos que 𝒳 é um orbifold efetivo. Da mesma forma, se todos os
grupos das cartas são abelianos, dizemos que 𝒳 é um orbifold abeliano.
Exemplo 1.1.8. Seja𝑀 uma variedade complexa com atlas {(𝑈, 𝜑)}. Então {(𝑈, {1}, 𝜑)}
é um atlas orbifold que dá estrutura de orbifold para 𝑀 .
Exemplo 1.1.9. De forma mais geral, se𝑀 é uma variedade complexa com atlas {(𝑈, 𝜑)}
e 𝐺 é um grupo finito qualquer, então fazendo 𝐺 agir trivialmente um cada aberto 𝑈 ,
{(𝑈,𝐺, 𝜑)} é um atlas orbifold que dá estrutura de orbifold para 𝑀 .
Exemplo 1.1.10. Se 𝐺 é um grupo finito de holomorfismos de C𝑛, então o quociente
C𝑛/𝐺 é um orbifold coberto por uma única carta (C𝑛, 𝐺, 𝜋 : C𝑛 → C𝑛/𝐺).
Exemplo 1.1.11. Se 𝐺 é um grupo topológico agindo de forma holomorfa, própria e
quase livre (isto é, os grupos de isotropia são finitos) em uma variedade complexa 𝑀 ,
então o quociente 𝑀/𝐺 desta ação é um orbifold. Para formar as cartas, para cada
𝑥 ∈ 𝑀 , escolhemos uma carta 𝜑 : ̃︀𝑈 ⊂ C𝑛 → 𝑀 de 𝑀 sobre 𝑥. Seja ̃︀𝑈𝑥 a componente
conexa de ̃︀𝑈 contendo 𝜑−1(𝑥). Então ( ̃︀𝑈𝑥, 𝐺𝑥, 𝜋∘𝜑) é uma carta sobre 𝑥, em que 𝜋 denota
a projeção de 𝑀 em 𝑀/𝐺.
Definição 1.1.12. Seja 𝒳 = (𝑋,𝒰) um orbifold 𝑛-dimensional, 𝑌 ⊂ 𝑋 um subespaço e 𝒱
um atlas orbifold𝑚-dimensional para 𝑌 . Se para cada 𝑦 ∈ 𝑌 existem cartas ( ̃︀𝑈,𝐺, 𝜑) ∈ 𝒰
e ( ̃︀𝑉 ,𝐻, 𝜓) ∈ 𝒱 sobre 𝑥 e mergulho (𝜆, 𝜅) : ( ̃︀𝑉 ,𝐻, 𝜓) →˓ ( ̃︀𝑈,𝐺, 𝜓) diremos que 𝒴 = (𝑌,𝒱)
é um suborbifold de 𝒳 .
Exemplo 1.1.13. Se 𝑀 é uma variedade à qual foi dada estrutura de orbifold como no
Exemplo 1.1.9 a partir de um grupo 𝐺 e 𝑁 é uma subvariedade de𝑀 , então a 𝑁 podemos
dar estrutura de suborbifold de 𝑀 com o mesmo grupo a partir das cartas de 𝑁 .
Definição 1.1.14. Sejam 𝒳 = (𝑋,𝒰) um orbifold e 𝑥 ∈ 𝑋. Se ( ̃︀𝑈,𝐺, 𝜑) é uma carta
sobre 𝑥 = 𝜑(̃︀𝑥), então o grupo local sobre 𝑥 é
𝐺𝑥 = {𝑔 ∈ 𝐺; 𝑔̃︀𝑥 = ̃︀𝑥}.
Lema 1.1.15. Este grupo está bem definido, isto é, independe da escolha da carta ou da
pré-imagem de 𝑥.
Demonstração. Considere uma carta ( ̃︀𝑈,𝐺, 𝜑) de 𝒳 ; para cada ̃︀𝑢 ∈ ̃︀𝑈 , denotamos
𝐺?˜?,?˜? = {𝑔 ∈ 𝐺; 𝑔 · ̃︀𝑢 = ̃︀𝑢}.
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Sejam ̃︀𝑢1 e ̃︀𝑢2 tais que 𝜑(̃︀𝑢1) = 𝜑(̃︀𝑢2). Então existe 𝑔 ∈ 𝐺 tal que ̃︀𝑢2 = 𝑔 · ̃︀𝑢1. Note que
se ℎ ∈ 𝐺?˜?1,?˜? , então
𝑔 · ℎ · 𝑔−1 · ̃︀𝑢2 = 𝑔 · ℎ · ̃︀𝑢1
= 𝑔 · ̃︀𝑢1
= ̃︀𝑢2,
ou seja, 𝑔 ·ℎ · 𝑔−1 ∈ 𝐺?˜?2,?˜? . Portanto, ℎ ↦→ 𝑔 ·ℎ · 𝑔−1 é um isomorfismo entre 𝐺?˜?1,?˜? e 𝐺?˜?2,?˜? .
Seja (𝜆, 𝜅) : ( ̃︀𝑈 ′, 𝐺′, 𝜑′) →˓ ( ̃︀𝑈,𝐺, 𝜑) um mergulho de cartas sobre 𝑥, com ̃︀𝑥′ ∈ ̃︀𝑈 ′ ẽ︀𝑥 ∈ ̃︀𝑈 tais que ̃︀𝑥 = 𝜆(̃︀𝑥′) e 𝑥 = 𝜑(̃︀𝑥) = 𝜑′(̃︀𝑥′). Denotemos por 𝐺𝑥 e 𝐺′𝑥 os grupos de
isotropia de ̃︀𝑥 e ̃︀𝑥′, respectivamente. Vamos mostrar que 𝜅|𝐺′𝑥 é isomorfismo entre estes
grupos. Primeiro, note que se 𝑔′ ∈ 𝐺′𝑥, então
𝜅(𝑔′) · ̃︀𝑥 = 𝜅(𝑔′) · 𝜆(̃︀𝑥′)
= 𝜆(𝑔 · ̃︀𝑥′)
= 𝜆(̃︀𝑥),
ou seja, 𝜅(𝑔′) ∈ 𝐺𝑥. Com isso, 𝜅(𝐺′𝑥) < 𝐺𝑥. Consideremos, então. 𝑔 ∈ 𝐺𝑥. Para cadã︀𝑢′ ∈ ̃︀𝑈 ′, existe 𝑔′ ∈ 𝐺′ tal que 𝑔 · 𝜆(̃︀𝑢′) = 𝜆(𝑔′ · ̃︀𝑢′) = 𝜅(𝑔′) · 𝜆(̃︀𝑢′). Isso permite escrever ̃︀𝑈 ′
como união finita de conjuntos fechados:
̃︀𝑈 ′ = ⋃︁
𝑔′∈𝐺′
{̃︀𝑢′ ∈ ̃︀𝑈 ′; 𝑔 · 𝜆(̃︀𝑢′) = 𝜅(𝑔′) · 𝜆(̃︀𝑢′)}.
Como ̃︀𝑈 ′ é aberto não vazio e os conjuntos {̃︀𝑢′ ∈ ̃︀𝑈 ′; 𝑔 · 𝜆(̃︀𝑢′) = 𝜅(𝑔′) · 𝜆(̃︀𝑢′)} são fechados
em ̃︀𝑈 , existe 𝑔′ ∈ 𝐺 tal que {̃︀𝑢′ ∈ ̃︀𝑈 ′; 𝑔 · 𝜆(̃︀𝑢′) = 𝜅(𝑔′) · 𝜆(̃︀𝑢′)} tem interior não vazio. Por
extensão de funções holomorfas, temos que 𝑔 ·𝜆 = 𝜅(𝑔′) ·𝜆, ou seja, 𝑔−1 ·𝜅(𝑔′) ∈ ker(𝐺) =
𝜅(ker(𝐺′)). Isto implica que 𝑔 ∈ 𝜅(𝐺′), ou seja, 𝑔 = 𝜅(ℎ′) para algum ℎ′ ∈ 𝐺′. Comõ︀𝑥 = 𝑔 · ̃︀𝑥, então 𝜆(̃︀𝑥′) = 𝜅(ℎ′) · 𝜆(̃︀𝑥′) = 𝜆(ℎ′ · ̃︀𝑥′). Pela injetividade de 𝜆, então ̃︀𝑥′ = ℎ′ · ̃︀𝑥′.
Concluímos que 𝑔 ∈ 𝜅(𝐺′𝑥), ou seja, 𝜅 é isomorfismo entre 𝐺′𝑥 e 𝐺𝑥.
Sejam agora ( ̃︀𝑈,𝐺, 𝜑) e ( ̃︀𝑈 ′, 𝐺′, 𝜑′) cartas sobre 𝑋 e ̃︀𝑢 ∈ ̃︀𝑈 e ̃︀𝑢′ ∈ ̃︀𝑈 ′ tais que 𝜑(̃︀𝑢) =
𝜑′(̃︀𝑢′) = 𝑢. Pela compatibilidade local, existe ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) carta sobre 𝑢 e mergulhos
(𝜆, 𝜅) : ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) →˓ ( ̃︀𝑈,𝐺, 𝜑) e (𝜆′, 𝜅′) : ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) →˓ ( ̃︀𝑈 ′, 𝐺′, 𝜑′). Como provamos
anteriormente, 𝐺′′𝑥 = 𝐺𝑥 e 𝐺′′𝑥 = 𝐺′𝑥, de onde concluímos que 𝐺𝑥 = 𝐺′𝑥.
Definição 1.1.16. Uma carta orbifold ( ̃︀𝑈,𝐺, 𝜑) é chamada de carta local sobre 𝑥 ∈ 𝜑( ̃︀𝑈)
se 𝐺 = 𝐺𝑥.
Lema 1.1.17. Sobre cada ponto de um orbifold 𝒳 = (𝑋,𝒰) existe uma carta local.
Demonstração. Seja ( ̃︀𝑈,𝐺, 𝜑) uma carta orbifold sobre 𝑥 = 𝜑(̃︀𝑥). Se 𝑔 ∈ 𝐺−𝐺𝑥, ou seja,
𝑔 não fixa ̃︀𝑥, então existe uma vizinhança ̃︀𝑈𝑔 de ̃︀𝑥 contida em ̃︀𝑈 tal que ̃︀𝑈𝑔 ∩ 𝑔 · ̃︀𝑈𝑔 = ∅.
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Como 𝐺 é finito, podemos garantir a existência de um aberto ̃︀𝑈 ′ ∋ ̃︀𝑥 contido em ̃︀𝑈
suficientemente pequeno tal que ̃︀𝑈 ′ ∩ 𝑔 · ̃︀𝑈 ′ = ∅ para todo 𝑔 ∈ 𝐺−𝐺𝑥.
Seja ̃︀𝑈 ′′ = 𝜑−1 ∘ 𝜑( ̃︀𝑈 ′). Afirmamos que para todo 𝑔 ∈ 𝐺𝑥, 𝑔 · ̃︀𝑈 ′′ = ̃︀𝑈 ′′. De fato, sẽ︀𝑢 ∈ 𝑔 · ̃︀𝑈 ′′, então ̃︀𝑢 = 𝑔 · ̃︀𝑣, para algum ̃︀𝑣 ∈ ̃︀𝑈 ′′ (em particular, 𝜑(̃︀𝑢) = 𝜑(̃︀𝑣)). Pela definição
de ̃︀𝑈 ′′, temos que 𝜑(̃︀𝑣) = 𝜑( ̃︀𝑤), para algum ̃︀𝑤 ∈ ̃︀𝑈 ′′. Com isso, 𝜑(̃︀𝑢) = 𝜑( ̃︀𝑤), ou seja,̃︀𝑢 ∈ 𝜑−1 ∘ 𝜑( ̃︀𝑈 ′′).
Para a outra inclusão, tomemos ̃︀𝑢 ∈ ̃︀𝑈 ′′. Temos que ̃︀𝑢 = 𝑔 ·(𝑔−1 · ̃︀𝑢). Pelo que provamos
no parágrafo anterior, 𝑔−1 · ̃︀𝑢 ∈ ̃︀𝑈 ′′. Logo, ̃︀𝑢 ∈ 𝑔 · ̃︀𝑈 ′′.
Seja ̃︀𝑈𝑥 a componente conexa de ̃︀𝑈 ′′ que contém ̃︀𝑥. Temos então que ( ̃︀𝑈𝑥, 𝐺𝑥, 𝜑|̃︀𝑈𝑥) é
uma carta local sobre 𝑥.
Definição 1.1.18. O conjunto singular de um orbifold 𝒳 = (𝑋,𝒰) é o conjunto
Σ(𝒳 ) = {𝑥 ∈ 𝑋; 𝐺𝑥 ̸= {1}}.
Um ponto de Σ(𝒳 ) é chamado de ponto singular ou singularidade de 𝒳 . Um ponto
de 𝑋 que não é singular é chamado de ponto regular de 𝒳 .
Proposição 1.1.19. O conjunto dos pontos regulares de um orbifold 𝒳 é aberto.
Demonstração. Se Σ(𝒳 ) = 𝑋, então o conjunto dos pontos regulares é ∅, que é aberto.
Caso exista 𝑥 ∈ 𝑋 − Σ(𝒳 ), podemos tomar carta orbifold ( ̃︀𝑈,𝐺, 𝜑) sobre 𝑥 de tal forma
que𝐺 = 𝐺𝑥. Como 𝑥 é regular, então𝐺 = {1}. Logo, todo ponto em 𝜑( ̃︀𝑈) tem grupo local
{1}, ou seja, 𝜑( ̃︀𝑈) é um aberto que contém 𝑥 e está contido em 𝑋 − Σ(𝒳 ). Concluímos
que o conjunto dos pontos regulares é aberto.
Exemplo 1.1.20. Se 𝑀 é uma variedade complexa, então com a estrutura do Exemplo
1.1.8, Σ(𝑀) = ∅, e com a estrutura do Exemplo 1.1.9, Σ(𝑀) =𝑀 se 𝐺 ̸= {1}.
Exemplo 1.1.21. No orbifold 𝑀/𝐺 do Exemplo 1.1.11, cada grupo local é o grupo de
isotropia da ação de 𝐺 em 𝑀 , ou seja, Σ(𝑀/𝐺) é conjunto dos pontos [𝑥] ∈ 𝑀/𝐺 tais
que 𝐺𝑥 ̸= {1}.
Exemplo 1.1.22. Sejam 𝐵 = {𝑧 ∈ C; |𝑧|< 1} e 𝜇𝑘 (𝑘 > 1) as 𝑘-ésimas raízes da unidade
agindo em 𝐵 pela multiplicação. Então o cone 𝐶𝑘 = 𝐵/𝜇𝑘 é um orbifold unidimensional
e tem 0 como única singularidade, com grupo local 𝜇𝑘.
Exemplo 1.1.23. Considere T𝑛 = (S1)𝑛. A superfície de Kummer é o quociente
𝒳 = T4/Z2 com a ação definida por
𝑥 · (𝑒𝑖𝑡1 , 𝑒𝑖𝑡2 , 𝑒𝑖𝑡3 , 𝑒𝑖𝑡4) = (𝑒𝑥𝑖𝑡1 , 𝑒𝑥𝑖𝑡2 , 𝑒𝑥𝑖𝑡3 , 𝑒𝑥𝑖𝑡4)
(denotando Z2 = {−1, 1}). Este orbifold 4-dimensional tem 16 singularidades, que são os
pontos fixos da ação: (±1,±1,±1,±1).
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Observação 1.1.24. 1. Todo atlas orbifold de 𝒳 está contido em um único atlas
maximal. Dessa forma, assumiremos sempre trabalhar com atlas maximais.
2. Se as ações de grupo em todas as cartas de um orbifold são livres, então o 𝑋 é
localmente euclidiano, e portanto, é uma variedade.
Definição 1.1.25. Sejam 𝒳 = (𝑋,𝒰) e 𝒴 = (𝑌,𝒱) orbifolds, 𝑓 : 𝑋 → 𝑌 uma função
contínua, 𝑥 ∈ 𝑋, ( ̃︀𝑈,𝐺, 𝜑) carta sobre 𝑥 e ( ̃︀𝑉 ,𝐻, 𝜓) carta sobre 𝑓(𝑥) com 𝑓(𝜑( ̃︀𝑈)) ⊂
𝜓( ̃︀𝑉 ). Dizemos que uma função holomorfa ̃︀𝑓 : ̃︀𝑈 → ̃︀𝑉 é um levantamento de 𝑓 sobre 𝑥
se:
1. 𝑓 ∘ 𝜑 = 𝜓 ∘ ̃︀𝑓 ;
2. para cada 𝑔 ∈ 𝐺, existe ℎ ∈ 𝐻 tal que ̃︀𝑓 ∘ 𝑔 = ℎ · ̃︀𝑓 .
Dois levantamentos ̃︀𝑓 : ̃︀𝑈 → ̃︀𝑉 e ̃︀𝑓 ′ : ̃︀𝑈 ′ → ̃︀𝑉 ′ de 𝑓 sobre 𝑥 são equivalentes
se existem ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) e ( ̃︀𝑉 ,𝐻 ′′, 𝜑′′) cartas orbifold sobre 𝑥 e 𝑓(𝑥), respectivamente,
levantamento ̃︀𝑓 ′′ : ̃︀𝑈 ′′ → ̃︀𝑉 ′′ sobre 𝑥 e mergulhos (𝜆𝑈 , 𝜅𝑈) : ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) →˓ ( ̃︀𝑈,𝐺, 𝜑),
(𝜆′𝑈 , 𝜅′𝑈) : ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′ →˓ ( ̃︀𝑈 ′, 𝐺′, 𝜑′), (𝜆𝑉 , 𝜅𝑉 ) : ( ̃︀𝑉 ′′, 𝐻 ′′, 𝜓′′) →˓ ( ̃︀𝑉 ,𝐻, 𝜑) e (𝜆′𝑉 , 𝜅′𝑉 ) :
( ̃︀𝑉 ′′, 𝐻 ′′, 𝜓′′) →˓ ( ̃︀𝑉 ′, 𝐻 ′, 𝜓′) de forma que o seguinte diagrama comuta:
̃︀𝑈 ′′ ̃︀𝑉 ′′
̃︀𝑈 ̃︀𝑉













Proposição 1.1.26. Todos os levantamentos sobre 𝑥 ∈ 𝑋 são equivalentes.
Demonstração. Sejam 𝒳 = (𝑋,𝒰) e 𝒴 = (𝑌,𝒱) orbifolds, 𝑥 ∈ 𝑋 e ̃︀𝑓 : ̃︀𝑈 → ̃︀𝑉 ẽ︀𝑓 ′ : ̃︀𝑈 ′ → ̃︀𝑉 ′ levantamentos sobre 𝑥. Temos
𝑓 ∘ 𝜑 = 𝜓 ∘ ̃︀𝑓 (1.1.1)
e
𝑓 ∘ 𝜑′ = 𝜓′ ∘ ̃︀𝑓 ′. (1.1.2)
Denotemos por ( ̃︀𝑈,𝐺, 𝜑), ( ̃︀𝑈 ′, 𝐺′, 𝜑′), ( ̃︀𝑉 ,𝐻, 𝜓) e ( ̃︀𝑉 ′, 𝐻 ′, 𝜑′) as cartas correspondentes a
𝑈 , 𝑈 ′, 𝑉 e 𝑉 ′, respectivamente. Pela compatibilidade local existem aberto 𝑈 ′′ ⊂ 𝑈 ∩ 𝑈 ′,
( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′) carta sobre 𝑈 ′′ e mergulhos 𝜇𝑈 : ̃︀𝑈 ′′ → ̃︀𝑈 e 𝜇′𝑈 : ̃︀𝑈 ′′ → ̃︀𝑈 ′ de tal forma que
𝜑′′ = 𝜑 ∘ 𝜇𝑈 = 𝜑′ ∘ 𝜇′𝑈 . (1.1.3)
20
Da mesma forma, existem 𝑉 ′′ ⊂ 𝑉 ∩ 𝑉 ′ aberto contendo 𝑓(𝑥), ( ̃︀𝑉 ′′, 𝐻 ′′, 𝜓′′) cartas sobre
𝑉 ′′ e mergulhos 𝜇𝑉 : ̃︀𝑉 ′′ → ̃︀𝑉 e 𝜇′𝑉 : ̃︀𝑉 ′′ → ̃︀𝑉 ′ tais que
𝜓′′ = 𝜓 ∘ 𝜇𝑉 = 𝜓′ ∘ 𝜇′𝑉 . (1.1.4)
Sejam ̃︀𝑥 ∈ ̃︀𝑈 ′′ tal que 𝜑′′(̃︀𝑥) = 𝑥 e ̃︀𝑦 ∈ ̃︀𝑉 ′′ tal que 𝜓′′(̃︀𝑥) = 𝑓(𝑥). Pelas equações 1.1.3 e
1.1.4, temos que
𝜓( ̃︀𝑓(𝜇𝑈(̃︀𝑥))) = 𝜓(𝜇𝑉 (̃︀𝑦)).
Logo, existe ℎ ∈ 𝐻 tal que ̃︀𝑓(𝜇𝑈(̃︀𝑥)) = ℎ · 𝜇𝑉 (̃︀𝑦). Definimos, então os mergulhos
𝜆𝑉 := ℎ · 𝜇𝑉 : ̃︀𝑉 ′′ →˓ ̃︀𝑉 ,
𝜆𝑈 = 𝜇𝑈 |̃︀𝑈 ′′′ : ̃︀𝑈 ′′′ →˓ ̃︀𝑈
e 𝜆′𝑈 = 𝜇𝑈 |̃︀𝑈 ′′′ : ̃︀𝑈 ′′′ →˓ ̃︀𝑈 ′,
em que ̃︀𝑈 ′′ é a componente conexa de ̃︀𝑥 em 𝜆−1𝑈 ( ̃︀𝑓−1(𝜆𝑉 ( ̃︀𝑉 ′′))) ⊂ ̃︀𝑈 ′′. Além disso,
definimos ̃︀𝑓 ′′ : ̃︀𝑈 ′′′ → ̃︀𝑉 por ̃︀𝑓 ′′ := 𝜆−1𝑉 ∘ ̃︀𝑓 ∘ 𝜆𝑈 . (1.1.5)
Vamos mostrar que este é um levantamento que mostra a equivalência entre ̃︀𝑓 e ̃︀𝑓 ′. Para
isso precisamos mostrar que
(i) ̃︀𝑓 ∘ 𝜆𝑈 = 𝜆𝑉 ∘ ̃︀𝑓 ′′;
(ii) 𝑓 ∘ 𝜑′′ = 𝜓′′ ∘ ̃︀𝑓 ′′;
(iii) existe um mergulho 𝜆′𝑉 : ̃︀𝑉 ′′ →˓ ̃︀𝑉 ′ tal que ̃︀𝑓 ′ ∘ 𝜆′𝑈 = 𝜆′𝑉 ∘ ̃︀𝑓 ′′;
(iv) para cada 𝑔′′ ∈ 𝐺′′ existe ℎ′′ ∈ 𝐻 ′′ tal que ̃︀𝑓 ′′ ∘ 𝑔′′ = ℎ′′ · ̃︀𝑓 ′′.
O item (i) segue direto da construção de ̃︀𝑓 ′′. Provemos agora o item (ii). Observe que:
𝜓′′ ∘ ̃︀𝑓 ′′ = (𝜓 ∘ 𝜆𝑉 ) ∘ (𝜆−1𝑉 ∘ ̃︀𝑓 ∘ 𝜆𝑈)
= 𝜓 ∘ ̃︀𝑓 ∘ 𝜆𝑈
= 𝑓 ∘ 𝜑 ∘ 𝜆𝑈
= 𝑓 ∘ 𝜑′′.
Isto prova (ii). Para mostrar o item (iii), perceba que:
𝜓′ ∘ ̃︀𝑓 ′ ∘ 𝜆′𝑈 = 𝑓 ∘ 𝜑′ ∘ 𝜆′𝑈
= 𝑓 ∘ 𝜑′′′
= 𝜓′′′ ∘ ̃︀𝑓 ′′
= 𝜓′ ∘ 𝜇′𝑉 ∘ ̃︀𝑓 ′′.
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Logo, existe ℎ′ ∈ 𝐻 ′ tal que ̃︀𝑓 ′ ∘ 𝜆′𝑈 = ℎ′ · 𝜇′𝑉 ∘ ̃︀𝑓 ′′. O mergulho procurado é, então,
𝜆′𝑉 := ℎ · 𝜇′𝑉 .
Por fim, mostremos o item (iv). Seja 𝑔′′ ∈ 𝐺′′. Então, dado ̃︀𝑢 ∈ ̃︀𝑈 ′′,
𝜓′′( ̃︀𝑓 ′′(𝑔′′ · ̃︀𝑢)) = 𝜓′′( ̃︀𝑓 ′′(̃︀𝑢)) = 𝑓(𝜑′′(̃︀𝑢)).
Logo existe ℎ′′ ∈ 𝐻 ′′ tal que ̃︀𝑓 ′′(𝑔′′ · ̃︀𝑢) = ℎ′′ · ̃︀𝑓 ′′(̃︀𝑢).
Pelo mesmo raciocínio da demonstração do Lema 1.1.15, concluímos que
̃︀𝑓 ′′ · 𝑔′′ = ℎ′′ · ̃︀𝑓 ′′.
Observação 1.1.27. Sejam 𝒳 = (𝑋,𝒰) um orbifold, 𝑥 ∈ 𝑋 e ( ̃︀𝑈,𝐺, 𝜑) e ( ̃︀𝑈 ′, 𝐺′, 𝜑′)
cartas orbifold sobre 𝑥. Pela compatibilidade local, existe uma terceira carta ( ̃︀𝑈 ′′, 𝐺′′, 𝜑′′)
com mergulhos 𝜆 : ̃︀𝑈 ′′ →˓ ̃︀𝑈 e 𝜆′ : ̃︀𝑈 ′′ →˓ ̃︀𝑈 ′. Então 𝜆′ ∘ 𝜆−1 : 𝜆−1( ̃︀𝑈 ′′) → 𝜆′( ̃︀𝑈 ′′) é um
levantamento da identidade Id𝑋 : 𝑋 → 𝑋.
Além disso, se ̃︀𝑓 : ̃︀𝑈 → ̃︀𝑉 é um levantamento de 𝑓 : 𝑋 → 𝑌 sobre 𝑥 e ( ̃︀𝑈 ′, 𝐺′, 𝜑′)
e ( ̃︀𝑉 ′, 𝐻 ′, 𝜓′) são cartas sobre 𝑥 e 𝑓(𝑥), respectivamente. Escolhemos ̃︀𝑥 ∈ 𝜑−1(𝑥) ẽ︀𝑦 ∈ (𝜓′′)−1(𝑓(𝑥)). Note que 𝜓( ̃︀𝑓(̃︀𝑥)) = 𝜓(𝜇(̃︀𝑦)). Logo existe ℎ ∈ 𝐻 tal que ̃︀𝑓(̃︀𝑥) = ℎ · 𝜇.
Definimos então o mergulho 𝜆 = ℎ · 𝜇. Então
̃︀𝑓 ∘ 𝜆𝑈 ∘ (𝜆′𝑈)−1 : 𝜆′𝑈( ̃︀𝑈 ′′) −→ 𝑓(𝜆𝑈( ̃︀𝑈 ′′))
e
𝜆′𝑉 ∘ 𝜆−1𝑉 ∘ ̃︀𝑓 : ̃︀𝑓−1(𝜆−1𝑉 ( ̃︀𝑉 )) −→ 𝜆′𝑉 ( ̃︀𝑉 ′′)
são levantamentos equivalentes a ̃︀𝑓 de 𝑓 sobre 𝑥. Isto implica que
𝜆′𝑉 ∘ 𝜆−1𝑉 ∘ ̃︀𝑓 ∘ 𝜆𝑈 ∘ (𝜆′𝑈)−1 : 𝜆′𝑈( ̃︀𝑈 ′′) −→ 𝜆′𝑉 ( ̃︀𝑉 ′′)
é um levantamento de 𝑓 sobre 𝑥 equivalente a ̃︀𝑓 . Com isso, se 𝒳 = (𝑋,𝒰), 𝒴 = (𝑌,𝒱)
e 𝒵 = (𝑍,𝒲), 𝑓 : 𝑋 → 𝑌 e 𝑔 : 𝑌 → 𝑍 são funções contínuas, ̃︀𝑓 : ̃︀𝑈 → ̃︀𝑉 é um
levantamento de 𝑓 sobre 𝑥 e ̃︀𝑔 : ̃︀𝑉 ′ → ̃︁𝑊 é um levantamento de 𝑔 sobre 𝑓(𝑥), então
̃︀𝑔 ∘ 𝜆′ ∘ 𝜆−1 ∘ ̃︀𝑓 : ̃︀𝑓−1(𝜆( ̃︀𝑉 ′′)) −→ ̃︀𝑔(𝜆′( ̃︀𝑉 ′′))
é um levantamento de 𝑔 ∘ 𝑓 sobre 𝑥.
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Definição 1.1.28. Um morfismo ℱ entre orbifolds 𝒳 = (𝑋,𝒰) e 𝒴 = (𝑌,𝒱) consiste
de:
1. uma função contínua 𝑓 : 𝑋 → 𝑌 ;
2. para cada 𝑥 ∈ 𝑋, um homomorfismo 𝜅𝑥 : 𝐺𝑥 → 𝐺𝑓(𝑥);
3. para cada 𝑥 ∈ 𝑋, um levantamento 𝜅𝑥-invariante ̃︀𝑓𝑥 : ̃︀𝑈𝑥 → ̃︀𝑉𝑓(𝑥) sobre 𝑥, em que
( ̃︀𝑈𝑥, 𝐺𝑥, 𝜑) e ( ̃︀𝑉𝑓(𝑥), 𝐺𝑓(𝑥), 𝜓) cartas locais sobre 𝑥 e 𝑓(𝑥), respectivamente.
Denotamos ℱ = (𝑓, { ̃︀𝑓𝑥}, {𝜅𝑥}).
Dizemos que ℱ é injetora (respectivamente, sobrejetora) se as funções 𝑓 , ̃︀𝑓𝑥 e 𝜅𝑥
são injetoras (respectivamente, sobrejetoras), e é um mergulho se as funções 𝑓 e ̃︀𝑓𝑥 são
mergulhos e cada 𝜅𝑥 é injetora.
Note que ℐ = (Id𝑋 , {Id̃︀𝑈}, {Id𝐺}) é o morfismo identidade.
Ainda, se ℱ = (𝑓, { ̃︀𝑓𝑥}, {𝜅𝑥}) : 𝒳 → 𝒴 e 𝒢 = (𝑔, {̃︀𝑔𝑦}, {𝜒𝑦}) : 𝒴 → 𝒵 são morfismos
entre orbifolds, então podemos fazer a composição 𝒢 ∘ ℱ : 𝒳 → 𝒵 da seguinte maneira:
𝒢 ∘ ℱ = (𝑔 ∘ 𝑓, {̃︀𝑔𝑓(𝑥) ∘ 𝜆′ ∘ 𝜆−1 ∘ ̃︀𝑓𝑥|𝜆(𝑉 ′′)}, {𝜅𝑓(𝑥) ∘ 𝜅𝑥}),
em que 𝜆 : ̃︀𝑉 ′′ →˓ ̃︀𝑉 e 𝜆′ : ̃︀𝑉 ′′ →˓ ̃︀𝑉 ′ são mergulhos que existem pela compatibilidade
entre as cartas do contradomínio de ̃︀𝑓𝑥 e do domínio de ̃︀𝑔𝑓(𝑥).
1.2 Orbifibrado
Sejam 𝒳 = (𝑋,𝒰) um orbifold 𝑛-dimensional e 𝑘 > 0. Para cada carta ( ̃︀𝑈,𝐺, 𝜑) de
um aberto 𝒰 de 𝑋, definimos uma ação de 𝑔 ∈ 𝐺 em (̃︀𝑢, 𝑧) ∈ ̃︀𝑈 × C𝑘 por
𝑔 · (̃︀𝑢, 𝑧) = (𝑔 · ̃︀𝑢, 𝜌(𝑥, 𝑔)𝑧),
em que 𝜌 : ̃︀𝑈 × 𝐺 → Aut(C𝑘) é uma função holomorfa (para cada 𝑔 ∈ 𝐺 fixado) com a
propriedade:
∀ ̃︀𝑢 ∈ ̃︀𝑈, ∀ 𝑔, ℎ ∈ 𝐺, 𝜌(̃︀𝑢, ℎ𝑔) = 𝜌(𝑔 · ̃︀𝑢, ℎ) ∘ 𝜌(̃︀𝑢, 𝑔). (1.2.1)
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Para cada ̃︀𝑢 ∈ ̃︀𝑈 , temos que 𝜌 induz uma ação de 𝐺?˜? em C𝑘 por
𝑔 · 𝑧 = 𝜌(̃︀𝑢, 𝑔)𝑧.
Definição 1.2.1. Seja 𝜋 : ℰ → 𝒳 um morfismo sobrejetor entre orbifolds tal que para
cada 𝑥 ∈ 𝑋 existe carta local ( ̃︀𝑈,𝐺𝑥, 𝜑) sobre 𝑥 com as seguintes propriedades:
1. ( ̃︀𝑈 × C𝑘, 𝐺𝑥, ̃︀𝜑) é uma carta sobre 𝜋−1(𝜑( ̃︀𝑈)), com a ação definida como acima;
2. a projeção natural ̃︀𝑈 × C𝑘 → ̃︀𝑈 satisfaz 𝜑 ∘ ̃︀𝜋 = 𝜋 ∘ ̃︀𝜑;
3. ker(𝐺𝑥) é o mesmo nas cartas ( ̃︀𝑈,𝐺𝑥, 𝜑) e ( ̃︀𝑈 × C𝑘, 𝐺𝑥, ̃︀𝜑);
4. para cada mergulho de cartas (𝜆, 𝜅) : ( ̃︀𝑈 ′, 𝐺𝑦, 𝜑′) →˓ ( ̃︀𝑈,𝐺𝑥, 𝜑) existe 𝑇𝜆 : ̃︀𝑈 ′ →
𝐺𝐿𝑘(C) tal que a aplicação
̃︀𝑈 ′ × C𝑘 ̃︀𝑈 × C𝑘
(̃︀𝑥, 𝑧) (𝜆(̃︀𝑥), 𝑇𝜆(𝑧))
define um mergulho entre as cartas ( ̃︀𝑈 ′ × C𝑘, 𝐺𝑦, ̃︀𝜑′) e ( ̃︀𝑈 × C𝑘, 𝐺𝑥, ̃︀𝜑).
Dizemos que a tripla (ℰ ,𝒳 , 𝜋) é um orbifibrado de posto 𝑘. O orbifold ℰ é chamado de
espaço total, 𝒳 chamado de espaço base e 𝜋 é chamada de projeção do orbifibrado.
Por abuso de notação chamaremos o orbifibrado apenas de ℰ quando a projeção estiver
subentendida. Chamamos uma carta ( ̃︀𝑈,𝐺, 𝜑) de 𝒳 de trivializante se ( ̃︀𝑈 × C𝑘, 𝐺, ̃︀𝜑)
for uma carta de ℰ .
Observação 1.2.2. 1. Pelo item 3 se 𝑔 ∈ ker(𝐺), então 𝜌(̃︀𝑢, 𝑔) = Id para todo ̃︀𝑢 ∈ ̃︀𝑈 .
2. O item 4 implica que
𝑇𝜆(𝑔̃︀𝑢) ∘ 𝜌̃︀𝑈 ′(̃︀𝑢, 𝑔) = 𝜌̃︀𝑈(𝜆(̃︀𝑢), 𝜅(𝑔)) ∘ 𝑇𝜆(̃︀𝑢).
Proposição 1.2.3. Se (ℰ ,𝒳 , 𝜋) é um orbifibrado de posto 𝑘 sobre 𝑋. Sejam 𝑥 ∈ 𝑋 e
( ̃︀𝑈,𝐺𝑥, 𝜑) carta orbifold sobre 𝑥 com as propriedades da Definição 1.2.1. Então a fibra
𝜋−1(𝑥) é homeomorfa ao quociente C𝑘/𝐺𝑥 pela ação definida por 𝜌.
Demonstração. Sejam 𝑥 ∈ 𝑋, ( ̃︀𝑈,𝐺, 𝜑) carta sobre 𝑥 e ̃︀𝑥 ∈ 𝜑−1(𝑥). Definimos:
𝑓?˜?:C𝑘/𝐺𝑥 𝜋−1(𝑥)
[𝑧] ̃︀𝜑(̃︀𝑥, 𝑧) .
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Note que esta função está bem definida. De fato, sejam 𝑧 e 𝑤 pertencentes à mesma
órbita pela ação de 𝐺𝑥 em C𝑘. Então existe 𝑔 ∈ 𝐺𝑥 tal que 𝑧 = 𝑔 · 𝑤 = 𝜌(̃︀𝑥, 𝑔)𝑤. Além
disso, temos ̃︀𝑥 = 𝑔 · ̃︀𝑥. Logo,
(̃︀𝑥, 𝑧) = (𝑔 · ̃︀𝑥, 𝑔 · 𝑤)
= (𝑔 · ̃︀𝑥, 𝜌(̃︀𝑥, 𝑔)𝑤)
= 𝑔 · (̃︀𝑥,𝑤).
Portanto, ̃︀𝜑(̃︀𝑥, 𝑧) = ̃︀𝜑(̃︀𝑥,𝑤). Além disso, note que
𝜋 ∘ ̃︀𝜑(̃︀𝑥, 𝑧) = 𝜑 ∘ ̃︀𝜋(̃︀𝑥, 𝑧)
= 𝜑(̃︀𝑥)
= 𝑥,
ou seja, ̃︀𝜑(̃︀𝑥, 𝑧) ∈ 𝜋−1(𝑥). Mostremos agora que esta função é injetora. Sejam 𝑧, 𝑤 ∈ C𝑘
tais que ̃︀𝜑(̃︀𝑥, 𝑧) = ̃︀𝜑(̃︀𝑥,𝑤). Então existe 𝑔 ∈ 𝐺 tal que (̃︀𝑥, 𝑧) = 𝑔 · (̃︀𝑥,𝑤). Igualando as
segundas coordenadas, temos 𝑧 = 𝑔 · 𝑤, ou seja, [𝑧] = [𝑤].
Por fim vamos provar a sobrejetividade. Seja 𝑧 ∈ 𝐸 tal que 𝜋(𝑧) = 𝑥. Pelo item
1 da Definição 1.2.1, ( ̃︀𝑈 × C𝑘, 𝐺, ̃︀𝜑) é carta sobre 𝜋−1( ̃︀𝑈). Então existe (̃︀𝑢,𝑤) tal quẽ︀𝜑(̃︀𝑢,𝑤) = 𝑧. Pelo item 2 da Definição 1.2.1, temos que ̃︀𝑥 = 𝑔 · ̃︀𝑢, para algum 𝑔 ∈ 𝐺. Com
isso, ̃︀𝜑(̃︀𝑥, 𝜌(̃︀𝑥, 𝑔)𝑤) = ̃︀𝜑(𝑔 · (̃︀𝑢,𝑤)) = 𝑧, ou seja, 𝑧 = 𝑓?˜?(𝜌(̃︀𝑥, 𝑔)𝑤).
1.2.1 Orbifibrado tangente
Seja 𝒳 = (𝑋,𝒰) um orbifold 𝑛-dimensional. Para cada 𝑥 ∈ 𝑋, e 𝑈 ⊂ 𝑋, definimos





𝑇𝑥𝒳 é chamado de espaço tangente a 𝒳 em 𝑥.
Observe que pela regra da cadeia, a aplicação 𝜌 : ̃︀𝑈 ×𝐺→ Aut(C𝑛) definida por
𝜌(̃︀𝑢, 𝑔) = 𝐷𝑔̃︀𝑢
satisfaz 1.2.1. Munimos 𝑇𝑋 com a menor topologia de tal forma que ( ̃︀𝑈×C𝑛, 𝐺, ̃︀𝜑) sejam
cartas orbifold para 𝑇𝑋. Denotando por 𝑇𝒳 este orbifold, com a projeção 𝜋(𝑥, [𝑧]) = 𝑥,
(𝑇𝒳 ,𝒳 , 𝜋) é um orbifibrado, chamado de orbifibrado tangente de 𝒳 .
Exemplo 1.2.4. Tome o cone 𝐶𝑘 do Exemplo 1.1.22. Em cada 𝑧 ∈ 𝐵 não nulo, temos
que o espaço tangente sobre [𝑧] é 𝑇[𝑧]𝐶𝑘 = C/{1} = C. Já o espaço tangente a 𝐶𝑘 sobre
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[0] é 𝑇[0]𝐶𝑘 = C/𝜇𝑘.





Para definirmos a cohomologia orbifold, precisamos introduzir antes dois conceitos. O
primeiro é chamado de twisted sector e o segundo de degree shifting number. Como não
encontramos referências em Português sobre o assunto, decidimos neste trabalho traduzir
livremente estes termos por setores torcidos e número de mudança de grau.
2.1 Setores Torcidos
Considere o conjunto
̃︁𝑋 := {(𝑥, (𝑔)𝐺𝑥);𝑥 ∈ 𝑋, 𝑔 ∈ 𝐺𝑥},
em que (𝑔)𝐺𝑥 denota a classe de conjugação de 𝑔 em 𝐺𝑥. Vamos definir uma topologia
em ̃︁𝑋.
Lema 2.1.1. Para cada (𝑥, (𝑔)𝐺𝑥) ∈ ̃︁𝑋 e cada carta ( ̃︀𝑈𝑥, 𝐺𝑥, 𝜑𝑥) sobre 𝑥 os conjuntos da
forma
𝒱(𝑥,(𝑔)𝐺𝑥 )( ̃︀𝑈𝑥) := {(𝑦, (ℎ)𝐺𝑦) ∈ ̃︁𝑋;∃ (𝜆, 𝜅) : ( ̃︀𝑈𝑦, 𝐺𝑦, 𝜑𝑦) →˓ ( ̃︀𝑈𝑥, 𝐺𝑥, 𝜑𝑥)‖(𝜅(ℎ))𝐺𝑥 = (𝑔)𝐺𝑥}
formam uma base para uma topologia em ̃︁𝑋. Com esta topologia, ̃︁𝑋 é um espaço de
Hausdorff.
Demonstração. Primeiro mostremos que estes conjuntos formam uma base para uma
topologia em ̃︁𝑋. Que estes conjuntos cobrem ̃︁𝑋 é trivial. Agora seja (𝑧, (𝑘)𝐺𝑧) ∈
𝒱(𝑥,(𝑔)𝐺𝑥 )( ̃︀𝑈𝑥)∩𝒱(𝑦,(ℎ)𝐺𝑦 )( ̃︀𝑈𝑥). Então existem mergulhos (𝜆, 𝜅) : ( ̃︀𝑈𝑧, 𝐺𝑧, 𝜑𝑧) →˓ ( ̃︀𝑈𝑥, 𝐺𝑥, 𝜑𝑥)
e (𝜆′, 𝜅′) : ( ̃︀𝑈 ′𝑧, 𝐺𝑧, 𝜑′𝑧) →˓ ( ̃︀𝑈𝑦, 𝐺𝑦, 𝜑𝑦) tais que (𝜅(𝑘))𝐺𝑥 = (𝑔)𝐺𝑥 e (𝜅′(𝑘))𝐺𝑦 = (ℎ)𝐺𝑦 . Pela
compatibilidade local de 𝒳 existe carta (̃︁𝑊𝑧, 𝐺𝑧, 𝜓𝑧) sobre 𝑧 com 𝜓𝑧(̃︁𝑊𝑧) ⊂ 𝜑𝑧( ̃︀𝑈𝑧)∩𝜑′𝑧( ̃︀𝑈 ′𝑧)
e mergulhos desta carta em ( ̃︀𝑈𝑧, 𝐺𝑧, 𝜑𝑧) e (?˜? ′𝑧, 𝐺𝑧, 𝜑′𝑧). Concluímos que 𝒱(𝑧,(𝑘))(̃︁𝑊𝑧) ⊂
𝒱(𝑥,(𝑔))( ̃︀𝑈𝑥) ∩ 𝒱(𝑦,(ℎ))( ̃︀𝑈𝑦).
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Mostremos agora que esta topologia é Hausdorff. Sejam (𝑥1, (𝑔1)𝐺𝑥1 ) e (𝑥2, (𝑔2)𝐺𝑥2 )
pontos distintos de ̃︁𝑋. Se 𝑥1 ̸= 𝑥2, como 𝑋 é Hausdorff, existem cartas ( ̃︀𝑈1, 𝐺𝑥1 , 𝜑1) e
( ̃︀𝑈2, 𝐺𝑥2 , 𝜑2) sobre 𝑥1 e 𝑥2, respectivamente, tais que 𝜑1( ̃︀𝑈1) ∩ 𝜑2( ̃︀𝑈2) = ∅. Se 𝑥1 = 𝑥2 =
𝑥 e (𝑔1)𝐺𝑥 ̸= (𝑔2)𝐺𝑥 , seja ( ̃︀𝑈𝑥, 𝐺𝑥, 𝜑𝑥) carta sobre 𝑥. Suponha que existe (𝑦, (ℎ)𝐺𝑦) ∈
𝒱(𝑥,(𝑔1)𝐺𝑥 )( ̃︀𝑈𝑥) ∩ 𝒱(𝑥,(𝑔2)𝐺𝑥 )( ̃︀𝑈𝑥). Então existem mergulhos
(𝜆, 𝜅) : ( ̃︀𝑈𝑦, 𝐺𝑦, 𝜑𝑦) →˓ ( ̃︀𝑈𝑥, 𝐺𝑥, 𝜑𝑥) e (𝜆′, 𝜅′) : ( ̃︀𝑈 ′𝑦, 𝐺𝑦, 𝜑′𝑦) →˓ ( ̃︀𝑈𝑥, 𝐺𝑥, 𝜑𝑥)
tais que (𝜅(ℎ))𝐺𝑥 = (𝑔1)𝐺𝑥 e (𝜅′(ℎ))𝐺𝑥 = (𝑔2)𝐺𝑥 .
Pela compatibilidade local, existe uma carta ( ̃︀𝑈 ′′𝑦 , 𝐺𝑦, 𝜑′′𝑦) sobre 𝑦 e mergulhos
(𝜇, Id) : ( ̃︀𝑈 ′′𝑦 , 𝐺𝑦, 𝜑′′𝑦)→ ( ̃︀𝑈𝑦, 𝐺𝑦, 𝜑𝑦) e (𝜇′, Id) : ( ̃︀𝑈 ′′𝑦 , 𝐺𝑦, 𝜑′′𝑦)→ ( ̃︀𝑈 ′𝑦, 𝐺𝑦, 𝜑′𝑦).
Com isso, temos duas injeções (𝜆 ∘ 𝜇, 𝜅) e (𝜆′ ∘ 𝜇′, 𝜅) de ( ̃︀𝑈 ′′, 𝐺𝑦, 𝜑′′𝑦) em ( ̃︀𝑈𝑥, 𝐺𝑥𝜑𝑥). Pelo
Lema 1.1.6, temos que 𝜅(ℎ) e 𝜅′(ℎ) estão na mesma classe de conjugação, o que contradiz
a hipótese de que (𝑔1)𝐺𝑥 ̸= (𝑔2)𝐺𝑥 .
Observação 2.1.2. A projeção 𝑃 : ̃︁𝑋 → 𝑋 que associa (𝑥, (𝑔)) ao ponto 𝑥 é uma
aplicação contínua e #𝑃−1(𝑥) = #𝐺𝑥.
Definimos agora neste espaço uma relação de equivalência. Diremos que (𝑥, (𝑔)𝐺𝑥) ∼
(𝑦, (ℎ)𝐺𝑦) se (𝑥, (𝑔)𝐺𝑥) e (𝑦, (ℎ)𝐺𝑦) estão na mesma componente conexa de ̃︁𝑋. Seja 𝑇
o conjunto das classes de equivalência. Denotamos por (𝑔) a classe de equivalência de
(𝑥, (𝑔)). Esta notação implica que se (𝑔) ∈ 𝑇 , então 𝑔 ∈ 𝐺𝑥 para algum 𝑥 ∈ 𝑋. Ainda,
denotamos por 𝑋(𝑔) a componente conexa de ̃︁𝑋 que contém (𝑥, (𝑔)). Com isso temos a




Definição 2.1.3. O conjunto 𝑋(𝑔), para 𝑔 ̸= 1 é chamado de setor torcido (twisted
sector). 𝑋(1) é chamado de setor não torcido (nontwisted sector).
Observe que 𝑋(1) = {(𝑥, (1)𝐺𝑥), 𝑥 ∈ 𝑋} é homeomorfo a 𝑋, pois todo ponto tem a
identidade no grupo local.
2.2 Números de mudança de grau
Definição 2.2.1. Para 𝑧1, . . . , 𝑧𝑛 ∈ C, definimos
diag(𝑧1, . . . , 𝑧𝑛)
como a matriz diagonal que tem entradas 𝑧1, . . . , 𝑧𝑛.
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Seja ( ̃︀𝑈,𝐺𝑥, 𝜑) uma carta local sobre 𝑥 = 𝜑(̃︀𝑥) ∈ 𝑋. A ação de 𝐺𝑥 em ̃︀𝑈 que define o
orbifibrado tangente induz uma representação 𝜌𝑥 : 𝐺𝑥 → 𝐺𝐿𝑛(C) dada por
𝜌𝑥(𝑔) = 𝐷𝑔?˜?,
Note que dois elementos de𝐺𝑥 na mesma classe de conjugação têm por imagens operadores
semelhantes. Além disso, se 𝑚𝑔 é a ordem de 𝑔 ∈ 𝐺𝑥 (como o grupo é finito todo elemento
tem ordem finita), então a igualdade 𝑔𝑚𝑔 = 1 implica que 𝜌𝑥(𝑔)𝑛 = Id, ou seja, 𝜌𝑥(𝑔) é
diagonalizável e todos os autovalores são raízes 𝑚𝑔-ésimas da unidade. Representamos,
então 𝜌𝑥(𝑔) pela matriz diagonal
𝜌𝑝(𝑔) = diag(𝑒2𝜋𝑖𝑚1,𝑔/𝑚𝑔 , . . . , 𝑒2𝜋𝑖𝑚𝑛,𝑔/𝑚𝑔),
com 0 ≤ 𝑚𝑗,𝑔 < 𝑚𝑔.







Lema 2.2.3. A função 𝜄 restrita a 𝑋(𝑔) é constante. Seu valor em 𝑋(𝑔), denotado por 𝜄(𝑔)
satisfaz as seguintes propriedades:
1. 𝜄(𝑔) é inteiro se e somente se 𝜌𝑝(𝑔) ∈ 𝑆𝐿𝑛(C).
2. 𝜄(𝑔) + 𝜄(𝑔−1) = posto(𝜌𝑝(𝑔)− Id), sendo Id o operador identidade em C𝑛.
3. 𝜄(𝑔) = 0 se e somente se 𝑔 age trivialmente em ̃︀𝑈
Demonstração. Note que 𝜄 é constante em cada 𝑋(𝑔) porque depende apenas da classe de
conjugação.
1. Segue do fato que det(𝜌𝑝(𝑔)) = 𝑒2𝜋𝑖𝜄(𝑔) .
2. Como 𝜌𝑝(𝑔)𝜌𝑝(𝑔−1) = Id e 𝑚𝑔 = 𝑚𝑔−1 , temos que 𝑚𝑗,𝑔 +𝑚𝑗,𝑔−1 é igual a 0 ou a 𝑚𝑔.
Se 𝑚𝑗,𝑔 = 0, então 𝑚𝑗,𝑔−1 = 0; se 0 < 𝑚𝑗,𝑔 < 𝑚𝑔, então 𝑚𝑗,𝑔−1 = 𝑚𝑔 −𝑚𝑗,𝑔. Segue
que






ou seja, 𝜄(𝑔) + 𝜄(𝑔−1) é o número de índices 𝑗 para os quais 𝑚𝑗,𝑔 é diferente de 0.
Por outro lado, posto(𝜌𝑝(𝑔)− 𝐼) é o número de índices 𝑗 para os quais 𝑒2𝜋𝑖𝑚𝑗,𝑔/𝑚𝑔 é
diferente de 1. É fácil concluir que estes números são iguais.
3. Se a ação definida por 𝑔 é trivial, então 𝐷𝑔?˜? = Id, logo 𝜄(𝑔) = 0. Por outro lado, se
𝜄(𝑔) = 0, então como cada parcela de soma em 2.2.1 é maior ou igual a zero, então
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cada parcela deve ser igual a zero. Com isso, 𝐷𝑔?˜? = Id. Isso implica que a ação
definida por 𝑔 em ̃︀𝑈 é trivial.
Definição 2.2.4. 𝜄(𝑔) é chamado de número de mudança de grau (degree shifting
number) da classe (𝑔).
2.3 Cohomologia orbifold
Definição 2.3.1. Definimos os grupos de cohomologia orbifold 𝐻𝑑𝑜𝑟𝑏(𝒳 ) de 𝒳 com
coeficientes em um anel 𝑅 por




e os números de Betti orbifold de 𝑋 por 𝑏𝑑𝑜𝑟𝑏 =
∑︀
(𝑔) dim𝐻𝑑−2𝜄(𝑔)(𝑋(𝑔)).
Aqui, cada 𝐻*(𝑋(𝑔), 𝑅) denota a cohomologia singular de 𝑋(𝑔) com coeficientes em 𝑅 e
consideramos 𝐻𝑑(𝑋,𝑅) = {0} no caso em que 𝑑 não é um número natural. Neste trabalho
vamos trabalhar com coeficientes complexos. Para simplificar a notação, quando estiver-
mos usando coeficientes complexos vamos denotar os grupos por 𝐻𝑑𝑜𝑟𝑏(𝒳 ) e 𝐻𝑑(𝑋). Note
que, em geral, os grupos de cohomologia orbifold são graduados com números racionais.
Exemplo 2.3.2. Se𝑀 é uma variedade à qual é dada a estrutura de orbifold do Exemplo
1.1.8, temos um único setor torcido, homeomorfo a 𝑀 . Logo,
𝐻𝑑𝑜𝑟𝑏(𝑀,𝑅) = 𝐻𝑑(𝑀,𝑅),
ou seja, 𝑏𝑑𝑜𝑟𝑏 = 𝑏𝑑 e a cohomologia orbifold coincide com a cohomologia singular.
Exemplo 2.3.3. Se𝑀 é uma variedade à qual é dada a estrutura de orbifold do Exemplo
1.1.9, então, como cada ponto tem grupo local 𝐺, cada 𝑔 ∈ 𝐺 está associado a um setor






Em particular, 𝑏𝑑𝑜𝑟𝑏 = #𝐺 · 𝑏𝑑.
Percebemos com isso que esta cohomologia detecta diferentes estruturas de orbifold
em um mesmo espaço topológico.
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Exemplo 2.3.4. No cone 𝐶𝑘 do Exemplo 1.1.22, como cada 𝑔𝑗 = 𝑒2𝜋𝑗/𝑘, para 𝑗 =
0, . . . , 𝑘 − 1, age pela multiplicação, temos que os números de mudança de grau são:
𝜄(𝑔𝑘) = 𝑗/𝑘.
Além disso, note que o grupo de isotropia do ponto 0 é 𝜇𝑘, enquanto todos os outros
pontos têm isotropia {1}. Isso implica que os setores são:
𝐶𝑘(𝑔) =
⎧⎨⎩ 𝐶𝑘, 𝑔 = 1{([0], (𝑔))}, caso contrário .
Concluímos que




Exemplo 2.3.5. Para o orbifold 𝑋 =𝑀/𝐺 do Exemplo 1.1.11, seja:
ker(𝐺) := {𝑔 ∈ 𝐺;∀𝑥 ∈𝑀, 𝑔 · 𝑥 = 𝑥}.
Afirmamos que
𝑔 ∈ ker(𝐺)⇐⇒ 𝑋(𝑔) é homeomorfo a 𝑋.
De fato,
𝑔 ∈ ker𝐺 =⇒ ∀𝑥 ∈𝑀, 𝑔 · 𝑥 = 𝑥
=⇒ ∀𝑥 ∈𝑀, 𝑔 ∈ 𝐺𝑥
=⇒ ∀𝑥 ∈𝑀, ([𝑥], (𝑔)) ∈ 𝑋(𝑔)
=⇒ [𝑥] ↦→ ([𝑥], (𝑔)) é homeomorfismo de 𝑋 em 𝑋(𝑔).
Por outro lado,
𝑋(𝑔) é homeomorfo a X =⇒ ∀ [𝑥] ∈ 𝑋, ([𝑥], (𝑔)) ∈ 𝑋(𝑔)
=⇒ ∀𝑥 ∈𝑀, 𝑔 ∈ 𝐺𝑥
=⇒ ∀𝑥 ∈𝑀, 𝑔 · 𝑥 = 𝑥
=⇒ ∀𝑥 ∈𝑀, 𝑔 ∈ ker𝐺.
Além disso, para cada 𝑔 ∈ ker𝐺, a função 𝑔(𝑥) = 𝑔 · 𝑥 é a identidade. Isso implica que






Como consequência, para este orbifold, tomando coeficientes inteiros,
𝑏0𝑜𝑟𝑏 = #ker𝐺 ·#{componentes conexas por caminhos de 𝑀/𝐺}.








𝑏𝑑𝑜𝑟𝑏 ≥ #ker𝐺 · 𝑏𝑑.
Teorema 2.3.6. A cohomologia orbifold é invariante por isomorfismo de orbifold.
Demonstração. Sejam 𝒳 = (𝑋,𝒰) e 𝒴 = (𝑌,𝒱) orbifolds isomorfos e ℱ = (𝑓, { ̃︀𝑓𝑥}, {𝜅𝑥})
um isomorfismo entre 𝒳 e 𝒴 . Os isomorfismos 𝜅𝑥 induzem uma bijeção 𝜅 entre as classes
de conjugação dos grupos de cada orbifold. Para demonstrar o teorema, é suficiente provar
que:
1. 𝑋(𝑔) é homeomorfo a 𝑌(𝜅(𝑔));
2. 𝜄(𝑔) = 𝜄(𝜅(𝑔)).
Para o item 1, considere a aplicação
𝑋(𝑔) 𝑌(𝜅(𝑔))
(𝑥, (𝑔)) (𝑓(𝑥), (𝜅(𝑔)))
.
Está bem definida: se 𝑔 ∈ 𝐺𝑥, então
̃︀𝑓𝑥(̃︀𝑥) = ̃︀𝑓𝑥(𝑔 · ̃︀𝑥)
= 𝜅𝑥(𝑔) ̃︀𝑓(̃︀𝑥),
ou seja, 𝜅(𝑔) ∈ 𝐺𝑓(𝑥). Além disso, a aplicação é bijetora, pois a aplicação
(𝑦, (ℎ)) ↦→ (𝑓−1(𝑦), (𝜅−1(ℎ)))
é sua inversa. A continuidade de ambas segue da continuidade de 𝑓 .
Para o item 2, para cada levantamento ̃︀𝑓𝑥 e cada 𝑔 ∈ 𝐺𝑥, temos que ̃︀𝑓 ∘ 𝑔 = 𝜅(𝑔) · ̃︀𝑓𝑥.
Derivando esta equação e utilizando a regra da cadeia, temos que
(𝐷 ̃︀𝑓𝑥)?˜? ∘𝐷𝑔?˜? = 𝐷𝜅(𝑔)𝑓𝑥(?˜?) ∘ (𝐷 ̃︀𝑓)̃︀𝑥.
Como ̃︀𝑓𝑥 é isomorfismo, então (𝐷 ̃︀𝑓)?˜? é inversível. Logo 𝐷𝑔?˜? e 𝐷𝜅(𝑔)𝑓𝑥(?˜?) são semelhantes
e, portanto, segue que 𝜄(𝑔) = 𝜄(𝜅(𝑔)).
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Capítulo 3
Espaços projetivos com pesos
3.1 Construção
Nesta seção definimos os espaços projetivos com pesos e construímos suas cartas orbi-
fold como em [7].
Considere 𝑄 = (𝑎0, . . . , 𝑎𝑛) um conjunto ordenado de inteiros positivos. Definimos a
ação de 𝜆 ∈ C− {0} em 𝑧 ∈ C𝑛+1 − {0} por
𝜆 · (𝑧0, . . . , 𝑧𝑛) = (𝜆𝑎0𝑧0, . . . , 𝜆𝑎𝑛𝑧𝑛). (3.1.1)
O conjunto P(𝑄) = C𝑛+1 − {0}/C − {0} das órbitas desta ação munido da topologia
quociente é chamado de espaço projetivo com peso 𝑄. Se 𝑧 é um elemento de C𝑛+1−
{0}, denotaremos por [𝑧]𝑄 sua classe de equivalência por esta ação. Se o contexto tornar
claro com qual conjunto de pesos estamos trabalhando, omitiremos o índice 𝑄.
Definição 3.1.1. Dado 𝑧 ∈ C𝑛+1, denotaremos por 𝐼𝑧 o conjunto dos índices de 𝑧 cuja
respectiva coordenada é diferente de zero.
Vamos dar a P(𝑄) uma estrutura de orbifold. Para cada 𝑖 = 0, . . . , 𝑛 definimos:̃︀𝑈𝑖 = {𝑧 ∈ C𝑛+1; 𝑧𝑖 = 1}, 𝑈𝑖 = {[𝑧0, . . . , 𝑧𝑛] ∈ P(𝑄); 𝑧𝑖 ̸= 0} e 𝜋𝑖 : ̃︀𝑈𝑖 → 𝑈𝑖 a projeção.
Além disso, dado 𝑘 ∈ N definimos por 𝜇𝑘 o conjunto das raízes 𝑘-ésimas da unidade em
C. Fazemos 𝜇𝑎𝑖 agir em ̃︀𝑈𝑖 da mesma forma que em 3.1.1, de maneira que a 𝑖-ésima
coordenada é mantida em 1 pela ação. Temos que ( ̃︀𝑈𝑖, 𝜇𝑎𝑖 , 𝜋𝑖) são cartas orbifold para
P(𝑄)1.
Vamos chamar uma carta orbifold ( ̃︀𝑈,𝐺𝑈 , 𝜋𝑈) sobre um aberto conexo 𝑈 de P(𝑄) de
𝑄-admissível se existe 𝑖 ∈ {0, . . . , 𝑛} tal que
1. ̃︀𝑈 ⊂ ̃︀𝑈𝑖 e ̃︀𝑈 é uma componente conexa de 𝜋−1𝑖 (𝑈);
1Aqui estamos identificando o conjunto ̃︀𝑈𝑖 com o conjunto C𝑛, de forma que ̃︀𝑈𝑖 seja um aberto conexo
de C𝑛, como é exigido na definição de carta orbifold.
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2. 𝐺𝑈 = {𝜁 ∈ 𝜇𝑎𝑖 ; 𝑔 · ̃︀𝑈 = ̃︀𝑈}
3. 𝜋𝑈 = 𝜋𝑖|̃︀𝑈 .
Denotemos por 𝒜𝑄 o conjunto de todas as cartas orbifold 𝑄-admissíveis. Já temos
que este conjunto é não-vazio pois, em particular, as cartas ( ̃︀𝑈𝑖, 𝜇𝑎𝑖 , 𝜋𝑖) são 𝑄-admissíveis.
Vamos provar que 𝒜𝑄 é um atlas orbifold para P(𝑄). Antes precisamos de alguns resul-
tados.
Lema 3.1.2. Seja 𝛼 : ( ̃︀𝑈,𝐺𝑈 , 𝜋𝑈)→ ( ̃︀𝑉 ,𝐺𝑉 , 𝜋𝑉 ) um mergulho entre duas cartas de 𝒜𝑄.
Então existe uma única função holomorfa 𝜆𝛼 : ̃︀𝑈 → C tal que
𝛼(𝑧0, . . . , 𝑧𝑛) = (𝑧0𝜆𝑎0/mdc(𝑄)𝛼 (𝑧), . . . , 𝑧𝑛𝜆𝑎𝑛/mdc(𝑄)𝛼 (𝑧)).
Além disso, para duas injeções sucessivas, 𝛼, 𝛽 vale
𝜆𝛽∘𝛼(𝑧) = 𝜆𝛽(𝛼(𝑧))𝜆𝛼(𝑧).
Observação 3.1.3. Seja ̃︀𝑝 = (𝑝0, . . . , 𝑝𝑛) em C𝑛+1 − {0}. Denotaremos 𝐷𝑛+1(̃︀𝑝, 𝜀) o
produto dos discos 𝐷(𝑝𝑖, 𝜀) em C de centro 𝑝𝑖 e raio 𝜀. Para todo 𝑘 ∈ 𝐼𝜋(̃︀𝑝) e para toda
escolha do argumento arg𝑘(·) de 𝐷(𝑝𝑘, 𝜀), consideramos a aplicação
𝜓𝑝,arg𝑘 :𝐷𝑛+1(̃︀𝑝, 𝜀) ̃︀𝑈𝑘












em que 𝑧1/𝑎𝑘𝑘 := |𝑧𝑘|1/𝑎𝑘exp(𝑖 arg𝑘(𝑧𝑘)/𝑎𝑘).
Seja arg′𝑘 uma outra escolha para o argumento em 𝐷(𝑝𝑘, 𝜀). Então existe um único
𝛼 ∈ Z tal que arg𝑘− arg′𝑘 = 2𝜋𝛼. Com isso, temos que
𝜓̃︀𝑝,arg𝑘 = 𝑒2𝜋𝛼/𝑎𝑘 · 𝜓̃︀𝑝,arg′𝑘 . (3.1.2)
Demonstração. (Lema 3.1.2) Existe uma função
̃︀𝜆𝛼 : ̃︀𝑈 ∩ 𝑛⋂︁
𝑘=0
{𝑦 ∈ C𝑛+1 − {0}; 𝑦𝑘 ̸= 0} → C− {0}
tal que ̃︀𝜆𝛼(𝑦) cot 𝑦 = 𝛼(𝑦) = (𝛼0(𝑦), . . . , 𝛼𝑛(𝑦)).
Assim, para todo 𝑘 = 0, . . . , 𝑛 temos ̃︀𝜆𝑎𝑘𝛼 𝑧𝑘 = 𝛼𝑘(𝑦). Com isso a função ̃︀𝜆𝑎𝑘𝛼 = 𝛼𝑘/𝑦𝑘 é
holomorfa em ̃︀𝑈 ∩{𝑦𝑘 ̸= 0}. Mostremos que ̃︀𝜆𝛼 é holomorfa em ̃︀𝑈 . Existe único 𝑗 tal quẽ︀𝑉 ⊂ ̃︀𝑈𝑗. Para todo ̃︀𝑝 ∈ ̃︀𝑈 ∩ {𝑦𝑘 = 0} a observação anterior implica que existe arg𝑗 tal
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que a seguinte aplicação é holomorfa:
𝜓̃︀𝑝,arg𝑗 |̃︀𝑈∩𝐷𝑛+1(̃︀𝑝,𝜀): ̃︀𝑈 ∩𝐷𝑛+1(̃︀𝑝, 𝜀) −→ ̃︀𝑈𝑗.
É simples de verificar que esta aplicação é uma injeção. Temos então duas injeções
𝛼|̃︀𝑈∩𝐷𝑛+1(̃︀𝑝,𝜀) e 𝜓̃︀𝑝,arg𝑗 |̃︀𝑈∩𝐷𝑛+1(̃︀𝑝,𝜀) de ̃︀𝑈 ∩𝐷𝑛+1(̃︀𝑝, 𝜀) em ̃︀𝑈𝑗. Usando o item 1 do Lema 1.1.6
e a igualdade 3.1.2 podemos escolher arg′𝑗 tal que 𝜓̃︀𝑝,arg′𝑗 = 𝛼 em ̃︀𝑈 ∩𝐷𝑛+1(̃︀𝑝, 𝜀). Assim,̃︀𝜆𝑎𝑘𝛼 é holomorfa em ̃︀𝑈 . Pelo Teorema de Bézout, 𝜆𝛼 := ̃︀𝜆mdc(𝑄)𝛼 também é holomorfa em̃︀𝑈 . A unicidade também decorre do Teorema de Bézout.
Temos a igualdade
𝛽 ∘ 𝛼(𝑦) = ̃︀𝜆𝛽∘𝛼(𝑦) · 𝑦 = (̃︀𝜆𝛽(𝛼(𝑦))̃︀𝜆𝛼(𝑦)) · 𝑦.
Logo existe 𝜁 ∈ 𝜇mdc(𝑄) tal que ̃︀𝜆𝛽∘𝛼(𝑦)𝜁 = ̃︀𝜆𝛽(𝛼(𝑦))̃︀𝜆𝛼(𝑦). Elevamos esta equação à
potência mdc(𝑄) e assim chegamos à equação desejada.
Observação 3.1.4. Seja 𝛼 : ( ̃︀𝑈,𝐺𝑈 , 𝜋𝑈) →˓ ( ̃︀𝑉 ,𝐺𝑉 , 𝜋𝑉 ) uma injeção entre duas cartas
de 𝒜𝑄. Suponha que ̃︀𝑈 ⊂ ̃︀𝑈𝑖 e que ̃︀𝑉 ⊂ ̃︀𝑈𝑗. Temos duas possibilidades:
1. se 𝑖 = 𝑗 e 𝛼 é simplesmente a ação de um elemento de 𝜇𝑎𝑖 , isto é, 𝛼(𝑦) = 𝜁 · 𝑦, com
𝜁 ∈ 𝜇𝑎𝑖 . Neste caso, 𝜆𝛼(𝑦) · 𝑦 = 𝜁mdc(𝑄) · 𝑦.
2. Se 𝑖 ̸= 𝑗 temos 𝜆𝑎𝑗/mdc(𝑄)𝛼 (𝑦) = 1/𝑦𝑗. Assim, denotamos 1/𝑦𝑚𝑑𝑐(𝑄)/𝑎𝑗𝑗 := 𝜆𝛼(𝑦).
Agora podemos mostrar que 𝒜𝑄 é um atlas orbifold para P(𝑄).
Que estas cartas cobrem P(𝑄) é trivial. Resta provar a compatibilidade local. Consi-
dere ( ̃︀𝑈,𝐺𝑈 , 𝜋𝑈) e ( ̃︀𝑉 ,𝐺𝑉 , 𝜋𝑉 ) cartas admissíveis e seja 𝑝 ∈ 𝑈 ∩ 𝑉 .
Como são cartas admissíveis, temos que existem 𝑖, 𝑗 tais que ̃︀𝑈 ⊂ ̃︀𝑈𝑖 e ̃︀𝑉 ⊂ ̃︀𝑈𝑗. Como
𝜋−1𝑖 (𝑝)∩ ̃︀𝑈𝑖 é finito, existe 𝜀 > 0 suficientemente pequeno tal que para todo ̃︀𝑝 ∈ 𝜋−1𝑖 (𝑝)∩ ̃︀𝑈𝑖,
os discos 𝐷(̃︀𝑝, 𝜀) são disjuntos. Fixemos ̃︀𝑞 = (𝑞0, . . . , 1𝑖, . . . , 𝑞𝑛) ∈ 𝜋−1𝑖 (̃︀𝑞) ∩ ̃︀𝑈 . Podemos
diminuir 𝜀 de tal forma que 𝐷(̃︀𝑞, 𝜀) ∩ ̃︀𝑈𝑖 ⊂ ̃︀𝑈 e que 𝜋𝑖(𝐷(̃︀𝑞, 𝜀) ∩ ̃︀𝑈𝑖) ⊂ 𝑈 ∩ 𝑉 . Sejam̃︁𝑊 := 𝐷(̃︀𝑞, 𝜀) ∩ ̃︀𝑈𝑖 e 𝑊 = 𝜋𝑖(̃︁𝑊 ). Temos que 𝜋−1𝑖 (𝑊 ) é a união dos conjuntos disjuntos
da forma 𝐷(̃︀𝑝, 𝜀) ∩ ̃︀𝑈𝑖 para ̃︀𝑝 ∈ 𝜋−1𝑖 (𝑝). Desta forma, ̃︁𝑊 é uma componente conexa de
𝜋−1𝑖 (𝑊 ).
Agora definimos 𝐺𝑊 := ∩𝑘∈𝐼𝑝𝜇𝑎𝑘 . Temos que 𝐺𝑊 fixa ̃︀𝑝 e estabiliza ̃︁𝑊 . Temos, então,
que 𝐺𝑊 é o subgrupo de 𝜇𝑎𝑖 que estabiliza ̃︁𝑊 .
Por fim, temos que 𝜋𝑊 = 𝜋𝑖| ̃︀𝑊 , por definição.
Concluímos que (̃︁𝑊,𝐺𝑊 , 𝜋𝑊 ) ∈ 𝒜𝑄. Mostremos agora que existem mergulhos da
carta de 𝑊 nas cartas de 𝑈 e 𝑉 .
Para a primeira é suficiente mostrar que 𝐺𝑊 está contido em 𝐺𝑈 . Suponha que existe
𝑔 ∈ 𝐺𝑊 −𝐺𝑈 . Como a carta ( ̃︀𝑈,𝐺𝑈 , 𝜋𝑈) está em 𝒜𝑄, a imagem de ̃︀𝑈 por 𝑔 é uma outra
componente conexa de 𝜋−1𝑖 (𝑈) e isto não é possível porque 𝑔 estabiliza ̃︁𝑊 ⊂ ̃︀𝑈 .
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Com isto, temos ̃︁𝑊 ⊂ ̃︀𝑈 , 𝐺𝑊 ⊂ 𝐺𝑈 e 𝜋𝑊 = 𝜋𝑈 | ̃︀𝑊 , ou seja, temos um mergulho
(̃︁𝑊,𝐺𝑊 , 𝜋𝑊 ) →˓ ( ̃︀𝑈,𝐺𝑈 , 𝜋𝑈) de cartas dado pela inclusão.
Para o segundo mergulho, note que ̃︀𝑞𝑗 é não nulo. Aplicamos então a observação 3.1.3
para 𝑘 = 𝑗. Note que 𝛼 = 𝜓̃︀𝑞,arg𝑗 | ̃︀𝑊 . Da igualdade 3.1.2 podemos escolher arg𝑗 de tal
forma que 𝛼(̃︁𝑊 ) ⊂ ̃︀𝑉 . Mostremos que 𝛼 é injetora: sejam ̃︀𝑧 e ̃︀𝑧′ tais que 𝛼(̃︀𝑧) = 𝛼(̃︀𝑧′).
















Isto implica que (arg𝑗(𝑧𝑗)− arg𝑗(𝑧′𝑗))𝑎𝑖/𝑎𝑗 está em 2𝜋Z. Podemos diminuir 𝜀 e consi-
derar arg𝑗(𝑧𝑗) = arg𝑗(𝑧′𝑗). Temos, então que 𝑧𝑗 = 𝑧′𝑗 e concluímos que 𝛼 é injetora.
Resta mostrar que 𝐺𝑊 é um subgrupo de 𝐺𝑉 . Para todo 𝑔 ∈ 𝐺𝑊 , temos 𝑔 · 𝛼(̃︀𝑧) =
𝛼(𝑔 · ̃︀𝑧). Assim, 𝐺𝑊 estabiliza o aberto 𝛼(̃︁𝑊 ). Utilizamos o mesmo argumento para
mostrar que 𝐺𝑊 ⊂ 𝐺𝑉 .
3.2 Singularidades
Nosso próximo passo é determinar o conjunto de singularidades Σ(P(𝑄)) como na
Definição 1.1.18. Sejam 𝑧 = [𝑧0, . . . , 𝑧𝑛] ∈ P(𝑄) e 𝑖 ∈ 𝐼𝑧. Sem perda de generalidade,
podemos supor 𝑧𝑖 = 1. Logo, 𝑧 = 𝜋𝑖(̃︀𝑧), com ̃︀𝑧 = (𝑧0, . . . , 𝑧𝑛). Vamos encontrar o grupo
de isotropia de 𝑧. Seja 𝜆 ∈ 𝜇𝑎𝑖 . Se 𝑧 = 𝜆𝑧, temos, para todo 𝑗,
𝑧𝑗 = 𝜆𝑎𝑗𝑧𝑗.
Isso implica que para todo 𝑗 ∈ 𝐼𝑧,
𝜆𝑎𝑗 = 1.
Logo, para todo 𝑗 ∈ 𝐼𝑧, 𝜆 ∈ 𝜇𝑎𝑗 . Concluímos que o grupo de isotropia de ̃︀𝑧 é
𝐺?˜? = 𝜇mdc𝑖∈𝐼𝑧{𝑎𝑖}.
Com isso, temos
Σ(P(𝑄)) = {𝑧 ∈ P(𝑄);mdc𝑖∈𝐼𝑧{𝑎𝑖} ≠ 1}.
Em particular, se 𝑎𝑖 ̸= 1, então 𝑒𝑖 = [0, . . . , 1𝑖, . . . , 0] é uma singularidade de P(𝑄).
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3.3 Propriedades
Esta seção tem o objetivo de estudar algumas relações entre espaços projetivos com
pesos diferentes.
Definição 3.3.1. Sejam 𝑄 = (𝑎0, . . . , 𝑎𝑛) um conjunto ordenado de inteiros positivos,
𝜎 ∈ 𝑆𝑛+1 uma permutação, 𝑘 > 0 um inteiro positivo, 𝐼𝑛 = {0, . . . , 𝑛} e 𝐼 = {𝑖0 < . . . <
𝑖𝑚} ⊂ 𝐼𝑛. Definimos
1. 𝜎(𝑄) = (𝑎𝜎(0), . . . , 𝑎𝜎(𝑛));
2. 𝑘𝑄 = (𝑘𝑎𝑜, . . . , 𝑘𝑎𝑛+1);
3. 𝑄𝐼 = (𝑎𝑖0 , . . . , 𝑎𝑖𝑚);
4. P(𝑄)𝐼 = {[𝑧0, . . . , 𝑧𝑛] ∈ P(𝑄); 𝑧𝑗 = 0 se 𝑗 /∈ 𝐼}.
Proposição 3.3.2. 1. P(𝑄) e P(𝜎(𝑄)) são isomorfos;
2. P(𝑄) e P(𝑘𝑄) são homeomorfos; em particular, P(𝑄) é homeomorfo a P(𝑄/mdc(𝑄));
3. Existe em P(𝑄)𝐼 uma estrutura de suborbifold de P(𝑄) isomorfa a P(𝑄𝐼);
4. P(𝑄) e P
𝑛
𝜇𝑎0 × · · · × 𝜇𝑎𝑛
são homeomorfos.
Demonstração. 1. Definimos ℱ𝜎 = (𝑓𝜎, { ̃︀𝑓𝑖}, {𝜅𝑥}) : P(𝑄)→ P(𝜎(𝑄)) por:
𝑓𝜎[𝑧0, . . . , 𝑧𝑛]𝑄 = [𝑧𝜎(0), . . . , 𝑧𝜎(𝑛)]𝜎(𝑄)̃︀𝑓𝑖(𝑧0, . . . , 𝑧𝑛) = (𝑧𝜎(0), . . . , 𝑧𝜎(𝑛))
𝜅𝑥 = Id𝐺𝑥 ,
em que, para cada 𝑖 = 0, . . . , 𝑛, ̃︀𝑓𝑖 : ̃︀𝑈𝑖 → ̃︀𝑈𝜎(𝑖) ( ̃︀𝑈𝑖 é o domínio das cartas do espaço
projetivo com pesos como definido na Seção 2.1). Sobre cada [𝑧] ∈ P(𝑄), 𝑓 pode
ser levantada por pelo menos uma destas funções.
Note que 𝑓𝜎 está bem definida: sejam [𝑧0, . . . , 𝑧𝑛]𝑄 e [𝑤0, . . . , 𝑤𝑛]𝑄 representantes
da mesma classe em P(𝑄). Então existe 𝜆 ∈ C − {0} tal que 𝑧𝑖 = 𝜆𝑎𝑖𝑤𝑖 para
cada 𝑖 = 0, . . . , 𝑛 + 1. Logo, 𝑧𝜎(𝑖) = 𝜆𝑎𝜎(𝑖)𝑤𝜎(𝑖) para cada 𝑖 = 0, . . . , 𝑛. Então
[𝑧𝜎(0), . . . , 𝑧𝜎(𝑛)]𝜎(𝑄) = [𝑤𝜎(0), . . . , 𝑤𝜎(𝑛)]𝜎(𝑄).
Além, disso, temos que 𝑓Id𝑆𝑛+1 = IdP(𝑄) e 𝑓𝜎 ∘ 𝑓𝜏 = 𝑓𝜎∘𝜏 , de forma que para todo
𝜎 ∈ 𝑆𝑛+1, 𝑓𝜎 é inversível e (𝑓𝜎)−1 = 𝑓𝜎−1 .
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Note que 𝑓𝜎 ∘ 𝜋𝑖 = 𝜋𝜎(𝑖) ∘ ̃︀𝑓𝜎. Por fim, dado 𝜁 ∈ 𝜇𝑎𝑖 ,
̃︀𝑓𝑖(𝜁 · (𝑧0, . . . , 𝑧𝑛)) = ̃︀𝑓𝑖(𝜁𝑎0𝑧0, . . . , 𝜁𝑎𝑛𝑧𝑛)
= (𝜁𝜎(0)𝑧𝜎(0), . . . , 𝜁𝜎(𝑛)𝑧𝜎(𝑛))
= 𝜁 · (𝑧𝜎(0), . . . , 𝑧𝜎(𝑛))
= 𝜁 · 𝑓𝜎(𝑧0, . . . , 𝑧𝑛).
Como 𝑓𝜎 é homeomorfismo, ̃︀𝑓𝑖 é difeomorfismo e 𝜅𝑥 é isomorfismo, concluímos que
ℱ é isomorfismo de orbifolds.
2. Definimos:
𝑓𝑘:P(𝑄) P(𝑘𝑄)
[𝑧0, . . . , 𝑧𝑛]𝑄 [𝑧0, . . . , 𝑧𝑛]𝑘𝑄
.
𝑓𝑘 também está bem definida: sejam [𝑧0, . . . , 𝑧𝑛]𝑄 e [𝑤0, . . . , 𝑤𝑛]𝑄 representantes da
mesma classe em P(𝑄). Então existe 𝜆 ∈ C − {0} tal que 𝑧𝑖 = 𝜆𝑎𝑖𝑤𝑖 para cada
𝑖 = 0, . . . , 𝑛 + 1. Sabemos que existe 𝛼 ∈ C − {0} tal que 𝛼𝑘 = 𝜆. Com isso, para
cada 𝑖 = 0, . . . , 𝑛 vale que 𝑧𝑖 = 𝛼𝑘𝑎𝑖𝑤𝑖, ou seja, [𝑧0, . . . , 𝑧𝑛]𝑘𝑄 = [𝑤0, . . . , 𝑤𝑛]𝑘𝑄.
Por outro lado, se [𝑧0, . . . , 𝑧𝑛]𝑘𝑄 = [𝑤0, . . . , 𝑤𝑛]𝑘𝑄, temos que existe 𝜆 ∈ C − {0}
tal que para todo 𝑖 = 0, . . . , 𝑛 + 1, 𝑧𝑖 = 𝜆𝑘𝑎𝑖𝑤𝑖. Logo, para todo 𝑖 = 0, . . . , 𝑛 + 1
vale que 𝑧𝑖 = (𝜆𝑘)𝑎𝑖𝑤𝑖. Então [𝑧0, . . . , 𝑧𝑛]𝑄 = [𝑤0, . . . , 𝑤𝑛]𝑄, por onde concluímos a
injetividade de 𝑓𝑘.
A sobrejetividade de 𝑓𝑘 é clara.
Considere também
𝑔𝑘:P(𝑘𝑄) P(𝑄)
[𝑧0, . . . , 𝑧𝑛]𝑘𝑄 [𝑧0, . . . , 𝑧𝑛]𝑄
.
A prova de que 𝑓𝑘 é injetora nos mostra que 𝑔𝑘 está bem definida, e a prova de que
𝑓𝑘 está bem definida mostra que 𝑔𝑘 é injetora. A sobrejetividade de 𝑔𝑘 também é
clara.
Pela continuidade de 𝑓𝑘 e 𝑔𝑘, temos que P(𝑄) e P(𝑘𝑄) são homeomorfos. Observe,
porém, que suas estruturas de orbifold associadas não são isomorfas se 𝑘 > 1 pois
os grupos locais em cada ponto não são isomorfos. Por exemplo, para o ponto 𝑒𝑖,
seu grupo local é 𝜇𝑎𝑖 em P(𝑄) e é 𝜇𝑘𝑎𝑖 em P(𝑘𝑄).











é um homeomorfismo entre os espaços topológicos P(𝑄𝐼) e P(𝑄)𝐼 . Logo, o atlas 𝒜𝑄𝐼
de P(𝑄𝐼) induz um atlas 𝒰 em P(𝑄)𝐼 : em cada carta ( ̃︀𝑈,𝐺, 𝜑) de 𝒜𝑄𝐼 , ( ̃︀𝑈,𝐺, 𝑓𝐼 ∘𝜑)
é uma carta para P(𝑄)𝐼 .
Para cada 𝑗 = 0, . . . ,𝑚, tomemos as cartas ( ̃︀𝑈𝑗, 𝜇𝑎𝑖𝑗 , 𝜋𝑗) ∈ 𝒜𝑄𝐼 e ( ̃︀𝑈𝑖𝑗 , 𝜇𝑎𝑖𝑗 , 𝜋𝑖𝑗) ∈ 𝒜𝑄





é um mergulho de ̃︀𝑈𝑗 e ̃︀𝑈𝑖𝑗 . Logo, ( ̃︀𝑓𝑗, Id𝜇𝑎𝑖𝑗 ) é uma injeção entre estas cartas.
4. Considere a função
𝑓𝑄:P𝑛 P(𝑄)
[𝑧0, . . . , 𝑧𝑛] [𝑧𝑎00 , . . . , 𝑧𝑎𝑛𝑛 ]𝑄
.
Esta função está bem definida. De fato, sejam [𝑧0, . . . , 𝑧𝑛] e [𝑤0, . . . , 𝑤𝑛] represen-





𝑗 , ou seja, [𝑧𝑎00 , . . . , 𝑧𝑎𝑛𝑛 ]𝑄 = [𝑤𝑎00 , . . . , 𝑤𝑎𝑛𝑛 ]𝑄. Por outro lado, note que se
[𝑧0, . . . , 𝑧𝑛] e [𝑤0, . . . , 𝑤𝑛] têm mesma imagem por esta função, então existe 𝜆 ∈ C*
tal que para cada coordenada 𝑗 não-nula:
𝑧
𝑎𝑗
𝑗 = (𝜆𝑤𝑗)𝑎𝑗 .
Isso implica que para cada um destes índices 𝑗 existe 𝜁 ∈ 𝜇𝑎𝑗 tal que
𝑧𝑗 = 𝜁(𝜆𝑤𝑗),
ou seja, [𝑧0, . . . , 𝑧𝑛] e [𝑤0, . . . , 𝑤𝑛] estão na mesma órbita da ação
𝜇𝑄 × P𝑛 P𝑛
(𝜁𝑎0 , . . . , 𝜁𝑎𝑛), [𝑧0, . . . , 𝑧𝑛] [𝜁𝑎0𝑧0, . . . , 𝜁𝑎𝑛𝑧𝑛]
,
em que 𝜇𝑄 = 𝜇𝑎0 × · · · × 𝜇𝑎𝑛 . Isso nos fornece um homeomorfismo entre os espaços
topológicos P
𝑛
𝜇𝑎0 × · · · × 𝜇𝑎𝑛
e P(𝑄).
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Como consequência do homeomorfismo P(𝑄) ≈ P
𝑛
𝜇𝑎0 × · · · × 𝜇𝑎𝑛
temos o seguinte co-
rolário:
Corolário 3.3.3. Se 𝑅 é um corpo de característica 0, então:
𝐻𝑑(P(𝑄), 𝑅) =
⎧⎨⎩ 𝑅, 𝑑 = 0, 2, . . . , 2(#𝑄− 1){0}, caso contrário .
Demonstração. Segue do isomorfismo entre 𝐻𝑑(𝑋/𝐺,𝑅) e 𝐻𝑑(𝑋,𝑅)𝐺 se 𝐺 é um grupo
finito agindo em um espaço topológico 𝑋. (ver, e.g., [1] ou [6]).
3.4 Cohomologias orbifold dos espaços projetivos com
pesos
Note que nos espaços projetivos com pesos os grupos locais são todos subgrupos de
𝑆1. Como esses grupos são abelianos, as classes de conjugação têm apenas um elemento.
Mais ainda, existe monomorfismo de 𝜇𝑚1 em 𝜇𝑚2 se e somente se 𝑚1 divide 𝑚2. Isso
implica que o conjunto de equivalência das classes de conjugação é 𝑆𝑄 =
⋃︀𝑛
𝑖=0 𝜇𝑎𝑖 .
3.4.1 Números de mudança de grau
Em cada carta ( ̃︀𝑈𝑘, 𝜇𝑎𝑘 , 𝜋𝑘) de P(𝑄) temos que a ação é dada por
𝜁 · (𝑧0, . . . , 𝑧𝑛) = (𝜁𝑎0𝑧0, . . . , 𝜁𝑎𝑛𝑧𝑛).
Logo, para cada 𝜁𝑗,𝑎𝑘 = 𝑒2𝜋𝑖𝑗/𝑎𝑘 ∈ 𝜇𝑎𝑘 , com 0 ≤ 𝑗 < 𝑎𝑘,
𝐷𝜁𝑗,𝑎𝑘 = diag(𝑒2𝜋𝑖𝑗𝑎0/𝑎𝑘 , . . . , 𝑒2𝜋𝑖𝑗𝑎𝑛/𝑎𝑘).





em que frac(𝑥) denota a parte fracionária de 𝑥.
3.4.2 Setores torcidos
Proposição 3.4.1. Para cada 𝜁 ∈ 𝑆𝑄, seja 𝐼(𝜁) = {𝑖 ∈ 𝐼𝑛; 𝜁𝑎𝑖 = 1}. Então o setor
P(𝑄)(𝜁) é homeomorfo a P(𝑄)𝐼(𝜁), se #𝐼(𝜁) > 1 e a {𝑝𝑡} se #𝐼(𝜁) = 1.
Demonstração. Consideremos primeiro o caso #𝐼(𝜁) > 1. Definimos a aplicação
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P(𝑄)(𝜁) P(𝑄)𝐼(𝜁)
([𝑧] , (𝜁)) [𝑧]
.
Note que esta função está bem definida: se 𝜁 ∈ 𝐺𝑧, então 𝜁 ·𝑧 = 𝑧, ou seja, 𝑧𝑖 = 𝜁𝑎𝑖𝑧𝑖 para
cada 𝑖 = 0, . . . 𝑛. Se 𝑖 /∈ 𝐼(𝜁), então 𝜁𝑎𝑖 ̸= 1 e necessariamente 𝑧𝑖 = 0. Logo [𝑧] ∈ P(𝑄)(𝜁).
Para mostrar a sobrejetividade, considere [𝑧] ∈ P(𝑄)𝐼(𝜁). Então para todo 𝑖 ∈ 𝐼(𝜁),
𝜁𝑎𝑖 = 1, o que implica que 𝑧𝑖 = 𝜁𝑎𝑖𝑧𝑖. E para 𝑖 /∈ 𝐼(𝜁), vale que 𝑧𝑖 = 0. Em particular,
𝑧𝑖 = 𝜁𝑎𝑖𝑧𝑖. Logo, 𝑧 = 𝜁 ·𝑧. Concluímos que 𝜁 ∈ 𝐺𝑧, ou seja, ([𝑧], 𝜁) ∈ P(𝑄)(𝜁) é pré-imagem
de [𝑧].
A injetividade é clara, assim como a continuidade da aplicação e de sua inversa [𝑧] ↦→
([𝑧], 𝜁).
Agora consideremos #𝐼(𝜁) = 1. Seja 𝑖 o (único) elemento de 𝐼(𝜁). Neste caso 𝜁 ̸= 1
(pois 𝐼(1) = 𝑄). Assim, temos que (𝑒𝑖, (𝜁)) ∈ P(𝑄)(𝜁). Suponha que exista [𝑧] ̸= 𝑒𝑖
em P(𝑄)(𝜁). Isso implica que existe pelo menos outro índice 𝑗 ̸= 𝑖 tal que a 𝑗-ésima
coordenada de [𝑧] é diferente de 0. Pelos cálculos feitos na seção 3.2, isso implica que
𝜁 ∈ 𝜇𝑎𝑗 , ou seja, 𝑗 ∈ 𝐼(𝜁), o que contradiz a hipótese de que 𝐼(𝜁) = {𝑖}. Concluímos que
P(𝑄)(𝜁) = {(𝑒𝑖, (𝜁))}.
3.5 Caracterização da cohomologia orbifold dos es-
paços projetivos com pesos
Com o que vimos até agora neste capítulo podemos enunciar a seguinte proposição






Corolário 3.5.2. Seja 𝜁 ∈ 𝑆𝑄. Os valores de 𝑑 para que 𝐻𝑑−2𝜄(𝜁)(P(𝑄)(𝜁)) = C são:
2(𝑘 + 𝜄(𝜁)), com 𝑘 ∈ {0, . . . ,#𝐼(𝜁)− 1}.
Demonstração. Segue da Proposição 3.3.3, da Proposição 3.5.1 e do fato que
dimP(𝑄)(𝜁) = #𝐼(𝜁)− 1.
Corolário 3.5.3. dim(𝐻𝑜𝑟𝑏(P(𝑄))) = 𝑎0 + . . .+ 𝑎𝑛.
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= 𝑎0 + . . .+ 𝑎𝑛.
Para o último passo, note que 𝐼(𝜁) = {𝑖 ∈ 𝐼𝑛; 𝜁 ∈ 𝜇𝑎𝑖}, ou seja, esta soma está calculando
a quantidade de elementos de ⨆︀𝜇𝑎𝑖 .
Corolário 3.5.4. dim(𝐻𝑜𝑟𝑏(P(𝑘𝑄))) = 𝑘 · dim(𝐻𝑜𝑟𝑏(P(𝑄))).
3.5.1 P(1, . . . , 1) = P𝑛 (Espaço projetivo usual)
Como P𝑛 é uma variedade, de acordo com o Exemplo 2.3.2 a cohomologia orbifold
coincide com a cohomologia singular, isto é:
𝑑 𝐻𝑑𝑜𝑟𝑏(P𝑛) 𝑏𝑑𝑜𝑟𝑏
0, 2, . . . , 2𝑛 𝐻𝑑(P𝑛) 1
outros {0} 0
.
3.5.2 P(𝑚, . . . ,𝑚)
Note que este orbifold é obtido do espaço projetivo usual acrescentando o grupo 𝜇𝑚
em cada carta agindo de forma trivial, ou seja tomando o quociente de P𝑛 por 𝜇𝑚 com a
ação trivial. De acordo com o Exemplo 2.3.3, temos
𝐻𝑑𝑜𝑟𝑏(P(𝑚, . . . ,𝑚)) =
𝑚⨁︁
𝑗=1




em que 𝑛 = dimP(𝑚, . . . ,𝑚). Mais especificamente:
𝑑 𝐻𝑑𝑜𝑟𝑏(P(𝑚, . . . ,𝑚)) 𝑏𝑑𝑜𝑟𝑏
0, 2 . . . , 2𝑛 ⨁︀𝑚𝑗=1𝐻𝑑(P(𝑚, . . . ,𝑚)) 𝑚
outros {0} 0
3.5.3 P(1,𝑚)
Este orbifold, conhecido por lágrima de Thurston, tem apenas uma singularidade, que
é o ponto 𝑦 = [0, 1], com grupo local 𝜇𝑚. Temos que 𝑆(1,𝑚) = 𝜇𝑚. Para cada 0 ≤ 𝑗 < 𝑚,
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temos, de acordo com a Seção 3.4.1,
𝜄(𝑒2𝜋𝑖𝑗/𝑚) = frac(𝑗/𝑚) + frac(𝑗𝑚/𝑚) = 𝑗/𝑚.
Também, de acordo com a Proposição 3.4.1,
P(1,𝑚)(𝑒2𝜋𝑖𝑗/𝑚) =













em que < 𝑗 < 𝑚− 1.
3.5.4 P(𝑑1, 𝑑2)
Consideramos primeiro o caso em que 𝑑1 e 𝑑2 são relativamente primos. Para cada
0 ≤ 𝑗 < 𝑑1, temos de acordo com a Seção 3.4.1:
𝜄(𝑒2𝜋𝑖𝑗/𝑑1 ) = frac(𝑗𝑑1/𝑑1) + frac(𝑗𝑑2/𝑑1) = frac(𝑗𝑑2/𝑑1) = 𝑘/𝑑1,
para algum 0 ≤ 𝑘 < 𝑑1. Analogamente, para 0 ≤ 𝑗 < 𝑑2, temos:
𝜄(𝑒2𝜋𝑖𝑗/𝑑2 ) = frac(𝑗𝑑1/𝑑2) + frac(𝑗𝑑2/𝑑2) = frac(𝑗𝑑1/𝑑2) = 𝑘/𝑑2,
para algum 0 ≤ 𝑘 < 𝑑2. Além disso, como 𝑑1 e 𝑑2 são coprimos, 𝑔𝑘 ↦→ 𝑗𝑘 é bijeção de 𝐺𝑥
em {0, . . . , 𝑑1 − 1} e 𝑔𝑙 ↦→ 𝑗𝑙 é bijeção de 𝐺𝑦 em {0, . . . , 𝑑2 − 1}.
Para os setores, de acordo com a Proposição 3.4.1, temos:
P(𝑑1, 𝑑2)(𝑔) =
⎧⎨⎩ P(𝑑2, 𝑑2), 𝑔 = 1{pt}, 𝑔 ∈ 𝑆(𝑑1,𝑑2) − {1} .
Logo,








As cohomologias não triviais são:
𝑑 𝐻𝑑𝑜𝑟𝑏(P(𝑑1, 𝑑2)) 𝑏𝑑𝑜𝑟𝑏
0 𝐻0(P(𝑑1, 𝑑2)) 1
2 𝐻2(P(𝑑1, 𝑑2)) 1
2𝑗/𝑑1 𝐻0({pt}) 1
2𝑗/𝑑2 𝐻0({pt}) 1
Agora analisamos o caso em que 𝑐 = mdc(𝑑1, 𝑑2) > 1. Sejam 𝑐1 e 𝑐2 tais que 𝑑1 = 𝑐𝑐1
e 𝑑2 = 𝑐𝑐2. É claro que mdc(𝑐1, 𝑐2) = 1. Agora calculamos os números de mudança de
grau. Para 0 ≤ 𝑗 < 𝑑1, temos
𝜄(𝑒2𝜋𝑖𝑗/𝑑1 ) = frac(𝑗𝑑1/𝑑1) + frac(𝑗𝑑2/𝑑1) = frac(𝑗𝑐2/𝑐1) = 𝑘/𝑐1,
para algum 0 ≤ 𝑘 < 𝑐1. Para 0 ≤ 𝑗 < 𝑑2,
𝜄(𝑒2𝜋𝑖𝑗/𝑑2 ) = frac(𝑗𝑑1/𝑑2) + frac(𝑗𝑑2/𝑑2) = frac(𝑗𝑐1/𝑐2) = 𝑘/𝑐2,
para algum 0 ≤ 𝑘 < 𝑐2. Com isso,
𝜄(𝑔) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, 𝑔 ∈ 𝜇𝑐
𝑗/𝑐1, para algum 0 < 𝑗 < 𝑐1, 𝑔 ∈ 𝜇𝑑1 − 𝜇𝑑2
















Com isso, as cohomologias não triviais são:
𝑑 𝐻𝑑𝑜𝑟𝑏(P(𝑑1, 𝑑2)) 𝑏𝑑𝑜𝑟𝑏
0 ⨁︀𝑑𝑗=1𝐻0(P(𝑑1, 𝑑2)) 𝑐
2 ⨁︀𝑑𝑗=1𝐻2(P(𝑑1, 𝑑2)) 𝑐
2𝑗/𝑐1 𝐻0({pt}) 1
2𝑘/𝑐2 𝐻0({pt}) 1
em que 0 < 𝑗 < 𝑐1 − 1 e 0 < 𝑘 < 𝑐2 − 1.
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3.5.5 P(1, 2, 4)
Calculamos primeiro os números de mudança de grau:
𝜄(𝑒2𝜋𝑖1/4) = frac(1/4) + frac(2/4) + frac(4/4) = 3/4,
𝜄(𝑒2𝜋𝑖1/2) = frac(1/2) + frac(2/2) + frac(4/2) = 1/2,
𝜄(𝑒2𝜋𝑖3/4) = frac(3/4) + frac(6/4) + frac(12/4) = 5/4,
e, como sabemos, 𝜄(1) = 0. Resumindo:
𝜄(𝑔) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0, 𝑔 = 0
1/2, 𝑔 = −1
3/4, 𝑔 = 𝑖
5/4, 𝑔 = −𝑖
.
Os setores torcidos são:
P(1, 2, 4)(𝑔) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
P(1, 2, 4), 𝑔 = 1
P(2, 4), 𝑔 = −1
{pt}, 𝑔 = ±𝑖
.
Com isso, temos
𝐻𝑑𝑜𝑟𝑏(P(1, 2, 4)) = 𝐻𝑑(P(1, 2, 4))⊕𝐻𝑑−1(P(2, 4))⊕𝐻𝑑−3/2({pt})⊕𝐻𝑑−5/2({pt}).
Logo, as cohomologias não triviais são:
𝑑 𝐻𝑑𝑜𝑟𝑏(P(1, 2, 4)) 𝑏𝑑𝑜𝑟𝑏
0 𝐻0(P(1, 2, 4)) 1
1 𝐻0(P(2, 4)) 1
2 𝐻2(P(1, 2, 4)) 1
3 𝐻2(P(2, 4)) 1
4 𝐻4(P(1, 2, 4)) 1
3/2 𝐻0({pt}) 1
5/2 𝐻0({pt}) 1
Para os demais valores de 𝑑, temos que 𝐻𝑑(P(1, 2, 4)) = {0}.
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3.5.6 P(1, 2, 3, 6)
Os números de mudança de grau são
𝜄(𝑔) =
⎧⎨⎩ 2, 𝑔 = 𝑔51, caso contrário .
E os setores:
P(1, 2, 3, 6)(𝑔) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
P(1, 2, 3, 6), 𝑔 = 𝑔0
{pt}, 𝑔 = 𝑔1 ou 𝑔 = 𝑔5
P(2, 6), 𝑔 = 𝑔3
P(3, 6), 𝑔 = 𝑔2 ou 𝑔 = 𝑔4
,
em que 𝑔𝑗 = 𝑒2𝜋𝑖𝑗/6.
Com isso, temos
𝐻2𝑜𝑟𝑏(P(1, 2, 3, 6)) = 𝐻𝑑(P(1, 2, 3, 6))⊕𝐻𝑑−2({pt})⊕𝐻𝑑−2(P(3, 6))
⊕𝐻𝑑−2(P(2, 6))⊕𝐻𝑑−2(3, 6)⊕𝐻𝑑−4({pt})
As cohomologias não triviais são
𝑑 𝐻𝑑𝑜𝑟𝑏(P(1, 2, 3, 6)) 𝑏𝑑𝑜𝑟𝑏
0 𝐻0(P(1, 2, 3, 6)) 1
2 𝐻2(P(1, 2, 3, 6))⊕𝐻0({pt})⊕𝐻0(P(3, 6))⊕𝐻0(P(2, 6))⊕𝐻0(P(3, 6)) 5
4 𝐻4(P(1, 2, 3, 6))⊕𝐻2(P(3, 6))⊕𝐻2(P(2, 6))⊕𝐻2(P(3, 6))⊕𝐻0({pt}) 5
6 𝐻6(P(1, 2, 3, 6)) 1
3.5.7 P(1, 2, 2, 3, 3, 3)
Os números de mudança de grau são
𝜄(𝑔) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0, 𝑔 = 1
2, 𝑔 = −1
5/3, 𝑔 = 𝑒2𝜋𝑖1/3
4/3, 𝑔 = 𝑒2𝜋𝑖2/3
.
E os setores são:
P(1, 2, 2, 3, 3, 3)(𝑔) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
P(1, 2, 2, 3, 3, 3), 𝑔 = 1
P(2, 2), 𝑔 = −1




𝐻𝑑𝑜𝑟𝑏(P(1, 2, 2, 3, 3, 3)) = 𝐻𝑑(P(1, 2, 2, 3, 3, 3))⊕𝐻𝑑−4(P(2, 2))
⊕𝐻𝑑−10/3(P(3, 3, 3))⊕𝐻𝑑−8/3(P(3, 3, 3)).
As cohomologias não triviais são:
𝑑 𝐻𝑑𝑜𝑟𝑏(P(1, 2, 2, 3, 3, 3)) 𝑏𝑑𝑜𝑟𝑏
0 𝐻0(P(1, 2, 2, 3, 3, 3)) 1
2 𝐻2(P(1, 2, 2, 3, 3, 3)) 1
4 𝐻4(P(1, 2, 2, 3, 3, 3))⊕𝐻0(P(2, 2)) 2
6 𝐻6(P(1, 2, 2, 3, 3, 3))⊕𝐻2(P(2, 2)) 2
8 𝐻8(P(1, 2, 2, 3, 3, 3)) 1
10 𝐻10(P(1, 2, 2, 3, 3, 3)) 1
𝑑 𝐻𝑑𝑜𝑟𝑏(P(1, 2, 2, 3, 3, 3)) 𝑏𝑑𝑜𝑟𝑏
8/3 𝐻0(P(3, 3, 3)) 1
10/3 𝐻0(P(3, 3, 3)) 1
14/3 𝐻2(P(3, 3, 3)) 1
16/3 𝐻2(P(3, 3, 3)) 1
20/3 𝐻4(P(3, 3, 3)) 1
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