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Abstract
Systems of orthogonal polynomials whose recurrence coefficients tend to infinity
are considered. A summability condition is imposed on the coefficients and the conse-
quences for the measure of orthogonality are discussed. Also discussed are asymptotics
for the polynomials.
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1 Introduction
Let {pn(x)}∞n=−1 be a system of polynomials satisfying the recurrence relations
an+1pn+1(x) + bnpn(x) + anpn−1(x) = xpn(x), p0(x) = 1, p−1(x) = 0, (1)
1
with an+1 > 0 and bn real for n = 0, 1, . . .. By a theorem of Farvard these polynomi-
als are orthonormal with respect to some positive probability measure supported on the
real line. There has been much work done on the asymptotics or spectral properties of
polynomials whose recurrence coefficients are unbounded [5, 6, 11, 17] and here we are
interested in the problem of constructing the orthogonality measure given the coefficients
in the recurrence formula. This problem for the bounded case has been an area of on-
goning intense investigation due to its connection to the discrete Schro¨dinger equation
[2, 4, 7, 8, 10, 12, 14, 15, 16, 18, 19, 20] and to the connection between the continuum limits of
the recurrence relations with varying recurrence coefficients and discrete integrable systems
[3, 13]. However with regard to the construction of the measure of orthogonality almost all
the results are for cases with bounded recurrence coefficients. Unfortunately many of the
techniques developed for the bounded case cannot be applied to the unbounded case. Careful
analysis of the work of Ma´te´-Nevai [15], Ma´te´-Nevai-Totik [16], and VanAssche-Geronimo
[20] for coefficients that are of bounded variation i.e.
∞∑
n=1
|an+1 − an|+ |bn − bn−1| <∞
with limits an → 12 and bn → 0 reveals that it is possible to modify these techniques
so that they apply to certain cases when the recurrence coefficients tend to infinity. For
bounded recurrence coefficients obeying the above criteria the absolutely continuous part of
the orthogonality measure is given by
duac =
2
π
√
1− x2dx
|ξ(x)|2∏∞n=1 |ζn|2(x) , (2)
where
ζn(x) :=
x− bn +
√
(x− bn)2 − 4a2n
2an
is the mapping function z = ζn(x) of C\(αn, βn) on C\{|z| ≤ 1} normalized as ζ(x)/x > 0
when x→∞ , and for ξ(x) we have the expressions
ξ(x) = 1 +
∞∑
k=1
{
1
ζk (x)
− ak/ak+1
ζk+1 (x)
}
pk−1(x)∏k
j=1 ζj(x)
,
2
or
ξ(x) = lim
n→∞
pn(x)− bnbn+1 pn−1(x)/ζn+1 (x)∏n
j=1 ζj (x)
,
An extension of this formula was used in [1] to show the connection between the limit of
varying recurrence coefficients and their corresponding orthogonality measure and an analog
of this formula for the unbounded case is necessary in order to extend the above results to
the unbounded case. This is done in the next section.
2 Unbounded Coefficients
We now consider the case when an > 0, n > 0 and bn real for n ≥ 0 tend in magnitude to
infinity when n tends to infinity i.e.
lim
n→∞
an =∞ and lim
n→∞
|bn| =∞.
Let ρ(z) = z +
√
z2 − 1, t1,n =
√
an
an+1
ρ
(
x−bn
2
√
anan+1
)
, and t2,n =
√
an
an+1
ρ
(
x−bn
2
√
anan+1
)−1
. We
also set ti,j = 1, i = 1, 2, j = −1, 0. Since ρ maps the exterior of [−1, 1] to the exterior of
the unit circle these functions are nonzero. Let
φn(x) = pn(x)− t2,npn−1(x), (3)
and
φ1n(z) = p
1
n(x)− t2,np1n−1(x)
where p1j j = 1, 2.. are the second kind polynomials of degree j − 1 (we take p10 = 0). Using
the recurrence formula for the orthogonal polynomials and (3) yields
φn+1 − t1,nφn = (t2,n − t2,n+1)pn. (4)
We consider the systems of recurrence coefficients given by
{
an0n , b
n0
n−1
}∞
n=1
, n0 = 1, 2, . . .
where
an0i =
{
ai i < n0
an0 i ≥ n0
and
bn0i =
{
bi i < n0
bn0 i ≥ n0
3
Let pn0i (x) be the polynomials constructed satisfying
an0i+1p
n0
i+1(x) + b
n0
i p
n0
i (x) + a
n0
i p
n0
i−1(x) = xp
n0
i (x) (5)
pn0−1(x) = 0, p
n0
0 (x) = 1. Set φ
n0
n0
= pn0n0 − ρ(
x−bn0
2an0
)−1pn0n0−1 and φ
n0,1
n0
= pn0,1n0 − ρ(
x−bn0
2an0
)−1pn0,1n0−1.
Then it is well known Geronimo and Case [7], Geronimo and Iliev [8], Geronimus [10], Nevai
[18] that the above polynomials are orthonormal with respect to a measure µn0 where µn0 is
given by
dµn0(x) =


√
4a2n0 − (x− bn0)2
2|φn0n0(x)|2a2n0π
dx x ∈ [bn0 − 2an0, bn0 + 2an0 ]
m(n0)∑
i=1
µn0i δ(x− xn0i )dx x elsewhere,
where
µn0i =
φn0,1n0 (x
n0
i )
dφ
n0
n0
(x
n0
i )
dx
.
Here xi is a zero of φ
n0
n0
for x ∈ R \ [an0 − 2bn0, an0 + 2bn0 ] all of which are real and simple.
The following Lemma is found in [8] and has a simple proof.
Lemma 1. Suppose that the moment problem is determinate then µn0(x) converge weakly to
µ(x) where µ(x) is the orthogonality measure associated with the polynomials {pi(x)}∞i=−1.
Proof It follows from equation (5) that the polynomials pn0i (x) = pi(x) for 0 ≤ i ≤ n0
so that the moments of the original system si and the perturbed system s
n0
i agree for 0 ≤
i ≤ 2n0. The result now follows from the fact that the moment problem is determinate. 
We now consider in more detail the properties of µ. Set C+ = {x ∈ C : ℑx ≥ 0}
Theorem 1. Suppose limn→∞ an = ∞, limn→∞ anan+1 = 1, limn→∞
(
bn
2an+1
)
= d 6= ±1,∑∞
n=1
∣∣∣ anan+1 − an+1an+2
∣∣∣ <∞, ∑∞n=1 ∣∣∣ 1an+1 − 1an
∣∣∣ <∞, and ∑∞n=0 ∣∣∣ bnan+1 − bn+1an+2
∣∣∣ <∞. Then
lim
n→∞
φn(x)∏n−1
i=1 t1,i
= g(x). (6)
where the convergence is uniform on compact subsets of C+. Thus g is continuous for ℑx ≥ 0
and analytic for ℑx > 0. The same holds for limn→∞ φ
1
n(x)∏n−1
i=2 t1,i
= g1(x)
4
Proof. Let K be a compact subset of C+. It follows from the first three hypotheses that for
every x in K there is an k0 such that for k ≥ k0,
ak
ak+1
√(
x− bk
2ak+1
)2
− ak
ak+1
6= 0 6= ak
ak+1
√(
x− bk−1
2ak−1
)2
− ak
ak−1
+
√(
x− bk+1
2ak+2
)2
− ak+1
ak+2
(7)
Consequently ∣∣∣∣t1,k+1 − akak+1 t−12,k−1
∣∣∣∣ ≤ O(ǫk + ǫk−1 + ǫk−2)
where
ǫi =
∣∣∣∣ 1ai+1 −
1
ai+2
∣∣∣∣ +
∣∣∣∣ aiai+1 −
ai+1
ai+2
∣∣∣∣+
∣∣∣∣ biai+1 −
bi+1
ai+2
∣∣∣∣ ,
for i > 0.
Let
G(k,m) =
{
0 k ≥ m∑m
i=k+1
(∏m
j=i+1 t1,j
)(∏i−1
j=k+1 t2,j
)
k < m,
(8)
and Gˆ(k,m) =
∏m
i=k t
−1
1,iG(k,m) for k > 0. Then from [20, p. 228].(
ak
ak+1
− ak+1
ak+2
t1,k
t2,k+1
)
Gˆ(k,m) = −1 + ak−1
ak
1
t1,m−1t1,m
R(k,m)
+
m−1∑
i=k+1
t2,i−1
{
t1,i+1 − ai
ai+1
t−12,i−1
}
R(k, i)Gˆ(i,m) (9)
where R(k,m) =
∏m−1
j=k+1 t2,j−1/t1,j . Since
√
aj+1
aj
|t2,j| ≤ 1 ≤
√
aj+1
aj
|t1,j| and
lim
k→∞
(
ak
ak+1
− ak+1
ak+2
t1,k
t2,k+1
)
= 1− ρ(−d)2
we see that for all x ∈ K there is a constant c and a k0 such that |R(k,m)| < c for k ≥ k0.
Also for k0 large enough there is an r > 0 such that
∣∣∣ ak
ak+1
− ak+1
ak+2
t1,k
t2,k+1
∣∣∣ > r for all k ≥ k0.
Thus Picard iteration gives |Gˆ(k,m)| ≤ c1 exp {D
∑m
i=k ǫi} for k ≥ k0.
Since G(k,m) satisfies the relation
ak+1
ak+2
G(k + 1, m) +G(k − 1, m)− (t1,k+1 + t2,k)G(k,m) = δk,m
[20, eq. (3.2)] after multiplication by
∏m
i=k t
−1
1,k this relation allows the computation of Gˆ(i,m), i =
−1, 0 so the above bound may be extended by induction to −1 ≤ k < k0.
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The polynomials {pn(x)}∞m=0 satisfy the relation [20, eq. (3.5)]
pˆm(x) = Gˆ(−1, m) +
m−1∑
k=0
t1,k(t1,k − t1,k+1)pˆk(x)Gˆ(k,m), (10)
where φˆn(z) =
(∏n−1
i=1 t
−1
1,i
)
φn(z). Using the above bound on G(k,m) k = −1, . . . , m− 1 and
Picard iteration yields ([20, eq. (3.10)])
|pˆm(x)| ≤ A exp
{
B
m∑
k=1
|t1,k − t1,k+1|
}
≤ A exp
{
B˜
m∑
k=1
ǫk
}
, (11)
where the constant A, B and B˜ may be chosen uniformly for x ∈ K. Finally from equation (4)
we find
φˆn+1(z)− φˆn(z) = (t2,n − t2,n+1)pˆn(z), (12)
where φˆn(z) =
(∏n−1
i=1 t
−1
1,i
)
φn(z). Thus φˆn(z)− φˆm(z) =
∑n−1
i=m(t2,i− t2,i+1)pˆj(z). The bound
(11) can now be used to obtain
|φˆn(z)− φˆm(z)| ≤ O
(
n∑
i=m
ǫi
)
. (13)
Thus {φˆn(z)} is a Cauchy sequence in every compact subset K ⊂ C+ which gives the uniform
convergence. Since each ti,n, i = 1, 2 n = 1, 2.. is continuous for ℑx ≥ 0 and analytic for
ℑx > 0 the continuity and analyticity properties of g follow. An analogous argument gives
the result for φˆ1n.
Lemma 2. Suppose the hypothesis of Theorem 1 hold with |d| > 1. Then for each compact
set K ⊂ C there exits and N such that ∏Ni=1 t1,ig(x) is analytic for x ∈ K. The same is true
for
∏N
i=2 t1,ig
1(x).
Proof. If d > 1 then for each compact set K ⊂ C there exists an N such for every x ∈
K, ℜ(x) < bN − 2aN . Thus for n ≥ N, ti,n are analytic for x ∈ K so the result follows from
Theorem 1. A similar argument can be used for d < −1. The result for∏Ni=2 t1,ig1(x) follows
as above.
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Theorem 2. Suppose the hypotheses of Theorem 1 hold and d 6= ±1. Suppose that the
moment problem associated with the recurrence coefficients {an+1, bn}∞n=0 is determinate. If
|d| < 1 then µ(x) is absolutely continuous and
µ′(x) =
1
a1π
√
1− d2
|g(x)|2∏∞n=1 |t˜1,n|2 . x ∈ R
If |d| > 1 then µ is purely discrete with,
dµ =
∞∑
i=0
µiδ(x− xi)dx,
where
µi =
g1(xi)
t1,1(xi)
dg(xi)
dx
,
and xi are the real zeros of g(x). Here t˜1,n = ρ
(
x−bn
2
√
anan+1
)
and t1,1(xi) = limy→0 t1,1(xi+ iy).
Proof. From the definition of φn0n0 we see that φn0 = φ
n0
n0
+ (ρ(
x−bn0
2an0
)−1 − t2,n0)pn0−1. Thus
Theorem 1 implies that φˆn0n0 =
∏n0−1
i=1 t1,iφ
n0
n0
converges uniformly on compact subsets of C+
to g. For |d| < 1 it follows that for each compact subset K ⊂ R there exists an N , such that
for all n > N , |t˜1,n| = 1. Since for large enough n0, K ⊂ [b(n0)− 2a(n0), b(n0) + 2a(n0)] we
see that if n0 is also greater than N
dµn0ac (x) =
√
1−
(
x−bn0
2an0
)2
|φˆn0n0(x)|2an0π
∏n0−1
i=1 |t˜1,i|2 a1an0
dx
=
1
πa1
√
1−
(
x−bn0
2an0
)2
|φˆn0n0(x)|2
∏n0−1
i=1 |t˜1,i|2
dx.
Now from Theorem (1) and Lemma (1b)
lim
n0→∞
1
πa1
√
1−
(
x−bn0
2an0
)2
|φˆn0n0(x)|2
∏n0−1
i=1 |t˜1,i|2
=
1
πa1
√
1− d2
g(x)
∏∞
i=1 |t˜1,i|2
where the convergence is uniform on compact subsets ofR. Note that
∏∞
i=1 |t˜1,i|2 =
∏N
i=1 |t˜1,i|2
for x ∈ K which gives the result for |d| < 1. We now consider |d| > 1. Since the zeros of φn0n0
are real and simple it follows from Theorem 1, Lemma 2, and Rouche’s theorem that the
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zeros of g are real and simple. The weak convergence of µn0 shows that µ is purely discrete
and from Theorem 1 and Lemma 2 we find
lim
n0→∞
µn0i = lim
n0→∞
φ1,n0n0 (x
n0
i )
dφ
n0
n0
(x
n0
i )
dx
= lim
n0→∞
φˆ1,n0n0 (x
n0
i )
t1,1(x
n0
i )
dφˆ
n0
n0
(x
n0
i )
dx
=
g1(xi)
t1,1(xi)
dg(xi)
dx
,
which gives the result.
The above results allow us to obtain asymptotics for the orthogonal polynomials in an
analogous manner to some of those obtained in Ma´te´-Nevai-Totik [16].
Theorem 3. Suppose the hypotheses of Theorem 1 hold, If |d| < 1 and K is a compact
subset of the real line then there exist an N so that
√
an+1
√(
1− ( x− bn+1
2
√
an+2an+1
)2
)
µ′(x)pn(x) =
√√
1− d2
π
sin
( n∑
k=1
arg t1,k + arg g(x)
)
(14)
+O(
∞∑
k=n+1
ǫk) (15)
for all n ≥ N uniformly for x ∈ K. If |d| > 1 or |d| < 1 and K is a compact subset of
ℑx > 0 then
(pn(x)− t2,npn−1(x))∏n−1
i=1 t1,i
= g(x) +O(
∞∑
k=n
ǫk), (16)
uniformly for x ∈ K. For |d| > 1 this is also true for K ⊂ C \ supp(µ)
Proof. Multiplication of equation (3) by 1∏n−1
i=1 t1,i
then using equation (13) and Theorem 1
yields
pn(x)− t2,npn−1(x)∏n−1
i=1 t1,i
= g(x) +O(
∞∑
k=n
ǫk). (17)
This gives the result for K ∈ ℑx > 0. For |d| > 1 and K ⊂ C \ supp(µ) the result follows
from Lemma 2. If K is a compact subset of the real line and |d| < 1 then for large enough
n, K ⊂ [bn − 2an, bn + 2an] so taking the imaginary part of the above equation yields√
an
a1
√
1− ( x− bn
2
√
an+1an
)2pn−1(x) = |g(x)|
n−1∏
i=1
|t˜1,i| sin
( n−1∑
k=1
arg t1,k + arg g(x)
)
+O(
∞∑
k=n
ǫk).
The use of Theorem 2 implies equation (14).
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