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Resumen
Realizar una búsqueda secuencial de elementos
específicos sobre grandes volúmenes de informa-
ción no es una aproximación apropiada. Esto se de-
be a que los tiempos de respuesta obtenidos no se
adecuan a la exigencia de los usuarios. Una forma
de abordar la problemática previamente menciona-
da consiste en aprovechar los avances de la tecno-
logía, en lo que a software y hardware se refiere, para
elaborar e implementar nuevos algoritmos que reali-
cen búsquedas más eficientes, como lo son las bús-
quedas por similitud paralelas. Llevar a cabo la ta-
rea antes mencionada no es fácil debido a que im-
plica: i) El estudio de diferentes estructuras de da-
tos que puedan ser paralelizables, ii) La selección de
un modelo de computación paralela que posea una
infraestructura que facilite la tarea del programador
y iii) La elaboración de algoritmos que utilicen efi-
cientemente las estructura de datos elegidas y que
aprovechen al máximo las capacidades del modelo
de computación paralela seleccionado y su infraes-
tructura asociada. En este artículo se describe una
línea de investigación que aborda las temáticas pre-
viamente mencionadas y cuyo principal objetivo es:
La elaboración de algoritmos de búsqueda por si-
militud paralelos, basados en estructuras de indexa-
ción eficientes, cuya eficiencia escala en forma lineal
respecto del número de procesadores disponibles en
redes de tamañomoderado.
Palabras clave: Watershed, Filter-Stream, Mode-
los de Computación paralela, D-Index, Búsquedas
por Similitud.
1. Contexto
La línea de investigación descrita en este traba-
jo se encuentra enmarcada en el contexto de dos
proyectos de investigación. El primero, denomina-
do “Ingeniería del Software: Aspectos de Alta Comple-
jidad Sensibilidad en el Ejercicio de la Profesión de
Ingeniero de Software", se desarrolla en la Universi-
dad Nacional de San Luis. Dicho proyecto, es reco-
nocido por el programa de incentivos y es la conti-
nuación de diferentes proyectos de investigación de
gran éxito a nivel nacional e internacional. El segun-
do, llamado “Proyecto de co-tutela CAFP-BA 004/08"
se lleva a cabo en la Universidad Nacional de San
Luis - Argentina y en la Universidade Federal de Mi-
nas Gerais, Belo Horizonte - Brasil. Este proyecto
fue aprobado por la Secretaría de Políticas Univer-
sitarias (SPU) dependiente del Ministerio de Cien-
cia, Tecnología e Innovación Productiva de la Na-
ción (MinCyT) [1]. Ambos entes soportan económi-
camente la realización de diferentes misiones de in-
vestigación desde Argentina a Brasil y viceversa.
2. Introducción
En los últimos años, la recuperación de la infor-
mación sobre grandes conjuntos de datos tales co-
mo: registros de datos científicos, aplicaciones mul-
timedia, bioinformática, etc., se han vuelto un pro-
blema de gran interés. Los tipos de datos que com-
ponen estas aplicaciones son, generalmente, com-
plejos por lo que el proceso demanipulación de ellos
no es una tarea simple. En muchos de esos casos las
búsquedas exactas, que son la manera típica de bus-
car en bases de datos tradicionales, dejan de ser apli-
cables. Esto ha motivado el surgimiento de diversas
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técnicas y métodos que permiten construir estruc-
turas de indexación. Estas estructuras permiten re-
cuperar la información de manera más eficiente y
en menos tiempo. Esté tipo de métodos se ubican
en una categoría denominada búquedas por simili-
tud [2]. En esta categoría se ubican todos aquellos
métodos que consisten en buscar aquellos objetos
en un conjunto de datos que sean similares a un ob-
jeto de consulta dado.
Las búsquedas por similitud pueden ser descritas
a través de la definición formal de los Espacios Mé-
tricos [3, 4]. Un Espacio Métrico esta compuesto por
un par ordenado formado por un universo de obje-
tos de un conjunto finito y de una función de distan-
cia que satisface las propiedades de: positividad, si-
metría y desigualdad triangular. En donde, los obje-
tos del universo serán comparados directamente uti-
lizando la función de distancia, que indica el grado
de similitud entre dos objetos.
Se ha comprobado que la implementación de al-
goritmos secuenciales de búsqueda por similitud
no es apropiada debido a que los mismos no esca-
lan bien para conjuntos de datos grandes como por
ejemplo: registros de bases de datos médicas, con-
juntos de datos disponibilizados en redes sociales
on-line y servicios Web. Por esta razón, las investi-
gaciones recientes se han centrado en tres aspectos
fundamentales:
1. La búsqueda de estructuras de datos que sean
eficientes e inherentemente paralelas.
2. La selección un modelo de computación para-
lela simple de entender y fácil de utilizar.
3. La elaboración de algoritmos paralelos de bús-
queda por similitud eficientes.
Las tres temáticas antes mencionadas son el foco de
estudio de la línea de investigación descrita en el
presente trabajo.
El artículo está organizado como sigue. En la sec-
ción 3 se describe la línea de investigación. La sec-
ción 4 presenta los resultados obtenidos a partir del
trabajo realizado por el equipo de investigación. Fi-
nalmente la sección 5 explica suscintamente los re-
sultados obtenidos y esperados con respecto a la for-
mación de recursos humanos.
3. Línea de investigación y desarrollo
La línea de investigación descripta en este artícu-
lo consta de tres temáticas principales las cuales se
describen en las siguientes subsecciones.
3.1. Paralelización de Estructuras de Datos
para Búsquedas por Similitud
En el estado del arte se pudo observar la existen-
cia de un amplio conjunto de estructuras de datos [5]
especializadas que permiten resolver búsquedas por
similitud en los espacios métricos. Este conjunto se
clasifica en dos grupos basados en:
1. Clustering o Particiones Compactas: consiste
en particionar el conjunto de datos en áreas.
Cada área tiene un centro, y se intentan des-
cartar áreas completas sólo comparando la con-
sulta con el centro del área. Son ejemplos de
este grupo las siguientes estructuras: M-trees
(MT) [6], Spatial Approximation Trees (SAT) [3].
2. Pivotes: almacenan las distancias que han si-
do precalculadas de cada objeto en el conjunto
de datos a un conjunto de pivotes. Luego esas
distancias se utilizan durante la búsqueda para
descartar objetos del conjunto resultado. A este
grupo pertenecen estructuras tales como: Ap-
proximating Eliminating Search Algorithm (AE-
SA) [7], Fixed Queries trees (FQT) [8].
!!!!!!!!!!!!!!!
Algoritmos de Indexación 
Particiones Compactas  Pivotes 
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Figura 1: Taxonomía de los Algoritmos.
La Figura 1 ilustra una clasificación de las es-
tructuras de datos para búsquedas por similitud en
los espacios métricos existentes en la literatura de
acuerdo a sus características generales.
El D-Index secuencial [9] es considerando uno de
los métodos más rápidos de acceso disponible pa-
ra resolver búquedas por similitud [10] debido a que
posee las siguientes características:
Representa uno de los avancesmás recientes en
el escenario de los espacios métricos
Une la familia de algoritmos basadas en cluste-
ring y pivotes [5].
Se basa en: i) La definición de una función que
divide a los objetos, y ii) El establecimiento de
una jerarquía de buckets que almacenan estos
objetos.
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Resulta adecuado en espacios de alta dimen-
sionalidad, es decir, espacios en donde el pro-
blema de búsqueda por similitud es inherente-
mente difícil [10].
Las características estructurales lo hacen ade-
cuado para ser paralelizado.
La performance depende de varios parámetros,
y la configuración óptima de estos sigue siendo
un problema abierto [11].
Por todas las características mencionadas previa-
mente, el D-Index ha sido seleccionado, en primera
instancia, como estructura soporte para los diferen-
tes tipos de algoritmos que han sido propuestos por
los integrantes del grupo de investigación.
3.2. Modelos de Computación Paralela
No sólo se requiere seleccionar la estructura de
datos apropiada para la implementación de búsque-
das por similitud sino que también es necesario de-
terminar el modelo y la infraestructura de compu-
tación paralela adecuada a ser utilizada como so-
porte en la implementación de los algoritmos an-
tes mencionados. Existe un gran número de mode-
los [12, 13] e infraestructuras [14, 15]. Estos han ex-
cedido la cantidad de arquitecturas diferentes y por
lo general, lamayoría de ellos, son inadecuados o in-
eficientes cuando se desea paralelizar un índice.
Generalmente, los programadores al paralelizar
sus índices deben tener conocimientos detallados de
las componentes del modelo a utilizar. Esta parti-
cularidad es imprescindible para evitar, en los algo-
ritmos paralelos, incrementar considerablemente el
número de líneas de código y su complejidad. Por lo
tanto, el uso y diseño de modelos e infraestrurcturas
no es una tarea fácil e involucra un proceso altamen-
te creativo.
Luego del estudios de varios modelos de compu-
tación paralela y sus infraestructuras asociadas se
pudo observar que Watershed [16], una infraestruc-
tura asociada al modelo Filter-Stream [17], ofrece un
marco de trabajo simple y unificado que posee las
siguientes características: i) Permite el diseño y pro-
gramación de aplicaciones on-line y off-line distri-
buidas, y ii) Posee un mayor poder cómputo al posi-
bilitar resolver consultas en tiempos aceptables.
Una aplicación en Watershed está compuesta por
una cadena de elementos (filtros) de procesamiento.
Los filtros se comunican por medio de flujos conti-
nuos de datos. Cada filtro representa una etapa del
procesamiento realizado por la aplicación. Un flujo
de datos está compuesto por resultados intermedia-
rios de alguna etapa de procesamiento que son las
entradas para etapas posteriores. La Figura 2 ilustra
el procesamiento que realiza Watershed a través de































Figura 2: Vista del Programador de la Infraestructura
Watershed para una Aplicación Arbitraria.
El interés de trabajar conWatershed como soporte
para la implementación de los algoritmos paralelos
se basa en las siguientes características:
Permite que las aplicaciones puedan ejecutarse
en modo flujo (donde no existe el concepto de
finalización) o modo por lotes (donde los filtros
finalizan tan pronto como sea procesado su úl-
timomensaje).
Provee unmecanismode adición y remoción de
filtros en tiempo de ejecución.
Permite la realización de alteraciones en la to-
pología de las aplicaciones en tiempo de ejecu-
ción.
Permite la reutilización de filtros en ejecución.
Como es de suponer, las características mencio-
nadas en los ítems precedentes guiaron al grupo de
investigación a seleccionar al modelo Filter-Stream
y a la infrastructura Watershed como soporte para la
implementación de los algoritmos propuestos.
3.3. Algoritmos de Búsqueda por Similitud
Paralelos
Los algoritmos desarrollados por el equipo de in-
vestigación usan el Modelo de Computación Parale-
la Filter-Stream, la infrasetructuraWatershed y están
basado en la estrucutra de datos D-Index. Dichos al-
goritmos constan de dos partes claramente defini-
das. Cada una de ellas se describe a continuación:
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Construcción del Índice: esta parte se relaciona
con la construcción de la estructura de datos
que almacena los índices para facilitar la bús-
queda, en este caso dicha estructura es el D-
Index. Esta tarea puede ser llevada a cabo usan-
do tres aproximaciones, a saber:
Algoritmo Naive_build: El conjunto de
datos se replica en cada uno de los proce-
sadores que forman parte del cluster y que
intervienen en la búsqueda. Sobre cada
procesador se construye un D-Index, ob-
teniendo como resultado una replica del
índice de todo el conjunto de datos en ca-
da procesador.
Algoritmo Local_build: El conjunto de
datos es dividido de manera uniforme en
la cantidad de procesadores que forman
parte del cluster y que intervienen en la
búsqueda. Sobre cada procesador se cons-
truye un D-Index utilizando la partición
del conjunto de datos correspondiente. Es
relevante destacar que cada procesador
tiene asociado una partición diferente del
conjunto de datos.
Algoritmo Global_build: Se construye un
único D-Index con el conjunto de datos
completo. Luego el D-Index es dividido
por niveles, donde cada nivel es asigna-
do a un procesador diferente. Se emplea la
política round-robin para la asignación de
los niveles.
Búsqueda: esta parte se centra en la estrategia de
búsqueda propiamente dicha. La misma puede
ser llevada a cabo como sigue:
Algoritmo Naive_search: Las consultas
son enviadas a los procesadores de mane-
ra alternada, utilizando una política tipo
round-robin. De esta manera las consul-
tas se reparten de manera equitativa entre
los procesadores. Cada procesador realiza
el proceso de búsqueda sobre su D-index
local de la manera usual.
Algoritmo Local_search: Las consultas
son enviadas a todos los procesadores, uti-
lizando una política tipo broadcast. De es-
ta manera la misma consulta es realiza-
da simultáneamente en una partición di-
ferente del conjunto de datos.
Algoritmo Global_search: Las consultas
son enviadas a todo los procesadores, uti-
lizando una política tipo broadcast. De es-
ta manera la misma consulta es enviada a
cada procesador. Cada procesador realiza
el proceso de búsqueda sobre el nivel del
D-index asociado al procesador.
En los casos de los algoritmos de construcción del
D-Index descritos, la infraestructura Watershed rea-
liza este proceso a través de un filtro. Donde: i) El da-
to de entrada del filtro es un conjunto de datos ar-
bitrario, ii) El Procesamiento interno realiza la cons-
trucción delD-Index de acuerdo al enfoque seleccio-
nado y iii) Los datos de salida del filtro constan de un
mensaje enviado al filtro receptor para indicar que
puede continuar con la siguiente etapa de procesa-
miento de la aplicación.
En los casos de los algoritmos de búsqueda del D-
Index descritos, la infraestructura Watershed realiza
este proceso a través de un filtro. Donde: i) Los da-
tos de entrada del filtro constan de: a) El D-Index
construido de acuerdo a uno de los enfoques des-
critos anteriormente y b) Un conjunto de datos de
consultas, ii) El procesamiento interno del filtro rea-
liza la búsqueda en el D-Index de acuerdo al enfo-
que seleccionado y iii) Los datos de salida del filtro,
es decir los resultados de la búsqueda, son enviados
al filtro receptor. Dicho filtro se encarga de mostrar
los resultados de acuerdo algún criterio establecido.
Finalmente un mensaje es enviado para indicar que
puede continuar con la siguiente etapa de procesa-
miento de la aplicación en caso de existir.
4. Resultados
En este proyecto, se ha logrado: (a) Analizar dife-
rentes estructuras utilizadas para las búsquedas por
similitud; (b) Seleccionar al D-Index como estructu-
ra de datos óptima para la realización de búsque-
das por similitud; (c) Estudiar diferentes Modelos de
Computación Paralela y sus infraestructuras asocia-
das; (d) Explorar elmodelo Filter-Stream y la infraes-
tructura Watershed; (e) Implementar algoritmos pa-
ralelos basados en D-Index sobreWatershed; (d) Im-
plementar losmismos algoritmos paralelos bajo otro
modelo de programación paralela para su posterior
análisis y comparación con la versión implementada
en Watershed; (d) Realizar experimentos utilizando
dos conjuntos de datos para determinar su desem-
peño.
Durante este proyecto, se espera: (a) Continuar
explorando exhaustivamente la infraestructura Wa-
terhsed; (b) Obtener una mejora sustancial en el
desempeño de los algoritmos basados en los en-
foques paralelos propuestos; (c) Realizar estudios
comparativos con otros modelos de computación
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paralela existentes en la literatura; (d) Realizar expe-
rimentos que permitan explorar el amplio rango de
aplicación de los algoritmos propuestos.
5. Formación de Recursos Humanos
Los trabajos elaborados en la presente línea de in-
vestigación forman parte del desarrollo de tesis pa-
ra optar a los grados de Magister en Ingeniería del
Software (UNSL) y Mestre em Ciência da Compu-
tação (UFMG). Es importante mencionar que tanto
el equipo de la Argentina como el de Brasil se en-
cuentran dedicados a la captura de alumnos de gra-
do y posgrado para la realización de estudios de in-
vestigación relacionados con las temáticas presenta-
das en este trabajo. Dichos estudios pretenden forta-
lecer la relación entre UNSL y la UFMG.
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