It is often the case that information about a process can be obtained using a variety of methods. Each method is employed because of specific advantages over the competing alternatives. An example in medical neuro-imaging is the choice between fMRI and MEG modes where fMRI can provide high spatial resolution in comparison to the superior temporal resolution of MEG. The combination of data from varying modes provides the opportunity to infer results that may not be possible by means of any one mode alone. We discuss a Bayesian and learning theoretic framework for enhanced feature extraction that is particularly suited to multi-modal investigations of massive data sets from multiple experiments.
INTRODUCTION
A critical aspect of non-invasive methods of brain study is the estimation of the spatial and temporal behavior of neural activity from signal samples. EEG, MEG, fMRI [3, 15, 13, 22] , and direct intercellular recordings are among several experimental techniques that provide information on neural activity. However, none of methods in isolation can currently provide information with the requisite spatial and temporal resolution needed to adequately describe the underlying neural processes. For example, evidence for nonlinear behavior as measured by fMRI is but one of the obstacles to direct use of such measurements [6, 9, 10, 11] (although, some early investigations show some improvements in results [7, 8] ). The natural approach would be to attempt to gain more information through combining information obtained through different modes in order to remedy the current shortcomings. A starting point for such an approach is through the use of priors [5, 15, 19] . However, since the data for these modes is sampled at different spatial and temporal rates with different noise characteristics, it is not immediately clear how to achieve a synthesis.
Functional Magnetic Resonance Imaging (fMRI) [18, 17, 11, 13, 14] provides indirect measurement of neural activity through measurement of changes in blood Oxygen levels. The resulting measurements offer submillimeter spatial resolution with temporal resolutions of the order of seconds. Electroencephalography (EEG) [21, 23, 26] and magnetoencephalography (MEG) [28, 3, 15] provide sub-millisecond temporal resolution of neural current flow. However, the spatial resolution is rather coarse. The electric potentials and magnetic fields recorded by the detectors on the surface of the head consist of potentially non-linear superposition of the signals emitted by the active neural sources. Furthermore, although it is true that in the case of magnetic signals the field is not greatly distorted (assuming absence of certain material in the field) due to intervening tissue, it is also true that the idealize solution of the forward problem is often error prone. Direct intercellular recording, on the other hand, is by far the most direct method of measurement offering superb spatial and temporal resolution. However, the collective behavior of the system is not at all evident from the miniscule fraction of neurons that can be measure simultaneously.
Solutions to the class of problems consisting of the determination of the underlying neural current distributions given the surface potentials and fields are not unique and additional constraints must be imposed. The class of problems where available data is inadequate to uniquely determine a unique solution to an underlying process is generally referred to as inverse problems. In the case of neural signals, the problem increases in complexity as the number of neural sources increases. The ability of current techniques to provide an accurate and consistent identification of neuro-electromagnetic sources has hampered the use of surface-recorded electromagnetic data for examining the dynamics of the underlying neural activity that generates them. One method of solution to these problems (known as Blind Source Separation or BSS) has shown success in specific situations. The class of BSS problems characterized by linear mixing and independence of source signals has had much progress in the last decade. The method known as Independent component Analysis (ICA, which is an example of a Bayesian method) uses simple constraints and assumptions to obtain a description of sources.
Physically based Bayesian methods extend standard Bayesian approach used by techniques such as ICA by introducing the physics of the problem back into the formulation. Additionally, When the Bayesian prior is estimated from real data, true multi-modal solutions are possible. For example, standard Electromagnetic Source Estimation (ESE) uses an iterative approach to locate the source of neural signals responsible for the electric potentials and magnetic fields recorded on the surface of the head during synchronized neural activity. ESE techniques use idealized information regarding the electric properties of neural generators, the locations of the detectors, and the properties of propagation of electric currents and magnetic fields from the sources to the detectors. Dipole models and the use of Maxwells equations is typical of the models used for ESE. Several steps can improve the estimation procedure. First, anatomical and physiological information can be incorporated in ESE algorithms. Second, modeling the physics of the problem includes information about the signals themselves. Third, information from one mode can be used to provide a prior for solution of another mode.
THE BAYESIAN APPROACH
In general, the problems of source separation and source localization are inverse problems because there is insufficient information to obtain a unique solution. Bayesian models calculate the probability that a given hypothesis, or model, is correct given the data and any prior information. To show where the derivations for physically based Bayesian models will diverge, we first follow the standard Bayesian formulation. We then focus on particular parameters that model the physical situation and incorporate additional information.
Bayes' Theorem describes how existing prior information affects our belief as to whether a particular model provides an accurate model. The standard way to state this is as follows:
Here, I represents prior information and data refers to what is recorded or measured. In the evidence framework, we use the above formula as follows. If we write m for model and d for data, then one can obtain the term in the denominator as (where we have dropped I for clarity)
Substituting the above equation into (1) gives the posterior probability for the model given by the relative evidence.
In the case of source estimation for neural sources, there are a number of parameters that can be used to describe the model: the source positions x and orientations q, the source signals s(t), and the mixing matrix A, which describes how the source are mixed when detected by the instrumentation (This is the case of linear mixing). Representing the recorded mixed signals as y(t), we rewrite Equation (1) as a proportionality since we are merely interested in the model and as we will see the proportionality constant does not play a role.
The terms on the left hand side can be factored as follows:
The first term on the right hand side is referred to as the likelihood. Notice that the likelihood of the data y(t) depends on the matrix A and the source signals s(t) such that the mixing is linear and instantaneous, y(t) = A s(t). To understand the last term on the right hand side notice that signal propagation does not depend on the source amplitude and that source behaviors do not depend on source position. In fact, the source signal prior P(s(t) | I) depends only on our prior expectations of the nature of the signals themselves. The effect of the second term is to represents the prior P(A | x, q, I) and describe the dependency of the A on the positions and orientations of the sources. The third term is also part of the prior P(q | x, I) and describes the probability of the orientations of the sources given their positions. Prior knowledge regarding source positions is expressed in the fourth term P(p | I). .
FORMULATIN BSS IN THE BAYESIAN SETTING
The main idea behind the Bayesian approach to Blind Source Separation (BSS) is to use prior knowledge about the sources and the way in which they are mixed, in addition to the likelihood. In contrast, the general setting of BSS is commonly formulated in a setting that attempts to separate the source signals without access to information about their spatial distribution and relation to the detectors. Two common class of approaches is used in blind source separation: 1) the socalled algebraic approach, and 2) information theoretic approach. Algebraic approaches are mostly generalizations of singular value decomposition (SVD) or principal components analysis (PCA) [4, 7, 12, 22] while information-theoretic approaches utilize maximum entropy, maximum likelihood, or minimum mutual information. Along the line of algebraic approaches, we have introduces local-to-global methods which rely on a version of SVD for analysis of fMRI for functional connectivity as well as other signals.
To illustrate the application of the Bayesian formulation to the information-theoretic class of approaches, we focus on a well-known algorithm, the Bell-Sejnowski Independent Component Analysis (ICA) algorithm [1, 2] . The key idea of Independent Components Analysis (ICA) is to find a linear map that transforms the observed multivariate time series into a new space of statistically independent components. This can be viewed as a factorization of the signals into independent features of a process. There are a number of different, mostly equivalent, ways to formulate Independent components Analysis:
• Minimizing the Kullback-Leibler divergence between the joint probability and marginal probabilities of the output signals .
• Finding a set of directions that factorize the joint probabilities.
• Find a set of directions with minimum mutual information.
In the case of Bell & Sejnowski, the algorithm is implemented in the form of a neural network that takes the signal mixture as input, performs a transformation and then separates the signals by maximizing the entropy of the output signals so that they are statistically independent. In essence, the algorithm uses information about the probability distribution of source amplitudes (encoded in the transformation) and the statistical independence assumption of the source signals to separate them. Derivation of the Bell-Sejnowski ICA algorithm using the Bayesian approach has been described before [4, 5] . It is worth noting that implementations of the ICA vary greatly and each implementation is designed to achieve the specific goals of data analysis dictated by the underlying data. For example, the Bell and Sejnowski infomax algorithm works rather well with fMRI data. However, it does not perform well when applied to EEG and MEG data. Comon's implementation of ICA is to achieve statistical independence up to 4-th order moments (kurtosis), however, in both simulated and experimental data, one finds that this is not sufficient grounds to assume near independence of the distributions. Our outline of the derivation will contain the elements necessary to extend the formulation to include physically based constraints.
A typical assumption in Blind Source Separation (BBS) is lack of knowledge about the sources or the nature of the mixing. For example, this lack of information can be expressed by assigning uniform distributions to the priors, P(A | p, q, I), P(q | p, I) and P(p | I) that extend over a large enough range to account for all possible values of the model parameters. Then one can marginalize over the model parameters p and q to obtain
where equality is obtained by including the proportionality constant.
In the case where the external noise level is sufficiently small, then the inverse of the mixing matrix A can be used to obtain the source signals. The source signals s(t) can be treated as nuisance parameters and removed by marginalizing over s(t)
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Statistical independence of the sources is reflected by writing the prior P(s(t) | I) as a product of prior probabilities for each source. Typically a hyper-Gaussian probability density ( for example, the derivative of a sigmoid function) is used to describe the source amplitude density of the source signals. Note that when more information is available about the dynamical behavior of the source signals, more detailed priors can be assigned. Supposing that the mixing is linear, instantaneous and relatively noise-free, as described above, delta functions can be assigned to the likelihood. This results in
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For the delta functions one can evaluate the integral. Then, the most probable value for the matrix A, is found by maximizing the logarithm of the probability 
MULTI-MODAL BAYESIAN FORMULATION
Our point of view toward multi-modal Bayesian formulation is inspired by statistical learning viewpoint. In this viewpoint brain Information Processing can be modeled as a nonlinear system with random variables as inputs and random variables as output which is measured by instruments. The approach can be summarized as follows: (i) Convert single trial data into a probabilistic version (ii) Covert deterministic functions and measurements into stochastic functions for the 1 st process (iii) Covert deterministic functions and measurements into stochastic functions for the 2 nd process (iv) Use the physical Formula to obtain the random variable that is consistent with what is in ii and iii.
Using Maxwell's equation [26] as a starting point, anticipating a nonlinear probabilistic generalization that takes into account the charge distribution Q (as opposed to ideal point-like charges and dipoles) and the effect of tissue, bone and other cellular and molecular substructures. We need a probability distribution that comes from FMRI experiments, to estimate the source location, say X in 3D, that is in fact a distribution as well. Computationally, this step requires subdivision of the entire brain into compartments, and assignment of dipole configuration and their probabilities for the spatial configuration within the compartment. The dipole center is placed at the center of the compartment, that is also considered as the origin of the local Cartesian coordinates, and X = (X 1 , X 2 , X 3 ) measuring the 3 Cartesian directions from the compartment center within each specified compartment. Similarly, Q is the pdf from fMRI experiments that is obtained as follows: the set of experiments repeating the same paradigm provides a corresponding set of correlation functions of fMRI signals with a suitably selected reference function for each voxel. Therefore, we have a probability density function estimated from the latter set of correlations. This is what we call Q. The default configuration of dipoles within compartments follows the well-accepted conventions for EEG and MEG, orthogonal to the layered structure of the cortical tissue.
The anatomical MRI provides the default configuration, hence the default value of X. We note that introducing spatial transformation parameters could further modify such default configuration, if necessary. At this stage, we leave out such refinements of the computational model. Thus, we start with distributions Q from the fMRI and dipole source estimation X. We note at this point, that our procedure has created probabilistic estimates on the same space and time, regardless of the differences in sampling for each instrument, and bypassing the need to simultaneously measurements in fMRI, EEG and MEG.
Next, we apply the forward solution to a uniform sample of the charge distribution Q. The estimated EM field from this forward solution may not be satisfactory when compared with the electromagnetic field that we sample from the EEG/MEG field probability density functions. Our proposed answer to this estimation problem is through learning theoretic parameter estimation for the nonlinear system that models the forward solution from Q and X. How is the learning architecture designed? The unknown parameters that we need to estimate are corrections to Q and X, which are approximated from the indirect measurements of fMRI. Clearly, we make a strong distinction between blood oxygenation measurements reported by fMRI versus the true neuronal activity, such as intracellular recording. In a later paper we develop a probabilistic analog of Maxwell equations generalized for the inhomogeneous medium of brain, CSF, skull and other tissue. In this paper, however, we still work with the commonly used forward solutions based on Maxwell's equations. To ameliorate approximation of Q, we take the fMRI estimate as the initial point for a wavelet expansion of the desired Q. Therefore, the learning problem is essentially a formulation of wavelet coefficient approximation.
IMPLEMENTATION AND EXPERIMENTS
We briefly describe the first test case for our approach, which is based on pain data obtained from mice in a variety of conditions. The data includes both behavioral observations and direct multi-electrode recordings from an area of the singulate gyrus thought to be related to pain response. The data is recorded on six different channels corresponding to six electrodes measuring the spiking activity. The recording starts before the mice are exposed to a heat source under one of their paws (which results in the behavior of moving the paw and licking) and continues well after the observed behavior. The object of interest is the investigation of the relationship between the recorded spiking activity of the neurons in the singulate gyrus and the pain response.
A basic method for analyzing modes of data is PCA. It is tempting to consider the output of each channel as a source of data and look for the principal component of the data. However, it is not a priori clear if all channels carry relevant data or if the entire length of spiking activity which includes the period prior to the application of the heat source should be considered. Therefore, it is difficult to extract a mode of the PCA that can be argued to be indicative of pain related spiking without additional knowledge. The natural approach is to consider a "reasonable" window of activity and then break the data into many small windows of that size and consider the contribution of channels in this context.
The brute force approach would be to consider a range of window sizes and compare the analysis for each window size for a variety of combination of electrodes. This approach would be problematic not only because of its computational demand, but also because there is no a priori reason to prefer one set of modes of PCA over another with a different window size. What would be ideal is to have some way of specifying a probability distribution over the size of windows and then use a Bayesian approach to find the desired window size and the PCA mode corresponding to pain. The behavioral data offers exactly this opportunity. Using this observational data and a simple histogram method, it is possible to build a distribution of the pain response window of the mice and use this as a prior to search for the optimal window size. This approach has the additional advantage of providing evidence as to which PCA mode should be selected. Experimental evidence for this approach comes from the observation that at larger window sizes the major modes of PCA (>96%) are distributed among a larger number of components. For example, while the data for the optimal window suggests that two modes of the PCA account for 96% of the variance, for larger window sizes this number increases to five. Furthermore, the two modes exhibit an expected physiological characteristic related to excitatory and inhibitory firings; a finding that can not be inferred clearly in the case of larger windows. The data in the figures below illustrates our discussion. Figures 3 and 4 show the results for the optimal window size with the two prominent modes of the principal components. The following figures illustrate the same analysis with two different window sizes showing that as the window size approaches the optimal window size fewer principal components are necessary to describe the data. We have set out the theoretical foundations for a physically-based Bayesian approach to source separation. A number of difficult steps are required before a full computational implementation can be realized. As of this writing we have been able to identify a number of critical aspects of the implementation. However, the complexity of the methods involved in the implementation has precluded us from obtaining results. In what follows we set out to discuss the implementation of the approach described above and the areas that present challenging and complex issues.
Our first challenge is to construct a fMRI data set for a single cognitive experiment that can be used for density estimation. A reliable density estimate without excessive assumptions on the density model requires a large data set exceeding 50 Gigabytes (Note that the data set must be used for a spatio-temporal density estimation). The most common approach to density estimation from samples is through the use histograms. However, this approach assumes sampling models that may not be true for data obtained for specific experiments. Therefore, some strategy of importance sampling is required. Therefore, an iterative estimation is required. This presents a computationally challenging problem even using the simplifying assumption of a multi-modal hyper-Guassian distribution as the underlying distribution. We have begun to consider this problem using a cluster of workstations that can be used for parallel and distributed computation. We hope to take advantage of local of the existence of local modes and divide the computation into a series of local computations that can be fit together at the final step.
Once the prior is built the problem can be thought of as a nonlinear BSS constrained to satisfy a physically based equationin this case, the Maxwells equations. A straightforward nonlinear BSS implementation based on ICA uses an iterative approach that must also be constrained to satisfy Maxwells equations in a separate computational step. Additionally, the solution must be based on the prior we have built. Since the prior is estimated, the steps in the estimation of the direction of decent in the ICA algorithm need to be approximated through sampling. Additionally, the iterative approach requires the solution of the ICA problem at a number of location in the data space which must be subsequently pieced together to provide a coherent solution across the entire data space. This means that an iterative step is required in order to obtain solutions that can be pieced together. The combination of the steps outlined is complex and demands design of new algorithms that do not require several nested iterations across a large data set.
We have begun considerations of new algorithms for efficient implementation of physically based multimodal Bayesian Models. It is clear that raw computational model is only part of the answer for solution of this class of problems. The algorithms must involve considerations for faster convergence rates and a combined method for satisfaction of physical constraints as well as source separation.
