ABSTRACT Fingerprint indexing is studied widely with the real-valued features, but few works focus on the binary feature descriptors, which are more appropriate to retrieve fingerprints efficiently in the largescale fingerprint database. In this paper, the binary fingerprint descriptor (BFD), which is an effective and discriminative binary feature representation for fingerprint indexing, is proposed based on minutia cylinder code (MCC). Specifically, we first analyze MCC to find that it has characteristics of the high dimensionality, redundancy, and quantization loss. Accordingly, we propose an optimization model to learn a feature-transformation matrix, resulting in dimensionality reduction and diminishing quantization loss. Meanwhile, we also incorporate the balance, independence, and similarity-preservation properties in this learning process. Eventually, a multi-index hashing-based fingerprint indexing scheme further accelerate the exact search in Hamming space. The experiments on numerous public databases show that the BFD is discriminative and compact and that the proposed approach is outstanding for fingerprint indexing.
I. INTRODUCTION
Fingerprints, one of the most typical biometric traits, are widely employed for personal identification tasks [1] . For personal identification, a query fingerprint is taken a 1:N matching process to identify the matched template fingerprint in a fingerprint database. With the rapid growth of frequent access demands and large-scale fingerprint databases, the development of an Automatic Fingerprint Identification System (AFIS) has become more difficult unprecedentedly. In particular, it will increase the run time and the memory consumption significantly to identify a query fingerprint in such a huge fingerprint database. Additionally, a reliable and precise conclusion might not be obtained owing to the extreme similarity of fingerprints in such a huge database.
To solve above problems, fingerprint indexing is the most widely used solution [1] . Other solutions to deal with large databases are related to fingerprint classification and parallel computing. In terms of fingerprint classification [2] , [3] , Henry classified fingerprints into 5 groups including left loop, right loop, whorl, arch, and tented arch. However, the number of classes is small and fingerprints are unevenly distributed among them. Compared with the parallel computing [4] , fingerprint indexing is the most essential solution since fingerprint indexing is an algorithmic improvement and it can be combined with other acceleration techniques for further improvement.
Fingerprint indexing is first applied to quickly return a set of candidates, narrowing the large-scale database effectively. Then, a more accurate but slower fingerprint matching algorithm is employed to select the final result. A large number of fingerprint indexing approaches have been proposed in the past and these can be basically classified into two groups: level-1 indexing approaches and level-2 indexing approaches. Level-1 features indicate the ridge frequency map [5] and the ridge orientation map [6] - [9] . In general, one can obtain a single numerical vector from level-1 features with a similarity-preserving transformation, resulting similar fingerprints to be close in the multidimensional space. While among level-2 features (i.e., minutiae) one can achieve local geometric invariants, such as minutia triplets [10] - [13] , minutia quadruplets [14] , [15] , K-plet structures [16] and Minutia Cylinder Code (MCC) [17] . However, most of previous approaches concentrate on the real-valued features, which are computationally expensive, memory and time consuming.
Compared with real-valued descriptors, the binary representation saves lots of memory, is robust to local variations and is fast computationally. As the state-of-the-art binary fingerprint feature representation, MCC is proposed for fingerprint identification [18] and indexing [17] elaborately. The main advantage of MCC is that each local cylinder structure is invariant to translation and rotation, robust against skin distortion and has a fixed-length representation. However, MCC still has the room for improvement further since MCC has characteristics of the high dimensionality and redundancy. Moreover, a quantization loss may be introduced through the direct quantization of a binary bit with an empirical threshold. Consequently, it is necessary to propose the effective and discriminative binary fingerprint feature descriptors as indexing features for fingerprint indexing.
In this paper, we first adopt MCC structure due to its acknowledged superiority and reveal its room for improvement. Its binary representation is bit-correlated, unbalanced and has a quantization loss. Then, a learning-based optimization model is proposed accordingly, which transforms the real-valued MCC to learn binary fingerprint descriptors with the minimal binary quantization loss and the reduced dimensionality. Moreover, we incorporate independence, balance and similarity-preservation properties in this learning process. Specifically, a feature transformation matrix is learnt to map and quantize the real-valued MCC into a low-dimensional binary code, where inter-bit correlation is minimized while intra-bit variance is maximized, resulting in removing the redundant information and balancing the distribution of zeros and ones in Binary Fingerprint Descriptor (BFD). Meanwhile, we expect the transformation to ensure that the loss is minimized and the similarity is retained after quantization.
After that, a fast and exact fingerprint indexing scheme based on Multi-Index Hashing (MIH) algorithm [19] , [20] is designed in high dimensional Hamming space. In this way, each binary code from the database is splited as a certain number of disjoint substrings and enrolled into corresponding hash tables. In the query phase, exact K nearest neighbors of the query are got by MIH algorithm and the maximum votes of each template are selected as the scores. Finally, through sorting scores with descending order, we return the candidate fingerprints easily.
To sum up, the contributions of this paper are obvious. According to the characteristics of MCC, we hereby propose a learning-based optimization model to obtain the effective and discriminative BFD with the independence, balance and similarity preservation properties. Then, a fast and exact fingerprint indexing scheme based on MIH algorithm is designed in Hamming space. Moreover, the performance tests show its discrimination as well as its compactness, and extensive experiments demonstrate that BFD is outstanding for fingerprint indexing. The remainder of this paper is organized as follows: Section II introduces MCC representation, while Section III describes the learning-based optimization model to obtain the BFD. In Section IV, we design the MIH based fingerprint indexing scheme. Experiments for testing the proposed algorithm are conducted in Section V. Finally, Section VI makes some conclusions.
II. MINUTIA CYLINDER CODE REPRESENTATION
MCC is one of the most recent minutiae descriptors proposed by Cappelli et al., which combines the advantages of both nearest-neighbor based and fixed-radius based structures and can be fairly considered as the state-of-the-art of its kind. In MCC representation, a minutia is conveniently represented as a cylinder structure whose height and base refer to the directional and spatial information, respectively (Fig. 1) .
This cylinder is divided into a certain number of sections and each section is continued to be divided into a series of cells. Each cell (i, j, k) could be quantized as a numerical value C m (i, j, k) by function (1) , which accumulates the directional and spatial contributions from each minutia m t within 
where dϕ k is the angle of the cells at height k and p m i,j is the two-dimensional point corresponding to cell (i, j) projected onto the base of cylinder m. Additionally, For the binary MCC representation, a bit-based implementation is adopted by changing function (v) from a sigmoid to a unit step function:
Note that more details of MCC representation are shown in paper [18] . The major advantages of MCC representation are that the cylinder structure is invariant for rotation and translation, robust against skin distortion in a certain extent, robust against small feature extraction errors and with a fixed-length representation. However, MCC is not a compact enough and discriminative enough binary fingerprint feature representation since MCC has weaknesses of the high dimensionality and redundancy. In concrete terms, each bit of the MCC representation has more zeros than ones, resulting that the intrabit variance of MCC is extremely small; meanwhile, the high correlation between neighbouring bits in MCC indicates that the inter-bit correlation is very large. Moreover, a quantization loss may be introduced through the direct quantization of a binary bit (i.e., equation (2)) with an empirical threshold.
III. LEARNING BINARY FINGERPRINT DESCRIPTORS
For the learning of binary fingerprint descriptors to be effective, it is required that each bit has a balanced chance of being zero or one, and that different bits are independent of each other. At the same time, the loss must be minimized and the similarity must be maintained after quantization. Therefore, we propose a learning-based optimization model to obtain the effective BFD for fingerprint indexing.
A. BASIC NOTATION
First, we will make some basic notations. Let matrix 
, where w k ∈ R d×1 is the projection vector for the k-th function and function sgn(v) is defined as follows:
B. PROPOSED LEARNING MODEL First, considering the balance, quantization loss and independence properties of BFD, the learning optimization model is initially proposed as follows:
whereb k is the mean of the kth bit binary vector, i.e.,
More generally, we continue to adopt the matrix form to construct the learning optimization model as
where
Then, considering the similarity-preservation property, we propose to introduce another term J 3 with the Graph Laplacian matrix L ∈ R n×n , which makes the prior similarity within original MCC representations into the learned binary codes.
Beforehand, we define a weight matrix Z ∈ R n×n to measure the distance within the real-valued MCC matrix and its element Z ij is defined as
At the same time, we define a diagonal matrix D ∈ R n×n , whose entries are column (or row) sums of Z (i.e., D ii = i Z ij ), since Z is a symmetric matrix. In consequence, we formulate the Graph Laplacian matrix L ∈ R n×n , that stores our prior knowledge about the relationship (similarity) among high-dimensional MCC representations and it is defined as L = D − Z . At the end, the term J 3 is formulated as
where tr is the trace of a matrix.
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Therefore, our final learning optimization model can be formulated as
where λ 1 and λ 2 are two constant parameters to balance the relative importance of these three terms. If λ 1 increase, it means the model put more focus on the second term, while λ 2 increase, on the third term. In formulation (8) , the purpose of the first term is to make sure that the variance in each bit vector is maximized so that each bit has a balanced chance of being 0 or 1, while the second term is to minimize the quantization loss between the real-valued feature and learned quantized binary code. The proposed optimization model is different from [21] , where only the first and second terms are considered. In this model, we also take similaritypreservation property into consideration, which is essential for learning compact binary codes. Accordingly, the role of the third term is to maintain the similarities of data points, i.e., it encourages similar high-dimensional MCC samples to learn similar binary codes while dissimilar MCC samples to learn dissimilar binary codes. Moreover, the constraint condition makes sure that different bits are pairwise independent with each other. As far as we know, solving the equation (8) is a NP-hard problem due to the non-linear function sgn(.). To solve this problem, we relax the sgn(.) function to its signed magnitude [22] - [24] so that B in the first and third terms can be rewritten as W T X and B as W T U . Thus, we rewrite equation (8) as follows:
where where U ∈ R d×n is the mean matrix which are repeated column vector of the mean of all MCC in the training set.
C. MODEL SOLVING
Equation (9) can be represented a convex optimization with respect to one of these two arguments when the other is fixed. Hence, we adopt an iterative two-stage alternating method to solve W and B as follows:
when W is fixed, equation (9) can be written as :
Obviously, if there is no constraint on B, the solution of equation (10) is (B − 0.5) = W T X . Since B is the binary code matrix, this solution is relaxed to
2) FIX B AND OPTIMIZE W when B is fixed, equation (9) can be written as :
Then, we adopt the gradient-descent method with the curvilinear search algorithm [25] to solve W in equation (12) .
A summary of the detailed process of learning the BFD is given in Algorithm 1. 10: Output the feature projection matrix W .
IV. FINGERPRINT INDEXING SCHEME
The most important superiority for binary descriptors is that they can be direct indices of hash tables, resulting in a faster searching than a linear scan. However, without any technique, we search directly with binary codes as the indices, then it will be slower than a linear search since most of the examined buckets have no items. To solve this problem, we adopt MIH algorithm [19] , [20] and design a fast and exact fingerprint indexing scheme for BFD accordingly.
A. ENROLLMENT OF TEMPLATE FINGERPRINTS
The purpose of the off-line enrollment is to enroll all features of template fingerprints into hash tables before searching the query fingerprint. In advance, we extract and construct the minutia cylinder codes from the template fingerprints and transform them as BFD with Algorithm 1 for preparation. According to MIH algorithm, first, we build m duplicate hash tables for initialization. Then, we divide the full BFD into m substrings which are one to one correspondence with the m hash tables. In each hash table, the item (i, j), that denotes template T i and BFD v j (corresponding to minutia m j of template T i ), is enrolled into the corresponding bucket. 
B. SEARCHING OF A QUERY FINGERPRINT
In advance, let us define some similarity measure functions. First, we define f dis (v, v j ) is the Hamming distance between BFD vector v and v j , which can be directly returned by MIH algorithm. As a consequence, the similarity between v and v j is computed as:
where q is the length of BFD vector. Then, the score of two sets of BFD vectors V 1 and V 2 is define as
At the end, we define a simple but effective similarity measure between the query fingerprint T 1 and the template fingerprint T 2 , whose corresponding sets of BFD vectors are V 1 and V 2 , as follows:
where f sim is normalized between zero and one by dividing |V 1 |, which means the cardinality of set V 1 . Accordingly, given a query fingerprint, we search m established hash tables and compute the above similarities to achieve a certain number of the most similar templates. At the query phase, for each of given BFD vectors in the query, we retrieve and get K nearest neighbors with their Hamming distance by MIH algorithm. Then, these K nearest neighbors are used to calculate the above similarity and score according to function (13)- (15) . In this way, a certain number of the most similar templates are quickly determined and the candidate list is easily produced.
V. EXPERIMENTAL RESULTS
In this section, we describe experiments used to evaluate the proposed approach and its comparisons with other existing methods. First, we introduce some experimental preparations, including datasets, setups and indicators. Then, we evaluate and analyse the characteristics of the proposed binary descriptors. Finally, extensive fingerprint indexing experiments are conducted on the public datasets.
A. EXPERIMENTAL PREPARATIONS
We conduct the experiments of BFD and the comparisons on the public datasets FVC2000 [26] , FVC2002 [27] , FVC2004 [28] and NIST DB4 [29] , DB14 [30] . Table 1 shows the detailed information including size, resolution, impression, subject and sensor. Note that, similar to paper [17] , we conduct experiments on NIST DB14 with the last 2700 fingerprint pairs.
Since our approach is robust enough, we use only one learning dataset of FVC2000 DB1b, containing 80 fingerprints from 10 subjects, to learn the transformation matrix during the following experiments. For all FVC datasets, the first impression is used to create the index and the remaining seven for searching; while, for all NIST datasets, the first impression is for index creation and the second one for searching.
In all experiments, we extract minutiae from fingerprint images with an open source software, NIST Biometric Image Software (NBIS). 1 There are no preprocessing steps before fingerprint indexing, such as fingerprint classification, fingerprint quality estimation or fingerprint alignment. Then, we employ MCC SDK v2.0 2 with the same parameter reported in [17] to re-run the MCC [17] and PMCC [31] algorithms and to create real-valued representations of MCC by inputting the extracted minutia templates. In addition, we consider all cells to be valid and it is the same as the practice in [17] of disregarding the cell validity. To evaluate the characteristics of the proposed binary fingerprint descriptors, both the intra-bit variance and interbit correlation are adopted to test the discrimination and compactness. Typically, the trade-off between error rate (ER) and penetration rate is used to measure the accuracy and efficiency of a fingerprint indexing system. Here, penetration rate refers to the proportion of database that the system has to search. Error rate ER = (N er /N d ) × 100%, where N d is the total number of query fingerprints and N er is the number of unfound query fingerprints. In addition, we also adopt a single performance indicator of average penetration rate, where we stop to search until the correct candidate is retrieved.
B. CHARACTERISTICS OF BFD
To test the characteristics of large intra-bit variance and small inter-bit correlation, FVC2000 DB1a is employed to statistically calculate the indicators of intra-bit variance and inter-bit correlation.
First, we extract 24941 minutiae to construct 384-dimensional MCC and to learn 128-dimensional BFD from all of the fingerprint images in FVC2000 DB1a. Accordingly, we compute the intra-bit variance of MCC, shown in Fig. 3(a) , while that of BFD, shown in Fig. 3(b) . For each binary bit, the desired maximum intra-bit variance is 0.25, which is attained when and only when it has equal numbers of zeros and ones. A code with lower intra-bit variance is much less discriminative than one with larger intra-bit variance. As shown in Fig. 3 , BFD has nearly perfect intra-bit variances, which are much larger than those of MCC, so that in each bit of BFD, one and zero have equal probability to appear. Thus, the distribution of intra-bit variance is sufficient to show that BFD is much more discriminative than MCC.
In addition, we evaluate the inter-bit correlations of BFD and MCC on FVC2000 DB1a, and correlation-coefficient matrix R is calculated first. For better visualization, we represent the correlation-coefficient matrix as a grey-scale quantitative map, which is to illustrate the correlations of different bits, see Fig. 4 (a) and (b) . In particular, the quantitative map of MCC is of dimension 384×384 while that of BFD is 128 × 128. In this grey-scale quantitative map, the bright regions denote strong inter-bit correlation while the dark regions indicate weak inter-bit correlation. Large interbit correlation means the codes are strongly correlated and redundant, while small inter-bit correlation means the codes are compact and efficient. From Fig. 4 (a) and (b) , it is can be seen that the grey-scale quantitative map of BFD is generally much darker than that of MCC, so BFD has smaller interbit correlation. So it is worth noting that BFD is much more compact and efficient than MCC.
C. FINGERPRINT INDEXING EXPERIMENTS
In this subsection, the performance of fingerprint indexing based on BFD-MIH is evaluated and compared with others. Since the fingerprint indexing algorithm (MCC-LSH) [17] has verified the superiority over all of the previous fingerprint indexing algorithms on numerous public datasets, we select MCC-LSH as the baseline algorithm for the adequate and simple comparisons. In all the experiments, the results of MCC-LSH are implemented by the MCC SDK v2.0 software with the same parameters as listed in [17] . For more controlexperiments, we implement some combination approaches. In MCC-MIH, the LSH indexing approach is substituted with MIH and MCC indexing feature is kept the same. While, PMCC-MIH and MSCC-MIH approaches are changed with 128-bit PMCC and 288-bit MSCC [33] as the indexing feature representations, respectively. In particular, all these MIH indexing approaches are implemented with the open-source code. 3 Moreover, our proposed BFD-MIH is carried out with dimension settings of 128 and 64 bits. 5−8 show the fingerprint indexing performance of BFD-MIH and its comparisons with the trade-off between penetration rate and error rate on FVC2000, FVC2002, FVC2004, NIST DB4 and NIST DB14 respectively. In all these figures, BFD-MIH(128) always achieve the smallest error rate with the lowest penetration rate and thus our BFD-MIH obtain the best fingerprint indexing performance. In contrast, MCC-LSH(384) achieve the worst performance since the characteristics of the large inter-bit correlation, small intra-bit variance and non-optimal binary quantization make it not sufficiently accurate and discriminative. Moreover, the LSH employed in [17] is essentially an approximate nearest neighbours searching method, resulting in losing some precision to some extent.
In fact, the indexing feature and the indexing scheme are two factors affected the performance of fingerprint indexing.
By comparing different indexing schemes, we could draw some conclusion. In all these figures, MCC-LSH and MCC-MIH both adopt the same MCC representations as indexing features but the result of MCC-MIH outperform MCC-LSH. Thus, it is noticed that the indexing performance of MIH is more exact than LSH and that MIH is very appropriate for fingerprint indexing which requires extremely high precision.
By contrasting different indexing features, we could draw some conclusions. Compared with PMCC(128), the 128-bit BFD is more accurate and effective than PMCC(128) obviously, since BFD keeps the outstanding indicators of intra-bit variance and inter-bit correlation but has more excellent properties of the minimum quantization loss and similarity preservation. Compared with MSCC(288), the 128-bit BFD is also much better, since MSCC is only a minor adjustment to MCC structure and does not completely eliminate the redundancy and enhancement the discrimination.
By contrasting different dimensions of BFD, we also could draw some conclusions. In all these figures, BFD-MIH(128) achieves better performance than BFD-MIH(64), which only has half of bits consuming less memory and computational time than BFD of 128 dimensions. Therefore, it can be seen that BFD with more bits is more discriminative and effective than BFD with fewer bits. However, in the case that less memory capacity and computational time are available, BFD with 64 dimensions or an even more compact BFD could be the solution to meet the memory and time limitations with a tolerable precision loss.
Additionally, we also compare our proposed algorithm with other representative minutiae-based fingerprint indexing algorithms on NIST DB4, see Table 2 . Table 2 lists the algorithm features and some error rates with respect to two certain penetration rates (5% and 10%), respectively. Bhanu and Tan [11] used minutia triplets as indexing feature and Bai et al. [16] employed minutia K-plet. These two features are simple minutia local structures and they are not very discriminating compared to MCC. Therefore, the error rates of the two algorithms are much larger than our proposed approach and Su et al. [32] . Compared to [32] , our proposed algorithm has a slight decrease performance. The mainly reason is that before fingerprint indexing in [32] , it does design a fingerprint pose estimation algorithm elaborately. While, we mainly focus on an effective and discriminative binary feature learning process instead of other steps.
Moreover, the retrieval-scenario experiments with the average penetration rate are conducted to compare with several learning-to-hash (L2H), approximate-nearestneighbour (ANN) and the previous CBMCC methods [21] . In these experiments, the widely used L2H approaches include spectral hashing (SH) [34] , iterative quantization (ITQ) [22] , [35] and spherical hashing (SPH) [36] , [37] . In addition, a typical ANN method of product quantization (PQ) [38] is employed for comparison. Table 3 lists the indicators of average penetration rates attached to the above approaches. Obviously, it can be seen that our BFD outperforms the above learning-to-hash and approximatenearest-neighbour search methods in the fingerprint indexing task. Also, we can see that the performance of our BFD is better than that of CBMCC and it is mainly because that BFD approach considers more comprehensive properties, especially the property of the similarity-preservation.
To evaluate the time factor, the time test is conducted on the full NIST DB14, which is the largest public dataset on hand, with 27000-pair fingerprint images. We evaluate the run time of BFD-MIH with respect to different dimensions and their comparisons with linear scan (BFD-LinScan) on NIST DB14, see Table 4 . The first and second columns list the the searching times of a query fingerprint searching on NIST DB14. The third column lists the BFD-MIH speedups relative to BFD-LinScan. From Table 4 , it is obviously noticed that BFD-MIH algorithm is very efficient and much faster than linear scan in cases of 64-bit and 32-bit. The speedup of 128-bit is not obvious since the size of NIST DB14 is still far more less than the 128-bit search space. If the dataset is more large-scale, the speedup 128-bit will be much more obvious [20] . We run the time test on a 2.40 GHz Intel Core CPU adopting a Matlab and C++ implementation without particular optimizations. With GPU and proper optimization, the run time will be further reduced. Finally, to better visually the illustrate fingerprint indexing performance of BFD, we show some successful and failure examples from FVC2002 DB1 in Fig. 9 and Fig. 10 , respectively. Fig. 9 shows a query fingerprint image ( Fig. 9(a) ) and its top 5 candidate fingerprint images in descending order of score. As a consequence, the first candidate ( Fig. 9(b) ) is just the corresponding true-match template fingerprint of the query. From Fig. 9 , it can be seen that fingerprint indexing based on BFD is outstanding since it correctly selects similar candidate template fingerprints. Fig. 10 gives three failed matching pairs. Three query fingerprints are shown in the first row and their corresponding true-match template fingerprints are shown in the second row, which have bad rankings in the candidate list. From Fig. 10 , strong deformation, varying poses and low quality will often lead to failure of fingerprint indexing since the algorithm can not extract precise minutiae. Nevertheless, an accurate but slower fingerprint matching algorithm may still not work for these extreme cases well.
VI. CONCLUSION
In summary, MCC, as the excellent representation of fingerprint features, is analysed detailedly. We find its room for further improvement since it has characteristics of the high dimensionality, redundancy and quantization loss. To solve these, we propose an optimization model to learn a feature transformation matrix to obtain the more effective and discriminative BFD, resulting in dimensionality reduction and diminishing quantization loss. Moreover, we incorporate independence, balance and similarity preservation properties in this learning process. Then, MIH based fingerprint indexing scheme further accelerate the exact search in Hamming space. Finally, numerous experiments illustrate that BFD is discriminative and compact and that the proposed approach is outstanding for fingerprint indexing. 
