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the slope of the P – f curve however this solution compromises the power response 
performance. As an alternative, this paper proposes a new SOC-based droop control, whereby 
the P – f curve is shifted either upwards or downwards according to the battery SOC. The 
proposed technique makes it possible to select the time constant for the battery SOC 
convergence and, at the same time, to optimize the power response performance. The paper also 
shows how the SOC changes when the ratios between the battery capacity and the inverter rated 
power are different and how the proposed technique can limit the SOC imbalance. Simulation 
and experimental results corroborate the theoretical analysis. 
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1. INTRODUCTION 
For remote locations with difficult access to the power grid, stand-alone systems are more cost 
effective. In fact, these systems are widely established in mountainous regions and remote villages where 
they are used for a wide range of applications such as rural electrification, auxiliary power units for 
emergency services or military applications, and manufacturing facilities using sensitive electronics [1]– 
[3]. 
Distributed generation may be an attractive solution for stand-alone supply systems [4]–[7]. A 
frequently adopted and sustainable solution consists in installing photovoltaic (PV) and wind generation 
with battery energy storage [8]–[10]. Three configurations are currently in major use for this system: dc 
microgrids [11], hybrid ac/dc microgrids [12], [13], and ac microgrids [14]. Given that most loads are 
prepared for ac voltage, the ac configuration is probably the most frequently used at the moment. This 
configuration is shown in Fig. 1, where the wind turbines are connected to the ac grid through ac/ac 
converters whilst the batteries and PV generators are connected using dc/ac inverters [15], [16]. 
 
Fig. 1. Stand-alone hybrid system with distributed energy storage and generation 
There are several techniques to implement the global control strategy in this system [17]. On one 
hand, there is a central control or master-slave approach where a supervisor sets in real time the operation 
point of each element [18]. The drawback of this approach is that requires a fast communication system 
between master and microgrid elements [19], [20]. Distributed control is another possible technique. In 
this case, the battery inverters operate as Voltage Source Inverters (VSI) using droop methods. This 
makes the inverters independent and avoids the need for communication between them, thereby reducing 
costs and improving reliability [21]–[24]. For their part, the photovoltaic/wind converters harvest the 
solar/wind energy and operate as Current Source Inverters (CSI) injecting power to the grid [25], [26]. 
These converters also operate locally since they perform Maximum Power Point Tracking (MPPT) during 
normal operation and can reduce their power depending on the grid frequency [25], [27], [28]. 
Thanks to the droop method, all battery inverters contribute to the grid generation. The real power 
control is based on the real power – frequency P – f curve (or dc voltage – dc current Vdc – Idc curve in the 
case of dc microgrids). The P – f curve slope is normally set according to the inverter rated power, in 
order to share the real powers in proportion to their ratings [29], [30]. Although the ratios between the 
battery capacity and the inverter rated power (C/Srat) should ideally be the same for all battery inverters to 
ensure that all battery state-of-charges (SOC) change simultaneously, in real applications this is not so. 
The initial C/Srat ratio will never be exactly the same for all battery inverters due to manufacturing 
variation or inadequate system sizing. Moreover, the battery aging will lead to a capacity reduction which 
will be more pronounced in some battery banks than in others. The initial SOC can also vary considerably 
from one battery to another. These situations cause the batteries to operate with different SOCs leading to 
less than optimal operation. 
In [31], a fuzzy control is used for the storage energy control of electric-double-layer capacitors in dc 
microgrids. The fuzzy control changes the dc voltage reference to balance the stored energy. Similarly, in 
[32], the control also modifies the dc voltage reference, in this case to balance the battery SOCs. 
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However, these methods are not based on local measurements since information about the energy stored 
in the other units is required. 
In order to maintain the same SOC for all energy storage units without the use of communication 
circuits, the P – f (Vdc – Idc) curve must be changed as a function of the SOC of each storage unit. Some 
authors have proposed changing the slope of this curve [26], [33]–[38]. In [33], it can be observed how 
the SOC of two batteries in an ac microgrid tends to reach the same value after a different initial SOC. 
However, the authors fail to analyze what occurs after that initial transient, when each battery inverter has 
a different C/Srat ratio. Furthermore, changing the P – f curve slope has an effect on the stability and 
dynamic performance of the power response [39], [40]. This fact prevents the optimization of the power 
response and results in operating point-dependent damping and dynamics. 
This paper proposes a new SOC-based droop control for stand-alone systems with distributed energy 
storage whereby the P – f curve is shifted either upwards or downwards in line with the battery SOC. As a 
result, the battery with a higher SOC will either deliver more power or absorb less power until all the 
batteries reach the same SOC, with no need for communication circuits. Thanks to this curve shifting, the 
time constant for the battery SOC convergence can be set independently of the power response dynamics, 
unlike the slope changing method. The P – f curve slope is kept constant, making it possible to optimize 
the power response performance and to achieve constant damping and dynamics. Furthermore, this 
method limits the SOC imbalance as required for batteries with different C/Srat ratios, without affecting 
the system stability. 
The paper is organized as follows. Section 2 presents the modeling of the conventional droop method. 
Section 3 analyzes the SOC-based droop method which modifies the P – f curve slope as a function of the 
SOC, hereinafter to be called the slope changing method. The power and SOC responses are first studied 
and then simulation results for a real power profile are presented. Section 4 analyzes the proposed SOC-
based droop control, to be called the curve shifting method. Following a similar study to the slope 
changing method, both techniques are compared. Then, in section 5, the experimental results for the 
proposed method are shown. Finally, in section 6, some conclusions are drawn. 
 
2. CONVENTIONAL DROOP METHOD MODELING 
Fig. 2 represents the stand-alone system shown in Fig. 1, where the renewable-energy generators and 
loads are modeled together as a current source iT which demands real power PT and reactive power QT. 
The battery inverters are connected in parallel through the output impedance, formed by the filter 
inductance and the line impedance. Since the line impedance is much smaller than the filter impedance, 
the output impedance can be approximated as the filter inductance, Li. The inverter rated powers Srat,i, 
battery capacities Ci, and instantaneous value of voltages and currents ei and ii, are also defined in the 
figure. 
 
Fig. 2. Battery inverters connected in parallel 
Each battery inverter will provide the following real power P and reactive power Q to the ac bus [41]: 
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where E is the rms amplitude of the inverter output voltage, δ is the power angle, V is the rms amplitude 
of the ac bus voltage and X is the output reactance. 
In practical applications, power angle δ is small. Thus, (1) and (2) can be rewritten as 
δ⋅=
X
VEP           (3) 
( )VE
X
VQ −= .         (4) 
Consequently, the real power of each inverter can be controlled by power angle δ and the reactive 
power can be regulated by means of output voltage E, which justifies the success of the conventional 
droop method. These equations, where the relationships P – δ and Q – V are decoupled, are valid when 
the output impedance is mainly inductive, whereas in low voltage grids the line impedance is mainly 
resistive. However, in this paper, an rms voltage regulation is carried out instead of an instantaneous 
voltage regulation [4]. In doing so, the filter inductance also becomes part of the output impedance for the 
droop method. Given the high value of this filter impedance (the per-unit value is generally about 10%), it 
is possible to consider the output impedance as inductive, regardless of the line impedance.  
The line impedance also causes inaccuracy of reactive power control in the conventional droop 
method. In contrast, the real power control is not affected by line impedance since the steady-state 
frequency is the same in all points of the grid [42], [43]. As this paper focuses on the battery energy and 
therefore the real power, no further analysis is made of the reactive power droop method herein, however 
different droop methods can be consulted in [44], [45]. 
For the power response modeling, the dynamics of the battery and inverter loops are disregarded 
because their response is much faster than the inverter droop method response, as proved in [46]–[49]. 
The load power variation caused by voltage variations can also be neglected since the load impedance is 
always much higher than the inverter output impedance [50], [51]. The system model can then be 
obtained by applying (3) to the various battery inverters. For the sake of clarity, the model and technique 
are developed here for two battery inverters, and the model for n battery inverters is included in the 
appendix. By means of (3), the influence of small variations in E and V on the real power can be 
disregarded. This approximation is reasonable since these voltages change but slightly in operation, 
making it possible to work on a linear model. Thus, it can be assumed that these values are constant and 
equal to their rated values. Taking account of these considerations and (3), the following is obtained: 
2
2
21
1
1 , δδ ⋅=⋅= X
VEP
X
VEP .        (5) 
The power angles are defined as 
( ) ViV fI θθθθδ −⋅+=−= 1111         (6) 
( ) ViV fI θθθθδ −⋅+=−= 2222         (7) 
where θ1 is the angle position of e1, θ2 is the angle position of e2, θV is the angle position of v, θi1 is the 
initial angle position of e1, θi2 is the initial angle position of e2, f1 is the frequency of e1, f2 is the frequency 
of e2, and I=2π/s is the Laplace integrator. 
The power balance at the point of common coupling is 
TPPP =+ 21 .          (8) 
From (5)–(8), expressions for the system plant can be determined as 
( ) ( )21
21
21
2121
2
1 ffIXX
VE
XX
VEP
XX
XP iiT −⋅+
+−
+
+
+
= θθ      (9) 
( ) ( )21
21
21
2121
1
2 ffIXX
VE
XX
VEP
XX
XP iiT −⋅+
−−
+
−
+
= θθ .    (10) 
The conventional droop method changes f1 and f2 in order to equally share power PT. The transfer 
functions of the droop control can be modeled as 
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1101 PHmff P ⋅⋅−=          (11) 
2202 PHmff P ⋅⋅−=          (12) 
sTs
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P ⋅⋅+
⋅
+
=
5.11
1
1
1
τ
        (13) 
where f0 is the nominal frequency, m1 and m2 are the droop coefficients of the real power of inverter 1 
and 2, respectively, HP models the measurement and sampling of the power, τP is the time constant of the 
low-pass filter and TS is the sample time. The power measurement is based on the p-q theory in order to 
avoid 100 Hz oscillations and improve the dynamic performance [52]. The sampling approximation is 
useful since the crossover frequency of the open-loop gain is far enough from half the sampling frequency 
[53]. 
Introducing (11) and (12) in (9) and (10), expressions for the closed-loop powers are determined as 
( )21221 ii
P
T
P
P
den
VEP
den
XHmIVEP θθ −++⋅⋅⋅=       (14) 
( )21112 ii
P
T
P
P
den
VEP
den
XHmIVEP θθ −−+⋅⋅⋅=       (15) 
( ) 2121 XXHImmVEden PP ++⋅⋅+= .       (16) 
Taking into account that the f1=f2 after the power transient, the steady-state powers can be obtained 
from (8), (11) and (12) as 
TT Pmm
mPP
mm
mP
21
1
2
21
2
1 , +
=
+
= .       (17) 
The objective of the droop method is that the inverters share the power in proportion to their ratings. 
From (17), this gives 
Pratrat
ratrat
MSmSm
S
P
S
P
=⋅=⋅⇒= 2211
2
2
1
1       (18) 
where MP is the droop coefficient of the per-unit real power and has frequency units (Hz). 
Considering (18), coefficient MP is common for all inverters. The expression for the conventional 
droop control can now be rewritten as 
pMff P ⋅−= 0          (19) 
where p=P/Srat is the per-unit real power.  
The closed-loop stability and transient response are determined by the closed-loop transfer function 
poles, that is by the roots of denP in (16). Hence, given certain system parameters, the choice of MP is 
important for the design of the power response in the conventional droop method. The root locus diagram 
for different MP values is shown in Fig. 3, and the system parameters are presented in Table 1. According 
to (16), the system has three poles although only the two dominant ones are shown in the figure. It can be 
observed that the system has first order dynamics for low MP values. Increasing MP makes the system less 
damped. Finally, from a certain MP value, the system becomes unstable. Equivalent results are obtained in 
other works [39], [46]. In this case, a good solution for parameter MP is 0.3 Hz, which has been chosen as 
a trade-off between fast dynamics and a high stability margin. 
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TABLE 1 
SYSTEM PARAMETERS 
Nominal rms amplitude E 230 V 
Nominal rms amplitude V 230 V 
Battery 1 nominal capacity C1 48 kWh 
Battery 2 nominal capacity C2 24 kWh 
Battery 1 nominal voltage Vbat1 120 V 
Battery 2 nominal voltage Vbat2 60 V 
Inverter 1 rated power Srat1 6000 VA 
Inverter 2 rated power Srat2 3000 VA 
Inverter 1 output inductance L1 3 mH 
Inverter 2 output inductance L2 4 mH 
Time constant of the power filter τP 20 ms 
Power sample time TS 5 ms  
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Fig. 3. Root locus diagram for the parameter MP 
 
3. SLOPE CHANGING METHOD 
3.1. Description 
As shown in section 2, the conventional droop method makes it possible to share the power between 
the battery inverters. However, the problem with this method is that the battery SOCs do not evolve 
simultaneously. For the purpose of balancing the battery SOCs without the use of communications, the 
P – f curve must be changed as a function of each battery's SOC. From (19), two parameters can be used 
for this purpose, namely f0 and MP. The slope changing method, described in [33], proposes modifying 
the P – f curve slope MP. The curve proposed in [33] is chosen for the comparison because it represents a 
more general approach. This curve is expressed as follows: 
0,000 >⋅−=⋅−= ppSOC
MfpMff nP       (20) 
0,000 <⋅⋅−=⋅−= ppSOCMfpMff
n
P       (21) 
where M0 is the droop coefficient for SOC=1, and n is the SOC exponent (n>0). Low n values cause slope 
MP to vary slightly and, as a result, MP always remains similar to M0. On the contrary, high n values cause 
slope MP to change significantly for low SOCs and, as a result, MP reaches higher values than M0 for p>0 
and lower values than M0 for p<0. 
As an example, the P – f curve is shown in Fig. 4 for f0=50 Hz, M0=0.1 Hz, n=1 and two batteries 
(SOC1=1 and SOC2=0.5). It can be observed that for battery inverter 1, MP = M0= 0.1 Hz when it is either 
supplying or absorbing power because SOC1=1. However, for battery inverter 2, MP=0.2 Hz > M0 when it 
is discharging and MP=0.05 Hz < M0 when it is charging. Two steady-state operating points for two 
frequencies (49.94 and 50.04 Hz) are also shown in the figure. When the load demand is higher than 
generation (PT>0), both batteries discharge. It can be seen how inverter 1 supplies more per-unit power 
than inverter 2, thus helping balance the SOCs. On the other hand, when the generation is higher than the 
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load demand (PT<0), both batteries charge. In this case, inverter 2 absorbs more per-unit power than 
inverter 1, which also helps balance the SOCs. 
 
Fig. 4. P – f curve for the slope changing method 
The steady-state operating point can be easily obtained if it is considered that f1=f2 after the power 
transient. Equations (20) and (8) serve to obtain, for PT>0, 
0,, 21
2
1
2
1 >





= pp
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n
        (22) 
0,
2211
11
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⋅
= TTn
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0,
2211
22
2 >⋅⋅+⋅
⋅
= TTn
rat
n
rat
n
rat PP
SOCSSOCS
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Equation (22) shows that, using this method, the real power ratio depends on the ratio between the 
SOCs. The parameter n increases (n>1) or lowers (n<1) the power ratio for the same SOC ratio. 
Depending on the inverter power and the battery SOC, the grid frequency will have different values. 
The frequency will be lower than f0 when the battery is delivering power and it will be higher than f0 
when the battery is absorbing power. The minimum frequency fmin is given for SOC=SOCmin and p=1, 
whereas the maximum frequency fmax is found for SOC=SOCmax=1 and p=–1. The SOC is saturated to 
SOCmin=0.1 to prevent MP from rising to a very large value. Using (20) and (21), the limit frequency 
values are then determined as 
00max
0
0min ,1.0
MffMff n +=−= .       (25) 
The slope changing method has two degrees of freedom for the design: M0 and n. Careful 
consideration should be given to the selection of these parameters since they affect the frequency 
deviation, the power response performance and the SOC responsiveness. With regard to the frequency 
deviation, fmin can reach very low values, as shown in (25). However, this problem has already been 
solved in the literature by means of a secondary control which restores the frequency to its nominal value 
[33]. 
3.2. Influence of M0 and n on the Power Response 
As shown in section 2 (see Fig. 3), droop method dynamics are highly dependent on the droop 
coefficient MP. The slope changing method is based on modifying this coefficient in order to balance the 
SOCs. Consequently, this method results in variable power response performance. The slope variation 
range must then be restricted in order to prevent the system from a slow power response (low MP) or 
instability (high MP). According to (20) and (21), the maximum MP (charging side) and minimum MP 
(discharging side) can be found for SOC=SOCmin=0.1 as 
1 
SOC1=1 
50.04 Hz 
50 Hz 
p2=-0.8 p1=-0.4 p 
50.05 Hz 
50.1 Hz 
-1 
SOC2=0.5 
p1=0.6 p2=0.3 
49.94 Hz 
SOC2=0.5 
49.8 Hz 
SOC1=1 
49.9 Hz 
f (Hz) 
0 
f = f0 – MP · p 
8 
 
0min
0
max 1.0,1.0
MMMM nPnP ⋅== .       (26) 
A high MP value leads to a faster response and reduces the damping factor, which means that MPmax 
should be limited in order to guarantee a certain stability margin. In this paper, the minimum damping 
factor ξmin has been taken as 0.2, which determines the maximum slope MPmax. The constraint ξ ≥ 0.2 is 
very important since it is related to the system stability. Due to this constraint, one degree of freedom is 
already used and the slope changing method has now only one design parameter, namely parameter n. 
Table 2 shows the power response parameters for different n values for the system presented in 
Table 1. MPmax is set at 1 Hz due to the stability constraint. This value can be determined from the root 
locus of Fig. 3 for ξ = 0.2. The remaining parameters depend on n. For a certain n value, M0 and MPmin can 
be obtained from (26). Parameter τmin is the power response time constant of the slowest operating point 
and is obtained from the root locus of Fig. 3 for MP=MPmin. As can be observed in Table 2, the power 
response becomes very slow for high n values. The power distribution accuracy is another problem 
related to low MP values. In fact, errors in the frequency generated by the converter lead to important 
errors in the power distribution when MP is very low. This power error, referred to as ΔPmax_∆fer, is defined 
for the worst case, i.e. SOC1=SOC2=SOCmin, and its expression for a total frequency error 
Δferror=ferror1+ferror2 can be obtained by means of (8) and (21) as 
min21
21
max_
2
P
error
ratrat
ratrat
fer M
f
SS
SSP ∆⋅
+
⋅⋅
=∆ ∆ .       (27) 
TABLE 2 
POWER RESPONSE PARAMETERS FOR DIFFERENT N VALUES 
n MPmax M0 MPmin ξmin τmin ΔPmax_Δfer 
0.5 1 Hz 0.32 Hz 0.1 Hz 0.2 0.10 s 400 W 
0.8 1 Hz 0.16 Hz 0.025 Hz 0.2 0.50 s 1592 W 
1 1 Hz 0.1 Hz 0.01 Hz 0.2 1.30 s 4000 W 
1.2 1 Hz 0.063 Hz 0.004 Hz 0.2 3.28 s 10000 W 
1.5 1 Hz 0.032 Hz 0.001 Hz 0.2 13.2 s 40000 W 
 
In Table 2, ΔPmax_∆fer is calculated for a frequency error Δferror= 0.01 Hz. As shown, it reaches very 
large values. The table also shows the strong influence of parameter n. For n>1, the power response 
becomes very slow and the power errors become very important for the worst operating conditions (with 
low SOCs and charging the batteries). From the power response point of view, it is therefore preferable to 
set low n values. In so doing, slope MP would not vary too much and its value would always be close to 
the optimum one. 
3.3. Influence of n on the SOC Response 
In order to analyze the influence of parameter n on the SOC, a simple modeling for the SOC response 
is first developed. This will make it possible to determine the time constant for the SOC balancing as well 
as the SOC imbalance for different C/Srat ratios. Only the battery discharging will be shown here, as the 
battery charging analysis is similar and leads to the same conclusions. 
The battery SOC can be calculated as 
∫ ⋅⋅−= dtiC
SOCSOC bat
Ah
i
1         (28) 
where SOCi is the initial SOC, CAh is the battery capacity in Ah, and ibat is the battery output current. For a 
better SOC estimation, an enhanced coulomb counting method is used here [54]. Furthermore, in order to 
prevent long-term errors, the SOC is reset to 100% when the lead-acid battery operates at float voltage 
during a certain time, which is given by the manufacturer. This situation is frequent in stand-alone 
systems with no dispatchable units since the renewable generators must be oversized in order to reduce 
the loss of load probability [55]. 
Disregarding conversion losses and considering the battery voltage to be constant, (28) applied to the 
two batteries becomes 
∫ ⋅⋅−= dtPC
SOCSOC i 1
1
11
1         (29) 
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∫ ⋅⋅−= dtPC
SOCSOC i 2
2
22
1         (30) 
where C1 and C2 are the battery capacity in Wh. 
Perturbing (29) and (30) and applying Laplace transform gives (small-signal variables are marked 
with a circumflex) 
sC
PCOS
sC
PCOS
⋅
−=
⋅
−=
2
2
2
1
1
1
ˆˆ,
ˆˆ .       (31) 
As the power response is much faster than the SOC response, it can be considered that the powers 
have reached their steady-state values and equations (22)-(24) are valid. The condition f1=f2 is thus also 
true, and by means of (20) it results in 
112221 rat
n
rat
n SSOCPSSOCP ⋅⋅=⋅⋅ .       (32) 
Perturbing (32) leads to 
211112
1
1122221
1
2
ˆˆˆˆ PSSOCCOSSPSOCnPSSOCCOSSPSOCn rat
n
rat
n
rat
n
rat
n ⋅⋅+⋅⋅⋅⋅=⋅⋅+⋅⋅⋅⋅ −− . (33) 
Then, introducing in this equation SÔC1 and SÔC2 expressions shown in (31), P1 and P2 expressions 
shown in (23) and (24), and 2ˆP  expression obtained from (8), the characteristic equation denSOC for the 
SOC response is obtained as 
( ) sSOCSSOCS
C
SOCSOC
C
SOCSOCSSPnden nrat
n
rat
nnnn
ratratTSOC ⋅⋅+⋅+




 ⋅
+
⋅
⋅⋅⋅=
−−
2
2211
1
2
1
1
2
1
21
21 .(34) 
The closed-loop transient response is determined by the roots of denSOC. Since it is a first order 
equation with positive coefficients, the SOC response is always stable. The small-signal time constant 
τSOC1 associated with the pole can be easily obtained from (34) as 
( )
( )nnnnratratT
n
rat
n
rat
SOC SOCSOCCSOCSOCCSSPn
SOCSSOCSCC
2
1
12
1
21121
2
221121
1 ⋅⋅+⋅⋅⋅⋅⋅
⋅+⋅⋅⋅
= −−τ .    (35) 
From (35), it can be stated that τSOC1 depends both on some constant system parameters (battery 
capacities, inverter rated powers and parameter n) and some variables (the SOCs and the net power PT). 
As a result, τSOC1 varies during operation due to SOC and PT variations. It is clear from (35) that the SOC 
response is faster for high values of net power PT. The time constant τSOC1 is represented in Fig. 5 as a 
function of SOC1 for different n values. In this figure, SOC2=0.5, PT=4500 W, and the system parameters 
are the ones presented in Table 1. It can be observed that the response is faster for low SOC values and 
for high n values. In order to achieve a rapid SOC convergence, it is thus preferred to select a high value 
for parameter n, which contrasts with the low n value preferred in terms of power response. 
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Fig. 5. Time constant τSOC1 as a function of SOC1 for different n values 
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The time constant τSOC1 determines the transient response for a two-battery system with different 
initial SOCs. If the C1/Srat1 and C2/Srat2 ratios are equal, then variations in the net power do not contribute 
to SOC imbalance and both SOCs remain equal after the initial transient. However, in real applications, 
the C1/Srat1 and C2/Srat2 ratios differ and it is not possible to keep both SOCs equal. This fact can be 
understood when considering a situation where SOC1=SOC2 and C1/Srat1≠ C2/Srat2. In this case, since 
SOC1=SOC2, the control will cause p1=p2, as shown in (22). However, since C1/Srat1≠ C2/Srat2, p1=p2 will 
lead to an unequal SOC variation. This makes it necessary to analyze how net power variations contribute 
to SOC imbalance for different C/Srat ratios and how this can be limited. 
Proceeding as indicated above, the expression for the small-signal difference SÔC1–SÔC2 can be 
determined as a function of the small signal net power. After an initial situation with SOCi1≠SOCi2, both 
SOCs will be similar thanks to the control. Thus, in order to obtain a clearer expression, it is considered 
that SOC1=SOC2=SOC. Using (8), (23), (24), (31) and (33) gives 
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From (36), it is obvious that when the C1/Srat1 and C2/Srat2 ratios are equal, net power variations do not 
contribute to SOC imbalance. From (35) and (36), PT variations are best rejected for low SOCs, low C/Srat 
differences, high n values, and high PT. The influence of the C/Srat ratio, and parameter n can be observed 
in Fig. 6, showing the bode diagram of small-signal SOC imbalance in front of the net power. The plot is 
carried out for the system presented in Table 1 and for an operating point with SOC1=SOC2=0.5 and 
PT=4500 W. The curves are obtained for three different n values (n=0.5, n=1 and n=1.5) and assuming 
that battery 2 has a reduced capacity due to aging. More specifically, two families of curves are shown, 
one for C2=18 kWh (25% of capacity loss) and another for C2=12 kWh (50% of capacity loss). It can be 
observed in the figure that, for both cases, the SOC imbalance caused by the net power is lower for high n 
values, which makes high n values preferable to limit the SOC imbalance. Furthermore, it is worth 
mentioning that these curves are only valid for a certain operating point due to the small-signal modeling. 
Thus, the net power variation rejection will worsen for operating points with higher SOC values and 
lower PT values. 
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Fig. 6. Bode diagram of the SOC imbalance in front of the net power 
3.4. Simulation Results 
After analyzing the slope changing method in detail, it is then possible to select the two method 
parameters, namely M0 and n. However, as shown in Table 2, M0 is defined after selecting n due to the 
stability constraint for the power response. As a result, our actual degree of freedom is parameter n. 
As shown previously, the slope changing method does not decouple the power and SOC responses 
since changes in parameter n have an effect on both. With regard to the real power, its response is 
optimized for a certain MP slope. It is then desirable to set a low n value in order to make the MP slope 
slightly variable. Setting a high n value causes a slow power response as well as power errors for some 
operating points. On the other hand, the SOC response is optimized for high n values. This makes the 
response quicker and avoids high SOC imbalance in real systems. Therefore, it is impossible to 
simultaneously optimize the power and SOC responses and parameter n needs to be chosen as a trade-off 
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between both responses. Based on the previous analysis, parameter n=1 is selected for our system, 
resulting in M0=0.1 Hz. 
A one-year simulation is carried out for the system presented in Table 1 but with C2=18 kWh (25% of 
capacity loss due to aging). The simulation is conducted with Simulink based on the model developed in 
this paper, using (23), (24), (29) and (30) for PT>0, and the equivalent equations for PT<0. When a battery 
is fully charged (SOC=1) and PT<0, the generation is limited so that the battery does not absorb more 
power. The power profile PT is shown in Fig. 7 with values calculated every fifteen minutes and 
corresponding to measured data for consumption and generation from 1st February 2009 to 31th January 
2010. The load profile was taken from two houses located in Pamplona, Spain, occupied by nine people 
in all. The PV and wind generation profiles were adapted from irradiance, cell temperature and wind 
speed data taken from the Public University of Navarra, in Pamplona, Spain, for a 10 kWp PV generator 
and a 5 kWp wind turbine. The generation and battery sizing for the stand-alone system is carried out 
based on [55]. 
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Fig. 7. One year net power profile PT 
Fig. 8 shows the simulation results for the system described with different initial SOCs, SOCi1=80% 
and SOCi2=30%. The transient SOC response is plotted in the first graph. It can be observed that, thanks 
to the control, both SOCs tend to adopt the same value. Moreover, it can be clearly seen that the small-
signal dynamics are highly variable, with a quicker response for high PT values, as predicted by (35). The 
second graph represents the entire one-year simulation, showing the SOC imbalance to be moderate. 
After the initial transient, the net power causes the SOC difference to change because 
C1/Srat1=8 h ≠ C2/Srat2=6 h, as predicted by (36).  The SOC1–SOC2 difference during the one-year period, 
disregarding the initial transient, reaches a peak value of –11.1%, an rms value of 2.48% and an average 
value of –0.65%. 
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Fig. 8. SOC evolution for a stand-alone system for the slope changing method 
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4. CURVE SHIFTING METHOD 
4.1. Description 
As presented above, the slope changing method changes parameter MP in (19) in order to balance the 
SOC. In contrast, the curve shifting method proposed herein modifies parameter f0. This method shifts the 
P – f curve either upwards or downwards depending on the battery SOC. The P – f curve is expressed as 
follows: 
( )00 SOCSOCMpMff SP −⋅+⋅−=        (37) 
where MS is the SOC coefficient and is the same for all inverters. Term SOC0 makes it possible to define 
the desired SOC distribution between the batteries. In this paper, the control objective is SOC1=SOC2 and, 
for this purpose, SOC10=SOC20=SOC0 is imposed. However, in some situations, an unequal SOC 
distribution can be desired, which can be readily achieved by setting different values for SOC10 and 
SOC20. In doing so, the control objective will become SOC1=SOC2+SOC10‒SOC20. Furthermore, both the 
power and SOC dynamic responses will not be altered given that the term MS·SOC0 is constant during 
operation. 
The P – f curve is shown in Fig. 9 for f0=50 Hz, MP=0.3 Hz, MS=0.3 Hz, SOC0=0.8 and two batteries 
(SOC1=1 and SOC2=0.5). It can be observed that the curve for battery inverter 1 is shifted upwards in 
relation to the curve for battery inverter 2, although slope MP is constant. Two operating points are plotted 
in the figure, for PT>0 and PT<0. In both cases, p1 is higher than p2, making it possible to balance the 
SOCs. 
 
Fig. 9. P – f curve for the curve shifting method 
The steady-state power distribution can be determined by taking into account that f1=f2 after the power 
transient. Equations (37) and (8) give 
( )2121 SOCSOCM
Mpp
P
S −⋅=−         (38) 
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= .     (40) 
From equation (38), it can be observed that the real power difference is proportional to the SOC 
difference, where quotient MS/MP is the proportionality constant. 
With this method, the grid frequency also varies in operation as a function of the inverter power and 
the battery SOC. The frequency reaches its minimum fmin value for SOC=SOCmin=0.1 and p=1, and its 
maximum value fmax for SOC=SOCmax=1 and p=–1. 
( )1.000min −⋅−−= SOCMMff SP        (41) 
50.21 Hz 
49.76 Hz 49.86 Hz 
SOC2=0.5 
SOC1=1 
f (Hz) 
50.36 Hz 
49.61 Hz 
‒1 0 1 p 
f = f0 – MP·p + MS·(SOC – SOC0) 
p2=0.17 p1=0.67 p2=‒0.87 p1=‒0.37 
50.17 Hz 
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( )00max 1 SOCMMff SP −⋅++=        (42) 
The curve shifting method has two degrees of freedom for the design: MP and MS. The selection of 
these parameters is important since they exert an influence on the frequency deviation, the power 
response performance and the SOC response performance. Thus, the power and SOC responses will be 
theoretically analyzed in this section in order to make a correct choice. With regard to the frequency 
deviation, the frequency variation obtained is low for a stand-alone system, except for very high MP and 
MS values. For example, with the parameters chosen for Fig. 9, fmin=49.49 Hz and fmax=50.36 Hz, which 
are allowable. 
4.2. Influence of MP and MS on the Power Response 
The model developed in section 2 is now used to determine the power response for the curve shifting 
method. The system plant was modeled by (9) and (10). For the control modeling, HP is added to (37) in 
order to account for the measurement and power sampling [see (13)], and the SOCs are considered as 
constant. The control then becomes 
( )011101 SOCSOCMPHmff SP −⋅+⋅⋅−=       (43) 
( )022202 SOCSOCMPHmff SP −⋅+⋅⋅−= .      (44) 
Inserting these equations into (9) and (10) leads to the closed-loop power expressions 
( ) ( )2121221 SOCSOCden
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T
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= θθ    (46) 
where denP was defined in (16). 
It can be observed from (45) and (46) that the characteristic equation is the same as for the 
conventional droop method. As a result, the power response poles are also the same, as was to be 
expected since the MP slope is not changed by the curve shifting method. Since parameter MS does not 
appear in the expression of denP, it does not affect the power response. The power response for this 
method has therefore been analyzed in section 2 by means of the MP root locus diagram shown in Fig. 3. 
4.3. Influence of MP and MS on the SOC Response 
Similarly to section 3.3, the time constant for the SOC response, and the SOC imbalance for different 
ratios C/Srat will be obtained here for a two-battery system. The model for an n-battery system is shown in 
the appendix. In this case, a small-signal analysis is not necessary since linear modeling is possible. 
Applying Laplace transform to (29) and (30) gives 
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11 , .      (47) 
Accounting for power and SOC dynamics, it can be considered that the power steady-state has been 
reached and equations (38)-(40) are valid. By means of (8), (38) and (47), the expression for the SOC 
difference is obtained as 
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As shown in (48) and (49), the transfer function has only one pole, which has an associated time 
constant τSOC2. This parameter τSOC2 depends on the battery capacities, the inverter rated powers, and 
parameters MP and MS; however, unlike the slope changing method, it does not vary in operation. In 
addition, its constant value can be set as desired by means of parameter MS once parameter MP has been 
selected for optimizing the power response. Increasing MS and thus the MS/MP ratio makes the response 
faster. As an example, for the system presented in Table 1, MP=0.3 Hz and MS=0.3 Hz, τSOC2=8 hours is 
obtained. 
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Once again from (48), it is possible to determine the influence of net power on the SOC imbalance for 
different C/Srat ratios, as performed in section 3.3. It should be noted that net power PT is best rejected for 
low C/Srat ratio difference and a high MS/MP ratio. The bode diagram for the SOC imbalance in front of 
the net power is shown in Fig. 10, conducted for the system presented in Table 1. The curves are obtained 
for MP=0.3 Hz, three different MS values (MS=0.1 Hz, MS=0.3 Hz and MS=0.5 Hz) and assuming that 
battery 2 has lost part of its capacity due to aging. More specifically, two families of curves are shown, 
one for C2=18 kWh (25% of capacity loss) and another for C2=12 kWh (50% of capacity loss). Unlike the 
slope changing method, the linear modeling means that these curves are valid for every operating point. 
From the figure, it can be concluded that the SOC imbalance caused by the net power can be reduced by 
means of high MS values. Thus, since MS exerts no influence on the power response, it is possible to 
increase this parameter in order to limit the SOC imbalance. 
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Fig. 10. Bode diagram of the SOC imbalance in front of the net power 
4.4. Simulation Results 
In this section, the curve shifting method parameters will first be selected. This method has two design 
degrees of freedom, namely the power droop coefficient MP and the SOC coefficient MS. 
As shown above, only the droop coefficient MP has an influence on the power transient. This 
parameter can thus be selected in order to optimize the power response, as was done in section 2. With 
regard to the SOC response, high values of the MS/MP ratio reduce the transient time constant and 
prevents from high SOC imbalance in real systems. As a result, once parameter MP has been set for the 
power response, parameter MS can be selected in order to limit the SOC imbalance. Hence, the power and 
SOC responses can be independently designed by means of the proposed control. Based on the theoretical 
analysis, the parameter values selected are MP=0.3 Hz and MS=0.3 Hz for our system. 
One-year simulation is also carried out here for the system presented in Table 1 but with C2=18 kWh 
(25% of capacity loss due to aging). Similarly to the previous case (see section 3.4), the system 
represented by (29), (30), (39) and (40) is modeled in Simulink. The simulation is carried out for the same 
stand-alone system with the same net power profile (see Fig. 7). 
The results are shown in Fig. 11 considering SOCi1=80% and SOCi2=30%. The first graph plots the 
transient SOC response. Thanks to the control, both SOCs tend to reach the same value after a different 
initial status. Comparing this figure to Fig. 8, it can be observed that the SOC response is much faster for 
the curve shifting method. Furthermore, it has constant dynamics, which are determined by 
τSOC2 = 6.6 hours from (49). In the second graph, the entire one-year simulation is represented, showing a 
low SOC imbalance. After the initial transient, the net power causes the SOC difference to change 
because C1/Srat1=8 h ≠ C2/Srat2=6 h, as predicted by (48). The SOC1–SOC2 difference during the one-year 
period, disregarding the initial transient, reaches a peak value of –9.9%, an rms value of 1.35% and an 
average value of –0.02%. These values are lower than for the slope changing method and can also be 
reduced still further if so desired by increasing MS yet without interacting with the power response 
dynamics. 
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Fig. 11. SOC evolution for a stand-alone system for the curve shifting method 
Another simulation is carried out in order to validate the power response for the curve shifting 
method. For this purpose, two batteries with their inverters as well as a number of loads are modeled with 
the software PSIM. The inverters are connected in parallel and generate the ac grid according to the 
proposed curve shifting method, with f0=50 Hz, MP=0.3 Hz, MS=0.3 Hz, SOC0=0.8. The features of the 
system were shown in Table 1, and the battery SOCs during the simulation were SOC1=0.8 and 
SOC2=0.4. The results for the per-unit real powers and the filtered grid frequency are shown in Fig. 12. At 
the beginning, only inverter 1 is connected, supplying the 4-kW load. At about second 1, inverter 2 is 
connected; then, at second 1.5, a 2.7-kW load is connected; and finally, at second 2, the same 2.7-kW 
load is disconnected. It can be observed that p1 is always higher that p2, which helps balance the SOCs. 
Furthermore, since the droop coefficient MP is not modified, the power response is optimized for every 
operating point. Concerning the grid frequency, it changes due to the droop method, but its variation 
range is within the allowable limits for a stand-alone system. 
 
Fig. 12. Simulation results for two battery inverters in discharging mode 
 
5. EXPERIMENTAL RESULTS 
The proposed SOC-based droop method is now validated by experimental tests. Two batteries with 
their inverters are connected in parallel and create the ac grid. Their features are shown in Table 1. The 
battery inverter models are Ingecon Hybrid AC Link 3TL and Ingecon Hybrid AC Link 6TL. Their 
configuration has been modified in order to implement the proposed droop method. The used P – f curve 
is (36) for f0=50 Hz, MP=0.3 Hz, MS=0.3 Hz, SOC0=0.8, as selected in section 4.4 and shown in Fig. 9. 
This curve is programmed in the inverter microprocessors. Each inverter measures its output power and 
then changes the output voltage frequency accordingly. The battery banks are made by series connection 
of vented lead-acid batteries, model 6 PVS 660. The battery bank 1 is composed by 10 battery units and 
the battery bank 2 consists of 5 battery units.  During the experiments, battery 1 has a greater charge than 
battery 2, with SOC1=0.8 and SOC2=0.4. A load bank and a PV emulator with its inverter have been 
16 
 
connected to the grid. They make it possible to change their real and reactive power as desired and thus to 
set the desired operating point. Precision power analyzer WT1800 served to obtain the data, supplying 
powers and frequencies every 50 ms. The battery inverters, battery banks, PV emulator and load bank are 
shown in Fig. 13. 
 
Fig. 13. PV emulator, battery banks and load bank used for the experimental setup 
The first test was conducted for the battery inverters in discharging mode. The per-unit real powers 
and the filtered grid frequency are shown in Fig. 14. At the start, inverter 1 is operating alone, supplying a 
4 kW load. As a result, P1 = 4 kW, p1 = 0.67, P2 = 0, and p2 = 0. Then, at second 2, inverter 2 is connected 
and helps supply the load. The power distribution can now be obtained by means of (39) and (40) as 
P1 = 3.47 kW, p1 = 0.58, P2 = 0.53 kW, and p2 = 0.18. Then, a 2.7 kW load is added to the ac bus. The net 
power becomes PT = 6.7 kW and the power distribution becomes P1 = 5.27 kW, p1 = 0.88, P2 = 1.43 kW, 
and p2 = 0.48. Finally, the 2.7 kW load is disconnected, and the system returns to the previous operating 
point. The figure shows how p1 is always higher than p2 thanks to the control. Since SOC1=0.8 and 
SOC2=0.4, this helps balance the SOCs. With regard to the grid frequency, this changes in line with net 
power variations according to (37). The figure shows that this frequency variation is moderate and totally 
acceptable for a stand-alone system. These experimental results are in accordance with the simulation 
shown in Fig. 12. 
The second test is carried out for the battery inverters in charging mode. Fig. 15 shows the per-unit 
powers and the filtered grid frequency. Throughout the entire experiment, the photovoltaic inverter 
operated under MPPT and supplied 6 kW to the ac grid. Inverter 1 was initially connected with no load 
and, consequently, P1 = –6 kW, p1 = –1, P2 = 0, and p2 = 0. After a while, inverter 2 was connected, 
resulting in a different power distribution with P1 = –3.2 kW, p1 = –0.53, P2 = –2.8 kW, and p2 = –0.93. 
Then, at about second 5.5, a 2.7 kW load was connected, leading to a net power PT = –3.3 kW. The power 
distribution becomes P1 = –1.4 kW, p1 = –0.23, P2 = –1.9 kW, and p2 = –0.63. The figure shows that, 
when both inverters are connected, p1 is always higher than p2. Thus, battery 2 is charged with more per-
unit power, which helps balance the SOCs. The grid frequency, also shown in Fig. 15, follows net power 
variations and its variation range is between allowable limits for a stand-alone system. It is also worth 
noting that, for the curve shifting method, the power response is slightly affected by the operating point. 
In effect, focusing on the power transients in Fig. 14 and Fig. 15, it can be noted that the rising time is 
similar in all cases. 
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Fig. 14. Experimental results for two battery inverters in discharging mode 
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Fig. 15. Experimental results for two battery inverters in charging mode 
 
6. DISCUSSION 
Throughout this paper, the analytical study, the simulations and the experimental results show that the 
proposed curve shifting method has better properties than the existing slope changing methods. The 
proposed droop control was validated by means of simulations and experimental results. The first 
simulation represents the SOC response for a real power profile and was conducted for two-battery 
system with different initial SOCs and different C/Srat ratio. Even for these negative conditions, the results 
show that the SOC difference is very low during the whole year, with an rms value of 1.35% and an 
average value of –0.02%. Then, the second simulation and the experimental results represent the power 
response for the proposed method. It is shown, both for charging and discharging modes, that the battery 
with a higher SOC delivers more power or absorbs less power than the battery with a lower SOC, which 
helps balance the SOCs. Furthermore, the power response is optimized for every operating point and the 
grid frequency variation is always acceptable. 
The proposed droop control can be applied to stand-alone ac supply systems and to ac microgrids with 
distributed energy storage, to balance the battery SOCs with no need of communication. The installation 
of distributed storage units is increasing and is expected to further expand in the future due to the need for 
redundancy and the development of microgrids. Two important advantages of the method with regard to 
existing ones are that it is based on local measurements and ensures a quick and stable power response for 
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every operating point. Furthermore, its implementation is straightforward since only an independent term 
needs to be added to the conventional droop. 
 
7. CONCLUSION 
This paper presents a new SOC-based droop control method which achieves energy management for 
different battery inverters in stand-alone ac supply systems with distributed energy storage. The proposed 
technique shifts the P – f curve either upwards or downwards in line with the battery SOC and, as a result, 
the stored energy becomes balanced with no need for communications between inverters. Thanks to the 
proposed SOC-based droop control, power and SOC responses are decoupled, making it possible to 
optimize both responses by means of the two P – f curve parameters. The power response can be 
optimized by means of power droop coefficient MP, in the same way as for the conventional droop 
method. With regard to the SOC response, it is possible to improve the transient and reduce the SOC 
imbalance by increasing SOC coefficient MS. 
The proposed method is compared to an existing one, the slope changing method, which modifies the 
P – f curve slope as a function of the battery SOC. In contrast to the method proposed in this paper, the 
power and SOC response are not decoupled in the slope changing method, and the design parameter, n, 
must be chosen as a trade-off between both responses. Furthermore, the power response is highly 
dependent on the operating point, leading to slow dynamics and power errors when operating with low 
SOCs. 
A one-year simulation was conducted for both techniques using a real power profile. The results show 
adequate energy management for both techniques, however the proposed method achieves better 
performance for both the transient response and the SOC imbalance. The experimental results for the 
proposed control validate the theoretical analysis for different operating points, showing how the battery 
with a higher SOC delivers more power or absorbs less power than the battery with a lower SOC, which 
helps balance the SOCs. 
 
APPENDIX 
Although the system model was developed for 2 battery inverters, the proposed technique can be 
generalized for an arbitrary number of n battery inverters. The power response modeling, developed in 
section 2, and the SOC response modeling for the curve shifting method, developed in section 4.3, will be 
derived in this appendix for n battery inverters. The purpose is to obtain the transfer function poles in 
order to predict the transient response. The expression for the characteristic equation is thus determined, 
which makes it possible to disregard the independent terms, such as net power PT, initial angle θi, and 
initial SOC value SOCi. 
After the derivations, some examples will be provided for 4 batteries with their inverters. In these 
examples, the parameters presented in Table 1 (but with C2=18 kWh due to aging) are used together with 
two other battery inverters. Battery inverter 3 has a rated power Srat3=5000 VA, an output inductance 
L3=3 mH, and a battery capacity C3=25 kWh, and battery inverter 4 has a rated power Srat4=4000 VA, an 
output inductance L4=4 mH, and a battery capacity C4=40 kWh. 
A. Power Response for n Battery Inverters 
Rewriting (5)-(8) for n battery inverters leads to 
, , 1,...,i i i i V
i
VEP I f i n
X
δ δ θ= ⋅ = ⋅ − =       (A.1) 
1
0
n
j
j
P
=
=∑ .          (A.2) 
From (A.2), one can obtain some simplified equations for the system plant as 
1 1 1( ), 2,...,i i iP X P X VE I f f i n⋅ − ⋅ = ⋅ ⋅ − = .      (A.3) 
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The conventional droop method changes the frequencies in order to share the power. Considering that 
the power sampling and measurement (transfer function HP) is the same for every inverter, the control is 
expressed as follows: 
0 , 1,...,i i P if f m H P i n= − ⋅ ⋅ = .       (A.4) 
From (A.3) and (A.4), every power can be expressed as a function of P1, i.e. 
1 1
1, 2,...,
P
i
i P i
X VE I H mP P i n
X VE I H m
+ ⋅ ⋅ ⋅
= ⋅ =
+ ⋅ ⋅ ⋅
.      (A.5) 
Introducing (A.5) into (A.2) and operating makes it possible to obtain the characteristic equation as 
( )
1 1
nn
P j P j
k j
j k
den X VE I H m
= =
≠
= + ⋅ ⋅ ⋅∑∏ .       (A.6) 
The roots of this expression correspond to the closed-loop transfer function poles for the power 
response. Some examples are provided in Table A.1 for different inverter configurations, where the 
different inverters were presented in this appendix, and the droop coefficient is MP=0.3 Hz. It can be seen 
that the system has 3·(n–1) poles, with (n–1) pairs of conjugate poles and (n–1) real poles. Furthermore, 
the poles for configurations with different inverters are between the extreme poles for configurations with 
equal inverters. 
TABLE A.1 
CLOSED-LOOP POLES FOR THE POWER RESPONSE 
Configuration Complex poles Real poles 
 
N times Inv1 N–1 times –20.5 ± 20.1j (ξ=0.71) 
N–1 times 
–142 
 
N times Inv2 
N–1 times 
–18.7 ± 29.3j (ξ=0.54) 
N–1 times 
–146 
 
N times Inv3 
N–1 times 
–19.8 ± 24.3j (ξ=0.63) 
N–1 times 
–144 
 
N times Inv4 
N–1 times 
–20.0 ± 22.8j (ξ=0.66) 
N–1 times 
–143 
Inv1, Inv2 –19.5 ± 25.8j (ξ=0.60) –144 
 
Inv1, Inv2, Inv3, Inv4 
–19.0 ± 28.1j (ξ=0.56) 
–19.9 ± 23.5j (ξ=0.65) 
–20.3 ± 21.3j (ξ=0.69) 
–143 
–144 
–145 
 
B. SOC response for n Battery Inverters 
Rewriting (37) and (47) for n battery inverters leads to 
0 , 0/ ( ), 1,...,i P i rat i S if f M P S M SOC SOC i n= − ⋅ + ⋅ − =      (B.1) 
, 1,...,ii
i
P
SOC i n
C s
= − =
⋅
.        (B.2) 
From these equations and considering that f1=fi (for i=2,…,n), every power can be expressed as a 
function of P1, that is 
1 1
1
,
1 1
, 2,...,
1 1
P
S rat
i
P
S rat i i
M s
M S C
P P i n
M s
M S C
⋅ +
= ⋅ =
⋅ +
.       (B.3) 
Introducing (B.3) into (A.2) and operating makes it possible to obtain the characteristic equation as 
1 1 ,
1 1nn P
SOC
k j S rat j j
j k
Mden s
M S C= =
≠
 
= ⋅ ⋅ +  
 
∑∏ .       (B.4) 
From this expression, the closed-loop transfer function poles for the SOC response can be obtained. 
Similarly to Table A.1, Table B.1 shows the time constants associated with the poles for the same 
previous configurations and with MS=MP=0.3 Hz. It can be seen that the system has (n–1) real poles. In 
20 
 
addition, the poles for configurations with different inverters are between the extreme poles for 
configurations with equal inverters also in this case. 
TABLE B.1 
CLOSED-LOOP TIME CONSTANTS FOR THE SOC RESPONSE 
Configuration Time constant 
N times Inv1 N–1 times τ = 8 h 
N times Inv2 N–1 times τ = 6 h 
N times Inv3 N–1 times τ = 5 h 
N times Inv4 N–1 times τ = 10 h 
Inv1, Inv2 τ = 6.6 h 
Inv1, Inv2, Inv3, Inv4 τ = 5.4 h, 6.6 h, 9.2 h  
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