Edgeworth expansions which are local in one coordinate and global in the rest of the coordinates are obtained for sums of independent but not identically distributed random vectors. Expansions for conditional probabilities are deduced from these. Both lattice and continuous conditioning variables are considered. The results are then applied to derive Edgeworth expansions for bootstrap distributions, for Bayesian bootstrap distribution, and for the distributions of statistics based on samples from finite populations. This results in a unified theory of Edgeworth expansions for resampling procedures. The Bayesian bootstrap is shown to be second order correct for smooth positive``priors,'' whenever the third cumulant of thè`p rior'' is equal to the third power of its standard deviation. Similar results are established for weighted bootstrap when the weights are constructed from random variables with a lattice distribution.
are derived using local expansions for P( N j=1 Y j =n). In a fundamental paper Bhattacharya and Ghosh (1978) have demonstrated that Edgeworth expansions for a wide class of statistics can be derived from Edgeworth expansions for multivariate sample means. This technique has been used by Babu and Singh (1983, 1984) to show the superiority of the bootstrap method and by Babu and Singh (1985) to obtain Edgeworth expansions for the ratio statistic and similar statistics based on samples from finite populations. The method is also used by Babu and Singh (1989) to obtain global Edgewoorth expansions for functions of means of random vectors, when one of the coordinates has a lattice distribution and the remaining part of the vector has a strongly non-lattice distribution. In this paper we concentrate on sample means of k-variate random vectors. The Edgeworth expansions for smooth functions of multivariate sample means follow from similar expansions for multivariate means as in Bhattacharya and Ghosh (1978) .
We shall also consider the case where Y 1 is absolutely continuous and obtain Edgeworth expansion for ( 
In order to get Edgeworth expansions for (2), we require a result similar to Theorem 19.3 of Bhattacharya and Ranga Rao (1986) with a better error estimate, under assumptions weaker than their condition (19.29). Condition (19.29) is too stringent for the applications considered in this paper. The main results are stated in Section 2. Applications of these results to the classical bootstrap, Bayesian bootstrap, weighted bootstrap, and to the estimators based on samples drawn without replacement from a finite population, are given in Section 3. Brief sketches of the proofs of the main results are presented in Section 4. Technical lemmas required in the proofs of the theorems are given in the Appendix. Lemma 5 in the Appendix describes a sieve method, which is used to obtain bounds for the integral of a characteristic function.
MAIN RESULTS
We introduce some notation before stating the results. Let f denote the characteristic function of a non-degenerate random variable Y 1 . To simplify the notation we drop the subscript N from a j, N and denote it by a j instead. Let x=(x 1 , ..., x k ) denote a row vector in R Furthermore let
and for any row vector t let
Note that a j need not be centered in defining the matrix V 
N is the identity matrix. Define
Motivation for considering U N comes from the bootstrap methodology. Suppose [Y j ] denotes a sequence of i.i.d. Poisson random variables with mean 1, and a j =X j &X N , where X j are univariate random variables, and
ÂS N denotes the bootstrapped version of the standardized quantity -N (X N &+ x )Â_ x , where + x and _ x denote the mean and standard deviation of X 1 , and S N denotes the sample standard deviation. More details on this special case will be provided in Section 3.
We now describe the polynomials Q r, N in (k+1) variables, that appear in Edgeworth expansions,
which in turn occur in the theorems. Let
is the ith coordinate of x, D k+1 = Â y and c ji denotes the i th coordinate of the vector c j =a j V
&1
N . Now define Q r, N (x, y) by
where * denotes the sum over all non-negative integers r m satisfying 1 m r mr m =r. In particular Q r, N in (8) for r=1 is given by
j j<m<r k A j, m, r x j x m x r +3 :
where 1=(1, ..., 1), and A i, m, r =N &1 N i=1 c ij c im c ir and # 3 is defined in (3). If k=1, then the first two sums in the definition of Q 1, N do not appear. If k=2, then the first sum in the definition of Q 1, N does not appear.
If Y 1 has a lattice distribution, then without loss of generality, we assume that its span is 1. In this case, let F N (H, n)=P(U N # H, W N = y n ). We now state the main results. 
uniformly in y n for some $ N =o(N &(s&2)Â2 ). 
uniformly in y n , wherè s, N ( y)=,( y)+ :
and q j are certain linear combinations of Chebyshev Hermite polynomials. See equation (1.14) on page 139 of Petrov (1975) for details. In particular
where # 3 is the 3rd cumulant of Y 1 Â_ defined in (3) . By Taylor series method we can expand the ratio s, N (x, y)Â`s , N ( y) in terms of powers of N &1Â2 . Let s, N (x | y) denote the sum of the terms of the ratio involving N &rÂ2 for non-negative integers r s&2. 
We now consider the continuous case. If the characteristic function f of the distribution of Y 1 satisfies
for some r>0, then by 
uniformly in y, where`s , N is given in (12) . If (13) holds, then the density
For the continuous case, we do not need the full force of condition (10) . Instead a weaker version (15) stated in Theorem 3 is sufficient. 
Then we have
and uniformly in y,
Theorem 4. Under the conditions of Theorem 3, we have for any G>0,
If h is an indicator function of a set, then the normal measure of the $ N neighborhood of the boundary of the set will enter into the error term. Thus local variations of h influence the error term, in Theorems 1 and 2. On the other hand, when the density f N of the distribution of (U N , W N ) exists, these variations will not have much influence on the error term, only an upper bound of h matters. Thus h(x, y) is replaced by terms such as 1+&(x, y)& s and 1+&x& s in Theorems 3 and 4. We now study the expansions of the distribution
We also study the expansions of its density f o N , if it exists. Note that if the density exists, then
and if Y 1 has a lattice distribution, then
where y n is defined in (4). To describe the formal expansion 
k . It can be verified easily that 
Theorem 6. Suppose P(Y 1 0)=1 and the conditions of Theorem 1 are satisfied. Then we have
Remark 2. Note that the error term in Theorem 6 is not as sharp as the one given in Theorem 1. For many applications the given error estimates are adequate as Y 1 will have enough moments. However, with some tedious analysis it may be possible to improve the error term.
Remark 3. It can be verified that the one-term Edgeworth expansions are given by
Remark 4. From the proofs of the results, it follows that the error bounds, appearing in the conclusions of the theorems as $ N , o( ) and O( )-term, depend only on _ 1 and M 1 , whenever
So in particular, the bounds in Theorems 1 2 hold uniformly for all lattice random variables Y 1 with span 1, as long as (22) holds.
APPLICATIONS
The following examples illustrate the applicability of Edgeworth expansions for conditional probabilities. For the applications considered in this section we use the notation, X N =N &1 N j=1 X j and a j =X j &X N , where X j is a row vector in R k . If X j are univariate random variables, then in addition, we use the notation
I. Sampling without Replacement from a Finite Population
X j Y j represents the sum of n items sampled without replacement from a finite population X 1 , ..., X N , and y n = ((n&NP(Y 1 =1))Â(_ -N))=0. Following a direct approach, Babu and Singh (1985) derived a one-term Edgeworth expansion for the mean of a sample from a finite population. The present methods give us an s-term Edgeworth expansion for any integer s 1. Suppose xÄ n denotes the mean of the n sampled units and $ nÂN 1&$ for some 0<$<1Â2. If condition (10) 
The distribution of n is the conditional distribution of U N given W N = y n =0. By (9) and (20), the one-term Edgeworth expansion is given by
:
In the univariate case (when k=1), the last two sums above vanish and we are left with
where p=nÂN. For related results on the sub-sample method see Babu (1992) . It is interesting to note that (23) agrees with the one-term empirical Edgeworth expansion in the i.i.d. situation, provided p=nÂNr Then the bootstrap distribution of the sample sum centered at its mean, is given by (1) . Clearly in this case, the moment condition of Theorem 2 on Y 1 holds. By Remark 1, this leads to Theorem 2 of Babu and Singh (1984) . In the special case of s=3, and k=1, this yields under strong non-lattice condition on F, that
for almost all sample sequences [X i ], where X * N denotes the bootstrapped mean, and P* denotes the probability induced by the bootstrap sampling scheme. Theorem 2 yields similar results for statistics which are smooth functions of multivariate means. See Corollary 2 of Babu and Singh (1984) for the details. The class of statistics for which these results are applicable include, sample means, sample variances, central and non-central t-statistics (with possibly non-normal populations), sample coefficient of variation, maximum likelihood estimators, least squares estimators, correlation coefficients, regression coefficients, and smooth transforms of these statistics. It may be noted that if Crame r's condition holds for F, then by Theorem 2,
converges weakly to a random variable.
It is interesting to note that even when [X 1 , ..., X N ] represents a realization of N random variables, not necessarily independent or identically distributed, Theorem 2 gives an Edgeworth expansion for the bootstrap distribution of a smooth function of the mean of X j , as long as the conditions of Theorem 1 on a j hold. The Bootstrap procedures for the sample mean of independent but not identically distributed random variables X i , along with some examples to motivate such a study, were considered by Liu (1988) . Suppose + i and _ i denote the mean and the standard deviation of X i . Theorem 2(ii) of Liu (1988) follows from Theorems 1 and 2, as Student's t can be expressed as a smooth function of the multivariate mean
III. Bayesian Bootstrap
Let N=n. The random weighting scheme using multinomial distribution can be generalized to obtain, what is known as the Bayesian bootstrap. Rubin (1981) suggested using the spacings of a sample of size (N&1) from the uniform distribution as the random weights, instead of n i ÂN. This can be arrived at by starting with a standard exponential random variable 
Consequently, we define the Bayesian bootstrap distribution of -N(X N & + x )Â_ x to be the distribution of
In practice, it is easier to generate a sequence of i.i.d. random variables than a sequence subject to a restriction on the sum, which may be a reason to consider the distribution of (
&1 instead of the conditional distribution, in generalizing the Bayesian bootstrap. If a gamma``prior'' is used, then by Theorem 4 and equations (9) and (20), or by Theorem 5 and equations (9) and (21), it follows that the Bayesian bootstrap is second order correct in approximating the distribution of the sample mean of k-variate sequence [X 1 , ..., X N ] only if E(Y 1 &+) 3 Â_ 3 =1. This holds if and only if r=+=4, in which case, the distribution of the vector of weights (Z 1 , ..., Z N ) is D (N; 4, ..., 4) . This can be seen in the univariate case (k=1) from the following arguments. Note that in the univariate case, if } 3 is defined by
On the other hand the classical theory of Edgeworth expansions yields 
In summary, the results show that the Bayesian bootstrap is second order correct for any smooth positive``prior'' as long as the third cumulant of the``prior'' is equal to the third power of its standard deviation. As a consequence, among the standard gamma``priors'', the only one that leads to second order correctness is the one with mean 4.
IV. Weighted Bootstrap
For the Bayesian bootstrap, the resampling distribution is defined by assigning a set of random weights to the original sample points with weights continuously distributed. By Theorem 6, results similar to those mentioned in the previous section on Bayesian bootstrap will also hold for the distribution of (+Â_) -N ( . So one achieves second order correctness of the weighted bootstrap whenever # 3 =1, if the weights are constructed using random variables from a lattice distribution. In particular, the second order accuracy is achieved if Y 1 has the negative binomial distribution with the parameters r=4 and p # (0, 1). The general case of first order approximations for weighted bootstrap is considered by Pr$stgaard and Wellner (1993).
PROOFS OF THE THEOREMS
In this section, we briefly sketch the proofs of the Theorems. The technical details required in the proofs are separated as lemmas and presented in the Appendix.
We start with some notation. For non-negative integral vectors := (:, ..., : k ) and x=(x 1 , ..., 
where C is a subset of [1, ..., N]. Finally for any integer ! 0, let
where the maximum is taken over all subsets of [1, ..., N] of size N&!.
Proof of Theorem 1. Note that the Fourier transform of s, N is given by
where
N t$+iv) r , and
Here * denotes the sum over all non-negative integers r m satisfying 1 m j mr m = j. We use Lemma 1, which is similar to Lemma 11.6 of Bhattacharya and Ranga Rao (1986) , that gives bounds for a signed measure in terms of derivatives of its Fourier transform. We also use Lemma 4 that gives bounds on the error, when a distribution is convoluted with a smooth distribution. 
We estimate (27) by dividing the range of the integration into several, possibly overlapping, regions:
(ii) &t& N &1Â2 log N, H |v| >MN &1Â2 log N, for some M>0, H>0
We expand D : ( f N (t, v) ) in the region (i), and estimate the integrand in (27). Lemma 2 is used for the regions (iii) and (iv), and Lemma 3 is used for the region (ii) to estimate the integrand in (27). Finally Lemma 6 is used in region (v), as in the proof of Theorem 19.5 of Bhattacharya and Ranga Rao (1986) , to arrive at (16). To prove (17), we use inequality (32) of Lemma 1 instead of Lemma 11.6 of Bhattacharya and Ranga Rao (1986). In addition, Lemmas 2, 3 and 6 are used as above, together with the arguments similar to the proof of Theorem 19.3 of Bhattacharya and Ranga Rao (1986) to get (17). The details are omitted. 
Proofs of Theorems
To complete the proof of Theorem 5, we have by (16), (18), and (29) that
This completes the proof of Theorem 5.
Now we turn to the remaining part of the proof of Theorem 6. Note that the factor P( 
and
Finally, by applying Theorem 1, we obtain
The above three inequalities, combined with (29), yield Theorem 6.
APPENDIX
For the first lemma, we consider a real valued measurable function g on R 
for some non-negative integer s. Then there exists a constant c(k) depending only on k such that, for all integers m,
Suppose g 1 is a real valued function on R k+1 satisfying
for some non-negative integer s and suppose g^1(t, v)= | R k+1 e itx$+ivy g 1 (x, y) dx dy denotes the Fourieur transform of g 1 on R k+1 . Then there exists a constant c$(k) depending only on k such that, for all y,
Proof. We assume that The result now follows from an application of Lemma 11.6 of Bhattacharya and Ranga Rao (1986) to g m . This completes the proof of (31). A similar proof yields (32).
The basic ideas of the proofs of the next two lemmas are inspired by Erdo s and Re nyi (1959).
Lemma 2. Let Y denote the difference of two independent copies of Y. Let m 2 >m 1 >0 be such that P(m 1 < |Y | <m 2 )= p>0, and let ! N be a non-negative integer. Then we have:
(a) If for some $>0, and 2>0, |d N (t)| 1&2 &t& 2 for &t& $, then for all v, and &t& $Âm 2 ,
(b) For any K, L>0, and for all v,
Proof. Note that the characteristic function of Y is given by | f | 2 . Consequently,
Since x e x&1 for any non-negative x, we have for any integer ! 0 and for any subset C of [1, ..., N] of N&! integers, that
The results (a) and (b) now follow from (33) and (34) respectively. Proof. Since for all real |,
there exist 0<$<?Â4, and 2>0 depending only on _ 1 and M 1 such that 1 2 | f (|)| 1&2| 2 , whenever ||| <4$. Suppose &t& N &1Â2 log N, and MN &1Â2 log N |v| 2$. Then for all large N, |ta$ j +v| <4$ and hence we have 1 2 | f (ta$ j +v)| and 
For any =>0, let J = denote the probability measure given by J = (E)=J(= &1 E) for all borel subsets E of R k . The next lemma follows easily from Lemma 24.1 of Bhattacharya and Ranga Rao (1986), which is a strengthened version of Lemma 11.1 of Bhattacharya and Ranga Rao (1986). The inequality is similar to the inequality (4.1) of Babu and Singh (1984) , and it is stated here for ready reference.
Lemma 4. Let P be a finite measure and Q a signed measure on R k . Let h be a real valued measurable function on R k satisfying M h, s < . Then there exists a constant k 6 depending only on s and k such that for any 0<=<1,
where ;=M h, s (1+&x& s ) d(P+ |Q| )(x). Further for any 0<&x&<1 and 0<$<1, we have for some constant k 7 , 
Proof. By assumptions (a) and (c) there exists N 1 1 such that for any row vector l of unit length,
for all N N 1 . This implies, for some *>0 and for all N N 1 , that
Let l be a row vector of unit length in R k , 0<K<L< and let
Let v i =la$ i . By (a), (b) and (35), we have for all N N 1 , that
provided L>(8M* &1 ) 1Â(s&2) and K (*Â4L). Note that %(K, L) is independent of l. Hence there exist %>0, 0<K<L< such that for all vectors l of unit length, 
