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Resumen
Este documento es el trabajo presentado para la asignatura MT1030 - Pra´cticas Externas
y Proyecto Final de Grado, del grado en Matema´tica Computacional de la Universitat Jaume
I (UJI). Incluye una descripcio´n del trabajo realizado durante la estancia en pra´cticas en el
Gabinete de Planificacio´n y Prospectiva Tecnolo´gica de la universidad.
El proyecto desarrollado en esta institucio´n ha consistido en la aplicacio´n de te´cnicas de
miner´ıa de datos para analizar dos problemas de gran importancia para la Universitat Jaume
I, como son el abandono de los estudios y la insercio´n laboral de los estudiantes de los distintos
grados que se imparten en la universidad.
Este documento incluye tanto la fundamentacio´n teo´rica de las te´cnicas utilizadas como
los resultados obtenidos en los ana´lisis realizados. Para analizar el abandono universitario las
te´cnicas utilizadas han sido: el ana´lisis clu´ster, la regresio´n log´ıstica, el ana´lisis discriminante,
las redes neuronales y los a´rboles de clasificacio´n. Para analizar la insercio´n laboral se ha hecho
uso de la regresio´n log´ıstica y de las reglas de asociacio´n.
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En este primer cap´ıtulo se describe el contexto en el que el proyecto ha sido desarrollado,
as´ı como la motivacio´n que ha permitido llevarlo a cabo y los objetivos generales que se pretenden
conseguir durante el desarrollo del proyecto. Adema´s, tambie´n se mencionan algunos estudios
realizados en otras universidades sobre el abandono universitario que es el principal problema
tratado durante la estancia en pra´cticas.
En el resto de cap´ıtulos se expone el trabajo realizado. Se argumenta tanto el motivo por
el que se ha decidido realizar cada ana´lisis como las dificultades obtenidas y los resultados
finalmente extra´ıdos.
En concreto, en el segundo cap´ıtulo se detalla la empresa donde se ha llevado a cabo la
estancia en pra´cticas y el trabajo que se ha realizado para esta institucio´n en l´ıneas generales.
En el tercer cap´ıtulo se describen teo´ricamente las te´cnicas utilizadas, en el cuarto cap´ıtulo se
muestran los resultados de las te´cnicas ma´s complejas y, por u´ltimo, se exponen las conclusiones
obtenidas.
1.1. Contexto y motivacio´n del proyecto
El proyecto que se describe en este documento es un proyecto propuesto por el Gabinete de
Planificacio´n y Prospectiva Tecnolo´gica de la Universitat Jaume I. Esta institucio´n se encarga,
principalmente, de dar soporte a nivel te´cnico y administrativo a la direccio´n de la universidad.
Es por ello que tienen acceso a la informacio´n de todos los alumnos de la UJI, en cada curso
que han realizado matr´ıcula, para poder, entre otras cosas, elaborar informes dirigidos a los
responsables de los centros acade´micos sobre datos de intere´s como, por ejemplo, la proporcio´n
de alumnos que ha abandonado una titulacio´n, o el nu´mero de alumnos que ha cambiado de
una titulacio´n a otra.
No obstante, aunque proporcionen esta informacio´n, su trabajo no abarca la explicacio´n de
cua´les son las causas que provocan que los estudiantes abandonen los estudios, ni que´ razones
conllevan a que los alumnos consigan adentrarse en el mercado laboral una vez obtenido el
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t´ıtulo. Por este motivo han considerado necesaria la incorporacio´n de un estudiante del grado
en Matema´tica Computacional para que, utilizando te´cnicas de miner´ıa de datos explicadas al
alumno por parte de los tutores acade´micos , fuera posible analizar parte de la informacio´n que
disponen, con el objetivo de extraer conclusiones que puedan ser utilizadas posteriormente por
la universidad.
Con respecto a la motivacio´n del proyecto, se debe considerar tanto la motivacio´n para la
empresa donde se ha realizado la estancia en pra´cticas en este caso el Gabinete de Planificacio´n
y Prospectiva Tecnolo´gica como la motivacio´n para el alumno que realiza las pra´cticas en
esta institucio´n.
En lo que respecta a la motivacio´n para la empresa, cabe destacar que se ha detectado
la necesidad de analizar y explicar cua´les son las causas que originan el abandono
de los estudios, para poder tomar futuras decisiones que ayuden a paliar el abandono en la
medida de lo posible. Por otro lado, tambie´n se ha detectado la necesidad de conocer que´ as-
pectos ayudan a los alumnos a encontrar su primer empleo, y a determinar si esta´n
suficientemente cualificados para ser competentes en el mundo laboral con los conocimientos
adquiridos despue´s de haber obtenido el t´ıtulo correspondiente.
Por otro lado, realizar la estancia en pra´cticas en el Gabinete de Planificacio´n y Prospectiva
Tecnolo´gica resulta muy interesante para el alumno puesto que:
Permite familiarizarse con una nueva herramienta de consultas a bases de datos,
como es el software Oracle Discoverer.
Ofrece la posibilidad de estudiar el funcionamiento de te´cnicas de miner´ıa de
datos y aplicarlas a un problema real, asumiendo todos los obsta´culos que surgen y
tratando de resolverlos de la mejor manera posible para obtener un resultado satisfactorio.
El alumno puede conocer el funcionamiento de una empresa y poner en pra´ctica
algunos de los conocimientos aprendidos durante la titulacio´n.
Adema´s, cabe remarcar que es un proyecto muy adecuado para poder ser utilizado en la
elaboracio´n del Trabajo de Final de Grado, porque permite que tanto la estancia en pra´cticas
como el proyecto de final de grado vayan completamente unidos, de manera que, el proyecto
final de grado consista en fundamentar teo´ricamente las te´cnicas utilizadas en la realizacio´n de
la estancia en pra´cticas.
1.2. Objetivos generales
Los objetivos generales que se pretenden alcanzar durante la realizacio´n de este proyecto se
pueden resumir en los siguientes:
Hacer uso de los conocimientos adquiridos en la asignatura MT1020 - Bases
de datos para poder entender co´mo esta´ estructurado el modelo de datos de la UJI y
realizar consultas utilizando el software Oracle Discoverer.
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Aprender diferentes te´cnicas estad´ısticas multivariantes, tanto su fundamento
teo´rico como su aplicacio´n, para poder aplicarlas a problemas de la vida real, haciendo
frente a todas las dificultades e inconvenientes que puedan ir surgiendo.
Ayudar a la universidad a explicar que´ factores originan el abandono de los
estudios y que´ caracter´ısticas son las que favorecen la insercio´n laboral, para
poder tomar futuras medidas al respecto. Para ello, se deben lograr los siguientes objetivos:
 Describir de manera detallada ambas muestras, para depurar los datos y obtener
unas primeras conclusiones acerca de los resultados que se deben lograr al realizar
los ana´lisis.
 Determinar que´ variables influyen en el abandono de los estudios.
 Encontrar tipolog´ıas de estudiantes que abandonan los estudios.
 Crear un modelo que permita predecir despue´s de haber cursado al menos el primer
curso de la titulacio´n si el estudiante abandonara´, o no, los estudios utilizando para
ello diferentes te´cnicas estad´ısticas y comparando los resultados.
 Crear reglas que indiquen que´ factores son los que ma´s se repiten en los alumnos que
han encontrado un empleo una vez obtenido el t´ıtulo universitario.
Integrar al alumno en una empresa real con el propo´sito de ensen˜arle algunas de las
v´ıas laborales donde poder aportar sus conocimientos.
1.3. Estudios realizados en otras universidades sobre el aban-
dono universitario
A partir de la de´cada de los ’80, ha surgido en las universidades de todo el mundo
la preocupacio´n por la calidad del servicio educativo que presentan. Esto ha dado lugar
a procesos de evaluacio´n con el fin de detectar las debilidades y fortalezas institucionales para
generar acciones correctivas de las deficiencias encontradas [1]. Muchos de estos estudios han sido
llevados a cabo en universidades sudamericanas como son algunas universidades de Argentina
y Me´xico. No obstante, tambie´n se han encontrado varios art´ıculos realizados en universidades
espan˜olas.
El abandono de los estudios universitarios es un problema cuyos costes son altos tanto para
el individuo como para la sociedad. Es por ello que la prevencio´n del mismo es fundamental
y cobra especial relevancia en el actual contexto de crisis econo´mica [2]. Diversos autores han
desarrollado investigaciones con el objetivo de establecer modelos predictivos de este feno´meno
(Castan˜o, Gallo´n, Go´mez y Va´squez, 2004 [3]; Treviza´n, Beltra´n y Cosolito, 2009 [4]; Sa´nchez,
2014 [5]).
Un ejemplo de este tipo de estudio es el desarrollado por Araque, Rolda´n y Salguero (2009)
[6]. Los autores recopilaron informacio´n de las bases de datos de la Universidad de Granada de
una amplia muestra de estudiantes pertenecientes a 25 titulaciones para identificar las varia-
bles relevantes en el abandono. Realizaron el ana´lisis por cada una de las facultades logrando
identificar las variables relevantes tanto a nivel global como para cada una de las facultades.
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Otro ejemplo es el de Mar´ın, Infante y Troyano (2000) [7] que realizaron una investigacio´n
sobre el fracaso acade´mico en la Universidad de Sevilla. A pesar de no contener una amplia mues-
tra, resulta interesante por la cantidad de variables que utilizan en el estudio, dado que cuentan
con cuestionarios, entrevistas y tests de inteligencia, motivacio´n y preferencias profesionales.
Por otro lado, Rodrigo, Molina, Garc´ıa-Ros y Pe´rez-Gonzalez (2012) [8] analizan las variables
relevantes en el abandono de los estudios del grado en Psicolog´ıa, llegando a la conclusio´n de
que las variables que explican el abandono son el sexo, la v´ıa de acceso, la dedicacio´n (a tiempo
completo o parcial), el orden de preferencia de la titulacio´n al realizar la preincripcio´n, la
residencia familiar y el nivel de estudios de los padres.
De entre los ejemplos de la aplicacio´n de la inteligencia artificial, se debe destacar el trabajo
de Sa´nchez (2014) [5] que consiste en encontrar un modelo capaz de predecir el abandono en
el primer an˜o de carrera. Para ello, el autor analiza los datos de tres cohortes de nuevo ingreso
(2009-2011) a partir de los datos disponibles en el sistema informa´tico de la universidad y,
probando con distintos modelos, el mejor resultado que obtiene es del 80 % de los alumnos
predichos correctamente.
Tambie´n cabe destacar el trabajo de Bernardo, A., Cerezo, R., Nu´n˜ez, J.C, Tuero, E. y
Esteban, M (2015) [2] para estudiar las variables influyentes en el abandono de la universidad
de Oviedo. Hacen uso tanto de variables sociodemogra´ficas (nacionalidad, taman˜o familiar, nivel
de estudios y ocupacio´n de los padres) como otras variables relativas a su ingreso y progreso en
la universidad (si los alumnos se han incorporado a los estudios universitarios una vez iniciadas
las clases, si asisten a clase, etc.) y comparan los resultados obtenidos con algunos de los estudios





En este cap´ıtulo se expone el proyecto realizado durante la estancia en pra´cticas. En primer
lugar, se explica en que´ empresa se ha realizado la estancia y se describe la funcionalidad de
esta institucio´n. A continuacio´n, se detalla el software del que se ha hecho uso para extraer
los datos a analizar y la herramienta utilizada para realizar los ana´lisis. En las siguientes dos
secciones se describe, en primer lugar, el plan de trabajo inicial y, en segundo lugar, el trabajo
realizado durante la estancia en pra´cticas en l´ıneas generales. Los resultados de los ana´lisis, y
la realizacio´n de los mismos, se muestran con ma´s detalle en el cap´ıtulo 4.
2.2. Descripcio´n de la empresa
La empresa donde se ha realizado la estancia en pra´cticas es el Gabinete de Planificacio´n y
Prospectiva Tecnolo´gica de la Universitat Jaume I. Esta unidad esta´ situada en el rectorado de
la universidad y se encarga, principalmente, de dar soporte a nivel te´cnico y administrativo a
la direccio´n de la UJI. Esta´ constituida por siete trabajadores, uno de los cuales, Juan Antonio
Herna´ndez Rubert, ha sido mi supervisor.
Entre las distintas tareas que realizan, se encuentran las siguientes:
Dan soporte a la ordenacio´n acade´mica de los t´ıtulos oficiales de grado y ma´ster. Los
centros acade´micos realizan planes de estudio que ellos revisan y mejoran para su posterior
implantacio´n.
Definen la oferta acade´mica. Determinan los t´ıtulos oficiales, las asignaturas de cada t´ıtulo
y en cada asignatura cua´ntos grupos y subgrupos de teor´ıa, de laboratorios y de problemas
hay.
Elaboran los horarios de docencia acade´mica y de los exa´menes, y crean los circuitos de
matr´ıcula para los estudiantes de nuevo ingreso.
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Dan soporte al plan de ordenacio´n docente. Determinan la docencia que ejerce cada pro-
fesor.
Elaboran presupuestos. Calculan el coste de profesorado anual.
Distribuyen el presupuesto ordinario de los departamentos y de la biblioteca.
Dan soporte al plan estrate´gico. Establecen planes y acciones para lograr los objetivos
planteados.
Dan soporte a la elaboracio´n de estad´ısticas por parte de instituciones, como pueden ser
el ministerio o el INE. Coordinan y pasan datos oficiales de la UJI a estos organismos.
Estudian la forma de cubrir incidencias del profesorado, bien sea por enfermedad, por
baja maternal, etc. Analizan el impacto de estas incidencias en la capacidad docente de
las a´reas afectadas, y lo comunican al Servicio de Recursos Humanos para poder cubrir
las necesidades docentes generadas.
Realizan algunas predicciones y estad´ısticas a partir de datos oficiales de la UJI.
2.3. Descripcio´n del software utilizado durante la estancia en
pra´cticas
Oracle Discoverer
La herramienta software, utilizada para la extraccio´n de los datos de las bases de datos
de la UJI ha sido Oracle Discoverer. Este software permite realizar consultas sin necesidad
de recurrir a SQL, permitiendo de este modo una gestio´n ma´s co´moda y sencilla de los datos a
analizar.
Cuando se crea una consulta, se muestran todas las tablas de la base de datos en forma de
carpetas. Si se despliega una de estas carpetas, aparecen todos los atributos que posee dicha
tabla. De este modo, se pueden seleccionar aquellos atributos que se desea que aparezcan en la
consulta. Aunque se muestran todas las tablas que tiene la base de datos que se esta´ utilizando,
la aplicacio´n so´lo permite seleccionar aquellas tablas que tengan alguna relacio´n con las tablas
que ya se hayan seleccionado para la consulta. Una vez definidos los campos que se desean
mostrar, se deben incluir las condiciones a realizar sobre los datos. Adema´s, tambie´n permite
crear ca´lculos para efectuar algu´n procesamiento sobre la informacio´n extra´ıda y obtener totales.
La informacio´n se distribuye en libros de trabajo donde cada trabajo puede estar compuesto
por distintas hojas de trabajo que se organizan de un modo muy similar a co´mo se organizan
las hojas en Microsoft Excel. De este modo, si se desean realizar consultas similares se deben
organizar en hojas de trabajo dentro de un mismo libro de trabajo. Esto permite tener toda la
informacio´n extra´ıda bien organizada y acceder a las restricciones que se han realizado en las




Para unir los datos extra´ıdos a partir de las consultas realizadas a la base de datos con
Oracle Discoverer, se ha hecho uso del programa Microsoft Excel. Esta herramienta se ha
utilizado para realizar la unio´n entre las distintas consultas y asignar a cada alumno sus datos
correspondientes. En concreto, se ha empleado la funcio´n BUSCARV, que ha permitido unir los
datos obtenidos de forma co´moda y eficaz.
RStudio
La herramienta utilizada para realizar los ana´lisis ha sido el programa R. Es un software
libre que permite realizar ana´lisis estad´ısticos de datos. Se ha escogido este programa debido a
la gran variedad de me´todos estad´ısticos que cubre. Estos me´todos esta´n contenidos en diferen-
tes bibliotecas o paquetes con funcionalidades de ca´lculo y graficacio´n [9]. En concreto, se ha
utilizado RStudio, una interfaz para el R que contiene una serie de herramientas integradas y
disen˜adas para ayudar al usuario a hacer uso del programa R de forma ma´s pra´ctica y co´moda.
2.4. Descripcio´n del plan de trabajo inicial
El trabajo a realizar durante la estancia en pra´cticas ha consistido en analizar el abandono
y la insercio´n laboral de los estudiantes de la Universitat Jaume I.
En un primer momento no se realizo´ una planificacio´n temporal exacta de las tareas a
realizar, porque se trata de un proyecto de utilidad para la institucio´n donde se ha desarrollado
la estancia en pra´cticas, pero se desliga de las actividades que los trabajadores de esta institucio´n
deben realizar. Por este motivo, resulta complicado conocer a priori la duracio´n de cada una
de las tareas a realizar, y el tiempo que debe dedicar el alumno al aprendizaje de las te´cnicas
posteriormente empleadas en el ana´lisis.
El trabajo inicialmente propuesto consistio´ en familiarizarse con el modelo de datos de la UJI
para poder extraer, mediante Oracle Discoverer, todas aquellas variables que posteriormente se
deseaban analizar. En la propuesta inicial, estos ana´lisis pod´ıan ser realizados sobre grados,
ma´sters y doctorados, pero durante el trascurso del proyecto se decidio´ que era ma´s conveniente
centrarse u´nicamente en grados, principalmente por falta de tiempo, debido a que la extraccio´n
de los datos y su posterior comprobacio´n y correccio´n conlleva en cada caso una dedicacio´n de
tiempo bastante elevada. De este modo, se dispondr´ıa de ma´s tiempo para enfatizar sobre cada
uno de los dos problemas tratados y se desglosar´ıa el ana´lisis por centros acade´micos para lograr
unas mejores conclusiones, ya que se detecto´ que la realizacio´n de un modelo global para todos
los centros no era lo suficientemente precisa, puesto que las diferencias en los centros afectaban
al modelo.
Por tanto, el plan de trabajo se fue desarrollando a medida que avanzaba el proyecto. Durante
las cinco primeras quincenas se abordo´ el problema del abandono universitario, y a lo largo de
la u´ltima quincena el de la insercio´n laboral, porque en el caso de e´ste u´ltimo se dispone de
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muy poca informacio´n. Ello es debido a que los primeros grados se implantaron en el an˜o 2009,
por lo que los primeros egresados finalizaron su titulacio´n en el an˜o 2012. Por ello, se dedico´ un
tiempo menor a analizar este problema.
Durante las dos primeras quincenas se debio´ obtener la informacio´n de los estudiantes
de la UJI que iniciaron expediente en alguno de los grados durante los cursos 2009 a 2011,
utilizando el programa Oracle Discoverer.
Una vez conocido el funcionamiento del programa Oracle Discoverer, y realizadas las consul-
tas necesarias, en la tercera quincena se aprendio´ a hacer uso de algunas te´cnicas de miner´ıa
de datos como son el ana´lisis clu´ster, la regresio´n log´ıstica, las reglas de asociacio´n, etc., para
a continuacio´n seleccionar, de entre todas las te´cnicas aprendidas, aquellas que se consideraban
ma´s adecuadas para aplicar, durante la cuarta y quinta quincena, a los datos extra´ıdos.
Finalmente, durante la u´ltima quincena se debio´ extraer la informacio´n necesaria sobre los
alumnos que han finalizado los estudios de grado. No obstante, en este caso, la mayor parte de
la informacio´n se obtuvo a partir de encuestas que la universidad realiza cada an˜o a los alumnos
mediante correo electro´nico. Por este motivo, el proceso de extraccio´n de datos fue menor que en
el caso del abandono. A continuacio´n, se decidio´ que´ te´cnicas aplicar para analizar este problema
y se llevaron a cabo.
2.5. Trabajo realizado
Por un lado, el trabajo realizado durante la estancia en pra´cticas radica principalmente
en la necesidad de explicar las causas que originan el abandono de los estudios de grado de
la Universitat Jaume I, as´ı como la bu´squeda de tipolog´ıas de alumnos que abandonan los
estudios, y de un modelo que permita predecir si un estudiante abandonara´, o no, la titulacio´n
que esta´ realizando. Por otro lado, tambie´n se deben encontrar cua´les son las caracter´ısticas que
favorecen la insercio´n laboral de los estudiantes. Se abordan ambos problemas por separado en
los dos apartados siguientes.
2.5.1. Abandono de los estudios
El primer problema planteado sobre el abandono de los estudios es encontrar un criterio
que permita determinar que´ alumnos han abandonado los estudios. De entre los diferentes cri-
terios solicitados al Gabinete de Planificacio´n y Prospectiva Tecnolo´gica para elaborar informes
anteriores, cabe destacar los tres siguientes:
En el Real Decreto 1393/2007, se define la tasa de abandono como la relacio´n porcen-
tual entre el nu´mero de estudiantes de una cohorte de nuevo ingreso que debieron obtener
el t´ıtulo en el an˜o anterior, y que no se han matriculado, ni en ese an˜o ni en el an˜o prece-
dente. Dicho de otro modo, se buscan aquellos alumnos que no se han matriculado ni en
el an˜o de finalizacio´n teo´rica de los estudios, ni en el siguiente, y que no han finalizado la
titulacio´n que estaban cursando.
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Criterio SIUVP (Sistema de Informacio´n de las Universidades Valencianas Pu´blicas):
se define la tasa de abandono como el nu´mero de alumnos matriculados en un grado en el
curso acade´mico n− 2/n− 1, que no se han matriculado en ese grado en el curso n− 1/n
ni en el curso n/n+1, sin ser egresados en el mismo t´ıtulo. Dicho de otro modo, se buscan
los estudiantes matriculados en un an˜o, que no se han vuelto a matricular en ese grado
en los dos an˜os siguientes, y que no han finalizado la titulacio´n que estaban cursando.
Criterio CRUE (Conferencia de Rectores de las Universidades Espan˜olas): se define la
tasa de abandono como el nu´mero de alumnos matriculados de nuevo ingreso en el curso
acade´mico n−2/n−1, y que no han vuelto a matricularse en los cursos acade´micos n−1/n
y n/n + 1. Dicho de otro modo, se buscan aquellos alumnos de nuevo ingreso que no se
han matriculado en ninguno de los dos an˜os siguientes.
Al tener tres criterios diferentes, y no saber cua´l es el ma´s adecuado para extraer los datos,
se ha decidido comprobar si los criterios obtenidos son equivalentes. Para ello, se ha obtenido,
por cada uno de los criterios, el nu´mero de alumnos que ha abandonado cada titulacio´n en
cada an˜o para, a continuacio´n, calcular la matriz de correlaciones entre los datos obtenidos a
partir de los tres criterios. U´nicamente se ha debido de comprobar para los an˜os 2009, 2010 y
2011, porque el criterio del Real Decreto 1393/2007 requiere por definicio´n comprobar que el
alumno no se ha matriculado en el an˜o teo´rico de finalizacio´n de los estudios ni en el siguiente.
Por tanto, teniendo en cuenta que las titulaciones son de cuatro an˜os se puede calcular como
ma´ximo el nu´mero de abandonos de los alumnos que iniciaron una titulacio´n en el an˜o 2011.
Las correlaciones obtenidas entre los tres criterios para cada uno de los cursos acade´micos
han sido muy pro´ximas a uno, por lo que se ha conseguido demostrar que los tres criterios
son equivalentes.
Por tanto, ante la posibilidad de elegir cualquiera de los tres criterios anteriormente mencio-
nados se ha decidido escoger el criterio de Real Decreto 1393/2007 por ser el ma´s demandado
a los trabajadores del Gabinete de Planificacio´n y Prospectiva Tecnolo´gica, y por la menor
dificultad que requiere a la hora de realizar las consultas.
Las variables extra´ıdas para realizar el estudio sobre el abandono universitario son las que
se muestran en la Tabla 2.1.
Tabla 2.1: Variables utilizadas en el estudio del abandono universitario.
Variable Definicio´n
edad Edad del estudiante a fecha de inicio en la universidad.
nota.de.acceso Nota que obtuvo el alumno en la prueba de acceso realizada para
acceder a la universidad. Se ha dividido por la nota media de acceso
de ese an˜o en esa titulacio´n para evitar que la nota de acceso dependa
de la titulacio´n.
Continu´a en la pa´gina siguiente
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Tabla 2.1 – continuacio´n de la pa´gina anterior
Variable Definicio´n
orden.pref Opcio´n en la que el alumno situo´ la titulacio´n que finalmente curso´ al
realizar la preinscripcio´n.
via.acc Vı´a de acceso a trave´s de la que el alumno entro´ en la universidad. Es
una variable catego´rica que toma los valores: Selectividad, Formacio´n
Profesional, Titulados Universitarios y Resto (en el caso de entrar por
una v´ıa de acceso distinta a las anteriores).
sexo Sexo del estudiante.
prov Provincia de la residencia familiar durante el curso acade´mico de
inicio. Es una variable catego´rica que toma los valores: Castello´n,
Limı´trofes (para las provincias de Valencia, Tarragona, Teruel) y Res-
to.
cred.pres.pri Nu´mero de cre´ditos que el alumno presento´ a examen en el primer
curso que hizo matr´ıcula.
cred.pres.ultimo Nu´mero de cre´ditos que el alumno presento´ a examen en el u´ltimo
curso que hizo matr´ıcula.
num.asi.matric.pri Nu´mero de asignaturas en las que el alumno se matriculo´ en primer
curso. No incluye las asignaturas que reconocio´.
num.asi.matric.ultimo Nu´mero de asignaturas en las que el alumno se matriculo´ en el u´ltimo
curso que hizo matr´ıcula. No incluye las asignaturas que reconocio´.
cred.honor.pri Nu´mero de cre´ditos de honor que el alumno obtuvo en el primer an˜o
de matr´ıcula.
cred.honor.ultimo Nu´mero de cre´ditos de honor que el alumno obtuvo en el u´ltimo an˜o
de matr´ıcula.
trabPri Variable binaria que indica si el alumno ten´ıa algu´n empleo en el
primer curso en el que hizo matr´ıcula.
trabUltimo Variable binaria que indica si el alumno ten´ıa algu´n empleo en el
u´ltimo curso en el que hizo matr´ıcula.
Continu´a en la pa´gina siguiente
16
Tabla 2.1 – continuacio´n de la pa´gina anterior
Variable Definicio´n
abandono Variable binaria que toma el valor 1 si el alumno ha abandonado los
estudios o el valor 0 en caso contrario.
num.asi.rep.ultimo Nu´mero de asignaturas en las que el alumno se matriculo´ en el u´ltimo
curso de matr´ıcula, pero que ya hab´ıa cursado anteriormente, y no
supero´.
cred.rec.media Promedio de cre´ditos que el alumno reconocio´ durante los cursos en
los que hizo matr´ıcula.
cred.sup.exam.media Promedio de cre´ditos de los que se examino´ el estudiante, y que su-
pero´ en los cursos que hizo matr´ıcula. No se incluyen los cre´ditos que
reconocio´.
Nota: Como se observa en la Tabla 2.1, para las variables que se pueden evaluar en los
distintos cursos acade´micos, se ha decidido escoger la variable evaluada en el primer y en el
u´ltimo curso de matr´ıcula. De este modo, al no tomar las variables evaluadas en todos los
cursos en los que el alumno ha hecho matr´ıcula, se ha evitado la presencia de valores nulos que
resultan un inconveniente en algunos ana´lisis. Sin embargo, en las dos u´ltimas variables que se
muestran en la tabla, se ha utilizado un promedio durante los cursos en los que el alumno ha
hecho matr´ıcula, en lugar de las variables de primer y u´ltimo curso por separado porque ambas
variables esta´n altamente correlacionadas, y este hecho puede afectar a los resultados obtenidos
en los diferentes ana´lisis realizados.
Una vez obtenidas todas las variables descritas en la Tabla 2.1, el siguiente paso ha consistido
en realizar una descripcio´n de la muestra representando gra´ficos de barras o de caja dependiendo
del tipo de variable, separando por un lado los alumnos que han abandonado los estudios, y
por otro lado los alumnos que no han abandonado, para ver si hay diferencias en la distribucio´n
de cada una de las variables entre abandonar y no abandonar los estudios. Adema´s, se han
realizado tests de independencia de la Chi-cuadrado para las variables catego´ricas y contrastes
de hipo´tesis de la t de Student para las variables nume´ricas, con el objetivo de comprobar si
realmente hay diferencias significativas entre los dos grupos en cada una de las variables. Se
puede encontrar la descripcio´n completa de la muestra en el Anexo A de este documento.
La primera te´cnica de miner´ıa de datos utilizada para analizar el abandono ha sido el ana´lisis
clu´ster. Este ana´lisis ha permitido encontrar tipolog´ıas de alumnos que abandonan los
estudios. Para ello, se ha seleccionado el algoritmo ma´s conveniente para las variables a estudio
y, haciendo uso de este algoritmo, se ha clasificado a los alumnos en varios grupos. De esta forma
se han podido detectar patrones que se repiten en los alumnos que abandonan los estudios para
poder identificar las causas ma´s frecuentes de abandono. El objetivo de este estudio es encontrar
patrones que sean obvios, como por ejemplo que un motivo por el que los alumnos abandonan
es porque encuentran trabajo, patrones no tan obvios como el anterior, y desmentir patrones
que puedan considerarse evidentes en el abandono, pero que en realidad no lo sean.
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La segunda te´cnica utilizada ha sido la regresio´n log´ıstica. Esta te´cnica ha permitido,
por un lado, detectar aquellas variables de las consideradas en el ana´lisis que influyen en
el abandono y, por otro lado, crear un modelo que permita predecir, dado un nuevo alumno,
si abandonara´, o no, los estudios que esta´ cursando. Adema´s, se ha probado que funciona
correctamente y que predice de manera adecuada la mayor parte de los alumnos, incluso aunque
esos estudiantes no hayan sido incluidos en la muestra utilizada para generar el ana´lisis.
Otra de las te´cnicas empleadas ha sido el ana´lisis discriminante. La funcionalidad de este
ana´lisis es bastante similar a la de la anterior pero, en este caso, tambie´n es u´til si se dispone de
ma´s de dos grupos. En realidad no hubiera sido necesario realizar este ana´lisis porque la regresio´n
log´ıstica es un me´todo ma´s completo, ya que ofrece tambie´n la explicacio´n de que´ variables son
las ma´s influyentes en el abandono. Esto es debido a que incluye una probabilidad (p-valor)
que indica si realmente hay diferencias significativas en los valores que toman cada una de las
variables, en funcio´n de si los alumnos han abandonado, o no, los estudios. No obstante, tambie´n
se ha realizado este ana´lisis para poder comparar los resultados.
Adema´s de las te´cnicas mencionadas anteriormente, tambie´n se ha hecho uso de las redes
neuronales para, de nuevo, clasificar a los alumnos en funcio´n de si han abandonado, o
no, los estudios y, de este modo, poder comparar los resultados obtenidos con los producidos
en los dos ana´lisis anteriores.
Finalmente, se han utilizado a´rboles de clasificacio´n. Esta´ te´cnica, a diferencia de las
anteriores, permite observar que´ decisiones se evalu´an cua´ndo se desea predecir si un
alumno abandonara´, o no, los estudios y en que´ orden se realizan dichas evaluaciones.
Los ana´lisis mencionados se han aplicado en primer lugar a todos los alumnos de la muestra
creando de este modo un modelo global. No obstante, algunos de estos ana´lisis, en concreto el
ana´lisis clu´ster y la regresio´n log´ıstica, se han aplicado tambie´n por centros acade´micos, pues
se ha considerado que los resultados obtenidos no eran lo suficientemente precisos y que se
pod´ıan obtener mejores conclusiones si se realizaban por centros ya que, como se puede intuir,
las causas de abandono son diferentes dependiendo del centro considerado a estudio.
2.5.2. Insercio´n laboral de los estudiantes
Para analizar el problema de la insercio´n laboral, se ha extra´ıdo gran parte de la infor-
macio´n necesaria a partir de encuestas enviadas por correo electro´nico a los alumnos que han
finalizado alguna de las titulaciones implantadas en la UJI. Por este motivo, la cantidad de
alumnos que las han contestado ha sido bastante inferior al nu´mero de alumnos egresados, ya
que una vez finalizados los estudios de grado, gran parte de los alumnos deja de acceder al
correo de la universidad o, si lo hacen, en ocasiones no dedican el tiempo necesario a realizar
las encuestas.
Como las encuestas se env´ıan cada an˜o a todos los alumnos que han finalizado la titulacio´n,
se han tomado u´nicamente los datos de la encuesta que se realizo´ en el an˜o 2014, para evitar que
los estudiantes pudieran estar duplicados si hab´ıan realizado varias de las encuestas enviadas. A
esta informacio´n se han unido tambie´n algunos datos acade´micos extra´ıdos mediante consultas
a las bases de datos de la UJI.
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Las variables que se han considerado en este estudio son las que se muestran en la Tabla
2.2.
Tabla 2.2: Variables utilizadas en el estudio de la insercio´n laboral.
Variable Definicio´n
sexo Sexo del estudiante.
edad Edad del estudiante en el an˜o en que realizo´ la encuesta (2014).
practicas.extracurriculares Variable binaria indicando si el alumno realizo´ pra´cticas extra-
curriculares.
erasmus.estudios Variable binaria indicando si el alumno participo´ en un programa
de Erasmus por motivo de estudios.
erasmus.practicas Variable binaria indicando si el alumno participo´ en un programa
de Erasmus por motivo de pra´cticas externas.
trabajo.empresa.practicas Variable binaria indicando si el alumno permanecio´ trabajando en
la empresa donde realizo´ las pra´cticas una vez finalizada la estancia
en pra´cticas.
trabajo Variable binaria indicando si el alumno tiene algu´n empleo en el
momento de realizar la encuesta.
necesita.titulacion Variable binaria indicando, en caso de que el alumno tenga algu´n
tipo de empleo, si ese trabajo requiere el t´ıtulo universitario obte-
nido.
trabajo.titulacion Variable binaria indicando:
- 1: El alumno ha obtenido un trabajo que requiere la titulacio´n
cursada
- 0: El alumno no tiene trabajo, o tiene un trabajo que no requiere
el t´ıtulo obtenido





Continu´a en la pa´gina siguiente
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Tabla 2.2 – continuacio´n de la pa´gina anterior
Variable Definicio´n
jornada Variable catego´rica indicando si el alumno trabaja a jornada com-
pleta o a jornada parcial.
nota.expediente Nota media obtenida en el expediente.
cursos Variable catego´rica indicando el tiempo que ha tardado el alumno
en obtener el t´ıtulo. Los posibles valores son: ma´s de cuatro an˜os
o cuatro an˜os o menos.
situacion.actual Variable catego´rica indicando la situacio´n actual del alumno:
- 1: Autoempleado
- 2: Empleado
- 3: Desocupado pero buscando empleo
- 4: Desocupado y sin buscar empleo
tiempo.encontrar.empleo
.categorica
Variable catego´rica indicando el tiempo que ha tardado el alumno
en encontrar un empleo:
- 1: Menos de 3 meses
- 2: Entre 4 y 6 meses
- 3: Entre 7 y 9 meses
- 4: Entre 10 y 12 meses
- 5: Ma´s de 12 meses
Una vez extra´ıdas todas las variables mencionadas en la Tabla 2.2, como la insercio´n laboral
en un centro acade´mico es muy diferente a la del resto, se ha decidido separar la muestra original
en cuatro para realizar un ana´lisis por cada uno de los centros.
En primer lugar, se han descrito cada una de las muestras dibujando diagramas de
sectores para mostrar cua´ntos alumnos han conseguido trabajo, cua´ntos de los que trabajan
necesitan el t´ıtulo obtenido para desempen˜ar ese puesto de trabajo, cua´ntos se quedaron traba-
jando en la empresa donde realizaron la estancia en pra´cticas, que´ tipo de jornada laboral tienen
los alumnos que han encontrado un empleo que requiere la titulacio´n cursada, en que´ tipo de
empresas trabajan, etc. A continuacio´n, se han dibujado diagramas de barras y de cajas y se
han realizado contrastes de hipo´tesis para ver que´ variables influyen a la hora de encontrar un
trabajo que requiere la titulacio´n cursada. Este estudio se muestra con detalle en el Anexo A.
Una vez descrita cada una de las muestras, el siguiente paso ha consistido en realizar un
ana´lisis de regresio´n log´ıstica para ver que´ variables explican la insercio´n laboral y, por
otro lado, tambie´n se ha hecho uso de las reglas de asociacio´n para encontrar patrones, en
los estudiantes, que impliquen encontrar un trabajo que requiere el t´ıtulo obtenido.
No obstante, no se han podido extraer grandes conclusiones debido a que las muestras son
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demasiado pequen˜as, por lo que ser´ıa conveniente volver a repetir el ana´lisis dentro de unos
cua´ntos an˜os, cuando el nu´mero de egresados sea bastante superior.
2.6. Informes realizados
Al finalizar la estancia en pra´cticas se redactaron dos informes, uno sobre el abandono
universitario y otro sobre la insercio´n laboral, para que quedara constancia de los ana´lisis rea-
lizados y de las conclusiones obtenidas. Adema´s, se realizo´ una presentacio´n al Consejo de
Direccio´n de la UJI para concienciar de la utilidad de realizar este tipo de ana´lisis y para
que pudieran conocer las conclusiones extra´ıdas.
2.7. Grado de consecucio´n de los objetivos propuestos
En general, los objetivos propuestos han sido satisfechos con e´xito. Por un lado, se ha
conseguido aprender a realizar consultas sobre las bases de datos de la UJI y, por otro lado,
tambie´n se ha aprendido a hacer uso de varias te´cnicas de miner´ıa de datos que han permitido
poder extraer varias conclusiones de intere´s para el Gabinete de Planificacio´n y Prospectiva Tec-
nolo´gia. El mayor e´xito se ha conseguido en el ana´lisis del abandono universitario, sin embargo,
hubiera sido deseable obtener mejores conclusiones sobre la Facultad de Ciencias de la Salud.
No ha sido posible debido a la heterogeneidad que presentan sus diferentes titulaciones. Ser´ıa
conveniente volver a repetir los ana´lisis realizados para cada uno de los grados de esta facultad.
Por lo que respecta a la insercio´n laboral, los objetivos conseguidos han sido ligeramente
inferiores a los objetivos propuestos, pues se carec´ıa de suficiente informacio´n como para po-
der obtener reglas que pudieran indicar que´ caracter´ısticas permiten conseguir un empleo que
requiere el t´ıtulo obtenido. Au´n as´ı, se ha decidido realizar tambie´n el estudio permitiendo, de
este modo, que la empresa pueda utilizarlo para realizar un estudio similar cuando dispongan
de mayor cantidad de informacio´n.
2.8. Conclusiones
Mi experiencia en el Gabinete de Planificacio´n y Prospectiva Tecnolo´gica ha sido gratamente
satisfactoria. He podido tener mi primera experiencia laboral en una empresa en la que me he
sentido bastante integrada desde el primer d´ıa. Adema´s, me he sentido muy atendida en todo
momento por parte de mi supervisor, que me ha ensen˜ado y me ha ayudado siempre que ha
sido necesario, para poder familiarizarme con el software que utilizan en la empresa.
Por otro lado, tambie´n he conseguido ampliar mis conocimientos en te´cnicas de miner´ıa de
datos, gracias a la dedicacio´n de mis tutores, que me han ensen˜ado todas las te´cnicas necesarias
para poder realizar los ana´lisis de datos.
Finalmente, tambie´n he podido descubrir una de las posibles salidas laborales del grado





Fundamentacio´n teo´rica del TFG
3.1. Motivacio´n y objetivos de la miner´ıa de datos
Los grandes avances en tecnolog´ıa de almacenamiento, y la aparicio´n de un gran motor de
bu´squeda como es Internet, ha ocasionado que se generen y se almacenen datos de manera
exponencial.
Actualmente, la mayor parte de la informacio´n se almacena en medios digitales como son
discos duros, tarjetas de v´ıdeo, etc. El abaratamiento de estos dispositivos y la facilidad de
transportar la informacio´n de un lugar a otro, ha tenido como consecuencia que todo el mundo
tenga al alcance grandes volu´menes de datos. Adema´s, la aparicio´n de e-mails, pa´ginas web,
blogs, etc., ha ocasionado que se generen billones de terabytes de nueva informacio´n cada d´ıa
[10]. La necesidad de analizar todo ese conjunto de datos y los grandes avances en procedimientos
de ca´lculo han impulsado la aparicio´n de la miner´ıa de datos.
La miner´ıa de datos es un campo de las ciencias de la computacio´n referido al proceso que
intenta descubrir patrones en grandes volu´menes de conjuntos de datos. Muchas de las te´cnicas
de miner´ıa de datos se basan en modelos estad´ısticos conocidos desde hace an˜os, pero ha sido
preciso el desarrollo del poder de ca´lculo de estos u´ltimos an˜os, para que pudieran ser utilizables
de manera sencilla.
Las te´cnicas de miner´ıa de datos pueden ser clasificadas en dos conjuntos. Por un lado, se
encuentran las te´cnicas descriptivas y, por otro lado, las te´cnicas de inferencia. En las primeras,
el usuario que las aplica no tiene una idea pre-especificada de los resultados que pretende
obtener; u´nicamente busca conocer las caracter´ısticas y la estructura que tiene la informacio´n
que esta´ analizando, mientras que en las segundas te´cnicas, el usuario pretende confirmar la
validez de unas hipo´tesis.
Los principales problemas que se pretenden resolver en miner´ıa de datos son:
Buscar relaciones o dependencias entre las variables. Si la muestra dispone de gran
cantidad de variables, seguramente muchas de ellas estara´n altamente correlacionadas, y
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con un nu´mero menor de variables se podr´ıa tener pra´cticamente la misma informacio´n.
Clasificar las observaciones en grupos predeterminados (clasificacio´n supervisada).
Los grupos donde clasificar las observaciones esta´n predefinidos a priori. El objetivo es
encontrar una regla de clasificacio´n que permita determinar, dado un nuevo elemento, en
que´ grupo debe ser clasificado.
Construir grupos de observaciones similares segu´n las variables estudiadas
(clasificacio´n no supervisada). No se establece ningu´n grupo a priori, aunque es necesario
determinar el nu´mero de grupos que se deben crear.
Realizar asociaciones para determinar hechos que ocurren en comu´n dentro de un
determinado conjunto de datos.
Los ana´lisis de miner´ıa de datos que se van a detallar en este cap´ıtulo son el ana´lisis clu´ster
para construir grupos de observaciones similares, la regresio´n log´ıstica y los a´rboles de clasifi-
cacio´n para clasificar observaciones en grupos predeterminados y las reglas de asociacio´n para




El ana´lisis clu´ster tiene por objeto agrupar elementos en grupos homoge´neos en funcio´n
de las similitudes entre ellos. Este me´todo se conoce tambie´n por el nombre de clasificacio´n
automa´tica o no supervisada para distinguirlos de los me´todos de clasificacio´n supervisada
como son la regresio´n log´ıstica y los a´rboles de clasificacio´n que se describen en las secciones
3.3 y 3.4 donde los grupos para realizar la clasificacio´n ya esta´n determinados a priori.
El desarrollo del ana´lisis clu´ster ha sido llevado a cabo de modo interdisciplinar. Han con-
tribuido a su desarrollo taxonomistas, psico´logos, socio´logos, matema´ticos, ingenieros, me´dicos,
etc. La palabra data clustering aparecio´ por primera vez en un art´ıculo de 1954 relacionado con
datos antropolo´gicos [10].
A lo largo del tiempo, se han propuesto muchos procedimientos para realizar este tipo de
ana´lisis debido a que no existe una definicio´n rigurosa de clu´ster. De entre los diferentes me´todos
de agrupacio´n cabe destacar los me´todos de particio´n que dividen los objetos en un nu´mero de
grupos prefijado, los me´todos jera´rquicos que construyen una jerarqu´ıa a partir de la que se
pueden construir los grupos y los me´todos basados en modelos que asumen una distribucio´n de
probabilidad conocida en la poblacio´n.
Un libro excelente para seguir este apartado es el libro de Kaufman, L. y Rousseeuw, P.J.
[11].
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3.2.2. Descripcio´n teo´rica del ana´lisis clu´ster
Se considera que se han observado p variables en una muestra aleatoria de taman˜o n. La
muestra queda organizada en una matriz de datos de dimensiones n× p:
Xn×p =

x11 x12 ... x1p





xn1 xn2 ... xnp







el vector observacio´n del individuo i-e´simo.
El objetivo de este ana´lisis es que, en base a estas variables, se puedan clasificar las n
observaciones en grupos de forma que las observaciones pertenecientes a un mismo grupo sean
muy similares entre s´ı, y las pertenecientes a grupos distintos lo ma´s diferentes posible. Como
se ha comentado en la introduccio´n, el nu´mero de procedimientos que se ha propuesto en la
literatura es muy grande. En este documento se detallan u´nicamente los me´todos de particio´n.
Antes de comenzar a explicar los me´todos de particio´n, se deben mostrar algunos tipos de
distancias, o disimilaridades, que pueden utilizarse en los diferentes me´todos de particio´n.
Tipos de distancias y disimilaridades












, se define una distancia
como una aplicacio´n d : Rp × Rp 7−→ R verificando las siguientes propiedades:
1) d(xi, xj) ≥ 0
2) Si xi = xj =⇒ d(xi, xj) = 0
3) d(xi, xj) = d(xj , xi) Propiedad sime´trica
4) d(xi, xj) ≤ d(xi, xk) + d(xk, xj) Propiedad triangular
Si d no verifica la propiedad triangular, se dice que d es una medida de disimilaridad. En
algunos algoritmos se puede trabajar con disimilaridades. No obstante, en otros es necesario
trabajar con distancias.
A continuacio´n, se muestra que´ distancias o disimilaridades se pueden utilizar en funcio´n
del tipo de variables de la muestra.
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F Para variables nume´ricas:
Si todas las variables de la muestra son cuantitativas, se puede trabajar con distancias. Las
ma´s utilizadas son las basadas en las normas Lq (o de Minkowsky): dq(xi, xj) =
q
√∑p
l=1 |xil − xjl|q
En particular,
Distancia de Manhattan (L1): d1(xi, xj) =
∑p
l=1 |xil − xjl|
Distancia eucl´ıdea (L2): d2(xi, xj) =
√∑p
l=1(xil − xjl)2
Distancia de Chebychev (L∞): d∞(xi, xj) = ma´x
l=1,...,p
|xil − xjl|
Cuanto mayor es q ma´s enfa´sis se da a las diferencias en cada variable y por tanto ma´s
influencia tendra´n los valores at´ıpicos de la muestra (outliers).
Estas distancias no son invariantes frente a cambios de escala, por lo que si la magnitudes
de los datos de las variables no son comparables, habra´ variables que influira´n mucho ma´s que
otras en los resultados. As´ı pues, se debera´n estandarizar previamente los datos si las unidades
de medida no son comparables.






| Distancia de Camberra
F Para variables binarias:
Si todas las variables de la muestra son binarias (cada variable so´lo puede tomar los valores 0
o 1), se pueden utilizar dos tipos de distancia: la proporcio´n de no coincidencias, y el coeficiente
de Jacard.
Dados dos elementos xi, xj se construye una tabla del siguiente modo:
xi / xj 1 0
1 a b
0 c d
entonces se pueden definir las siguientes dos distancias:
Proporcio´n de no coincidencias: d(xi, xj) =
b+c
a+b+c+d




Estas distancias difieren en el papel dado a los acuerdos en el 0. El coeficiente de Jacard no
los tiene en cuenta, pues trata las variables como asime´tricas y considera que un acoplamiento
en el 0-0 aporta menos informacio´n que un acoplamiento en el 1-1; es decir, que los elementos
que coinciden en el 1-1 son ma´s similares entre s´ı que los que coinciden en el 0-0.
F Medidas para datos de tipo mixto:













ij es siempre 1 excepto si la comparacio´n entre los individuos xi y xj en la l-e´sima
variable no es posible de realizar porque hay valores faltantes o bien si la variable l es binaria
asime´trica y se tiene entre los individuos xi y xj un acoplamiento en 0-0.
El valor dlij es la disimilaridad entre los individuos xi y xj para la l-e´sima variable:




ij = 0 si xil = xjl
d
(l)
ij = 1 si xil 6= xjl





donde Rl es la diferencia entre el valor
ma´ximo y el valor mı´nimo de la l-e´sima variable.
Si la variable l es ordinal se deben calcular los rangos normalizados y tratar a continua-
cio´n como si fuese una variable nume´rica.
Para calcular los rangos normalizados, si Ml es el conjunto de distintos valores que puede




Son los algoritmos ma´s utilizados para realizar agrupaciones entre objetos. Son me´todos
descriptivos y no se basan en ningu´n modelo de probabilidad.
Parten de un nu´mero K de clu´sters espec´ıfico de modo que K < n siendo n el nu´mero de
individuos de la muestra.
Cada grupo se etiqueta con un valor k ∈ {1, ...,K} y cada observacio´n es asignada a un so´lo
grupo C(i) = k ∀i ∈ {1, ..., n}.
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Se busca una asignacio´n C∗(i) que minimice la suma de disimilaridades entre todos los











Esta funcio´n se divide por dos para que las distancias entre dos pares de elementos so´lo se
sumen una vez. Recibe el nombre de funcio´n objetivo y se utiliza tambie´n para determinar el
nu´mero de grupos en que debe dividirse la muestra.
Para buscar la asignacio´n o´ptima que minimice la suma de disimilaridades entre los elementos
de cada grupo se buscan estrategias iterativas que garanticen la convergencia a un o´ptimo local.
Aunque hay distintos me´todos para resolver este problema, todos tienen en comu´n los si-
guientes pasos:
Se parte de una asignacio´n inicial.
En cada paso se cambia una pequen˜a parte de las asignaciones de forma que el valor de
W (C) de la ecuacio´n (3.1) disminuya con respecto al paso anterior.
Cuando no se puede producir ninguna mejora el algoritmo termina.
De entre los me´todos de particio´n, se debe destacar el me´todo de k-medias y el de k-medoides
que se explican en las siguientes secciones.
 Me´todo de k-medias
Es el algoritmo de particio´n ma´s conocido. Tiene una historia muy larga porque fue descu-
bierto de forma independiente en diferentes campos cient´ıficos por Steinhaus (1956) [12], Lloyds
(1957) [13], Ball y Hall (1965) y MacQueen (1967) [14]. Aunque este algoritmo fue propuesto
hace ma´s de 50 an˜os, continu´a siendo uno de los ma´s usados por su simplicidad y eficiencia. So´lo
puede emplearse cuando todas las variables de la muestra son nume´ricas. La distancia utilizada
es la distancia eucl´ıdea al cuadrado. Por tanto, el objetivo de este me´todo es encontrar una
particio´n C que minimice:
















Se muestran tres algoritmos distintos para lograr alcanzar este objetivo:
N Me´todo de Lloyds.
Es el me´todo ma´s sencillo y el inicialmente propuesto. Consta de tres pasos que se muestran
en la Tabla 3.1.
28
Paso Descripcio´n
Paso 0 Se parte de K puntos que se toman como los vectores de medias asociados a los
K-grupos. Para elegir estos puntos se puede hacer aleatoriamente, tomando
los ma´s alejados, etc.
Paso 1 Se asigna cada observacio´n al clu´ster cuya media este´ ma´s cercana a e´l.
Paso 2 Una vez realizadas las asignaciones se recalculan los vectores de medias de
cada uno de los grupos.
Tabla 3.1: Pasos del me´todo de Lloyds.
Nota: Los pasos 1) y 2) son iterados hasta que las asignaciones no cambien.
N Me´todo de MacQueen
El me´todo de MacQueen [14], es muy similar al me´todo de Lloyds. La principal diferencia
que presenta este algoritmo con respecto al de Lloyds es que las medias de cada clu´ster son
recalculadas cada vez que una observacio´n cambia de clu´ster. Esta caracter´ıstica hace que el
algoritmo de MacQueen sea ma´s eficiente que el de Lloyds.
Este me´todo consta de los siguientes pasos contenidos en la Tabla 3.2.
Paso Descripcio´n
Paso 0 Se parte de K puntos que se toman como los vectores de medias asociados a los
K-grupos. El me´todo de MacQueen propuesto inicialmente propone considerar
los K primeros elementos de la muestra.
Paso 1 Se asigna cada una de las observaciones al clu´ster cuya media este´ ma´s cercana,
con la caracter´ıstica de que al efectuar cada asignacio´n se recalcula de nuevo la
media del clu´ster donde ha sido asignada la observacio´n y la media del clu´ster
donde estaba anteriormente clasificada esa observacio´n.
Paso 2 Una vez realizadas todas las asignaciones, se actualizan los centros de cada
clu´ster calculando la media de los elementos contenidos en cada clu´ster.
Tabla 3.2: Pasos del me´todo de MacQueen.
Nota: Los pasos 1) y 2) son iterados hasta que las asignaciones no cambien.
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N Me´todo de Hartigan-Wong.
El me´todo de Hartigan-Wong [15], es el algoritmo que va incorporado por defecto en el
programa R. El objetivo general de este algoritmo es buscar una particio´n en K grupos que sea
localmente o´ptima moviendo los elementos de un clu´ster a otro. Este me´todo se muestra en la
Tabla 3.3.
Paso Descripcio´n
Paso 0 Se parte de K puntos que se toman como los vectores de medias asociados a los
K-grupos. Para elegir estos puntos se puede hacer aleatoriamente, tomando
los ma´s alejados, etc.
Paso 1 El primer paso consiste en que, para cada individuo xi de la muestra i =
1, ..., n, se buscan los dos clu´sters cuyos centros este´n ma´s cercanos. Se de-
nomina al clu´ster ma´s cercano a xi, C1(i), y al segundo clu´ster ma´s cercano,
C2(i). Se asigna xi al clu´ster C1(i).
Paso 2 Una vez realizadas todas las asignaciones, se actualizan los centros de cada
clu´ster calculando la media de los elementos contenidos en cada clu´ster.
Paso 3 Inicialmente todos los clu´sters pertenecen a lo que se denomina el ’conjunto
activo’ y que posteriormente estara´ formado por los clu´sters involucrados en
la transferencia de elementos del Paso 6 denominada ’quick-transfer’.
Paso 4 Esta etapa se denomina ’optimal-transfer’. Se considera cada vector observa-
cio´n xi donde i = 1, ..., n. Sea xi perteneciente al clu´ster k1. Si el clu´ster k1
esta´ en el denominado ’conjunto activo’ se debe realizar el Paso 4a y, en otro
caso, el Paso 4b.
Paso 4a: Se calcula R2 = [nk ·d(xi, k)2]/[nk + 1] donde d(xi, k) es la distancia
euclidea del elemento xi al centro del clu´ster k. Esta cantidad debe calcularse
para todos los clu´sters excepto para el clu´ster k1. Notemos que nk es el nu´mero
de elementos del clu´ster k. Sea k2 el clu´ster con el menor R2.
Si R2 es mayor o igual que R1 = [nk1 · d(xi, k1)2]/[nk1 − 1], no es necesario
realizar ninguna reasignacio´n y k2 es el nuevo C2(i). Notar que R1 permanece
ide´ntico para el elemento xi hasta que el clu´ster k1 es actualizado.
En otro caso, el elemento xi es reasignado al clu´ster k2 y k1 es el nuevo C2(i).
Los centros de los clu´sters son actualizados cuando se produce una nueva
reasignacio´n.
Paso 4b: Es el mismo paso que el Paso 4a pero R2 se calcula u´nicamente para
los clu´sters que esta´n en el ’conjunto activo’.
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Paso 5: El algoritmo termina si el ’conjunto activo’ esta´ vac´ıo. En otro caso, se con-
tinu´a con el Paso 6.
Paso 6: Esta etapa se denomina ’quick-transfer’. Se considera cada vector observacio´n
xi donde i = 1, ..., n. Sea el clu´ster k1 = C1(i) y el clu´ster k2 = C2(i). Si los
dos clu´sters no han cambiado en los u´ltimos n pasos no es necesario realizar
ninguna comparacio´n. En otro caso, se calcula R1 = [nk1 · d(xi, k1)2]/[nk1 − 1]
y R2 = [nk2 · d(xi, k2)2]/[nk2 + 1]. Si R1 < R2 ⇒ xi permanece en el clu´ster
C1(i). En otro caso, se intercambian C1(i) y C2(i), se actualizan los centros
de los clu´sters k1 y k2 y estos dos clu´sters se incluyen en el ’conjunto activo’.
Paso 7: Si ninguna transferencia ha tenido lugar en los u´ltimos n pasos se debe ir al
Paso 4. En otro caso, se debe ir al Paso 6.
Tabla 3.3: Pasos del me´todo de Hartigan-Wong.
El problema del algoritmo de k-medias es que es muy sensible a datos at´ıpicos, que crea
grupos esfe´ricos, y que so´lo es apropiado para datos cuantitativos.
 Me´todo de k-medoides
Este me´todo fue propuesto en 1987 por Kaufman, L. y Rousseeuw, P.J. [11]. Es muy similar
al algoritmo k-medias pero puede usarse con cualquier tipo de datos y no so´lo con variables
nume´ricas. El u´nico paso del algoritmo anterior que necesita que la distancia sea eucl´ıdea, es el
que toma como representante de cada clu´ster a las medias. Este algoritmo sustituye este paso
forzando a que los representantes de cada clu´ster sean una de las observaciones.
Los pasos de los que consta el algoritmo se muestran en la Tabla 3.4.
Paso Descripcio´n
Paso 0 Se parte de K puntos {m1, ...,mk} que se toman como los representantes de
los K-grupos.
Paso 1 Se asigna cada observacio´n al clu´ster cuyo representante este´ ma´s cercano a
e´l, es decir, C(i) = argmı´n
k
d(xi,mk)
Paso 2 Una vez realizadas las asignaciones, se recalculan los representantes de cada
grupo minimizando la distancia total a los otros puntos del clu´ster.
Tabla 3.4: Pasos del me´todo de k-medoides.
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Nota: Los pasos 1) y 2) son iterados hasta que las asignaciones no cambien.
La convergencia de todos estos algoritmos mencionados esta´ asegurada pero el resultado
puede ser un mı´nimo local, por lo que se deber´ıa repetir el algoritmo desde distintos puntos
iniciales, y elegir la solucio´n con el menor valor de la funcio´n objetivo.
Eleccio´n del nu´mero de grupos
En los me´todos de particio´n es necesario indicar el nu´mero de grupos en que se desea dividir
la muestra.
Las opciones ma´s utilizadas para resolver este problema son:
Calcular el valor de W (C) (3.1) para varios clu´sters, por ejemplo desde 2 hasta 8, y
representar un gra´fico del valor de W (C) frente al nu´mero de grupos. A continuacio´n, se
deben buscar los dos valores consecutivos de W (C) que este´n ma´s distantes y se debe
escoger aquel que tenga un menor valor. Comu´nmente esta te´cnica tambie´n recibe el
nombre de buscar un ’codo’.
Calcular alguna medida de agrupamiento y maximizarla.
Me´didas de bondad del ana´lisis clu´ster
Todos los algoritmos comentados dan como resultado una clasificacio´n, pero a veces es
posible que no exista una estructura de grupos en la muestra. Es por ello necesario comprobar
que la clasificacio´n realizada resulta lo suficientemente aceptable.
A continuacio´n, se detallan dos de las te´cnicas utilizadas: la silueta y el me´todo Gap.
 Silueta
Para cada elemento xi de la muestra se define su silueta como s(i) =
b(i)−a(i)
max{a(i),b(i)} sien-
do a(i) la distancia media del elemento xi a todos los de su clu´ster y siendo b(i) la dis-
tancia media del elemento xi a todos los elementos del clu´ster ma´s cercano sin incluir el









con C(j) el ma´s cercano a xi en este u´ltimo caso.
La silueta es un valor que se encuentra entre -1 y 1 para cualquier elemento. Si es muy
pro´xima a 1 quiere decir que el elemento esta´ muy bien clasificado, mientras que si es muy
pro´xima a -1 indica que el elemento esta´ muy mal clasificado.
Como medida de bondad del ana´lisis clu´ster, se puede calcular la media de los valores de
la silueta dentro de cada clu´ster y, como medida de bondad global, la media de la silueta para
todo el conjunto de datos.
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 Me´todo Gap
Tibshirani, Walther y Hastie (2001) propusieron, en [16], un me´todo para estimar el nu´mero
o´ptimo de clu´sters. Este me´todo tambie´n puede utilizarse despue´s de aplicar cualquier algoritmo
de clustering para analizar la bondad de la clasificacio´n.
Se considera que se ha aplicado un algoritmo de clasificacio´n y que se han obtenido k clu´sters,
C1, C2, ..., Ck. La idea propuesta es comparar, para cada k, el valor de log(W (Ck)) (siendo
W (Ck) el valor de la funcio´n objetivo (3.1) evaluada para un nu´mero de clu´sters k) con su
esperanza bajo una distribucio´n nula de referencia en la que se asume que no hay clu´sters:
Gapn(k) = E
∗
n[log(W (Ck))]− log(W (Ck)), (3.2)
donde E∗n es la esperanza para muestras de taman˜o n extra´ıdas de la distribucio´n de referencia.
Un primer estimador del nu´mero de clu´sters, en la distribucio´n de la que proviene la muestra,
es el valor kˆ que maximiza el estimador de Gapn(k).
Por lo tanto, el problema consiste en proponer una distribucio´n de referencia apropiada y
construir la distribucio´n de muestreo del estad´ıstico Gap.
La distribucio´n de referencia:
Se considera el contraste, {
H0 : k = 1
H1 : k > 1
Es decir, se supone que no existen grupos en la muestra o lo que es lo mismo que todos
los individuos pertenecen a un mismo grupo (k = 1) y se quiere rechazar este modelo si se
encuentra algu´n k > 1 para el que existe suficiente evidencia.
Tibshirani, Walther y Hastie proponen modelar las distribuciones de un so´lo clu´ster como
densidades log-co´ncavas, es decir, utilizando funciones de densidad cuyo logaritmo es una fun-
cio´n co´ncava, como por ejemplo la distribucio´n normal. Denotan por Sp al conjunto de tales
distribuciones en Rp.
Para buscar una adecuada distribucio´n de referencia, los autores consideran la versio´n de













MSEX(k) = E( mı´n
µ∈Ak
d2(X − µ)2),
con Ak ⊂ Rp, conjunto de k puntos escogido para minimizar MSEX(k).
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Se divide por MSE(1) en ambos te´rminos para asegurarse de que g(1) = 0. Con esto lo que
se busca es la distribucio´n de referencia para X∗ menos favorable (en el sentido de rechazar
H0), tal que g(k) ≤ 0 ∀X ∈ Sp y todo k ≥ 1. Es decir, que el primer cociente de (3.3) sea lo
ma´s pequen˜o posible.
Los autores demuestran que en el caso p = 1, la distribucio´n de referencia es la uniforme
U [0, 1]. Sin embargo, para el caso p > 1 prueban que no es posible escoger una distribucio´n de
referencia que resulte aplicable en general por lo que deben utilizarse me´todos de Monte Carlo.
Ca´lculo del estad´ıstico Gap:
El estad´ıstico Gap se define como la expresio´n obtenida en (3.2) al sustituir E∗n[log(W (Ck))]
por su estimacio´n segu´n la distribucio´n de referencia:
Gˆapn(k) = Eˆ
∗
n[log(W (Ck))]− log(W (Ck)).
Hay dos maneras de elegir la distribucio´n de referencia por me´todos de Monte Carlo:
Generar distribuciones uniformes dentro del rango de valores observados para
cada una de las p variables.
Generar distribuciones uniformes a partir de las componentes principales de
los datos. Sea X la matriz de datos de dimensiones n×p. Se asume que las variables tienen
media cero ya que de no ser as´ı, debe restarse la media a cada una de las variables para
centrar los datos. A continuacio´n, se calcula la descomposicio´n de X en valores singulares
X = UDV t donde:
- U es una matriz n× n
- D es una matriz diagonal n×p con valores no negativos en la diagonal, denominados
valores singulares de X.
- V t es una matriz p× p.
Las n columnas de U se denominan vectores singulares izquierdos y las p columnas de V ,
vectores singulares derechos.
La descomposicio´n en valores singulares esta´ relacionada con la descomposicio´n en vectores
y valores propios. Los vectores singulares izquierdos son los vectores propios de XXt y los
vectores singulares derechos son los vectores propios de XtX.
Se calcula X ′ = XV y se seleccionan datos aleatorios Z ′ a partir de uniformes sobre los
rangos de columnas de X ′. Por u´ltimo, se transforma Z = Z ′V t para obtener una muestra
de datos de la distribucio´n de referencia.
En cada caso, se extraen B muestras aleatorias de n observaciones de la distribucio´n de
referencia, es decir, se repite B veces alguno de los dos me´todos. A continuacio´n, se calcula el
valor de log(W (Ck)) en cada muestra y se estima E
∗
n[log(W (Ck))] como una media sobre las B
copias.
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Para realizar el contraste, interesa controlar la distribucio´n de muestreo del estad´ıstico Gap.
Sea sd(k) la desviacio´n t´ıpica de log(W (Ck)
∗) en las B copias, y considerando el error en la
simulacio´n, la desviacio´n t´ıpica de E∗n[log(W (Ck))] resulta ser sk =
√
1 + 1B · sd(k).
Los autores proponen como criterio elegir kˆ como el valor ma´s pequen˜o de los k que verifique




La regresio´n log´ıstica forma parte de los me´todos de discriminacio´n o clasificacio´n, al igual
que los a´rboles de clasificacio´n que se explican en la seccio´n 3.4. Se utiliza para predecir el
valor de una variable catego´rica en funcio´n de los valores que toman un conjunto de variables
denominadas variables explicativas o predictoras. Adema´s, una de las ventajas que presenta
con respecto a la mayor parte de los modelos de discriminacio´n es que determina que´ variables
explican la variable respuesta y co´mo influyen cada una de las variables explicativas en la
clasificacio´n. El modelo de regresio´n con respuesta cualitativa ma´s sencillo posible es el modelo
binario en el que la variable respuesta so´lo puede tomar dos posibles valores; e´ste es el modelo
que se detalla. Para profundizar ma´s en el tema, se puede consultar el libro de Alan Agresti,
Categorical data analysis [17].
El contenido teo´rico de la regresio´n log´ıstica ha sido extra´ıdo principalmente del libro de
Daniel Pen˜a, Ana´lisis de Datos Multivariantes [18].
3.3.2. Descripcio´n teo´rica de la regresio´n log´ıstica
Se considera el problema de discriminacio´n entre dos poblaciones. Una forma de abordar el
problema es suponer que un objeto puede pertenecer a uno de dos posibles grupos. Se parte
de los valores observados de X1, X2, . . . , Xk variables nume´ricas en n objetos y una variable
respuesta Y indicando el grupo al que pertenece. La variable respuesta es una variable binaria
que toma el valor 0 cuando el elemento pertenece a la primera poblacio´n, y el valor 1 cuando
pertenece a la segunda. La muestra queda organizada del siguiente modo:
X =

x11 x12 ... x1k













Los objetivos principales de la regresio´n log´ıstica son los siguientes:
Obtener una funcio´n que permita prever el valor de Y cuando se conocen las variables
X1, X2, ..., Xk.
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Analizar que´ variables de las consideradas influyen en la respuesta.
Valorar la calidad de las predicciones.
No se puede formular este modelo como un modelo de regresio´n lineal mu´ltiple de la forma
Y = β0 + β1 ·X1 + ...+ βk ·Xk +  con  ∼ N(0, σ2) porque:
No esta´ garantizada que la prediccio´n este´ entre 0 y 1.
Como Y so´lo puede tomar los valores 0 y 1,  so´lo puede tomar los valores −(β0 + β1 ·
X1 + ... + βk · Xk y 1 − (β0 + β1 · X1 + ... + βk · Xk), es decir,  es una variable binaria
(Bernouilli) y no sigue una distribucio´n normal.
Para garantizar que la variable respuesta este´ entre 0 y 1, se debe transformar el modelo de
forma que la probabilidad de pertenecer al grupo definido por Y = 1 sea una funcio´n no lineal
de X, que siempre este´ entre 0 y 1. Para ello, se pueden utilizar las funciones logit, probit y
log-log complementaria. La ma´s utilizada es la funcio´n logit luego en este documento se explica
u´nicamente e´sta.
Como la variable respuesta so´lo puede tomar dos posibles valores, que son 0 y 1, esta variable
sigue una distribucio´n de probabilidad de Bernouilli de para´metro p donde p es la probabilidad
de pertenecer al grupo 1.
La funcio´n que liga la media (en este caso, µ = p por seguir una distribucio´n de Bernouilli)
con los predictores lineales (β0 + β1 ·X1, ..., βk ·Xk) se denomina funcio´n ”link”. En el caso de









1 = (β1, ..., βk).
La funcio´n ”link” es una funcio´n continua cuya expresio´n es g(p) = log( p1−p) = β0 + β1 ·
X1 + ...+ βk ·Xk. Es una funcio´n lineal de las variables explicativas. Representa en una escala
logar´ıtmica la diferencia de las probabilidades de pertenecer a ambas poblaciones y al ser una
funcio´n lineal facilita la estimacio´n y ayuda a interpretar el modelo.
Se puede observar el gra´fico de la funcio´n ”link” inversa en la Figura 3.1.
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Figura 3.1: Funcio´n ”link” inversa de la funcio´n logit.
Estimacio´n de para´metros por ma´xima verosimilitud






 del modelo se realiza una estimacio´n por el me´todo
de ma´xima verosimilitud.
Como la variable respuesta Y es de tipo Bernouilli (0 o´ 1), la funcio´n de probabilidad para
una respuesta yi cualquiera es:
P (yi) = p
yi
i · (1− pi)1−yi con pi = 11+e−(β0+β1·xi1+...+βk·xik) ; yi = 0, 1.
Como una muestra aleatoria es un conjunto de n variables aleatorias independientes entre
s´ı e ide´nticamente distribuidas (con la misma distribucio´n de probabilidad), la distribucio´n de
probabilidad conjunta de la muestra es:
f(y1, ..., yn) = f(y1) · f(y2) · ... · f(yn) =
n∏
i=1
pyii · (1− pi)1−yi .






 se denomina funcio´n de vero-
similitud y es la funcio´n que se debe maximizar. Se pueden tomar logaritmos pues el logaritmo
es una funcio´n creciente y, en este caso, es ma´s fa´cil obtener el estimador ma´ximo veros´ımil
hallando el ma´ximo del logaritmo de la verosimilitud.
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log f(y1, ..., yn) = log(
n∏
i=1










(log(pyii ) + log(1− pi)1−yi) =
n∑
i=1
(yi log pi + (1− yi) log(1− pi)) =
n∑
i=1
(yi log pi + log(1− pi)





1− pi ) + log(1− pi)). (3.4)
Teniendo en cuenta que,

























































Para obtener el estimador ma´ximo veros´ımil de β, se deriva la funcio´n soporte para hallar






























Se iguala a cero para buscar el ma´ximo:
n∑
i=1





xi · (yi − pˆi) = 0.
Se tienen k+1 ecuaciones no lineales en los para´metros β. Para obtener el vector β que maxi-
miza la verosimilitud se debe hacer uso de un me´todo de tipo Newton-Raphson. Desarrollando











Para que el punto βa corresponda al ma´ximo de la verosimilitud, su primera derivada debe













Multiplicando por la inversa de ∂
2L(βa)







= β − βa.
Luego,




















i·β · xti · (1 + ex
t

















































·β = pi(1− pi).
Sustituyendo en la ecuacio´n
























xi · (yi − pˆi),
y evaluando las derivadas en un estimador inicial βˆ se obtiene el siguiente me´todo iterativo para
obtener un nuevo valor del estimador de βˆh:
















donde pˆi y wˆi se calculan con el valor ˆβh−1.
El algoritmo puede escribirse como:









donde Wˆ es una matriz diagonal con te´rminos pˆi(1− pˆi) y Yˆ es el vector de valores esperados
de Y .
Escoger βˆ0 = 0 es un buen punto de partida, aunque la convergencia no esta´ garantizada.
Desviacio´n
Maximizar la verosimilitud puede expresarse como minimizar una funcio´n que mide la des-
viacio´n entre los datos y el modelo. Esa funcio´n es D(β) = −2L(β) y se conoce como desviacio´n









(yi log pi + (1− yi) log(1− pi)) . (3.5)
La desviacio´n de cada dato viene dada por: di = −2 (yi log pi + (1− yi) log(1− pi)) y mide
el ajuste del modelo al dato (yi,xi).
Como los pi son menores que uno, sus logaritmos son negativos por lo que la desviacio´n es
siempre positiva. Adema´s, en el ca´lculo de la desviacio´n so´lo interviene uno de sus dos te´rminos
ya que yi so´lo puede valer cero o uno.
Si yi = 1, el segundo te´rmino es nulo y di = −2 log pi. La observacio´n tiene una desviacio´n
grande si la probabilidad estimada de pertenecer al grupo 1 es pequen˜a, es decir, cuando esta
observacio´n esta´ mal explicada por el modelo. En el caso en que yi = 0, so´lo interviene el segundo
te´rmino, di = −2 log(1− pi). Si la probabilidad de pertenecer al grupo 1, pi, es grande entonces
la probabilidad de pertenecer al grupo 0 es pequen˜a, la desviacio´n es grande y el modelo ajusta
mal dicho dato.
Notar que esta funcio´n vale cero cuando el ajuste es perfecto: todas las observaciones con
yi = 1 tienen pi = 1 y las que tienen yi = 0 tienen pi = 0.
40
Contrastar si una variable es significativa
Para contrastar si una variable xi es significativa se puede construir un contraste de la razo´n
de verosimilitudes, comparando los ma´ximos de la funcio´n de verosimilitud para los modelos
con y sin estas variables.
Si β = (β1, β2) donde β1 tiene dimensio´n k − s y β2 dimensio´n s, el contraste es:{
H0 : β2 = 0
H1 : β2 6= 0
Para contrastar, se toma como estad´ıstico de contraste λ = −2(L(H0)−L(H1)) siendo L(H0)
el ma´ximo de la funcio´n soporte bajo H0 y siendo L(H1) el ma´ximo de la funcio´n soporte en el
valor del estimador ma´ximo veros´ımil. El estad´ıstico λ tiene aproximadamente una distribucio´n
χ2s.
Otra forma alternativa para definir el contraste es llamando D(H0) = −2L(βˆ1) a la desvia-
cio´n cuando el modelo se estima bajo H0, es decir, suponiendo β2 = 0 y D(H1) = −2L(βˆ1, βˆ2) la
desviacio´n bajo H1. Si H0 es cierta, la diferencia de desviaciones D(H0)−D(H1) = 2L(βˆ1, βˆ2)−
2L(βˆ1) se distribuye como una χ
2
s.
Medida de la bondad de ajuste
Se puede definir una medida global del ajuste con valores entre 0 y 1 basada en la desviacio´n:





El numerador es la verosimilitud para el modelo con los para´metros estimados y el deno-
minador para el modelo que so´lo incluye la constante β0. En este u´ltimo caso, la estimacio´n
de la probabilidad pi es constante para todos los datos e igual a
m
n donde m es el nu´mero de
elementos de la muestra pertenecientes al grupo 1 (y = 1). Sustituyendo en la ecuacio´n (3.5),






















































) log(n−m)+2n log n = −2m logm+−2n(n−m) log(n−m)+2n log n.
41
Si el ajuste es perfecto, se ha comentado que entonces D(βˆ) = 0 luego R2 = 1. Por el con-
trario, si las variables explicativas no influyen nada, la desviacio´n con las variables explicativas
sera´ igual que sin ellas: D(βˆ) = D(β0) luego R
2 = 0.
Notar que 0 ≤ R2 ≤ 1.
3.4. A´rboles de clasificacio´n
3.4.1. Introduccio´n
Los a´rboles de clasificacio´n son un procedimiento alternativo a la regresio´n log´ıstica para
clasificar observaciones en grupos predeterminados. Una de sus principales diferencias con res-
pecto a la regresio´n log´ıstica radica en que no utilizan ningu´n procedimiento estad´ıstico formal
para realizar la clasificacio´n. Este me´todo surgio´ en 1984 de la mano de Breiman y Friedman
[19].
La mayor parte del contenido teo´rico de los a´rboles de clasificacio´n, ha sido extra´ıda del
libro de Daniel Pen˜a, Ana´lisis de Datos Multivariantes [20].
3.4.2. Descripcio´n teo´rica de los a´rboles de clasificacio´n
Se parte de una muestra de entrenamiento que incluye los valores observados de las variables
explicativas X1, ..., Xp para n individuos y una variable Y indicando la clase a la que pertenece
dicha observacio´n. La muestra queda organizada del siguiente modo:
X =

x11 x12 ... x1p













Para crear un a´rbol de clasificacio´n se comienza con un nodo inicial y se debe preguntar co´mo
dividir el conjunto de datos en dos partes, de modo que esas partes queden lo ma´s homoge´neas
posible. Para ello, se debe utilizar una de las variables de la muestra y formular una pregunta
acerca de esa variable, que permita dividir en dos el conjunto de datos.
Se considera el primer nodo (nodo ra´ız), y se supone que se ha seleccionado en primer lugar
una variable, por ejemplo, x1, y un punto de corte, c, de manera que se separen los datos con
x1 ≤ c de aquellos con x1 > c. De este nodo inicial salen ahora dos nuevos nodos: uno al que
llegan las observaciones que verifican x1 ≤ c y otro al que llegan las que verifican x1 > c. En
cada uno de estos nodos se vuelve a repetir el proceso anterior: se selecciona una nueva variable
y un punto de corte de forma que permitan dividir esa parte de la muestra en otras dos partes lo
ma´s homoge´neas posible. El proceso termina cuando se hayan clasificado todas las observaciones
(o casi todas) correctamente en su grupo.
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La construccio´n del a´rbol requiere tomar las siguientes decisiones:
Seleccionar las variables y sus puntos de corte para realizar las divisiones de la muestra.
Determinar cua´ndo un nodo se considera terminal y cua´ndo se continu´a dividiendo.
Asignar los grupos a los nodos terminales.
Un ejemplo de a´rbol de clasificacio´n ser´ıa el que se representa en la Figura 3.2.
Figura 3.2: Ejemplo de un a´rbol de clasificacio´n.
Para decidir la variable que va a utilizarse para hacer la particio´n en un nodo, se calcula
en primer lugar la proporcio´n de observaciones que pasan por ese nodo para cada uno de los
grupos.
Sea G el nu´mero de grupos, t = 1, ..., T cada uno de los nodos y p(g|t) la probabilidad de
que las observaciones que llegan al nodo t pertenezcan a cada una de las clases. Se define la




p(g|t) · log p(g|t).
Esta medida es no negativa y mide la diversidad. Por ejemplo, si se tienen G grupos y
p(g|t) = 1 y p(i|t) = 0 con i 6= g (todas las observaciones que pasan por el nodo t pertenecen al
grupo g) entonces la impureza del nodo t es I(t) = 0. En otro caso, la impureza es positiva y
alcanza su valor ma´ximo cuando p(g|t) = 1G .
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Para determinar las variables y las constantes que se deben comparar en cada uno de los
nodos, se debe definir un conjunto de preguntas del tipo ¿xi < a? ∀i = 1, ..., p y a ∈ (−∞,∞).
Es decir, se deben formular las preguntas para todas las variables y para todas las posibles
constantes. Para cada una de las preguntas, se consideran pS y pN las proporciones de las
observaciones del nodo t que van a los nodos resultantes de responder SI o NO a la pregunta.
Las observaciones que respondan SI van a parar al nodo tS y las que respondan NO al nodo
tN . Si se denota por I(tS) y I(tN ) a las impurezas resultantes de estos nodos que surgen como
respuesta a una de las posibles preguntas, el cambio en la entrop´ıa despue´s de esa pregunta es
la diferencia entre la entrop´ıa del nodo anterior I(t) y la entrop´ıa despue´s del nodo que viene
dada por pS · I(tS) + pN · I(tN ), luego el cambio en la entrop´ıa producido por una pregunta q
concreta es:
∆I(t, q) = I(t)− pS · I(tS)− pN · I(tN ).
Por tanto, se escoge para cada nodo, de todas las posibles preguntas aquella que maximice la
impureza resultante, pues es esta pregunta la que proporciona los dos grupos ma´s homoge´neos
posible como resultado de la divisio´n.
Una vez alcanzado un nodo terminal, para determinar su valor se escoge aquel del que haya
ma´s observaciones que pasen por ese nodo. Es decir, aquel grupo g con ma´xima p(g|t).
3.5. Reglas de asociacio´n
3.5.1. Introduccio´n
Las reglas de asociacio´n son un me´todo de aprendizaje que se utiliza para descubrir hechos
que ocurren en comu´n dentro de un determinado conjunto de datos [23]. Se han investigado am-
pliamente diversos me´todos para aprendizaje de reglas de asociacio´n que han resultado ser muy
interesantes para descubrir relaciones entre variables en grandes conjuntos de datos. Piatetsky-
Shapiro [24] describe el ana´lisis como la presentacio´n de reglas ’fuertes’ descubiertas en bases de
datos utilizando diferentes medidas de intere´s. Basado en el concepto de regla fuerte, Agrawal
et al. [25] presentaron un trabajo en el que indicaban las reglas de asociacio´n que descubr´ıan
las relaciones entre los datos recopilados a gran escala en los sistemas de terminales de punto
de venta de unos supermercados.
La mayor parte del contenido de esta seccio´n ha sido extra´ıda del libro de Robert Tibshirani,
The Elements of Statistical Learning [22].
3.5.2. Descripcio´n teo´rica de las reglas de asociacio´n
Para comenzar se debe suponer que se han observado p variables en una muestra aleatoria





x11 x12 ... x1p





xn1 xn2 ... xnp
 .
El objetivo de las reglas de asociacio´n es encontrar valores conjuntos de las variables que
aparezcan ma´s frecuentemente en la muestra.
Es una te´cnica pensada para variables binarias pero tambie´n se puede utilizar si la muestra
contiene variables catego´ricas o nume´ricas. No obstante, estas variables deben ser transformadas
previamente logrando convertir la matriz de datos en una matriz de transacciones con tan so´lo
variables binarias. Es decir,
Si alguna de las variables es catego´rica y puede tomar Q posibles valores distintos, se
deben crear Q nuevas variables binarias para las cuales el individuo i-e´simo toma el valor
1 en la nueva variable j-e´sima si esa categor´ıa definida por la variable j-e´sima aparece en
la transaccio´n. En otro caso, toma el valor 0.
Si alguna de las variables es nume´rica discreta debe ser convertida a variable catego´rica y
se le aplica el mismo procedimiento que a las variables catego´ricas.
Si alguna de las variables es nume´rica continua debe ser troceada en intervalos y se le
aplica el mismo procedimiento que a las variables catego´ricas.
Por tanto, se asume que las p variables de la muestra son binarias ya que si no lo son deben
ser transformadas a binarias.
Este ana´lisis tambie´n se conoce como el ana´lisis de la cesta de la compra, ya que una de sus
aplicaciones ma´s conocidas tiene lugar en supermercados para saber que´ objetos se compran a la
vez. En este caso, las variables representan los productos a la venta (items) y los individuos son
transacciones (facturas). Si la transaccio´n i-e´sima contiene el valor 1 en el producto j-e´simo,
esto indica que el elemento j-e´simo ha sido comprado en esa transaccio´n.
Al conjunto de enteros I ⊂ {1, ..., p} se le denota por itemset y se define como el conjunto
de items que han sido comprados en una transaccio´n, es decir, cuya variable binaria asociada
es 1.
Por tanto, se busca un itemset de modo que la probabilidad de que se encuentre ese itemset










sea lo suficientemente grande. Se observa que tambie´n se puede escribir como un producto, pues
que una transaccio´n contenga a un itemset es que todas las variables de ese itemset considerado
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tengan el valor 1, luego escribir (
∏
j∈I Xj) = 1 es lo mismo que decir que se den todos los
elementos del itemset en la transaccio´n.
El valor que se toma para estimar esta probabilidad es el nu´mero de transacciones de la














donde xij es el valor de la variable Xj para la i-e´sima transaccio´n. Esta expresio´n se define
como el soporte del itemset I.
Por tanto, el objetivo consiste en buscar todos los itemsets de la muestra cuyo soporte sea
mayor que un cierto valor umbral. No obstante, teniendo en cuenta que el nu´mero de itemsets
de la muestra es 2p, si p es grande es necesario algu´n algoritmo que simplifique esta bu´squeda.
El ma´s utilizado es el algoritmo Apriori. Para simplificar el problema, este algoritmo tiene en
cuenta los siguientes aspectos:
El nu´mero de itemsets cuyo soporte es mayor que un cierto umbral es relativamente
pequen˜o.
Propiedad del soporte: Todo subconjunto de un itemset tiene un soporte mayor o igual
que el de ese itemset.
El algoritmo Apriori realiza una bu´squeda en anchura para encontrar los itemsets ejecutando
los siguientes pasos:
Paso 1: Se calcula el soporte para todos los items individuales. Aquellos con un soporte
menor que un cierto soporte dado se descartan.
Pasos desde 2 hasta p: Se calculan todos los conjuntos de items de cardinal correspondiente
al paso en el que nos encontramos combinando los conjuntos de items que han sobrevivido al
paso anterior con los que fueron conservados en el Paso 1.
Paso p+ 1: Para cada itemset I que haya sobrevivido a todos los pasos anteriores se subdi-
vide el itemset en dos conjuntos disjuntos de modo que A ∪ B = I y card(B) = 1 y se escribe
A⇒ B donde A recibe el nombre de antecedente y B el nombre de consecuente.
A continuacio´n, se definen algunas medidas de bondad de la regla:
 Se denota por soporte (supp(A ⇒ B) = supp(A ∪ B)) de la regla A ⇒ B al porcentaje
de observaciones de la muestra en las que se da tanto A como B, que es justamente el soporte
del itemset I, como se hab´ıa definido anteriormente. Se puede ver como Pr(A ∩B).
 Se define la confianza de una regla como la proporcio´n de datos para los que la regla es
cierta, es decir,
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conf(A⇒ B) = supp(A ∪B)
supp(A)
.
Se puede ver como Pr(B|A).
 Se denomina confianza esperada al soporte de B que es una estimacio´n de Pr(B)
 Se llama lift a la confianza de la regla dividida por la confianza esperada:




supp(A) · supp(B) .
Es una medida de asociacio´n entre A y B. Se puede interpretar como el porcentaje de mejora.
Notar que si A y B son independientes entonces:
lift(A⇒ B) = supp(A ∪B)






Por tanto, una vez finalizado el paso p+ 1 del algoritmo Apriori, se calcula la confianza de
cada una de las reglas y se devuelven u´nicamente las reglas cuya confianza es mayor que un
cierto umbral.
El soporte y la confianza de las reglas que se deseen crear deben ser determinados por el
usuario.
Uno de los inconvenientes del algoritmo Apriori es que si el soporte escogido es muy bajo,
el nu´mero de itemsets y su taman˜o puede crecer de manera exponencial y puede hacer que el
problema sea inviable, por lo que las reglas con una confianza y un lift muy altos nunca podra´n
ser descubiertas. Por ejemplo la regla vodka ⇒ caviar no podra´ ser descubierta debido a las





4.1. Ana´lisis realizados sobre el abandono universitario
En primer lugar, se detallan los ana´lisis realizados de manera global (para todos los centros
acade´micos en conjunto) y, a continuacio´n, se muestran algunos de los ana´lisis separados por
centros. Los ana´lisis detallados por centros son la regresio´n log´ıstica y el ana´lisis clu´ster.
4.1.1. Creacio´n de un modelo global
Ana´lisis clu´ster
La primera te´cnica de miner´ıa de datos utilizada para explicar el abandono ha sido el ana´lisis
clu´ster. Este ana´lisis se ha realizado u´nicamente sobre los alumnos que han abandonado los
estudios para encontrar tipolog´ıas de alumnos que abandonan.
El algoritmo utilizado para llevar a cabo el ana´lisis clu´ster ha sido el de k-medoides porque
la muestra contiene tanto variables nume´ricas como variables catego´ricas como se puede observar
en la Tabla 2.1. Por este motivo, se ha considerado que este algoritmo con el empleo de la
distancia de ”Gower” era sin duda el ma´s adecuado para aplicar a la muestra.
Para la eleccio´n del nu´mero de grupos, se ha representado el valor de la funcio´n obje-
tivo (3.1) variando desde dos hasta ocho grupos y se ha buscado un cambio de pendiente que
indica una disminucio´n brusca del valor de la funcio´n objetivo. El gra´fico obtenido es el que se
representa en la Figura 4.1. En este gra´fico se observa que la mejor opcio´n es crear tres grupos
distintos de estudiantes que abandonan los estudios.
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Figura 4.1: Representacio´n de la funcio´n objetivo de 2 a 8 grupos.
Una vez elegido el nu´mero de grupos se ha procedido a lanzar el ana´lisis de forma reitera-
da y desde distintos puntos aleatorios, eligiendo la solucio´n con el menor valor de la funcio´n
objetivo para lograr obtener el mı´nimo global. A continuacio´n, se han mostrado los valores de
los representantes de cada uno de los grupos, como se puede ver en la Figura 4.2, que
permiten observar en que´ variables hay una mayor diferencia entre los tres grupos.
Figura 4.2: Representantes de cada uno de los grupos.
A simple vista se observan diferencias en la edad, la nota de acceso, el nu´mero de cre´ditos
presentados a examen en primer y u´ltimo curso y el nu´mero medio de cre´ditos superados en los
cursos que los alumnos han hecho matr´ıcula.
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Para analizar en detalle cada uno de los grupos obtenidos, se han realizado gra´ficos mos-
trando los valores que toma cada una de las variables utilizadas en el ana´lisis en
funcio´n de los distintos grupos. De este modo, observando todos los gra´ficos conjuntamente
para un mismo grupo, se puede saber cua´les son las caracter´ısticas de los alumnos que forman
cada uno de los grupos.
Observando los gra´ficos se pueden determinar las caracter´ısticas de cada grupo, y ver cua´les
son las variables que diferencian a ese grupo del resto, para intentar definir varios patrones que
se verifiquen en los alumnos que abandonan.
Para saber en que´ variables hay diferencias significativas entre los distintos grupos, se han
utilizado ANOVAS para las variables nume´ricas y contrastes de la Chi-cuadrado para las va-
riables catego´ricas. Aunque el test ANOVA no se puede tomar como exacto, ayuda a afirmar si
hay diferencias en cada variable para los distintos grupos.
Los p-valores obtenidos a partir de los contrastes se pueden observar en la Tabla 4.1.
edad nota.de.acceso cred.pres.pri cred.pres.ultimo cred.honor.pri cred.sup.exam.media
2.2e-16 7.529e-11 2-2e-16 2.2e-16 7.289e-05 2.2e-16
num.asi.rep.ult via.acc curso.abandono orden.pref sexo trabPri trabUltimo prov
1.834e-06 1.9e-05 2.2e-16 0.02611 4.7e-08 5.3e-11 1.552e-12 1.06e-06
Tabla 4.1: p-valores de los contrastes ANOVA y Chi-cuadrado.
Tomando el nivel de significacio´n habitual (0.05), se puede afirmar que hay diferencias
significativas en todas las variables.
Se puede observar la distribucio´n de la edad y de la nota de acceso en la Figura 4.3.
(a) Edad (b) Nota de acceso
Figura 4.3: Edad y nota de acceso, en funcio´n de cada uno de los grupos.
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En estos gra´ficos se muestra para cada uno de los tres grupos cua´l es la distribucio´n tanto
de la edad como de la nota de acceso.
Se observa que los alumnos del primer grupo son mayores que los del segundo grupo, y e´stos
a su vez mayores que los del tercer grupo.
La nota de acceso de los alumnos de los distintos grupos es similar, excepto para los del
tercer grupo, ya que e´stos tienen una nota de acceso ligeramente superior.
Se puede observar la distribucio´n del orden de preferencia y de la v´ıa de acceso en la Figura
4.4. Para interpretar estos gra´ficos, se debe considerar cada barra como un porcentaje sobre el
100 % de los alumnos de ese grupo. Por ejemplo, en el gra´fico del orden de preferencia, el 70 %
de los alumnos del primer grupo han entrado en una titulacio´n como primera opcio´n, el 12 %
como segunda opcio´n y el 18 % como ma´s de segunda opcio´n.
(a) Orden de preferencia (b) Vı´a de acceso
Figura 4.4: Orden de preferencia y v´ıa de acceso, en funcio´n de cada uno de los grupos. En
el gra´fico del orden de preferencia se representa en azul claro la primera opcio´n, en azul
oscuro la segunda opcio´n y en morado una opcio´n superior. En el gra´fico de la v´ıa de ac-
ceso, el color amarillo es para los alumnos que han accedido a la universidad a trave´s de
Selectividad, el color azul para los Titulados Universitarios, el color verde para los alumnos
de Formacio´n Profesional y el color rojo para el Resto.
No se observan pra´cticamente diferencias en el orden de preferencia entre los distintos grupos
aunque en el primer grupo hay ma´s alumnos que entran como primera opcio´n que en el resto de
grupos. Tambie´n se puede apreciar que muchos de los alumnos del primer grupo entran por v´ıas
de acceso como son Titulados Universitarios y el resto de v´ıas de acceso que no son Formacio´n
Profesional ni Selectividad, en comparacio´n el resto grupos.
Se puede observar la distribucio´n del sexo y de la provincia de residencia familiar en la
Figura 4.5.
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(a) Sexo (b) Provincia de residencia familiar
Figura 4.5: Sexo y provincia de residencia familiar en funcio´n de cada uno de los grupos.
En el gra´fico del sexo, se representa en azul a los hombres y en rosa a las mujeres. En
el gra´fico de la provincia de residencia familiar, el color verde es para los alumnos que
pertenecen a la provincia de Castello´n, el color naranja para los alumnos que provienen de
provincias limı´trofes a la provincia de Castello´n y el color amarillo para el resto.
En el primer grupo hay el doble de hombres que de mujeres mientras que en el tercer grupo
hay tantas mujeres como hombres.
La provincia de residencia familiar tambie´n presenta diferencias en el tercer grupo pues en
ese grupo hay ma´s alumnos que abandonan pertenecientes a provincias limı´trofes a Castello´n
que en el resto de grupos.
Se puede observar la representacio´n del nu´mero de cre´ditos presentados en el primer y u´ltimo
curso de matr´ıcula en la Figura 4.6.
(a) Cre´ditos presentados primer curso (b) Cre´ditos presentados u´ltimo curso
Figura 4.6: Cre´ditos presentados en el primer y u´ltimo curso de matr´ıcula, en funcio´n de cada
uno de los grupos.
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El nu´mero de cre´ditos presentados en primer y u´ltimo curso de matr´ıcula var´ıa enormemente
de un grupo a otro. Los estudiantes del primer grupo no se presentan a examen de casi ningu´n
cre´dito, los estudiantes del segundo grupo se presentan a ma´s exa´menes que los anteriores,
mientras que los alumnos del tercer grupo se presentan a pra´cticamente todos los exa´menes.
Se puede observar la distribucio´n del trabajo realizado en el primer y u´ltimo curso de
matr´ıcula en la Figura 4.7.
(a) Trabajo primer curso (b) Trabajo u´ltimo curso
Figura 4.7: Trabajo realizado en el primer y u´ltimo curso de matr´ıcula, en funcio´n de cada uno
de los grupos. De color rosa se representa a los alumnos que trabajan y de color azul a los
alumnos que no trabajan.
El trabajo realizado en primer y u´ltimo curso tambie´n es diferente en funcio´n de los grupos,
puesto que en el primer grupo hay una mayor proporcio´n de alumnos que trabaja que en el
resto de grupos.
Se puede observar la distribucio´n del nu´mero de cre´ditos de honor obtenidos en primer curso
y del nu´mero de asignaturas repetidas en el curso anterior al abandono en la Figura 4.8.
(a) Cre´ditos de honor primer curso (b) Nu´mero de asignaturas repetidas u´ltimo curso
Figura 4.8: Cre´ditos de honor obtenidos en primer curso y nu´mero de asignaturas repetidas en
el curso anterior al abandono, en funcio´n de cada uno de los grupos.
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El nu´mero de cre´ditos de honor tambie´n var´ıa en funcio´n de los grupos. Los alumnos del
tercer grupo obtienen ma´s cre´ditos de honor que los alumnos del segundo grupo, y e´stos, a su
vez, ma´s cre´ditos que los del primer grupo.
Observando el gra´fico del nu´mero de asignaturas repetidas en el u´ltimo curso de matr´ıcula,
se puede observar que la mayor parte de los alumnos que tienen asignaturas que esta´n repitiendo
son clasificados en el segundo grupo.
Se puede observar la distribucio´n del promedio de cre´ditos superados y del curso de abandono
en la Figura 4.9.
(a) Cre´ditos superados (b) Curso abandono
Figura 4.9: Promedio de cre´ditos superados y curso de abandono, en funcio´n de cada uno de los
grupos. En el gra´fico del curso de abandono, se ha representado a los alumnos que abandonan
en primer curso de color rojo, a los que abandonan en segundo curso de color azul y a los que
abandonan en tercer curso de color verde.
El nu´mero de cre´ditos superados en exa´menes tambie´n var´ıa dependiendo de cada grupo.
Con respecto al curso de abandono, la mayor parte de los alumnos del primer grupo abandona
en primer curso mientras que en el resto de grupos tambie´n abandonan tanto en segundo como
en tercer curso.
En base a todas las caracter´ısticas que se han podido determinar para cada grupo, se han
encontrado tres tipolog´ıas de alumnos que abandonan los estudios:
Estudiantes de tipo 1. Son en mayor parte hombres. Muchos de ellos trabajan y suelen
abandonar durante el primer an˜o de matr´ıcula, pues se presentan a examen de muy
pocos cre´ditos y no superan pra´cticamente cre´ditos en exa´menes. Evidentemente, no tienen
cre´ditos de honor y muchos de ellos, en comparacio´n con los otros grupos, entran por v´ıas
de acceso que no son Selectividad ni Formacio´n Profesional.
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Estudiantes de tipo 2. Siguen siendo en mayor parte hombres, pero en este caso tam-
bie´n hay muchas mujeres. Son, en general, ma´s jo´venes que los anteriores, y la ma-
yor parte no trabaja. Obtienen mejores resultados acade´micos que los del grupo anterior
(se presentan a un mayor nu´mero de exa´menes, aunque no superan muchos
exa´menes).
Estudiantes de tipo 3. En este grupo hay tantas mujeres como hombres. La nota
de acceso es ligeramente superior y muchos de ellos pertenecen a provincias
limı´trofes a Castello´n. Adema´s, se presentan y superan bastantes ma´s cre´ditos
que el resto de grupos. Obtienen ma´s cre´ditos de honor, y no suelen realizar ningu´n
trabajo. Aunque la mayor parte abandona en primer curso, tambie´n hay muchos alumnos
de este grupo que abandonan en segundo o tercer curso.
Como medida de bondad de ajuste de este me´todo, se ha utilizado la silueta, que ha proporcio-
nado un valor de 0.4; por tanto, la agrupacio´n realizada es bastante aceptable.
Regresio´n log´ıstica
Para realizar el ana´lisis de regresio´n log´ıstica se ha tomado la informacio´n de los alumnos
que abandonan y de los que no abandonan.
El objetivo principal de este ana´lisis es encontrar que´ variables explican el abandono de los
estudios. De todas las variables que se muestran en la Tabla 2.1, u´nicamente se han incluido en
el ana´lisis de regresio´n log´ıstica las variables que, despue´s de realizar un estudio previo median-
te gra´ficos univariantes y contrastes de hipo´tesis, han resultado significativas en el abandono.
No obstante, cabe destacar que aunque utilizando gra´ficos y contrastes univariantes se puede
conocer que´ variables influyen en el abandono, siempre es conveniente realizar ana´lisis multiva-
riantes, como es el caso de la regresio´n log´ıstica. Esto es debido a que al considerar todas las
variables en conjunto, la influencia de algunas variables sera´ inferior a otras y algunas de ellas,
aunque presenten diferencias entre abandonar y no abandonar los estudios, no se considerara´n
como variables que explican el abandono.
Como la variable orden.pref es una variable catego´rica que contiene nulos, para que el modelo
no tome los valores nulos como un nuevo valor, se han creado dos nuevas variables auxiliares
que no aparecen en la Tabla 2.1 que son orden.prefSegunda y orden.prefResto conteniendo un 1
si la opcio´n escogida coincide con el nombre de la variable, o un 0 si la preferencia no coincide
con el nombre de la variable. De este modo, se han podido mantener los nulos y que el modelo
los interprete como valores faltantes.
Los resultados de la regresio´n log´ıstica se muestran en la Figura 4.10.
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Figura 4.10: Resultado de la regresio´n log´ıstica.
Las variables nume´ricas que aparecen con un coeficiente positivo (columna estimate) indican
que, a mayor valor en esa variable, mayor probabilidad de abandono y las que aparecen con signo
negativo indican lo contrario, a menor valor en la variable, mayor probabilidad de abandono.
Por ejemplo, la edad tiene un coeficiente de 0.038454, luego esto indica que aquellos alumnos
que son mayores tienen mayor probabilidad de abandonar los estudios.
Por otro lado, para analizar los coeficientes de las variables catego´ricas, se deben interpretar
los coeficientes con respecto a la categor´ıa que no se muestra de esa variable. Por ejemplo, el
trabajo realizado en primer curso, tiene un coeficiente de 0.1701337. Al ser positivo indica que
trabajar hace ma´s probable el abandono con respecto al otro valor que puede tomar la variable
que en este ejemplo ser´ıa no trabajar.
Observando el p-valor (columna Pr), se pueden determinar las variables que resultan signi-
ficativas en el abandono de los estudios. Si se escoge el nivel de significacio´n habitual (0.05), las
variables significativas son las que tienen al menos un asterisco. A mayor nu´mero de asteriscos,
ma´s relevante resulta esa variable en el abandono de los estudios. Notar que si la variable es
catego´rica y alguna de sus categor´ıas es significativa, tambie´n es significativa la variable. Por
tanto, las variables que explican el abandono son las siguientes:
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La edad: a mayor edad, mayor probabilidad de abandono.
La nota de acceso.
El orden de preferencia de la titulacio´n: entrar en una titulacio´n escogida como
ma´s de segunda opcio´n hace que la probabilidad de abandono aumente con respecto a los
estudiantes que entran en una titulacio´n como primera opcio´n.
La v´ıa de acceso: el abandono tambie´n depende de la v´ıa de acceso. A diferencia de
lo que se suele pensar, la v´ıa de acceso que tiene menos probabilidad de abandono es
Formacio´n Profesional y la que ma´s, Titulado Universitario.
El sexo: ser hombre aumenta la probabilidad de acabar abandonando los estudios.
La provincia de residencia familiar: los estudiantes que menos abandonan son los que
pertenecen a la provincia de Castello´n, mientras que los que vienen de fuera de Castello´n
tienen ma´s probabilidad de abandonar los estudios, principalmente los que pertenecen a
alguna provincia limı´trofe a Castello´n.
El nu´mero de cre´ditos presentados en primer curso: a mayor nu´mero de cre´ditos
presentados en primer curso, mayor probabilidad de abandono. En este caso no se obtiene
un resultado demasiado lo´gico. No obstante, si se realiza un contrate de hipo´tesis de la
varianza, se puede afirmar que hay una gran variabilidad en esta variable y este hecho
puede estar influyendo bastante en el estudio.
Los cre´ditos de honor obtenidos en el primer curso de matr´ıcula: obtener cre´ditos
de honor disminuye la probabilidad de abandono.
Repetir asignaturas en el curso anterior al abandono: repetir asignaturas dismi-
nuye la probabilidad de abandono. Este resultado es lo´gico pues la mayor parte de los
alumnos que abandonan lo hacen en primer curso, y al no volverse a matricular no repiten
asignaturas.
La media de cre´ditos superados en exa´menes: superar cre´ditos disminuye la proba-
bilidad de abandono.
Adema´s de determinar las variables que explican el abandono, tambie´n se ha probado este
modelo como modelo de prediccio´n para averiguar si un alumno abandonara´, o no, los estudios
que esta´ cursando. Este dato puede ser interesante para la universidad, porque permite conocer
a priori el nu´mero de alumnos que se matriculara´ en el siguiente curso acade´mico. Se ha probado
el modelo utilizando una te´cnica denominada validacio´n cruzada, que consiste en seleccionar una
parte de la muestra que se utiliza como entrenamiento para crear el modelo, y predecir la otra
parte de la muestra para ver co´mo funciona el modelo de prediccio´n creado. La bondad obtenida
ha sido de 0.89 utilizando validacio´n cruzada lo que indica que casi el 90 % de los alumnos de la
muestra han sido predichos correctamente. No obstante, si se quiere poder predecir el nu´mero
de alumnos que abandonara´ alguna de las titulaciones, sin que hayan realizado ningu´n curso
acade´mico todav´ıa, se puede crear otro modelo de regresio´n log´ıstica sin hacer uso de las variables
acade´micas en el grado. La bondad de este modelo utilizando validacio´n cruzada ha sido de 0.71,




Se ha realizado ana´lisis discriminante para comparar los resultados obtenidos con los de
la regresio´n log´ıstica. Los resultados han sido ide´nticos y la bondad del modelo, realizando
validacio´n cruzada, ha sido de 0.88.
Redes neuronales
Las redes neuronales tambie´n se han empleado para realizar clasificacio´n y determinar si un
alumno abandonara´, o no, los estudios.
En este caso, se ha realizado un script variando el nu´mero de neuronas ocultas entre 5 y 41
(el ma´ximo que permite el programa para este problema) y se ha obtenido la red neuronal que
mejor predice a los alumnos de la muestra. De nuevo esta bondad ha sido de 0.89.
Comparacio´n entre los me´todos de prediccio´n utilizados:
Como la bondad de ajuste obtenida ha sido ide´ntica con los tres me´todos de prediccio´n utili-
zados, se ha decidido presentar al Gabinete de Planificacio´n y Prospectiva Tecnolo´gica los resul-
tados obtenidos mediante regresio´n log´ıstica porque este modelo tambie´n ofrece la informacio´n
de que´ variables explican el abandono universitario. Por este motivo, so´lo se ha fundamentado
teo´ricamente el modelo de regresio´n log´ıstica.
A´rboles de clasificacio´n
Se ha hecho uso de a´rboles de clasificacio´n para clasificar a los alumnos en funcio´n de si han
abandonado, o no, los estudios. De este modo se ha podido observar que´ variables se comprueban
y en que´ orden a la hora de clasificar a los alumnos en un grupo u otro. Se puede observar uno
de los a´rboles obtenidos en la Figura 4.11.
Figura 4.11: A´rbol de clasificacio´n que determina si los alumnos han abandonado, o no, los
estudios.
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Para interpretar el a´rbol hay que situarse en la parte superior y evaluar la primera condicio´n.
Si la condicio´n se verifica se debe descender por la rama izquierda y comprobar la siguiente
condicio´n. En otro caso, se debe descender por la rama derecha. Se debe ir descendiendo por el
a´rbol hasta que finalmente se alcance un nodo terminal cuyo valor sera´ 0 o´ 1. Si el valor es 0
quiere decir que el estudiante se clasifica en el grupo de los alumnos que no han abandonado
los estudios y si el valor es 1 en el grupo de los que s´ı han abandonado los estudios.
Debajo de cada rama se muestran dos nu´meros separados por una barra. El primer valor
representa el nu´mero de estudiantes de la muestra que han sido bien clasificados siguiendo esa
rama mientras que el segundo nu´mero pertenece a los estudiantes que han sido mal clasificados.
Esto permite calcular la bondad de ajuste de la clasificacio´n.
Observando el a´rbol obtenido, la primera variable que se evalu´a, es decir, la variable en
la que hay ma´s diferencias, es la media de cre´ditos superados en exa´menes. Si el promedio de
cre´ditos superados en exa´menes es superior o igual a 25.75, la siguiente condicio´n que se evalu´a
es si el nu´mero de cre´ditos presentados a examen en primer curso es menor que 28.5. En ese
caso, se clasifica al alumno en el grupo de los estudiantes que no abandonan los estudios. Si
no se verifica dicha condicio´n, se comprueba si la media de cre´ditos superados en exa´menes es
mayor o igual que 43.17. Si lo es, se clasifica al alumno en el grupo de los estudiantes que no
abandonan los estudios mientras que si no lo es, la siguiente variable a evaluar es el nu´mero de
asignaturas repetidas en el u´ltimo curso de matr´ıcula. De este modo, se va descendiendo por el
a´rbol hasta llegar a alguno de los nodos terminales donde el alumno queda clasificado en uno
de los dos grupos: abandono o no abandono.
En este ejemplo, se puede observar que hay bastantes individuos que no esta´n correctamente
clasificados. Para lograr un mejor ajuste se debe hacer crecer el a´rbol. Sin embargo, en ese caso,
las ramas del a´rbol se solapan al realizar el gra´fico y no se puede observar que´ condiciones son
las que se evalu´an para clasificar a un estudiante.
4.1.2. Ana´lisis por centros acade´micos
Los ana´lisis que se han realizado por cada uno de los centros son la regresio´n log´ıstica y el
ana´lisis clu´ster.
Regresio´n log´ıstica
Para realizar el ana´lisis de regresio´n log´ıstica, por cada centro acade´mico se han escogido
u´nicamente las variables que, realizando contrastes univariantes, son significativas en el aban-
dono de los estudios. El estudio de que´ variables son significativas se encuentra en el Anexo A
de este documento.
F Escuela Superior de Tecnolog´ıa y Ciencias Experimentales
Los resultados obtenidos para los alumnos de la Escuela Superior de Tecnolog´ıa y Ciencias
Experimentales se muestran en la Figura 4.12.
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Figura 4.12: Ana´lisis de regresio´n log´ıstica para los alumnos de la Escuela Superior de Tecnolog´ıa
y Ciencias Experimentales.
Las variables que explican el abandono de los estudios en la Escuela Superior de Tec-
nolog´ıa y Ciencias Experimentales son:
La nota de acceso.
Cursar una titulacio´n escogida como ma´s de segunda opcio´n: aumenta la probabi-
lidad de abandono con respecto a escoger una titulacio´n como primera opcio´n.
Pertenecer a una provincia limı´trofe a Castello´n: aumenta la probabilidad de aban-
dono con respecto a pertenecer al resto de provincias.
El nu´mero de cre´ditos presentados en primer curso.
La media de cre´ditos superados en exa´menes: superar exa´menes disminuye la pro-
babilidad de abandono.
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F Facultad de Ciencias Humanas y Sociales
Los resultados obtenidos para la Facultad de Ciencias Humanas y Sociales se muestran en
la Figura 4.13.
Figura 4.13: Ana´lisis de regresio´n log´ıstica para los alumnos de la Facultad de Ciencias Humanas
y Sociales.
Las variables que explican el abandono de los estudios en la Facultad de Ciencias
Humanas y Sociales son:
La edad: a mayor edad mayor probabilidad de abandono.
La nota de acceso.
El orden de preferencia: cursar una titulacio´n escogida como ma´s de segunda opcio´n
aumenta la probabilidad de abandono.
Pertenecer a una provincia limı´trofe a Castello´n: aumenta la probabilidad de aban-
dono.
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El nu´mero de cre´ditos presentados en primer curso.
El nu´mero de cre´ditos presentados en el u´ltimo curso de matr´ıcula: cuantos ma´s
cre´ditos presentados menor es la probabilidad de abandono.
El nu´mero de asignaturas matriculadas en el u´ltimo curso de matr´ıcula: matri-
cularse de muchas asignaturas aumenta la probabilidad de abandono.
El nu´mero de asignaturas repetidas en el u´ltimo curso de matr´ıcula: tener ma´s
asignaturas repetidas disminuye la probabilidad de abandono.
La media de cre´ditos superados en exa´menes: superar cre´ditos en exa´menes disminuye
la probabilidad de abandono.
F Facultad de Ciencias Jur´ıdicas y Econo´micas
Los resultados obtenidos para los alumnos de la Facultad de Ciencias Jur´ıdicas y Econo´micas
se muestran en la Figura 4.14.
Figura 4.14: Ana´lisis de regresio´n log´ıstica para los alumnos de la Facultad de Ciencias Jur´ıdicas
y Econo´micas.
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Las variables que explican el abandono de los estudios en la Facultad de Ciencias
Jur´ıdicas y Econo´micas son:
La nota de acceso.
Entrar en una titulacio´n cuyo orden de preferencia es superior a la segunda opcio´n:
aumenta la probabilidad de abandono.
La v´ıa de acceso: la v´ıa de acceso que menos probable hace el abandono es Formacio´n
Profesional, seguida de Selectividad, a continuacio´n, el resto de v´ıas de acceso y, por
u´ltimo, Titulado Universitario.
Pertenecer a una provincia limı´trofe a Castello´n: aumenta la probabilidad de aban-
dono.
El nu´mero de cre´ditos presentados en primer curso: a mayor nu´mero de cre´ditos
presentados mayor probabilidad de abandono.
El nu´mero de cre´ditos presentados en el u´ltimo curso de matr´ıcula.
El nu´mero de asignaturas matriculadas en el u´ltimo curso de matr´ıcula: matricu-
larse de muchas asignaturas aumenta la probabilidad de abandono.
El nu´mero de asignaturas repetidas en el u´ltimo curso de matr´ıcula: repetir asig-
naturas disminuye la probabilidad de abandono.
La media de cre´ditos superados en exa´menes: superar exa´menes disminuye la proba-
bilidad de abandono.
El trabajo realizado en el u´ltimo curso de matr´ıcula: trabajar aumenta la proba-
bilidad de abandono.
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F Facultad de Ciencias de la Salud
Los resultados obtenidos para la Facultad de Ciencias de la Salud se muestran en la Figura
4.15.
Figura 4.15: Ana´lisis de regresio´n log´ıstica para los alumnos de la Facultad de Ciencias de la
Salud.
Las variables que explican el abandono de los estudios en la Facultad de Ciencias de
la Salud son:
La nota de acceso.
El nu´mero de asignaturas matriculadas en el u´ltimo curso de matr´ıcula: matri-
cularse de bastantes asignaturas aumenta la probabilidad de abandonar los estudios.
La media de cre´ditos superados en exa´menes: superar cre´ditos en exa´menes dismi-
nuye la probabilidad de abandono.
En esta facultad, se observa que pra´cticamente ninguna variable es significativa en el aban-
dono en comparacio´n con el resto de centros. Los resultados obtenidos no son satisfactorios
debido a las diferencias entre sus titulaciones por lo que ser´ıa conveniente repetir de nuevo el
estudio por cada uno de los grados.
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Ana´lisis clu´ster
Para encontrar tipolog´ıas de alumnos que abandonan los estudios, se ha realizado el ana´lisis
clu´ster para cada uno de los centros. En todos los centros se ha obtenido que la mejor opcio´n
es crear tres grupos de alumnos. A continuacio´n, se detallan los resultados obtenidos por cada
uno de los centros.
F Escuela Superior de Tecnolog´ıa y Ciencias Experimentales
Se ha comprobado que´ variables influyen en la clasificacio´n realizando contrates de ANOVA
y de la Chi-cuadrado. Se muestran los p-valores obtenidos en la Tabla 4.2.
edad nota.de.acceso cred.pres.pri cred.pres.ultimo cred.honor.pri cred.sup.exam.media
8.906e-10 0.3699 2-2e-16 1.224e-15 0.2435 1.9e-03
num.asi.rep.ult curso.abandono via.acc orden.pref sexo trabPri trabUltimo prov
8.721e-05 5.402e-11 8.4e-03 3.929e-03 7.7e-04 6.09e-03 3.269e-05 0.03943
Tabla 4.2: p-valores de los contrastes ANOVA y Chi-cuadrado.
Tomando un nivel de significacio´n de 0.05, las variables que no influyen en la clasificacio´n
son la nota de acceso y el nu´mero de cre´ditos de honor obtenidos en primer curso.
Se puede observar la descripcio´n de los grupos en la Figura 4.16.
(a) Edad (b) Nota de acceso (c) Cre´ditos presentados primer curso
(d) Cre´ditos presentados u´ltimo curso (e) Cre´ditos de honor primer curso (f) Promedio de cre´ditos superados
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(g) Nu´mero de asignaturas repeti-
das u´ltimo curso de matr´ıcula
(h) Curso de abandono (rojo: Pri-
mero, azul: Segundo, verde: Ter-
cero)
(i) Vı´a de acceso (amarillo: Selec-
tividad, verde: Formacio´n Profe-
sional, azul: Titulados Universita-
rios, Rojo: Resto)
(j) Orden de preferencia (azul cla-
ro: Primera, azul oscuro: Segun-
da, morado: Resto)
(k) Sexo (rosa: Mujer, azul: Hom-
bre)
(l) Trabajo primer curso
(m) Trabajo u´ltimo curso (n) Provincia de residencia familiar
(verde: Castello´n, naranja: Provin-
cias limı´trofes a Castello´n, amarillo:
Resto)
Figura 4.16: Descripcio´n de los grupos obtenidos en la Escuela Superior de Tecnolog´ıa y Ciencias
Experimentales.
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Por tanto, se han encontrado tres tipolog´ıas de alumnos que abandonan los estudios.
Estudiantes de tipo 1: Son en mayor parte hombres cuya edad esta´ comprendida entre
la edad de los alumnos del segundo grupo y la de los del tercer grupo. Se presentan a
examen de pocos cre´ditos en primero (sobre unos 35) y en el u´ltimo curso de
matr´ıcula a algunos menos (sobre unos 30). No superan pra´cticamente cre´ditos
en exa´menes (unos 10 por curso) y la mayor parte no trabaja. Suelen abandonar en
primer curso aunque tambie´n hay bastantes que abandonan en segundo.
Estudiantes de tipo 2: Son los ma´s jo´venes de todos. Se presentan de bastantes cre´ditos
tanto en primer curso como en el u´ltimo curso de matr´ıcula (entre 50 y 60). Superan
aproximadamente 25 cre´ditos por an˜o. La mayor parte no trabaja y abandonan tanto en
primer como en segundo y tercer curso. Una gran parte de ellos pertenece a provincias
limı´trofes a Castello´n en comparacio´n con el resto de grupos luego e´sta podr´ıa ser la
causa de su abandono.
Estudiantes de tipo 3: Suelen ser mayores que los alumnos clasificados en los grupos
anteriores. En este grupo, la proporcio´n de Titulados Universitarios es mayor que en
el resto de grupos. No se presentan a pra´cticamente ningu´n cre´dito y no superan ninguno.
Muchos alumnos trabajan en comparacio´n con el resto de grupos. Suelen abandonar
en primer curso.
F Facultad de Ciencias Humanas y Sociales
Se ha comprobado que´ variables influyen en la clasificacio´n realizando contrastes de ANOVA
y de la Chi-cuadrado. Se muestran los p-valores en la Tabla 4.3.
edad nota.de.acceso cred.pres.pri cred.pres.ultimo cred.honor.pri cred.sup.exam.media
1.683e-06 1.965e-04 2.2e-16 2.2e-16 1.375e-03 2.2e-16
num.asi.rep.ult curso.abandono via.acc orden.pref sexo trabPri trabUltimo prov
0.54649 4.205e-12 1.43e-03 0.8601 0.091 9.25e-03 6.733e-04 0.02312
Tabla 4.3: p-valores de los contrastes ANOVA y Chi-cuadrado.
Tomando un nivel de significacio´n de 0.05, las variables que no influyen en la clasificacio´n
son el nu´mero de asignaturas repetidas en el u´ltimo curso de matr´ıcula, el orden de preferencia
y el sexo.
Se puede observar la descripcio´n de los grupos en la Figura 4.17.
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(a) Edad (b) Nota de acceso (c) Cre´ditos presentados primer curso
(d) Cre´ditos presentados u´ltimo curso (e) Cre´ditos de honor primer curso (f) Promedio de cre´ditos superados
(g) Nu´mero de asignaturas repeti-
das u´ltimo curso de matr´ıcula
(h) Curso de abandono (rojo: Pri-
mero, azul: Segundo, verde: Ter-
cero)
(i) Vı´a de acceso (amarillo: Selec-
tividad, verde: Formacio´n Profe-
sional, azul: Titulados Universita-
rios, Rojo: Resto)
(j) Orden de preferencia (azul cla-
ro: Primera, azul oscuro: Segun-
da, morado: Resto)
(k) Sexo (rosa: Mujer, azul: Hom-
bre)
(l) Trabajo primer curso
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(m) Trabajo u´ltimo curso (n) Provincia de residencia familiar
(verde: Castello´n, naranja: Provin-
cias limı´trofes a Castello´n, amarillo:
Resto)
Figura 4.17: Descripcio´n de los grupos obtenidos en la Facultad de Ciencias Humanas y Sociales.
Por tanto, se han encontrado tres tipolog´ıas de alumnos que abandonan los estudios:
Estudiantes de tipo 1 : Suelen ser mayores que los alumnos clasificados en el resto de
grupos. Muchos de ellos trabajan tanto en el primer curso de matr´ıcula como en el curso
anterior al abandono. Adema´s, se presentan a examen de muy pocos cre´ditos y
no superan pra´cticamente cre´ditos en exa´menes. Aunque la mayor parte entra a
trave´s de Selectividad, muchos de ellos entran por otras v´ıas de acceso que no
son Selectividad. La mayor parte abandona en primer curso.
Estudiantes de tipo 2: Son, en general, ma´s jo´venes que los anteriores. La mayor parte
entra a trave´s de Selectividad. Se presentan de bastantes cre´ditos en primer curso
(sobre unos 50), pero en el u´ltimo curso se presentan a menos (sobre unos 30).
Abandonan tanto en primer curso como en segundo y tercer curso.
Estudiantes de tipo 3: Se presentan y superan bastantes ma´s cre´ditos que en el
resto de grupos. No suelen trabajar. Aunque la mayor parte abandona en primer
curso, tambie´n hay muchos alumnos de este grupo que abandonan en segundo o tercer
curso. La mayor parte pertenece a provincias limı´trofes a Castello´n, luego e´sta podr´ıa
ser la causa de su abandono.
F Facultad de Ciencias Jur´ıdicas y Econo´micas
Se ha comprobado que´ variables influyen en la clasificacio´n realizando contrastes de ANOVA
y de la Chi-cuadrado. Se muestran los p-valores en la Tabla 4.4.
edad nota.de.acceso cred.pres.pri cred.pres.ultimo cred.honor.pri cred.sup.exam.media
6.759e-04 0.6294 2.2e-16 2.2e-16 0.9393 6.044e-08
num.asi.rep.ult curso.abandono via.acc orden.pref sexo trabPri trabUltimo prov
7.662e-16 2.2e-16 0.02406 0.1468 2.88e-03 3.14e-04 2.282e-04 0.0499
Tabla 4.4: p-valores de los contrastes ANOVA y Chi-cuadrado.
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Tomando un nivel de significacio´n de 0.05, las variables que no influyen en la clasificacio´n
son la nota de acceso, el nu´mero de cre´ditos de honor obtenidos en primer curso y el orden de
preferencia de la titulacio´n.
Se puede observar la descripcio´n de los grupos en la Figura 4.18.
(a) Edad (b) Nota de acceso (c) Cre´ditos presentados primer curso
(d) Cre´ditos presentados u´ltimo curso (e) Cre´ditos de honor primer curso (f) Promedio de cre´ditos superados
(g) Nu´mero de asignaturas repeti-
das u´ltimo curso de matr´ıcula
(h) Curso de abandono (rojo: Pri-
mero, azul: Segundo, verde: Ter-
cero)
(i) Vı´a de acceso (amarillo: Selec-
tividad, verde: Formacio´n Profe-
sional, azul: Titulados Universita-
rios, Rojo: Resto)
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(j) Orden de preferencia (azul cla-
ro: Primera, azul oscuro: Segun-
da, morado: Resto)
(k) Sexo (rosa: Mujer, azul: Hom-
bre)
(l) Trabajo primer curso
(m) Trabajo u´ltimo curso (n) Provincia de residencia familiar
(verde: Castello´n, naranja: Provin-
cias limı´trofes a Castello´n, amarillo:
Resto)
Figura 4.18: Descripcio´n de los grupos obtenidos en la Facultad de Ciencias Humanas y Sociales.
Por tanto, se han encontrado tres tipolog´ıas de alumnos que abandonan los estudios:
Estudiantes tipo 1: Son mayores que los estudiantes clasificados en el resto de grupos. Se
presentan a pocos cre´ditos (sobre unos 10) y no superan pra´cticamente ningu´n
cre´dito. Muchos de ellos trabajan y suelen abandonar en primer curso.
Estudiantes tipo 2: Son los ma´s jo´venes. Se presentan a bastantes cre´ditos tanto
en primer como en u´ltimo curso y superan bastantes cre´ditos en exa´menes. No
suelen trabajar y suelen abandonar en primer o en segundo curso. Una gran
parte de ellos, en comparacio´n con el resto de grupos, pertenece a provincias limı´trofes
a Castello´n luego e´sta es posiblemente la causa de su abandono.
Estudiantes tipo 3: Se presentan a una media de 40 cre´ditos en el primer y en
u´ltimo curso de matr´ıcula y superan alrededor de unos 15 cre´ditos de media
cada an˜o. Abandonan en todos los cursos.
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F Facultad de Ciencias de la Salud
Se ha comprobado que´ variables influyen en la clasificacio´n realizando contrastes de ANOVA
y de la Chi-cuadrado. Se muestran los p-valores en la Tabla 4.5.
edad nota.de.acceso cred.pres.pri cred.pres.ultimo cred.honor.pri cred.sup.exam.media
5.444e-03 0.4283 6.249e-07 1.071e-03 0.6771 0.3721
num.asi.rep.ult curso.abandono via.acc orden.pref sexo trabPri trabUltimo prov
0.3796 0.1352 0.4876 0.6995 0.3154 2.113e-03 2.316e-03 0.04101
Tabla 4.5: p-valores de los contrastes ANOVA y Chi-cuadrado.
En este caso, tomando un nivel de significacio´n de 0.05, las u´nicas variables en las que
es posible afirmar que hay diferencias significativas entre los grupos son la edad, el nu´mero
de cre´ditos presentados en primer y u´ltimo curso de matr´ıcula, si el alumno ten´ıa trabajo en
primer y u´ltimo curso de matr´ıcula y la provincia de residencia familiar. Lo que diferencia a
esta facultad de las anteriores es que el nu´mero de personas que han abandonado los estudios
es mucho menor y por tanto los contrastes son ma´s conservativos (necesitan mayor evidencia
para poder rechazar la independencia).
Se puede observar la descripcio´n de los grupos en la Figura 4.19.
(a) Edad (b) Nota de acceso (c) Cre´ditos presentados primer curso
(d) Cre´ditos presentados u´ltimo curso (e) Cre´ditos de honor primer curso (f) Promedio de cre´ditos superados
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(g) Nu´mero de asignaturas repeti-
das u´ltimo curso de matr´ıcula
(h) Curso de abandono (rojo: Pri-
mero, azul: Segundo, verde: Ter-
cero)
(i) Vı´a de acceso (amarillo: Selec-
tividad, verde: Formacio´n Profe-
sional, azul: Titulados Universita-
rios, Rojo: Resto)
(j) Orden de preferencia (azul cla-
ro: Primera, azul oscuro: Segun-
da, morado: Resto)
(k) Sexo (rosa: Mujer, azul: Hom-
bre)
(l) Trabajo primer curso
(m) Trabajo u´ltimo curso (n) Provincia de residencia familiar
(verde: Castello´n, naranja: Provin-
cias limı´trofes a Castello´n, amarillo:
Resto)
Figura 4.19: Descripcio´n de los grupos obtenidos en la Facultad de Ciencias de la Salud.
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Por tanto, se han encontrado tres tipolog´ıas de alumnos que abandonan los estudios.
Estudiantes de tipo 1: Se presentan a bastantes exa´menes tanto en el primer como en
el u´ltimo curso de matr´ıcula. En primer curso suelen presentarse a unos 45 cre´ditos, y en
el u´ltimo curso a unos 35 cre´ditos. No obstante, no superan casi cre´ditos (sobre unos
15 por curso); la mayor parte no trabaja y muchos de ellos pertenecen a provincias
limı´trofes a Castello´n, luego e´sta es posiblemente la causa de su abandono.
Estudiantes de tipo 2: Se presentan a casi todos los exa´menes tanto en el primer
como en u´ltimo curso de matr´ıcula. Superan una media de 50 cre´ditos por curso,
no trabajan y abandonan en todos los cursos. Muchos de ellos, en comparacio´n con
los otros grupos, pertenecen a provincias que no son ni la provincia de Castello´n
ni ninguna de sus provincias limı´trofes.
Estudiantes de tipo 3. Son mayores que los alumnos pertenecientes al resto de grupos.
Se presentan a muy pocos cre´ditos en exa´menes y no superan pra´cticamente
ningu´n cre´dito. Una gran parte de estos alumnos accede a trave´s de v´ıas de acceso como
son Titulados Universitarios o el resto de v´ıas de acceso sin incluir Selectividad
ni Formacio´n Profesional. Suelen trabajar y abandonan en primer curso o como
mucho en segundo curso.
En todos los centros, la bondad del ana´lisis clu´ster ha sido muy cercana a 0.4 por lo que se
puede considerar bastante aceptable.
4.2. Ana´lisis realizados sobre la insercio´n laboral
Para analizar la insercio´n laboral se ha hecho uso de la regresio´n log´ıstica y de reglas de
asociacio´n.
En esta seccio´n se omiten los resultados de la regresio´n log´ıstica puesto que no han aportado
pra´cticamente informacio´n sobre la insercio´n laboral y se explican los resultados obtenidos
utilizando las reglas de asociacio´n para el caso de la Escuela Superior de Tecnolog´ıa, ya que
las reglas obtenidas para el resto de facultades no son satisfactorias pues tienen un nivel de
soporte muy bajo (u´nicamente un porcentaje muy pequen˜o de la muestra verifica cada una de
las reglas).
En primer lugar, como la muestra contiene variables nume´ricas continuas es necesario tro-
cearlas en intervalos antes de realizar el ana´lisis y adema´s, las variables nume´ricas discretas
deben ser convertidas a variables catego´ricas. Una vez realizadas estas trasformaciones se debe
transformar la hoja de datos que contiene la muestra a matriz de transacciones y, a continua-
cio´n, se deben buscar reglas que impliquen encontrar un trabajo que requiere el t´ıtulo obtenido.
Se han ordenado estas reglas por nivel de confianza.
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Primeras reglas obtenidas en la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales:
l h s rhs supp conf l i f t
1 { erasmus . e s t u d i o s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .15 0 .9 2 .25
2 { erasmus . e s t u d i o s =0,
erasmus . p r a c t i c a s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .15 0 .9 2 .25
3 { sexo =1,
erasmus . e s t u d i o s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .13 0 .88 2 .22
4 { sexo =1,
erasmus . e s t u d i o s =0,
erasmus . p r a c t i c a s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .13 0 .88 2 .22
5 { cur so s . cuatro . o . menos=1,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .12 0 .87 2 .19
6 { cur so s . cuatro . o . menos=1,
erasmus . e s t u d i o s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .12 0 .87 2 .19
7 { cur so s . cuatro . o . menos=1,
erasmus . p r a c t i c a s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .12 0 .87 2 .19
8 { cur so s . cuatro . o . menos=1,
erasmus . e s t u d i o s =0,
erasmus . p r a c t i c a s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .12 0 .87 2 .19
9 { sexo =1,
cur so s . cuatro . o . menos=1,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .10 0 .86 2 .14
10 { cred . honor=0,
erasmus . e s t u d i o s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .10 0 .86 2 .14
11 { sexo =1,
cur so s . cuatro . o . menos=1,
erasmus . e s t u d i o s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .10 0 .86 2 .14
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12 { sexo =1,
cur so s . cuatro . o . menos=1,
erasmus . p r a c t i c a s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .10 0 .86 2 .14
13 { cred . honor=0,
erasmus . e s t u d i o s =0,
erasmus . p r a c t i c a s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .10 0 .86 2 .14
14 { sexo =1,
cur so s . cuatro . o . menos=1,
erasmus . e s t u d i o s =0,
erasmus . p r a c t i c a s =0,
p r a c t i c a s .
e x t r a c u r r i c u l a r e s =1} => { t raba jo . t i t u l a c i o n =1} 0 .10 0 .86 2 .14
Por un lado, la columna supp indica el soporte de la regla, es decir, el porcentaje de alumnos
de la muestra que esta´n involucrados en esa regla. Por ejemplo, en la primera regla, el soporte
determina que el 15 % de los alumnos de la muestra no han participado en un programa de
Erasmus por motivo de estudios, pero s´ı han realizado pra´cticas extracurriculares.
Por otro lado, la columna conf muestra el porcentaje de alumnos que, verificando la primera
parte de la regla, tambie´n cumplen la segunda. Volviendo al ejemplo anterior, de ese 15 % de
alumnos de la muestra que no han participado en un programa de Erasmus por motivo de
estudios y que han realizado pra´cticas extracurriculares, el 90 % ha conseguido un empleo que
requiere el t´ıtulo obtenido para su desempen˜o.
Observando todas las reglas en conjunto, se puede apreciar que en pra´cticamente todas las
reglas aparece haber hecho pra´cticas extracurriculares y tardar como ma´ximo cuatro
an˜os en obtener el t´ıtulo, luego parecen ser dos requisitos a seguir para los alumnos de la
Escuela Superior de Tecnolog´ıa y Ciencias Experimentales si quieren encontrar un empleo.
4.3. Conclusiones
Las principales conclusiones extra´ıdas en el ana´lisis del abandono de los estudios son las
siguientes:
En todos los centros los hombres abandonan en mayor proporcio´n que las mujeres.
Una de las v´ıas de acceso que menos abandono tiene, pra´cticamente en todos los centros,
excepto en la Facultad de Ciencias de la Salud, es Formacio´n Profesional.
Una de las v´ıas de acceso que ma´s abandono tiene, en todos los centros, es Titulado Uni-
versitario y, aunque pueda resultar extran˜o porque estas personas ya han conseguido un
t´ıtulo universitario , se ha conseguido explicar este hecho mediante el ana´lisis clu´ster, ya
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que en pra´cticamente todos los centros se ha obtenido un grupo donde se clasifican la
mayor parte de los Titulados Universitarios, y una caracter´ıstica de ese grupo es que los
estudiantes clasificados tienen trabajo en mayor proporcio´n que los estudiantes pertene-
cientes al resto de grupos. Es decir, los Titulados Universitarios que intentan obtener otra
titulacio´n la acaban abandonando porque encuentran trabajo.
Los estudiantes que no son de la provincia de Castello´n abandonan en mayor proporcio´n
que los estudiantes que son de Castello´n, principalmente los que pertenecen a provincias
limı´trofes a Castello´n.
Entrar en una titulacio´n cuya opcio´n de preferencia al realizar la preinscripcio´n es superior
a la segunda opcio´n hace que los estudiantes abandonen en mayor proporcio´n.
Encontrar un trabajo influye notablemente en el abandono.
Las conclusiones obtenidas en el ana´lisis de la insercio´n laboral resultan bastante escasas.
Atendiendo a la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales, se han encontrado
dos requisitos a cumplir por parte de los estudiantes para poder encontrar un empleo que
requiere la titulacio´n cursada. Estos requisitos son realizar pra´cticas extracurriculares y obtener




El proyecto desarrollado ha sido llevado a cabo en el Gabinete de Planificacio´n y Prospectiva
Tecnolo´gica de la Universidat Jaume I con el fin de poder determinar las causas que explican
el abandono de los estudios y la insercio´n laboral.
Para lograr este objetivo, se ha hecho un estudio previo de aprendizaje sobre distintas
te´cnicas de miner´ıa de datos, tanto a nivel teo´rico como a nivel pra´ctico, para despue´s seleccionar
aquellas te´cnicas ma´s adecuadas para aplicar a los datos a analizar, en funcio´n de la informacio´n
que se requiriera obtener de cada una de las muestras. Las te´cnicas finalmente utilizadas han
sido la regresio´n log´ıstica, el ana´lisis clu´ster, las redes neuronales, los a´rboles de clasificacio´n,
las reglas de asociacio´n, etc., cuyo desarrollo teo´rico se ha mostrado en el Cap´ıtulo 3.
Por un lado, los objetivos planteados con respecto al abandono de los estudios han sido:
determinar que´ variables influyen en el abandono, buscar tipolog´ıas de alumnos que abandonan
y crear algoritmos de prediccio´n para poder determinar si un alumno abandonara´, o no, los
estudios.
Estos objetivos han sido llevados a cabo con e´xito aunque cabe destacar que si se desea
profundizar sobre estos temas ser´ıa conveniente realizar de nuevo los ana´lisis con datos ma´s
recientes e incluyendo algu´n tipo de variable econo´mica, como por ejemplo, si el alumno ten´ıa, o
no, beca. Este tipo de variable no se ha podido incluir en el ana´lisis realizado porque al tratarse
de datos antiguos, se carec´ıa de dicha informacio´n en la base de datos oficial de la UJI. No
obstante, se considera que es muy probable que esta variable no fuese relevante en el estudio
realizado porque todav´ıa no se hab´ıa aplicado la ley de subida de tasas que fue llevada a cabo
en el an˜o 2012.
Tambie´n deber´ıan incluirse variables sociales, de motivacio´n y de satisfaccio´n sobre el grado
realizado. Para ello, algunos autores como Aguirre, Valdovinos, Velazquez, Eleuterio y Romero
(2015) [26] elaboran encuestas con preguntas de este tipo llegando a la conclusio´n de que estas
variables tambie´n influyen en el abandono universitario. Otras variables que se podr´ıan an˜adir
ser´ıan los estudios alcanzados por el padre o por la madre como lo realizan La Red, Karanik,
Giovannini y Pinto (2015) [27] en una universidad de Argentina logrando comprobar que son
variables que influyen en el abandono de los estudios.
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Adema´s, por lo que respecta a la Facultad de Ciencias de la Salud, tambie´n se aconsejar´ıa
repetir los ana´lisis por cada una de sus titulaciones, debido a que heterogeneidad entre los
distintos grados no ha permitido obtener conclusiones satisfactorias sobre esta facultad.
Por otro lado, los objetivos propuestos para analizar la insercio´n laboral han sido determinar
que´ variables influyen a la hora de encontrar empleo y que´ patrones tienen en comu´n los alumnos
que se insertan en el mundo laboral.
En este caso, los objetivos tambie´n han sido alcanzados pero sin poder lograr grandes con-
clusiones al respecto como consecuencia de la poca informacio´n de la que se dispone, por lo
que resultar´ıa conveniente volver a realizar este tipo de ana´lisis dentro de unos an˜os, cuando la
universidad disponga de un mayor nu´mero de egresados.
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Anexo A
Descripcio´n de las muestras
A.1. Descripcio´n de la muestra sobre el abandono universitario
Para analizar el problema del abandono, se ha realizado tanto un modelo global como un
modelo por cada uno de los centros acade´micos. En este Anexo se describen u´nicamente las
muestras de cada uno de los centros, para poder encontrar las diferencias entre ellos, y se omite
la descripcio´n de la muestra global, pues proporciona una menor informacio´n.
Los co´digos que se muestran en esta seccio´n han sido aplicados para cada una de las cuatro
muestras, una por cada centro.
La proporcio´n de alumnos que abandona en cada uno de los centros es:
alumnos abandono = length ( abandono [ abandono == 1 ] )
alumnos no abandono = length ( abandono [ abandono == 0 ] )
prop abandonos = alumnos abandono/ ( alumnos abandono + alumnos no abandono )
prop abandonos
Un 39 % en la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales.
Un 19 % en la Facultad de Ciencias Humanas y Sociales.
Un 41 % en la Facultad de Ciencias Jur´ıdicas y Econo´micas.
Un 17 % en la Facultad de Ciencias de la Salud.
Se observa una gran diferencia en la tasa de abandono entre la Facultad de Ciencias Jur´ıdicas
y Econo´micas y la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales, con respecto a
las otras dos facultades.
Se han realizado gra´ficos por cada una de las variables a estudio y se han complementado
utilizando contrastes de hipo´tesis, para comprobar si hay diferencias significativas entre los
alumnos que abandonan los estudios y los que no los abandonan. A continuacio´n, se muestran
los gra´ficos que se han considerado ma´s relevantes.
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Sexo:
T = table ( sexo , abandono )
Ta=co lPe r c en t s (T) [ 1 : 2 , ]
barplot (Ta , col=c ( ” purple ” , ”cyan” ) , legend . text=c ( ”Mujer” , ”Hombre” ) , names
. arg=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.1: Sexo, en funcio´n de abandono o no abandono de los estudios. Por un lado, se
muestran los alumnos que han abandonado los estudios (columna derecha) y, por otro, los
alumnos que no los han abandonado (columna izquierda). El color morado se utiliza para
representar a las mujeres y el color azul para representar a los hombres.
Para interpretar los gra´ficos, si se escoge por ejemplo la Escuela Superior de Tecnolog´ıa y
Ciencias Experimentales, del 100 % de los alumnos que no han abandonado los estudios, el 30 %
son mujeres y el 70 % hombres, mientras que de los alumnos que han abandonado los estudios,
el 20 % son mujeres y el 80 % hombres.
Se puede observar en todos los centros que los hombres abandonan en mayor pro-
porcio´n que las mujeres. Si se realiza un contraste de hipo´tesis de la Chi-cuadrado, esta
diferencia resulta significativa en el abandono de los estudios en todos los centros, excepto en
la Facultad de Ciencias de la Salud.
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Provincia de residencia familiar:
tab la = table ( prov , abandono )
Ta = co lPe r c en t s ( tab la ) [ 1 : 3 , ]
barplot (Ta , col=c ( ” purple ” , ”cyan” , ” green ” ) , names . arg=c ( ”no abandono” , ”
abandono” ) , legend=c ( ” Cas t e l l on ” , ” L i m i t r o f e s ” , ” Resto ” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.2: Provincia de residencia familiar, en funcio´n de abandono o no abandono de los
estudios. Por un lado, se muestran los alumnos que han abandonado los estudios (columna
derecha) y, por otro, los alumnos que no los han abandonado (columna izquierda). El color
morado se utiliza para representar a los alumnos de la provincia de Castello´n, el color azul
para representar a los alumnos pertenecientes a provincias limı´trofes a Castello´n y finalmente
el color verde para representar al resto de provincias.
Si se acompan˜an los gra´ficos mediante un contraste de independencia de la Chi-cuadrado,
se puede afirmar que la provincia de residencia familiar influye en el abandono en todos los
centros, excepto en la Facultad de Ciencias de la Salud. Los estudiantes que pertenecen a
provincias limı´trofes a Castello´n son los que ma´s abandonan.
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Vı´a de acceso:
T = table ( v ia . acc , abandono )
Ta=co lPe r c en t s (T) [ 1 : 4 , ]
barplot (Ta , col=c ( ” green ” , ” red ” , ” ye l low ” , ” blue ” ) , legend . text=c ( ”FP” , ”
Resto ” , ” S e l e c t ” , ”TU” ) , names . arg=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.3: Vı´a de acceso, en funcio´n de abandono o no abandono de los estudios. Por un lado,
se muestran los alumnos que han abandonado los estudios (columna derecha) y, por otro, los
alumnos que no los han abandonado (columna izquierda). El color amarillo se utiliza para
representar a los alumnos que han accedido a trave´s de Selectividad, el color verde para los
estudiantes de Formacio´n profesional, el color azul para los Titulados Universitarios y el color
rojo para el resto.
Si se realiza un contraste de independencia de la Chi-cuadrado, en todos los centros la v´ıa
de acceso s´ı influye en el abandono, excepto en la Escuela Superior de Tecnolog´ıa y Ciencias
Experimentales. En las Facultades de Ciencias Humanas y Sociales, Ciencias Jur´ıdicas
y Econo´micas y Ciencias de la Salud, los estudiantes que ma´s abandonan son los
que entran como Titulados Universitarios o a trave´s de otra v´ıa de acceso que no
sea Selectividad ni Formacio´n Profesional.
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Un dato sorprendente es que en la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales
y en la Facultad de Ciencias Jur´ıdicas y Econo´micas, los estudiantes de Formacio´n Profesional
pra´cticamente no abandonan a diferencia de lo que suele pensar.
Trabajo realizado en primer curso:
T = table ( trabPri , abandono ) [ 2 : 3 , ]
Ta = co lPe r c en t s (T) [ 1 : 2 , ]
barplot (Ta , col=c ( ”cyan” , ” pink ” ) , legend . text=c ( ”No” , ” S i ” ) , names=c ( ”no
abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.4: Trabajo realizado en primer curso, en funcio´n de abandono o no abandono de los
estudios. Por un lado, se muestran los alumnos que han abandonado los estudios (columna
derecha) y, por otro, los alumnos que no los han abandonado (columna izquierda). El color rosa
representa a los alumnos que trabajan y el color azul a los que no trabajan.
Si se realiza un contraste de hipo´tesis de la Chi-cuadrado, el trabajo realizado en primer
curso influye en el abandono en todos los centros: los alumnos que trabajan abandonan
en mayor proporcio´n que los alumnos que no trabajan.
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Trabajo realizado en el u´ltimo curso que el alumno ha realizado matr´ıcula:
T = table ( trabUlt , abandono ) [ 2 : 3 , ]
Ta = co lPe r c en t s (T) [ 1 : 2 , ]
barplot (Ta , col=c ( ”cyan” , ” pink ” ) legend . text=c ( ”No” , ” S i ” ) , names=c ( ”no
abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.5: Trabajo realizado en u´ltimo curso que el alumno realizo´ matr´ıcula, en funcio´n
de abandono o no abandono de los estudios. Por un lado, se muestran los alumnos que han
abandonado los estudios (columna derecha) y, por otro, los alumnos que no los han abandonado
(columna izquierda). El color rosa representa a los alumnos que trabajan y el color azul a los
que no trabajan.
Realizando un contraste de hipo´tesis de la Chi-cuadrado, se puede afirmar que, el hecho
de que el alumno trabaje en el u´ltimo curso que ha realizado matr´ıcula, s´ı influye
en el abandono de los estudios en todos los centros.
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Orden de preferencia de la titulacio´n en el momento de realizar la preinscripcio´n
a la universidad:
T = table (ordered ( orden . pre f , levels = c ( ”Primera” , ”Segunda” , ” Resto ” ) ) ,
abandono )
Ta = co lPe r c en t s (T) [ 1 : 3 , ]
barplot (Ta , col = c ( ” red ” , ” green ” , ” ye l low ” ) , names . arg = c ( ”no abandono” ,
”abandono” ) , legend = c ( ”Primera” , ”Segunda” , ” Resto ” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.6: Orden de preferencia de la titulacio´n, en funcio´n de abandono o no abandono de
los estudios. Por un lado, se muestran los alumnos que han abandonado los estudios (columna
derecha) y, por otro, los alumnos que no los han abandonado (columna izquierda). El color
rojo representa la primera opcio´n, el color verde la segunda opcio´n y el color amarillo una
opcio´n superior.
Realizando un contraste de hipo´tesis de la Chi-cuadrado, se puede afirmar que el orden de
preferencia s´ı influye en el abandono. En la Escuela Superior de Tecnolog´ıa y Ciencias Experi-
mentales y en las Facultades de Ciencias Humanas y Sociales y Ciencias Jur´ıdicas y Econo´micas,
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escoger la titulacio´n en un orden superior a la segunda opcio´n aumenta la probabi-
lidad de abandono. En el caso de la Facultad de Ciencias de la Salud, la situacio´n es un poco
distinta, debido a que los alumnos del grado en Enfermer´ıa suelen escoger como primera opcio´n
Medicina, pero al no poder acceder por la nota de corte, entran en Enfermer´ıa y la mayor parte
no abandona. Adema´s, tambie´n hay alumnos del grado en Medicina que no pueden entrar en
otras universidades que escogen como primera opcio´n y acaban estudiando en la UJI habiendo
elegido esta universidad como segunda opcio´n o incluso una opcio´n superior.
Curso de abandono:
primero = length ( curso . abandono [ curso . abandono == 1 & abandono == 1 ] )
segundo = length ( curso . abandono [ curso . abandono == 2 & abandono == 1 ] )
t e r c e r o = length ( curso . abandono [ curso . abandono == 3 & abandono == 1 ] )
Sector = c ( primero , segundo , t e r c e r o )
names( Sector ) = c ( ” primero ” , ” segundo” , ” t e r c e r o ” )
p i e ( Sector )
(a) Tecnolog´ıa y Ciencias Expe-
rimentales
(b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.7: Curso en el que los alumnos abandonan los estudios. En blanco se representa la
proporcio´n de alumnos que abandona en primer curso, en azul la proporcio´n de alumnos que
abandona en segundo curso y en rosa la proporcio´n de alumnos que abandona en tercer curso.
En todos los centros la mayor parte de los alumnos que abandona lo hace en primer curso,
mientras que muy pocos abandonan en segundo y tercer curso.
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Edad:
boxplot ( edad [ abandono == 0 ] , edad [ abandono == 1 ] , names=c ( ”no abandono” , ”
abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.8: Edad de los estudiantes, en funcio´n de abandono o no abandono de los estudios.
Por un lado, se muestran los alumnos que han abandonado los estudios (columna derecha) y,
por otro, los alumnos que no los han abandonado (columna izquierda).
Realizando un contraste de la t de Student, se puede afirmar que las personas mayores
abandonan en mayor proporcio´n en todos los centros.
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Nota de acceso:
boxplot ( nota .de . acceso [ abandono == 0 ] , nota .de . acceso [ abandono == 1 ] , names
=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.9: Nota de acceso de los estudiantes, en funcio´n de abandono o no abandono de los
estudios. Por un lado, se muestran los alumnos que han abandonado los estudios (columna
derecha) y, por otro, los alumnos que no los han abandonado (columna izquierda).
Realizando contrastes de hipo´tesis de la t de Student, la nota de acceso tambie´n influye en
el abandono. Los alumnos que abandonan tienen una nota de acceso ma´s baja.
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Cre´ditos presentados a examen en el primer curso de matr´ıcula:
boxplot ( cred . pres . p r i [ abandono == 0 ] , cred . pres . p r i [ abandono == 1 ] , names=c
( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.10: Nu´mero de cre´ditos presentados a examen en el primer curso de matr´ıcula, en
funcio´n de abandono o no abandono de los estudios. Por un lado, se muestran los alumnos
que han abandonado los estudios (columna derecha) y, por otro, los alumnos que no los han
abandonado (columna izquierda).
Realizando un contraste de hipo´tesis de la t de Student, se puede afirmar que el nu´mero
de cre´ditos presentados a examen en primer curso influye en el abandono en todos los
centros, excepto en la Facultad de Ciencias de la Salud.
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Cre´ditos presentados a examen en el u´ltimo curso que el alumno ha hecho
matr´ıcula:
boxplot ( cred . pres . u lt imo [ abandono == 0 ] , cred . pres . ult imo [ abandono == 1 ] ,
names=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.11: Cre´ditos presentados a examen en el u´ltimo curso de matr´ıcula, en funcio´n de
abandono o no abandono de los estudios. Por un lado, se muestran los alumnos que han aban-
donado los estudios (columna derecha) y, por otro, los alumnos que no los han abandonado
(columna izquierda).
Acompan˜ando los gra´ficos mediante un contraste de hipo´tesis de la t de Student, se puede
afirmar que el nu´mero de cre´ditos presentados a examen en el u´ltimo curso de matr´ıcula influye
en el abandono en todos los centros. Los alumnos que abandonan, se presentan a menos
exa´menes en el curso anterior al abandono que los alumnos que no abandonan.
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Promedio de cre´ditos superados en los cursos en que el alumno ha hecho matr´ıcu-
la:
boxplot ( cred . sup . exam . media [ abandono == 0 ] , cred . sup . exam . media [ abandono ==
1 ] , names=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.12: Promedio de cre´ditos superados en los cursos en que el alumno ha hecho matr´ıcula,
en funcio´n de abandono o no abandono de los estudios. Por un lado, se muestran los alumnos
que han abandonado los estudios (columna derecha) y, por otro, los alumnos que no los han
abandonado (columna izquierda).
Realizando un contraste de hipo´tesis de la t de Student, se puede afirmar que el promedio de
cre´ditos superados en exa´menes s´ı influye en el abandono en todos los centros. Los alumnos que
abandonan superan menos cre´ditos en exa´menes que los alumnos que no abandonan.
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Nu´mero de asignaturas repetidas en el u´ltimo curso de matr´ıcula:
boxplot (num. a s i . rep . u lt imo [ abandono == 0 ] , num. a s i . rep . u lt imo [ abandono ==
1 ] , names=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.13: Nu´mero de asignaturas que el alumno ha vuelto a cursar en el u´ltimo curso de
matr´ıcula, en funcio´n de abandono o no abandono de los estudios. Por un lado, se muestran los
alumnos que han abandonado los estudios (columna derecha) y, por otro, los alumnos que no
los han abandonado (columna izquierda).
Realizando un contraste de hipo´tesis de la t de Student, se puede afirmar que el nu´mero de
asignaturas repetidas s´ı influye en el abandono en la Facultad de Ciencias Humanas y
Sociales y en la Facultad de Ciencias Jur´ıdicas y Econo´micas.
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Cre´ditos de honor obtenidos en el primer curso de matr´ıcula:
boxplot ( cred . honor . p r i [ abandono == 0 ] , cred . honor . p r i [ abandono == 1 ] , names
=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.14: Cre´ditos de honor obtenidos en primer curso, en funcio´n de abandono o no aban-
dono de los estudios. Por un lado, se muestran los alumnos que han abandonado los estudios
(columna derecha) y, por otro, los alumnos que no los han abandonado (columna izquierda).
Realizando un contraste de hipo´tesis de la t de Student, se puede afirmar que el nu´mero de
cre´ditos de honor obtenidos en primer curso s´ı influye en el abandono en todos los centros. Los
alumnos que no abandonan obtienen ma´s cre´ditos de honor que los alumnos que
abandonan.
97
Cre´ditos de honor obtenidos en el u´ltimo curso de matr´ıcula:
boxplot ( cred . honor . ult imo [ abandono == 0 ] , cred . honor . ult imo [ abandono == 1 ] ,
names=c ( ”no abandono” , ”abandono” ) , )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.15: Cre´ditos de honor obtenidos en el u´ltimo curso de matr´ıcula, en funcio´n de aban-
dono o no abandono de los estudios. Por un lado, se muestran los alumnos que han abandonado
los estudios (columna derecha) y, por otro, los alumnos que no los han abandonado (columna
izquierda).
Realizando un contraste de hipo´tesis de la t de Student, se puede afirmar que el nu´mero
de cre´ditos de honor obtenidos en el u´ltimo curso de matr´ıcula influye en el abandono en la
Facultad de Ciencias Humanas y Sociales. Los alumnos que no abandonan obtienen ma´s
cre´ditos de honor.
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Promedio de cre´ditos reconocidos durante los cursos en los que el alumno ha
hecho matr´ıcula:
boxplot ( cred . r e c . media [ abandono == 0 ] , cred . r e c . media [ abandono == 1 ] , names
=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas
(c) Jur´ıdicas (d) Salud
Figura A.16: Promedio de cre´ditos reconocidos durante los cursos en los que el alumno ha hecho
matr´ıcula, en funcio´n de abandono o no abandono de los estudios. Por un lado, se muestran los
alumnos que han abandonado los estudios (columna derecha) y, por otro, los alumnos que no
los han abandonado (columna izquierda).
Realizando un contraste de hipo´tesis de la t de Student, se puede afirmar que el promedio
de cre´ditos reconocidos no influye en el abandono de los estudios en ninguno de los centros.
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Nu´mero de asignaturas matriculadas en primer curso:
boxplot (num. a s i . matr ic . p r i [ abandono == 0 ] , num. a s i . matr ic . p r i [ abandono ==
1 ] , names=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.17: Nu´mero de asignaturas matriculadas en primer curso, en funcio´n de abandono
o no abandono de los estudios. Por un lado, se muestran los alumnos que han abandonado
los estudios (columna derecha) y, por otro, los alumnos que no los han abandonado (columna
izquierda).
Realizando un contraste de hipo´tesis de la t de Student, se puede afirmar que el nu´mero
de asignaturas matriculadas en primer curso no influye en el abandono de los estudios en
ninguno de los centros.
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Nu´mero de asignaturas matriculadas en el u´ltimo curso de matr´ıcula:
boxplot (num. a s i . matr ic . u lt imo [ abandono == 0 ] , num. a s i . matr ic . u lt imo [
abandono == 1 ] , names=c ( ”no abandono” , ”abandono” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.18: Nu´mero de asignaturas matriculadas en el u´ltimo curso de matr´ıcula, en funcio´n
de abandono o no abandono de los estudios. Por un lado, se muestran los alumnos que han
abandonado los estudios (columna derecha) y, por otro, los alumnos que no los han abandonado
(columna izquierda).
Realizando un contraste de hipo´tesis de la t de Student, se puede afirmar que el nu´mero
de asignaturas matriculadas en el u´ltimo curso influye en el abandono en todos los
centros, excepto en la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales.
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A.2. Descripcio´n de la muestra sobre la insercio´n
Para realizar este estudio, se han eliminado los alumnos de la muestra que no esta´n buscando
empleo, bien porque continu´an estudiando o por otro motivo.
Cabe remarcar que en la Facultad de Ciencias de la Salud u´nicamente hay alumnos del grado
en Psicolog´ıa, pero no los hay ni de Enfermer´ıa ni de Medicina, pues en 2014 todav´ıa no hab´ıan
egresados en ninguna de las dos titulaciones.
Los co´digos que se muestran en esta seccio´n han sido aplicados para cada una de las cuatro
muestras, una por cada centro.
Proporcio´n de alumnos de cada centro que ha encontrado trabajo:
t r aba joS I = length (na . omit ( t raba jo [ t raba jo == 1 ] ) )
trabajoNO = length (na . omit ( t raba jo [ t raba jo == 0 ] ) )
Sector = c ( t raba joSI , trabajoNO )
names( Sector ) = c ( ” SI ” , ”NO” )
p i e ( Sector , col = c ( ” purple ” , ”cyan” ) )
(a) Tecnolog´ıa y Ciencias
Experimentales
(b) Humanas y Sociales (c) Jur´ıdicas y Econo´mi-
cas
(d) Salud
Figura A.19: Proporcio´n de alumnos de cada centro que ha encontrado un empleo. De color
azul, se representa la propocio´n de alumnos que ha conseguido un empleo y de color morado,
la proporcio´n de alumnos que no lo ha conseguido.
Se observa que los alumnos que encuentran empleo ma´s fa´cilmente son los alumnos de la
Escuela Superior de Tecnolog´ıa y Ciencias Experimentales (58 %), seguidos de los alumnos de
la Facultad de Ciencias Jur´ıdicas y Econo´micas (50 %), a continuacio´n, los estudiantes de la
Facultad de Ciencias Humanas y Sociales (38 %) y, finalmente, los alumnos de Ciencias de la
Salud (18 %).
Proporcio´n de alumnos que necesita la titulacio´n cursada, de entre los que han
conseguido un empleo:
t raba jo con t i t u l a c i o n = length (na . omit ( t raba jo [ t raba jo == 1 & n e c e s i t a .
t i t u l a c i o n == 1 ] ) )
t raba jo sin t i t u l a c i o n = length (na . omit ( t raba jo [ t raba jo == 1 & n e c e s i t a .
t i t u l a c i o n == 0 ] ) )
Sector = c ( t raba jo con t i t u l a c i o n , t raba jo sin t i t u l a c i o n )
names( Sector ) = c ( ” SI ” , ”NO” )
p i e ( Sector , col = c ( ” white ” , ” red ” ) )
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(a) Tecnolog´ıa y Ciencias
Experimentales
(b) Humanas y Sociales (c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.20: Proporcio´n de alumnos que necesita la titulacio´n cursada, de entre los que han
conseguido un empleo. De color blanco, se representa la proporcio´n de alumnos que ha conse-
guido un empleo que requiere la titulacio´n cursada y de color rojo, la proporcio´n de alumnos
que ha conseguido un empleo que no requiere la titulacio´n cursada.
De los alumnos que trabajan, los alumnos que ma´s fa´cilmente consiguen un trabajo que
requiere la titulacio´n cursada, son los de la Escuela Superior de Tecnolog´ıa y Ciencias Ex-
perimentales (77 %), seguidos de los alumnos de la Facultad de Ciencias de la Salud (60 %),
a continuacio´n, los estudiantes de la Facultad de Ciencias Jur´ıdicas y Econo´micas (52 %) y,
finalmente, los estudiantes de la Facultad de Ciencias Humanas y Sociales (46 %).
Proporcio´n de alumnos que ha conseguido un trabajo que requiere el t´ıtulo
obtenido, con respecto a todos los alumnos egresados en ese centro:
t raba jo t i t u l a c i o n = length (na . omit ( t raba jo . t i t u l a c i o n [ t raba jo . t i t u l a c i o n
== 1 ] ) )
r e s t o = length (na . omit ( t raba jo . t i t u l a c i o n [ t raba jo . t i t u l a c i o n == 0 ] ) )
Sector = c ( t raba jo t i t u l a c i o n , r e s t o )
names( Sector ) = c ( ” SI ” , ”NO” )
p i e ( Sector , col = c ( ”aquamarine2” , ” blue3 ” ) )
(a) Tecnolog´ıa y Ciencias
Experimentales
(b) Humanas y Sociales (c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.21: Proporcio´n de alumnos que ha conseguido un trabajo que requiere el t´ıtulo obteni-
do, con respecto a todos los alumnos egresados en ese centro. De color azul claro, se represen-
ta la proporcio´n de alumnos que ha conseguido un empleo que requiere la titulacio´n cursada
y de color azul oscuro, la proporcio´n de alumnos que ha conseguido un empleo que no
requiere la titulacio´n cursada o no ha conseguido ningu´n empleo.
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Los alumnos que ma´s fa´cilmente consiguen un empleo que requiere la titulacio´n cursada, una
vez finalizados sus estudios de grado, son los alumnos de la Escuela Superior de Tecnolog´ıa y
Ciencias Experimentales (43 %), seguidos de los alumnos de la Facultad de Ciencias Jur´ıdicas y
Econo´micas (20 %), a continuacio´n, los alumnos de la Facultad de Ciencias Humanas y Sociales
(17 %) y, finalmente, los alumnos de la Facultad de Ciencias de la Salud (9 %).
Proporcio´n de alumnos, respecto de todos los que realizaron la estancia en
pra´cticas, que se quedo´ trabajando en la empresa donde realizo´ las pra´cticas.
t raba jo empresa p r a c t i c a s = length (na . omit ( t raba jo . empresa . p r a c t i c a s [
t r aba jo . empresa . p r a c t i c a s == 1 & ( p r a c t i c a s . o b l i g a t o r i a s == 1 |
p r a c t i c a s . e x t r a c u r r i c u l a r e s == 1) ] ) )
no t raba jo empresa p r a c t i c a s = length (na . omit ( t raba jo . empresa . p r a c t i c a s [
t r aba jo . empresa . p r a c t i c a s == 0 & ( p r a c t i c a s . o b l i g a t o r i a s == 1 |
p r a c t i c a s . e x t r a c u r r i c u l a r e s == 1) ] ) )
Sector = c ( t raba jo empresa p rac t i c a s , no t raba jo empresa p r a c t i c a s )
names( Sector ) = c ( ” SI ” , ”NO” )
p i e ( Sector , col = c ( ” ye l low ” , ” green ” ) )
(a) Tecnolog´ıa y Ciencias
Experimentales
(b) Humanas y Sociales (c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.22: De todos los alumnos que realizaron la estancia en pra´cticas, proporcio´n de alumnos
que permanecio´ trabajando una vez finalizadas las pra´cticas. De color amarillo, se muestra la
proporcio´n de alumnos que continuo´ trabajando y de color verde, la proporcio´n de los que
no lo hicieron.
Se puede observar que, los alumnos que permanecen en mayor proporcio´n en la empresa
donde realizaron la estancia en pra´cticas, son los estudiantes que pertenecen a la Facultad de
Ciencias Jur´ıdicas y Econo´micas (23 %), seguidos de los alumnos de la Escuela Superior de
Tecnolog´ıa y Ciencias Experimentales (20 %), a continuacio´n, los estudiantes de la Facultad de
Ciencias de la Salud (11 %) y, finalmente, los estudiantes de la Facultad de Ciencias Humanas
y Sociales (11 %).
Tipo de jornada laboral que tienen los estudiantes que han conseguido un em-
pleo:
t raba jo jornada completa = length (na . omit ( jornada [ jornada == 1 & t raba jo .
t i t u l a c i o n ==1]) )
t raba jo jornada p a r c i a l = length (na . omit ( jornada [ jornada == 2 & t raba jo .
t i t u l a c i o n == 1 ] ) )
Sector = c ( t raba jo jornada completa , t raba jo jornada p a r c i a l )
names( Sector ) = c ( ”C” , ”P” )
p i e ( Sector , col = c ( ” pink ” , ” blue ” ) )
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(a) Tecnolog´ıa y Ciencias
Experimentales
(b) Humanas y Sociales (c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.23: Tipo de jornada laboral que tienen los estudiantes que han conseguido un empleo.
De color rosa, se representan los estudiantes que trabajan a jornada completa y de color azul,
los estudiantes que trabajan a jornada parcial.
Los estudiantes de la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales son los que
ma´s encuentran trabajo a jornada completa (70 %), seguidos de los alumnos de la Facultad de
Ciencias Jur´ıdicas y Econo´micas (55 %), a continuacio´n, los de la Facultad de Ciencias Humanas
y Sociales (46 %) y, finalmente, los de la Facultad de Ciencias de la Salud (0 %).
Tipo de empresa en la que los alumnos encuentran trabajo:
pub l i ca = length (na . omit ( t i po . empresa [ t i po . empresa == 1 & t raba jo .
t i t u l a c i o n == 1 ] ) )
pr ivada = length (na . omit ( t i po . empresa [ t i po . empresa == 2 & t raba jo .
t i t u l a c i o n == 1 ] ) )
Sector = c ( publ ica , pr ivada )
names( Sector ) = c ( ”Pu” , ” Pri ” )
p i e ( Sector )
(a) Tecnolog´ıa y Ciencias
Experimentales
(b) Humanas y Sociales (c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.24: Tipo de empresa en la que los alumnos encuentran trabajo. De color blanco, se
representan los estudiantes que trabajan en empresas pu´blicas y de color azul, los estudiantes
que trabajan en empresas privadas.
Los estudiantes que ma´s consiguen trabajo en empresas privadas son los de la Escuela
Superior de Tecnolog´ıa y Ciencias Experimentales (83 %). En el resto de centros, la proporcio´n
es pra´cticamente la misma (sobre un 66 %).
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Meses en encontrar el primer empleo:
hasta t r e s meses = length (na . omit ( tiempo . encontrar . empleo . c a t e g o r i c a [ tiempo
. encontrar . empleo . c a t e g o r i c a == 1 ] ) )
ent r e cuatro y s e i s = length (na . omit ( tiempo . encontrar . empleo . c a t e g o r i c a [
tiempo . encontrar . empleo . c a t e g o r i c a == 2 ] ) )
ent r e s i e t e y nueve = length (na . omit ( tiempo . encontrar . empleo . c a t e g o r i c a [
tiempo . encontrar . empleo . c a t e g o r i c a == 3 ] ) )
ent r e d i e z y doce = length (na . omit ( tiempo . encontrar . empleo . c a t e g o r i c a [
tiempo . encontrar . empleo . c a t e g o r i c a == 4 ] ) )
mas de doce = length (na . omit ( tiempo . encontrar . empleo . c a t e g o r i c a [ tiempo .
encontrar . empleo . c a t e g o r i c a == 5 ] ) )
Sector = c ( hasta t r e s meses , ent re cuatro y s e i s , en t r e s i e t e y nueve ,
ent r e d i e z y doce , mas de doce )
names( Sector ) = c ( ”menos de 3” , ” ent re 4 y 6” , ” ent re 7 y 9” , ” ent re 10 y
12” , ”mas de 12” )
p i e ( Sector )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.25: Tiempo que tardan los alumnos en encontrar su primer empleo.
Los alumnos que menos tiempo tardan en encontrar su primer empleo son los estudiantes
de la Facultad de Ciencias Jur´ıdicas y Econo´micas, seguidos de los de la Escuela Superior de
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Tecnolog´ıa y Ciencias Experimentales, a continuacio´n, los alumnos de la Facultad de Ciencias
Humanas y Sociales y, por u´ltimo, los alumnos de la Facultad de Ciencias de la Salud.
Proporcio´n de alumnos que ha encontrado un empleo por cada una de las titula-
ciones. Se recuerda que no se muestra el gra´fico para la Facultad de Ciencias de la Salud, pues
u´nicamente contiene una titulacio´n que es la de Psicolog´ıa. Se muestra el co´digo u´nicamente
para la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales:
T = table ( t i t u l a c i o n , t raba jo . t i t u l a c i o n )
Ta=co lPe r c en t s (T) [ 1 : 1 0 , ]
barplot (Ta , names . arg=c ( ”NO” , ” SI ” ) , xl im=c ( 0 , 9 ) , legend=c ( ” Agroa l imentar ia
” , ” E d i f i c a c i o n ” , ” E l e c t r i c a ” , ” Diseno de Productos ” , ” Tecnolog ia
I n d u s t r i a l ” , ” In fo rmat i ca ” , ”Mecanica” , ” I n g e n i e r i a quimica ” , ”Matematica
Computacional ” , ”Quimica” ) , col = c ( ” pink ” , ” ye l low ” , ”cyan” , ” green ” ,
” blue ” , ” white ” , ”magenta” , ” purple ” , ” orange ” , ”brown” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas
Figura A.26: Proporcio´n de alumnos que ha encontrado empleo por cada una de las titulaciones.
La columna derecha, corresponde a los alumnos que han encontrado un empleo que requiere el
t´ıtulo obtenido y, la columna izquierda, a los estudiantes que no han encontrado empleo o han
encontrado un empleo pero no requiere la titulacio´n cursada.
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En la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales, las titulaciones cuyos egre-





En la Facultad de Ciencias Humanas y Sociales, las titulaciones cuyos egresados, en propor-





En la Facultad de Ciencias Jur´ıdicas y Econo´micas, las titulaciones cuyos egresados, en pro-
porcio´n, encuentran antes empleo son:
Turismo.
Relaciones laborales y Recursos Humanos.
Derecho.
Tambie´n se han realizado gra´ficos por cada una de las variables, para comprobar
si existen diferencias entre encontrar un empleo que requiere el t´ıtulo obtenido y
no encontrarlo.
Cabe destacar que como la Facultad de Ciencias de la Salud so´lo contiene a los alumnos
del grado en Psicolog´ıa y muy pocos de ellos han conseguido un empleo que requiere el t´ıtulo
obtenido, aunque en los gra´ficos se observen diferencias entre los alumnos que encuentran un
empleo que requiere la titulacio´n cursada y los que no, los contrastes de hipo´tesis no rechazara´n
la independencia para esa variable pues no existe suficiente evidencia.
A continuacio´n, se muestran los gra´ficos realizados para cada una de las variables.
Pra´cticas extracurriculares:
T = table ( p r a c t i c a s . e x t r a c u r r i c u l a r e s , t r aba jo . t i t u l a c i o n )
Ta=co lPe r c en t s (T) [ 1 : 2 , ]
barplot (Ta , col=c ( ”magenta” , ” ye l low ” ) , names . arg=c ( ” Trabajo s i n t i t u l a c i o n
o no t raba jo ” , ” Trabajo con t i t u l a c i o n ” ) , legend=c ( ”NO” , ” SI ” ) )
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(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.27: Pra´cticas extracurriculares en funcio´n de encontrar un empleo que requiere el
t´ıtulo obtenido o no encontrarlo. Por un lado, se muestran los alumnos que han consegui-
do un trabajo que requiere la titulacio´n cursada (columna derecha) y, por otro, los alumnos
que no han conseguido un empleo o han conseguido un empleo que no requiere el t´ıtulo ob-
tenido (columna izquierda). El color amarillo se utiliza para representar a los alumnos que
han realizado pra´cticas extracurriculares y el color rosa para representar a los alumnos que
no las han realizado.
Si adema´s de observar los gra´ficos se realiza un contraste de hipo´tesis de la Chi-cuadrado,
se puede afirmar que las pra´cticas extracurriculares s´ı facilitan la obtencio´n de empleo en
la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales y en la Facultad de
Ciencias Jur´ıdicas y Econo´micas.
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Erasmus estudios:
T = table ( erasmus . e s tud io s , t r aba jo . t i t u l a c i o n )
Ta=co lPe r c en t s (T) [ 1 : 2 , ]
barplot (Ta , col=c ( ” b l u e v i o l e t ” , ” white ” ) , names . arg=c ( ” Trabajo s i n t i t u l a−
c ion o no t raba jo ” , ” Trabajo con t i t u l a c i o n ” ) , legend=c ( ”NO” , ” SI ” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.28: Erasmus por motivo de estudios, en funcio´n de encontrar un empleo que re-
quiere el t´ıtulo obtenido o no encontrarlo. Por un lado, se muestran los alumnos que han
conseguido un trabajo que requiere la titulacio´n cursada (columna derecha) y, por otro, los
alumnos que no han conseguido un empleo o han conseguido un empleo que no requiere el
t´ıtulo obtenido (columna izquierda). El color blanco se utiliza para representar a los alumnos
que han realizado Erasmus por motivo de estudios y el color morado para representar a los
alumnos que no lo han realizado.
Si adema´s de observar los gra´ficos se realiza un contraste de hipo´tesis de la Chi-cuadrado,
se puede afirmar que realizar Erasmus por motivo de estudios s´ı influye a la hora
de encontrar un empleo que requiere la titulacio´n cursada para los alumnos de la
Facultad de Ciencias Humanas y Sociales.
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Sexo:
T = table ( sexo , t raba jo . t i t u l a c i o n )
Ta=co lPe r c en t s (T) [ 1 : 2 , ]
barplot (Ta , col=c ( ” sp r ingg reen ” , ” s l a t e b l u e 3 ” ) , names . arg=c ( ” Trabajo s i n
t i t u l a c i o n o no t raba jo ” , ” Trabajo con t i t u l a c i o n ” ) , legend=c ( ”Hombre” ,
”Mujer” ) )
(a) Tecnolog´ıa y Ciencias (b) Humanas
(c) Jur´ıdicas (d) Salud
Figura A.29: Sexo, en funcio´n de encontrar un empleo que requiere el t´ıtulo obtenido o no
encontrarlo. Por un lado, se muestran los alumnos que han conseguido un trabajo que requiere
la titulacio´n cursada (columna derecha) y, por otro, los alumnos que no han conseguido un
empleo o han conseguido un empleo que no requiere el t´ıtulo obtenido (columna izquierda). El
color morado se utiliza para representar a las mujeres y el color verde para representar a los
hombres.
Si se realiza un contraste de hipo´tesis de la Chi-cuadrado, se puede afirmar que el sexo no
influye en ningu´n centro a la hora de encontrar un empleo que requiere la titulacio´n cursada.
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Edad:
boxplot ( edad [ t raba jo . t i t u l a c i o n == 0 ] , edad [ t raba jo . t i t u l a c i o n == 1 ] , names
=c ( ” Trabajo s i n t i t u l a c i o n o no t raba jo ” , ” Trabajo con t i t u l a c i o n ” ) )
(a) Tecnolog´ıa y Ciencias (b) Humanas
(c) Jur´ıdicas (d) Salud
Figura A.30: Edad, en funcio´n de encontrar un empleo que requiere el t´ıtulo obtenido o no
encontrarlo. Por un lado, se muestran los alumnos que han conseguido un trabajo que requiere
la titulacio´n cursada (columna derecha) y, por otro, los alumnos que no han conseguido un
empleo o han conseguido un empleo que no requiere el t´ıtulo obtenido (columna izquierda).
Complementando estos gra´ficos mediante contrastes de hipo´tesis de la t de Student, se puede
afirmar que la edad u´nicamente influye a la hora de encontrar un empleo que requiere
el t´ıtulo obtenido en la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales.
Los alumnos que encuentran un trabajo que requiere la titulacio´n cursada son
mayores que los que no lo encuentran.
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Nota del expediente:
boxplot ( nota . exped iente [ t raba jo . t i t u l a c i o n == 0 ] , nota . exped iente [ t raba jo .
t i t u l a c i o n == 1 ] ,
names=c ( ” Trabajo s i n t i t u l a c i o n o no t raba jo ” , ” Trabajo con t i t u l a c i o n ” ) )
(a) Tecnolog´ıa y Ciencias (b) Humanas
(c) Jur´ıdicas (d) Salud
Figura A.31: Nota obtenida en el expediente, en funcio´n de encontrar un empleo que requiere
el t´ıtulo obtenido o no encontrarlo. Por un lado, se muestran los alumnos que han conseguido
un trabajo que requiere la titulacio´n cursada (columna derecha) y, por otro, los alumnos que
no han conseguido un empleo o han conseguido un empleo que no requiere el t´ıtulo obtenido
(columna izquierda).
Realizando contrastes de hipo´tesis de la t de Student, se puede afirmar que la nota de
acceso no influye en la insercio´n laboral en ninguno de los centros.
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Cre´ditos de honor:
boxplot ( cred . honor [ t raba jo . t i t u l a c i o n == 0 ] , cred . honor [ t raba jo . t i t u l a c i o n
== 1 ] , names=c ( ” Trabajo s i n t i t u l a c i o n o no t raba jo ” , ” Trabajo con
t i t u l a c i o n ” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.32: Cre´ditos de honor, en funcio´n de encontrar un empleo que requiere el t´ıtulo obte-
nido o no encontrarlo. Por un lado, se muestran los alumnos que han conseguido un trabajo que
requiere la titulacio´n cursada (columna derecha) y, por otro, los alumnos que no han conseguido
un empleo o han conseguido un empleo que no requiere el t´ıtulo obtenido (columna izquierda).
Si se realiza un contraste de la t de Student, se puede afirmar que obtener cre´ditos de
honor durante la titulacio´n no influye en la insercio´n laboral.
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An˜os en obtener el t´ıtulo:
T = table ( cursos , t r aba jo . t i t u l a c i o n ) [ 2 : 3 , ]
Ta=co lPe r c en t s (T) [ 1 : 2 , ]
barplot (Ta , col=c ( ” sp r ingg reen ” , ” s l a t e b l u e 3 ” ) , names . arg=c ( ” Trabajo s i n
t i t u l a c i o n o no t raba jo ” , ” Trabajo con t i t u l a c i o n ” ) , legend=c ( ”<=4” , ”>4
” ) )
(a) Tecnolog´ıa y Ciencias Experimentales (b) Humanas y Sociales
(c) Jur´ıdicas y Econo´micas (d) Salud
Figura A.33: An˜os en obtener el t´ıtulo, en funcio´n de encontrar un empleo que requiere el
t´ıtulo obtenido o no encontrarlo. Por un lado, se muestran los alumnos que han conseguido
un trabajo que requiere la titulacio´n cursada (columna derecha) y, por otro, los alumnos que
no han conseguido un empleo o han conseguido un empleo que no requiere el t´ıtulo obtenido
(columna izquierda). El color verde se utiliza para representar a los alumnos que han tardado
cuatro cursos o menos en obtener el t´ıtulo y el color morado para representar a los alumnos
que han tardado ma´s de cuatro cursos en obtener el t´ıtulo.
Si se realiza un contraste de hipo´tesis de la Chi-cuadrado, se puede afirmar que esta variable




Listas de programas en R
Este Anexo contiene el co´digo utilizado para la realizacio´n los diferentes ana´lisis empleados.
En el caso del abandono de los estudios, se muestra u´nicamente el co´digo empleado para la
realizacio´n de los ana´lisis sobre toda la muestra. Los ana´lisis realizados por centros se han
realizado de modo similar.
Para tratar el tema de la insercio´n laboral, se muestra el co´digo empleado para analizar la
insercio´n en la Escuela Superior de Tecnolog´ıa y Ciencias Experimentales, debido a que en este
caso no se ha realizado un ana´lisis global sobre toda la muestra. El resto de ana´lisis realizados
por centros han sido llevados a cabo de modo similar.
B.1. Abandono de los estudios
B.1.1. Ana´lisis clu´ster
El ana´lisis clu´ster se realiza u´nicamente sobre los alumnos que han abandonado los estudios,
por tanto, se debe seleccionar u´nicamente a esos alumnos de la muestra.
Seleccionar las variables utilizadas en el ana´lisis clu´ster:
x = data . frame ( curso . abandono [ abandono == 1 ] , edad [ abandono == 1 ] , nota .de .
acceso [ abandono == 1 ] , ordered ( orden . pre f , levels = c ( ”Primera” , ”
Segunda” , ” Resto ” ) ) , v ia . acc [ abandono == 1 ] , sexo [ abandono == 1 ] , prov [
abandono == 1 ] , cred . pres . p r i [ abandono == 1 ] , cred . honor . p r i [ abandono
== 1 ] , cred . pres . u lt imo [ abandono == 1 ] , num. a s i . rep . u lt imo [ abandono ==
1 ] , prov [ abandono == 1 ] , cred . sup . exam . media [ abandono == 1 ] , as . factor (
t rabPr i ) [ abandono == 1 ] , as . factor ( trabUltimo ) [ abandono == 1 ] )
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Renombrar las columnas:
names( x ) = c ( ” curso . abandono” , ”edad” , ” nota . de . acceso ” , ” orden . p r e f ” , ” v ia .
acc ” , ” sexo ” , ”prov” , ” cred . pres . p r i ” , ” cred . honor . p r i ” , ” cred . pres .
u lt imo ” , ”num. a s i . rep . ult imo ” , ”prov” , ” cred . sup . exam . media” , ” t rabPr i ”
, ” trabUltimo ” )
Realizar un gra´fico para buscar el ’codo’ de la funcio´n objetivo (3.1) que permite elegir el
nu´mero de grupos:
W<−c ( )
for ( i in 2 : 8 ) {
r e s1 <− pam( x , i , metr ic = ”gower” )
W[ i ] <− r e s1$ o b j e c t i v e [ 1 ]
}
plot (W)
Lanzar el me´todo k-medoides y escoger la mejor solucio´n obtenida:
mejorRes = pam( x , 3 , metr ic = ”gower” )
mejorWC <− mejorRes$ o b j e c t i v e [ 1 ]
for ( i in 2 : 1 0 ) {
r e s <− pam( x , 3 , metr ic = ”gower” )
i f ( r e s$ o b j e c t i v e [ 1 ] < mejorWC ) {
mejorWC = r e s$ o b j e c t i v e [ 1 ] ;
mejorRes = r e s
}
}
r e s = mejorRes
Obtener el nu´mero de alumnos clasificados en cada grupo:
table ( r e s$ c l u s t e r i n g )
Obtener los representantes de cada grupo:
r e s$medoids
Medida de bondad de ajuste del clustering:
r e s$ s i l i n f o
Descripcio´n de los grupos realizando gra´ficos para cada una de las variables.
grupos = r e s$ c l u s t e r i n g
Para la variable edad :
boxplot ( x$edad [ grupos ==1] , x$edad [ grupos ==2] , x$edad [ grupos ==3] , main=”edad
” , names = c ( 1 , 2 , 3 ) )
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Para la variable nota.de.acceso:
boxplot ( x$nota .de . acceso [ grupos ==1] , x$nota .de . acceso [ grupos ==2] , x$nota .de
. acceso [ grupos ==3] , main=” nota acceso ” , names = c ( 1 , 2 , 3 ) )
Para la variable orden de preferencia:
barplot ( co lPe r c en t s ( table ( x$orden . pre f , grupos ) [ 2 : 4 , ] ) [ 1 : 3 , ] ,
col=c ( ”cyan” , ” blue ” , ” purple ” ) ,
legend . text=c ( ”Primera” , ”Segunda” , ” Resto ” ) , main=” orden p r e f e r e n c i a ” )
Para la variable via.de.acceso:
barplot ( co lPe r c en t s ( table ( x$v ia . acc , grupos ) ) [ 1 : 4 , ] , col=c ( ” green ” , ” red ” , ”
ye l low ” , ” blue ” ) , legend . text=c ( ”FP” , ” Resto ” , ” S e l e c t ” , ”TU” ) , main=”
via acceso ” )
Para la variable sexo:
barplot ( co lPe r c en t s ( table ( x$sexo , grupos ) ) [ 1 : 2 , ] , col=c ( ” pink ” , ” blue ” ) ,
legend . text=c ( ”Mujer” , ”Hombre” ) , main=”Sexo” )
Para la variable prov :
barplot ( co lPe r c en t s ( table ( x$prov , grupos ) ) [ 1 : 3 , ] , col=c ( ” green ” , ” orange ” ,
” ye l low ” ) , legend . text=c ( ” Cas t e l l on ” , ” L i m i t r o f e s ” , ” Resto ” ) , main=” Prov inc ia ” )
Para la variable cred.pres.pri :
boxplot ( x$cred . pres . p r i [ grupos ==1] , x$cred . pres . p r i [ grupos ==2] ,
x$cred . pres . p r i [ grupos ==3] , main=” c r e d i t o s presentados primer
curso ” , names=c ( 1 , 2 , 3 ) )
Para la variable cred.honor.pri :
boxplot ( x$cred . honor . p r i [ grupos ==1] , x$cred . honor . p r i [ grupos ==2] ,
x$cred . honor . p r i [ grupos ==3] , main=” c r e d i t o s honor primero ” , names=c ( 1 , 2 , 3 ) )
Para la variable cred.pres.ultimo:
boxplot ( x$cred . pres . ult imo [ grupos ==1] , x$cred . pres . ult imo [ grupos ==2] ,
x$cred . pres . ult imo [ grupos ==3] , main=” c r e d i t o s presentados ult imo curso
matr i cu la ” ,names=c ( 1 , 2 , 3 ) )
Para la variable cred.sup.exam.media:
boxplot ( x$cred . sup . exam . media [ grupos ==1] , x$cred . sup . exam . media [ grupos==2]
, x$cred . sup . exam . media [ grupos ==3] , main=”promedio de c r e d i t o s superados
” ,names=c ( 1 , 2 , 3 ) )
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Para la variable num.asi.rep.ultimo:
boxplot ( x$num. a s i . rep . u lt imo [ grupos ==1] , x$num. a s i . rep . u lt imo [ grupos ==2] ,
$num. a s i . rep . u lt imo [ grupos ==3] , main=”numero a s i gna tu ra s r e p e t i d a s en
e l ult imo curso que e l e s tud i an t e h izo matr i cu la ” , names = c ( 1 , 2 , 3 ) )
Para la variable trabPri :
barplot ( co lPe r c en t s ( table ( x$ trabPri , grupos ) ) [ 1 : 2 , ] , col=c ( ”cyan” , ” pink ” ) ,
legend . text=c ( ”NO” , ” SI ” ) , main=” Trabajo primero ” )
Para la variable trabUltimo:
barplot ( co lPe r c en t s ( table ( x$trabUltimo , grupos ) ) [ 1 : 2 , ] , col=c ( ”cyan” , ” pink ” ) ,
legend . text=c ( ”NO” , ” SI ” ) , main=” Trabajo ult imo ” )
Para la variable curso.abandono:
barplot ( co lPe r c en t s ( table ( x$curso . abandono , grupos ) ) [ 1 : 3 , ] , col=c ( ” red ” , ” blue
” , ” green ” ) , legend . text=c ( ”1” , ”2” , ”3” ) , main=”Curso abandono” )
Determinar mediante contrastes de hipo´tesis que´ variables influyen en la clasificacio´n.
Para variables nume´ricas se realiza un contraste ANOVA:
anova(lm( variable ˜ grupos ) )
Para variables catego´ricas se aplica el contraste Chi-cuadrado:
ch i sq . t e s t ( table ( variable ˜ grupos ) )
B.1.2. Regresio´n log´ıstica
Realizar el ana´lisis de regresio´n log´ıstica:
l o g i s t i c a=glm( abandono˜edad+nota .de . acceso+as . factor ( orden . prefSegunda
)+as . factor ( orden . pre fResto )+via . acc+sexo+prov+cred . pres . p r i+cred . hono
r . p r i+cred . pres . ult imo+cred . honor . ult imo+num. a s i . rep . u lt imo+cred . sup . e
xam . media+as . factor ( t rabPr i )+as . factor ( trabUltimo ) , family=binomial ,
data=alumnos )
summary( l o g i s t i c a )
Obtener la bondad de ajuste (en cada caso se debera´ dividir por unos grados de libertad u
otros dependiendo del modelo creado):
Rcuadrado = 1− ( ( l o g i s t i c a $deviance/5020)/ ( l o g i s t i c a $null . deviance/5039) )
Rcuadrado
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Realizar predicciones utilizando la misma muestra con la que el modelo ha sido realizado:
muestra=data . frame ( edad , nota .de . acceso , orden . prefSegunda , orden . pre fResto
, v ia . accResto , v ia . a c c Se l e c t i v i d ad , v ia . accTitu lados , sexoHome ,
provLimit ro f e s , provResta , cred . pres . pr i , cred . honor . pr i , cred . pres .
ultimo , cred . honor . ultimo , num. a s i . rep . ultimo , cred . sup . exam . media ,
trabPri , trabUltimo )
pred1=predict ( l o g i s t i c a , muestra , type=” response ” )
grupo1=c ( )
for ( i in 1 :dim( muestra ) [ 1 ] ) {
i f (complete . c a s e s ( pred1 [ i ] )==FALSE) {
grupo1=c ( grupo1 ,NA)
} else {
i f ( pred1 [ i ]>0.5) {
grupo1 = c ( grupo1 , 1 )
} else {




Comprobar cua´ntos alumnos han sido correctamente clasificados:
t=table ( abandono , grupo1 )
t
bondad=(t [ 1 ,1 ]+ t [ 2 , 2 ] ) /sum(sum( t ) )
bondad
Realizar validacio´n cruzada (como los primeros 1786 alumnos han abandonado los estudios
y los restantes no, se toman aleatoriamente 500 alumnos que han abandonado los estudios y
1000 que no):
entrenar1 = sample ( x=1:1786 , s i z e =500)
entrenar2 = sample ( x=1787:5893 , s i z e =1000)
mitad entrenar = muestra [ c ( entrenar1 , entrenar2 ) , ]
l o g i s t i c a=glm( abandono˜edad+nota .de . acceso+as . factor ( orden . prefSegunda )+as .
factor ( orden . pre fResto )+as . factor ( v ia . accResto )+as . factor ( v ia . acc
S e l e c t i v i d a d )+as . factor ( v ia . accTi tu lados )+as . factor ( sexoHome )+as . factor (
p rovL imi t ro f e s )+as . factor ( provResta )+cred . pres . p r i+cred . honor . p r i+cred .
pres . ult imo+cred . honor . ult imo+num. a s i . rep . u lt imo+cred . sup . exam . medi
a+as . factor ( t rabPr i )+as . factor ( trabUltimo ) , family=binomial ,
data=mitad entrenar )
mitad p r e d e c i r = muestra [−c ( entrenar1 , entrenar2 ) , 1 : 1 9 ]
mitad p r e d e c i r abandono = muestra [−c ( entrenar1 , entrenar2 ) , 1 ]
pred2=predict ( l o g i s t i c a , mitad predec i r , type=” response ” )
grupo2=c ( )
for ( i in 1 :dim( mitad p r e d e c i r ) [ 1 ] ) {
i f (complete . c a s e s ( pred2 [ i ] )==FALSE) {
grupo2=c ( grupo2 ,NA)
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} else {
i f ( pred2 [ i ]>0.5) {
grupo2 = c ( grupo2 , 1 )
} else {




t=table ( mitad p r e d e c i r abandono , grupo2 )
t




d i s c r im ina=lda ( abandono˜edad+nota .de . acceso+as . factor ( orden . prefSegunda )+as
. factor ( orden . pre fResto )+via . acc+sexo+prov+cred . pres . p r i+cred . hon
or . p r i+cred . pres . u lt imo+cred . honor . ult imo+num. a s i . rep . u lt imo+cred . sup . exam .
media+as . factor ( t rabPr i )+as . factor ( trabUltimo ) , data=alumnos )
Observar las variables que influyen ma´s en el abandono:
d i s c r im ina$ s c a l i n g
Obtener las probabilidades de abandonar y de no abandonar los estudios:
d i s c r im ina$p r i o r
Mostrar las medias de cada variable para el grupo abandono y el grupo no abandono:
d i s c r im ina$means
Obtener una medida de bondad del modelo:
d i s c r im ina2=lda ( abandono˜edad+nota .de . acceso+as . factor ( orden . prefSegunda )+
as . factor ( orden . pre fResto )+via . acc+sexo+prov+cred . pres . p r i+
cred . honor . p r i+cred . pres . u lt imo+cred . honor . ult imo+num. a s i . rep . u lt imo+cred .
sup . exam . media+as . factor ( t rabPr i )+as . factor ( trabUltimo ) ,
data=alumnos , CV=T)
t = table ( abandono [ complete . c a s e s ( nota .de . acceso )==T & complete . c a s e s (
t rabPr i )==T & complete . c a s e s ( trabUltimo )==T &
complete . c a s e s ( orden . p r e f e r e n c i a . completo ) == T] , d i s c r im ina2$class )
t




Separar las variables nume´ricas y las no nume´ricas para poder tipificar las variables nume´ri-
cas:
muestra numerica=data . frame ( edad , nota . acceso , cred . pres . pr i , cred . honor . pr i ,
cred . pres . ultimo , cred . honor . ultimo , num. a s i . rep . ultimo , cred . sup . exam .
media )
muestra numerica t i p i f i c a d a=scale ( muestra numerica )
muestra no numerica=data . frame ( sexo , v ia . acc , prov , as . factor ( orden .
prefSegunda ) , as . factor ( orden . pre fResto ) , as . factor ( t rabPr i ) , as . factor (
trabUltimo ) )
muestra = data . frame ( muestra numerica t i p i f i c a d a , muestra no numerica )
Crear red neuronal con 10 neuronas en la capa oculta:
red = nnet ( formula=abandono˜ . , data=muestra , s i z e =10, entropy=T)
Observar cua´ntos elementos de la muestra se clasifican correctamente:
t = table ( real=abandono [ complete . c a s e s ( nota . acceso )==T & complete . c a s e s (
t rabPr i )==T & complete . c a s e s ( trabUltimo )==T & complete . c a s e s ( orden .
p r e f e r e n c i a . completo ) == T] , est imado=predict ( red , type=’ c l a s s ’ ) )
t
bondad = sum( t [ 1 , 1 ] , t [ 2 , 2 ] ) /sum(sum( t ) )
bondad
Realizar validacio´n cruzada:
muestra numerica=data . frame ( edad , nota . acceso , cred . pres . pr i , cred . honor . pr i ,
cred . pres . ultimo , cred . honor . ultimo ,num. a s i . rep . ultimo , cred . sup . exam .
media )
muestra no numerica=data . frame ( abandono , sexo , v ia . acc , prov , as . factor ( orden .
prefSegunda ) , as . factor ( orden . pre fResto ) , as . factor ( t rabPr i ) , as . factor (
trabUltimo ) )
entrenar1 = sample ( x=1:1786 , s i z e =500)
entrenar2 = sample ( x=1787:5893 , s i z e =1000)
mitad entrenar numerica = muestra numerica [ c ( entrenar1 , entrenar2 ) , ]
mitad entrenar numerica t i p i f i c a d a = scale ( mitad entrenar numerica )
mitad entrenar no numerica = muestra no numerica [ c ( entrenar1 , entrenar2 ) , ]
muestra entrenar = data . frame ( mitad entrenar numerica t i p i f i c a d a , mitad
entrenar no numerica )
mitad p r e d e c i r numerica = muestra numerica [−c ( entrenar1 , entrenar2 ) , ]
mitad p r e d e c i r numerica t i p i f i c a d a = scale ( mitad p r e d e c i r numerica )
mitad p r e d e c i r no numerica = muestra no numerica [−c ( entrenar1 , entrenar2 ) ,
2 : 8 ]
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mitad p r e d e c i r abandono = muestra no numerica [−c ( entrenar1 , entrenar2 ) , 1 ]
muestra p r e d e c i r = data . frame ( mitad p r e d e c i r numerica t i p i f i c a d a , mitad
p r e d e c i r no numerica )
red = nnet ( formula=abandono˜ . , data=muestra entrenar , s i z e =10, entropy=T)
p r e d i c c i o n e s = predict ( red , newdata=muestra predec i r , type=’ c l a s s ’ )
t=table ( mitad p r e d e c i r abandono , p r e d i c c i o n e s )
t
bondad=sum( t [ 1 , 1 ] , t [ 2 , 2 ] ) /sum(sum( t ) )
bondad
Script para obtener la red neuronal que mejor predice el abandono de los alumnos de la
parte de la muestra utilizada para predecir:
neuronas = 5
mejorBondad = NULL
while ( neuronas < 41 ) {
for ( i in 1 : 5 0 ) {
red = nnet ( formula=abandono ˜ . , data=muestra entrenar , s i z e
=neuronas , entropy=T)
p r e d i c c i o n e s = predict ( red , newdata=muestra predec i r , type=
’ c l a s s ’ )
t = table ( mitad p r e d e c i r abandono , p r e d i c c i o n e s )
bondad=sum( t [ 1 , 1 ] , t [ 2 , 2 ] ) /sum(sum( t ) )










B.1.5. A´rboles de clasificacio´n
Uso de a´rboles para clasificacio´n:
x=data . frame ( edad , nota .de . acceso , cred . pres . pr i , cred . honor . pr i , cred . pres .
ultimo , cred . honor . ultimo , num. a s i . rep . ultimo , cred . sup . exam . media ,
sexo , v ia . acc , prov , as . factor ( orden . prefSegunda ) , as . factor ( orden .
pre fResto ) , as . factor ( t rabPr i ) , as . factor ( trabUltimo ) )
arb=rpar t ( formula=alumnos$abandono˜ . , data=x , method = ” c l a s s ” )
plot ( arb )




l o g i s t i c a=glm(as . factor ( t raba jo . t i t u l a c i o n )˜edad+as . factor ( sexo )+as . factor (
cur so s . cuatro . o . menos )+cred . honor+nota . exped iente+as . factor ( erasmus .
e s t u d i o s )+as . factor ( erasmus . pract
i c a s )+as . factor ( p r a c t i c a s . e x t r a c u r r i c u l a r e s ) , family = binomial , t e c n o l o g i a )
summary( l o g i s t i c a )
B.2.2. Reglas de asociacio´n
Crear una nueva hoja de datos con las variables necesarias y renombrar las columnas:
nuevo=data . frame (as . factor ( t raba jo . t i t u l a c i o n ) , as . factor ( edad ) , as . factor (
sexo ) , as . factor ( cur so s . cuatro . o . menos ) , as . factor ( cred . honor ) , nota .
exped iente . cut , as . factor ( erasmus . e s t u d i o s ) , as . factor ( erasmus . p r a c t i c a s )
, as . factor ( p r a c t i c a s . e x t r a c u r r i c u l a r e s ) )
colnames ( nuevo ) = c ( ” t raba jo . t i t u l a c i o n ” , ”edad” , ” sexo ” , ” cur so s . cuatro . o .
menos” , ” cred . honor” , ” nota . exped iente ” , ” erasmus . e s t u d i o s ” , ” erasmus .
p r a c t i c a s ” , ” p r a c t i c a s . e x t r a c u r r i c u l a r e s ” )
Convertir la hoja de datos a matriz de transacciones:
t rans = as ( nuevo , ” t r a n s a c t i o n s ” )
Crear reglas y buscar las que impliquen encontrar un trabajo que requiere el t´ıtulo obtenido
para su desempen˜o:
r1=a p r i o r i ( t rans )
i n s p e c t ( subset ( sort ( r1 , by=” con f idence ” ) , subset=(rhs %in % ” t raba jo .
t i t u l a c i o n =1” ) ) )
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