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Abstract—Accurate detection of heart disease requires purely realistic
electrocardiogram (ECG) signals. In the process of acquisition and transmission,
various noises destroy the clean ECG signal, making diagnosis difficult. Here, we
apply a single node Reservoir computing (SNRC) architecture based on a
recurrent neural network (RNN) to solve this problem by minimizing typical
electromyogram noise (EMG) and power line interference (PLI) that damage the
ECG signal. MIT-BIH, the standard online arrhythmia database, is used to
collect data and test the quality of the proposed method. To evaluate the SNRC
architecture, we use two performance indicators, namely, SNR output
improvement (SNRimp) and the Percentage Root mean square Difference
(PRD). The proposed SNRC architecture is superior to the latest technology and
can achieve higher SNRimp and lower PRD for all types of typical ECG noise
under study. These results indicate that the proposed SNRC architecture is
expected to efficiently restore the dynamics of ECG signals in vivo.



I. INTRODUCTION

A

s a result of cardiovascular diseases, a huge
number of deaths around the world occurs; around
31% of all deaths in the world [1]. According to
the World Health Organization (WHO) [2], “Arrhythmia is the
principal reason for the significant number of cardiovascular
disease deaths”. Electrocardiography (ECG) is a test that
measures and diagnoses heart rate and rhythm. To avoid
wasting information about the electrical activity of the heart
and to make diagnosis simple and accurate, we need to keep
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the ECG signal clean and noise-free. But, in fact, the real
situation is the opposite. When ECG signals are sent to
healthcare facilities from non-clinical locations such as homes
and airplanes, if the communication channel is not efficient
enough, the received ECG will be destroyed. Various types of
noise can destroy ECG signals, such as abrupt changes in
baseline, Baseline Drift (BW), Muscle Artifacts (MA), Power
Line Interference (PLI), Additive White Gaussian Noise
(AWGN), and electromyogram noise (EMG) [3]. In recent
years, many techniques have been used to overcome these
noises that destroy ECG signals.
In 2004, ERGUN proposed the Discrete Wavelet
Transform (DWT) technology [4], which is used to remove
noise from ECG signals. This technique is based on the
second-generation wavelet transform and a level-dependent
threshold estimator. However, wavelet-based filters cannot
preserve edges properly.
Three years later, Reza used the extended Kalman filter
(EKF) technology [5]. EKF is a non-linear version of the
Kalman filter, which can linearize the current mean and the
covariance estimates. However, if the initial state estimate is
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incorrect or the process is modeled incorrectly, the filter can
quickly diverge.
Blanco [6] decomposed the signal into the sum of the
intrinsic mode function (IMF) in 2008. The IMF is defined as
a function that has the same number of extreme values and its
envelope is zero. As defined by all local maxima and minima,
this function is symmetric around zero. However, when a
window is applied to preserve the QRS complex in the loworder IMF, the noise component will remain in the QRS area.
In 2016, DWT with Adaptive Dual Threshold Filter
(ADTF) technology was used [7]. The algorithm is based on
three denoising steps, namely DWT decomposition, ADTF
step, and highest peak correction. However, ADTF rejects the
initial sub-band of the wavelet decay signal, causing a great
deal of information loss in the higher frequency region. Also,
for peak correction, it uses a single amplitude threshold, which
may not be able to detect peaks correctly for QRS patterns and
abnormal ECG conditions that change over time.
In 2018, a technique combining empirical mode
decomposition (EMD) and the adaptive switching mean filter
(ASMF) was proposed [8]. Using this technique, Rakshit and
Das adopted a wave-based soft threshold scheme to reduce the
high-frequency noise of the ECG in the signal. Then, they use
ASMF operations to minimize low-frequency noise.
More recently, Md-Billal [9] used variable frequency
composite Demodulation (VFCDM) to remove the sub-band
decomposition of noise-contaminated ECG signals. Tracey
and Miller used a non-local mean (NLM) method for ECG
denoising [10].
In this paper, we propose a Single Node Reservoir
Computing (SNRC) architecture with an integrated cumulative
mean filter [11]. We investigate two typical noise types, i.e.,
EMG, and PLI, as they are the most disturbing noise sources
in biopotential recordings that hamper the analysis of the
electrical signals generated by the human body. The EMG
noise is generated from the electrical activity of the muscle.
EMG consists of a maximum frequency of 10 KHz. On the
other hand, the powerline interference (PLI) includes the
fundamental PLI component of 50 Hz/60 Hz and its
harmonics. As far as we know, we are the first team to
introduce SNRC to eliminate ECG noise. The dynamic
behavior of SNRC shows the ability to reduce ECG noise and
recover components of the ECG signal. Furthermore, the
introduced technique filters damaged ECG signals with high
performance that exceeds the performance of existing related
techniques. The rest of this article is organized as follows.
Section II presents the related methods to RC. Section III
illustrates the details of the proposed SNSR denoising
technique. Section IV presents the results and related
discussions. Finally, the fourth section summarizes the paper.

II. RELATED METHODS TO RC
Reservoir Computing (RC) is based on the Recurrent
Neural Networks (RNN), which provides a greatly improved
ability to process time data compared to traditional feedback
neural networks. Due to the cyclic connections among hidden
neurons, which are absent from feedforward neural networks,
outputs in the RNNs depend on both the current inputs and the
neurons’ previous states, so that the RNN can find the time
correlation in the data.
Reservoir Computing (RC) consists of three layers: the
input layer, the reservoir, and the output layer. The input layer
allows the input signal to enter the reservoir through a fixed
random weighted connection. The reservoir is a series of nonlinear nodes that form a recurrent neural network (RNN).
With this RNN, we do not have to waste time and hardware on
the gradient descent RNN training. The connections between
the Reservoir outputs (states) and the output layer are the only
connections that require training.
RC is suitable for many applications, such as temporal
signal processing [12], brain-inspired biosignal classification
[13], the recognition of noisy images [14], attack detection of
smart grids with wind power generators [15], the reduction of
the phase sensitivity of lasers [16], the classification of
dynamic patterns [17], control a simulated robot arm by LSM
[18], model an existing robot controller [19], and object
tracking and motion prediction [20, 21]. Furthermore, it also
has applications in the field of digital signal processing (DSP),
such as voice recognition [22, 23, 24] and ECG classification
[25]. Concerning noise reduction applications, it has been used
for noise-robust image recognition [26] and feature
enhancement [27]. Jalalvand et al. [27] created a fully
convolutional Denoising Auto-Encoder (DAE) system by
means of an RC-network, incorporating one unidirectional
reservoir. Their developed DAE system was trained using
clean version of the noisy speech feature vectors for feature
enhancement.
The main motivation for using RC is that it can handle a
large amount of dynamic sequence information, such as the
case of ECG signals. Here, Single Node Reservoir Calculation
is discussed (SNRC). SNRC is a miniature version of
traditional RC. Single node reservoir calculation (SNRC) is an
RC, where the nonlinear node in RC is replaced with a single
nonlinear node affected by delayed feedback. Dynamic
memory enables SNRC to perfectly filter out noisy ECG
signals.

III. PROPOSED ALGORITHM
A. Single Node Reservoir Computing (SNRC)
SNRC [11] is a recurrent neural network (RNN) in a
shortened architecture that composes of three layers: the input
layer, the reservoir, and the output layer, as shown in Fig.1.
The Reservoir is a delayed feedback system that comprises a
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(

nonlinear node and a delay line of
virtual nodes. Each
virtual node delays the output of the nonlinear node by a delay
unit of time
, performing a total line delay of .
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)

(

(4)
)

The predicted output ̂ is estimated by summing the weighted
states in the output layer, as follows:
̂

Fig .1. Single Node Reservoir Computing (SNRC) architecture

In the input layer, the discrete input signal
, where
is the number of samples and
is a non-negative integer,
-1, enters a sample and hold operation to
generate a continuous step function
, where
)
for
, where points to the continuoustime variable. Therefore
is constant over each , and
updates its value after each new input sample. The stream
is further multiplied by a mask function
, as in Fig.1 to
generate
as follows:
(1)
Where the signal
is a step function that remains constant
during each duration θ. The mask function
represents the
weight vector
, where is the index of a virtual node,
.
is the weight vector between the input and the
virtual nodes and
is the individual weight for the virtual
node . An intrinsic time
is selected, such as
,
where
is the characteristic time scale of the nonlinear
dynamical node. All times with are normalized for the
intrinsic time scale of the nonlinear system. For simplicity,
. The nonlinear reservoir delay differential equations
(DDE) are as follows:

∑

(5)

Where
is the th weight from the virtual node th to the
output layer and ̂ is the calculated prediction of the target.
The values of the weight vector
, composed of the
individual weights
,
}, are computed by
minimizing the mean square error between the predicted
output ̂ and the desired output, , i.e.,
(
,
using a linear training algorithm, where is the ( +1) ×
state/bias matrix (i.e., the × state matrix ( ), concatenated
with the 1×
bias vector, for
nodes and
time steps).
Therefore,
can be obtained by the following equation:
(6)
Where
denotes the Moore-Penrose pseudo-inverse. More
about the SNRC can be found in [10].
B. The Cumulative Mean Filter
A mean filter follows the SNRC output for smoothing the
SNRC output. Consequently, we reached a higher
performance. With the mean filter, the recent sample value is
predicted by averaging the three values of the previous
sample, the recent sample, and the following one, as shown in
Fig.2. This filter is used to improve the ECG signal.

(2)
where
is a nonlinear function and
is the output state
of the nonlinear node. Assuming that
is
constant during each duration , after solving Eq. (2), we get:
(3)
where,
is the initial value of the previous virtual node at
beginning of each interval . The output states of virtual nodes
are found by the substitution of
. Now by (4), the
state of the
virtual node
, denoted by
, is
recursively calculated, as a function of the input at the same
time step and the virtual node states at a time step
.
The input to a virtual node at time step equals
.
(

)

Fig .2. Cumulative Mean Filter sketch

C. Performance Metrics
Output SNR improvement (SNRimp) and percentage root
mean square difference (PRD) are the two performance
metrics that we employ here to compare our methodology with
other previous techniques. They can be expressed as follows:
∑
∑
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√

∑
∑

(8)

Where
denotes the clear ECG,
defines the
corrupted ECG signal,
signifies the filtered ECG
signal, and is the length of the ECG signal. The greater the
output SNRimp, the better the performance attained. The
lower PDR and MSE, the better the overall performance.

IV. RESULT AND DISCUSSIONS
A. Database
The MIT-BIH arrhythmia database [28] is used to evaluate
the SNRC system's performance. This collection has a total of
48 ECG records, each lasting 30 minutes. All of the data
utilized here is sampled at 360 samples per second per
channel, with an 11-bit resolution over a 10 mV range. Only
46 records are available online with MLII signals, out of a
total of 48 records.

The introduced technique is carried out on a 1.8GHz, Intel
core i5CPU with 12 GB RAM and 64-Bit Windows operating
system. For simulation, MATLAB 2018a software
environment is used for training, validation, and testing.
C. Qualitative analysis
Comparison results between original ECG signals,
corrupted ECG signals, and the SNRC system’s recovered
signals are visualized in Fig. 3, and Fig. 4, for two types of
contaminating noises (EMG with SNR level of 15 dB, and PLI
with SNR level of 5 dB, respectively). As shown visually, the
SNRC shows the ability to recover the corrupted ECG signals
of different levels and types of contaminating noises, with the
preservation of morphological characteristics of the processed
signal, i.e., maintaining the important clinical Information.

B. Experimental setup
We simulate two types of noise, namely EMG (generated
by creating random noise as in [29]) and PLI (generated by
generating a sine wave with an amplitude of 0.15 and a
frequency of 50 Hz, as in [30]). The SNRC architecture is
tested on 8 records (100 m, 101 m, 103 m, 105 m, 115 m, 200
m, 215 m, and 230 m), following [5-9]. We randomly order
them for testing. Then, we shuffle the remaining 38 records
and take out the first 24 records from them for training.
Finally, we get 38 records (24 records (75%) for training and 8
records (25%) for the test). We only take the first 50,000
samples that are enough to test the performance of SNRC. To
generate the noisy ECG, the two noises are added with the
pure ECG signals. The input to noise ratio for training (4
decibels (dB), 9 dB, 14 dB, 19dB, and 24 dB) and testing (0
decibels (dB), 5 dB, 10 dB, 15 dB, and 20 dB). We take
(number of virtual nodes in SNRC) =300, 600 for EMG noise
and PLI respectively. The input weight is a random vector
with a uniform distribution range from -1 to 1 and θ=0.4, 0.1
for EMG noise and PLI, respectively. These values are the
best values for the SNRC to remove the ECG noises. We
focus on output SNR improvement (SNRimp) and percentage
root mean square difference (PRD) to evaluate our
methodology. The proposed technique performance is
compared with the performance of the previous techniques:
Discrete Wavelet Transform (DWT) filtering [4], extended
Kalman filter (EKF) technique [5], empirical mode
decomposition (EMD) [6], DWT with ADTF technique [7],
EMD and adaptive switching mean filter (ASMF) [8], the nonlocal means (NLM) [10], and variable frequency complex
demodulation (VFCDM) [9] (for PLI only as VFCDM was not
used for EMG noise). The proposed work results are analyzed
qualitatively and quantitatively.

Fig. 3. Removing of EMG noise corrupted ECG signal Record101 at level
SNR =15dB using the proposed SNRC system

Fig. 4. Recovered of PLI noise corrupted ECG signal Record 215 at 5dB SNR

D. Quantitative analysis
To evaluate the effectiveness of the proposed technique for
dynamical ECG denoising, two quantitative metrics have been
evaluated, namely SNR output improvement (SNRimp) and
percentage root mean square difference (PRD). Then, we
compared the results to other related techniques. For each type
of contaminating noise, different input SNR levels have been
investigated, i.e., 0dB, 5dB, 10dB, 15dB, and 20dB. For the
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case of EMG contaminating noise, Table.1 illustrates the
strength of the SNRC, over related methods, for ECG
denoising, in terms of the different proposed metrics, i.e.,
SNRimp and PRD at different levels of input SNR (Table.1).
As shown in the Table, the proposed technique achieves the
best performance among all competing methods. For the case
of PLI contaminating noise, Table.1 illustrates the strength of
the SNRC, over related methods, for ECG denoising at
different levels of input SNR. These results highlight the
advantages and promise of the proposed technique for ECG
denoising.

EMG noise
20
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الديناميكي أحادية العقدة
Arabic Abstract:
ٌزطهت انكشف انذلٍك أليزاض انمهت إشبراد َمٍخ نًخطظ كهزثٍخ انمهت وهذِ غٍز
 رزسجت أَىاع انضجٍج انًخزهفخ فً رهف، أثُبء االكزسبة واإلرسبل.يزىفزح فً والؼُب
 َمىو ثزطجٍك ثٍُخ، هُب.إشبراد يخطظ انمهت انُمٍخ يًب ٌجؼم يٍ انصؼت انزشخٍص
 اسزُبدًا إنى انشجكبد انؼصجٍخ انًزكزرح نحم هذِ انًشكهخ،حىسجخ انخزاٌ أحبدٌخ انؼمذح
 ورذاخم خظ انطبلخ انذي ٌفسذ إشبراد،ػٍ طزٌك رمهٍم ضجٍج اشبرح انؼضالد انمٍبسٍخ
 َحصم ػهى انجٍبَبد يٍ لبػذح ثٍبَبد لٍبسٍخ ػهى اإلَززَذ نمٍبس ػذو.رخطٍظ انمهت
، َسزخذو يمٍبسٍٍ نألداء، نزمٍٍى ثٍُخ حىسجخ انخزاٌ أحبدٌخ انؼمذح.اَزظبو ضزثبد انمهت
وهًب رحسٍٍ َسجخ لذرح اإلشبرح إنى لذرح انضجٍج وانُسجخ انًئىٌخ نًزىسظ انجذر
 رزفىق ثٍُخ حىسجخ انخزاٌ أحبدٌخ انؼمذح انًمززحخ ػهى أحذس انزمٍُبد انحذٌثخ.ًانززثٍؼ
 يًب ٌحمك َسجخ رحسٍٍ لذرح اإلشبرح إنى لذرح انضجٍج أػهى و انُسجخ انًئىٌخ،
ِ ر ُظهز هذ.نًزىسظ انجذر انززثٍؼً ألم نجًٍغ أَىاع انضىضبء انًهىثخ انزً رى فحصهب
انُزبئج يمذرح ثٍُخ حىسجخ انخزاٌ أحبدٌخ انؼمذح انًمززحخ ػهى اسزؼبدح دٌُبيٍكٍبد
.إشبراد رخطٍظ انمهت فً انجسى انحً ثكفبءح

