The "capacitated lot sizing problem with setup carry over" is based on the well known "capacitated lot sizing problem" and incorporates the possibility of preserving a setup state between successive periods. The approach at hand is to decompose the problem using Lagrangean relaxation. Subproblems are to be solved optimally employing dynamic programming techniques. Subgradient optimization guides the approach to heuristic solutions of the original problem. The present paper shows that this algorithm does not necessarily provide the optimal solution to the subproblems. The algorithm's flaw is corrected such that it allows to solve the subproblems optimally.
Introduction
Lot sizing is one of the central planning activities involved in production management. One of the basic lot sizing models, the "capacitated lot sizing problem", assumes that production is started for each item produced in a specific period and therefore a setup of the resource for each produced item in each period is necessary. The "capacitated lot sizing problem with setup carry over" considers the possibility to conserve the setup state between two consecutive periods. Hence, there is no need for a setup if an item was produced last in the previous period and is produced first in the current one. In order to represent this aspect, further restrictions and an additional type of binary variables are introduced. Thus, the model size increases which means that heuristic solution methods are required for its solution. Sox and Gao (1999) propose a method which employs Lagrangian relaxation, subgradient optimization and an algorithm in order to solve the resulting subproblems optimally. However, not every aspect of the subproblems is considered which might cause suboptimal solutions of the subproblems.
In order to keep this paper self contained, we shortly introduce the model (GCLP1) and the notation and heuristic method of Sox and Gao (1999) .
subject to
Binary variable z i,t is equal to 1 if and only if setup for item i takes place in period t. Binary variable ζ i,t equals 1 if and only setup for item i is preserved from period t − 1 to period t. Continuous variables x i,t represent the production quantity of item i in period t while I i,t represents the inventory level of item i at the end of period t. Parameters are setup cost K i for item i, production cost p i,t per unit of item i in period t, inventory cost h i,t per unit of item i in period t, capacity C t in period t, and consumption of capacity a i per unit of item i. The objective of total-cost minimization is represented by Equation (1). The solution space is defined by the inventory balance Equation (2), the capacity Restriction (3), the setup state being a condition for production in Equation (4), limitation to exactly one carry over per period by Equation (5), relation of setup and carry over represented in Constraint (6) and the variable domains given in terms in (7) and (8), respectively. Sox and Gao (1999) use Lagrangian relaxation in order to eliminate Equations (3) and (5) and to obtain N independent single-item problems (GCLP1 i (π , λ)), where π t and λ i,t are Lagrangian multipliers. (9) subject to Equations (2), (4), (6), (7), (8).
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These single-item subproblems are very similar to the single-item problem of Wagner and Whitin (1958) . As pointed out in Sox and Gao (1999) they only differ in the possibility to preserve a setup state between two periods. Accordingly, Sox and Gao (1999) propose a Basic Dynamic Programming (BDP) approach, which takes carry over into account.
Problem (BDP):
In order to determine an optimal lot sizing schedule with t periods problem (BDP) distinguishes three cases for period s in which the last setup takes place:
r s = t in Equation (10): a schedule with t − 1 periods is complemented by a setup in period t and production in t is equal to the demand in t;
r s = t − 1 in Equation (11): after setup production in t − 1 amounts to the demand in t − 1 and afterwards there is a carry over of the setup state into t and the production in t is equal to the demand in period t; r s < t − 1 in Equation (12): each schedule with s − 1 periods is supplemented by setup in s followed by production of demand of periods s to t.
Analysis of problem (BDP)
First, we note, that Equation (5) can be re-stated as Equation (5a):
Otherwise the Lagrangian multipliers would not be restricted to non-negative values as postulated in Sox and Gao (1999) . This modification relaxes problem (GCLP1) in such a way that no carry over between periods can happen. Equivalent restrictions can be found in several formulations of the "capacitated lot sizing problem with setup carry over", for example in Haase (1994) and Suerie and Stadtler (2003) . Furthermore, two alterations in the formal specification of problem (BDP) are necessary. The variable production costs in Equations (10), (11) and (12) are not correct according to the objective function of the underlying model stated in Equation (9), because variable production costs p i,t of problem (GCLPl) are ignored. The dynamic programming approach is modified retaining the basic idea at first. An additional, slight modification changes the sum at the first appearance of index k in Equation (12) from . This has to be done, because otherwise it would not be possible to calculate inventory costs for demand in period t. With these two replacements we get problem (BDP1).
Problem (BDP1):
Inspecting these recurrence terms, it can be shown that feasible solutions of problem (GCLP1 i (π , λ)) are ignored. As outlined in Section 1 three cases have to be distinguished which are covered in Equations (13), (14) and (15). Note that Equations (14) and (15) are not sufficient for the cases where s = t − 1 and s < t − 1. According to problem (BDP1), if s = t − 1 there must be a setup in s, production in s, carry over into s + 1 and production in s + 1 as stated in Equation (14). However, there may just as well be setup in s, production of demand of s and s + 1 and no carry over and no production at all in s + 1. The latter schedules are not considered in Sox and Gao (1999) . We will refer to them as "no-carry-over schedules".
Furthermore, Equation (15) states that if s < t − 1 then there must not be a carry over into s + 1. A further feasible schedule with t periods and last setup in s < t − 1 is neglected: there might be a setup and production in s of demand of s, followed by carry over into s + 1 and production in s + 1 amounting to the demands of periods s + 1 to t. In the following these schedules, which are ignored by problem (BDP1) as well, will be denoted as "carry-over schedules." Because there are potentially optimal solutions which are not considered by problem (BDP1), the approach in Sox and Gao (1999) might fail to optimally solve subproblems (GCLP1 i (π , λ) ). Thus, it cannot guarantee a lower bound for the original problem (GCLP1), which is a fundamental prerequisite to subgradient optimization in order to solve the original problem.
Improved dynamic programming approach
In light of the neglected solutions presented in Section 2 we now propose an Improved Dynamic Programming (IDP) approach which considers the missing lot sizing schedules. Figure 1 illustrates two ways to create a schedule with t periods and last setup in s.
The arcs above the horizontal axis represent a setup and production in s; the arcs below demonstrate a setup and production in s followed by carry over into s + 1 and (GCLP1 i (π,λ) ). production in s + 1. In Sox and Gao (1999) a schedule with t periods is created in the first way for s = t and s < t − 1 in Equations (13) and (15), respectively. For s = t − 1 Sox and Gao (1999) choose the second way in Equation (14). In order to include "no-carry-over schedules" and "carry-over schedules" we create a schedule with t periods in both ways for s < t and in the first way for s = t.
To extend problem (BDP1) so as to cover "no carry-over schedules" and "carry-over schedules" we first explicitly add those two classes of schedules into the minimization term and obtain problem (IDP1).
Problem (IDP1):
Equations (16), (17a) and (18a) are known from problem (BDP1). Equations (17b) and (18b) represent "no-carryover schedules" and "carry-over schedules," respectively, and correspond to the same values of s as do Equations (17a) and (18a).
To simplify these terms we combine Equations (16), (17b), (18a) and (17a), (18b), respectively, and obtain problem (IDP2):
Equation (19) corresponds to Equations (16), (17b) and (18a) while Equation (20) correspondings to Equations (17a) and (18b). Now, the two ways of schedule creation shown in Fig. 1 can easily be identified: Equation (19) represents the arcs above the axis and Equation (20) those below. Note that problem (IDP2) contains two cases where an index k exceeds the number of periods: in Equation (19) if s = t the first summation with index k runs from t + 1 to t, so does the first summation with index k in Equation (20) if s = t − 1. Both of them lead to undefined expressions and must be dropped from calculations. However, we keep them in problem (IDP2) for the sake of the compact formulation. Furthermore, we recognize that 2t − 1 schedules are considered to find the optimal schedule with t periods. Those include the t − 1 schedules neglected in Sox and Gao (1999) .
