For engineering systems having a potential for degradation under cyclic loading ͑e.g., landslides, soil profiles subject to liquefaction, some structural systems͒, the characterization of seismic demand should include the amplitude and duration of strong shaking within the system. This article is concerned with significant-duration parameters, which are defined as the time interval across which a specified amount of energy is dissipated ͑as measured by the integral of the square of the ground acceleration or velocity͒. We develop ground-motion prediction equations for significant-duration parameters as a function of magnitude, closest site-source distance, site parameters that reflect shallow geologic conditions as well as deep basin structure, and near-source parameters. The relations are developed using a modern database and a random-effects regression procedure. We find significant duration to increase with magnitude and site-source distance ͑effects that had been identified previously͒, but also to decrease with increasing shear-wave velocity of nearsurface sediments and to increase with increasing basin depth. Parameters that principally measure the duration of body waves were also found to decrease in near-fault areas subject to forward rupture directivity, although such effects were not apparent for other duration parameters that tend to reflect the combined duration of body and surface waves.
INTRODUCTION
For structural or geotechnical systems whose performance is measured by damage that accumulates during shaking, duration has been shown to be a meaningful predictor of performance, along with amplitude and frequency content parameters. Example applications of duration for seismic performance characterization include the following:
• Seismic displacements of landslide masses have been related to the spatially averaged peak amplitude of shaking within the slide mass as well as the duration of shaking ͑e.g., Bray and Rathje 1998͒. Slope displacements were found to increase with duration.
• Pore pressure generation in liquefiable soils ͑e.g., Seed and Lee 1966͒ and volu- metric strain accumulation in unsaturated soils ͑e.g., Silver and Seed 1971͒ both • Lateral spread displacements resulting from soil liquefaction have been related to amplitude and duration parameters of earthquake ground motions ͑Rauch and Martin 2000͒, with displacements found to increase with duration.
• Many types of structural components and systems can be subject to cyclic degradation, and hence would be expected to exhibit sensitivity to duration. Nonetheless, whether duration is a statistically significant predictor of structural damage remains an open question, with some research indicating no effect ͑Cornell 1997, Shome et al. 1998 and other research indicating a possible correlation ͑Reinoso et al. 2000, Bommer 2004, Bommer et al. 2004͒ . In support of the latter argument, inelastic response spectra ͑and its reduction from elastic spectra͒ have been correlated with duration by Chai et al. ͑1998͒ and Tiwari and Gupta ͑2000͒.
As described by Bommer and Martinez-Pereira ͑1999͒ and the references contained therein, many types of duration parameters have been proposed in the literature, but the most commonly used duration parameters are bracketed duration and significant duration. Example calculations of these parameters are shown in Figures 1 and 2 . Figure 1 illustrates bracketed duration, which is defined as the time elapsed between the first and last excursions beyond a specified threshold acceleration ͑typically 0.05 g or 0.1 g͒. Bracketed duration parameters can be sensitive to the threshold accelerations and to small subevents occurring towards the end of a recording. For these and other reasons, other definitions of duration are often preferred.
Significant-duration parameters are defined as the time interval across which a specified amount of energy is dissipated. In this context, energy is represented by the integral of the square of the ground acceleration or velocity. The integral of ground acceleration is related to the Arias intensity ͑I A ͒ ͑Arias 1970͒, which is defined using the integral, where a͑t͒ is the acceleration time history, g is the acceleration of gravity, and T represents the complete duration of recording a͑t͒. Husid plots, used to track the build up of energy in time ͑Husid 1969͒, are shown in Figure 2 . Two common measures of significant duration are time intervals between 5-75% and 5-95% of I A ͑denoted as D a5-75 and D a5-95 , respectively͒, which are indicated in Figure 2 . The integral of ground velocity, introduced by Sarma ͑1970͒ and referred to as the energy integral by Anderson ͑2004͒, can also be used to define duration:
where v͑t͒ is the velocity time history. Significant-duration parameters evaluated from the energy integral are denoted as D v5-75 and D v5-95 .
The focus of the present work is on significant duration measured from the Arias and energy integrals. We select significant duration because it is relatively stable with respect to the definitions of beginning and end thresholds ͑Bommer and Martinez-Pereira 1999͒. Moreover, significant duration from the Arias integral has arguably seen the most use in recent engineering practice. It is recognized that nonzero significant durations can be measured for low amplitude records that are of little engineering significance; however, this problem is overcome when amplitude is coupled with duration for damage assessment, as is usually the case.
Ground motion prediction equations have been developed previously for bracketed duration, significant duration, and other duration parameters. All existing relationships include magnitude as a predictive parameter; some also consider site-source distance and site condition. Previous relations for significant duration are summarized in Table 1 . Most previous relations were developed for D a5-95 . Table 1 indicates that the available prediction equations use different magnitude and distance definitions from one another and that site condition has most often been parameterized as rock or soil. We note that a number of additional prediction equations ͑not shown in Table 1͒ have been developed for frequency-dependent duration parameters evaluated from bandpassed accelerograms ͑e.g., Bolt 1973 , Trifunac and Westermo 1977 , Mohraz and Peng 1989 argue that an advantage of modeling duration using frequency bands is that the arrival time and duration of each separate strong-motion pulse can be evaluated, which can provide insight into source effects and energy dissipation between strong-motion pulses. However, engineering applications of duration consistently use duration parameters derived from full broadband records. This practice is followed here because seismic excitation of structures is broadband, and intensity measures should characterize that broadband excitation ͑an analogous situation is the use of spectral acceleration, defined from broadband accelerograms, to characterize the amplitude of shaking in structures͒. Accordingly, we focus on duration parameters for broadband accelerograms. There are several shortcomings to the existing ground-motion prediction equations for significant duration, which we seek to address in the present study:
1. Most existing relations utilize a functional form that lacks a physically based representation of magnitude effects on source duration. 2. The distance measure used previously has typically been epicentral distance, not closest site-source distance ͑accounting for the source dimension͒. 3. Relations derived from the energy integral are not available; such relations are of interest because they would be expected to capture the duration of longperiod components of ground motions more effectively than duration parameters derived from accelerograms. 4. The effects of site condition on duration have not been satisfactorily investigated. 5. The only existing model for near-fault rupture directivity effects on duration ͑Somerville et al. 1997͒ utilizes a database that is now dated, especially in light of significant new data inventories compiled as part of the PEER Next Generation Attenuation ͑NGA͒ project ͑http://peer.berkeley.edu/nga/͒. 6. Existing relationships were derived using least-squares regression. This method of analysis gives equal weight to each recording, and hence does not properly account for correlations among the data recorded during a given event ͑which might cause the durations for a particular earthquake to be unusually large or small͒.
The objective of the work described in this article is to develop prediction equations for significant duration that ͑1͒ rationally account for the effects of magnitude, distance, site condition, and near-fault rupture directivity; and ͑2͒ are based on a mixed-effects regression procedure that accounts for inter-and intra-event ground-motion variability.
STRONG-MOTION DATABASE
We used a ground-motion database consisting of 1,829 recordings from 149 earthquakes. These recordings are based on worldwide shallow crustal earthquakes near active plate margins. Subduction and intra-plate events are excluded. Due to recordings with unknown or poor estimates of magnitude, distance, or site condition, the data set was reduced to 1,559 recordings from 73 events. Table 2 lists the reduced data set, which provides a reasonable amount of data over a magnitude range of M Ϸ 5 -7.6 and closest site-source distance range r Ϸ 0 -200 km. Figure 3 shows the M and r distribution represented in the database. Magnitude ͑M͒ is taken as moment magnitude where available, and is otherwise taken as surface wave magnitude for M Ͼ 6 and local magnitude for M Ͻ 6. The data were obtained from the strong-motion database maintained by the Pacific Earthquake Engineering Research Center ͑http://peer.berkeley.edu/smcat/͒. This data set has been uniformly processed, which is important to avoid artificial record-torecord variations in duration that might result from variable processing.
Included in the strong-motion database are near-fault rupture directivity parameters as defined by Somerville et al. ͑1997͒ . Rupture directivity parameters were originally compiled by Somerville et al. ͑1997͒ , and were recently updated by Somerville and co- workers as part of the NGA project ͑Graves 2004, pers. comm.͒. Near-fault parameters from the NGA project were used in the present study. There are a total of 306 recordings from 27 events for which rupture directivity parameters are available. Two types of site parameters were compiled for the strong-motion sites in the database. The first is intended to represent the properties of near-surface sediments. The parameter V s-30 was used for this purpose, which is the ratio of 30 m to the vertical shearwave travel time through the upper 30 m of the site. Parameter V s-30 has been found to be an effective predictor of site effects on response spectral acceleration ͑e.g., Borcherdt 1994, Choi and  The second type of site parameter is intended to represent the effects of relatively deep basin structure. The parameterization of basin effects involves the use of a depth term and an index to differentiate sites located in basins overlying the seismic source from those in basins located to the side of the seismic source. Depth is parameterized by distance from the ground surface to the 1.5 km/ s shear-wave isosurface, which is denoted z 1.5 . Depth terms are evaluated for sites in southern California and the San Francisco Bay Area using the basin models of Magistrale et al. ͑2000͒ and Hole et al. ͑2000͒ , respectively. The index related to source/basin location is defined as follows: • Coincident source and site basin locations ͑CBL͒ • Distinct source and site basin locations ͑DBL͒ Detailed protocols for establishment of the CBL and DBL conditions for a given site/earthquake pair are given in Choi et al. ͑2005͒. There are 563 recordings from 22 events for which basin depth parameters are available; a subset consisting of 284 recordings also has DBL/CBL designations.
REGRESSION MODEL
The form of the regression model described here is similar to that used previously by Abrahamson and Silva ͑1996͒. Theoretical seismic source models formulated in the frequency domain ͑e.g., McGuire 1981, Boore 1983͒ suggest that source duration ͑D source ͒ is inversely related to a corner frequency f c in the Fourier amplitude spectrum ͑when Fourier amplitude spectra are plotted in log-log space, f c denotes the frequency that separates a relatively flat portion of the spectrum at mid-frequencies from a decaying region at low frequencies͒.
Brune ͑1970, 1971͒ has related f c to the seismic moment and stress drop as follows:
where ␤ is the shear-wave velocity at the source ͑taken as 3.2 km/ s͒, ⌬ is the stress drop ͑in bars͒, and M 0 is the seismic moment ͑in dyne-cm͒. We refer to ⌬ as "stress drop index" in lieu of "stress drop" to emphasize that it is not the true stress drop of the earthquake event ͑Atkinson and Beresnev 1997͒, but simply an estimate of stress drop based on analysis of duration parameters within the context of the Brune source model. Increases in significant duration associated with wave propagation and site effects are taken as additive to the source term, i.e.,
where SD represents significant duration, f 1 ͑r͒ represents the distance dependence. and f 2 ͑S͒ represents the site dependence. The rationale for the additive ͑as opposed to multiplicative͒ distance term is that the spreading of seismic waves with distance would be expected to be similar for small-and large-magnitude earthquakes since the wave propagation velocities are similar. Likewise, extensions of duration due to site effects such as resonance within sedimentary layers or basin trapping would be expected to extend durations a fixed amount of time ͑which would be a function of the sediment stratigraphy and seismic velocities͒, regardless of the duration of shaking on the reference ͑rock͒ condition.
The spreading in time of seismic waves with distance from the source is related to their propagation velocities. Accordingly, the distance dependence is taken as linear:
where c 2 is a regression parameter. The site dependence of significant duration is evaluated in several ways, and is addressed subsequently. Therefore, the base model for the regression analysis is written as follows:
where i is the event term for earthquake event i ͑explained below͒ and ij represents the residual for recording j in event i. In Equation 7, seismic moment is converted to magnitude ͑M͒ as M 0 =10 1.5M+16.05 ͑Hanks and Kanamori 1979͒. The natural logarithm of significant duration is used because duration is assumed to be lognormally distributed ͑details given below͒. By using the natural log of the significant duration, ij is normally distributed.
Regression analyses utilizing Equation 7 are performed using mixed-effects procedures similar to Abrahamson and Youngs ͑1992͒ as implemented in the program R ͑Pin-heiro and Bates 2000͒. Mixed-effects regression is a maximum-likelihood method that accounts for correlations in the data recorded by a single earthquake ͑i.e., the data for a given event may have unusually low or high durations, as represented by event term i ͒.
Mixed-effects regressions produce two types of error terms: inter-event terms and intraevent terms. The total standard deviation total of the data combines the inter-and intraevent variability,
where = intra-event standard deviation ͑i.e., standard deviation of ij ͒ and = inter-event standard deviation ͑i.e., standard deviation of i ͒.
REGRESSION RESULTS

PRELIMINARY MODEL FOR EVALUATION OF SOURCE AND PATH EFFECTS
We begin by using a simple binary site model in which site condition is parameterized as S =0 for rock and S =1 for soil. This is done to minimize the number of regression parameters, which optimizes the estimation of source and path parameters. With the simple binary site parameter, site term f 2 ͑S͒ has only one regression coefficient:
where c 1 is the regression coefficient. Regression analyses are performed according to Equation 7 with the above substitution for the site term.
We begin by taking ⌬ as a constant, and hence simultaneously regress on parameters c 1 , c 2 , and ⌬. The results for each of the four duration parameters Table 3 . The estimation errors in Table 3 are the half-widths of the ±95% confidence intervals. Figure 5a shows an example histogram of the intra-event model residuals. The natural logs of the intra-event residuals for Figure 5b͒ , although the normal distribution provides a better fit than other distributions considered such as lognormal. Figure 5b similarly shows a histogram of inter-event residuals ͑event terms͒, which were generally found to be normally distributed at a significance level of 95%. Based on these results, we assume a lognormal distribution for the duration data.
No significant variations in bias were found when the data is grouped by rupture mechanism ͑reverse, normal, strike-slip͒. Accordingly, this effect is not considered subsequently. We note that bilateral fault ruptures ͑such as from the 1989 Loma Prieta, California, earthquake͒ have been shown to produce reduced durations relative to unilateral ruptures ͑Bommer and Martinez-Pereira 1999͒. However, this effect is not considered since the occurrence of bilateral rupture is not predictable, and hence event-to-event variability in bilateral versus unilateral rupture contributes to the inter-event standard deviation .
As shown in Table 3 , the stress drop index, ⌬, varies significantly between the 5-75 duration parameters ͑for which it is relatively large͒ and the 5-95 duration parameters ͑for which it is small͒. This is a consequence of 5-95 durations being significantly larger than 5-75 durations ͑e.g., Figure 2͒ , which forces a lower ⌬ term per the selected functional form in Equation 7. These differences highlight that fact that ⌬ is a stress drop index related to the duration definition and the functional form of the regression model, and is not a true stress drop.
We expect that the stress drop index ⌬ may be magnitude dependent based on physical considerations ͑increased fault slip in large-magnitude earthquakes should cause increased stress drop͒ and previous experience with similar models ͓magnitude-dependent stress drop terms were identified for duration by Abrahamson and Silva ͑1996͒ and for equivalent number of cycles by Liu et al. ͑2001͔͒ . To investigate the magnitude dependence of ⌬, we sort the data into magnitude bins ͑i.e., M = 4.4-5.0, 5.0-5.5, etc.͒, then perform regression analyses according to Equation 7 ͑with site term from Equation 9͒ with c 1 and c 2 fixed at the values in Table 3 . Hence ⌬ is the only free parameter. The results are presented in Figure 7͒ . To capture the trend of magnitude-dependent stress drop, an exponential model for ⌬ was adopted:
where b 1 and b 2 are regression coefficients and M * is a reference magnitude taken as 6. When Equation 10 is used to represent the stress drop index, the regression equation becomes
4.9 · 10 6 ␤ + c 2 r ij + f 2 ͑S͒ ij
Parameters b 1 and b 2 were estimated by performing regression analyses with Equation 11 ͑site term from Equation 9͒ with c 1 and c 2 fixed at the values in Table 3 . The results are listed in Table 5 , and the resulting models for stress drop index are plotted as lines in Figures 6 and 7.
As shown in Figures 6 and 7 , the Chi Chi earthquake data shows significantly lower stress drop index than the neighboring bin of M = 7.0-7.5. This implies higher durations from Chi Chi than other earthquakes with similar ͑although slightly lower͒ magnitude. This low value of stress drop is consistent with unusually low high-frequency groundmotion amplitudes recorded during that earthquake ͑e.g., Boore 2001͒. Nonetheless, the Chi Chi event is now generally included in strong-motion databases for shallow crustal earthquakes in active tectonic regions ͑e.g., the data is included in the NGA database͒, and hence data from this event was included for the regression analyses of ⌬, b 1 , and b 2 .
To test the statistical significance of the magnitude dependence of stress drop for parameters D a5-95 and D v5-95 , we compile sample 't' statistics to test the null hypothesis that b 2 =0. This statistical testing provides a significance level= p that the null hypothesis cannot be rejected. For clarity of expression, we tabulate in Table 5 values of 1-p, which we refer to as a "rejection confidence for a b 2 =0 model." The large rejection confidence levels ͑i.e., Ͼ95%͒ shown in Table 5 indicate significant magnitude-dependence in stress drop index. This is further demonstrated by the b 2 values being greater than their standard error. Note also that by utilizing the magnitude-dependent stress drop, the standard deviation ͑ total ͒ drops by 0.04 for D a5-95 and 0.09 for D v5-95 ͑seen by comparing Tables  3 and 5͒. The model residuals ͑i.e., residual= data−model in natural logarithmic units͒ are plotted as functions of M and r in Figure 8 for parameter D a5-95 . The results show no Figure 9a shows the residuals of the preliminary model developed above plotted against V s-30 . The linear trend line shows decreasing residual with increasing V s-30 ͑i.e., increasing overprediction of duration with increasing V s-30 ͒. Accordingly, a site term that linearly varies with V s-30 is selected:
BASE MODEL INCLUDING SHEAR-WAVE-VELOCITY-DEPENDENT SITE TERM
Functional forms for f 2 that use the log of V s-30 were also considered, but the linear V s-30 term was found to produce a lower standard deviation of residuals. Incorporating the substitution in Equation 12 , the regression equation ͑Equation 11͒ is expanded to 
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Mixed-effects regression analyses were performed according to Equation 13, but with c 2 , b 1 , and b 2 fixed at the values in Table 5 . The database utilized for these analyses is smaller than that utilized for the preliminary analyses, because not all strong-motion sites have V s-30 values ͑968 recordings from 48 earthquakes in the present analyses versus 1,557 recordings from 73 earthquakes previously͒. These regression analyses are used only to establish regression coefficients c 4 and c 5 ͑other parameters are fixed at their previous values͒. The results are listed in Table 6 . We define the "base model" for Table 6 .
The hypothesis test results listed in Table 6 indicate that the slope parameter ͑c 5 ͒ is statistically significant for each of the duration parameters. The standard-deviation terms ͑ total ͒ are generally lower as a result of utilizing the V s-30 -dependent site term ͑compar-ing Tables 5 and 6͒ 
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is plotted for V s-30 = 600 m / s͒. The model predictions appear to be generally compatible with the data. Similar results are obtained for other duration parameters ͑Kempton 2004͒.
DEPENDENCE OF BASE MODEL RESIDUALS ON BASIN PARAMETERS
We evaluate the effects of deep basin structure on significant duration by adding a linear function of basin depth to the site term, i.e.,
where c 6 and c 7 are coefficients determined by regression analysis. Note that the site term for basin effects is additive, as was the V s-30 term. Because only a relatively small subset of the database has depth parameters, regression analyses are performed with fixed values of c 4 , c 5 , source/distance parameters, and event terms from the base model. We utilize the regression equation:
where ͑SD m ͒ ij refers to the median prediction of the base model ͑Equation 13͒ for site j in event i ͑i.e., the term in brackets on the right-hand side of Equation 13͒, i is the event term for earthquake i, and ij is the residual term defined previously. To define a regression equation in arithmetic units, we set ij =0 and take the exponent of both sides to obtain
Regressions to estimate c 6 and c 7 were least squares, which gives equal weight to each data point. This is appropriate because of the inclusion of the event term in Equation 16.
One set of regression analyses utilizes all data for which z 1.5 is defined. Results are given in Table 7 in rows labeled "All," and example plots of residuals against z 1.5 are given in Figure 11a . Significant-duration parameters other than D a5-75 have statistically significant depth dependence, as seen by the relatively high rejection confidence ͑1-p͒ values for the zero slope null hypothesis. Parameter D a5-75 tends to be more dominated by body waves than the other duration parameters considered, and the duration of body waves would not be expected to be significantly affected by basin geometry. This may explain the lack of depth dependence for D a5-75 . Surface waves can significantly contribute to the other duration parameters, so the depth dependence observed for those parameters is not surprising. The size of the correction for those parameters ranges from nearly zero at shallow depth to 3-4 s at about 3,500 m depth.
Additional regression analyses were performed for deep basin sites ͑z 1.5 Ͼ 500 m͒ with the data segregated according to whether the source underlies the basin ͑coincident source and site basin locations, denoted as CBL͒ or is located outside of the basin perimeter ͑distinct source and site basin locations, denoted as DBL͒. These results are also given in Table 7 , with representative plots in Figures 11b and 11c . CBL consistently shows stronger depth dependence than DBL. The CBL depth dependence is towards decreasing duration in deeper basins, whereas DBL shows the opposite. Durations for DBL consistently exceed those for CBL at z 1.5 Ͼ ϳ 1500 m. The larger durations for the DBL case are expected because basin edge effects can generate surface waves that travel across the basin ͑Graves 1993͒. The CBL case is dominated by body waves entering the sediments from beneath; we speculate that durations may decrease with depth because of increasing effects of material damping, which can reduce high-frequency motions at the beginning of records to the extent that they do not contribute to significant duration. Despite the physically meaningful differences between the data trends for CBL and DBL, the scatter of the limited available data is such that the statistical distinction between the two data sets is only marginally significant per the F-test ͑Cook and Weiberg 1999͒.
Given the marginal CBL/DBL distinction, the preferred approach for most applications is to use the coefficients labeled "All" in Table 7 when correcting for basin effects with Equation 14, although no depth correction is needed for D a5-75 . The general magnitude of the basin corrections can be as large as the corrections for shallow site conditions ͑up to 3-4 s in both cases͒. Both site effects should be considered in the prediction of significant duration for engineering design.
DEPENDENCE OF BASE MODEL RESIDUALS ON NEAR-FAULT PARAMETERS
Somerville et al. ͑1997͒ found that near-fault forward directivity effects reduce strong-motion duration. Their model for rupture directivity modifies the Abrahamson and Silva ͑1996͒ model, which does not consider near-fault effects.
We evaluate near-fault effects on significant duration using residuals defined as follows: 
where ij = residual for recording j in event i ͑same as residual term used in Equation   13͒ , i = event term for event i, SD ij = significant duration calculated from recording j, and ͑SD m ͒ ij = significant duration calculated from the base regression model ͑Equation 13͒ with ij =0.
Regression analyses were performed to relate residuals as defined from Equation 17 to rupture directivity parameters and to distance for M Ͼ 6 earthquakes and site-source distances r Ͻ 20 km. The distance cutoff of 20 km was selected because of the bias at r Ͻ 20 km in the base model ͑Figure 8͒. The magnitude cutoff of 6.0 was selected based on previous experience ͑Somerville et al. 1997 . Regressions against rupture directivity parameters were performed using the equation 
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where c 8 and c 9 are regression coefficients, ij is a residual term with zero mean and standard deviation , and RD ij is a rupture directivity parameter that describes the degree to which the site is subject to forward versus backward directivity ͑RDP Ͼ ϳ 0.5 for forward directivity, smaller values indicate backward or no directivity ͓Somerville et al. 1997͔͒. Our results, which are presented in full in Kempton ͑2004͒, indicate statistically significant values of c 8 but not c 9 . This indicates that near-fault effects are significant, but they do not correlate strongly with RDP. Accordingly, a second set of regression analyses were performed to relate residuals to distance: where r = site-source distance in km, and c 10 is a regression coefficient. Both Equations 18 and 19 provide additive corrections ͑in log units͒ to base Equation 13; hence they are multiplicative in arithmetic units. This is appropriate because near-fault forward directivity compresses the body wave field ͑the correction would be expected to be less applicable to surface waves͒. Regressions using Equations 18 and 19 are least squares, which gives equal weight to each data point. This is appropriate because of the inclusion of the event term in Equation 17.
Results obtained using Equation 19 are summarized in Table 8 . Example plots of residuals versus distance are given in Figure 12 . Positive values of c 10 indicate decreased duration ͑relative to the base model͒ in near-fault regions. When interpreting these results, it is useful to begin with parameter D a5-75 , which tends to be more dominated by body waves than the other parameters considered. A body wave-dominated duration parameter would be expected to exhibit the clearest trends with respect to near-fault conditions because the wave stacking phenomena associated with rupture directivity occurs in shear waves and not surface waves. Moreover, near-fault effects tend to be stronger for strike-slip earthquakes than for dip-slip earthquakes ͑Somerville et al. 1997͒, and hence we initially focus on data for strike-slip earthquakes. Figure 12 shows the residuals of data from strike-slip earthquakes against the base model along with the results of regression analyses for this data using Equation 19. Confidence intervals ͑±95% ͒ are also shown around the fit line. The base model for D a5-75 has no significant near-fault bias for backward directivity conditions in strike-slip earthquakes ͑i.e., c 10 values are nearly zero͒ but a strong bias exists for forward-directivity conditions in strike-slip earthquakes ͑i.e., c 10 values are positive and significantly nonzero͒. This is consistent with previous findings ͑Somerville et al. 1997͒ and expected patterns of behavior for shear waves.
As shown in Table 8 , c 10 values for the D a5-75 parameter and dip-slip earthquakes are significantly positive but not significantly different for forward-and backwarddirectivity conditions. This suggests that some bias exists in the model formulation in near-fault regions that can be corrected by Equation 19 , but this bias is unlikely to be related to rupture directivity. We speculate that the lack of a clear rupture directivity effect for D a5-75 in dip-slip earthquakes results from relatively modest rupture directivity ͑e.g., Somerville et al. 1997͒. As shown by the results in Table 8 , the other duration parameters considered ͑D a5-95 , D v5-75 , and D v5-95 ͒ show no significant differences between the results for strike-slip versus dip-slip earthquakes nor for forward versus backward directivity. We speculate that this lack of a clear rupture directivity effect occurs because these duration parameters are sensitive to surface waves, which are not subject to rupture directivity effects.
Based on these results, we recommend that the base model be corrected for nearfault conditions using Equation 19 with the c 10 coefficients given in Table 9 . This cor- rects for rupture directivity effects when applied to parameter D a5-75 and strike-slip earthquakes; otherwise it simply corrects for bias in the distance term used in the base model. The intra-event standard-deviation terms ͑͒ given in Table 8 are similar to those for the base model ͑Table 6͒; hence no adjustments to dispersion terms are needed when using the near-fault corrections. The effects of these near-fault corrections on the D a5-75 and D a5-95 median predictions are shown in Figure 13 .
COMPARISONS TO PREVIOUS STUDIES
Figures 14 and 15 compare significant durations from our base model ͑with nearfault corrections͒ to predictions from previous models. Figure 14 illustrates magnitude scaling for r =30 km and rock sites. The trend of our results is similar to that of Trifunac and Brady ͑1975͒, Kamiyama ͑1984͒, and Abrahamson and Silva ͑1996͒. The slopes of the duration-magnitude curves increase with magnitude in our model, an effect shown previously only by Abrahamson and Silva ͑1996͒. The distance scaling shown in Figure 15 indicates a similar trend on rock for our results and those of Trifunac and Brady ͑1975͒ and Abrahamson and Silva ͑1996͒. That trend consists of negligible distance dependence at close distance ͑r Ͻ ϳ 20 km͒ and increasing slope as r increases. Other models tend to show relatively flat slopes ͑Dobry et al. 1978 or distance invariant slopes on a log scale ͑McGuire and Barnhard 1979͒. These differences result from the use of a distance term that is additive to the source duration ͑Trifunac and Brady 1975, Abrahamson and Silva 1996 , this study͒ versus one that is multiplicative ͑Dobry et al. 1978 , McGuire and Barnhard 1979 We found significant duration to increase with decreasing V s-30 . Shown in Figure 16 is the V s-30 -based site term from this study relative to similarly formatted ͑i.e., additive͒ site terms from previous investigators ͑Trifunac and Brady 1975, Abrahamson and Silva 1996͒. The site terms are similar in the sense that larger significant durations are consistently found on soil than on rock. However, the magnitude of the duration change with site condition ͑as measured by the "slope" of the relations͒ is different among the three studies, with our factors having a slope intermediate between those of Trifunac/Brady and Abrahamson/Silva. Other investigators used a multiplicative site term that cannot be readily compared to those shown in Figure 16 ͑McGuire and Barnhard 1979 . No previous investigators have developed additive site terms for basin effects on significant duration, so no comparisons are possible. 
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SUMMARY AND CONCLUSIONS
We have developed prediction equations for the significant duration of earthquake ground motion as a function of magnitude, closest site-source distance, near-surface shear-wave velocity ͑V s-30 ͒, basin depth, and near-fault parameters. The model was developed using a worldwide strong-motion database of recordings from active tectonic regions such as California and portions of Japan, Turkey, and Taiwan.
Significant duration is found to increase strongly with earthquake magnitude and moderately with distance. The model is considered valid across a magnitude range of M Ϸ 5 to 7.6 and a distance range of r Ϸ 0 to 200 km. The base model represented by Equation 13 and Table 6 includes a site term that is dependent on the near-surface shearwave velocity ͑V s-30 ͒. A statistically significant dependence of duration on V s-30 was found, with duration increasing as velocity decreases. Residuals of the base model are correlated with basin depth for significant-duration parameters other than D a5-75 . Duration tends to decrease with depth when the seismic source is located beneath the basin, and increase with depth when the source and basin locations are distinct. For current application, however, a simple model that does not consider source location is likely adequate ͑Equation 14 with coefficients in Table 7 from rows labeled "All"͒.
The near-fault correction is an important part of the model because of overprediction bias for M Ͼ 6 and r Ͻ 20 recordings. For parameter D a5-75 , distance-dependent nearfault factors reduce that bias when applied to strike-slip earthquakes and sites subject to forward directivity. Near-fault corrections for other duration parameters are apparently unrelated to rupture directivity effects, but the corrections are nonetheless significant. The near-fault correction to the base model is presented in Equation 19 with coefficients in Table 9 .
The total standard deviation of the duration models varies from a minimum of 0.44 ͑for D a5-95 ͒ to a maximum of 0.68 ͑for D v5-75 ͒ in natural logarithmic units. These standard-deviation terms are comparable to what is generally obtained for response spectral acceleration. The standard-deviation terms have contributions from both intraand inter-event variability in the data. The intra-event variability is the larger of the two, being about 20-40% larger than inter-event variability. Dispersion terms are not significantly affected by the near-fault corrections, although significant reductions in standard deviation were achieved by refining the source and site functions in the development of the base model.
