Abstract. We show that the Denjoy rank and the Zalcwasser rank are incomparable. We construct for any countable ordinal α differentiable functions f and g such that the Zalcwasser rank and the Kechris-Woodin rank of f are α + 1 but the Denjoy rank of f is 2 and the Denjoy rank and the KechrisWoodin rank of g are α + 1 but the Zalcwasser rank of g is 1. We then derive a theorem that shows the surprising behavior of the Denjoy rank, the Kechris-Woodin rank and the Zalcwasser rank.
Introduction
Kechris and Woodin [KW] , Ajtai and Kechris [AK] , Ramsamujh [Ra] and Ki [Ki] conjectured that the Denjoy rank is greater than or equal to the Zalcwasser rank. In this article, we prove that this conjecture is false.
It is natural to ask how we can recover a primitive from its derivative. This is known as Newton's problem. In 1912, Denjoy solved the general problem of the primitive via the Denjoy process, which consists of a countable iteration of Lebesgue integrations and summations of series. From the Denjoy process, one can define a rank on the set of differentiable functions. It is called the Denjoy rank. The Denjoy rank is unbounded below the first uncountable ordinal.
Zalcwasser [Za] , and Gillespie and Hurwitz [GH] introduced another rank that measures how far from being uniform is the pointwise convergence of sequences of continuous functions on the unit interval. For each continuous function on the unit circle, we can consider its Fourier series and apply the Zalcwasser rank to the sequence of the partial Fourier sums. Ajtai and Kechris [AK] have shown, in a nonconstructive way, that on the set of all continuous functions with convergent Fourier series, the Zalcwasser rank is a Π 1 1 -norm which is unbounded below ω 1 . Also, Ki [Ki] has, constructively, proven the unboundedness of the Zalcwasser rank on the set. It is well known that for each differentiable function f on the unit circle, the Fourier series of f converges pointwise. So every differentiable function on the unit circle has a countable ordinal Zalcwasser rank, and we will consider the Zalcwasser rank on the set of all differentiable functions on the unit circle. Ajtai and Kechris [AK] have demonstrated, non-constructively, the unboundedness of the Zalcwasser rank on the set of all differentiable functions on the unit circle.
on T with the sup metric induced by · . C(T) can also be considered as the space of all continuous 2π-periodic functions on R by viewing T as R/2πZ. We denote by D(T) the set of differentiable functions on T. We associate to each f ∈ C(T) its Fourier series S[f ] ∼ ∞ n=−∞f (n)e inx wheref (n) = 1 2π 2π 0 f(t)e −int dt. Let S n (f, t) = n k=−nf (k)e ikt be the nth partial sum of the Fourier series of f . We say "the Fourier series of f converges at a point t ∈ T" if the sequence S n (f, t) n∈N converges. We denote by EC the set of all continuous functions on the unit circle with convergent Fourier series. According to a standard theorem [Ka] , if the Fourier series of f at t converges, then it must converge to f (t). Hence,
EC ={f ∈ C(T) : for all t ∈ [0, 2π], S n (f, t) n∈N converges } ={f ∈ C(T) : for all t ∈ [0, 2π], f(t) = lim n→∞ S n (f, t)}.
Let K(T) denote the set of all closed sets in T. K(T) is a Polish space with the Hausdorff metric. We denote by K ℵ0 (T) the set of all countable closed sets in T.
A subset A of a Polish space X is called Π A norm on a set P is any function ϕ taking P into the ordinals. ϕ is regular if ϕ maps P onto some ordinal λ. Two norms ϕ and ψ on P are equivalent if ϕ(x) ≤ ϕ(y) if and only if ψ(x) ≤ ψ(y). Every norm is equivalent to a unique regular norm. Given a Polish space X and a Π 1 1 subset P of X, we say that a norm ϕ : P → Ordinals is a Π 
If a subset A of a Polish space and its complement are both Π 1 1 , then A is Borel by a theorem of Suslin (see [Mo] or [Ke] ). Hence in ( * ), we see that in a uniform manner for y ∈ P , the set {x ∈ P : ϕ(x) ≤ ϕ(y)} is Π 1 1 ( (x, y) ∈ Q) and the complement of a Π 1 1 set ( (x, y) / ∈ R), hence a Borel set. One of the basic facts is that every Π 1 1 subset P admits a Π 1 1 -norm ϕ : P → ω 1 (see [Mo] or [Ke] ). Hence it is very natural to look for a canonical norm on Π 1 1 sets that arise in analysis, topology, etc. We will introduce Π 1 1 -norms on the set of all countable closed sets, the set of differentiable functions and the set of continuous functions with everywhere convergent Fourier series. From rank theory, we have the following fundamental theorem (see [Mo] or [Ke] ).
Thus, one can prove that a Π 1 1 set P is Π 1 1 non-Borel by showing that some Π 1 1 -norm on P is unbounded below ω 1 .
It is known that D(T) and EC are Π 1 1 but non-Borel (see [KW] and [Ma] for D(T) and [AK] and [Ki] for EC). By the Boundedness Principle and our constructions, we will reprove the non-Borelness of D(T) and EC.
The Denjoy rank
We introduce the Denjoy rank. Let g be a measurable function on T, and let P be a closed subset of T. We define the set of all singular points of g over P by S(g, P ) = {x ∈ P : for any open interval I with x ∈ I, g is not Lebesgue integrable on I ∩ P } = {x ∈ P : for any open interval I with x ∈ I,
Let f ∈ C(T). Let (a n , b n ) be an enumeration of the connected components of the complement of P in T. We define the set of divergence points of f over P by D(f, P ) = {x ∈ P : for every open interval I with x ∈ I,
Here I indicates that the sum is to be taken over all the intervals (a n , b n ) which are contained in I. For f ∈ D(T) and each closed subset P of T, we define the DJ-derived set of P by
We note that for f ∈ D(T), S(f , P ) is well-defined since f is measurable. Also, ∂ DJ f (P ) is a closed subset of T. We then define the transfinite sequence ∂ DJ f (P, α) α<ω1 . By transfinite induction, we let ∂ DJ f (P, 0) = P and ∂
, it is known that |f | DJ = 1 if and only if f is integrable. We give an example whose Denjoy rank is not 1. We define the function
Let d be the function obtained by reflecting the graph of s [0, b] in the line x = π and by joining the two maxima at b and 2π − b by a straight line. Then d ∈ D(T) and easily the Denjoy rank of d is 2. We will use the function d to construct arbitrarily high Denjoy ranks with Zalcwasser ranks being 1.
For a more detailed description of the Denjoy process, we refer to [Br] .
The Kechris-Woodin rank
We define a Π 1 1 -norm on D(T), which we refer to as the Kechris-Woodin rank. Fix f ∈ C(T) and ε > 0. For each closed subset P of T, we define the KW -derived set of P by
consists of all ε-badly behaved points of P in terms of the derivative of f . Clearly ∂ KW f,ε (P ) is closed. We can then define the sequence ∂ KW f,ε (P, α) α<ω1 by transfinite induction. Let ∂ KW f,ε (P, 0) = P and
We refer to [KW] for the following fact. By a simple argument, for each f ∈ D(T), the Kechris-Woodin rank of f is 1 if and only if f is continuous. Also the Kechris-Woodin rank of d is 2, like the Denjoy rank. Clearly, the Denjoy rank of f with continuous f is 1, i.e., if |f | KW = 1, so is the Denjoy rank of f . In fact, Ramsamujh has shown that it is true in general.
Theorem R [Ra] . For any differentiable function f , the Kechris-Woodin rank of f is greater than or equal to the Denjoy rank of f .
The following fact appears in [KW] .
Kechris and Woodin [KW] have constructed for any countable ordinal α a differentiable function f in b 1 D(T) whose Kechris-Woodin rank is α. By this fact, Fact 2 and the Boundedness Principle, the sets D(T) and b 1 D(T) are Π 1 1 non-Borel subsets of C(T). In fact, Mazurkiewicz [Ma] has shown that D(T) is Π 1 1 -complete.
The Zalcwasser rank
We will give a rank on the set EC of all continuous functions with everywhere convergent Fourier series. Let f ∈ C(T), let P ⊆ T be a closed set, and let x ∈ P . We define the value of the oscillation function of f on P at x as follows.
Thus the oscillation function of f on P measures how bad the uniform convergence of the Fourier series of f near x is on P . For each f ∈ C(T) and each ε > 0, define the Z-derived set of P by
Note that ∂ Z f,ε (P ) is a closed subset of T. As before, we define ∂ Z f,ε (P, α) α<ω1 by transfinite induction. We then define a transfinite sequence ∂ Z f (P, α) α<ω1 . We refer to [AK] for the following two facts. It is not hard to demonstrate that for each f ∈ EC, the Zalcwasser rank of f is 1 if and only if the Fourier series of f converges uniformly. The function d may seem to be a good candidate to have Zalcwasser rank greater than 1, but we will see that in fact, the Zalcwasser rank of d is just 1. However, the author [Ki] has constructed arbitrarily high Zalcwasser ranks in EC.
Theorem [Ki] . One can construct for each nonzero countable ordinal α a function in EC whose Zalcwasser rank exceeds α.
Also the natural question was asked in [AK] , [KW] and [Ra] whether or not the Kechris-Woodin rank is greater than or equal to the Zalcwasser rank. We have obtained a positive answer to this.
Theorem K [Ki] . For any differentiable function on the unit circle, the KechrisWoodin rank of f is greater than or equal to the Zalcwasser rank.
Note that by a standard fact, every differentiable function has an everywhere convergent Fourier series, i.e., D(T) ⊆ EC. Ajtai and Kechris [AK] have shown that no Borel set B exists with D(T) ⊆ B ⊆ EC. This implies the following fact:
In particular, by these facts and the Boundedness Principle, D(T) is Π 1 1 but non-Borel. In fact, Ajtai and Kechris [AK] have shown that EC is Π The Cantor-Bendixon rank
We define a rank on the set K ℵ0 (T) of all countable closed sets, known as the Cantor-Bendixon rank. Let P be a closed subset of T. We denote by ∂ CB (P ) the set of all limit points of P , i.e., ∂ CB (P ) = {x ∈ P : x is a limit point of P }.
Clearly this set ∂ CB (P ) is a closed subset of T. We define a transfinite sequence ∂ CB (P, α) α<ω1 . By transfinite induction, we let ∂ CB (P, 0) = P and
For λ a limit ordinal,
A basic fact is that for each closed subset P of T, P is in K ℵ0 (T) if and only if for some α < ω 1 , α many iterations of P end in the empty set, i.e., ∂ CB (P, α) = ∅. This allows us to define a rank from K ℵ0 (T) to ω 1 . For each P ∈ K ℵ0 (T), |P | CB = the least countable ordinal α for which ∂ CB (P, α) = ∅. It is not hard to show the following:
We will use the following remark in the constructions of arbitrarily high ranked differentiable functions. 
Construction of functions on D(T) having arbitrarily bad Denjoy rank with Zalcwasser rank 1
Ramsamujh [Ra] has constructed a differentiable function whose Denjoy rank is 2 and whose Zalcwasser rank is 1. This seems to be the best known result. However, we will build differentiable functions whose Denjoy ranks are unbounded below ω 1 but whose Zalcwasser ranks are only 1. This construction strongly suggests that the Zalcwasser rank is less than or equal to the Denjoy rank in general (note that the next section will contain the converse of this result). For our construction, we will essentially follow Denjoy's method, which establishes that the Denjoy rank is unbounded below the first uncountable ordinal, but we shall need a basic fact from Fourier analysis to prove the uniform convergence of the Fourier series of a given function.
We first give some background in Fourier analysis. Let f be a function on T and δ > 0. We define the modulus of continuity of f as follows:
We need the following test to prove the uniform convergence of the Fourier series of a given function.
The Dini-Lipschitz test. Suppose f is continuous and its modulus of continuity ω(δ, f ) satisfies the condition ω(δ, f ) log δ → 0 as δ → 0. Then the Fourier series of f converges uniformly.
By this test, we can avoid calculating the whole Fourier series of a given function whose Fourier series is supposed to converge uniformly. Namely, in order to show the uniform convergence of the Fourier series of a given function, it suffices to deal with the basic functional property of the function.
Proposition 8. The Zalcwasser rank of the function d is 1.
Proof of Proposition 8. By virtue of the Dini-Lipschitz test, it suffices to show that ω(δ, s) log δ → 0 as δ → 0, where
By the definition of the modulus of continuity, we easily get
Without loss of the generality, we may assume that 0 < x 2 < x 1 .
Case 8-1.
Then there exists θ between x 1 and x 2 such that
holds. Hence, by Case 8-1 and Case 8-2, we have the following inequality:
So, by (1) and (2) we have
for any δ > 0. Therefore ω(δ, s) log δ → 0 as δ → 0. By the Dini-Lipschitz test, Proposition 8 follows.
Denjoy's process of recovering a primitive from its derivative takes a countable ordinal number of iterations. But Denjoy has constructed examples of differentiable functions for which the process lasts arbitrarily many steps below the first uncountable ordinal. In his construction, he used the function d and transfinite induction. Proof of Theorem 9. Use induction on α. We divide into three cases.
Case 9-1. α = 0.
Nothing to prove.
Case 9-2. α = 1.
Then the Denjoy rank of d is 2. By Proposition 8, |d| Z = 1.
Case 9-3. α ≥ 2.
We need the following lemma:
. This lemma goes through by transfinite induction. Roughly speaking, the basic constructional ideas of Lemma 10 are as follows:
(A) cut the unit circle into infinitely many intervals; (B) glue an appropriate function on each interval obtained from (A) (we then get a function on the unit circle); (C) (if it is necessary) add an extra function to the function obtained from (B). At a limit stage, (A) and (B) are enough to build the function in Lemma 10. But at a successor stage we also need (C), since the function from (A) and (B) does not satisfy the condition (10-e) in Lemma 10. We will then overcome this problem by the process (C).
We will also use these ideas in the next section.
Proof of Lemma 10. Use transfinite induction on α. As usual, we divide into three cases. For each n ∈ N, set
Case 10-1. α = 2.
We will need to use the processes (A), (B) and (C). We use the function d. We build an extra function for the process (C). For this, we need to find a sequence h n n∈N and M > 0 such that for each n ∈ N (n ≥ 1996), (10-1-a) h n is differentiable on J n ; (10-1-b) h n is continuous; (10-1-c) h n (1/n) = h n (1/(n + 1)) = 0; (10-1-d)
n n log n log log n ,
(n + 1) log(n + 1) log log(n + 1) , h n = 1 n log n log log n ;
(10-1-e) for all x ∈ J n , |h n (x)| ≤ M n log n log log n for some fixed M > 1.
Obviously, we can choose a sequence of functions h n which satisfy the conditions (10-1-a), (10-1-b), (10-1-c), and (10-1-d). Also, by the condition (10-1-d),
n log n log log n + 1 (n + 1) log(n + 1) log log(n + 1) 1 n − 1 n + 1 = (n + 1) log(n + 1) log log(n + 1) + n log n log log n log n log log n log(n + 1) log log(n + 1) ≤ 2(n + 1) log n log log n .
Hence, we may find h n and M > 0 which fulfill all conditions as required. Define
Then clearly h(x) is differentiable at x = 0. For the differentiability at x = 0, we compute the following:
Therefore, h is differentiable at x = 0. So h ∈ D(T). The function h will play a role for the process (C). Now let d n be a scaled copy of the function d which fits exactly in the closed interval J n , i.e., for each x ∈ J n ,
Clearly, f is differentiable on D(T) and f(0) = f (0) = 0. We obtain
So ∂ DJ f (T, 1) = {0}∪{1/n : n ≥ 1}. Since 1/(n log n log log n) = ∞, ∂ 
Proof of Sublemma 11. We fix a positive number δ < 1/1996. By the definition of the modulus of continuity, we have the following:
We take n ∈ N such that 1/(n + 1) ≤ δ < 1/n. Let m be a positive integer less than n. For fixed numbers M 0 , M 1 , and a number θ between x 1 and x 2 , we then obtain
For the points x 1 and x 2 around δ, we get
|h(x 1 )| + |h(x 2 )| ≤ M 3 1 n log n log log n ,
for some fixed M 2 and M 3 . By (3), (4), (5) and (6), we finally obtain
We have finished the proof of Sublemma 11.
We now want to show that the function
0, otherwise has the same property (7) as h.
Sublemma 12.
For each positive number δ < 1/1996,
Proof of Sublemma 12. We fix a positive number δ < 1/1996. Suppose |x 1 −x 2 | < δ. Without loss of the generality, x 1 < x 2 .
Case 12-1. x 1 , x 2 ∈ J n for some n.
Then we have
By (10-b) and (8), for each x 1 , x 2 ∈ J n we obtain |g(x 2 ) − g(x 1 )| ≤ 1 | log δ| log | log δ| (9)
for each x 1 , x 2 ∈ J n . Case 12-2. x 1 ∈ J m and x 2 ∈ J n for some m, n (m = n).
Say n < m. By the triangle inequality, we have
Note that g (1/(k + 1)) = 0 for all k ∈ N. Hence, from (10) we have
since we follow the same method as in Case 12-1.
Case 12-3. x 1 = 0 and x 2 ∈ J n for some n.
Then, clearly
From (9), (11), and (12), we finally have
We have finished the proof of Sublemma 12.
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By Sublemma 11 and Sublemma 12, we also have
The conditions in Lemma 10 (except for (10-a) and (10-b)) are not changed after we multiply f by a positive number. Note that for any a > 0, ω(δ, af ) = aω(δ, f ). We take a small enough positive constant so that the conditions (10-a) and (10-b) hold. We have finished Case 10-1.
Case 10-2. α is a countable limit ordinal.
We will need the processes (A) and (B) only. We take a sequence of ordinals β n n∈N such that for each n ∈ N, β n < β n+1 and lim n→∞ β n = α. By transfinite induction, we choose a sequence of functions f βn n∈N such that for each n ∈ N, f βn fulfills the conditions in Lemma 10. We define
Then f ∈ D(T). Clearly (10-a) holds. It is easy to see that for any m ∈ N and any n ≥ m,
But for any n, ∂ DJ fn (T, α + 1) = ∅ and so is ∂ DJ f (T, α + 1). By the transfinite inductive assumption,
Hence, we have shown (10-a), (10-c), (10-d), (10-e), and (10-f).
Sublemma 13. For each positive number
Proof of Sublemma 13. The proof of Sublemma 13 is the same as the proof of Sublemma 12.
Then by Sublemma 13, we complete Case 10-2 as in Case 10-1.
Case 10-3. α = β + 1 for some countable ordinal β.
We will need to use the processes (A), (B), and (C). The proof of this case follows the same methods as in Case 10-1 and Case 10-2. By Cases 10-1, 10-2, and 10-3, we complete the proof of Lemma 10.
Now we complete the proof of Theorem 9. We fix an ordinal α ≥ 2. By Lemma 10, we then obtain a function f fulfilling all conditions in Lemma 10. By the DiniLipschitz test, the condition (10-b) asserts the uniform convergence of the Fourier series of f . Namely, |f| Z = 1. From (10-d) and (10-e) in Lemma 10, the Denjoy rank of f is α + 1. By Remark 7, the Kechris-Woodin rank of f is at most α + 1. By Theorem R, the Kechris-Woodin rank of f should be α + 1. Therefore, we have finished the proof of Case 9-3. By Cases 9-1, 9-2, and 9-3, we conclude the proof of Theorem 9.
Construction of functions in D(T) having arbitrarily bad Zalcwasser rank with Denjoy rank 2
In the previous section, we have constructed for each countable ordinal α a differentiable function f whose Denjoy rank (also Kechris-Woodin rank) is α + 1 but whose Zalcwasser rank is 1. In the present section, we will demonstrate how to build for each countable ordinal α a differentiable function whose Zalcwasser rank (even Kechris-Woodin rank) is α + 1 but with Denjoy rank equal to 2. Then, this proves that the Denjoy rank and the Zalcwasser rank are incomparable. We state our main theorem. We need the following formula for Fourier series which appeared in [Zy] . For a measurable function f , we define
for all x, t.
Proposition 16. Let θ be a fixed positive number less than π. Then
On every interval where f is bounded, the difference is bounded by a function of the norm of f , and converges uniformly to 0 with n.
Let g be a measurable function, P a subset in T and x ∈ P . For θ > 0, set
sin nt t dt : n ≥ p, |x − y| < δ and y ∈ P }.
Using Proposition 16, we get
Lemma 17. Let θ be a fixed positive number less than π. Suppose g is in EC. Let P be closed in T and x ∈ P . Then for any t in (0, π), Ω(θ, x, g, P ) = Ω(t, x, g, P ) and 1 2 ω(x, g, P ) ≤ Ω(θ, x, g, P ) ≤ ω(x, g, P ).
This lemma allows us to define a new oscillation function in EC as follows: for g ∈ EC, P closed in T and x ∈ P , Ω(x, g, P ) = inf 0<θ<π Ω(θ, x, g, P ).
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In fact, Ω(x, g, P ) = Ω(θ, x, g, P ) for all 0 < θ < π. Let a, b be real numbers. We define a polynomial F a,b
Then F a,b is differentiable everywhere. Let P be a closed subset of T and h be a function. We define h a,b and P a,b as follows:
Lemma 18. Let 0 < a < b < 2π. Let h be in EC and P closed. Suppose ω(d, h, P ) = ∞. Let c ∈ (a, b) and N ∈ N. Then the oscillation function of
Recall the processes (A), (B), and (C). We will use these processes and transfinite induction to prove our main theorem.
For the same reason, the processes (A) and (B) will be enough at a limit stage in our proof of Theorem 14. We do not need any extra work at a limit stage.
In the previous section, we used the Dini-Lipschitz test to keep the Zalcwasser rank 1 in the proof of Theorem 9. We need to find a method like the Dini-Lipschitz test to make the Denjoy rank be only 2 while we are constructing arbitrarily bad Zalcwasser ranks. In our proof of Theorem 14, it will be required only at a successor stage.
At a successor stage, we will use the process (C) with (A) and (B). Namely, an extra function is required. The extra function will cause a problem in keeping the Denjoy rank equal to 2. However, taking advantage of the freedom of N in Lemma 18, we will develop a technical lemma which reduces this problem.
Proof of Lemma 18. By Lemma 17, it is enough to calculate
We fix θ in (0, π). We obtain that for each x,
Hence, from (13) we have
Fix δ > 0, p ∈ N and N ∈ N. We calculate the following:
By the assumption, we have
We let M be a positive number. Hence we can find n ≥ p and z close enough to zero so that
From (15) and (16), we obtain
But F a,b (c + z/N ) ≥ C > 0 for all z close enough to 0 where C is a fixed constant. Note that O(θ) in (17) depends only on the norm of h. Since M is arbitrary, from (15) and (17), we obtain
This completes the proof of Lemma 18.
The first step in proving Theorem 14 is to construct a differentiable function whose Fourier series converges uniformly except for a single point. Then by transfinite induction, we will finish all the constructions.
We introduce the Fejér sequence: for each n < N in N,
The Fejér polynomials R(x, N, n) are bounded uniformly in x, n, N . We define a sequence of functions R α,k α,k∈N as follows: for each α, k ∈ N,
R α,k can be arbitrarily small (dependent on α), since
Therefore, for x k = π/4n k we get
It is easy to see that for each k ∈ N,
We take {m k } k∈N such that for each k ∈ N,
Let s be an increasing function from N to N. For each k ∈ N, we set
From (18), we then have
Finally, we define a function f s on T as follows:
Using some basic properties of the Fejér polynomial, we have the following proposition.
Proposition 19. Let ε > 0. There exists an increasing sequence s from N to N such that
By a non-constructive method, Ajtai and Kechris [AK] have shown that for any α < ω 1 , there exists f ∈ D(T) such that |f | Z > α. Yet, we do not know of any constructive example in the literature of a differentiable function on T whose Fourier series does not converge uniformly, not even a differentiable function whose Zalcwasser rank is 2! Our function in Proposition 19 will have two roles in our proof of Theorem 14. Its first role is as a differentiable function whose Zalcwasser rank and Denjoy rank are 2. The second role is as an extra function in the process (C). Because of the way we construct f s , we use Lemma 18 to develop a technical lemma. This technical lemma keeps the Denjoy rank equal to 2 while we carry out the process (C).
Proof of Proposition 19. Let ε > 0. We choose an increasing function s from N to N such that for each k ∈ N, s(k) < ε · min(a k−1 − b k , a k − a k+1 ). It is easy to see that f s is differentiable except at x = 0. Since B k is bounded uniformly in k and
we obtain the following:
So f s is differentiable on T. By the construction of f s , we immediately have that Ω(x, f s , T) = 0 for all x = 0, f s ≤ ε, f s (0) = f s (0) = 0 and ∂ 
It is easy to see that
From (21), we then have
where L and L 1 are fixed constants. From (20) and (22), we get
Note that the N m k th partial Fourier sum of
By Proposition 16, o(1) is uniformly bounded on k and x, since the B k are uniformly bounded. From (19) and (24),
From (25), we obtain
It is not hard to see that O(1) in (26) is uniformly bounded. From (23) and (26), we finally have
Therefore, we demonstrate that Ω θ, 0, {0} ∪ {c k } k∈N = ∞. This completes the proof of Proposition 19.
We need another technical lemma with Proposition 19 to do the process (C). It will follow from Lemma 18 and Proposition 19.
Let M n be a sequence of positive integers such that
We define the transfinite sequence K
. By transfinite induction, we let
Mn for some β < α}.
Note that for each countable ordinal α, K (α)
Mn is countable. We will need the following lemma to overcome some problems while we do the process (C). This lemma will play the same role as the Dini-Lipschitz test. Namely, it will keep Denjoy ranks 2 while we construct arbitrarily high Zalcwasser ranks. (20-b) 
where P indicates that the sum is to be taken over all intervals (s n , t n ) of T.
Proof of Lemma 20. We fix ε > 0. By Proposition 19, we then have the function f s satisfying all conditions in Proposition 19. In addition, it is not hard to see that we may take s in such a way that for each k,
Now we choose an increasing sequence of positive integers M n (satisfying (27)) such that for each k, M k < M k+1 and M k is so large that for all x, y ∈ T,
where θ k,x,y is between x/M k and y/M k . It is possible since for each k the function R (x, N m k , n m k ) is bounded. If α = 0, Lemma 20 follows immediately. Suppose α ≥ 1. Let P be a closed subset of K
Mn . Let (s n , t n ) be the sequence of open intervals complementing P in T. Note that
By (30), it is enough to show that
where [a k ,b k ]∩P indicates that the sum is to be taken over all intervals (s n , t n ) which are contained in [a k , b k ]. Note that
From (31), we define
for each k ∈ N. Clearly, P k is a closed subset in T. We let (s n , t n ) be the sequence of open intervals complementing P k in T. By definition of f s , we obtain
From (28), (29), (31), (32) and (33), we have
By transfinite induction, we have a function f β which satisfies all conditions in Lemma 21. We define a function f * in D(T) as follows:
0, otherwise.
We note that Case 21-3. α is a limit ordinal.
Then we take a sequence of ordinals {β n } n∈N such that for each n ∈ N, β n < β n+1 and lim n→∞ β n = α. We fix a sequence of positive numbers ε n such that for each n, ε n < ε/2 n+3 . By transfinite induction, we take a sequence of functions {f βn } in D(T) such that for each n, f βn satisfies all conditions in Lemma 21 for ε n . We define a function f 1 on D(T) as follows:
Clearly, f 1 ∈ D(T) and we have
It is easy to show that for any δ > 0, 0 ∈ ∂ Z f1,δ (T, α).
We then define f * as follows:
From (36), we have
Mn . By the construction of f * and (37), f * satisfies (21-a), (21-b), (21-c), (21-e), (21-g), and (21-h) for ε/2. Also, for all β ≤ α and δ, δ > 0 ∂ Z f * ,δ (T, β) = ∂ Z f * ,δ (T, β) from (37). Hence, it is enough to show only (21-d). Suppose (21-d) does not hold. We obtain a function f = f * + H from f * and H. As in Case 21-1, f fulfills all conditions in Lemma 21. This finishes Case 21-3.
By Cases 21-1, 21-2, and 21-3, we have finished the proof of Lemma 21. Now we prove Case 14-3. Suppose α is a successor ordinal bigger than or equal to 3. By Lemma 21, we obtain a differentiable function satisfying Theorem 14. So we let α be a countable limit ordinal. We take a sequence of ordinals β n such that 3 ≤ β n < β n+1 and lim n→∞ β n = α. As usual, we choose small enough ε n 's.
