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A NOTE ON REDUCTIONS OF 2-DIMENSIONAL CRYSTALLINE
GALOIS REPRESENTATIONS
MAKIS DOUSMANIS
Abstract. Let p be an odd prime number, Kf the finite unramified extension of Qp of degree
f, and GKf its absolute Galois group. We construct analytic families of e´tale (ϕ,Γ)-modules
which give rise to some families of 2-dimensional crystalline representations of GKf with length
of filtration ≥ p. As an application, we prove that the modulo p reductions of the members of
each such family (with respect to appropriately chosen Galois-stable lattices) are constant.
Introduction
Two-dimensional crystalline representations of GQp := Gal
(
Qp/Qp
)
arise from classical new-
forms of level prime to p. Modulo p reductions of such representations with Hodge-Tate weights in
the range [0; p] mattered for the proof of Serre’s modularity conjecture by Khare and Wintenberger.
The reductions of all irreducible 2-dimensional crystalline representations of GQp with Hodge-Tate
weights in this range were computed by Berger-Li-Zhu [4], extending previous results of Deligne,
Edixhoven, Fontaine and Serre.
Serre’s modularity conjecture has been recently generalized by Buzzard, Diamond and Jarvis [5],
for irreducible totally odd 2-dimensional Fp-representations of the absolute Galois group of any to-
tally real field unramified at p. Two-dimensional crystalline representations of GKf := Gal
(
Qp/Kf
)
arise naturally in the context of the BDJ conjecture, and their modulo p reductions are important
for the formulation of the weight part of this conjecture (see [5, §3]). The weight part of Serre’s
conjecture for rank two unitary groups, for modulo p representations in the unramified case, has
recently been proved by Gee, Liu and Savitt [11], using Liu’s theory of
(
ϕ, Gˆ
)
-modules devel-
oped in [12]. However, they have been unable to explicitly determine the modulo p reduction of a
given 2-dimensional crystalline Qp-representations of GKf . Instead, they determined the possible
modulo p reductions in terms of the Hodge-Tate weights, when the length of the filtration of the
corresponding admissible filtered ϕ-module is ≤ p.
For arbitrary Hodge-Tate weights, semisimplified modulo p reductions of certain families of 2-
dimensional crystalline representations of GKf were computed in [8], extending the constructions
in [4] from Qp to Kf . More precisely, for any 2-dimensional crystalline representation V of GKf
with Hodge-Tate type HTV (τ ) = {0,−ki}, where the ki are nonnegative integers, which is up
to unramified twist either irreducible and induced from a crystalline character of GK2f or split-
reducible and non-ordinary, we constructed an infinite family F (V ) of 2-dimensional crystalline
representations of GKf with the following properties:
(1) V ∈ F (V ) ;
(2) The members of F (V ) have Hodge-Tate type HTV (τ ) ;
2000 Mathematics Subject Classification. Primary 11F80, 11F85.
1
2 MAKIS DOUSMANIS
(3) The members of F (V ) have the same modulo p reductions with respect to appropriately
chosen Galois-stable lattices.
The crystalline representations of F (V ) were described in terms of their corresponding by the
Colmez-Fontaine theorem (see [6, The´ore`m A]) admissible filtered ϕ-modules. For each family
F (V ) , the semisimplification F (V )
ss
of the common reduction is independent of choices of lattices
and was explicitly computed in ([8, Theorems 1,5 & 1.7]). Recall that, if V is reducible, F (V ) can
contain both irreducible and reducible representations (see [8], comments after Theorem 1.7).
The modulo p reduction of a given 2-dimensional crystallineQp-representation ofGKf is generally
unknown, even if the length of filtration is ≤ p, when f ≥ 2. The goal of this paper is to enlarge the
families F (V ) to families of 2-dimensional crystalline Qp-representations of the same Hodge-Tate
type and constant modulo p reductions with respect to appropriately chosen Galois-stable lattices,
under the assumption that the length of filtration of V is at least p 6= 2. In addition to their
application to Serre’s modularity conjecture the results of [4] provided evidence for the existence
of the p-adic Langlands correspondence for Qp, and we expect that our results will similarly allow
one to test the p-adic Langlands correspondence for Kf currently being developed. The proof of
our theorem rests on Wach module constructions, and makes use of the constructions in [8] and an
idea of Berger ([3, §10.3]).
1. Description of the families
Throughout this paper p will be a fixed odd integer prime, Kf = Qpf the finite unramified
extension of Qp of degree f, and E a finite extension of Kf with ring of integers OE , maximal
ideal mE, and residue field kE . When the degree of Kf plays no role we simply write K. We
denote by σK the absolute Frobenius of K; we fix once and for all a distinguished embedding
K
τ0
→֒ E and we let τ j = τ0 ◦ σ
j
K for all j = 0, 1, ..., f − 1. We fix the f -tuple of embeddings
| τ |:= (τ0, τ1, ..., τ f−1); we denote E
|τ | :=
∏
τ :K →֒E E, with the embeddings ordered as above,
and we let ei := (0, ..., 0, 1i, 0, ..., 0) ∈ E
|τ | for i = 0, 1, ..., f − 1. For the language of crystalline
representations see [9].
Notation 1.1. For i = 0, 1, ..., f − 1, let ki be fixed nonnegative integers which we call weights.
Assume that after ordering them and omitting possibly repeated weights we get w0 < w1 < ... <
wt−1, where w0 is the smallest weight, w1 the second smallest weight, ..., and wt−1 is the largest
weight for some 1 ≤ t ≤ f. The largest weight wt−1 will be usually denoted by k and throughout
the paper we assume that k ≥ p. For convenience we define w−1 = 0. Let I0 := {0, 1, ..., f − 1};
for j = 1, 2, ..., t − 1 we let Ij := {i ∈ I0 : ki > wj−1}, and It = ∅. For each subset J ⊂ I0 we
write fJ :=
∑
i∈J ei and E
|τJ | := fJ · E
|τ |. The sets E|τIj | are obtained as follows: E|τI0 | is the
Cartesian product Ef . Starting with E|τI0 |, we obtain E|τI1 | by killing the coordinates where the
smallest weight occurs. We obtain E|τI2 | by further killing the coordinates where the second smallest
weight w1 occurs and so on.
We first recall the construction of the families F (V ) in [8]. For i = 0, 1, ..., f − 1, let χi be
a crystalline E-character of GKf with Hodge-Tate type HTχi (τ i+1) = {−1} and HTχj (τ i+1) =
{0} if j 6= i + 1, where the indices are viewed modulo f. Let {ℓj}0≤j≤2f−1 be integers such that
{ℓi, ℓf+i} = {0, ki} for all i = 0, 1, ..., f − 1. Up to unramified twist, any irreducible 2-dimensional
crystalline representation V of GKf of Hodge-Tate type HTV (τ ) = {0,−ki} induced from a crys-
talline character of GK2f has the form V = Ind
Kf
K2f
(
χ~ℓ
)
, where χ~ℓ = χ
ℓ1
0 · χ
ℓ2
1 · · ·χ
ℓ2f−1
2f−2 · χ
ℓ0
2f−1 (cf.
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[8, Theorem 1.3]). Any split-reducible non-ordinary 2-dimensional crystalline representation V of
GKf of Hodge-Tate type HTV (τ ) = {0,−ki} is up to unramified twist of the form
V = η · χℓ10 · χ
ℓ2
1 · · ·χ
ℓf−1
f−2 · χ
ℓ0
f−1
⊕
χ
ℓ1+f
0 · χ
ℓ2+f
1 · · ·χ
ℓ2f−1
f−2 · χ
ℓf
f−1,
where η is an unramified character, with both vectors (ℓ0, ℓ1, ..., ℓf−1) and (ℓf , ℓf+1, ..., ℓ2f−1)
nonzero (cf. [8, Theorem 1.7]). Fix a representation V as above. Let {Xi}1≤i≤f be a set of
indeterminates and let Pi (Xi) ∈M2 (OE [Xi]) be a matrix of one of the following four types:
t1:
(
pki 0
Xi 1
)
, t2:
(
Xi 1
pki 0
)
, t3:
(
1 Xi
0 pki
)
, t4 :
(
0 pki
1 Xi
)
.
Let P (
−→
X ) = (P1 (X1) , P2 (X2) , ..., Pf (Xf )) , where the indices are viewed mod f, and choose the
type of the matrix Pi (Xi) as follows: If f = 1 we choose P1 = t2. Assume that f ≥ 2.
Case (i). V is induced.
(1) If ℓ1 = 0, P1 = t2;
(2) If ℓ1 = k1 > 0, P1 = t1.
For i = 2, 3, ..., f − 1 we choose the type of the matrix Pi as follows:
(1) If ℓi = 0, then:
• If an even number of coordinates of (P1, P2, ..., Pi−1) is of even type, Pi = t2;
• If an odd number of coordinates of (P1, P2, ..., Pi−1) is of even type, Pi = t1.
(2) If ℓi = ki > 0, then:
• If an even number of coordinates of (P1, P2, ..., Pi−1) is of even type, Pi = t1;
• If an odd number of coordinates of (P1, P2, ..., Pi−1) is of even type, Pi = t2.
Finally, we choose the type of the matrix P0 := Pf as follows:
(1) If ℓ0 = 0, then:
• If an even number of coordinates of (P1, P2, ..., Pf−1) is of even type, P0 = t4;
• If an odd number of coordinates of (P1, P2, ..., Pf−1) is of even type, P0 = t3.
(2) If ℓ0 = k0 > 0, then:
• If an even number of coordinates of (P1, P2, ..., Pf−1) is of even type, P0 = t2;
• If an odd number of coordinates of (P1, P2, ..., Pf−1) is of even type, P0 = t1.
Case (ii). V is split reducible and non-ordinary.
The (f − 1)-tuple (P1, P2, ..., Pf−1) is chosen as in Case (i) above. If η = ηc is the unramified
character which maps the geometric Frobenius element FrobKf of GKf to c, we replace the entry
pk0 in the definition of the matrix P0 by cp
k0 . The type of the matrix P0 := Pf is chosen as follows:
(1) If ℓ0 = 0, then:
• If an even number of coordinates of (P1, P2, ..., Pf−1) is of even type, P0 = t3;
• If an odd number of coordinates of (P1, P2, ..., Pf−1) is of even type, P0 = t4.
(2) If ℓ0 = k0 > 0, then:
• If an even number of coordinates of (P1, P2, ..., Pf−1) is of even type, P0 = t1;
• If an odd number of coordinates of (P1, P2, ..., Pf−1) is of even type, P0 = t2.
Recall that k ≥ p and let
(1.1) m :=
{
⌊k−1
p−1 ⌋ if ki 6= p for some i,
0 if ki = p for all i.
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For any ~α = (α1, α2, ..., αf ) ∈ (p
m
mE)
f
, let P (~α) be the matrix obtained by evaluating each
indeterminate Xi at αi.We defined F (V ) as the family of 2-dimensional crystalline representations
{V (~α) , ~α ∈ (pmmE)
f
} corresponding by the Colmez-Fontaine theorem to the family of admissible
filtered ϕ-modules obtained by equipping D(~α) = E|τ |η1
⊕
E|τ |η2 with the Frobenius action defined
by (ϕ (η1) , ϕ (η2)) = (η1, η2)P (~α) and the filtration
Filj(D (~α)) =


E|τ |η1
⊕
E|τ |η2 if j ≤ 0,
E|τIs | (~xη1 + ~yη2) if 1 + ws−1 ≤ j ≤ ws, for s = 0, 1, ..., t− 1,
0 if j ≥ 1 + wt−1,
where ~x = (x0, x1, ..., xf−1) and ~y = (y0, y1, ..., yf−1), with
(xi, yi) =
{
(1,−αi) if Pi has type 1 or 2,
(−αi, 1) if Pi has type 3 or 4,
for any ~α ∈ (pmmE)
f
. By the construction of these families in [8] it follows that V (~0) = V. We
now enlarge each such family F (V ) , preserving the Hodge-Tate types, and leaving unchanged the
modulo p reductions with respect to appropriately chosen Galois-stable OE-lattices.
Let α (k) :=
∑∞
n=0⌊
k
pn(p−1) ⌋. For any A = (A1, A, ..., Af ) ∈M2
(
pα(k−1)OE
)|τ |
we define
PA(
−→
X ) :=
(−→
Id+A
)
P
(−→
X
)
.
If ~α ∈ (pmmE)
f
and A ∈ M2
(
pα(k−1)OE
)|τ |
, we denote by (DA (~α), ϕ) the filtered ϕ-module
obtained by equipping DA(~α) = E
|τ |η1
⊕
E|τ |η2 with the Frobenius endomorphism defined by
(ϕ (η1) , ϕ (η2)) = (η1, η2)PA(~α) and with the same filtration as (D(~α), ϕ) independently of A.
Such a filtered ϕ-module turns out to be admissible. Let VA (~α) be the crystalline representation
corresponding by the Colmez-Fontaine theorem to (DA (~α), ϕ) , and let
G (V ) =
⋃
A∈M(k)
{
VA (~α) : ~α ∈ (p
m
mE)
f
}
, where M (k) = M2
(
p1+α(k−1)OE
)|τ |
.
Theorem A. (i) For any ~α ∈ (pmmE)
f
and any A ∈ M2
(
pα(k−1)OE
)|τ |
, the filtered ϕ-
modules DA (~α) are admissible and the corresponding crystalline representations have Hodge-
Tate type HT (τ i) = {0,−ki};
(ii) For any ~α ∈ (pmmE)
f
and any A ∈M2
(
pα(k−1)OE
)|τ |
, there exist GKf -stable OE-lattices
with respect to which V A (~α) = V A(~0);
(iii) There exist GKf -stable OE-lattices with respect to which all members of G(V ) have the same
modulo p reduction G (V ). Moreover, G (V ) = V .
Remark 1.2. (1) By ([8, Theorems 1.5 & 1.7]),
(
G (V )|IKf
)ss
=


ωβ2f,τ¯0 ⊕ ω
pfβ
2f,τ¯0
, where β = −
∑2f−1
i=0 ℓip
i if V is irreducible and induced,
ωβf,τ¯0 ⊕ ω
β′
f,τ¯0
, where β = −
∑f−1
i=0 ℓip
i and β′ = −
∑f−1
i=0 ℓi+fp
i if V is
split-reducible and nonordinary.
Recall that the level f fundamental character ωf,τ¯0 : IKf → k
×
E is obtained by composing
the homomorphism IKf → k
×
Kf
obtained from local class field theory (with uniformizers
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corresponding to geometric Frobenius elements) with the embedding of residue fields kKf
τ¯0→
kE obtained from the distinguished embedding K
τ0
→֒ E.
(2) For the rest of this remark assume that f ≥ 2. In this case, for a 2-dimensional crystalline
Qp-representation V of GKf , the characteristic polynomial of Frobenius and a choice of the
filtration of the corresponding by the Colmez-Fontaine theorem admissible filtered ϕ-module
D (V ) fail to determine its isomorphism class. Assuming that D (V ) is Frobenius-semisimple
and non-Frobenius-scalar and fixing the characteristic polynomial of Frobenius and a choice
for the filtration, the additional datum required to determine the isomorphism class of V
is (roughly) an element of Pf−1 (E) (for a precise statement see [7, §7]). The isomorphism
classes of non-Frobenius-semisimple or Frobenius-scalar filtered ϕ-modules are in general
messier to describe (see [7, §6]).
(3) The representations of G (V ) yield additional “projective parameters” compared to the
set of “projective parameters” attached to the Frobenius-semisimple and non-Frobenius-
scalar unramified twists of members of F (V ) . However, they yield no new characteristic
polynomials or filtrations.
(4) The formulas for the “projective parameters” of the Frobenius-semisimple and non-Frobenius-
scalar representations of the families G (V ) look particularly abhorrent (see for instance the
proof of [8, Proposition 6.21]). The situation becomes even worse with the non-Frobenius-
semisimple, and in especially with the Frobenius-scalar members of these families. This
makes it hard to give a clean description in terms of the classification of admissible filtered
ϕ-modules obtained in [7] of how many 2-dimensional crystalline representations of GKf
with Hodge-Tate weights in the range [0; p] we are able to compute the semisimplified
modulo p reduction of, using Theorem A, and what is possibly missing.
(5) Theorem A can be thought of as a local constancy result for modulo p reductions of 2-
dimensional crystalline representations of GKf within certain families. For results of similar
flavor for 2-dimensional crystalline representations of GQp , see [2].
2. Families of Wach modules
2.1. E´tale (ϕ,Γ)-modules and Wach modules. Let Kn = K(ζpn), where ζpn is a primitive p
n-
th root of unity inside Qp, and let K∞ = ∪n≥1Kn. Let χ : GK → Z
×
p be the cyclotomic character,
HK := kerχ = Gal(Qp/K∞), and ΓK := GK/HK = Gal(K∞/K). Fontaine [10] has constructed
topological rings A and B endowed with continuous commuting Frobenius ϕ and GQp -actions.
Unless otherwise stated and whenever applicable, continuity will mean continuity with respect to
the topologies induced by the weak topologies of the topological rings A and B. Let AK = A
HK
and BK = B
HK , and let AK ,E := OE ⊗Zp AK and BK ,E := E ⊗Qp BK . The actions of ϕ and ΓK
extend to AK,E and BK ,E by OE (resp. E)-linearity, and one easily sees that AK,E = A
HK
E and
BK,E = B
HK
E .
Definition 2.1. A (ϕ,Γ)-module over AK,E (resp. BK,E) is an AK,E-module of finite type (resp.
a free BK,E-module of finite type) endowed with a semilinear and continuous action of ΓK , and
with a semilinear map ϕ which commutes with the action of ΓK . A (ϕ,Γ)-module M over AK,E
is called e´tale if ϕ∗(M) = M, where ϕ∗(M) is the AK,E-module generated by the set ϕ(M). A
(ϕ,Γ)-module M over BK,E is called e´tale if it contains a basis (e1, ..., ed) over BK,E such that
(ϕ(e1), ..., ϕ(ed)) = (e1, ..., ed)A, for some matrix A ∈ GLd (AK,E) .
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If V is a continuousE-linear representation ofGK we equip the BK,E-module D(V ) := (BE ⊗E V )
HK
with a Frobenius endomorphism ϕ defined by ϕ(b⊗ v) := ϕ(b)⊗ v, where ϕ on the right hand side
is the Frobenius of BE , and with an action of ΓK given by g¯(b ⊗ v) := gb ⊗ gv for any g ∈ GK .
This ΓK-action commutes with ϕ and is continuous. Moreover, D(V ) is an e´tale (ϕ,Γ)-module
over BK,E . Conversely, if D is an e´tale (ϕ,Γ)-module over BK,E , let V(D) :=
(
BE ⊗BK,E D
)ϕ=1
,
where ϕ(b⊗ d) := ϕ(b)⊗ϕ(d). The E-vector space V(D) is finite dimensional and is equipped with
a continuous E-linear GK-action given by g(b ⊗ d) := gb ⊗ g¯d. We have the following theorem of
Fontaine.
Theorem 2.2. [10]
(i) There is an equivalence of categories between continuous E-linear representations of GK and
e´tale (ϕ,Γ)-modules over BK,E given by
D : RepE (GK)→Mod
e´t
(ϕ,Γ) (BK,E) : V 7−→ D(V ) := (BE ⊗E V )
HK ,
with quasi-inverse functor
V :Mod e´t(ϕ,Γ) (BK,E)→ RepE (GK) : D 7−→ V(D) :=
(
BE ⊗BK,E D
)ϕ=1
.
(ii) There is an equivalence of categories between continuous OE-linear representations of GK and
e´tale (ϕ,Γ)-modules over AK,E given by
D : RepOE (GK)→Mod
e´t
(ϕ,Γ) (AK,E) : T 7−→ D(T ) := (AE ⊗OE T)
HK ,
with quasi-inverse functor
T :Mod e´t(ϕ,Γ) (AK,E)→ RepOE (GK) : D 7−→ T(D) :=
(
AE ⊗AK,E D
)ϕ=1
.
Let AK = {
∑+∞
−∞ αnπ
n : αn ∈ OK and lim
n→−∞
αn = 0} for some element π which can be thought
of as a formal variable. The ring AK is equipped with a Frobenius endomorphism ϕ which extends
the absolute Frobenius of OK and is such that ϕ(π) = (1 + π)
p − 1. It is also equipped with a ΓK-
action which is OK-linear, commutes with Frobenius, and is such that γ(π) = (1+π)
χ(γ)− 1 for all
γ ∈ ΓK . The ring AK is a local domain with maximal ideal (p) and fraction field BK = AK [
1
p
]. The
rings AK , AK,E , BK and BK,E contain the subrings A
+
K = OK [[π]], A
+
K,E := OE ⊗Zp A
+
K , B
+
K =
A+K [
1
p
] and B+K,E := E ⊗Qp B
+
K respectively, and these subrings are equipped with the restrictions
of the ϕ and the ΓK-actions of the rings containing them. The map υ : A
+
K,E →
∏
τ :K →֒E OE [[π]]
given by υ (a⊗ b) = (aτ0 (b) , aτ1 (b) , ..., aτ f−1 (b)) , where τ i (
∑∞
n=0 βnπ
n) =
∑∞
n=0 τ i (βn)π
n for
all b =
∑∞
n=0 βnπ
n ∈ A+K is a ring isomorphism. The ringOE [[π]]
|τ | :=
∏
τ :K →֒E OE [[π]] is equipped
via υ with commuting OE-linear actions of ϕ and ΓK given by the formulas
ϕ(α0(π), α1(π), ..., αf−1(π)) = (α1(ϕ(π)), ..., αf−1(ϕ(π)), α0(ϕ(π))) and(2.1)
γ(α0(π), α1(π), ..., αf−1(π)) = (α0(γπ), α1(γπ), ..., αf−1(γπ))(2.2)
for all γ ∈ ΓK .
Definition 2.3. Suppose k ≥ 0. A Wach module over A+K,E (resp. B
+
K,E) with weights in [−k; 0]
is a free A+K,E-module (resp. B
+
K,E-module) N of finite rank, endowed with an action of ΓK which
becomes trivial modulo π, and also with a Frobenius map ϕ which commutes with the action of
ΓK and such that ϕ(N) ⊂ N and N/ϕ
∗(N) is killed by qk, where q := ϕ(π)/π and ϕ∗(N) is the
A+K,E-module (resp. B
+
K,E-module) generated by the set ϕ (N) .
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The following theorem of Berger determines which types of e´tale (ϕ,Γ)-modules correspond to
crystalline representations via Fontaine’s functor.
Theorem 2.4. [1]
(i) An E-linear representation V of GK is crystalline with Hodge-Tate weights in [−k; 0] if and
only if D(V ) contains a unique Wach module N(V ) of rank dimE V with weights in [−k; 0].
The functor V 7→ N(V ) defines an equivalence of categories between crystalline represen-
tations of GK and Wach modules over B
+
K,E , compatible with tensor products, duality and
exact sequences.
(ii) For a given crystalline E-representation V, the map T 7→ N(T) := N(V ) ∩ D(T) induces
a bijection between GK-stable, OE-lattices of V and Wach modules over A
+
K,E which are
A+K,E-lattices contained in N(V ). Moreover D(T) = AK,E ⊗A+K,E
N(T).
(iii) If V is a crystalline E-representation of GK , and if we endow N(V ) with the filtration
FiljN(V ) = {x ∈ N(V )|ϕ(x) ∈ qjN(V )}, then we have an isomorphism
Dcris(V )→ E
|τ | ⊗OE N(V )/πN(V )
of filtered ϕ-modules over E|τ | (with the induced filtration on N(V )/πN(V )).
2.2. Construction of families of Wach modules. We fix a topological generator δ of the pro-
cyclic group ΓK . For any positive integer ℓ, let α (ℓ) :=
∑ℓ
j=1 vp(1−χ (δ))
j and let α (0) = 0. Recall
that α (ℓ) = 0 for ℓ ≤ p − 2, while for an arbitrary ℓ, α (ℓ) =
∑∞
n=0⌊
ℓ
pn(p−1)⌋ ≤ ⌊
ℓp
(p−1)2
⌋ (cf. [1,
§IV.1]). Let S be a set of indeterminates and let π be a distinguished indeterminate not belonging
to S. We denote by MSn the matrix ring Mn(OE [[π,S]])
|τ |. Recall that k := max{ki} ≥ p. For
any integer s ≥ 0 we write ~πs = (πs, πs, ..., πs) , and we denote by
−→
Id the matrix of MSn whose
coordinates are the identity matrix. We need the following variant of ([3, Lemma 10.3.2]).
Lemma 2.5. For each γ ∈ ΓK , let Gγ = Gγ (S) ∈
−→
Id + ~πMSn . Let c ≥ 0 be an integer and let
A = (A1, A2, ..., Af ) be any matrix in Mn
(
pc+α(k−1)OE
)|τ |
. There exists a matrix
Aˆ =
(
Aˆ1, Aˆ2, ..., Aˆf
)
∈Mn (p
cOE [[π,S]])
|τ |
such that:
(i) Aˆ ≡ Amod ~π;
(ii)
−→
Id+ Aˆ ∈ GLn (OE [[π,S]])
|τ |
;
(iii)
(−→
Id+ Aˆ
)
·Gγ · γ
(−→
Id+ Aˆ
)−1
≡ Gγ mod ~π
k;
(iv) If A ∈Mn
(
p1+α(k−1)OE
)|τ |
, then Aˆ ≡ 0mod p and
Gγ −
(−→
Id+ Aˆ
)
·Gγ · γ
(−→
Id+ Aˆ
)−1
≡ 0mod p.
Proof. Since k ≥ p, for any A ∈ Mn
(
pc+α(k−1)OE
)|τ |
it follows that
−→
Id + A ∈ GLn (OE)
|τ |
. Let
Aˆi = Ai + πAˆ
1
i + π
2Aˆ2i + · · · + π
k−1Aˆk−1i and Gγ =
(
G1γ , G
2
γ , ..., G
f
γ
)
, with Giγ = Id + πG
i
1 +
π2Gi2 + · · · + π
k−1Gik−1 + · · · (suppressing the dependence of the G
i
j on γ). We first show that
−→
Id + Aˆ ∈ GLn (OE [[π,S]])
|τ | . Since Id + Ai ∈ In +Mn
(
pc+α(k−1)OE
)
for all i, each coordinate
matrix Id + Aˆi is invertible and the inverse is
(
Id+ Aˆi
)−1
= (
∑∞
n=0 (−1)
n
πnBni ) (Id+Ai)
−1
,
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where Bi = (Id+Ai)
−1
(
Aˆ1i + πAˆ
2
i + · · ·+ π
k−2Aˆk−1i
)
. To prove part (iii), we need to choose the
matrices Aˆji so that(
Id+ πGi1 + π
2Gi2 + · · ·+ π
k−1Gik−1 + · · ·
)
γ
(
Ai + πAˆ
1
i + π
2Aˆ2i + · · ·+ π
k−1Aˆk−1i
)
=(
Ai + πAˆ
1
i + π
2Aˆ2i + · · ·+ π
k−1Aˆk−1i
) (
Id+ πGi1 + π
2Gi2 + · · ·+ π
k−1Gik−1 + · · ·
)
mod πk.
We may assume that γ is a topological generator of ΓK . We solve for the Aˆ
j
i , bearing in mind
that γ (π)r ≡ χ (γ)r πrmod πr+1 for all r ≥ 1. First, we solve for Aˆ1i ∈ Mn (OE [[S]]) so that
(1− χ (γ)) Aˆ1i = AiG
i
1 − G
i
1Ai. Since AiG
i
1 − G
i
1Ai ∈ Mn
(
pc+α(k−1)OE [[S]]
)
, we see that Aˆ1i :=
(1− χ (γ))−1
(
AiG
i
1 −G
i
1Ai
)
and Aˆ1i ∈Mn
(
pc+α(k−1)−vp(1−χ(γ))OE [[S]]
)
. We then solve for Aˆ2i so
that
((
1− χ (γ)2
))
Aˆ2i is an OE -linear combination of products of Ai, Aˆ
1
i , G
i
1, G
i
2 which belong to
Mn
(
pc+α(k−1)−vp(1−χ(γ))OE [[S]]
)
. Dividing this linear combination by
(
1− χ (γ)
2
)
, we get
Aˆ2i ∈Mn
(
pc+α(k−1)−vp((1−χ(γ))(1−χ(γ)
2))OE [[S]]
)
.
Continuing this way we solve for Aˆk−1i ∈Mn (p
cOE [[S]]) . Part (iv) is clear. 
Let ci ∈ O
×
E and let Π (S) = (Π1,Π2, ...,Πf ) ∈ M
S
n with det (Πi) = ciq
ki , where q = (1+π)
p−1
π
. We
denote by I the ideal of Mn (OE [[S]]) generated by the set {p · Id, Xi · Id : Xi ∈ S} and by Mn the
quotient ring of Mn (OE [[S]]) modulo I. We also denote Pi := Πimod I for all i = 0, 1, ..., f − 1.
Letting ϕ act trivially on the elements of S, and letting ϕ (π) = (1 + π)
p
− 1, we have
(2.3) ϕ (~α) = (ϕ (α1) , ϕ (α2) , ..., ϕ(α0))
for all ~α = (α0, α1, ..., αf−1)) ∈ OE [[π,S]]
|τ |. We denote Nmϕ (~α) := ~α ·ϕ (~α) · · · · ·ϕ
f−1 (~α) and for
any matrix A in MSn we write Nmϕ (A) := A · ϕ (A) · · · · ·ϕ
f−1 (A) , with ϕ acting on each entry of
the matrix A as in formula (2.3). We fix a matrix Π (S) ∈MSn as above. For the rest of this section
we assume that for any γ ∈ ΓK there exists a matrix G
(k)
γ = G
(k)
γ (S) ∈MSn such that:
(a) G
(k)
γ (S) ≡
−→
Idmod ~π;
(b) G
(k)
γ (S) −Π(S)ϕ(G
(k)
γ (S))γ(Π(S)−1) ∈ ~πkMSn ;
(c) There exist no nonzero matrix B ∈Mn(OE [[S]])
|τ | and integer t > 0 such that BU = pftUB,
where U = Nmϕ (Π (S)) ;
(d) If k = ki for all i, we additionally assume that the operator
(2.4) H 7→ H −QfH(pfkQ
−1
f ) :Mn →Mn,
where Qf = P1P2 · · ·Pf−1P0 is surjective. Let R
(k)
γ (S) be the matrices defined by
(2.5) ~πkR(k)γ (S) := G
(k)
γ (S)−Π(S)ϕ
(
G(k)γ (S)
)
γ
(
Π(S)−1
)
.
Proposition 2.6. Let A = (A1, A2, ..., Af ) ∈ Mn
(
pα(k−1)OE
)|τ |
and let QAf :=
f∏
i=1
(Id+Ai)Pi,
where Pi = Πimod π for all i. Assume that
(1) There exist no nonzero matrix B ∈ Mn(OE [[S]])
|τ | and integer t > 0 such that BUA =
pftUAB, where UA = Nmϕ
((−→
Id+A
)
P (S)
)
, with P (S) = Π (S)mod I.
If n = 2, we replace assumption (1) by the following assumption.
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(1´) Tr
(
QAf
)
6∈ Qp.
Let Aˆ ∈ Mn (OE [[π,S]])
|τ |
be as in Lemma 2.5 applied for the matrices Gγ (S) := G
(k)
γ (S) , where
the G
(k)
γ (S) are as in the assumptions preceding this proposition, and let ΠAˆ (S) :=
(−→
Id+ Aˆ
)
Π(S) .
Then for each γ ∈ ΓK there exists a unique matrix Gγ,Aˆ(S) ∈M
S
n such that
(i) Gγ,Aˆ(S) ≡
−→
Idmod ~π and
(ii) ΠAˆ(S)ϕ(Gγ,Aˆ(S)) = Gγ,Aˆ(S)γ(ΠAˆ(S)).
Proof. Since k ≥ p, it follows that det (Id+Ai) ∈ O
×
E for all i. Let G
(k)
γ,Aˆ
(S) := G
(k)
γ (S) for
all γ ∈ ΓK . The proposition follows from [8, Lemma 4.4] applied for the matrices ΠAˆ (S) and
G
(k)
γ,Aˆ
(S) for the case where ℓ = k. Assumption (1) of this lemma clearly holds. If k = ki for all i,
since k ≥ p, the operator
(2.6) H 7→ H −QAfH(p
fk(QAf )
−1) :Mn →Mn
coincides with the operator (2.4) which was assumed to be surjective. Hence assumption (4) of [8,
Lemma 4.4] holds. If n = 2, assumption (3) holds because of assumption (1´) and [8, Corollary 5.3].
Lemma 2.5 (ii) implies that Id+ Aˆ ∈ GLn (OE [[π,S]])
|τ |
. Moreover,
G
(k)
γ,Aˆ
(S)−ΠAˆ (S) · ϕ
(
G
(k)
γ,Aˆ
(S)
)
· γ
(
ΠAˆ (S)
−1
)
=
G(k)γ (S)−
(
Id+ Aˆ
)
· Π(S) · ϕ
(
G(k)γ (S)
)
· γΠ(S)
−1
· γ
(
Id+ Aˆ
)−1 (2.5)
=
G(k)γ (S)−
(
Id+ Aˆ
)
·G(k)γ (S) · γ
(
Id+ Aˆ
)−1
+ ~πk ·
(
Id+ Aˆ
)
·R(k)γ (S) · γ
(
Id+ Aˆ
)−1
.
By Lemma 2.5 (iii), G
(k)
γ (S)−
(
Id+ Aˆ
)
·G
(k)
γ (S)·γ
(
Id+ Aˆ
)−1
∈ ~πkMSn and therefore assumption
(2) of [8, Lemma 4.4] holds. This completes the proof. 
Proposition 2.7. For any ~a = (a0, a1, ..., af−1) ∈ m
|S|
E and any γ1, γ2, γ ∈ ΓK , the following
equations hold:
(i) Gγ1γ2,Aˆ
(~a) = Gγ1,Aˆ
(~a)γ1(Gγ2,Aˆ
(~a)) and
(ii) ΠAˆ(~a)ϕ(Gγ,Aˆ(~a)) = Gγ,Aˆ(~a)γ(ΠAˆ(~a)).
Proof. Both matrices Gγ1γ2,Aˆ
(S) and Gγ1, Aˆ
(S)γ1(Gγ2,Aˆ
(S)) are ≡
−→
Idmod ~π and are solutions in
B of the equation Π(S)ϕ(B) = Bγ(Π(S)). They are equal by the uniqueness part of Proposition
2.6. The second equation follows from conclusion (ii) of the same proposition. 
For any ~a ∈ m
|S|
E we equip NAˆ (~a) =
⊕n
i=1
(
OE [[π]]
|τ |
)
ηi with ϕ and ΓK-actions defined by
(ϕ (η1) , ϕ (η2) , ..., ϕ (ηn)) = (η1, η2, ..., ηn)ΠAˆ(~a) and (γη1, γη2, ..., γηn) = (η1, η2, ..., ηn)Gγ,Aˆ(~a)
respectively. Proposition 2.7 implies that (γ1γ2)x= γ1(γ2x) and ϕ(γx) = γ(ϕ(x)) for all x ∈
NAˆ(~a) and γ, γ1, γ2 ∈ ΓK . Since Gγ,Aˆ(~a) ≡
−→
Idmod ~π, it follows that the ΓK action on NAˆ(~a) is
trivial modulo πNAˆ(~a). We have the following.
Proposition 2.8. For any ~a ∈ m
|S|
E the module NAˆ(~a) equipped with the ϕ and ΓK-actions defined
by ΠAˆ(~a) and Gγ,Aˆ(~a) respectively is a Wach module corresponding to some GK-stable OE-lattice
inside some n-dimensional crystalline E-representation of GK with Hodge-Tate weights in [−k; 0].
10 MAKIS DOUSMANIS
Proof. By Theorem 2.4, the only thing left to prove is that qkNAˆ(~a) ⊂ ϕ
∗(NAˆ(~a)). This is identical
to the proof of [8, Proposition 4.6]. 
Let VAˆ(~a) = E ⊗OE TAˆ(~α), where TAˆ(~α) = T(DAˆ(~a)) and DAˆ(~a) = AK,E ⊗A+K,E
NAˆ(~a). By
Theorem 2.4 the representations VAˆ(~a) are n-dimensional crystalline E-representations of GK with
Hodge-Tate weights in [−k; 0]. They are independent of the lifting Aˆ of A (see Remark 3.8 (i) below)
and instead we denote them by VA(~a). Regarding the mod p reductions of these representations,
we have the following.
Proposition 2.9. For any ~a ∈ m
|S|
E there exist GK-stable OE-lattices such that V A(~a) ≃ V A(
~0).
Proof. Identical to the proof of [8, Theorem 4.7 ], given that ΠAˆ(~a) ≡ ΠAˆ(
~0)mod mE and Gγ,Aˆ(~a) ≡
Gγ,Aˆ(
~0)mod mE . 
Lemma 2.10. Let A ∈Mn
(
p1+α(k−1)OE
)|τ |
. For any γ ∈ ΓK and for † ∈ {0, Aˆ}, let
(2.7) G
(k)
γ,† (S)−Π† (S)ϕ
(
G
(k)
γ,† (S)
)
γ
(
Π† (S)
−1
)
=: ~πkR
(k)
γ,†, where G
(k)
γ,Aˆ
(S) := G(k)γ (S) .
Then (i) ΠAˆ(S) ≡ Π(S)mod I, and (ii) R
(k)
γ,Aˆ
(S) ≡ R
(k)
γ (S)mod I.
Proof. By Lemma 2.5 (iv), Aˆ ≡ 0mod p and part (i) is clear. The lemma follows immediately
reducing equations (2.7) mod I. 
3. Proof of the Theorem
Throughout this section we assume that n = 2. For the rest of the paper we fix an f -tuple P =
(P1, P2, ..., Pf ) chosen as in §1. For any A ∈ M2 (OE [[π]])
|τ | we define QAf :=
∏i=f
i=1 (Id+Ai)Pi
and we let Qf := Q
0
f . We define
mk :=
{
0 if kj = p for all j and Tr (Qf ) 6∈ Qp,
⌊k−1
p−1 ⌋ otherwise.
For matrices P chosen as in §1 the condition Tr (Qf) 6∈ Qp in the definition of mk turns out to be
redundant (see Lemma 3.1 (i) below), and mk coincides with the integer m defined in formula (1.1).
Let Π (S) = (Π1 (S1) ,Π2 (S2) , ...,Πf (Sf )) ∈ M
S
n , where Πi are matrices of one of the following
four types:
t1:
(
ciq
ki 0
Siϕ(zi) 1
)
, t2:
(
Siϕ(zi) 1
ciq
ki 0
)
, t3:
(
1 Siϕ(zi)
0 ciq
ki
)
, t4:
(
0 ciq
ki
1 Siϕ(zi)
)
,
with Si ∈ S and ci ∈ O
×
E . The zi are polynomials in Zp[π] of degree ≤ k − 1 such that zi ≡
pmk mod π, suitably chosen so that there exist matrices G
(k)
γ (S) ∈ MSn with G
(k)
γ (S) ≡
−→
Id mod
~π such that G
(k)
γ (S) − Π(S)ϕ(G
(k)
γ (S))γ(Π(S)−1) ∈ ~πkMSn . The existence of such polynomials
has been established in [8, Proposition 5.9 & Remark 5.12]. We let ~X = (X1, X2, ..., Xf ) with
~X = pmk ~S, and we choose Π so that its modulo ~π reduction equals P. In particular, the type of Πi
coincides with the type of Pi for all i. If A ∈M2 (OE [[π]])
|τ |
, let Aˆ be a fixed choice of a lifting of
A as in Lemma 2.5 with respect to a fixed choice of matrices Gγ(S) := G
(k)
γ (S) as above, and let
ΠAˆ (S) =
(
Id+ Aˆ
)
Π(S). Let Eij , i, j = 1, 2, be the 2 × 2 matrix with (i, j) entry 1 and all other
entries 0.
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Lemma 3.1. (i) Tr(Qf ) 6∈ Qp ;
(ii) Tr(Qf ) 6∈ pZp[X1, X2, ..., Xf ].
(iii) For any A ∈M2 (pOE [[π]])
|τ | , T r(QAf ) 6∈ Qp ;
(iv) For any A ∈M2 (pOE [[π]])
|τ |
the operator (2.6) is surjective.
Proof. For part (i) recall that in the proofs of [8, Theorems 1.5 & 1.7], the types of the coordinate
matrices Pi of P have been chosen so that Tr(Qf ) 6∈ Qp. For part (ii), we have
(3.1) Pimod p =


c (ki)E11 + E22 +XiE21 if Pi = t1,
c (ki)E21 + E12 +XiE11 if Pi = t2,
c (ki)E22 + E11 +XiE12 if Pi = t3,
c (ki)E12 + E21 +XiE22 if Pi = t4,
where c (ki) =


0 if ki > 0,
1 if ki = 0.
The (i, i) entries in Qf mod p are sums of distinct terms of the form 1 and Xi1 ·Xi2 ·· · ··Xiri for some
1 ≤ ri ≤ f. Hence Tr (Qf ) 6≡ 0mod p (if the diagonal entries of Tr (Qf )mod p coincide, we use that
p 6= 2). For part (iii), assume that Tr(QAf ) ∈ Qp. Since the entries of Q
A
f are in Zp[X1, X2, ..., Xf ]
it follows that Tr(QAf ) ∈ Zp. Since Q
A
f ≡ Qf mod p it follows that Tr(Q
A
f ) ≡ Tr (Qf)mod p
and therefore that Tr (Qf) ∈ Zp + pZp[X1, X2, ..., Xf ]. Since Tr (Qf ) 6∈ Qp, [8, Lemma 5.19 &
Corollary 5.17] imply thatQf mod I = E12 or E21, therefore Tr (Qf ) ≡ 0mod (p,X1, ..., Xf ) . Hence
Tr (Qf) ∈
(
Zp + pZp[X1, X2, ..., Xf ]
)⋂
(p,X1, ..., Xf) = pZp[X1, X2, ..., Xf ] which contradicts part
(ii) of the lemma. Part (iv) for A = 0 follows from [8, Corollary 5.20]. The general case holds
because the operators with any A ∈M2 (pOE [[π]])
|τ | coincide with that with A = 0. 
Proposition 3.2. Let A ∈M2
(
pα(k−1)OE [[π]]
)|τ |
and let ΠAˆ (S) be as in the beginning of §3. For
each γ ∈ ΓK there exists a unique matrix Gγ (S) ∈M
S
2 such that
(i) Gγ (S) ≡
−→
Idmod ~π;
(ii) ΠAˆ (S)ϕ (Gγ (S)) = Gγ (S) γΠAˆ (S) for all γ.
Proof. Conditions (a) and (b) preceding Proposition 2.6 hold by the discussion in the beginning
of §3. Condition (c) preceding Proposition 2.6 and Condition (1´) of Proposition 2.6 hold because
Tr(Qf ) 6∈ Qp and Tr(Q
A
f ) 6∈ Qp respectively, by Lemma 3.1 (i) & (iii). Finally, Condition (d) pre-
ceding Proposition 2.6 holds by Lemma 3.1 (iv) with A = 0. The proposition follows by Proposition
2.6. 
For any ~a ∈ m
|S|
E and † ∈ {0, Aˆ}, we equip N† (~a) =
(
OE [[π]]
|τ |
)
η1 ⊕
(
OE [[π]]
|τ |
)
η2 with the ϕ
and ΓK-actions defined defined by (ϕ (η1) , ϕ (η2)) = (η1, η2)Π†(~a) and (γη1, γη2) = (η1, η2)Gγ,†(~a)
respectively.
Corollary 3.3. The module N†(~a) with the above ϕ and ΓK actions is a Wach module corresponding
to some GK-stable OE-lattice of a 2-dimensional crystalline E-representation V†(~a) of GK with
Hodge-Tate weights in [−k; 0].
Proof. Follows immediately from Proposition 2.8. 
As in §2.2, the representation VAˆ(~a) is independent of the lifting Aˆ and we simply write VA(~a).
Lemma 3.4. If s ≥ k + 1 and B ∈ M2 (OE [[S]])
|τ |
is such that B ≡ QfB
(
pf(s−1)Q−1f
)
mod I,
then B ≡ 0mod I.
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Proof. We may assume that s− 1 = k = ki for all i, otherwise QfB
(
pf(s−1)Q−1f
)
≡ 0mod I and
the lemma holds trivially. By Lemma 3.1 (i), Tr (Qf) 6∈ Qp and [8, Lemma 5.19 & Corollary 5.17]
(where in [8] Qf := Qf mod I) imply that Qf mod I = E12 or E21. Recall that k ≥ p.
Claim. If Qf mod I = Eij with i 6= j then p
fkQ−1f mod I = −Qf mod I. If Qf mod I = E11,
then pfkQ−1f mod I = E22, and if Qf mod I = E22 then p
fkQ−1f mod I = E11.
Proof of Claim. By induction on f. For f = 1, formula (3.1) becomes
P mod I =


E22 if P = t1,
E12 if P = t2,
E11 if P = t3,
E21 if P = t4,
and the claim is clear. Suppose f ≥ 2. Case (i). Qf mod I = E12. If P1P2 · · ·Pf−1mod I = E11
then Pf mod I = E12. The matrix Pf is of type 2 and by the inductive hypothesis
pkfQ−1f mod I =
(
pkP−1f
)
·
((
pkP−1f−1
)
· · · · ·
(
pkP−11
))
mod I = −E12 ·E22 = −E12.
If P1P2 · · ·Pf−1mod I = E12 then Pf mod I = E22. The matrix Pf is of type 1 and by the inductive
hypothesis
pkfQ−1f mod I =
(
pkP−1f
)
·
((
pkP−1f−1
)
· · · · ·
(
pkP−11
))
mod I = E11 · (−E12) = −E12.
The claim follows by the inductive hypothesis, arguing similarly for the other possibilities for
Qf mod I. 
The Claim combined with the formula B ≡ QfB
(
pfkQ−1f
)
mod I imply that B ≡ −EijBEij mod
I with i 6= j. From the latter it is immediate that B ≡ 0mod I. 
Proposition 3.5. Let A ∈M2
(
p1+α(k−1)OE [[π]]
)|τ |
and let ΠAˆ(S) and Gγ,Aˆ(S) be as in Proposi-
tion 2.6. Then ΠAˆ(S) ≡ Π(S)mod I and Gγ,Aˆ(S) ≡ Gγ(S)mod I.
Proof. By Lemma 2.5 (iv), Aˆ ≡ 0mod I, hence ΠAˆ(S) ≡ Π(S)mod I. Fix a topological generator
γ of ΓK . By the proofs of [8, Propositions 5.9 & 5.11], there exists a matrix G
(k)
γ (S) ∈ MSn with
G
(k)
γ (S) ≡
−→
Idmod ~π and a matrix R(k) (S) ∈ MSn such that
(3.2) G(k)γ (S)−Π(S) · ϕ
(
G(k)γ (S)
)
· γ
(
Π(S)−1
)
= ~πkR(k) (S) .
Moreover, by the proof of [8, Lemma 4.1], for all s ≥ k + 1 there exist matrices G
(s)
γ (S) ∈MSn and
R(s) (S) ∈ MSn such that G
(s)
γ (S) ≡ G
(s−1)
γ (S)mod ~πs−1MSn and
(3.3) G(s)γ (S) −Π(S) · ϕ
(
G(s)γ (S)
)
· γ
(
Π(S)−1
)
= ~πsR(s) (S) .
Arguing as in the proof of part (ii) of Proposition 2.6 and taking into account equations (3.2) &
(3.3) we see that for all s ≥ k there exist matrices R
(s)
Aˆ
(S) ∈MSn such that such that
(3.4) G
(s)
γ,Aˆ
(S)−ΠAˆ(S) · ϕ
(
G
(s)
γ,Aˆ
(S)
)
· γ
(
ΠAˆ(S)
−1
)
= ~πsR
(s)
Aˆ
(S)
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Combining equations (3.2), (3.3) and (3.4) for all s ≥ k we write
(3.5) G
(s)
γ,†(S)−Π†(S) · ϕ
(
G
(s)
γ,†(S)
)
· γ
(
Π†(S)
−1
)
= ~πsR
(s)
† (S) ,
with † ∈ {0, Aˆ}.We definedG
(k)
γ,Aˆ
(S) := G
(k)
γ (S) and by Lemma 2.10 (ii), R
(k)
γ,Aˆ
(S) ≡ R
(k)
γ (S)mod I.
We will show by induction that G
(s)
γ,Aˆ
(S) ≡ G
(s)
γ (S)mod I and R
(s)
Aˆ
(S) ≡ R(s) (S)mod I for all
s ≥ k. For s ≥ k + 1, let G
(s)
γ,† = G
(s−1)
γ,† + ~π
s−1H
(s)
† , where H
(s)
† = H
(s)
γ,† ∈ Mn(OE [[S]])
|τ |, and
let R
(s)
† (S) = R
(s)
† (S) + ~π · C
(s)
† for some matrices R
(s)
† (S) ∈ Mn(OE [[S]])
|τ | and C
(s)
† ∈ M
S
n .
By the inductive hypothesis, R
(s−1)
Aˆ
(S) + ~π · C
(s−1)
Aˆ
≡ R
(s−1)
(S) + ~π · C(s−1)mod I, and since
R
(s−1)
† (S) ∈ Mn(OE [[S]])
|τ |, the latter implies that R
(s−1)
Aˆ
(S) ≡ R
(s−1)
(S)mod I. Let Π†(S) =
Π
(0)
† +πΠ
(1)
† +π
2Π
(2)
† + · · · , and let Π
(0)
† = (P1,†, P2,†, · · · , Pf−1,†, P0,†) . By the proof of [8, Lemma
4.1], the matrices H
(s)
† can be chosen to be solutions of the equations
(3.6) H
(s)
† − ~p
(s−1)Π
(0)
† (S)ϕ
(
H
(s)
†
)(
Π
(0)
† (S)
)−1
= −R
(s−1)
† , with † ∈ {0, Aˆ}.
Let H
(s)
† =
(
H
(s)
1,† , H
(s)
2,† , ..., H
(s)
f−1,†, H
(s)
0,†
)
and −R
(s−1)
† =
(
R
(s−1)
1,† , R
(s−1)
2,† , ..., R
(s−1)
f−1,†, R
(s−1)
0,†
)
.
Equations (3.6) are equivalent to the systems of equations
(3.7) H
(s)
i,† − Pi,† ·H
(s)
i+1,† ·
(
ps−1P−1i,†
)
= R
(s−1)
i,† ,
for i = 1, 2, ..., f, † ∈ {0, Aˆ}, and with indices viewed mod f. These imply that
H
(s)
1,† −Qf,†H
(s)
1,† (p
f(s−1)Q−1f,†) = R
(s−1)
1,† +Q1,†R
(s−1)
2,† (p
(s−1)Q−11,†) +Q2,†R
(s−1)
3,† (p
2(s−1)Q−12,†)
+ · · ·+Qf−1,†R
(s−1)
0,† (p
(s−1)(f−1)Q−1f−1,†),(3.8)
where Qi,† = P1,† · · ·Pi,† for all i = 1, 2, ..., f. The matrices H
(s)
i,† , i = 2, 3, ..., f are uniquely deter-
mined by the matrix H
(s)
1,† . Let V
(s)
† = R
(s−1)
1,† +Q1,†R
(s−1)
2,† (p
(s−1)Q−11,†)+Q2,†R
(s−1)
3,† (p
2(s−1)Q−12,†)+
· · · + Qf−1,†R
(s−1)
0,† (p
(s−1)(f−1)Q−1f−1,†). Since R
(s−1)
i ≡ R
(s−1)
i,Aˆ
mod I, and since Qi ≡ Qi,Aˆmod I
and pi(s−1)Q−1
i,Aˆ
≡ pi(s−1)Q−1i mod I for all i, it follows that V
(s) ≡ V
(s)
Aˆ
mod I. Since Q1,Aˆ ≡
Q1mod I, the latter and equations (3.8) imply that H
(s)
1,Aˆ
−H
(s)
1 = Qf
(
H
(s)
1,Aˆ
−H
(s)
1
)(
pf(s−1)Q−1f
)
mod I, and Lemma 3.4 applied for B = H
(s)
1,Aˆ
− H
(s)
1 implies that H
(s)
1,Aˆ
≡ H
(s)
1 mod I. Since
Pi,Aˆ ≡ Pimod I and R
(s−1)
i,Aˆ
≡ R
(s−1)
i mod I, equations (3.7) imply that H
(s)
Aˆ
≡ H(s)mod I. Since
G
(s)
γ,† = G
(s−1)
γ,† +~π
s−1H
(s)
† , the inductive hypothesis implies that G
(s)
γ,Aˆ
(S) ≡ G
(s)
γ (S)mod I. Formula
(3.5) yields ~πs · γΠAˆ (S) · R
(s)
Aˆ
≡ ~πs · γΠ(S) · R(s)mod I. Since the coordinate matrices of both the
matrices γΠAˆ (S) and γΠ(S) coincide mod I and have nonzero determinants mod I, it follows that
R
(s)
Aˆ
≡ R(s)mod I, and this finishes the induction. We have shown that G
(s)
γ,Aˆ
(S) ≡ G
(s)
γ (S)mod I
for any s ≥ k. Since Gγ,†(S) = lim
s→∞
G
(s)
γ,†(S) it follows that Gγ,Aˆ(S) ≡ Gγ(S)mod I, and this
finishes the proof. 
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Corollary 3.6. Let A ∈ M2
(
p1+α(k−1)OE [[π]]
)|τ |
. Then for any ~a ∈ mfE there exist GKf -stable
OE-lattices with respect to which V A(~a) ≃ V 0(~0).
Proof. Proposition 3.5 implies that ΠAˆ(~a) ≡ Π(
~0)mod mE and Gγ,Aˆ(~a) ≡ Gγ(
~0)mod mE for all
γ ∈ ΓK . The rest of the proof is identical to that of [8, Theorem 4.7]. 
Parts (ii) and (iii) of Theorem A follow from Proposition 2.9 and Corollary 3.6. The following
proposition proves part (i) and finishes the proof of the theorem.
Proposition 3.7. Let A ∈ M2
(
pα(k−1)OE [[π]]
)|τ |
and ~α ∈ (pmmE)
f . We define the rank two
filtered ϕ-module (DA (~α) , ϕ) with Frobenius endomorphism
(3.9) (ϕ (η1) , ϕ (η2)) := (η1, η2)PA (~α)
and filtration
Filj(DA (~α)) :=


E|τ |η1 ⊕ E
|τ |η2 if j ≤ 0,
E|τI0 | (~xη1 + ~yη2) if 1 ≤ j ≤ w0,
E|τI1 | (~xη1 + ~yη2) if 1 + w0 ≤ j ≤ w1,
· · · · · ·
E|τIt−1 | (~xη1 + ~yη2) if 1 + wt−2 ≤ j ≤ wt−1,
0 if j ≥ 1 + wt−1,
with
(3.10) (xi, yi) =
{
(1,−αi) if Pi has type 1 or 2,
(−αi, 1) if Pi has type 3 or 4.
The filtered ϕ-modules DA (~α) are admissible and correspond to 2-dimensional crystalline E-linear
representations VA (~α) of GKf with Hodge-Tate type HT (τ i) = {0,−ki}.
Proof. We compute the filtered ϕ-modules given rise to by the Wach modules NAˆ(~a). The ϕ-action
is obviously given by formula (3.9), and it suffices to compute Filj
(
NAˆ(~a)/πNAˆ(~a)
)
. By Theorem
2.4, ~xη1 + ~yη2 ∈ Fil
j
(
NAˆ(~a)
)
if and only if there ϕ (~xη1 + ~yη2) ∈ q
jNAˆ(~a). Written in matrix form
and recalling that the ϕ-action on OE [[π]]
|τ | is given by formula (2.1), the latter is equivalent to
the existence of vectors ~u1, ~u2 ∈ OE [[π]]
|τ | such that
(3.11) (ei−1η1, ei−1η2)
(
Id+ Aˆi (~a)
)
Πi (ai) (ϕ (xi) , ϕ (yi))
t =
(
qjei−1η1, q
jei−1η2
) (
ui−11 , u
i−1
2
)t
for all i = 0, 1, ..., f − 1, where ei are the idempotents of OE [[π]]
|τ |. Let
(
ζi−11 , ζ
i−1
2
)
:= (ei−1η1, ei−1η2)
(
Id+ Aˆi (~a)
)
and
(
vi−11 , v
i−1
2
)t
:=
(
Id+ Aˆi (~a)
)−1 (
ui−11 , u
i−1
2
)t
.
Since Aˆ ≡ Amod ~π and det (Id+Ai) ∈ O
×
E it follows that Id + Aˆi (~a) ∈ GL2 (OE [[π]]) for all i.
Therefore
(
ζi1, ζ
i
2
)
is an ordered basis of eiNAˆ(~a) for all i and equation (3.11) implies(
ζi−11 , ζ
i−1
2
)
Πi (ai) (ϕ (xi) , ϕ (yi))
t =
(
qjζi−11 , q
jζi−12
) (
vi−11 , v
i−1
2
)t
.
Assume that Πi (Xi) is of type 2. Arguing as in the proof of [8, Proposition 5.22] we see that
xi, yi ≡ 0mod π if j ≥ ki and π
j | xi + yiaizi for 1 ≤ j ≤ ki. Since zimod π = p
m and αi := p
mai,
ei~xη1 + ei~yη2 + πNAˆ(~a) =
{
αiy¯ieiη1 + y¯ieiη2 + πNAˆ(~a) if 1 ≤ j ≤ ki,
0 if j ≥ ki
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where y¯i = yimod π can be any element of OE . Hence
eiFil
j(NAˆ(~a)/πNAˆ(~a)) =


ei(O
|τ |
E )η1
⊕
ei(O
|τ |
E )η2 if j ≤ 0,
ei(O
|τ |
E )(~xη1 + ~yη2) if 1 ≤ j ≤ ki,
0 if j ≥ 1 + ki,
with (xi, yi) = (−αi, 1). Computing for the other choices of Πi(ai), we see that for all i ∈ I0,
(xi, yi) is as in formula (3.10) and the proof follows as in [8, Proposition 5.22]. To finish the
proof, notice that by the definition of the polynomials zi appearing in the matrices Πi, the sets
{(z1a1mod π, ..., z0a0mod π)}, where (a1, ..., af ) ∈ m
f
E and (p
m
mE)
f coincide. We let ~α := pm · ~a
for any vector ~a ∈ mfE and parametrize our families by the vectors ~α. Finally, since DA (~α) =
FiljDcris (VA (~α)) ∼= E
|τ |
⊗
OE |τ|
Filj
(
NAˆ(~a)/πNAˆ(~a)
)
, the filtered ϕ-modules DA (~α) are admissible
because the E|τ |
⊗
OE |τ|
(
NAˆ(~a)/πNAˆ(~a)
)
are admissible by Theorem 2.4. 
Remark 3.8. For fixed ~a the filtered ϕ-modules NAˆ(~a)/πNAˆ(~a) only depend on A ≡ Aˆmod π.
This is clear from the proof of Proposition 3.7 (essentially by Theorem 2.4).
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