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How many tests does one have to perform in order to compute an e-approximation
of a zero of a function f out of a given class of continuous functions on the unit
interval, for a given e > 0? We study this question in the context of the real number
oracle machine model which uses the four standard arithmetic operations,
comparisons with zero, and function values at adaptively chosen points. Let 05e5
1
2
: We show that for the class of all continuous functions f on the unit interval with
f ð0Þ50 and f ð1Þ > 0 one needs exactly dlog2ð1=ð2eÞÞe tests in the worst case during a
computation. For the subclass of all functions which are additionally nondecreasing
one needs roughly log2 log2 e
1 tests, and for the subclass of all functions which are
additionally increasing one needs exactly 1 test. # 2002 Elsevier Science (USA)
Key Words: topological complexity; zero ﬁnding; algebraic operations; oracle
machine over the real numbers; information-based complexity.1. INTRODUCTION
The notion ‘‘topological complexity’’ was introduced by Smale [6], who
gave estimations for the total number of comparison nodes in a
computation tree that computes a vector of zeros of a univariate complex
polynomial up to a small error. This and similar problems and their
relations to algebraic topology have been investigated further by Vassiliev
and others; for an overview see [7]. Novak and Wo!zniakowski [5] and the
author [3] studied the topological complexity of the problem to approximate
a zero of a function out of a given class of continuous functions f on the
unit interval with f ð0Þ50 and f ð1Þ > 0 with a prescribed precision e: Here
we continue the work done in [5, 3]. In [5,3] both (a) the total number of
comparison nodes in a computation tree and (b) the worst case number ofPart of the work on this paper was done while the author was supported by a DFG Research
cholarship and a guest at the MSRI, Berkeley, California, and part was done while the author
as supported by Grant 221-97-745 of the Swedish Research Council for Engineering Sciences
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TOPOLOGICAL COMPLEXITY OF ZERO FINDING 913comparisons performed during a computation, i.e., the number of
comparisons on the longest computation path in a computation tree, were
studied. Computation trees derived from real number oracle machines were
considered which could (1) use arithmetic operations out of a given class of
arithmetic operations, (2) use arbitrary real constants, (3) compare real
numbers with 0, and (4) ask for the function values of the input function f
at adaptively chosen points. The following classes of arithmetic operations
were considered: the class fþ;; * ; =; j 	 jg where j 	 j stands for the absolute
value function, the class fþ;; * ; =; log; expg; the class of all continuous
operations, and the class of all operations which satisfy a H .older condition
on each bounded subset of their domain. But the question how many
comparison nodes are needed if only the standard arithmetic operations
fþ;; * ; =g are allowed, was still open. In this paper, we answer this
question for three classes of continuous functions f on the unit interval with
f ð0Þf ð1Þ50: In the following, we assume 05e51
2
:
We show that for the class of all continuous functions f on the
unit interval with f ð0Þf ð1Þ50 there is a balanced computation tree
using fþ;; * ; =g which contains exactly d1=ð2eÞe  1 comparison nodes
in total and exactly dlog2ð1=ð2eÞÞe comparison nodes on the longest
computation path. On the other hand, we show that this is optimal:
any computation tree using fþ;; * ; =g needs d1=ð2eÞe  1 comparison
nodes in total and therefore at least dlog2ð1=ð2eÞÞe comparison nodes
on the longest computation path. This is exponentially worse than for the
class fþ;; * ; =; j 	 jg where one needs roughly log2 e
1 comparison nodes in
total, and roughly log2 log2e
1 comparisons on the longest computation
path [3]. The proof of the lower bound borrows an idea used by Vassiliev [8]
and by Grigoriev et al. [2] related to the Newton polyhedron of a
polynomial.
For the subclass of nondecreasing functions the author [3] had shown that
any computation tree using the arithmetic operations fþ;; * ; =; j 	 jg has at
least roughly log2 e
1 comparison nodes in total, and therefore at least
roughly log2 log2 e
1 comparisons on the longest computation path, and
that on the other hand there is a balanced computation tree with exactly
these numbers of comparisons (in total and on the longest computation
path). Here we show that restricting oneself to fþ;; * ; =g instead of fþ;
; * ; =; j 	 jg leads only to an insigniﬁcant change: one needs at most one
more comparison in total or on the longest computation path.
Finally, we show that for the subclass of increasing functions one needs
exactly one comparison if one allows the operations fþ;; * ; =g: This is in
contrast to the fact that for the subclass of increasing functions one can
solve the problem without any comparison if instead of fþ;; * ; =g the
larger class of operations fþ;; * ; =; log; expg is allowed [5], or the class of
operations fþ;; * ; =; j 	 jg is allowed [3].
PETER HERTLING914In the following section, we present the results in detail, after giving
a short, slightly more detailed description of the computation model
and after deﬁning formally the considered problems and their topo-
logical complexity. In Section 3, we prove the upper bounds for
the complexities stated in Section 2, and in Section 4 we prove the lower
bounds.
2. THE RESULTS
2.1. The Computation Model
Before we describe the problem and present the results in detail we give a
short description of the computation model.
The input for our algorithms are functions mapping real numbers to real
numbers. As the computation model we use the real number oracle machine
model as described in detail by Novak [4] and by Novak and Wo!zniakowski
[5]. It is close to the real number machine model of Blum et al. [1]. Such a
real number oracle machine can be described by a ﬂowchart which can be
developed into a computation tree. Each input leads to a computation path
starting at the root and ending in one of the leaves. In the leaves the result is
produced. The internal nodes may be unary or binary. In the unary nodes
either a real constant is introduced, or a new value is computed by applying
an arithmetic operation to already computed values, or the input function f
is evaluated at some previously computed value v: Note that this value vmay
depend on previously obtained values of f : Hence, we allow adaptive
function evaluation. In the binary nodes a previously computed value v is
compared with zero: ‘‘v50?’’. We also allow tests of the form ‘‘v rel 0?’’ with
rel 2 f4; >;5g: But it is clear that they can be expressed via tests of the ﬁrst
form.
In this paper, as arithmetic operations we will allow only the standard
arithmetic operations addition, subtraction, multiplication, and division,
written shortly as fþ;; * ; =g: Since we are interested in ﬁnding the
minimum number of comparisons needed by any algorithm for a speciﬁc
problem, we are interested only in algorithms with a ﬁnite computation tree.
In order to stress that we consider only the operations fþ;; * ; =g and
consider only ﬁnite computation trees, we will usually speak about algebraic
oracle computation trees. Note that all internal nodes of these trees are unary
or binary. Trees with this property will also be called binary trees. Any
binary tree with n binary nodes in total has at least one path (from the root
to a leaf) which contains at least dlog2 ðnþ 1Þe binary nodes. If a binary tree
has n binary nodes in total and any path in the tree contains at most dlog2
ðnþ 1Þe binary nodes, then we call the tree balanced.
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 9152.2. The Problem
We come to the precise description of the problem. A function f : ½0; 1 !
R is called nondecreasing, if for x; y 2 ½0; 1; x5y implies f ðxÞ4f ðyÞ: It is
called increasing, if for x; y 2 ½0; 1; x5y implies f ðxÞ5f ðyÞ: We consider
the following three classes of functions:
F ¼ ff 2 C½0; 1 j f ð0Þ 	 f ð1Þ50g;
Fnd ¼ ff 2 F j f is nondecreasingg;
Finc ¼ ff 2 F j f is increasingg:
Obviously, FinciFndiF : We also consider the following subclasses:
G1;1 ¼ G\ ff 2 C½0; 1 j f ð0Þ ¼ 1 and f ð1Þ ¼ 1g
for G 2 fF ; Fnd; Fincg: A real number x 2 ½0; 1 is a zero of a function
f : ½0; 1 ! R if f ðxÞ ¼ 0: For e > 0; an e-approximation of a number xn is a
number x with jx xnj4e: We wish to approximate zeros of functions f 2 F
in the root error sense [5]. That means, for some e > 0; and given a function
f 2 F ; we wish to compute a real number which is an e-approximation of
some zero of f :
The computational problems we consider are deﬁned by ﬁxing some
precision e > 0 and a function class G with F 1;1inc  G  F : We consider
algebraic oracle computation trees which, on input f 2 G; compute an e-
approximation of some zero of f : We ask for the minimal number of
comparisons which an algebraic oracle computation tree has to perform to
solve this problem. We will consider two different kinds of ‘‘minimal number
of comparisons.’’ The term topological complexity is used for both of them.
One can either count the total number of comparison nodes in the
computation tree:
comptotalðG; eÞ :¼ min
trees A
# ðcomparison nodes in AÞ;
where the minimum is taken over all algebraic oracle computation trees that
compute an e-approximation of a zero of f for all f from G: Or one can
consider the depth of the computation tree, which we deﬁne to be the largest
number of comparison nodes on any path in the computation tree:
comppathðG; eÞ :¼ min
trees A
max
paths p in A
# ðcomparison nodes on pÞ;
where again the minimum is taken over all algebraic oracle computation
trees that compute an e-approximation of a zero of f for all f from G: Note
PETER HERTLING916that a lower bound for the total number of comparison nodes in any
computation tree for the problem implies a logarithmic lower bound for the
depth of any computation tree for the problem since our computation trees
are binary; cf. Section 2.1:
dlog2ðcomptotalðG; eÞ þ 1Þe4comppathðG; eÞ:
For certain function classes G; we shall give (almost) sharp lower bounds
for the total number comptotalðG; eÞ of comparison nodes in any computa-
tion tree and show that the resulting logarithmic lower bounds for the depth
comppathðG; eÞ of any computation tree are (almost) sharp as well since there
exist optimal balanced algorithms.
2.3. The Results
The following theorem contains the main results of this paper.
Theorem 1. Let a number e > 0 be fixed.
(1) For F1;1  G  F we have
comptotalðG; eÞ ¼ d1=ð2eÞe  1;
comppathðG; eÞ ¼ dlog2ðd1=ð2eÞeÞe;
(2) For F1;1nd  G  Fnd we have
dlog2ðe
1 þ 2Þe  24comptotalðG; eÞ4blog2ð1=minf1; egÞc;
dlog2ðdlog2ðe
1 þ 2Þe  1Þe4comppathðG; eÞ
4dlog2ðblog2ð1=minf1; egÞc þ 1Þe:
(3) For F1;1inc  G  Finc we have
comptotalðG; eÞ ¼ comppathðG; eÞ ¼
0 if e51
2
;
1 if e51
2
:
(
The lower bounds in the second part of the theorem are already
essentially known and have been added only for completeness: the lower
bound
dlog2ðe
1 þ 2Þe  24comptotalðFnd; eÞ
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 917was already shown by the author [3], and the proof given there applies also
to the subclass F 1;1nd : The proofs of the other results will be given in the
following sections.
As we remarked above, for each lower bound b for comptotalðG; eÞ the
number dlog2ðbþ 1Þe is a lower bound for comppathðG; eÞ: On the other hand,
as one reads off the theorem, for each of the upper bounds b for comptotal
ðG; eÞ given in the theorem, the number dlog2ðbþ 1Þe is an upper bound for
comppathðG; eÞ: Furthermore, we will see that in each case the upper bounds
are proved by balanced algorithms, hence, by computation trees which
prove both the upper bound b for comptotalðG; eÞ and the upper bound
dlog2ðbþ 1Þe for comppathðG; eÞ at the same time.
Because of
dlog2ðe
1 þ 2Þe  24blog2ð1=minf1; egÞc4dlog2ðe
1 þ 2Þe  1; ð1Þ
the lower and upper bounds in the second part of the theorem for F 1;1nd 
G  Fnd differ at most by 1.
It is interesting to note that the upper bounds for the class F are achieved
by an algorithm which, in case d1=ð2eÞe ¼ 2n for some n; is just the bisection
algorithm. Thus, for such e the bisection algorithm is optimal with respect to
the total number of comparisons in the tree (among all algorithms which use
only the four basic arithmetic operations fþ;; * ; =g and compute an
e-approximation of a zero for input functions f 2 F ). And for arbitrary
e > 0; the bisection algorithm with dlog2ðd1=ð2eÞeÞe comparison nodes on each
path is optimal (among all such algorithms) with respect to the depth of the
tree, i.e., with respect to the maximal number of comparisons during a
computation.
2.4. Comparison of the Results
It is interesting to compare the results above with the known results for
other classes of arithmetic operations. For a set ARI of real-valued
functions on real numbers, let us deﬁne
comptotalðG;ARI; eÞ and comppathðG;ARI; eÞ
as above, but with respect to oracle computation trees which, instead
of fþ;; * ; =g; may use arithmetic operations from the set ARI.
Table I contains the results for comptotalðG;ARI; eÞ for classes ARI with
fþ;; * ; =; j 	 jg  ARI  farbitrary continuous operationsg
(obtained by the author [3]) and for the class ARI ¼ fþ;; * ; =g:
Furthermore, for the class Finc; Novak and Wo!zniakowski [5] have
shown
TABLE I
Results for comptotalðG;ARI; eÞ
fþ;; * ; =; j 	 jg  ARI
 farb: cont: op:g ARI ¼ fþ;; * ; =g
G ¼ Finc 0 1
G ¼ Fnd dlog2ðe
1 þ 2Þe  2
lower bound : dlog2ðe
1 þ 2Þe  2
upper bound : blog2ð1=minf1; egÞc

G ¼ F dlog2ðe
1 þ 2Þe  2 d1=ð2eÞe  1
PETER HERTLING918comptotalðFinc; fþ;; * ; =; exp; logg; eÞ ¼ 0:
Thus, not allowing to use exp and log or the absolute value function x ! jxj
in addition to the basic four arithmetic operations fþ;; * ; =g makes
it necessary to use a comparison for the class Finc: This is a small
quantitative difference, but an interesting qualitative difference. For
any function class G with F 1;1nd  G  Fnd we see that due to Eq. (1) it
makes only a small quantitative difference (at most one comparison)
whether one may use only the four basic arithmetic operations or
additionally also the absolute value function or even arbitrary continuous
operations. But for the (largest) classes G with F 1;1  G  F the difference
between comptotalðG; fþ;; * ; =g; eÞ and comptotalðG; fþ;; * ; =; j 	 jg; eÞ is
exponential.
One obtains a table for comppathðG;ARI; eÞ corresponding to Table I by
replacing each value b in Table I by dlog2ðbþ 1Þe: Therefore, all statements in
this subsection (Section 2.4) made with respect to comptotalðG;ARI; eÞ are
also true for comppathðG;ARI; eÞ:
2.5. Possible Future Work
We conclude this section with some remarks on possible further
work.
For the class Fnd of nondecreasing functions we simply cited the lower
bound from [3] and did not try to determine the precise complexities since
the difference between the lower and the upper bound is at most one, hence
it is insigniﬁcant. Nevertheless, one may try to determine the exact
complexities comptotalðFnd; eÞ and comppathðFnd; eÞ:
In this paper we have analyzed only the required number of comparisons.
One might also analyze it in connection with other measures for the
complexity, like the required number of function evaluations or arithmetic
operations, and investigate whether there is a tradeoff. The algorithms which
we present in Section 3 for the class of increasing functions (using only one
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 919test) and for nondecreasing functions (using only roughly log2 log2 e
1 tests
during the longest computation) use in the worst case Yðe1Þ function
evaluations during a computation. That is exponentially worse than
bisection.
Finally, one might analyze the problems above also for other classes of
arithmetic operations, e.g., the class fþ;; * ; =; exp; logg considered so far
only in combination with Finc [5].
3. THE UPPER BOUNDS
In this section we prove the upper bounds for the complexities which were
stated in Theorem 1.
For e51
2
the problem to ﬁnd an e-approximation of a zero of a function f
in a class G of functions is trivial even for the class G ¼ F : the algorithm
which simply always gives the number 1
2
as the result certainly computes an
e-approximation of a zero for any function f 2 F : Hence, for G  F and
e51
2
;
comptotalðG; eÞ ¼ comppathðG; eÞ ¼ 0:
One checks that this proves the three assertions of Theorem 1 in the case
e51
2
: In the following subsections we consider the case 05e51
2
and give
algorithms which prove the assertions in this case. For the upper bounds it is
sufﬁcient to consider the classes F ; Fnd and Finc:
3.1. The Algorithm for Arbitrary Functions
In this section, we prove the upper bounds
comptotalðF ; eÞ4d1=ð2eÞe  1
and
comppathðF ; eÞ4dlog2ðd1=ð2eÞeÞe
for arbitrary e with 05e51
2
: We show that for arbitrary 05e51
2
there
is an algebraic oracle computation tree that has only d1=ð2eÞe  1 branching
nodes in total and at most dlog2ðd1=ð2eÞeÞe branching nodes on any
path and computes an e-approximation of some zero of f ; for any
f 2 F :
We shall describe the algorithm as a binary tree and use the following
simple fact about binary trees.
PETER HERTLING920Lemma 2. Let a binary tree have n51 branching nodes and therefore
nþ 1 leaves. Number the branching nodes with 1 to n recursively in the order:
left son–root–right son, and number the leaves with 0 to n from left to right,
compare Fig. 1. Then, the path from the root
* to leaf 0 contains node 1 and makes a left turn there,
* to leaf k; for some k 2 f1; . . . ; n 1g; contains node k and makes a right
turn there, and contains node k þ 1 and makes a left turn there,
* to leaf n contains node n and makes a right turn there.
We omit the elementary proof.
We describe the algorithm for a given, ﬁxed e with 05e51
2
: We deﬁne
n :¼ d1=ð2eÞe  1:
Then n51: We choose a balanced binary tree with n branching nodes.
Remember that ‘‘balanced’’ means that the tree has the shortest possible
depth for the number of branching nodes: any path contains at most dlog2
ðnþ 1Þe branching nodes. Now, we number the nodes with 1 to n recursively
in the order: left son–root–right son, and we number the leaves with 0 to n
from left to right, cf. Fig. 1. We will use this tree for the computation tree.
Into branching node k; for k ¼ 1; . . . ; n; we place the test
‘‘f ð0Þf ðk=ðnþ 1ÞÞ > 0’’. In the case of a positive answer the algorithm
continues with the right son of the node, in the case of a negative answer
with the left son of the node. In leaf k; for k ¼ 0; . . . ; n; the algorithm gives as
the result the value
outk :¼
2k þ 1
2nþ 2
:
This ends the description of the algorithm.FIG. 1. A balanced binary tree with 6 binary nodes, numbered recursively in the order: left
son–root–right son.
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computation tree contains exactly n ¼ d1=ð2eÞe  1 comparison nodes
altogether. Since it is balanced, each path contains at most dlog2ðnþ 1Þe
comparison nodes. Let us apply the algorithm to some function
f 2 F : After ﬁnitely many steps we arrive in some leaf k; for some
k 2 f0; . . . ; ng; and obtain the result outk ¼ ð2k þ 1Þ=ð2nþ 2Þ: We claim
that this is a 1=ð2nþ 2Þ-approximation of a zero of f : Because of
1=ð2nþ 2Þ4e it is also an e-approximation of a zero of f : We distinguish
three cases.
Case I: We reach leaf k ¼ 0: Then, according to Lemma 2, during
the computation we must have performed the test ‘‘f ð0Þf ð1=nþ 1ÞÞ > 0’’
and obtained a negative answer. Thus, f ð0Þf ð1=ðnþ 1ÞÞ40: This
implies that the interval ½0; 1=ðnþ 1Þ contains a zero of f : Hence,
the number out0 ¼ 1=ð2nþ 2Þ is a 1=ð2nþ 2Þ-approximation of a zero
of f :
Case II: We reach a leaf k for some k 2 f1; . . . ; n 1g: Then, according to
Lemma 2, we know f ð0Þf ðk=ðnþ 1ÞÞ > 0 and f ð0Þf ððk þ 1Þ=ðnþ 1ÞÞ40:
This implies that the interval ½k=ðnþ 1Þ; ðk þ 1Þ=ðnþ 1Þ contains a zero of f :
Hence, the number outk ¼ ð2k þ 1Þ=ð2nþ 2Þ is a 1=ð2nþ 2Þ-approximation
of a zero of f :
Case III: We reach leaf k ¼ n: Then, according to Lemma 2,
we know f ð0Þf ðn=ðnþ 1ÞÞ > 0: Since by assumption f ð0Þf ð1Þ50;
we conclude that f ðn=ðnþ 1ÞÞf ð1Þ50: This implies that the
interval ½n=ðnþ 1Þ; 1 contains a zero of f : Hence, the number
outn ¼ ð2nþ 1Þ=ð2nþ 2Þ is a 1=ð2nþ 2Þ-approximation of a zero
of f :
This ends the proof of the correctness of the algorithm.
3.2. The Algorithm for Increasing Functions
In this section, we prove the upper bound
comptotalðFinc; eÞ41
for arbitrary e with 05e51
2
: That is, we show that for arbitrary 05e51
2
there is an algebraic oracle computation tree that has only one test and
computes an e-approximation of the zero of f for any f 2 Finc: Of course,
this implies also comppathðFinc; eÞ41:
We shall use two polynomials which act almost like characteristic
functions on certain intervals. For arbitrary d with 05d51 we ﬁx
two polynomials pd and qd in one variable with the following
properties.
PETER HERTLING922(1) pd satisﬁes
jpdðxÞj41 for x 2 ½2; 3;
1 d4pdðxÞ41 for x 2 ½2;1=3;
jpdðxÞj4d for x 2 ½1=2; 3:
(2) qd satisﬁes
jqdðxÞj41 for x 2 ½3; 2;
jqdðxÞj4d for x 2 ½3;1=2;
1 d4qdðxÞ41 for x 2 ½1=3; 2:
Note that such polynomials pd and qd exist for arbitrary d with 05d51
since, due to the Weierstrass approximation theorem, the univariate
polynomials form a dense subset of CðIÞ for any compact interval I : For
example, in order to obtain a suitable function pd; it is sufﬁcient to take a
polynomial that approximates with precision d=2 the continuous, piecewise
linear function from ½2; 3 to R with constant value 1 d=2 on ½2;13;
with value ð1 d=2Þ6
5
ð1
2
 xÞ on ½1
3
; 1
2
 and with constant value 0 on ½1
2
; 3: In
addition to pd and qd we shall use the two fractional transformations r and s
deﬁned in the following two lemmas. They map certain pairs of values into
intervals on which pd or qd act almost like characteristic functions. They are
illustrated in Fig. 2. We omit the proofs of the lemmas because they are
entirely elementary.FIG. 2. About the fractional transformations r and s in Lemmas 3 and 4.
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 923Lemma 3. For two real numbers x and y with x4y and
rðx; yÞ :¼
2xþ y
xþ 2y
;
the following three statements are true:
1. if x50 and y40; then 24rðx; yÞ4 1
3
;
2. if x404xþ y and 05y; then 1
2
4rðx; yÞ43;
3. if 04x and 05y; then 1
3
4rðx; yÞ41
2
:
Lemma 4. For two real numbers x and y with x4y and
sðx; yÞ :¼
xþ 2y
2xþ y
;
the following three statements are true:
1. if x50 and y40; then 1
2
4sðx; yÞ41
3
;
2. if x50 and xþ y404y; then 34sðx; yÞ4 1
2
;
3. if 04x and 05y; then 1
3
4sðx; yÞ42:
Now we describe the algorithm for a given ﬁxed e with 05e51
2
: We ﬁx a
positive integer n with e > 1=ð2nþ 2Þ and choose a d 2 ð0; 1Þ small enough
such that
1 ð1 dÞn4e 1=ð2nþ 2Þ:
For any function f 2 Finc the algorithm computes
xi :¼ f
i
nþ 1
 
for i ¼ 1; . . . ; nþ 1
and
yi :¼ xiðxi þ xiþ1Þ for i ¼ 1; . . . ; n:
If
Yn
i¼1
yi40;
then it gives as the result
out4 :¼
3
2nþ 2
þ
1
nþ 1
Xn1
i¼1
Yi
j¼1
pdðrðxj; xjþ1ÞÞ:
PETER HERTLING924Otherwise it gives as the result
out> :¼
2nþ 1
2nþ 2

1
nþ 1
Xn
i¼1
Yn
j¼niþ1
qdðsðxj; xjþ1ÞÞ:
This ends the description of the algorithm.
Before we prove the correctness of the algorithm we give some
explanations. An important point in the algorithm is that at most one of
the factors yi in the product
Qn
j¼1 yi can be less than or equal to zero. This is
due to the fact that f is increasing, hence xi5ðxi þ xiþ1Þ=25xiþ1 for
i 2 f1; . . . ; ng: If
Qn
i¼1 yi40; then there is a number i0 2 f1; . . . ; ng with
yi050: Then xi0404ðxi0 þ xi0þ1Þ=2; and the zero of f lies in the interval
½i0=ðnþ 1Þ; ði0 þ 1Þ=ðnþ 1Þ: The idea behind the formula for out4 is that in
the case yi040 the term pdðrðxj; xjþ1ÞÞ will be close to 1 for j5i0; close to 0
for j ¼ i0; and have absolute value at most 1 for j > i0: Thus, the productQi
j¼1 pdðrðxj; xjþ1ÞÞ will be close to 1 for i5i0; and close to 0 for i5i0: If, on
the other hand,
Qn
i¼1 yi > 0; then yi > 0 for all i 2 f1; . . . ; ng; hence, either
05x1; or there must be a number l0 2 f1; . . . ; ng with ðxl0 þ xl0þ1Þ=2505
xl0þ1: The idea behind the formula for out> is similar to the idea behind the
formula for out4:
We come to the correctness proof of the algorithm. Let f 2 Finc: Then f
has a unique zero. We distinguish three cases.
Case 1:
Qn
i¼1 yi40: Then there is an index i0 2 f1; . . . ; ng with yi040: Since
f is increasing, this implies
xi0404ðxi0 þ xi0þ1Þ=25xi0þ1:
Hence, the number ð2i0 þ 1Þ=ð2nþ 2Þ is a 1=ð2nþ 2Þ-approximation of the
zero of f : Furthermore, we obtain
xj5xjþ140 for all j5i0:
xj > 0 for all j > i0:
Lemma 3 gives us
1 d4pdðrðxj; xjþ1ÞÞ41 for j5i0;
jpdðrðxi0 ; xi0þ1ÞÞj4d;
jpdðrðxj; xjþ1ÞÞj41 for all j:
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out4 
2i0 þ 1
2nþ 2


¼
1
nþ 1
Xn1
i¼1
Yi
j¼1
pdðrðxj; xjþ1ÞÞ  ði0  1Þ


4
1
nþ 1
Xi01
i¼1
Yi
j¼1
pdðrðxj; xjþ1ÞÞ  1

þ
Xn1
i¼i0
Yi
j¼1
pdðrðxj; xjþ1ÞÞ


 !
4
1
nþ 1
Xi01
i¼1
jð1 dÞi  1j þ
Xn1
i¼i0
d
 !
4
1
nþ 1
Xi01
i¼1
ð1 ð1 dÞn1Þ þ
Xn1
i¼i0
ð1 ð1 dÞn1Þ
 !
¼
n 1
nþ 1
ð1 ð1 dÞn1Þ
4e
1
2nþ 2
:
Hence, out4 is an e-approximation of the zero of f :
Case II:
Qn
i¼1 yi > 0 and x150: Then xi=0 for all i: We deﬁne
l0 :¼ minfi 2 f1; . . . ; ng j xiþ1 > 0g:
Then,
xj50 for all j4l0;
xj40 for all j > l0:
Hence, the number ð2l0 þ 1Þ=ð2nþ 2Þ is a 1=ð2nþ 2Þ-approximation of the
zero of f : Due to xj > 0 for all j > l0 we have yj > 0 for all j > l0: Due to
xj50 for all j4l0 we have also yj > 0 for all j5l0: But since
Qn
i¼1 yi > 0; we
conclude that also the remaining factor in this product must be greater than
0: yl0 > 0: Together with xl050 this implies
xl0 þ xl0þ1505xl0þ1:
From Lemma 4 we obtain
jqdðsðxl0 ; xl0þ1ÞÞj4d;
1 d4qdðsðxj; xjþ1ÞÞ41 for j > l0;
jqdðsðxj; xjþ1ÞÞj41 for all j:
PETER HERTLING926We conclude
out> 
2l0 þ 1
2nþ 2


¼
1
nþ 1
n l0 
Xn
i¼1
Yn
j¼niþ1
qdðsðxj; xjþ1ÞÞ


4
1
nþ 1
Xnl0
i¼1
1
Yn
j¼niþ1
qdðsðxj; xjþ1ÞÞ


 
þ
Xn
i¼nl0þ1
Yn
j¼niþ1
qdðsðxj; xjþ1ÞÞ


!
4
1
nþ 1
Xnl0
i¼1
jð1 ð1 dÞij þ
Xn
i¼nl0þ1
d
 !
4
n
nþ 1
ð1 ð1 dÞnÞ
4e
1
2nþ 2
:
Hence, out> is an e-approximation of the zero of f :
Case III:
Qn
i¼1 yi > 0 and xi > 0: Actually, x1 > 0 implies
Qn
i¼1 yi > 0: The
number 1=ð2nþ 2Þ is a 1=ð2nþ 2Þ-approximation of the zero of f :
Furthermore, we obtain from Lemma 4
jqdðsðxj; xjþ1ÞÞ  1j4d for 14j4n:
As in the last calculations in Case II one obtains
out> 
1
2nþ 2

4 1nþ 1
Xn
i¼1
1
Yn
j¼niþ1
qdðsðxj; xjþ1ÞÞ


4
1
nþ 1
Xn
i¼1
j1 ð1 dÞij
4e
1
2nþ 2
:
Hence, the number out5 is an e-approximation of the zero of f :
This ends the proof of the correctness of the algorithm.
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 9273.3. The Algorithm for Nondecreasing Functions
In this section, we prove the upper bounds
comptotalðFnd; eÞ4blog2ð1=eÞc
and
comppathðFnd; eÞ4dlog2ðblog2ð1=eÞc þ 1Þe
for arbitrary e with 05e51
2
: We show that for arbitrary 05e51
2
there is an
algebraic oracle computation tree that has only blog2ð1=eÞc branching nodes
in total and at most dlog2ðblog2ð1=eÞc þ 1Þe branching nodes on any path and
computes an e-approximation of a zero of f for any f 2 Fnd:
We will use again the polynomials pd and qd for a suitable d as well as the
fractional transformations r and s which were introduced in Section 3.2.
Furthermore, we will use again Lemma 2 in Section 3.1 about binary trees.
We describe the algorithm for a given ﬁxed e with 05e51
2
: We deﬁne
n :¼ blog2ð1=eÞc
and choose a number d 2 ð0; 1Þ small enough such that
1 ð1 dÞ2
n14e 1=2nþ1:
As in Section 3.1 we choose a balanced binary tree with n branching nodes.
Hence, any path contains at most dlog2ðnþ 1Þe branching nodes. Now, we
number the nodes with 1 to n recursively in the order: left son–root–right
son, and we number the leaves with 0 to n from left to right; cf. Fig. 1. We
will use this tree as the computation tree. Into branching node k we will
place a test of the form ‘‘Tkðf Þ40’’ where Tkðf Þ will be deﬁned below. In the
case of a positive answer the algorithm continues with the right son of the
node, in the case of a negative answer with the left son of the node.
For any function f 2 Fnd the algorithm computes
xi :¼ f
i
2n
 
for i ¼ 1; . . . ; 2n
and
yi :¼ xi 	 ðxi þ xiþ1Þ for i ¼ 1; . . . ; 2n  1:
For k ¼ 1; . . . ; n; the test ‘‘Tkðf Þ40’’ is deﬁned by
Tkðf Þ :¼
Y2nþ1k1
i¼1
yi	2k1 :
PETER HERTLING928For k ¼ 1; . . . ; n; in leaf k the algorithm gives as the result
outkðf Þ :¼
2k þ 1
2nþ1
þ
1
2nk
X2nk1
i¼1
Yi1
j¼0
pdðrðx2k1þj	2k ; xðjþ1Þ	2k ÞÞ;
and in leaf 0 it gives as the result
out0ðf Þ :¼
2nþ1  1
2nþ1

1
2n
X2n1
i¼1
X2n1
j¼2ni
qdðsðxj; xjþ1ÞÞ:
This ends the description of the algorithm.
The algorithm is based on the same ideas as the algorithm for
increasing functions in Section 3.2. There is an additional difﬁculty:
in the correctness proof for the algorithm for increasing functions
we were able to conclude in the case
Qn
i¼1 yi40 that exactly one factor
yi in this product is less than or equal to zero. Here we need
something similar. But the input function f does not need to be
increasing. We only know that it is nondecreasing. Nevertheless,
we obtain the desired statement since, when the computation ends
in a node k 2 f1; . . . ; n 1g; we know not only Tkðf Þ40 but also
Tkþ1ðf Þ > 0:
We come to the correctness proof for the algorithm. Let f 2 Fnd: We apply
the algorithm of f and reach one of the leaves of the computation tree. We
distinguish three cases.
Case I: We reach leaf 0. Then, according to Lemma 2, the test ‘‘T1ðf Þ40’’
must have had a negative answer, that is, we have
Y2n1
i¼1
yi > 0:
This case can be treated in the same way as the union of Cases II and III in
the proof of the correctness of the algorithm for increasing functions in
Section 3.2. Using the same arguments as before, one shows that out0ðf Þ is
an e-approximation of a zero of f :
Case II: There is some number k0 2 f1; . . . ; n 1g such that we reach leaf
k0: Then, according to Lemma 2, the test ‘‘Tk0 ðf Þ40’’ must have had a
positive answer, and the test ‘‘Tk0þ1ðf Þ40’’ must have had a negative
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Y2nþ1k01
i¼1
yi2k0140 and
Y2nk01
i¼1
yi2k0 > 0:
We conclude that there is some odd i0 2 f1; 3; . . . ; 2nþ1k0  1g with yi02k01
40: Deﬁning i0 2 f0; 1; . . . ; 2nk0  1g by i0 ¼ 2i0 þ 1 we rewrite this as
y2k01þi02k040: Since f is nondecreasing this means
x2k01þi02k0404
x2k01þi02k0 þ x2k01þ1þi02k0
2
4x2k01þ1þi02k0 :
Therefore, the number ð2k0 þ i02k0þ1 þ 1Þ=2nþ1 is a 1=2nþ1-approximation of
a zero of f : Now we show that the output outk0 ðf Þ in leaf k0 is an
ðe 1=2nþ1Þ-approximation of this number and therefore an e-approxima-
tion of a zero of f : From x2k01þ1þi02k050; from
Q2nk01
i¼1 yi2k0 > 0; and from
the fact that f is nondecreasing we conclude that xl > 0 for all l5ði0 þ 1Þ2k0 ;
hence, in particular
05x2k01þj2k04xðjþ1Þ2k0 for all j > i0: ð2Þ
Furthermore, we obtain
x2k01þi02k0404x2k01þi02k0 þ xði0þ1Þ2k0 and 05xði0þ1Þ2k0 : ð3Þ
In the same way, from x2k01þi02k040; from
Q2nk01
i¼1 yi2k0 > 0; and from the
fact that f is nondecreasing, we conclude that xl50 for all l4i02k0 ; hence, in
particular
x2k01þj2k04xðjþ1Þ2k050 for all j5i0: ð4Þ
Estimations (2)–(4), and Lemma 3 imply
1 d4pdðrðx2k01þj2k0 ; xðjþ1Þ2k0 ÞÞ41 for j5i0;
jpdðrðx2k01þi02k0 ; xði0þ1Þ2k0 ÞÞj4d;
jpdðrðx2k01þj2k0 ; xðjþ1Þ2k0 ÞÞj41 for all j:
PETER HERTLING930We conclude the proof using the same arguments as in the end of the
treatment of Case I in the correctness proof in Section 3.2:
outk0ðf Þ 
2k0 þ 1þ i02k0þ1
2nþ1


¼
1
2nk0
X2nk01
i¼1
Yi1
j¼0
pdðrðx2k01þj2k0 ; xðjþ1Þ2k0 ÞÞ  i0


4
1
2nk0
Xi0
i¼1
Yi1
j¼0
pdðrðx2k01þj2k0 ; xðjþ1Þ2k0 ÞÞ  1


 
þ
X2nk01
i¼i0þ1
Yi¼1
j¼0
pdðrðx2k01þj2k0 ; xðjþ1Þ2k0 ÞÞ


!
4
1
2nk0
Xi0
i¼1
jð1 dÞi  1j þ
X2nk01
i¼i0þ1
d
 !
4e
1
2nþ1
:
Hence, outk0ðf Þ is an e-approximation of a zero of f :
Case III: We reach leaf n: Then, according to Lemma 2, the test
‘‘Tnðf Þ40’’ must have had a positive answer, that is, we have
y2n140:
This implies x2n1404x2n1þ1: Hence, the number ð2n þ 1Þ=2nþ1 is a 1=2nþ1-
approximation of a zero of f : The sum in the expression for outnðf Þ is
empty, and one obtains
outnðf Þ ¼
2n þ 1
2nþ1
:
Thus, outnðf Þ is a 1=2nþ1-approximation of a zero of f and therefore also an
e-approximation of a zero of f :
This ends the correctness proof for the algorithm.
4. THE LOWER BOUNDS
In this section, we prove the lower bounds for the complexities which were
stated in Theorem 1.
First of all, we note that for each class G of functions the stated lower
bound for comppathðG; eÞ follows immediately from the stated lower bound
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 931for comptotalðG; eÞ since any binary tree with at least n branching nodes in
total has at least one path with at least dlog2ðnþ 1Þe branching nodes. Hence,
we need to show only the lower bounds for the total number of nodes.
It is sufﬁcient to prove the lower bounds for the classes G1;1; for
G 2 fF ; Fnd; Fincg:
In the beginning of Section 3 we have seen that comptotalðG; eÞ ¼ 0 for
e51
2
; and this matches the lower bounds given in Theorem 1 for e51
2
:
Finally, the lower bound
dlog2ðe
1 þ 2Þe  24comptotalðFnd; eÞ
was already shown by the author [3]. The proof given there applies also to
the smaller class F 1;1nd :
Hence, it remains to prove
14comptotalðF
1;1
inc ; eÞ and d1=ð2eÞe  14comptotalðF
1;1; eÞ
for 05e51
2
: This will be done in Sections 4.2 and 4.3. In Section 4.1 we
formulate a lemma which is useful for both proofs.
4.1. Finding Extended Zeros of Jump Functions
We show that any algebraic oracle computation tree that ﬁnds an
e-approximation of a zero of any function in F 1;1inc or in F
1;1 also ﬁnds an
e-approximation of an ‘‘extended zero’’ of certain discontinuous functions
that can be approximated by functions out of the given class.
First, we introduce some terminology. We call a function f : ½0; 1 ! R a
jump function, if the set
Df :¼ fx 2 ½0; 1 j f is discontinuous in xg
of points at which f is not continuous is ﬁnite. A number x0 2 ½0; 1 is called
an extended zero of a jump function f : ½0; 1 ! R; if every neighborhood of
x0 contains a point xl 2 ½0; 1 with f ðxlÞ40 and a point xg 2 ½0; 1 with
f ðxgÞ50: Such points xl and xg do not have to be distinct and may be equal
to x0:
Obviously, any continuous function f : ½0; 1 ! R is a jump function. The
extended zeros of a continuous function f : ½0; 1 ! R are exactly its zeros in
the usual sense.
For any G 2 fF ; F 1;1; Fnd; F
1;1
nd ; Finc; F
1;1
inc g; one can deﬁne the corre-
sponding class JG by considering jump functions instead of continuous
functions and keeping the other conditions in the deﬁnition of the function
class G: We will use the following lemma only for G 2 fF 1;1inc ; F
1;1g:
FIG. 3. An increasing jump function f and the function f1=10 deﬁned in the proof of
Lemma 5.
PETER HERTLING932Lemma 5. Fix a class G 2 fF ; F 1;1; Fnd; F
1;1
nd ; Finc; F
1;1
inc g and an e > 0:
Let A be an algebraic oracle computation tree that computes an
e-approximation of a zero of f for any function f 2 G: Then A also computes
an e-approximation of an extended zero of f for any f 2 JG:
Proof. Let f be some function in JG=G: For every d with
05d4df :¼ minfjx yj j x; y 2 Df [ f0; 1g; x=yg=2;
we deﬁne a function fd : ½0; 1 ! R as follows; see Fig. 3:
fdðxÞ :¼
f ð *xÞ þ ðx *xÞðf ð *x þ dÞ  f ð *xÞÞ=d if there is some *x 2 Df
with x 2 ð *x; *x þ dÞ;
f ð *xÞ  ð *x  xÞðf ð *xÞ  f ð *x  dÞÞ=d if there is some *x 2 Df
with x 2 ð *x  d; *xÞ;
f ðxÞ for all other x:
8>>><
>>>>:
These functions fd are continuous. Furthermore, if f is nondecreasing
(resp., increasing) then also fd is nondecreasing (resp., increasing). And we
have fdð1Þ ¼ f ð1Þ and fdð1Þ ¼ f ð1Þ: Hence, fd 2 G: For d tending to 0
the functions fd converge pointwise to f : Even more: using
dðxÞ :¼
df if x 2 Df [ f0; 1g;
minfdf ;distðx;Df [ f0; 1gÞg if x 2 ½0; 1=ðDf [ f0; 1gÞ;
(
one sees that fdðxÞ ¼ f ðxÞ for all x 2 ½0; 1 and all positive d4d
ðxÞ:
We consider the computation which is performed when we apply the
algorithm A to fd; and we let d tend to 0. We claim that there is some positive
df such that for all positive d4df exactly the same computation is performed
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evaluated at the same points z1; . . . ; zl; and that the values fdðz1Þ; . . . ; fdðzlÞ
are independent of d: Note that this implies fdðziÞ ¼ f ðziÞ for i ¼ 1; . . . ; l:
We prove this claim by induction over the computation steps. Let us
consider some computation step t þ 1 and assume that there is some dt such
that the computation performed up to step t is identical for all positive
d4dt: This implies that all points at which fd has been evaluated so far and
the values of fd at these points are the same for all d4dt: If at step t þ 1 a
numerical computation or a comparison is performed, then it is based on
previously obtained values of fd and previously performed computations.
Hence, it is the same for all positive d4dt; and we can set dtþ1 :¼ dt: If at
step t þ 1 the value of fd at some point z is asked for, then, since z must have
been computed earlier and is therefore the same for all d4dt; we can take
dtþ1 :¼ minfd
ðzÞ; dtg: This ends the induction step. Finally, since the
computation tree A is ﬁnite, there is an upper bound, independent from d;
for the length of computations performed when applying A to fd: This
implies that the minimum df :¼ minfdt j t51g is positive. Hence, we have
proved our assertion: there is some positive df such that for all positive
d4df exactly the same computation is performed when A is applied to fd:
If we apply A to f ; then, due to the claim just proved, the same
computation is performed as for any fd with 05d5df : Hence, the
computation ends after ﬁnitely many steps, and the result}let us call it
outAðf Þ}is an e-approximation of a zero of fd; for any d with 05d4df : For
each such d; let zd be a zero of fd with joutAðf Þ  zdj4e: The set fz1=n j n 2
Z; n > 0; 1=n4df g has an accumulation point zf in the interval ½0; 1: From
the deﬁnition of fd it is clear that zf is an extended zero of f : Since it is also
clear that joutAðf Þ  zf j4e; the lemma is proved. ]
4.2. The Lower Bound for Increasing Functions
In this section, we prove the lower bound
14comptotalðF
1;1
inc ; eÞ
for 05e51
2
:
Let us ﬁx a number e with 05e51
2
: For the sake of a contradiction, we
assume that there is an algorithm which does not use any comparison and
computes an e-approximation of the zero of f for any f 2 F 1;1inc :
We deﬁne a class of jump functions fy : ½0; 1 ! R for y 2 ½ð
ﬃﬃﬃ
5
p

1Þ=2; 0Þ [ ð0; ð
ﬃﬃﬃ
5
p
 1Þ=2 by
fyðxÞ :¼
1 if x ¼ 0;
y þ y2ð2x 1Þ if 05x51;
1 if x ¼ 1:
8><
>:
PETER HERTLING934These functions fy are jump functions in JF
1;1
inc ; cf. Section 4.1. By Lemma 5
the algorithm A will compute an e-approximation of an extended zero of fy ;
when applied to fy :
When applied to fy ; the algorithm will compute step by step a sequence of
real values v1; . . . ; vm (depending on y). Each of them can either be a
constant, or be given by a rational expression in previously computed
values, or be the value of fy at a previously computed value. One of these
values, without loss of generality the last one, vm; will be the output of the
computation. We denote it by outAðfyÞ:
We claim that for each i ¼ 1; . . . ;m there is a rational expression riðyÞ in the
variable y such that vi ¼ riðyÞ for all but finitely many parameters y:
This claim is proved by induction over i ¼ 1; . . . ;m: Let us assume that it
is true for all i5k for some k: We distinguish three cases for the value vk :
Case I. If vk is a constant, say, c; the assertion is true also for k by setting
rkðyÞ :¼ c:
Case II. Assume that vk is given by a rational expression in previously
computed values, i.e., values of the form vj with j5k: Then we can plug into
this expression the rational expressions rjðyÞ which we know for the
previously computed values by induction hypothesis. In this way, we obtain
a rational expression in y: We call it rkðyÞ: The expressions rjðyÞ for the
previously computed values vj gave the correct values vj except for ﬁnitely
many y: Hence, we also have rkðyÞ ¼ vk except for ﬁnitely many y:
Case III. The last case is the case that vk is the value of the function fy at
some previously computed value vj; for some j5k; that is, vk ¼ fyðvjÞ: We
distinguish three subcases.
Subcase III.I. The rational function rjðyÞ is constant with value 0 on its
domain of deﬁnition. Then we set rkðyÞ :¼ 1: For all but ﬁnitely many y we
have vj ¼ rjðyÞ; and, hence, vk ¼ fyðvjÞ ¼ fyðrjðyÞÞ ¼ fyð0Þ ¼ 1 ¼ rkðyÞ:
Subcase III.II. The rational function rjðyÞ is constant with value 1 on its
domain of deﬁnition. Then we set rkðyÞ :¼ 1:
Subcase III.III. The rational function rjðyÞ is not constant on its domain
of deﬁnition or it is constant on its domain of deﬁnition but its value is
different from 0 and 1. Then, since a nonconstant rational function in one
variable can take a certain value only ﬁnitely many times, for all but ﬁnitely
many y we have vj ¼ rjðyÞ and rjðyÞ =2 f0; 1g; and therefore
vk ¼ fyðvjÞ ¼ y þ y2ð2rjðyÞ  1Þ:
Thus, the assertion is proved by setting rkðyÞ :¼ y þ y2ð2rjðyÞ  1Þ:
We have proved the claim by induction. Applying it to the output vm ¼
outAðfyÞ; we obtain a rational expression rmðyÞ: This rational expression
deﬁnes a rational function in y which, for all but ﬁnitely many y; is equal to
the output vm ¼ outAðfyÞ of the algorithm, and therefore an e-approximation
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is given by zðyÞ ¼ 1 for y50 and by zðyÞ ¼ 0 for y > 0: Thus, we have
jrmðyÞ  zðyÞj4e
for all but ﬁnitely many y 2 ½ð
ﬃﬃﬃ
5
p
 1Þ=2; 0Þ [ ð0; ð
ﬃﬃﬃ
5
p
 1Þ=2: Thus, 0
cannot be a pole of the rational function rmðyÞ: But rmðyÞ can also not be
extended continuously into 0 because e51
2
: Contradiction! Hence, there
cannot be an algorithm that computes without comparisons an e-
approximation of the zero of f ; for any f 2 F 1;1inc :
4.3. The Lower Bound for Arbitrary Functions
In this section, we prove the lower bound
d1=ð2eÞe  14comptotalðF
1;1; eÞ
for 05e51
2
:
First, we prove a lemma related to the Newton polyhedron of a
polynomial or a formal power series. It is based on an idea used by Vassiliev
[8] and by Grigoriev et al. [2]. Let us ﬁx an integer n51 and a vector
%a ¼ ða1; . . . ; anÞ of positive real numbers which are linearly independent over
Q: That means that
Xn
i¼1
ziai=0:
for any integer vector %z ¼ ðz1; . . . ; znÞ 2 Z
n=fð0; . . . ; 0Þg:
Lemma 6. Let rðx1; . . . ; xnÞ be a nonzero (i.e., not identically equal to zero)
rational function in n variables.
(1) There exists a number b > 0 such that for every sign vector ðs1; . . . ;
snÞ 2 f1; 1g
n; the numbers rðs1ta1 ; . . . ;sntan Þ for t 2 ð0; b are well defined (not
plus or minus infinity) and nonzero and have the same sign, i.e., their sign
depends only on ðs1; . . . ; snÞ but not on t:
(2) Either limt&0 jrðs1ta1 ; . . . ; sntan Þj ¼ 1 for all sign vectors ðs1; . . . ;
snÞ 2 f1; 1g
n; or the limit limt&0 rðs1ta1 ; . . . ; sntan Þ exists (is finite) for all sign
vectors ðs1; . . . ;snÞ; and it has the same absolute value for all.
Proof. We can write the rational function rðx1; . . . ; xnÞ as the quotient of
two nonzero polynomials in x1; . . . ; xn:
rðx1; . . . ; xnÞ ¼ pðx1; . . . ; xnÞ=qðx1; . . . ; xnÞ:
PETER HERTLING936Since the numbers a1; . . . ; an are linearly independent over Q; there is a
unique monomial c 	 xm11 	 . . . 	 x
mn
n with nonzero coefﬁcient c in pðx1; . . . ; xnÞ
such that
Xn
i¼1
miai ¼ min
(Xn
i¼1
liai j the monomial x
l1
1 	 . . . 	 x
ln
n :
has a nonzero coefficient in p
)
(the vector ðm1; . . . ;mnÞ is the unique vector in the Newton polyhedron of p
in which the lower supporting plane of the Newton polyhedron of p
orthogonal to %a touches the Newton polyhedron). For any sign vector %s ¼
ðs1; . . . ;snÞ 2 f1; 1g
n; this monomial dominates all other monomials in p
on the curve ðx1; . . . ; xnÞ ¼ ðs1ta1 ; . . . ;sntan Þ for sufﬁciently small positive t:
There is also a uniquely determined monomial c0 	 x
m0
1
1 	 . . . 	 x
m0n
n with nonzero
coefﬁcient c0 in qðx1; . . . ; xnÞ with the corresponding property. Thus, the
behavior of rðs1ta1 ; . . . ; sntan Þ for any sign vector %s and for positive t tending
to zero is determined by the term
c
c0
tðm1m
0
1
Þa1þ			þðmnm0nÞan
Yn
i¼1
smim
0
i
i :
Especially, there is a positive number b such that for all sign vectors %s and
all t 2 ð0; b the sign of rðs1ta1 ; . . . ; sntan Þ is equal to the sign of c=c0
Qn
i¼1
smim
0
i
i : The assertions follow. ]
Let us ﬁx a number e with 05e51
2
: For the sake of a contradiction we
assume that there are an integer n with 14n51=ð2eÞ and an algebraic oracle
computation tree A with exactly n 1 comparison nodes in total which
computes an e- approximation of a zero of f for any f 2 F 1;1: We will
derive a contradiction in a similar way as in the proof in Section 4.2.
Therefore, we will consider jump functions of the following form: for a
vector %s ¼ ðs0; . . . ; snÞ 2 R
nþ1 with
05s05s15 	 	 	5sn41
and a vector %y ¼ ðy1; . . . ; ynÞ 2 R
n we deﬁne the jump function f%s; %y : ½0; 1 !
R by
f%s; %yðxÞ :¼
1 if 04x5s0;
yi if si14x5si for some i 2 f1; . . . ; ng;
1 if sn4x41:
8><
>:
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 937These functions f%s; %y are obviously elements of JF 1;1; cf. Section 4.1. By
Lemma 5 the computation tree computes an e-approximation of an
extended zero for any such function f%s; %y:
For the rest of this section we ﬁx a vector %a ¼ ða1; . . . ; anÞ of positive real
numbers which are linearly independent over Q:
First, we shall show that for a certain class of input functions of the
form f%s; %y the values computed in the algorithm are given by rational
expressions in y1; . . . ; yn where the expression for a value depends only on
the corresponding node in the computation tree in which this value is
computed.
Lemma 7. Let the (unary) nodes of the tree A be numbered from 1 to, say,
m; and denote the value computed in the unary node i by vi:
There exist
(1) a vector %s ¼ ðs0; . . . ; snÞ 2 R
nþ1 with 05s0; with si þ 2e5siþ1 for all
i 2 f0; . . . ; n 1g; and with sn41;
(2) rational expressions r½kðy1; . . . ; ynÞ in n variables, for k ¼ 1; . . . ;m;
(3) a positive real number bð%sÞ;
with the following property for all unary nodes in the computation tree, for all
sign vectors %s ¼ ðs1; . . . ; snÞ 2 f1; 1g
n; and for all t 2 ð0; bð%sÞ: if the unary
node i lies on the computation path on input f%s; %y where
%y ¼ ðy1; . . . ; ynÞ :¼ ðs1ta1 ; . . . ;sntanÞ;
then
vi ¼ r½iðy1; . . . ; ynÞ:
Proof. In order to prove the lemma we shall prove a slightly stronger
claim by induction for subtrees which are obtained by cutting off leaves or
branches. We introduce some notation. Let us say that an algebraic oracle
computation tree is well defined on input f for some function f : ½0; 1 ! R;
if its evaluation on input f leads to a computation path ending in a leaf,
without divisions by 0, and such that any value v for which f ðvÞ is computed
lies in the interval ½0; 1: We consider computation trees with the property
that they are
well defined on input f for any f 2 JF1;1: ð5Þ
Note that by Lemma 5 all computation trees that compute an
e-approximation of a zero for any function f 2 F1;1 have Property
(5). Also, for any tree with Property (5), any subtree which is obtained
by cutting off leaves or branches has Property (5). Furthermore, we use
PETER HERTLING938d :¼ 1=ð2nÞ  e and
Se :¼ f%s ¼ ðs0; . . . ; snÞ 2 ð0; 1Þ
nþ1j jsi  i=nj5d for all i 2 f0; . . . ;ngg:
Let us consider a computation tree B with Property (5). We number the
unary nodes in B in some order, say, from 1 to m; and denote the value
computed in the unary node with number i by vi: We shall prove by
induction over the size of the computation tree that there exist
(1) a nonempty open subset S  Se;
(2) rational expressions r½kðy1; . . . ; ynÞ in n variables, for k ¼ 1; . . . ;m;
(3) a function b : S ! Rþ (where Rþ ¼ fx 2 R j x > 0g),
with the following property for all unary nodes in the computation tree, for
all %s 2 S; for all sign vectors %s ¼ ðs1; . . . ;snÞ 2 f1; 1g
n; and for all
t 2 ð0; bð%sÞ: if the unary node i lies on the computation path on input f%s; %y;
where
%y ¼ ðy1; . . . ; ynÞ :¼ ðs1ta1 ; . . . ;sntanÞ;
then
vi ¼ r½iðy1; . . . ; ynÞ: ð6Þ
In order to deduce the assertion of the lemma from this claim observe that
the computation tree A has property (5). An arbitrary vector %s ¼ ðs0; . . . ; sn
Þ 2 Se satisﬁes 05s0; si þ 2e5siþ1 for all i 2 f0; . . . ; n 1g; and sn51: Thus,
it is clear that the lemma is proved once we have proved this claim. We
prove this claim by induction over the size of the computation tree.
Let B0 be an algebraic oracle computation tree with Property (5) which
has exactly mþ 1 unary nodes. We number them with numbers from 1 to
mþ 1 such that node mþ 1 does not lie on a path from the root to any node
i with i 2 f1; . . . ;mg: We denote the value computed in node j by vj; for
j ¼ 1; . . . ;mþ 1: Let B be the computation tree obtained by cutting off a
branch containing the unary node mþ 1 but no other unary node. Then B
has Property (5). Therefore, by induction hypothesis there are a list of
rational expressions r½kðy1; . . . ; ynÞ in n variables, for k ¼ 1; . . . ;m; a
nonempty open subset S  Se; and a function b : S ! Rþ; with Property
(6) for the tree B; that is, for the unary nodes 1; . . . ;m: We shall show that
there are a rational expression r½mþ1ðy1; . . . ; ynÞ in n variables, a nonempty
open subset S0  S; and a function b0 : S ! Rþ with b0ð%sÞ4bð%sÞ for all %s 2 S0
such that the following objects: the set S0; the list of rational expressions
r½kðy1; . . . ; ynÞ in n variables, for k ¼ 1; . . . ;mþ 1; and the function b0;
have Property (6) for the tree B0; that is, for the unary nodes 1; . . . ;mþ 1:
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 939For the unary nodes 1; . . . ;m these objects have these properties
already by induction hypothesis since we choose S0  S and b0ð%sÞ4bð%sÞ for
all %s 2 S0:
For the node mþ 1 and the value vmþ1 we distinguish two cases.
Case I: There are a rational expression r and indices i1; . . . ; ijðmþ1Þ 2
f1; . . . ;mg with vmþ1 ¼ rðvi1 ; . . . ; vijðmþ1Þ Þ (this includes the case that vmþ1
is a constant). Then, we can plug into r the rational expressions r½i1; . . . ;
r½ijðmþ1Þ in y1; . . . ; yn which we have by induction hypothesis for the
previously computed values vi1 ; . . . ; vijðmþ1Þ : In this way, we obtain a rational
expression in y1; . . . ; yn which we call r½mþ1: Let us ﬁx some %s 2 S; some
sign vector %s; and some t 2 ð0; bð%sÞ such that the unary node mþ 1 lies
on the computation path of f%s; %y for %y ¼ ðs1ta1; . . . ;sntan Þ: Then, on input
f%s; %y also the values vi1 ; . . . ; vijðmþ1Þ are computed and satisfy vi1 ¼ r
½i1ð %yÞ; . . . ;
vijðmþ1Þ ¼ r
½ijðmþ1Þð %yÞ by induction hypothesis. Hence, on input f%s; %y we
also have vmþ1 ¼ r½mþ1ð %yÞ: Thus, the assertion is proved by deﬁning S0 :¼
S and b0 :¼ b:
Case II: The unary node mþ 1 contains a function evaluation at a
previously computed value, that is, there is an index j 2 f1; . . . ;mg such that
vmþ1 ¼ f ðvjÞ where f is the input function. In this case, we consider the
behavior of r½jðs1ta1 ; . . . ;sntan Þ for t tending to zero. By the second statement
of Lemma 6, we know that the limit limt&0 r½j ðs1ta1 ; . . . ; sntanÞ either does
not exist (is not ﬁnite) for all sign vectors %s or it exists for all sign vectors
and has the same absolute value for all. Thus, the value
z :¼ lim
t&0
jr½jðs1ta1 ; . . . ;sntan Þj:
is a well-deﬁned element in fx 2 R j x50g [ f1g and independent of the
sign vector %s ¼ ðs1; . . . ;snÞ: We distinguish four subcases depending on the
value of z:
Subcase II.I: z ¼ 1 or z 2 fx 2 R j x > 1g: Then there is a positive number
*b such that
jr½jðs1ta1 ; . . . ;sntan Þj > 1
for all sign vectors %s and all t 2 ð0; *b: Since the considered input functions
are deﬁned only on the interval ½0; 1; they may be evaluated only there.
Hence, the unary node mþ 1 cannot lie on the computation path on input
f%s; %y; for any %s 2 S and any %y ¼ ðs1ta1 ; . . . ;sntan Þ with %s 2 f1; 1g
n and t 2
ð0; *b: Thus, the assertion is proved by deﬁning S0 :¼ S; b0ð%sÞ :¼ minf *b; bð%sÞg
for all %s 2 S0; and r½mþ1 arbitrary, for example r½mþ1ð %yÞ :¼ 0:
Subcase II.II: z41 and for all i 2 f0; . . . ; ng we have jz i=nj5d: Then
there is a (uniquely deﬁned) index i0 2 f1; . . . ; ng with z 2 ½ði0  1Þ=nþ
d; i0=n d: Hence, for each %s 2 S we can choose a positive number b0ð%sÞ4b
PETER HERTLING940ð%sÞ such that
jr½jðs1ta1 ; . . . ;sntan Þj 2 ðsi01; si0 Þ
for all sign vectors %s and all t 2 ð0; b0ð%sÞ: Furthermore, we deﬁne S0 :¼ S; and
r½mþ1ðy1; . . . ; ynÞ :¼ yi0 : We show that with these choices, Property (6) is true
for the unary node mþ 1: Let us ﬁx some %s 2 S0; some sign vector %s; and
some t 2 ð0; b0ð%sÞ; let us set %y :¼ ðs1ta1 ; . . . ; sntanÞ; let us consider the input
function f%s; %y; and let us assume that the unary node mþ 1 lies on the
corresponding computation path. Then also the value vj must be computed
on this computation path. Furthermore, since the input function f%s; %y is
deﬁned only on the interval ½0; 1; we must have vj 2 ½0; 1: Together with the
induction hypothesis vj ¼ r½jð %yÞ and jr½jð %yÞj 2 ðsi01; si0 Þ this implies vj 2
ðsi01; si0 Þ: We conclude
vmþ1 ¼ f%s; %yðvjÞ ¼ yi0 ¼ r½mþ1ðy1; . . . ; ynÞ:
Thus, Property (6) is true for the unary node mþ 1 in this subcase.
Subcase II.III. z41; there is an i 2 f0; . . . ; ng with jz i=nj5d; (note that
there can be only one such index i), and the set
f%s ¼ ðs1; . . . ; snÞ 2 S j z5sig
is nonempty. This set is of course open. Then we deﬁne
S0 :¼ f%s ¼ ðs1; . . . ; snÞ 2 S j z5sig:
For each %s 2 S0 we can choose a positive number b0ð%sÞ4bð%sÞ such that
jr½jðs1ta1 ; . . . ; sntan Þj 2 ði=n d; siÞ
for all t 2 ð0; b0ð%sÞ: Finally, we deﬁne
r½mþ1ðy1; . . . ; ynÞ :¼
1 if i ¼ 0;
yi if i 2 f1; . . . ; ng:
(
One shows as in Subcase II.II that Property (6) is true for the unary node
mþ 1:
Subcase II.IV. z41; there is an i 2 f0; . . . ; ng with jz i=nj5d; (note that
there can be only one such index i), and the set
f%s ¼ ðs1; . . . ; snÞ 2 S j z5sig
is empty. Then we deﬁne
S0 :¼ f%s ¼ ðs1; . . . ; snÞ 2 S j z > sig
TOPOLOGICAL COMPLEXITY OF ZERO FINDING 941and observe that this set is nonempty and open. For each %s 2 S0 we can
choose a positive number b0ð%sÞ4bð%sÞ such that
jr½jðs1ta1 ; . . . ; sntan Þj 2 ðsi; i=nþ dÞ
for all t 2 ð0; b0ð%sÞ: Finally, we deﬁne
r½mþ1ðy1; . . . ; ynÞ :¼
yiþ1 if i 2 f0; . . . ; n 1g;
1 if i ¼ n:
(
One shows as in Subcase II.II that Property (6) is true for the unary node
mþ 1:
This ends the proof of Lemma 7. ]
Let us ﬁx a vector %s; a positive real number bð%sÞ; and a sequence of
rational expressions, one for each unary node in the computation tree A;
with the properties formulated in Lemma 7. From now on we will consider
only input functions for A of the form f%s; %y with %y ¼ ðs1ta1 ; . . . ;sntan Þ where
%s ¼ ðs1; . . . ;snÞ 2 f1; 1g
n and t 2 ð0; bð%sÞ: According to Lemma 7, for such
input, any numerical value computed by the algorithm A is given by some
rational expression in y1; . . . ; yn where these expressions depend only on the
corresponding computation node in the tree. This applies especially to any
value which is compared with zero in some comparison node and to any
value which is the output in some leaf. Let pðjÞðy1; . . . ; ynÞ for j ¼ 1; . . . ;
n 1 denote the rational functions in y1; . . . ; yn used in the n 1
comparison nodes, and let qðjÞðy1; . . . ; ynÞ for j ¼ 1; . . . ; n denote the rational
functions in y1; . . . ; yn given as the result in the n leaves (the order is not
important).
According to the ﬁrst statement in Lemma 6, for each j 2 f1; . . . ; n 1g
there is a number bðjÞ > 0 such that for t 2 ð0; bðjÞ and %s ¼ ðs1; . . . ; snÞ 2
f1; 1gn the term pðjÞðs1ta1 ; . . . ; sntanÞ is nonzero and its sign does not
depend on t but only on the sign vector %s: We deﬁne
#b :¼ minfbð1Þ; . . . ; bðn1Þ; bð%sÞg:
Thus, for each sign vector %s there is a leaf in the computation tree such that
the computation of A on input f%s; %y with %y ¼ ðs1ta1 ; . . . ; sntan Þ follows
the same computation path and ends in that leaf for all t 2 ð0; #b: We
are especially interested in the nþ 1 sign vectors %sðjÞ ¼ ðsðjÞ1 ; . . . ; s
ðjÞ
n Þ for
j ¼ 0; . . . ; n deﬁned by
sðjÞi :¼
1 if i4j;
1 if i > j:
(
PETER HERTLING942Since the computation tree has only n leaves, there are numbers k; l 2
f0; . . . ; ng with k=l and a leaf of the computation tree such that the
computation of A on input f%s; %y ends in that leaf for all %y ¼ ðs
ðjÞ
1 t
a1 ; . . . ;sðjÞn t
an Þ
with j 2 fk; lg and t 2 ð0; #b: The result in that leaf, given by, say, the rational
function qðiÞðy1; . . . ; ynÞ; must be an e-approximation of an extended zero of
f%s; %y: Since any function f%s; %y with %y ¼ ðs
ðjÞ
1 t
a1 ; . . . ; sðjÞn t
anÞ for positive t (also for
arbitrarily small t) has exactly one extended zero: the number sj; we
conclude that for all t 2 ð0; #b;
(1) the value qðiÞðsðkÞ1 t
a1 ; . . . ;sðkÞn t
anÞ must be an e-approximation of sk ;
and
(2) the value qðiÞðsðlÞ1 t
a1 ; . . . ;sðlÞn t
an Þ must be an e-approximation of sl:
According to the second statement of Lemma 6, for t tending to 0, both
values must converge to some real numbers of the same absolute value. But
this contradicts jsk  slj > 2e:
This ends the proof of d1=ð2eÞe  14comptotalðF
1;1; eÞ for 05e51
2
:
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