Between 1940 and 2000, nearly 10 million housing units were constructed throughout California. This increased interaction between human and natural communities creates a number of significant socioecological challenges. Here we present a novel spatially explicit model that allows better characterization of the extent and intensity of future housing settlements using three development scenarios between 2000 and 2050. We estimate that California's exurban land classes will replace nearly 12 million acres of wild and agricultural lands. This will increase threats to ecosystems and those presented by wildfire, as the number of houses in 'very high' wildfire severity zones increases by nearly 1 million.
Introduction
Between 1940 and 2000 nearly 10 million housing units were constructed throughout California (US Census Bureau, , 2000a . Although urban growth is pronounced in most of California's urban centers, its impact is far outweighed by the acreage disturbed by low-density exurban and rural development. Almost 80% of the acreage used in recent development over the US has been outside of urban areas (Heimlich and Anderson, 2001; Newburn and Berck, 2006) , as individuals seek low cost housing and more rural living amenities (Crump, 2003) . These low density settlements affect increasingly large swaths of land, with nearly 57% of recent development occurring on lots of 10 acres or larger (Heimlich and Anderson, 2001; Newburn and Berck, 2006) . We estimate the loss of sparsely settled and agricultural land through the expansion of exurban and rural communities between 2000 and 2050. These future exurban and rural developments will be encumbered by the complex and consequential interactions among settlements, climates, and the ecosystems. Here we examine the interaction between the these developments and the fire driven ecology where they are located.
The interaction of human and natural communities creates a number of significant environmental challenges. These challenges include climate change, loss of wildlife habitat and ecosystem fragmentation, introduction of invasive species, threats to endangered and sensitive species, as well as water and air pollution issues (Alavalapati et al., 2005; Hammer et al., 2004; Radeloff et al., 2005) . All this, which is further exacerbated by the appeal of development in areas with high ecological value (McGranahan, 1999) , can have significant consequences for ecosystems services. Therefore, the persistence and growth of exurban settlements creates complex patterns under which species and habitats, depending on their capacity for adaptation and resilience, ebb and flow with the course of human development (Hansen et al., 2005) . Along with threats to the natural environment, the increasing proximity to wildlands (i.e., the expansion of Wildland-Urban Interface, WUI) brings risks to human communities as well. Low housing densities and increased exposure to natural lands can make exurban communities both more likely to experience natural disasters and makes many of their effects more costly (Calkin et al., 2005; Gebert et al., 2007a,b; Gude et al., 2008a,b; Liang et al., 2008) .
After a respite induced by the December 2007 to June 2009 credit crunch and recession, housing development in California has resumed along with its complex mix of economic, social and ecological impacts. In 2013, housing starts in the state expanded to 2.3 times their 2009 levels, nearly 70% of the 1990 to 2012 average (CBIA, 2013a (CBIA, , 2013b . The expansion of human settlements is of primary concern as it shapes a series of irreversible spatial and temporal patterns on the landscape. These patterns determine both the direct and indirect costs and benefits associated with development.
The development of new housing is primarily a response to the demographic pressures of population, economic growth, and other incentive structures that underpin the process of household formation (Heimlich and Anderson, 2001 ). The specific location of new housing, however, is driven by more complex factors including autoregressive factors, spatial spillovers, terrain, climate, access to employment and services, transportation costs, aesthetics, weather and cultural and environmental amenities, amongst others. Researchers have made efforts to forecast housing development using a variety of methods.
Cellular automata are capable of replicating the complex yet highly structured spatial patterns based on a set of deterministic or probabilistic rules that determine the state of a cell based on the states of its neighbors. Models like SLEUTH have been successfully employed to model land-use change and urban growth for discrete land-use or urban development classes (see Dietzel and Clarke, 2007; Irwin and Geoghegan, 2001) . Although their usefulness is widely acknowledged, these models have been criticized for the complex and arbitrary nature of calibration, and the inability to attribute simulated patterns to particular drivers such as changes in population, employment etc. (Dietzel and Clarke, 2007; Irwin and Geoghegan, 2001; Jantz et al., 2010) . Another set of models, dynamic simulations, model the interactions between the drivers of a land-use system. This is accomplished by creating a set of differential equations that portrays a priori a simplified representation of the complex states and interactions between system components (Lambin et al., 2004) .
Empirical or statistical models of land-use and land-use change focused on modeling deforestation (Mann et al., 2010 (Mann et al., , 2014 Nelson et al., 2004; Pfaff, 1999) have also been applied to urban land-uses type and housing density (Landis and Zhang, 1998; Newburn and Berck, 2006) . Broadly, this class of model determines the likelihood of conversion based on exogenous information on initial land-use, site characteristics, accessibility, community characteristics, and policy factors. The majority of these models are implemented as discrete choice models where land-use is classified as residential, commercial, or industrial, or they classify density in broad or narrow density categories. Many of these applications have endogeniety problems. The problems are caused by inclusion of accessibility measures based on transportation networks that are jointly determined with land-use choices, especially over longer time periods (Chomitz and Gray, 1996; Irwin and Geoghegan, 2001; Jacoby, 2000) . Due to the complexity of implementation, these models are also typically limited to local or semi-regional case studies (Theobald, 2005) . Additionally, spatially explicit discrete-choice regression models face difficulties in estimation due to the complex likelihood functions and other numerical challenges (Holloway et al., 2007) . However recent advances in Bayesian techniques have rendered these models more computationally tractable (Holloway et al., 2007) .
Hybrid models use a handful methodologies allowing each to interact or drive the behavior of another module (Berry et al., 1996; Pijanowski et al., 2002; Veldkamp and Fresco, 1996; Walker et al., 2007) . Due to the flexibility and modular nature of these models, they are often adapted to represent complex interactions between systems, such as policy tools, socio-economic drivers, or impacts on biodiversity, and real estate values. The Spatially Explicit Regional Growth Model (SERGoM) utilizes two core modules to forecast housing density classes (Theobald, 2005) . The first module estimates the demand for new housing based on countylevel population and a county specific housing to population ratio. The second module allocates housing based on a set of weights developed from the local growth rates over two periods and a measure of travel time to the nearest urban core. Weights are then adjusted to improve accuracy for the observed density classes in 1990 and 2000. This approach has been adopted by the EPA for the Integrated Climate and Land-Use Scenarios (ICLUS) model (EPA, 2010) .
Here we present a novel spatially explicit model that allows us to better characterize the extent and intensity of housing settlements for California up to 2050. Our spatial panel econometric approach stands out from existing models due to the ease of implementation and attribution, estimation over a long historic record, the lack of reliance on transportation networks and other endogenous variables as a basis for land-use change, implementation of spatial spillovers, and explicit consideration of housing density.
Materials and methods
The following section lays out the methodology used to predict housing densities for the state of California from the year 2000 to 2050. A spatial panel regression, with robust standard errors, is used to estimate the effect of spatial and temporal lags as well as exogenous variables such as climate on the spatial distribution of housing density in each period. County-level demographic forecasts drive the total supply of housing for future periods. To provide a range of estimates depicting potential patterns of housing development and therefore of associated interactions with climate and ecosystems, three development scenarios are used: business as usual, greater urban development, and further rural development.
Response variable
Our model estimates housing density measured as housing units per acre. Historical housing density from 1940 to 2000 is derived from the Census Bureau's split census block group data (US Census U.S. C. Bureau, 2000a,b) . Block groups represent the aggregation of a cluster of census blocks. Block groups typically represent between 600 and 3000 people with a target size of 1500 people (US Census U.S.C. Bureau, 2012b) . Split block groups (SBG) add additional accuracy by breaking groups by the boundary of other tabulation entities including Native American areas, voting districts, or urban boundaries. SBGs therefore provide a much more accurate representation of the housing stock. After the removal of undevelopable land (see below) all SBGs have a median size of 115 acres, with a first and third quartile of 58.8 and 280.1, respectively. Urban and rural classified SBGs have a median size of 96.2 and 524 acres, respectively, whereas in very sparsely populated or unpopulated areas SBGs can be as large as 593,000 acres.
Retrospective estimates of housing counts are provided by data from the census long form, which includes tabulations of 'year housing structure built' (US Census U.C. Bureau, 2007) . A housing unit may include houses, apartments, mobile homes either occupied or vacant (Radeloff et al., 2005) , and year housing structure built "refer[s] to when the building was first constructed, not when it was remodeled, added to, or converted" (US Census U.C. Bureau, 2012a) . This data provides the retrospective data on housing counts at the SBG level. Following the approach of Hammer et al. (2007) , the houses built in each successive decade are added to create an estimate of the number of houses present in each decade from 1940 to the year 2000, where year 2000 SBG level estimates match actual housing counts.
Although census data is currently available for 2010, this part of the census was reassigned to collection under the American Community Survey which samples only 1 in 40 households versus 1 in 6 for the 2000 census long form (Gardner et al., 2012) . Therefore we considered the 2010 census to have a margin of error too high for rural housing counts. Two factors lead to underreporting of housing stocks in previous decades. Like all survey questions, the census long form suffers from response errors and additionally, retrospective estimates do not include houses that have been demolished, destroyed or that are uninhabited. Underestimation of housing counts were estimated to be zero for year 2000 and 6%, 11%, 14%, 28%, 46% for decades 1990, 1980, 1970, 1960, 1950, respectively. To correct for this source of error SBG housing counts were adjusted to match county level 100% sampling housing counts (US Census Bureau, , 2000a . This adjustment is known as allotment, as the fraction of total estimated housing counts by county (Table H34 ) are used to allocate the actual county housing count between SBGs. To further refine the accuracy of the data, all undevelopable lands were removed and housing units distributed to the developable portions of the original SBGs. Density classifications are considered 'net-density' as all undevelopable lands are excluded from the dataset. A description of those excluded areas and its implications are described later in the Modeling Framework section. Our dependent variable is net density and it is calculated as the number of housing units per acre in a SBG.
To ease the discussion of results housing density classifications have been adapted from those from Newburn and Berck (2006) and Theobald (2001) and are presented in Table 1 . One housing unit per acre is defined as the cutoff for urban areas because development above this threshold typically requires the installation of city water and sewer systems (Newburn and Berck, 2006) .
Predictor variables
The exogenous predictors of housing density tested in this study include a set of environmental and geographic factors. These include: (a) a one-period temporally lagged density variable (Den(t − 1)), (b) climate norms of mean annual high (Maxtemp) and low temperatures in Celsius degrees (Mintemp), and mean annual rainfall in millimeters (Aveppt) (Flint and Flint, 2012) , (c) linear distance to Native Indian lands and National Parks (Cal Fire, 2011) and (d) county and decade fixed effects (CountyFE and TimeFE, respectively). We include climatic temperature and precipitation norms to account for the highly variable and localized climatic conditions of California. For California, we believe climate norms make a more effective amenity variable than proximity to the ocean or freshwater bodies. Although proximity to the Pacific is a draw for much of Southern California, it is equally undesirable for many places in Northern California, due to low year-round temperatures and fog. Similarly, fresh water bodies of California run the gamut from the clear waters of Lake Tahoe, to the floodplains around South Bay, to the toxic Salton Sea. Climatic norms therefore provide one of the few ubiquitous natural amenities. For rural areas, we test how proximity to national parks influences development patterns. We expect that results will be mixed. Although proximity to parks may indicate high levels of natural amenities, for most of the state's parks, it generally also entails low levels of accessibility. We also test the influence of proximity to Native Indian settlements to account for settlement patterns more easily explained by historical events and politics, than by site desirability.
Modeling framework
We use panel data to model housing densities for individual SBGs over time. The use of spatial panel data in this study helps to alleviate two key problems, unobserved spatial and temporal dynamics, and homogeneity (lack of variance). If pooled together, the integration of a statewide set of SBGs (N = 29,379) over the 1950-2000 period (T = 6) allows for nearly 176,256 observations, which amounts to unprecedented degree of observed variance over both space and time. This, however, is limited by the use of countygroup specific estimation. County-group regressions are desirable for two reasons: (1) it reduces computational complexity of estimation and (2) it better represents the regional heterogeneity of explanatory variables. Spatial dependence is controlled for using a spatially weighted dependent variable (with coefficient Rho). Temporal autocorrelation is modeled using temporal lags (Den(t − 1)), time fixed effects with time dummies for each period (Time FE) and county fixed effects (County FE).
Spatial dependence is a special case of cross-sectional dependence that occurs due to similarities between neighboring regions, and creates a situation whereby data can no longer be considered independently generated (Anselin, 1999; Anselin et al., 2008) . For this reason a spatially lagged fixed effect panel model is developed in the following form (Elhorst, 2010) :
( 1) where is the coefficient describing spatial dependence as modeled
W ij y jt , a spatially lagged measure of y for each individual i and its 'neighbors' j as defined by W ij in time-period t (weighted average of neighboring SBGs net density). The specification of the spatial weights matrix W ij is row-standardized and is described in more detail below. W ij is assumed to remain constant over time (Anselin et al., 2008) . ˛c is the county-level fixed effect constants, and controls for unobserved characteristics of each county c, t is a time fixed effect that controls for unobserved characteristics of each decade, x itˇ is a K × 1 vector of regression coefficients for descriptive variables x i at period t, where K is the number of descriptive variables. x it include possible exogenous determinants of housing density as described in the Predictor Variables section. y t−p is a P × 1 vector of regression coefficients for temporally lagged values of y for period t − p, where the temporal lag length (p) for choice for y is determined by minimizing the regression Akaike Information Criterion (AIC). ε it is a N × T matrix of disturbances.
Controlling for both time and county fixed effects allows us to disentangle the effect of spatial dependence from that of spatial heterogeneity and of omitted variables. Neighborhood specifications of four general types are tested. First, simple distance band measured in meters (Dist). Second, K-nearest neighbors where each polygon has exactly K neighbors (Kneigh). Third, polygon adjacency and its higher orders, where P = 1 is a polygon and all adjacent neighbors, and P = 2 is union of neighbors and their adjacent neighbors (Poly). Finally, neighbor distance plus polygon adjacency, which corresponds to the union of the polygon adjacency P = 1 and a neighborhood distances band of m (PolyDist). To avoid problems with estimation, all SBGs with zero neighbors use a K-nearest neighbor to avoid zero neighbors (K = 1). The neighborhood specification is found through an iterative search mechanism to reduce median squared regression error. The complete process of selecting the final neighborhood definition of Dist at a distance band of 20,000 meters is outlined in Appendix A.
Estimation technique
Considering the empirical complexity of spatial panel regression and forecasting, regressions are run on county-groups for the 1950 to 2000 decades. Groupings are largely determined by Jepson ecoregions (Hickman, 1993) , where the region of largest inhabitable area assigns membership. In order to provide greater local heterogeneity, larger groups are split to obtain a final set of groups with 4.5 counties on average. Due to the complexity of estimation, the sample size used in Eq. (1) is limited to 1500 random SBGs. To avoid sampling bias, the probability of any draw is weighted by the acreage of the individual SBG. Eq. (1) is estimated separately for rural and urban communities, with an urban/rural cutoff of 1 unit per acre (Table 1) . Separated estimation allows for regional heterogeneity as well as differing rates of urban and rural growth and spatial spillover. However, W ij accounts for all neighbors regardless of region or urban/rural membership.
Spatial panel forecasting
Panel forecasts were estimated as follows (Elhorst, 2010) :
The t + forecast consists of four terms. The first term is the county fixed effect (˛c) and the second is the effect of the forecasted independent variables [(I − ˆ W ) −1ˆX i,t+ ], when spatial autocorrelation is accounted for. The third term is our estimate of the future year fixed effect ( ˆ ) that is estimated based on predicted population, see below. Finally, the last term is the spatially multiplied mean error for an individual
It is added toŷ i,t+ to center each individual SBG's error around zero (Smirnov, 2010) . Essentially, this introduces an individual, spatially weighted, fixed effect i for the prediction.
Model assumptions
Out-of-sample forecasts are adjusted by demographic population forecasts provided by the CA Bureau of Finance (California, 2012) . It is assumed that these demographic forecasts will more accurately represent population changes compared to extrapolating historic trends in housing stock. These population figures can be translated to the expected number of houses by applying a person to house ratio. Because high rural amenity counties may have high rates of second houses (Theobald, 2001) , it is assumed that the ratio of persons to housing units remains constant at the observed level in year 2000 for each county. This allows for county-level heterogeneity in occupancy rates which should more accurately distribute future population driven by housing growth. Historical ratios are presented in Fig. 1 with each color representing a unique county (U.C. Bureau, 1995; California, 2012) . This also controls for the effects of excess housing stock as might be observed during the recent housing boom. Holding the ratio of persons to homes constant slows the rate of housings starts (in overbuilt areas) in initial periods by allocating new residents first to existing houses. New houses therefore will not be allocated until the demand for new housing exceeds current stocks, as described by the expected total population and person to housing ratio.
Adjusting time fixed effects to match demographic forecasts does not significantly deteriorate prediction accuracy relative to an out-of-sample panel forecast that omits time fixed effects. To evaluate the effectiveness of adjusting time fixed effects to match demographic forecasts, we estimate the root mean squared error (RMSE) for within-sample (2000) estimates both with and without 'population-correction'. Mean RMSEs are comparable for both uncorrected and population corrected estimates, as shown in Fig. 2 violin plots, with mean values of 17.01 and 17.08, respectively. Although median and mean RMSE are slightly higher for population corrected estimates, these differences are reasonable considering the importance of population for optimizing future housing forecasts.
Forecasting scenarios
Initial housing density forecasts are assumed to be business as usual (BAU Growth), while redistributing houses from urban to rural or vice versa builds the Urban Growth and Rural Growth scenarios, respectively. The total number of new houses remains constant under the three scenarios. By default, in each period the number of new houses in a county follows the BAU partition between urban and rural areas. Increasing or reducing the initial rural partition by 25% in each decade accomplishes the Rural Growth and Urban Growth housing redistributions, respectively. For example, if county A allocated 100 rural homes and 1000 urban homes in the BAU scenario, rural areas would receive an additional 25 homes and urban areas 25 homes fewer in the Rural Growth scenario. The total number of houses needed for 'relocation' is estimated for each period and county. Urban and rural housing densities are adjusted upward or downward by an optimization algorithm with an objective function that multiplies densities by a scalar in order to reflect the number of new houses expected in urban or rural communities in each period. Housing densities are therefore adjusted downwards or upwards to create Urban and Rural Growth scenarios bounding the business as usual scenario.
Impact indicators
To assess wildfire risks posed to housing over time we estimate the number of houses in each wildfire hazard severity zone (FHSZ) as described in 2007 by the California Fire and Resource Assessment Program (FRAP, 2007) . This dataset designates five hazard classes based on each area's fuel rank and probability of wildfire event. The median acreage of each FHSZ polygon is close to 7 acres compared to the 121 acres for each split block group. This however overstates the variance of the FHSZ, which is largely composed of patches, on the order of hundreds of square miles (Fig. A2) , broadly following the map of functional plant type. In order to account for the discrepancy in polygon extent we use a spatial union algorithm to calculate the housing density for each FHSZ polygon. For the relatively few split block groups that cross a FHSZ type boundary, we would expected our model, which assumes homogeneity within a SBG, to slightly overstate the number of houses in the higher severity zone. It likewise underestimates the risk associated with spatial spillovers, whereby proximity to 'at risk' areas also increases risk for any given house.
To assess the potential impacts to agriculture, we estimate the total percentage of SBGs with pasture and/or agricultural land that are expected to experience growth between 2000 and 2050.
To identify agricultural and pasture lands we utilize the National Land Cover Database (Fry et al., 2011) . Here we identify all SBGs containing agricultural land and report the percentage of which that are expected to face development pressure.
Regression results
There are 22 regressions, two each (urban, rural) for the 11 county-groups. Regression results are reported as median coefficient estimates and p-values are reported Table 2 . To better demonstrate the localized importance of some of these variables, we also report the percentage of regressions in which each variable was significant at the 90% level. Coefficients indicate that temporally lagged housing densities increase density at low levels, level out at medium densities, and increase slightly or plateau at higher densities and are almost universally significant. Spatial spillovers were positive at the median in both urban and rural areas. At the median for urban areas, a one-unit increase in average neighboring densities implies a 0.059 unit increase for the SBG of interest, and ranges from 0.0061 to 0.20 units. For rural areas, the same increase in neighboring densities implies between a 0.12 unit decrease to a 0.083 unit increase. This speaks to the localized nature of development and spillovers. For some regions growth begets neighboring growth, while in others it precludes it. We interpret the interaction of temporal and spatial density lags as follows for rural communities: controlling for the fact that a location tend to become more dense over time, increased housing density in neighboring rural communities does not necessarily spill over into adjacent rural communities. In fact, in a small number of instances the regression indicates that growth in neighboring farm communities may actually decrease the rate of density growth in neighboring communities, in essence relieving the pressure for development in extensive agricultural areas. In the BAU scenario for the 2010-2050 period, a total of 270 SBGs transitioned from uninhabited to inhabited through the mechanism of spatial spillovers.
In relation to environmental variables, all significant values of minimum observed temperature Mintemp and Mintemp 2 were positive and negative respectively for urban areas, with the exception of the county group that includes the San Francisco Bay and South Bay counties. Where significant, Maxtemp and Maxtemp 2 are positive and negative respectively for the Bay Area, Lake Tahoe region, and the upper South Coast county groups. The south Central Valley county group showed a significant opposite effect. Both maximum and minimum temperatures had little significant effect on the location of rural development. Increased levels of precipitation (Aveppt) tended to decrease development density although with a small marginal effect. Due to broad insignificance, the variables distance to national parks and tribal land have been omitted from the final model.
For the median regression, the model describes 88% [range of 79-97%] of historical variance in housing density. To see how the model performs across growth classes, we divided the sample into 12 groups based on the total change in housing density between 1950 and 2000 (Fig. A3) . We then computed the in-sample root mean squared prediction error for each class. We find that all middle growth class RMEs are on the order of 0.5 houses/acre and are relatively constant, with lower RMSE at both tails. Table A2 ) characterize county-level development for the BAU Growth scenario forecasts. Driven by demographic population forecasts (California, 2012) , the highest levels of expected housing growth are for San Francisco, Sacramento, Contra Costa, Fresno, Riverside, San Joaquin, Solano, San Bernardino, Stanislaus and Yolo counties. These counties contain or abut the rapidly expanding communities of Modesto, Fresno, Fremont, Hayward, Stockton, San Bernardino, Sacramento or San Francisco. The first six of these communities have doubled or nearly doubled their population since the 1990 census, and the last two have added 125-200 thousand new residents (CSDC, 2011). The slowest predicted growth occurs in the geographically isolated, North Central Valley and Sierra Nevada counties of Alpine, Colusa, Mariposa, Plumas, Sierra, Sutter, and Trinity. Fig. 5 represents the distribution of SBG new housing growth under BAU, Urban and Rural Growth scenarios. The distribution of densities are shown by both the explicit distribution in the violin plot, and by the 25th and 75th percentiles bounded by the boxplots and the median as indicated by the white dot. In all scenarios, the bottom of the distribution as seen in the violin plot, especially in rural areas (<1 house/acre), narrows over time indicating the ongoing development of sparsely inhabited areas. The range of 25th and 75th percentiles narrow noticably in the Rural Growth scenario as new houses are built in areas previously at the bottom of the distribution. The opposite is true to a lesser degree with the Urban Growth scenario as more areas remain sparsely inhabited while densely populated areas continue to grow, skewing the distribution upwards. The change observed in the Urban Growth scenario is however limited by the fact that development under the BAU scenario already occurs predominantly in urban areas.
Forecast and scenario results

Figs. 3 and 4 (and
The historical and forecast changes in the distribution of the housing development classes can be seen clearly in the stacked bar plots in Fig. 6 , which depict both the acres affected and total house counts for each density class outlined in Table 1 . Rows indicates the evolution of total developable acres (top) and total number of houses (bottom) by housing density class. Columns represent the three forecast scenarios. These results are also presented in tabular format in Table 3 . Fig. 7 predicts the number of non-urban houses from 2010 to 2050 in each fire hazard severity zone (FHSZ). It presents housing counts over the forecast period for all non-urban FHSZ categories for the three forecast scenarios. Excluding urban, both moderate and very-high severity classes have the highest housing counts and growth rates. This high level and rate of development in the highest risk areas will likely increase the human and economic costs of wildfire.
We also estimate the impact of forecast housing development on agricultural and pasture lands. We estimate that approximately 36,000 km 2 of agricultural land, or 90% of split block groups containing agricultural lands, will experience positive housing growth pressures by mid-century. The same can be said for pasturelands with approximately 10,000 km 2 , or 58% of SBGs with pasture, experiencing growth pressure. However our assumption of homogeneous settlement patterns likely overstates the influence of the lowest density areas on their environment. 
-------------------------------------------------------------------------------------------------------------------------------------
Modeling framework considerations
While the use of the complete block groups would assume homogeneity across the geography, split block groups allow for far greater heterogeneity (Hammer et al., 2004) . Furthermore, all undevelopable lands are removed and all remaining housing units distributed to the developable portions of the SBGs. As such, housing densities presented in this paper can be considered 'net' rather than 'gross' densities. We defined undevelopable lands as water (U.C. Bureau, 2010; Library, 2008) , conservation easements (NCED, 2012), military bases (US Military, 2011) and private conservation (non-easement) and public lands (Cal Fire, 2011) which includes all State and Federal lands, as well as the CPAD database (CPAD, 2012) .
As modeled by the spatial panel, development innovations are limited to a temporal lag, climate, and spatial spillovers from neighboring SBGs. As such, random seeding of new population centers are not represented within these models. Although random seeding occurs in the real world, we assume that the likelihood of seeding follows the non-random drivers of spatial spillovers from neighboring blocks, and other drivers controlled for in this model.
Discussion
Our results evidence a rapid loss of sparsely developed and agricultural areas in California by 2050 under the BAU scenario. The most striking feature of Fig. 5 is the marked decline in sparsely developed lands in the BAU scenario. These areas, which account for all SBGs with less than 1 house per 40 acres, constitute many privately-owned lands in extensive (livestock grazing) or intensive (irrigated crops) agricultural uses, and undeveloped areas outside of protected or undevelopable areas. In respect to agriculture, we forecast that 90% and 58% of agricultural and pasturelands, respectively, will experience positive housing growth pressure. The strong and uniform decline in sparsely settled land speaks to the rapid loss of wildlands and "working" landscapes; a trend which seems unlikely to flag in the coming decades without intervention.
In the BAU scenario, the sparse density housing class is largely replaced by low density lands, with increases of 60% to 12.9 million acres in the period from 2000 to 2050 (Table 3) . In turn, medium density land is expected to increase by 86% to 1.7 million acres. Both of these land classes are of particular interest because they roughly correspond to the wildland urban interface (WUI) classifications (Register, 2001; Theobald and Romme, 2007) . Because WUI lands lie at the intersection of human and relatively wild populations, the development of these lands will have disproportionate effects on both society and ecosystems. The spread of low housing density will likely lead to widespread landscape fragmentation and other important changes to California's unique and valuable ecosystems. Land fragmentation not only results in the direct loss of wildlife habitat and biodiversity, but also increases the rates of invasion by non-native species, alters water quality and availability, increases fire risk and recreation pressures, among others (e.g., Hammer et al., 2004; Alavalapati et al., 2005; Newburn and Berck, 2006) . All these effects may be exacerbated in the context of climate change, posing serious challenges for landscape management and conservation. Furthermore, increased WUI acreage will have important implications for land management as well as increased costs and risks to society (Calkin et al., 2005; Gebert et al., 2007a,b; Gude et al., 2008a,b; Liang et al., 2008) .
Although substantial portions of California are dedicated as military, multiple-use, and wild public spaces (seen in grey in Fig. 4 ) and laudably contain most of the state's greatest natural treasures, many of the largest portions appear to have been selected due to their inaccessibility and unsuitability for settlement or reclamation, rather than their merits as wild spaces of interest. The remaining and developable portions of the map will be shaped by the choices made about the location and extent of human settlements. Two potential scenarios, Urban and Rural Growth can be compared with Business as Usual outcomes. With significant intervention, pushing an additional one quarter of all expected rural housing growth into urban areas, the low-density class is still expected to increase by 22% from 8.1 to 9.9 million acres between 2000 and 2050 (Table 3) . If those houses were diverted into rural areas instead, the lowdensity class would be expected to nearly double, covering over 16 million acres in the final period. As such, policies encouraging urban development can limit low-density expansion to nearly 61% of its possible extent. Translated into acreage, the Urban Growth scenario maintains an additional 8.3 million acres in the most sparsely habituated land class, compared to the Rural Growth scenario.
More densely populated rural areas (medium density lands) follow a similar pattern with one interesting distinction ( Table 3) : The Business as Usual scenario sees the largest expansion of medium density communities, increasing by 86% relative to 72% for Rural Growth and 8.3% for Urban Growth, with a higher proportion of houses moving from low to medium density in BAU. Rural Growth instead sees most of its rural development as transition from sparse to low density, with much of the initial low and middle density areas transitioning to high-density communities.
During the 1955-1985 period, wildland fires in California were responsible for the destruction of 3533 structures and resulted in 25 deaths (Hammer et al., 2007) . This statistic is representative of the extent of the interplay between anthropogenic and natural systems throughout the state. At the Federal level, 92 people were killed and 10,159 houses were lost due to fires during the [2002] [2003] [2004] [2005] [2006] period, resulting in a combined cost of $6.3 billion (Gude et al., 2008a,b) . Despite these losses, housing development and thus the WUI have continued to expand in fire prone areas supported by state and federal subsidies for wildfire suppression and mitigation (Olmstead et al., 2012) . To offset these risks, the California State Building Standards Commission adopted building codes to provide . Acres and house counts by wildland urban class and year. Rows indicate the evolution of total developable acres (top) and total number of houses (bottom), by housing density class over time. Graphs in the first column are BAU results, second column rural growth, and third column urban growth scenarios. Within a graph, the colored areas shows proportion of developable acres (resp. total house count) by WUC class, by year. strict regulation on new building within fire-prone WUI areas. For instance, Code 701A is a comprehensive reassessment that required the use of fire-resistant materials, systems, and assembly in new construction, as well as the use of fire-safe landscaping (OSFM, 2009) . Other locales, such as communities in San Diego, added additional requirements such as the use of 'shelter in place' (SIP) standards in new construction (Fu, 2012) .
Future risks to settlements are indicated by housing counts in 'Very High' wildfire severity zones. Housing counts in these 'Very High' risk zones are expected to reach 1.7 million in the BAU scenario by 2050 with as many as 2.2 million or as few as 1.6 million houses in the Rural and Urban Growth scenarios, respectively (Fig. 7) . This implies at least 640 thousand to 1.2 million new homes in the highest wildfire risk areas between 2000 and 2050. Much of this high-risk development is likely to occur on the outskirts of cities on the southern coasts including Los Angeles, San Diego and Santa Barbara, but also outlying communities of the Bay area (Fig. 4) . Although WUI building codes and fire prevention fees aim to reduce risks and mitigate subsidies, it is unclear that these efforts will be sufficient to discourage significant high-risk rural development.
New developments will have both short-and long-term effects on risk management for human communities. In the short-term, building enhancements should reduce the likelihood that any new structure will accrue losses. Although cases like 'The Trails' development in San Diego, where over 1/3 of fire hardened homes were destroyed, indicate that many basic questions about wildfire risk management remain unanswered (Maranghides and Mell, 2009 ). In the long-term, these changes will likely engender greater "anthropogenic hubris" as fire resistant communities push further into wildlands (Fu, 2012) . These new developments also have clear consequences for existing housing stock. In high-density areas, the addition of fire resistant developments should reduce fuel loads, and increase and consolidate available resources. In low-density lands, common in high fire risk areas, additional development may leave older stock exposed to higher ignition risks and greater dispersion of the limited suppression and mitigation resources.
Continued residential development in and around major metropolitan areas will also contribute to increased roadway congestion. Many urban transportation networks in California already experience heavy congestion at peak periods, and the ability to expand road capacity is constrained by cost and geography. Areas likely to see increased congestion include Los Angeles, San Diego, Sacramento, Fresno and the whole of the Bay area. While it has been shown that increases in residential population density are associated with a reduction in per-capita vehicle miles traveled (Cervero and Murakami, 2009; Ewing and Cervero, 2010) , estimates of the size of this effect are generally modest, ranging from a 5 to 25% reduction for a doubling of a density (NRC, 2010) . The consequence of this is that any expansion to metro area populations will tend to increase vehicle travel. This will be more pronounced where the development occurs in lower density suburban and exurban parcels. The consequences of increased traffic congestion can be severe, as lower vehicle speeds both reduce fuel economy and increase the emissions of harmful air pollutants. Levy et al. (2010) estimated that the costs of increased mortality risk due to congestion-related PM 2.5 , SO 2 and NO x emissions in Los Angeles exceeded $3 billion in 2010. As well, the additional fuel burned due to traffic congestion in U.S. urban areas in 2011 generated carbon dioxide emissions in excess of 25 million metric tons (Shrank and Lomax, 2012) , nearly 2% of total on-road CO 2 emissions in the U.S. that year (EPA, 2013) . The lack of extensive public transit systems in many of California's major metropolitan areas will continue to limit the ability of municipal and regional planners to mitigate traffic congestion from increased residential development over the next several decades.
Conclusions
The Californian landscape is defined as much by its natural hazards as it is by its beauty. Households here are formed under a unique set of low-probability threats, and the houses themselves may be 'hardened' to make them less vulnerable. However, each of the development scenarios set out in this paper has its own risks for both human and natural communities. To minimize risks from fire, planners may aim to encourage smart urban development and to consolidate existing rural communities into more robust configurations. The risks that these changes present for local ecosystems and human communities will vary according to both the initial land class, its composition, and the resultant one. Although relatively untested, strategies that include locating irrigated agriculture, golf courses, or other land uses, may act as buffers to fire effects along the WUI would appear to be steps in the right direction. While urban infill will minimize anthropogenic effects in wildlands, this should not be done at expense of doing nothing to improve the robustness of rural communities. Planners, communities and policymakers must therefore find a balance between the short-and long-term risks and benefits of different development patterns.
Progress has been made to encourage technology and market signals into rural development, through the use of building codes and cost sharing fire protection fees (Fu, 2012) . Although welcome, these requirements and signals seem inadequate to restructure the path and patterns of rural development (Olmstead et al., 2012) . Rural planning and its associated infrastructure should account for agriculture, biodiversity, conservation, as well as risk-management priorities. Meanwhile, new protected and limited-use lands could increase the effectiveness of existing wildlands through greater extent and connectivity, enhancing landscape and species diversity, ecosystem resilience, and function. Conservation of these areas would more clearly restrict the extent of human development, promote denser settlements, and thereby minimize risks and cost to society. FHSZ represent the risk to housing due to the areas fuel rank and probability of a wildfire event. regardless of neighbor specification. Positive values indicate a positive spillover whereby a SBG's housing density increases by some percentage of its neighbor's average current density. With the opposite holding true for negative values of rho. The heterogeneity of rho as described at different spatial scales points to the complexity and localized nature of housing development. For some regions and levels of development, growth begets neighboring growth, while in others it precludes it. Fig. A1 demonstrates the relative insensitivity of distance band on squared regression error and the improvement of fit with higher order K and P neighbors. Two specifications were identified for as possible final specifications. PolyDist (m = 20,000) is chosen because it provides the minimal value of median squared regression error (sqrerr) and provides a consistent methodological foundation whereby the effects of localized spillovers are limited to a reasonable distance. Kneigh (K = 25) while also minimizing squared error is harder to defend. Twenty-fifth order neighbors are conceivable in urban areas with small SBGs but abstract for large rural SBGs.
