Abstract-Background subtraction so far has been a fundamental and widely studied task in the field of video analysis, with a wide range of applications to video surveillance, teleconferencing and 3D modeling. Recently, due to the emergence of massive video data, background subtraction from compressive measurements (BSCM) provides a promising way for reducing the burden of storing and transmitting large video data. In this paper, we propose a novel tensor robust PCA approach for the task of BSCM. We utilize tensor low-rank approximation to eliminate the spatial-temporal redundancy in the video backgrounds, and design a multi-scale 3D total variation regularizer to enforce the smoothness of video foreground. Furthermore, we introduce the non-local self-similarity of video cuboid into our model to further reduce the video redundancy. The alternating direction method of multipliers (ADMM) is employed to solve the proposed optimization models. Extensive experiments on simulated and real-world videos demonstrate the superiority of the proposed models over the state-of-the-art approaches.
center for background subtraction and further video analysis. One challenge for this task is the huge demands of bandwidth and memory for data transmission and storage. Since traditional background subtraction methods are required to acquire all pixels of video, the highly redundant input video data overwhelm the camera network such that a high risk of network congestion frequently tends to happen and the timely background subtraction cannot be effectively carried out. Therefore, it is desirable that each camera in a network transmits a small amount of data with enough salient foreground and background information. Fortunately, background subtraction from compressive measurements (BSCM) provides a feasible way for reducing the burden of video transmission and storage. Resorting to compressive sensing (CS), the cameras (e.g., single pixel camera [9] ) take compressive measurements of a given video and then transmit the measurements in the network. These compressive measurements yield two advantages: first, the transmission of significantly few compressive measurements instead of original redundant video pixels helps to prevent the congestion of network; second, the low data rate of compressive measurements reduces the power consumption of wireless cameras. It is challenging to achieve video background subtraction from compressive measurements. The main objective of this task is to maximize the compression rate of the video data by compressive sensing, while achieves higher reconstruction quality for video background and foreground separation. Here, the higher reconstruction quality indicates that the reconstructed video is of high fidelity to the original video and meanwhile the moving objects are accurately detected. Based on the recent literature, two frameworks are devised for this problem. The first framework consists of two steps: firstly reconstruct the original video from compressive measure- ments [24] , [25] ; and then feed the reconstructed video into a conventional background subtraction method to achieve the foreground and background separation. Albeit easy to implement, this framework still has evident limitations. First, an additional processing step is needed to perform the background subtraction task after video reconstruction from compressive measurements, which inclines to raise computation cost in both time and space. Furthermore, the underlying structure underneath a surveillance video stream, e.g., the highly correlated background scene and the sparsely located foreground moving objects, is neglected in the video compression step of this framework. The second framework is to reconstruct the original video from compressive measurements and meanwhile simultaneously accomplish background subtraction task [26] , [28] , [29] , [30] . Fig. 1 shows an illustrative example for this idea. Under this framework, the video compression and background subtraction are unified into one process, and thus simplifies the two-step computation of the first framework; Moreover, the prior knowledge of structures in video background and foreground can be easily embedded, and lead to better reconstruction from few compressive measurements.
Under the second framework, the key to the algorithm design is the discovery of better priors for video foreground and background modeling. The first algorithm for this task was proposed by Waters et al. [26] , which characterizes the high temporal correlation among different frames in the background and the sparsity of moving objects in the foreground. Then, Guo et al. [30] further proposed an online algorithm that utilizes the spatial continuity prior of moving objects in the foreground. Jiang et al. [28] , [29] proposed a novel reconstruction model in which the sparsity of foreground in the transform domain is considered. It is worthy noting that all these proposed algorithms characterize different priors of background and foreground by matrix modeling. Although these algorithms have attained good performance in some videos, to the best of our knowledge, more fine underlying priors of background and foreground have not been fully discovered. Thus, more potential algorithms are expected.
In this work, we will fully investigate the underlying priors of video background and foreground. As shown in Fig. 2 , we observed three types of video priors, including the spatial-temporal correlation, the nonlocal self similarity of 3D patches in video background, and the spatial-temporal smoothness of video foreground. Firstly, the spatial-temporal correlation implies the high correlation among the frames of video background (temporal correlation) and the modest approximate symmetry over each background frame (spatial correlation). This can be justified in Fig. 2(a) . The left panel of Fig. 2(a) shows the distribution of the singular values of the matrix obtained by vectorizing each frame in the background. The dramatically decaying property of the singular values in this panel implies the temporal low-rank structure across the frames. The right panel of Fig. 2(a) exhibits the distribution of the singular values of one frame image. The relatively decaying property of the singular values in this panel implies the intrinsic spatial low-rank structure over the frame. Secondly, the nonlocal self-similarity of 3D patches indicates that one 3D patch often possesses many similar structure 3D patches across the whole video cuboid. This prior can be observed in Fig. 2(b) . Thirdly, the spatial-temporal smoothness of video foreground indicates that the moving objects can be assumed to move at a uniform speed within a short time (e.g. within three frames) and thus the moving objects seem to move a little within these frames, implying that for most pixels in video foreground their intensity values have almost the same intensity values as their surrounding pixels. This prior can be observed in Fig. 2(c) .
We model all the video priors in a tensor robust PCA framework, which can better characterize the spatial-temporal structures of video frames. One multi-scale 3D total variation is devised to describe the spatial-temporal smoothness of video foreground. The well known Tucker low rank decomposition is then utilized to eliminate the spatial-temporal correlation of video background. Based on the tensor modeling of video foreground and background, our basic model for BSCM is naturally proposed. Furthermore, the video background is split into many overlapped 3D patches; each 3D patches together with its similar structure 3D patches forms one 4-order tensor (with spatial width, height modes, temporal mode, and nonlocal-similar-patch-number mode) and the correlation hidden in this 4-order tensor is also eliminated by Tucker low rank decomposition. The video background is then jointly approximated by all these 4-order tensors. Based on the tensor modeling of video background, we further proposed one extended model for BSCM. Compared to the basic model, more redundancy/correlation information in the extended model is eliminated and thus the extended model is expected to get better reconstruction quality from the same number of compressive measurements. The well known alternating direction method of multipliers (ADMM) is employed to solve proposed optimization models. Each involved variable in each optimization problem can be alternatively optimized in closed-form. The superiority of our proposed models over other existing ones is extensively substantiated by a series of experiments implemented on simulated and real-world data sets. The rest of this paper is organized as follows: In Section II, related works are discussed. Our models together with their underneath mechanism are presented in Section III. In Section IV, efficient alternating direction method of multipliers (ADMM) based algorithms are designed for solving the proposed models. The parameters tuning strategy is also stated in the end of this section. In Section V, extensive experiments on simulated and real-world data sets are demonstrated to substantiate the superiority of the proposed methods over other existing BSCM methods. The paper is then concluded with some useful discussions on future work.
II. RELATED WORK

A. Background Subtraction without Compressive Sensing
Various of approaches for background subtraction of video streams without compressive measurements have been developed since 1990s and obtained a wide range of applications in many fields. These approaches can be mainly categorized into the following five classes: the basic approach, the statistical approach, the fuzzy approach, the neural and neuro-fuzzy approach, and the subspace learning approach. For details of these traditional approaches, please see [1] , [2] , [3] , [4] , [5] , [6] and references therein.
In recent years, the subspace learning approach has been attracting more attention in the field of machine learning and computer vision, and especially for background subtraction tasks. We now give a more detailed introduction to the development of this approach. One of the initial classical works was proposed by Oliver et al. [10] , which uses an eigenspace (PCA) idea to model the background. To handle the newly coming video streams, Rymel et al. [11] and Li et al. [12] respectively proposed incremental PCA to tackle this problem. Aiming at remedying the outlier and heavy noise issue, Candes et al. [13] proposed robust principal component analysis (RPCA) to resist the gross sparse noise. He et al. [14] further developed its corresponding online-version based on the modeling technique on Grassmannian manifold. Zhou et al. [15] used Markov random field (MRF) to model the foreground by additionally considering the spatial continuity prior of the moving objects in the foreground. Additionally, for the similar goal, Gao et al. [16] proposed block-sparse RPCA technique to characterize the contiguous block property of the moving objects. Xu et al. [17] then extended this algorithm to online version. In the recent work, Guo et al. [18] observed the smoothness and the layer of those moving objects in the foreground and proposed an efficient algorithm that could obtain desirable performance. In the probabilistic perspective, many works have also been developed by rationally modeling the background and the foreground. Ding et al. [19] and Babacan et al. [20] respectively presented a probabilistic understanding of RPCA to illuminate more insights. By further considering the spatial prior of the foreground, Wang et al. [21] proposed a novel robust method to model the foreground and further incorporated the smoothness of moving objects using MRF. Meng and Fernando [22] , and Zhao et al. [23] very recently modeled the foreground using the mixture of Gaussian (MOG), and extracted multi-layer foreground structures with certain physical meanings.
B. Background Subtraction from Compressive Measurements
Very recently, multiple studies have been carried out to cope with the BSCM problem, and the matrix RPCA based approaches represent the state-of-the-art technique. The first work was proposed by Waters et al. [26] , which integrates the matrix RPCA methodology into the framework of BSCM and then develop a greedy algorithm called SparCS to solve the resulting model. Guo et al. [30] developed an online RPCA algorithm that models the spatial continuity prior of moving objects in the foreground. Jiang et al. [28] , [29] proposed a novel matrix RPCA model in which the sparsity of video foreground in the transform domain is considered based on certain practical requirements. As aforementioned, although as an increasingly common technique, the matrix RPCA methodology fails to fully exploit the prior knowledge on intrinsic structures inside video streams. And our proposed tensor RPCA approaches consider more extensive spatio-temporal prior knowledge of video background and foreground. Such full utilization of prior information makes our approaches capable of achieving a better reconstruction quality from a small number of compressive measurements, as we will show in Section V.
III. MINING UNDERLYING SPATIO-TEMPORAL PRIORS VIA TENSOR MODELING FOR BSCM
In this section, we will propose an efficient approach to reconstruct the original video volume with high fidelity, and meanwhile separate the background from the foreground using only a small number of compressive measurements. Firstly, we review some basics in tensor multilinear algebra. And then we give a brief introduction to the general framework for video processing based on compressive sensing. Thirdly, we formulate our basic tensor robust PCA model using spatiotemporal correlation prior of video background and spatialtemporal smoothness prior of video foreground. Finally, we construct an extended tensor robust PCA model over groups of similar video 3D patches by modeling nonlocal self-similarity prior of video backgrounds.
A. Tensor Basics
A tensor can be thought of as a multi-index numerical array. The order of a tensor is the number of its modes or dimensions. A real-valued tensor of order N is denoted by X ∈ I1×I2...×I N and its entries by x i1,i2,··· ,i N . Then an N × 1 vector x is considered as a tensor of order one, and an N × M matrix X as a tensor of two order. Subtensors are parts of the original data tensor, created when only a fixed subset of indices is used. Vector-valued subtensor are called fibers, defined by fixing every index but one, and matrix valued subtensor are called slices, obtained by fixing all but two indices. Manipulation of tensors often requires theirs reformatting (reshaping); a particular case of reshaping tensors into matrices is termed matrix unfolding or matricization. The multilinear rank of a N -order tensor is the tuple of the ranks of the mode-n unfoldings. The inner product of two same-sized tensors X and Y is the sum of the products of their entries. The mode-n multiplication of a tensor X with a matrix U amounts to the multiplication of all mode-n vector fibers with U, i.e., (X × n U) i1,i2,··· ,j,··· ,i N = in x i1,i2,··· ,in,··· ,i N · u j,in . The used tensor notations are summarized in Table I . For more details about tensor multilinear algebra, please see [31] , [32] .
TABLE I NOTATIONS
X , X, x, x tensor, matrix, vector, scalar.
fiber of tensor X obtained by fixing all but one index.
slice of tensor X obtained by fixing all but two indices.
mode-n matricization of tensor X ∈ I 1 ×I 2 ×,··· ,×I N , obtained by arranging the mode-n fibers as the columns of the resulting matrix of size
X , Y inner product of tensor X and Y.
X F Frobenius norm of tensor X . Y = X ×n U mode-n multiplication of X and U with matrix representation Y (n) = UX (n) .
B. A Framework for Video Compressive Sensing
In this subsection, we first briefly review the processing pipeline of video compressive sensing. As discussed in [27] , the camera firstly samples a small set of linear measurements of one real scene within a short period; and then the measurements are transmitted to the processing center; finally, the received data by the processing center is feed to a BSCM algorithm for simultaneously reconstruction and background/foreground separation [28] . In the subsequent short periods, the same procedure is accomplished until the end of the task. In this work, we focus on the mathematical modeling of video background substraction from compressive measurements within one short period in the processing center.
1) Video Volume: A given video volume with a single channel can be treated as a 3-order tensor: X 0 := {X Here, H and W denote the height and width of a frame respectively, and D is the number of all observed frames. We assume that the video volume to be reconstructed can be ideally separated into a static component, say, the background: X 1 , and a dynamical component, say, the foreground: X 2 , i.e., X 0 := X 1 + X 2 , where
In the following, we denote the vectorization of a video volume
, and the vectorization of the background and the foreground by
The aim of using CS technique for background subtraction is to eliminate the redundant information of one video volume and acquire more useful information. The compressive measurements can be considered as the encoding of a video volume. Currently, how to design an effective compressive measurement operator is a crucial research topic in the CS community. As discussed in [33] , a well designed compressive measurement operator has the following features:
• Optimal or near-optimal sensing performance: the number of measurements for exact recovery approaches the minimal bound; • Universality: sensing performance is equally good with almost all sparsifying bases; • Low complexity, fast computation and block-based processing support: these features of the sensing matrix are desired for large-scale, real time sensing applications; • Hardware/Optics implementation friendliness: entries of the sensing matrix only take values in the set {−1, 0, 1}. For video data, the compressive measurement operator can be denoted by a matrix φ with M rows and N columns, where M ≤ N and N = W · H · D. Different compressive measurement operator specifies different structures of the matrix φ. The compressive measurements y can be obtained from the model:
where y is a vector of length M . In this work, the measurement matrix φ is chosen as the randomly permuted Walsh-Hadamard matrix [28] . The randomly permutated Walsh-Hadamard matrix is shown to satisfy the restricted isometry property, and such matrix has been successfully used as measurement matrices in dealing with various video compressive sensing tasks. Additionally, the multiplication of the Walsha-Hadamard matrix with a vector can be fast computed by a fast algorithm with complexity O(N log(N )) and this operation can be easily implemented in the hardware.
C. Formulation
In this subsection, we will present our basic model for simultaneous video reconstruction and background subtraction from the compressive measurements. Recall that the observed compressive measurements are obtained by y = φ(x 0 ) and the true video volume x 0 is assumed to be decomposed into the static component (background) x 1 and the dynamic component (foreground) x 2 . Thus, it is easy to obtain an equivalent observed model:
The aim is to reconstruct video background x 1 and foreground x 2 (the original video can be easily obtained by x 0 = x 1 +x 2 ). This inverse problem is heavily ill-posed and thus various video priors (the underlying structures of video background x 1 and foreground x 2 ) need be discovered to regularize this inverse problem. In the following, we will explore the video background and foreground priors and then formulate our basic model in a tensor robust PCA framework. 1) Background Modeling: As discussed in the introduction, the video background volume within a short period possesses the spatio-temporal correlation property. The spatio-temporal correlation property implies that the 3-order tensor X 1 modeling the video background volume is compressible. More precisely, the unfolding matrix X 1(3) in the temporal mode is low rank; mathematically X 1(3) ≈ U 3 C 3 , where U 3 is a low rank matrix of rank r 3 D. Likewise, the unfolding matrices X 1(1) and X 1 (2) in the spatial\height and spatial\width mode are also compressible; mathematically X 1(1) ≈ U 1 C 1 and X 1(2) ≈ U 2 C 2 , where U 1 and U 2 are both two low rank matrices of rank r 1 < H and r 2 < W , respectively. Then, resorting to the well known Tucker decomposition in tensor multilinear algebra, the low rank matrix factorizations above can be aggregated together as follows:
where U 1 and U 2 are the factor matrices for two spatial modes, U 3 is the factor matrix for temporal mode, and the core tensor G interacts these factors. Compared to matrix modeling technique, the advantage of tensor modeling technique is that it can not only characterize the temporal correlation but also the spatial correlation in the video background. Thus it can produce more accurate priors of video background. Our background modeling is intuitively illustrated in Fig. 3(a) .
2) Foreground Modeling: The foreground is defined as any objects that move differently from the background. The moving objects in the foreground are detected as outliers and often considered as interesting objects in practical applications. In real world scenes, as we know, the objects generally move at a uniform speed within a short time (e.g., within three frames) and thus their intensity values in taken videos possess the spatio-temporal smoothness property. The smoothness implies that the intensity value of one reference pixel has almost similar intensity values as its surrounding pixels. As shown in 3(b), we propose a multi-scale 3D total variation (TV) to describe the spatio-temporal smoothness. More precisely, for the reference pixel (x 1 ) i,j,k (the red solid point), scale-1 corresponds to the closeness of the red solid point to the green solid point and scale-2 corresponds to the closeness of the red solid point to the blue solid point. Mathematically, for the reference pixel (x 1 ) i,j,k , we devise the following quantity to describe its neighborhood smoothness:
where the terms in the first and second braces describe the scale-1 and scale-2 smoothness respectively, and α o (o = 1, 2, 3) are the pre-specified weight parameters (e.g., 3 ). Thus, summing the quantity with respect to all the pixels leads to the proposed multi-scale 3D TV, denoted as X 2 M3DTV . For easy interpretation, we shall introduce some notations. Let X 2(1) TV :
i+2,j,k |; and these terms for the other two modes are similarly defined. Consequently,
where
TV are 3D TV of video foreground X 2 in the scale-1 and scale-2, respectively.
3) The Basic Reconstruction Model: Incorporating the priors in Eqns. (2) and (3) of video background and foreground in the tensor robust PCA framework, we obtain the basic model for solving BSCM problem:
The involved parameters in the model are rank parameters of each mode and the traded-off parameter λ, which will be discussed later.
D. Extended Model
When those surveillance video backgrounds are with repeatedly appeared patches across the video frames, the nonlocal self-similarity technique [34] , [35] , [36] , [37] , [38] can be employed to further eliminate the spatio-temporal redundancy of video background and thus enhance the powerfulness of the proposed basic model. The nonlocal self-similarity indicates that one 3D patch often possesses many similar structure 3D patches across the whole video background volume. In practice, the k nearest similar structure 3D patches of one 3D patch is searched in a big cuboid including this 3D patch instead of the whole video background volume to reduce the expensive search cost. All these similar structure 3D patches form one tensor of 4-order including two spatial modes, one temporal mode across video frames, and one inter-patch mode across 3D patches; see Figure 3 (c) for visual illustration. The similar structure of these 3D patches implies that the interpatch mode of the 4-order tensor has a low rank representation.
We now utilize the nonlocal similar structure 3D patches to represent the video background. Specifically, assume that the background volume can be decomposed into P overlapping 3D patches of size w × w × D. For each 3D patch, we search its similar structure 3D patches in a nonlocal region and aggregate these 3D patches into a 4-order tensor, denoted as R p (X 1 ). All these 4-order tensors can be approximated by joint block Tucker low-rank tensor decompositions:
where matrices U 1p , U 2p , U 3 , and U 4p respectively correspond to factor matrices of the height, width, temporal, and nonlocal-similar-patch mode. Note that sharing factor matrix U 3 can ensure that video background admits a lowrank representation in the temporal mode as a whole. Based on the modeling of video background, we propose the following extended model:
We now compare the basic model in Eqn. (4) and the extended model in Eqn. (6) . These two models share the same modeling of video foreground prior. For video background, the basic model performs tensor low-rank approximation for the video frames; whereas the extended model works on the 3D patches group using joint block Tucker low-rank tensor approximation. Since the extended model takes more prior knowledge of video into account, it should achieve better performance, i.e., achieve higher quality video foreground/background separation, especially when the number of compressive measurements are limited.
IV. OPTIMIZATION ALGORITHMS
In this section, we will develop efficient algorithms for solving the proposed optimization models based on the well known alternating direction method of multipliers (ADMM) [39] . Firstly, we present a short review of the ADMM methodology. And then, we develop an algorithm based on ADMM for the proposed basic model in Eqn. (4) . To solve the extended model in Eqn. (6), we first design a new algorithm for factor shared joint block Tucker decomposition in Eqn. (5) based on the classic higher order orthogonal iteration (HOOI) algorithm [31] , [32] . Then an efficient algorithm in the framework of ADMM can be easily designed. Finally, we discuss the details of parameters setting.
A. Alternative Direction Method of Multipliers (ADMM)
We firstly review the methodology of ADMM. Consider the optimization problem:
s.t. Ax 1 + Bx 2 = c.
(7)
One can easily get the Lagrangian function of the above problem as follows:
In the framework of ADMM, the optimization problem in Eqn. (7) can be efficiently solved by applying the following iterative formulas:
The advantage of the ADMM is that it can convert one difficult optimization problem into some easy optimization subproblems by introducing auxiliary variables; these subproblems often have closed-form solutions. This advantage enables the ADMM to be widely exploited in various communities. For more algorithm details and their applications, please see [39] , [40] , [41] , [42] .
B. Our Algorithms
We now develop an algorithm for the proposed basic model in Eqn. (4) based on ADMM. More precisely, by introducing auxiliary variables, the model in Eqn. (4) is converted into the following equivalent model:
where o = 1, 2, 3 indicates the height mode, the width mode, and the temporal mode, respectively. The Lagrangian function of this optimization problem can be written as:
Then within the framework of the ADMM, the optimization problem of L A with respect to each variable can be solved by the following optimization subproblems: 1) G and U i subproblems: The optimization subproblem of L A with respect to G and U i can be rewritten as:
It is easy to see that this subproblem can be solved by the classic HOOI algorithm [31] , [32] . Note that this algorithm implies that each factor matrix is orthogonal, i.e., U
The optimization subproblem of L A with respect to E o can be written as:
This optimization subproblem has been thoroughly studied in recent works [43] , [44] . We here use the parallel algorithm provided by [44] . As such, the optimal solution can be denoted as:
, where Thres TV (·) indicates the iterative solution for TV regularized least square problem [44] . Similarly, one can also write the optimization problem associated with F o as:
and its optimal solution can be denoted by
3) x 1 and x 2 subproblem: It is easy to observe that optimizing L A with respect to x 1 and x 2 can be treated as solving the following linear system:
where vec(·) indicates the vectorization of the matrix or tensor, and φ * indicates the adjoint of φ. Obviously, this linear system can be solved by off-the-shelf conjugate gradient techniques.
4) Multipliers updating:
According to the ADMM framework, the multipliers associated with L A are updated by the following formulas:
Additionally, the penalty parameters β [39] . Let us denote the rank constraint of U 1 , U 2 , and U 3 by r 1 , r 2 , and r 3 . Hence, our proposed algorithm for the basic model in Eqn. (4) can then be summarized in Algorithm 1.
Algorithm 1
The Novel ADMM-based Tensor Robust PCA Algorithm. Input: The compressive measurements y of one video volume; The algorithm parameters: r 1 , r 2 , r 3 , and λ; The initialization of x 1 and x 2 . Output: x 1 and x 2 .
1: for k = 0 to maxIter do 2:
Solving the G, U i subproblems in Eqn. (8); 3: Solving the E o , F o subproblems in Eqns. (9) and (10); 4: Solving the linear system (11) and (12) 
7: end for
For solving the extended model in Eqn. (6), we shall first present the following proposition, which will be very useful for deriving the main algorithm.
Proposition 4.1: The optimization problem associated with model in Eqn. (5) min Gp,U1p, U2p,U3,U4p
can be solved by alternatively updating the following formulas:
, SVD(A, r) indicates top r singular vectors of matrix A, and eigs(A, r) indicates top r eigen vectors of matrix A. Note that the factor matrix U 3 is common to all 4-order tensors. The proof is listed in the appendix.
From this proposition, we can easily develop one alternating optimization algorithm for minimizing Eqn. (5) Updating G p by Eqn. (14); 3: Updating U 1p , U 2p , and U 4p by Eqns. (15), (16), and (17); 4: Updating U 3 by Eqn. (18). 5: end for Actually, solving the optimization model in Eqn. (6) is almost the same as solving the optimization model in Eqn. (4) except that one need to find the solution of Eqn. (5) instead of Eqn. (8) . Therefore, substituting Algorithm 2 into the step 2 of Algorithm 1, one can easily obtain the algorithm for minimizing Eqn. (6) , and thus we omit the details here.
C. Parameters Setting
In Algorithm 1, there exist four parameters required to be tuned, i.e., r 1 , r 2 , r 3 , and λ, where r 1 and r 2 control the complexity of spatial redundancy, r 3 controls the complexity of temporal redundancy, and λ provides a trade-off between background modeling and foreground modeling. Rank constraint r 1 and r 2 for factor matrices U 1 and U 2 are empirically taken as r 1 = ceil 1 (H × 0.65) and r 2 = ceil(W × 0.65) in all conducted experiments and we indeed find this setting works fairly well. r 3 and λ are required to be carefully tuned for testing data sets. We empirically find that our algorithm will make a satisfactory performance when r 3 is taken as the value 1 in the real-world data sets and λ is taken on the range [5 × 10 −3 , 5 × 10 −2 ]. In the proposed algorithm for the extended model in Eqn. (6), we need to set nine parameters for implementation, i.e., the size of 3D patch w, the size of search window around 1 ceil(a) indicates the smallest integer larger than a.
one patch S, the number of collected similar 3D patches N , the sliding distance d, the rank parameters r 1 , r 2 , r 3 , r 4 , and the traded-off parameter λ. Following the setting of Dong et al.'s works [35] , [36] , w, d, S and N are respectively taken as 8, 7, 36, and 45. The rank constraint parameters r 1 , r 2 , r 3 are respectively set to 8, 8 , and ceil(45 × 0.5). Here r 3 = ceil(45 × 0.5) means our algorithm makes low rank approximation due to the large redundancy hidden in the similar patches. Similar to the setting of Algorithm 1, we only need to tune the rank parameter r 4 for temporal complexity and the trade-off parameter λ. We empirically find that r 4 is taken as the value 1 in the real world data sets, and λ is taken on the range [0.01, 0.1].
We now verbose the initialization of proposed algorithms. For the basic Algorithm 1, we initialize x 1 by Tucker low rank decomposition of φ * (y) and x 2 by φ * (y)-x 1 . For the algorithm of the extended model, the result obtained by the basic algorithm provides a suitable initialization.
V. EXPERIMENTS
In this section, we conduct extensive experiments to substantiate the effectiveness of our proposed approach. In terms of simulated experiments, we mainly justify the reconstruction performance and the separation ability of the background from the foreground for test videos. Furthermore, various real data sets are used to demonstrate the superiority of our new models over the state-of-the-art ones for the BSCM task, especially with a low sampling ratio. All the experiments are performed using MATLAB (R2013a) on a workstation with dual-core Intel processor of 2.90 GHz and 16 GB of RAM equipped with Windows 7 OS.
For quantitative evaluation, we first introduce some evaluation indices. we measure the recovery accuracy of the support in the foreground by comparing the true support S with the recovered supportŜ. We regard it as a classification problem and evaluate the results using the notions of precision and recall, which are defined as:
where TP, FP, TN and FN mean the numbers of true positives, false positives, true negatives and false negatives, respectively. For simplicity, instead of plotting precision/recall curves, we use a single measurement named F-measure that combines precision and recall together:
We point out that the higher F-measure value means the better recovery accuracy of the support. Additionally, the recovered supportŜ is obtained by thresholding the recovered foregroundx 2 with a threshold value that gives the maximal F-measure. Furthermore, we measure the recovery accuracy of the background and the original video by the peak signalto-noise ratio (PSNR) [45] and the structural similarity index (SSIM) [46] , where PSNR measures the relative closeness of two images while SSIM measures the structural similarity of two images; the higher PSNR and SSIM values mean the better reconstruction result.
A. Simulations
The testing data are extracted from SABS (Stuttgart Artificial Background Subtraction) dataset 2 , an artificial dataset for pixel-wise evaluation of background models. The dataset consists of video sequences for nine different challenges of background subtraction for video surveillance. The basic class of nine different challenges is used to evaluate our new appoarch. Different from conventional video surveillance approaches, as discussed in previous section, compressive video surveillance processes a short-period video volume one after another. Thus, we collect 120 frames (say, NoForegroundDay0001→NoForegroundDay0120) from the SABS-basic data, and then scale each frame into an image with size of 180×240 for acceleration. Some sampled frames are shown in Fig. 2 . We then use Tucker rank-(180×0.65, 240×0.65, 2) approximation of these gray images to obtain the true background. Similarly, we choose 120 frames (say, GT0811-GT0930) as the foreground from SABS-GT data and then transform the intensity of these gray images into the range from 200 to 255 for visual contrast to the background. Hence, it is easy to obtain the original video volume X 0 by combining the background X 1 and the foreground X 2 . Additionally, the random permuted Hadamard transform is chosen as the compressive measurement operator with multiple sampling ratios: 1/25, 1/30, and 1/35. Then, we will use multiple sampling ratios of measurements to reconstruct the original video volume and simultaneously detect the moving objects for different comparison methods.
1) Comparison with Existing Popular Methods:
Three state-of-the-art methods are used for comparison: SparCS [26] , ReProCS [30] , and SpLR [28] . Our proposed methods are abbreviated as TenMTV (the basic model without considering nonlocal-similarity) and NTenMTV (the extended model considering nonlocal-similarity) in the following. Since ReProCS requires a training dataset to initialize the background, we feed the true background X 1 into this algorithm. We assess these methods from two aspects: The recovery performance of the original video and its background in terms of PSNR and SSIM indices, and the separation performance of the background from the foreground in terms of F-measure. All quantitative results from different methods under multiple sampling ratios are summarized in Table II . From this table, one can easily see that when the sampling ratio goes down, the results produced by all the methods decline in terms of PSNR, SSIM, and F-measure due to using less information except the ReProCS method 3 . Moreover, at low sampling ratios, our methods outperform other methods. Note that because we feed the true background into the ReProCS algorithm, the recovered background of this algorithm has excellent performance among all the methods in terms of PSNR and SSIM; Hence we exclude its comparison. Additionally, the extended method NTenMTV recovers a more sharp and fine texture video than TenMTV in terms of SSIM, and also admits a better separation result than the basic method TenMTV in terms of F-measure. In Fig. 4 , we show the reconstruction results of each frame in the original video with the sampling ratio 1/30 in terms of PSNR and SSIM, and the detection results of the moving cars in each frame in terms of F-measure. Furthermore, the results of one sampled frame from different methods with sampling ratio 1/30 are shown in Fig. 5 . It can be easily observed that, NTenMTV performed best among all the methods, and the proposed NTenMTV and TenMTV are clearly superior over other competing ones. 2) Effect of Tensor and Multi-Scale Strategy: In order to verify the effect of tensor modeling in the background and multi-scale 3D TV in the foreground, we consider three degenerated versions of our basic method TenMTV, i.e., matrix modeling in the background or common 3D TV in the foreground. These three methods are abbreviated as MatTV, MatMTV, and TenTV, respectively. The results of four variants under multiple sampling ratios are summarized in Table III . It can be seen from this table that the produced results of MatMTV (TenMTV) under different sampling ratios are better than the results of MatTV (TenTV), suggesting that multi-scale strategy benefits the reconstruction and separation tasks. Moreover, from this table it can be still observed that the produced results of TenMTV (TenTV) are better than the results of MatMTV (MatTV), revealing that the tensor modeling of background is helpful for the reconstruction and separation tasks.
B. Real Applications
We further assess our algorithms on multiple real-world datasets [47] , [48] , [49] , [50] . Some sampled frames from these datasets are shown in Fig. 6 , and we choose some videos from these datasets for comparison. The chosen videos consist of three classes: static background (red box), shadow (orange box), and dynamic background (black box). The compared algorithms include SparCS, ReProCS, and SpLR. Note that the ReProCS method requires the training data for subspace learning of video background. Thus, we feed the produced background of our basic algorithm TenMTV into the ReProCS algorithm. For static background and shadow datasets, we choose 120 frames from each video. While for dynamic background dataset, we choose 200 frames from each video due to its hardness. We evaluate all methods with multiple Table IV . From this table, it can be seen that our proposed methods outperform other ones no matter from the reconstruction accuracy of the original video by PSNR and SSIM and from the detection precision of moving objects by F-measure. Moreover, the extended method NTenMTV clearly improves the basic method TenMTV both in preserving the structure of the original video by SSIM and in detecting the moving objects in the foreground by F-measure on almost all testing data sets. The averaged quantitative results on multiple sampling ratios are also presented in Table V . The similar conclusion can be drawn from this table. Additionally, the visual comparison results from some partial videos are presented in Fig. 7 . From this figure, we can see that our proposed methods exhibit a superior performance over other methods both in the visual quality of the reconstructed videos and in the separation effect of the moving objects. Moreover, the extended method NTenMTV recovers sharper and cleaner videos/foregrounds than the basic method TenMTV, as the evaluation index SSIM indicates. For the challenging videos of dynamic background, our methods over-smooth the background and attribute the dynamic background into the foreground, see the dynamic curtain (red box) in Fig. 7 (e) for an instance. However, compared with other methods, our methods still provide relatively better quality of reconstruced frames and separated foreground.
VI. CONCLUSION
In this work, we propose a novel tensor robust PCA approach for background subtraction from compressive measurements, in which Tucker decomposition is utilized to eliminate the spatio-temporal correlation of the background in video streams, and multi-scale 3D-TV is employed to characterize the smoothness of video foreground. Furthermore, the nonlocal similar patches widespread in the video volume are adopted to enhance the powerfulness of the basic model. Extensive experiments on simulated and real-world data sets are conducted to demonstrate the superiority of proposed approaches over the existing state-of-the-art ones. Along the line of our work, several efforts should be made in our future investigations: Firstly, modeling the layer of the foreground using mixture of Gaussian to enhance its encoding capability for complex configured foreground; Secondly, better modeling the complex background, such as dynamic background, illumination change, smog or snow weather, and so on; Thirdly, incorporating the motion of cameras into our proposed models; Fourthly, extending our proposed models to the case of the color channel; Finally, developing online version of our approach to make it more effective, thus facilitating the further use for more practical scenarios. APPENDIX A PROOF OF PROPOSITION 4.1 PROOF. This optimization problem can be solved by the alternating direction method. Firstly, fixing the orthogonal factors U 1p , U 2p , U 3 , and U 4p , we have
Then, using the solution of G p we further derive that
For U 1p , its solution can be solved by maximizing (1) , r 1 ). Here, SVD(A, r) indicates top r singular vectors of matrix A. Likewise, we can obtain the solutions for factor matrices U 2p and U 4p . Finally, for factor matrix U 3 , we can derive its solution by maximizing
with respect to U 3 . It is easy to get that the solution can be computed by U 3 = eigs( 
