Abstract. We obtain explicitly the solution of the risk equation for a step current reserve function.
Consider the risk process
Here U i is a sequence of nonnegative identically distributed random variables with the distribution function B(t) = P(U 1 < t) and finite mathematical expectation µ = E U 1 , N t is a Poisson process with intensity β, and p(u) is the current reserve function. The ruin probability is defined by
It is shown in [1] that if g(x) is such that
B(x − t)g(t) dt.

Here (3)B = 1 − B, γ 0 = 1 − ψ(+0).
Since the expectation is finite,B(u) ∈ L 1 (0, ∞).
In the general case, the solution of equation (2) is not known for the general case. There are particular cases (see [1, 2] ) where equation (2) can be solved explicitly. For example, the case of
where p 1 and p 2 are positive constants, is studied in [1] . In this paper we consider a more general case, namely
where p i , i = 1, . . . , n, are positive constants such that
Condition (5) means that the intensity of claims changes with the current reserve function, and R t is a step function. This property can be explained in some economic applications by an increase of competition on the market. Another explanation is the payout of dividends where the premium paid to shareholders depends on the reserve of a company.
To generalize the result of [1] we develop a new approach to solving equation (2) . In what follows we assume that B(u) ∈ L 2 (0, ∞) and look for a solution of equation (2) in the space L 2 (0, ∞). if it is analytic in the half-plane y < 0 and
It is known (see [3] ) that the limit
exists for almost all x ∈ R if Φ ∈ H + 2 and Im z > 0. Moreover, if we denote the limit by ). The proof of Theorem 1 is based on some results of the book [4] . Let 
Theorem 2. In order that
Φ(x) ∈ L + 2 {(a, b)} for a, b > 0 it
is necessary and sufficient that the function Φ(x) be such that:
(
Then the function can be represented as follows: (6) Φ (6), we obtain
where
is the limit value of the function Φ Sufficiency. Let Φ(x) = exp{ixa}Φ
whence V −1 (Φ)(x) = 0 for x < a. Similarly we prove that 
Theorem 1 implies that Φ(x) = exp{ixa}Φ 
Corollary 2. In order that ϕ ∈ L 2 {(a, ∞)} for a > 0 it is necessary and sufficient that the function Φ(x) be such that
Necessity follows from Definition 5, while sufficiency follows from Theorem 3.
Theorem 5. In order that ϕ ∈ L 2 {(a, ∞)} it is necessary and sufficient that
Necessity follows from Definition 5, while sufficiency follows from Theorem 4. Sufficiency. Let Φ ∈ L + 2 {M }. Then it follows from results of [5, 6 ] that (10) P
Definition 6. Denote by
Applying the inverse Fourier transform to (10), we obtain
It follows from Theorems 4 and 5 that
Then we obtain from (11) and (12) that ϕ ∈ L 2+ {(M )}.
Since P + is a selfadjoint operator, it follows from [7] that
. The assumptions of the theorem yield that P {M1} Φ = P {M2} Φ. Thus we obtain from (13) that (2) with p i satisfying conditions (4) and (5) we consider new unknown functions f i such that
Then equation (2) can be rewritten as a system of equations
Applying the Fourier transform to system (15) we obtain
and G and F i are unknown functions. System (16) can easily be rewritten in the following form:
Using conditions (5), results of [5] , and properties of the functionB(x), we show that
, i= 2, . . . , n, are continuous functions on the whole closed axis and moreover they can be continuously extended to the upper half-plane. Next we apply Theorems 6 and 7 and Lemma 1 to prove that 
.
