Topological s-wave pairing superconductivity with spatial inhomogeneity:
  Mid-gap-state appearance and robustness of superconductivity by Nagai, Yuki et al.
ar
X
iv
:1
40
7.
11
25
v2
  [
co
nd
-m
at.
su
pr
-co
n]
  1
4 J
an
 20
15
Journal of the Physical Society of Japan FULL PAPERS
Topological s-wave pairing superconductivity with spatial inhomogeneity:
Mid-gap-state appearance and robustness of superconductivity
Yuki Nagai, Yukihiro Ota, and Masahiko Machida
CCSE, Japan Atomic Energy Agency, 178-4-4, Wakashiba, Kashiwa, Chiba, 277-0871, Japan
We study the quasiparticle spectrum of 2D topological s-wave superconductors with the Zeeman magnetic field and
the Rashba spin-orbit coupling in the presence of spatial inhomogeneity. Solving the real-space Bogoliubov-de Gennes
equations, we focus on the excitations within the superconducting gap amplitude, i.e., the appearance of mid-gap states.
Two kinds of potential functions, line-type (a chain of impurities) and point-type (a single impurity) ones are examined
to take spatial inhomogeneity into account. The line setting shows a link of the mid-gap states with the gapless surface
modes indicated by the bulk-boundary correspondence in topological superfluid. The point one shows that the quasipar-
ticles with mid-gap energy are much easily excited by an impurity when the Zeeman magnetic field increases within
the topological number to be unchanged. Thus, we obtain insights into the robustness of a topological superconductor
against non-magnetic impurities. Moreover, we derive an effective theory applicable to high magnetic fields. The effec-
tive gap is the mixture of the chiral p-wave and s-wave characters. The former is predominant when the magnetic field
increases. Therefore, we claim that a chiral p-wave character of the effective gap function creates the mid-gap states.
1. Introduction
One of the fundamental issues in superconductivity is to
study impurity effects. A statement about the response to non-
magnetic impurities, so-called Anderson’s theorem plays a
central role in this issue; no significant Tc reduction by non-
magnetic impurities occurs in s-wave superconductivity.1–5 In
other words, the impurities produce no additional pole in the
Green’s function within energy scale characterized by super-
conducting gap amplitude. Thus, when the impurities lead to
the decrease of Tc, the reduction can be related to poles inside
gap energy, mid-gap states (MGSs).6–11
Studying topological superconductors12–15 is an exciting
research topic in condensed matter physics now. The bulk-
boundary correspondence16 in topological materials implies
the presence of gapless (zero-energy) modes around defects,
as well as on surfaces. The gapless modes around defects in
topological superconductors are studied in detail.17–19 How-
ever, the impurity effects, especially the decrease of Tc are
not discussed fully, although both impurities and defects in-
duce spatial inhomogeneity into bulk systems.
Nagai et al.27 studied the non-magnetic impurity effects in
a 2D topological superconductor with on-site s-wave pairing,
using a self-consistent T -matrix approach. No considerable
Tc decrease is found in a weak Zeeman magnetic field. How-
ever, the decrease via non-magnetic impurities is significant
in a certain case. The reduction is more pronounced when the
value of a topological number increases; a state with a non-
zero even topological number significantly suffers from non-
magnetic impurities, like an unconventional superconducting
state. Since this topological number is related to the number
of the gapless surface modes,15 the authors infer from this
result that the robustness of this topological s-wave pairing
superconductor against non-magnetic impurities is related to
the gapless surface modes. Therefore, it is worth asking how
the MGSs induced by an impurity are related to the gapless
surface modes, and how the unconventional feature appears
in s-wave pairing.
In this article, we study the quasiparticle excitations in a
topological superconductor with spatial inhomogeneity. We
focus on a 2D topological superconducting model,14, 15 with
on-site s-wave pairing, the Rashba spin-orbit coupling, and
the Zeeman magnetic field. The model for the inhomogeneity
is made by adding a local potential term to the uniform sys-
tem. We examine two kinds of the setting, line-type and point-
type potentials. The former is regarded as a straight chain of
non-magnetic impurities, while the latter is a single one.
Changing the Zeeman magnetic field and the potential
height, the quasiparticle spectrum is calculated numerically.
Throughout this article, we focus on a topological phase in
which the topological number is 1. We find that the both po-
tential models induce the MGSs when the system lies in the
topological phase. The resultant states are locally bound in the
vicinity of the potential.
We obtain insights into the robustness of the topological su-
perconducting state against non-magnetic impurity, depend-
ing on potential geometry. The line setting definitely shows
a continuous connection of the MGSs into the zero-energy
bound states, changing the potential into a hard-wall one.
Thus, the MGSs in the present model have a link with the
gapless surface modes indicated by the bulk-boundary corre-
spondence, in a certain setup. The point setting indicates that
the quasiparticles with mid-gap energy are much easily ex-
cited by impurities when the Zeeman magnetic field increases
within the topological phase. We find that this result is con-
sistent with the prediction on the decrease of Tc in Ref. 27.
To understand the numerical results, we discuss why the
potential terms produce the MGSs. From the results in the
point setting, we consider that an effective theory to describe
a high-magnetic-field case is useful for the arguments. Thus,
1
J. Phys. Soc. Jpn. FULL PAPERS
we derive an effective gap function in the system without
the potential term, by perturbation about the inverse of the
magnetic-field strength. We find that the effective gap is the
mixture of the chiral p-wave and s-wave components. The
former becomes primary in the effective gap when the mag-
netic field increases. Hence, we claim that a chiral p-wave
feature in the effective gap function creates the MGSs.
The article is organized as follows. In Sec. 2, we explain our
motivation, mainly focusing on the previous theoretical stud-
ies about the non-magnetic impurity effects in the s-wave su-
perconductivity. In Sec. 3, we explain a model of the 2D topo-
logical s-wave superconductors. The quasiparticle spectrum
for line-type potential is shown in Sec. 4.1, and subsequently
the results for the point-type one are shown in Sec. 4.2. In
Sec. 5, we shows the discussions to understand better the nu-
merical results. Specifically, we derive an effective gap func-
tion with both the chiral p-wave and s-wave characters in
Sec. 5.3. In Sec. 6, the summary is shown.
2. Motivation and aim
The main issue in this article has a link with the impurity ef-
fects in superconductivity. To clarify our motivation, we sum-
marize several theoretical results about superconducting al-
loys. Then, we show the aim in this article, focusing on our
previous results about non-magnetic impurity effects.27
2.1 Anderson’s theorem
A well-known result in the impurity effects is Anderson’s
theorem.1 The critical temperature in s-wave superconduc-
tors does not significantly decrease by non-magnetic impu-
rities. The idea is to focus on Kramers-degenerate electrons.
If a metal has the time-reversal symmetry, the instability lead-
ing to superconductivity comes from the time-reversed pairs
of electrons on the Fermi surface. Then, the perturbation not
splitting the Kramers degeneracy has no effect on Tc.
It is an important issue in superconductivity to ask how Tc
decreases in the presence of impurities when the conditions
in the above argument are changed. Several ways of chang-
ing the conditions are available. One way is to change the su-
perconducting character, keeping the time-reversal property
of the normal electrons. Another way is to violate the time-
reversal symmetry, with s-wave pairing. Considering spin-
orbit couplings can also lead to the change of the conditions,
since their absence is implicitly assumed in the typical argu-
ments of Anderson’s theorem.3
2.2 Mid-gap-state appearance in various settings
Since Anderson’s theorem includes an argument of Tc, the
quantitative discussion is needed for studying the validity in
various physical settings. Studying the response to magnetic
impurities gives us a clue for this issue. Magnetic impurities
lead to the decrease of Tc in s-wave superconductors.3, 5 This
is associated with the formation of the bound states around
the impurities, with mid-gap energy E ∈ (−∆,∆), where ∆
is the superconducting gap amplitude. The mid-gap-state ap-
pearance corresponds to the occurrence of additional poles
in the Green’s functions. The modification of the anomalous
Green’s functions can change Tc.
We summarize the theoretical results on the impurity ef-
fects in the s-wave superconductivity, relevant to our issue.
2.2.1 Magnetic impurities
The presence of magnetic impurities leads to significant de-
crease of Tc.3, 5 This is related to the appearance of additional
poles in the Green’s functions, as pointed out above.
2.2.2 Zeeman magnetic field and non-magnetic impurities
Zeeman magnetic field breaks time reversal symmetry. One
can expect that an s-wave superconducting state in the pres-
ence of the Zeeman magnetic field is not robust against non-
magnetic impurities. The expectation is partially correct, but
not always holds. We will argue this point below.
Ohashi21 proposed a way of making a magnetic impurity
in superfluid fermionic gases and showed the formation of
bound states in an s-wave state. The keys of creating a mag-
netic impurity are to make Zeeman field by the population
imbalance between atomic components and to use so strong
on-site pairing potential that the Hartree term is predominant.
Thus, the interplay between a non-magnetic impurity and the
Zeeman field leads to the mid-gap-state appearance, under
strong on-site pairing potential. However, in a weak-coupling
superconducting theory the Hartree term is negligible.
Using a weak-coupling approach, Sau and Demler22 stud-
ied the formation of bound states by impurities in a semi-
conductor nanowire in the proximity to an s-wave supercon-
ductor, similar to our model; both the Zeeman field and the
spin-orbit coupling are involved. They point out that no MGS
bound to non-magnetic impurities is found when the mag-
netic field takes a non-zero value, but the spin-orbit coupling
vanishes. The form of the Green’s functions in the system
without impurities supports this statement. One can find that
when only the Zeeman magnetic field exists, the Green’s func-
tions are expressed by a block diagonal matrix with two sec-
tors, each of which is composed of the ones in the Bardeen-
Cooper-Schrieffer theory. The Zeeman magnetic field gives an
energy shift in the Green’s functions.23 Thus, using the stan-
dard arguments that non-magnetic impurity do not induce the
bound states in s-wave superconductors, the assertion is ob-
tained.
The above arguments indicate that the non-magnetic impu-
rity effects under the Zeeman magnetic field are not so simply
understood by the magnetic-impurity effects. We remark that
our target is a weak-coupling s-wave superconductor.
2.2.3 Spin-orbit couplings and non-magnetic impurities
Studying specific models with spin-orbit couplings shows
a similar statement to Anderson’s theorem. Non-magnetic
disorder has no effect on the critical temperature in a non-
centrosymmetric superconductor with s-wave pairing.24 In
the proximity-induced superconductivity in a semiconductor
nanowire only with the Rashba spin-orbit coupling,22 no addi-
tional pole in the Green’s function appears by a non-magnetic
impurity.
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2.3 Impurity effects and a topological number
The presence of both the Rashba spin-orbit coupling and
the Zeeman magnetic field lead to non-trivial response to non-
magnetic impurities.22, 25, 27 To see this point, we summarize
our previous results27 in a 2D s-wave topological supercon-
ductor. The detail of the model is explained in Sec. 3.
Nagai et al.27 numerically calculated Tc in the presence
of non-magnetic impurities, using a self-consistent T -matrix
approach. When the system in the clean limit lies in a
non-topological region (i.e., a low-magnetic-field region), no
significant Tc reduction occurs by non-magnetic impurities.
However, the decrease of Tc appears when taking a higher
magnetic field. Moreover, the calculations of a topological in-
variant, Thouless-Kohmoto-Nightingale-Nijs (TKNN) num-
ber26 indicate the presence of a correlation of the TKNN
number with the Tc reduction; the reduction is more pro-
nounced when the TKNN number increases. We remark that
the proximity-induced superconductivity in a semiconductor
nanowire22 also shows the formation of a bound state around a
non-magnetic impurity, increasing the Zeeman magnetic field
with non-zero spin-orbit coupling.
2.4 Settings in the present issue: Potential models
The above results motivate us to examine how in our model
the mid-gap-state appearance connects with a topological
property of the system. We focus on the fact that in the clean-
limit bulk system the TKNN number is related to the number
of the gapless surface modes in the system with edges.15 Thus,
it is a meaningful issue to consider the relation of the mid-gap-
state appearance with the gapless surface modes indicated by
the bulk-boundary correspondence. Studying the production
of bound states [with energy E ∈ (−∆,∆)] in potential models
is suitable for this issue. Changing potential strength, one can
examine the bound-state production by both a impurity (i.e.,
finite barrier) and a defect (i.e., infinitely-high barrier).
Now, we show the settings in this article. We focus on two
kinds of potential models, line-type potential and point-type
potential, as seen in Fig. 2. The line-type potential may de-
form into a rigid wall through increase of the strength. The
setup is also regarded as a straight chain of impurities. Thus,
we first study the line setting, to understand the mid-gap-state
appearance in terms of the bulk-boundary correspondence. A
line segment can be a point when one shortens the line length
continuously. Therefore, our next task is to study the point-
type potential, as a limit of the line setting. The point setting
is related to the calculations of Tc with a T -matrix approach
when the impurity concentration is quite low.
3. Model
The system is described by a tight-binding model on an
Nx × Ny square lattice, with on-site s-wave pairing and the
Rashba spin-orbit coupling. Moreover, the Zeeman magnetic
field is applied along the direction perpendicular to the xy-
plane. The mean-field Hamiltonian is
ˆH = −t
∑
< j, j′>
∑
σ
cˆ
†
j,σcˆ j′,σ − µ
∑
j
∑
σ
cˆ
†
j,σcˆ j,σ
−
α
2
∑
j
[(cˆ†j−ex,↓cˆ j,↑ − cˆ
†
j+ex,↓cˆ j,↑)
+i(cˆ†j−ey,↓cˆ j,↑ − cˆ
†
j+ey,↓cˆ j,↑) + h.c.]
−h
∑
j
(cˆ†j,↑cˆ j,↑ − cˆ†j,↑cˆ j,↑)
+
∑
j
(∆cˆ†j,↑cˆ†j,↓ + h.c.) +
∑
j
∑
σ
V jcˆ†j,σcˆ j,σ, (1)
with the nearest neighbor hopping matrix element t (> 0), the
chemical potential µ, the spin-orbit coupling constant α (> 0),
the magnitude of the Zeeman magnetic field h, and the su-
perconducting gap ∆. The lattice constant is normalized by 1.
The annihilation and creation operators of electrons with spin
σ (=↑, ↓) are, respectively, cˆ j,σ and cˆ†j,σ on site j = ( jx, jy).
In the third term, i.e., Rashba spin-orbit coupling, the symbol
ex means the unit vector along x-axis: ex = (1, 0). Similarly,
ey is the unit vector along y-axis. The last term is the poten-
tial term. We focus on two kinds of the potential functions;
(i) line-type potential (V j = V (L)j ) and (ii) point-type potential
(V j = V (P)j ), where
V (L)j = Vδ jx ,Nx/2, (2)
V (P)j = Vδ jx ,Nx/2 δ jy,Ny/2. (3)
The potential height V is positive (repulsive potential). We
will use the Fourier-transformed model along y-axis, for case
(i). Tight-binding Hamiltonian (1) is equivalent to a 2D topo-
logical superconducting model in ultra-cold atomic gases,14, 15
if the potential term is absent. Our model also describes a
proximity-induced superconducting system on the interface
between semiconductors and superconductors. In the junction
systems, the potential term can be implemented by controlling
the chemical potential via local gate voltage.20
Let us concisely summarize the topological properties of
our system in clean limit (V j = 0 for any j). The spatial uni-
formity allows us to write down the tight-binding Hamilto-
nian in momentum space. The electron annihilation and cre-
ation operators are, respectively, cˆk,σ and cˆ†k,σ. They are bound
as the 4-component vectors, ˆΨk = t(cˆk,↑, cˆ†−k,↑, cˆk,↓, cˆ†−k,↓)
and ˆΨ†k = (cˆ†k,↑, cˆ−k,↑, cˆ†k,↓, cˆ−k,↓). We find that ˆH|V=0 =
(1/2) ∑k ˆΨ†kHk ˆΨk, with the Bogoliubov-de Gennes (BdG)
Hamiltonian,
Hk =
s0 + s3
2 ⊗ (εk − h)τ
3
+
s0 − s3
2 ⊗ (εk + h)τ
3
+s1 ⊗ αℓ1,kτ
0
+ s2 ⊗ αℓ2,kτ
3
+s2 ⊗ (i∆τ+ + h.c.), (4)
where εk = −µ − 2t(cos kx + cos ky), ℓ1,k = sin ky, and
ℓ2,k = − sin kx. The ith component of the 2 × 2 Pauli matri-
ces (i = 1, 2, 3) is written by si for spin. Similarly, the Pauli
matrices for the Nambu space are written by τi. The 2 × 2
identity matrices for spin and the Nambu space are, respec-
tively, s0 and τ0. The ladder operators in the Nambu space are
defined by τ± = (1/2)(τ1±iτ2). The diagonalization of Eq. (4)
3
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leads to the bulk spectrum
E(k) =
√
ε2k + α
2|ℓk|2 + h2 + |∆|2 ± 2ξk, (5)
with ℓk = (ℓ1,k, ℓ2,k) and ξk =
√
ε2kα
2|ℓk|2 + (ε2k + |∆|2)h2.
The topological phase transition occurs when the energy gap
of bulk spectrum (5) closes at specific points in the Brillouin
zone.15 According to Table I in Ref. 15, the topological prop-
erty of the superconducting state for µ > 2t and h < 3t
changes from a trivial phase to a non-trivial one, when h is
greater than a critical value,
h >
√
(4t − µ)2 + ∆2. (6)
4. Results
We numerically diagonalize tight-binding Hamiltonian (1),
to examine the quasiparticle excitations in this system. The
pair potential is ∆ = 0.35t and the chemical potential is
µ = 3.5t, throughout this article. We accurately evaluate the
eigenvalues and the eigenstates within (−∆,∆), with a method
by Sakurai and Sugiura.28 The authors in Ref. 28 propose a
practical way of solving a generalized eigenvalue problem,
with a restricted eigenvalue domain. This approach leads to
a numerical construction of a small-size effective Hamilto-
nian, keeping the essential properties of the original large-
size Hamiltonian. The central idea is an efficient calculation
of the projector onto an aimed energy domain. The contour in-
tegral for the projector on complex plain is approximated by
numerical quadrature. The application to different supercon-
ducting issues and the detail implementation way are shown
in Ref. 29.
4.1 Line-type potential
We concentrate on line-type potential (2). The set up is
shown in Fig. 1(a). The translational symmetry along y-axis
leads to a ky-resolved Hamiltonian from Eq. (1). The number
of the lattice size along x-axis is Nx = 120. We impose the
periodic boundary condition along x-axis.
We study about the case of the Zeeman-magnetic-field
strength to be h = t, for a while. We find that, from Eq. (6),
a topological superconducting state occurs in the clean-limit
bulk system. Figure 2 shows that the potential with V = 100 t
induces the almost-zero-energy states. Since the system with-
out the potential is in a topological phase, these zero-energy
states are regarded as the gapless bound states on the surfaces
of the potential wall. In other words, the line-type potential
with V = 100 t can be regarded as a line defect, i.e., wall.
This ultra-high potential barrier completely divides the sys-
tem into the two subsystems, left and right parts; the left part
is separated from the right part, by vacuum.
The result for the ultra-high-barrier line-type potential mo-
tivates us to study lower-barrier cases. Figure 3 shows the en-
ergy dispersions, with V = 1 t, 5 t, and 10 t. We find that for
V = 5 t and 10 t the quasiparticle excitations occur, within
the energy domain (−∆, ∆). Thus, the line-type potentials
with either high or intermediate barriers induce the MGSs.
Changing V means the continuous deformation of the energy
N = 120
Vx
y
(a) line-type
N = 120
N
 
=
 120
x
y V
(b) point-type
Periodic boundary
Fig. 1. Schematic diagrams of a system with (a) line-type potential and (b)
point-type potential.
-1
-0.5
 0
 0.5
 1
-pi -pi/2 0 pi/2 pi
E/
t
ky
Fig. 2. (Color online) Quasiparticle spectrum for a ultra-high line-type po-
tential function (V = 100t), along y-axis. See Fig. 1(a), as well. The pair
potential is ∆ = 0.35t, and the chemical potential is µ = 3.5t. Since we set
the Zeeman magnetic field as h = 1t, the system without the potential stays
at a topological phase [See, Eq. (6]. The gapless states appear at ky = ±π.
spectrum of the system. Therefore, these MGSs can continu-
ously connect with the zero-energy states, when V increases.
Another evidence for the MGSs to be related to the zero-
energy states is obtained, calculating the local density of states
(LDOS). Figure 4 shows the local density of states at energy
E = 7.4559 × 10−2 t, for V = 5 t. This energy corresponds
to the lowest absolute eigenvalue of the Hamiltonian. We find
that the corresponding states are located on the surfaces of the
potential wall. The spin-imbalanced behavior in the LDOS
attributes to the Zeeman magnetic field and the chemical-
potential value; the first and the second terms in Eq. (4) im-
ply that the down-spin component mainly contributes to the
LDOS near zero energy.
Now, we turn into a systematic study of the quasiparticle
spectrum under the line-type potential, varying h and V . Fig-
ure 5(a) shows a h-V diagram of the lowest absolute eigen-
value. Figure 5(b) shows a section of the h-V diagram, with
h = 1 t. The critical magnetic field for the topological transi-
4
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 0.4
-pi-pi/20 pi/2 pi
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(c) V=10t
Fig. 3. (Color online) Quasiparticle spectrum for line-type potential, with
different barrier heights. The other physical parameters are the same as in
Fig. 2. When V ≥ 5t, the mid-gap states appear.
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Fig. 4. (Color online) Spin-resolved local density of states, at energy E =
7.4559 × 10−2t, for line-type potential with height V = 5t. See Fig. 3(b), as
well. The other parameters are the same as in Fig. 2.
tion is h ≈ 0.61 t, from Eq. (6). We focus on the case when
h > 0.61 t (i.e., topological phase). For a high-barrier region
(V > 5 t), we find the appearance of the MGSs, which is indi-
cated by the dark-colored area in Fig. 5(a). Figure 5(b) shows
that the energy of the MGSs is proportional to 1/V . For a
ultra-low barrier region (V < 1 t), the lowest absolute eigen-
value does not significantly reduce. Indeed, we can find that
this quantity is equal to the lowest energy of the bulk states.
Therefore, no MGS is excited by the ultra-low potential. We
obtain a curious result when 1 t < V < 5 t. The lowest abso-
lute eigenvalue is zero (i.e. gap closing) at the specific poten-
tial height, depending on h. Figure 5(b) also shows this behav-
ior manifestly. We show an interpretation for this anomalous
gap-closing behavior in Sec. 4.1.
(a)
 0  0.5  1  1.5  2  2.5  3
h [t]
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Fig. 5. (Color online) (a) Eigenvalue of tight-binding Hamiltonian (1),
with the lowest absolute value, for line-type potential. The magnetic field
h (the horizontal axis) and the potential height V (the vertical axis, with log-
arithmic scale) are changed. We set the pair potential ∆ = 0.35t and the
chemical potential µ = 3.5t. The black color means the existence of the zero-
energy states. (b) Section in (a), with a fixed magnetic field strength (h = 1t).
The value at V = 0.1t corresponds to the bulk spectral gap. Therefore, the
behavior for V > 2t indicates the presence of the mid-gap states.
4.2 Point-type potential
The results in the previous subsection show that the po-
tential is regarded as a rigid wall when V = 100 t. Our next
concern is to examine whether the same behavior occurs in
different settings. We examine the point-type potential, as a
line setting with ultimately-short line length. We mainly show
the characters of the lowest absolute eigenvalue of the Hamil-
tonian to examine the presence of zero-energy bound states.
Let us study point-type potential (3), as seen in Fig. 2(b).
We set Nx = Ny = 120, with the periodic boundary condition.
Our calculations focus on the case for h > 0.61 t (topolog-
ical phase). Figure 6 shows the spin-resolved LDOS at en-
ergy E = 9.8290 × 10−2 t, with h = 2 t and V = 100 t. This
energy is the lowest absolute eigenvalue of the Hamiltonian.
We find that the bound states occur around the point potential,
with non-zero energy. Figure 7 shows the h-dependence of the
lowest absolute eigenvalue of the Hamiltonian, with different
heights V = 5 t and 100 t. The curve for V = 0 is calculated
by exact bulk energy spectrum (5). This curve predominates
the plots for V , 0. The behavior for large V (e.g.,V = 100 t)
is consistent with the calculations of the MGSs in a similar
5
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model to the present one by Hu et al.25 The point-type po-
tential leads to the MGSs at the potential center. However,
the zero-energy bound states are not induced by the potential.
(See, Table I). We are going to argue this point in Sec.5.2.
Now, we study the relation of the mid-gap-state appearance
to the decrease of Tc in the 2D topological s-wave supercon-
ductor. Since the point-type potential is regarded as the scat-
tering center of a single non-magnetic impurity, the point set-
ting is relevant to the previous T -matrix calculations.
Let us focus on the results in the ultra-high potential bar-
rier (blue squares) shown in Fig. 7. We denote the lowest
absolute eigenvalue as ELAV . ELAV=0 corresponds to the spec-
trum gap in the DOS without impurities (the green dashed
line in Fig. 7). Moreover, we denote the ratio of ELAV to ELAV=0
as ǫLAV (= ELAV /ELAV=0); ǫLAV is the lowest quasiparticle energy
normalized by the spectrum gap in the clean limit. The data in
Fig. 7 indicates that ǫLAV=100 t decreases when h increases. We
can find that ǫLAV=100t ≈ 0.72 for h = 1 t, ǫLAV=100t ≈ 0.66 for
h = 2 t, and ǫLAV=100t ≈ 0.6 for h = 3 t. Thus, for a relatively
high magnetic field, the quasiparticles with mid-gap energy
are much easily excited by impurities. These behaviors are
consistent with our previous calculations.27 The decrease of
Tc is not significant for h = 1t [Fig.5(a) in Ref.27], while is
pronounced for h = 2t [Fig.5(b) in Ref.27]. Therefore, the lo-
cation of the MGSs in energy domain can lead to understand-
ing how the robustness of the present model against impurities
is ruled by the magnetic field. Systematic studies, such as de-
pendence on scattering models and full self-consistent calcu-
lations are needed for the precise location of the poles leading
to a significant decrease of Tc by a non-magnetic impurity.
5. Discussions
5.1 h-V diagram for line-type potential
Let us explain the behaviors on the h-V diagram shown
in Fig. 5, in terms of a topological number, The topological
number for classifying the present 2D topological supercon-
ductor is the TKNN number.26 The bulk topological super-
conducting state for (3 t >) h > 0.6 t and µ > 2 t has the
topological number N = 1, as seen in Ref. 15. Since the po-
tential height is moderate, we may consider a local property
of the topological state on the line (effective 1D supercon-
ducting system). The effective chemical potential on the line
can be µ − V , owing to the local filling change via the po-
tential. According to the typical arguments in a 1D Majorana
nanowire in a semiconductor-superconductor-junction device
(e.g. Ref. 20), we may write a “local” topological number
on the line as M, although the rigorous treatment requires
a infinitely-extended spatial geometry (momentum preserva-
tion). We calculate M by the TKNN number in the system
with chemical potential µ − V , simply dropping the effects of
the boundaries between the potential region and the others. In
other words, the number M is the TKNN number for the case
when the potential width extends into the whole of the sys-
tem. Although a one-dimensional class D superconductor is
characterized by Z2 ,33 we use the TKNN number (i.e., Z) in
this paper since our aim is to compare the “line-shaped” area
with the other area (e.g., the area on the left of the line poten-
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Fig. 6. (Color online) Spin-resolved local density of states at energy E =
9.8290 × 10−2t in the system with a point-type potential (V = 100t). See,
Fig. 1(b). The Zeeman magnetic field is h = 2t. The other parameters are the
same as in Fig. 2. (a) Up spin component and (b) down spin component of
the wave functions. We note that in this figure we focus on the area around
the potential center.
tial) using the common index. Repeating a similar argument
to the derivation of Eq. (6), we find that this number takes a
non-zero value (i.e., M = 1) when
h >
√
[4t − (µ − V)]2 + ∆2. (7)
Let us divide the h-V diagram into three regions, using
Eqs. (6) and (7), as shown in Fig. 8. The red solid line is de-
fined by Eq. (6), whereas the blue dashed one is by Eq. (7).
We find that the latter line qualitatively reproduces the line of
the zero-energy bound states in Fig. 5(a).
Now, let us summarize phase diagram, as seen in Fig. 8(a).
In phase I, the absence of the MGSs is found, since the sys-
tem is topologically trivial (N = M = 0). On the boundary
between phases I and III, the energy gap in bulk spectrum
(5) closes. In phase II, there is no MGS. This comes from
the fact that the topological number N is the same as M (i.e.,
N = M = 1). On the boundary between phases II and III, the
energy gap of the “bulk” spectrum in the effective 1D system
closes. In phase III, the appearance of the MGSs is found in
the vicinity of the potential wall, since the topological num-
ber N is different from M (i.e., N = 1 and M = 0). Taking the
ultra-high potential limit in phase III leads to the occurrence
6
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Table I. Difference between line-type and point-type potentials. Anomalous gap-closing is discussed in Sec. 4.1.
Line-type potential Point-type potential
Bound states (V →∞) Zero energy Non-zero energy
Anomalous gap-closing Yes No
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Fig. 7. (Color online) Magnetic-field dependence of the lowest absolute
eigenvalue for point-type potential, with heights V = 5t and V = 100t. The
dashed line (V = 0t) is obtained by exact bulk energy spectrum (6). The other
parameters are the same as in Fig. 2.
of the two zero-energy bound states, one of which is located
on the left side of the potential barrier, and the other of which
is on the right side. Reducing the potential height leads to the
hybridization of these two zero-energy states, with hopping
proportional to 1/V; as a result, the degenerate zero eigen-
value is split. These arguments are sketched in Fig. 8(b).
We remark that there is the difference between the numer-
ical calculation [Fig. 5(a)] and the diagram in Fig. 7(a). This
difference comes from the fact that the latter diagram is ob-
tained by the TKNN number in the two-dimensional system,
not a genuine topological number in a one-dimensional (line)
system. It is an interesting future issue to characterize our nu-
merical results via a more definite topological number in a
line system.
5.2 Non-zero-energy bound states in point-type potential
The absence of the zero-energy bound states is curious in
the point-type potential with ultra-high barrier (V = 100 t).
Hu et al.25 discussed a link of non-zero bound states around
a non-magnetic impurity with the gapless surface modes, us-
ing a finite-confinement effect in the chiral p-wave superfluid
surrounded by a disk-shaped rigid wall. Their arguments are
interesting, but the map of the present model to a chiral p-
wave model is attainable when h → ∞ (We will show the
derivation of the map in Sec.5.3). Therefore, other ideas are
desirable for explaining the difference from zero energy and a
link to the gapless surface modes in a finite magnetic field.
Let us consider this issue, from the viewpoint of continuous
deformation of the potential shape from a line to a point. We
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Fig. 8. (Color online) (a) Phase diagram with respect to a topological in-
variant. The red solid line denotes the topological phase transition in the bulk,
defined by Eq. (6). The blue dotted line denotes the topological phase tran-
sition on the line-potential, defined by Eq. (7). (b) Schematic diagram of the
different phases. The phase III only has the bound states at the boundary.
find the presence of the gapless surface modes in the line-
type potential with V = 100 t; the system is separated by the
line defect. Figure 4 shows that the bound states accommodate
in the both sides of the potential region. When one shortens
the line length, the separated regions are connected with each
other. Then, interference would occur between the left and
the right zero-energy bound states. Thus, we speculate that
the zero-energy bound states in the line defect would acquire
non-zero energy in a point setting owing to the lack of spatial
separation. We will examine the validity of this idea in future.
5.3 Mixture of chiral p-wave and s-wave components
Let us derive an effective theory to understand the numeri-
cal results. Our approach is similar to a low-energy theory in
the semiconductor-superconductor junction systems,20 but we
take a high-order correction to our description.
We focus on the spatial uniform case. We seek the low-
energy region for constructing the effective theory, via the
examination of the normal-part BdG Hamiltonian [Eq. (4),
with ∆ = 0]. The energy eigenvalues in the particle sub-
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space (τ3 = 1) are E±
n,k = εk ±
√
h2 + α2|ℓk|2. We focus on
the case when the chemical potential is located at the inter-
mediate energy between the higher band and the lower band.
All the previous calculations in this article correspond to this
case. Hence, the Fermi surface is determined by the solution
of 0 = E−
n,k. Since E
+
n,k − E
−
n,k ≥ 2h, the higher-energy con-
tributions are negligible, when h → ∞. A high magnetic-field
value indicates that the electron spin is almost polarized up-
ward. Thus, the low-energy subspace is attainable by the spin-
up projector (1/2)(s0 + s3) ⊗ τ0.
The effective theory is built up by a perturbation approach,
in the vicinity of the Fermi surface. The order of the perturba-
tive expansions is evaluated by α/h since the spin-orbit cou-
pling mixes the low-energy sector (spin up) with the high-
energy sector (spin down). Also, the ratio of |∆| to h should
be small since the perturbation term contains the contribu-
tions of the pairing potential. Thus, the expansions are valid
when h ≫ α, |∆|. Before the perturbative expansions, we per-
form a basis transformation to take a higher-order correction.
The procedure is similar to the Tani-Foldy-Wouthuysen trans-
formation30 for the Dirac equation. The unitary-transformed
BdG Hamiltonian is Hk,η = SηHkS−1η , with
Sη = exp
[
i
η
2
s3 ⊗
(
i∆
|∆|
τ+ + h.c.
)]
. (8)
We take so small angle η that η ∼ O(α/h). In other words, we
partially diagonalize the Hamiltonian, with the restricted ro-
tation S. We choose a free part ofHk,η, as seen in Eq. (A·1) in
Appendix . Then, the 2nd-order Brillouin-Wigner approach31
leads to an effective Hamiltonian,
H effk =
s0 + s3
2
⊗
[
τ0 + τ3
2
heffk +
τ0 − τ3
2
(−heff−k)∗
+(i∆effk τ+ + h.c.) + O(α2/h2)
]
, (9)
with heffk = εk − h − (α2/h)|ℓk|2 + (|∆|2/h) and
∆
eff
k = −
2α
h ∆(ℓ2,k + iℓ1,k) −
2iη|∆|
h ∆. (10)
The detail calculations are shown in Appendix , but we con-
cisely illustrate how effective gap function (10) is produced
from the original s-wave mean-filed term. In Eq. (4), the
spin-orbit couplings (the second line) do not commute with
the pairing potential term (the third line). Thus, in the per-
turbation analysis, the cross terms between them may exist,
and they lead to the effective superconducting gaps. When
η → 0 (i.e., no unitary transformation is performed), the chi-
ral p-wave low-energy behavior is survived, whereas the s-
wave contribution disappears. This result is consistent with
the low-energy theory in the semiconductor-superconductor
junction systems.20 Therefore, the full gap feature emerges as
a higher-order correction in the low-energy effective Hamil-
tonian. When a magnetic field is high, the chiral p-wave com-
ponent is predominant.
A similar argument is possible for a 3D topological super-
conductor. The low-energy effective theory is attainable, tak-
ing large-mass (nonrelativistic) limit.34 This assertion is rea-
sonable, since the Zeeman magnetic field in the 2D topolog-
ical superconductor is regarded as the mass term. Moreover,
we mention that, taking massless (ultrarelativistic) limit34, 35
(i.e. a weak magnetic field in our system), the superconduc-
tivity is robust against non-magnetic impurities, like s-wave
superconductivity.
The mixture of the chiral p-wave and s-wave characters in
the effective gap is interesting. It indicates that the robustness
of the present model against non-magnetic impurities can dif-
fer from typical behaviors in a chiral p-wave model when the
s-wave correction is negligible. We find that in the point set-
ting (Sec. 4.2) the system is relatively robust around h = 1 t.
Since we set α = 1 t throughout this article, this robustness
can be related to the s-wave correction. It is an intriguing task
to compare the present model with a chiral p-wave model.
The chiral p-wave superconductors also lead to the bound
states with almost zero energy around a non-magnetic impu-
rity.36 One can expect that the 2D topological s-wave super-
conductor has a lot of behaviors similar to the ones in the chi-
ral p-wave superconductor. However, we guess that the quan-
titative differences are not negligible in an intermediate mag-
netic field (e.g., h & α) since the map to chiral p-wave is
attainable by perturbation with h ≫ α. Clarifying the differ-
ence from a chiral p-wave model in the impurity effects is an
important future issue.
6. Summary
We studied how the MGSs appear in the 2D topological s-
wave superconductors with spatial inhomogeneity. Two kinds
of the potential functions, line-type potential and point-type
one were examined. The line setting showed a definite link
between the MGSs and the gapless surface modes. The point
setting showed that the quasiparticles with mid-gap energy
are much easily excited by impurities when the Zeeman mag-
netic field increases. This result supports our previous calcu-
lations27 of the decrease of Tc by non-magnetic impurities.
To understand the numerical results, we derived an effective
theory applicable to high magnetic fields. The effective gap
was the mixture of the chiral p-wave and s-wave components.
The former is predominant when the magnetic field increases.
Therefore, we claim that a chiral p-wave feature in the effec-
tive gap function creates the MGSs.
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Appendix: Derivation of an effective Hamiltonian
We show the derivation of Eq. (9). We start with the
unitary-transformed BdG Hamiltonian Hk,η = SηHkS−1η ,
where Sη is defined by Eq. (8). We take so small angle η that
η ∼ O(α/h). After straightforward calculations, we find that
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Hk,η = H
(0)
k,η +Vk,η + O(η2), with
H
(0)
k,η =
s0 + s3
2
⊗ [(εk − h)τ3 + (i∆(+)k,ητ+ + h.c.)]
+
s0 − s3
2
⊗ [(εk + h)τ3 + (i∆(−)k,ητ+ + h.c.)],
(A·1)
Vk,η = s
1 ⊗ (αℓ1,k + i∆(1)η )τ0
+s2 ⊗ [αℓ2,kτ3 + (i∆(2)k,ητ+ + h.c.)]. (A·2)
The four additional gap functions are
∆
(±)
k,η = ∓iη(εk ∓ h)(∆/|∆|), ∆(1)η = −iη|∆| , and
∆
(2)
k,η = [1 − (ηαℓ1,k/|∆|)]∆. We set the free part for the
perturbation approach as H (0)k,η.
Now, we derive the low-energy effective Hamiltonian. The
2nd-order Brillouin-Wigner approach31 leads to an effective
Hamiltonian
H effk = PH
(0)
k,ηP +
2∑
m=1
(PVk,ηQ)Rk,η,m(QVk,ηP), (A·3)
with P = (1/2)(s0 + s3) ⊗ τ0, Q = s0 ⊗ τ0 − P and
Rk,η,m = Q[E(0)k,η,m − QH
(0)
k,ηQ]−1. The non-perturbative en-
ergy E(0)k,m is related to the eigenvalues of PH
(0)
k,ηP: PH
(0)
k,ηP =
(1/2)(s0 + s3) ⊗ diag{E(0)k,η,1, E(0)k,η,2}. We approximate Rk,η,m
by the value on the Fermi surface, Rk,η,m ≈ RkF ,η,m, with the
Fermi momentum kF given by ǫkF = h+O(α2/h2). Taking the
leading term,32 we find that Rk,η,m ≈ (1/2)(s0−s3)⊗(−1/2h)τ3.
Therefore, performing straightforward algebraic calculations
about the Pauli matrices, we obtain Eq. (9). In the effective
gap ∆effk , the chiral p-wave component (the first term) comes
from ∆(2)k,η. In contrast, the s-wave component (the second
term) is attributable to ∆(1)
η,k. We remark that the contribution
from∆(+)k,η in Eq. (A·1) is negligible, since on the Fermi surface
∆
(+)
k,η ∼ ηO(α2/h2) ∼ O(α3/h3). The contribution from ∆(−)k,η is
irrelevant to the low-energy sector, owing to the spin-up pro-
jector P.
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