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Abstract
In this work we apply the techniques that were developed in [M.N. Lalín, An algebraic integration for
Mahler measure, Duke Math. J. 138 (2007), in press] in order to study several examples of multivariable
polynomials whose Mahler measure is expressed in terms of special values of the Riemann zeta function
or Dirichlet L-series. The examples may be understood in terms of evaluations of regulators. Moreover, we
apply the same techniques to the computation of generalized Mahler measures, in the sense of Gon and
Oyanagi [Y. Gon, H. Oyanagi, Generalized Mahler measures and multiple sine functions, Internat. J. Math.
15 (5) (2004) 425–442].
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1. Introduction
The (logarithmic) Mahler measure of a Laurent polynomial P ∈ C[x±11 , . . . , x±1n ] is defined
by
m(P ) :=
1∫
0
· · ·
1∫
0
log
∣∣P (e2π iθ1 , . . . , e2π iθn)∣∣dθ1 · · ·dθn, (1)
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(2π)n
∫
Tn
log
∣∣P(x1, . . . , xn)∣∣dx1
x1
· · · dxn
xn
. (2)
where Tn = {|x1| = · · · = |xn| = 1}.
The Mahler measure of a one-variable polynomial has a simple expression in terms of the
roots, due to Jensen’s formula. The several-variable case, however, is much more complicated to
describe.
Many formulas for specific examples have been computed, especially for polynomials in two
and three variables. An interesting fact is that many of these formulas express the Mahler measure
of a polynomial in terms of special values of the Riemann zeta function or Dirichlet L-series.
A typical example is Smyth’s formula [Smy81]
m(1 + x + y + z) = 7
2π2
ζ(3). (3)
Moreover, L-series of varieties also appear in these kinds of formulas.
Inspired by these results, Deninger [Den97] established the relation between Mahler measure
and regulators in many cases. More precisely, he wrote for P ∈ C[x1, . . . , xn],
m(P ) = m(P ∗)+ 1
(−2π i)n−1
∫
Γ
ηn(n)(x1, . . . , xn), (4)
where
Γ = {P(x1, . . . , xn) = 0}∩ {|x1| = · · · = |xn−1| = 1, |xn| 1},
and ηn(n) is Goncharov’s regulator, a C∞ form on the generic point of Γ (see Definition 1).
Boyd [Boy98] computed many more numerical examples that fit into this context. Rodriguez-
Villegas [R-V97] applied the ideas of Deninger and developed others to understand and prove
many cases in two-variables by making explicit computations with the regulator. This work was,
in certain sense, continued by Boyd and Rodriguez-Villegas [BR-V02,BR-V03] for two-variable
polynomials. One of the ideas in these works is to identify the cases where η2(2)(x1, x2) is exact
and proceed to the computation of the Mahler measure by means of Stokes’s Theorem, obtaining
special values of the Bloch–Wigner dilogarithm.
Later Maillot suggested a way to continue these ideas for more variables keeping in mind the
cohomological interpretation.
In [Lal07] we developed these ideas for some three-variable cases involving evaluations of
trilogarithms and shed some light on how these computations could be carried on for more
variables. Let us consider the three-variable case. In favorable cases there is a primitive for
η3(3)(x1, x2, x3) (say ω), one may apply Stokes’s Theorem and obtain an integral
∫
∂Γ
ω. Mail-
lot proposed a way that desingularizes ∂Γ to certain ∂˜Γ that has an algebraic description and
nontrivial boundary. This process also allows the possibility that ω (restricted to ∂˜Γ ) is exact. If
that is the case, we may continue the integration by applying Stokes’s Theorem again.
In this work we explore the techniques of [Lal07] in application to several concrete examples.
Most of the examples that we study here are in three variables, but we also include an example
in four variables, and we apply the method to compute some generalized Mahler measures.
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m
(
1 + x + y−1 + (1 + x + y)z)= 14
3π2
ζ(3) Smyth [Smy02]
m
(
(1 − x)(1 − y)+ (1 + x)(1 + y)z)= 7
π2
ζ(3) Lalín [Lal03]
m
(
1 + x + 2y + (1 − x)z)= 7
2π2
ζ(3)+ log 2
2
Lalín [Lal03]
m
(
(1 − y)(1 + x)+ (1 − x)z)= 28
5π2
ζ(3) Condon [Con03]
m
(
(1 + x1)(1 + x)+ (1 − x1)(1 + y)z
)= 24
π3
L(χ−4,4) Lalín [Lal03,Lal06]
Generalized Mahler measures were introduced by Gon and Oyanagi [GO04] who studied their
basic properties, computed some examples, and related them to multiple sine functions and spe-
cial values of Dirichlet L-functions.
Given f1, . . . , fr ∈ C[x±11 , . . . , x±1n ], the generalized (logarithmic) Mahler measure of
f1, . . . , fr is defined by
m(f1, . . . , fr ) = 1
(2π i)n
∫
Tn
max
{
log |f1|, . . . , log |fr |
}dx1
x1
· · · dxn
xn
. (5)
Notice that for r = 1 one obtains the classical Mahler measure of f1. On the other hand, for
r = 2,
m(f1, f2) = m(f1 + zf2),
where z is a variable that is independent of x1, . . . , xn.
In this work we use regulators to study generalized Mahler measures when fi = P(xi) for a
fixed polynomial (or rational function) P . We obtain explicit formulas for
m
(
(1 − x1), . . . , (1 − xn)
)
, m
(
1 − x1
1 + x1 , . . . ,
1 − xn
1 + xn
)
,
and
m
(
1 + x1 − x−11 , . . . ,1 + xn − x−1n
)
.
The first case was known to Gon and Oyanagi [GO04]. To our knowledge, the other two cases
are new results.
Finally, we study the behavior of the generalized Mahler measure in the general case of
fi = P(xi1 , . . . , xin) (again, P is fixed) when the number of functions fi goes to infinity. The
conclusion is that the generalized Mahler measure approaches the sup norm of P in Tn. This is
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order to compute limits of sums involving zeta values, such as
lim
m→∞
m−1∑
j=1
(−1)j
(
2m− 1
2j
)
(2j)!(1 − 22j )
(2π)2j
ζ(2j + 1) = log 2.
2. A construction for regulators
Our goal is to apply the techniques of [Lal07]. In this section we describe our main ingredi-
ents. We will be following Goncharov’s construction of the regulator on polylogarithmic motivic
complexes [Gon02,Gon05].
First recall Zagier’s modification of the polylogarithm [Zag91]:
L̂n(x) := R̂en
(
n−1∑
j=0
2jBj
j !
(
log |x|)j Lin−j (x)), (6)
where Bj is the j th Bernoulli number, Lik is the classical polylogarithm and R̂ek denotes Re or
i Im depending on whether n is odd or even. For the record, Ln is defined using Ren instead of
R̂en, where Ren denotes Re or Im depending on whether n is odd or even.
Polylogarithms satisfy functional equations such as
Ln
(
1
x
)
= (−1)n−1Ln(x)
for n > 1, and
Ln(x¯) = (−1)n−1Ln(x), Ln(x)+Ln(−x) = Ln(x
2)
2n−1
.
For n = 2, one obtains the Bloch–Wigner dilogarithm,
L2(x) = D(x) = Im
(
Li2(x)
)+ log |x| arg(1 − x), (7)
which satisfies the well-known five-term relation
D(x)+D(1 − xy)+D(y)+D
(
1 − y
1 − xy
)
+D
(
1 − x
1 − xy
)
= 0. (8)
In particular, D(x) = −D(1 − x). A useful functional equation for n = 3 is
L3(x)+L3(1 − x)+L3
(
1 − 1
x
)
= ζ(3). (9)
Finally, for an element z of a field F , we denote by {z}n the class of z in Bn(F ) :=
Z[P1F ]/Rn(F ), where Rn(F ) is a certain subgroup of Z[P1F ] (see definition in [Gon95], for in-
stance) that conjecturally consists of all the rational functional equations of the n-polylogarithm
in F .
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ηn(n) :
n∧(
C(X)∗
)
Q
→ Ωn−1X∞ (ηX), (10)
ηn(l) :Bn−l+1
(
C(X)
)⊗Q l−1∧(C(X)∗)Q → Ωl−1X∞ (ηX), l < n. (11)
The construction is as follows
Definition 1. Let xi be rational functions on X.
ηn(n) :x1 ∧ · · · ∧ xn →
Altn
(∑
p0
log |x1|
(2p + 1)!(n− 2p − 1)!
2p+1∧
j=2
dlog|xj | ∧
n∧
j=2p+2
di argxj
)
, (12)
where
Altm F(t1, . . . , tm) :=
∑
σ∈Sm
(−1)|σ |F(tσ(1), . . . , tσ (m)).
This form has singularities in the zeros and poles of xi . This will not be a problem in the
present work, but we refer the reader to [Gon02] for a detailed discussion. Notice that
dηn(n)(x1, . . . , xn) = R̂en
(
dx1
x1
∧ · · · ∧ dxn
xn
)
.
We need more notation for the construction of ηn(l).
For any integers p  1 and k  0, define
βk,p := (−1)p (p − 1)!
(k + p + 1)!
[ p−12 ]∑
j=0
(
k + p + 1
2j + 1
)
2k+p−2jBk+p−2j .
Then let
L̂p,q(x) := L̂p(x) logq−1 |x|dlog|x|, p  2,
L̂1,q (x) :=
(
log |x|dlog|1 − x| − log |1 − x|dlog|x|) logq−1 |x|.
Definition 2. We have
ηn(l) : {x}n−l+1 ⊗ x1 ∧ · · · ∧ xl−1 →
L̂n−l+1(x)Altl−1
(∑ 1
(2p + 1)!(l − 1 − 2p)!
2p∧
dlog|xj | ∧
l−1∧
di argxj
)
p0 j=1 j=2p+1
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∑
1k,1pl−1
βk,pL̂n−l+1−k,k(x)
∧ Altl−1
(
log |x1|
(p − 1)!(l − 1 − p)!
p∧
j=2
dlog|xj | ∧
l−1∧
j=p+1
di argxj
)
. (13)
Notice that
ηn(1)(x) = L̂n(x),
ηn(n)(x1,1 − x1, x2, . . . , xn−1) = dηn(n− 1)(x1, x2 . . . , xn−1),
ηn(l)(x1, x1, x2, . . . , xl−1) = dηn(l − 1)(x1, x2 . . . , xl−1), l < n.
This equality is to be understood in any open set U ⊂ X where the forms are defined, i.e., ex-
cluding the zeros and poles of xi .
To be concrete, we describe the two-variable case. We have
η(x, y) := η2(2)(x, y) = log |x|di arg(y)− log |y|di arg(x). (14)
Moreover,
η2(2)(x,1 − x) = diD(x).
The forms for n = 3 are
η(x, y, z) := η3(3)(x, y, z)
= log |x|
(
1
3
dlog|y| ∧ dlog|z| + di argy ∧ di arg z
)
+ log |y|
(
1
3
dlog|z| ∧ dlog|x| + di arg z ∧ di argx
)
+ log |z|
(
1
3
dlog|x| ∧ dlog|y| + di argx ∧ di argy
)
,
η3(3)(x,1 − x, y) = dη3(2)(x, y),
ω(x, y) := η3(2)(x, y) = iD(x)di argy − 13
(
log |x|dlog|1 − x| − log |1 − x|dlog|x|) log |y|.
For future reference, observe that η(x, y, z) changes sign under complex conjugation of x, y,
and z, and that ω(x, y) is invariant under complex conjugation of both x and y.
3. The relation with Mahler measure
In this section we summarize the method described in [Lal07]. Let P ∈ C[x±1 , . . . , x±n ]. We
may assume, without loss of generality, that P is actually a polynomial. Then we may write
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Thus, formally,
P(x1, . . . , xn) = ad(x1, . . . , xn−1)
d∏
j=1
(
xn − αj (x1, . . . , xn−1)
)
.
By Jensen’s formula,
m(P ) = m(ad)+ 1
(2π i)n−1
d∑
j=1
∫
Tn−1
log+
∣∣αj (x1, . . . , xn−1)∣∣dx1
x1
∧ · · · ∧ dxn−1
xn−1
.
From Definition 1,
m(P ) = m(ad)+ 1
(−2π i)n−1
∫
Γ
ηn(n)(x1, . . . , xn), (15)
where
Γ = {P(x1, . . . , xn) = 0}∩ {|x1| = · · · = |xn−1| = 1, |xn| 1}.
Thus we have recovered Deninger’s expression (4).
We have to compute the integral. Our strategy is as follows. For a given polynomial, we try
to prove that ηn(n)(x1, . . . , xn) is exact. In order to achieve that, we try to express x1 ∧ · · · ∧ xn
as a linear combination of elements of the form y1 ∧ (1 − y1) ∧ y2 ∧ · · · ∧ yn−1. At the same
time we compute the boundary of Γ . Then we apply Stokes’s Theorem in order to obtain a linear
combination of integrals of the form∫
∂Γ
ηn(n− 1)(y1, . . . , yn−1).
We continue by examining the restriction of {y1}2 ⊗ y2 ∧ · · · ∧ yn−1 to each component of |∂Γ |
and trying to express it as a linear combination of elements of the form {z1}2⊗z1∧z2∧· · ·∧zn−2.
This will be different for different components, since ηn(n − 1) is not even closed on ∂Γ itself.
If we are successful, then we may obtain a sum of integrals of the form∫
∂2Γ
ηn(n− 2)(z1, . . . , zn−2).
Notice that ∂2Γ should be empty. However, typically ∂Γ will have singularities. Upon desingu-
larizing ∂Γ , we obtain a set with nontrivial boundary.
If we are fortunate enough, we may continue this process until we compute the integral com-
pletely. The success of this method depends on the polynomial P . See [Lal07] for a discussion
of sufficient conditions and other details.
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Now we will apply the machinery that was described in the previous sections in order to
understand many examples of Mahler measure formulas in three variables. We will study many
of the examples that are known to be related to ζ(3) and the trilogarithm.
It is hard in practice to apply the technique when the polynomial has degree higher than 1
in the variable xn(= x3). From now on we will replace (x1, x2, x3) with (x, y, z). Hence, all the
examples will be written as
z = R(x, y) (16)
where R(x, y) is a rational function with real coefficients.
In computing the boundary ∂Γ , we apply the idea proposed by Maillot [Lal07]. Since
Γ = {z = R(x, y)}∩ {|x| = |y| = 1, |z| 1},
we have
∂Γ = {z = R(x, y)}∩ {|x| = |y| = |z| = 1}.
Notice that R has real coefficients, therefore we can describe
∂Γ = {z−R(x, y) = z−1 −R(x−1, y−1)= 0}∩ {|x| = |y| = |z| = 1}.
Then we may write
γ := ∂Γ = C ∩ {|x| = |y| = |z| = 1},
where C is the curve defined by
R(x, y)R
(
x−1, y−1
)= 1. (17)
For the case in four variables we can follow a similar process.
In most of the cases the denominator of the rational function R is a product of cyclotomic
polynomials. We may multiply Eq. (16) by the denominator in order to obtain a polynomial
equation whose Mahler measure is the same as the Mahler measure of z − R. We will call this
polynomial P . The only exception to this case is P = 1 + x + y−1 − (1 + x + y)z, since the
measure of 1 + x + y is not zero. In what follows, we will compute the (logarithmic) Mahler
measure of P .
4.1. Smyth’s example
We are going to start with the simplest example in three variables, which was also due to
Smyth [Boy81,Smy02]:
π2m(1 + x + y + z) = 7ζ(3). (18)
2
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function
z − 1 − x
1 − y .
We would like to see that η(x, y, z) is exact. The equation with the wedge product yields
x ∧ y ∧ z = x ∧ y ∧ 1 − x
1 − y = x ∧ y ∧ (1 − x)− x ∧ y ∧ (1 − y)
= −x ∧ (1 − x)∧ y − y ∧ (1 − y)∧ x.
In other words,
η(x, y, z) = −η(x,1 − x, y)− η(y,1 − y, x).
After performing the first integration, we are left to analyze
Δ = −{x}2 ⊗ y − {y}2 ⊗ x.
Equation (17) yields for |∂Γ |
(xy − 1)(x − y) = 0
in this case.
When xy = 1 we obtain
Δ = 2{x}2 ⊗ x.
When x = y we obtain
Δ = −2{x}2 ⊗ x.
One could have problems in the cases when z has a pole or is equal to zero. But those corre-
spond to x = 1 or y = 1, and Δ = 0 in these circumstances.
We obtain
−ω(x, y)−ω(y, x) = ±2ω(x, x),
which yields
m(P ) = 1
4π2
∫
γ
2ω(x, x),
where γ = ∂Γ .
We now need to check the path of integration γ . Since the equations xy = 1 and x = y
intersect in (±1,±1), there are four paths, which can be parameterized as
1240 M.N. Lalín / Journal of Number Theory 128 (2008) 1231–1271Fig. 1. Integration set for 1 + x + y + z.
x = eαi, 0 α  π, y = x, −2{x}3;
x = eαi, π  α  0, yx = 1, 2{x}3;
x = eαi, 0 α −π, y = x, −2{x}3;
x = eαi, −π  α  0, yx = 1, 2{x}3,
where the right-hand side column indicates the primitives for the pullback of Δ to each compo-
nent of γ . Figure 1 shows the integration set for the problem in terms of argx and argy. The
shaded region corresponds to the original surface Γ , where the first integration is performed, and
γ is the boundary of this surface.
Finally we obtain
m(P ) = 1
4π2
8
(L3(1)−L3(−1))= 72π2 ζ(3). (19)
It is important to notice that the orientation for γ is not the one that we could naively expect
without taking into account the singularities at ±(1,1). That is to say, if we think of the diagonals
in the picture as two circles, the boundary would be zero and we would get the erroneous result
m(P ) = 0. The fact that different paths in each circle are oriented differently is crucial for the
result.
The orientation of Γ is not as easy to determine. The simplest way to do this is to choose
any orientation for Γ and use the induced orientation in γ . If the chosen orientation for Γ is
incorrect, then we obtain m(P ) with the wrong sign, but that can be easily corrected since we
know m(P ) must be positive.
4.2. Another example due to Smyth
We will now be concerned with another example due to Smyth [Smy02],
P = 1 + x + y−1 − (1 + x + y)z.
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x ∧ y ∧ z = x ∧ y ∧ (1 + x + y−1)− x ∧ y ∧ (1 + x + y)
= −x ∧ y−1 ∧ (1 + x + y−1)− x ∧ y ∧ (1 + x + y).
But
x ∧ y ∧ (1 + x + y) = x
y
∧ y ∧ (1 + x + y)
= x
y
∧ (x + y)∧ (1 + x + y)− x
y
∧
(
1 + x
y
)
∧ (1 + x + y)
= (−x − y)∧ (1 + x + y)∧ x
y
−
(
−x
y
)
∧
(
1 + x
y
)
∧ (1 + x + y).
Then we need to analyze
Δ = −
{
−x − 1
y
}
2
⊗ xy + {−xy}2 ⊗
(
1 + x + 1
y
)
− {−x − y}2 ⊗ x
y
+
{
−x
y
}
2
⊗ (1 + x + y).
The technique of Eq. (17) yields for |∂Γ |(
x − x−1)(y − y−1)= 0.
If y = −1,
Δ = −{1 − x}2 ⊗ (−x)+ {x}2 ⊗ x − {1 − x}2 ⊗ (−x)+ {x}2 ⊗ x
= 4{x}2 ⊗ x.
If y = 1,
Δ = −2{−1 − x}2 ⊗ x + 2{−x}2 ⊗ (2 + x) = 2{2 + x}2 ⊗ x + 2{−x}2 ⊗ (2 + x).
We will use the five-term relation starting with {2 + x}2 and {−x}2,
2{2 + x}2 + 2{−x}2 +
{
(1 + x)2}2 = 0.
We obtain (by using −{a}2 = {1 − a}2),
Δ = −2{−x}2 ⊗ x −
{
(1 + x)2}2 ⊗ x
− 2{2 + x}2 ⊗ (2 + x)−
{
(1 + x)2}2 ⊗ (2 + x)
= −2{−x}2 ⊗ (−x)− 2{2 + x}2 ⊗ (2 + x)+
{−2x − x2} ⊗ (−2x − x2).2
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Δ = −
{
1 − 1
y
}
2
⊗ y − {y}2 ⊗ y + {1 − y}2 ⊗ (−y)+
{
1
y
}
2
⊗ y
= −4{y}2 ⊗ y.
If x = 1,
Δ = −
{
−1 − 1
y
}
2
⊗ y + {−y}2 ⊗
(
2 + 1
y
)
− {−1 − y}2 ⊗ 1
y
+
{
− 1
y
}
2
⊗ (2 + y).
We will use the five-term relation starting with { 1
y
}2 and {−1 − y}2,
2
{
− 1
y
}
2
+ 2{−1 − y}2 +
{−2y − y2}2 = 0
then
2
{
− 1
y
}
2
+ 2{−1 − y}2 =
{
(1 + y)2}2.
Now
−{−1 − y}2 ⊗ 1
y
+
{
− 1
y
}
2
⊗ (2 + y)
= −1
2
{
(1 + y)2}2 ⊗ 1y +
{
− 1
y
}
2
⊗ 1
y
+ 1
2
{
(1 + y)2}2 ⊗ (2 + y)− {−1 − y}2 ⊗ (2 + y)
= −1
2
{−2y − y2}2 ⊗ (−2y − y2)+ {− 1y
}
2
⊗
(
− 1
y
)
+ {2 + y}2 ⊗ (2 + y).
Then we obtain
Δ = −1
2
{
− 2
y
− 1
y2
}
2
⊗
(
− 2
y
− 1
y2
)
+ {−y}2 ⊗ (−y)+
{
2 + 1
y
}
2
⊗
(
2 + 1
y
)
− 1
2
{−2y − y2}2 ⊗ (−2y − y2)+ {− 1y
}
2
⊗
(
− 1
y
)
+ {2 + y}2 ⊗ (2 + y).
We may need to take into account the poles or zeros of z. But those are at the points (x, y) =
(ζ6, ζ
−1
6 ), and they do not affect the integration because they are a set of points and the integration
is in dimension 2.
We compute the boundary γ (see Fig. 2) and primitives for pullbacks of Δ.
x = eαi, −π  α  0, y = −1, 4{x}3;
x = eαi, 0 α −π, y = 1, −2{−x}3 − 2{2 + x}3 +
{−2x − x2}3;
y = eαi, 0 α  π, x = −1, −4{y}3;
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y = eαi, π  α  0, x = 1, − 12
{−2y−1 − y−2}3 + {−y}3
+ {2 + y−1}3 − 12{−2y − y2}3 + {−y−1}3 + {2 + y}3;
x = eαi, π  α  0, y = −1, 4{x}3;
x = eαi, 0 α  π, y = 1, −2{−x}3 − 2{2 + x}3 +
{−2x − x2}3;
y = eαi, 0 α −π, x = −1, −4{y}3;
y = eαi, −π  α  0, x = 1, − 12
{−2y−1 − y−2}3 + {−y}3
+ {2 + y−1}3 − 12{−2y − y2}3 + {−y−1}3 + {2 + y}3.
Then we obtain
4π2m(P ) = 16(L3(1)−L3(−1))+ 4(2L3(−1)− 3L3(1)+ 2L3(3)−L3(−3))
= 4L3(1)− 8L3(−1)+ 8L3(3)− 4L3(−3).
It will be necessary to use the identity:
2L3(3)−L3(−3) = 136 ζ(3) (20)
which is essentially Lemma 6 in Smyth’s [Smy02].
Finally,
m(P ) = 14
3π2
ζ(3). (21)
It is worth noting that this example involves the evaluation of the element 2{3}3 − {−3}3. As
we noted above, Smyth [Smy02] also encountered this difficulty in his direct computation.
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term relation (see [Gon95]). We follow the notation in Zhao [Zha03], and take the relation with
(a, b, c) = (3,−1,1), obtaining
4{3}3 + 2
{
1
3
}
3
− 3
{
−1
3
}
3
+ 6{−1}3 − 2{1}3 = 0.
Using that {−1}3 = − 34 {1}3 and { 1x }3 = {x}3,
6{3}3 − 3{−3}3 − 132 {1}3 = 0,
thus, proving Eq. (20). We owe this argument to the referee of this paper.
4.3. Another three-variable example
The following example was first computed in [Lal03]. It is easier to consider the following
rational function
z− (1 − x)(1 − y)
(1 + x)(1 + y) .
For the wedge product we have,
x ∧ y ∧ z = x ∧ y ∧ (1 − x)+ x ∧ y ∧ (1 − y)− x ∧ y ∧ (1 + x)− x ∧ y ∧ (1 + y)
= −x ∧ (1 − x)∧ y + y ∧ (1 − y)∧ x + (−x)∧ (1 + x)∧ y − (−y)∧ (1 + y)∧ x.
Thus, we need to consider
Δ = −{x}2 ⊗ y + {y}2 ⊗ x + {−x}2 ⊗ y − {−y}2 ⊗ x.
This time Eq. (17) implies
(xy + 1)(x + y) = 0.
When xy = −1,
Δ = 2{x}2 ⊗ x − 2{−x}2 ⊗ (−x).
When x = −y,
Δ = −2{x}2 ⊗ x + 2{−x}2 ⊗ (−x).
The poles or zeros in this case occur with x = ±1 and y = ±1, but we always obtain Δ = 0
and they do not affect the integration.
We now need to check the integration path γ and primitives for pullbacks of Δ.
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x = eαi, 0 α −π, y = −x−1, 2{x}3 − 2{−x}3;
x = eαi, π  α  0, y = −x, −2{x}3 + 2{−x}3;
x = eαi, 0 α  π, y = −x−1, 2{x}3 − 2{−x}3;
x = eαi, −π  α  0, y = −x, −2{x}3 + 2{−x}3.
Therefore, we obtain,
4π2m(P ) = 16(L3(1)−L3(−1)),
m(P ) = 7
π2
ζ(3). (22)
4.4. An example with non-trivial symbol
Now we will study an example that is of different nature because its symbol in K-theory is
not trivial (see [Lal07]). In other words, η(x, y, z) is not exact in this case. This example was
first computed in [Lal03]. As before, we will consider a simpler form than the one in [Lal03],
that is to say the rational function
z − 1 + x + 2xy
1 − x .
We have
x ∧ y ∧ z = x ∧ y ∧ (1 + x + 2xy)− x ∧ y ∧ (1 − x).
Now we use that
x ∧ 2y ∧ (1 + x + 2xy) = (−x)∧ (−2y)∧ (1 + x(1 + 2y))
= (−x(1 + 2y))∧ (−2y)∧ (1 + x(1 + 2y))− (1 + 2y)∧ (−2y)∧ (1 + x(1 + 2y)).
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x ∧ y ∧ z = 2 ∧ x ∧ z+ x ∧ (1 − x)∧ (2y)− (−x(1 + 2y))∧ (1 + x(1 + 2y))∧ (−2y)
+ (−2y)∧ (1 + 2y)∧ (1 + x(1 + 2y)).
We need to analyze
Δ = {x}2 ⊗ (2y)−
{−x(1 + 2y)}2 ⊗ (−2y)+ {−2y}2 ⊗ (1 + x(1 + 2y)),
and then we also need to compute the integral of η(2, x, z) (the nontrivial part in K-theory, i.e.,
the non-exact part).
By Eq. (17) on |∂Γ |,
xy = −1, x = −1, or y = −1.
For x = −1,
Δ = −{1 + 2y}2 ⊗ (−2y)+ {−2y}2 ⊗ (−2y) = 2{−2y}2 ⊗ (−2y).
For y = −1, Δ = 0.
For xy = −1,
Δ =
{
− 1
y
}
2
⊗ (2y)−
{
1 + 2y
y
}
2
⊗ (−2y)+ {−2y}2 ⊗
(
−1 − 1
y
)
.
But
−
{
1 + 2y
y
}
2
=
{
−1 − 1
y
}
2
,
and we may use the five-term relation (ignoring torsion) in order to get{
−1 − 1
y
}
2
+ {−2y}2 + {−1 − 2y}2 +
{
− 1
y
}
2
= 0. (23)
Then
Δ = −{−2y}2 ⊗ (−2y)− {−1 − 2y}2 ⊗ (−2y)−
{
−1 − 1
y
}
2
⊗
(
−1 − 1
y
)
− {−1 − 2y}2 ⊗
(
−1 − 1
y
)
−
{
− 1
y
}
2
⊗
(
−1 − 1
y
)
= −{−2y}2 ⊗ (−2y)−
{
−1 − 1
y
}
2
⊗
(
−1 − 1
y
)
+
{
1 + 1
y
}
2
⊗
(
1 + 1
y
)
+ {2 + 2y}2 ⊗ (2 + 2y).
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There are zeros of z when 1 + x + 2xy = 0, and that only can happen in the unit torus if
(x, y) = (1,−1) and that is just a point. There are poles for x = 1, in this case
Δ = −{−1 − 2y}2 ⊗ (2y)+ {−2y}2 ⊗ (2 + 2y).
By the five-term relation (23),
Δ =
{
−1 − 1
y
}
2
⊗ (2y)+ {−2y}2 ⊗ (2y)− {−y}2 ⊗ (2y)
−
{
−1 − 1
y
}
2
⊗ (2 + 2y)+ {2 + 2y}2 ⊗ (2 + 2y)+ {−y}2 ⊗ (2 + 2y).
This integrates to
Ω = {−2y}3 + {2 + 2y}3 +
{
1 + 1
y
}
3
−
{
−1 − 1
y
}
3
,
hence to zero when y moves in the unit circle.
We now need to check the integration path γ and the primitives for pullbacks of Δ.
y = eαi, 0 α  π, x = −1, 2{−2y}3;
y = eαi, −π  α  0, x = −y−1, −{−2y}3 −
{−1 − y−1}3 + {1 + y−1}3 + {2 + 2y}3;
y = eαi, 0 α −π, x = −1, 2{−2y}3;
y = eαi, π  α  0, x = −y−1, −{−2y}3 −
{−1 − y−1}3 + {1 + y−1}3 + {2 + 2y}3.
We obtain,
4π2m(P ) =
∫
η(2, x, z)+ 2(2L3(2)− 2L3(−2))+ 2(L3(4)+ 2L3(2)− 2L3(−2)).
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4π2m(P ) = −
∫
η(2, x, z)+ 16L3(2).
Since {−1}3 + {2}3 + {2}3 = {1}3, we obtain
{2}3 = 12
({1}3 − {−1}3)= 78 {1}3.
Then
4π2m(P ) = −
∫
η(2, x, z)+ 14ζ(3).
We still need to compute ∫
B
η(2, x, z).
where B = {(x, y) ∈ T2 | −π  argx, argy, argx + argy  π}.
Since z(1 − x) = 1 + x + 2xy,
dz
z
= z + 2y + 1
z(1 − x) dx +
2x
z(1 − x) dy.
But |x| = 1, so
d argx ∧ d arg z = −Re
(
dx
x
∧ dz
z
)
= −Re
(
dx
x
∧ 2x
z(1 − x)dy
)
.
Thus,
−
∫
B
η(2, x, z) = log 2
∫
B
d argx ∧ d arg z = −Re
(
log 2
∫
B
1
1 + 1+x2xy
dx
x
dy
y
)
.
We need to consider ∫
B
∞∑
k=0
(
−1 + x
2xy
)k dx
x
dy
y
.
Setting x = eiα , y = eiβ ,
= −
( 0∫ π∫
+
π∫ π−α∫ ) ∞∑
k=0
(
− (1 + e
−iα)e−iβ
2
)k
dβ dα. (24)−π −π−α 0 −π
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−
0∫
−π
π∫
−π−α
(−(1 + e−iα)e−iβ)k dβ dα.
If k = 0, the above integral is − 3π22 . If not,
= −
0∫
−π
(−(1 + e−iα))k (−1)k(1 − eikα)−ik dα = − ik
0∫
−π
(
1 + e−iα)k(1 − eikα)dα
= − i
k
k∑
l=0
(
k
l
) 0∫
−π
e−ilα
(
1 − eikα)dα
= − i
k
(
2i
k
(
1 − (−1)k)+ k−1∑
l=1
(
k
l
)
i
(
1 − (−1)l
l
+ 1 − (−1)
k−l
k − l
))
= 2
k
k∑
l=1
(
k
l
)
1 − (−1)l
l
.
Hence, in order to evaluate the first term in Eq. (24), we need to evaluate
∞∑
k=1
2
k2k
k∑
l=1
(
k
l
)
1 − (−1)l
l
= 2
∞∑
l=1
1 − (−1)l
l
∞∑
k=l
(
k
l
)
1
k2k
.
But
∞∑
k=l
(
k
l
)
λk
k
= λ
l
l!
∞∑
k=l
(k − 1) · · · (k − l + 1)λk−l = λ
l
l!
∂l−1
∂λl−1
(
1
1 − λ
)
= λ
l
l!
(l − 1)!
(1 − λ)l =
λl
l(1 − λ)l .
Using this with λ = 12 ,
∞∑
k=1
2
k2k
k∑
l=1
(
k
l
)
1 − (−1)l
l
= 2
∞∑
l=1
1 − (−1)l
l2
= 3ζ(2) = π
2
2
.
The second integral is the same, so as a conclusion, we get
∫ ∞∑
k=0
(
−1 + x
2xy
)k dx
x
dy
y
= −2π2.
B
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−
∫
B
η(2, x, z) = 2π2 log 2.
Finally, the whole formula becomes
m(P ) = 7
2π2
ζ(3)+ log 2
2
. (25)
4.5. Condon’s example
The last and most complex example that we will analyze in three variables was discovered
numerically by Boyd and proved by Condon [Con03]. It may be expressed in the following way:
z− (1 − y)(1 + x)
1 − x .
The wedge product equation becomes:
x ∧ y ∧ z = x ∧ y ∧ (1 − y)+ x ∧ y ∧ (1 + x)− x ∧ y ∧ (1 − x)
= y ∧ (1 − y)∧ x − (−x)∧ (1 + x)∧ y + x ∧ (1 − x)∧ y.
Hence we need to consider
Δ = {y}2 ⊗ x − {−x}2 ⊗ y + {x}2 ⊗ y.
Equation (17) implies (on |∂Γ |) (
1 + x
1 − x
)2
= y
(1 − y)2 .
We now use the five term relation,
{x}2 + {−1}2 + {1 + x}2 +
{
1 − x
1 + x
}
2
+
{
2
1 + x
}
2
= 0,
{x}2 − {−x}2 +
{
1 − x
1 + x
}
2
−
{
x − 1
1 + x
}
2
= 0.
Then
Δ = {y}2 ⊗ x −
{
1 − x
1 + x
}
2
⊗ y +
{
x − 1
1 + x
}
2
⊗ y.
Let us write y = t2 so that
1 + x = ± t 2 . (26)1 − x 1 − t
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x = t
2 + t − 1
−t2 + t + 1 .
Thus we may write,
Δ = {t2}2 ⊗ t2 + t − 1−t2 + t + 1 −
{
1 − t2
t
}
2
⊗ t2 +
{
t2 − 1
t
}
2
⊗ t2.
It is clear that a change in the sign of t will simply change the sign of Δ.
We will split the integration of Δ into two steps. In order to do that, write
Δ1 =
{
t2
}
2 ⊗
t2 + t − 1
−t2 + t + 1 , Δ2 = 2
{
t − t−1}2 ⊗ t − 2{t−1 − t}2 ⊗ t,
so that
Δ = Δ1 +Δ2.
We will first work with Δ1. Let ϕ = 1+
√
5
2 , so ϕ
2 − ϕ − 1 = 0.
By the five-term relation,
{ϕt}2 +
{
(ϕ − 1)t}2 + {1 − t2}2 + {1 − ϕt1 − t2
}
2
+
{
1 − (ϕ − 1)t
1 − t2
}
2
= 0, (27)
{−ϕt}2 +
{
(1 − ϕ)t}2 + {1 − t2}2 + {1 + ϕt1 − t2
}
2
+
{
1 + (ϕ − 1)t
1 − t2
}
2
= 0. (28)
Observe that we have
Δ1 =
{
t2
}
2 ⊗
t2 + t − 1
−t2 + t + 1 =
{
t2
}
2 ⊗
(ϕt − 1)((ϕ − 1)t + 1)
(ϕt + 1)((ϕ − 1)t − 1)
= {t2}2 ⊗ 1 − ϕt1 − (ϕ − 1)t − {t2}2 ⊗ 1 + ϕt1 + (ϕ − 1)t .
Now let us apply the five-term relations (27) and (28):
= {ϕt}2 ⊗ 1 − ϕt1 − (ϕ − 1)t +
{
(ϕ − 1)t}2 ⊗ 1 − ϕt1 − (ϕ − 1)t
+
{
1 − ϕt
1 − t2
}
2
⊗ 1 − ϕt
1 − (ϕ − 1)t +
{
1 − (ϕ − 1)t
1 − t2
}
2
⊗ 1 − ϕt
1 − (ϕ − 1)t
− {−ϕt}2 ⊗ 1 + ϕt1 + (ϕ − 1)t −
{
(1 − ϕ)t}2 ⊗ 1 + ϕt1 + (ϕ − 1)t
−
{
1 + ϕt
2
}
⊗ 1 + ϕt −
{
1 + (ϕ − 1)t
2
}
⊗ 1 + ϕt .1 − t 2 1 + (ϕ − 1)t 1 − t 2 1 + (ϕ − 1)t
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Δ1 = −{1 − ϕt}2 ⊗ (1 − ϕt)+
{
1 − (ϕ − 1)t}2 ⊗ (1 − (ϕ − 1)t)
+ {1 + ϕt}2 ⊗ (1 + ϕt)−
{
1 + (ϕ − 1)t}2 ⊗ (1 + (ϕ − 1)t)
− {ϕt}2 ⊗
(
1 − (ϕ − 1)t)+ {−ϕt}2 ⊗ (1 + (ϕ − 1)t)
+ {(ϕ − 1)t}2 ⊗ (1 − ϕt)− {(1 − ϕ)t}2 ⊗ (1 + ϕt)
+
{
1 − ϕt
1 − t2
}
2
⊗ 1 − ϕt
1 − (ϕ − 1)t +
{
1 − (ϕ − 1)t
1 − t2
}
2
⊗ 1 − ϕt
1 − (ϕ − 1)t
−
{
1 + ϕt
1 − t2
}
2
⊗ 1 + ϕt
1 + (ϕ − 1)t −
{
1 + (ϕ − 1)t
1 − t2
}
2
⊗ 1 + ϕt
1 + (ϕ − 1)t .
Now we will work with Δ2. By the five-term relation,
{
ϕ + t−1}2 + {1 − (ϕ − 1)t}2 + {t − t−1}2 + {1 + (ϕ − 1)t1 − t2
}
2
+
{
(ϕ − 1)t
t − t−1
}
2
= 0,
{
ϕ − t−1}2 + {1 − (1 − ϕ)t}2 + {t−1 − t}2 + {1 − (ϕ − 1)t1 − t2
}
2
+
{
(ϕ − 1)t
t − t−1
}
2
= 0,
{1 + ϕt}2 +
{
t−1 − (ϕ − 1)}2 + {t − t−1}2 + { ϕtt−1 − t
}
2
+
{
1 − ϕt
1 − t2
}
2
= 0,
{1 − ϕt}2 +
{−t−1 − (ϕ − 1)}2 + {t−1 − t}2 + { ϕtt−1 − t
}
2
+
{
1 + ϕt
1 − t2
}
2
= 0.
Applying the above equalities, we obtain
Δ2 = 2
{
t − t−1}2 ⊗ t − 2{t−1 − t}2 ⊗ t
= {ϕ − t−1}2 ⊗ t − {(1 − ϕ)t}2 ⊗ t + {1 − (ϕ − 1)t1 − t2
}
2
⊗ t
− {ϕ + t−1}2 ⊗ t + {(ϕ − 1)t}2 ⊗ t − {1 + (ϕ − 1)t1 − t2
}
2
⊗ t
− {ϕt}2 ⊗ t −
{
ϕ + t−1}2 ⊗ t + {1 + ϕt1 − t2
}
2
⊗ t
+ {−ϕt}2 ⊗ t +
{
ϕ − t−1}2 ⊗ t − {1 − ϕt1 − t2
}
2
⊗ t.
We will now use the fact that we will integrate in a set where |t | = 1. Under those circum-
stances we have the following two identities (at the level of the differential form ω):{
(ϕ − 1)t}2 ⊗ t = {(ϕ − 1)t¯}2 ⊗ t¯ = {ϕt}2 ⊗ t, (29){
(1 − ϕ)t} ⊗ t = {−ϕt}2 ⊗ t. (30)2
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We will work henceforth on the level of ω (i.e., in the coimage of η3(2)). Thus,
Δ2 = 2
{
ϕ − t−1}2 ⊗ t − 2{ϕ + t−1}2 ⊗ t
+
{
1 − (ϕ − 1)t
1 − t2
}
2
⊗ t −
{
1 + (ϕ − 1)t
1 − t2
}
2
⊗ t
+
{
1 + ϕt
1 − t2
}
2
⊗ t −
{
1 − ϕt
1 − t2
}
2
⊗ t.
We will add Δ1 and Δ2. But first, let us note{
1 − ϕt
1 − t2
}
2
⊗ 1 − ϕt
t (1 − (ϕ − 1)t) =
{
t−1 − ϕ
t−1 − t
}
2
⊗ t
−1 − ϕ
t − ϕ −
{
1 − ϕt
1 − t2
}
2
⊗ (1 − ϕ)
= −
{
t−1 − t
t−1 − ϕ
}
2
⊗ t
−1 − ϕ
t − ϕ −
{
1 − ϕt
1 − t2
}
2
⊗ (1 − ϕ)
= −
{
t − ϕ
t−1 − ϕ
}
2
⊗ t − ϕ
t−1 − ϕ −
{
1 − ϕt
1 − t2
}
2
⊗ (ϕ − 1).
Using this and similar identities, we obtain
Δ = −{1 − ϕt}2 ⊗ (1 − ϕt)+
{
1 − (ϕ − 1)t}2 ⊗ (1 − (ϕ − 1)t)
+ {1 + ϕt}2 ⊗ (1 + ϕt)−
{
1 + (ϕ − 1)t}2 ⊗ (1 + (ϕ − 1)t)
− {ϕt}2 ⊗
(
1 − (ϕ − 1)t)+ {−ϕt}2 ⊗ (1 + (ϕ − 1)t)
+ {(ϕ − 1)t}2 ⊗ (1 − ϕt)− {(1 − ϕ)t}2 ⊗ (1 + ϕt)
−
{
t − ϕ
t−1 − ϕ
}
2
⊗ t − ϕ
t−1 − ϕ +
{
t − (ϕ − 1)
t−1 − (ϕ − 1)
}
2
⊗ t − (ϕ − 1)
t−1 − (ϕ − 1)
+
{
t + ϕ
t−1 + ϕ
}
2
⊗ t + ϕ
t−1 + ϕ −
{
t + (ϕ − 1)
t−1 + (ϕ − 1)
}
2
⊗ t + (ϕ − 1)
t−1 + (ϕ − 1)
−
{
1 − ϕt
1 − t2
}
2
⊗ (ϕ − 1)+
{
1 − (ϕ − 1)t
1 − t2
}
2
⊗ ϕ
+
{
1 + ϕt
1 − t2
}
2
⊗ (ϕ − 1)−
{
1 + (ϕ − 1)t
1 − t2
}
2
⊗ ϕ
+ 2{ϕ − t−1}2 ⊗ t − 2{ϕ + t−1}2 ⊗ t.
Now observe that{
1 − ϕt
1 − t2
}
2
⊗ ϕ +
{
1 − (ϕ − 1)t
1 − t2
}
2
⊗ ϕ −
{
1 + ϕt
1 − t2
}
2
⊗ ϕ −
{
1 + (ϕ − 1)t
1 − t2
}
2
⊗ ϕ
= {−ϕt}2 ⊗ ϕ +
{
(1 − ϕ)t} ⊗ ϕ − {ϕt}2 ⊗ ϕ − {(ϕ − 1)t} ⊗ ϕ2 2
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Therefore (using 1
ϕ−1 = ϕ)
Δ = −{1 − ϕt}2 ⊗ (1 − ϕt)+
{
1 − (ϕ − 1)t}2 ⊗ (1 − (ϕ − 1)t)
+ {1 + ϕt}2 ⊗ (1 + ϕt)−
{
1 + (ϕ − 1)t}2 ⊗ (1 + (ϕ − 1)t)
− {ϕt}2 ⊗
(
1 − (ϕ − 1)t)+ {−ϕt}2 ⊗ (1 + (ϕ − 1)t)
+ {(ϕ − 1)t}2 ⊗ (1 − ϕt)− {(1 − ϕ)t}2 ⊗ (1 + ϕt)
−
{
t − ϕ
t−1 − ϕ
}
2
⊗ t − ϕ
t−1 − ϕ +
{
t − (ϕ − 1)
t−1 − (ϕ − 1)
}
2
⊗ t − (ϕ − 1)
t−1 − (ϕ − 1)
+
{
t + ϕ
t−1 + ϕ
}
2
⊗ t + ϕ
t−1 + ϕ −
{
t + (ϕ − 1)
t−1 + (ϕ − 1)
}
2
⊗ t + (ϕ − 1)
t−1 + (ϕ − 1)
+ {−ϕt}2 ⊗ ϕ +
{
(1 − ϕ)t}2 ⊗ ϕ − {ϕt}2 ⊗ ϕ − {(ϕ − 1)t}2 ⊗ ϕ
+ 2{ϕ − t−1}2 ⊗ t − 2{ϕ + t−1}2 ⊗ t.
Next we gather some similar terms together,
Δ = −{1 − ϕt}2 ⊗ (1 − ϕt)+
{
1 − (ϕ − 1)t}2 ⊗ (1 − (ϕ − 1)t)
+ {1 + ϕt}2 ⊗ (1 + ϕt)−
{
1 + (ϕ − 1)t}2 ⊗ (1 + (ϕ − 1)t)
−
{
t − ϕ
t−1 − ϕ
}
2
⊗ t − ϕ
t−1 − ϕ +
{
t − (ϕ − 1)
t−1 − (ϕ − 1)
}
2
⊗ t − (ϕ − 1)
t−1 − (ϕ − 1)
+
{
t + ϕ
t−1 + ϕ
}
2
⊗ t + ϕ
t−1 + ϕ −
{
t + (ϕ − 1)
t−1 + (ϕ − 1)
}
2
⊗ t + (ϕ − 1)
t−1 + (ϕ − 1)
− {ϕt}2 ⊗ (ϕ − t)+
{−ϕt}2 ⊗ (ϕ + t)
+ {(ϕ − 1)t}2 ⊗ ((ϕ − 1)− t)− {(1 − ϕ)t}2 ⊗ ((ϕ − 1)+ t)
+ 2{ϕ − t−1}2 ⊗ t − 2{ϕ + t−1}2 ⊗ t.
Observe that
{
(ϕ − 1)t}2 ⊗ ((ϕ − 1)− t)= {(ϕ − 1)t}2 ⊗ ((ϕ − 1)t)+ {(ϕ − 1)t}2 ⊗ (ϕ − t−1).
Now conjugate the elements of the second term (using ϕ ∈ R)
= {(ϕ − 1)t}2 ⊗ ((ϕ − 1)t)+ {(ϕ − 1)t−1}2 ⊗ (ϕ − t)
= {(ϕ − 1)t}2 ⊗ ((ϕ − 1)t)− {ϕt}2 ⊗ (ϕ − t).
Hence the last two lines of Δ above equal
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+ {(ϕ − 1)t}2 ⊗ ((ϕ − 1)− t)− {(1 − ϕ)t}2 ⊗ ((ϕ − 1)+ t)
+ 2{ϕ − t−1}2 ⊗ t − 2{ϕ + t−1}2 ⊗ t
= −2{ϕt}2 ⊗ (ϕ − t)+ 2
{
ϕ − t−1}2 ⊗ t + 2{−ϕt}2 ⊗ (ϕ + t)− 2{ϕ + t−1}2 ⊗ t
+ {(ϕ − 1)t}2 ⊗ ((ϕ − 1)t)− {(1 − ϕ)t}2 ⊗ ((1 − ϕ)t).
We want to simplify the term −{ϕt}2 ⊗ (ϕ − t)+ {ϕ − t−1}2 ⊗ t . On the one hand,
−{ϕt}2 ⊗ (ϕ − t) = −{ϕt}2 ⊗ t + {1 − ϕt}2 ⊗
(
1 − ϕt−1).
On the other hand,{
ϕ − t−1}2 ⊗ t = {ϕ − t}2 ⊗ t−1 = −{ϕ − t}2 ⊗ (ϕ − t)+ {ϕ − t}2 ⊗ (1 − ϕt−1).
By the five term relation
{1 − ϕt}2 + {1 − ϕ}2 + {ϕ − t}2 −
{
1 − ϕ + t−1}2 + {(ϕ − 1)t}2 = 0,
but {1−ϕ}2 corresponds to zero in the differential since it is a constant real number and D(R) =
0. We then get
{1 − ϕt}2 ⊗
(
1 − ϕt−1)+ {ϕ − t}2 ⊗ (1 − ϕt−1)
= {1 − ϕ + t−1}2 ⊗ (1 − ϕt−1)− {(ϕ − 1)t}2 ⊗ (1 − ϕt−1)
= {1 − ϕ + t−1}2 ⊗ (1 − ϕ + t−1)− {1 − ϕ + t−1}2 ⊗ (1 − ϕ)
+ {1 − (ϕ − 1)t}2 ⊗ (1 − (ϕ − 1)t)+ {(ϕ − 1)t}2 ⊗ ((ϕ − 1)t).
Then
−{ϕt}2 ⊗ (ϕ − t)+
{
ϕ − t−1}2 ⊗ t
= −{ϕt}2 ⊗ t − {ϕ − t}2 ⊗ (ϕ − t)+
{
1 − ϕ + t−1}2 ⊗ (1 − ϕ + t−1)
− {1 − ϕ + t−1}2 ⊗ (1 − ϕ)+ {1 − (ϕ − 1)t}2 ⊗ (1 − (ϕ − 1)t)
+ {(ϕ − 1)t}2 ⊗ ((ϕ − 1)t).
Analogously,
{−ϕt}2 ⊗ (ϕ + t)−
{
ϕ + t−1}2 ⊗ t
= {−ϕt}2 ⊗ t + {ϕ + t}2 ⊗ (ϕ + t)−
{
1 − ϕ − t−1}2 ⊗ (1 − ϕ − t−1)
+ {1 − ϕ − t−1}2 ⊗ (1 − ϕ)− {1 + (ϕ − 1)t}2 ⊗ (1 + (ϕ − 1)t)
− {(1 − ϕ)t} ⊗ ((1 − ϕ)t).2
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−2{ϕt}2 ⊗ (ϕ − t)+ 2
{
ϕ − t−1}2 ⊗ t + 2{−ϕt}2 ⊗ (ϕ + t)− 2{ϕ + t−1}2 ⊗ t
+ {(ϕ − 1)t}2 ⊗ ((ϕ − 1)t)− {(1 − ϕ)t}2 ⊗ ((1 − ϕ)t)
= −2{ϕt}2 ⊗ ϕt + 2{ϕt}2 ⊗ ϕ − 2{ϕ − t}2 ⊗ (ϕ − t)
+ 2{1 − ϕ + t−1}2 ⊗ (1 − ϕ + t−1)− 2{1 − ϕ + t−1}2 ⊗ (1 − ϕ)
+ 2{1 − (ϕ − 1)t}2 ⊗ (1 − (ϕ − 1)t)+ 3{(ϕ − 1)t}2 ⊗ ((ϕ − 1)t)
+ 2{−ϕt}2 ⊗ (−ϕt)− 2{−ϕt}2 ⊗ ϕ + 2{ϕ + t}2 ⊗ (ϕ + t)
− 2{1 − ϕ − t−1}2 ⊗
(
1 − ϕ − t−1)+ 2{1 − ϕ − t−1}2 ⊗ (1 − ϕ)
− 2{1 + (ϕ − 1)t}2 ⊗ (1 + (ϕ − 1)t)− 3{(1 − ϕ)t}2 ⊗ ((1 − ϕ)t).
Next we will see that{
ϕ + t−1}2 ⊗ ϕ − {ϕ − t−1}2 ⊗ ϕ + {ϕt}2 ⊗ ϕ − {−ϕt}2 ⊗ ϕ
corresponds to zero in the level of the differential form.
Using that |t | = 1 and d argϕ = 0, the differential is
3ω
logϕ
= log|1 − ϕ − t |d log|ϕ + t | − log|ϕ + t |d log|1 − ϕ − t |
− log|1 − ϕ + t |d log|ϕ − t | + log|ϕ − t |d log|1 − ϕ + t |
− logϕ d log|1 − ϕt | + logϕ d log|1 + ϕt |
= log|1 + ϕt |d log|ϕ + t | − logϕ d log|ϕ + t | − log|ϕ + t |d log|1 + ϕt |
− log|−1 + ϕt |d log|ϕ − t | + logϕ d log|ϕ − t | + log|ϕ − t |d log|1 − ϕt |
− logϕ d log∣∣t−1 − ϕ∣∣+ logϕ d log∣∣t−1 + ϕ∣∣
= log|1 + ϕt |d log∣∣ϕt−1 + 1∣∣− log|ϕt−1 + 1|d log|1 + ϕt |
− log|−1 + ϕt |d log∣∣ϕt−1 − 1∣∣+ log∣∣ϕt−1 − 1∣∣d log|1 − ϕt |
= 0.
Finally the primitive of Δ is
Ω = −{1 − ϕt}3 +
{
1 − (ϕ − 1)t}3 + {1 + ϕt}3 − {1 + (ϕ − 1)t}3
−
{
t − ϕ
t−1 − ϕ
}
3
+
{
t − (ϕ − 1)
t−1 − (ϕ − 1)
}
3
+
{
t + ϕ
t−1 + ϕ
}
3
−
{
t + (ϕ − 1)
t−1 + (ϕ − 1)
}
3
− 2{ϕt}3 − 2{ϕ − t}3 + 2
{
1 − ϕ + t−1}3 + 2{1 − (ϕ − 1)t}3 + 3{(ϕ − 1)t}3
+ 2{−ϕt}3 + 2{ϕ + t}3 − 2
{
1 − ϕ − t−1}3 − 2{1 + (ϕ − 1)t}3 − 3{(1 − ϕ)t}3,
which is
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−
{
t − ϕ
t−1 − ϕ
}
3
+
{
t − (ϕ − 1)
t−1 − (ϕ − 1)
}
3
+
{
t + ϕ
t−1 + ϕ
}
3
−
{
t + (ϕ − 1)
t−1 + (ϕ − 1)
}
3
− 2{ϕt}3 − 2{ϕ − t}3 + 2
{
1 − ϕ + t−1}3 + 3{1 − (ϕ − 1)t}3 + 3{(ϕ − 1)t}3
+ 2{−ϕt}3 + 2{ϕ + t}3 − 2
{
1 − ϕ − t−1}3 − 3{1 + (ϕ − 1)t}3 − 3{(1 − ϕ)t}3.
Let us use that
{x}3 + {1 − x}3 +
{
1 − 1
x
}
3
= {1}3
and the fact that {x}3 = {x¯}3 at the level of the differential.
We obtain
Ω = −4{1 − ϕt}3 + 4{1 + ϕt}3
−
{
t − ϕ
t−1 − ϕ
}
3
+
{
t − (ϕ − 1)
t−1 − (ϕ − 1)
}
3
+
{
t + ϕ
t−1 + ϕ
}
3
−
{
t + (ϕ − 1)
t−1 + (ϕ − 1)
}
3
− 2{ϕt}3 − 2{ϕ − t}3 + 2
{
1 − ϕ + t−1}3 + 2{−ϕt}3 + 2{ϕ + t}3 − 2{1 − ϕ − t−1}3.
Let us note that the poles of z occur with x = 1, which easily implies Δ = 0. Analogously,
Δ = 0 for y = 1 or x = −1 which correspond to the zeros of z.
We need to describe the integration path. If we let x = e2iα , with −π2  α  π2 , and t = eiβ ,
with −π2  β  π2 . Then condition (26) translates into
tanα = ±2 sinβ.
The boundaries of the above condition are met when sinβ = ±1, corresponding to t = ±i. Also,
by inspection of Eq. (26) we see that t = ±1 and x = 1 are also critical points. After carefully
analyzing the situation (see Fig. 5), and taking into account that Δ = 0 whenever x = 1 or t = ±1,
we conclude that we need to integrate Δ with −π2  β  0 and π2  β  0. Since Ω is 0 when
evaluated for t = ±i, and Ω(1) = −Ω(−1), we obtain
4π2m(P ) = 4Ω(1)
= 4(−4L3(1 − ϕ)+ 4L3(1 + ϕ)
− 2L3(ϕ)+ 2L3(−ϕ)− 2L3(ϕ − 1)+ 2L3(ϕ + 1)+ 2L3(2 − ϕ)− 2L3(−ϕ)
)
= 4(−4L3(1 − ϕ)+ 6L3(1 + ϕ)− 2L3(ϕ)− 2L3(ϕ − 1)+ 2L3(2 − ϕ)).
Now we use that
{1 − ϕ}3 =
{−ϕ−1}3 = {−ϕ}3, {ϕ − 1}3 = {ϕ}3,
in order to obtain
π2m(P ) = 6L3(1 + ϕ)− 4L3(ϕ)− 4L3(−ϕ)+ 2L3(2 − ϕ).
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Then we use
{ϕ − 1}3 + {2 − ϕ}3 +
{
1 − 1
ϕ − 1
}
3
= {1}3,
{ϕ}3 + {2 − ϕ}3 + {−ϕ}3 = {1}3,
and
{−ϕ}3 + {1 + ϕ}3 +
{
1 + 1
ϕ
}
3
= {1}3,
{−ϕ}3 + {1 + ϕ}3 + {ϕ}3 = {1}3.
Thus we obtain
π2m(P ) = 8L3(1)− 12L3(ϕ)− 12L3(−ϕ).
But
4{ϕ}3 + 4{−ϕ}3 =
{
ϕ2
}
3 = {ϕ + 1}3 = {1}3 − {ϕ}3 − {−ϕ}3
implies that
{ϕ}3 + {−ϕ}3 = 15 {1}3.
Finally we recover Condon’s result
m(P ) = 28
5π2
ζ(3). (31)
Let us note that the computation involves
√
5, although the final result does not. The
same situation applies to Condon’s computation in [Con03] (in fact, he also needs to use ϕ),
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tion 4.2.
Moreover, if we look at the rational number in each of the three-variable formulas we will
notice that the denominators are always 1 or 2 except for these two examples of Smyth and
Condon. In Smyth’s example the denominator is a 3 and in Condon’s example the denom-
inator is a 5. Both the appearance of 3 as a denominator together with 2{3}3 − {−3}3 in
the first case, and 5 as a denominator together with elements in B(Q(√5)) seem to be re-
lated phenomena. Gangl suggested that a possible explanation may be that there are torsion
elements that we may be overlooking when we tensor by Q (as the regulator maps kill tor-
sion).
Lastly, this is the first example where we used non-rational functional equations for the poly-
logarithms, namely D(x¯) = −D(x) and L3(x¯) = L3(x). This suggests that for us, the best
definition for Rn(F ) may be “all the functional equations of Ln” instead of “all the rational
functional equations of Ln”. Of course, the second definition has the advantage of being more
concrete and should be easier to handle.
4.6. An example in four variables
We will study an example in four variables:
z + (1 + x)(1 + x1)
(1 + y)(1 − x1) .
This example was first computed in [Lal03] in terms of multiple polylogarithms. It was later
observed [Lal06] that this particular combination of multiple polylogarithms has a simpler ex-
pression in terms of a Dirichlet L-series. Here we relate this Mahler measure directly to the
Dirichlet L-series.
The wedge product is
x ∧ y ∧ x1 ∧ z = x ∧ y ∧ x1 ∧ (1 + x)(1 + x1)
(1 + y)(1 − x1)
= x ∧ (1 + x)∧ y ∧ x1 + y ∧ (1 + y)∧ x ∧ x1
+ x1 ∧ (1 + x1)∧ x ∧ y − x1 ∧ (1 − x1)∧ x ∧ y.
We integrate and obtain
Δ = {−x}2 ⊗ y ∧ x1 + {−y}2 ⊗ x ∧ x1 + {−x1}2 ⊗ x ∧ y − {x1}2 ⊗ x ∧ y.
It is more convenient to eliminate the variable x1 than z. Notice that
x1 = −(1 + x)− z(1 + y)
(1 + x)− z(1 + y) .
Then the condition whose intersection with T4 describes |∂Γ | becomes
(1 + x)(1 + y)(x + yz2)= 0.
1260 M.N. Lalín / Journal of Number Theory 128 (2008) 1231–1271When x = −1 or y = −1, η4(3)(Δ) = 0. Now suppose x = −yz2. Then we need to integrate
Δ = {yz2}2 ⊗ y ∧ x1 + {−y}2 ⊗ yz2 ∧ x1 + {−x1}2 ⊗ z2 ∧ y − {x1}2 ⊗ z2 ∧ y.
Consider the first two terms,
Δ1 =
{
yz2
}
2 ⊗ y ∧ x1 + {−y}2 ⊗ yz2 ∧ x1
= {yz2}2 ⊗ yz2 ∧ x1 − 2{yz2}2 ⊗ z∧ x1 + {−y}2 ⊗ y ∧ x1 + 2{−y}2 ⊗ z∧ x1.
Use the five-term relation,
{
yz2
}
2 +
{
− 1
y
}
2
+ {1 + z2}2 + {1 − yz21 + z2
}
2
+
{
y + 1
y(1 + z2)
}
2
= 0,
together with the fact that
α := x1 − 1
1 + x1 =
1 − yz2
z(1 + y)
then
{−y}2 ⊗ z∧ x1 −
{
yz2
}
2 ⊗ z ∧ x1
= −{−z2}2 ⊗ z ∧ x1 + {1 − yz21 + z2
}
2
⊗ z∧ x1 +
{
y + 1
y(1 + z2)
}
2
⊗ z ∧ x1
= −{−z2}2 ⊗ z ∧ x1 + {−z2(1 + y)1 − yz2
}
2
⊗ z ∧ x1 +
{
1 − yz2
1 + y
}
2
⊗ z ∧ x1
= −{−z2}2 ⊗ z ∧ x1 + {− zα
}
2
⊗ z ∧ x1 + {zα}2 ⊗ z ∧ x1.
Conjugate and invert the second term (noting that argα = ±π2 since |x1| = 1)
= −{−z2}2 ⊗ z ∧ x1 + 2{zα}2 ⊗ z∧ x1.
Consider the last two terms of Δ:
Δ2 = {−x1}2 ⊗ z2 ∧ y − {x1}2 ⊗ z2 ∧ y.
Note that
y = 1 − αz
z(z + α),
and recall the five term relation:
{x1}2 − {−x1}2 =
{
x1 − 1} − {1 − x1} = {α}2 − {−α}2.1 + x1 2 1 + x1 2
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Δ2 = {−α}2 ⊗ z2 ∧ 1 − αz
z(z + α) − {α}2 ⊗ z
2 ∧ 1 − αz
z(z + α) .
Conjugating the first term, and inverting,
Δ2 = −2{α}2 ⊗ z2 ∧ 1 − αz
z(z + α) .
Thus
Δ = {yz2}2 ⊗ yz2 ∧ x1 + {−y}2 ⊗ y ∧ x1 − {−z2}2 ⊗ z2 ∧ x1
+ 4{zα}2 ⊗ z∧ 1 + α1 − α − 4{α}2 ⊗ z ∧
1 − αz
z+ α .
By inverting and dividing by z:
{α}2 ⊗ z∧ 1 − αz
z+ α = −{α}2 ⊗ z∧
1 + αz−1
1 − αz .
Now notice that
{zα}2 ⊗ z∧ 1 + α1 − α + {α}2 ⊗ z∧
1 + αz−1
1 − αz
= {zα}2 ⊗ z∧ 1 + α1 − zα − {zα}2 ⊗ z ∧
1 − α
1 − zα
+ {α}2 ⊗ z∧ 1 − α1 − αz − {α}2 ⊗ z∧
1 − α
1 + αz−1 .
Conjugate and invert z in the last term
{zα}2 ⊗ z ∧ 1 + α1 − zα − {zα}2 ⊗ z∧
1 − α
1 − zα + {α}2 ⊗ z∧
1 − α
1 − αz − {−α}2 ⊗ z ∧
1 + α
1 − αz .
Now use
{α}2 + {z}2 + {1 − αz}2 +
{
1 − α
1 − αz
}
2
+
{
1 − z
1 − αz
}
2
= 0,
{−α}2 + {−z}2 + {1 − αz}2 +
{
1 + α
1 − αz
}
2
+
{
1 + z
1 − αz
}
2
= 0.
Then we obtain
−{z}2 ⊗ z ∧ 1 − α1 − zα −
{
1 − α
1 − αz
}
2
⊗ z ∧ 1 − α
1 − zα +
{
z(1 − α)
1 − αz
}
2
⊗ z∧ 1 − α
1 − zα
+ {−z}2 ⊗ z∧ 1 + α +
{
1 + α } ⊗ z ∧ 1 + α − {−z(1 + α)} ⊗ z∧ 1 + α .
1 − zα 1 − αz 2 1 − zα 1 − αz 2 1 − zα
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Ω = {yz2}3 ⊗ x1 + {−y}3 ⊗ x1 − {−z2}3 ⊗ x1
− 4{z}3 ⊗ 1 − α1 − zα + 4
{
1 − α
1 − αz
}
3
⊗ z − 4
{
z(1 − α)
1 − αz
}
3
⊗ z
+ 4{−z}3 ⊗ 1 + α1 − zα − 4
{
1 + α
1 − αz
}
3
⊗ z+ 4
{
−z(1 + α)
1 − αz
}
3
⊗ z.
Now the boundary of γ0 is x = −1 or y = −1. When x = −1 we obtain y = −1 and z = ±i
or α = 0 and x1 = 1. If y = −1,
Ω = {1}3 ⊗ x1 − 4{z}3 ⊗ 1 − α1 − zα + 4{−z}3 ⊗
1 + α
1 − zα .
If we take into account that α moves in the imaginary axis when x1 moves in the unit circle and
that we are evaluating on z = ±i, then we just need to evaluate η4(2) on
Ω = {1}3 ⊗ x1.
If α = 0,
Ω = −4{z}3 ⊗ z + 4{−z}3 ⊗ z,
integrating to
Σ1 = −4{z}4 + 4{−z}4,
and the boundary now is z2 = −1.
When y = −1, then z = ±i and x = −1 or x1 = −1 and α = ∞. In the first case we obtain,
as before
Ω = {1}3 ⊗ x1.
In the second case we get,
Ω = 8{z}3 ⊗ z − 8{−z}3 ⊗ z
integrating to
Σ2 = 8{z}4 − 8{−z}4.
Now we need to take into account the opposite orientations that will cancel the terms with Ω =
{1}3 ⊗ x1 and add up to
Σ = 12{z}4 − 12{−z}4,
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m(P ) = 24
π3
L(χ−4,4). (32)
5. Generalized Mahler measure
In this section we will apply the algebraic integration to the computation of generalized
Mahler measures.
We follow the notation from Eq. (5). Let us fix P ∈ R[x±1] and take fj = P(xj ) (so in
particular fj ∈ R[x±1j ] ⊂ R[x±11 , . . . , x±1n ]).
Suppose, moreover, that |P | is a monotonic function for 0 argx  π . Write xj = e2π iθj =
e(θj ). Then
m
(
P(x1), . . . ,P (xn)
)=
1
2∫
− 12
· · ·
1
2∫
− 12
max
{
log
∣∣P (e(θ1))∣∣, . . . , log∣∣P (e(θn))∣∣}dθ1 · · ·dθn
= 2nn!
∫
0θn···θ1 12
log
∣∣P (e(θ1))∣∣dθ1 · · ·dθn
= n!
(π i)n
∫
Γ
ηn+1(n+ 1)
(
P(x1), x1, . . . , xn
)
where Γ = {0 arg(xn) · · · arg(x1) π}.
We proceed to compute some examples.
5.1. The case of P = 1 − x
Let P = 1 − x, then |P(e(θ))| = 2| sin(πθ)|, so it is monotonic on [0,π]. This case was
computed by Gon and Oyanagi in [GO04] with the use of multiple sine functions.
We start by evaluating ηn+1(n+ 1) on
(1 − x1)∧ x1 ∧ · · · ∧ xn.
Now this corresponds to an exact form, which we integrate and obtain
−{x1}2 ⊗ x2 ∧ · · · ∧ xn.
The boundary |∂Γ | consists of x1 = −1 and x1 = x2 for our purposes (the remaining restrictions
are 0, e.g., x2 = x3 implies x2 ∧ x3 = 0). Evaluating,
−{−1}2 ⊗ x2 ∧ · · · ∧ xn + {x2}2 ⊗ x2 ∧ x3 ∧ · · · ∧ xn.
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and x2 = x3, we obtain,
−{−1}2 ⊗ x2 ∧ · · · ∧ xn ⊕ {−1}3 ⊗ x3 ∧ · · · ∧ xn − {x3}3 ⊗ x3 ∧ · · · ∧ xn.
Here, as well as in the following pages, ⊕ and ⊕ will denote formal versions of + and ∑.
We will use this notation whenever we have a combination of forms of different dimensions.
Eventually, each of these forms will be integrated in a simplex of the right dimension, and the
results of each of these integrals will be added to obtain the final result.
We continue with the same procedure, until we reach
(−1)n+1{1}n+1 ⊕
n+1⊕
k=2
(−1)k+1{−1}k ⊗ xk ∧ · · · ∧ xn.
Now we need to integrate each term. First observe that since the Lk is trivial in the real numbers
for k even, we just need to consider
−{1}n+1 ⊕
n+1⊕
k=3, k odd
{−1}k ⊗ xk ∧ · · · ∧ xn,
where it is understood that the sum is up to n+ 1 if n is even or n if n is odd.
The sum yields
n+1∑
k=3, k odd
(iπ)n−k+1
(n− k + 1)! Lik(−1) =
n+1∑
k=3, k odd
(iπ)n−k+1(1 − 2k−1)
(n− k + 1)!2k−1 ζ(k).
Finally, we get
m(1 − x1, . . . ,1 − x2m) = (−1)
m+1(2m)!
π2m
ζ(2m+ 1)
+ (2m)!
m∑
j=1
(−1)j (1 − 2
2j )
(2m− 2j)!(2π)2j ζ(2j + 1), (33)
m(1 − x1, . . . ,1 − x2m−1) = (2m− 1)!
m−1∑
j=1
(−1)j (1 − 2
2j )
(2m− 2j − 1)!(2π)2j ζ(2j + 1), (34)
recovering the result of [GO04].
5.2. The example with P = 1−x1+x
Although P = 1−x1+x is a rational function, we can still apply the method to this case. Notice
that |P(e(θ))| = |tan(πθ))| so it is monotonic. We start considering
1 − x1 ∧ x1 ∧ · · · ∧ xn.1 + x1
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{−x1}2 ⊗ x2 ∧ · · · ∧ xn − {x1}2 ⊗ x2 ∧ · · · ∧ xn.
The boundary consists of x1 = −1 and x1 = x2, and thus we obtain
{1}2 ⊗ x2 ∧ · · · ∧ xn − {−1}2 ⊗ x2 ∧ · · · ∧ xn
− {−x2}2 ⊗ x2 ∧ · · · ∧ xn + {x2}2 ⊗ x2 ∧ · · · ∧ xn.
If we continue the integration steps, we reach
(−1)n+1({1}n+1 − {−1}n+1)⊕ n+1⊕
k=2
(−1)k({1}k ⊗ xk ∧ · · · ∧ xn − {−1}k ⊗ xk ∧ · · · ∧ xn).
Taking into account the parity, we just need to consider
{−1}n+1 − {1}n+1 ⊕
n+1⊕
k=3, k odd
{−1}k ⊗ xk ∧ · · · ∧ xn − {1}k ⊗ xk ∧ · · · ∧ xn.
The sum yields
n+1∑
k=3, k odd
(iπ)n−k+1
(n− k + 1)!
(
Lik(−1)− Lik(1)
)= n+1∑
k=3, k odd
(iπ)n−k+1(1 − 2k)
(n− k + 1)!2k−1 ζ(k).
Then we reach the result
m
(
1 − x1
1 + x1 , . . . ,
1 − x2m
1 + x2m
)
= (−1)
m(2m)!(1 − 22m+1)
(2π)2m
ζ(2m+ 1)
+ (2m)!
m∑
j=1
(−1)j (1 − 2
2j+1)
(2m− 2j)!(2π)2j ζ(2j + 1), (35)
m
(
1 − x1
1 + x1 , . . . ,
1 − x2m−1
1 + x2m−1
)
= (2m− 1)!
m−1∑
j=1
(−1)j (1 − 2
2j+1)
(2m− 2j − 1)!(2π)2j ζ(2j + 1).
(36)
We remark the specific case
m
(
1 − x1
1 + x1 ,
1 − x2
1 + x2
)
= 7
π2
ζ(3).
It corresponds to the Mahler measure of 1−x1 + z 1−x2 . Thus we recover formula (22).1+x1 1+x2
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We will consider the case of P = 1 + x − x−1. Observe that
∣∣P (e(θ))∣∣= ∣∣1 + i2 sin(2πθ)∣∣=√1 + 4 sin2(2πθ).
In this case we need to integrate with 0  argxi  π2 (since that is when P ◦ e is monotonic).
Then
m
(
P(x1), . . . ,P (xn)
)= n!( 2
π i
)n ∫
0arg(xn)···arg(x1) π2
ηn+1(n+ 1)
(
P(x1), x1, . . . , xn
)
.
We start with
(
1 + x1 − x−11
)∧ x1 ∧ · · · ∧ xn = (x21 + x1 − 1)∧ x1 ∧ · · · ∧ xn
= (1 − ϕ−1x1)∧ x1 ∧ · · · ∧ xn + (1 + ϕx1)∧ x1 ∧ · · · ∧ xn,
where ϕ = −1+
√
5
2 .
Integrating, we obtain
−{ϕ−1x1}2 ⊗ x2 ∧ · · · ∧ xn − {−ϕx1}2 ⊗ x2 ∧ · · · ∧ xn ⊕( ϕ − x11 + ϕx1
)
∧ ϕ ∧ x2 ∧ · · · ∧ xn.
The boundary is given by x1 = i and x1 = x2, thus,
−{ϕ−1i}2 ⊗ x2 ∧ · · · ∧ xn − {−ϕi}2 ⊗ x2 ∧ · · · ∧ xn + {ϕ−1x2}2 ⊗ x2 ∧ · · · ∧ xn
+ {−ϕx2}2 ⊗ x2 ∧ · · · ∧ xn ⊕
(
ϕ − x1
1 + ϕx1
)
∧ ϕ ∧ x2 ∧ · · · ∧ xn.
Integrating once more, we obtain
−{ϕ−1i}2 ⊗ x2 ∧ · · · ∧ xn − {−ϕi}2 ⊗ x2 ∧ · · · ∧ xn ⊕ {ϕ−1x2}3 ⊗ x3 ∧ · · · ∧ xn
+ {−ϕx2}3 ⊗ x3 ∧ · · · ∧ xn ⊕
{
ϕ−1x2
}
2 ⊗ ϕ ∧ x3 ∧ · · · ∧ xn
− {−ϕx2}2 ⊗ ϕ ∧ x3 ∧ · · · ∧ xn ⊕
(
ϕ − x1
1 + ϕx1
)
∧ ϕ ∧ x2 ∧ · · · ∧ xn.
Continuing with the same procedure, we reach
(−1)n+1({ϕ−1}
n+1 + {−ϕ}n+1
)
⊕
n+1⊕
(−1)k+1({ϕ−1i}
k
⊗ xk ∧ · · · ∧ xn + {−ϕi}k ⊗ xk ∧ · · · ∧ xn
)
k=2
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(
ϕ − x1
1 + ϕx1
)
∧ ϕ ∧ x2 ∧ · · · ∧ xn
⊕
n⊕
k=2
(−1)k({ϕ−1xk}k ⊗ ϕ ∧ xk+1 ∧ · · · ∧ xn − {−ϕxk}k ⊗ ϕ ∧ xk+1 ∧ · · · ∧ xn).
Taking into account properties of Lk according to the parity of k,
= −{ϕ}n+1 − {−ϕ}n+1 ⊕
n+1⊕
k=3, k odd
2{−ϕi}k ⊗ xk ∧ · · · ∧ xn
⊕
(
ϕ − x1
1 + ϕx1
)
∧ ϕ ∧ x2 ∧ · · · ∧ xn
⊕
n⊕
k=2
(−1)k({ϕ−1xk}k ⊗ ϕ ∧ xk+1 ∧ · · · ∧ xn − {−ϕxk}k ⊗ ϕ ∧ xk+1 ∧ · · · ∧ xn). (37)
The first sum in (37) yields
2
n+1∑
k=3, k odd
(iπ)n−k+1
2n−k+1(n− k + 1)!Lk(ϕi) =
n+1∑
k=3, k odd
(iπ)n−k+1
2n(n− k + 1)!Lk
(−ϕ2).
The second line in (37) yields
−(−1)n logϕ
( 1∫
i
i Im
(
dx1
x1 − ϕ
)
◦ dx2
x2
◦ · · · ◦ dxn
xn
−
1∫
i
i Im
(
dx1
x1 + ϕ−1
)
◦ dx2
x2
◦ · · · ◦ dxn
xn
)
= (−1)n+1 logϕ R̂en+1
( 1∫
i
dx1
x1 − ϕ ◦
dx2
x2
◦ · · · ◦ dxn
xn
−
1∫
i
dx1
x1 + ϕ−1 ◦
dx2
x2
◦ · · · ◦ dxn
xn
)
= (−1)n+1 logϕ R̂en+1
(
Lin
(
iϕ−1
)− Lin(ϕ−1)− Lin(−iϕ)+ Lin(−ϕ)). (38)
We used the iterated integral notation in the previous equalities.
The last sum in (37) yields
n∑
k=2, k even
(−1)n−k+12kBk logk ϕ
k!
( 1∫
i
Re
(
dxk
xk − ϕ
)
◦ dxk+1
xk+1
◦ · · · ◦ dxn
xn
+ (−1)k
1∫
i
Re
(
dxk
xk + ϕ−1
)
◦ dxk+1
xk+1
◦ · · · ◦ dxn
xn
)
= (−1)n+1
n∑
k=2, k even
2kBk logk ϕ
k! R̂en−k+1
( 1∫ dxk
xk − ϕ ◦
dxk+1
xk+1
◦ · · · ◦ dxn
xni
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1∫
i
dxk
xk + ϕ−1 ◦
dxk+1
xk+1
◦ · · · ◦ dxn
xn
)
= (−1)n+1
n∑
k=2, k even
2kBk logk ϕ
k! R̂en−k+1
(
Lin−k+1
(
iϕ−1
)− Lin−k+1(ϕ−1)
+ Lin−k+1(−iϕ)− Lin−k+1(−ϕ)
)
. (39)
The sum of Eqs. (38) and (39) is
= (−1)n+1
n∑
k=1
2kBk logk ϕ
k! R̂en+1
(
Lin−k+1(−iϕ)− Lin−k+1(−ϕ)
)
+ (−1)n+1
n∑
k=1
2kBk logk ϕ−1
k! R̂en+1
(
Lin−k+1
(
iϕ−1
)− Lin−k+1(ϕ−1)).
Now the generalized Mahler measure is equal to n!( 2
π i )
n times
− 1
2n
Ln+1
(
ϕ2
)+ 1
2n
n+1∑
k=3, k odd
(iπ)n−k+1
(n− k + 1)!Lk
(−ϕ2)
+ (−1)n+1(Ln+1(−iϕ)−Ln+1(−ϕ)+Ln+1(iϕ−1)−Ln+1(ϕ−1))
− (−1)n+1R̂en+1
(
Lin+1(−iϕ)− Lin+1(−ϕ)+ Lin+1
(
iϕ−1
)− Lin+1(ϕ−1)).
After simplifying, we obtain:
m
(
1 + x1 − x−11 , . . . ,1 + xn − x−1n
)= n! n∑
k=3
1
(n− k + 1)!(iπ)k−1Lk
(−ϕ2)
+ n!
(
2i
π
)n
R̂en+1
(
Lin+1(−iϕ)− Lin+1(−ϕ)+ Lin+1
(
iϕ−1
)− Lin+1(ϕ−1)). (40)
A particular case is with n = 1, where we obtain
m
(
1 + x1 − x−11
)= − logϕ = log(1 + ϕ),
thus recovering the expected result from Mahler measure.
For n = 2 we obtain
m
(
1 + x1 − x−11 ,1 + x2 − x−12
)= 2
π2
(
Li3
(
ϕ2
)− Li3(−ϕ2))− logϕ,
which recovers the Mahler measure of 1 + x1 − x−1 + z(1 + x2 − x−1).1 2
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We end this section with an observation regarding the behavior of the generalized Mahler
measure when the number of involved polynomials goes to infinity.
Proposition 3. Let P ∈ C(x1, . . . , xn) and let fi = P(xi,1, . . . , xi,n) for i = 1, . . . , r . Then
lim
r→∞m(f1, . . . , fr) = log‖P ‖∞
where ‖ · ‖∞ stands for the sup norm on Tn.
Proof. For a measurable subset S of (Tn)r , let IS denote the integral over S:
IS = 1
(2π i)nr
∫
S
max
1ir
log
∣∣P(xi,1, . . . , xi,n)∣∣dx1,1
x1,1
· · · dxr,n
xr,n
.
Then we need to investigate m(f1, . . . , fr ) = I(Tn)r as r goes to infinity.
First observe that
m(f1, . . . , fr ) log ||P ||∞.
Then we just need to understand the lower bound. Consider the set
E :=
{
(x1, . . . , xn) ∈ Tn |
∣∣P(x1, . . . , xn)∣∣ ‖P ‖∞ − }.
Let m denote the Lebesgue measure of E (normalized so that the torus has measure one).
We write (Tn)r as a union of sets:
(Tn)r = E ×
(
Tn
)r−1 ∪ (Tn \E)×E × (Tn)r−2 ∪ · · · ∪ (Tn \E)r
= A∪ (Tn \E)r .
Notice that the set A has measure
m + (1 −m)m + (1 −m)2m + · · · + (1 −m)r−1m = 1 − (1 −m)r .
Therefore,
IA 
(
1 − (1 −m)r
)
log
(‖P ‖∞ − ). (41)
Outside the set E we do not have control of the value of log |P |. This is a problem if the
polynomial has zeros in the torus. Let
Zη =
{
(x1, . . . , xn) ∈ Tn |
∣∣P(x1, . . . , xn)∣∣ η},
and let mη denote the measure of Zη .
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Tn \E
)r = (Tn \E)r \Zrη ∪Zrη.
Now
I(Tn\E)r\Zrη 
(
(1 −m)r −mrη
)
logη. (42)
On the other hand,
IZrη 
1
(2π i)rn
∫
Zrη
log
∣∣P(x1,1, . . . , x1,n)∣∣dx1,1
x1,1
· · · dxr,n
xr,n
= mr−1η
1
(2π i)n
∫
Zη
log
∣∣P(x1, . . . , xn)∣∣dx1
x1
· · · dxn
xn
. (43)
First choose a small  and large r , so IA becomes close to log‖P ‖∞ due to inequality (41).
Now fix a small η. We have that both (1 − m)r and mrη are small for r large. If r is large
enough, the right side of inequality (42) is close to zero. Then either I(Tn\E)r\Zrη is positive or
has a small absolute value.
Finally, mr−1η is small for r large and the right side of inequality (43) is close to zero because
log |P | ∈ L1(Tn). Then either IZrη is positive or has a small absolute value.
We reach our conclusion by considering I(Tn)r = IA + I(Tn\E)r\Zrη + IZrη . 
We may conclude interesting results. For instance, from Eq. (34) we deduce
lim
m→∞
m−1∑
j=1
(−1)j
(
2m− 1
2j
)
(2j)!(1 − 22j )
(2π)2j
ζ(2j + 1) = log 2. (44)
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