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PREFACE
The 27th issue of the Electronic Journal of Theoretical Physics (EJTP) presents a
collection of 10 manuscripts covered several important aspects of theoretical and math-
ematical physics ranging from conformal general relativity, quantum ﬁeld theory, group
theory, neuroscience, biophysics, thermodynamics of black holes, relativistic electrody-
namics, quasiparticle excitations, up to the solutions of the Einstein’s ﬁeld equations of
the Bianchi type-V.
Nobili in his paper on the conformal general relativity, discuses the theoretical rep-
resentation of the ﬁeld in the ﬂat 4D spacetime, the spontaneous breakdown of global
and local conformal symmetry, and the Lagrangian theory of Higgs with the beautiful
mathematical manipulations. Chiatti in his paper on the bootstrapping the quantum
ﬁeld theory, presents a new concept of bootstrap in particle physics, and proposes a
diﬀerent approach of the strong interaction to avoid some conﬂicts with the quantum
ﬁeld theory. Arponen proposes new technique of the AdS3 space from the Lie group by
calculating the boundary theory energy-momentum tensor. Conte at al. focus on the
quantum model of the neuroscience and its experimental conﬁrmation with emphases on
the quantum analysis of the brain functions. Zak addresses the quantum-mathematical
analysis of livings from the second law of thermodynamics viewpoint. Close in his paper
on the Fermion spin correlations derives correlations between binary spin measurements
based on the geometrical approach. Larranaga at al. analyze the thermodynamics of
the (2+1) dimensional black hole with Coulomb-like electric ﬁeld. Parga at al. calcu-
late the retarded and advanced electromagnetic ﬁelds, the Lorentz-Dirac equation using
the Lagrange-Gordeye’s technique. Aziz presents the hypothesis of the two-quasiparticle
excitations using the cranking formula of Inglis-Belyaev. Pradhan at al. show new ex-
act solutions of Einstein’s ﬁeld equations of the Bianchi type-V space-time for spatially
homogeneous and anisotropic, with some physical asscumptins.
I would like to thank our authors for their quality contributions. All articles published
in this issue have been peer reviewed via EJTP reviewing processes managed by EJTP
editors and evaluated by expert referees to ensure the standard of publication. Special
thanks to our editors and referees. In particular, Ignazio Licata, Leonardo Chiatti, Ger-
ardo F. Torres del Castillo, Francisco Javier Chinea, Maurizio Consoli,Tepper L. Gill,
Alessandro Giuliani, Richard Hammond, Peter O’Donnell, and Yurij Yaremko.
I want to express my sincere gratitude to the previous Editor in Chief, Ignazio Licata,
for his guidance, fruitful inputs, valuable discussions, and for his excellent editorial work.
It is our great pleasure and honor to welcome the new Editor in Chief for 2013 Leonardo
Chiatti, and wish him all the best in the important role for the directing EJTP editorial
work for the next year.
Ammar Sakaji,
EJTP EditorEJTP 9, No. 27 (2012) 1–32 Electronic Journal of Theoretical Physics
The Conformal Universe II: Conformal Symmetry,
its Spontaneous Breakdown and Higgs Fields in
Conformally Flat Spacetime
Renato Nobili∗
Department of Physics, University of Padova
Via Marzolo 8, 35131 Padova — ITALY
Received 20 February 2012, Accepted 10 August 2012, Published 10 November 2012
Abstract: This is the second of a series of three papers on Conformal General Relativity.
The conformal group is here introduced as the invariance group of the partial ordering of
causal events in ﬂat nD spacetime. Its general structure and ﬁeld–theoretic representations are
described, with particular emphasis on the remarkable properties of orthochronous inversions.
Discrete symmetries and ﬁeld representations in ﬂat 4D spacetime are described in details.
The spontaneous breakdown of global and local conformal symmetry is then discussed and the
roles played by the ghost dilation ﬁeld and physical scalar ﬁelds are evidenced. Hyperbolic
coordinates of various types are introduced for the purpose of providing diﬀerent but equivalent
representations of physical systems, respectively grounded on the Riemann manifold and the
Cartan manifold, mainly in view of further studies. Lastly, the Lagrangian theory of Higgs
ﬁelds interacting with dilation ﬁeld in a conformally ﬂat 4D spacetime, as well as their motion
equations and energy–momentum tensors, are described for both Riemann– and Cartan–
manifold representations, in view of the detailed study of Higgs–ﬁeld dynamics, which will
be illustrated in the third paper.
c   Electronic Journal of Theoretical Physics. All rights reserved.
Keywords: Conformal Universe, Conformal Gravity, Causality, Conformal Symmetry, Dilation,
Elation, Ortochronous Inversion
arxiv number 1201.3343
PACS (2010): 11.25.Hf; 04.20.-q ;04.20.Cv; 03.50.-z ; 03.30.+p; 02.40.-k; 02.20.-a
1. The conformal group and its representations
As explained in the last Section of Part I, the local conformal ﬂatness of the 4D Riemann
manifold peculiar to the semi–classical approximation survives gravitational quantum–
∗ Email:renato.nobili@pd.infn.it2 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
ﬁeld renormalization, thanks to the presence of massive gravitational ghosts, which are
natural ingredients of local conformal invariance. Causality, although destroyed pre-
cisely by these ghosts on some sub–Planckian scale, nevertheless survives as a relation-
ship among observable events, with the possible exception of the primordial symmetry–
breaking event, provided that the mass of gravitational ghosts is suﬃciently large. There-
fore, wherever the Riemann manifold is the topological support of observable events, it
is locally isomorphic to Minkowski spacetime.
The importance of this lies in the fact that the local conformal group is the widest
invariance group of partial ordering of causal events which may be implemented on a
diﬀerentiable manifold. Let us clarify this point for the general case of nD spacetime.
1.1 Conformal group as the invariance group of causality
Let us deﬁne an nD Minkowski spacetime Mn as the Cartesian product of an (n-1)–
dimensional Euclidean space Rn−1 by a real time axis T. The former is intended to
represent the set of possible inertial observers at rest in Rn−1 equipped with perfectly
synchronized clocks, and the latter is intended to represent common time x0 ∈ T marked
by the clocks. All observers are allowed to communicate with one another by signals
of limited speed, the upper limit of which is conventionally assumed not to exceed
1 (the speed of light in Rn−1). Let us indicate by x1,x 2,...,xn−1 the coordinates of
Rn−1. Hence, regardless of any metrical considerations, we can write Mn = Rn−1 × T,
which means that Mn is equivalent to the n–dimensional aﬃne space. Clearly, points
x = {x0,x 1,x 2,...,xn−1}∈M n also represent the set of all possible point–like events,
observable in Rn−1 at time x0, partially ordered by the relation x ≤ y deﬁned as follows:
x can inﬂuence y if and only if y0 − x0 ≤
 
(y1 − x1)2 + ···+( yn−1 − xn−1)2.
In contrast to causality in Newtonian spacetime, this partial ordering equips Rn−1 with a
natural topology, the basis of which may be formed by the open sets of points y ∈R n−1,
satisfying the inequalities
 
(y1 − x1)2 + ···+( yn−1 − xn−1)2 <ε
for arbitrarily small ε. The set of points y ≥ x with ﬁxed x and variable y deﬁnes the
future cone of x; the set of points y ≥ x with ﬁxed y and variable x deﬁnes the past cone
of y. The equation
(y − x)
2 ≡ (y
0 − x
0)
2 − (y
1 − x
1)
2 −···−(y
n−1 − x
n−1)
2 =0
deﬁnes the family of (double) light–cones of Mn.
On this basis, the following theorem was proven by Zeeman in 1964 [1] (but before
him, in a diﬀerent way, by Alexandrov in 1953 [2] [3]):
Let Z be a one–to–one mapping of nD Minkowski spacetime Mn on to itself - no
assumption being made about whether Z is linear or continuous. If Z preserves the partial
ordering of events and n>2, then Z maps light–cones onto light–cones and belongs to a
group that is the direct product of the nD Poincar´ e group and the dilation group.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 3
The same result was also obtained by other authors [4] [5] on the basis of weaker
topological assumptions, and it is conceivable that it may be directly obtained by pure
lattice–theoretic methods and suitable automorphism conditions, regardless of any em-
bedding of causal events in an aﬃne space.
To be speciﬁc, the invariance group of causality acts on xμ,( μ =0 ,1,...,n− 1), as
follows
T(a):x
μ → x
μ + a
μ (translations); (1)
S(α):x
μ → e
αx
μ (dilations); (2)
Λ(ω):x
μ → Λ(ω)
μ
νx
ν (Lorentz rotations). (3)
Here aμ, α and the tensor ω ≡ ωρσ = −ωσρ are respectively the parameters of translations,
dilation and Lorentz rotations. However, the invariance group of causality is somewhat
larger [6] [7], since the partial ordering of events is also preserved, for instance, by the
following map
I0 : x
μ →−
xμ
x2 ,
where x2 = xμxμ,x μ = ημνxν, ημν = diag{1,−1,...,−1}, which we call the orthochronous
inversion with respect to event x =0∈M n [8]. The equalities (I0)2 =1 ,I0Λ(ω)I0 =
Λ(ω)a n dI0S(α)I0 = S(−α) are manifest. By translation, we obtain the orthochronous
inversion with respect to any point a ∈M n, which acts on xμ as follows:
Ia : x
μ →−
xμ − aμ
(x − a)2 .
Clearly, the causal ordering is also preserved by the transformations E(b)=I0T(b)I0,
which manifestly form an Abelian group and act on xμ as follows
E(b): x
μ →
xμ − bμx2
1 − 2bx + b2x2 , (4)
where bx stands for bμxμ. These are commonly known as special conformal transforma-
tions, but we will call them elations, since this is the name coined for them by Cartan in
1922 [9].
In conclusion, the topologically connected component of the complete invariance group
of causal ordering in the nD Minkowski spacetime is the n–dimensional conformal group
C(1,n−1) formed of transformations (1)-(4), comprehensively depending on n(n+3)/2+1
real parameters.
From an invariantive point of view, C(1,n− 1) can be deﬁned as the more general
continuous group generated by inﬁnitesimal transformations of the form xμ → xμ+εuμ(x),
where ε is an inﬁnitesimal parameter and uμ(x) are arbitrary real functions, satisfying
the equation
ds
2 ≡ gμνdx
μdx
ν → ελ(x)gμνdx
μdx
ν ,
where λ(x) is an arbitrary real function [10].4 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
Indicating by Pμ, Mμν, D and Kμ the generators of T(a),Λ(ω),S(α)a n dE(b), re-
spectively, we can easily ﬁnd their actions on xμ
Pμx
ν = −iδ
ν
μ ,M μνx
λ = i(δ
λ
νx
μ − δ
λ
μx
ν),
Dx
μ = −ix
μ ,K μx
ν = i(x
2δ
ν
μ − 2xμx
ν),
where δν
μ is the Kronecker delta. Consequently, their actions on arbitrary diﬀerentiable
functions f of x are
Pμf(x)=−i∂μf(x); Mμνf(x)=i(xμ∂ν − xν∂μ)f(x);
Df(x)=−ix
μ∂μf(x); Kμf(x)=i(x
2∂μ − 2xμx
ν∂ν)f(x);
the Lie algebra of which satisﬁes the following commutation relations
[Pμ,P ν]=[ Kμ,K ν]=0; [ Pμ,K ν]=2 i(gμνD + Mμν); (5)
[D,Pμ]=iPμ ;[ D,Kμ]=−iKμ ;[ D,Mμν]=0; ( 6 )
[Mμν,P ρ]=i(gνρPμ − gμρPν); [Mμν,K ρ]=i(gνρKμ − gμρKν); (7)
[Mμν,M ρσ]=i(gμσMνρ + gνρMμσ − gμρMνσ − gνσMμρ), (8)
which form the prototype of the abstract Lie algebra of C(1,n− 1) [11] [12].
For the sake of clarity and completeness, we add to Eqs. (5)–(8) the discrete trans-
forms
I0PμI0 = Kμ ; I0KμI0 = Pμ ; I0DI0 = −D; I0MμνI0 = Mμν . (9)
Note that I0 and Pμ alone suﬃce to generate C(1,n− 1). In fact, using Eqs. (5)–(7)
and the ﬁrst of Eq.s (9), we can deﬁne all other group generators as follows:
Kμ = I0PμI0 ,D =
i
8
g
μν[Kμ,P ν],M μν =
i
2
[Kν,P μ] − gμνD.
This tells many things about the partial ordering of causal events in Mn. For instance,
we may think of I0 as representing the operator which performs the partial ordering of
events as seen by a point–like agent located at x = 0, which receives signals from its own
past and sends signals to its own future, of T(a) as the operator which shifts the agent
from x =0t ox = a in Mn and of Ia as a continuous set of involutions which impart a
symmetric–space structure to the lattice of causal events.
Lastly note that, provided that n is even, we can include parity transformation P :
{x0,  x}→{ x0,−  x} as a second discrete element of the conformal group. Time–reversal
must be instead excluded, since it does not preserve the causal ordering of events. This
makes an important diﬀerence between General Relativity (GR) and Conformal General
Relativity (CGR): time reversal, so familiar to GR, is replaced by orthochronous inversion
I0 conventionally centered at an arbitrary point x =0 .Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 5
Fig. 1 The orthochronous inversion stemming from point a of the Minkowski spacetime.
1.2 Remarkable geometric properties of orthochronous inversions
Orthochronous inversion Ia,w h e r ea is any point of Mn, has the following properties:
1) It leaves invariant the double cone centered at a, swapping the interiors of the
future and past cones so as to preserve the time arrow and the collineation of all points
on straight lines through a.
2) It partitions the events of the past and future cones stemming from a into a two–fold
family of (n − 1)-D hyperboloids parameterized by kinematic time
τ = ±
 
(x0 − a0)2 + ···+( xn−1 − an−1)2 ,
as shown in Fig. 1.
3) It maps future region H+
a (τ), extending from cone–vertex a to the (n − 1)–D
hyperboloid at τ,i n t or e g i o nH−
a (−1/τ) of the past cone deﬁned by the (n − 1)–D
hyperboloid at −∞ and the hyperboloid at τ  = −1/τ, and vice versa (Fig.1, gray areas).
Similarly, it maps the set–theoretic complements of H+
a (τ),H−
a (−1/τ)o n t oe a c ho t h e r
within the cones.
4) It performs polar inversion of points r internal to the space–like unit (n − 1)–D
sphere S centered at a and orthogonal to time axis T into points r  = Iar external to S,
and vice versa.
5) Functions which are invariant under Ia only depend upon kinematic time τ.T h u s ,
if they vanish near the vertex of the past cone, they also vanish at the inﬁnite kinematic
time of the future cone, and vice versa. This property has an important implication
in that, if I0 is invariant under the spontaneous breakdown of conformal symmetry, in
an inﬁnite time the universe reaches the same physical conditions in which it existed
just a moment before the symmetry breaking event. In other words, the action–integral
invariance under I0 is compatible with assuming that the time course of the universe may6 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
be described as a transition from a state of an unstable initial vacuum to one of a stable
ﬁnal vacuum.
1.3 Conformal transformations of local ﬁelds
When a diﬀerential operator g is applied to a diﬀerentiable function f of x, the function
changes as gf(x)=f(gx), which may be interpreted as the form taken by f in the
reference frame of coordinates x  = gx. When a second diﬀerential operator g  acts on
f(gx), we obtain g f(gx)=f(gg x), i.e., we have g gf(x)=f(gg x), showing that g  and
g act on the reference frame in reverse order.
The action of g on a local quantum ﬁeld Ψ(x) of dimension, or weight, wΨ, bearing
a spin subscript ρ, has the general form gΨρ(x)=Fσ
ρ (g−1,x)Ψσ(gx), where F(g−1,x)
is a matrix obeying the composition law F(g
−1
2 ,x)F(g
−1
1 ,g 2x)=F(g
−1
2 g
−1
1 ,x). These
equations are consistent with coordinate transformations, since the product of two trans-
formations g1,g 2 yields
g2g1Ψρ(x)=F
σ
ρ [(g1g2)
−1,x]Ψσ(g1g2x),
with g2,g 1 always appearing in reverse order on the right–hand member.
According to these rules, the action of C(1,n−1) generators on an irreducible unitary
representation Ψρ(x) of the Poincar´ e group, describing a ﬁeld of dimension wΨ and spin
subscript ρ, may be summarized as follows
[Pμ,Ψρ]=−i∂μΨρ ; (10)
[Kμ,Ψρ]=i[x
2∂μ − 2xμ(x
ρ∂ρ − wΨ)]Ψρ + ix
ν(Σμν)
σ
ρΨσ ; (11)
[D,Ψρ]=−i(x
μ∂μ − wΨ)Ψρ ; (12)
[Mμν,Ψρ]=i(xμ∂ν − xν∂μ)Ψρ − i(Σμν)
σ
ρΨσ ; (13)
where Σμν are the spin matrices, i.e., the generators of Lorenz rotations on the spin space.
The corresponding set of ﬁnite conformal transformations are
Ψρ(x)
T(a)
− − → Ψρ(x + a); (14)
Ψρ(x)
E(b)
− − →E(−b,x)
σ
ρΨσ
  x − bx2
1 − 2bx + b2x2
 
; (15)
Ψρ(x)
S(α)
− − → e
−wΨα Ψρ(e
αx); (16)
Ψρ(x)
Λ(ω)
−−→ L
σ
ρ(−ω)Ψσ[Λ(ω)x]; (17)
where E(−b,x),L(−ω) are suitable matrices which perform the conformal transformations
of spin components, respectively for elations and Lorentz rotations.
As regards the orthochronous inversion, we generally have
Ψρ(x)
I0 − − →I 0(x)
σ
ρΨσ(−x/x
2), (18)
where matrix I0(x) obeys the equation
I0(x)I0(−x/x
2)=1. (19)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 7
For consistency with (14), (15) and Eqs. E(b)=I0(x)T(b)I0(x), we also have
E
σ
ρ(−b,x)=I0(x)I0(x − b). (20)
For the needs of a Langrangian theory, the adjoint representation of Ψα must also be
deﬁned. It is indicated by ¯ Ψ=Ψ †B,w h e r eB is a suitable matrix or complex number
chosen to satisfy equation ¯ ¯ Ψ = Ψ, implying BB † = 1, and Hamiltonian self–adjointness
condition. Therefore, under the action of a group element g, the adjoint representation
is transformed as
¯ Ψ
ρ(x)
g
− → ¯ Ψ
σ(gx) ¯ F(g
−1,x)
ρ
σ ,
where ¯ F(g−1,x)=B†F†(g−1,x)B.
For a deeper insight into the theory of conformal group representations see Ref. [13].
1.4 Discrete symmetries of the conformal group in M4
In this and the next two subsections we focus on the transformation properties of a spinor
ﬁeld ψ(x) since those of all other ﬁelds can be inferred by reducing direct products of
spinor ﬁeld representations.
As is well–known in standard ﬁeld theory, the algebra of spinor representation contains
the discrete group formed by the parity operator P,t h echarge conjugation C and the
time reversal T. The latter commutes with P,a n dC,a n dt h eelicity projectors P±,
P+ + P− = 1, which are deﬁned by equations ψR = P+ψ and ψL = P−ψ,w h e r eR and L
stand respectively for the right–handed and the left–handed spin components relative to
linear momentum. However, as already pointed at the end of subsec. 1.1, passing from
the Poincar´ e to the conformal group, we must exclude T, which violates causal ordering,
and transfer the role of this operator to I0.
Let us normalize Dirac matrices γμ in such a way that γ0 =( γ0)† =( γ0)T and γ2 =
(γ2)† =( γ2)T, where superscript T indicates matrix transposition, and γ5 = iγ0γ1γ2γ3.
Then, the equalities ψL = 1
2(1 + γ5)ψ and ψR = 1
2(1 − γ5)ψ hold. As is well–known in
basic Quantum Mechanics, in this representation P and C act on ψL,R as follows:
ψR,L(x)
P − →PψL,R(Px); ψR,L(x)
C − →C ψ
∗
L,R(x); ψR,L(x)
CP − − →C Pψ
∗
R,L(Px); (21)
where Px ≡ P{x0,  x} = {x0,−  x}, P = γ0, C = iγ2γ0, CP = iγ2 and ψ∗
R,L are the
complex conjugates of ψR,L. We can easily verify the equations
PC = −CP , C
−1 = C
† = −C , Cγ
μ =( γ
μ)
TC , Cγ
5 = −γ
5C , Pγ
5 = −γ
5P ,
the last two of which show that both P and C interchange L with R (whilst PC leaves them
unchanged). Note that, despite their anticommutativity, P and C act commutatively on
fermion bilinears, of which all spinor observables are made of.
The general form of I0(x) introduced in Eq.(18) is determined by requiring that I0
commutes with P, C, P±, as time–reversal T does, as the heuristic principle of persever-8 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
ance of formal laws [14] suggests, and that it satisﬁes Eq.(19). In summary:
γ
0I0(Px)=I0(x)γ
0 ; γ
2γ
0I0(x)=I0(x)γ
2γ
0 ;
γ
5I0(x)=I0(x)γ
5 ; I0(x
μ)I0(−x
μ/x
2)=1.
Of course, we also require that I0 is not equivalent to 1 and CP. We can easily verify
that all these conditions lead to the general formula
I0(x)=±(x
2)
δ / x
|x|
γ
2γ
0 = ±(x
2)
δ−1/2γ
2γ
0/ x, (22)
where: |x| =
√
x2 =
 
/ x
2; δ is a real number; / x = ημνγμxν,w i t hημν = diag(1,−1,−1,−1).
The sign being arbitrary, we take it equal to -1 for the sake of convenience. Note that / x
is a pseudo–scalar, since P/ xP−1 = γ0γμγ0(Px)μ = −/ x
†,.
To ﬁnd δ, we impose the condition that the conformal invariant free–ﬁeld Feynman
propagator
 0|T{ψα(x1),ψβ(x2)}|0  =
i
2π2
/ x1 − / x2
[(x1 − x2)2 + i ]2 ,
where T{···} indicates time ordering, also be invariant under I0, i.e.,
 0|T{I0ψα(x1)I
−1
0 ,I0ψβ(x2)I
−1
0 }|0  =  0|T{ψα(x1),ψβ(x2)}|0 ,
Using Eq.(22), we ﬁnd the adjoint transformation
¯ ψ(x)=ψ
†(x)γ
0 I0 − − →− (x
2)
δ−1/2 ψ
†(−x/x
2) / x
†γ
0γ
2γ
0 =
−(x
2)
δ−1/2 ψ(−x/x
2) / xγ
2γ
0 ,
where equalities γ2γ0 = −γ0γ2 and γ0/ x
†γ0 = / x were used. Thus, the invariance condition
takes the form
 
x
2
1 x
2
2
 δ−1/2 γ0γ2/ x1(/ x2/x2
2 − / x1/x2
1) / x2 γ0γ2
[(−x1/x2
1 + x2/x2
2)2 + i ]2 =
 
x
2
1 x
2
2
 δ+3/2 / x1 − / x2
[(x1 − x2)2 + i ]2 ,
which yields δ = −3/2, i.e., just the dimension of ψ. Thus, Eq.(22) can be factorized as
I0(x)=
 
x
2 −3/2 i/ x
|x|
(iγ
2γ
0)=( x
2)
DS0(x)C =( x
2)
DCS 0(x), (23)
where D is the dilation generator, C the charge conjugation matrix and S0(x)=i/ x/|x|
a spin matrix satisfying the equation ¯ S0(x)S0(x)=S0(x) ¯ S0(x)=1 .
Note that S0(x) acts as a self–adjoint reﬂection operator which transforms every object
in M4 to its specular image with respect to the 3D space orthogonal to time–like 4–vector
xμ at x = 0. Indeed, we have
S0(x)/ y ¯ S(x)=/ y − 2
(xy)
x2 / x, S0(x)γ
μ ¯ S0(x)=γ
μ − 2
xμ/ x
x2 . (24)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 9
1.5 Conformal transformations of tensors in M4
Since / x/ y = xy − ixμyνσμν,w h e r eσμν = i
2[γμ,γ ν], we obtain from Eqs. (20) and (23)
E
σ
ρ(−b,x)=
(1 + bx − ixμbνσμν)σ
ρ
( 1+2 bx + b2x2)2 . (25)
Noting that (xμbνσμν)2 = x2b2 − (bx)2, we deﬁne
σ =
xμbνσμν  
x2b2 − (bx)2 ,
so σ2 = 1. We can then pose
1+bx − ix
μb
νσμν = A
 
cos
θ
2
− iσ sin
θ
2
 
= Ae
−iσθ/2 ,
with
A =
√
1+2 bx + b2x2 and tan
θ
2
=
 
x2b2 − (bx)2
1+2 bx
. (26)
In conclusion, we can write
E(−b,x)=( 1+2 bx + b
2x
2)
−3/2e
−iσθ/2 ,
showing that E(−b,x) is the product of a local dilation and Lorentz rotation e−iσθ/2 acting
on the spinor space, both of which depend on x.
Since the transformation properties of all possible tensors can be derived by reducing
direct products of spinor–ﬁeld representations, we can infer the general form of inversion
and elations spin–matrices for ﬁelds Φ(x) of any spin in M4 as
I0(x)=( x
2)
D S0(x)C , E(−b,x)=( 1+2 bx + b
2x
2)
D R0(−b,x), (27)
where D is the dilation generator, S0(x) is the spin–reﬂection matrix for Φ(x), C the
charge conjugation matrix and R0(−b,x)=e−iΣθ,w i t hθ deﬁned as in Eq.(26) and
Σ=
xμbνΣμν  
b2x2 − (xb)2 ,
as the spin–rotation matrix for Φ(x)a tx =0 .
As an application of the results so far achieved, let us study the transformation
properties of fermionic bilinear forms and corresponding boson ﬁelds under the action of
the conformal group.
1.6 Orthochronous inversions of vierbeins, currents and gauge ﬁelds
In the last two subsections, the behavior of the ﬁelds under orthochronous inversion
was studied in the particular case of ﬂat or conformally ﬂat spacetime, basing on the
transformation properties of spinor ﬁelds. As soon as we try to transfer the very same10 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
concepts to Dirac Lagrangian densities and equations, we encounter immediately the
problem of that Dirac’s matrices γμ, as dealt with so far, have no objective meaning and
must be replaced by expressions of the form γμ(x)=eμ
a(x)γa,w h e r eeμ
a(x)i st h evierbein
tensor and γa a standard representation of Dirac’ matrices in 4D [15].
Since eμ
a(x) is related to the metric tensor by the equation eμ
a(x)eaμ(x)=gμν(x), it
has dimension -1 and therefore is transformed by I0 as follows
e
μ
a(x)
I0 − − →
1
x2
 
e
μ
a(−x/x
2) −
xμxν
x2 e
ν
a(−x/x
2)
 
.
consistently with Eq.(24).
Let ψa be us a spinor ﬁeld of dimension −3/2 satisfying canonical anti–commutation
relations, where a is some family superscript, and consider the hermitian bilinear forms
J
(a,b)μ(x)=
1
2
e
μ
a(x)[¯ ψ
a(x),γ
a ψ
b(x)],J
5(a,b)μ(x)=
1
2
e
μ
a(x)[ ¯ ψ
a(x),γ
a γ
5ψ
b(x)],
J
a,b(x)=
1
2
[ ¯ ψ
a(x),ψ
b(x)],J
5a,b(x)=
1
2
[ ¯ ψ
a(x),γ
5ψ
b(x)]. (28)
These may be respectively envisaged as the currents and axial–vector currents of some
local algebra, and scalar and pseudo–scalar densities of ψa; all of which being expected
to be coupled with appropriate boson ﬁelds in some Langrangian density. We leave as an
exercise for the reader to prove that I0 act on them as follows:
J
(a,b)μ
μ (x)
I0 − − →−
1
(x2)4
 
J
(a,b)μ(I0x) −
xμxν
x2 J
(a,b)ν(I0x)
 
; (29)
J
5(a,b)μ
μ (x)
I0 − − →−
1
(x2)4
 
J
5(a,b)μ(I0x) −
xμxν
x2 J
5(a,b)ν(I0x)
 
; (30)
J
(a,b)(x)
I0 − − →
1
(x2)3J
(a,b)(I0x); J
5(a,b)(x)
I0 − − →
1
(x2)3J
5(a,b)(I0x). (31)
where I0x = −x/x2.
As explained at the beginning of Section 3 Part I, covariant vector ﬁelds Aμ(x)a n d
covariant axial–vector ﬁelds A5
μ(x) have dimension 0, while scalar ﬁelds ϕ(x) and pseu-
doscalar ﬁelds π(x) have dimension -1. Therefore, for consistency with ﬁeld equations,
they are transformed by I0 as follows
Aμ(x)
I0 − − →−
 
Aμ(I0x) −
xμxν
x2 Aν(I0x)
 
; (32)
A
5
μ(x)
I0 − − →−
 
A
5
μ(I0x) −
xμxν
x2 A
5
ν(I0x)
 
; (33)
ϕ(x)
I0 − − →
1
x2 ϕ(I0x); π(x)
I0 − − →
1
x2 π(I0x). (34)
Combining Eqs. (29)-(31) with Eqs. (32)-(34) and using the transformation laws gμν(x)
I0 − →
(x2)2gμν(I0x),
 
−g(x)
I0 − → (x2)4 
−g(I0x), we obtain the transformation laws
 
−g(x)J
(a,b)
μ (x)A
μ(x)
I0 − − →
 
−g(I0x)J
(a,b)
μ (I0x)A
μ(I0x);
 
−g(x)J
5(a,b)
μ (x)A
5μ(x)
I0 − − →
 
−g(I0x)J
5(a,b)
μ (I0x)A
(5)μ(I0x);
 
−g(x)J
(a,b)(x)ϕ(x)
I0 − − →
 
−g(I0x)J
(a,b)(I0x)ϕ(I0x);
 
−g(x)J
5(a,b)(x)π(x)
I0 − − →
 
−g(I0x)J
5(a,b)(I0x)π(I0x);Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 11
showing that all Lagrangian densities of interest are transformed by I0 as
 
−g(x)L(x)
I0 − − →
 
−g(I0x)L(I0x). (35)
1.7 Action–integral invariance under orthochronous inversion I0
On the 3D Riemann manifold, the action of I0 in the past and future cones H
+
0 ≡
H
+
0 (+∞)a n dH
−
0 ≡ H
−
0 (0−) possesses the self–mirroring linear properties described in
subsec. 1.2, provided that the geometry is conformally ﬂat. If the geometry is appreciably
distorted by the gravitational ﬁeld, self–mirroring properties are still found provided that
the points of cones are parameterized by polar geodesic coordinates {τ,ˆ x}, as described in
subsec. 4.3 of Part I, with τ>0f o rH
+
0 and τ<0f o rH
−
0 . In this case, we can deﬁne I0 as
the operation which maps point x =Σ ( τ)∩Γ(ˆ x) ∈ H
+
0 to point x  =Σ ( −1/τ)∩Γ(−ˆ x) ∈
H
−
0 , and vice versa.
These changes suggest that in order for the motion equations to reﬂect appropriately
the conditions for the spontaneous breaking of conformal symmetry, the action integral
A of the system must be restricted to the union of H
+
0 and H
−
0 . Using Eq.(35), posing
x  = −x/x2 and immediately renaming x  as x, we establish immediately the invariance
under I0 of all action integrals of the form A = A− + A+,w h e r e
A
− =
 
H−
0
 
−g(x)L(x)d
4x, A
+ =
 
H+
0
 
−g(x)L(x)d
4x, (36)
since H
±
0
I0 − → H
∓
0 and A± I0 − → A∓.
In conclusion
Conformal invariance and causality are deeply related in that the former ensures the
maximal fulﬁllment of the latter. Conformal symmetry, both in its geometric and algebraic
aspects, is dominated by the role played by the orthochronous inversion I0 centered at a
selected point 0 of Minkowski spacetime. In particular, symmetry under I0 replaces time–
reversal. Action–integral invariance under I0 allows us to limit spacetime integration over
the interiors of past and future cones. Importantly, the peculiar relationships established
by I0 between the internal regions of the cones lead us to predict that, if spacetime is
empty just a moment before the occurrence of the symmetry–breaking event, so is it at
inﬁnite far future, and vice versa.
2. Spontaneous breakdown of conformal symmetry
Let us assume that the action of a system and the fundamental state of its ﬁelds, i.e.,
vacuum state |Ω , are invariant under a ﬁnite or inﬁnite group G of continuous transfor-
mations. The spontaneous breakdown of the symmetry associated with this invariance
is characterized by four main facts: 1) loss of the group invariance of |Ω ; 2) residual
invariance of |Ω  under a subgroup S ⊂ G, called the stability subgroup; 3) formation of12 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
one or more boson ﬁelds called the Nambu–Goldstone (NG) ﬁelds with non–zero VEV
and gapless energy spectrum - one for each group generator which does not preserve |Ω ;
4) contraction of the set–theoretic complement of S ⊂ G into an invariant Abelian sub-
group of |Ω  transformations, called the contraction subgroup, which produces amplitude
translations of NG–ﬁelds and parametric rearrangements of group representations [16]. If
|Ω  is invariant under spacetime translations, the energy spectrum bears zero–mass poles
and NG–ﬁelds are ﬁelds of massless particles, which are called the NG–bosons.
If G is a ﬁnite group of continuous transformations, the symmetry is global and the
symmetry breaking is equivalent to a global phase transition. If the system is not invariant
under spacetime translations the energy spectrum, gapless though, is free of zero–mass
poles, implying that NG–bosons do not exist.
If G is an inﬁnite group of local continuous transformations, as is indeed the case
with local gauge transformations and conformal diﬀeomorphisms, the stability group too
is inﬁnite and local, and, because of locality, NG–bosons appear. However, these can be
sequestered by zero–mass vector bosons to yield massive vector bosons [17] [18] [19], or
condense at possible topological singularities of S (point–like singularities, vortical lines,
boundary asymmetries etc.) to produce extended objects. In the latter case, NG–ﬁeld
VEVs appear to depend upon manifold coordinates.
In Part I, the creation of the universe was imagined as a process generated by the
spontaneous breakdown of a symmetry occurred at a point x = 0 of an empty spacetime,
which primed a nucleating event followed by a more or less complicated evolution in the
interior of the future cone stemming from 0. It is now clear that the symmetry with which
we are concerned is expected to reﬂect the invariance of the total action integral with
respect to the group of conformal diﬀeomorphisms. Since this is an inﬁnite group of local
continuous transformations, we also expect that: 1) the stability subgroup S be inﬁnite,
local and possibly provided with a topological singularity including the vertex of future
cone; 2) NG–boson condensation takes place at this singularity, with the formation of an
object extended in spacetime. This implies that NG–boson VEVs depend on hyperbolic
spacetime coordinates.
The search for spontaneous breakdown with these characteristics is considerably sim-
pliﬁed if we focus on the possible stability subgroups of the fundamental group GC of
conformal connections rather than of the full group of diﬀeomorphisms. This simpliﬁ-
cation is legitimated by the following considerations: since we presume that, before the
nucleating event, the manifold was conformally ﬂat, we can assume that the evolution
of the system immediately after this event was isotropic and homogeneous. This means
that the metric remained conformally ﬂat during a certain kinematic–time interval, until
gravitational forces began to enter into play, favouring the aggregation of matter. Since
during this initial period the symmetry is virtually global, we can limit ourselves to
searching for subgroups of GC endowed with topological singularities.
The mechanism of the spontaneous breaking of the global conformal invariance was
investigated by Fubini in 1976. We report here his main results.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 13
2.1 Possible spontaneous breakdowns of global conformal symmetry
It is known that the 15–parameter Lie algebra of the conformal group in 4D spacetime
C(1,3) is isomorphic with that of the hyperbolic–rotation group O(2,4) on the 6D linear
space {x0,x 1,x 2,x 3,x 4,x 5} of metric (x0)2+(x5)2−(x1)2−(x2)2−(x3)2−(x4)2. Assuming
that the dilation invariance of the vacuum is broken spontaneously, the sole possible
candidates for a stability subgroup turn out to be:
SC0:t h e Poincar´ e group generated by Mμν and Pμ. With this choice, possible NG–bosons
VEVs are invariant under translations and are therefore constant.
SC+:t h ede Sitter group generated by Mμν and
Rμ =
1
2
 
Pμ + Kμ
 
.
The 10–parameter Lie algebra of this group is isomorphic with that of O(1,4), the
group which leaves invariant the fundamental form (x0)2−(x1)2−(x2)2−(x3)2−(x4)2
of de Sitter spacetime [20]. It commutes with orthochronous inversion I0 and satisﬁes
the commutation relations
[Rμ,R ν]=iM μν .
Since GC is generated by I0 and the subgroup of spacetime translations, clearly
SC+ can also be generated by I0 and Lorentz rotation group Λ0 centered at x =0 .
The spontaneous breakdown of conformal symmetry thus destroys the invariance of
the vacuum under coordinate translation and dilations and provides SC+ with the
topological singularity formed of the point x = 0 and the light cones stemming from
it. Every NG–boson VEV σ+(x) must satisfy the equations
Rμσ+(x)=0,M μνσ+(x) ≡− i(xμ∂ν − xν∂μ)σ+(x)=0,
the second of which implies that σ+(x) depends only on x2 = τ2.
SC−:t h eanti–de Sitter group generated by Mμν and
Lμ =
1
2
 
Pμ − Kμ
 
.
The 10–parameter Lie algebra of this group is isomorphic with that of O(2,3), the
group which leaves invariant the fundamental form (x0)2+(x4)2−(x1)2−(x2)2−(x3)2
of anti–de Sitter spacetime. It anti–commutes with I0 and satisfy the commutation
relations
[Lμ,L ν]=−iM μν .
In this case, any NG–boson VEV σ−(x) must satisfy the equation
Lμσ−(x)=0,M μνσ−(x) ≡− i(xμ∂ν − xν∂μ)σ−(x)=0,
the second of which implies that σ−(x) too depends only on τ2.14 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
Comparing the results obtained for the de Sitter and anti–de Sitter groups, we note
that Lμ and D are the generators of the set–theoretic complement of SC+ and that Rμ
and D are the generators of the set–theoretic complement of SC−. Now, from equations
[Rμ,D]=iL μ , [Lμ,D]=iR μ ,
we derive
[Rμ,D]σ−(τ)=iL μ σ−(τ)=0, [Lμ,D]σ+(τ)=iR μ σ+(τ)=0,
showing that the set–theoretic complements of SC+ and SC− act respectively on VEVs
σ+(τ)a n dσ−(τ) as invariant Abelian subgroups of transformations, as was indeed ex-
pected. Since the explicit expressions of Rμ and Lμ acting on a scalar ﬁeld σ(x)o f
dimension -1 are respectively
Rμσ(x) ≡− i
 1 − x2
2
∂μ + xμ(x
ν∂ν +1 )
 
σ(x),
Lμσ(x) ≡− i
 1+x2
2
∂μ − xμ(x
ν∂ν +1 )
 
σ(x),
as established by Eq.(11), we can easily verify that the above equations for NG–boson
VEVs are equivalent to
σ±(x)=σ±(τ),∂
2σ±(τ) ± c
2 σ
3
±(τ)=0,
where
∂
2f(τ) ≡ η
μν∂μ∂νf(τ)=
 
∂
2
τ +
3
τ
∂τ
 
f(τ),
the general solutions of which are, respectively,
σ+(τ)=
σ0
1+τ2 ,σ −(τ)=
σ0
1 − τ2 , where σ0 =
 
8
c
.
However, these expressions are not very strictly determined, since by an arbitrary change
of scale τ → τ/τ0, τ0 > 0, they become
σ+(τ)=
σ0
1+( τ/τ0)2 ,σ −(τ)=
σ0
1 − (τ/τ0)2 , where σ0 =
1
τ0
 
8
c
. (37)
2.2 The NG scalar bosons of spontaneously broken conformal symmetry
The energy spectra of functions (37) described at the end of the previous subsection
are manifestly gapless and free of zero–mass poles. It is thus evident that, on a suitable
kinematic-time scale, σ+(τ)a n dσ−(τ) are the classic Lorentz–rotation–invariant solutions
of the motion equations obtained from action integrals
A± =
   
±
1
2
η
μν(∂μσ±)(∂νσ±) −
c2
±
4
σ
4
±
 
d
4xElectronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 15
(with positive potential energy), so that they can be interpreted respectively as a zero–
mass physical scalar ﬁeld and a zero–mass ghost scalar ﬁeld. More precisely, since the
VEV of a classic ﬁeld coincides with the ﬁeld itself, we can think of σ−(τ) as the VEV
 Ω|σ(x)|Ω  of a possible zero–mass scalar ghost ﬁeld σ(x), and of σ+(τ) as the VEV
 Ω|ϕ(x)|Ω  of a possible zero–mass physical scalar ﬁeld ϕ(x). It is therefore also natural
to expect that the spontaneous breakdown of the full group of conformal diﬀeomorphisms
is characterized by the generation of NG–ﬁelds of this kind. This means that we must be
prepared to introduce into the conformal–invariant Lagrangian density on the Riemann or
Cartan manifold one or more such scalar ﬁelds and interpret the classic ﬁelds as extended
macroscopic objects formed of zero–mass NG–bosons condensed into stability subgroup
singularities.
However, we cannot ignore the fact that the conformal invariance of the action inte-
grals may be illusory, because of possible ultraviolet cut–oﬀ parameters brought into play
by renormalization procedures. Since we are working in the semi–classical approximation
we can ignore this problem, being conﬁdent that, in its quantum mechanical version,
it may be solved by the conformal-invariant renormalization procedures suggested by
Englert et al. (1976) [21].
Comparing these results with those discussed in Part I, we immediately realize that,
for small τ, in the conformal ﬂatness approximation and after a suitable change of scale,
the NG–ﬁeld σ−(τ) determined by Fubini may be regarded as the “seed” of the ghost
scalar ﬁeld σ(x) introduced in the geometric Lagrangian density described in Part I.
Similarly, the NG–ﬁeld of type σ+(x) may be regarded as the seeds of possible zero–mass
scalar ﬁeld ϕ of non–zero VEV belonging to the matter Lagrangian density.
Clearly, the former identiﬁcation is perfectly consistent with assuming that ∂μσ(x)
is the gauge ﬁeld of the zero–curvature dilation connection. In fact, although σ(x)h a s
the properties of a pure gauge, the existence of paths extending from τ =0t oτ =+ ∞,
which are imposed by the stability subgroup, works as a topological constraint which
prevents σ(x) from being eliminated by a simple gauge transformation.
A further property of spontaneous breaking comes from the continuity of matter
energy–momentum tensor ˜ ΘM
μν(x) on the Cartan manifold during the transition from
τ =0 − to τ =0 +, in particular, the continuity of its trace ˜ ΘM(x).
Since the invariance of the action integral under I0 imposes that the state of matter be
t h es a m ea tτ =0 − and τ =0 +, we conclude that limτ→+∞ ˜ ΘM(x) = 0, or, equivalently, to
condition ˜ R(x) → 0 for Cartan–manifold Ricci–scalar ˜ R. This is consistent with requiring
that σ(x) depends only on τ for τ → 0+ (from above) and σ(x) → σ0 for τ → +∞.
In conclusion
The main fact concerning the spontaneous breakdown of local conformal symmetry is the
opening, in an empty Minkowski spacetime, of a future cone, in which the entire history
of the universe remains conﬁned. The earliest stage of this process is characterized by the
spontaneous breakdown of global conformal symmetry, with the formation of ﬁeld σ(x),
playing the role of the NG–ﬁeld, which contains information regarding the expansion rate16 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
of the conformal metric, and one or more zero–mass scalar ﬁelds ϕ(x), which become
Higgs ﬁelds as soon as they start interacting with σ(x). In this way, a huge transfer of
energy from geometry to matter is made possible, giving rise to an enormously powerful
inﬂation process, during which expanding spacetime is rapidly ﬁlled in with Higgs ﬁeld
and its decay products.
An important aspect of this process is the invariance of total action A = AG+AM un-
der the group of conformal diﬀeomorphisms with the inclusion of orthochronous inversion
I0. This is achieved by restricting the integration domain of the total Lagrangian den-
sity of A to the double cone H
−
0 ∪ H
+
0 , stemming from symmetry breaking event x =0 ,
the boundaries of which form the topological singularities of the de Sitter and anti–de
Sitter subgroups SC+ and SC−. This is consistent with the fact that possible scalar ﬁeld
VEVs depend initially only on kinematic time τ relative to 0. However, this does not
exclude that the dependence of σ(x) and ϕ(x) on manifold coordinates may become more
and more complicated as the system evolves, depending on the details of matter dynam-
ics. In any case, these ﬁelds must recover their initial dependence on τ alone, with the
energy–momentum tensor reaching zero, for τ → +∞, because of the boundary conditions
imposed by the I0 symmetry.
3. Relevant coordinate systems in conformal gravity
If the gravitational ﬁeld is negligible, or if it can be represented in the linear approxima-
tion as a perturbation of ﬂat metric tensor ημν, then spacetime is conformally ﬂat, which
entails a drastic simpliﬁcation of coordinate representations. In these conditions, the
choice of coordinates is suggested by the symmetry properties of the stability subgroup.
On the Riemann manifold, it is suggested by the future cone shape together with the
associated family of synchronized–observer 3D subspaces. This leads naturally to hyper-
bolic coordinates. On the Cartan manifold, the scale factor of fundamental tensor must be
also considered, and we are naturally led to introduce conformal hyperbolic coordinates.
3.1 Hyperbolic coordinates
After the spontaneous breaking of conformal symmetry, the partial ordering of causal
events is more conveniently parameterized by adimensional contravariant coordinates xμ,
reﬂecting the action–integral invariance under orthochronous inversion I0,t h a ti s ,t h e
hyperbolic coordinates centered at 0.
These are: kinematic time τ, hyperbolic angle ρ and Euler angles θ,φ, which are
related to standard Minkowski coordinates by the equations
x
0 = τ coshρ; x
1 = τ sinhρ sinθ cosφ;
x
2 = τ sinhρ sinθ sinφ; x
3 = τ sinhρ cosθ.
Posing ˆ x = {ρ,θ,φ}, we can put xμ = xμ(τ,ˆ x) and write the 4–velocity along the xμ
direction as uμ ≡ ∂τxμ = xμ/τ.T h e nw eh a v euμuμ = ημνuμuν =( u0)2 −|   u|2 =1 .Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 17
Fig. 2 Future cone H+(τ). The position of a point in the cone is determined by τ and hyperbolic
angles ˆ x = {ρ,θ,φ}.
Fig.2 illustrates the future cone H+(τ) together with the proﬁles of the unit hyper-
boloid, the hyperboloid at kinematic time τ, and the volume elements in hyperbolic
coordinates
dV1(ˆ x) ≡ (sinhρ)
2 sinθdρdθdφ.
3D volume–elements on the hyperboloid at are related to them by the equation
dVτ(ˆ x) ≡ τ
3dV1(ˆ x).
Accordingly, the 4D volume element of space–time at x writes as d4x ≡ dVτ(ˆ x)dτ =
τ3 dV1(ˆ x)dτ.
The squared line–element is easily found to be
ds
2 ≡ gμν(τ,ρ,θ,φ)dx
μdx
ν = dτ
2 − τ
2 
dρ
2 +
 
sinhρ)
2dθ
2 +
 
sinhρ sinθ
 2dφ
2 
,
and the squared gradient of a function f(τ,ˆ x)
g
μν(∂μf)(∂νf)=( ∂τ)
2 −
1
τ2|  ∇1f|
2 , (38)
where
|  ∇1f|
2 =( ∂ρf)
2 +
(∂θf)2
(sinhρ)2 +
(∂φf)2
(sinhρ sinθ)2 . (39)
The Jacobian of the coordinate transformation is therefore
√
−g =
√
−g00g11g22g33 = τ
3(sinhρ)
2 sinθ,
and the covariant D’Alembert operator acts on a scalar function f as
D
2f ≡
1
√
−g
∂μ
 
g
μν√
−g∂ νf
 
= ∂
2
τ +
3
τ
∂τf −
1
τ2 Δ1 f, (40)
where
Δ1 f ≡
1
(sinhρ)2
 
∂ρ
 
(sinhρ)
2 ∂ρf
 
+
1
sinθ
∂θ(sinθ∂ θf)+
1
(sinθ)2∂
2
φf
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is the 3D Laplacian operator on the unit hyperboloid.
This operator has a complete set of orthonormalized eigenfunctions Φˆ k(ˆ x) labeled by
the hyperbolic momentum eigenvalues
ˆ k = {k,l,m}, where 0 ≤ k<+∞; l =0 ,1,2,...; −l ≤ m ≤ l;
and a continuum spectrum of eigenvalues −k2 − 1 [22]. More precisely, we have
Φˆ k(ˆ x) ≡ Φ{k,l,m}(ˆ x)=
1
√
sinhρ
     
Γ(ik + l +1 )
Γ(ik)
     P
−l−1/2
ik−1/2 (coshρ)Y
m
l (θ,φ);
 
Vˆ k
Φ
∗
ˆ k(ˆ x1)Φ ˆ k(ˆ x2)d
3ˆ k ≡
 
l,m
  +∞
0
Φ
∗
{k,l,m}(ˆ x1)Φ {k,l,m}(ˆ x2)dk = δ
3
1(ˆ x2 − ˆ x1);
 
Δ1 + k
2 +1
 
Φˆ k(ˆ x)=0;
 
V1
Φ
∗
ˆ k(ˆ x)Φ ˆ k (ˆ x)dV1(ˆ x)=δ
3
1(ˆ k − ˆ k
 );
 
V1
[  ∇1Φ
∗
ˆ k(ˆ x)] · [  ∇1Φˆ k (ˆ x)]dV1(ˆ x)=( k
2 +1 )δ
3
1(ˆ k − ˆ k
 );
 
l,m
|Φˆ k(ˆ x)|
2 =
k2
2π2 .
where P
μ
λ(coshρ) are associated Legendre polynomials with subscripts and superscripts on
the complex domain, Y m
l (θ,φ) are the familiar 3D spherical harmonics, Vˆ k is the general-
ized integration volume of hyperbolic–momentum vectors ˆ k, dV1(x) = (sinhρ)2 sinθdρdθdφ
and the Dirac deltas are deﬁned as follows
 
V1
δ
3(ˆ x2 − ˆ x1)dV1(ˆ x)=1,δ
3
1(ˆ k − ˆ k
 )=δl l δm m δ(k − k
 ).
3.2 Conformal hyperbolic coordinates
The fundamental tensor of the Cartan manifold is related to hyperbolic coordinates by
the square line element
d˜ s
2 = e
2α(τ,ˆ x)d
2s = e
2α(τ,ˆ x) 
dτ
2 − τ
2 
dρ
2 +
 
sinhρ
 2dθ
2 +
 
sinhρ sinθ
 2dφ
2  
=
e
2α(τ,ˆ x)dτ
2 − R
2
RW(τ,ˆ x)
 
dρ
2 +
 
sinhρ)
2dθ
2 +
 
sinhρ sinθ
 2dφ
2 
.
Here, RRW(τ,ˆ x)=τe α(τ,ˆ x) is the (inhomogeneous) Robertson–Walker radius of the uni-
verse in kinematic–time units, i.e., with speed of light c = 1 (hence RRW → τ in the
inﬁnite future). Deﬁning d˜ τ = eα(τ,ˆ x)dτ as the inﬁnitesimal element of proper time on the
Cartan manifold and interpreting d˜ x = {d˜ τ,dˆ x} as the diﬀerentials of a new coordinate
system x = {˜ τ,ˆ x}, called conformal–hyperbolic coordinates, the square line element takes
the form
d˜ s
2 = d˜ τ
2 − ˜ R
2
RW(˜ x)
 
dρ
2 +
 
sinhρ)
2dθ
2 +
 
sinhρ sinθ
 2dφ
2 
,
where ˜ RRW is RRW as a function of ˜ x, the associated 3D volume–element of which is
 
−˜ g(˜ x)dV1(ˆ x)= ˜ R
3
RW(˜ x)
 
sinhρ
 2 sinθdV 1(ˆ x).
As regards the 4D volume element, we have
 
−˜ g(˜ x)d
4x = e
4α(˜ x)τ
3dV1(ˆ x)=d˜ V˜ τ(˜ x)d˜ τ.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 19
In this product, quantity d˜ V˜ τ(˜ x)=e3α(˜ x)τ3dV1(ˆ x)= ˜ RRW(˜ x)dV1(ˆ x) represents the 3D
volume–element of the space–like surface of the expanding universe, on which the set of
comoving observers are synchronized at proper time ˜ τ, mapped on the Riemann–manifold
hyperboloid which contains the same set of comoving observers synchronized at kinematic
time τ.
Replacing in Eqs. (38) and (40) kinematic time τ with proper time ˜ τ, the associate
diﬀerential operators act on scalar function f as follows
˜ g
μν ˜ ∂μf
  ˜ ∂νf
 
=
 
∂˜ τf
 2 −
1
˜ R2
RW
|  ∇1f|
2 ,
˜ D
2f ≡
1
√
−˜ g
˜ ∂μ
  
−˜ g ˜ g
μν ˜ ∂νf
 
= ∂
2
˜ τf −
1
˜ R2
RW
Δ1f +3˜ g
μν ˜ ∂μ ln ˜ RRW
  ˜ ∂νf
 
=
∂
2
˜ τf −
1
˜ R2
RW
Δ1f +3
  1
τ(˜ τ)
+ ∂˜ τ ˜ α
 
∂˜ τf −
3
˜ R2
RW
   ∇1 ˜ RRW
 
·
   ∇1f
 
.
Here, ˜ ∂μ and ˜ α are the components of the gradient operator and the exponent of the
expansion factor in conformal hyperbolic coordinates respectively, the dot between round
brackets stands for scalar product, and τ(˜ τ) is the value of the kinematic time on the
Riemann manifold corresponding to proper time ˜ τ on the Cartan manifold. The quantity
∂˜ τ ln ˜ RRW(˜ τ,ˆ x)=
∂˜ τ ˜ RRW(˜ τ,ˆ x)
˜ RRW(˜ τ,ˆ x)
= ˜ H0(˜ τ,ˆ x),
may be called the “local Hubble constant” in proper time units. It describes the local
expansion rate of the universe on a large scale as a function of conformal hyperbolic
coordinates. Here again, we must remark that this statement holds on the large scale
as gravitational forces tend to destroy observer synchronization. The quantity coincides
with the Hubble constant of standard cosmology. In fact, the local expansion rate is
described by the 4–vector
˜ Hμ = ˜ ∂μ ln ˜ RRW(˜ τ,ˆ x),
which comprises the Hubble constant and gradient   ∇1 ln ˜ RRW, accounting for local drifts
of expansion possibly occurring if the expansion of the universe is not homogeneous.
For a homogeneous and isotropic universe, ˜ α depends only on ˜ τ and the covariant
D’Alembert operator simpliﬁes to
˜ D
2f = ∂
2
˜ τf −
1
˜ R2
RW
Δ1f +3
  1
τ(˜ τ)
+ ∂˜ τ ˜ α
 
∂˜ τf
If the fundamental tensor is conformally ﬂat and α depends only on τ, proper time
is a pure function of kinematic time. In this case, passing from kinematic time τ1 to
kinematic time τ2, the distance between any two comoving observers increases by the
factor RRW(τ2)/RRW(τ1), while physical unit scales are preserved. Note that, in pure
hyperbolic coordinates, the distance increases by the factor τ2/τ1, while the unit scale
changes by the factor eα(τ1)−α(τ2) (Fig.3).20 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
Fig. 3 Proper time and hyperbolic conformal coordinates on a conformally ﬂat Cartan manifold.
In particular, passing from hyperbolic to conformal-hyperbolic coordinates, we must
divide the energy density by e4α(τ) in order to preserve the unit of this quantity on the
Cartan manifold. If the fundamental tensor is not conformally ﬂat, the shape of the 3D–
space of synchronized observers also depends on the gravitational ﬁeld and ultimately
on the time course of mass distributions. Therefore, neither hyperbolic coordinates nor
conformal–hyperbolic coordinates can be exactly represented independently of the dy-
namic history of the system.
3.3 The proper–time eikonal
Determining conformal–hyperbolic coordinates, as described in the previous subsection,
requires that we are able to express ˜ τ as a function of τ and ˆ x. If scale–factor exponent
α depends only on τ, we can integrate equation d˜ τ = eα(τ)dτ and calculate the proper
time as
˜ τ =
  τ
0
e
α(τ )dτ
  ,
but in the general case, if matter inhomogeneity cannot be ignored, we have
d˜ τ
dτ
=
∂˜ τ
∂τ
+
1
τ
   ∇1˜ τ
 
·
dˆ x
dτ
,
clearly exhibiting an undesired dependence on path direction. Since the vanishing of
dilation curvature requires that the determination of proper time is path independent,
we are allowed to assume that the local direction of the path everywhere is that of
minimum proper–time variation. We can therefore determine ˜ τ by solving the eikonal
equation   ∂˜ τ
∂τ
 2
−
1
τ2|  ∇1˜ τ|2 = e
α(τ,ˆ x) .Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 21
This leads us to regard eα(τ,ˆ x) as a sort of local refraction index and proper-time surfaces
˜ τ = const as equations describing a family of optical–geometric wave fronts propagating
in the future cone. However, this picture can be complicated by the formation of caustics.
If the geometry is conformally ﬂat, these wave–fronts represent the loci of synchronized
comoving observers. But in the presence of gravitational ﬁelds this simple picture does
not generally hold.
3.4 Static hyperbolic coordinates
Although reﬂecting the geometry of the stability subgroup, the hyperbolic coordinates
have a drawback in that Lagrangian densities and motion equations depend explicitly on
kinematic time τ. This has two undesired consequences: the impossibility of separating
the dependence of ﬁeld amplitudes on space and time variables and the rising of frictional
terms in the motion equations, which impart a non inertial character to reference frames.
This point is of particular importance in sight of canonical quantization, since creation
and annihilation operators are deﬁned well only on the vacuum states of inertial systems.
One should in fact consider that, in non inertial systems, quantum ﬂuctuations of vacuum
state materialize in part as thermal ﬂuctuations (Fulling–Davis–Unruh eﬀect) [23] [24]
[25].
The problem is easily solved by introducing the adimensional conformal time param-
eter t = ln(τ/τ0), with which the squared line element takes the form
dˆ s
2 = dt
2 −
 
d
2ρ + (sinhρ)
2dθ
2 + (sinhρsinθ)
2dφ
2 
=
e−2t
τ2
0
ds
2 .
We shall call xμ = {t,ρ,θ,φ} the static hyperbolic coordinates. Hence, we have
 
−ˆ g = (sinhρ)
2 sinθ; d
4x =
 
−ˆ gd ρd θd φd t= dV1(ˆ x)dt;
ˆ g
μν∂μ∂ν =( ∂tf)
2 −|  ∇1f|
2 ; ˆ f = ∂
2
tf − Δ1f ;
where ∂t is the partial derivative with respect to t. In Fig.4, the relation between hyper-
bolic and static hyperbolic coordinates is schematically illustrated.
Note that, in passing from kinematic to conformal time, we are forced to introduce an
arbitrary kinematic–time constant τ0, which leaves the problem of providing a physical
meaning for it.
3.5 Conformal Hamiltonian in static hyperbolic coordinates
An important feature of action integrals in hyperbolic coordinates is that the Hamiltonian
does not generate time translations but kinematic–time dilations. In fact, it coincides with
the dilation operator D centered at the origin of the future cone, which is related to the
Hilbert–Einstein energy momentum tensor Θμν(τ,ˆ x) by the equation
D(τ)=
 
V1
τ
4u
μu
νΘμν(τ,ˆ x)dV1(ˆ x), where u
μ = ∂τx
μ = x
μ/τ ,u
μuμ =1.22 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
Fig. 4 In hyperbolic coordinates, the hyperboloids change shape in the course of kinematic time
τ from τ =0t oτ =+ ∞, while volume elements expand proportionally to τ3. By contrast, in
static hyperbolic coordinates, all hyperboloids have the shape of the hyperboloid at τ = τ0 and
translate parallel to each other in the course of conformal time t from t = −∞ to t =+ ∞, while
all volume elements maintain their original shape.
This can be easily understood by considering that the dilation current and dilation charge
in general Minkowski coordinates {x0,x 1,x 2,x 3} are respectively deﬁned as
J
D
μ (x)=x
νΘμν(x),D (x
0)=
 
Σ(x0)
J
D
i (x)dΣ
i(x
0),i =1 ,2,3,
where dΣi(x0) is the 3D volume element of the space–like surface at time x0 [26]. In
hyperbolic coordinates, the above expressions are obtained by the replacements
x
ν → τu
ν ; J
D
i (x)dΣ
i(x
0) → J
D
μ u
μdVτ(ˆ x) ≡ τ
3J
D
μ u
μdV1(ˆ x).
In the context of quantum ﬁeld theory, we have for a scalar ﬁeld ϕ (dimension = -1)
i
 
D(τ),ϕ(τ,ˆ x)
 
= ∂τ
 
τϕ(τ,ˆ x)
 
; (41)
i
 
D(τ),∂ τϕ(τ,ˆ x)
 
= τ∂τ
 
∂τϕ(τ,ˆ x)
 
+2∂τϕ(τ,ˆ x)=∂
2
τ
 
τϕ(τ,ˆ x)
 
. (42)
We see that, in systems parameterized by hyperbolic coordinates, dilations act on a
scalar ﬁeld ϕ by kinematic–time translations of the adimensional product τϕ(τ,ˆ x) [27],
which implies a continuous ﬁeld–amplitude rescaling in the course of kinematic time. In
a similar way, they act on any ﬁeld Φ of dimension w by kinematic–time translations of
the adimensional product τ−wΦ(τ,ˆ x).
Unfortunately, it is evident from the commutators of Eqs. (41) (42) that we cannot
interpret D(τ) as the Hamiltonian for the adimensional ﬁelds deﬁned above. However,
if we express τ as a function of t, deﬁne the operator ˆ H(t), to be called the conformal
Hamiltonian, by the equation ˆ H(t)dt = D(τ)dτ and pose ˆ Φ(t, ˆ x)=( τ0et)−wΦ[τ(t), ˆ x],
we ﬁnd
i
  ˆ H(t), ˆ Φ(t, ˆ x)
 
= ∂tˆ Φ(t, ˆ x); i
  ˆ H(t),∂ tˆ Φ(t, ˆ x)
 
= ∂
2
t ˆ Φ(t, ˆ x); etc,Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 23
showing that ˆ H is the correct generator of conformal time translation for any ﬁeld theory
on a conformally ﬂat Riemann manifold represented in static hyperbolic coordinates.
The importance of this fact is the possibility of expanding all physical quantities
depending on t in series of eigenfunctions of ˆ H(t); in particular, the possibility of decom-
posing ﬁeld amplitudes expressed in static hyperbolic coordinates as linear combinations
of creation and annihilation operators of the standard type, which is absolutely necessary
for a correct description of quantum processes.
4. Two equivalent representations of action integrals
In the following, the representations of a physical system on the Riemann and Cartan
manifolds are respectively called the Riemann picture and the Cartan picture.
The Riemann picture suits the need to describe the universe from the viewpoints
of synchronized comoving observers living in the after–expansion epoch and endowed
with kinematic–time clocks. Looking back to the past, these observers interpret the
events which occurred during the universe expansion stage as subject to the action of
the dilation ﬁeld. In particular, all dimensional quantities, both geometric and physical,
are imagined to undergo considerable changes of scale. Possible non–uniformities of this
process are explained as coordinate distortions caused by the gravitational ﬁeld. If the
gravitational ﬁeld is negligible, or if it can be approximated as a linear perturbation of
the metric, the best description is provided by hyperbolic coordinates; otherwise, the
metric tensor must be modiﬁed by including appropriate coeﬃcients aij(x), depending
on matter distribution and ﬁeld dynamics, as described in subsec. 4.3 of Part I.
In contrast, the Cartan manifold picture suits the need to describe the universe as an
expanding system, in which sets of ideal synchronized comoving observers endowed with
proper–time clocks are at rest on expanding 3D portions of spacetime. In this background,
all bodies are seen to preserve their natural size and all quantities their measures. If the
gravitational ﬁeld is negligible, or if it can be represented as a linear perturbation, the
best description is provided by conformal–hyperbolic coordinates; otherwise, the metric
must be modiﬁed by including coeﬃcients aij(x), as speciﬁed above.
However, the two descriptions are perfectly equivalent and we can move from one to
the other at any moment by a Weyl transformation.
Now let us be more precise about the existence of these equivalent descriptions. As
clariﬁed in subsec. 2.2. of Part I, the fundamental tensor of the Cartan manifold is related
to the metric tensor of the Riemann manifold by the equation ˜ gμν(x)=e2α(x)gμν(x). The
addition of degree of freedom α(x) to the GR action integral allowed us to rewrite the
Hilbert–Einstein Lagrangian density on a Riemann manifold as a Lagrangian density
on the Cartan manifold. The latter was in turn equivalent to replacing the original
Hilbert–Einstein Lagrangian density with an extended conformal–invariant Lagrangian
density, which includes ghost scalar ﬁeld σ(x)=σ0eα(x), perhaps interacting with one or
more physical scalar ﬁelds. In this way, if the matter Lagrangian density on the Riemann
manifold is conformal–invariant, the explicit lack of conformal symmetry characteristic of24 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
CGR may be reinterpreted as the eﬀect of the spontaneous breakdown of local conformal
symmetry of GR. This result condenses into the action–integral equivalence ˜ A ∼ A
˜ A =
 
C
 
−˜ g(x)˜ Lσ0(x)d
4x ≡
 
C
e
4α(x) 
−g(x)˜ Lσ0(x)d
4x ∼ A =
 
R
 
−g(x)Lσ(x)(x)d
4x,
where C and R stand respectively for the Cartan and Riemann manifolds, and ˜ Lσ0(x)
and Lσ(x)(x) are the total Lagrangian densities on the two manifolds. Factor
 
−g(x)
is evidenced, although its eﬀective value is 1, since its dependence on gμν(x) cannot be
ignored when variations δA/δgμν(x) are considered.
Note that, passing from Cartan to Riemann manifold, the time independence of phys-
ical units is lost. This is the price to be paid in order to achieve manifest conformal
invariance.
Since orthochronous inversion can be included in the stability subgroup of the broken
symmetry, the integration may be extended to the cone doublet H
−
0 ∪H
+
0 stemming from
the inversion centre, as explained in subsec. 1.7, of which only H
+
0 counts for obvious
reasons as far as only the connected component of the conformal group is concerned.
Hence, the equivalence takes the form
˜ A
+ =
 
˜ H+
 
−˜ g(x) ˜ Lσ0(x)d
4x ∼ A
+ =
 
H+
 
−g(x)Lσ(x)(x)d
4x,
where ˜ H+ and H+ stand for the future cones in the Cartan and Riemann pictures,
respectively. As already noted in Section 6 of Part I, ˜ Lσ0(x)a n dLσ(x)(x) must respectively
incorporate the Weyl tensor terms ˜ C2(x)a n dC2(x) in order for the gravitational ﬁeld to
be renormalizable. If the universe expansion can be regarded as uniform and isotropic,
the fundamental tensor of the Cartan manifold is conformally ﬂat and the manifold can be
simply parameterized by hyperbolic coordinates, in which case the equivalence simpliﬁes
to
˜ A
+ =
  +∞
0
d˜ τ
 
˜ V1
˜ Lσ0(x)d˜ V˜ τ(ˆ x) ∼ A
+ =
  +∞
0
dτ
 
V1
Lσ(x)(x)dV1(ˆ x),
where d˜ τ = eα(τ)dτ and d˜ V˜ τ(ˆ x)=˜ τ3e3α(τ) dV1(ˆ x). Since gravitational forces therefore are
neglected, the fundamental tensor of the Cartan manifold turns out to depends only on
the scale factor. Thus, the Riemann manifold becomes Minkowski spacetime, the Ricci
scalar tensor vanishes, and therefore the Weyl tensor can be removed. The simpliﬁcation
is less drastic if the Weyl term is suppressed and the gravitational ﬁeld is regarded as a
linear perturbation of the metric tensor, so that the Ricci scalar tensor still appears in
the Lagrangian densities. In this case, we speak of approximate action integrals. These
can provide not only fairly good representations of the early stages of the universe, but
also approximate representations of the mature universe.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32 25
4.1 Approximate Riemann picture and hyperbolic coordinates
The general form of the approximate action integral on a Riemann manifold spanned by
hyperbolic coordinates is
A
+ =
  +∞
0
dτ
 
V1
τ
3L[gμ,ν,R,σ,Φ]dV1(ˆ x)
with the following identiﬁcations:
- gμν, the Riemann metric tensor in the linear ﬁrst–order approximation with
√
−g =
1;
- R, the approximated Ricci scalar tensor;
- τ, kinematic time;
- σ(x)=σ0eα(x), the dilation ﬁeld (dimension = -1) (σ0 =
√
6MrP);
-Φ ( x), matter ﬁelds of various dimensions.
This picture is particularly useful from a mathematical standpoint, as the conformal
invariance of the action is manifest. It is less useful for physical interpretations, as both
geometric and physical quantities are subjected to local changes of scale. Dilation ﬁeld σ
appears explicitly as a ghost ﬁeld of negative kinetic energy and positive potential energy,
interacting with one or more physical scalar ﬁelds so as to favor positive energy transfers
from geometry to matter.
4.2 Approximate Cartan picture and conformal–hyperbolic coordinates
The general form of the approximate action integral on the Cartan manifold spanned by
hyperbolic coordinates ˜ x = { ˜ ˆ x} has the general form
˜ A
+ =
  +∞
0
d˜ τ
 
˜ Vτ
˜ L[˜ gμ,ν, ˜ R,σ0,Φ]d˜ Vτ(ˆ x)
with the following identiﬁcations:
-˜ gμν = e2α(x)gμν, the fundamental tensor of the Cartan manifold with gμν in the linear
ﬁrst–order approximation and
√
−˜ g = e4α(x);
- ˜ R, the approximated conformal Ricci scalar;
-˜ τ, proper time;
- σ0 = σ0eα(x), the conformal–symmetry breaking parameter (σ0 =
√
6MrP);
- ˜ Φ(x)=ewΦα(x)Φ(x), matter ﬁelds of various dimensions.
These approximate action integrals are obtained from those on the Riemann manifold
through the usual Weyl transformation. Hence, all possible dimensional constants ap-
pearing in the Lagrangian densities are functions of symmetry breaking parameter σ0.
In this picture, the dilation ﬁeld disappears and the conformal symmetry appears to be
explicitly broken.26 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 1–32
5. Higgs ﬁeld in conformally ﬂat spacetime
In the next subsections we apply the concepts discussed so far to introduce the Lagrangian
formalism on which the mechanism of matter generation is grounded, i.e., the interaction
of the dilation ﬁeld with one or more scalar ﬁelds, which thereby become Higgs ﬁelds. For
the sake of simplicity, only the case of a single Higgs ﬁeld is discussed. Its generalization
to the case of Higgs ﬁeld multiplets is straightforward.
5.1 Conformal Higgs ﬁeld on the Riemann manifold
Here we focus on the simple case of a physical scalar ﬁeld ϕ(x) interacting with dilation
ﬁeld σ(x) to produce a Higgs ﬁeld. The interaction is described on the Riemann manifold
by the approximate action integral A+ = ARM + ARG,w h e r e
A
RM =
  +∞
0
dτ
 
V1
τ3
2
 
g
μν 
∂μϕ
  
∂νϕ
 
−
λ2
2
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 2
+
R
6
ϕ
2
 
dV1 , (43)
A
RG =−
  +∞
0
dτ
 
V1
τ3
2
 
g
μν 
∂μσ
  
∂νσ
 
+
R
6
σ
2
 
dV1 . (44)
Note that, at variance with the notation stated in subsec. 2.1 of Part I, the interaction
between σ and ϕ is absorbed into ARM. Here, gμν(∂μf)(∂νf)=( ∂τf)2 − τ−2|  ∇1f|2,
λ is the (adimensional) self–interaction constant of ϕ, σ2
0 =6 M2
rP,w h e r eMrP is the
reduced Planck–mass, and μ is a constant with the dimension of mass (in order that
ratio μ/σ0 be adimensional). The expression for ARM is dictated by the condition that
the self–interaction potential of ˜ ϕ has the Mexican–hat form λ2 
˜ ϕ2 − μ2/λ2 2 typical of
Higgs–ﬁeld Lagrangian densities. Terms Rϕ2/6a n dRσ2/6 ensure that ARM and ARG
are manifestly conformal invariant, as for AM and AG in subsec. 3.1 of Part I.
The motion equations for ϕ and σ are therefore
D
2ϕ + λ
2
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 
ϕ −
R
6
ϕ =0,D
2σ +
μ2
σ2
0
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 
σ −
R
6
σ =0. (45)
The corresponding energy-momentum tensors of matter and geometry are, respectively
Θ
M
μν =
 
∂μϕ
  
∂νϕ
 
−
gμν
2
 
g
ρσ 
∂ρϕ
  
∂σϕ
 
−
λ2
2
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 2 
+
1
6
 
gμνD
2 − DμDν
 
ϕ
2 +
ϕ2
6
 
Rμν −
gμν
2
R
 
,
Θ
G
μν = −
 
∂μσ
  
∂νσ
 
+
gμν
2
g
ρσ 
∂ρσ
  
∂σσ
 
−
1
6
 
gμνD
2 − DμDν
 
σ
2 −
σ2
6
 
Rμν −
gμν
2
R
 
.
Contracting these tensors with gμν and using motion Eqs. (45), we ﬁnd the corresponding
traces
Θ
M = μ
2σ2
σ2
0
 μ2
λ2
σ2
σ2
0
− ϕ
2
 
= μ
2 e
4α
 μ2
λ2 − e
−2αϕ
2
 
, Θ
G = −Θ
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The vanishing condition for total energy–momentum tensor Θμν =Θ M
μν +Θ G
μν provides
the gravitational equation for the Higgs ﬁeld interacting with the dilation ﬁeld on the
Riemann manifold. Considering the Higgs ﬁeld as a ﬂuid of energy density ρH, pressure
pH and 4–velocity uμ = ∂τxμ, we obtain the following identiﬁcations
Θ
M
μν =
 
ρH + pH
 
uμuν − gμνpH ;t h a t i s , ρH = u
μu
νΘ
M
μν ,p H =
1
3
 
ρH − Θ
M 
,
which can be used to extract the expressions for ρH and pH from ΘM
μν as
ρH =
1
2
  
∂τϕ
 2 −
1
τ2|  ∇1ϕ|
2
 
+
λ2
4
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 2
+
  1
2τ
∂τ −
1
6τ2Δ1
 
ϕ
2 +
ϕ2
6
 
u
μu
νRμν −
R
2
 
,
pH =
1
6
  
∂τϕ
 2 −
1
τ2|  ∇1ϕ|
2
 
+
λ2
12
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
  
ϕ
2 +
3μ2σ2
λ2σ2
0
 
+
  1
6τ
∂τ −
1
18τ2Δ1
 
ϕ
2 +
ϕ2
18
 
u
μu
νRμν −
R
2
 
,
where the formulae
u
μ∂μf = ∂τf, g
μν 
∂μf
 
(∂νf
 
=( ∂τϕ
 2 −
1
τ2|  ∇1ϕ|
2 ,
 
D
2 − u
μu
νDμDν
 
f =
3
τ
∂τf −
1
τ2Δ1f,
are used.
During the inﬂation stage, spacetime is conformally ﬂat, the Ricci tensors vanish,
and all particles are at rest with respect to the reference frame of synchronous comoving
observers: hence, ϕ depends only on τ. In this case, we obtain the simpliﬁed total action
integral
A
+ = A
RM + A
RG =
  +∞
0
dτ
 
V1
τ3
2
  
∂τϕ
 2 −
λ2
2
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 2
−
 
∂τσ
 2 
dV1 , (46)
leading to the simpliﬁed motion equations
∂
2
τϕ +
3
τ
∂τϕ + λ
2
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 
ϕ =0 ; ∂
2
τσ +
3
τ
∂τσ +
μ2
σ2
0
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 
σ =0 . (47)
Correspondingly, the simpliﬁed total energy density and the pressure of the Higgs ﬁeld
simplify to
ρH = kH +
λ2
4
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 2
,p H =
1
3
 
kH +
λ2
4
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
  
ϕ
2 +
3μ2σ2
λ2σ2
0
  
,
where
kH =
1
2
 
∂τϕ
 2 +
1
τ
ϕ∂ τϕ,
λ2
4
 
ϕ
2 −
μ2
λ2
σ2
σ2
0
 2
,
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We see that ρH is always positive, while pH may be both positive and negative. In
particular, if kH is negligible, pH vanishes for ΘM = 0 and is negative for positive ΘM, i.e.,
when ϕ2 <μ 2σ2/λ2σ2
0. As noted in Part I Section 5, when pH is negative, the creation
of matter - in our case, Higgs bosons - takes place.
If both ϕ2 and kH are negligible, as is presumed to be the case at τ =0 ,w eh a v epH ≡
−3ρH, implying that the creation of matter starts immediately, or almost immediately,
after the symmetry–breaking event. For τ → +∞,w eh a v eσ(x) → σ0 and, consequently
ρH = kH +
λ2
4
 
ϕ
2 −
μ2
λ2
 2
,p H =
1
3
 
kH +
λ2
4
 
ϕ
2 −
μ2
λ2
  
ϕ
2 +3
μ2
λ2
  
.
5.2 Conformal Higgs ﬁeld on the Cartan manifold
The action integral of the dilation ﬁeld interacting with a scalar ﬁeld on the Cartan
manifold can be obtained from the action integral on the Riemann manifold, described
in the previous pages, by the following replacements
A
RM → ˜ A
CM,A
RG → ˜ A
CG,d V 1(ˆ x) → ˜ R
−3
RW(˜ x)d˜ V˜ τ(ˆ x),V 1 → ˜ V˜ τ,e
α(x)dτ → d˜ τ,
ϕ(x) → ˜ ϕ(x)=e
−α(x)ϕ(x),σ (x) → σ0,e
α(x)dτ → d˜ τ, ∂ μ → ˜ ∂μ = e
−α(x)∂μ,
which yield the approximate action integrals, respectively of matter and geometry,
˜ A
CM =
  +∞
0
d˜ τ
 
˜ V˜ τ
1
2
 
˜ g
μν ˜ ∂μ˜ ϕ
  ˜ ∂ν ˜ ϕ
 
−
λ2
2
 
˜ ϕ
2 −
μ2
λ2
 2
+
˜ R
6
˜ ϕ
2
 
V˜ τ(ˆ x),
˜ A
CG = −
σ2
0
12
  +∞
0
d˜ τ
 
˜ V˜ τ
˜ Rd˜ V˜ τ(ˆ x).
All quantities are marked by a tilde, to mean that they belong to the Cartan manifold
spanned by conformal-hyperbolic coordinates. Note that the original conformal invariance
of ˜ ARM and ˜ ARG has disappeared and the conformal symmetry appears explicitly broken
instead in both ˜ ACM and ˜ ACG.
For the sake of clarity, we expand here the kinetic term of the Lagrangian density for
ϕ as follows
˜ g
μν(˜ ∂μ˜ ϕ)(˜ ∂ν ˜ ϕ)=( ∂˜ τ ˜ ϕ)
2 −
1
˜ R2
RW
|  ∇1˜ ϕ|
2 .
The motion equation for ˜ ϕ is thus
˜ D
2˜ ϕ + λ
2
 
˜ ϕ
2 −
μ2
λ2
 
˜ ϕ −
˜ R
6
˜ ϕ =0, (48)
where
˜ D
2˜ ϕ = ∂
2
˜ τ ˜ ϕ −
1
˜ R2
RW
Δ1˜ ϕ +3
  1
τ(˜ τ)
+ ∂˜ τ ˜ α
 
∂˜ τ ˜ ϕ −
3
˜ R2
RW
   ∇1 ˜ RRW
 
·
   ∇1˜ ϕ
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Correspondingly, the energy–momentum tensors decompose into
˜ Θ
M
μν =
1
6
 
4
 ˜ ∂μ˜ ϕ
  ˜ ∂ν ˜ ϕ
 
− ˜ gμν˜ g
ρσ ˜ ∂ρ˜ ϕ
  ˜ ∂σ ˜ ϕ
  
+˜ gμν
λ2
4
 
˜ ϕ
2 −
μ2
λ2
 2
+
1
3
˜ ϕ
 
˜ gμν ˜ D
2 − ˜ Dμ ˜ Dν
 
˜ ϕ +
˜ ϕ2
6
 
˜ Rμν −
1
2
˜ gμν ˜ R
 
,
˜ Θ
G
μν = −
σ2
0
6
 
˜ Rμν −
1
2
˜ gμν ˜ R
 
,
which are linked by the Cartan–Einstein gravitational equation ˜ ΘM
μν + ˜ ΘG
μν = 0, i.e.,
˜ Rμν −
1
2
˜ gμν ˜ R = κ ˜ Θ
M
μν , whereκ =
6
σ2
0
.
By contraction with fundamental tensor ˜ gμν and using motion Eq.(48), we obtain the
respective energy–momentum traces and the trace equation
˜ Θ
G =
1
κ
˜ R, ˜ Θ
M = μ
2
 μ2
λ2 − ˜ ϕ
2
 
= −˜ Θ
G , then ˜ R = −
6μ2
σ2
0
 
˜ ϕ
2 −
μ2
λ2
 
, (50)
The expressions for energy density and pressure are obtained as in the previous Section,
yielding
˜ ρH =˜ u
μ˜ u
ν ˜ Θ
M
μν =
1
2
  
∂˜ τ ˜ ϕ
 2 −
1
τ2(˜ x)
|  ∇1˜ ϕ|
2
 
+
λ2
4
 
˜ ϕ
2 −
μ2
λ2
 2
+
  1
2τ(˜ x)
∂˜ τ −
1
6τ2(˜ τ)
Δ1
 
˜ ϕ
2 +
˜ ϕ2
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˜ u
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ν ˜ Rμν −
˜ R
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,
˜ pH =
˜ ρH − ˜ ΘM
3
=
1
6
  
∂˜ τ ˜ ϕ
 2 −
1
τ2(˜ x)
|  ∇1˜ ϕ|
2
 
+
λ2
12
 
˜ ϕ
2 −
μ2
λ2
  
˜ ϕ
2 +
3μ2
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∂˜ τ −
1
18τ2(˜ τ)
Δ1
 
˜ ϕ
2 +
˜ ϕ2
18
 
˜ u
μ˜ u
ν ˜ Rμν −
˜ R
2
 
.
Here, ˜ uμ = dxμ/d˜ τ = e−α(x)uμ and τ(˜ x) is the value of kinematic time τ as a function of
conformal–hyperbolic coordinates ˜ x.
These action integrals simplify considerably if we assume that the geometry is con-
formally ﬂat, which implies that R = 0 on the Riemann manifold, that the dilation ﬁeld
is constant σ0, and that the Higgs ﬁeld and kinematic time function τ(˜ x) depend only on
proper time ˜ τ. In this case, the simpliﬁed total action integral on the Cartan manifold
takes the form
˜ A
+ = ˜ A
CM + ˜ A
CG =
  +∞
0
d˜ τ
 
˜ V˜ τ
1
2
  ˜ ∂τ ˜ ϕ
 2 −
λ2
2
 
˜ ϕ
2 −
μ2
λ2
 2
+
 
˜ ϕ
2 − σ
2
0
  ˜ R
6
 
d˜ V˜ τ(ˆ x).
Using Eq.(49) in the simpliﬁed form
˜ D
2˜ ϕ = ∂
2
˜ τ ˜ ϕ +3
  1
τ(˜ τ)
+ ∂˜ τ ˜ α
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and the last of Eq.(50), we obtain the motion equation for ˜ ϕ(˜ τ)
∂
2
˜ τ ˜ ϕ +3
  1
τ(˜ τ)
+ ∂˜ τ ˜ α
 
∂˜ τ ˜ ϕ +
 
λ
2 −
μ2
σ2
0
  
˜ ϕ
2 −
μ2
λ2
 
˜ ϕ.
This diﬀers from the equation derived from the action integral with ˜ R = 0 by the replace-
ment of the squared coupling constant λ2 with λ2 − (μ/σ0)2 (as also found by Callan et
al. in 1970). Since μ is expected to be of the order of magnitude of 130 GeV/c2 and λ2
of the order of magnitude of 10−2, while σ0   6 × 1018 GeV/c2, we see that correction
of coupling constant λ due to the inclusion of the term ˜ ϕ2 ˜ R/6 in the action integral is
absolutely negligible. We can therefore assume the simpliﬁed motion equation on the
C a r t a nm a n i f o l dt ob e
∂
2
˜ τ ˜ ϕ +3
  1
τ(˜ τ)
+ ∂˜ τ ˜ α
 
∂˜ τ ˜ ϕ + λ
2
 
˜ ϕ
2 −
μ2
λ2
 
˜ ϕ. (51)
For ˜ τ → +∞ ,w eh a v e˜ ϕ → ϕ, τ(˜ τ) → τ, ∂ ˜ τ → ∂τ ,∂ ˜ τ ˜ α → 0, and all the
equations which govern the dynamics of matter ﬁelds in the Cartan picture converge to
corresponding equations of matter ﬁelds grounded on a Riemann manifold, in which the
conformal symmetry appears explicitly broken.
In conclusion
At the end of the scale–expansion, all the properties associated with the underlying confor-
mal symmetry dissolve and the universe continues to evolve following the laws of standard
GR.
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1. Introduction
The study of elementary particles in theoretical physics experienced a split towards the
end of the 1950s. On the one hand, quantum ﬁeld theory (QFT) developed from quantum
electrodynamics; it has gradually become the general reference for the study of particle
interactions and the foundation of the Standard Model. In spite of several open prob-
lems inherent to the granduniﬁcation program, QFT is currently the most widely used
approach.
On the other hand, the bootstrap model [1,2], developed by Chew and his followers with
reference to the study of strong interaction, led to an alternative school of thought which,
in spite of its crisis towards the end of the 1960s [3], survives in the form of the current
theory of superstrings and branes.
In this article we present an approach inspired by Chew and his original idea of ”boot-
strap”. However, a completely diﬀerent interpretation of the bootstrap process is pro-
vided, that is consistent with QFT. By integrating bootstrap with QFT, some interesting
results about the emergence of the spatial-temporal order of events and the structure
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of the spectrum of base states (elementary particles) are derived. QFT alone does not
constrain these points signiﬁcantly.
This paper is organized as follows. In section 2, the key concept is presented and dif-
ferences with Chew’s original program, which is now of merely historical interest, are
evidenced. In section 3 we recall some notions of non-standard mathematical logic which
will be later used to formalize the model. In section 4 we discuss the emergence of spatial
and temporal order. In section 5 we discuss elementary fermions (quarks and leptons)
and the emergence of physical particles (leptons and hadrons; we do not discuss gauge
particles in this article). Section 6 tackles the diﬃcult issue of mass and other unresolved
problems.
2. QFT and Beyond
QFT is typically built upon the second quantization formalism, a language whose ba-
sic terms are represented by creation and annihilation operators of various ”elementary
particles” (photons, electrons, etc.). In the approach presented, these concepts and the
relationships between them are adopted without alterations. The underlying assumption
is that the QFT formalism is valid.
We propose a diﬀerent interpretation of the basic terms instead, in the sense that we
postulate a correspondence between each of the creation/annihilation operators a, a+, b,
b+,... and a well-formed expression of a single logical calculus, the structure of which is
described below. These expressions are not part of QFT formalism wherein this corre-
spondence is therefore not visible.
We assume that elementary particles emerge from a fundamental substrate of physical
reality that is not directly observable. QFT creation operators are associated with the
emergence of a given type of elementary particle (electron, photon ...) from this unob-
servable substrate. Destruction operators are associated with the reabsorption of a given
type of particle in this substrate. Logical expressions associated with these operators
describe these processes of manifestation and reabsorption in a formal language distinct
from QFT.
This substrate should not be confused with the ordinary ”vacuum” of QFT, i.e. with the
minimum energy state of a ﬁeld represented for example by ket | 0 > upon which QFT
operators of that ﬁeld act. This ”vacuum” is in fact an eigenvector of the Hamiltonian
of the corresponding free ﬁeld, and as such it is a stationary state: it ”lives” in time. We
assume instead that the spacetime representation of events belonging to the history of a
given particle emerges from this substrate; in other words, the substrate logically precedes
spacetime representation. It is therefore a-spatial, a-temporal and essentially non-local.
We are therefore dealing with an Arch´ e( αρχη), and a poiesis (πoιησις) process con-
necting the Arch´ e to the manifestation/de-manifestation of elementary physical events,
the a-temporal (αιων) to the becoming (χ oνoς). Obviously, this process is synchronic
rather than diachronic: it does not occur in time as the processes of particle propagation
described by the dynamics of QFT. For this reason, the logical structure of this process,Electronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48 35
reﬂected in the logical expressions associated with QFT operators, is distinct from the
formal structure of QFT which is purely dynamic.
In this approach, QFT creation/annihilation operators have a dual nature: dynamic
(as expressed by their use in QFT formalism) on the one hand, and synchronic (which
we propose to explore) on the other. They bridge the gap between two aspects of the
physical world: one temporal, the other a-temporal. Where is the insertion point of this
synchronic process in time domain? The idea that will be explored here refers to the
phenomenon of zitterbewegung in relativistic quantum theory.
In QFT, the equation of the free evolution of a ﬁeld is derived from the second quan-
tization of the relativistic quantum wave equation associated with the particle which is
the quantum of that particular ﬁeld. On the other hand, diﬀerent wave equations admit
representations (such as the hydrodynamic representation) that make the phenomenon of
zitterbewegung explicit: the particle ”runs along” a multitude of virtual paths on each of
which the instantaneous speed in a given direction is ± c, the speed of light in a vacuum.
In any case, for particles with deﬁned mass M the modulus of average velocity is ≤ c and
the amplitude ρ of delocalization due to zitterbewegung satisﬁes the uncertainty principle
ρ ≈  /Mc.
In terms of the method of path integration, the particle is deﬁned as a set of ”inter-
nal quantum numbers” transported along various zitterbewegung paths, each of which
represents a ”virtual copy” of the particle. This picture is often used to describe the
unitary evolution of the particle wave function; in this paper we will not consider wave
function collapse phenomena (actual quantum leaps). Elementary motion is therefore an
inﬁnitesimal jump to the speed of light taken by the particle at a generic event-point on
one of its virtual paths: the ”internal” quantum numbers are ”transported” along the
jump. The Breit equation provides a relativistically covariant description of the jump:
dxμ
dτ
= γμ ; μ =0 , 1, 2, 3; (1)
where the eigenvalues of gamma operators are ±c, and the symbols maintain their con-
ventional meaning.
Poiesis must carry in existence this elementary motion, including the ”transported” inter-
nal quantum numbers. The correspondence of logical expressions describing the poiesis
with the creation/annihilation QFT operators of that given type of particle is thus de-
ﬁned. Since we are talking about the free propagation of a particle, poiesis must be
a free and spontaneous process. Causality represented by the preservation of internal
quantum numbers along the generic virtual path has to be an emerging property of this
spontaneous process.
”Spontaneity” is modelled as the condition that the elements that emerge from poiesis
coincide with the factors that determine the occurrence of these same elements: what
is created (destroyed) is what creates (destroys). This is a typical bootstrap condition.
Formally, it means that logical expressions associated with QFT creation/destruction
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and operands are exchanged therein. This requirement recalls the old style hadronic
bootstrap ”duality” condition; however, while this referred to Feynman graphs related
through crossing operations [1,2], the condition proposed here deﬁnes the correspondence
between QFT creation/destruction operators and speciﬁc self-dual graphs.
3. Calculus of Distinctions
Poiesis cannot be represented by expressions of a standard logical calculus. In a formal
system, we infer propositions from other propositions, whereas with poiesis a proposition
or expression is created from nothing (the primordial Arch´ e). Thus, the required calculus
must be suﬃciently general to include the genesis of any formal system, including its
g¨ odelisation as well. At this level of generalization, the requested calculus must coincide
with the most extensive manipulation of signs possible; within this ”maximal” sign sys-
tem, formal deductive systems are deﬁned by clumps of sign system deﬁned by special
manipulation rules. These standard sub-calculi are modelled by appropriate restrictions;
conversely, the required calculus must be highly polysemic and allow the contradiction
”A =n o tA”.
Thanks to the work of L.H. Kauﬀman [4-6], and much to his surprise, the author of
these notes learnt of the existence of a calculus that has all the required characteris-
tics. This is C.S. Peirce’s system of ”existential graphs”, which, as Kauﬀman skillfully
proved, is superposable to other proposal in the literature: Spencer Brown’s calculus of
indications (the so-called ”laws of form” [7]), a model proposed by Nicod and Sheﬀer,
Frege’s two-dimensional graphic calculus. It will be taken here in the form of a ”calculus
of distinctions” or ”indications”. Our description is limited to that strictly necessary for
our purposes; further details can be found in the references by Kauﬀman.
In this calculus, the originary ”oneness” or Arch´ e is simply denoted by a white space; this
extremely primeval symbol (a simple white sheet) indicates the logical value ”True”. The
act to perform a distinction in this ”oneness” is identiﬁed with the connective ”negation”,
which for typographic reasons is here indicated by a set of round brackets (). The symbol
() also represents the logical value ”False”. The negation of A will be written as (A), the
”outside” of A. The logical conjunction of two propositions A and B (their logical ”and”)
is written as AB = BA.
The inference A → B is written as (A)B, the conjunction of B with (A), the negation of
A; indeed, the negation of this expression [((A)B)=A(B)] is always false if A → B.I ft h e
causal physical connection is modelled by a relation of implication by canonical reasoning,
we derive two important results. Firstly, the negation (destruction) of property A and the
assertion (creation) of B are implicit in writing (A)B. Every elementary causal connection
is therefore a primary transformation that destroys the old (A) and creates the new (B).
Since the order of destruction-creation is linear, this transformation is parametrized by
a one-dimensional variable. To change the new property B,i tm u s ti nt u r nb ed e s t r o y e d
and replaced by another property C, and so on. This yields an alternating succession of
creations and destructions and if we deﬁne this sequence as a model of physical time, thereElectronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48 37
exists a local arrow of time that goes from destruction to creation even if global temporal
orientation remains undeﬁned. Secondly, if B = A the self-implication relationship in
the form (A)A is the simultaneous aﬃrmation of A and its negation (A). An unexpected
connection with the logical equivalence A =( A) emerges, which, as a ”static” expression,
is a contradiction. This contradiction is easily overcome by interpreting the sign ”=” as
an operative instruction, for example, ”the negation of A is A”; the implementation of
this instruction yields the recursive chain ... (A)A(A)A... unlimited in both directions. A
classic example is the iterative action of the thermostat in a home heating system, where
proposition A means ”current temperature is higher than programmed temperature.”
The input (A) to the thermostat activates the system until it produces the new output
A. This becomes the new thermostat input which deactivates the system producing the
new output (A), and so on.
These concepts will be used in the next section to model the zitterbewegung of an ele-
mentary particle.
4. Emergence of Spacetime
We ignore the internal quantum numbers of a generic elementary particle for now, and
we consider the spatial-temporal order of events related to its history. Elementary mo-
tion along a zitterbewegung virtual path (i.e. the speed of light jump described above)
is interpreted as a particular logical implication (A)A. Thus, that implication yields a
motion of inﬁnitesimally small duration at the speed of light in three-dimensional space.
Due to the self-duality condition which expresses the bootstrap principle, the light jumps
from a given event-point which are mutually linear independent form a self-dual set: they
coincide with their reciprocal transformations (think of M. Escher’s famous masterpiece
”drawing hands”). This condition ﬁxes the dimensionality of space. Thus, if N is the
cardinality of the set of jumps, the cardinality of the set of their reciprocal transformations
(assuming total connection) is N(N-1)/2 omitting identical and inverse transformations.
Two cardinalities of the same set must be the equal; thus, N = N(N-1)/2; the only
solution is N =3 .L e tA, B, C deﬁne the spatial projections of these three light jumps.
We have:
ˆ A = B(C); ˆ B = C(A); ˆ C = A(B); (2)
as expressions of the transformations (spatial rotations of π/2) that convert these projec-
tions between them. The set of these transformations, modelled as unit vectors, is merely
a diﬀerent representation of the projections:
 
ˆ A, ˆ B, ˆ C
 
= {A, B, C}.
This is represented by the graph represented in Figure 1. Clearly:38 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48
Fig. 1 Self-duality
ˆ A
−1 = ˆ C ˆ B; ˆ B
−1 = ˆ A ˆ C; ˆ C
−1 = ˆ B ˆ A;( 3 )
ˆ A ˆ A−1 = ˆ A−1 ˆ A = ˆ I,e t c .
Thus, by letting ˆ A−1 = i, ˆ B = j, ˆ C = k, ˆ I = 1, we obtain the usual relations
occurring between quaternionic unities:
ˆ A ˆ A
−1 = ˆ I ⇒ (i)(−i)=1 ⇒ ii = −1
ˆ A = ˆ B−1 ˆ C−1 ⇒ i =( −j)(−k) ⇒ i = jk etc.
Therefore a correspondence exists between spatial projections of light jumps and i, j,
k,- i,- j,- k. Using standard algebra we then build the correspondence between these
projections and Pauli operators σ1, σ2, σ3.
Light jumps can be taken towards the future or the past of an event-point which represents
their initial position. The choice is linked to the sign of the eigenvalue of the Dirac
operator γ0 and the complete light jump is represented by the Cliﬀord operator γ0σi=
γi,( i = 1, 2, 3). The condition that the jump is a light jump is then precisely expressed
by Eq. (1). The fact that this condition not depends on the choice of the base implies
that the base is deﬁned unless of transformations that convert the future (past) local
lightcone into itself. These transformations form the proper Lorentz group, yielding a
justiﬁcation of Lorentz covariance of physical laws, including Eq. (1).
It should be noted that in Eq. (1) the evolution parameter τ is not time t as measured
in a laboratory, thus the zitterbewegung may occur both forwards and backwards in t.
The operation τ → -τ presumably converts a particle into its antiparticle. As one can
see, Eq. (1) remains unchanged under this operation if the transformation xμ → -xμ is
applied at the same time, i.e. if spacetime coordinates are inverted. In other words, the
simultaneous application of charge conjugation, space inversion and time inversion leaves
the zitterbewegung unchanged.
Kozyrev [8] had already understood the relationship between spatial rotations and time
described in this section; appropriately written, his Eq. (1) is our Eq. (1). HoweverElectronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48 39
Fig. 2 First family
Kozyrev expresses this relationship by applying it to classical macroscopic bodies rather
than elementary processes; he thus obtains inexistent ”torsional” eﬀects.
5. Forms of matter
We now consider the set of quantum numbers ”transported” along the light jump, which
deﬁne the ”type” of particle. If we assume that, in addition to have a common origin
in Arch´ e, space, time and matter are identical in substance, then fundamental entities
of matter must be the same as fundamental entities of space, namely A, B, C,( A), (B),
(C).
We can imagine a set consisting of one, two or three copies of the triad A, B, C to be
transported along the generic virtual path which the particle takes through spacetime.
As a result we have one, two or three copies of the unit vector A (the same applies to B
and C). We assume that in a light jump each unit vector belonging to a copy should be
converted into another unit vector of the same copy, provided that the ﬁnal number of
copies of that unit vector remains equal to the initial number.
If only one copy of the triple A, B, C is transported, we assume three operations satis-
fying this condition: the creation of A (B, C) concomitant with the destruction of A (B,
C). This can be expressed as:
(A)A (B)B (C)C
Denoting the logical conjunction ”and” by a line, this expression can be graphically
represented as illustrated in Figure 2.
A creation/destruction pair appears to each vertex of this graph. In principle each vertex
can be in one of two states denoted by -1 and 1. If, at that vertex, creation precedes
destruction, the state is -1; otherwise the state is 1. In state -1 creation closes the previous
jump and destruction opens the next jump, and vice versa in state 1.
We now consider the case where two copies of the triad A, B, C are propagated. In this
case the bootstrap condition on each copy will be satisﬁed by the triple transformation:
(A)B (B)C (C)A
or by the inverse (B)A (C)B (A)C. These transformations are none other than the same
unit vectors subject to transformation and thus their appearance is spontaneous [Note40 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48
Fig. 3 Second family
that the transformation of a single copy seen above is just another way of writing this,
and coincides with a triple self-implication which regenerates A, B, C].
We assume that by inserting of a creation/destruction pair, each vertex of the graph in
Figure 2 is split into two vertices. These then become:
(A)A → (A)B (B)A
(B)B → (B)C (C)B
(C)C → (C)A (A)C
The ﬁrst group of 3 vertices forms the graph of transformations acting upon the ﬁrst copy
of the triad, i.e. (A)B (B)C (A)C; the second group of three vertices deﬁnes the graph
of transformations acting upon the second copy of the triad, i.e. (B)A (C)B (A)C.T h e
vertices from the split of a given vertex in Figure 2 inherit the state of that vertex (-1 or
1); they are graphically represented as ”opposed” (Figure 3).
At this point we assume that the process is repeated on the vertices of one of the two
opposing triangles in the graph in Figure 3. Let us assume for example that the vertices
of the lower triangle are splitted:
(B)A → (B)C (C)A
(C)B → (C)A (A)B
(A)C → (A)B (B)C
and that the newly formed vertices inherit the parent state -1 or 1. The lower triangle
in Figure 3 is replaced by two new triangles associated with the transformations acting
on the second and third copies of the triad A, B, C respectively. At the vertices of
the two triangles we have the transformations (B)C (C)A (A)B and (C)A (A)B (B)CElectronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48 41
Fig. 4 Third family
respectively. These vertices will be laid out as shown in Figure 4.
Figures 2, 3 and 4 show that the resulting graphs consist of superposed triangles, each
corresponding to the transformations performed on a given copy of the triad of funda-
mental operators. Each of these triangles (horizontal planes of the graph) is supported
by a bootstrap process and is self-dual. The vertical lines joining the vertices on diﬀerent
planes obtained by splitting the same originary vertex (which we call ”towers”) are also
derived from the bootstrap. Starting from the vertex (A)A in Figure 2 and then insert-
ing the pairs (B)B and (C)C the corresponding towers in Figures 3 and 4 are obtained.
Thus, we obtain the logical product (A)A (B)B (C)C which is equivalent to the self-dual
form (A)B (B)C (C)A. Iterating the vertex splitting mechanism by inserting opposing
pairs, leads to the appearance of redundant creations or destructions; for example:
(C)A → (C)B (B)A
that should split into (C)B and (B)A on two new diﬀerent triangles. But the operators
B and (B) already appeared in the ﬁrst step of the genetic splitting process. Thus, the
bootstrap process implements a diﬀerent separation: on the one hand (C)A as before,
and (B)B on the other. Thus a separated triangular graph, identical to that in Figure
2, is obtained; and the process is re-initialized. Assuming that the structure of creations
and annihilations involved in one inﬁnitesimal light jump holds for every choice in the
spatial base A, B, C, this structure deﬁnes the particle’s ”inner” state J. The systematic
of possible values of J is then clear. Firstly, we have Ist,I I nd and IIIrd family elementary
fermions depending on whether the graph associated with J has 1, 2 or 3 horizontal planes,
respectively. Moreover, the state of each tower (i.e. the state common to all vertices of
that tower) has to be taken into account for a given family; this determines the fermion’s
ﬂavor/color state within that particular family. Table I illustrates the scheme of the Ist
family, which is identical for subsequent families.42 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48
Table I - The ﬁrst family
Tower 1 Tower
2
Tower
3
Particle name
1 1 1 electron, positron
1 1 -1 quark up red, anti-up anti-red
1 -1 1 quark up blue, anti-up anti-blue
-1 1 1 quark up green, anti-up anti-
green
-1 -1 1 quark down red, anti-down
anti-red
-1 1 -1 quark down blue, anti-down
anti-blue
1 -1 -1 quark down green, anti-down
anti-green
-1 -1 -1 electronic neutrino, anti-
electronic neutrino
QFT creation/annihilation operators of a given fermion, for example the quark down
blue, correspond to its graph which in turn represents a well formed formula of the logical
system that describes the bootstrap. Note that for what concerns leptons, the generic
permutation of towers numbering transforms the lepton into itself, while in the case of
quarks, it changes the color. If we assume this numbering is arbitrary, it follows that
quarks cannot be created/destroyed in isolation, but only in globally colorless aggregates
(hadrons). To illustrate the concept, we introduce the notion of ”logical and” between
two elementary fermions as follows:
Q1 and Q2 =[ T 1
1 T 1
2, T 2
1 T 2
2, T 3
1 T 3
2]
where Ti
j represents the state -1 or +1 of the i-th tower of fermion Qj. Thus, we assume
that this state is not only an index of precedence of creation over destruction or vice versa,
but also an operator of preservation (+1) or inversion (-1) of the order of precedence.
Thus a law of composition conforming to the rule of signs applies to this index.
By inspection of Table I, it is clear that the ”logical and” of the three color states of a
given quark is always (1, 1, 1) or (-1, -1, -1). The ”logical and” of the color state of a
u-type quark and of the two color states of a d-type quark that are complementary to
it have the same property. We can thus deﬁne, consistently with Table I, the anticolor
of a given color as that color whose logical ”and” with the given color is (1, 1, 1) or (-1,Electronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48 43
- 1 ,- 1 ) . I fw ed e n o t et h ec o l o rs t a t e sb yR, G, B, ¯ R, ¯ G, ¯ B [red, green, blue and their
complementary], let the ”logical and” be their product, and let the state [(1, 1, 1) or (-1,
-1, -1)] be the unit of the product operation, then:
R ¯ R = G ¯ G = B ¯ B =1
¯ R = GB; ¯ G = BR; ¯ B = RG. (4)
Eqs. (4) assume that the product of two quarks (antiquarks) is always an antiquark
(quark), for similarity to the graph in Figure 1. Clearly, the relations in (4) are very
similar to (3) and deﬁne a self-duality pattern as well. This suggests that QFT cre-
ation/destruction operators of physically possible aggregates of sub-particles (we call
these aggregates physical particles) are associated with well formed formulas of a logical
calculus induced, this time, by Eqs. (4). These formulas and their corresponding graphs
are generated by mechanisms that are identical to those presented for the sub-particles as
they are consistent with the same bootstrap process. We start from a leptonic (antilep-
tonic) state characterized by three diﬀerent virtual copies of the same lepton (antilep-
ton). The three identical operations RGB, GBR, BRG ( ¯ R ¯ G ¯ B, ¯ G ¯ B ¯ R, ¯ B ¯ R ¯ G), equivalent
to identity, act on these three copies. Each copy will thus be colorless; this is represented
in Figures 5 and 6.
Fig. 5 Lepton
Fig. 6 Anti-lepton
These graphs respectively correspond to the QFT creation/annihilation operators of a
lepton and an antilepton. Assume that that each ”virtual” copy of the lepton splits
into a pair consisting of a quark and an antiquark of complementary color, through the
separations:
RGB → RG B= R ¯ R
GBR → GB R = G ¯ G44 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48
Fig. 7 Meson
BRG → BR G = B ¯ B
The graph in Figure 5 converts into Figure 7. It is easy to verify that the same result is
attained starting from Figure 6, if we imagine that every copy of the antilepton is split
according to the conjugate relations of those reported above.
Each tower in Figure 7 corresponds to a diﬀerent virtual copy of the same aggregate
consisting of a quark and an antiquark.This aggregate is a meson. In QFT, the resulting
graph corresponds to the creation/annihilation operator of a meson.
If each copy of the antiquark in this meson forks into two quarks the logical product of
which is identical to the original antiquark (unless of a negation) according to relations:
¯ R → GB ; ¯ G → BR ; ¯ B → RG
we get an aggregate of three quarks whose ”logical and” is still (1, 1, 1) or (-1, -1, -1).
This aggregate is a baryon. This is shown in Figure 8.
Otherwise, if for the same meson, the quark forks into two antiquarks the logical product
of which is identical to the original quark (unless of a negation) according to relations:
R → ¯ G ¯ B; G → ¯ B ¯ R; B → ¯ R ¯ G
we obtain an aggregate of three antiquarks with ”logical and” still given by (1, 1, 1) or
(-1, -1, -1). This aggregate is an antibaryon. This is shown in Figure 9.
The QFT operators associated with these graphs implement the creation or annihilation
of a baryon and an antibaryon respectively.
Clearly, the structure of the creation/annihilation operator derived for a mesons, baryon
or antibaryon is always (1, 1, 1) or (-1, -1, -1). The arbitrary permutation of the num-
bering of towers has no eﬀect on that operator; therefore, these aggregates are possible.
Naturally, the creation/annihilation operator is no longer that of a single quark, but thatElectronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48 45
Fig. 8 Baryon
Fig. 9 Anti-baryon
of the aggregate.
It should be noted that in the hadronic case, each quark follows its own zitterbewegung
virtual universe line, but the reciprocal distance of quarks cannot exceed the Compton
wavelength of the aggregate.46 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48
6. The problem of mass
The transport of the complex of properties J, associated with a graph or a formula
deﬁned by procedures described in the previous section, along a virtual path consisting
of a sequence of light jumps represents the recursion obtained by interpreting the assertion
J =( J) as ”the act of negation of J is J”. This version of the liar’s paradox avoids the
contradiction derived from a ”static” interpretation of the assertion. Each graph J is thus
destroyed at the beginning of a light jump and newly created at the end of the jump.
There is an essential distinction between the graphs of sub-particles and those of phys-
ical particles; for the ﬁrst group, the light jump that joins the events of creation and
destruction has inﬁnitesimally small duration, as made explicit in Eq. (1). However,
this is impossible for the graphs the second group associated with hadrons, as hadrons
have a ﬁnite spatial extension of the order of 10−13 cm or less; a light jump involving the
whole structure should have a minimum duration no less than the time required for light
to travel along this extension (= 10−23 s). We assume that this applies to all graphs of
the second group, even those associated with leptons, and that the upper bound of the
duration of the jump is τ0 = d0/c ≈ 10−23 s, where d0 is the classical radius of an electron
(which is also the range of the strong force!). If this is true, then τ0 is a fundamental
constant of Nature, which is equally relevant for leptons and hadrons. The special mass
m such that mc2 =  /τ0 = 70 MeV is thus immediately deﬁned.
There are indications that as a ﬁrst approximation, the masses of leptons and hadrons
are quantized and multiples of 70 MeV [9]. We assume that the proportionality factor is
deﬁned by topological aspects of the graphs associated with a physical particle and its
constituent sub-particles; reference [10] in the bibliography provides a ﬁrst step on this
direction.
Once the mass M of the lepton or hadron has been deﬁned, the zitterbewegung oscillation
radius is determined by ρ ≈  /Mc. If this is correct, the bootstrap, which produces the
elementary particles, deﬁnes their mass at the same time. The duration τ0 deﬁnes the
time (and length d0 =c τ0) scale typical of ”elementary particles”. It is conceivable that
in a suitable reference system, the ”light jump” associated with a graph of the second
type is actually a purely temporal jump (γ0) with extension ρ/c. Thus, on proper time
intervals smaller than ρ/c ≈ h/Mc2, the particle is not distinct from its antiparticle
because this distinction relates to a type 2 graph. In any case, the ﬂavor of elementary
fermions, which is a property of type 1 graphs, is also deﬁned at these smaller scales.
This conforms to the proven fact that at these scales the physical particle ”dissolves” into
particle/antiparticle pairs of its constituent sub-particles. The rest frame of reference of
a physical particle is thus deﬁned only on intervals of proper time greater than ρ/c.I n
other words, the inertia of the particle exists only on temporal scales greater than this.
If the principle of equivalence between inertia and gravitation is assumed to hold on all
temporal scales, it seems plausible that there is no gravitational interaction on scales
smaller than ρ/c, a result that could place signiﬁcant constraints on the current debate
about the quantization of gravity.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 33–48 47
Concluding Remarks
The original idea of the bootstrap, limited to the analysis only of strong interaction, was
proposed by Chew as a radical alternative to QFT: there was an ideological contrast
between ”bootstrappers” and ”fundamentalists” [11]. In this paper we reformulated
this concept in such a way as to avoid the conﬂict with QFT, and to make it a useful
complement to this theory. This reformulation is made possible by the availability of
formal logical tools that are not widely used in the physics community, such as Spencer
Brown’s calculus of indications. Bootstrap thus becomes a non dynamic process that
deﬁnes at least some of the characteristics of base states in QFT, for example their
systematics. Thus, ”fundamental entities” of QFT regain their fundamental nature,
denied by the ”bootstrappers” in the sixties, precisely thanks to the bootstrap process!
The issue of whether the peaceful coexistence of QFT and the bootstrap presented here
can evolve into a more organic connection in future remains to be seen.
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Abstract: In three and two dimensions the asymptotic symmetry groups of AdS spaces are
inﬁnite dimensional. This can be explained easily by noting the relations AdS3   SL(2) and
AdS2   SL(2)/SO(2), i.e. that the asymptotic symmetries are in fact that of the Lie group
SL(2). As show in the author’s previous work, similar inﬁnite dimensional asymptotic symmetry
groups can be found in the case of SL(3) and probably also for other noncompact Lie groups
and their homogeneous spaces. The purpose of the present work is to revisit the AdS3 space
in detail from the Lie group point of view by ﬁnding the boundary theory energy-momentum
tensor and to prepare to tackle the SL(3) and SL(N) cases.
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1. Introduction
The anti de-Sitter space in dimension d + 1 can be deﬁned as the homogeneous space
SO(2,d)/SO(2,d− 1) with an isometry group SO(2,d).1 In the low dimensional special
cases the asymptotic symmetry groups (which preserve the asymptotically AdS struc-
ture) can be shown to be the Virasoro algebra in d = 1 and two copies of the Virasoro
algebras in d = 2, corresponding to boundary conformal transformations[2]. For d>2
the asymptotic symmetries form a ﬁnite dimensional Lie algebra, which is isomorphic to
so(2,d).
The anti de-Sitter space in three dimensions is particularly interesting. It was shown
∗ Email:heikki.a.arponen@gmail.com, Tel:+358451291521
1 Every Lie group is here assumed to be deﬁned over the ﬁeld of real numbers.50 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 49–56
in [2] that an asymptotically AdS3 gravity is dual to a two dimensional conformal ﬁeld
theory on the boundary of the AdS space, which can be seen as an explicit manifestation
of the holographic principle. It was later shown that this dual CFT is the 2D Liouville
theory (see e.g. [3]). It should be pointed out that these dualities do not require any sort
of AdS/CFT prescription between bulk and boundary ﬁelds but occur quite naturally.
In fact, it is possible to ﬁnd explicitly the boundary CFT’s energy-momentum tensor
from the near horizon AdS metric (see e.g. [4]), as will be show also in this work. The
construction depends crucially on the inﬁnite dimensionality of the asymptotic symmetry
algebra. It is therefore not surprising that similar dualities cannot be found for the higher
dimensional AdS spaces, since their asymptotic symmetry algebras are too small.
It is instructive to investigate the low dimensional spaces in greater detail by not-
ing the isomorphisms SO(1,2)   SL(2) and SO(2,2)   SL(2) × SL(2). Then AdS2  
SL(2)/SO(2) and AdS3   SL(2). The isometry groups can be understood as the Lie
group SL(2) acting on the left coset from the left in the case of AdS2 and acting on the
Lie group itself both from the left and right in the AdS3 case. It is therefore evident that
the inﬁnite dimensional asymptotic symmetry algebras are strongly connected to the Lie
group SL(2). For d>2 no such relations to the special linear groups exist.
It is now tempting to ask whether such inﬁnite dimensional asymptotic symmetries can
occur in the case of other special linear Lie groups and their homogeneous spaces. Indeed,
it was shown in [1] that the asymptotic symmetries of the ﬁve dimensional homogeneous
(symmetric) space SL(3)/SO(3) do form an inﬁnite dimensional Lie algebra. However,
the analysis in that work was more of a brute force approach and only to leading order
(at the boundary). To be able to ﬁnd the energy-momentum tensor, the analysis must
be extended to subleading orders (near boundary). This poses technical challenges that
the naive approach of the aforementioned work will not be able to handle. The purpose
of the present work is to present tools that will ease the work in the more diﬃcult cases
(particularly SL(3)) and to review the AdS3 case using these tools.
2. Asymptotic Symmetries of SL(2)
The formalism below applies in a more general setting than just SL(2), but for the sake
of a more gentle introduction, facts about SL(2) and its Lie algebra are presented on the
side. While all of the explicit results have already been know for quite some time, the
reader is urged to keep in mind the possible generalization to e.g. SL(3). Another key
aspect is that the group theoretic formalism is more elegant and reveals some intricacies
that are not easily observed in an approach where one simply tries to ﬁnd asymptotic
symmetries of a given metric or its fall-oﬀ conditions.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 49–56 51
2.1 The Lie algebra and Lie group
The Lie algebra sl(2;R) will be deﬁned here for simplicity as the 2*2 traceless matrices
X1 =
1
2
⎛
⎜
⎝
01
10
⎞
⎟
⎠,X 2 =
1
2
⎛
⎜
⎝
−10
01
⎞
⎟
⎠,X 3 =
1
2
⎛
⎜
⎝
01
−10
⎞
⎟
⎠, (1)
which satisfy the commutation relations
[Xi,X j]= 
 
ij
kXk (2)
with 1 =   
12
3 = −  
23
1 = −  
31
2. This is actually the Lie algebra so(2,1), which however
is isomorphic to sl(2). We also deﬁne the ﬂat metric and the inner product with the help
of the Killing form as
ηij
. =2 T r( XiXj) . =  Xi,X j . (3)
then η is simply the Minkowskian metric
η =
⎛
⎜
⎜ ⎜ ⎜
⎝
10 0
01 0
00−1
⎞
⎟
⎟ ⎟ ⎟
⎠
. (4)
It can be used to raise and lower indices, which results in particular that the permutation
symbol is expressed as  ijk =   
ij
lηlk.
The elements in the Lie group in the general SL(N) case will be deﬁned in terms
of the Euler angle parametrization as g = khk ,w h e r ek and k  are in the (diﬀerent)
compact subgroups SO(N)a n dh is in the Cartan subgroup. Explicitly in the SL(2)
case,
g = e
uX3e
rX2e
vX3 = e
r/2
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2.2 Maurer-Cartan Forms and Geometry
The Lie algebra valued Maurer-Cartan (MC) forms are deﬁned as Ωg
. = g−1dg = Xi ⊗Ωi
and Ωg
. =d gg−1 = Xi ⊗ Ω
i
, respectively. Their one-form components are
⎧
⎪ ⎨
⎪ ⎩
Ω
1 = −sin(v)dr +c o s ( v)sinh(r)du
Ω
2 =c o s ( v)dr + sin(v)sinh(r)du
Ω
3 =c o s h ( r)du +d v
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and
⎧
⎪ ⎪ ⎨
⎪ ⎪ ⎩
Ω
1
= sin(u)dr − cos(u)sinh(r)dv
Ω
2
=c o s ( u)dr + sin(u)sinh(r)dv
Ω
3
=d u +c o s h ( r)dv
. (8)
They will both naturally satisfy the Maurer-Cartan equations for a ﬂat connection,
dΩ + Ω ∧ Ω=0 . (9)
The inner product (3) can be used to deﬁne the metric on the Lie group SL(2;R)a s
ds2 . =  Ωg,Ωg ≡  Ωg,Ωg  (10)
=d r2 − du2 − dv2 − 2dudv cosh(r). (11)
This is of course just the metric on AdS3.
2.3 Vector Fields on SL(2)
Denote the left and right actions on G in the usual way as
 
Lg  : G → G,Lg (g) . = g
 g
Rg  : G → G,Rg (g) . = gg
 .
(12)
The left and right invariant vector ﬁelds acting on g ∈ SL(2) are deﬁned as
  X(g) . =
d
d 
 
     
 =0
ge
 X = gX = Lg(X) (13)
for X ∈ sl(2), where the ”hat” is used to refer to a diﬀerential operator and similarly for
the right invariant vector ﬁeld.2 Then for example
  X3(g)=e
uX3e
rX2e
vX3X3 = ∂vg (14)
and similarly in the other cases. The vector ﬁelds read explicitly
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
  X1 = −sin(v)∂r +
cos(v)
sinh(r)
∂u − cos(v)coth(r)∂v
  X2 =c o s ( v)∂r +
sin(v)
sinh(r)
∂u − sin(v)coth(r)∂v
  X3 = ∂v
(15)
and
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
  ¯ X1 = sin(u)∂r +c o s ( u)coth(r)∂u −
cos(u)
sinh(r)
∂v
  ¯ X2 =c o s ( u)∂r − sin(u)coth(r)∂u +
sin(u)
sinh(r)
∂v
  ¯ X3 = ∂u
(16)
2 E.g. the statement of left invariance means simply (Lg)∗   X(g)=g gX =   X(g g).Electronic Journal of Theoretical Physics 9, No. 27 (2012) 49–56 53
The MC forms are dual to the vector ﬁelds, i.e. Ωi(   Xj)=δi
j. The left invariant vector
ﬁelds satisfy the original commutation relations while the right invariant ones satisfy the
negative of the original relations.
2.4 Isometries and Gauge Transformations
Suppose ω is a point in G = SL(2). A gauge transformation g  ∈ SL(2), depending on
the point ω, transforms the MC forms as
 
Ω
 
g
. =( Lg −1)
∗ Ωg =Ω g g = g
−1Ωg g +Ω g
Ω
 
g
. =( Lg −1)
∗ Ωg = Ωg g = g
 Ωgg
 −1 + Ωg 
(17)
and similarly for the right actions. For a constant g  we have Ω˜ g = Ω˜ g = 0 which results in
Ωg being invariant with respect to the transformation and Ω
 
g = g Ωgg −1. Both of these
transformations are isometries of the metric (11) due to the deﬁnition (3) of the inner
product. The isometries are naturally generated by the vector ﬁelds (15) and respectively
by (16) for the right action. When g  ≈ 1+ξ(ω) · X with ξ(ω) inﬁnitesimally small, the
change in the MC forms is
 
δΩg =d ξ
iAd
−1
g (Xi)=Xi
 
Ad
−1
g
 i
jdξ
j
δΩg = ξ
iadXi
 
Ωg
 
+d ξ
iXi
(18)
where the adjoint action notations Adg (X) . = gXg−1 and adX (Y ) . =[ X,Y] were used.
The vector ﬁeld corresponding to the above gauge transformation is then just ξi   ¯ Xi. Under
the inﬁnitesimal transformation δΩg in (18), the metric transforms as
δ
 
ds
2 
=2 Ω
iηij(Ad
−1
g )
j
k
 
dξ
k 
. (19)
2.5 Asymptotic Symmetries
A symmetry in the present context refers to a (gauge) transformation that leaves the
metric (and the MC form) invariant, i.e. an isometry. An asymptotic symmetry refers to
a gauge transformation that leaves the metric asymptotically invariant at the boundary,
here in the limit r →∞ . In addition we here demand that the gauge ﬁeld variation δΩg
also vanishes at the boundary, which corresponds to a rather strict fall oﬀ condition for
the metric. Once such an asymptotic symmetry has been found, one can use the above
formulae to ﬁnd e.g.   Ωg by integrating the orbits, which is then a general expression for
an asymptotically AdS3 gauge ﬁeld.
The equation for an asymptotic symmetry can now be expressed concisely as
Ad
−1
g · dξ ∼ 0, (20)
where the ”∼” sign simply means asymptotically zero. The polar khk  decomposition
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for the asymptotic symmetries now proceeds in three steps. The ﬁrst step is to solve the
linear algebraic problem 20 asymptotically. By noting that detAdk =1a n dt h a t
Ad
−1
h =
⎛
⎜
⎜ ⎜ ⎜
⎝
coshr 0 sinhr
010
sinhr 0c o s hr
⎞
⎟
⎟ ⎟ ⎟
⎠
=
1
2
⎛
⎜
⎜ ⎜ ⎜
⎝
er 0 er
020
er 0 er
⎞
⎟
⎟ ⎟ ⎟
⎠
+ O(e
−r), (21)
a non-trivial asymptotic solution can be obtained by solving
Ad
−1
h Ad
−1
k · dξ . =A d
−1
h d˜ ξ ∼ 0, (22)
which yields
d˜ ξ =
⎛
⎜
⎜ ⎜ ⎜
⎝
−1
0
1
⎞
⎟
⎟ ⎟ ⎟
⎠
w(u,v) (23)
where w(u,v) is a so far arbitrary one form on G. Note that we are assuming that the
symmetries approach a ﬁnite limit at the boundary, and that therefore to leading order
there is no radial dependence in dξ.W eh a v e
Adk =
⎛
⎜ ⎜ ⎜ ⎜
⎝
cosu sinu 0
−sinu cosu 0
00 1
⎞
⎟ ⎟ ⎟ ⎟
⎠
(24)
which gives ﬁnally
dξ =
⎛
⎜
⎜ ⎜ ⎜
⎝
−cosu
sinu
1
⎞
⎟
⎟ ⎟ ⎟
⎠
w(u,v). (25)
The second steps involves applying the integrability condition d2ξ = 0, which can easily
be seen to result in w(u,v)=w (u)du for some function w (u). The third step is to
integrate the dξ. Denoting w(u) . = α(u)+α  (u) the solution can then be written
ξ =
⎛
⎜ ⎜
⎜ ⎜
⎝
−α (u)sinu − α  (u)cosu
−α (u)cosu + α  (u)sinu
α(u)+α  (u)
⎞
⎟ ⎟
⎟ ⎟
⎠
, (26)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 49–56 55
which results in the vector ﬁeld
  V . = ξ
i   ¯ Xi = −α
 (u)∂r + α(u)∂u +2 e
−rα
  (u)∂v. (27)
Expansion in e.g. a basis α(u)=un+1 would produce the Witt algebra.
The orbits of the above vector ﬁelds, parametrized by s and by denoting   u . = u(1)
and α(  u) . = α(u)eϕ(u), result in the ﬁnite transformations (up to order ∼ e−r)
⎧
⎪ ⎨
⎪ ⎩
  u =
  u du eϕ(u )
  r = r − ϕ(u)
  v = v +2 e
−rϕ
 (u).
(28)
2.6 Asymptotically AdS3 Metrics and Energy-momentum Tensor
Denoting ˜ g = e˜ uX3e˜ rX2e˜ vX3,w eh a v e
Ω˜ g =˜ g
−1d˜ g . =   Ω
iXi (29)
with
⎧
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(30)
to order ∼ e−r. The corresponding metric is
  ds2 . =2 T r( Ω ˜ g · Ω˜ g)=d s
2 + T(u)du
2 + O
 
e
−r 
, (31)
where
T(u) . = −2ϕ
  (u)+ϕ
 (u)
2 − e
2ϕ(u) + 1 (32)
can be recognized as the holomorphic/ left moving component of the energy-momentum
tensor of the two dimensional Liouville like conformal ﬁeld theory[5]. A corresponding
result can be obtained with right actions.
Concluding Remarks
While the results of the above analysis are not new, the Lie group theoretic techniques by
which they were obtained are. Two features of the technique deserve special comment.
Firstly, the equations (20) to be solved are much simpler than the asymptotic Killing
equations. Secondly, the fall-oﬀ conditions of an asymptotically AdS3 metric is enforced56 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 49–56
by the vanishing of the variation of the gauge ﬁeld at the boundary. Furthermore, the
idea is of course to apply these techniques in the cases SL(N)w i t hN>2a n dt h e
corresponding symmetric spaces. Indeed, it has already been shown in [1] that an inﬁ-
nite number of asymptotic symmetries exists on the boundaries of the symmetric space
SL(3)/SO(3), but the analysis did not extend beyond the leading order, and therefore no
”anomaly” similar to as in eq. (31) was obtained. The reason for this is simply that the
metric approach is too cumbersome and will lead to obscure and very diﬃcult equations
to be solved. The purpose of the present analysis is to enable the discovery of next to
leading order asymptotic symmetries and to ﬁnd the corresponding anomaly term.
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Abstract: Neuroscience has realized valuable advances. As example, it has identiﬁed
brain regions performing learning, memory, feeling and still more. The current tendency in
neuroscience retains that adding pieces of knowledge day by day, we will ﬁnally arrive to an
uniﬁed understanding of brain including the manner in which mind and consciousness arise and
explain their functions. Also a number of empirical psychological results have been collected.
However a profound gap remains between neuroscience advances and empirical psychological
data .We retain that such existing gap is due to a missing theoretical model linking neuroscience
to psychology . We have arrived to formulate a basic theoretical quantum model particularly of
the perceptive – cognitive functions. The result is that quantum mechanics has a decisive role in
human cognition. Our quantum model relates directly our mind entities. The model also ﬁnds
the existing correlations between the brain time dynamics operating without direct awareness
and the subsequent behaviour that is induced determining our subsequent behaviours. In the
present paper we discuss in detail and for the ﬁrst time such further basic features of the model.
We perform one experiment on priming showing that its results agree with the given quantum
mechanical basic model.
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1. Introduction
Our primary evidence is that quantum mechanics has it origin in the logic and thus its
basic framework is in the sphere of the cognitive sciences. We have obtained a lot of
theoretical as well as experimental results in this direction so that we will attempt to
review them here brieﬂy [1-21].
The main thesis is that “It from qubit” as David Deutsch outlined time ago opposing
to the view “It from Bit “ as in the well known celebrated article of John Wheleer
(see the section further lectures in references) Here It states for matter, qubit states for
information, knowledge, mental entity, and is represented by the three basic elements of
Cliﬀord algebra.
The thesis that we have shown is that quantum mechanics has its elective role on cognition
because there are stages of our reality in which matter no more can be admitted by itself
but the object no more may be separated from cognition that we, as human beings, have
about it.
It and qubit both coexist.
For a detailed elaboration on “It from qubit” the reader may consider as example the
article by this author , entitled “It from qubit ... “ that , at the time of the present paper,
is in print on Neuroquantology or the review to the recent book Advances in Application
of Quantum Mechanics to Neuroscience and Psychology : a Cliﬀord Algebraic Approach
(E. Conte, Nova Science Publishers, N.Y. 2012) that is appearing on the next issue of
Cliﬀord Analysis, Cliﬀord Algebras and their Applications.
Let us take some interesting features from these papers.
As we said, our thesis is that there are stages of our reality in which we no more may
consider matter per se, independently of the cognition that we have about it.
A discussion about How Come Existence?
No.” A Really Big Question “.
A basic theme in which we evidence the large spectrum of possible applications of the
methods of the theoretical physics.
We will not ever be pushing the reader on an adventure with ambitious questions that of
course should require metaphysical discussions and answers. Rather we remember here
the celebrated article of John Wheeler It from Bit where , we repeat, It states for matter
( the objects......) andthetermBit is an abstraction : a certain amount of information
as we are accustomed to say.
And Information ?
Still there is here a very important problem.
As we said, and as David Deutsch correctly outlines : if we ask to a classical information
theorist , a bit is an abstraction , in detail, a certain amount of information.
For a programmer a bit is a Boolean variable . For an engineer a bit is a ﬂip-ﬂop, a piece
of hardware that is stable in either of the physical states .
And for a physicist?
Here the question becomes very complex. Information relates cognition .A n y w a y w eElectronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96 59
intend to mark the matter ,we cannot escape to admit that it relates a semantic act. By
this abstract entity , we understand, we quantify real variables, we acquire knowledge ,
learning, memorization, possibility to transfer knowledge.
In classical physics it has not future.
David Deutsch dates back to the Stoics and to the Epicureans and even earlier when it
was debated so long about whether the world is discrete or continuous.
Logic is discrete. It forbids any middle between true and false. In classical physics ,
discrete information processing is a derivative and rather awkward concept. Actually
the fundamental classical variables vary continuously with time ( and if they are ﬁelds
.... with space). They obey diﬀerential equations. If classical physicists attempt to
engage discrete observable quantities, they do idealisations. There is a continuum of
possible states that we should be able to designate by diﬀerent real numbers. Any two
such sets of real numbers , however close, would refer to physically diﬀerent states which
would evolve diﬀerently over time and have diﬀerent physical eﬀects. . In addition
we have deterministic chaos because of the possible instability of classical dynamics in
some dynamic systems . Therefore Deutsch correctly estimates that since even one real
variable is equivalent to an inﬁnity of independent discrete variables , an inﬁnite amount
of in-principle –observable information would be present in any classical object.
It is under our eyes that this is an ontological extravagance.
Of course the continuum is a very natural idea. So is the idea that complicated process can
be analysed as combinations of simple ones. In addition, it is the essence of information
processing and of It from Bit .
It is impossible to reconcile such two trends.
Here Deutsch recalls the well known Zeno paradox. He considers the ﬂight of an arrow
as described in classical physics. The real valued position coordinates of the arrow are
pieces of information. The arrow ﬂight is a computation that processes this information..
We could try to analyse that computation as consequence of elementary computations. .
But what should the elementary operation be in this case? If we think about the ﬂight as
consisting of a ﬁnite number of shorter ﬂights , it follows that each of them is complicated
as the whole ﬂight. If , on the other hand, retain the ﬂight as consisting of literally inﬁnite
number of inﬁnitesimal steps , since there is no such thing as a real number inﬁnitesimally
greater than another , we cannot characterize the eﬀect of such inﬁnitesimal operation.
We have not the possibility to characterise an elementary computation realized on what
we are trying to regard as information..
It from Bit has no room in classical applied and basic physics.
And quantum mechanics? We did not mention it till now.
Quantum mechanics changes radically the picture of our matter..
Quantization. Still according to David Deutsch the old black body problem induced Max
Planck to formulate the ﬁrst quantum theory .This was also consequence of the inﬁnite
information- carrying capacity of the classical continuum.
Quantum mechanics evidences some speciﬁc peculiarities. Continuous observables no
more ﬁt naturally in its formalism. We have again a paradox. The converse of Zeno’s60 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
. The spectrum of an observable quantity as it arises by the possible outcomes of its
measurement, is no more a continuous range but a discrete set. . What is the mechanism
enabling transition from one of these values to another!
Quantum mechanics answers in detail to this question . The considered quantum system
makes it continuously.
To be clear : we have here a basic descriptor of quantum reality. It is the quantum
observable. The fundamental question is that it is a rather complex entity , not a classical
variable like a classical degree of freedom ... says Deutsch....It is not , simply, a discrete
variable like a classical bit. We have here a more complex entity that has both discrete
and continuous features.
In Heisenberg picture quantum observables change with time while the quantum state re-
mains constant. The simplest quantum observable is here the Boolean observable deﬁned
as one with exactly two eigenvalues. This is the simplest quantum system .
Again. Have we It from Bit ?N om o r e ?
We have now
It from ?
Where (?) states because we have to identify the abstract entity to insert here.
Note. It is an abstract entity but at the same time it is a kind of physical system. Let
us indicate it by C to characterize such God Giano two faces attitude.
We have thus
It from C
May we characterize C ?
Gottesmann showed in 1999 that we can describe such entity at time t using the Heisen-
berg picture and the triple q(t)=( qx(t),q y(t),q z(t)) of the Boolean observable Q
They satisfy the following statements
qx(t)
2 =1
qx(t)qy(t)=iqz(t) and cyclic permutations over (x,y,z). (1)
It is rather trivial to remember here that a Cliﬀord algebra is deﬁned via the anticom-
muting basic elements
(ei)2 =+ 1o r- 1;
eiej = −ejei ; i  = j; i,j =1 ,2,....,n,
Each Boolean observable C changes continuously with time , and , in addition, owing to
the basic role of the (1) , retains its ﬁxed pair of eigenvalues which are the only possible
outcomes when we go to measure it.
In conclusion, there is no elementary entity in Nature corresponding to a bit
It is C , characterized by the (1), that occurs in Nature. And it pertains to Cliﬀord algebra.
, and it represents a multiversal model. We have C to be intended as C(ej,j=1 ,2,3.).
Using a very restrictive language , devoted to computation purposes only, someone, as
Gottesman, Deutsch , called C using the term qubit but acknowledging it as fundamentalElectronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96 61
and complex entity as we said. Qubits are thus special physical systems. There is not
elementary entity in Nature corresponding to a bit .
Qubits occur in Nature.
Our reality is made of qubits That is to say .. by C. Every answer to a question about
whether something that we may observe in Nature is so or not, is actually a Boolean
observable. Each Boolean observable is only a part of an entity , the C-the qubit,t h a ti s
fundamental to our reality but very distant from our everyday experience. If we prepare
the experience so that one Boolean observable is sharp, then , according to the uncertainty
principle, other Boolean observables cease to be sharp.. There is no way to make the qubit
as universal , whole homogeneous in our reality.
C-qubits are multiversal objects , says Deutsch. This is the reason because they are able
to undergo continuous changes even though the outcome of measuring. or, equivalently,
of being them is only ever one of a discrete set of possibilities.
They are ontological possibilities. Ontological potentialities marked from irreducible
indetermination, ontological superposition of potentialities as the (1) manifestly indicate.
We leave a reality in which what we experience to some degree of approximation as a
world of single valued variables is only a section of a larger reality in which the full answer
to a yes-no question is never just yes or no, but coexisting alternatives A quantum object
is represented by the basic Cliﬀord elements before mentioned.
What the conclusion if the basic scheme It from C(ej) is true!
What sort of experience would have an human being composed entirely of C(ej)?
We may answer correctly to such question only in one case: if and only if we are able
to overcome standard quantum theory. It is known that it is not a self-consistent the-
ory since it admits the collapse of the wave function but remaining such mechanism an
admitted process , added to the theory from the outside by postulates formulated by
von Neumann. We have to demonstrate such basic von Neumann postulates giving so
a ﬁnal self-consistence to the theory. If it is so, we have that a coarse grained level of
our reality looks as though classical physics is true. However, where and when quantum
superposition of potentialities are under way there is no appearance and a more complex
structure comes into play.
This is precisely the adventure in applied physics that we started years ago.
It is well known that the attempts to insert quanternions, and, in detail, Cliﬀord algebraic
approaches in quantum mechanics date back to decades ago. We neither attempt to quote
a so large body of very valuable scientiﬁc activity since we have a disseminated body of
contributions.
Our approach is diﬀerent.
Starting with the basic framework of Cliﬀord algebra , we attempted to delineate what in
these years we called often a rough scheme of quantum mechanics. A bare bone skeleton
of quantum mechanics that we realized so that to apply it in cognitive level of human
beings.
Previously we outlined the importance to overcome the standard position of the quantum
mechanics where the collapse of the wave function is admitted on the basic of some62 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
postulates that were introduced by von Neumann.
Reconsider again the basic our statement There are stages of our reality in which we no
more may consider matter per se , independently of the cognition that we have about it.
As said , this happens since quantum mechanics has its speciﬁc origins and peculiarities
as Orlov previously evidenced Let us see to arrive to evidence the statement by this way..
Structurally, quantum mechanics is a result of applying non-Abelian symmetries to truth
operators and their eigenvectors - wavefunctions. Wave functions contain information
about conditional truths of all possible logical statements about physical observables
and their correlations in a given physical system. These correlations are logical, hence
nonlocal, and exist when the system is not observed.
It may be shown that quantum properties , so distant from our ordinary experience,
appear because, in quantum mechanics, non-Abelian symmetries are applied to truth
operators of logical statements about numerical values of physical observables, while in
classical mechanics, symmetries are applied to numerical values of observables themselves.
These truth operators are also quantum observables, nonlocal by nature, and are repre-
sented in quantum mechanics by density matrices of pure states that of course we may
represent as elements of the Cliﬀord algebra.
Logical elements pertain to logic and the logic pertains to human cognition
The question arises why logic and language and thus cognition have such a fundamental
role in quantum mechanics, while in classical mechanics they have only an auxiliary one.
The reason is as it follows.
The scientiﬁc knowledge of Nature exists only in the form of logically organized descrip-
tions at some diﬀerent scales of accuracy. When these descriptions reach an adequate
high level of accuracy, the fundamental features of logic and language and thus of cog-
nition, acquire the same importance as the features of what is being described. At this
level, we no more can separate the features of “matter per se” from the features of the
logic and language and thus of cognition, used to describe it. At this level mind entities
result involved directly.
Consider here the particular feature that we evidenced at the ﬁrst stage of the present
note: it is the quantization that therefore becomes crucial at this level.
In addition, in classical logic we have a hidden, unformalized symmetry. A logical tau-
tology remains the same tautology, regardless of how we change the meaning of the truth
values of its constituent statements. In the case of quantum mechanics we lose the pos-
sibility of unconditionally deﬁning truth (see Orlov for the appropriate deepening). Here
obviously the deﬁnition of truth depends on how we observe the physical system, on the
context in which we perform observation and thus our semantic act becomes necessarily
linked to the same dynamics to be described.
In quantum mechanics, truths of logical statements about dynamic variables become
indispensable dynamic variables themselves, because they depend on parameters of sym-
metry transformations that redeﬁne truth values. This is the reason because cognition
and mind entities enter with a so fundamental role in quantum mechanics.
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Consider K to be an observable with a set of possible numerical outcomes (k1,k 2,.........).
Consider the system to be in state | ki >..
The logical statement Λki: “The system is in state | ki >.”
or, equivalently
Λki :: K = ki
describes the real situation in this case and therefore is true.
We will prefer to evaluate truths of statements numerically; let the truth value “true” be
assigned the number 1, and the truth value “false” the number 0. In our case, the truth
of Λki:
is equal to 1.
This truth value can be examined by measurement. It in any case involves a semantic
act.
We will measureK
If, after (theoretically inﬁnitely) many repetitions of the same experiment, we obtain the
same number, K = ki , then the truth of Λki:is equal to 1, while all the other statements
Λkj, j  = i , are false and their truths are equal to zero. Therefore, in quantum mechanics
the truth of Λki is measured simultaneously with K and thus it is itself an observable.
So, in quantum mechanics , we have in addition such unequivocal presence of a so called
logical observable. We can represent this observable by the truth operator Λki with the
central point that it commutes with the operator K representing the observable K.
Each truth operator possesses only two exact numerical values,( 1 and 0), it is a projector:
ρ
2 = ρ
and thus a mathematical object that is well known in the corresponding Cliﬀord algebra.
possible description.
In conclusion , we cannot escape . A strong link is established in this theory with logic,
language, and , ﬁnally, human cognition and mind entities.
Since all the Λkicommute withK the eigenvectors of Λki and K are the same.
In diagonal representation we have
Λki(k,k
 )=|ki(k) 
 
ki(k
 )
 
 
Tr (Λki)= 1
and, ﬁnally,
K =
 
i
kiΛki
that deﬁnitively seals with its picture the profound link of the quantum theory with
cognition from one hand and with the corresponding Cliﬀord algebraic representation
from the other hand.
We have here again
It with C(ej)..
And
It from C(ej)?
Here we should be able to demonstrate the logical origins of quantum mechanics.64 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
The book considers in detail such question.
It is well known that J. von Neumann in 1932 showed that projection operators Λk
(Λk(Λk-1)=0) and quantum density matrices must be interpreted as logical statements.
He showed that, starting with quantum mechanics, logic may be derived.
By using Cliﬀord algebra we give inversion of this basic statement . Instead of construct-
ing logic on the basis of quantum mechanics , we demonstrate that quantum mechanics
is constructed from logic by using Cliﬀord algebra.
Therefore the origins of quantum mechanics are on the logic and human cognition and
mind entities.
We know that quantum mechanics runs about two foundations : indeterminism and
quantum interference.
By using Cliﬀord algebra we showed that such basic features may be exhibited starting
with logic –cognitive statements.
We have brieﬂy discussed some results. A feature is important to outline here.
We will not introduce here speculations in the sense of the theoretical philosophical or
epistemological elaboration. We will introduce detailed theoretical results demonstrated
by using quantum mechanics and experimental results derived from well arranged exper-
iments.
Therefore they represent solid and robust points of reference that may be adopted in
neuroscience as well as in psychology. Certainly neuroscience has obtained, particularly in
the last ten years, very important results particularly by using fMRI imaging techniques.
Learning as well as memory brain areas, feelings, as well as other brain functional regions
have been identiﬁed and studied carefully.
There is not doubt that they represent actual advances on the plane of the basic physio-
logical as well as neurophysiological studies.
The tendency is to retain that adding piece after piece of knowledge at neurological as
well as biochemical-neurological understanding, ﬁnally we will arrive to understand the
advent of our mind and of our psyche.
On the other side we have the advances of psychology.
It is unquestionable that the situation is deeply diﬀerent respect to neuroscience studies.
Here we have psychological empirical results and, in addition, some times it seems that
they do not link the arising neuroscience results. Often they results conﬂicting.
In brief, we see a gap between neuroscience results from one side and psychological results
from the other side.
Our opinion is that such existing gap is because between such two regions of our knowledge
a basic theoretical fundamental model is missing.
We need a model that should be able to ﬁll up the present hole.
In the light of the results that we have previously outlined, we retain also that such hole
may be bridged by quantum mechanics and, in particular, by the quantum model that we
have elaborated in detail in these years. The applied physics may attempt to overcome
the gap.
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natural conceptual reservation against physics: Of course we are recalling here a theory of
physics, the quantum mechanics, that, without any doubt, evidences so many diﬃculties
in understanding to discourage also the most predisposed reader. On the other hand
quantum mechanics, according to our results and, in general, to its basic foundations,
appears, as previously outlined, as a Bifronte Giano (Giano two faces God) looking with
one face to the intricate complex processes characterizing matter and, with the other face,
looking at the mind entities. Therefore, also pending all the diﬃculties that out of doubt
articulate the quantum model, it is necessary to attempt to perform any tentative of
understanding because it results rather evident that the quantum model is the way that
is required to us to cover the hole in the perspective to obtain an actual advance in our
knowledge. In order to face such question we will use here a language that will not pertain
properly to the usual scheme of physics and of the applied physics. We will attempt to
follow the easiest way of exposition so that also neurologists as well as psychologists will
be able to follow and in case to read with interest the results here reported.
2. Preliminary Information on Quantum Interfernce
It is well known that in psychology interference is intended as a theory relating substan-
tially some features of memory. It is retained that interference occurs when learning of
something new causes forgetting of older material on the basis of competition between the
two. The main assumption about interference is that the stored memory is intact but it
becomes unable to be retrieved owing to the competition created by novel acquired infor-
mation The German psychologist Bergstr¨ om conducted studies on interference starting
with 1892. There is his classical experiment that in some manner recalls the well known
Stroop eﬀect . He required subjects to sort two decks of card with words into two piles.
When the location was changed for the second pile, sorting was slower. This showed that
the ﬁrst sorting rules interfered with the learning of the new sorting rules. Bergstrom also
conducted his studies with M¨ uller and Pilzeker in 1900 [22] studying what is currently
named the Retroactive Interference. Georg Elias M¨ uller used associative Hemmung (in-
hibition) as a blanket term for retroactive and proactive inhibition. Another important
contribution was realized from Benton J. Underwood in 1915. The result of studies was
that the more lists were learned, the less the last-learned list was retained after 24 hours.
In 1924 Jenkins and Dallenback [23] showed that everyday experiences can interfere with
memory with an experiment evidencing that retention being better over a period of sleep
than over the same time devoted to activity. In 1932 also with the studies of McGeoch
[24], it was advanced the indication suggesting that a Decay Theory should be replaced
by an Interference Theory. Finally, Underwood substantially sustained that proactive
inhibition is more relevant than retroactive inhibition in accounting for forgetting.
The Proactive Interference identiﬁes a feature that appears to us to be of importance.
It relates the forgetting of information due to interference from the traces of events or
learning that occurred prior to the materials to be remembered.
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context, past memories inhibit the subject’s full potential to retain new memories. It
has been admitted that forgetting from working memory would be non-existent if not for
proactive interference.An actual example of Proactive Interference is often considered to
be that one, as example, of a subject having the same credit card number for a number
of years. He memorizes this number over time. Therefore, if a new card is given to the
subject, he/she would then have great diﬃculty memorizing the new credit card number
as the old credit card number is so established in his/her mind. The competition between
the new and old credit card numbers causes Proactive Interference.
The term on which we need to ﬁx our consideration here in relation to our arguments, is
that one of competition.
We must now evidence that some neuro-correlates have been identiﬁed. Proactive Inter-
ference in the brain has been studied in the following manner. A subject is submitted to
a task in which he/she must commit a given set of items to memory and it is asked to
recall a speciﬁc item which is indicated by a probe. Using this “Recent-Probes” task, the
brain mechanisms involved in the resolution of Proactive Interference results by FMRI
to be the ventrolateral prefrontal cortex and the left anterior prefrontal cortex.
Still, It is known that Span performance refers to working memory capacity. It is cur-
rently admitted that we have a limited span for performance in language, comprehension,
problem solving and memory. Span performance on later experimental trials is lower than
performance of earlier trials. This indicates that Proactive Interference aﬀects suscepti-
bility to span performance.
Also the theory of the Retroactive Interference seems of interest. Its content is that
Retroactive interference prevents the retrieval and performance of previously learnt in-
formation due to newly acquired and practiced information. Also in this case we have a
classical example, that one of a subject that memorizes a page of a great book and then
after a few instants he/she memorizes another page number, using this second number
more. When the recall of the ﬁrst number is needed, the recollection will be lower because
the last number was the item practiced the most. This is Retroactive Interference.
Retroactive Interference has been localized to the left anterior ventral prefrontal cor-
tex by MEG studies investigating Retroactive Interference and working memory in el-
derly adults. Subjects 55–67 years old showed less magnetic activity in their prefrontal
cortices than the control group. Executive control mechanisms are located in the frontal
cortex and deﬁcits in working memory show changes in the functioning of this brain area.
Retroactive Interference has also been investigated using pitch perception as the learning
medium. The researchers found that the presentation of subsequent stimuli in succes-
sion causes a decrease in recalled accuracy.Massaro [25] found that the presentation of
successive auditory tones, confused perceptual short term memory, causing Retroactive
Interference as the new tone inhibits the retrieval of previously heard tones.
Retroactive Interference also increases when the items are similar, increasing association
between them as shown by spreading activation. Barnes and Underwood found that when
participants in the experimental condition were presented with two similar word lists,
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list. This ﬁnding contrasts the control condition as they had little Retroactive Inference
when asked to recall the ﬁrst word list after a period of unrelated activity.
Finally, we have the Output Interference. It is based on the happening that the initial act
of recalling speciﬁc information interferes with the retrieval of the original information.
Henry L. Roediger and Schmidt [26] found that the act of retrieval can serve as the source
of the failing to remember. They performed several experimentations testing the recall
of categorized and paired associative lists. Three experiments were carried out where
subjects were ﬁrst presented with category lists and then asked to recall the items in the
list after being shown the category name as a cue. The further test position from the
category resulted in a decline of the recall of words. A fourth experiment revealed that
only recent items were present in output interference in paired associative lists.
Smith found that if categories with corresponding items were successfully recalled, a
systematic decline would occur when recalling the items in a category across the out-
put sequence. He conducted multiple experiments to determine the conditioned input
necessary to produce Output Interference.
Both short and long term memories are centralized to the hippocampus and the amygdale.
In both short-term memory and long-term memory Smith measured output interference
in three age groups (aged 20–39, 40-59, 60–80 years). The results of recall performance
revealed signiﬁcant diﬀerences due to age where the older group recalled fewer items
than the middle group who recalled fewer items than the youngest group. Overall Smith
concluded that memory decline appears with increased age with long-term memory for-
getting rather than short-term memory forgetting and short-term memory was unaﬀected
by age. However output interference was unable to explain the memory deﬁcit seen in
older subject.
Recent research of adult subjects free recall and cognitive triage, evidenced similar ﬁnd-
ings of recall performance being poorer in older adults compared to younger adults.
Although it was also indicated that older adults had an increased susceptibility to Out-
put interference compared to younger adults and the diﬀerence increased as additional
items were recalled.
Decay theory holds about a classical conceptual counterpart that is rather frequent in
science. In our case it outlines that memories weaken over time despite consolidation and
storing. In other terms, although the subject may remember a speciﬁc detail, over time
he/she may have greater diﬃculty retrieving the detail you encoded. Decay theory links
possibly Interference Theory in the way that old memories are lost over time. Memories
are lost in Decay Theory by the passing of time. In Interference Theory, memories are
lost due to newly acquired memories. Both Decay and Interference Theories are involved
in psychological elaborations about forgetting.
Decay and Interference Theory diﬀer in the sense that Interference Theory has a second
stimulus that prevents the retrieval of the ﬁrst stimulus. Decay Theory is caused by time
itself. Decay Theory is a passive method of forgetting as no interference is produced.
Interference Theory is an active process because the act of learning new information
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Dual task Interference is a kind of interference that occurs when two tasks are attempted
simultaneously. As we will outline in detail in our following exposition, this is a feature
that has great importance in our approach.
Harold Pashler [27] based his research on the fact that, when one attempts two or more
tasks at the same time, it arises that in some cases they are successful in completing
their task and in other cases not. We recommend strongly the reader to hold such results
when after we will speak about compatible and incompatible observables in quantum
mechanics.
Pashler proposed that the brain contains one mental entity to where all tasks must be
carried out. When the brain is attempting to complete two tasks, both tasks are present
in the same mind area and compete for processing ability and speed. This relates to
Interference Theory as the tasks compete. Interference Theory indicates that the learning
of new information lowers the retrieval of older information and this is true in Dual Task
Interference. The dominant task of the two, inhibits the other task from completion.
Just as Interference Theory states, the completion of new tasks inhibits the completion
of previously completed tasks due to capacity sharing.
We now introduce the so called Cross talk. It relates the communication between sensory
inputs, processing and the thoughts of the individual. The theory is that if two processes
are being activated and they are not similar in any way, the brain will have diﬃculties
as separate cognitive areas are being activated and there is conﬂicting communication
between the two. Obviously, if the two processes are similar, there will be less cross talk
and a more productive and uninterrupted cognitive performance.
Navon and Miller [28]claim that Dual Task Interference is caused by the arising conﬂict
which is a result of one task producing outputs, or side eﬀects that are harmful to the
processing of the other task.
These are the basic notions usually retained in psychology and neurology. Before to
conclude, let us recall also some comments of Freud.
Freud [29-33] in his Vorlesungen zur Einfuhrung in die Psychoanalyse in years 1915-1917
quotes the term interference when he speaks about the so called Freudian slip.
It results from the interference of two diﬀerent intentions, and he considers one as per-
turbing and the other as perturbed.
It is the Freud hypothesis that gives us the possibility to introduce a quantum mechanical
approach to the argument. As example, in page sixty four of his quoted book , he explains
that the disturbing element arises from a sequence of thoughts that had their collocation
soon before our mind and produce soon after their eﬀect independently from the fact that
they have found their direct representation in the talk.
The thoughts, outputs and side eﬀects of one task either aﬀect the previous
or subsequent recall.
Starting with 1983, we have developed our activity to study the possible quantum in-
terference in perceptive –cognitive processes in humans. Let us see brieﬂy as quantum
interference must be intended in psychology. It has been discovered by us that it has
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brevity. Limit ourselves to categorization.
The principle appears to be as it follows:
Every time a subject performs an operation of categorization, we must expect that pos-
sibly such cognitive performance will possibly induce a quantum interference with the
subsequent performed cognitive act [1,8,11,15,18,20]
Let us give a direct example in order to support our evidence and statement about the
meaning of quantum interference in the sphere of cognitive functions.
First, let us expose the concept of categorization. Said brieﬂy, it is an operation that
the human subject operates starting from some stimuli organizing them in categories.
Categorization in little children passes by analogy . Progressively it engages our logical
faculties as well as our emotive status.
For brevity we cannot enter here in the details of our quantum model, the reader is invited
to read the large body of papers that we have published on this matter. At the moment
we outline here only some features [1-21].
Quantum mechanics runs about the concept of observable. This theory selects a system
to be studied, and the human experimenter decides to perform measurements on such
system selecting some quantity of interest to be measured. As example, we may select as
system an electron and decide to measure its spin. In this case the spin is the so called
quantum observable in relation to the system that we have selected to study.
However, there is in quantum physics an important and unexpected novelty that we are
not accustomed to acknowledge in our ordinary experience. Some quantum observables
result incompatible. This means that they cannot be measured simultaneously obtaining
both deﬁnite values without uncertainties. If we obtain valuable precision in measuring
one of such two incompatible observables, not for technical limitations but for the in-
trinsic irreducible indetermination of reality at the quantum level, we never will obtain
satisfactory precision in the measurement of the other observable.
Now let us transfer such our reasoning in the sphere of our direct interest.
Let us admit that mind entities respond to the rules of quantum mechanics.
We repeat here. This is not a net abstraction that we introduce without justiﬁcation. We
have given a lot of results conﬁrming the elective role and presence of quantum mechanics
at the level of mind entities [1-21].
Consider a subject in some cognitive status. It will represent thus a subject being in
some quantum cognitive condition.
Suppose we consider two dichotomic non commuting quantum observables A, and B. In
psychological framework: let us admit that we have two tasks, A and B, and a subject
may answer A= yes /not and B= yes/not. For A we have a+= yes , a− = not.F o rt h e
task B, we have b+ = yes,b− = not.
For the test A we have the state of the subject when performing the task A. This is to
say in our psychological approach that we consider the mental state of the subject with
respect to the task A.
Here we have the core of the quantum model.
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According to the basic rules of quantum mechanics, until the subject has not reached
a ﬁnal decision about the task A (yes, not), its mental state is in a so called potential
superposition of possible states.
This is the diﬃcult concept to accept.
The superposition of potential states is expressed by the sum and the subject mental
states is thus in the superposition of the state /a+ > and of the state /a− >.
This potential superposition of states is thus expressed in the following terms.
| ψ> =c o sθa/a+ > +senθa/a− >
Here |ψ  represents the mental state of the subject respect to task A. |a+  represents
the mental state of the subject when he/she answers yew and |a−  represents the mental
state of the subject when he/she answers not.
cosϑa and senϑa represent instead the so called probability amplitudes. This is to say
that their square modulus will indicate, respectively, the probability that the subject will
answer yes to the task A and the probability that the subject will answer instead not to
this task.
This is all the basic diﬃculty to understand our quantum model.
We may summarize it.
First: for A task, the mental state is expressed by |ψ , or in the standard language of
quantum mechanics, by the so called wave function.
This is to say that when the stimulus is given to the subject (the task A is formulated),
the subject poses him/her self in a condition of potential superposition of states yes and
not. Potential superposition here means that he/she will be at the same time in both
such mental states.
Soon after it will happen what in quantum mechanics is called the process of actual-
ization. The subject will do transition from the condition of potentiality to that one of
actualization. He will decide. He will do transition, with a given contextual probability,
or in the mental state that will induce him/her to answer yes or, with some probability,
to the mental state that will induce him/her to answer not.
Here cos2 θa represents the probability that the performance a+= yes will be actualized,
while instead sen2θarepresents the probability that the performance a− = not will be
actualized.
In our opinion the diﬃculty in understanding the quantum model of mental entities is
not in the mathematics, not in the physics or in the formulas since the reader has seen
with his/her eyes that we are engaged only in one simple formula. The real diﬃculty is
in understanding deeply their meaning and learn to manipulate such basic concepts.
The ﬁrst one is that of potential superposition. At some stages the reality at mental level
is not actualization but potentiality, and potentiality means mutual and simultaneous
coexistence of alternative mental states marked from irreducible indetermination.
This is the ﬁrst basic concept.
The second basic concept is that one of actualization.
Our mental performance is able to perform actualization. This means that it is able toElectronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96 71
transitate from the stage of potentiality to that one of one actualized mental state [2,3].
We may say that our consciousness operates as an agency of selection. In a probabilistic,
context dependent manner, our consciousness operates a selection between alternatives
reducing potentiality to actualized state with awareness about the performed cognitive
act and selected decision.
Let us verify if we have been engaged in such quantum model.
Let us admit that, instead of A, we decide to submit our subject to a diﬀerent task that
we call B.
It will happen the same thing. The same elaboration may be written for the task B. We
will have again a superposition of potential states and thus a subsequent actualization.
For the superposition of potential states this time we will write
| ψ> =c o sϑb/b+ > +senϑb/b− >
where cos2 θb will represent this time the probability that the performance b+= yes will
be actualized and sen2θb will represent the probability that the performance b− = not
will be actualized.
Let us compare the situation respect to the case of the task A. As previously said, his/her
mental state in the potential form will be
| ψ> =c o sθa/a+ > +senθa/a− >
and he will perform the actualization a+= yes with probability cos2 θa, and assuming
the mental state |a+ . Instead he will actualize a− = not with probability sen2θa and
assuming the mental state |a− .
In conclusion, for the only task A, the subject will categorize a+= yes with probability
cos2 θa, and assuming the mental state |a+ . He will categorize a− = not with probability
sen2θa and assuming the mental state |a− . For the task B he/she will perform the actu-
alization b+= yes with probability cos2 θb, and assuming the mental state |b+ .I n s t e a d
he will actualize b− = not with probability sen2θb and assuming the mental state |b− .
Now we change our experiment.
We ask to the subject to categorize ﬁrst the task B, followed soon after from decision of
task A.
From the experimental view point, the arrangement is clear. We ﬁrst ask to subject to
perform the task B. According to our model he/she will pose him/her self in a condition
of superposition of potential states and ﬁnally will actualize a decision on A. Suppose
that, during the categorization of task B, he will actualize b+= yes, thus assuming this
time the mental state |b+ . When, soon after, he/she will be asked to perform the task
A, its mental state |b+ , according to quantum mechanics, will be expressed again in
the potential superposition of states (alternatives relating the task A), and thus his/her
mental states will be
/b+ >=c o sϕ/a+ > +senϕ/a− >.
The mental state, following the categorization due to the task B is now profoundly
changed (|b+ )72 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
respect to the case in which it was asked to him/her to perform the task A only (he
assumed |a+ or |a− ). Since, performing ﬁrst the task B and soon after the task A, the
subject assumes the potential states
/b+ >=c o sϕ/a+ > +senϕ/a− >
the probability that, performing the task A, he now decides on a+= yes will be given
from cos2 ϕ,a n da−= not from sen2ϕ.
In conclusion, if the subject performs the task A only, the probability to actualize a+=
yes is cos2 θa, and its mental state is |a+ . If instead it is asked him to perform ﬁrst
the task B with categorization and soon after the task A, its mental state is ﬁrst |b+ 
and soon after, performed decision, it will be |a+ , and, in particular, his probability to
categorize a+= yes will be now cos2 ϕ.
In brief with the only statement A the probability for a+= yes will be cos2 θa.F o rt h e
case of ﬁrst statement B followed soon after from the task A, the probability for a+=y e s
will be cos2 ϕ.
Obviously cos2 θa  =c o s 2 ϕ.
So we expect that the subject will decide in a diﬀerent manner in case A only, respect to
categorization B followed by decision A and he will give very diﬀerent performances as
answer to A and B [
The reason is that the two mental states, respectively in the two conditions of experimen-
tation, will be totally diﬀerent. The possibility to explicit such standard mental situation
with so rigorous details gives implications that under the psychological and mental proﬁle
are obviously of very remarkable importance.
The same thing happens when the subject categorizes actualizing b− = not. He will
assume this time the mental state |b− . When, soon after, he will be asked to perform
the task A, its mental state |b− , according to quantum mechanics, will be expressed by
the following potential state
/b− >= −senϕ/a+ > +cosϕ/a− >
The probability that, performing the task A, he now decides a+= yes is given from sen2ϕ.
In conclusion, if the subject performs the task A only, the probability to actualize a+ =
yes is cos2 θa, and its mental state is |a+ . If instead it is asked him to perform ﬁrst the
task B with categorization and soon after the task A, its mental state is ﬁrst |b−  and
soon after, performed categorization, it will be |a+ , and, in particular, his probability to
categorize a+= yes will be now sen2ϕ.
In brief, with the only statement A the probability fora = + will be cos2 θa. For the case
of ﬁrst statement B followed soon after from the task A, the probability for a+ = yes will
be sen2ϕ.
Obviously cos2 θa  = sen2ϕ.
So we expect that the subject will categorize in a diﬀerent manner in case A respect to
the case of B followed by A and he will give very diﬀerent performances as answer to A
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The interpretation in terms of quantum mechanics is that any intermediation of an actu-
alized categorization induces a possible modiﬁcation of the mental states and a profound
modiﬁcations of the probabilities in performing single tasks or task with categorized
intermediation [1,18,34,35].
We may see that, using quantum mechanics, we may arrive to analyze in detail mental
states and the profound modiﬁcations that we may observe in their inner probabilistic
dynamics in function of the manner in which we perform our thinking and our process of
decision making.
We may now explain what in the quantum model is called quantum interference.
The experimental situation is clear. We select two psychological tests A and B to be
given to a subject. Let us realize such A and B tests so that such variables A, B are
dichotomic. This is to say that they may assume only two values (±1) being, as example,
+1 Yes and –1 Not. Let us admit now that we select two appropriate populations of
subjects, the group C and the group D. To each component of the group C, we give the
test A. Each subject will answer with Yes or Not so that at the end of the experiment
we will have the probability p(A = +1) and the probability p(A = −1) with
p(A=+1) + p(A=-1) = 1.
Now we consider the group D. To each of such subjects we give ﬁrst the test B immediately
followed by the test A.
In this case we will estimate the probabilities p(B = +1) , p(B = −1) , p(A=+1/B=+1),
p(A=+1/B=-1), p(A=-1/B=+1),a n dp(A=-1/B=-1)
With p(B=+1) + p(B=-1)=1 p(A=+1/B=+1) + p(A=-1/B=+1) = 1,a n d
p(A=+1/B=-1) + p(A=-1/B=-1) = 1.
Let us remain here at the most simple basic step that, as it is well known, is represented
by the well known Bayes theorem.
Here we have a formula that should not represent a problem for the reader. The Bayes
theorem is well known at all. As we know, according to Bayes, we obtain that
p(A = +1) = p(B = +1)p(A =+ 1 /B = +1) + p(B = −1)p(A =+ 1 /B = −1)
Therefore we have a basic statistical calculus that assures about the results that we should
ﬁnd if at cognitive level classical statistics and not quantum mechanics should apply. It
is that
p(A = +1) = p(B = +1)p(A =+ 1 /B = +1) + p(B = −1)p(A =+ 1 /B = −1)
We repeat. It pertains to classical probability theory.
What is the important datum. It is that it is violated in the case of quantum mechanics.
In quantum mechanics a further quantum interference term appears and, instead of the
p(A = +1) = p(B = +1)p(A =+ 1 /B = +1) + p(B = −1)p(A =+ 1 /B = −1)
we obtain
p(A = +1) = p(B = +1)p(A =+ 1 /B = +1) + p(B = −1)p(A =+ 1 /B = −1)+74 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
+2
 
p(B = +1)p(A =+ 1 /B = +1)p(B = −1)p(A =+ 1 /B = −1) cosω
Therefore, in the case of quantum interference, we have a further term [1,4,6,8,11,12,15,18,20,36-
40].
2
 
p(B = +1)p(A =+ 1 /B = +1)p(B = −1)p(A =+ 1 /B = −1) cosω
respect to the classical case. Obviously, a similar relation hold in the case of p(A = −1).
We are thus in the condition to perform experiments devoted to acquire evidences on
such existing or not quantum interference term
2
 
p(B = +1)p(A =+ 1 /B = +1)p(B = −1)p(A =+ 1 /B = −1) cosω
and to estimate cosω.
All the performed experiments by us have conﬁrmed in these years the presence of the
quantum interference term.
Have we reached well known experimental conﬁrmations on the case of categorization
followed by decision as previously discussed ?
Also in this case the answer is positive.
We retain that the ﬁrst evidence of a possible quantum interference eﬀect in our cogni-
tive performance was reported by an experiment that was conducted eleven years ago.
Townsend, Silva, and Spencer – Smith [ conducted a closely related test of interference.
Decision makers were presented faces belonging to one of two categories (i.e. good guys,
bad guys) and they were asked to decide to choose between two actions (i.e. attack or
withdraw). Two diﬀerent conditions of experimentation were realized here. In the ﬁrst
kind of the experiment to the subject was asked to decide only , or attack or withdraw. In
the second version of the experiment, instead, to the subject was ﬁrst asked to categorize
(good guys, bad guys) and then take decision ( attack or withdraw).
In substance in the second experimental situation to the subjects was asked Decision
/Categorization just as we formulated previously by our quantum model.
In this version of the experiment the subjects were asked to ﬁrst categorize the face, and
then decide how to act. These experiments were used to investigate the interference eﬀect
of the category task on the decision task. Townsend et al. reported that participants
produced statistically signiﬁcant deviations just as predicted previously by our quantum
model.
In our opinion this experiment gives great evidence of existing quantum interference
eﬀect.
3. May we describe Introspection and Priming in our quantum
model?
In the previous section we have introduced two principles that characterize our quantum
model.
The ﬁrst principles is that mental entities and mental states obey the principle of quantum
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The second principle is that such mental states have the context dependence to actualize.
This means that they tend to pass from the state of potentiality to that one of actual-
ization. At the potential state only potential mental alternative exist . At the actualized
state our consciousness operates as an agency of selection operating a direct actualization
of one and only one alternative among the all possible existing.
It seems that we have reduced our quantum model to two simple principles that at the
ﬁrst inspection do not appear so complicated to be accepted.
It is not so. The scheme of a mental reality that may proceed by two diﬀerent directions
is enormously complicated. We should to understand in detail what we intend by poten-
tiality and explain in particular what is such transition from potentiality to actualization.
This is of course a very important discussion that we have developed in detail in other
published papers [1-21] so that we will not enter in the details here for brevity.
Let us accept that the two principles hold.
It follows that quantum mechanics has a role in brain dynamics and the characterization
of our mental entities.
If it is so, our vision of brain dynamics is assigned to change profoundly.
As we know brain may be represented as very high complex system. It is the highest
example of system in Nature.
If the principle of superposition of states holds for brain, we must expect that at the
potential level, brain involves mental entities that continuously perform superposition
of potential states at large scale. Consequently brain explains activity at a very large
extent of action and, the most important feature, is that, being at the level of poten-
tial alternatives without direct actualization, it escapes to our direct observation and
awareness.
Again we ﬁnd here a profound link with some ﬁndings of neuroscience.
In fact, most of neuroscientists by this time agree that human decision making and
ﬁnally behaviour is based on and inﬂuenced by cognition- and emotion-related information
processing some of which takes place without simultaneous awareness.
Every one may acknowledge that this statement actually overlaps with our quantum
model.
Phenomena such as priming [42-52] and implicit memory are well known and demonstrate
that stored information is able to change human behaviour in the complete absence of
any awareness.
Also this is a statement that as we will evidence soon, overlaps with our quantum model.
To what extent such non-conscious information processing contributes to even highest
forms of
brain functions remains unclear to the present experimental knowledge but we will evi-
dence here that a strong support may be found by the quantum model. In fact, evidence
accumulates leading
to the notion that astonishingly much of our most sophisticated brain functions work
totally independent from consciousness. Discrepancies between self report and objective
measurement have been reported. The brain knows more than it admits.76 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
In substance we have the basic problem to demonstrate that information processing in
the absence of awareness (non-conscious information processing) is able to manage and
inﬂuence even complex human cognitive and emotion-related information processing and
thus guides human behaviour outside subjective experience.
This ﬁnal part of our present article is dedicated to the eﬀort to demonstrate that this is
precisely what quantum mechanical model evidences
In order to take this step on we ﬁx a rough term that possibly will discourage neurosci-
entists. However, we will use it not in the usual sense of this terms but just to represent
all that brain dynamics could perform outside the ﬁled of our subjective experience.
We will use the term Introspection. Certainly it is inappropriate but the reader must
operate the eﬀort to retain that in this particular case it is a symbolic term that represents
the whole complex of mental and brain operations that we have just recalled and that,
according to the previous thesis, enter in the domain of all that operations and most
sophisticated brain functions that work totally independent from consciousness. We have
said that brains knows more than it admits. We relate all such behaviours by this
inappropriate term.
Let us now arrange an experiment
Let us consider that a subject aims to establish that it does not exist diﬀerence between
two pairs of cognitive performance that he decides to submit to its mental elaboration .
We have four cognitive performance that we call here a,b,c,d, and he aims to ascertain
that it does not exist diﬀerence between the pair of cognitive performance ab and cd.
In brief he is called to examine
M = ab − cd =0
He must perform tasks simultaneously. Thus, as example he may apply his cognitive
performance simultaneously on the pair ab. According to the rules previously mentioned,
let us admit that his mental structure runs so that a and b are compatible observables.
Remember that quantum compatible observables means that they may be simultaneously
observed and evaluated. On the contrary in the quantum model we have also incompatible
observables.
The subject can actualize or categorize both a and b simultaneously.
Still c and d are compatible observables.
The subject can actualize or categorize both c and d simultaneously.
Still, also a and c are compatible observables as well as b and d
However, the subject has also some incompatible observables. They are a and d has also
some that is to say... he is unable to actualize both a and dsimultaneously, as well as
he is unable for band c.
Let us admit that he starts at time t1, and he starts at time t1, and he attempts to
perform his INTROSPECTIVE ACTIVITY on the pair (c,d).
Let us apply our quantum model [1,9,10,15]. First of all note that in the quantum
model, the subject does not perform an actualization or a categorization in t1. He stores
information without simultaneous awareness He performs sophisticated brain
functions working the brain totally independent from consciousness. In this phase theElectronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96 77
brain develops more than we may admit.
From our quantum mechanical model view point, this means that the subject is using
potentiality for his brain dynamics, posing himself in a potential superposition of states.
Therefore, in this time the subject poses himself/herself in a superposition of potential
mental states, and we may write
 
n,m
cnm(c,d)ψnm=
 
n,m
cnmgnmψnm
where ψnmare the potential mental states (mental states due to introspection), gnmis the
products of the possible values cnand dmnot directly actualized and the cnmare the com-
plex coeﬃcients with probabilities given by |cnm|
2for any potential-introspective mental
state to be actualized.
The formula may appear diﬃcult to be understood but it is no more than the superpo-
sition of states previously discussed but this time generalized to a number of diﬀerent
alternatives that the subjects has. We may understand that we do not explain our brain
dynamics only by using dichotomic observables. We may have observables that may
assume diﬀerent values and thus diﬀerent mental states coexist.
Therefore, the reader must not be discouraged not intending the complex formula. It only
says that many alternatives of potential mental states are now superimposed in the brain
dynamics of the subject. Of course it is not so determinant to understand the formula in
its mathematical details. It is important to follow the basic concept that it represents.
Let us admit now that at the time t2, t2 >t 1(soon after!) the subject is posed a question
on (a,b) and this time he /she realizes a mental status in which both a,b,and their product
ab = nrs
assume a determined value.
In quantum mechanical terms we write that
(a,b)ϕrs = arbsϕrs = nrsϕrs
where aris the value that he actualizes for a, bsis the value that he actualizes for b,a n d
nrsis the product of ar and bs.ϕrsis the mental state of the subject.
Thus, in conclusion. The ﬁrst time the subject performs a mental action without having
direct awareness. And thus remaining in a state of superposition of potential alternatives.
In the subsequent time instead he observes, categorizes or takes decision about a new pair
of mental tasks and this time ﬁrst realizes, as previously explained, a superposition of
potential states and subsequently he goes on to actualization arriving to decide or to
select, and thus attributing deﬁnite values to the observables that have been posed to his
attention. This time he has full awareness of the performed operation.
We may now summarize the dynamics at the times t1and t2.W eh a v et h a t
( at the time t2): (nrs − arbs)ϕrs =
 
nm
cnm(gnm− cndm)ψnm: ( at the time t1).
We remark that the subject, performing an introspection at time t1, and an actualization
at time t2, only two cases may encounter.78 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
The ﬁrst is that the value of actualized condition, nrs, results equal to the numerical
values of introspection,gnm,t h u s
nrs = gnm.
The second possibility is that the actualized value nrs does not result equal to numerical
values of gnm
nrs  = gnm.
Obviously there are not possible other cases.
Let us explicit the ﬁrst case
arbs = cndm
Fixed a value α,w em a ys a yt h a t
ar(t2)bs(t2)=α
cn(t1)dm(t1)=α
This is a system that may be promptly solved. It gives that
ar(t2)=kdm(t1)
cn(t1)=kbs(t2)
for any given value of k.W eh a v ea l s ot h a t
dm(t1)=
α
kbs(t2)
and
cn(t1)=
kα
ar(t2)
we may now formulate some conclusion. We have here a quantum mechanical model of
the manner in which actualization from one hand and introspective activity on the other
hand may be handled from the subject. To be clear: the subject at time t2actualizes or
categorizes the basic tasks leading to ar(t2), bs(t2), and thus nrs(t2)responses and mental
state ϕrs. At the time t1, he /she formulates only an introspective activity that leads
to a superposition of potential – introspective mental states ψnmwith potential –possible
values gnm.
The theory leads us to establish that they happen the following facts:
if nrs = gnm.
It happens that
arbs = cndm,
ar(t2)bs(t2)=α
cn(t1)dm(t1)=αElectronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96 79
and
ar(t2)=kdm(t1)
cn(t1)=kbs(t2)
and
cn(t1)=kbs(t2)
for any given value of k.W eh a v ea l s ot h a t
dm(t1)=
α
kbs(t2)
and
cn(t1)=
kα
ar(t2)
These are the relations that the reader must observe carefully. These relations delineate
a typical dynamics.
This is the crucial point: a bridge is realized between the stage of the introspection at
time t1 and that one of the actualization or categorization at time t2.S e et h e
ar(t2)=kdm(t1)
cn(t1)=kbs(t2)
and the
dm(t1)=
α
kbs(t2)
cn(t1)=
kα
ar(t2)
It is easy to deduce that the values ar(t2), bs(t2)a tt i m et2 (time in which the subject
actualizes, becomes awareness of his decision) are interconnected to the possible values
cn(t1)and dm(t1), are interconnected with the values that he did not actualized, real-
ized only in a potential stage, stored as information without simultaneous awareness
He performed sophisticated brain functions working the brain totally independent from
consciousness. This was the phase in which the brain developed more than we may admit.
As example we see that
ar(t2)=kdm(t1)
and
bs(t2)=
α
kdm
(t1)
This means that the human introspective activity at the time t1 strongly correlated
what the subject will actualize or categorize at time t2 In some sense we have a time
symmetric phenomenon in which in some sense what it happens at time t1determines
the future action of the subject at time t2and viceversa. We realize what we call here
psychological pseudo-correlations. To the same conclusions we arrive considering the case
nrs  = gnm.80 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
In the last one hundred lines we have written well twenty eight formulas and this is
a condition that certainly will discourage our reader not engaged in mathematic and
physics.
Of course we have to consider the basic features of our paper. We are examining a basic
matter moving in an hybrid background that simultaneously takes from physics and from
neuroscience.
Form one side we have to meet the reader that has a profound engagement in physics.
This reader considers and understands the matter if and only if it is exposed with the
rigour of the formulas. It is the only language that he is able to accept. For this reason
we have explained here the whole argument explaining it with twenty eight formulas. It
is true that they pertain to our quantum model that is well known and thus also such
our previously formulas were previously published on specialized journals of theoretical
physics. However, we have attempted to meet such kind of requirement giving again here
the rigorous theoretical formulation.
On the other hand we have to satisfy the greatest requirement. The scholar in neuro-
science and /or psychology has not direct competence in mathematical and physics and
thus we consider his great discomfort that he has ﬁled approaching all such mathematical
and physical formulation.
Such reader has all the elements to eliminate his hardships. It is only required that he
understands carefully what are the results that we have obtained.
Let us summarize all such results.
In brief, we have considered an human subject and we have admitted to give him a
perceptive input stimulus at aﬃxed time t1 that has not induced simultaneous awareness
in the subject.
This is the content of the ﬁrst formula that we wrote.
According to our quantum model, we know that, following the input at the time t1,t h e
subject poses him self in a superposition of potential mental states but he does not reach
simultaneous awareness.
The formula is actually the physical picture of the human condition of the subject.
Soon after we have admitted to have given to the subject a new perceptive stimulus at a
subsequent time t2 giving this time to the subject to reach complete actualization, that
is to say complete awareness in relation to the given input.
This is physically written in the following formula.
At this stage of our elaboration we have posed to ourselves the following question: if
brain dynamics has operated so that at the time t1 has not reached awareness in relation
to the given input stimulus and instead at time t2 has reached awareness about the new
stimulus, are we able to examine the dynamics that elapsed between the time interval of
time (t2 − t1).
This is what we asked writing the following formulas and going on in developing the
physical elaboration.
As it always happens during a ﬁnal physical elaboration , the scholar stops its formula-
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reached at this point.
In our casein such results were obtained.
(1) In time t1 a stimulus was given to the subject but he had not the time to reach aware-
ness (his mental states realized what in our quantum model is called superposition
of potential states)
(2) In a subsequent time t2 another stimulus was given to the same subject but having
this time to reach complete awareness about it.
(3) Brain dynamics acted so that what happened in time t1(also in absence of awareness)
determined what the subject made aware in time t2. The thing that we must realize
with extreme clearness is that what the brain realizes at time t1 (under a given
stimulus that we call A) and without condition of awareness correlates (and this
term means “inﬂuences”, “determines”) the brain dynamics when in a subsequent
time t2the subject will be submitted to a diﬀerent stimulus (call it B) but being
in this case the subject in condition of awareness respect to B. This is the basic
thing predicted by our quantum model and this is the content of the other physical
formulas that we wrote previously. The reader does not need to understand the
formulas, it is suﬃcient to understand the contents of points (a), (b), and (c).
In brief, we may conclude that, according to our quantum model, an input stimulus
given in a time t1 to the brain also in absence of awareness for the subject determines the
behaviour of the brain when in a subsequent time t2 the subject will be given a diﬀerent
input stimulus but having this time the subject the suﬃcient time to reach awareness of
such new administered stimulus.
In other words, according to our quantum model, we have given physical demonstration
about a matter that some neuroscientists support from some time. They agree that
human decision making and ﬁnally behaviour is based on and inﬂuenced by cognition-
and emotion-related information
processing some of which takes place without simultaneous awareness.
Every one may acknowledge that this statement actually overlaps with our quantum
model. In particular our model clears and gives demonstration on the manner in which the
brain dynamics develops in the two stages (previous not awareness- subsequent awareness
and decision).
Phenomena such as priming and implicit memory are well known and demonstrate that
stored information is able to change human behaviour in the complete absence of any
awareness.
Also this is ﬁnal statement overlaps with our quantum model.
To what extent such non- conscious information processing contributes to even highest
forms of
brain functions no more remains unclear to our present experimental knowledge since
we have now a strong support based on a detailed quantum model. In particular such
model explains and supports with the rigorous mean of the physics the previous evidences
accumulated and leading to the notion that astonishingly much of our most sophisticated
brain functions work totally independent from consciousness. The brain knows more than82 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
it admits.
There is still a ﬁnal consideration to add.
Theoretical physics is able to formulate strong and robust theoretical formulations about
the phenomena relating our reality. Obviously they cannot be ascribed to science up to
experiments conﬁrm the predictions of the given theoretical formulation.
This was as example the case of Einstein relativity. It appeared immediately to physicists
a great and robust, and advanced new theory but it was not accepted in science up to
detailed experiments conﬁrmed Einstein prediction.
The same thing happened for quantum mechanics. It was accepted in science only when
it overcame the experimental controls that in fact have been extended for eighty years
always conﬁrming the predictions of the theory.
In the restricted framework of the matter representing the subject of the present article,
we have to follow the same methodology. We cannot say a priori to have found elaboration
and demonstration about the basic statement that “brain knows more than it admits”,
just to mention the conclusion that we reported some lines before.
We have to perform some detailed experiment and ﬁnd results that agree with the pre-
dictions of our model.
This is precisely the objective of the next section.
4. Materials and Methods.
Forty normal subjects were recruited in our laboratory of clinical electrophysiology in an
initial group of one hundred subjects.
The study was conducted in accordance with our local clinical research regulations, and
informed consent was required from all subjects.
All subjects underwent clinical evaluation and neurological and neuropsychological psy-
chophysiological, and psychological and psychiatric examinations. The behavioural and
global perceptive and cognitive evaluation was performed using the standardized multi-
dimensional assessment, including Rey and SCID II.
Subjects were selected with age ranging from 26 to 50.
Five classes of age were selected (26-30, 31-35, 36-40, 41-45, 46-50).
By a computer algorithm two groups of subjects were realized selecting at random four
subjects for each class, two pertaining to a group that we indicate here by A and two to
a group that we call B.
The stimulus arrangement was realized in the following manner. We used a computer
monitor having standard resolution. Each subject was posed in front of the monitor
(distance 65 cm) and his/her perceptive condition was standardized so to reach the subject
the most favourable perceptive condition.
This optimized condition may be obtained using a particular software that we used also
in some previous experiments using ambiguous ﬁgures and it has been described in detail
in our previous publications[6,8,11,14,19].
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measuring the induced electric ﬁeld at each eye of the subject that resulted to be about
6.6 mV/m (0.1μW/m2)and the power of the administered stimulus. It was estimated by
us to give a stimulus with power about 20-35 μW/cm2, a ﬁnal particular value was chosen
within this range and it was constantly monitored before starting the experiment.
We estimated the Sensory Modality Test. For each subject we determined the primary
Sensory Modality of each subject. It is well known that by this test a subject may result
Visual in the sense that his/her mind responds better to visualization input or techniques,
may result instead Audio if his mind responds better to audio input or techniques, or visu-
alization combined with Audio and, ﬁnally, may be kinaesthetic if his /her mind responds
better to using feeling and emotions. Of course there are the three basic modalities the
brain uses to process information.
The modality used to process information is based on culture personality and even genetic
factors. Most people use a simple dominant modality (especially memories). However
there are those who encompass a balance between two or, in some cases, all three.
In the present experiment we dismissed subject not having at least 58% as Visual, 23%
as kinaesthetic, and 19% as Auditory.
Measurements of the Reaction Time ( RT) were also performed on each subject, and
subjects out of the range 200-370 milliseconds were dismissed.
The experiment was performed using Italian language.
After appropriate previous explanation, at the group that we have called A we gave the
syllable TA asking them to tell us the ﬁrst Italian word recalled in their mind in a time
varying from 2 to 5 seconds.
On the other hand we examined the group B.
This experiment consisted in two steps. In the ﬁrst stage of the experiment the world
TAVOLINETTO (little table) appeared on the monitor for a time of 50 milliseconds and
thus disappeared. and after 500 milliseconds the experiment went on as in the previous
group. We gave the syllable TA asking them to tell us the ﬁrst Italian word recalled in
their mind.
In substance, to the group A we asked to tell us the ﬁrst Italian word starting with TA
(completion). To the second group ﬁrst we gave a stimulus of 50 milliseconds, appearing
on the monitor the word TAVOLINETTO (Little Table) and thus asking them to tell us
the ﬁrst Italian word starting with TA as in the other group.
In both cases of experimentation, we expected the subjects to answer easily Tavolo (Table)
or Tavolinetto (little table), and thus we considered a dichotomic variable that we call
here W. We considered W to assume the value +1 when the subjects answered (recalled–
completed) Tavolo (Table) or Tavolinetto (Little Table) and the value -1 if instead they
answered (recalled and completed) with a diﬀerent word.
5. Results
We may now discuss the results of our experiment.
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We selected two groups of subjects, called respectively A and B.
We also selected a word, in particular the word TAVOLO (TABLE) or TAVOLINETTO
(Little Table). We connected to the task a dichotomic quantum observable that we called
W. This is obviously a quantum cognitive entity. We established to attribute to W the
value +1 when really the subjects recalled and answered to the task with Table or Little
table, and instead we attributed to the quantum observable W the value -1 when the
subjects did not recalled and answered by such word.
Group A: remember that to such subject we asked to say us the ﬁrst word coming to
their mind after appearing on the monitor the syllable TA.
The results was as it follows
p(W=+1) = 0.05 and p(W=-1) = 0.95.
p states here for probability. Therefore, in relation to the group A the subjects answered
with the word Table or Little Table with probability of 0.05 and gave instead diﬀerent
answer with probability 0.95.
These are the results for the group A.
Now we pass to consider the results that we obtained when we examined the group B.
We may remember the to this group we ﬁrst gave a stimulus appearing on the monitor
the word Tavolinetto (Little Table) but realizing speciﬁc condition of no-awareness for
the subject and soon after we asked them to say us the ﬁrst word coming to their mind.
Therefore also in this case we had that a quantum observable W was engaged, a quantum
cognitive entity.
Also in this case we had thus the possibility to estimate the probability p(W=+1) and
p(W=-1).
For the case p(W=+1) we obtained
p(W=+1) = 0.40
and for the case P(W=-1) we obtained
p(W=-1)= 0.60
Let us compare the results.
Group A : p(W=+1) =0.05 against p(W=+1)=0.40 of Group B
Group A : p(W=-1) =0.95 against p(W=-1)=0.60 of Group B
In our evaluation, there is no doubt that in condition of stimulus (also in absence of
awareness) we had interference respect to the subsequent answer given us to the subjects.
It remains only a question to explore.
What was the nature of the interference that we found experimentally?
May be that, according to our quantum model and to all our previous formulation of the
present paper did it respond to quantum interference so to conclude that such model and
thus quantum mechanics had a speciﬁc role in the brain dynamics that we measured by
the two groups A and B?
The only way to ascertain such question is to give in input to our quantum model [6] the
experimental data that we obtained for the group A and verify if, under the condition of
stimulus without awareness that we realized experimentally, we obtain as results that we
obtained experimentally.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96 85
If such conﬁrmation should be reached we could conclude that possibly quantum mechan-
ics had its elective role during the brain dynamics characterizing our experimentation.
This is just the last attempt that we performed.
Let us comment the step that we are performing.
We obtained previously the results of an experiment. We had subjective psychological
data about a thesis that has relevance from many time in neuroscience as well as psy-
chology. According to it our brain should be able to perform a brain and psychological
dynamics also receiving a stimulus at the level of perception but not having the subject
the time to have awareness about it.
This is a fundamental question, and our attempt is to give for the ﬁrst time accreditation
of such process not by neuroscience techniques but using only subjective psychological
data but supported this time from a model that is based on science, thus not on sub-
jectivity but on the objective rigours of the scientiﬁc knowledge. Based on physics, in
particular. Thus based on one of the strong and robust scientiﬁc proﬁle of our knowledge.
Certainly we may remember here that the debate about separation between mind and
matter has passed through hundreds of years engaging many disciplines from philosophy
to physics to neurology to psychology. About the physics the debate was so particular
and its conclusions were accepted for years about discussion. Matter per se is here.
Physics study its mechanics, its electromagnetism, its thermodynamics. Body is matter.
Mind is an abstract entity not having common points with matter. The determinism
was accepted as basic rule of all experiencing processes characterizing matter. If we call
matter.... It...... andmind entities qubits..... thebasicrulewasthatItandqubits
leave in two separate worlds and It has not common points of contact with qubits with
the only exception that the human being may observe, study, analyze, understand what
It realizes in the dynamics of our reality.
Quantum mechanics radically changed this basic view point. Such net distinction started
to run out. Accepting quantum mechanics, we have arrived to our quantum model and
one of the basic features of such model is that quantum mechanics relates mental entities.
In details, quantum mechanics has its origin in cognition, thus in what we call the ﬁled
of cognitive sciences. Thus it is not It ... and .. qubit.... But It from qubit. The basic
indication of our quantum model is that there are stages of our reality in which we no
more can separate matter per se from the cognition that we have about it.
The old distinctions between matter and mental activity result uniﬁed in a quantum
mechanical model.
By the experiment we gave a look to subjective psychological results but the conceptual
approach is that It from qubit so that we gave look to the whole complex of brain dynamics
and interfaced mental activity.
There is still a point that we have to debate here.
Classical physics in its standard conceptual elaboration was based on determinism. Let us
remember the Laplace approach: tell me what were the initial conditions of the universe
and I will calculate in time, step by step, its future dynamics.
The determinism has been shattered from quantum mechanics. This theory, as well as our86 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
models, speaks about an intrinsic, irreducible indeterminism governing our reality. The
matter is probability not certainty. Let us think a moment to exocytosis in brain dynam-
ics. According to Eccles and Margenau it is the true, real indeterministic event occurring
in brain dynamics. Let us think to the constructive role of noise in brain dynamics.
Stochastic resonance, ruled by noise, has resulted so important in brain dynamics.
Thus probability ﬁeld is the abstract entity that regulates our reality and brain dynamics
as well as our psychological activity. Think only an instant to a cognitive human action.
It is always regulated from uncertainty, indetermination, probability. Every human be-
ing, respect to the posed question, has a storage of information that we call I. A decision
is matter of probability. Decision about the posed question A or about response to a
stimulus A, is no other that matter of probability p(A(/I). This is to say that .a subor-
dinate probability that the human being decides (ore responds in a given manner) about
A with subordination to the stored information I. Decision, as example, is taken using
plausibility. The human being decides about A with a matter of probability p(A/I) esti-
mating what he/she retains to be more plausible. In brief, it is the concept of probability
ﬁeld that holds.
Note that this is not the probability that we are accustomed to use every day. Traditional
concept of probability relates our ignorance in relation to an event. If we have a ﬁxed pack
of cards, we may estimate the probability that the subject will draw the card ﬁve – heart
but this is not the probability concept that we use in quantum mechanics. In the case of
the pack of the cards, the disposition of every card in the packet is preﬁxed. We are in
the impossibility to know what card we will draw, but the pack has a predetermined and
well ﬁxed stricture , a well established subsequent disposition of the cards. We have the
impossibility to look at such hidden disposition but it exists, and it exists independently
of our subsequent selection or not. This is not the probability of quantum mechanics.
In quantum mechanics it is the structure in itself that is aﬀected from irreducible inde-
termination. Remember the principle of superposition of states that we introduced in
the ﬁrst section. We have superposition of potentialities simultaneously coexisting and it
is here the origin of the irreducible indeterminism and of the quantum probability ﬁeld
that regulates the processes entering in the domain of quantum mechanics.
In conclusion, we may now consider the results of our experiment.
We have to look at probabilities, in particular we have to look at probabilities p(W=+1)
and p(W=-1) that, as we explained, were at the basis of our experiment.
In our quantum model, ﬁxed the prompt condition of the subject, we know that we gave
him a perception calibrated impulse for a time of 50 milliseconds. We have to follow the
time behaviour pf the probabilities p(W=+1) and of p(W=-1) starting with the prompt
of the subject (time zero).
The results are given in Figure 1.
We have packets of oscillating values relating respectively p(W=+1) and p(W=-1).
Such oscillations in the probability values result to be subsequently decreasing and thus
dampened until they arrive to assume a ﬁnal minimum value. The cycle of the oscillation
soon after restarts and we give evidence of such behaviour for a time of 700 seconds.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96 87
The simultaneous oscillations of the p(W=+1) and p(W=-1) probability values, as it is
seen, are synchronized in the sense that when p(W=+1) =1 consequently p(W=-1)=0
and viceversa.
By inspection of this behaviours we deduce that, received the stimulus at the time zero,
immediately the subject answered to such input realizing a condition of maximum uncer-
tainty (oscillations of p(W=+1) and of p/W=-1) that subsequently in the next millisec-
onds assumed the net trend to decrease until to reach the ﬁrst minimum valued signed
by the red arrow.
Started the input, the subject immediately perceived it, initially in condition of maximum
uncertainty and progressively reducing such uncertainty in the time of 50 milliseconds.
The important evidences are that immediately the subject activated a ﬁeld of probability
as previously explained, in addition he/she reached a stable condition just in 50 mil-
liseconds that was really the time in which the stimulus was posed to the perception of
the subject. The ﬁnal important result is that, after the initial uncertainty, the subject
reached probability values about p(W=+1)=0.40 and p(W=-1)=0.60 that were just the
results that we obtained experimentally.
Therefore, it is conﬁrmed that a ﬁeld of quantum probability is activated, it is conﬁrmed
that in 50 milliseconds the subject stabilized his/her probabilities (just the experimental
time of the stimulus) and there are also conﬁrmed the values of probability that we
obtained experimentally.
Let us take now a step on.
After 50 millisecond the stimulus disappeared from the monitor. The subject returned88 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 57–96
in its condition of uncertainty. Its brain dynamics started to work in order to store
the information and to stabilize the probabilities (see the diﬀerent red signed arrows).
The brain work was of about 153 millisecond for each cycle. He maintained this brain
dynamics for the subsequent time. Let us observe that, after 500 milliseconds, the subject
was shown the syllable TA and it was asked to tell us the ﬁrst recalled word. In this time
he optimized his brain dynamics. The values indicated by the red arrow did not remain
constant in time. Each time they resulted lightly corrected until to reach the ﬁnal values
of p(W=+1) and p(W=-1) that really we observed experimentally.
Conclusion
In conclusion we retain to have obtained evident conﬁrmation of the quantum model
compared with the experimental data that we realized in the course of the experiment.
The data and the quantum model actually conﬁrm that brain dynamics is more com-
plex. Sophisticated brain functions work totally independent from consciousness. Brain
knows and develops more than it admits. Quantum mechanics is able to analyze such
sophisticated brain functions.
We suggest also such further lectures.
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Abstract: This paper discusses quantum-inspired models of Livings from the viewpoint of the
second law of thermodynamics. It concentrates on Hadamard’s instability of the corresponding
parabolic PDE for motions against the time arrow. The instability is removed by adding
imaginary components to state variables. The evolution from present to past in a virtual
(mental) space is interpreted as memories of the Livings under consideration. Quantum-like
entanglement of memories and real motions are found and discussed.
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1. Introduction
This paper is based upon models of Livings introduced in our earlier publications ([1-6])
and motivated by an attempt to interpret special properties of parabolic PDE associated
with these models. We will start with a brief description of mathematical models of
Livings.
a. Dynamical model of Livings. In this paper, the underlying dynamical model that
captures behavior of Livings is based upon extension of the First Principles of classi-
cal physics to include phenomenological behavior of living systems, i.e. to develop a new
mathematical formalism within the framework of classical dynamics that would allow one
to capture the speciﬁc properties of natural or artiﬁcial living systems such as formation of
the collective mind based upon abstract images of the selves and non-selves, exploitation
of this collective mind for communications and predictions of future expected character-
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istics of evolution, as well as for making decisions and implementing the corresponding
corrections if the expected scenario is diﬀerent from the originally planned one. The
approach is based upon our previous publications (see References) that postulate that
even a primitive living species possesses additional non-Newtonian properties which are
not included in the laws of Newtonian or statistical mechanics. These properties follow
from a privileged ability of living systems to possess a self-image (a concept introduced in
psychology) and to interact with it. The proposed mathematical formalism is quantum-
inspired: it is based upon coupling the classical dynamical system representing the motor
dynamics with the corresponding Liouville equation describing the evolution of initial
uncertainties in terms of the probability density and representing the mental dynamics.
(Compare with the Madelung equation that couples the Hamilton-Jacobi and Liouville
equations via the quantum potential.)The coupling is implemented by the information-
based supervising forces that can be associated with the self-awareness. These forces
fundamentally change the pattern of the probability evolution, and therefore, leading to
a major departure of the behavior of living systems from the patterns of both Newtonian
and statistical mechanics. Further extension, analysis, interpretation, and application of
this approach to complexity in Livings and emergent intelligence have been addressed in
the papers referenced above.
In the next introductory sub-sections we will brieﬂy review these models without going
into mathematical details. Instead we will illustrate their performance by the Figure 1.
The model is represented by a system of nonlinear ODE and a nonlinear parabolic
PDE coupled in a master-slave fashion. The coupling is implemented by a feedback that
includes the ﬁrst gradient of the probability density, and that converts the ﬁrst order
PDE (the Liouville equation) to the second order PDE (the Fokker-Planck equation). Its
solution, in addition to positive diﬀusion, can display negative diﬀusion as well, and that
is the major departure from the classical Fokker-Planck equation. The nonlinearity is
generated by a feedback from the PDE to the ODE. As a result of the nonlinearity, the
solutions to PDE can have attractors (static, periodic, or chaotic) in probability space.
The multi-attractor limit sets allow one to introduce an extension of neural nets that
can converge to a prescribed type of a stochastic process in the same way in which
a regular neural net converges to a prescribed deterministic attractor. The solution to
ODE represents another major departure from classical ODE: due to violation of Lipchitz
conditions at states where the probability density has a sharp value, the solution loses
its uniqueness and becomes random. However, this randomness is controlled by the PDE
in such a way that each random sample occurs with the corresponding probability, (see
Fig. 1).
The model represents a fundamental departure from both Newtonian and statistical
mechanics. In particular, negative diﬀusion cannot occur in isolated systems without help
of the Maxwell sorting demon that is strictly forbidden in statistical mechanics. The only
conclusion to be made is that the model is non-Newtonian, although it is fully consistent
with the theory of diﬀerential equations and stochastic processes. Strictly speaking, it is a
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additional energy applied via the information potential is generated by the system “it-
self” out of components of the probability density. In terms of a topology of its dynamical
structure, the proposed model links to quantum mechanics: if the information potential
is replaced by the quantum potential, the model turns into the Madelung equations that
are equivalent to the Schr¨ odinger equation. The system of ODE describes a mechan-
ical motion of the system driven by information forces. Due to speciﬁc properties of
these forces, this motion acquires characteristics similar to those of quantum mechanics.
These properties are discussed below. The most important property is Superposition.I n
quantum mechanics, any observable quantity corresponds to an eigenstate of a Hermitian
linear operator. The linear combination of two or more eigenstates results in quantum
superposition of two or more values of the quantity. If the quantity is measured, the state
will be randomly collapsed onto one of the values in the superposition (with a probability
proportional to the square of the amplitude of that eigenstate in the linear combination).
Let us compare the behavior of the model of Livings from that viewpoint, Fig. 3.
As follows from Fig. 3, all the particular solutions intersect at the same point v =0
at t =0 ,and that leads to non-uniqueness of the solution due to violation of the Lipcshitz
condition. Therefore, the same initial conditionv =0a tt = 0yields inﬁnite number of
diﬀerent solutions forming a family; each solution of this family appears with a certain
probability guided by the corresponding Fokker-Planck equation. For instance, in case of
the solution plotted in Fig. 3, the “winner” solution is v ≡ 0since it passes through the
maxima of the probability density. However, with lower probabilities, other solutions of
the same family can appear as well. Obviously, this is a non-classical eﬀect. Qualitatively,
this property is similar to those of quantum mechanics: the system keeps all the solutions
simultaneously and displays each of them “by a chance”, while that chance is controlled100 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 97–110
by the evolution of probability density. It should be emphasized that the choice of
displaying a certain solution is made by the Livings model only once, and in particular,
at the instant of time when the feedback is removed and the dynamical system becomes
a Newtonian’s one. Therefore, the removal of the feedback can be associated with a
quantum measurement. Modiﬁed versions of such quantum properties as uncertainty
and entanglement are also described in the referenced papers.
The model illuminates the “border line” between living and non-living systems. The
model introduces a biological particle that, in addition to Newtonian properties, pos-
sesses the ability to process information. The probability density can be associated with
the self-image of the biological particle as a member of the class to which this particle
belongs, while its ability to convert the density into the information force - with the self-
awareness (both these concepts are adopted from psychology). Continuing this line of
associations, the equation of motion can be identiﬁed with a motor dynamics, while the
evolution of density –with a mental dynamics. Actually the mental dynamics plays the
role of the Maxwell sorting demon: it rearranges the probability distribution by creating
the information potential and converting it into a force that is applied to the particle.
One should notice that mental dynamics describes evolution of the whole class of state
variables (diﬀered from each other only by initial conditions), and that can be associ-
ated with the ability to generalize that is a privilege of living systems. Continuing our
biologically inspired interpretation, it should be recalled that the second law of thermo-
dynamics states that the entropy of an isolated system can only increase. This law has
a clear probabilistic interpretation: increase of entropy corresponds to the passage of the
system from less probable to more probable states, while the highest probability of the
most disordered state (that is the state with the highest entropy) follows from a simple
combinatorial analysis. However, this statement is correct only if there is no Maxwell’
sorting demon, i.e., nobody inside the system is rearranging the probability distributions.
But this is precisely what the Liouville feedback is doing: it takes the probability density
ρfrom the mental dynamics, creates functions of this density, converts them into a force
and applies this force to the equation of motor dynamics. As already mentioned above,
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nonlinear, and the entropy may decrease “against the second law of thermodynamics”,
Fig.4. Obviously the last statement should not be taken literary; indeed, the proposed
model captures only those aspects of the living systems that are associated with their
behavior, and in particular, with their motor-mental dynamics, since other properties are
beyond the dynamical formalism. Therefore, such physiological processes that are needed
for the metabolism are not included into the model. That is why this model is in a formal
disagreement with the second law of thermodynamics while the living systems are not.
In order to further illustrate the connection between the life/non-life discrimination and
the second law of thermodynamics, consider a small physical particle in a state of random
migration due to thermal energy, and compare its diﬀusion i.e. physical random walk,
with a biological random walk performed by a bacterium. The fundamental diﬀerence
between these two types of motions (that may be indistinguishable in physical space) can
be detected in probability space: the probability density evolution of the physical particle
is always linear and it has only one attractor: a stationary stochastic process where the
motion is trapped. On the contrary, a typical probability density evolution of a biological
particle is nonlinear: it can have many diﬀerent attractors, but eventually each attractor
can be departed from without any “help” from outside.
That is how H. Berg, [7], describes the random walk of an E. coli bacterium:” If a cell
can diﬀuse this well by working at the limit imposed by rotational Brownian movement,
why does it bother to tumble? The answer is that the tumble provides the cell with a
mechanism for biasing its random walk. When it swims in a spatial gradient of a chemical
attractant or repellent and it happens to run in a favorable direction, the probability of
tumbling is reduced. As a result, favorable runs are extended, and the cell diﬀuses with
drift”. Berg argues that the cell analyzes its sensory cue and generates the bias internally,
by changing the way in which it rotates its ﬂagella. This description demonstrates that
actually a bacterium interacts with the medium, i.e., it is not isolated, and that reconciles
its behavior with the second law of thermodynamics. However, since these interactions
are beyond the dynamical world, they are incorporated into the proposed model via the
self-supervised forces that result from the interactions of a biological particle with “itself,”
and that formally “violates” the second law of thermodynamics. Thus, this model oﬀers
a uniﬁed description of the progressive evolution of living systems.
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2. Analytical Formulation
The proposed model that describes mechanical behavior of a Living can be presented in
the following compressed invariant form
˙ v = −ζα•∇ v lnρ, (1)
˙ ρ = ζ∇
2
Vρ •• α, (2)
where ν is velocity vector, ρ is probability density, ζ is universal constant, and α (D,w)
is a tensor co-axial with the tensor of the variances D that may depend upon these
variances. Eq. (1) represents the second Newton’s law in which the physical forces are
replaced by information forces via the gradient of the information potentialΠ = ζ lnρ,
while the constant ζ connects the information and inertial forces formally replacing the
Planck constant in the Madelung equations of quantum mechanics. Eq. (2) represent
the continuity of the probability density (the Liouville equation), and unlike the classical
case, it is non-linear because of dependence of the tensor α upon the components of the
variance D. This model is equipped by a set of parameters w that control the properties
of the solutions discussed above. The only realistic way to reconstruct these parameters
for an object to be discovered is to solve the inverse problem: given time series of sensor
data describing dynamics of an unknown object, ﬁnd the parameters of the underlying
dynamical model of this object within the formalism of Eqs(1) and (2). As soon as such
a model is reconstructed, one can predict future object behavior by running the model
ahead of actual time as well as analyze a hypothetical (never observed) object behavior
by appropriate changes of the model parameters. But the most important novelty of
the proposed approach is the capability to detect Life that occurs if, at least, some of
“non-Newtonian” parameters are present. The methodology of such an inverse problem
is illustrated in Figure 5.
Our further analysis will be based upon the simplest version of the system (1), (2)
Figure 5. Data-driven model discovery.
˙ v = −σ
2 ∂
∂v
lnρ, (3)
∂ρ
∂t
= σ
2 ∂2ρ
∂V 2 (4)
Here v stands for the velocity, and σ2 is the constant diﬀusion coeﬃcient.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 97–110 103
Remark 1. Here and below we make distinction between the random variable v(t)
and its values V in probability space.
The solution of Eq. (3) subject to the sharp initial condition
ρ =
1
2σ
√
πt
exp(−
V 2
4σ2t
)( 5 )
describes diﬀusion of the probability density. Substituting this solution into Eq. (3) at
V=v one arrives at the diﬀerential equation with respect to v(t)
˙ v =
v
2t
(6)
and, therefore,
v = C
√
t (7)
where C is an arbitrary constant. Since v =0a tt = 0 for any value of C, the solution
(7) is consistent with the sharp initial condition for the solution (5) of the corresponding
Liouville equation (4).
The solution (7) describes the simplest irreversible motion: it is characterized by the
“beginning of time” where all the trajectories intersect (that results from the violation
of the Lipcsitz condition at t =0 , Figure 2), while the backward motion obtained by
replacement of t with (−t) leads to imaginary values of velocities. One can notice that
the probability density (5) possesses the same properties. Further analysis of the solution
(7) demonstrates that it is unstable since
d˙ v
dv
=
1
2t
> 0( 8 )
And, therefore, an initial error always grows generating randomness. Initially, at
t = 0, this growth is of inﬁnite rate since the Lipchitz condition at this point is violated
d˙ v
dv
→∞at t → 0( 9 )
3. Modiﬁcation of the Model
One of the most distinct properties of the model (3), (4) (as well as its general version (1),
(2)) is the irreversibility. This property can be linked to ill-posedness of parabolic PDE
if they are considered backward in time, (see Appendix). The irreversibility has a clear
interpretation in physics: it represents a violation of the second law of thermodynamics
that states that in an isolated system entropy cannot decrease. However in physics of
Livings, the interpretation could be diﬀerent if one is interested in evolution of memories
that is directed toward the past. This will be the main subject of our paper.
Let us turn to the solutions (5) and (7) and try to ﬁnd the values of ρ and v at some
negative time (−t). One ﬁnds that the both values are imaginary
ρ = −i
1
2σ
√
πt
exp(
V 2
4σ2t
) (10)104 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 97–110
v = iC
√
t (11)
This suggests a hint that we can get rid of ill-posedness by enlarging the class of functions
(in which ρand vare sought) from real to complex one, i.e. by introducing complex
variables
ρ = ρ1 + iρ2 (12)
v = v1 + iv2 (13)
It is reasonable to redeﬁne the normalization constraint for the probability density as
∞  
−∞
|ρ|d|V | = 1 (14)
where
|ρ| =
 
ρ2
1 + ρ2
2, and |v| =
 
v2
1 + v2
2 (15)
are the modules of the corresponding complex variables.
Let us introduce the following simpliﬁcation by assuming that
ρ1,v 1 =0a tt<0 (16)
ρ2,v 2 =0a tt>0 (17)
Then we can reduce the original problem to a much simpler one rewriting Eq. (4) in the
form
∂ρ1
∂t
= σ
2∂2ρ1
∂V 2
1
(18)
i
∂ρ2
∂(−t)
= iσ
2 ∂2ρ2
∂(iV2)2 i.e.
∂ρ2
∂t
= σ
2∂2ρ2
∂V 2
2
(19)
Thus after reformulating the problem in the enlarged class of functions, one arrived at
equivalent system of two PDE that a well-posed in the corresponding time regions.
Eq. (3) now can be rewritten in the following form
˙ v1 = −σ
2 ∂
∂v1
lnρ1, (20)
−i˙ v2 = −σ
2 ∂
∂(iv2)
lnρ2, i.e.
˙ v2 = −σ
2 ∂
∂v2
lnρ2, (21)
Now one can see that Eqs. (18) and (19) play the role of the Liouville equations for Eqs.
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In order to write a solution of the system (18), (19), (20), and (21), we have to
reformulate the initial condition
∞  
−∞
 
ρ2
1 + ρ2
2d
 
V 2
1 + V 2
2 = δ(0) at t = 0 (22)
whence
∞  
−∞
ρ1dV1 = λ1δ(0),
∞  
−∞
ρ2dV2 = λ2δ(0) at t = 0 (23)
where λ1 and λ2 are constants to be found from the normalization constraint.
Since the regions where the variables are deﬁned have one point in common, that is
t = 0 (see Eqs. (16) and (17)), the initial condition (23) should satisfy the normalization
constraint that couples these two system (see Eq. (14))
∞  
−∞
 
ρ2
1 + ρ2
2d
 
V 2
1 + V 2
2 = 1 (24)
i.e.
∞  
−∞
ρ1dV1 = λ1 at t>0 (25)
∞  
−∞
ρ2dV2 = λ2 at t<0 (26)
∞  
−∞
ρ1dV1 +
∞  
−∞
ρ2dV2 = λ1δ(0) + λ2δ(0) = 1 at t = 0 (27)
whence
λ1 + λ2 =1 , i.e. λ1 = λ,λ2 =1− λ (28)
Thus one arrives at the following system of diﬀerential equations
∂ρ1
∂t
= σ
2∂2ρ1
∂V 2
1
,t≥ 0, (29)
˙ v1 = −σ
2 ∂
∂v1
lnρ1,t ≥ 0 (30)
∂ρ2
∂t
= σ
2∂2ρ2
∂V 2
2
,t≤ 0 (31)
˙ v2 = −σ
2 ∂
∂v2
lnρ2,t≤ 0 (32)106 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 97–110
to be solved subject to initial conditions
∞  
−∞
ρ1dV1 = λ1δ(0),
∞  
−∞
ρ2dV2 = λ2δ(0) at t = 0 (33)
and a global constraint that
∞  
−∞
ρ1dV1 = λ,
∞  
−∞
ρ2dV2 =1− λ,0 ≤ λ ≤ 1 (34)
In order to deal with the constraint (34), let us integrate Eq. (29) over the whole space
assuming that ρ1 → 0a n d|dρ1/dV1|→0at|V1|→∞Then
∂
∂t
∞  
−∞
ρ1dV1 =0 ,
∞  
−∞
ρ1dV1 = const, (35)
Hence, the constraint (34) is satisﬁed for t>0 if it is satisﬁed for t =0 . Obviously the
same is true for the variable ρ2 . But according to Eq. (27), the global constraint is
satisﬁed for t =0 . Therefore it is satisﬁed for the entire time interval.
Now the solution can be written as following
ρ1 =
λ
2σ
√
πt
exp(−
V 2
1
4σ2t
),t≥ 0 (36)
v1 = C
√
t,t ≥ 0 (37)
ρ2 =
1 − λ
2σ
 
π|t||
exp(−
V 2
2
4σ2|t|
),t≤ 0 (38)
v2 = C
 
|t|,t≥ 0 (39)
4. Analysis and Interpretation of the Model
The purpose of the modiﬁcation performed above was to interpret and to remove an
abnormal behavior of the model of Livings when time is running backward: the solution
becomes Hadamard unstable and that leads to ill-posedness of the Cauchy problem. In
physics, similar abnormalities could be anticipated since they represent violation of the
second law of thermodynamics. However in the model of Livings, a more constructive
interpretation can be suggested if the backward-in-time “evolution” is associated with
memories of the living subject. Fig.6.
It is reasonable to assume that the family of trajectories in the solution (37) describes
the real actions in physical space that evolve from Present to Future, while the family
of trajectories in the solution (39) describes virtual actions in the “imaginary” space
that evolve from Present to Past, and that can be associated with memories. As follows
from the solutions (36)-(39), the family of real trajectories (37) and memory trajectoriesElectronic Journal of Theoretical Physics 9, No. 27 (2012) 97–110 107
Figure 6. Entanglement of memories and reality.
(39) are mirror-symmetric with respect to the plane t = 0. However, realization of each
of these trajectories is random: it is controlled by the probability densities (36) and
(38), respectively. A mechanism of such random realization was described above (see
the comments to Fig.3). As will be shown below, the occurrence of these trajectories,
in general, is not necessarily simultaneous, and these trajectories are not necessarily
identical. Indeed, as follows from Eqs. (36) and (38), simultaneous occurrence of real
action and memory has the probability
ρ12 = λ(1 − λ), 0 ≤ ρ12 ≤
1
4
(40)
Occurrence of only real action has the probability
ρ1 = λ (41)
and occurrence of only memory (sleep dream) has the probability
ρ2 =1− λ (42)
Occurrence of action or memory has the probability one
ρ1 + ρ2 =1 . (43)
Here the free parameter λis a speciﬁc property of the Livings under consideration
0 ≤ λ ≤ 1 (44)
Thus the real actions and memories are entangled via the probability of their occur-
rence: with the highest probability they can be identical, or similar, but with non-zero
probability they can be diﬀerent. Such a “weak” entanglement results from the global
normalization constraint (43) followed from Eq. (34). And even for the simplest model
under consideration, the concept of weak entanglement ﬁts well into “relationships” be-
tween memories and reality as we know from human experience.
Turning to the general model of Livings described by Eqs. (1) and (2), we should
recall that as shown in [5 ], its solution being considered for small times possesses the same
ill-posedness, i.e. it is Hadamard unstable when small time is reversed, and therefore,
all the results described above are applicable to the general case. However, if Eqs. (1)
or (2) include even functions of time of state variables, then the mirror-symmetry could
be broken leading to a signiﬁcant diﬀerence between the memories and reality. This
diﬀerence can be exploited for description of absurdity of sleep dreams in case (42).108 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 97–110
Conclusion
Reconciliation of evolution of living systems with the second law of thermodynamics
still attracts attention of mathematicians, physicists and biologists. In 1944, Schredinger
wrote[8]“life is to create order in the disordered environment against the second law of
thermodynamics”. This paper represents the next step in analysis of the connection
between models of Livings and the second law of thermodynamics. It discusses quantum-
inspired models of Livings from the viewpoint of the second law of thermodynamics. It
concentrates on Hadamard’s instability of the corresponding parabolic PDE for motions
against the time arrow. The instability is removed by adding imaginary components
to state variables. The evolution from present to past in a virtual (mental) space is
interpreted as memories of the Livings under consideration. Quantum-like entanglement
of memories and real motions are found and discussed.
Appendix
Negative diﬀusion and Hadamard instability
Since a parabolic PDE with negative diﬀusion coeﬃcients is of fundamental importance
for the proposed model, we will take a closer look at its properties associated with the so
called Hadamard’s instability, or the ill-posedness of the initial value problem. Without
loss of generality, the analysis will be focused on the one-dimensional case.
Consider a parabolic PDE
∂ρ
∂t
= −q
2 ∂2ρ
∂X2 (A1)
subject to the following initial conditions
ρ
00 = ρ|t=0 = {
1
λ2
0 sinλ0X if |X|≤X0
0i f|X| >X 0
} (A2)
with the parameter λ0 being made as large as necessary,i.e
λ0 →∞ (A3)
The region of the initial disturbance can be arbitrarily shrunk, i.e.
|X0|→0 (A4)
The solution to Eq. (A1) can be sought in the form
ρ =
1
λ2
0
e
λΔt sinλ0X. (A5)
Substituting this solution into Eq. (A1), one obtains
λ = q
2λ
2
0 →∞at λ0 →∞ . (A6)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 97–110 109
Thus, the solution to Eq. (A1) subject to the initial conditions (A2) is
ρ =
1
λ2
0
e
q2λ2
0Δt sinλ0X (A7)
This solution has very interesting properties: its modulus tends to inﬁnity if
λ0 →∞ (A8)
within an arbitrarily short period of time Δt0 and within an inﬁnitesimal length around
the point X = X0. In other words, vanishingly small changes in initial conditions lead to
unboundedly large changes in the solution during inﬁnitesimal period of time.
The result formulated above was obtained under specially selected initial conditions
(A2), but it can be generalized to include any initial conditions. Indeed, let the initial
conditions be deﬁned as
ρ|t=0 = ρ ∗ (X) (A9)
and the corresponding solution to Eq. (A1) is
ρ = ρ ∗∗ (X,t) (A10)
Then, by altering the initial conditions to
ρ|t=0 = ρ ∗ (X)+ρ
00(X) (A11)
where ρ00(x) is deﬁned by Eq. (A2), one observes the preceding argument by superposi-
tion that vanishingly small change in the initial condition (A9) leads to unboundedly large
change in the solution (A10) that occurs during an inﬁnitesimal period of time. Such an
unattractive property of the solution (that represents so called Hadamard’s instability)
repelled scientists from using Eq. (A1) as a model for physical phenomena. However, the
situation becomes diﬀerent if the variable ρ in Eq. (A1) cannot be negative, i.e. when
Eq. (A1) is complemented by the constraint
ρ ≥ 0 (A12)
This constraint is imposed, for instance, when ρ stands for the probability density, or
for the absolute temperature. It is easily veriﬁable that the proof of the Hadamard’s
instability presented above fails if the constraint (A12) is imposed, since negative values
of ρ is essential for that proof. Thus, if the models of negative diﬀusion have attractors
separating positive and negative areas of the solutions, they are free of the Hadamard’s
instability.
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Abstract: Bell’s Theorem places limits on correlations between local spin measurements of
entangled particles whose properties are described by ”hidden variables” established prior
to measurement. Bell’s derivation assumes that the density of states, or sampling rate, is
independent of the orientation of the measuring device. However, points on a rotating sphere
are sampled at diﬀerent rates at diﬀerent positions, making Bell’s Theorem inapplicable. We
model spin one-half fermions as having a spherical distribution of observables with azimuthal
symmetry, and assume that a Stern-Gerlach device uniformly samples points on a spherical
surface. Application of Bayes’ Theorem yields the joint density of states for two device
orientations. Numerical calculations based on this model yield the fermion spin correlations
observed in Stern-Gerlach experiments.
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1. Introduction
In 1935, Einstein, Podolsky, and Rosen (EPR) argued that either quantum mechanics
is an incomplete description of nature, or two non-commuting physical operators cannot
both have ”simultaneous reality”. [1] Bell subsequently derived a theorem which con-
strains the relationship between three angular correlations of entangled particles whose
state is completely described by ”hidden variables”. [2] Since Bell’s constraint is actually
violated in experiments, at least one assumption in Bell’s proof is not valid for actual
measurements. The assumption of locality has been frequently questioned, and it is now
commonly believed that violation of Bell’s inequalities ”proves” that locality, the inde-
pendence of events with space-like separation, is violated. The EPR paradox has been
investigated extensively both experimentally and theoretically. A recent review was writ-
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ten by Reid et al. [3] Wikipedia also explains some of the issues and provides a list of
references.[4] Though some claim to have solved the paradox, none of the explanations
involves straightforward calculation of correlations between particles in deﬁnite states in
ordinary spacetime.
In this paper we question a diﬀerent assumption made by Bell. This is the assumption
that parameters describing the particle are independent of the device orientation. This
is not generally the case when sampling points on a sphere. If points on the surface of
a rotating sphere are sampled by ﬁxed measuring devices, the sampling rate depends
on device position, increasing as the device position approaches π/2 radians from the
rotation axis.
Fig. 1 Rotation about an axis P −P  yields diﬀerent sampling rates at diﬀerent ﬁxed positions
A and B.
In Figure 1 for example, the arclength swept out by point A is sinθAdφ, whereas the
arclength swept out by point B is sin(θA + θAB)dφ.
The issue here is not any causal link between the sphere and device orientations.
Rather, it is geometrical relationship between angles, radii, and arclengths. Fixed an-
gular intervals yield diﬀerent sizes of diﬀerential solid angles depending on the location.
Uniform angular increments will not yield spatially uniform sampling at diﬀerent ﬁxed
orientations.
Bell’s assumption appears to be motivated by the common interpretation of matter as
”particles”. A point-like particle might be described by a ﬁxed set of parameters such as
Bell used. Measurements of vector quantities would still depend on the relative orientation
between the vector and the measuring device, but any measuring device would sample
only the single point where the particle is located at a given time. Hence the unique
density of states of the particle is also the density of states sampled by any measuring
device.
However, matter may also be interpreted as consisting of waves, which are extended
through space. There is a plethora of evidence for the wave nature of matter:
1. Lorentz invariance is a property of waves, and measurements exclusively involving
waves would satisfy the laws of special relativity.[5]
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3. Light can be converted into matter and anti-matter, and vice-versa.
4. Descriptions of both matter and light utilize a characteristic speed c.
5. Waves, like matter, are subject to uncertainty relations.
6. Waves, like fermions, have independent states separated by π rotation and may be
described by Dirac bispinors.[6]
7. Quantum mechanical operators can be derived from a simple wave model. [7]
8. Gravity has no quantum mechanical interpretation, but since a gravitational ﬁeld is
equivalent to a variation in the speed of light [8], gravity may simply be interpreted as
wave refraction.
Indeed, the ”pilot wave” interpretation of quantum mechanics is very similar to a
description of soliton waves. [9, 10] This interpretation of quantum mechanics is deter-
ministic but its adherents still utilize non-locality for interpretation of EPR results.[11, 12]
Starting from a zero-spin singlet state of entangled particles, the quantum potential acts
non-locally to enforce the requirement that the total spin remain zero.
With a wave theory of matter, massive particles must be interpreted as soliton waves
which extend through space. Any property of the wave, such as spin or polarization, may
have diﬀerent values at diﬀerent points in space. In particular, an observable may have
an angular distribution, so that measurements made at one orientation sample points of
the wave diﬀerently than measurements made at a diﬀerent orientation. For example, in
Stern-Gerlach experiments with a primary magnetic ﬁeld Bz increasing in the z-direction,
a spherical wave surface may be regarded as being preferentially sampled at the highest
point of the sphere along the z-axis.
Almost all tests of quantum mechanical non-locality involve angular measurements
and violations of Bell’s inequalities or related constraints[13-18]. An exception is Popper’s
experiment [19, 20] which tests the eﬀect of spatial localization on one of two entangled
particles. Realization of Popper’s experiment has not yielded any evidence of non-locality.
[21]
In quantum mechanics the correlations are computed from a product of complex
amplitudes rather than a product of measured eigenvalues. This method of computing
correlations has been applied to purely local measurements and found to yield the same
results as quantum mechanics. [22] Hence the key assumption in Bell’s derivation is not
locality but the integral form of the correlation function.
One could make a simple argument that the correlation between normalized spin
measurements should equal the correlation between the measurement vectors (the cosine
of the angle between them). A topological argument is also possible. [23, 24] However,
these approaches do not adequately address the relationships between physical processes,
experimental data, and the theoretically computed correlations.
We will derive the correlations between binary fermion spin measurements from a
simple model in which each measurement samples a single point from a spatially uniform
distribution on a spherical surface. We will derive the spin correlations observed in EPR
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2. Bell’s Derivation
First, let’s review Bell’s derivation. We consider the correlation between binary spin
measurements made by two Stern-Gerlach devices oriented along directions a and b,
respectively. The two-particle correlation P (a,b) is deﬁned as:
P (a,b) ≡
1
N
N  
i=1
A(a,i)B(b,i)( 1 )
where A = ±1a n dB = ±1 are the normalized results of measurements on one particle at
orientation a and another particle at orientation b, i labels the individual measurements,
and N is the total number of measurements. Bell assumed that the particles being
measured could be described by a set of parameters λ, distributed with probability density
ρ(λ), independent of the device orientation. With these assumptions the correlation is
written as:
P (a,b)=
 
dλρ(λ)A(a,λ)B (b,λ)( 2 )
Bell compared correlations involving three diﬀerent Stern-Gerlach devices measuring
entangled particles for which B (a,λ)=−A(a,λ):
P (a,b) − P (a,c)=−
 
dλρ(λ)[A(a,λ)A(b,λ) − A(a,λ)A(c,λ)] (3)
=
 
dλρ(λ)A(a,λ)A(b,λ)[1− A(b,λ)A(c,λ)] (4)
Since the measurement values are ±1, the following inequality holds:
|P (a,b) − P (a,c)|≤
 
dλρ(λ)[1− A(b,λ)A(c,λ)] (5)
Bell interprets this inequality as:
|P (a,b) − P (a,c)|≤1+P (b,c)( 6 )
However, we will show that this interpretation is incorrect because a unique density of
states ρ(λ) cannot generally be used for all three correlations.
3. Model of Stern-Gerlach Measurement
We ﬁrst consider measurements performed on a single soliton at diﬀerent orientations of
the Stern-Gerlach apparatus with a large ﬁeld Bz and variations ∂Bz/∂z and ∂By/∂y.
The z axis is not ﬁxed, but is deﬁned locally to be the orientation of the Stern-Gerlach
device (described by unit orientation vectors a, b,o rc which intersect a unit sphere
at points A, B,o rC, respectively). The x-axis is the direction of propagation. The
orientation vectors a and b are in the y − z plane, and a is assumed to be ﬁxed.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 111–120 115
Fig. 2 Proposed Stern-Gerlach geometry, looking toward the x-axis. Points P, A,a n dB are in
the y − z plane.
We model the soliton as a unit sphere divided into two hemispheres by a great circle of
arbitrary orientation, as shown in Figure 2. The points P and P   represent the intersection
points of the dividing circle with the y − z plane. We assume azimuthal symmetry with
respect to rotations about an axis S − S ,o rs, through the center of the dividing circle
and perpendicular to it. This is equivalent to ﬁxing the angle about the s axis. A spin
measurement yields a value of +1 if the sampled point is in one hemisphere, and −1i f
in the other hemisphere.
Let A and B refer to the measuring devices (or the points sampled by them). Assume
device A samples a point on the sphere, with all points being equally likely. Due to
azimuthal symmetry, the canonical rotation axes must be deﬁned orthogonal to s.L e t
θA be the angle in the y − z plane between the points P and A, and let φ be the angle
about p between the great circle and the point A. The angle φ is assumed to change
direction (preserve its sign) if θA >πso that the sign change is attributed to θA rather
than φ. The angle in the y−z plane between the point P and a second measuring device
B is θB = θA + θAB,w h e r eθAB is the angle between A and B orientations.
In keeping with Bell’s notation, we denote the measured spin values as A(a)a n dB(b).
Measurement by device A yields the spin A(a) = Sign[sinθA sinφ]. The probability
density of angle θA is the ratio between the diﬀerential solid angle and the total solid
angle of the sphere:
dPr(θA)=
2π sinθAdθA
4π
(7)
Including variation of φ yields a density of states proportional to the diﬀerential solid
angle dΩA = |sinθA|dθAdφ.D e v i c e B yields the spin B(b) = Sign[sinθB sinφ], with
diﬀerential solid angle dΩB = |sinθB|dθBdφ.
The density of states is the key to resolving the EPR paradox. Given a sphere with an
identiﬁed axis p, one is more likely to sample points nearly orthogonal to p than nearly
parallel to it. This is the origin of the sinθA factor in the density of states.
Alternatively, one could argue that the point P should be equally likely to be anywhere116 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 111–120
in the circle of θA, or that the point S should be uniformly distributed around the sphere.
This would be the case in the absence of azimuthal symmetry, which reduces the number
of states near θA = 0 for device A (or near θB = 0 for device B).
Hence the mean spins measured at A and B respectively, are:
 A(a)  =
 
|sinθA|dθAdφSign[sinθA sinφ]  
|sinθA|dθAdφ
=0 ( 8 )
 B (b)  =
 
|sinθB|dθBdφSign[sin(θB)sinφ]  
|sinθB|dθBdφ
=0 ( 9 )
Notice that for each device, the density of states is uniform with respect to the dif-
ferential solid angle. However, for a given angular parameterization, the diﬀerential solid
angle depends on the device orientation. Hence the density of states is a function of the
orientation of the measuring device. This is inconsistent with Bell’s derivation.
As with other angular parameterizations of the sphere, uniform sampling is only
achieved at one device location. However, we can use Bayes’ Theorem to compute the
joint probability of sampling at two locations.
Let dPr(A) represent the probability density of sampling at angles (θA,φ)a n ddPr(B)
represent the probability density of sampling at angles (θB,φ). For a given conﬁguration
(given value of θAB), the point sampled by the second device is determined from the point
sampled by the ﬁrst device, so the conditional probabilities are Pr(B|A)=P r( A|B)=1 .
For equal diﬀerential solid angles, the diﬀerential probabilities for A and B are equal.
For computing correlations, we are interested in the joint probability density dPr(A∩
B). According to Bayes’ Theorem:
dPr(A ∩ B)=P r( B|A)dPr(A)=P r( A|B)dPr(B) (10)
Therefore we are free to use either dΩA or dΩB as the diﬀerential solid angle for
integration. In other words, either θA or θB may be taken as an independent variable,
with the other being a dependent variable.
Taking θA as the independent variable yields the correlation between measurements
A(a)a n dB(b):
P (a,b)=
 
|sinθA|dθAdφSign[sinθA sinφ]Sign[sin(θA + θAB)sinφ]  
|sinθA|dθAdφ
(11)
This simpliﬁes to:
P (a,b)=
 
|sinθA|dθA Sign[sinθA sin(θA + θAB)]  
|sinθA|dθA
(12)
This expression was evaluated numerically for diﬀerent values of θAB and compared
with the quantum mechanical prediction of:
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Evaluating 80 equally spaced angles for each of θA and φ, and 40 angles for (θAB), the
resultant RMS error was 2.4 × 10−14.[25] Hence we conclude that the above model ade-
quately predicts the correlation between successive measurements on a single particle.
In correlations between two entangled particles, the two particles are created with
opposite spin for all orientations (rotation of φ by π), thereby changing the sign of spin
B. The two-particle correlation predicted by our model is therefore:
P (a,b)=−cos(θAB) (14)
This is in agreement with quantum mechanical predictions and experimental obser-
vations of entangled particles.
4. The Flaw in Bell’s Proof
Now we can see why Bell’s theorem fails to predict the correct result for this model.
Since diﬀerent devices sample diﬀerent parts of the spherical distribution, the density of
states at the device, in terms of sampled angles, depends on its orientation. Given a set
of diﬀerential angles (dθA and dφ), the diﬀerential solid angles at diﬀerent points are not
equal.
For two devices we may take either as the ”independent” measurement and the other
as the ”dependent” measurement. In other words, we may use either A or B as the
soliton’s local z-axis for deﬁning angles. However, if we then compare a third device C,
the expression for density of states at this device is not generally equal to that at either
of the other two. The correlations P(a,b), P(a,c), and P(b,c) cannot all use the same
expression for density of states. We cannot simply parameterize the density of states of
the soliton as a unique distribution ρ(λ), because the expression for density of states at
the device depends on its orientation. That is why Bell’s identiﬁcation of Equations 5
and 6 is incorrect. Bell’s analysis is evidently limited in validity to point-like particles
for which each device is sampling the same physical entity.
The eﬀect of azimuthal symmetry is also crucial to computing the correct correla-
tions. Mathematically, azimuthal symmetry allows us to neglect rotations about the
s-axis, which would alter the density of states. Without azimuthal symmetry, Bell’s in-
equality could still hold. One might naively expect that the vector s should be uniformly
distributed in space. Similarly, the fraction of all possible dividing circles between devices
separated by angle θ must be equal to θ/2π. However, azimuthal symmetry eﬀectively
reduces the weight of each circle parallel to the y − z plane to the weight of a single
point. This reduces the relative weight of sampled points near the dividing circle and
increases the relative weight of sampled points far from the dividing circle. The net eﬀect
of azimuthal symmetry is thus an increase in the correlations.118 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 111–120
5. Interpretation of Measurement
Since a deterministic model can explain fermion spin correlations, there is no need for the
quantum mechanical interpretation of measurement which ”collapses” the wave function
into the measured eigenstate. Rather, the evidence supports the hypothesis of a deﬁnite
soliton state.
Suppose we have entangled fermions with opposite spin. If the ﬁrst soliton is selected
for a particular result from device A, the correlation with this fermion’s spin at device B
is exactly negative of the correlation of the second fermion’s spin at a device having the
same orientation as B. Hence all of the measurements are consistent with the existence
of pre-determined states.
The model is also consistent with the fact that only one component of spin is mea-
surable at any instant. It is impossible to superpose multiple Stern-Gerlach devices to
measure the precise orientation of the sphere because two superposed devices are equiv-
alent to a single device measuring an intermediate angle. We can only measure spin at
one point at a time (A in this case).
According to the above analysis, the soliton need not change its orientation as it
passes through the Stern-Gerlach device. However, the experimental results require that
information of spin Sy (and Sx) orthogonal to a device’s orientation be destroyed if a
particular state of Sz is selected. This loss of information on Sy (and Sx) could be
attributed to rotation of the soliton about the measured axis. Net rotation occurs only
if the wave propagation is disturbed by a measurement (e.g. blocking part of the wave).
Any of the rotated states would have been equally likely a priori, so such rotation would
not eﬀect the correlations. Hence this model could be consistent with the loss of spin
information due to measurement of other spin components.
We emphasize that the spherical shell model presented here is a simpliﬁcation of a
wave model of matter. It is not intended to be physically realistic, but only to provide
a geometrical model for interpreting spin correlations. A complete wave model would be
necessary to account for other phenomena such as interference.
The predictions of this paper may be at least approximately tested by a relatively
simple experiment. Take a smooth ball, color one hemisphere white (+1) and one hemi-
sphere black (−1). Make a holder to ﬁt the ball with two small holes separated by an
angle of 0.689 rad, which is the angle of maximum diﬀerence between cosine and linear
correlations. For each trial, manipulate the ball to obtain a random orientation, then
place it in the holder and look at the color through each of the two holes. The resulting
correlation should be P =1− 2(0.689)/π =0 .56, consistent with linear correlation and
Bell’s theorem.
In order to include the eﬀect of azimuthal symmetry, measure the angle of each sam-
pled point from the dividing circle and compute the cosine of this angle (proportional
to the circumference of the azimuthal circle through the sampled point). Then compute
the weighted correlation using the inverse square of the average of the two cosines as
a weighting factor. (If the two measurements were independent, accurate, and part ofElectronic Journal of Theoretical Physics 9, No. 27 (2012) 111–120 119
an inﬁnite sample set, then the appropriate weight would be the inverse of the product
of the two cosines. The proposed weight factor reduces the inﬂuence of points near the
poles. Lack of independence between the two position measurements is assumed to be
of minimal importance since both points cannot be very near a pole.) The weighted cor-
relation will certainly be higher than the non-weighted correlation, and should approach
cos(0.689 rad) = 0.77. Vary the spacing between the holes to determine correlations for
other angular separations.
Conclusions
The correlation between binary spin measurements is derived from a geometrical model
of a spin one-half fermions as a spherical surface with azimuthal symmetry, separated
into (+) and (−) spin states by a great circle. Bell’s theorem is not valid for this model
because for a given angular parameterization, the density of sampled states varies with
the orientation of the measuring device. The model is consistent with an interpretation
of elementary fermions as extended soliton waves rather than point-like particles.
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Abstract: In this paper, we study the thermodynamical properties of the (2 + 1) dimensional
black hole with a Coulomb-like electric ﬁeld and the diﬀerential form of the ﬁrst law of
thermodynamics is derived considering a virtual displacement of its event horizon. This
approach shows that it is possible to give a thermodynamical interpretation to the ﬁeld equations
near the horizon. The Λ = 0 solution is studied and its interesting thermodynamical properties
are commented.
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As is well known, the electric ﬁeld of the BTZ black hole is proportional to the
inverse of r, hence its potential is logarithmic. If we are interested in a solution with a
Coulomb-like electric ﬁeld (proportional to the inverse of r2), we need to consider non-
linear electrodynamics. This kind of solution was reported by Cataldo et. al. [1], and
describes charged-AdS space when considering a negative cosmological constant.
The thermodynamical properties of black holes are associated with the presence of
the event horizon. In particular, Jacobson [2] and Padmanabhan [3] established that the
ﬁrst law in diﬀerential form,
dM = TdS+Ω dJ +Φ dQ, (1)
can be obtained from the Einstein’s ﬁeld equations by using the idea of a virtual displace-
ment of the horizon. The same idea was applied by Akbar [4] and Akbar and Siddiqui
∗ Email:ealarranaga@unal.edu.co
† Email:lagarciape@unal.edu.co122 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 121–130
[5] to the BTZ black holes to show that the thermodynamical interpretation of the ﬁeld
equations holds for the static and non-static BTZ metrics in (2 + 1) gravity to obtain the
same results obtained in [6, 7, 8].
In this paper we investigate the thermodynamics of the three-dimensional black hole
with a nonlinear electric ﬁeld reported in [1], to show that the ﬁeld equations include the
ﬁrst law of thermodynamics in diﬀerential form. We also consider the Λ = 0 black hole
to show that it has interesting thermodynamical properties.
1. The Black Hole Solution
The metric reported by Cataldo et. al. [1] is a solution of the (2 + 1) dimensional
Einstein’s ﬁeld equations with a negative cosmological constant Λ = − 1
l2 < 0,
Gμν −
gμν
l2 = πTμν, (2)
where we have used units such that G = 1
8. As is well known, the electric ﬁeld for a
static circularly symmetric solution in three dimensions (charged BTZ solution [9]) is
proportional to the inverse of r, i.e.
E ∝
1
r
, (3)
and therefore, the potential is logarithmic,
A ∝ lnr. (4)
To obtain a diﬀerent electric ﬁeld, Cataldo et. al. used a nonlinear electodynamics. In
the non-linear theory, the action I does not depend only on the invariant F = 1
4FμνF μν,
but it can be a generalization of it, for example
I ∝
 
d
3x
 
|g|(FμνF
μν)
p , (5)
where p is some constant exponent. If the energy-momentum tensor is restricted to be
traceless, the action becomes a function of F 3/4, and the static circularly symmetric
solution obtained has the line element
ds
2 = −f (r)dt
2 +
dr2
f (r)
+ r
2dϕ
2, (6)
where
f (r)=−M +
r2
l2 +
Q2
6r
. (7)
The electric ﬁeld for this solution is
E (r)=
Q
r2, (8)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 121–130 123
which is the standard Coulomb ﬁeld for a point charge. The metric depends on two
parameters Q and M, that are identiﬁed as the electric charge and the mass, respectively.
1.1 Horizons
The horizons of this solution are deﬁened by the condition
f (r)=0 ( 9 )
or
−M +
r2
l2 +
Q2
6r
=0 , (10)
that can be transformed into a third-order polynomial,
r
3 −
 
Ml
2 
r +
Q2l2
6
=0 . (11)
This polynomial (11) can be written as
r
3 + pr + q =0 , (12)
where
p = −Ml
2 =
M
Λ
(13)
q =
Q2l2
6
= −
Q2
6Λ
. (14)
To obtain the roots of this polynomial we need to establish a classiﬁcation criteria based
on the parameter
H =
 p
3
 3
+
 q
2
 2
, (15)
and using the quantity
R =s i g n( q)
 
|p|
3
=
 
Ml2
3
. (16)
With these deﬁnitions the roots are parameterized by the auxiliarly angle φ, that depends
on the values of p and H, and we can establish three cases.
1.1.1 Case I. p<0a n dH ≤ 0.
In this case we have a negative cosmological constant, Λ < 0a n d
 
−Ml2
3
 3
+
 
Q2l2
12
 2
≤ 0 (17)124 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 121–130
Q4
16
≤
M3l2
3
. (18)
Therefore, the condition for this case is given, in terms of the cosmological constant, as
−
16M3
3Q4 ≤ Λ < 0. (19)
Under this condition, the auxiliary angle is deﬁned by
cosφ =
q
2R3 (20)
or
cosφ =
Q2
4Ml
 
3
M
(21)
and the roots are all real,
r1 = −2Rcos
 
φ
3
 
(22)
r2 = −2Rcos
 
φ
3
+
2π
3
 
(23)
r3 = −2Rcos
 
φ
3
+
4π
3
 
. (24)
1.1.2 Case II. p<0a n dH>0.
This time we also have a negative cosmological constant, Λ < 0, but
 
−Ml2
3
 3
+
 
Q2l2
12
 2
> 0, (25)
which means
Q4
16
>
M3l2
3
. (26)
Then, the cosmological constant must be such that
Λ < −
16M3
3Q4 . (27)
In this case, the auxiliary angle is deﬁned by
coshφ =
q
2R3 (28)
or
coshφ =
Q2
4Ml
 
3
M
(29)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 121–130 125
and the roots are
r1 = −2Rcosh
φ
3
(30)
r2 = Rcosh
φ
3
+ i
√
3Rsinh
φ
3
(31)
r3 = r
∗
2 = Rcosh
φ
3
− i
√
3Rsinh
φ
3
. (32)
1.1.3 Case III. p>0a n dH>0.
Since M>0, in this case the cosmological constant must be positive, Λ > 0, and
 
M
3Λ
 3
+
 
Q2
12Λ
 2
> 0 (33)
or
Λ > 0 > −
16M3
3Q4 . (34)
Since the cosmological constant in this case is positive, this condition is already fulﬁlled.
The auxiliary angle is deﬁned by
sinhφ =
q
2R3 (35)
or
sinhφ =
Q2
4M
 
3Λ
M
(36)
and the roots are
r1 = −2Rsinh
φ
3
(37)
r2 = Rsinh
φ
3
+ i
√
3Rcosh
φ
3
(38)
r3 = r
∗
2 = Rsinh
φ
3
− i
√
3Rcosh
φ
3
. (39)
For the black hole solution studied in this paper, the relevant cases are I and II, because
the cosmological constant must be negative (i.e. we consider the charged-AdS space). In
case I we have three real horizons, while in case II we have just one real horizon.
Note that in case I the limit condition H = 0 deﬁnes a extreme black hole with mass
Mmax =
3
 
3
16
Q4
l2 =
3
 
−
3
16
Q4Λ (40)126 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 121–130
and with the horizons
r1 = −2R = −2
 
Ml2
3
(41)
r2 = r3 = R =
 
Ml2
3
. (42)
Note that r1 is negative, so do not represent a physical horizon (indeed it is always
negative). Therefore, the black holes of case I always have masses M ≤ Mmax and only
two physical horizons, r2 and r3, that, for the extremal black hole, coincide. The largest
radius between r2 and r3 corresponds to the event horizon of the black hole rH, while the
other corresponds to the inner horizon.
1.2 Heat Capacity
The heat capacity of this black hole is deﬁned by the relation
CQ =
 
∂M
∂T
 
Q
, (43)
thus, using (10) we obtain
CQ =4 πrH
 
12r3
H − Q2l2
12r3
H +2 Q2l2
 
. (44)
Therefore, CQ is positive if
r
3
H −
Q2l2
12
> 0 (45)
or, using again equation (10), we conclude that the heat capacity is positive when the
event horizon has a radius rH that satisﬁes
rH >
Q2
4M
. (46)
2. The First Law of Thermodynamics
In this section we will deduce the ﬁrst law of thermodynamics for the three-dimensional
black hole with Coulomb-like electric ﬁeld using the ﬁeld equations near the horizon.
First, we will deﬁne the thermodynamical quantities in terms of the mass of the black
hole given by equation (10). The surface gravity at the horizon is
κ =
1
2
df
dr
     
 
r=rH
=
rH
l2 −
Q2
12r2
H
(47)
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T =
κ
2π
=
rH
2πl2 −
Q2
24πr2
H
. (48)
The Bekenstein-Hawking entropy is given by
S =
2πrH
4G
, (49)
where 2πrH is the perimeter of the horizon. Since we are working in units such that
G = 1
8, the entropy becomes twice the perimeter,
S =4 πrH. (50)
The electrostatic potential at the horizon is deﬁned in terms of the mass by
Φ=
∂M
∂Q
 
     
r=rH
=
Q
6rH
. (51)
Now, the Einstein tensor has non-zero components
G
t
t = G
r
r =
1
2r
df
dr
G
ϕ
ϕ =
1
r
d2f
dr2 .
Therefore, the (r,r) component of the ﬁeld equations is
G
r
r +Λ g
r
r = πT
r
r (52)
and when this equation is evaluated at the horizon r = rH,w eh a v e
df
dr
 
     
r=rH
−
2rH
l2 =2 πrHT
r
r, (53)
where we have used Λ = − 1
l2. The component T r
r of the stress-energy tensor can be
interpreted as the radial pressure (T r
r = −P), then
df
dr
 
     
r=rH
−
2rH
l2 = −2πrHP. (54)
To give a thermodynamical interpretation of this equation, we consider a virtual dis-
placement of the horizon, drH. Thus, multiplying on both sides of the equation by this
factor,
df
dr
   
   
r=rH
drH −
2rH
l2 drH = −2πrHPdr H (55)
1
4π
df
dr
 
     
r=rH
d(4πrH) −
2rH
l2 drH = −d
 
πr
2
H
 
P. (56)128 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 121–130
Using equation (10) as the deﬁnition of the mass on the horizon, we obtain the
diﬀerential
dM =
2rH
l2 drH +
Φ
2
dQ, (57)
and the ﬁeld equation becomes
1
4π
df
dr
     
 
r=rH
d(4πrH) − dM +
Φ
2
dQ = −d
 
πr
2
H
 
P. (58)
The deﬁnition of entropy and Hawking temperature, gives
TdS− dM +
Φ
2
dQ = −PdA, (59)
where A is the area enclosed by the horizon. Thus, the ﬁeld equation takes the form
dM +
Φ
2
dQ = TdS+Φ dQ + PdA. (60)
The extra term at the left hand side is just the electrostatic energy enclosed by the
horizon, and therefore, we identify
M +
Φ
2
Q = E (61)
as the total energy inside the horizon, and the ﬁeld equation takes the usual form of the
ﬁrst law of thermodynamics,
dE = TdS+Φ dQ + PdA. (62)
3. The Λ=0Black Hole
If we consider a zero cosmological constant, Λ = 0, the resulting black hole has interesting
properties. The line element becomes
ds
2 = −
 
−M +
Q2
6r
 
dt
2 +
dr2
 
−M +
Q2
6r
  + r
2dϕ
2, (63)
that shows how this spacetime is asymptotically ﬂat. This charged black hole has just
one horizon at
rH =
Q2
6M
. (64)
The surface gravity at the horizon is given by
κ = −
Q2
12r2
H
= −
3M2
Q2 (65)
and the Hawking temperature is negative,Electronic Journal of Theoretical Physics 9, No. 27 (2012) 121–130 129
T = −
Q2
24πr2
H
= −
3M2
2πQ2. (66)
The possibility of a negative temperature has been associated with the existence of ex-
otic matter, but as has been shown by Cataldo et. al. [1], the non-linear electrodynamics
used as source in the ﬁeld equation of this black hole satisﬁes the weak energy condition.
However, a possibility of negative temperatures without exotic matter has been prop-
posed in the de Sitter geometry [10], but due to the thermodynamical instability of this
space, the negative temperature is prohibited.
However, one proposal that works ﬁne is to consider, as recently done by Arraut, et.
al. [11], the surface gravity as the absolute value
κ =
1
2
   
   
df
dr
   
    r=rH =
Q2
12r2
H
=
3M2
Q2 . (67)
The reason for this election is the equivalence principle because, in this case, the local
inertial observer is moving while r increases, thus, a static observer has a negative scalar
acceleration.
On the other hand, the heat capacity for the Λ = 0 black hole is given by
CQ = −
πQ2
3M
= −2πrH, (68)
i.e. minus the perimeter of the event horizon. Since the heat capacity of this black hole
is always negative, ∂T
∂M < 0, the behavior of T is the expected, i.e. as M increases, the
temperature decreaces.
Conclusion
We have studied the thermodynamics of the (2 + 1) dimensional black hole with a
Coulomb-like electric ﬁeld, obtained by the use of a non-linear electrodynamics. By
considering a virtual displacement of the horizon, we have shown that the ﬁeld equations
have a thermodynamical interpretation since they can be rewritten as the diﬀerential
form of the ﬁrst law,
dE = TdS+Φ dQ + PdA, (69)
where E is the total energy inside the horizon (that corresponds to the mass of the black
hole plus the electrostatic energy enclosed by the horizon). This fact shows how the
thermodynamical properties are undoubtely related with the presence of horizons and
maybe, they are just a consequence of the holographic properties of gravity. A further
study on this area is in progress.
Finally, using a zero cosmological constant, Λ = 0, the solution becomes a black hole
with a negative Hawking temperature and a negative heat capacity even though the non-
linear electric ﬁeld used as source satisﬁes the weak energy condition and does not behave130 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 121–130
as exotic matter. In order to obtain a positive temperature, we use the equivalence prin-
ciple to consider the absolute value of the surface gravity as the relevant quantity.
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Abstract: By using Lagrange-Gordeyev’s method in order to calculate the retarded
and advanced electromagnetic ﬁelds, the Lorentz-Dirac equation is obtained. Since the
electromagnetic radiation ﬁeld is represented by an average between the retarded and the
advanced ﬁelds, the mass renormalization is avoided. Landau-Lifshitz equation of motion for a
spinless charged point particle is also derived.
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1. Introduction
Based on a Laplace expansion for retarded functions, Gordeyev [1] developed a technique
which describes the electromagnetic ﬁelds by using simultaneous characteristics of the
motion of the charge. A non quantal relativistic statistical physics was supposed to
be described by this method. However, due to the complicated expansion, Gordeyev
[1], himself, abandoned a statistical applications. It is possible that he was not aware
about the non-interacting theorem [2]. However, he obtained, in a non rigorous form,
the Lorentz-Dirac [LD] equation [3] of motion for a point charged particle. However, by
means of the Gordeyev’s approach, the ﬂux of energy through a sphere which contains a
point charged particle may be calculated. Consequently, by considering the eﬀect of the
∗ Email: gonzalo@esfm.ipn.mx132 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 131–142
motion of the sphere in the integrals [4], the Abraham [A] equation [5] has been obtained
by Ares de Parga et al. [6]. Nevertheless, the mass renormalization was not avoided.
Even this approach is not relativistic, by using the Ansatz of Pauli, the deduction turns
covariant and the LD equation is obtained based on the Gordeyev expansion [1].
By using a surface integral formalism developed by Penrose [8], Unruh [9] obtained the
LD equation. The same result has been found by Wheeler and Feynman [10] by deﬁning
a perfect absorber universe as one in which all radiation is eventually absorbed due to
interactions with matter. In both cases the mass renormalization is avoided. However,
even if there are other elegant derivations which use the average technique in order to ﬁnd
the LD equation, it is important to mention the derivation done by Teiltelboim [11] and
Pleba˜ nski [12]. This average technique is so powerful that L´ opez-Bonilla et al [13] used
it in order to obtain the equation of motion in a General Relativity with an arbitrary
curvature for a spinless point particle, that is, Hobbs [14] [H] equation of motion.
However, LD equation presents many physical diﬃculties as the runaway solutions
and the preaccelerations. Therefore, with over the years many diﬀerent proposals have
appeared; the most important are described in the book of Parrot´s book [15]. Nowadays,
the Landau-Lifshitz [LL] equation [16] of motion has been considered by many authors
as the correct equation which describes the motion of a spinless point particle [17], [18].
However, many discussions about the validity of the LL proposal have been done in
the last years. Among others, we can cite the interesting analysis done by Baylis and
Huschilt [19] where the validity of the use of the LL equation has been questioned and a
mixed LD and LL theory is proposed. Consequently, Ares de Parga [20] and later Medina
[21] have argued in favor of changing the classical relativistic Larmor formula claiming
compatibility with the LL equation. It is important to mention the review works done by
Hammond [22] and Griﬃth [23], where both articles undertake some numerical studies
to determine which of the two equation, the LD or the LL equation, is superior. Finally,
the average method has been used by Quinn and Wald [24] to obtain a generalization of
the LL equation in general relativity.
The main purpose of the article consists of obtaining the Abraham equation just by
using the average of the retarded and the advanced ﬁelds obtained with the Lagrange-
Gordeyev method [1] at ﬁrst order in the velocity. By applying the Pauli Anzats [7],
the result is generalized to special relativity and LD equation [3] is obtained. The LL
equation is deduced through a review of the meaning of radiation term.
The paper is organized as follows: Sec. 2 is advocated to calculate the retarded and
advanced electromagnetic ﬁelds in a sphere of radius R. In Sec. 3, the ﬂux of energy
through a sphere moving along the path of the charge is calculated. The Abraham
equation of motion is deduced without mass renormalization. Consequently, the Lorentz-
Dirac equation is derived. LL equation is deduced in Sec. 4. Some concluding remarks
are exposed in Sec. 5.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 131–142 133
2. The Lagrange Gordeyev method
By considering a function u(y)w i t hy = x + αφ(y), Gordeyev [1] found that
u(y)=u(x)+
∞  
k=1
αk
k!
∂k−1
∂xk−1
 
φ
k (x)
∂u
∂x
(x)
 
α=0
. (1)
In the particular case of looking for a retarded function, that is, for α = −1
c being c the
speed of light and φ = R(t )w h e r eR represents the distance between the charge at the
retarded time t  and the considered point at t;t h a ti s :t  = t −
R(t )
c . One has,
u(t
 )=u(t)+
∞  
k=1
(−1)
k
ckk!
dk−1
dtk−1
 
R
k (t)
du
dt
(t)
 
(2)
The retarded electric ﬁeld results to be:
− →
E = e
∞  
j=0
Ej, (3)
where e represents the charge of the particle and
− →
E j =( −1)
j
 
−C
−1
j
− →
R +
j  
i=0
(j − i)
(j − i +1 ) !
C
j−i
i
j−i
− → v
 
(4)
with
C
k
0 =Ω k and C
k
l =
 
C
1
i!j!...h!
∂sΩk+l
∂vs
⎛
⎝
• − → v
2!
⎞
⎠
i ⎛
⎝
•• − → v
3!
⎞
⎠
j
···
⎛
⎝
q
− → v
(q +1 ) !
⎞
⎠
h
, (5)
where the index C in the sum means all the possible combinations such that
i + j + ...+ h = s,
i +2 j + ...+ qh = l, (6)
and
Ωk = R
k−2γ
k+2
 
z +( 1+z2)
1/2 k  
k (1 + z2)
1/2 − z
 
(1 + z2)
3/2 , (7)
with
z = γ(  n.− → v ),   n =
− →
R
R
and γ =( 1− v
2)
−1/2. (8)
The speed of the light has been taken as c = 1. For the retarded magnetic ﬁeld, the
result is:
− →
B
ret = e
∞  
j=0
− →
B
ret
j , (9)134 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 131–142
where
− →
B
ret
j =( −1)
j
j  
i=0
− →
B
jret
i , (10)
being
− →
B
jret
i described by
− →
B
jret
i = C
j−i−1
i
− →
R ×
j−i
− → v
(j − i)!
+ C
j−i
i
E[(j−i)/2]  
k=0
⎡
⎢
⎣
(j − i − 2k)
k − → v ×
j−i−k
− → v
(k +1 ) !( j − i − k +1 ) !
⎤
⎥
⎦, (11)
where E [(j − i)/2] represents the integral part of (j − i)/2.
After some calculations [6], we obtain:
− →
E
ret
0 =
1
R2  n,
− →
E
ret
1 = −
•
v
2R
 
cosθ  n +   k
 
,
− →
E
ret
2 = −
3sin 2 θ
2
 
•
v
2
4
+
v
••
v
3
 
  n +
 
1
3
( 2+3 v cosθ)
••
v +
 
2v +
3
4
cosθ
 
•
v
2
 
  k,
− →
B
ret
0 =
v
R2
  k ×   n,
− →
B
ret
1 = −
3v
•
v cosθ
2R
  k ×   n,
− →
B
ret
2 = −
 
••
v
2
+
15v
•
v
2
8
sin
2 θ
 
  k ×   n (12)
By an inspection of Eq. (2) for the advanced electric ﬁeld, it is easy to see that the
diﬀerence with the retarded electric ﬁeld corresponds to the (−1)j. Therefore,
− →
E
adv = e
∞  
j=0
E
adv
j , (13)
where
− →
E
adv
j =
 
−C
−1
j
− →
R +
j  
i=0
(j − i)
(j − i +1 ) !
C
j−i
i
j−i
− → v
 
. (14)
Then,
− →
E
adv
j =( −1)
j− →
E
ret
j (15)
Since in Sec. 3 we will be involved with terms which are proportional to R−2, R−1 and
R0, we will only consider the particular case of j =0 ,1a n d2 ;t h e nw eh a v e :
− →
E
adv
0 =
− →
E
ret
0 ,
− →
E
adv
1 = −
− →
E
ret
1 ,
− →
E
adv
2 =
− →
E
ret
2 . (16)
For the magnetic ﬁeld, the result is similar; that is:
− →
B
adv
0 =
− →
B
ret
0 ,
− →
B
adv
1 = −
− →
B
ret
1 ,
− →
B
adv
2 =
− →
B
ret
2 . (17)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 131–142 135
Other way for obtaining the advanced ﬁelds corresponds to consider that the particle is
coming back from the future to the past and we have to interchange,
t →− t, − → v →− − → v ,c o s θ →−cosθ. (18)
The result is similar to the one presented before. Therefore, the mean electromagnetic
ﬁelds are described by
− →
E 0 =
1
2
 − →
E
ret
0 +
− →
E
adv
0
 
=
1
R2  n,
− →
E 1 =
1
2
 − →
E
ret
1 +
− →
E
adv
1
 
=
− →
0 ,
− →
E 2 =
1
2
 − →
E
ret
2 +
− →
E
adv
2
 
= −
3sin 2 θ
2
 
•
v
2
4
+
v
••
v
3
 
  n
+
 
1
3
( 2+3 v cosθ)
••
v +
 
2v +
3
4
cosθ
 
•
v
2
 
  k,
− →
B 0 =
1
2
 − →
B
ret
0 +
− →
B
adv
0
 
=
v
R2
  k ×   n,
− →
B 1 =
1
2
 − →
B
ret
1 +
− →
B
adv
1
 
=
− →
0 ,
− →
B 2 =
1
2
 − →
B
ret
2 +
− →
B
adv
2
 
= −
 
••
v
2
+
15v
•
v
2
8
sin
2 θ
 
  k ×   n (19)
These ﬁelds will be used in the next section in order to ﬁnd the ﬂux of energy through a
sphere.
3. The ﬂux of energy
It is a well-known result [25] that the rate of mechanical energy can be expressed as:
dEmech
dt
= −
 
V
 
∂u
∂t
+ ∇•− → s
 
dV, (20)
where u = 1
2 (E2 + B2) represents the energy density and − → s = 1
4π
− →
E ×
− →
B is the Poynting
vector. We know that the rate of the energy of the ﬁeld is:
dEfield
dt
=
d
dt
 
V
udV. (21)
Let us consider a charged point particle moving with a speed − → v , and a sphere of radius
R with the charge at the center and moving along the path of the charge. By using a
classical identity about the derivative with respect to the time of a volume integral with
a volume with speed − → v [4], Eq. (21) may be expressed as:
dEfield
dt
=
 
V
 
∂u
∂t
+ ∇•(u− → v )
 
dV. (22)136 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 131–142
By considering that the whole volume moves with the same velocity, we arrive at:
dEfield
dt
=
 
V
∂u
∂t
dV + − → v •
 
V
ud
− →
A. (23)
By adding Eqs. (20) and (23), we obtain that
dEmech
dt
+
dEfield
dt
= −
 
V
∇•− → sd V+ − → v •
 
ud
− →
A. (24)
By using Gauss theorem, we have:
dEmech
dt
+
dEfield
dt
= −
 
− → s • d
− →
A + − → v •
 
ud
− →
A. (25)
Let us consider that the ﬂux of energy will be evaluated at ﬁrst order with the speed v
of the particle. This means that we will neglect all the terms proportional to v2.W e
are interested in calculating the ﬂux of energy due to the particle. Therefore, we will
consider the ﬂux of energy through a sphere of radius R and then we will take the limit
R → 0. First of all, let us calculate the term
dEfield
dt = d
dt
 
V udV . A sw eh a v es h o w n
in Sec. 2, the electromagnetic ﬁelds can be expressed as
− →
E i = 1
2
 − →
E ret
i +
− →
E adv
i
 
and
− →
B i = 1
2
 − →
B ret
i +
− →
B adv
i
 
which are proportional to Ri−2. At the moment of taking the
limit R → 0, just the terms which are proportional to R−4, R−3, R−2, R−1,R 0 will
survive. If we consider Eq. (19), we will just consider,
E
2 = q
2
 
E
2
0 +2
− →
E 0 ·
− →
E 2
 
. (26)
If we integrate 2
− →
E 0 ·
− →
E 2 which is proportional to R−2,aR term appears and when the
limit R → 0 is taken it vanishes. On the other hand, E2
0 doesn’t depend on time, therefore
the derivative vanishes. Therefore
lim
R→0
dEfield
dt
= lim
R→0
d
dt
 
V
udV =0 . (27)
Consequently
lim
R→0
dEmech
dt
= lim
R→0
 
−
 
− → s • d
− →
A + − → v •
 
V
ud
− →
A
 
(28)
Let us deﬁne the functions G and W as:
W = lim
R→0
−
 
− → s • d
− →
A and G = lim
R→0
− → v •
 
ud
− →
A. (29)
Then, let us begin by calculating W. We need to know the Poynting vector; that is:
− →
E ×
− →
B = q
2
 − →
E 0 ×
− →
B 0 +
− →
E 0 ×
− →
B 2 +
− →
E 2 ×
− →
B 0
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W can be divided in two terms, W = W−2+W0,w h e r eWi represents the term containing
Ri;
W−2 = lim
R→0
−
q2
4π
  π
0
  2π
0
− →
E 0 ×
− →
B 0 •   nR
2 sinθdθdφ, (30)
and
W0 = lim
R→0
−
q2
4π
  π
0
  2π
0
 − →
E 0 ×
− →
B 2 +
− →
E 2 ×
− →
B 0
 
•   nR
2 sinθdθdφ,
Since
  n ×
 
  k ×   n
 
·   n =0 ,
and by using the Eq. (19), we obtain:
− →
E 0 ×
− →
B 0 ·   n =0 ,
− →
E 0 ×
− →
B 2 ·   n =0 ,
− →
E 2 ×
− →
B 0 ·   n = −
v
R2
 
2
3
••
v +
3
4
cosθ
•
v
2
 
sin
2 θ. (31)
Therefore
W−2 =0 ,
W0 = lim
R→0
q2
4π
  π
0
  2π
0
v
R2
 
2
3
••
v +
3
4
cosθ
•
v
2
 
R
2 sin
3 θdφdθ (32)
The result is
W−2 =0 ,
W0 =
4q2v
••
v
9
. (33)
We arrive at
W = W0 + W−2 =
4q2v
••
v
9
, (34)
On the other hand , in order to calculate G = G−2 + G0 where Gi represents the term
containing Ri and by using the Eq. (26), we have
G−2 = lim
R→0
− → v •
  π
0
  2π
0
E2
0
8π
  nR
2 sinθdθdφ,
G0 = lim
R→0
− → v •
  π
0
  2π
0
2
− →
E 0 ·
− →
E 2
8π
  nR
2 sinθdθdφ. (35)
Then, let us consider that the speed of the particle is − → v = v  k.w eh a v e
G−2 = q
2 lim
R→0
  π
0
  2π
0
v
8πR2 cosθsinθdθdφ,
G0 = q
2 lim
R→0
  π
0
  2π
0
1
8π
 
−
6sin 2 θv
2
•
v
2
4
+2
 
2
3
v
••
v +
3
4
cosθv
•
v
2
 
cosθ
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Integrating:
G−2 =0 ,
G0 =
2q2v
••
v
9
. (37)
G can be expressed by
G = G−2 + G0 =
2q2v
••
v
9
. (38)
By Using Eqs. (28), (29), (34) and (38), we arrive at:
dEmech
dt
=
− →
f rad • − → v =
2q2••
v
3
v. (39)
We can conclude that:
frad =
2
3
q
2••
v +0
 
v
2 
. (40)
We obtain an expression for the reaction force without mass renormalization. This result
has been obtained for parallel velocity, acceleration and hyperacceleration, nevertheless
we can generalize to
− →
f rad =
2
3
q
2
•• − → v +0
 
v
2 
(41)
This is the reaction force obtained by Abraham [A] [5]. Once, we have a nonrelativistic
result, we can apply Pauli’s anzats [7] and immediately we obtain:
f
μ
rad =
2q2
3
 
••
v
μ
+ aνa
νv
μ
 
(42)
which is the LD equation of motion for spinless point charged particles in classical elec-
trodynamics and it has been obtained without using the mass renormalization process.
Even if there are many more elegant deduction of the LD equation by using the average
technique, as we have mentioned, the Lagrange-Gordeyev method permit to analyze step
by step the behavior of each Rn− term and the elimination of the renormalization process
is explicitly showed.
4. Landau-Lifshitz equation of motion
Before deduction of the LL equation, it is convenient to consider certain relevant aspects.
Let’s start by quoting Hammond [22]: ”it is not assumed a priori that a self-interactions
exists, it is not put into the action principle from which the equations are derived, it is a
consequence of the theory. This result, that self-interactions are not included in the basic
formulation of theory, has been called a formal inconsistency in the theory,”. Indeed, if
we make a review of Eq. (20), it is obvious that everything is deduced by considering
that the equation of motion of a spinless point particle is the Lorentz [L] equation. That
is:
m− → a = q
 
− →
E +
− → v
c
− →
B
 
. (43)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 131–142 139
After some calculations, we end up with another equation of motion, that is the A
equation :
m− → a = q
 
− →
E +
− → v
c
− →
B
 
+
2
3
q
2
•• − → v +0
 
v
2 
. (44)
The question now is: which of the two equations, Eqs. (43) and (44), is the good? If
we choose the L equation, Eq. (43), we will not have a reaction force as desired. But if
we accept the A equation as the good one, we have two problem: ﬁrstly, we know that
we begin by considering the L equation and we ﬁnish with another equation; secondly,
if we repeat the same procedure beginning with the A equation, we will obtain another
reaction force and so on. In both cases, we do not accomplish our goal.
However, let us consider that a spinless point particle moves according to the following
equation:
m− → a = q
 
− →
E +
− → v
c
− →
B
 
+
− →
G +
− →
f rad, (45)
where
− →
G and
− →
f rad represent a non-electromagnetic force and the reaction force, respec-
tively. Consider now, that the charge is submitted to a force
− →
G which coincides with the
unknown −
− →
f rad at a point. Therefore, in this case, the particle will be driven by just
the Lorentz force and consequently in this case the reaction force will be equal to 2
3q2
•• − → v
(
− →
G = −2
3q2
•• − → v ). Thus, in this case,
m
•• − → v =
d
dt
 
q
 
− →
E +
− → v
c
− →
B
  
, (46)
or by putting
− →
F = q
 
− →
E +
− → v
c
− →
B
 
, (47)
we can propose that when the external force does not exist, the radiation term is still
− →
f rad =
2
3m
q
2 d
dt
− →
F. (48)
Finally, the equation of motion is
m− → a =
− →
F +
2
3m
q
2 d
dt
− →
F =
− →
F + τo
d
dt
− →
F, (49)
where τo = 2
3mq2 represents the characteristic time of the charge. Eq. (49) is the Ford
equation [26] which has been deduced in a diﬀerent form by using some quantum consid-
erations.
By applying Pauli’s anzats [7], it is easy to obtain the LL equation [20]:
ma
μ =
q
c
F
μνvv + τo
  
q
c
(
∂Fμν
∂xα v
αvν − (q/cm)F
μνFαvv
α)+( q
2/c
4m)F
2v
μ
  
. (50)140 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 131–142
Conclusions
Even if nowadays the LL equation is considered as the correct equation for a charged point
particle [16], [17], [18], [20], it is always deduced by ﬁrstly obtaining the LD equation of
motion. Indeed, for Spohn [17] and Rohrlich [18] the LD equation must be restricted to
its critical surface yielding the LL equation and consequently, this last one represents the
correct equation of motion for a spinless classical point charge. Therefore, the deduction
of the Lorentz-Dirac equation without mass renormalization as we did in the paper, also
supports the validity of the Landau-Lifshitz equation of motion. However, although many
authors speak of the LL equation as exact or correct, some recent work than that cited
has concluded that the LL equation can not be considered exact, but only a frequently
useful approximation to the LD equation for a point charge.
However, this discussion would be clariﬁed when a consistent closed theory of ﬁelds
and particles will be found. Nowadays, some works has been successful by introducing
some important concepts as the proper time [27] in order to begin to well-deﬁne the
problem.
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Abstract: The goal of the present work is to revisit the cranking formula of the vibrational
parameters, especially its well known drawbacks. The latter can be summarized as spurious
resonances or singularities in the behavior of the mass parameters in the limit of unpaired
systems. It is found that these problems are simply induced by the presence of two derivatives
in the formula. In eﬀect, this formula is based on the hypothesis of contributions of excited
states due only to two quasiparticles. But it turns out that this is not the case for the derivatives.
We deduce therefore that the derivatives are not well founded in the formula. We propose then
simply to suppress these terms from the formula. Although this solution seems to be simplistic,
it solves deﬁnitively all its inherent problems.
c   Electronic Journal of Theoretical Physics. All rights reserved.
Keywords: Inglis Cranking Formula; Mass Parameters; Shell Model; Bcs Theory
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1. Introduction
Collective low lying levels of the nucleus are often deduced numerically from the In-
teracting Bosons Model (IBM) [1] or the Generalized Bohr Hamiltonian (GBH) [2]-[3].
Restricting ourselves to the latter we can say that it is built on the basis of seven functions:
The collective potential energy of deformation of the nucleus, and for its kinetic-energy
part, three mass parameters (also called vibrational parameters ) and three moments of
inertia. All these functions depend on the deformation of the nuclear surface. Usually, the
deformation energy can be evaluated in the framework of the constrained Hartree-Fock
theory (CHF) or by the phenomenological shell correction method. The mass parame-
ters and the moments of inertia are often approximated by the cranking formula [4]-[5]
or in the self consistent approaches by other models [6]-[8]. Most of the self-consistent
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formulations are based on the adiabatic time dependent Hartree-Fock-Bogolyoubov ap-
proximation (ATDHFB) which leads to constrained Hartree-Fock-Bogolioubov (CHFB)
calculations [9]-[10] in which the so-called Thouless-Valatin corrections are neglected. It
is to be noted that there are several self-consistent formulations for the mass parame-
ters in which always some approximations are made (not always the same). Other types
of approaches of the mass parameters use the so-called Generator Coordinate Method
combined with the Gaussian-Overlap-Approximation (GCM+GOA) [11]. Recently new
methods have again been developped [12]-[13]. This leads to a certain confusion and the
problem of the evaluation of the mass parameters remains (up to now) a controversial
question as already noticed in Ref.[13].
In this paper we will focus exclusively on the mass parameters, especially on the
problems induced by the cranking formula, i.e. the ”classical” Inglis-Belyaev formula
of the vibrational parameters. Indeed, it is well-known that this formula leads some-
times to inextricable problems when the pairing correlations are taken into account (by
means of the BCS model). The transition between normal (Δ = 0) and superﬂuid phase
(Δ > Δ0 ≈ 0.3MeV) aﬀects generally the magic nuclei near the spherical shape under the
changing of the deformation [15]. The problem occurs sometimes (not always) exactly
in these cases for an unpaired system Δ ∼ 0. In that cases the mass parameters take
anomalous very large values near a ”critical” deformation close to the spherical shape.
This singular behaviour is well-known and constitutes undoubtedly unphysical eﬀect.
It has been early found that these problems are due simply to the presence of the deriva-
tives of Δ (pairing gap) and λ (Fermi level) in the formula. They have been reported
many times [2], [14]-[17] in the litterature, but no solution has been proposed. The au-
thors of Ref. [2] and [15] claim that for suﬃciently large pairing gaps Δ the total mass
parameter is essentially given by the diagonal part without the derivatives, whereas those
of Ref. [17] aﬃrm that the role of the derivatives is by no mean small in the ﬁssion pro-
cess and this leads to contradictory conclusions. Other studies [18] neglect the derivatives
without any justiﬁcation. Some self-consistent calculations met also the same diﬃculties.
For example in Ref. [22], resonances in mass parameters have also already been noticed.
As in the present work they were attributed to the derivative of the gap parameter Δ
near the pairing phase transition. In short, up to now the problem remains unclear.
Curiously, one must point out that contrary to the vibrational parameters, the same
formulation (Inglis-Belyaev) for the moments of inertia does not exhibit any explicit de-
pendence on Δ and λ (as the I-B formula does for the mass parameters) and this explains
why the I-B formula for the moments of inertia does not meet such problems. This dif-
ference appears not so natural and is a part of the motivation of this work. All these
problems as well as intensive numerical calculations led us to ask ourselves if the pres-
ence of these derivatives is well founded. If this is not the case, their removal should
be justiﬁed. In fact, the Inglis-Belyaev formula is based on the fundamental hypothesis
on contributions of two-quasiparticle states excitations. Rigorously it turns out that the
derivatives of Δ and λ do not belong to this type of excitations and this must explain
their reject from the formula.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 143–158 145
The object of this paper is not so much to tell if this model is good or not or to specify
the ﬁeld of the validity this model, etc... This study is simply and wholly devoted to a
correction of the Inglis-Belyaev formula in the light of its fundamental hypothesis.
2. Hypothesis of the two-quasiparticle excitations or the crank-
ing Inglis-Belyaev formula.
2.1 Without pairing correlations
The mass (or vibrational) parameters are given by the Inglis formula [2], [4]:
Dij {β1,.,β n} =2  
2  
M =0
 O|∂/ ∂ β i |M  M|∂/ ∂ β j |O 
EM − EO
(1)
Where |O ,|M  are respectively the ground state and the excited states of the nucleus.
The quantities EM,E O are the associated eigenenergies. In the independent-particle
model, whenever the state of the nucleus is assumed to be a Slater determinant (built on
single-particle states of the nucleons), the ground state|O  will be of course the one where
all the particles occupy the lowest states. The excited states |M  will be approached by
the one particle-one hole conﬁgurations. In that case, Eq. (1) becomes:
Dij {β1,.,β n} =2  
2  
l>λ,k<λ
 k|
∂
∂βi
|l  l|
∂
∂βi
|k 
( l −  k)
(2)
where {β1,.,β n} or in short {β} is a set of deformation parameters. The single particle
states |l ,|k  and single particle energies  l,  k are given by the Schrodinger equation of
the independent-particle model [19], i.e. Hsp |ν  =  ν |ν ,w h e r eHspis the single-particle
Hamiltonian). At last λ is the Fermi level.
Using the properties
 ν|∂/∂β|μ  =  ν|[∂/∂β,Hsp]|μ /( ν −  μ)a n d[ ∂/∂β,Hsp]=∂Hsp/∂β
Eq.(2) becomes
Dij {β1,.,β n} =2  
2  
l>λ,k<λ
 k|
∂Hsp
∂βi
|l  l|
∂Hsp
∂βi
|k 
( l −  k)
3 (3)
Hsp is the single-particle Hamiltonian and λ is the Fermi level.
2.2 With pairing correlations, hypothesis of the two-quasiparticle excita-
tions states
It must be noted that in Eq. (3) the denominator  l −  k vanishes in the case where the
Fermi level coincides with two or more degenerate levels. This is the major drawback of
the formula. It is possible to overcome this diﬃculty by taking into account the pairing146 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 143–158
correlations. This can be achieved through the BCS approximation by the following re-
placements in Eq. (1):
i) the ground state |O  by the BCS state |BCS .
ii) the excited states |M  by the two-quasiparticle excitations states |ν,μ  = α+
ν α+
μ |BCS 
(here we consider only the even-even nuclei).
iii) the energy EO by EBCS and EM by the energy of the two quasiparticles, i.e., by
Eν + Eμ + EBCS. The BCS state is deﬁned from the ”true” vacuum |0  by: |BCS  =
Πk
 
uk + υka
+
k a
+
k
 
|0 .
Dij {β1,.,β n} =2  
2  
ν,μ
 BCS|∂/ ∂ β i |ν,μ  ν,μ|∂/ ∂ β j |BCS 
Eν + Eμ
(4)
Where (uν,υ μ) are the usual amplitudes of probability and
Eν =
 
( ν − λ)
2 +Δ 2 (5)
is the so-called quasiparticle energy.
As shown by Belyaev [20] or as detailed in appendix the above formula can be written in
an other form:
Dij {β1,.,β n} =2  
2 
ν
 
μ =ν
(uνυμ + uμυν)
2
 ν|
∂
∂βi
|μ  μ|
∂
∂βj
|ν 
Eν + Eμ
+2 
2 
ν
1
2Eν
1
υ2
ν
∂uν
∂βi
∂uν
∂βj
(6)
Beside this formula, there is an other more convenient formulation due to Bes [21] modiﬁed
slightly by the authors of Ref. [2] where the derivatives ∂uν/∂βi,∂u ν/∂βj of Eq.(6) are
explitly performed (see also the details in the appendix of the present paper):
Dij {β1,.,β n} =2  
2 
ν
 
μ =ν
(uνυμ + uμυν)
2
(Eν + Eμ)
3  ν|
∂Hsp
∂βi
|μ  μ|
∂Hsp
∂βj
|ν  +2  
2 
ν
Δ2
8E5
ν
R
ν
i R
ν
j
(7)
where the most important quantity concerned by the subject of this paper is Rν
i (once
again see formula (A.10) in appendix how this quantity is obtained):
R
ν
i = − ν|
∂Hsp
∂βi
|ν  +
∂λ
∂βi
+
( ν − λ)
Δ
∂Δ
∂βi
(8)
The two quantities of the r.h.s of Eq. (6) and (7) are in the adopted order, the so-called
”non-diagonal” and the ”diagonal” parts of the mass parameters. The derivatives are
contained in the above diagonal term Rν
i . In other papers, the cranking formula is usu-
ally cast under a slightly diﬀerent form.
All these formulae (4), (6), (7) and others are equivalent.
The derivatives contained in Eq (8) can be then actually calculated as in Ref. [15], [2]Electronic Journal of Theoretical Physics 9, No. 27 (2012) 143–158 147
with the help of the following formulae.
∂λ
∂βi
=
acβi + bdβi
a2 + b2 (9)
∂Δ
∂βi
=
bcβi − adβi
a2 + b2 (10)
with
a =
 
ν
ΔE
−3
ν ,b =
 
ν
( ν − λ)E
−3
ν , (11)
cβi =
 
ν
Δ ν|
∂Hsp
∂βi
|ν E
−3
ν ,d βi =
 
ν
( ν − λ) ν|
∂Hsp
∂βi
|ν E
−3
ν (12)
These equations can be easily derived through the well known properties of the implicit
functions. In the following the expression ”the derivatives” means simply the both deriva-
tives given by Eq. (9) and (10).
In the simple BCS theory the gap parameters Δ and the Fermi level λ are solved from
the following BCS equations (13) and (14) as soon as the single-particle spectrum { ν}
is known.
2
G
=
NP  
ν=1
1
 
( ν − λ)
2 +Δ 2
(13)
N or Z =
NP  
ν=1
⎛
⎝1 −
 ν − λ
 
( ν − λ)
2 +Δ 2
⎞
⎠ (14)
(NP is the number of pairs of particles in numerical calculations). Of course, from equa-
tions (13) and (14) the deformation dependence of the eigenenergies  ν(β)i n v o l v e st h e
ones of Δ and λ.
In other words, when G,N,Z and the deformation are ﬁxed, the solution of Eq.(13) and
(14) amounts to express Δ and λ as functions of the set of the energy levels { ν}.
2.3 Paradox of the formula in an umpaired system
It is well known that the BCS equations have non-trivial solutions only above a critical
value of the strength G of the pairing interaction. The trivial solution corresponds the-
oretically to the value Δ = 0 of an unpaired system. In this case, the mass parameters
given by (6) or (7) must reduce to the ones of the formula (3), i.e. the cranking formula
of the independent-particle model. Indeed, when Δ = 0 it is quite clear that:
Eν =
 
( ν − λ)
2 +Δ 2 → Eν = | ν − λ|
uν,υ ν → 0 or 1 therefore in Eq.(7) (uνυμ + uμυν)
2 → 0 or 1
In accordance with the above assumption (uνυμ + uμυν)
2 =0or 1, we can deﬁne
ν and μ in a such way  ν >λand  μ <λtherefore Eν + Eμ = | ν − λ| + | μ − λ|148 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 143–158
=  ν − λ + λ −  μ =  ν −  μ
so that it is easy to see that the non-diagonal part of the right hand side of Eq.(7) reduces
eﬀectively to Eq. (3), i.e.:
2 2 
ν
 
μ =ν
(uνυμ+uμυν)2
(Eν+Eμ)3  ν|
∂Hsp
∂βi |μ  μ|
∂Hsp
∂βj |ν →2 2  
ν>λ,μ<λ
 ν|
∂Hsp
∂βi
|μ  μ|
∂Hsp
∂βi
|ν 
( ν− μ)3
This implies the important fact that in this limit (Δ → 0), the diagonal part (i.e. the
second term) of the r.h.s. of Eq. (7) must vanish, i.e. in other words:
2 2 
ν
Δ2
8E5
νRν
i Rν
j → 0w h e nΔ→ 0
However in practice in some rare cases of the pairing phase transtion this does not occur
because it happens that this term diverges near the breakdown of the pairing correlations,
i.e., in practice for very small values of Δ(∼ 0) (see numerical example in the text below).
This constitutes really a contradiction and a paradox in this formula.
In the quantity Rν
i of Eq (8) the diagonal matrix elements  ν|∂Hsp/∂βi |ν  are ﬁnite
and relatively small, it is then clear that it is the derivatives ∂Δ/∂βi and ∂λ/∂βi which
cause the problem. These features have been checked in numerical calculations. In this
respect, the formulae (9) and (10) which give these derivatives are subject to a major
drawback because their common denominator, i.e. a2 + b2 can accidentally cancel. Let
us study brieﬂy this situation. In eﬀect, this can be easily explained because in unpaired
situation we must have Δ ∼ 0, involving a ∼ 0 in Eq. (11). In addition, b is deﬁned as a
sum of postive and negative values depending on whether the terms are below or above
the Fermi level. Therefore, it could happen accidentally that b ∼ 0 in Eq (11) involving
serious drawbacks or at least numerical instabilities.
3. Quantities such as Δ and λ are not consistent with the hy-
pothesis of the Inglis-Belyaev formula.
3.1 Basic hypothesis of the Inglis-Belyaev formula and simpliﬁcation of
the formula
In the independent-particle approximation the contributions to the mass parameters are
simply due to one particle-one hole excitations. Thus in the formulae (2) or (3) the
particle-hole excitations are denoted by the single-particle states k and l. When the
pairing correlations are taken into account, the contributions are supposed due only to
two-quasiparticle excitations states (ν,μ) {μ  = ν} in Eq. which gives rise to the ﬁrst term
of Eq.(7). The second term of this formula is due to the derivatives of the probability
amplitudes and has to be interpreted as two quasiparticle excitations of the type (ν,ν).
However this is not true for all the terms entering into the product of the quantities
Rν
i ,R ν
j . Let us re-focus onto the formula (7) in which we will replace in the second sum
the quantity Δ by its equivalent from the identity Δ = 2uνυνEν. After simpliﬁcation ofElectronic Journal of Theoretical Physics 9, No. 27 (2012) 143–158 149
the coeﬃcient of Rν
i Rν
j we obtain:
Dij {β1,.,β n} =2  
2 
ν
 
μ =ν
(uνυμ + uμυν)
2
(Eν + Eμ)
3  ν|
∂Hsp
∂βi
|μ  μ|
∂Hsp
∂βj
|ν +2 
2 
ν
(2uνυν)
2
8E3
ν
R
ν
i R
ν
j
(15)
The fundamental point is in this way it is clear that all the quantities in Eq. (15) are
associated to quasiparticle states ν and μ except the derivative of Δ and λ. Quantities
such as Δ and λ appearing in
 
Rν
i ,R ν
j
 
(see Eq. (8)) which are deduced from Eq. (13)-(14)
are due to all the spectrum, they are clearly not speciﬁcally linked to these two particular
states (otherwise indices ν and μ should appear with these quantities). Therefore they
cannot be really considered as contributions due to two quasiparticle excitation states
which is the basic hypothesis of the Inglis-Belyaev formula. Therefore they cannot be
taken into account.
With this additional assumption, the element Rν
i must reduce to nothing but a simple
matrix element:
R
ν
i = − ν|
∂Hsp
∂βi
|ν  (16)
Consequently this contributes to simplify greatly the formula (15) which becomes:
Dij {β1,.,β n} =2  
2 
ν
 
μ =ν
(uνυμ + uμυν)
2
 ν|
∂Hsp
∂βi
|μ  μ|
∂Hsp
∂βj
|ν 
(Eν + Eμ)
3
+2  
2 
ν
(2uνυν)
2
 ν|
∂Hsp
∂βi
|ν 
2
(2Eν)
3 (17)
It is to be noted that the missing term (μ = ν) in the double sum is precisely the
contribution of the simple sum of the r.h.s of Eq. (17). Therefore, the formula (17) can
be reformulated in a compact form:
Dij {β1,.,β n} =2  
2 
ν
 
μ
(uνυμ + uμυν)
2
 ν|
∂Hsp
∂βi
|μ  μ|
∂Hsp
∂βj
|ν 
(Eν + Eμ)
3 (18)
In this more ”symmetric” form, this formula looks like more naturally to the Inglis-
Belyaev formula of the moments of inertia which does not contain dependence on the
derivatives of Δ and λ.
The ”new” formula corrects the previous paradox because in the case of the phase
transition Δ → 0, we will have in this limit for the diagonal terms ν = μ, uνυν+uνυν =0
for any ν and due to the fact that the corresponding matrix element  ν|∂Hsp/∂βi |ν  is
ﬁnite the second term of Eq. (17) tends uniformly toward zero so that Eq. (17) reduces
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4. Illustration of the application of the Inglis Belyaev formula
in the case where the singularity occurs
This is illustrated in Fig. 1 by the behaviour of the vibrational parameter Bββ(β,γ =0 )
as a function of the Bohr parameter in the case of the magic nuclei 136
54 Xe82. These
calculations have been performed for the both formulae (7) and (17), i.e., respectively
with and without the derivatives ∂λ/∂β and ∂Δ/∂β. The resonance (singularity) Bββ ∼
7000000 2MeV−1 occurs near the deformation β =0 .09 for the formula with the deriva-
tives. This happens always when Δ is very close to 0. Between β =0a n dβ =0 .15 the
formula without derivatives gives small (ﬁnite) values (Bββ ∼ 25 2MeV−1). These very
small values of the independent particle model are due to the collapse of the pairing cor-
relations. In addition, during the phase transition, i.e., for 0.1  Δ  0.2, the vibrational
parameters increase up to the important value Bββ ∼ 500 2MeV−1. W eh a v ec h e c k e d
that this is due to a pseudo crossing levels near the Fermi level. However, in this respect
we have futhermore checked carefully that there is absolutely no crossing levels near the
singularity. Thus the singularity is not a consequence of a crossing levels as it is often
claimed [14]. As said before the explanation comes from the fact that in Eq. (9) and (10)
the denominator simply cancels. This demonstrates the weakness of the old formula (7)
with respect to that proposed in this paper, that is Eq. (17).
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calculations are performed within the cranking formula including the derivatives and for the
same formula without derivating; Note the quasi divergence (singularity) of the version with
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5. Conclusion
In some rare but important illustrative cases the application of the Inglis-Belyaev formula
to the mass parameters reveals incontestable weaknesses in the limit of unpaired systems
Δ → 0. In eﬀect, this formula leads straightforwardly to a major contradiction, that
is, not only it does not reduce to the one of the unpaired system in the case Δ = 0
(which is already a contradictory fact) but even gives unphysical (singular) values. It has
been reported in the litterature that self-consistent calculations meet also the same kind
of problems (see text). After extensive calculations within the Inglis-Belyaev formula,
we realized that these problems are inherent to a spurious presence of the derivatives of
Δa n dλ in the formula. This led us to ”revise” the conception of this formula simply
by removing the derivatives which are not consistent with the basic hypothesis of the
formula, that is to say with two quasiparticle excitation states. This is the reason why
our proposal cannot be considered as a simple recipe to the limit Δ = 0 but as a well
founded rectiﬁcation of the formula which is thus no more subject to the cited problems
and reduces naturally to that of the unpaired system in the limit Δ → 0.
A The cranking formula with pairing correlations
We have to calculate the matrix element of the type  n,m|∂/ ∂ β i |BCS  which appears
in Eq. (4) of the text, i.e.:
Dij {β1,.,β n} =2  2  
ν,μ
 BCS|∂/ ∂ β i|ν,μ  ν,μ|∂/ ∂ β j|BCS 
Eν+Eμ
keeping in mind however that the diﬀerential operator acts not only on the wave functions
of the BCS state but also on the occupations probabilities uk,υ k (of the BCS state) which
also depend on the deformation parameter βi we have to write.
∂
∂βi
=
 
∂
∂βi
 
wave func
+
 
∂
∂βi
 
occup.prob
We must therefore to evaluate successively two types of matrix elements
A1 Calculation of the ﬁrst type of matrix elements
For one particle operator we have in second quantization representation:  
∂
∂βi
 
wave func
=
 
ν,μ  ν|
∂
∂βi
|μ a+
ν aμ
Applying this operator on the paired system and using the inverse of the Bogoliubov-
Valatin transformation:
aν =( uναν + υνα
+
ν ),a +
ν =( uνα+
ν + υναν)
We ﬁnd:  
∂
∂βi
 
wave func
|BCS  =
 
ν,μ
 ν|
∂
∂βi
|μ a
+
ν aμ |BCS  (A.1)
=
 
ν,μ  ν|
∂
∂βi
|μ (uνα+
ν +υναν)(uμαμ+υμα
+
μ)|BCS  =
 
ν,μ  ν|
∂
∂βi
|μ (uνα+
ν +υναν)υμα
+
μ |BCS 
because αμ |BCS  =0152 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 143–158
Therefore
 
∂
∂βi
 
wave func
|BCS  =
 
ν,μ
 ν|
∂
∂βi
|μ 
 
uνα
+
ν υμα
+
μ |BCS  + υνανυμα
+
μ |BCS 
 
(A.2)
We must notice that for the term ν = μ we will have the contribution
 ν|
∂
∂βi
|ν 
 
uνυνα+
ν α
+
ν |BCS  + υ2
ν |BCS 
 
which is a mixing of a two quasparticle-state
with a BCS state. Because the state given by Eq. (A.1) must represent only two quasi-
particle excitation, we have to exclude the contribution due to the term ν = μ from the
sum of this equation. This restriction leads to the following formula:
 
∂
∂βi
 
wave func
|BCS  =
 
ν =μ
 ν|
∂
∂βi
|μ (uνυμα
+
ν α
+
μ)|BCS  (A.3)
It will be noted that the term υνανυμα
+
μ |BCS  vanishes for ν  = μ in the r.h.s of Eq.
(A.2). We then calculate then the ﬁrst type of matrix elements:
I1 =  n,m|
 
ν =μ
 ν|
∂
∂βi
|μ uνυμα
+
ν α
+
μ |BCS  (A.4)
The above form of the formula suggests that the excited states must be of the form
|n,m  = α
+
k α
+
l |BCS  =
 
 k,l
 
.
We obtain then:
I1 =  BCS|α
lαk
 
ν =μ  ν|
∂
∂βi
|μ uνυμα+
ν α
+
μ |BCS 
=
 
ν =μ  ν|
∂
∂βi
|μ uνυμ  BCS|α
lαkα+
ν α
+
μ |BCS 
We use the following usual fermions anticommutation relations:
{αk,α l} =
 
α
+
k ,α
+
l
 
=0 ,
 
αk,α
+
l
 
= δkl
Thus the quantity between brakets of the BCS sate gives:
 BCS|α
lαkα+
ν α
+
μ |BCS  =( δlμδνk − δμkδνl)
We obtain:
I1 =
 
ν =μ  ν|
∂
∂βi
|μ uνυμ (δlμδνk − δμkδνl)= k|
∂
∂βi
|l ukυl −
 
l
    ∂
∂βi
   k
 
ulυk with
k  = l Because indexes of brakets must be diﬀerent in Eq(A.4).
Noting that if   T is the time-reversal conjugation operator we must have for any operator
ˆ O
 p| ˆ O|q  =
 
  Tp
   
    T ˆ O  T −1
   
   Tq
 ∗
Applying this result for our case and assuming that ∂/∂βi is time-even, i.e.   T (∂/∂βi)   T −1 =
∂/∂βi,w eg e t :
 
l
 
  ∂
∂βi
 
 k
 
=
 
  Tl
        T
∂
∂βi
  T −1
       Tk
 ∗
=  k|
∂
∂βi
|l 
Moreover, using the usual phase convention
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we deduce :
I1 =  k|
∂
∂βi
|l ukυl +  k|
∂
∂βi
|l ulυk =( ukυl + ulυk) k|
∂
∂βi
|l 
Taking into account that the brakets states in Eq (A.3) must be diﬀerent, the ﬁnal result
for I1 given (A.4) will take the following form:
I1 =
 
k,l
   
 
∂
∂βi
 
wave func
|BCS  =( ukυl + ulυk) k|
∂
∂βi
|l  with k  = l (A.5)
Let be Hsp the single-particle Hamiltonian and
H
  =
 
ν,μ  ν|(Hsp − λ)|μ a
+
ν aμ − G
 
ν,μ>0a
+
ν a
+
ν aμaμ
the nuclear paired BCS Hamiltonian with the constraint on the particle number. Writ-
ing this Hamiltonian in the well-known quasiparticles representation H  = EBCS +  
νEνα+
ν αν + residual qp interaction, neglecting (as usual) the latter term and using
Eq. (A.3) it is quite easy to establish the following identity
 
k,l
 
 
 
H
 ,
 
∂
∂βi
 
wave func
 
|BCS  = −
 
k,l
 
 
 
∂H 
∂βi
 
wave func
|BCS 
=
 
Ek,l − EBCS
  
k,l
 
 
 
∂
∂βi
 
wave func
|BCS 
where the eigenenergies Ek,l corresponding to the excited states
   k,l
 
are given by Ek,l =
EBCS + Ek + El
so that:
 
k,l
   
 
∂
∂βi
 
wave func
|BCS  = −
 
k,l
   
 
∂H 
∂βi
 
wave func
|BCS 
Ek,l − EBCS
= −
 
k,l
   
 
∂H 
∂βi
 
wave func
|BCS 
Ek + El
Due to the fact that the pairing strength G does not depend on the nuclear deforma-
tion, it is clear from the expression of H (in the particles representation) that ∂H /∂βi =
∂ (Hsp − λ)/∂βi Therefore
 
k,l
   (∂H /∂βi)wave func|BCS  =
 
k,l
   (∂Hsp/∂βi)|BCS −
∂λ/∂βi k,l|BCS  =
 
k,l
   (∂Hsp/∂βi)|BCS 
Here we have  k,l|BCS  = 0 because excited states and bcs state are supposed orthog-
onal.
Again using the second quantization formalism (∂Hsp/∂βi)=
 
ν =μ  ν|(∂Hsp/∂βi)|μ a+
ν aμ
and performing then exactly the same transformations as before for
 
ν =μ  ν|∂/∂βi |μ a+
ν aμ
but this time with
 
ν =μ  ν|∂Hsp/∂βi |μ a+
ν aμ we will obtain in the same manner a new
form for Eq. (A.5):
I1 = I1(k,l)=
 
k,l
   
 
∂
∂βi
 
wave func
|BCS  = −
(ukυl + ulυk)
Ek + El
 k|
∂Hsp
∂βi
|l  with k  = l
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A2 Calculation of the second type of matrix elements
Recalling that the BCS state is given by: |BCS  =Π k
 
uk + υka
+
k a
+
k
 
|0  and diﬀerenti-
ating this state with respect to the probabilty amplitudes, we obtain:  
∂
∂βi
 
occup.prob
|BCS  =
 
τ(
∂uτ
∂βi
+
∂υτ
∂βi
a+
τ a
+
τ )
 
k =τ(uk + υka
+
k a
+
k )|0 
We use the evident property:  
k =τ(uk + υka
+
k a
+
k )|0  =( uτ + υτa+
τ a
+
τ )−1 |BCS 
Therefore:  
∂
∂βi
 
occup.prob
|BCS  =
 
τ
 
(
∂uτ
∂βi
+
∂υτ
∂βi
a+
τ a
+
τ )(uτ + υτa+
τ a
+
τ )−1
 
|BCS 
Making an expansion of the inverse operator in a+
τ a
+
τ :  
∂
∂βi
 
occup.prob
|BCS  =
 
τ
 
(
∂uτ
∂βi
+
∂υτ
∂βi
a+
τ a
+
τ )u−1
τ (1 − υτu−1
τ a+
τ a
+
τ +
 
υτu−1
τ a+
τ a
+
τ
 2 + ...)
 
|BCS 
using the inverse of the Bogoliubov-Valatin transformation:
a+
τ =( uτα+
τ + υτατ)
We ﬁnd for the quantity a+
τ a
+
τ
a+
τ a
+
τ =( uτα+
τ + υτατ)(uτα
+
τ + υτατ)
= uτuτα+
τ α
+
τ + uτυτα+
τ ατ + υτuτατα
+
τ + υτυτατατ
replacing in the above expression and retaining only two creation of quasiparticles with
at most products of two amplitude probability:  
∂
∂βi
 
occup.prob
|BCS  =
 
τ
 
∂uτ
∂βi
u−1
τ
 
−υτu−1
τ uτuτα+
τ α
+
τ
 
+ u−1
τ
∂υτ
∂βi
uτuτα+
τ α
+
τ
 
|BCS 
Noting that: uτ = uτ, υτ = −υτ, we ﬁnd  
∂
∂βi
 
occup.prob
|BCS  =
 
τ
 
uτ
∂υτ
∂βi
− υτ
∂uτ
∂βi
 
α+
τ α
+
τ |BCS 
The excited states will be necessarily here, of the following form:
|M  = α+
mα
+
m |BCS  = |m,m 
We have therefore to calculate:
I2 =  BCS|αmαm(um
∂υm
∂βi
− υm
∂um
∂βi
)α+
mα
+
m |BCS 
due to the normalisation of the excited states, we obtains:
I2 = um
∂υm
∂βi
− υm
∂um
∂βi
knowing that the normalization condition of the probability amplitudes is:
u2
m + υ2
m =1
we ﬁnd by diﬀerentiation
2um
∂um
∂βi
+2 υm
∂υm
∂βi
=0
combining these two relations, we obtain in I2:
I2 = −
1
υm
∂um
∂βi
then, the second term reads:
I2 =  m,m|
 
∂
∂βi
 
occup.prob
|BCS  = −
1
υm
∂um
∂βi
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I2 = I2(k,l)=
 
k,l
   
 
∂
∂βi
 
occup.prob
|BCS  = −
1
υk
∂uk
∂βi
with k = l (A.7)
The two matrix elements I1 given by Eq. (A.6) and I2 given by Eq. (A.7). They
correspond respectively to the non-diagonal k  = l and diagonal part k = l of the total
contribution. Reassembling the two parts I1 and I2 in only one formula, we get:
I1 + I2 =
 
k,l
    ∂
∂βi
|BCS  = −
(ukυl + ulυk)
Ek + El
 k|
∂Hsp
∂βi
|l (1 − δk,l) −
1
υk
∂uk
∂βi
δkl
Replacing this quantity in Eq. (4) of section 2., noticing that the crossed terms (I1I2 and
I2I1) cancel in the product we ﬁnd:
Dij {β1,.,β n} =2  
2  
k,l
(ukυl + ulυk)
2
(Ek + El)
3  l|
∂Hsp
∂βi
|k  k|
∂Hsp
∂βj
|l (1 − δk,l)+2 
2  
k
1
2Ek
1
υ2
k
∂uk
∂βi
∂uk
∂βj
(A.8)
The expression
 
k
1
2Ek
1
υ2
k
∂uk
∂βi
∂uk
∂βj
(A.9)
meet in the second part of the r.h.s of the above formula (A.8) can be further clariﬁed.
Recalling that the probabilty amplitudes are:
uk =
 
1/
√
2
  
1+εk/
 
ε2
k +Δ 2
 1/2
and υk =
 
1/
√
2
  
1 − εk/
 
ε2
k +Δ 2
 1/2
where:εk =  k −λ is the single-particle energy with respect to the Fermi level λ,  k being
the single particle energy. Since the deformation dependence in uk appears through  k,Δ,
and λ, a simple diﬀerentiation of uk with respect to βi leads to:
∂uk
∂βi
=
1
2
√
2
 
1+
εk  
ε2
k +Δ 2
 −1/2  
∂εk
∂βi
(ε2
k +Δ 2)
−1/2 − εk (ε2
k +Δ 2)
−3/2
 
εk
∂εk
∂βi
+Δ
∂Δ
∂βi
  
multiplying by
1
υk
and simplifying we get:
1
υk
∂uk
∂βi
=
1
2(ε2
k +Δ 2)
 
Δ
∂εk
∂βi
− εk
∂Δ
∂βi
 
using εk =  k − λ, we obtain explicitly:
1
υk
∂uk
∂βi =
1
2(ε2
k +Δ 2)
 
Δ
∂ k
∂βi
− Δ
∂λ
∂βi
− ( k − λ)
∂Δ
∂βi
 
Moreover, noting that:
∂ k
∂βi
=  k|
∂Hsp
∂βi
|k 
we ﬁnd:
1
υk
∂uk
∂βi
=
Δ
2(ε2
k +Δ 2)
 
 k|
∂Hsp
∂βi
|k −
∂λ
∂βi
−
( k − λ)
Δ
∂Δ
∂βi
 
the quasiparticle energy is Ek =( ε2
k +Δ 2)
1/2 so that:
1
υk
∂uk
∂βi
=
Δ
2E2
k
 
 k|
∂Hsp
∂βi
|k −
∂λ
∂βi
−
( k − λ)
Δ
∂Δ
∂βi
 
= −
Δ
2E2
k
Rk
i
where we have put:156 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 143–158
R
k
i = − k|
∂Hsp
∂βi
|k  +
∂λ
∂βi
+
( k − λ)
Δ
∂Δ
∂βi
(A.10)
Using the result
1
υk
∂uk
∂βi
= −
Δ
2E2
k
Rk
i
the product of the similar terms of Eq. (A.9) gives ﬁnally:
 
k
1
2Ek
1
υ2
k
∂uk
∂βi
∂uk
∂βj
=
 
k
1
2Ek
 
1
υk
∂uk
∂βi
  
1
υk
∂uk
∂βj
 
=
 
k
1
2Ek
 
−Δ
Rk
i
2E2
k
  
−Δ
Rk
j
2E2
k
 
=
 
k
Δ2
8E5
k
Rk
iRk
j
The cranking formula of the mass parameters becomes ﬁnally:
Dij {β1,.,β n} =2  
2  
k,l
(ukυl + ulυk)
2
(Ek + El)
3  l|
∂Hsp
∂βi
|k  k|
∂Hsp
∂βj
|l (1 − δk,l)+2 
2  
k
Δ2
8E5
k
R
k
iR
k
j
(A.11)
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Abstract: Some new exact solutions of Einstein’s ﬁeld equations have emerged in a spatially
homogeneous and anisotropic Bianchi type-V space-time with minimally interacting perfect
ﬂuid and anisotropic dark energy (DE) components, which has dynamic equation of state (EoS).
We consider Bianchi type-V space-time, introducing three diﬀerent skewness parameters along
spatial directions to quantify deviation of pressure from isotropy. To obtain the deterministic
solution we choose the scale factor a(t)=
√
tnet, which yields a time-dependent deceleration
parameter (DP). We ﬁnd that the time dependent value of deceleration parameter is reasonable
for the present day universe which yields a transition of the universe from the early decelerating
phase to the recent accelerating phase. For diﬀerent values of n, we can generate a class of
physically viable DE models. It is found that quintessence model is suitable for describing
the present evolution of the universe. The physical and geometric properties of spatially
homogeneous and anisotropic cosmological models are discussed.
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1. Introduction
Now-days, it is strongly believed that the universe is experiencing an accelerated expan-
sion. Recent observations of type Ia supernova (SNIa) suggest that the expansion of
the universe is accelerating and two-thirds of the total energy density exists in a dark
energy component with negative pressure [1, 2] and recent observations of SNIa at high
conﬁdence level [3, 4] have further conﬁrmed this (for a recent review, see Padmanabhan
[5]; Copeland et al. [6]). In addition, measurements of the cosmic microwave background
[7, 8], large scale structure [9, 10]. and the galaxy power spectrum [11] also indicate the
existence of the dark energy. However, the observational data are far from being complete
(for a recent review, see Perivolaropoulos [12]; Jassal et al. [13]). It is not even known
what is the current value of the dark energy eﬀective equation of state (EoS) parameter
ω = p/ρ which lies close to −1: it could be equal to −1 (standard ΛCDM cosmology), a
little bit upper than −1 (the quintessence dark energy) or less than −1 (phantom dark
energy). While the possibility ω  − 1 is ruled out by current cosmological data from SN
Ia (Supernovae Legacy Survey, Gold sample of Hubble Space Telescope) (Riess et al. [14];
Astier et al. [15]), CMB (WMAP, BOOMERANGE) (Eisentein et al. [16]; MacTavish et
al. [17]) and large scale structure (Sloan Digital Sky Survey) (Komatsu et al. [18]) data,
the dynamically evolving DE crossing the phantom divide line (PDL) (ω = −1) is mildly
favoured. The simplest candidate for the dark energy is a cosmological constant Λ, which
has pressure PΛ = −ρΛ. Speciﬁcally, a reliable model should explain why the present
amount of the dark energy is so small compared with the fundamental scale (ﬁne-tuning
problem) and why it is comparable with the critical density today (coincidence problem).
The study of Bianchi type V cosmological models create more interest as these models
contain isotropic special cases and permit arbitrary small anisotropy levels at some instant
of cosmic time. This property makes them suitable as model of our universe. The homo-
geneous and isotropic Friedman-Robertson-Walker (FRW) cosmological models, which
are used to describe standard cosmological models, are particular case of Bianchi type I,
V and IX universes, according to whether the constant curvature of the physical three-
space, t = constant, is zero, negative or positive. These models will be interesting to
construct cosmological models of the types which are of class one. Present cosmology
is based on the FRW model which is completely homogeneous and isotropic. This is
in agreement with observational data about the large scale structure of the universe.
However, although homogeneous but anisotropic models are more restricted than the in-
homogeneous models, they explain a number of observed phenomena quite satisfactorily.
This stimulates the research for obtaining exact anisotropic solution for Einstein’s ﬁeld
equations (EFEs) as a cosmologically accepted physical models for the universe (at least
in the early stages). The anisotropy of DE within the frame work of Bianchi type is found
to be useful in generating arbitrary ellipsoidality to the Universe, and to ﬁne tune the
observed CMBR anisotropies. Koivisto and Mota [19, 20] have investigated cosmological
models with anisotropic EoS and have also shown that the present SN Ia data allows largeElectronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176 161
anisotropy. Among diﬀerent models Bianchi type-V universes are the natural general-
ization of the open FRW model, which eventually become isotropic. Thus, the Bianchi
type-V models which remain anisotropic are of rather academic interest. Recently, Yadav
[21] and Kumar & Yadav [22] have dealed with a spatially homogeneous and anisotropic
Bianchi type-V DE models by considering constant deceleration parameter.
Due to lack of the observational evidence in making a distinction between constant
and variable ω, particularly the EoS parameter (ω) is considered as a constant (Kujat et
al. [23]; Bartelmann et al. [24]; ’ Yadav [21], Kumar and Singh [25]) with phase wise
value −1,0,−1
3 and +1 for vacuum ﬂuid, dust ﬂuid, radiation and stiﬀ dominated uni-
verse, respectively. But in general, ω is a function of time or redshift (Ratra and Peebles
[26]; Jimenez [27]; Das et al. [28]). Some literature are also available on models with
varying ﬁelds, such as cosmological models with variable EoS parameter in Kaluza-Klein
metric and wormholes (Steinhardt et al. [29]; Rahaman et al. [30]). In recent years var-
ious form of time dependent ω have been used for variable Λ models by Mukhopadhyay
et al. [31]. Setare [32]−[34] and Setare & Saridakis [35] have also studied the DE models
in diﬀerent contexts. Recently, dark energy models with variable EoS parameter have
been studied by Ray et al. [36], Akarsu and Kilinc [37, 38], Yadav et al. [39], Yadav
and Yadav [40], Pradhan and Amirhashchi [41], Pradhan et al. [42] and Amirhashchi et
al. [43, 44]. In well-known reviews on modiﬁed gravity (Nojiri and Odintsov [45, 46], it
is clearly indicated that any modiﬁed gravity may be represented as eﬀective ﬂuid with
time dependent ω. The dark energy universe EoS with inhomogeneous, Hubble param-
eter dependent term is considered by Nojiri and Odintsov [47]. Later on, Nojiri and
Odintsov [48] have also presented the late-time cosmological consequences of dark energy
with time-dependent periodic EoS in oscillating universe.
Recently, Pradhan and Hassan [49] studied accelerating dark energy models in Bianchi
type-V space-time. In this paper, we have revisited the solution [49] and obtained some
physically realistic and totally anisotropic Bianchi-V models with anisotropic DE and
perfect ﬂuid which is diﬀerent from the previous one. We have assumed time-dependent
skewness parameter which modify EoS to study the anisotropic nature of DE. This pro-
vides the exact solution of the Einstein’s ﬁeld equations together with time dependent
deceleration parameter which also yields time dependent scale factor. This paper is or-
ganized as follows: the metric and the ﬁeld equations are presented in Sect. 2. Sect. 3
deals with the exact solutions of the ﬁeld equations and the physical behaviour of the
model. Discussions and concluding remarks are given in Section 4.
2. The Metric and the Field Equations
We consider the space time metric of the spatially homogeneous and anisotropic Bianchi
type-V of the form
ds
2 = −dt
2 + A
2dx
2 + e
2αx  
B
2dy
2 + C
2dz
2 
, (1)162 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176
where the metric potentials A, B and C are functions of cosmic time t alone and α is a
constant.
We deﬁne the following physical and geometric parameters to be used in formulating
the law and further in solving the Einstein’s ﬁeld equations for the metric (1).
The average scale factor a of Bianchi type-V model (1) is deﬁned as
a =( ABC)
1
3. (2)
A volume scale factor V is given by
V = a
3 = ABC. (3)
We deﬁne the generalized mean Hubble’s parameter H as
H =
1
3
(Hx + Hy + Hz), (4)
where Hx =
˙ A
A,H y =
˙ B
B and Hz =
˙ C
C are the directional Hubble’s parameters in the direc-
tions of x, y and z respectively. A dot stands for diﬀerentiation with respect to cosmic
time t.
From Eqs. (2)-(4), we obtain
H =
1
3
˙ V
V
=
˙ a
a
=
1
3
 
˙ A
A
+
˙ B
B
+
˙ C
C
 
. (5)
The physical quantities of observational interest in cosmology i.e. the expansion scalar
θ, the average anisotropy parameter Am and the shear scalar σ2 are deﬁned as
θ = u
i
;i =
 
˙ A
A
+
˙ B
B
+
˙ C
C
 
, (6)
σ
2 =
1
2
σijσ
ij =
1
2
 
˙ A2
A2 +
˙ B2
B2 +
˙ C2
C2
 
−
θ2
6
, (7)
Am =
1
3
3  
i=1
 
 Hi
H
 2
, (8)
where  Hi = Hi − H(i = x,y,z) represents the directional Hubble parameter in the
direction of x, y, z respectively. Am = 0 corresponds to isotropic expansion.
The Einstein’s ﬁeld equations ( in gravitational units 8πG = c =1 )r e a da s
R
i
j −
1
2
Rg
i
j = −T
(m)i
j − T
(de)i
j , (9)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176 163
where T
(m)i
j and T
(de)i
j are the energy momentum tensors of perfect ﬂuid and DE, respec-
tively. These are given by
T
(m)i
j = diag[−ρ
(m),p
(m),p
(m),p
(m)], (10)
and
T
(de)i
j = diag[−ρ
(de),p
(de)
x ,p
(de)
y ,p
(de)
z ],
= diag[−1,ω x,ω y,ω z]ρ
(de),
= diag[−1,ω+ δ,ω + γ,ω + η]ρ
(de), (11)
where ρ(m) and p(m) are, respectively the energy density and pressure of the perfect ﬂuid
component; ρ(de) is the energy density of the DE component; δ(t), γ(t)a n dη(t) are skew-
ness parameters, which modify EoS (hence pressure) of DE component and are functions
of the cosmic time t; ω is the EoS parameter of DE; ωx, ωy and ωz are the directional EoS
parameters along x, y,a n dz coordinate axes, respectively. We assume the four velocity
vector ui =( 1 ,0,0,0) satisfying uiuj = −1.
In a co-moving coordinate system (ui = δi
0), Einstein’s ﬁeld equations (9) with (10)
and (11) for B-V metric (1) subsequently lead to the following system of equations:
¨ B
B
+
¨ C
C
+
˙ B ˙ C
BC
−
α2
A2 = −p
(m) − (ω + δ)ρ
(de), (12)
¨ C
C
+
¨ A
A
+
˙ C ˙ A
CA
−
α2
A2 = −p
(m) − (ω + δ)ρ
(de), (13)
¨ A
A
+
¨ B
B
+
˙ A ˙ B
AB
−
α2
A2 = −p
(m) − (ω + η)ρ
(de), (14)
˙ A ˙ B
AB
+
˙ A ˙ C
AC
+
˙ B ˙ C
BC
−
3α2
A2 = ρ
m + ρ
de, (15)
2 ˙ A
A
−
˙ B
B
−
˙ C
C
=0 . (16)
We assume that the perfect ﬂuid and DE components interact minimally. Therefore, the
energy momentum tensors of the two sources may be conserved separately.
The law of energy-conservation equation (T
(m)ij
;j = 0) of the perfect ﬂuid gives
˙ ρ
(m) +3 ( ρ
(m) + p
(m))H =0 , (17)
where as energy-conservation equation (T
(de)ij
;j = 0) of the DE component leads to
˙ ρ
(de) +3 ρ
(de)(ω +1 ) H + ρ
(de)(δHx + γHy + ηHz)=0 , (18)
where we have used the equation of state p(de) = ωρ(de).164 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176
The Raychaudhuri equation is found to be
˙ θ = −
1
2
 
ρ
(de) +3 p
(de) 
−
1
3
θ
2 − 2σ
2 −
1
2
(3ω + δ + γ + η +1 ) ρ
(de). (19)
The ﬁeld equations (12) − (15) can be reduced in terms of H, σ2 and q as follows:
p
(m) +
1
3
(3ω + δ + γ + η)ρ
(de) = H
2(2q − 1) − σ
2 +
α2
A2, (20)
ρ
(m) + ρ
(de) =3 H
2 − σ
2 −
3α2
A2 . (21)
3. Solution of the Field Equations and its Physical Signiﬁcance
We have revisited the solution [49]. Following, Akarsu and Kilinc [37, 38, 50] and Yadav
[21], we split the conservation of energy momentum tensor of the DE into two parts,
one corresponds to deviations of EoS parameter and other is the deviation-free part of
T
(de)ij
;j =0 :
˙ ρ
(de) +3 ρ
(de)(ω +1 ) H =0 , (22)
and
ρ
(de)(δHx + γHy + ηHz)=0 . (23)
According to (22) and (23) the behaviour of ρ(de) is restrained by the deviation-free part
of EoS parameter of DE but deviations will bear upon ρ(de) indirectly, since, as can be
observed later, they pretend the value of EoS parameter. Naturally, the choice of skewness
parameters are quite arbitrary but, since we are searching visually for a physically feasible
models of the universe consistent with observation, we consider the skewness parameters
δ, γ and η as to be function of cosmic time. We restrained δ, γ and η by assuming a
special dynamics of skewness parameters on x−, y− and z− axes consistent with (23) as
δ(t)=k(Hy + Hz)
1
ρ(de), (24)
γ(t)=−kHx
1
ρ(de), (25)
η(t)=−kHx
1
ρ(de), (26)
where k is an arbitrary constant, which parameterizes the anisotropy of DE.
Secondly, we assume that ω = constant, so that we can study diﬀerent models related to
the DE by choosing diﬀerent values of ω, viz. phantom (ω<−1), cosmological constant
(ω = −1) and quintessence (ω>−1). In view of these assumptions (24)-(26) and ω =
constant, Eq. (22) can be integrated to obtain
ρ
(de)(t)=ρ0a
−3(ω+1), (27)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176 165
where ρ0 is a positive constant of integration.
Integrating (16) and engrossing the constant of integration in B or C, without any loss
of generality, we obtain
A
2 = BC. (28)
To solve Einstein’s ﬁeld equations (12) − (15), subtracting (12) from (13), (12) from
(14), and (13) from (15) and taking second integral of each, we obtain the following three
relations respectively:
A
B
= d1 exp
 
k1
 
dt
a3 −
αρ0
ω
 
dt
a3(ω+1)
 
, (29)
A
C
= d2 exp
 
k2
 
dt
a3 −
αρ0
ω
 
dt
a3(ω+1)
 
, (30)
and
B
C
= d3 exp
 
k3
 
dt
a3
 
, (31)
where d1, d2, d3, k1, k2 and k3 are constants of integration. From (29)−(31) and (28),
the metric functions can be explicitly obtained as
A(t)=aexp
 
−
2αρ0
3ω
 
dt
a3(ω+1)
 
, (32)
B(t)=maexp
 
 
 
dt
a3 +
αρ0
3ω
 
dt
a3(ω+1)
 
, (33)
C(t)=
a
m
exp
 
− 
 
dt
a3 +
αρ0
3ω
 
dt
a3(ω+1)
 
, (34)
where
m =
3  
(d2d3),  =
(k2 + k3)
3
,d 2 = d
−1
1 ,k 2 = −k1. (35)
Finally, following Saha et al. [51] and Pradhan & Hassan [49], we take following ansatz
for the scale factor, where increase in term of time evolution is
a(t)=
√
tnet, (36)
where n is a positive constant. This ansatz generalized the one proposed by Amirhashchi
et al. [52]. In literature it is common to use a constant deceleration parameter [37, 38,
41, 53, 21, 22] as it duly gives a power law for metric function or corresponding quantity.
The motivation to choose such time dependent DP is behind the fact that the universe is
accelerated expansion at present as observed in recent observations of Type Ia supernova
[1]−[4] and CMB anisotropies [54]−[56] and decelerated expansion in the past. Also,
the transition redshift from deceleration expansion to accelerated expansion is about 0.5.
Now for a Universe which was decelerating in past and accelerating at the present time,
the DP must show signature ﬂipping [57]−[59]. So, there is no scope for a constant DP166 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176
at the present epoch. So, in general, the DP is not a constant but time variable. The
motivation to choose such scale factor (36) yields a time dependent DP.
Using (36) into (32)-(34), we get the following expressions for scale factors:
A(t)=
√
tnet exp
 
−
2αρ0
3ω
 
(t
ne
t)
− 3
2(ω+1)dt
 
, (37)
B(t)=m
√
tnet exp
 
 
 
(t
ne
t)
− 3
2dt +
αρ0
3ω
 
(t
ne
t)
− 3
2(ω+1)dt
 
, (38)
C(t)=m
−1√
tnet exp
 
− 
 
(t
ne
t)
− 3
2dt +
αρ0
3ω
 
(t
ne
t)
− 3
2(ω+1)dt
 
. (39)
The expressions for physical parameters such as directional Hubble parameters (Hx, Hy,
Fig. 1 The anisotropic parameter Am versus t.H e r eρ0 =5 ,α =   =1 ,n =0 .5.
Hz), the Hubble parameter (H), scalar of expansion (θ), shear scalar (σ), spatial volume
V and the anisotropy parameter (Am) are, respectively, given by
Hx =
1
2
 n
t
+1
 
−
2αρ0
3ω
(t
ne
t)
− 3
2(ω+1), (40)
Hy =
1
2
 n
t
+1
 
+  (t
ne
t)
− 3
2 +
αρ0
3ω
(t
ne
t)
− 3
2(ω+1), (41)
Hz =
1
2
 n
t
+1
 
−  (t
ne
t)
− 3
2 +
αρ0
3ω
(t
ne
t)
− 3
2(ω+1), (42)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176 167
θ =3 H =
3
2
 n
t
+1
 
, (43)
σ
2 =  
2(t
ne
t)
−3 +
α2ρ2
0
3ω2 (t
ne
t)
−3(ω+1), (44)
V =( t
ne
t)
3
2 exp(2αx) (45)
Am =
4
3
 
t
t +1
 2  
2 
2(t
ne
t)
−3 +
2α2ρ2
0
3ω2 (t
ne
t)
−3(ω+1)
 
. (46)
It is observed that at t = 0, the spatial volume vanishes and other parameters θ, σ, H
diverge. Hence the model starts with a big bang singularity at t = 0. This is a Point
Type singularity [60] since directional scale factor A(t), B(t)a n dC(t) vanish at initial
time. Figure 1 depicts the variation of anisotropic parameter (Am) versus cosmic time t.
The ﬁgure suggests that for ω ≤− 1 (cosmological constant and phantom scenario), Am
increases with time but for ω>−1 (quintessence region), Am decreases with time and
tends to zero as t →∞ . Thus, the observed isotropy of the universe can be achieved
in the quintessence model. The shear tensor also tends to zero in this model. Thus, in
our analysis, the quintessence model is turning out as a suitable model for describing
the present evolution of the universe. The other models, viz., phantom and cosmological
models possibly represent relatively earlier epoch of the universe.
We deﬁne the deceleration parameter q as usual, i.e.
Fig. 2 The deceleration parameter q versus t
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Fig. 3 The plot of directional EoS parameters (ωx,ω y,ω z) versus t.H e r eρ0 =5 ,n =2 ,α =0 .1,
ω = −0.8 .
Fig. 4 The plot of energy conditions versus t in quintessence region. Here ρ0 =5 ,n =2 ,
ω = −0.8 .
q = −
¨ aa
˙ a2 = −
¨ a
aH2. (47)Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176 169
Fig. 5 The plot of energy conditions versus t in phantom region. Here ρ0 =5 ,n =2 ,ω = −1.2
.
Using Eq. (36) into Eq. (47), we ﬁnd
q =
2n
(n + t)2 − 1. (48)
From Eq. (48), we observe that q>0f o rt<
√
2n − n and q<0f o rt>
√
2n − n.I ti s
observed that for 0 <n<2, our model is evolving from deceleration phase to acceleration
phase. Also, recent observations of SNe Ia, expose that the present universe is accelerat-
ing and the value of DP lies to some place in the range −1 <q<0. It follows that in our
derived model, one can choose the value of DP consistent with the observation. Figure
2 graphs the deceleration parameter (q) versus time which gives the behaviour of q from
decelerating to accelerating phase for diﬀerent values of n.
The skewness parameters of DE are found to be as
δ(t)=
α
ρ0
 
 n
t
+1
 
(t
ne
t)
3
2(ω+1) +
2αρ0
3ω
 
, (49)
γ(t)=η(t)=−
α
ρ0
 
1
2
 n
t
+1
 
(t
ne
t)
3
2(ω+1) −
2αρ0
3ω
 
. (50)
In view of (10), the directional EoS parameter of DE are obtained as
ωx = ω +
α
ρ0
  n
t
+1
 
(t
ne
t)
3
2(ω+1) +
2αρ0
3ω
 
, (51)170 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176
Fig. 6 The plot of total energy density parameter Ω versus t.H e r eρ0 =5 ,α =   =1 ,ω = −1
.
ωy = ωz = ω −
α
ρ0
 
1
2
 n
t
+1
 
(t
ne
t)
3
2(ω+1) −
2αρ0
3ω
 
. (52)
Figure 3 is a plot of the variation of directional EoS parameter (ωx,ω y,ω z) versus the
cosmic time t in evolution of the universe, as a representative case with appropriate choice
of constants of integration and other physical parameters using reasonably well known
situations (parameters are given in Figure caption). From the Figure 3, it is clearly ob-
served that directional EoS parameter along x-axis (ωx) is a decreasing function of time
whereas directional EoS parameter along y-axis (or z-axis) are found to be an increasing
function of time. But it is worth mentioned here that all the directional EoS parameters
approaches to −1 at the later stage of the evolution of the universe, as expected. The
same is anticipated by recent observations.
The energy density and pressure of DE components are given by
ρ
(de) = ρ0(t
ne
t)
− 3
2(ω+1), (53)
p
(de) = ωρ0(t
ne
t)
− 3
2(ω+1). (54)
From Eqs. (20) and (21), the pressure and energy density of the perfect ﬂuid are obtained
as
p
(m) =
n
t2 −
3
4
 n
t
+1
 2
−
α2ρ2
0
3ω2 (t
ne
t)
−3(ω+1) −  
2(t
ne
t)
−3Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176 171
+
α2
(tnet)exp
 
−
4αρ0
3ω
 
(tnet)− 3
2(ω+1)dt
  −
 
ω +
2α2
3ω
 
ρ0(t
ne
t)
−3(ω+1), (55)
ρ
(m) =
3
4
 n
t
+1
 2
−
α2ρ2
0
3ω2 (t
ne
t)
−3(ω+1) −  
2(t
ne
t)
−3
−ρ0(t
ne
t)
− 3
2(ω+1) −
3α2
(tnet)exp
 
−
4αρ0
3ω
 
(tnet)− 3
2(ω+1)dt
 . (56)
The dark energy with ω<−1, the phantom component of the universe, leads to un-
common cosmological scenarios as it was pointed out by Caldwell et al.[61]. First of
all, there is a violation of the dominant energy condition (DEC), since ρ + p<0. The
energy density grows up to inﬁnity in a ﬁnite time, which leads to a big rip, characterized
by a scale factor blowing up in this ﬁnite time. These sudden future singularities are,
nevertheless, not necessarily produced by a ﬂuid violating DEC. Cosmological solutions
for phantom matter which violates the weak energy condition were found by Dabrowski
et al. [62]. Caldwell [63], Srivastava [64], Yadav [21] have investigated phantom models
with ω<−1 and also suggested that at late time, phantom energy has appeared as a
potential DE candidate which violets the weak as well as strong energy condition. The
left hand side of energy conditions have been depicted in Figures 4 and 5 for quintessence
and phantom models respectively.
From Figure 4, for ω = −0.5 (i.e. quintessence model), we observe that
(i) ρ
(de) ≥ 0, (ii) ρ
(de) + p
(de) ≥ 0, (iii) ρ
(de) +3 p
(de) < 0.
Thus, from above expressions, we observe that the quintessence model violates the strong
energy conditions, as expected.
Further, from Figure 5, for ω = −1.5 (i.e. phantom model), we observe that
(i) ρ
(de) ≥ 0, (ii) ρ
(de) + p
(de) < 0, (iii) ρ
(de) +3 p
(de) < 0.
Thus the derived phantom model violates the weak as well as strong energy conditions
as the same is predicted by current astronomical observations.
The perfect ﬂuid density parameter (Ω(m)) and DE density parameter (Ω(de))a r eg i v e n
by
Ω
(m) =1−
4
3
 n
t
+1
 −2
×
 
α2ρ2
0
3ω2 (t
ne
t)
−6(ω+1) +  
2(t
ne
t)
−3 + ρ0(t
ne
t)
− 3
2(ω+1)
+
3α2
(tnet)exp
 
−
4αρ0
3ω
 
(tnet)− 3
2(ω+1)dt
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Ω
(de) =
4
3
 n
t
+1
 −2
ρ0(t
ne
t)
− 3
2(ω+1). (58)
Thus the over all density parameter (Ω) is obtained as
Ω=Ω
(m) +Ω
(de)
=1−
4
3
 n
t
+1
 −2
×
 
α2ρ2
0
3ω2 (t
ne
t)
−6(ω+1) +  
2(t
ne
t)
−3+
3α2
(tnet)exp
 
−
4αρ0
3ω
 
(tnet)− 3
2(ω+1)dt
 
 
. (59)
We observe that the last expression of Eq. (59) is easily integrable if we choose ω = −1.
Figure 6 depicts the variation of the density parameter (Ω) versus cosmic time t for
ω = −1 during the evolution of the universe. From the Figure 6, it can be seen that the
total energy density Ω tends to 1 for suﬃciently large time which is supported by the
current observations. It is also worth mentioned here that whatever be the value of ω in
Eq. (59), we ﬁnd Ω = 1 for large values of time.
Discussions and Concluding Remarks
This paper is an extension of the recent work of Pradhan & Amirhashchi [49]. In this
paper, we have studied a spatially homogeneous and anisotropic Bianchi type-V space
time ﬁlled with perfect ﬂuid and anisotropic DE possessing dynamic EoS. The ﬁeld equa-
tions in this paper have been solved exactly with suitable physical assumptions but in a
diﬀerent manner. The solutions satisfy the Raychaudhuri Eq. (19) and the energy con-
servation Eq. (18) identically as earlier. Therefore, exact and physically viable Bianchi
type-V model stands. It is to be noted that our procedure of solving the ﬁeld equations is
altogether diﬀerent from what Yadav [21] and Kumar & Yadav [22]. Yadav [21] and Ku-
mar & Yadav [22] have solved the ﬁeld equations by considering the constant DP whereas
we have considered time dependent DP. As we have already discussed in previous Sect. 3
that for a Universe which was decelerating in past and accelerating at the present time,
the DP must show signature ﬂipping (see the Refs. Padmanabhan and Roychowdhury
[57], Amendola [58], Riess et al. [59]) and hence, scope for a constant DP gets dispensed
with. The main features of the model are as follows:
• The directional EoS parameters (ωx, ωy or ωz) evolve within the range predicted
by observations. It is worth mention here that for all the directional EoS parameters
approach to −1 at the later stage of the evolution of the universe (see, Figure 3). The
same is predicted by recent observations.Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176 173
• The present DE model has a transition of the universe from the early deceleration
phase to the recent acceleration phase (see, Figure 2) which agrees with recent observa-
tions (Caldwell et al. 2006).
• In the present study we ﬁnd that the quintessence model is consistent with present
and expected future evolution of the universe. The quintessence model reaches isotropy
at late time (see, Figure 1). The other models, viz., phantom and cosmological constant
models possibly represent relatively earlier epoch of the universe.
• The derived quintessence model is found to violate the strong energy condition
whereas the phantom model violates the strong and weak energy conditions both (see,
Figures 4 & 5).
• The total density parameter (Ω) approaches 1 for suﬃciently large time (see, Figure
6) which is sound agreement with current observations.
• For diﬀerent choice of n, a class of DE models in Bianchi type-V space-time which
are found to be in good harmony with recent observations may be generated. Thus, the
present solutions may be of immense help in better understanding of the characteristic of
anisotropic DE in the evolution of the universe within the framework of Bianchi type-V
space-time.
Acknowledgements
Author (AP) would like to thank the Inter-University Center for Astronomy and As-
trophysics (IUCAA), Pune, India for providing facility and support under associateship
programme where part of this work was carried out. This work is partially supported
by FRGS grant, Ministry of Higher Education, Malaysia under the project number 02-
10-10-969 FR. The ﬁnancial support (Project No. C.S.T./D-1536) in part by the State
Council of Science & Technology, U. P., India is gratefully acknowledged by A. Pradhan.
References
[1] A. G. Riess, et al. (Supernova Search Team Collaboration), Astron. J. 116, 1009
(1998).
[2] S. Perlmutter, et al. (Supernova Cosmology Project Collaboration), Astrophys. J.
517, 565 (1999).
[3] J. L. Tonry, et al. (Supernova Search Team Collaboration), Astrophys. J. 504,1
(2003).
[4] A. Clocchialli, et al. (High Z SN Search Collaboration), Astrophys. J. 642, 1 (2006).
[5] T. Padmanabhan, Phys. Rep. 380, 235 (2003).174 Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176
[6] E. Copeland, M. Sami, S. Tsujikawa, Int. J. Mod. Phys. D 15, 1753 (2006).
[7] D. N. Spergel, et al. (WMAP Collaboration), Astrophys. J. Suppl. 148, 175 (2003).
[8] D. N. Spergel, et al. (WMAP Collaboration), Astrophys. J. Suppl. 170, 377 (2007).
[9] K. Abazajian, et al. (SDSS Collaboration), Astron. J. 128, 502 (2004).
[10] K. Abazajian, et al. (SDSS Collaboration), Astron. J. 129, 1755 (2005).
[11] M. Tegmark, et al., Phys. Rev. D 69, 103501 (2004).
[12] L. Perivolaropoulos, AIP Conf. Proc. 848, 698 (2006), arXiv:0601014[astro-ph].
[13] H. Jassal, J. Bagla, T. Padmanabhan, Phys. Rev. D 72, 103503 (2005).
[14] A. G. Riess, et al., Astrophys. J. 607, 665 (2004).
[15] P. Astier, et al., Astron. Astrophys. 447, 31 (2006).
[16] D. J. Eisentein, et al., Astrophys. J. 633, 560 (2005).
[17] C. J. MacTavish, et al., Astrophys. J. 647, 799 (2006).
[18] E. Komatsu, et al., Astrophys. J. Suppl. Ser. 180, 330 (2009).
[19] T. Koivisto, D.F. Mota, JCAP 0806, 018 (2008).
[20] T. Koivisto, D.F. Mota, Astrophys. J. 679, 1 (2008).
[21] A. K. Yadav, Astrophys. Space Sci. 335, 565 (2011).
[22] S. Kumar, A.K. Yadav, Mod. Phys. Lett. A 26, 647 (2011).
[23] J. Kujat, et al., Astrophys. J. 572, 1 (2002).
[24] M. Bartelmann, et al., New Astron. Rev. 49, 199 (2005).
[25] S. Kumar, C.P. Singh, Gen. Relativ Gravit. 43, 1427 (2011).
[26] B. Ratra, P.J.E. Peebles, Phys. Rev. D 37, 321 (1988).
[27] R. Jimenez, New Astron. Rev. 47, 761 (2003).
[28] A. Das, et al., Phys. Rev. D 72, 043528 (2005).
[29] P. J. Steinhardt, L.M. Wang, I. Zlatev, I., Phys. Rev. D 59, 023504 (1999).
[30] F. Rahaman, B. Bhui, B.C. Bhui, Astrophys. Space Sci. 301, 47 (2006).
[31] U. Mukhopadhyay, P.P. Ghosh, S.B.D. Choudhury, Int. J. Mod. Phys. D 17, 301
(2008).
[32] M. R. Setare, Phys. Lett. B 644, 99 (2007).
[33] M. R. Setare, Eur. Phys. J. C. 50, 991 (2007).
[34] M. R. Setare, Phys. Lett. B 654, 1 (2007).
[35] M. R. Setare, E.N. Saridakis, Int. J. Mod. Phys. D 18, 549 (2009).
[36] S. Ray, F. Rahaman, U. Mukhopadhyay, R. Sarkar, Int. J. Theor. Phys. 50, 2687
(2011), arXiv:1003.5895[phys.gen-ph] (2010).
[37] ¨ O., Akarsu, C.B. Kilinc, Gen. Relat. Gravit. 42, 119 (2010).Electronic Journal of Theoretical Physics 9, No. 27 (2012) 159–176 175
[38] ¨ O., Akarsu, C.B. Kilinc, Gen. Relat. Gravit. 42, 763 (2010).
[39] A. K. Yadav, F. Rahaman, S. Ray, Int. J. Theor. Phys. 50, 871 (2011).
[40] A. K. Yadav, L. Yadav, Int. J. Theor. Phys. 50, 218 (2011).
[41] A. Pradhan, H. Amirhashchi, Astrophys. Space Sci. 332, 441 (2011).
[42] A. Pradhan, H. Amirhashchi, B. Saha, Int. J. Theor. Phys. 50, 2923 (2011).
[43] H. Amirhashchi, A. Pradhan, B. Saha, Chin. Phys. Lett. 28, 039801 (2011).
[44] H. Amirhashchi, A. Pradhan, H. Zainuddin, Int. J. Theor. Phys. 50, 3529 (2011).
[45] S. Nojiri, S.D. Odintsov, Int. J. Geop. Meth. Mod. Phys. 4, 115 (2007).
[46] S. Nojiri, S.D. Odintsov, Phys. Rept. 505, 59 (2011).
[47] S. Nojiri, S.D. Odintsov, Phys. Rev. D 72, 023003 (2005).
[48] S. Nojiri, S.D. Odintsov, Phys. Lett. B 637, 139 (2006).
[49] A. Pradhan, H. Amirhashchi, Mod. Phys. Lett. A 30, 2261 (2011).
[50] ¨ O. Akarsu, C.B. Kilinc, Astrophys. Space Sci. 326, 315 (2010).
[51] B. Saha, H. Amirhashchi, A. Pradhan, Astrophys. Space Sci. 342, 257 (2012),
arXiv:1108.2133[gr-qc] (2011).
[52] H. Amirhashchi, A. Pradhan, B. Saha, Astrophys. Space Sci. 333, 295 (2011).
[53] A. Pradhan, H. Amirhashchi, B. Saha, Astrophys. Space Sci. 333, 343 (2011).
[54] C. L. Bennett, et al., Astrophys. J. Suppl. 148, 1 (2003).
[55] P. de Bernardis, et al., Nature 404, 955 (2000).
[56] S. Hanany, et al., Astrophys. J. 545, L5 (2000).
[57] T. Padmanabhan, T. Roychowdhury, Mon. Not. R. Astron. Soc. 344, 823 (2003).
[58] L. Amendola, Mon. Not. R. Astron. Soc. 342, 221 (2003).
[59] A. G. Riess, et al., Astrophys. J. 560 49 (2001).
[60] M. A. H. MacCallum, Commun. Math. Phys. 20, 57 (1971).
[61] R. R. Caldwell, M. Kamionkowski, N.N. Weinberg, Phys. Rev. Lett. 91, 071301
(2003).
[62] M. P. Dabrowski, T. Stachowiak, M. Szydlowski, Phys. Rev. D, 103519 (2003).
[63] R. R. Caldwell, Phys. Lett. B 545, 23 (2002).
[64] S. K. Srivastava, Phys. Lett. B 619, 1 (2005).
[65] R. R. Caldwell, W. Komp, L. Parker, D.A.T. Vanzella, Phys. Rev. D 73, 023513
(2006).