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Nothing is more active than thought, for it travels over the universe,
and nothing is stronger than necessity for all must submit to it.
— Thales of Miletus
The most exciting phrase to hear in science is not "Eureka!" but
"That’s funny...."
— Isaac Asimov
iii
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ABSTRACT
This dissertation is themed around multi-reference methods in quantum chemistry,
focusing in particular on the spin-flip family of methods. Chapter 2 contains the details
of an application study on the excited states properties of 5-formylcytosine and 5-
hydroxymethylcytosine, two naturally occurring cytosine derivative bases. Chapter 3
investigates the Born- Oppenheimer and beyond-Born-Oppenheimer stability of the
experimentally elusive ethylenedione molecule (OCCO). Chapter 4 introduces a new
spin-correct spin-flip quantum mechanical method based on the ORMAS-CI formalism
by Ivanic, here labeled SF-ORMAS, while Chapter 5 expands on SF-ORMASwith analytic
nuclear gradients. Lastly, Chapter 6 discusses the derivation and implementation of the
non-adiabatic couplings for the SF-ORMAS method.
1
CHAPTER 1. INTRODUCTION
1.1 General Overview
In the simplest possible terms, quantum chemistry (QC) may be defined as the practical
application of quantummechanics (relativistic, non-relativistic, or otherwise) in the study
of chemical matter and chemical change. Quantum mechanics makes up the essential
framework for the understanding of the behavior of matter and supplies experimentalists
with powerful interpretive tools to analyze their observations.
At the same time, the word ‘practical’ is emphasized because practicality has been
essential in the genesis of quantum chemistry. Exact solutions of the QM equations are
impossible for all but the simplest systems. In most cases, the field of QC requires a
vast array of mathematical and physical compromises to successfully provide answers
to its scientific questions, albeit approximate ones. The job of the quantum chemist,
therefore, becomes to develop sufficiently accurate approximations for the relevant
quantum chemical equations. In this, he or she must use utilize all the tools in their
disposal—advanced mathematics, physics, chemistry, computer science, and a great
deal of intuition—to derive approximate equations that one solves either by hand or by
computational algorithms. Users of QC methods must always be aware of their strengths
and limitations, and employ them accordingly in the study of chemistry.
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1.2 Theoretical Background
The Schrödinger Equation
A quantum mechanical system in the non-relativistic limit is exactly described by the
time-dependent Schrödinger Equation (TD-SE)1–4:
i~
∂
∂t
Ψ(r, t)  ĤΨ(r, t) (1.1)
where i is the imaginary unit of a complex number, ~ is the reduced Planck constant,Ψ
is the wave function in coordinates of position (r) and time (t), and Ĥ is the Hamiltonian
operator that represents the total energy of the system. A bold typeface is used to
represent a vector (e.g. position, r). Here and in the rest of this dissertation, it is assumed
that the Hamiltonian operator is Hermitian, time-independent, and spin-independent,
unless otherwise stated. Because the form of the TD-SE resembles that of a classical
diffusion equation5,6 the general solutions of (1.1) take the form:
Ψ (r, t)  Ψ (r) e−iEt/~ (1.2)
where E and Ψ (r) are the solutions to the eigenvalue equation of the Hamiltonian
operator that appears on the right-hand side (RHS) of Eq. (1.2):
ĤΨ (r)  EΨ(r) (1.3)
Equation (1.3) is known as the time-independent Schrödinger equation (TI-SE). Since Ĥ is
Hermitian, all its eigenvalues are real and its eigenfunctions form a complete orthogonal
basis in the quantum mechanical Hilbert5. While the wave function Ψ (r) alone has
no physical interpretation, its square, |Ψ (r)|2 dr, represents the probability distribution
function for the position of a quantum mechanical6 (analogous concepts exist also for
the momentum formulation of QM).
It is evident from equations (1.2) and (1.3) that if the system is allowed to evolve
indefinitely (t → ∞), the exponential factor e−iEt/~ vanishes and the system reaches a
3
state in which both the eigenvalue E, and the wave functionΨ(r) are independent of time.
This represents the stationary state of a system that has a total non-relativistic energy
equal to E.
Much of quantum chemistry involves finding these stationary states by solving the
time-independent equation for atoms and molecules.
The Molecular Hamiltonian
The non-relativistic Hamiltonian of a molecular system takes the form:
Ĥ  −1
2
Ne∑
i1
∇2i +
1
2
Ne∑
i1
Ne∑
j1
1ri − rj − Ne∑i1
M∑
A1
ZA
|ri − RA |
−
M∑
A1
1
2MA
∇2A +
1
2
M∑
A1
M∑
B1
ZAZB
|RA − RB |
 T̂e + V̂ee + V̂Ne + T̂N + V̂NN
(1.4)
The terms of Eq. (1.4) are defined as follows:
1. T̂e is the electronic kinetic energy operator where ∇2i is the Laplacian and Ne is the
total number of electrons.
2. V̂ee is the electron-electron repulsion potential term, where ri represents the
electronic position vector. The denominator,
ri − rj, denotes a vector difference
that results in the absolute distance between particle i and j.
3. V̂Ne is the electron-nuclear attraction term, and ZA the nuclear charge of atom
A. RA is the position vector of nucleus A, while |ri − RA | is the distance between
electron i and nucleus A. M is the total number of nuclei.
4. T̂N is the kinetic energy of the nucleus, where ∇2A is the Laplacian with respect to
nuclear coordinates and MAis the mass of nucleus A.
5. V̂NN is the nuclear-nuclear repulsion energy term.
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The Hamiltonian in Eq. (1.4) is written in atomic units—i.e. in such a way that the
quantities of electron mass (me), electron charge (e), reduced Planck’s constant (~), and
coulomb constant (ke  14πε0 ) are all unity
7. The mass of a proton in atomic units is about
1836 me .
The Born-Oppenheimer Approximation
Inserting the molecular Hamiltonian (1.4) in the time-independent Schrödinger Equation
(1.3) results in a multivariable partial differential equation with inseparable terms.
(
T̂e + V̂ee + V̂Ne+T̂N + V̂NN
)
Ψ (r,R)  EΨ (r,R) (1.5)
Looking at the Hamiltonian in expression (1.4), it becomes evident that the potential
energy operators are at fault: i.e. it is the nuclear-electron attraction, nuclear-nuclear
repulsion, and electron-electron repulsion that render the SE equation in (1.5) unsolvable.
The first step in solving Eq. (1.5) for molecular systems is separating the nuclear
and electronic coordinates, effectively decoupling nuclear and electronic motion. This is
known as the adiabatic, or the Born-Oppenheimer approximation (BOA)8.
Ψ (r,R) ≈ Φel (r; R) · XN(R) (1.6)
In the BOA, the total wavefunction is set equal to the simple product of an electronic
and nuclear wavefunction. The nuclear wavefunction can be further separated to reflect
vibrational (Evib), rotational (Erot), and translational (Etrans) motion9. The semicolon
in the electronic wavefunction Φel (r; R) denotes parametric dependence on nuclear
coordinates; i.e. electronic coordinates can vary independently of the nucleus.
Though mathematically crude at a first glance, the BO approximation is reasonably
justified by the difference in mass between the electrons and the nucleons. The mass of
one electron is negligible compared to that of the nucleus, and therefore one can safely
assume—in most cases—that the electron density can adapt instantaneously to changes
in the nuclear configuration of the molecule6,8,9. Moreover, repeated observations in
spectroscopy indicate a clear separation in the scale of different quantum mechanical
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energies (electronic, vibrational, rotational, and translational). Since in most cases
Eel  Evib  Erot  Etrans , the separation of electronic and nuclear motion appears
to be justified9–11. Thus, the BOA allows us to solve the electronic and nuclear wave
equations separately.
After removing nuclear dependence, the electronic Hamiltonian becomes:
Ĥel  −
Ne∑
i1
1
2
∇2i +
1
2
Ne∑
i1
Ne∑
j1
1ri − rj − Ne∑i1
M∑
A1
ZA
|ri − RA |
(1.7)
with an electronic Schrödinger equation:
ĤelΦel (r; R)  Eel(R)Φel (r; R) (1.8)
The above electronic equation is solved for a fixed set of nuclear coordinates RA. The
value of the internuclear repulsion term VNN modifies the total electronic energy, Eel , by
a constant factor. (
Ĥel + VNN
)
Φ (r; R)  U (R)Φ (r; R) (1.9)
The total energy term U(R)  Eel(R) + VNN is known as the potential energy surface
(PES) of the electronic state represented by the wave function Φ (the subscript ‘el’ is
dropped for simplicity). In principle, the electronic SE produces an infinite number of
solutions Φi(r; R), known as Born-Oppenheimer (or adiabatic) states, each with a distinct
potential energy surface, Ui(R), also known as the Born-Oppenheimer (or adiabatic)
surfacesa. Adiabatic states are subject to the orthonormality condition:
〈
Φi
Φ j〉  δi j (1.10)
where 〈 | 〉 is an inner product, usually an integral over all electronic coordinates, and δi j
is the Kronecker delta symbol5.
After the solution to the electronic problem has been obtained, the nuclear Schrödinger
aThe term “Born-Oppenheimer surface” is somewhat superfluous since the PES is a direct consequence
of the BOA and does not exist without it. The term is nevertheless used as a matter of convention.
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equation may be subsequently formulated by inserting the BOA ansatz (Eq. 1.6) into the
total Schrödinger equation:
(
Ĥel + T̂N + V̂NN
)
Φi (r; R)Xi (R)  EiΦi (r; R)Xi (R) (1.11)
The total Hamiltonian in Eq. (1.11) is intentionally presented as a sum of electronic and
nuclear terms. By operating on both sides with an arbitrary electronic wave function,
〈Φi |, and integrating over all electronic coordinates, Eq. (1.11) reduces to:(
T̂N + Ui (R) +Λii
)
Xi (R)  EiXi (1.12)
where T̂N is the nuclear kinetic energy operator, UiR) is the PES for electronic state i, and
Λii is the diagonal Born-Oppenheimer correction (DBOC)12. For real valued wave functions,
the DBOC is defined by:
Λii 
〈
Φi
T̂N Φi〉 (1.13)
Λii is a second order correction term (because T̂N ∼ ∇2) and therefore a scalar added to
the PES. The DBOC partially accounts for the coupling of electronic and nuclear wave
functions within the BOA, though in many cases it is small enough to be negligible.
Additional coupling terms arise in treatments of molecular systems beyond the
Born-Oppenheimer (adiabatic) approximation12. These will be discussed in some further
detail in chapters 3 and 6.
The Potential Energy Surface
The most important consequence of the BO approximation is the existence of a potential
energy surface, a multidimensional surface (usually 3N-6, or 3N-5 for linear molecules,
where N is the number of atoms) in which the nuclei move semi-classically9,10,13. The
PES, defined in Eq. (1.9), results from the parametric dependence of the electronic wave
function on the nuclear coordinates. As the electronic Schrödinger equation is solved
at a fixed geometry, the energy of the electronic SE remains dependent on the nuclear
coordinates.
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Perhaps the most commonly sought-after features of the PES are its stationary points
with respect to nuclear coordinates, specifically the minima and 1st order saddle points.
A minimum (either global or local) indicates the equilibrium geometry for the molecule,
whereas a 1st order saddle point represents a transition state13. The identification of
transition states on the PES offers a traditional picture of a chemical reaction by connecting
two minima in a clear “one-dimensional” reaction path. Second order saddle points
generally have no physical interpretation, unless required by molecular symmetry14,15.
If the potential energy function is expanded around a stationary point (say with
coordinates R0), it takes the form:
U (R)  1
2
U
′′ (R0)R2 +
1
3!
U
′′′ (R0)R3 + O(R3) (1.14)
In Eq. (1.14), the energy at R0 is arbitrarily chosen to be zero (i.e. U(R0)  0), while the
first derivative is also zero because the geometry R0 represents a stationary point on
the PES (thus by definition, U′(R0)  0). Therefore, the expansion in Eq. (1.14) begins
at the 2nd derivative term. For sufficiently low vibrational energies (which is often
true near equilibrium geometries), the PES is accurately represented by the harmonic
approximation, U(R)  12 kR2, in which k is the force constant in the harmonic oscillator
that represents a given bond or normal mode10. Thus, as seen from Eq. (1.14), the second
derivative of the PES at a stationary point is directly related to the force constant in the
harmonic approximation, and in turn related to the vibrational frequencies that arise
from the solutions of the quantum harmonic oscillator10.
In polyatomicmolecules, it is convenient to define theHessian, i.e. thematrix of second
derivatives of the electronic energy
(
Hij ∂U(R)∂xi∂x j
)
. The eigenvalues and eigenfunctions of
the Hessian matrix are the vibrational frequencies and normal modes respectively (after
appropriate mass-scaling). This offers a convenient means of examining the curvature
and harmonic structure of the PES for polyatomic molecules.
Another important feature of the PES is the set of geometries in which two or more
electronic states are degenerate in energy. The crossing of potential energy surfaces often
indicates a breakdown of the adiabatic or non-relativistic limit. When the surfaces are
of the same spin, the crossing is known as a conical intersection16,17, whereas crossings
8
between surfaces of different spin are frequently referred to as intersystem crossings18,19.
Both conical intersections and intersystem crossings have proven pivotal in the study of
non-adiabatic processes in quantum chemistry, and so methods for their identification
and characterization form a major area of research in the field.
Electronic Structure Theory
The structure of the electronic wave function in atoms and molecules is at the very center
of quantum chemistry. Since the adiabatic approximation adequately characterizes most
chemical systems, many atomic and molecular properties are adequately derived by
solving the electronic wave equation. Energies, structures, reaction paths, harmonic
frequencies, among other things, are conveniently obtained from the electronic wave
equations.
Yet, even within the BOA, finding accurate solutions of the electronic Schrödinger
equation is a profoundly difficult task. The electronic repulsion potential term V̂ee
depends on the inverse of the inter-electronic distance vector
(
∼
ri − rj−1) , resulting in
another partial differential equation with inseparable variables (in this case, the electronic
position vectors ri). As such, the presence of the inter-electronic repulsion term makes
renders the electronic wave equation analytically unsolvable. Approximate electronic
structure methods are, all of which differ with each other precisely by their treatment of
the inter-electronic repulsion.
Here, a brief survey of popular electronic structure methods is presented.
Variational Methods and the Hartree-Fock approximation—The variational theorem
states that the energy expectation value of an approximate wave function ansatz will
always be greater than or equal to the true energy of the system20–22.
E
{
q
}

〈
q (r)
Ĥ q (r)〉〈
q (r)
q (r)〉 ≥ Etrue (1.15)
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In Eq. (1.15), E
{
q
}
is the energy functionalb that depends on the ansatzwave function
q(r); Etrue is true quantummechanical energy of the system; and Ĥ is the usual electronic
Hamiltonian (the ‘el’ subscript has been dropped for simplicity). The denominator in
Eq. (1.15) ensures the orthonormality of q(r). The advantage of the variational approach
lies in the simple fact that expression (1.15) holds true for any function q(r), as long as it
conforms to the postulates of quantum mechanics.
To obtain the best possible energy from an unknown wave function, it is useful to
choose an ansatz q(r)with adjustable parameters (say ‘a’), such that the variational energy
maybe be minimized with respect to those parameters:
Evar 
δE{q(a)}
δq(a) ≥ Etrue (1.16)
Evar is the final variational energy obtained from minimization of the energy functional
with respect to the wave function (or the parameters therein). As the variational energy
depends entirely on the approximate wave function, the choice of q(a) defines the
variational method in use.
The simplest, fully quantum mechanical variational method is the independent
particle approximation, the most important example of which is the Hartree-Fock (HF)
approximation in the context of quantum chemistry23–25. The variational ansatz in the
HF approximation is the N-fold antisymmetric product of one-electronic wave function
(where ‘N’ is the total number of electrons).
ΨHF  Âφ1 (r1)φ2 (r2) · · · φN (rN) (1.17)
where φi(ri) are one-electron wavefunctions, and Â is the “antisymmetrization” operator,
transforming the simple product in Eq. (1.17) to an antisymmetric product of one-electron
functions—i.e. antisymmetric with respect to an exchange between any two particles.
Unless otherwise stated, the one-electron functions are assumed to depend on both space
and spin coordinates.
bThe term “functional” here denotes the dependence of a function on another function
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Once the antisymmetrization operator has been applied, the HF ansatz takes the
convenient form of a Slater determinant26:
ΨHF 
1√
N!

φ1 (r1) φ2 (r1) · · · φN (r1)
φ1 (r2) φ2 (r2) · · · φN (r2)
...
...
. . .
...
φ1 (rN) φ2 (rN) · · · φN (rN)


φ1 (r1)φ2 (r2) · · · φN (rN)〉
(1.18)
The form of the Slater determinant ensures that the overall wave function is anti-
symmetric with respect to a variable exchange. The one-electron functions φi(ri) are
known as orbitals. Minimizing the energy functional with respect to each orbital (i.e.
δE{φ1φ2 ...φN }
δφp
 0) results in a new set of integro-differential equations of the form (after
some manipulation):
f̂ φp  εpφp (1.19)
known as the Hartree-Fock or the self-consistent field (SCF) equation25. Equation (1.19)
is an eigenvalue equation and the Fock operator f̂ serves as a one-electron Hamiltonian
that contains only an average (mean-field) contribution from the other electrons in the
system. The eigenvalue εi is the energy of orbital φi , although its physical interpretations
vary based on the system. Without making any assumptions on spin or occupation
number, the general Fock operator takes the form:
f̂ (i)  ĥi +
∑
n
{
Ĵn(i) − K̂n(i)
}
(1.20)
where ĥi contains the kinetic energy and electron-nuclear attraction for electron i, and Ĵn
and K̂n are the coulomb and exchange operators, defined by:
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Ĵn(i)φ j(rj) 
{∫
driφn (ri)
1
ri j
φn (ri)
}
φ j(rj) (1.21a)
K̂n(i)φ j(rj) 
{∫
driφn (ri)
1
ri j
φ j (ri)
}
φn(rj) (1.21b)
As seen from Eq. (1.21), the exchange operator swaps the variables between orbitals i and
j, a purely quantum mechanical effect that results from the antisymmetry principle27.
As is obvious from the form of the coulomb and exchange operators, the Fock operator
depends implicitly on the eigenfunctions φi . This means that the Hartree-Fock equations
must be solved self-consistently. Once the solution of (1.19) are obtained, one can construct
the ground-state Slater determinant from the optimized orbitals. The total ground state
energy for a closed-shell Hartree-Fock example is:
E0 
〈
ΨHF
ĤΨHF〉  occ.∑
i
2 hii +
1
2
occ.∑
i j
{2
(
ii
 j j) − (i ji j)} (1.22)
where hii 
〈
φi
ĥi φi〉, and the second term displays the Mulliken notation for two-
electron integrals, in which
(
ii
 j j)  〈φ j  Ĵi φ j〉 and (i ji j)  〈φ j K̂i φ j〉.
Despite the simple form of the HF equations, obtaining an analytic solution is
impossible except for very simple systems. Instead, it is more convenient to expand the
unknown orbitals φi into an alternate, known set of basis functions χµ:
φi 
∑
µ
Ciµχµ (1.23)
The expansion turns the Hartree-Fock equation into a matrix eigenvalue-like equation
with the Ciµ coefficients as the unknowns. While both φi and χµ are equivalent basis
sets in the same one-particle Hilbert space, by convention the former are referred to as
molecular orbitals (MO), while the latter as atomic orbitals (AO)28. The process of expanding
MOs into AOs is the LCAO-MOc procedure, and the Ciµ are the LCAO coefficients29.
cLCAO-MO: Molecular Orbitals as a Linear Combination of Atomic Orbitals
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Formally, expansion (1.23) is exact for an infinite number of AOs. In practice, however,
only a finite summation is used resulting in a finite number of MOs. The total number of
electrons in the system determine which of those MOs will be occupied (and therefore
optimized by the SCF equations), and which will be part of the unoccupied, i.e. virtual
space.
Minimizing the total HF energy functional with respect to the LCAO coefficients
results in the matrix form of the HF equations (sometimes referred to as the Roothaan
equations)30,31:
FC  SCε (1.24)
where F is the matrix form of the Fock operator in the AO basis, C is the matrix of LCAO
coefficients for each molecular orbital, ε is the diagonal matrix of orbital energies, and S
is the overlap matrix
〈
χµ
χν〉, accounting for the possible non-orthogonality of the AOs.
Many efficient computational algorithms exist to find solutions to Eq. (1.24).
Correlation Energy and the multi-determinant wave function—It is evident that the
larger the basis set of AOs used in the LCAO expansion, the more variational parameters
contribute to the HF equations, thus bringing the energy closer to the exact HF solu-
tion. Nevertheless, the HF ansatz arises from the independent particle approximation.
Therefore, even at its limit—at an infinite sized basis set—it will never reach the exact
energy of the system. This is known as the Hartree Fock limit, and represents the best
possible approximation of the energy that the HF method can provide for a given atom
or molecule. The rest is known as the correlation energy7.
Ecorr  Eexact − EHF−Limit (1.25)
The correlation energy is named so because it accounts for the interaction between the
electrons, lacking in the HF approximationd. The correct (qualitative and quantitative)
inclusion of correlation effects, not only in the energy but also in the wave function,
dThough the correlation energy is defined as the complement of the HF energy, HF does include some
correlation due to the Pauli (antisymmetry) principle.
13
plays a pivotal role in chemistry. It is required to successfully describe properties such as
chemical bonding, excited states, non-adiabatic effects, and radicals, among other things.
Methods designed to recover the missing correlation energy (or part thereof) often use
the Hartree-Fock wave function as a starting point and supplement it with successive
corrections that approach the true quantum mechanical energy of the system.
A straightforward approach to account for the correlation energy is to include
more than a single determinant in the variational expression. This is the configuration
interaction (CI) method32–35, with an ansatz of the form:
ΨCI  ΨHF +
∑
K
CKΨK (1.26)
where ΨHF is the HF determinant, while ΨI are a series of additional determinants,
different from ΨHF. The ΨK are generally obtained by a systematic substitution of
occupied orbitals in the originalHFdeterminantwith virtual ones (i.e. single substitutions,
double substitutions, triple substitutions, etc.) that are collectively referred to as excited
determinants (i.e. singly excited, doubly excited, triply excited, etc.). If the MOs form
an orthonormal basis set, so will the excited Slater determinants. Expansion (1.26) is
formally exact within the LCAO basis set if all possible determinants (i.e. all possible
excitations) are included in the sum.
The coefficients CK in (1.26) are the CI coefficients, determined by variational optimiza-
tion. Thus, minimizing the energy with respect to all CK results in a matrix eigenvalue
equation, much like the Roothaan expression for SCF:
HC  ESC (1.27)
In Eq. (1.27), H is the Hamiltonian matrix in the basis of Slater determinants, HKL 〈
ΨK
ĤΨL〉,C is the vector of CI coefficients for each state, andE is the diagonalmatrix of
CI energies of the system. The determinant overlap matrix S vanishes if the determinants
are chosen to be orthonormal (as is usually the case). The limiting scenario when the
CI expansion contains all possible Slater determinants within a given basis is known as
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a Full CI (FCI) and gives a formally exacte energy of the system. A Full CI is, however,
computationally prohibitive for all but the smallest atoms and molecules. In most cases,
the CI expansion is truncated to a manageable size, often to a fixed level of excitations.
For example, if the expansion contains only singly excited determinants, the computation
is termed a CI singles (CIS); if single and double excitations are included, then it is a CI
singles and doubles (CISD) calculation; and so forth. Anything beyond CISD is usually
prohibitive for most systems.
In CI terms, one can easily show that the exact correlation energy of the ground state
depends entirely on the doubly excited determinants7:
Ecorr 
1
4
occ∑
i j
virt∑
ab
Cabi j
〈
ΨHF
ĤΨabi j 〉 (1.28)
whereΨabi j denotes the Slater determinant in which the occupied orbitals i and j have
been replaced by virtual orbitals a and b, while Cabi j is the respective CI coefficient. The
simple form of Eq. (1.28), though informative, can be highly deceptive since it suggests
that double excitations are sufficient for recovering the exact correlation energy. This is
not the case. The doubly excited coefficients are themselves coupled with single, triple,
and quadruple excitations, which in turn are coupled to higher order excitations, and so
on, resulting in an infinitely coupled series of equations. Thus, the exact Cabi j can only be
determined by solving the FCI equation.
TheCImethodprovides an energy that is aminimumwith respect to theCI coefficients,
but no longer a minimum with respect to the LCAO-SCF coefficients. The exception to
this is Full CI, for which the energy is invariant to orbital mixing (i.e. linear combinations).
In all other cases, it is reasonable to assume that the CI wave function can be further
optimized by varying the LCAO coefficients. This is the Multi-Configurational (MC) SCF
method36,37. The MSCSF energy is a minimum with respect to both CI and LCAO
coefficients, thus it is a fully variational method. However, the multi-configurational
optimization task is far more complicated than either HF or pure CI. Whereas one can
eIn the context of CI, “exact” always means “exact within a given basis set.”
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indiscriminately include a large CI expansion in the CI equation, MCSCF requires a set
of carefully selected configurations to successfully converge the orbitals to a minimum
energy.
Selecting the appropriate configurations for an MCSCF calculation frequently relies
on chemical intuition as well as on mathematical understanding. First and foremost, a
thorough understanding of the chemical problem at hand is required. The configurations
included in the MCSCF computation are those of the most physical and chemical
significance to the particular system or process one is studying. One may take a more
systematic approach by using the complete active space (CAS) SCF (CASSCF)38,39 or the
fully optimized reaction space (FORS) variety of MCSCF. In the CASSCF/FORS approach a
full CI is performed within the chosen (active) orbitals, followed by an MO optimization,
until convergence is achieved for both the MO and CI coefficients. This simplifies the
selection of configurations and makes MCSCF convergence much easier to achieve.
The MCSCF expansion generally contains fewer configurations than pure CI methods,
and therefore only recovers a fraction of the total correlation energy. This is known as
static or non-dynamic correlation and arises as a result of orbital degeneracies or near-
degeneracies. The rest of the correlation energy is referred to as dynamic correlation.
Though small in magnitude, non-dynamic correlation is extremely important for the
qualitatively correct description of many chemical processes such as bond breaking,
singlet diradicals, low lying excited states, and conical intersections.
Following an MCSCF calculation, one may recover the missing dynamic correlation
by performing an additional CI computation, using the MCSCF wave function as the
new reference upon which to generate excited determinants:
ΨMRCI  ΨMCSCF +
∑
K
CKΨK (1.29)
This process is the multi-reference configuration interaction (MRCI)36, and it is very
much like conventional CI (termed single-reference CI), except that it uses the MCSCF
wave function as a starting point. MRCI produces extremely accurate wave functions,
albeit at great computational expense. As in the case of single reference CI, the notation
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used in an MRCI calculation matches the level of maximum excitation—e.g. MRCIS for
singles, MRCISD for singles and doubles, and so on.
Lastly, an important version of CI calculations is spin-flip configuration interaction
(SF-CI)40, which will be treated in detail in chapters 4 through 6.
Perturbation Theory—Perturbation based methods in quantum mechanics rely on a
separation of the Hamiltonian rather than the wave function. In this dissertation only the
Rayleigh-Schrödinger (RS) form of perturbation theory will be discussed as it is the most
commonly used in quantum chemistry7.
In RS perturbation theory, the total Hamiltonian in the Schrödinger equation is
expressed as the sum of two parts:
Ĥ  Ĥ0 + λĤ′ (1.30)
Operator Ĥ0 is the zeroth-orderHamiltonian, for which the eigenfunction(s) and eigen-
value(s) are known exactly (i.e. Ĥ0Ψ(0)  E(0)Ψ(0)). Ĥ′ is the perturbation term. The
parameter λ is an artificial scaling factor that will eventually be set equal to 1. The use
of parameter λ in expression (1.30) allows for the exact energy and wave function to be
expressed as a Taylor expansion:
E  E(0) + λE(1) + λ2E(2) + O(λ3) (1.31)
Ψ  Ψ(0) + λΨ(1) + λ2Ψ(2) + O(λ3) (1.32)
where E0 andΨ0 are the zeroth-order energy and wave function, respectively. Note that
the superscripts in the energy and wave functions do not denote powers but orders of
perturbation, whereas the superscripts on λn do represent powers.
Through perturbation theory, the zeroth order approximation can be successfully
corrected to first order (E(1) andΨ(1)), to second order (E(2) andΨ(2)), or higher. Clearly,
expansions (1.31) and (1.32) only converge if the perturbation is sufficiently small. This
means that the zeroth-order approximationmust be accurate enough that the perturbative
corrections bring the total energy closer to the exact solution. Unlike variational methods
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like HF, CI, or MCSCF, RS perturbation theory can result in an energy that is below the
exact solution, making it harder to assess its overall accuracy. Perturbation methods tend
to be faster, however, since they do not require self-consistency.
As it is the case with CI, one rarely calculates all the terms of perturbation expansions
(1.31) and (1.32). Instead, the expansion is cut short, most often up to 2nd order, and very
rarely up to 3rd, 4th, or 5th order.
The energy expressions for the 1st and 2nd order corrections are, respectively:
E(1)i 
〈
Ψ
(0)
i
Ĥ′ Ψ(0)i 〉 (1.33)
E(2)i 
〈
Ψ(0)
Ĥ′ Ψ(1)〉  ∑
n,i
〈Ψ(0)i Ĥ′ Ψ(0)n 〉
E(0)i − E
(0)
n
(1.34)
In Eqs. (1.33) and (1.34), the subscripts ‘i’ and ‘n’ denote different the states (either ground
or excited) of the zeroth-order Hamiltonian. It is obvious from the expressions above that
the 2nd order is more expensive than the 1st, as it requires a sum over all zeroth-order
states. Indeed, the expense increases similarly with each successive correction term. Note
that in RS perturbation theory, the 1st order energy depends only on the 0th order wave
function, and the 2nd order energy correction depends on the 0th and 1st order wave
functions. Thus, one can always obtain a higher order for the energy from a lower order
wave function.
Since the Hartree-Fock approximation is usually the starting point in quantum
chemical computations, it is useful to redefine RS perturbation theory in the context of
molecular orbitals. This is the Møller-Plesset variant of perturbation theory41,42 (MPn,
where ‘n’ denotes the order of the perturbation). In MPn, the zeroth order Hamiltonian
is defined in terms of the Fock operator:
H0 
∑
i
f̂ (i) −
〈
Ψ0
Ĥ −∑
i
f̂ (i)
Ψ0
〉
(1.35)
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while the perturbation term takes the form:
Ĥ
′
 Ĥ − Ĥ0  Ĥ −
∑
i
f̂ (i) −
〈
Ψ0
Ĥ −∑
i
f̂ (i)
Ψ0
〉
(1.36)
The first term in Eq. (1.35) is the sum of the Fock operators for all occupied orbitals. In
MP theory, the zeroth order Hamiltonian is constructed such that its expectation value is
equal to that of the Hartree-Fock method, i.e. Ĥ0Ψ(0)  EHFΨ(0). It is easily shown that
for canonical molecular orbitals (orbitals obtained through the diagonalization of the
Fock operator), the first order correction to the energy is zero (E(1)  0). Therefore, the
first meaningful correction to the ground state energy in MP theory comes at the second
order. This expression is given by:
E(2) 
1
4
occ∑
i j
virt∑
ab
 (ia | jb) − (ib ja) 2
εa + εb − εi − ε j
(1.37)
The accuracy of 2nd order Møller-Plesset theory (MP2) is roughly comparable to that
of CISD. As in the case of single-reference CI, Møller-Plesset theory accounts only for
dynamic correlation. Multi-reference variants of perturbation theory (MP or otherwise)
do exist and use an MCSCF zeroth-order wave function instead of HF43–45.
Coupled-Cluster, DFT, and beyond—Many more methods exist in quantum chemistry.
Two noteworthy examples include density functional theory (DFT)46,47, and the coupled-
cluster (CC)48 families of methods. CC methods are some of the most accurate, albeit
expensive, methods, while DFT is by far the most popular method used in quantum
chemistry. Nevertheless, they are of little importance to this dissertation and therefore
only briefly described in this introduction.
The family of methods referred as DFT arose as a result of the Hohenberg-Kohn (HK)
theorem46, which shows that all properties of a system can be uniquely determined
by the electron density just as they can by the wave function. Thus, the HK theorem
allows for the total ground state energy of the system to be expressed as the functional of
the density. This effectively reduces the quantum chemical problem from 3N variables
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(where N is the number electrons) to just 3. Unfortunately, the HK theorem is an existence
theorem, and does not provide a practical expression of the energy functional. Therefore,
DFT methods have to rely on approximate functionals to various degrees of success.
The most popular DFT variant is the orbital-based Kohn-Sham (KS) DFT47. Just like
Hartree-Fock, KS-DFT is a single determinant method whose energy is optimized with
respect to a series of molecular orbitals (although KS orbitals don’t necessarily have the
same physical interpretation as those optimized through HF or MCSCF). The effective
KS one-electron Hamiltonian operator is:
f̂KS  ĥi +
∑
i
Ĵi + V̂xc (1.38)
It is no coincidence that the KS Hamiltonian resembles the Fock operator in eq (20).
In fact, if the exchange-correlation functional V̂xc is replaced with the regular exchange
operator K̂i , then the Kohn-Sham Hamiltonian reduces to the expression for the Fock
operator. The presence of this new exchange-correlation term allows DFT to include the
correlation that is missing in conventional HF methods. No exact expression exists for
V̂xc . Many approximations of the exchange-correlation functional have been derived,
relying mostly on empirically fitted parameters. Therefore, the accuracy of DFT methods
for a particular property of a particular system depends significantly on the choice of
functional49.
Excited state methods based on DFT also exist. The most commonly used of these is
time-dependent DFT (TDDFT)50. Though formally a differently theory, TDDFT depends
mostly on the same, empirically fitted functionals as ground state DFT.
Coupled cluster methods, on the other hand, are comparable to CI in their multi-
determinant approach to the wave function and energy. The coupled cluster ansatz is
defined through the cluster operator48:
ΨCC  e
(
T̂1+T̂2+T̂3 ...
)
ΨHF

(
1 + T̂1 + T̂2 + T̂3 +
1
2
T̂21 +
1
2
T̂22 . . .
)
ΨHF
(1.39)
where the second line in Eq. (1.39) is the Taylor expansion of the exponential on the
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first line. The excitation operator T̂n contains all possible excitations of order n when
applied to the reference HF determinant. As in the case of FCI, full coupled cluster
theory is exact (therefore equivalent to FCI), but impossible for any realistic molecule.
Generally, the expansion of Eq. (1.39) is shortened to a finite order of n, usually 2 or 3. The
advantage of the exponential form of the cluster operator is that in addition to excitations
of the order n, it also produces products of those excitations (n2 , n4, and so on). For
instance, T̂2 produces not only second order excitations, but also the forth-order through
T̂22 , sixth-order through T̂
3
2 , and so on. Therefore, a second order CC calculation contains
more terms than a second order CI, and results in a more accurate energy. Unlike CI,
Coupled-Cluster is not a variational method.
1.3 Dissertation Organization
This dissertation is organized as follows: Chapter 2 contains the details of an application
study on the excited states properties of 5-formylcytosine and 5-hydroxymethylcytosine,
two naturally occurring cytosine derivative bases. Chapter 3 investigates the Born-
Oppenheimer and beyond-Born-Oppenheimer stability of the experimentally elusive
ethylenedione molecule (OCCO). Chapter 4 introduces a new spin-correct spin-flip
quantum mechanical method based on the ORMAS-CI formalism by Ivanic, here labeled
SF-ORMAS, while Chapter 5 expands on SF-ORMAS with analytic nuclear gradients.
Lastly, Chapter 6 discusses the derivation and implementation of the non-adiabatic
couplings for the SF-ORMAS method.
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Abstract
Excited state properties are investigated for two natural analogs of cytosine, 5-hydroxy-
methylcytosine (5hmC) and 5-formylcytosine (5fC). Excited state calculations using
multi-reference perturbation theory (MR-MP2), equations-of-motion singles and doubles
coupled cluster theory (EOM-CCSD), and time-dependent density functional theory
(TDDFT) within the Tamm-Dancoff approximation (TDA) show that 5fC differs from
cytosine in that the dark nπ* state localized on the formyl group is lower in energy than
the bright ππ* state. The singlet state ordering for 5hmC, on the other hand, matches
that of cytosine, with the bright ππ* state located lower in energy than the nπ* state.
The potential energy surface of 5hmC was also examined. Upon excitation of 5hmC to
the bright ππ* state, MR-MP2 calculations show that the most likely decay mechanism
involves the ππ* state with a 0.27 eV barrier leading to a conical intersection with the
ground state. The present calculations suggest that the nπ* state is unlikely to contribute
to the decay mechanism of 5hmC.
25
2.1 Introduction
The resilience of DNA against UV light degradation is governed by the photophysical
properties of the isolated DNA bases1. Nucleotide photostability is critical for the
proper biological functioning of DNA and forms a first line of defense against UV-
induced mutation and degradation2. Low fluorescence quantum yields and excited state
lifetimes on the order of picoseconds have been observed for isolated DNA bases in
both the gas phase and solution3,4. At the monomer level, a few decay mechanisms have
been elucidated, most involving ultra-fast internal conversion or intersystem crossings
mediated by conical intersections (CIs), or singlet-triplet crossings (STCs), respectively5–7.
In fact, a common strategy for understanding the decay mechanism of nucleobases relies
on identifying equilibrium structures on the potential energy surface (PES) and mapping
out the various pathways that lead to a CI or STC5–8. The fast accessibility of a conical
intersection from the Franck-Condon geometry is supported by the short experimentally
observed excited state lifetime of the main nucleotides9.
In many cases the relevant regions of the PES are complex and therefore different
decay mechanisms may be possible7,8,10–12. Additional complexity arises when one
considers the different tautomeric forms, which do not necessarily share the same excited
state properties. For example, Nakayama et. al.6 employed multistate multi-reference
perturbation theory (MS-CASPT2) calculations and concluded that the keto and enol
tautomers of cytosine decay through similar ethylene-like conical intersections, while
the decay of the imino-tautomer involves the twisting of the imino group, in agreement
with experimental data.
The photochemical properties of cytosine molecular derivatives are particularly
sensitive to C5 substitutions (See Figure 2.1 for the numbering scheme). For example,
5-methylcytosine (5mC), a naturally occurring DNA base believed to play an important
role in gene regulation, exhibits an excited state lifetime ten-fold longer than cytosine9.
The excited state lifetime is even greater for 5-fluorocytosine (commonly referred to as
5-FC)7,13.
The two C5-substituted cytosine derivatives of interest in this study are ubiquitous
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Figure 2.1: The chemical structures of cytosine, 5-hydroxymethylcytosine, and 5-formylcytosine.
in mammalian genomes14,15: 5-hydroxymethylcytosine (referred to as 5hmC) and 5-
formylcytosine (referred to as 5fC, not to be confused with 5-FC). The prevalence of these
two cytosine derivatives suggests association with important biological functions. The
5fC form, which is produced by oxidation of 5hmC, is believed to play a role in epigenetic
signaling via the DNA demethylation pathway14,15. Several studies suggest that 5hmC
may also have a role in epigenetic control mechanisms14,16. Recent experimental evidence
suggests that 5fC is important beyond its role as a demethylation intermediate, as 5fC
alters theDNAdouble helix to a unique conformation,which leads to helical unwinding15.
The newly discovered roles of 5fC and 5hmc have clear implications in DNA compaction
and gene expression. Therefore, it is important to understand the excited state manifold
and UV tolerance of 5fC, and the 5hmC precursor, which is converted to 5fC.
In this paper, vertical excitation energies are presented for 5hmC and 5fC. The excited-
state potential energy surface is described and minimum energy conical intersections
(MECI) are located for 5hmC. Photodeactivation pathways are examined for 5hmC by
following linear least motion (LLM) paths between the MECI and minimum energy
equilibrium structures. Following the complex 5fC excited state manifold investigated in
this study, a detailed description of the 5fC photo-deactivation pathway is planned for a
future work.
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2.2 Methods
Ground state geometries were optimized using second order Moller-Plesset perturbation
theory (MP2) with the aug-cc-pVDZ basis set, without symmetry constraints (C1 sym-
metry). The MP2 method has been shown to provide sufficiently accurate geometries for
ground state equilibrium structures17–19. Second energy derivatives were computed to
verify that the obtained geometries were indeed minima on the potential energy surface
(PES).
Excited state geometry searches for CIs and minima were performed with the multi-
configuration self-consistent field (MCSCF) method, using the Fully Optimized Reaction
Space (FORS)20, also referred to as the Complete Active Space Self Consistent Field
(CASSCF) method21. Minimum energy CIs were located with the gradient projection
method22, which utilizes non-adiabatic coupling matrix elements. The 6-31+G(d) basis
set was used for all excited state calculations. The active space used for the 5hmCCASSCF
optimizations consists of seven π orbitals (four of which are occupied), and two lone
pairs centered on the oxygen and nitrogen atoms of the pyrimidine ring (see Figure 2.2).
During all CASSCF calculations, the four lowest singlet states were averaged with equal
weights. To reduce the computational expense, the π orbital localized on the NH2 group
was not included in the active space. Previous calculations on cytosine and cytosine
derivatives show that inclusion of this orbital has a negligible effect on equilibrium
geometries and energies6,7,11. Likewise, initial calculations for this study on 5hmC also
showed no significant deviation when including the NH2 π orbital in the active space.
Due to the high computational expense, no second energy derivatives were computed
for the excited state structures.
The effects of dynamic correlation were accounted for through single point multi-
reference second order perturbation theory (MR-MP2)23,24 at the CASSCF geometries. To
avoid the effect of intruder states, an energy denominator shift of 0.02 a.u. was used at
all points of the PES. This value has been shown to be effective in the removal of intruder
states without influencing additional electronic states25. Although dynamic correlation
plays a significant role in determining the shape of the PES6,7,12 (such as minima and
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CIs), previous studies suggest that a CI or a minimum located using the CASSCF method
is likely to be in the vicinity of a true CI or a minimum, respectively10,11,26,27. Therefore,
the following strategy was employed throughout this study: if the MR-MP2 energy gap
between two states whose structure is determined by CASSCF is less than 0.1 eV, the
structure is considered a true CI; otherwise the CI search is resumed.
Vertical excitation energies for 5fC and5hmCwere also computedwith time-dependent
density-functional theory within the Tamm-Dancoff approximation (TDDFT-TDA), and
Equations of Motion Coupled-Cluster singles and doubles (EOM-CCSD).
To examine possible reaction paths for 5hmC, certain critical structureswere connected
by linear least motion (LLM) curves, along which single point MR-MP2 calculations
were carried out. LLM curves are approximate reaction paths that often overestimate
the reaction barriers, and therefore should only be viewed as upper bounds to the true
transition state28.
All calculations were performed using the General Atomic and Molecular Electronic
Structure System (GAMESS)29. MacMolPlt was used to visualize molecular orbitals, and
to calculate the LLM structures30.
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Figure 2.2: Active space orbitals at the CASSCF/6-31+G(d) level of theory in the ground state
geometry.
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2.3 Results and Discussions
Ground State Equilibrium Geometries
Figure 2.3 shows the MP2 ground state optimized structures of cytosine, 5hmC, and 5fC,
along with several bond lengths in Angstroms.
Figure 2.3: The ground state equilibrium geometries of cytosine, 5hmC, and 5fC including
their corresponding dipole moment vectors computed at the MP2/aug-cc-pVDZ level of theory.
Selected bond lengths are given in Angstroms (Å).
The 5fC ground state structure is planar with a dipole moment of 4.41 D roughly
parallel to the C5-C6 bond. Conversely, the -NH2 and -CH2OH groups of 5hmC are
out-of-plane with respect to the ring. The 5hmC dipole moment is 4.91 D and extends
through the plane of the pyrimidine ring. Cytosine also exhibits a pyramidal –NH2
group, with the hydrogen atoms extending outside the plane of the ring. The computed
dipole moment of ground state cytosine is 6.44 D and nearly parallel to the plane of the
ring. Most bond lengths differ by less than 0.02 Å among the three molecules. Notable
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exceptions are the C4-N8 and C5-C9 bonds, which differ by 0.04 Å between 5fC and
5hmC. The 5hmC and 5fC structures obtained here are in agreement with previous
B3LYP/6-31+G(d) calculations by Maiti et. al31.
Vertical Excitation Energies
Table 2.1 shows the calculated vertical excitation energies of the three lowest singlet
states of Cytosine, 5hmC, and 5fC at various levels of theory.
The MRMP2 calculations predict the order of states for 5hmC to be S1 = ππ*, S2 =
nπ*, and S3 = nπ*, with both nπ* states exhibiting a mix of the lone pairs centered at the
O7 and N3 atoms. Both of the lone pairs in the active space are delocalized over these
two atoms. The lowest energy electronic state in cytosine is also predicted to be the ππ*
state, followed by an energetically close nπ* state. The ππ* state is often the optically
active state (as suggested by the TDDFT ππ* oscillator strength of 0.0697 vs. 0.0018 for
the nπ* states). The experimental 5hmC absorption in neutral pH solution is 4.6 eV, in
good agreement with the EOM–CC and TDDFT–TDA values. Surprisingly, MR-MP2
underestimates the ππ* excitation energy by ~0.6 eV compared with the EOM–CCSD
values, while the MR–MP2 calculated energies for the two nπ* states are closer to the
corresponding TDDFT–TDA calculations. MR–MP2 and TDDFT–TDA predict nπ*
excitation energies that are similar in magnitude to those in cytosine, while EOM–CCSD
predicts 0.5 eV larger values for those states. TDDFT, MR–MP2, and EOM–CCSD
predict different splittings between the ππ* and nπ* excitation energies. The EOM–
CCSD method has been shown to provide accurate estimations of the excitation energies
for the nπ* states for cytosine, while overestimating the ππ * excitations6. Without
more experimental evidence it is difficult to assess the accuracy of these methods. In
the current study, computations were performed for gas phase 5hmC while the only
available experimental data is in solution. From the experimental data (Table 2.1), a pH
dependence on the absorption spectrum of solvated 5hmC is indicated. For cytosine,
aqueous solvation causes a blue shift in the lowest excitation energies relative to the gas
phase absorption5,33.
The predicted vertical excitation energies of 5fC differ significantly from those of
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Table 2.1: Vertical excitation energies of cytosine, 5hmC, and 5fC computed at various levels
of theory. The excitation energies for 5hmC and 5fC were calculated with GAMESS using the
6-31+G(d) basis set, at the MP2/aug-cc-pVDZ ground state geometry.
Theory S1 (EV) S2 (EV) S3 (EV)
Cytosine7
RI-CC2 4.61(ππ*) 4.83(nπ*)
MS-CASPT2 4.48(ππ*) 4.74(nπ*) 5.26(nπ*)
Exp7 (Gas phase) 4.65
5hmc
TDDFT-TDA (PBE0) 4.765(ππ*) 4.817(nπ*) 5.222(nπ*)
MRMP2 4.095(ππ*) 4.947(nπ*) 5.144(nπ*)
EOM-CCSD 4.756(ππ*) 5.268(nπ*) 5.814(nπ*)
Exp32 (0.1N HCl) 4.435
Exp32 (0.1N NaOH) 4.373
Exp32 (pH 7.4) 4.600
5fC
TDDFT-TDA (PBE0) 4.096(nπ*) 4.365(ππ*) 4.560(nπ*)
MRMP2 4.040(nπ*) 4.239(ππ*) 4.418(nπ*)
EOM-CCSD 4.316(nπ*) 4.786 (ππ*) 5.645(nπ*)
cytosine and 5hmC. The 5fC nπ* state is the lowest singlet excited state, followed by ππ*
and a second nπ*. The lone pair of the lowest nπ* state is localized on the carbonyl of
the formyl group (atoms C9-O10) which is not present in cytosine or 5hmC. The ππ*
and second nπ* states are localized on the carbonyl group of the pyrimidine ring (atoms
C2-O7). The TDDFT-TDA oscillator strengths are 0.000, 0.0137, and 0.003 for S1, S2, and
S3, respectively. This suggests that the molecule is excited to the S2 ππ* state upon
irradiation, similar to cytosine and 5hmC. TDDFT-TDA and MR-MP2 predict similar
excitation energies for 5fC, with MR-MP2 being consistently smaller by ~0.1 eV. The
EOM-CCSD method, on the other hand, predicts larger excitations for all three states.
For example, the EOM-CCSD excitation energy for the S3 state is more than 1eV higher
than the MR-MP2 and TDDFT-TDA values. No experimental data has been found for the
absorption of 5fC, in gas phase or in solution.
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None of the molecules studied in this work exhibit any significant charge transfer
character in the lowest three excited states, as most electronic transitions occur within
orbitals localized in the same region of the molecule.
Table 2.2: Relevant geometrical parameters of several 5hmC structures. Bond lengths are given in
Angstroms. Bond angles and dihedrals are given in degrees.
Geometry G.S. (ππ∗)min (nπ∗)min g.s./ππ∗ – CI nπ∗/ππ∗ – CI
Bond Length
N1-C2 1.42 1.36 1.37 1.35 1.34
C2-N3 1.39 1.28 1.27 1.24 1.24
N3-C4 1.32 1.42 1.40 1.47 1.48
C4-C5 1.45 1.37 1.40 1.35 1.33
C5-C6 1.37 1.43 1.39 1.47 1.52
C6-N1 1.36 1.37 1.40 1.40 1.38
C2-O7 1.23 1.32 1.34 1.39 1.45
C4-N8 1.39 1.42 1.42 1.42 1.42
C5-C9 1.50 1.52 1.51 1.52 1.51
C9-O10 1.44 1.39 1.40 1.39 1.39
Bond Angles
C1-C2-C3 116.1 125.2 126.2 129.4 132.1
C2-N3-C4 119.7 116.2 116.3 112.9 112.0
N3-C4-C5 125.2 122.7 121.0 120.9 122.6
C4-C5-C6 115.0 118.0 118.3 117.9 119.1
C5-C6-N1 120.1 117.1 117.7 113.9 113.0
C6-N1-C2 124.0 120.8 117.5 116.9 119.9
N1-C2-O7 119.1 111.0 112.5 103.8 103.4
N3-C4-N8 116.7 116.1 116.9 115.3 113.5
H-N8-H 114.2 106.0 106.6 106.3 105.6
C5-C9-O10 112.8 113.4 113.3 114.8 116.2
C9-O10-H 107.4 107.8 107.8 108.6 109.0
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Table 2.2 (Continued...)
Geometry G.S. (ππ∗)min (nπ∗)min g.s./ππ∗ – CI nπ∗/ππ∗ – CI
Dihedrals
N3-C4-N8-H 13.0 39.01 31.07 47.3 56.8
O7-C2-N3-C4 180.0 180.0 176.1 178.2 175.7
C2-N3-C4-C5 0.20 1.10 22.2 12.0 5.50
C4-C5-C9-O10 70.9 52.74 55.4 35.8 22.6
C5-C6-N1-C2 1.10 0.00 15.9 28.2 11.9
H-N1-C2-O7 0.00 0.10 4.80 28.1 1.20
Decay Pathways of 5hmC
Figure 2.4 shows several important excited state structures for 5hmC. The most relevant
geometrical parameters of the 5hmC structures located are summarized in Table 2.2.
The ππ* minimum (hereafter referred to as (ππ*)min) remains mostly planar, similar to
the ground state keto-tautomer of cytosine and 5-methylcytosine. The most significant
change in the pyrimidine ring, relative to the ground state, at the S1 minimum is a switch
in the locations of the single and double bonds. Additional distortions include a minor
twisting of the -NH2 group (~28° in the H-N8-C4-N3 dihedral angle), and the -CH2OH
group (~24° in the O10-C9-C5-C6 dihedral angle).
The nπ* minimum energy structure (hereafter as (nπ∗)min) exhibits a similar sin-
gle/double bond switch along with an out of plane distortion centered at the C2-N3-O7
atoms (a 10° change in the C5-C4-N3-C2 dihedral angle, and a 17° change in the
C6-N1-C2-O6 dihedral angle).
There are two 5hmC conical intersections shown in Figure 2.4 The CI that connects
the ground state (g.s.) with the ππ* is called the g.s./ ππ* CI, and the CI that connects
the nπ and ππ* states is called the nπ*/ππ CI. Both of these CIs exhibit further twisting
of the -NH2 and -CH2OH groups compared to the (ππ*)min. The g.s./ππ* CI structure
exhibits an ethylene-like out-of-plane distortion involving a twist about the C2-N1 bond,
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with a dihedral angle of 28.14° (see Table 2.2). Compared to the ground state geometry,
the g.s./ ππ* CI structure also shows a larger C2-N3-C4-C5 dihedral angle by 22.2°, as
well as a more pronounced single-double bond inversion in the pyrimidine ring. The
length of the C3-N2 bond, for example, decreases by 0.15 Å relative to the ground state
geometry. Similar CI structures have been reported for 5-azocytosine11.
The nπ*/ππ* CI structure displays only a minor out-of-plane distortion (C2-N3-C4-
C5 dihedral of approximately 5°). The main characteristic of this structure is the further
twisting of the -CH2OH compared to the structure of the (ππ*)min ,with the C-O bond
displaced by 20° from the approximate plane of the pyrimidine ring.
A conical intersection between the ground state and the nπ* state could not be located
at the SA-CASSCF level of theory, as all attempted searches converged to one of the two
conical intersections described above.
The primary 5hmC photophysical events are expected to take place on the ππ*
state, since it is the optically active state for 5hmC. This is the case for many cytosine
derivatives6,7,11,34. Figures 2.5, 2.6, and 2.7 display the LLM pathways calculated for this
study. The LLM pathway connecting the Franck-Condon geometry (i.e. the g.s. geometry)
to the (ππ*)min is barrier-less, so upon excitation, the molecule proceeds smoothly to the
minimum. For 5-azacytosine11, the path to the (ππ*)min contains a CI that is connected
with the nπ* state, leading to a more complex mechanism from the Franck-Condon
geometry. This behavior is not observed in the present study, suggesting that themolecule
reaches the (ππ*)min without interference from other states.
The path that connects the (ππ*)min to the g.s./ ππ* CI is often favored in the decay
mechanism of cytosine and cytosine derivatives6–8. The large geometric deviation in the
two structures may suggest a high reaction barrier, but the LLM pathway (Figure 2.6)
shows that this is not the case. The barrier predicted by the LLM pathway is 0.27 eV. This
is much higher than the estimated barrier for the equivalent pathway ((ππ*)min to the g.s./
ππ*-CI ) in keto-cytosine6 at 0.08 eV, but comparable to the barrier of enol-cytosine at 0.22
eV and keto-5-methylcytosine at 0.26 eV for the same decay pathway6,7. Higher barriers
often are an indication of longer excited state lifetimes, as is observed in 5-methylcytosine
or 5-fluorcytosine7. However, no experimental data were found for 5hmC lifetimes.
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Figure 2.4: Structures of excited state minima and conical intersections in 5hmC, located at
the CASSCF level of theory. The energies shown are relative to the energy of the ground state
equilibrium geometry.
Another interesting feature of this LLM path is the degeneracy of the ππ* state with
the nπ* state at points 4 and 5 (Figure 2.6). In many parts of the PES throughout the
calculations in this study the ππ* and the nπ* states are very close in energy. The presence
of multiple degeneracies in close proximity on the potential energy surface may suggest
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the possibility of a three-state conical intersection. Such intersections have been found to
be relevant in the deactivation pathways of cytosine33.
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Figure 2.5: LLM points connecting the ground state equilibrium geometry to the ππ* minimum
of 5hmC. Single points computed at the MR-MP2/6-31+G(d) level of theory. Energies are in eV,
presented relative to the ground state equilibrium energy.
38
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 5
 0  1  2  3  4  5  6  7  8  9
En
er
gy
 (e
V)
LLM points
LLM from S1 minimum to S1/S0 CI
 nπ*
 ππ*
 G.S.
Figure 2.6: LLM points connecting the ππ* minimum to the g.s./ ππ* CI of 5hmC. Single points
computed at the MR-MP2/6-31+G(d) level of theory. Energies are in eV, presented relative to the
ground state equilibrium energy.
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Figure 2.7: LLM points connecting the nπ/ππ*-CI to the g.s./ ππ* CI of 5hmC. Single points
computed at the MR-MP2/6-31+G(d) level of theory. Energies are in eV, presented relative to the
ground state equilibrium energy.
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To explore the possibility that the nπ* state is involved in the deactivation of 5hmC,
Figure 2.7 shows the LLM path that connects the nπ*/ππ* CI with the g.s./ππ* CI. The
second CI is significantly lower in energy (a difference of approximately 1.22 eV). The
barrier predicted for this LLM path is approximately 0.17 eV. This barrier is lower than
the one predicted for the (ππ*)min to g.s./ππ* CI mechanism. However, accessing the
nπ*/ππ* CI is unlikely since the energy difference compared to (nπ)min is 1.06 eV. In
previous studies decay through the nπ* state via a CI that directly includes the ground
state was considered6,7,11,35. No such CI was located in this study.
Another possible mechanism might involve the degenerate structure on the LLM
path in Figure 2.5 that connects the (ππ*)min to the g.s./ ππ* CI. Although this structure
(Figure 2.8) is not an actual minimum energy CI at the CASSCF level of theory, it might
be a crossing point between the ππ* state and the nπ* state (hereafter referred to as the
‘second nπ*/ππ* CI’). This structure shares similar features with the (nπ*)min which
includes a single-double bond flip, as well as an out of plane distortion centered at the
C2-N3-O7 atoms (12° C2-N3-C4-C5 dihedral angle). This CI is located approximately
0.27 eV above the (nπ*)min, and is therefore more energetically accessible.
Figure 2.8: Second CI found between the nπ* state and the ππ* state along the LLM path
connecting the ππ* minimum structure and the g.s./ ππ* CI.
41
2.4 Conclusions
Excited state properties were computed for the cytosine derivatives 5hmC and 5fC.
Vertical excitation energies computed with TDDFT-TDA and EOM-CCSD show the same
excited state ordering (ππ* < nπ* < nπ*) for the three lowest singlet states of 5hmC
and cytosine. The two nπ* singlet states for cytosine and 5hmC are dominated by the
same orbital configurations (two lone pairs localized on O7 and N3). The ππ* 5hmC
vertical excitation energy computed by TDDFT-TDA and EOM-CCSD are in strong
agreement with available experimental results, while the MR-MP2 results predicts lower
ππ* energies. It should be noted that the current calculations were done in the gas phase,
while experimental data are only available in solution. A theoretical quantification of the
solvent induced excitation shifts of 5hmC is underway.
LLM calculations of 5hmC suggest that the most likely photodeactivation pathway
involves the ππ* state, with little contribution from the two nπ* states. The conical
intersection between the ππ* and ground states is energetically accessible with a barrier
of only 0.27 eV from the ππ* minimum. The nπ*/ππ* CI is less energetically accessible
with an energy difference compared to the nπ* state minimum of 1.06eV. No CI involving
the lowest nπ* state with the ground state was located.
In the case of 5fC, the singlet excited state ordering (nπ* < ππ* < nπ*) differs from
cytosine and 5hmC. The lone pair of the nπ* state is localized on the carbonyl of the
formyl group, which supports the variance in excited state properties compared to
cytosine and 5hmC. The difference in the ordering of the excited states of the equilibrium
5fC structures compared to cytosine/5hmC indicates that the 5fC photodeactivation
pathway differs as well.
While static/equilibrium calculations provide meaningful insight into the PES and
excited state properties, ultimately on-the-fly ab-initio molecular dynamics (AIMD) are
needed to get an accurate representation of the photodeactivation pathways for these
molecules. The proximity of multiple electronic states along the 5hmC LLM pathways
computed in this work suggests multiple possible photodeactivation pathways, which
can be clarified with AIMD. Unfortunately, the need to compute gradients for multiple
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electronic states at each time-step makes this approach computationally demanding for
highly correlated methods. Relatively lower cost methods like Spin-Flip Time-Dependent
Density functional Theory (SF-TDDFT) have been successfully applied to dynamics
simulations involving conical intersections36–39. Alternatively a reduction or partitioning
of the orbital active spacewithmethods such asORMAS (Occupation RestrictionMultiple
Active Space)40 could reduce the computational cost of AIMD with negligible loss of
accuracy. These approaches are under consideration for a future AIMD investigation of
the photodeactivation pathways for 5hmC and 5fC.
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CHAPTER 3. THE STABILITY AND DISSOCIATION OF
ETHYLENEDIONE (OCCO)
Joani Mato & Mark S. Gordon (with contributions by David Poole)
Department of Chemistry and Ames Laboratory, Iowa State University, Ames, Iowa
50011-3111, United States
NOTE: A modified version of this chapter will be submitted for publication in a peer-
reviewed journal.
Abstract
This chapter examines the electronic structure and apparent instability of ethylenedione
(OCCO), looking at the singlet and triplet potential energy surfaces along the bending
vibrations. While the singlet state is inherently unstable due to the Renner-Teller effect,
theory predicts the triplet state to be a stable minimum along the potential energy
surface. This study examines the stability of the triplet state, taking into account spin-
orbit interactions. Using multi-reference quantum chemical methods, the lifetime of
the triplet state is estimated to be in the picosecond range, significantly lower than
previously computed. These calculations confirm the transient nature of the OCCO
molecule, although they do not completely explain the lack of experimental detection
via spectroscopy, which is known to probe even shorter lifetimes.
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3.1 Introduction
Ethylenedione, with the deceptively simple chemical formula C2O2, or OCCO, has
mystified the scientific community for many years. Ethylenedione is one of the myriad
molecules described by the generalized formula X(C)nY, where X and Y are either sulfur
or oxygen1–3. In the case of ethylenedione, n=2 and X=Y=O, so it can also be classified as
an oxocarbon4. Many of the analogs of ethylenedione, such as ethylenedithione (SCCS)
and 2-thioxoethene-1-one (OCCS), have been subject to experimental research and
observed in the laboratory5–9. Additionally, the ionic and radical forms of ethylenedione
are well characterized, having been observed through experimental methods10–13 and
studied via theoretical calculations1–3,14. In contrast to its analogs, however, neutral
ethylenedione itself has been a notoriously tricky molecule to characterize or even to
observe at all experimentally. For this reason, ethylenedione has been the subject of an
extensive amount of experimental and theoretical research, in attempts to observe it in
the laboratory and to discover the underlying causes of its “exceedingly coy” nature15.
The existence of ethylenedione was first proposed in 1913 by organic chemist and
Nobel laurateHermann Staudinger16, where itwas speculated to be an intermediate in the
reaction between oxalyl bromide and mercury to form carbon monoxide. While research
on it slowed down in the decades immediately following the proposal, ethylenedione
was eventually advertised as the main component of the snake oil drug Glyoxylide,
released in the 1940s, eventually found to be fraudulent17. Ethylenedione research was
reignited shortly thereafter. Over the course of decades, a multitude of experimental
studies encompassing a variety of techniques ranging from Neutralization-Reionization
Mass Spectrometry12,18 to Fourier Transform-Infrared Spectroscopy19 were performed,
attempting to observe and characterize ethylenedione. These studies were unsuccessful
in their attempts, however, leaving the existence of ethylenedione as an unsolved matter.
Recent experimental research on ethylenedione has focused on the use of anion
photoelectron spectroscopy to observe ethylenedione. In 2015, the Sanov group attempted
to synthesize ethylenedione through oxidation of the ethylenedione anion as created
by H2 abstraction from glyoxal20. Their results, combined with calculations, initially
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suggested the observation of the OCCOmolecule. However, further research showed that
the spectra generated from the initial research were better attributed to the existence of
other molecules, specifically, the oxyallyl and acetone enolate radicals21 . Consequently,
the successful experimental observation of OCCO remains a research goal to this day.
Meanwhile, calculations have been unable to elucidate a clear reason for the lack of
experimental observation of OCCO. The lowest singlet electronic state, 1∆g , is repulsive in
nature and dissociates to two carbon monoxide molecules. However, multiple theoretical
studies1–3 using coupled-cluster (CC), many-body perturbation theory (MBPT), and
multi-configurational self-consistent field (MCSCF) methods have predicted a stable
triplet minimum (T0  3Σ−g ; electronic configuration: 1σ2g . . . 1π4u1π4g2π2u ) below the
singlet in the linear geometry (see Figure 3.1). An interesting exception is the work of
Korkin and coworkers who found that the addition of diffuse functions at the MBPT2
level of theory resulted in a trans bent (C2h) minimum geometry in contrast with the other
references1. They concluded that MBPT2 is an insufficient level of theory for the OCCO
molecule. Methods like density functional theory (DFT), MCSCF, and coupled-cluster
singles and doubles (CCSD), on the other hand, all predict the linear triplet to be a
minimum on the potential energy surface (PES), and the linear singlet to be a saddle
point on the PES. The singlet surface leads directly to the separated product of two
carbon monoxide molecules (see Figure 3.1).
Schroder et. al4. predicted a short lifetime for the triplet OCCO molecule due to the
presence of a minimum energy crossing point (MECP) between the 3Σ−g and 1∆g surfaces
very near the triplet minimum. They found the spin-orbit coupling (SOC) at the MECP
to be 28 cm−1 and the lifetime of the triple state to be approximately 0.5 ns (using a
generalization of the Landau-Zener formula to calculate the transition probabilities).
Despite this, Dixon, Xue and Sanov20 argued that the nanosecond-scale lifetime of
ethylenedione should be spectroscopically accessible, yet they were unsuccessful in their
attempts to isolate and detect the molecule21.
The purpose of the present study is to further examine the instability of OCCO and
possibly provide detailed theoretical insight that may aid in its future experimental
detection. The stationary properties and electronic structure of OCCO for the three
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Figure 3.1: A diagram of the most important states of OCCO computed at the MRMP2 / 6-
311+G(3d) level of theory. On the left are the three lowest electronic states of the linear bound
molecule (OCCO), and on the right are the singlet and triplet states of the separated carbon
monoxide molecules.
lowest lying electronic states (3Σ−g , 1∆g , and 1Σ
+
g ) are presented. This is followed by an
examination of the potential energy surfaces of these states in more detail, considering
non-adiabatic effects such as the vibronic coupling (for singlet states in the context of the
Renner-Teller effect), and spin-orbit coupling (for triplet and singlet states).
3.2 The electronic structure of OCCO
Figure 3.2 shows the highest occupied molecular orbitals in the linear OCCO molecule
along with the three lowest lying electronic configurations.
The electronic structure of OCCO resembles that of the O2 diatomic molecule. By
Hund’s rule22, one expects (as in the case of oxygen) that the 3Σ−g state is the energetic
ground state, followed by 1∆g , and 1Σ
+
g . Indeed, most levels of theory support this
assumption, though the difference in the energy between all three states is quite small
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Figure 3.2:Molecular orbitals and electronic configurations of the linear OCCO molecule. The
electronic states in the linear configuration are labeled by the characters of the D∞h group. The
figure also shows the decomposition of those states after trans bending into C2h symmetry.
(see sections 5 and 6). The two singlet states of OCCO cannot be correctly described by
single-determinant based methods and require a multi-determinant treatment, possibly
with dynamic correlation. The 3Σ−g state, on the other hand, is adequately described by a
single determinant open-shell wavefunction. However, multi-reference methods may be
required for the triplet state in conjunction with the close-lying singlets and spin-orbit
coupling effects.
The 1∆g configuration has nonzero total angular momentum along the inter-molecular
axis
(〈
L̂z
〉
 λ  ±2 and Λ  |λ |
)
, and therefore it is doubly degenerate. The double
degeneracy only holds at the linear geometry, however, and splits when the molecule
bends away from linearity (for a tetra-atomic molecule, this is either a trans or a cis bend).
This splitting occurs as a result of the interaction between the electronic and nuclear wave
functions (the vibronic, or non-adiabatic coupling), and in the case of linear molecules is
known as the Renner-Teller (RT) effect23. There is no symmetry basis for the degeneracy
of the total vibronic (vibrational + electronic) energies in such molecules, so a level of
theory that includes vibronic coupling can result in a slight splitting of the energy levels,
even at a linear geometry24.
The magnitude of the vibronic coupling significantly affects the shape of the PES
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(a) (b) (c)
Figure 3.3: Three possible cases for the doubly degenerate PES of a linear molecule along a single
bending coordinate. (a) represents a molecule with weak vibronic coupling, while (b) and (c)
represent molecules with strong vibronic coupling.
along the bending coordinate. If the coupling is weak, both surfaces will exhibit a
linear minimum at all levels of theory23–25. For molecular systems with strong vibronic
couplings, however, the linear geometry may no longer be a stable minimum in one or
both of the degenerate PESs along the bending coordinate, resulting in an equilibrium
geometry away from linearity13,25–28. The three possible cases of the Renner-Teller affect
are shown in Figure 3.3.
The instability due to the Renner-Teller effect may be considered to be a special case
of the Jahn-Teller effect at the linear limit. When vibronic coupling is strong, the orbital
angular momentum Λ  |λ | is no longer a good quantum number, and one must instead
consider the total vibronic angular momentum quantum number, K  |λ ± l |, where l is
the vibrational angular momentum quantum number (l , 0 only for bending modes).
Calculating the vibronic energy levels as a function of K is far from trivial, and is generally
done in a case by case basis29–34. The explicit calculation of the vibronic energy levels is
beyond the scope of this study.
The close proximity in energy between the 1∆g and 1Σ
+
g states suggests that additional
vibronic coupling effects may be present at the linear geometry of OCCO. This type
of interaction is sometimes referred to as the pseudo-Jahn-Teller effect (PJTE) and can
contribute to the Renner-Teller instability35,36. Depending on the magnitude of the
vibronic coupling between the 1∆g and 1Σ
+
g surfaces, the upper 1Σ
+
g state may also play a
significant role in the stability of the linear singlet OCCO molecule.
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Lastly, the linear 3Σ−g ground state is subject to spin-orbit coupling (SOC) effects37.
While the overall angular momentum (orbital + spin) formally splits the state into
its two MS components, 3Σ
−
g ,0 and
3
Σ
−
g ,1 (corresponding to Ω  |Λ + MS |  0, 1), at
linear geometries the splitting is small enough to be negligible24. Similarly, the coupling
between the MS  0 component of the 3Σ
−
g state and the low-lying 1∆g , and 1Σ
+
g states is
vanishingly small at the linear geometry. The SOC can become significant at nonlinear
geometries, however, allowing for non-adiabatic crossings between the triplet and singlet
surfaces.
3.3 Computational Methods
Unless otherwise stated, all methods utilized in this paper employ a 6-311+G(3d) basis
set, except for the few multi-reference CI (MRCI) calculations which use a smaller
6-31G(d) basis. All calculations were done with the General Atomic and Molecular
Electronic Structure System (GAMESS) software38.
To capture the non-dynamic correlation present in the singlet states of the OCCO
molecule, the complete active space SCF method (CASSCF)39,40 was used. Several
CASSCF active spaces were employed in this study:
• (2,2) is the smallest possible active space that can capture the multi-reference nature
of the singlet states. It contains the uppermost πu ,x and πu ,y orbitals shown in
Figure 3.2.
• (10,8) contains all π orbitals in the system.
• (12,10) contains all π orbitals and the CC σ bonding and antibonding orbitals.
• (16,14) contains all valence orbitals except for the oxygen lone pairs. This includes
all π and σ orbitals.
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Multi-reference second order Møller–Plesset perturbation theory (MRMP2) was used
to account for dynamic correlation. D2h (as a substitute for D∞h) and C2h symmetry were
enforced whenever possible, except for cis-bent geometry scans, in which C2v symmetry
was used.
For the purpose of comparison, energies and stationary geometrieswere also computed
using several single-reference methods. These include single reference MP2, Z-averaged
second order perturbation theory for the triplet species (ZAPT2), coupled cluster singles
and doubles, with or without perturbative triples correction (CCSD and CCSD(T)), and
completely renormalized coupled-cluster (CR-CC(2,3)). Single-reference methods were
generally found to be ill-suited for the study of the singlet states in OCCO due to the
orbital degeneracies present in the linear geometry.
Analytic and numeric hessians (second derivative matrices) were computed when
possible to confirm the curvature of the stationary points. Hessian calculations were also
used to estimate the vibrational zero-point energy (ZPE) of the system at each respective
level of theory.
To assess the possible non-adiabatic interaction between states, non-adiabatic coupling
matrix elements (NACME) and spin-orbit coupling (SOC) calculations were performed
at the CASSCF(12,10) level of theory. These are discussed in sections 5 and 6, respectively.
3.4 Equilibrium Structures in the singlet and triplet states
The equilibrium structures of OCCO were computed at several levels of theory and the
results are summarized in Tables 3.1, 3.2, and 3.3. All methods predict that the linear
geometry is a stationary point on the PES, although the curvature at the linear geometry
differs from method to method.
The highest of the three singlet states examined here, the 1Σ+g state, appears to be a
minimum at all levels of theory with which it was computed (see Table 3.3). The lowest
three states (3Σ−g , and the doubly degenerate 1∆g), on the other hand, exhibit curvatures
that depend on the level of theory.
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Table 3.1: PES features for the linear 3Σ−g state of OCCO. D∞h symmetry is assumed, therefore only
the symmetry unique geometry parameters are included in the second column. Bond distances
are in Angstroms and normal modes in cm−1.
Theory Geometry Curvature Trans bending mode Cis bending mode
CASSCF(2,2)
rCC = 1.28,
rCO = 1.15
Minimum 348.6 354.7
CASSCF(10,8)
rCC = 1.27,
rCO = 1.17
Minimum 327.1 338.4
MRMP2(10,8)
rCC = 1.29,
rCO = 1.19
Minimum 109.7 296.0
MRCI
rCC = 1.28,
rCO = 1.20
N/A N/A N/A
CASSCF(12,10)
rCC = 1.29,
rCO = 1.17
2nd order
saddle point
210.8 i 317.7
MRMP2(12,10)
rCC = 1.29,
rCO = 1.19
Minimum 69.3 274.3
CASSCF(16,14)
rCC = 1.29,
rCO = 1.19
2nd order
saddle point
472.4 i 309.9
MRMP2(16,14)
rCC = 1.29,
rCO = 1.20
N/A N/A N/A
ZAPT2
rCC = 1.28,
rCO = 1.20
Minimum 203.6 297.4
CCSD
rCC = 1.29,
rCO = 1.18
Minimum 200.9 306.6
CR-CC(2,3)
rCC = 1.29,
rCO = 1.19
4th order
saddle point
99.8 i 265.6 i
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Table 3.2: PES features for the doubly degenerate linear configuration of the 1∆g state. Both upper
and lower ∆g states exhibit the same curvature at the linear limit. D∞h symmetry is assumed,
therefore only the symmetry unique geometry parameters are included. Bond distances are in
Å and normal modes in cm−1.
Theory Geometry Curvature Trans bending mode Cis bending mode
CASSCF(2,2)
rCC = 1.28,
rCO = 1.15
Minimum 436.0 350.4
CASSCF(10,8)
rCC = 1.28,
rCO = 1.18
Minimum 305.8 310.9
MRMP2(10,8)
rCC = 1.29,
rCO = 1.20
Minimum 283.9 121.8
MRCI
rCC = 1.29,
rCO = 1.20
N/A N/A N/A
CASSCF(12,10)
rCC = 1.29,
rCO = 1.18
Minimum 197.9 306.0
MRMP2(12,10)
rCC = 1.30,
rCO = 1.19
Minimum 303.2 349.8
CASSCF (16,14)
rCC = 1.29,
rCO = 1.20
2nd order
saddle point
135.7 i 302.3
MRMP2(16,14)*
rCC = 1.30,
rCO = 1.20
1st order
saddle point
268.4 i, 600.0 244.6, 292.1
CCSD(T)
rCC = 1.30,
rCO = 1.20
1st order
saddle point
534.8 i, 618.6 251.8, 304.9
CR-CC(2,3)**
rCC = 1.30,
rCO = 1.95
1st order
saddle point
530.3 i, 625.3 253.9, 308.9
CR-CC(2,3)**
rCC = 1.29,
rCO = 1.19
4th order
saddle point
99.8 i 265.6 i
* Incorrect orbital symmetry of π orbitals
** Unable to capture multireference character
The methods that predict a 1st order saddle point in the singlet states also predict a
nonlinear OCCO geometry. This is an artifact of the single-reference methods as shown
in Tables 3.1 and 3.2, since they cannot correctly account for the degeneracy of the π
orbitals that gives rise to the 1Σ+g and1∆g configurations. In the linear (D∞h) configuration
of OCCO, the cis and trans bending modes will be doubly degenerate (Πu and Πg
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Table 3.3: PES features for the1Σ+g state. All calculations are performed using the 6-311+G(3d)
basis set. D∞h symmetry is assumed, therefore only the symmetry unique geometry parameters
are included in the second column. Bond distances are in Angstroms and normal modes in cm−1.
Theory Geometry Curvature Trans bending mode Cis bending mode
CASSCF(2,2)
rCC = 1.28
rCO = 1.16
Minimum 511.9 346.5
MRMP2(2,2)
rCC = 1.28
rCO = 1.21
Minimum 262.9 269.0
CASSCF(10,8)
rCC = 1.28
rCO = 1.18
Minimum 312.0 314.5
MRMP2(10,8)
rCC = 1.29
rCO = 1.20
Minimum 121.8 284.0
CASSCF(12,10)
rCC = 1.30
rCO = 1.18
Minimum 301.3 295.0
MRMP2(12,10)
rCC = 1.30
rCO = 1.20
Minimum 248.1 251.8
respectively). Therefore, only methods which predict either a minimum or an even
number of imaginary frequencies for the bending modes are henceforth considered.
Previous calculations have shown that the lowest electronic state, 3Σ−g , is a minimum
at the linear geometry1,3,4. The data in Table 3.1, however, predict either a minimum or a
2nd order saddle point, depending on the method, and in the case of CR-CC(2,3), a fourth
order saddle point with respect to each of the doubly degenerate bending modes. The
imaginary frequencies for the 2nd order saddle points predicted by CASSCF(12,10) and
CASSCF(16,14) correspond to displacements along the doubly degenerate trans bending
mode. All other methods for which the Hessian was computed predict a minimum at
the linear geometry for the OCCO triplet state. The change from a minimum to a saddle
point at the CASSCF level occurs upon addition of σ and σ∗ orbitals into the active
space—namely from a (10,8) to a (12,10) active space as shown in Table 3.1. Inclusion of
dynamic correlation via MRMP2 results in the prediction of a minimum.
However, as the small value of the frequencies indicates, the inconsistency in the
curvature of the triplet PES from method to method may be caused by the flatness of the
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PES andmaynot be qualitativelymeaningful. In addition,while the CASSCFHessians are
obtained fully analytically, those for MRMP2 are calculated fully numerically, possibly
giving rise to small numerical errors. Displacing the molecule along the imaginary
bending mode and reoptimizing leads to a trans bent minimum that is less than 100
cm−1 (~0.3 kcal/mol) below the linear minimum in the case of CASSCF(12,10), and
approximately 400 cm−1 (~1.15 kcal/mol) in the case of CASSCF(16,14). Both of
these energy decreases are smaller than the energies of their respective trans bending
frequencies (see Table 3.1). Therefore the 3Σ−g state should effectively be considered to be
a minimum.
By virtue of the Renner-Teller effect, both upper and lower curves of the 1∆g state are
expected to have the same curvature at the harmonic limit23,24. Indeed, all levels of theory
that maintain the spatial symmetry of the π orbitals predict that both of the 1∆g surfaces
have the same frequency—a second order saddle point in the case of CASSCF(16,14),
and a minimum for all other methods. Beyond the harmonic approximation, however,
the two surfaces begin to diverge, as shown by the scans of the potential energy surface
in the next section.
3.5 The Singlet Potential Energy Surfaces of OCCO
Table 3.4 shows the energy differences between the 1Σ+g and the 1∆g states at the linear
geometry calculated at several levels of theory. The values in parentheses show the
energy difference including the vibrational zero-point energy (ZPE) correction.
With the exception of the CASSCF(2,2) level of theory, all methods employed here
show an energy difference in the range of 5-8 kcal/mol between the two singlet states
in the linear configuration of OCCO. The 1Σ+g state is always higher in energy than 1∆g ,
though well within zero-point energy of the latter state, since the predicted ZPE.
Figure 3.4 shows a scan of the singlet potential energy surfaces along the doubly
degenerate trans bending mode (of Πg symmetry). The upper two singlet states are
minima along this axis, while the lowest of the three states (the lower component of 1∆g)
is strongly anharmonic and leads to dissociation of the OCCO molecule into two carbon
monoxide molecules. A minimum energy path (MEP)41 calculation confirms that the
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Table 3.4: The energy differences between the 1∆g and 1Σ
+
g states (in kcal/mol) at the linear
geometry. It is assumed that 1∆g is doubly degenerate. The values in parentheses are the energy
differences including ZPE.
Theory 1Σ+g−1∆g
CASSCF(2,2) 16 (17)
MRMP2(2,2) 7.0 (7.2)
CASSCF(10,8) 7.4 (7.6)
MRMP2(10,8) 7.3 (7.4)
CASSCF(12,10) 5.4 (5.5)
MRMP2(12,10) 6.9 (6.7)
surface indeed leads to dissociation.
The bending angle in Figure 3.4 is measured as the complement of the OCC bond
angle (i.e. the deviation from linearity, or angle α in Figure 3.4). As the figure shows,
the two 1∆g surfaces are exactly degenerate only at the linear limit, and begin to slowly
separate upon non-linear displacement. In Renner-Teller (RT) theory, the interaction
between electronic wave functions of ∆ symmetry and the respective vibrational wave
functions depends on the fourth order of the bending coordinate (in contrast to electronic
states of Π symmetry, for which the interaction is second order)25,29,42. Thus, the RT
splitting of the 1∆g state is a fourth order effect. Consequently, the splitting between
the two 1∆g surfaces happens at larger bending amplitudes that one would expect in a
comparative Π electronic state42. As seen in Figure 3.4, the two 1∆g surfaces begin to
show a noticeable difference in energy at approximately 20° of bending amplitude. To
further illustrate this point, Figure 3.5 shows the Renner-Teller splitting in the 1∆g state
as a function of the trans bending coordinate, compared with the analogous RT splitting
in the 2Πu states of the OCCO+ species (computed at the same level of theory).
Figure 3.5 shows a clear example of the difference between a Renner-Teller splitting
of a ∆ state vs. a Π state. At approximately 4.5°, the splitting in the 1∆g state is 0.0009
kcal/mol, while the splitting in the 2Πu state 0.8 kcal/mol. At a 14° bend, the splitting of
the 1∆g state is approximately 1.2 kcal/mol, whereas the splitting of the 2Πu state is 6.3
kcal/mol.
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Figure 3.4: A potential energy surface scan of the three lowest singlet states of OCCO along the
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at the CASSCF(12,10)/6-311+G(3d) level of theory.
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Therefore, one may attribute the instability of bound OCCO in the singlet state to
symmetry and the Renner-Teller effect (and by extension, to the vibronic interaction),
which drives the metastable minimum of the lower 1∆g surface towards a large bending
distortion of the trans mode. This effect is large enough that the PES leads smoothly to
dissociation. By contrast, the anionic moiety, OCCO− (which is observed experimentally)
also exhibits Renner-Teller instability, but due to the Π symmetry of its lowest doubly
degenerate state, the lower surface contains a minimum not too far from linearity (at
approximately 25 – 30°)13.
The small separation between the 1Σ+g state and the 1∆g state in the linear configuration
of OCCO can also affect the stability of the lower singlet states via the pseudo Jahn-Teller
effect mentioned earlier35,36. The PJTE, a consequence of strong non-adiabatic (vibronic)
coupling between non-degenerate electronic states, has been shown to be a significant
contributor—and in certain cases the only contributor—to geometrical instabilities of
high-symmetry molecules43. Figure 3.6 shows the norm of the non-adiabatic coupling
vectors (defined as the usual vector norm) between the three singlet states as a function
the bending coordinate.
As expected, the coupling connecting the two degenerate 1∆g surfaces is very large at
the linear geometry (~120 bohr−1), though it goes down rapidly upon distortion along
the trans bending coordinate. The large magnitude of the NACME at the linear geometry
suggests a strong non-adiabatic interaction between two components of the 1∆g state, and
thus a significant RT effect. The NACME connecting the 1∆g and 1Σ
+
g states is negligible
at the linear configuration but rises slightly upon displacement along the trans mode.
The norm of this NACME reaches a peak at approximately 15°, before decreasing again.
This suggests that the influence of the 1Σ+g state on the instability of OCCO is minimal
at the linear geometry, though it potentially contributes to the repulsive nature of the
PES toward dissociation. A complete analysis of the vibronic structure of singlet OCCO
would likely require all three singlet states to be included into the vibronic model. Higher
excited states may also contribute to the PJTE. A detailed study of the vibronic coupling
effects in OCCO is beyond the scope of this chapter. Nevertheless, the above data strongly
suggest that the vibronic coupling in the linear configuration is the main cause of the
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instability in singlet OCCO along the trans bending mode, attributed mostly to the
Renner-Teller effect, and perhaps secondarily to the pseudo-Jahn Teller effect.
On the other hand, displacing the coordinates of the molecule along the cis mode (i.e.
towards a C2v molecular symmetry) does not display any Renner-Teller instability. As
shown in Figure 3.7, both components of the 1∆g state exhibit stable minima at the linear
geometry.
Some understanding may also be gained by examining how the orbitals correlate
between the D∞h symmetry at the linear geometry, and the C2h and C2v symmetries for
the trans and cis bent geometries, respectively. This is shown in Table 3.5.
The orbital symmetries in Table 3.5 offer some rationale for the preference of trans
bending over cis bending in the dissociation of OCCO. Upon trans (C2h) bending, the
doubly-degenerate open-shell highest occupied molecular orbitals, πu , split into a pair
of non-degenerate orbitals au and bu (in the x and y direction, respectively). The CC
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Table 3.5: The correlation of molecular orbitals in the OCCOmolecule between the D∞h, C2h, and
C2v point groups.
D∞h C2h C2v
σg (CC) ag a1
σ∗u (CC) bu b2
σg (CO) ag a1
σu (CO) bu b2
πg ag + bg a2 + b2
πu au + bu a1 + b1
antibonding σ∗u orbital also transforms into a bu orbital (see Table 3.5). This change of
symmetry makes the mixing between the two bu orbitals (formerly πu(y) and σ∗u) not
only possible, but favorable, thus increasing the antibonding character in the CC bond.
This mixing lowers the overall energy and drives the OCCO towards a more favorable
trans bend. An analogous interaction doesn’t exist along the cis (C2v) bending coordinate.
Instead, the energy of the π orbital is unfavorably increased, thus increasing the overall
energy of the system.
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3.6 The Triplet Potential Energy Surface of OCCO
Figure 3.8 shows the potential energy surface of the triplet state 3Σ−g and the doubly-
degenerate 1∆g state as a function of the trans bending mode (the 1Σ
+
g state is not
considered here).
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Figure 3.8: A potential energy surface scan of the 3Σ−g and the doubly-degenerate 1∆g state along
the trans bending mode.
As seen in Figure 3.8, the triplet ground state is a stable minimum in the linear
configuration. Much like in the case of the singlet state surfaces, the triplet surface is
relatively flat along the trans bending coordinate, with negligible energy change up to an
almost 25° bend. The separation between the triplet and the doubly degenerate singlet
state is small at the linear geometry (in some cases less than 10 kcal/mol), however the
transition between the two is spin-forbidden. Table 3.6 shows the singlet-triplet splitting
at various levels of theory (including ZPE correction in parentheses).
The small difference in energy between the singlet and triplet states is maintained
up to the crossing point between the two surfaces. Figure 3.8 shows a singlet-triplet
crossing point that is barely above the energy of the linear OCCO molecule. At the
CASSCF(12,10) / 6-311+G(3d) level of theory, the minimum energy crossing point
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Table 3.6: Singlet-triplet energy splittings (in kcal/mol) for the linear OCCO molecule. The 1∆g
state is assumed to be doubly degenerate. The values in parentheses show the singlet-triplet
splitting, including the ZPE correction.
Theory 1∆g−3Σ
−
g
TCSCF 15 (16)
TCSCF+PT2 8.6 (8.3)
CASSCF(10,8) 8.7 (8.4)
MRMP2(10,8) 9.7 (10.4)
MR-CI(10,8) 10.4
CASSCF(12,10) 7.4 (7.8)
MRMP2(12,10) 9.5 (9.9)
CASSCF(16,14) 8.3 (9.2)
MRMP2(16,14) 11.8
CCSD 14.0 (13.9)
CR-CC(2,3) 13.7 (15.3)
(MECP) between the 3Σ−g and the lower component 1∆g is only 1 kcal/mol above the minimum
energy, and is located at a trans bending angle of about 17°. Very similar results hold at
the CASSCF(16,14) / 6-311G+(3d) level of theory.
To investigate the interaction and stability between the lower triplet and singlet states,
spin-orbit coupling (SOC) calculations were performed at the CASSCF(12,10) level of
theory. The complete Breit-Pauli Hamiltonianwas used in the SOC calculations, including
the full range of 1 and 2 electron integrals44, and one set of state-averaged orbitals for
both singlet and triplet states. C2h symmetry was used in the computations.
At the linear geometry there is no spin-orbit interaction between the 3Σ−g and 1∆g
states by virtue of symmetry, and therefore no energy splitting between the different
MS components of the triplet state24. It is possible that some interaction exists beyond
the Breit-Pauli approximation, though it is very likely a negligible amount37. Upon
displacement along the trans mode, the SOC interaction begins to slowly increase
between the 3Σ−g and lower 1∆gstate (or in C2h terms, 3Bg and 1Ag). Figure 3.9 shows the
SOC amplitude as a function of the trans bending angle.
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At the MECP geometry, the SOC is approximately 60 cm−1. The SOC between 3Σ−g
and the higher singlet states is negligible, and therefore ignored in this discussion. The
magnitude of the SOC between 3Σ−g and the lower 1∆g state is rather small (see Figure 3.9),
as expected for light atoms such as carbon and oxygen, however this does not necessarily
suggest a low overall transition probability between the two states. While the presence
of SOC is what allows the singlet-triplet non-adiabatic transition, the magnitude of the
transition probability is also affected by the energy difference between the two states,
and the shapes of their respective PESs.
In the absence of full non-adiabatic dynamics, the transition probability and lifetime of
the triplet state are approximated using two models: 1) the Landau-Zener equation45,46,
and 2) the weak coupling approximation derived by Delos and Thorson47,48.
In the Landau-Zener (LZ) model, the transition probability between the singlet and
the triplet state is given by the double-pass formula:
Ptrans (E)  (1 − PLZ) · (1 + PLZ) (3.1)
where PLZ is the Landau-Zenner probability of transition, which has the following
expression:
PLZ (E)  exp
(
−2π |HSO |2
~ |∆G | ·
√
µQ
2(E − EMECP)
)
(3.2)
In expression (3.2), ~ is the reduced Planck’s constant, |∆G | is the norm of the gradient
difference between the two states at the crossing point (defined as the usual vector norm),
HSO is the magnitude of the spin-orbit coupling interaction between the two states, µQ is
the reduced mass along the normal mode Q (i.e. the trans mode in this case), E is the
energy of the system including ZPE (in some instances substituted by the kinetic energy
of the system), and EMECP is the energy at the MECP.
The LZ model is a one-dimensional, two-state model that treats the motion of the
nuclei in a semi-classical manner, neglecting nuclear quantum effects such as a tunneling
or interference45. As Eq. (3.2) shows, the LZ model requires that the energy of the
system (including ZPE) be above the energy at the MECP geometry. For E  EMECP
the probability is 1. While simple, the LZ model has been used to study non-adiabatic
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transitions to a relatively high degree of success45,49,50. The limitations of the LZ model
to the study of OCCO are evident. First and foremost, the non-BO transitions of OCCO
are not entirely described by a two-state model—higher excited states may also be
relevant. Secondly, OCCO is a four atom molecule, and therefore it contains two (doubly
degenerate) modes that break linearity, namely the trans bending mode and the cis
bending mode. The interaction between these modes may be non-negligible. An accurate
model for OCCO would consider both cis and trans modes and the interaction between
the two.
Despite these limitations, the LZ model is expected to give a reasonable estimate of
the transition probability, especially since the dissociation of OCCO happens solely along
the trans bending mode, and the SOC between other states was found to be negligible.
At the CASSCF(12,10)/6-311+G(3d) level of theory, the minimum energy geometry
including ZPE of the triplet state is approximately 0.35 eV above the MECP energy, where
the SOC at the MECP is 60 cm−1. Applying Eqs. (3.1) and (3.2), one finds a probability of
transition Ptrans  0.00272. Using this probability, the lifetime ‘t’ of the triplet state can
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be approximated by the equation4:
(1 − Ptrans)t/τvib 
1
e
(3.3)
where τvib is the period of the trans vibrational mode. The frequency of the trans bending
mode is 286 cm−1, which translates to a vibrational period of 116 fs. Using equation (3.3)
and the LZ probability computed above, the lifetime of the 3Σ−g state is estimated at 40
picoseconds (ps). This is much lower than the previous MP2 estimate of a nanosecond-
scale lifetime4. While the limitations and possible inaccuracies of the LZ model have
been pointed out, the picosecond-scale lifetime of OCCO obtained here is consistent with
the elusiveness of the molecule in experimental detection.
Figure 3.10 shows the LZ probability as a function of the energy of the 3Σ−g state of
OCCO (while the other quantities are held constant).
In Figure 3.10, an energy of 0 eV represents the MECP energy. As expected from the
Landau-Zener model, a low energy corresponds to a high transition probability, and
vice-versa. This is clearly reflected in Figure 3.10. The kinetic energy of the 286 cm−1
trans bending mode, for example, is estimated at 0.018 eV, half of the total vibrational
energy based on the vibrational virial theorem. In Figure 3.10 this corresponds to the
left-hand side of the graph, with a relatively high transition probability. In this region,
however, the probability is sensitive to fluctuation of the energy. A model that accounts
for the vibronic interactions in the singlet and triplet states could significantly change
the energy difference between the states and thus alter the transition probability, either
decreasing or increasing the lifetime of the triplet state.
To examine the possible role of quantum effects on the non-adiabatic transition
between the singlet and triplet states, the weak coupling (WC) model was also employed.
The formula for the transition probability in the WC scheme is given by47,48:
Ptrans  4π2 |HSO |2
(
2µQ
~G |∆G |
)2/3
× Ai2
− (E − EMECP)
(
2µQ |∆G |2
~2G
4
)1/3
(3.4)
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In addition to the variables defined in the LZ model, Eq. (3.4) contains the geometric
mean of the two gradients, denoted by G, and the Airy function, denoted by Ai[]51.
In some respects, the WC is a more accurate model than LZ because it accounts for
certain nuclear quantum effects. As Eq. (3.4) shows, the WC formula predicts a non-zero
probability of transition for energies below the MECP, allowing for the possibility of
tunneling. However, the model also suffers from some of the same limitations as the LZ
model: it is a one-dimensional two-state model.
Using the expression in Eq. (3.4) in the same manner as the LZ equation, the WC
model predicts a transition probability of Ptrans  0.00688. This results in a triplet-state
lifetime of approximately 16 ps, slightly less than that predicted by the LZ model. Figure
3.11 shows the WC transition probability as a function of the energy.
The oscillatory nature of the WC probability accounts for the varying density of
rovibrational states, which the WC model considers. As seen in Figure 3.11, there is a
non-zero probability for energies below the MECP (0 eV in Figure 3.11). This probability
is negligible, however. The probability only becomes noticeable once the energy closely
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Figure 3.11: The WC transition probability as a function of the Energy difference. A ‘0 eV’ on the
x-axis denotes the MECP energy.
approaches that of the MECP. For example, at an energy of −0.4 eV, the probability is on
the order of 10−9; at −0.02 eV the probability rises to the order of 10−4; and at −0.004 eV,
the probability is 0.03. This suggests that the effect of tunneling is very likely minimal in
the case of OCCO, as the probability of transition below the energy of MECP is negligible,
except for energies very close to the MECP.
Both the LZ and WC models predict a lifetime in the picosecond region for the triplet
state of OCCO, further consistent with the transient nature of the neutral molecule.
The apparent stable minimum in the 3Σ−g state is in fact a short lived one, due to the
high transition probability between the triplet and singlet state, which allows for rapid
conversion and dissociation. This is governed not so much by the amplitude of the spin
orbit coupling, which is understandably low for light atoms, but by the energetic vicinity
and flatness of the potential energy surfaces, readily facilitating the transition.
Both the LZ and WC models, albeit good starting approximations, give an incomplete
picture of the non-adiabatic transition between the 3Σ−g and the 1∆g states. Amore accurate
approach would be to perform non-adiabatic dynamics (either surface hopping52 or ab
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initio multiple spawning53) that considers not only two, but all states in question. This
approachwould be expensive, however, since it would require the on-the-fly computation
of non-adiabatic couplings and spin-orbit couplings between the states examined in this
investigation.
3.7 Conclusions
The OCCO molecule has been investigated at several levels of multi-reference theory, in
an effort to better understand the electronic structure and cause of apparent instability for
OCCO. Neutral OCCO has evaded detection for many years, while analogs like OCCO+,
OCCO−, SCCS, and SCCO, have all been isolated and experimentally observed5–13.
The lowest singlet surface of neutral OCCO readily dissociates into two carbon
monoxide molecules. In this study, the instability of the singlet state has been attributed
to vibronic coupling and the Renner-Teller effect. The PES scans of the singlet species
demonstrateRenner-Teller splittings characteristic of stateswith∆ symmetry23,42, pushing
the molecule away from linearity and towards dissociation.
On the other hand, neutral OCCO exhibits a triplet 3Σ−g state that is a minimum on
the potential energy surface. While it appears stable, the triplet state undergoes rapid
internal conversion due to its vicinity with the singlet state, thus leading to short lifetimes
and dissociation. The rudimentary calculations by Schroder et. al.4 showed a triplet
state lifetime between 0.5 – 20 ns. These values were used as an explanation for the
inability to detect the bound molecule. However, as Dixon, Xue, and Sanov point out20,
sub-nanosecond timescales are not spectroscopically forbidden. Yet the molecule still
remains undetected.
The multireference calculations conducted here show an even smaller lifetime for the
triplet state of OCCO, ranging from 16 to 40 picoseconds. These lifetimes further confirm
the transient nature of the triplet state, though they do not necessarily explain the lack of
experimental detection. Short picosecond and sub-picosecond timescales are well within
the possibilities of modern spectroscopy54–56.
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Abstract
A new, general spin-correct spin-flip configuration interaction (SF-ORMAS) method is
introduced by extending the occupation restricted multiple active spaces (ORMAS) CI
method in GAMESS. SF-ORMAS is a single reference CI method that utilizes a high-spin
restricted open shell determinant onwhich an arbitrary amount of spin-flipped excitations
are carried out to generate a wave function of desired multiplicity. Furthermore, the
SF-ORMAS method allows for a flexible design of the active space(s) to fit the chemical
problem at hand. Therefore, a variety of spin-flip schemes can be implementedwithin this
one formalism. As SF-ORMASmostly accounts for static correlation, dynamic correlation
is included through perturbation theory. The new method is demonstrated for single
and multiple bond breaking, diradical systems, vertical excitations of linear alkenes, and
the singlet-triplet energy gap of silicon trimer.
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4.1 Introduction
An often-necessary condition for a proper qualitative description of many chemical
processes is the accurate treatment of static (non-dynamic) correlation. In quantum
chemistry static correlation results from the interaction of degenerate or near-degenerate
configurations at certain molecular geometries, and as such it cannot be described
correctly by a single determinant. Bond breaking, diradicals, and conical intersections,
among others, are all phenomena for which static correlation becomes essential1. A
simple process, such as the homolytic dissociation of the H2 molecule, for example,
requires at least two configurations as the σ and σ* orbitals become degenerate (or near-
degenerate) at the dissociation limit. In this case any single, closed-shell determinant
would be inadequate.
Post Hartree-Fock single-reference methods such as 2nd orderMøller-Plesset perturba-
tion theory (MP2), single-reference configuration interaction (SR-CI), or coupled cluster
(CC) theory offer an improvement by capturing (to varying degrees of accuracy and
computational cost) the part of electron correlation that results from the instantaneous
interaction between individual electrons2. This is referred to as dynamic correlation. MP2
is a reliable method to find ground state equilibrium geometries,3–5 while CC methods
such as CCSD(T) have been cited as the “gold standard of quantum chemistry”6,7 due
to their remarkable accuracy compared to experiment. Yet this is only true when the
reference determinant is a qualitatively correct first approximation for the system.
Static electron correlation in quantum chemistry has traditionally been accounted for
by using themulti-configurational self-consistent field (MCSCF)method, most commonly
the fully optimized reaction space (FORS)1, or the complete active space SCF (CASSCF)8
method. Dynamic correlation can be subsequently recovered via the multireference CI
(MRCI)9 or theMRPTmethod10–13. Unfortunately the computational cost of MRmethods
increases exponentially with increasing active space, limiting their usefulness to active
spaces of modest size. Further practical limitations include convergence issues, root
flipping, and the frequent necessity for state averaging.
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Figure 4.1: A graphical representation of the spin-flip procedure.
The spin-flip (SF) family of methods introduced by Krylov14–16 offers an attractive
alternative to the problem of static correlation. The most simple SF methods rely on an
open shell high-spin determinant (S = 1) as a reference upon which a series of single
spin-flipped excitations are carried out (i.e. ∆S  −1). In practice this method offers a
quasi-2 electron / 2 orbitals active space in the singly occupied orbitals and allows for
double excitations within this active space—not unlike a CASSCF(2,2) calculation (two
active electrons in two active orbitals). The spin-flip approach is ubiquitous, as it can
be applied to any single determinant method, ranging from Hartree-Fock (HF) to CC
theory14,16–19. Figure 4.1 provides a graphical summary of the SF approach. SF methods
have been shown to successfully describe bond breaking and diradical systems14–16,18,
conical intersections in the gas phase20, and in solution21.
Despite the above-mentioned advantages, SF methods suffer from spin contamination,
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i.e. the SF wave function is not an eigenfunction of the S2 operator22. Furthermore,
the spin contamination is often not consistent along the potential energy surface (see
section 4.3). The incomplete set of determinants generated through the spin flipping
procedure can result in an unbalanced coupling between configurations and a wave
function that is a mix of different multiplicities. Numerical consequences of this include
underestimated dissociation energies and inaccurate vertical excitation energies23. When
the spin contamination is significant, even the identification of states becomes challenging
(sometimes impossible), particularly when excited states are involved24.
Several spin-correct spin-flip schemes exist in the literature, most of which correct for
the spin contamination by adding the missing determinants into the calculations22,23,25,26.
Particularly interesting is the correction by Tsuchimochi27, called SF-PCIS (Spin-Flip
Projected CIS) which uses an exact spin projection operator (applied by Scuseria et. al. in
the projected HF (PHF) method28) to correct for spin contamination. SFPCIS retains the
single reference simplicity of SF-CI singles (SF-CIS) upon which further corrections can
be implemented. Alternatively, Zhang and Herbert used a tensor equation-of-motion
approach to develop the spin-adapted SF-CIS (SA-SFCIS) method, which they then
‘transformed’ into a density functional theory (DFT) formalism called SA-SF-DFT24. This
adaption from CI to DFT was empirical in nature, and was based on the DFT/MRCI
formalism of Grimme and Waletzke29.
In the present paper a general spin-correct spin-flip configuration interaction method
is introduced using the ORMAS (occupation restricted multiple active space)-CI30,31
algorithm in GAMESS32. The advantages of ORMAS lie in its generality and flexibility.
Wave functions of any multiplicity can be generated through an arbitrary number of spin
flips, and the active space(s) can be designed to fit the system of interest. For simplicity,
this paper only focuses on examples for which the desired multiplicities are singlet and
triplet. Multi-reference perturbation theory is also implemented to account for dynamic
correlation.
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4.2 Theoretical Approach
Overview of ORMAS-CI
A detailed description of the ORMAS method can be found in the original publication by
Ivanic30,31. Here only a brief overview is presented.
ORMAS-CI is a determinant based configuration interaction (CI) method through
which the orbital active space is divided into an arbitrary number of sub-spaces, each
defined by a minimum and maximum electron occupation number. All determinants
that are consistent with the minimum and maximum electron occupations are generated.
Used appropriately, ORMAS can effectively eliminate configurations that contribute
little to the overall correlation energy of the system of interest (the so called ‘deadwood
configurations’33). As a result, significant time and memory savings are achieved since
the ‘deadwood configurations’ can consist of up to 99% of all configurations in a full CI
calculation33. Figure 4.2 gives a graphical summary of the method.
Within the ORMAS formalism one may allow electrons to exchange or ‘hop’ between
the active spaces, similar to the RAS34 method (although ORMAS is not limited to three
subspaces). The case in which electrons are not allowed to exchange between active
spaces is referred to as ORMAS0.
A parallel implementation of ORMAS-CI is available in GAMESS32. An ORMAS
calculation is determined by the orbitals present in each active subspace (excluding
frozen core or frozen virtual orbitals, if present), along with the minimum and maximum
allowed electron occupation for each subspace.
SF-ORMAS
Unlike conventional single-reference CI methods that rely on spin-conserving excitations
from a single-determinant reference, spin-flip CI methods utilize a high-spin open-shell
determinant by performing a series of ‘spin-flipped’ excitations, thereby generating
determinants with a lower spin. By convention, these are generally taken to be α to β
excitations. SF-CI methods (the most common form of which is the SF-CIS method) are
often successful at capturing strong, non-dynamic correlation among the singly occupied
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Figure 4.2: A graphical representation of ORMAS-CI. The first index in the orbitals above (N,
M, O) refers to the total number of orbitals in each ORMAS subspace. The second index, which
runs through S, refers to the number of the ORMAS subspaces. C and V represent the number of
frozen core and frozen virtual orbitals, respectively.
electrons in the reference35–37. This gives SF-CIS multireference character, so it can be
thought of as qualitatively similar to CASSCF(2,2). Furthermore, SF-CI is a multistate
method that does not rely on state averaging. There is no orbital optimization step that
follows the CI step. The effects of orbital optimization are partially captured by the
high spin restricted open shell Hartree-Fock (ROHF) reference. As such, SF-CI is also an
effective method for examining electronic degeneracies and crossings of potential energy
surfaces.
The origin of the spin-contamination that is inherent in SF methods can be gleaned
fromFigure 4.1. Not all determinants generated by the spin-flip procedure can be grouped
into configuration state functions (CSFs), and therefore the resulting wave function (a
linear combination of determinants) will not be an eigenfunction of the S2 operator. While
determinants a–d in Figure 4.1 can form CSFs, determinants e–h represent incomplete
CSFs. Hence, a general solution to the spin-flip spin contamination problem is to add
the determinants that are needed to complete the CSFs, thereby attaining spin-correct
wave functions. However, in practice this procedure is not trivial. Fortunately, adding
the correct determinants can be accomplished simply and efficiently with the ORMAS
method.
At first the simplest case will be considered, the SF-CIS method.
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Figure 4.3: The SF-ORMAS scheme to correct the spin contamination of SF-CIS. Nel,D is the
number of electrons in the doubly occupied space.
Figure 4.3 demonstrates this method in its simplest case, that of the single spin-flip
excitation. A spin correct wave function can be obtained via ORMAS by partitioning
the orbital space of the reference ROHF determinant into three subspaces: the doubly
occupied, the singly occupied, and the virtual space ({φD}, {φS}, {φV } respectively);
and imposing the constraint that all generated determinants have MS = 0. Allowing the
doubly occupied space to lose one electron and the virtual space to gain one electron,
all of the spin-flip determinants are generated. Furthermore, ORMAS generates all
possible determinants within the given electron occupation restrictions, thus ensuring
spin completeness. The overall wave function is consequently an eigenfunction of the S2
operator.
The above procedure can be easily generalized into an arbitrary number of spin-flip
excitations by adjusting the active spaces and occupation restrictions. This is demonstrated
in Figure 4.4. Thus, the limitations of a single spin-flip can be easily overcome.
Of course, the scheme presented in Figure 4.4 can quickly become prohibitively
expensive as the number of spin-flip excitations increases. This can be remedied by
limiting the number of excitations out of the doubly occupied space and into the virtual
space, since the CAS-like singly occupied space serves to recover the non-dynamic
correlation (for example see Figure 4.5). Alternatively, frozen core or frozen virtual
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Figure 4.4: A general SF-ORMAS scheme that allows for an arbitrary number of NSF spin-flips.
Nel,D and Nel,S are the number of electrons in the doubly occupied and singly occupied spaces,
respectively.
D
min=0
max=1
min=Nel,D - 1
max=Nel,D
S
V
⋮
⋮
min=Nel,S
max=Nel,S
⋮
⋮
Figure 4.5: A less expensive implementation of the multiple spin-flip ORMAS method. This
scheme only allows one electron into or out of the doubles space and into the virtual space.
approximations may also be employed. Indeed any number of spin-flip CI calculations
can be performed within the ORMAS-CI formalism, each depending upon the chemical
system under investigation.
The ORMAS-CI spin-flip formalism may also be used to generate previously derived
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spin-adapted SF schemes such as RAS-SF26 and SF-XCIS (SF-Extended CIS)23. As already
mentioned in the previous section, unlike RAS, ORMAS is not limited to only three
partitions of the active space, but is entirely flexible, and allows for variable electron
occupations in each partition of the active space. In other words ORMAS adds further
flexibility and generality to the design of the active space while maintaining the spin-
correctness of the SF-CI wave function. The computational cost of SF-ORMAS, however,
is greater than its spin-contaminated counterpart. This is due to the greater number of
determinants required for spin-completeness, but also the lack of efficient AO-driven CI
algorithms which are implemented in SF-CIS, and even SF-XCIS.
In addition to the simplest spin-flip schemes presented so far, other types of SF-CI
calculations possible with ORMAS include:
1. SF-CAS38: In this scheme no electrons are allowed to be excited from the doubly
occupied space or into the virtual space. This is essentially a CAS-CI calculation
with the orbitals taken from a high-spin restricted open shell reference.
2. SF-ORMAS-CIn: In order to recover some dynamic correlation, one may allow
additional excitations into the virtual space. This type of calculation, however, scales
similarly to MR-CI and becomes computationally prohibitive except for relatively
small systems.
3. SF-MCAS: ORMAS allows for multiple active spaces and is not limited to three
divisions of the orbital space. Therefore, if necessary (to reduce computational
cost, or eliminate deadwood configurations) one may partition the active space of a
SF-CAS or SF-ORMAS even further.
Size-Sonsistency of SF-ORMAS
A quantum chemical method is defined as size-consistent when the total energy of
two non-interactive fragments A and B equals the sum of the energy of the individual
fragments independently (i.e. EAB = EA + EB)39. Similarly, when the excitation energies of
fragment A are not affected by the presence of a non-interacting fragment B, the method is
said to be size-intensive40. Many previous SF-CI methods in their standard formulation
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have been shown to be size-consistent and size intensive41. SF-ORMAS, on the other hand,
allows for arbitrary partitions of the active space, and arbitrary electron occupations of
those partitions. Therefore, in its most general formulation, one may not assume that
SF-ORMAS will be size-consistent or size-intensive.
Nonetheless, certain SF-ORMAS schemes can be constructed to have the above-
mentioned properties. A SF-ORMAS calculation will be size consistent and size-intensive
if the following conditions are met: 1) the unpaired electrons of the high-spin reference
are localized on one fragment (e.g. fragment A) and 2) the other fragment (e.g. B) contains
no higher than singly excited determinants. This argument follows very closely that
of references22,26,41. If the spin-flipping excitations are localized on fragment A, then
single excitations on Fragment B will not affect the energy of A by virtue of the Brillouin
theorem. As long as the two above criteria aremet, any partitioning scheme of SF-ORMAS
will be size consistent and size intensive.
If the unpaired electrons are shared between the two fragments, the size-consistency
may be achieved via the SF-CAS scheme26,38 because of the full CI performed within the
active space. In the case of SF-ORMAS, however, the active space does not strictly have to
be of the CAS type. The wave function may be partitioned into several subspaces, and
provided that each orbital subspace is disjointed (i.e. no electron hopping) and localized
into only one fragment, the method will be size-consistent.9,31
Dynamic Correlation
In most applications, SF-CI methods are used to recover strong, non-dynamic correlation.
Unless a high number of excitations are allowed into the virtual space (e.g. SF-CISDT...),
dynamic correlation for either the ground or the excited states is largely unaccounted
for. Expanding the configuration space by allowing higher order excitations into the
virtual space offers a possible solution to the problem of dynamic correlation, albeit
a computationally expensive one. Therefore, such approaches can only be applied to
relatively small systems. Current spin-flip methods that successfully account for dynamic
correlation include SF-TDDFT19 and EOM-SF-CC42,43, the latter achieving remarkable
accuracy.
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Perturbation theory is an alternative to recover dynamic correlation. Although many
variants exist, in this work the MRMP2 method developed by Hirao and co-workers is
considered11,12,44. First, the method will be briefly reviewed.
In perturbation theory the total Hamiltonian operator is represented as the sum of a
zeroth-order Hamiltonian and a perturbation term, Ĥ  Ĥ0 + V̂ , where the zeroth-order
Hamiltonian is expressed in orbital form as:
Ĥ0 
core∑
c
|c〉εc 〈c | +
Act∑
a
|a〉εa 〈a | +
Virt∑
v
|v〉εv 〈v | (4.1)
Here the sums run over core (c), active (a), and virtual (v) molecular orbitals (M.O.),
respectively. ε are the eigenvalues of a generalized Fock operator:
Fi j  hi j +
1
2
M.O.∑
kl
Dkl
[
2(i j |kl) − (ik | jl)
]
(4.2)
In the above expression, hi j are the one-electron integrals in the M.O. basis, (i j |kl) are
the two-electron integrals in the Mulliken notation in the M.O. basis, andD is the one
electron density matrix of the CI state of interest. The sum in Eq. (4.2) runs over all
molecular orbitals. Using the above definition of the zeroth-order Hamiltonian Ĥ0 , the
zeroth-order energy of an arbitrary state |I〉 will be:
E(0)I  〈I |Ĥ
0 |I〉 
M.O.∑
i
Diiεi (4.3)
where Dii are the diagonal elements of the one-electron density matrix, and εi are the
eigenvalues of the above defined Fock matrix. In this case, state |I〉 may be the root
of a CI calculations (traditionally CASSCF or CASCI44, but also ORMAS-SCF45), or a
configuration outside the CI expansion (i.e. an external excitation).
Lastly, given a zeroth-order wave function, the single-state second order correction to
the zeroth-order energy is given by:
E(2)I 
SD∑
K
〈I |Ĥ |K〉2
E(0)I − E
(0)
K − η
(4.4)
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where E(0)I is the zeroth-order energy of an arbitrary state |I〉 (defined by Eq. 4.3), Ĥ is the
total Hamiltonian operator, andη is an optional denominator shift used to avoid intruder
states. The configurations K run over all single and double excitations with respect to the
zeroth-order state.
The MRMP2 method is applied here to SF-ORMAS (and termed SF-MRMP2). First,
an adequate zeroth-order wave function needs to be chosen. Eq. (4.4) indicates that in
order to calculate the 2nd order perturbation correction, all singly and doubly excited
configurations with respect to the zeroth-order wave function (in this case SF-CI) need to
be constructed. Therefore the SF-CAS variant of SF-CI is chosen as a zeroth-order wave
function for SF-MRMP2. This simplifies the implementation of SF-MRMP2, since the
already existing code for the CASSCF/CASCI method can be used.
Note that the quality of the perturbative treatment does depend on the quality of the
zeroth-order wave function, which in this case is chosen to be SF-CAS. It is assumed here
that SF-CAS is roughly comparable to CAS-CI, which has been used successfully as a
reference for MRMP2 calculations in the past44.
4.3 Numerical Examples
All of the examples presented in this sectionwere performed using the electronic structure
code GAMESS32.
Bond breaking of diatomic molecules
Hydrogen Fluoride—Homolytic dissociation of a single bond is a simple example of
a system that requires a multireference treatment. Single reference methods (based
on closed shell RHF determinants) cannot properly capture the diradical nature of the
system at the dissociation limit, and therefore result in qualitatively incorrect descriptions
of the potential energy curve14. Spin-flip methods, on the other hand, have proven to be
reliable in describing bond dissociation14.
Figure 4.6 illustrates the HF potential energy curve along the bond dissociation
coordinate at the SF-CIS/6-31G(d) level of theory.Ashas beendemonstratedpreviously14,
the SF-CIS method (and indeed all SF methods) provide an accurate representation of
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Figure 4.6: The PES of hydrogen fluoride calculated at the SF-CIS/6-31G(d) level of theory. The
solid orange curve (represented by the right-hand vertical axis) is the S2 expectation value.
the potential energy curve at the dissociation limit, and thus successfully describes the
homolytic bond breaking of the HF molecule. However, despite its qualitative accuracy,
the SF-CIS method underestimates the dissociation energy of the HF molecule by more
than half the experimental value (60 kcal/mol vs.135 kcal/mol46). Examining the S2
expectation value along the PES reveals that the spin contamination gradually increases
as the geometry approaches the dissociation limit (see the right-hand vertical axis). While
at equilibrium distances the SF-CIS wave function is a pure singlet (or nearly so), as the
bond length of the HF molecule increases, so does the intrusion of triplet states that
results in a spin-impure state. At the dissociation limit the wave function becomes an
equal mixture of singlet and triplet states ( 〈S〉  1).
Figure 4.7 compares the HF dissociation curves obtained from the SF-CIS, SF-ORMAS-
CIS and SF-MRMP2methods. The spin correct SF-ORMAS-CImethod gives amuch better
estimate for the dissociation energy (111 kcal/mol vs. 135 kcal/mol from experiment46).
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Figure 4.7: The PES of hydrogen fluoride at the SF-CIS, SF-ORMAS and SF-MRMP2 levels
of theory with the 6-31G(d) basis. The experimental value for the dissociation energy is 135
kcal/mol46
Of course, this significant improvement in the dissociation energy is attributed to both
the spin purity of the wave function and the associated additional configurations present
in SF-ORMAS-CI relative to SF-CIS. Similar conclusions were drawn for the SF-XCIS
method23. Including dynamic correlation via the SF-MRMP2 method (with SF-CAS used
as a zeroth-order wave function) further improves the estimate of the dissociation energy
(to 126 kcal/mol). All of the above calculations were done with the 6-31G(d) basis and an
ROHF (σα)1 (σα∗)1 triplet reference.
Molecular Nitrogen—A proper description of the dissociation of the N2 triple bond
requires a minimum of 6 electrons in 6 orbitals within the CASSCF formalism47. Analo-
gously, within the spin-flip formalism this requires at least 3 spin-flips and a septet ROHF
reference wave function. In this case the 7Σu = . . . (σα)1(πα)1 (πα)1(π*α)1(π*α)1(σ*α)1
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septet ROHF determinant was used as a reference for the SF-ORMAS calculations. The
SF scheme employed for N2 is described in Figure 4.8. The ROHF orbitals were divided
into three subspaces: 1) the doubly occupied space (all orbitals double occupied in
the ROHF reference), 2) the singly occupied space (all orbitals singly occupied in the
ROHF determinant), and 3) the virtual space (all unoccupied orbitals). The SF-ORMAS
minimum and maximum electron occupations for the three spaces are set at 5, 5, 0 and 6,
7, 1 respectively. Thus, a triple spin-flip is carried out within the singly occupied active
space, while allowing only one electron to hop out of the doubly occupied space (See
Figure 4.8 below).
...
…
D
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ππ
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Figure 4.8: SF-ORMAS scheme used for the calculation of N2
Figure 4.9 displays the dissociation curve. An additional SF-MRMP2 calculation was
performed to recover dynamic correlation using SF-CAS(6,6) as a zeroth-order wave
function. The active space of the SF-CAS wave function consisted of all singly occupied
orbitals in the ROHF 7Σu determinant. The 6-31G(d) basis was used throughout, except
for the MR-CI data, which was taken from reference 47.
Figure 4.9 shows the PES along the N-N inter-nuclear distance. As expected, a
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Figure 4.9: The PES of molecular nitrogen at several levels of theory. The MR-CISD data are taken
from reference 47, while the rest of the calculations were done with the 6-31G(d) basis.
single determinant RHF wave function fails to predict the correct dissociation limit.
The SF(3)-ORMAS curve, however, dissociates correctly and is parallel to the MR-CI
curve throughout the PES. The septet reference used in SF-ORMAS is able to capture
the three near degeneracies that occur when the N2 bond dissociates. Recovering
dynamic correlation through the SF-MRMP2 method further improves the accuracy, as
demonstrated by the SF-MRMP2 curve nearly overlapping the MRCI curve.
Ethylene Torsion
The 90° torsional configuration (D2d symmetry) of the ethylene molecule is a classic case
of a diradical transition state that requires a multireference treatment48,49. In the planar
geometry the HOMO and LUMO orbitals (the π and π* orbitals) are well separated
and therefore a Hartree-Fock single determinant description is qualitatively correct. As
the HCCH dihedral angle increases, however, the two orbitals become closer in energy,
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and single reference methods are less valid. Methods such as CISD or CCSD give an
unphysical ‘cusp’ at the D2d configuration14.
Conventionally, a CASSCF(2,2) (or a two configuration (TCSCF)) approach would
be necessary to capture the static correlation of the diradical transition state (dynamic
correlation can also be recovered through MR-CI or MRPT)49. As mentioned above,
these methods describe accurately not only the transition state, but also the equilibrium
geometry, thus giving a balanced description along the entire potential energy surface.
Unrestricted Hartree-Fock50 (or DFT) is another computationally inexpensive method
that would result in the correct shape of the potential energy surface (thus avoiding the
unphysical ‘cusp’), although unrestricted methods also suffer from the problem of spin
contamination17.
SF methods have also been shown17 to treat the ethylene torsion at least qualitatively
correctly. Figure 4.10 shows a cross section of the potential energy curve for ethylene
along the HCCH dihedral angle at several levels of theory. All SF calculations were
carried out with the 6-31G(d) basis set and used the (πα)1 (πα)1 triplet configuration as
a reference, while the CISD and TC-CISD data are taken from reference 19. The BHHLYP
functional was used for SF-TDDFT19. As already mentioned, CISD fails to capture the
correct character of the wave function at the D2d geometry, as it cannot properly describe
the diradical character of the transition state. TC-CISD and all spin flip methods, on the
other hand, give the correct shape of the potential energy surface.
While the spin contamination for the ethylene rotation is negligible (〈S2〉 < 0.01),
SF-CIS underestimates the rotational barrier, which is experimentally estimated as 65
kcal/mol51. This could be due to lack of dynamic correlation. However SF-TDDFT, which
includes dynamic correlation, overestimates the rotational barrier by 10 kcal/mol, as
does TC-CISD. Of course, in the case of SF-TDDFT there is always the unpredictable
factor of cancellation of errors35,52. SF-ORMAS and SF-MRMP2 provide a better estimate
of the rotational barrier, within 3-5 kcal/mol of the experimental value. Though at the
6-31g(d) basis level the accuracy may be fortuitous, it is nevertheless promising since
SF-ORMAS can be systematically improved by including more configurations in the
calculation (e.g., more spin-flips).
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Figure 4.10: PES cross-section along the HC-CH dihedral angle of ethylene at several levels of
theory. The CISD and TC-CISD data are from reference 14. The rest were performed with the
6-31G(d) basis.
Vertical excitations of linear alkenes
The ability to correctly predict low-lying vertical excited states is an essential test for any
new multi-state method. This ensures the efficacy of SF methods not only at unusual
geometries and near dissociation limits, but also at equilibrium structures. In this section
the 1 Bu and 2 Ag singlet excited states of ethylene, 1,3-butadien and 1,3,5-hexatriene are
examined with SF-ORMAS and SF-MRMP2.
1 Bu state—Table 4.1 shows the calculated energy of the first singlet ππ* electronic
transition (i.e., 1Bu state) of ethylene, 1,3-butadiene, and 1,3,5-hexatriene at several levels
of theory.
Table 4.1 partially demonstrates the effect of spin contamination in the excitation
energies of SF-CIS. Due to the lack of dynamic correlation, SF-CIS often overestimates
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Table 4.1: Vertical excitation energies of the first ππ* singlet state of ethylene, 1,3-butadiene,
and 1,3,5-hexatriene. The 6-31G(d) basis set was used for ethylene and 1,3,5-hexatriene, and the
6-311+G(d,p) basis set was used for 1,3-butadiene.
Ethylene (eV) 1,3-butadiene (eV) 1,3,5-hexatriene (eV)
SF-CIS 10.70 SF-CIS (〈S2〉) 7.26 (0.82) SF-CIS (〈S2〉) 5.06 (1.12)
SF-ORMAS 9.03 SF-ORMAS 6.66 SF-ORMAS 6.35
SF-MRMP2 7.81 1SF-MRMP2 3.68 2SF-MRMP2 2.38
MR-CISD+Q48 7.80 2SF-MRMP2 5.66 3SF-MRMP2 4.91
Exp.48 8.0 CASPT223 6.23 CASPT223 5.01
Exp.23 5.92 Exp.23 4.95
the excitation energies. In the presence of spin contamination, however, the intrusion
of triplet states serves to lower the excitation energies, thus resulting in a fortuitous
cancellation of errors. For ethylene, the spin contamination is negligible, and therefore
the excitation energy predicted by SF-CIS is overestimated by 2.7 eV compared with
experiment. SF-CIS in 1,3-butadiene exhibits significant spin contamination and therefore
only overestimates the excitation energy by approximately 1.3 eV. The spin contamination
is even greater in 1,3,5-hexatriene, while the calculated excitation energy is surprisingly
close to the experimental value (overestimated by 0.11 eV).
SF-ORMAS is spin correct and exhibits none of the above-mentioned fortuitous
cancellation of errors. The vertical excitation energies predicted by SF-ORMAS are
consistently overestimated by approximately 0.7 – 1.3 eV, due to the lack of dynamic
correlation. The improvement of SF-ORMAS relative to SF-CIS in ethylene and 1,3-
butadiene may be attributed to the additional configurations present in SF-ORMAS
which offer a more balanced treatment of low-lying excited states, also demonstrated by
the SF-XCIS method23.
Table 4.1 indicates that SF-MRMP2 is sensitive to the type of zeroth-order wave
function used in the calculation. Since the zeroth-order wave function for SF-MRMP2
does not allow excitations into the virtual space, one must carefully consider the number
spin-flips needed for the calculations. For ethylene only one spin-flip is necessary. The
excitation is dominated by a HOMO-LUMO transition. 1,3-butadiene, however, has two
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π and two π* orbitals, so two spin-flips are required in the zeroth-order wave function.
Similarly, at least three spin-flips are required for 1,3,5-hexatriene to account for the three
π and three π* orbitals. If the correct zeroth-order wave function is chosen, SF-MRMP2
gives very accurate estimates for the excitation energies, comparable to CASPT2 and
MR-CI, as seen in Table 4.1.
2 1Ag state—Table 4.2 shows the vertical excitations for the (π*)2 singlet state (the 2 1Ag
state) of ethylene, 1,3-butadiene, and 1,3,5-hexatriene.
The 2 1Ag state of alkenes is dominated by a doubly excited determinant48. Therefore,
single excitation methods such as CIS or TDDFT cannot adequately describe this excited
state. SF methods on the other hand are able to describe these double excitations.
In terms of the accuracy of SF methods, Table 4.2 shows a similar pattern to that of
Table 4.1. SF-CIS underestimates the excitation energies compared to CASPT2 due to
the intrusion of triplet states - except for ethylene in which the spin contamination is
negligible. SF-ORMAS improves upon SF-CIS, with consistent overestimation due to
the lack of dynamic correlation. SF-MRMP2 further improves the excitation energies for
ethylene and 1,3,5-hexatriene, because it accounts for dynamic correlation. Surprisingly,
SF-MRMP2 offers no improvement over SF-ORMAS for 1,3-butadiene.
Table 4.2: Vertical excitation energies of the (π*)2 singlet state of ethylene, 1,3-butadiene, and
1,3,5-hexatriene. The 6-31G(d) basis was used ethylene and 1,3,5-hexatriene, and the 6-311+G(d,p)
basis was used for 1,3-butadiene.
Ethylene (eV) (eV) 1,3-butadiene (eV) 1,3,5-hexatriene (eV)
SF-CIS 15.2 SF-CIS (〈S2〉) 5.38 (0.96) SF-CIS (〈S2〉) 5.06 (0.82)
SF-ORMAS 13.2 SF-ORMAS 6.93 SF-ORMAS 6.35
SF-MRMP2 12.9 2SF-MRMP2 6.97 3SF-MRMP2 5.40
MR-CISD+Q48 12.2 CASPT223 6.27 CASPT223 5.20
Exp. N/A Exp. N/A Exp.23 5.21
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Singlet-triplet gap of Si3
Small silicon clusters (3-12 atoms) are relevant in fields such as astrophysics53, and the
development of new optoelectronic materials54. For many years the spectroscopy of such
clusters has been frequently observed in interstellar matter and carbon rich stars54–56.
The electronic structure of the silicon trimer Si3, in particular, has been extensively
investigated by both theory and experiments53,55–57. Si3 is strongly bent with a trigonal
conformation, with strong multireference character in the ground state56,57.
The silicon trimer displays a very small singlet-triplet (S-T) gap. The minimum energy
geometry of the singlet state has C2v symmetry (1A1 state), while the triplet state has a
D3h minimum energy geometry (3A2’ state), with a S-T gap estimated to be less than 2
kcal/mol54–56. The general consensus puts the C2v singlet as the ground state, although
some uncertainty still exists57.
Table 4.3 summarizes the S-T gap of Si3 computed at various levels of theory. All
calculations on Si3 performed in this study use the aug-cc-pVTZ basis set. A negative
energy difference in Table 4.3 indicates a triplet ground state, while a positive energy
indicates a singlet ground state. Hartree-Fock calculations favor the D3h triplet state as
the ground state, in disagreement with most high-level calculations. This is likely due
to the lack of correlation energy. DFT with the B3LYP functional, however, suffers from
the same shortcomings as HF. In fact, most functionals used in reference 56 incorrectly
predict the triplet state to be the ground state. MP2 calculations, on the other hand,
predict the C2V singlet to be the ground state, with a S-T gap of 1.6 kcal/mol. This is in
qualitative agreement with the higher level methods such as CCSD(T)56 and MRCI57.
Several SF-ORMAS schemes were employed in the calculation of Si3 singlet and triplet
equilibrium geometries. All SF schemes utilize a septet ROHF reference, in which all 3p
orbitals of Si3 are singly occupied (6 unpaired electrons, S = 3). For the first calculation the
SF active space consists only of the six singly occupied 3p orbitals (labeled 3SF-CAS(6,6)
in Table 4.3). In the second scheme the six 3s orbitals were also added to the SF active
space (labeled 3SF-CAS(12,12) in Table 4.3). In the next three calculations the twelve
orbitals in the SF active space were partitioned into two subspaces: one containing the six
3s orbitals {s}, and the other containing the six 3p orbitals {p}, each containing 6 electrons.
95
Table 4.3: Singlet-Triplet energy gaps of Si3 at various levels of theory. The difference is taken as
ET-ES. All calculations done in this study use the aug-cc-pVTZ basis set.
Method S-T gap (kcal/mol)
RHF/ROHF -6.1
RMP2/ROMP2 1.6
3SF-CAS(6,6) 1.0
3SF-CAS(12,12) 0.1
3SF-ORMAS-0 -1.5
3SF-ORMAS-2 -0.08
3SF-ORMAS-3 0.05
3SF-ORMAS-5 0.4
3SF-ORMAS-6 0.5
DFT - B3LYP56 -1.6
CCSD(T)/ aug-cc-pV(Q+d)Z56 0.07
CCSD(T)/ CBS(D,T,Q)56 0.14
MRCI / aug-cc-pVQZ57 0.6
These are labeled 3SF-ORMAS-0, 3SF-ORMAS-2, and 3SF-ORMAS-3 in Table 4.3. The
numbers 0, 2, and 3 indicate the number of electrons that were allowed to ‘hop’ between
the two subspaces (i.e. no electron, 2 electrons, and 3 electrons, respectively). Lastly, two
more schemes were employed where the {s} and the {p} orbital subspaces are further
partitioned into their bonding and anti-bonding equivalent, making a total of 4 subspaces
(2 bonding, 2 anti-bonding). In the first scheme 3 electrons are allowed to hop from
the bonding subspaces to the anti-bonding, while in the second scheme 4 electrons are
allowed to hop. These schemes are labeled 3SF-ORMAS-5 and 3SF-ORMAS-6 in Table
4.3. Table 4.4 gives the number of CI determinants generated in each of these schemes.
3SF-CAS(6,6) predicts a S-T gap of 1.0 kcal/mol, in qualitative agreement with the
MP2 and MRCI results. Adding the {3s} orbitals into the active space in 3SF-CAS(12,12)
reduces the S-T energy gap significantly to 0.1 kcal/mol. CCSD(T) calculations from
reference 53 also show very similar energy gaps. An important factor not taken into
account in these calculations is the importance of core-valence correlation effects58, as
the core orbitals are always doubly occupied.
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Table 4.4:Number ofMS = 0 determinants generated by each of the SF-ORMAS schemes employed
for the silicon trimer. No symmetry restrictions were applied.
SF method CI Determinants
SF-CAS(12,12) 853776
SF-ORMAS-0 263844
SF-ORMAS-2 816138
SF-ORMAS-3 850138
SF-ORMAS-5 244266
SF-ORMAS-6 631977
The 3SF-ORMAS calculations show some further deviation in the S-T gap. 3SF-
ORMAS-0 predicts that the triplet state is lower in energy than the singlet state by 1.5
kcal/mol, differing from the previous calculations. Allowing 2 electrons to hop between
the {3s} and {3p} active spaces in 3SF-ORMAS-2 reduces the S-T gap to -0.08 kcal/mol.
Allowing 3 electrons to hop between the {3s} and {3p} active spaces in 3SF-ORMAS-3
results in the singlet state again being the lowest energy state, albeit with a S-T gap of
only 0.05 kcal/mol. On the other hand, the 3SF-ORMAS-5 and 3SF-ORMAS-6 schemes
predict positive S-T energy gaps of 0.4 kcal/mol and 0.5 kcal/mol.
The difference in the S-T energy gap between the above three SF-ORMAS schemes
suggests that the correlation between {3s} and {3p} orbitals (i.e. the configurations
not included in SF-ORMAS-0) is important and should not be neglected. However, at
the current level of theory it is difficult to assess the accuracy of such small energy
differences (less than 2 kcal/mol), especially since no experimental consensus exists on
the true ground state of the Si3 molecule57,59. Nevertheless all SF-ORMAS calculations
show qualitative agreement with higher-level theories such as CCSD(T) and MRCI.
Furthermore, this example illustrates the flexibility of SF-ORMAS. While all SF-ORMAS
schemes (including SF-CAS) differ by less than 2 kcal/mol, the number of determinants
generated varies between each scheme. SF-ORMAS-5 and SF-ORMAS-6, for example,
show a significant reduction in the number determinants without much change in
the predicted S-T gap. It is beyond the scope of this paper to examine in detail the
configurations contributing themost to the Si3 energy. Instead, this example demonstrates
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how one may take advantage of SF-ORMAS to reduce computational cost and adjust the
active space according to the chemical problem at hand.
4.4 Conclusions
A general spin-correct spin-flip configuration interaction (SF-CI) method has been
introduced. This method utilizes the ORMAS30,31 algorithm to generate a wave function
that is free of spin contamination, is variational, and allows for a flexible design of
the active space(s) depending on the chemical system of interest. Thus a variety of SF
schemes may be employed within the SF-ORMAS formalism. The Hirao MRMP2 method
was used to account for dynamic correlation11,12,44.
The SF-ORMASmethodwas used to scan the potential energy surface along theHF and
N2 bond breaking coordinates, and the HCCH dihedral angle of the ethylene molecule. In
all cases SF-ORMAS gives a qualitatively correct description of the dissociation limit for
HF and N2, or the diradical nature of the D2d geometry of twisted ethylene. SF-MRMP2
further improves the results by accounting for dynamic correlation. For hydrogen fluoride,
SF-MRMP2 predicts the dissociation energy to within 9 kcal/mol of the experimental
value, while the rotational barrier of ethylene is predicted within 3 kcal/mol of the
experimental estimate.
The vertical excitation energies for the 1 Bu and 2 Ag singlet states of ethylene, 1,3-
butadiene and 1,3,5-hexatriene were also computed. While SF-CIS often underestimates
the excitation energy due to spin contamination, SF-ORMAS does not suffer from this
deficiency. SF-MRMP2 in most cases further improves the estimation of the excitation
energies, and is comparable to multireference methods such as CASPT2 and MRCI.
Several SF-ORMAS schemes were used to compute the singlet-triplet energy gap of
the silicon trimer molecule Si3. The gap varies from 1 kcal/mol to −1.5 kcal/mol, with
most cases favoring the singlet ground state. SF-ORMAS is in good qualitative agreement
with high-level ab-initio calculations such as CCSD(T) and MRCI. Furthermore it is
demonstrated how one may partition the SF-ORMAS orbital space to reduce the total
number of determinants in CI calculation.
Though not included in this study, an application forwhich SFmethods are particularly
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attractive is the location and dynamics of conical intersections35,60. Geometries of conical
intersection located with SF-TDDFT (in gas phase, or in solution) are comparable to
geometries located with multireference methods such as MR-CI and MS-CASPT220,21,61.
However, these SF methods become less effective when spin contamination is severe
(which is often the case in regions around conical intersections)60. For this reason SF-
ORMAS and SF-MRMP2 offer attractive alternatives to SF-TDDFT. The examination of
conical intersections with SF-ORMAS and SF-MRMP2 is the subject of a future study,
which is currently under way.
Another issue not discussed in this study is the possibility of a spin-correct SF-TDDFT
based on the current formalism. Such a method would require an adequate CI to
DFT ‘translation’ procedure in order to convert the CI Hamiltonian matrix elements
to TDDFT A-matrix elements. This translation is straightforward in the Tamm-Dancoff
approximation for CIS or SF-CIS19,62. However, when double or higher order excitations
with respect to the reference are required (as would be the case for a spin correct spin-flip
formalism), there is as yet no rigorous translation method. The DFT/MRCI method of
Grimme and Waletzke29 offers a possible solution for higher order excitations, although
it relies on fitted parameters.
Finally, note that SF-ORMAS is not entirely a black box method (as SF methods are
often assumed to be). Attention must be paid to the reference wave function. While
the singly occupied orbitals in the ROHF reference frequently end up being the most
important ones, that is not always the case, especially near equilibrium geometries for
which the most relevant orbitals are not degenerate. When doing a calculation at different
points on the potential energy surface, one must ensure that the same ‘active space’ is
used throughout. Similarly, the user must make an educated choice of the active space
partitioning, or how many ‘spin-flips’ will be necessary for the system of interest. In this
context, SF-ORMAS can be thought of as a useful and efficient extension of ORMAS-CI
in which the orbitals are obtained from a high-spin ROHF calculation.
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Abstract
Analytic nuclear gradients are derived and implemented for the recently introduced
SF-ORMAS-CI (Spin-Flip Occupation Restricted Multiple Active Space CI) method. Like
most SFmethods, SF-ORMAS-CI successfully describes bond breaking, diradical systems,
transition states, and low-lying excited states, without suffering from spin contamination.
The availability of analytic gradients now enables the efficient optimization of equilibrium
structures in both ground and excited electronic states, as well as the computation of semi-
numerical hessians. Therefore, it is now possible to determine minima, transition states,
and conical intersections using the SF-ORMAS-CImethodwithout the need for numerical
differentiation. In the present study the SF-ORMAS method and gradient are applied to
optimize structures for several organic molecules, such as ethylene, azomethane, and
trimethylmethylene. In most cases, structures optimized with SF-ORMAS are almost
identical to those obtained using other multi-reference methods, despite the lack of
dynamic correlation in SF-ORMAS.
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5.1 Introduction
The theoretical study of chemical reactionswithin the Born-OppenheimerApproximation
often involves the identification of key molecular structures on the potential energy
surface (PES). These include minima, first order saddle points (i.e. transition states), and
conical intersections (i.e. crossings between states of the same multiplicity). The latter are
of particular interest since they have proven to be ubiquitous in photochemistry where
the crossing enables fast radiationless transitions between two or more states1,2.
Minima on a PES are characterized by a hessian (matrix of energy second deriva-
tives) that is positive-definite (all positive eigenvalues). These structures rarely pose
a computational challenge for ordinary molecules since their electronic structure is
usually well described by single-reference methods3,4. Transition states, on the other
hand, are characterized by one negative eigenvalue of the hessian matrix, and often they
require multi-reference methods for an accurate representation5–12. This is due to strong
correlation that arises from degenerate or near degenerate molecular orbitals present in
these geometries. In the ethylene molecule, for example, while the minimum energy D2h
geometry is well represented by a π2 closed shell configuration, the internally rotated
transition state of D2d symmetry requires at least two determinants, since the π and π*
orbitals approach degeneracy during the rotation to the 90° twisted geometry13. As the
dihedral angle deviates further and further from planarity, the multi-reference character
of the molecule increases.
Minimum energy conical intersections (MECI), like transition states, require multi-
referencemethods since they usually occur away fromminimum energy geometries5,14–18.
Moreover, one must treat the electronic structure of the degenerate ground and excited
states (or excited and excited states, in case of high lying MECIs) on an equal footing to
capture the proper character of the MECI. While adequate for vertical excitations and
other stationary properties, single excitation methods like singly excited configuration
interaction (CIS), the random phase approximation (RPA), and time-dependent density
functional theory (TDDFT) notoriously fail to describe the correct topology of conical
intersections19.
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Traditionally, the multi-configurational SCF (MCSCF) method3,4 has been used to
successfully account for static electron correlation across the PES, including the opti-
mization of MECI regions. If necessary, second order multi-reference (MR) perturbation
corrections (MRPT2)20–22 or multi-reference configuration interaction (MRCI)4,23 theory
can recover much of the dynamic correlation missing from the MCSCF wave function.
Unfortunately, the computational cost of these multi-reference methods scales exponen-
tially with the size of the active space and therefore prevents the use of spaces larger than
18–20 orbitals3,4. On occasion, MCSCF also exhibits convergence and root-flipping issues,
particularly with excited states. One often requires state-averaging to converge excited
states of the same spin and space symmetry as the ground state, which can complicate
matters further20.
The spin-flip (SF) family of methods proposed by Krylov24–26 offers an attractive
alternative for the treatment of multi-reference systems at a relatively low computational
cost. SF methods rely on a high-spin open shell determinant (MS ≥ 1) to generate a
wave function of lower multiplicity through a series of spin-flipped excitations (by
convention, α→ β). As such, degenerate or near-degenerate orbitals are well-represented
by the high-spin reference (by virtue of the Pauli Principle), a benefit that carries over
even in the lower multiplicities generated through the spin-flipping procedure. The
resulting wave function is multi-determinant and successfully captures the non-dynamic
correlation within the singly occupied space in the reference. Figure 5.1 shows a graphical
representation of the SF approach for a single excitation process. Though any number of
spin-flip excitations are possible, the single excitation scheme shown in Fig. 5.1 is most
commonly used due to its computational efficiency27–29.
The SF approach has been applied to a variety of standard quantum chemical methods
including CI24, DFT30, and coupled cluster (CC)31 theory, allowing for the description
of multi-reference systems by traditionally single-reference formalisms28–35. These SF
methods have been used to successfully describe processes such as bond-breaking,
diradical transition states, and conical intersections in the gas phase28,29 and in solution35.
Unfortunately, the SF approach suffers from spin contamination, as the final SF wave
function is not an eigenfunction of the S2 operator due to missing Slater determinants
106
SF excitations
MS = 1
MS = 0
Figure 5.1: A graphical representation of the spin-flip procedure
(see Fig. 5.1)36. Moreover, the spin-contamination is inconsistent and can vary throughout
the PES. This unbalanced description of the PES can lead to underestimated dissociation
energies, incorrect descriptions of reaction paths, or difficulty in identifying different
electronic states (especially away from minimum energy geometries where the spin
contamination is often the greatest)37. Consequently, severalmethods have been proposed
over the years to correct this deficiency of the SF methodology27,36,38–41.
SF-ORMAS42 was introduced to provide a general SF-CI methodology, which suc-
cessfully captures non-dynamic correlation across the PES without the issue of spin
contamination. The method takes advantage of the flexibility of the ORMAS algorithm
and its ability to partition the orbital space arbitrarily to suit the system of interest.
As such, a variety of SF-CI schemes can be replicated, all possessing the correct spin
symmetry. To recover dynamic correlation that is generally missing from SF-CI schemes,
the SF-ORMAS method can be augmented with a perturbation correction based on the
MRMP2 formalism of Hirao20–22.
The SF-ORMAS method was used to successfully describe diradical transition states,
single and multiple bond breaking, vertical excitations, and singlet-triplet gaps. The
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accuracy of SF-ORMAS is consistent along the PES, and the inclusion of dynamic
correlation through SF-MRMP2 is comparable to methods such as CASPT2 and MRCI42.
However, the lack of analytic nuclear gradients limits the scope of any quantum chem-
ical method. Only single point energies were initially available, and though numerical
gradients (or fully numerical hessians) were possible through double differencing, they
were computationally prohibitive except for molecules with a small number of symmetry
unique atoms.
In this work, the analytic gradients for the SF-ORMAS method are presented and
applied to the study of several processes in ground and excited states. The availability of
analytic gradients now enables the location of minima, transition states, and minimum
energy conical intersections.
5.2 Theoretical Approach
Overview of SF-ORMAS
A detailed description of the SF-ORMAS method can be found in the previous article42.
Only key points of the method are summarized here.
SF-ORMASbelongs to the family of single-reference, spin-flip configuration interaction
(SF-CI) methods24,27,36,39. In general terms, the SF-CI method involves a series of spin-
flipping excitations performed on a high-spin ROHF determinant to produce Slater
determinants of lower spin eigenvalue (that is ∆Ms < 0 ), forming the basis for a CI
calculation. For instance, a triplet (Ms  1) ROHF determinant will produce multiple
singlet determinants (Ms  0), and a singlet CI wave function. The single spin-flip
(SF-CIS) procedure is graphically presented in Figure 5.1.
The procedure displayed in Figure 5.1 guarantees that the final wave function is an
eigenfunction of the z-component of the spin operator, Sz (i.e. MS = 0), but does not
ensure that it is an eigenfunction of the total spin operator, S2. As seen from Figure 5.1,
not all determinants in SF-CIS form spin-pure configuration state functions (CSFs), and
thus are not spin eigenfunctions. This results in spin-contaminated states.
The SF-ORMAS method does not suffer from this shortcoming. SF-ORMAS may
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Figure 5.2: A general SF-ORMAS scheme that allows for an arbitrary number of NSF spin-flips.
Nel,D and Nel,S are the number of electrons in the doubly occupied and singly occupied spaces,
respectively.
be regarded as the SF variant of the ORMAS-CI method43,44, a determinant-based CI
algorithm45 that allows for the arbitrary partition of the orbital space into smaller sub-
spaces, each constrained by a minimum and maximum number of electron occupations.
The ORMAS algorithm then generates all possible determinants that fit the specified
criteria and ensures that the final wave function is spin correct. In the case of SF-ORMAS,
an additional constraint is added to the procedure by requiring that all determinants
generated have lower multiplicity than the respective ROHF reference (consistent with
the SF formalism). Figure 5.2 shows a graphical representation of the general SF-ORMAS
scheme for an arbitrary number of SF excitations.
Because SF-ORMAS allows for an arbitrary design of the active space, it enables the
possibility of a variety of SF calculations42. One may adjust the ORMAS subspaces and
occupation constraints to suit the system of interest or to reduce the computational cost.
Figure 5.3 shows two additional SF-CI schemes commonly used with SF-ORMAS. In
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Figure 5.3: Two additional SF-ORMAS schemes: (Left) Same as in Fig. 5.2 but allowing only
one additional excitation from the D space into the V space. This reduces the computational
cost significantly since the S (“active”) space accounts for most of the non-dynamic correlation.
(Right) No excitations involving the D or V spaces. All possible excitations are carried out in the
S space (referred to as SF-CAS).
principle, one is not restricted to 3 subspaces of SF-ORMAS, although those are the most
useful variants.
Analytic gradient for SF-ORMAS
The general expression for the CI energy gradient along with efficient computational
methods for its evaluation has been described numerous times46–52. Only a brief overview
is included here for completeness, including the special considerations needed for the
particular case of SF-ORMAS-CI.
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The CI energy expression is written as follows:
ECI 
CI∑
I J
CI HĲC J (5.1)
In Eq. (5.1), CI and C J are the variationally optimized CI coefficients, and HI J is the
Hamiltonian for a given CI expansion, expressed as:
HI J 
〈
ΦI
ĤΦJ〉  MO∑
i j
QI Ji j hi j +
MO∑
i jkl
GI Ji jkl
(
i j
kl) (5.2)
where ΦI and ΦJ are either Slater Determinants or Configuration State Functions (CSF),
QI Ji j and G
I J
i jkl are the one- and two-particle coupling constants, respectively; and hi j and
(ĳ|kl) are the one- and two-electron integrals, respectively, expressed in the molecular
orbital (MO) basis. The above sums run over all MOs.
Differentiation of the energy Eq. (5.1) with respect to an arbitrary nuclear coordinate
‘x’ produces:
∂ECI
∂x
≡ ExCI 
CI∑
I J
CI
∂HI J
∂x
C J (5.3)
By virtue of the Hellman-Feynman theorem, the above derivative expression does not
involve the differentiation of the CI coefficients. Thus, one only has to differentiate the
elements of the Hamiltonian matrix expressed in Eq. (5.2). After some rather lengthy
arithmetic53, Eq. (5.3) can be conveniently recast into the following expression:
ExCI 
MO∑
i j
Qi j h
x
i j +
MO∑
i jkl
Gi jkl
(
i j |kl
)x
+ 2
MO∑
i j
Li jU
x
i j (5.4)
where Qi j and Gi jkl are the one- and two-particle density matrices in the MO basis:
Qi j 
CI∑
I J
CIQ
I J
i j C J (5.5a)
Gi jkl 
CI∑
I J
CI G
I J
i jklC J (5.5b)
Additionally, hxi j and
(
i j
kl)x in equation (5.4) are the so-called “skeleton” derivative
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one- and two-electron integrals defined by the expressions:
hxi j 
AO∑
µν
cµi cν j
∂hµν
∂x
(5.6a)
(i j |kl)x 
AO∑
µνσρ
cµi cν j cρk cσl
∂(µν |ρσ)
∂x
(5.6b)
where cµi , cν j , cρk , and cσl are the LCAO coefficients obtained through the ROHF
calculation, while ∂hµν∂x and
∂(µν |ρσ)
∂x are the first derivatives of the one- and two-electron
integrals in the AO basis.
The last term of Eq. (5.4) contains the CI Lagrangian (Li j) and the MO response matrix
(Uxi j). The CI Lagrangian is defined as:
Li j 
MO∑
r
hirQ jr + 2
MO∑
rks
(ir |ks)G jrks (5.7)
The MO response matrix Ux in Eq. (5.4) represents the first order effect of the nuclear
displacement on the molecular orbitals (and the respective LCAOs), defined as:
∂cµi
x

MO∑
r
Uxir cµr (5.8)
Thus, to evaluate thefirst derivative of theCI energywith respect to anuclear displacement
one requires theMOresponsematrix. The computation of these responses is accomplished
by solving the first-order coupled perturbed Hartree Fock (CPHF) equations, which can
be complex and time-consuming, depending on the system and level of SCF employed.
It is possible, however, to simplify the gradient expression in Eq. (5.4).
Differentiating the MO orthonormality condition (Si j  δi j where S is the overlap
matrix), results in the first derivative of the orthonormality condition53 expressed as:
Uxi j + U
x
ji + S
x
i j  0 (5.9)
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where Sxi j is the “skeleton” derivative overlap matrix:
Sxi j 
MO∑
i j
cµi cν j
∂Sµν
∂x
(5.10)
Applying the orthonormality condition from Eq. (5.9) to the response term of equation
(5.4), the sum can be re-written in the following form51:
2
MO∑
i j
Li jU
x
i j 
MO∑
i j
(
Li j − L ji
)
Uxi j −
MO∑
i j
Li jSxi j (5.11)
Equation (5.11) offers a significant simplification to the gradient expression. The first
term on the right-hand side of equation (11) suggests that the MO responses need only be
calculated for the cases in which the expression (Li j − L ji) is not zero—that is, only when
the Lagrangian is not symmetric. In the special case in which orbitals are optimized via
an MCSCF procedure, the Lagrangian is always symmetric (by virtue of the Generalized
Brillouin Theorem), and therefore one may forgo the computation of the MO responses
entirely3,46. In most other cases, one needs to solve the CPHF equations to calculate the
MO response matrices.
Orbital invariance and the Z-vector method
When the orbitals are not fully optimized (as is typically the case for single-reference
CI, MR-CI, and particularly SF-ORMAS-CI), the lagrangian is not fully symmetric. Since
the lagrangian asymmetry (Li j − L ji) represents the orbital gradient3, it will be zero for
every pair of orbitals for which the energy is invariant to rotation. This property is often
referred to as orbital invariance, and an invariant pair of orbitals is known as a redundant
pair. Therefore, considering equation (11), one needs only to solve the CPHF equations
for the non-redundant orbital pairs, i.e. the orbitals pairs for which the lagrangian matrix
is not symmetric (i.e. Li j − L ji , 0).
Generally, two orbitals in the same SCF subspace or CI subspace will be invariant. For
example, a rotation between two occupied or two virtual orbitals in an RHF calculation
will leave the energy unchanged, but a rotation between an occupied and a virtual
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orbital will change the energy. Similarly, in an MR-CI calculation, only rotations between
core-core, active-active, or external-external pairs will leave the energy invariant.
In an ORMAS-CI calculation (SF or otherwise), the energy remains invariant only
upon rotations of orbitals within the same ORMAS subspace43. The CI lagrangian matrix
is symmetric within each subspace, but not between a pair of orbitals from different
subspaces. So, in Figure 5.3 for example, the CI lagrangian will be symmetric for the D-D,
S-S, and V-V pairs of orbitals, and asymmetric for the D-S, D-V, and S-V pairs. Therefore,
the computation of the SF-ORMAS analytic gradient only requires the response terms
for the above-mentioned non-redundant orbital pairs, in different subspaces. Depending
on the type of SF-ORMAS employed, the identity of the non-redundant pairs may be
different, and could be significantly more complex if the number of subspaces is greater
than 3.
The CPHF response equation can be conveniently written as a matrix equation in the
following form51,53:
AUx  Bx (5.12)
The expressions for the matrices A and Bx differ depending on the SCF method used to
obtain the orbitals. Exact formulas for these matrices pertaining to each type of SCF can
be found in the literature51–53. Matrix A is also known as the orbital hessian, whereas the
matrix Bx has no obvious physical interpretation.
As SF-ORMAS uses high-spin ROHF starting orbitals, the equivalent CPROHF
response equation52,54 must be solved to supply the appropriate MO response matrices,
even though the final CI wave function may have a lower spin.
The gradient expression in Eq. (5.4) requires the solution of 3N response Eq. (5.12),
one for each nuclear degree of freedom. To avoid this, the Z-vector method of Handy
and Schaefer47 is applied, reducing the number of equations from 3N to 1. Defining the
lagrangian asymmetry as
(
Li j − L ji
)
≡ ∆Li j , the Z-vector equation is:
AT Z  ∆L (5.13)
where the matrix A has the same definition as for Eq. (5.4). Note that there is only one
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Z-vector regardless of molecular degrees of freedom. After applying the Z-vector method
to the CI gradient expression (5.4), the final gradient equation becomes:
ExCI 
MO∑
i j
Qi j hxi j +
MO∑
i jkl
Gi jkl (i j |kl)x + 2
N.R.∑
i> j
Zi jBxi j −
MO∑
i j
Li jSxi j (5.14)
where the second to last term in Eq. (5.14) runs only over non-redundant orbital pairs
(i.e. pairs of orbitals in separate ORMAS subspaces).
The gradient expression in Eq. (5.14) was implemented in GAMESS (General Atomic
and Molecular Electronic Structure Software)55 using existing routines for the compu-
tation of the integral derivatives and density matrices. Since the integral derivatives
are computed in the AO basis to avoid costly transformation procedures, the one and
two-particle density matrices are also back-transformed to the AO basis and stored on
disk. The CPROHF code in GAMESS was modified to accommodate the Z-vector method
and avoid the explicit calculation of the MO responses. In most SF-ORMAS calculations,
the cost of the gradient step was equal or less to that of the energy step.
MECI optimization
In the absence of analytic spin-flip derivative coupling vectors (DCVs), GAMESS has
two methods available for the optimization of minimum energy conical intersections
(MECIs): The branching plane update (BPU) method35,56 and the penalty-constrained
optimization (PCO) method19,29,57. While both methods work with SF-ORMAS (as only
analytic gradients are required), this work uses only the BPU method.
The branching plane (BP) between states I and J (with respective energies EI and
EJ) is normally defined by the difference gradient vector (DGV): f ≡ ∇x
(
EI − EJ
)
; and
the derivative coupling vector (DCV): g ≡
〈
ΨI
∇x ΨJ〉, where x is an arbitrary nuclear
coordinate. A modification is required since g is not available.
In the mth step of a MECI optimization, the BP may be expressed by the orthogonal
vectors xm and ym, where xm is a unit vector parallel to f and ym is another unit vector
perpendicular to xm. Assuming the quantities xm-1, ym-1, and xm are already known,
the quantity ym for the mth optimization step can be estimated from the following
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equation35,56:
ym 
(
ym−1 · xm
)
xm−1 − (xm−1 · xm) ym−1√(
ym−1 · xm
)2
+ (xm−1 · xm)
(5.15)
The updated ym, along with xm, is used to construct the new BP for the mth step of
the optimization procedure and to obtain the next set of parameters (for m + 1) until
convergence. In the first step (m = 0), for which data from a previous step are not available,
the quantity y0 is approximated as the mean energy gradient: y0  ∇x
(
EI + EJ
)
/2.
Eq. (5.15) for the update of the branching plane is combined with the gradient
projection method58, in which the gradient for MECI optimization takes the following
form:
g  2
(
g
′
di f f + P gmean
)
(5.16)
where g′di f f  2
(
EI − EJ
)
x, gmean is the mean energy gradient, and P is the projection
matrix:
P  1 − xxT − y yT (5.17)
with x and y as defined above. One can therefore circumvent the necessity for DCV in
the MECI optimization procedure.
5.3 Numerical Examples
The PES of ethylene
The rotation of ethylene about its double bond is a textbook example of a process
that requires a multi-reference treatment5,13. While this molecule is small enough that
numerical gradients can still be used to locate equilibrium structures at a relatively
low computational cost, fully numerical hessians for vibrational analysis can be time
consuming. Moreover, locating regions of conical intersections (another multi-reference
problem) requires the gradients of two or more electronic states. Because these states are
close in energy, numerical differentiation can lead to erroneous depictions of the PES.
It has been shown that SF methods, including SF-ORMAS, can adequately describe
the diradical nature of the twisted ethylene transition state24,27,42, as well as the conical
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intersection geometry between the ground state and the first ππ* excited state28. Here,
the analytic gradient of SF-ORMAS is used to optimize several of these structures and
compare them with experiment and/or more expensive multi-reference calculations.
Table 5.1 shows the symmetry unique geometric parameters of several ethylene
structures (ground state minimum, singlet internal rotation transition state, triplet
internal rotation minimum) calculated at different levels of theory. Tables 5.2, 5.3, and 5.4
show the vibrational modes for these structures along with average percent errors. Two
types of SF calculations were employed for the examination of ethylene: (1) SF-ORMAS-
CIS (i.e. single excitations are allowed out of the D space and into the V space, with full
CAS in the S space), and SF-CAS(2,2). The 6-311G(d) basis set is used in both cases.
Table 5.1: Symmetry unique geometric parameters of ethylene at three different equilibrium
structures. All calculations (except for CCSD(T) ) are done with the 6-311G(d) basis set. Bond
lengths in angstroms, angles in degrees. For the triplet Minimum, symmetry was not enforced.
Ground State Minimum (D2h)
SF-ORMAS-CIS SF-CAS CASSCF MRMP2
CH bond 1.08 1.08 1.08 1.08
CC bond 1.35 1.34 1.34 1.34
HCC angle 121.6 121.6 121.7 121.6
Rotational Transition State (D2d)
SF-ORMAS-CIS SF-CAS CASSCF MRMP2
CH bond 1.08 1.08 1.08 1.09
CC bond 1.46 1.47 1.47 1.46
HCC angle 121.6 121.4 121.3 121.7
Triplet State Minimum (≈ D2d)
SF-ORMAS-CIS ROHF ZAPT2 CCSD(T)59
CH bond 1.08 1.08 1.08 1.08
CC bond 1.47 1.47 1.46 1.45
HCC angle 121.4 120.9 121.5 121.5
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Table 5.2:Normal modes of ethylene in the D2h ground state configuration with the 6-311G(d)
basis. The vibrational frequencies are in cm−1.
Mode SF-ORMAS-CIS SF-CAS CASSCF MRMP2 EXP60
B2U 868.5 880.2 883.4 838.8 842.9
B2G 969.5 980.3 846.7 916.2 958.8
B3U 1010.9 1023.7 926.3 999.2 968.7
AU 1144.4 1141.6 1088.9 1049.0 1043.9
B3G 1320.2 1333.8 1335.9 1251.0 1244.9
AG 1411.1 1415.3 1429.2 1378.1 1369.6
B1U 1569.5 1587.1 1588.7 1493.5 1473
AG 1728.5 1745.9 1755.6 1674.7 1654.9
B1U 3249.5 3263.6 3284.3 3184.4 3146.9
AG 3280.7 3305.9 3303.5 3199.2 3152.5
B3G 3337.6 3363.3 3358.8 3273.4 3231.9
B2U 3366.5 3391.1 3386.8 3298.2 3234.9
Ave.% error 4.4 5.2 5.7 1.5 N/A
Table 5.3: Normal modes of ethylene in the D2d rotational transition state with the 6-311G(d)
basis. The vibrational modes are in cm−1.
Mode SF-ORMAS-CIS SF-CAS CASSCF MRMP2
B1 1922.1 i 1476.0 i 1747.3 i 1908 i
E (×2) 516.6 143.8 79.3 510
E (×2) 1028.9 1026.4 1022.761 973
A1 1161.0 1163.6 1163.658 1148
B2 1547.5 1564.5 1564.324 1467
A1 1576.8 1597.9 1598.18 1494
B2 3218.8 3281.3 3278.392 3148
A1 3223.5 3280.7 3280.901 3139
E (×2) 3304.3 3370.9 3370.584 3238
Ave. % error 3.0 17.4 18.2 N/A
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Table 5.4: Normal modes of ethylene in the minimum configuration of the triplet state with the
6-311G(d) basis. The CCSD(T) calculations were taken from the literature. The vibrational modes
are in cm−1. Because symmetry was not enforced in this calculation, ‘degenerate’ modes are not
exactly degenerate.
Mode SF-ORMAS-CIS ROHF ZAPT2 CCSD(T)59
E 395.7 257.3 399.4 414
E 395.8 277.0 399.6 414
B1 (HCCH twist) 660.9 650.2 697.8 696
E 1012.8 1017.3 961.3 942
E 1012.9 1022.4 961.4 942
A1 (CC stretch) 1158.4 1166.7 1151.5 1139
B2 1549.4 1564.0 1472.6 1442
A1 1579.1 1597.1 1501.2 1468
B2 (CH stretch) 3251.2 3272.2 3173.1 3121
A1 (CH stretch) 3256.6 3275.8 3179.8 3125
E 3345.6 3362.7 3274.7 3213
E 3345.5 3363.2 3274.9 3213
Average %dev 5.2 11.0 1.9 N/A
Table 5.1 shows that SF-ORMAS gives a description of the ethylenemolecular structure
that is comparable to those of more computationally expensive methods such as coupled
cluster theory and multi-reference perturbation theory, (CCSD(T) and MRMP2). In most
cases, the geometric parameters in Table 5.1 are virtually identical with those of MRMP2
or CCSD(T). This is not surprising since dynamic correlation contributes little to the
main stationary geometries of ethylene for which the (π)2 and (π*)2 configurations are
the most important. Both SF-ORMAS-CIS and SF-CAS describe those configurations
correctly due to the triplet ROHF reference and the presence of double excitations.
SF-ORMAS-CIS alsopredicts theharmonic vibrational frequencies of the three ethylene
structures with reasonable accuracy. The percent deviations are in the range of 3-5%
relative to experiment or higher order methods (see Tables. 5.2–5.4). In the ground state
minimum energy geometry there is little difference between SF-ORMAS-CIS and SF-CAS
as the electronic structure is dominated by the closed shell configuration. Compared
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Figure 5.4: Two MECI structure optimized with SF-ORMAS-CIS. The left structure is ET, while
the right structure is PY.
with experiment60, both methods predict slightly overestimated vibrational frequencies
(see Table 5.1). This is likely due to missing dynamic correlation and anharmonic effects.
Unsurprisingly, there is a far sharper difference between the vibrational frequencies
predicted by SF-CAS and SF-ORMAS-CIS for the D2d geometry, with the former method
being at ~15% deviation from MRMP2. The additional single excitations present in the
SF-ORMAS-CIS virtual space—absent in SF-CAS—make a significant contribution to the
computed vibrational frequencies for geometries with large multi-reference character.
Single excitations in SF-ORMAS-CIS couple with active space configurations and provide
a first-order relaxation effect on the orbitals.
In addition to equilibrium geometries in the ethylene π2 ground state configuration,
two different MECI geometries that connect the ground state and the first ππ* excited
state were optimized. In the literature, these geometries are referred to as the pyramidal
MECI (PY) and the ethylideneMECI (ET)5,28. Table 5.5 summarizes the structures of these
two MECIs located using various levels of theory, while the structures and atom-labeling
convention are presented in Figure 5.4.
Both of the ethyleneMECI structures presented in Table 5.5 arewell represented by a SF-
ORMAS-CIS wave function. Table 5.5 also shows geometries obtained from SF-BHHLYP,
which has shown promise for MECI optimizations despite the spin contamination28,29,35.
For most geometric parameters, the values predicted byMRCI and the SF calculations are
reasonably close to each other. A notable exception is the degree of pyramidalization in
120
Table 5.5: Geometric parameters for the two ethylene MECIs at three levels of theory. Bond
lengths are given in Angstroms and angles in degrees. α is the degree of pyramidalization for the
twisted-pyramidal MECI, defined in Fig. 5.4.
Twisted-pyr (PY) C1C2 C2H3 C2H6 ∠(H4C1H5) ∠(H3C2H6) ∠α (pyr)
SF-ORMAS-CIS 1.44 1.17 1.09 112.8 92.2 97.9
SF-BHHLYP28 1.38 1.10 1.14 111.1 92.8 114.9
MRCI5 1.41 1.17 1.11 113.0 93.0 104.7
Ethylidene (ET) C1C2 C1H6 C1H3 C2H5 ∠(H5C2C1) ∠(H6C1C2)
SF-ORMAS-CIS 1.45 1.10 1.09 1.07 152.2 106.0
SF-BHHLYP28 1.44 1.10 1.09 1.06 155.3 106.4
MRCI5 1.46 1.10 1.09 1.07 156.2 107.2
the twisted-pyramidal MECI (α in Table 5.5 and Fig. 5.4). The SF-ORMAS-CIS calculation
underestimates the angle by ~7°, while the SF-BHHLYP calculation overestimates it by
~10° relative to the MRCI values.
The SF-ORMAS error is easily attributed to the lack of dynamic correlation and
therefore can be systematically remedied. SF-BHHLYP, on the other hand, exhibits a
significant amount of spin contamination in thePYgeometry (as high as
〈
S2
〉
 0.5),which
is likely the contributing factor in the overestimation of the degree of pyramidalization
in the MECI structure. The effects of spin contamination on uncorrected SF-methods
are often unpredictable. On some occasions spin contamination results in accurate
energies or geometries due to fortuitous cancellation of errors, while in other instances
the spin contamination causes significant errors in computed properties27,32,61. Hence,
spin-correct variants like SF-ORMAS are preferred due to their consistency.
The torsional rotation of azomethane
Though it bears similarities with ethylene, the electronic structure and PES of azomethane
have several unique interesting features.features.62–65. In the ground state, azomethane
exists in either the cis (C2v) or the trans (C2h) molecular geometry, with the trans geometry
generally accepted as the global minimum62. The first excited state has nπ* character,
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and excitation to this state may lead to isomerization or photofragmentation63.
Table 5.6: Symmetry unique geometric parameters in three ground state equilibrium geometries
of azomethane. Bond lengths are in angstroms and angles in degrees.
Trans-azomethane (C2h)
SF-ORMAS SF-CAS GVB MRCI
CN 1.45 1.46 1.47 1.47
NN 1.23 1.25 1.25 1.25
∠(CNN) 113.8 113.1 112.5 112.0
Rotational-TS (C2)
SF-ORMAS SF-CAS CASSCF
CN 1.46 1.46 1.46
NN 1.35 1.38 1.37
∠(CNN) 111.7 111.1 111.4
Cis-azomethane (C2V)
SF-ORMAS SF-CAS GVB MRCI
CN 1.46 1.47 1.47 1.47
NN 1.22 1.25 1.25 1.25
∠(CNN) 120.9 120.1 120.1 119.6
Several stationary geometries in the ground and first excited states of azomethanewere
located using SF-ORMAS-CIS with the DH(d,p) basis set. As in the case of ethylene, SF-
ORMAS performs well compared to other multi-reference methods. Table 5.6 compares
the symmetry unique geometric parameters of three ground state azomethane structures
computed at various levels of theory.
The ground state PES along the rotational isomerization pathway is well characterized
by SF methods. Both SF-ORMAS-CIS and SF-CAS give accurate geometries for the trans
and cis minima, as well as the rotational TS geometry. Similar to the ethylene rotational
transition state, the π* orbital of azomethane contributes significantly as the CNNC
dihedral angle deviates from planarity. At the transition state, the molecule exhibits C2
symmetry with a dihedral angle of 92.8° at the CASSCF level of theory. Once again, the
lack of single excitations in the SF-CAS method results in some minor inaccuracies in the
TS geometries—particularly concerning the dihedral angle which SF-CAS underestimates
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compared with CASSCF(8,7).
Figure 5.5: The stationary geometries of azomethane located in this study, optimized with
SF-ORMAS-CIS / DH(d,p).
Figure 5.5 shows several azomethane equilibrium structures in the ground and
excited states, optimized at the SF-ORMAS-CIS/DH(d,p) level of theory, while Table 5.7
compares the numerical values of several geometric parameters in the two excited state
structures. The SF-ORMAS geometries are compared with GVB and MRCI.
Both the S1 minimum and the S0/S1 MECI geometries exhibit structures that are
similar to the rotational TS geometry on the S0 PES (see Table 5.6), with a CNNC
dihedral angle that is closer to 90o than to planarity (See Fig. 5.5 and Table 5.7). Previous
theoretical studies have examined the excited state reaction pathways of azomethane
and have shown that photoisomerization occurs efficiently through the S1/S0 MECI35,65.
Symmetry is not generally preserved in the excited state PES, as seen in the structure
for the S1/S0 MECI which is C1 (the S1 minimum appears to preserve C2 symmetry,
though all excited state calculations in this study were performed using C1 symmetry).
The C3N2N1 angle and the CNNC dihedral angle of the MECI appear to be closer to
the ground state TS geometry than the S1 minimum geometry, which has a wider angle
(~119° vs. ~114°). The C4N2N1 angle is much wider in the MECI geometry, differing
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Table 5.7: Geometric parameters for the S1 minimum and S1/S0 conical intersections of
azomethane. SF-ORMAS calculations are performed using the DH(d,p) basis set. All bond
lengths are in angstroms and all angles are in degrees.
S1 Minimum S1/S0 MECI
SF-ORMAS-
CIS
GVB MRCI
SF-ORMAS-
CIS
GVB MRCI
C4N2 1.45 1.46 1.45 1.42 1.45 1.45
C3N1 1.45 1.46 1.45 1.46 1.48 1.47
N2N1 1.29 1.27 1.26 1.29 1.30 1.28
∠(C4N2N1) 119.2 123.1 123.0 138.3 129.4 131.7
∠(C3N2N1) 119.2 123.1 123.0 113.9 112.7 115.4
∠(C4N2N1C3) 107.4 126.4 110.1 93.1 94.1 91.6
from the C3N2N1 angle by almost 25°. Similarly, in the MECI geometry the two CN
bonds are not equivalent, with the C3N1 bond length being 0.4 Å longer than the C4N2
bond (see Table 5.7).
The SF-ORMAS-CIS geometries for the two S1 structures of azomethane presented in
Table 5.7 are similar to the MRCI geometries, with SF-ORMAS-CIS slightly underesti-
mating the CNN angles. In certain cases, SF-ORMAS performs better than GVB, while
in other instances, the GVB values are closer to those of MRCI. However, since both
SF-ORMAS-CIS and GVB methods lack dynamic correlation, these differences should be
seen as fortuitous rather than systematic.
Equilibrium structures of trimethylmethane (TMM)
Trimethylenemethane (TMM) is another example of a diradical organic molecule,
but with an electronic structure that is markedly more complicated than ethylene
or azomethane25,66–69. It is also an example of a non-Kekule hydrocarbon, meaning that
TMM is a conjugated system of 2n π electrons that cannot be represented by a simple
resonance structure containing n double bonds70. Figure 5.6 shows the π system of TMM.
The lowest energy state of TMM is a triplet 3A’2 configuration in D3h symmetry (or
3B2, if using C2v symmetry labels), consistent with Hund’s rule for degenerate e’ orbitals
(or a2 and b1 in C2v symmetry)69. In the singlet state, the D3h planar geometry is unstable
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Figure 5.6: The π system of TMM in the lowest energy configuration ( 3A’2 in D3h, or 3B2 in C2v).
The orbital labels shown here are those of C2v symmetry, even though the geometry is in D3h.
Note that the 1a2 and 2b1 orbitals are degenerate with each other.
and undergoes Jahn-Teller distortion into C2v symmetry, effectively separating the 1A1
closed shell state and the 1B2 open shell singlet state (see Fig. 5.7)69,70. The 1A1 state is
characterized by shortening one of the carbon-methylene bonds, while the 1B2 state is
undergoes elongation of the same bond.
An additional stable singlet state can be formed by a 90° rotation of the non-equivalent
methylene group while still maintaining C2v symmetry; i.e. the 1B1 open shell singlet
state. This state is lower in energy than the planar 1A1 or 1B2 states69,70. Figure 5.7 shows
the geometries of these structures, while Table 5.8 compares the values of the symmetry
unique geometric parameters for these four states of TMM. In this study, these four
structures were optimized at the double spin-flip 2SF-ORMAS-CIS level of theory using
a TZV(d) basis set. A double spin-flip scheme was chosen to ensure that all π electrons
are in the singly occupied active space. The results are then compared with those of
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Figure 5.7: Four equilibrium structures optimized at the 2SF-ORMAS/TZV(d) level of theory. C2v
symmetry labels are used for the states and orbitals, though the 3B2 structure has D3h symmetry
(note: 3B2 = 3A’2).
CASSCF(4,4), CCSD(T), and single spin-flip SF-TDDFT levels of theory. For simplicity,
only C2v symmetry labels are used to describe the states of TMM in the remainder of this
section, even when the molecule is in a D3h geometry (of which C2v is a subgroup).
The 3B2 geometry is a true minimum on the PES, demonstrated by a positive definite
hessian (i.e. no imaginary frequencies; see Table 5.9). Compared to CCSD(T) and CASSCF,
2SF-ORMAS-CIS performs quite well at calculating the 3B2 equilibrium geometry and
vibrational frequencies, deviating by an average of 5.7%. Table 5.8 shows that the
geometries of the 3B2 structure predicted by the four methods are virtually identical,
indicating the reliability of the SF-ORMASmethod. The SF-ORMAS and CASSCF relative
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energies and ZPEs are also in good agreement with each other.
Table 5.8: Geometric parameters in four low-energy states of TMM, calculated with SF-ORMAS,
CASSCF, SF-TDDFT, and CCSD(T). All bond lengths are in angstroms and all angles are in
degrees. Energies are in eV, with the 3B2 state taken as reference.
2SF-ORMAS
3B2 1B2 1B1 1A1
C1C2 1.42 1.5 1.5 1.36
C1C4 1.42 1.39 1.4 1.46
∠(C2C1C4) 120 119.1 119.2 120.8
∠(C3C1C4) 120 121.7 121.6 118.5
∠(H8C2C1) 121 120.6 120.7 121.4
Energy (eV) 0 0.86 0.81 0.86
ZPE (eV) 2.30 2.18 2.25 2.22
CASSCF67
3B2 1B2 1B1 1A1
C1C2 1.42 1.52 1.49 1.35
C1C4 1.42 1.39 1.39 1.47
∠(C2C1C4) 120 119 119.3 121.3
∠(C3C1C4) 120 122 121.5 117.5
∠(H8C2C1) 121.2 120.5 120.9 121.6
Energy (eV) 0 0.87 0.63 0.86
ZPE (eV) 2.30 2.16 2.24 2.20
SF-TDDFT 68
3B2 1B2 1B1 1A1
C1C2 1.4 – 1.48 1.34
C1C4 1.4 – 1.37 1.45
∠(C2C1C4) 120 – 119.2 120.9
∠(C3C1C4) 120 – 121.6 118.2
∠(H8C2C1) 121.2 – 120.8 121.5
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Table 5.8 (Continued...)
CCSD(T)69
3B2
C1C2 1.41
C1C4 1.41
∠(C2C1C4) 120
∠(C3C1C4) 120
∠(H8C2C1) 120.8
The 1B2 planar singlet state is a second order saddle point at the 2SF-ORMAS/TZV(d)
level of theory with imaginary frequencies of 290 i cm−1 and 54 i cm−1 (see Table 5.10).
The larger imaginary mode represents an asymmetric CC stretch that alternates the
bond-length between the two equivalent CC bonds in the C2v symmetry. This is likely a
result of the diradical nature of the molecule. The 54 i cm−1 mode, on the other hand,
twists the non-equivalent CH2 group perpendicular to the plane of the molecule (i.e.
towards the twisted 1B1 structure).
Contrary to SF results, the CASSCF level of theory predicts a third order saddle point (i.e.
three imaginary frequencies) for the planar 1B2 state: the two described above (with larger
frequencies); and an additional one that pyramidalizes the CH2 group66,67. 2SF-ORMAS
does not predict the latter imaginary mode. Bozkaya and Ozkan66 argue that the CH2
pyramidalization mode is an artifact of the CASSCF method since it does not appear in
MRMP2 calculations.
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Table 5.9: Vibrational frequencies of the 3B2 of TMM calculated at the 2SF-ORMAS-CIS, SF-DFT,
CASSCF, and CCSD(T) levels of theory. All frequencies are in cm-1. The Average % error is
calculated with respect to the CCSD(T) values.
Modes CCSD(T)69 CASSCF67 SF-DFT69 2SF-ORMAS
A1/B2 427 453 440 444
A2 473 502 485 531
A2/B1 485 511 503 556
B2 518 514 531 545
A2/B1 732 594 728 760
B1 777 647 794 782
A1 950 972 989 958
B2 961 1034 1002 1014
A1/B2 1030 1081 1064 1077
A1/B2 1371 1425 1416 1429
A1/B2 1518 1623 1569 1602
A1 1533 1654 1593 1624
A1/B2 3178 3339 3283 3270
A1 3186 3350 3293 3284
B2 3261 3434 3384 3368
A1/B2 3266 3439 3387 3373
Av. % Dev. -- 6.7 3.2 4.9
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Table 5.10: Vibrational frequencies of all TMM structures optimized in this study, calculated at
the 2SF-ORMAS-CIS/TZV level of theory. 3B2, 1A1, and 1B1 are minima on the PES, while 1B2 is
a second order saddle point (two imaginary frequencies). The mode descriptions in the second
column correspond to those of the 3B2 state. Therefore, they are approximate for the other states.
Modes Mode Description 3B2 1A1 1B1 1B2
A1 CC scissors 444 364 442 445
B2 CC rock 444 469 494 375
A2 All H-wag 531 291 161 638
B1 CC torsion 545 491 349 568
B1 Lower H-wag 556 371 557 642
A2 Upper H-wag 556 769 613 **54 i
A2 Lower H-torsion 760 574 818 831
B1 Upper H-torsion 760 945 317 386
B1 All H-torsion 782 646 818 850
A1 CC s-stretch 958 910 910 904
B2 All-H rock 1014 1006 1039 1006
A1 Lower-H rock 1077 1100 1101 1104
B2 Upper-H rock 1077 1216 1087 1162
A1 CC a/s stretch 1429 1711 1456 1457
B2 CC a/a stretch 1429 252 1339 **290 i
A1 Upper-H scissor 1602 1517 1580 1590
B2 Lower-H scissor 1602 1557 1591 1571
A1 All-H scissor 1624 1609 1630 1637
A1 Upper-H s-stretch 3270 3265 3273 3275
B2 Lower-H s-strech 3270 3274 3264 3258
A1 H s-stretch 3284 3288 3296 3291
B2 H a-stretch 3368 3347 3363 3360
A1 H a-stretch 3373 3387 3366 3363
B2 H a-stretch 3373 3385 3403 3396
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The planar 1A1 and twisted 1B1 singlet states, on the other hand, have no imaginary
frequencies at the 2SF-ORMAS-CIS level of theory (see Table 5.10). However, since the
PES of the 1A1 state is very flat66, one would require optimization with a method that
includes dynamic correlation to more quantitatively ascertain the shape of the PES. The
2SF-ORMAS results are nevertheless consistent with those of CASSCF and SF-TDDFT
(Table 5.8), with bond lengths differing on the order of 10-2 Å and angles differing by
about ~1o. The 1A1 state is characterized by a shorter CC bond (a “double bond”) and
two longer CC bonds in which the two remaining π electrons are shared (see Fig. 5.7 and
Table 5.8). Indeed, the longer CC bond in the 1A1 state of TMM is nearly identical with
the CC bond in twisted ethylene (another diradical system; see Table 5.1).
The twisted 1B1 state has the lowest energy of all singlet states found in this study,
although at the 2SF-ORMAS level of theory it is only 0.05 eV (~1.2 kcal/mol) lower than
the 1A1 state, whereas at the CASSCF level of theory, the difference is slightly higher
(see Table 5.8). However, CASSCF identifies the 1B1 state as a first order saddle point
that leads to a Cs minimum with a pyramidalized CH2 group66,68. This Cs minimum
geometry disappears upon inclusion of dynamic correlation (i.e. MRMP2), and therefore
it is likely not a true minimum but only an artifact of the CASSCF method on a flat PES66.
Both MRMP2 and MR-CISD methods predict the C2v geometry to be the true minimum
for the 1B1 state66. 2SF-ORMAS was unable to locate a Cs minimum, predicting a strictly
C2v twisted geometry for the singlet TMM, in agreement with the MR methods that
include dynamic correlation.
Overall, SF-ORMAS predicts accurate geometries for all four lowest energy states
of TMM as well as accurate vibrational frequencies. Of course, due to the flat nature
of the PES in the TMMmolecule, geometry optimization should also include dynamic
correlation. Nevertheless, despite the lack of dynamic correlation, SF-ORMAS performs
with an accuracy that is comparable to that of CASSCF, and in some instances, comparable
to CCSD(T) and MRMP2.
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5.4 Conclusions
In this study the analytic gradient for the previously introduced SF-ORMAS-CI method42
was derived and implemented in GAMESS. SF-ORMAS-CI is a general SF-CI method
that allows for the computation of multiple SF schemes due to its ability to arbitrarily
partition the active space. This method enjoys the same advantages as many other SF-CI
schemes and is free of spin contamination.
The analytic gradient allows for the efficient computation of stationary geometries and
hessian matrices, without the need for numerical differentiation (or numerical double
differentiation, in the case of hessians). As a proof of principle, the gradient was applied
to the calculation of minima, transition states, and MECI structures of several organic
systems (ethylene, azomethane, TMM), with the results compared to those located using
other methods.
In the ethylene optimizations, SF-ORMAS-CIS is within 5% accuracy compared to
more expensive methods such as MRMP2, CCSD(T), or MRCI. This includes vibrational
frequencies and MECI geometries. The most notable difference in the MECI structures is
that SF-ORMAS-CIS underestimates the pyramidalization angle of the twisted-pyramidal
MECI by approximately 7°, an occurrence attributed to the lack of dynamic correlation.
Similarly, the geometries of azomethane located through SF-ORMAS were unsur-
prisingly accurate when compared to methods like CASSCF and MRCI. The differences
between SF-ORMAS and MRCI were mostly negligible in the ground state PES, though
on the S1 minimum and at the S1/S0 MECI, the SF-ORMAS method overestimates or
underestimates the CNN angles.
The SF-ORMAS method also proved to be successful in describing more complex
diradicals such as TMM, an example of a non-Kekule organic molecule70. The 3B2
and the twisted 1B1 configurations are correctly predicted as the lowest triplet and
singlet minima, respectively, with the triplet being the global minimum. SF-ORMAS
slightly overestimates the energy of the 1B1 state compared with CASSCF, although the
geometries are nearly identical between the two (and the SF-TDDFT method). TMM
is characterized by a flat PES for most states examined in this study, and therefore the
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inclusion of dynamic correlation is likely to be important in the geometry optimization.
Nevertheless, SF-ORMAS appears to be adequate for the study of diradicals such as
TMM despite the lack of dynamic correlation, in some instances even outperforming
CASSCF.
Overall, it has been shown that SF-ORMAS performs reasonably well at optimizing
geometries of organic molecules in both the ground and excited states. Though the
applications presented in this study are relatively simple and straightforward—only
intended as a proof of principle—the availability of analytic gradients for SF-ORMAS
greatly expands the scope of the method, allowing for the study of a variety of chemical
processes in the ground and in excited electronic states. The choice of strictly organic
systems in this paper only reflects the current interests of the present authors, and it is
not a limitation of the method. On the contrary, a forthcoming study will use SF-ORMAS
to calculate properties of inorganic molecules.
It is noteworthy that, as is always the case in spin-flip calculations, attention must
be paid to the ROHF starting orbitals. Though it is common that the singly occupied
orbitals in the ROHF reference are usually the orbitals of interest in a spin-flip calculation,
this is not always the case. It is possible that, when examining multiple points on the
PES, the orbitals may switch their order, risking discontinuity of the PES. The user must
always be aware of the orbitals that are being correlated in a spin-flip calculation, as
well as the number of “spin-flips” necessary for any given system. This is not unlike
choosing an “active-space” for a CASSCF calculation, and ensuring that the chosen active
space is consistent. In this article, for instance, ethylene and azomethane only required a
single spin-flip calculation (as both involved the breaking of a single π bond), but TMM
required a double spin-flip in order to correlate all four π orbitals.
A few improvements to the SF-ORMASmethodand its analytic gradients are underway.
While a perturbation correction to account for dynamic correlation was implemented
in the SF-ORMAS method42, labeled SF-MRMP2, no analytic gradients exists for the
perturbation corrections. Similarly, it is possible to account for solvent effects in SF-
ORMAS, either implicitly via the PCM method71, or explicitly via the effective fragment
potential (EFP) method72,73, but the analytic gradients for those methods are yet to be
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implemented.Work is in progress to implement those changes. Lastly, the current analytic
gradient for SF-ORMAS presented in this study is a first step to the implementation of
non-adiabatic derivative couplings, essential in examining non-adiabatic phenomena.
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Abstract
Analytic non-adiabatic couplingmatrix elements (NACME) are derived and implemented
for the spin-flip occupation restricted multiple active space configuration interaction
(SF-ORMAS-CI) method. SF-ORMAS is a general spin correct implementation of the
SF-CI method and has been shown to correctly describe various stationery geometries,
including regions of conical intersections. The availability of non-adiabatic coupling
allows a further examination of non-adiabatic phenomena with the SF-ORMAS method.
In this study, the implementation of the NACME is tested against a couple of model
systems such as MgFH and ethylene. In both cases, the SF-ORMAS method exhibits
good qualitative agreement with established multi-reference methods, suggesting that
SF-ORMAS is a suitable method for the study of non-adiabatic chemical phenomena.
139
6.1 Introduction
The Born-Oppenheim (BO) approximation allows for each electronic state to be treated
independently of each other, while the nuclei move within the strict confines of a single
BO potential energy surface (PES)1. This assumption greatly facilitates the quantum
chemical study of molecules in their ground electronic states, for most of which the BO
model is a sufficiently valid approximation. On the other hand, when two or more PESs
approach degeneracy, the BO approximation no longer applies2. In such instances, the
interaction between the various PESs becomes non-negligible, and energy can transfer
readily between electronic and nuclear motions2. Transitions between BO states can
occur via nuclear motion alone, thus allowing non-adiabatic processes to take place.
To account for the non-BO interaction between adiabatic states, it often necessary to
compute the first order vibronic couplings, otherwise known as non-adiabatic coupling
matrix elements (NAC or NACME). The expression for the NACME between two states is
given in Eq. (6.1):
DxI J 
〈
ΨI (r; X)
 ∂∂x ΨJ (r; X)〉 (6.1)
In Eq. (6.1),ΨI andΨJ denote the adiabatic wave functions of states I and J, respectively, r
denotes electronic coordinates, and X denotes the collection of nuclear coordinates, upon
which the wavefunction depends parametrically. Lastly, the lowercase x in the derivative
operator denotes an arbitrary nuclear coordinate. As implied in Eq. (6.1), the first order
NACME is a vector quantity that depends on 3N cartesian coordinates, or 3N−6 internal
coordinates (3N−5 for linear molecules, where N is the number of atoms). Hence, the
first order NACME is sometimes referred to as a vector coupling2.
The first order NACME is pivotal in the study of non-adiabatic phenomena, as the
magnitude of the coupling often indicates the degree of the interaction between the
two adiabatic states2,3, and by extension, the inapplicability of the BO approximation.
For example, in geometries for which two or more PESs are degenerate (also known as
regions of conical intersections), the NACME magnitude grows very large4,5. Moreover,
the computation of the NACME has practical importance since it is often a required
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variable in minimum energy conical intersections (MECI) searches6, and simulations of
non-adiabatic dynamics7,8.
While the availability of NACME is necessary in such cases, it is of equal importance
that the underlying wavefunction used in Eq. (6.1) can accurately describe adiabatic PESs
in the geometrical regions of importance. Traditionally, multi-reference (MR) methods
have been used in non-adiabatic studies since they are best equipped to treat degen-
eracies or near-degeneracies. Commonly used methods are the multi-configurational
self-consistent field (MCSCF)9 and multi-reference configuration interaction (MRCI)10
methods, both of which have analytic NACME available3,11,12. Multi-reference methods
are ideal in the study of non-adiabatic processes, however their computational expense
limits these methods to relatively small systems. The MCSCF method may also exhibit
convergence and root-flipping issues13, in addition to the need to carefully select an
active space for the system of interest.
An attractive alternative to MR treatments are the spin-flip (SF) family of methods,
introduced by Krylov14–16. Adapted to a variety of quantum chemical schemes such as
configuration interaction (SF-CI)14,17, equations-of-motion coupled-cluster (SF-EOM)16,
and time-dependent density functional theory (SF-TDDFT)18, SF methods have been
used to adequately describe non-dynamic correlation, particularly regions of conical
intersections19–21. Analytic gradients22 and analytic NACME23 have also been derived
and implemented for some of the SF methods. However, many SF methods suffer from
unpredictable spin-contamination since the wave function is not an exact eigenfunction
of the S2 operator24. This somewhat limits the usefulness of the above-mentioned SF
schemes.
The SF-ORMAS25 family of methods was developed as a general SF configuration
interaction approach that corrects the spin-contamination present in conventional SF-CI
methods. SF-ORMAS was shown to correctly capture non-dynamic correlation in such
processes as bond-breaking, diradical transition states, and low-lying excited states. An
analytic gradient was also developed26, allowing for the efficient optimization of minima,
transition states, and conical intersections. The molecular structures optimized at the
SF-ORMAS level of theory were in most cases very similar to the structures optimized by
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multi-reference methods such as MRCI and MRPT2.
In the present paper the analytic NACME for SF-ORMAS is derived and implemented
in theGAMESS (GeneralAtomic andMolecular Electronic Structure System)27,28 quantum
chemistry software package.
6.2 Theoretical Approach
Analytic expressions for the SF-ORMAS NACME
SF-ORMAS is a general CI method; therefore, the derivation of analytic NACME is
formally identical to that of MCSCF/MRCI3,29, with the main differences occurring in
the response terms. Thus, only a brief summary of the derivation is presented below.
To maintain the generality of the SF-ORMAS method, no assumptions are made about
the occupation or partitions of the ORMAS subspaces in this derivation, other than the
required “spin-flipping” constraint. Thus, in principle, this derivation is applicable to
every SF-ORMAS partitioning scheme that has been previously introduced25,26.
The total SF-ORMAS wave function for an arbitrary CI state I can be expressed as a
linear combination of Slater determinants:
ΨI 
∑
t
CItψt (6.2)
In Eq. (6.2), ψt denotes the Slater determinants, C
I
t the variationally optimized CI
coefficients for state I, while the index t runs over all possible determinants in a given
CI expansion. Nuclear and electronic coordinate dependencies have been left out of the
above notation for simplicity. Applying Eq. (6.2) to the NACME definition (6.1) results in
the two-term equation:
DxI J 
〈∑
t
CItψt
∑
t′
∂C Jt′
∂x
ψt′
〉
+
〈∑
t
CItψt
∑
t′
C Jt′
∂ψt′
∂x
〉
 Dx ,CII J + D
x ,MO
I J (6.3)
Thus, the computation of the analytic NACME is split into two terms, one containing the
derivatives of the CI coefficients (the CI term), and one containing the derivatives of the
Slater determinant (hereafter referred to as the MO term).
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The CI term can be simplified by taking advantage of the orthonormality between
Slater determinants:
Dx ,CII J 
∑
tt′
CIt
∂C Jt′
∂x
〈
ψt
ψt′〉  ∑
t
CIt
∂C Jt
∂x
 CI † ∂
∂x
CJ (6.4)
where a bold typeface represents a vector quantity, and the superscript † denotes the
transpose. The direct differentiation of the CI coefficients as shown in Eq. (6.4) can be
avoided by manipulating the coupled-perturbed CI equations30. By differentiating the
CI variational condition, HC − EC  0, the expression in Eq. (6.4) can be written as:
CI † ∂
∂x
CJ 
(
EI − EJ
)−1 CI † ∂H
∂x
CJ (6.5)
where EI and EJ are the respective energies of states I and J, and H represents the
Hamiltonian matrix elements between slater determinants. The derivative term on the hand
side of Eq. (6.5) reduces to an expression very similar to that of the CI gradient26,31:
CI † ∂H
∂x
CJ 
MO∑
i j
QI Ji j h
x
i j +
MO∑
i jkl
GI Ji jkl
(
i j
kl)x + MO∑
i j
LI Ji j U
x
i j (6.6)
The sums on the right-hand side of Eq. (6.6) run over all molecular orbitals (MOs). The
only difference between Eq. (6.6) and the analytic gradient expression for the CI energy
consists of the densities and lagrangian expressions. The one- and two-particle densities,
and the CI lagrangian are replaced by the corresponding transition densities (QI Ji j and
GI Ji jkl) and the transition lagrangian (L
I J
i j ), respectively.
The transition densities are defined by:
QI Ji j 
∑
tt′
CItQ
tt′
i j C
J
t′ (6.7a)
GI Ji jkl 
∑
tt′
CIt G
tt′
i jklC
J
t′ (6.7b)
where quantities Qtt′i j and G
tt′
i jkl in Eq. (6.7) are the CI coupling constants for two arbitrary
slater determinants t and t’.
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The transition lagrangian is defined by:
LI Ji j  2
MO∑
p
QI Jip h jp + 4
MO∑
pqs
GI Jipqs
(
jp
qs) (6.8)
where h jp and
(
jp
qs) are the one and two-electron integrals in theMO basis, respectively.
In some derivations, the factor of 2 is left outside the lagrangian expression of Eq. (6.8).
The remaining terms in Eq. (6.6) are identical to those used in the CI analytic gradients,
provided that states I and J use a common set of molecular orbitals (which is the case in
SF-ORMAS). The terms hxi j and
(
i j
kl)x are the “skeleton” one- and two-electron integrals,
defined by:
hxi j 
AO∑
µν
ciµc jµ
∂hµν
∂x
(6.9a)
(
i j
kl)x  AO∑
µνρσ
ciµc jµckρclσ
∂(µν |ρσ)
∂x
(6.9b)
where hµν and (µν |ρσ) are the one- and two-electron integrals in the atomic orbital (AO)
basis, and ciµ are the MO coefficients. Lastly, Uxi j in Eq. (6.6) are the MO response terms,
determined via the coupled-perturbed Hartree-Fock equation (CPHF).
The derivative with respect to Slater determinants in the NACME expression (6.3),
i.e. the MO term, reduces to the derivative of molecular orbitals by recognizing that a
derivative functions as a one-electron operator. This expression then takes the form:
Dx ,MOI J 
MO∑
i j
QI Ji j
〈
φi
 ∂∂x φ j〉 (6.10)
where φi denotes the molecular orbitals and QI Ji j is the transition one-particle density
matrix. Since the molecular orbitals are expanded in atomic orbitals via the expression,
φi 
∑
µ ciµχµ, the derivative in Eq. (6.10) is expanded by the product rule into the
derivative of atomic orbitals and MO coefficients (expressed through the response terms,
as above). Thus, the final form of the MO term becomes:
144
Dx ,MOI J 
MO∑
i j
QI Ji j
[
AO∑
µν
ciµc jν
〈
χµ
 ∂∂x  χν〉 + MO∑
p
SipUxp j
]

MO∑
i j
QI Ji j
[
σxi j + U
x
i j
] (6.11)
where Sip 
〈
φi
φp〉 in Eq. (6.11) is the overlap matrix of the orthonormal MOs.
The total expression for the NACME is written as:
Dxi j 
(
EI − E j
)−1 
MO∑
i j
QI Ji j h
x
i j +
MO∑
i jkl
GI Ji jkl
(
i j
kl)x + MO∑
i j
LI Ji j U
x
i j

+
MO∑
i j
QI Ji j
[
σxi j + U
x
i j
]

(
EI − E j
)−1 
MO∑
i j
QI Ji j h
x
i j +
MO∑
i jkl
GI Ji jkl
(
i j
kl)x
+
MO∑
i j
[{
LI Ji j
(
EI − EJ
)−1
+ QI Ji j
}
Uxi j + Q
I J
i j σ
x
i j
]
(6.12)
The MO responses in Eq. (6.12) are obtained through the solution of the coupled-
perturbed ROHF (CPROHF) equations, which can be formally derived by differentiating
the ROHF variational condition30,32. The CPROHF equations are concisely written as:
AUx  Bx (6.13)
The matrix A is the orbital hessian, and Bx depends on the derivatives of the Fock and
overlap matrices. The exact expressions for these matrices have been reported abundantly
throughout the literature30,32–34, so they are not reproduced here. Eq. (6.13) requires that
each response is solved for all 3N (or 3N-6) degrees of freedom in a molecular system.
This can be avoided by applying the Z-vector method of Handy and Schaefer35. First, it
is recognized that the response terms Uxi j are subject to the orthonormality condition:
Uxi j + U
x
ji + S
x
i j  0 (6.14)
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The last term in Eq. (6.14) is the derivative of the overlap matrix. The sum containing the
response term in the NACME expression of Eq. (6.12) may be manipulated further by
using the orthonormality condition of Eq. (6.14) to obtain:
MO∑
i j
{
LI Ji j
(
EI − EJ
)−1
+ QI Ji j
}
Uxi j 
MO∑
i j
T I Ji j U
x
i j

1
2
MO∑
i j
T I Ji j
(
Uxi j + U
x
ji
)
+
1
2
MO∑
i j
T I Ji j
(
Uxi j −U
x
ji
)

1
2
MO∑
i j
(
T I Ji j − T
I J
ji
)
Uxi j −
1
2
MO∑
i j
T I Ji j S
x
i j
(6.15)
where the term T I Ji j  L
I J
i j
(
EI − EJ
)−1
+ QI Ji j has been defined. Eq. (6.15) requires only the
unique elements of the response term (i.e. the orbital pairs for which the energy is not
invariant). In a SF-ORMAS calculation, this involves pairs of orbitals between different
ORMAS subspaces36. By inverting Eq. (6.13) and applying the resulting expression to Eq.
(6.15), one obtains the Z-vector equation:
AT ZI J  ∆T I J (6.16)
∆T I J is defined as ∆T I J  T I Ji j −T
I J
ji . Finally, the Z-vector solution of Eq. (6.16) can be used
in the NACME expression to obtain:
1
2
MO∑
i j
∆T I JUxi j 
1
2
I .P.∑
i j
Zi jBxi j (6.17)
The sum on the right-hand side of Eq. (6.17) runs only over independent orbital pairs,
for which the energy is not invariant to rotations.
Implementation and testing
Most terms for the SF-ORMASNACME expression are readily available from the recently
implemented analytic gradients26 in GAMESS. The only novel terms are the transition
density matrices which may be formed by the existing ORMAS routines. The transition
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densities are obtained through the use of the Slater-Condon rules37–39 by looping over
all possible single and double excitations to generate the coupling constants, and then
multiplying by the CI coefficients from the two states36,40.
To test the implementation of the analytic NACME for SF-ORMAS, numeric non-
adiabatic couplings via finite differencing were also coded in GAMESS. Starting from Eq.
(6.3), the CI and MO terms of the NACME can be written as numerical derivatives in the
following way, respectively41:
∑
t
CIt
∂
∂x
C Jt 
∑
t
CIt · C
J,+∆x
t − CIt · C
J,−∆x
t
2∆x
(6.18)
MO∑
i j
QI Ji j
〈
φi
 ∂∂x φ j〉  MO∑
i j
QI Ji j
〈
φi
φ+∆xj 〉 − 〈φi φ−∆xj 〉
2∆x
(6.19)
In Eqs. (6.18) and (6.19), the double difference formula is used to approximate the nuclear
derivatives. The superscripts +∆x and −∆x denote a quantity computed at a displaced
cartesian geometry, either positive or negative by an amount ∆x.
Eq. (6.18) requires that the original (not displaced) set of CI coefficients always be
available at each displaced geometry in order to compute the CI overlaps. However, no
more than two sets of CI coefficients need to be stored in disk or memory at any given
displacement. Similarly, the displaced MO overlap in Eq. (6.19) requires the displaced
AO overlap matrix (
〈
χµ
χ∆xν 〉 ), as well as the MO coefficients, computed at two different
geometries.
A major concern in the evaluation of the numerical NACME is the phase of the wave
function. The total energy and energy derivatives of the system are not susceptible
to changes in the phase of the MO and/or CI coefficients; the numerical NACME in
Eqs. (6.18) and (6.19), on the other hand, are not invariant to phase changes between
displacements.
To avoid this problem, the phase consistency of the MO coefficients was ensured
by monitoring the diagonal elements of the displaced MO overlaps, S∆xii 
〈
φi
φ∆xi 〉.
Provided that ∆x is sufficiently small, the displaced overlap should be close to 1 if no
change of phase has occurred, and close to −1, if a change of phase has occurred. Thus,
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multiplying each new molecular orbital, φ∆xi by the quantity,
S∆xii
|S∆xii |
 ±1 ensures that all
MOs maintain the same phase between displacement. A similar procedure was carried
out for the CI coefficients as well. To minimize the complexity of the CI phase, the MO
phases were corrected (when necessary) immediately after the SCF step of the SF-ORMAS
calculation, but before the CI step.
Finally, the antisymmetric nature of the derivative operator (and consequently of the
NACME) was used as a test of accuracy during the coding process of the numerical
NACME. After several trials, a value of 0.005 bohr was chosen as an optimal value for
the displacement variable, ∆x, to avoid potential numerical instabilities.
The analytic NACME implementation was compared to the numerical NACME, and
in most cases the agreement between the two was on the order of 10−5 − 10−6 bohr−1. In
some cases, agreement only on the order of 10−4 could be achieved. Since the numerical
differentiation happens along cartesian coordinates, any displacements that change the
molecular center of mass have the potential to introduce minor errors to the evaluation
of the numerical NACME.
6.3 Illustrative Calculations
To illustrate the implementation of the NACME for the SF-ORMAS method, examples
with MgFH and ethylene are considered in this study. These are compared with MCSCF
calculations of the state-averaged complete active space kind42–44 (SA-CASSCF), forwhich
NACME have already been implemented in GAMESS. Since all CASSCF calculations
employed in this study are state-averaged, the SA prefix is implied and therefore not
used in the rest of the article.
Two different SF-ORMAS schemes are used throughout these examples: the SF-
ORMAS-CIS (i.e. allowing single excitations into the virtual space), and SF-CAS (no
excitations into the virtual space)25. Additionally, single spin-flip (1SF) and double
spin-flip (2SF) examples are considered. Unless otherwise stated, all calculations in this
section use the 6-31G(d) basis set.
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MgFH
The first example considered for the NACME of SF-ORMAS is the reaction M g + HF→
M gF + H. Following the example of Saxe, Lengsfield, and Yarkony12, the couplings of
the reaction are calculated along the collinear surface of Mg – F – H in which the distance
between hydrogen and fluoride is varied. Along this path, the reaction exhibits charge
transfer between the σ and σ∗ orbitals of the H-F bond. Only the two lowest 1Σ+ states of
the system are considered here.
First, the SF-ORMAS calculations are compared with those of the CASSCF method to
ensure that the quality of the two wave functions is comparable for the purposes of this
investigation. Two SF schemes are considered for this system, the SF-ORMAS-CIS, and
SF-CAS(2,2).
Similarly, two different active spaces are used in the CASSCF calculation: a minimal
(2,2) space which contains only the σ and σ∗ HF orbitals, and a larger (4,6) active space,
containing the aforementioned σ orbitals, the magnesium 3s and 3p (x and y) orbitals, as
well as the fluorine 3pz orbitals.
Figure 6.1 shows a potential energy surface scan along the H-F bond distance for the
1 1Σ+ and 2 1Σ+ states of the Mg-F-H system at four different levels of theory. Figure 6.2
shows the energy difference (calculated as 2 1Σ+ − 1 1Σ+) along the same bond distances.
The ground state potential energy surfaces show little difference among the four
levels of theory examined in Figure 6.1. All methods show a qualitatively similar PES,
displaying significant overlap and successfully capturing the small barrier present along
the bond elongation path. The excited state, on the other hand, shows some appreciable
difference among the different levels of theory, particularly in the SF-CAS method. While
qualitatively similar to the other methods, SF-CAS greatly overestimates the energy of the
2 1Σ+ state at large H-F distances, as indicated in Figure 6.2. While the difference is mostly
quantitative (the general trend of the PES remains similar to that of the other methods),
the lower quality of the SF-CAS wavefunction in this instance is understandable since
the method lacks additional excitations into the virtual space which are crucial for the
characterization of the 2 1Σ+ excited state. The CASSCF(2,2) method also lacks such
excitations, however the effect of orbital optimization (not present in SF methods) along
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with the effect of state-averaging helps reduce the excited state energy.
Similarly, the additional single excitations present in the SF-ORMAS-CIS (lacking in
SF-CAS) significantly improve the description of the excited state. As Figure 6.2 shows,
the SF-ORMAS-CIS excitation energies are virtually identical to those of CASSCF(2,2)
and differ by at most 1.1 eV from those of CASSCF(4,6).
The inclusion of the σ and σ∗ orbitals in the active space is critical for the description
of the charge-transfer nature of the reaction. Indeed, all methods contain the σ orbitals in
their active space (in SF methods, the “active space” is the singly occupied space of the
ROHF reference25). Figure 6.3 shows the natural orbital occupation numbers (NOON,
computed by diagonalizing the state specific density matrix) of the σ and σ∗ orbitals
along the F – H bond elongation, calculated at the same levels of theory.
Figure 6.3 shows excellent qualitative agreement between the SF-ORMAS and the
CASSCF NOON. At smaller bond distances the occupation of the σ orbital is near 2.0,
while the occupation of the σ∗ orbital is near 0.0. As the bond elongates, electron density
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Figure 6.1: A PES scan along the F – H distance (in bohr) of the Mg – F – H complex for the two
lowest 1Σ+ states. All methods use the 6-31G(d) basis set.
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Figure 6.2: The energy difference (in eV) between the two lowest 1Σ+ states of the Mg – F – H
complex as a function of the F-H distance (in bohr).
transfers from the σ to the σ∗ orbital, until the two orbitals reach occupations that are
close to 1. Once again, the SF-CAS method deviates slightly from the other methods
as the occupation change happens at smaller distances. This is again attributed to the
inflexibility of the SF-CAS wave function, as the open shell triplet reference used in SF
methods strongly favors the diradical configuration. Both SF-ORMASmethods employed
here agree qualitatively with the CASSCF results.
Table 6.1 shows the absolute value of the NACME, computed at all four levels of
theory discussed above. The NACME in cartesian coordinates is a vector of dimension
3N (where N is the number of nuclei). However, since all three atoms (Mg, F, and H) are
aligned along the z-axis, the NACME in the x and y directions vanish, and therefore
are not given in Table 6.1. As such, for small systems like MgFH it is possible to make a
direct comparison of the NACME along the symmetry unique coordinates.
While the numerical magnitudes of the NACME are not directly comparable between
SF-ORMAS andCASSCF (as expected between two different levels of theory), all methods
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show the same general trend along the elongation of the H–F bond. The NACME in
Table 6.1 appears to be inversely related to the energy difference between the two 1Σ+ states.
For example, at an F-H distance of 2.23 bohr, both the SF-ORMAS-CIS method and
CASSCF(2,2) method exhibit the lowest energy gap between the two states for (see Figure
6.2), and consequently the largest magnitude of the NACME for each atom (Table 6.1). At
the point of largest energy separation (a distance of 3.48 bohr), the NACME is also the
smallest for all methods. Themagnitude of the NACME is expected to be inversely related
to the energy difference between two states2. This relationship is formally exact for exact
wavefunctions, although only approximate for non-exact wavefunctions, as shown in
Eqs. (6.5) and (6.12). Nevertheless, this trend holds very well for CI wavefunctions, as
the CI contribution to the NACME is often the largest41,45.
Therefore, the similar qualitative behavior of the SF-ORMAS non-adiabatic couplings
with those of CASSCF suggest the suitability of the SF-ORMAS method in the study of
such systems. The differences in the NACME between SF-ORMAS and CASSCF perfectly
reflect their differences in the description of the PES.
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Table 6.1: The absolute value of the NACME z-component (in bohr−1) as a function of the F-H
bond length (in bohr).
CASSCF(2,2) CASSCF(4,6) SF-ORMAS-CIS SF-CAS
F-H length Mg F H Mg F H Mg F H Mg F H
1.73 0.364 0.264 0.217 0.330 0.177 0.158 0.371 0.245 0.196 0.442 0.300 0.213
2.00 0.373 0.769 0.661 0.305 0.515 0.490 0.369 0.836 0.703 0.560 1.586 1.314
2.23 0.513 1.734 1.426 0.367 1.122 0.974 0.538 1.939 1.582 0.409 1.543 1.323
2.48 0.480 1.604 1.290 0.515 1.708 1.365 0.485 1.636 1.309 0.199 0.552 0.494
2.73 0.268 0.725 0.599 0.449 1.201 0.910 0.274 0.733 0.601 0.119 0.232 0.228
3.23 0.110 0.178 0.179 0.224 0.353 0.258 0.115 0.218 0.203 0.060 0.066 0.086
3.48 0.082 0.100 0.118 0.181 0.223 0.158 0.113 0.159 0.094 0.046 0.040 0.062
Ethylene
The ethylene molecule (C2H4) is a classic example of a system that can illustrate the
influence of conical intersections in organic chemistry. Ethylene has a short excited state
lifetime that undergoes rapid isomerization when irradiated to the first ππ∗ excited
state46. Generally, the examination of ethylene at non-equilibrium geometries at which
the adiabatic approximation is not appropriate requires a multi-reference approach;
however, spin-flip methods have proven to be adequate in the treatment of ethylene
near a conical intersection20,26. SF-ORMAS in particular was shown to predict energies
and geometries comparable to multi-reference methods, such as MRCI and MRPT2, at
multiple stationary points of the ethylene PES, including minima, saddle points, and
minimum energy conical intersections (MECI)25,26.
Table 6.2 shows the norm of the NACME (defined as the usual norm for a 3N-
dimensional vector; i.e. the length of the vector) for several levels of theory computed at
three critical geometries of ethylene: the D2h ground state geometry, the D2d rotational
transition state, and the twisted-pyramidal S1/S0 conical intersection geometry46. The
norm of the NACME vector (instead of individual cartesian coordinates) is used to
simplify the comparison among the different levels of theory. As such, the norm of the
NACME has no formal physical interpretation, except for the use in the calculation of
transition probabilities between states in the adiabatic representation47.
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Table 6.2:NACME (in bohr−1) and energy difference (in eV) between the ground and first excited
state of ethylene calculated at three different geometries. All methods use the 6-31G(d) basis set.
The energy difference at the MECI is assumed to be 0 eV (and therefore not given).
Ground state (D2h) Rotational T.S. (D2d) MECI (C1)
∆E (S1−S0) NACME ∆E (S1−S0) NACME NACME
CASSCF(2,2) 10.2 0.416 4.2 0.703 3.8 × 104
CASSCF(4,4) 9.6 0.351 3.9 0.702 5.6 × 104
SF-CAS(2,2) 11 0.374 6.5 0.463 2.4 × 104
2SF-CAS(4,4) 10.3 0.300 5.6 0.484 4.7 × 103
SF-ORMAS-CIS 9.0 0.330 3.4 0.870 3.7 × 105
MRCISD 9.2 0.345 3.5 0.674 N/A
Table 6.2 also shows the difference in energy between the ground state (S0) and first
excited state (S1) in each respective geometry.
The NACME computed here are in good qualitative agreement among the different
levels of theory. As shown in Table 6.2, the transition state geometry (located at a 90°)
HCCH torsional angle) displays NACME with a magnitude that is consistently larger
than that of the ground state geometry. Similarly, the NACME calculated via SF-CAS
(with either single or double spin-flip) are consistently smaller than their CASSCF
counterparts. This is expected given the disparity in the excitation energies calculated
by the two families of methods (see Table 6.2). Since SF-CAS reports higher excitation
energies, it is reasonable that the computed NACME will be lower in magnitude.
Considering that neither method accounts for dynamic correlation, state-averaged
CASSCF tends to underestimate excitation energies, whereas SF-CAS tends to overesti-
mate them. It has been shown that adding dynamic correlation via perturbation theory
(i.e. SF-MRMP2)25 significantly improves the excitation energies for SF-CAS. However,
the NACME calculated at the SF-CAS level of theory is likely to be smaller than the
CASSCF counterpart at geometries that have non-negligible excitation energies, due to
the tendency of SF-CAS to overestimate such energies. The difference is quantitative,
however, as both methods obey the same general trend. For instance, at their respective
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MECI geometries at which the two states are degenerate, both methods show very large
NACME with little significant differences among the various methods.
Inclusion of additional single excitations, as in the SF-ORMAS-CIS method, signifi-
cantly improves not only the excitation energies, but also the NACME. At the ground
state geometry, the NACME for SF-ORMAS-CIS are very close to both CASSCF methods
and MRCI (while the excitation energy is far closer to that of MRCI). The same holds for
the transition state geometry. In the transition state geometry (D2d symmetry) there is a
slightly greater disparity in the NACME between SF-ORMAS-CI and MRCI, attributed
to the additional double excitations present in the MRCI method.
As expected, SF-ORMAS method behaves qualitatively similarly to both CASSCF
and MRCI in the computation of non-adiabatic couplings. In conjunction with previous
energy and geometry calculations25,26, SF-ORMAS methods show great promise in the
study of non-adiabatic processes for organic molecules.
6.4 Conclusion
The non-adiabatic couplings matrix elements (NACME) for the SF-ORMAS-CI method
were derived and implemented in the GAMESS software. Conventional SF methods
have been successfully used in the past to study non-adiabatic processes in quantum
chemistry19–21,23,48,49, however the large spin contamination inherent in suchmethods has
often proved to be a significant source of error. SF-ORMAS is free of spin contamination,
and the availability of NACME greatly expands the applicability of the method, allowing
for investigations beyond the adiabatic approximation.
The analytic NACME implementation is tested against a couple model systems and
was compared with results from state-averaged CASSCF calculations. The goal of these
calculations is not to present any new information on the above systems, but rather to
demonstrate the possible suitability of SF-ORMAS in the study of non-adiabatic processes.
In all cases, SF-ORMAS showed good qualitative agreement with results obtained from
CASSCF. While the precise magnitude of the NACME is not expected to be the same
among different levels of theory, NACME computed by SF-ORMAS displayed the same
general trends as CASSCF along various points on the PES. The data presented here, in
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conjunction with previously reported results25,26, strongly suggest that SF-ORMAS is a
suitable candidate for the study of non-adiabatic phenomena.
Of course, a more valid test for the current implementation of NACME would be to
conduct full non-adiabatic dynamics simulations, either in the form surface hopping7
or ab-initio multiple spawning8. This will be the subject of a future study with the SF-
ORMAS method. Of similar interest is the implementation of the SF-ORMAS gradients
and NACME with the effective fragment potential (EFP) solvation method50. A previous
implementation of EFP with SF-TDDFT22 showed great promise at the optimization of
stationary geometries and conical intersections of solvatedmolecules. It will be interesting
to examine the quality of SF-ORMAS in the characterization of solvated molecules, and
the effect that spin-contamination may have on such system. This will also be the subject
of a future study.
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CHAPTER 7. CONCLUDING REMARKS
The unifying theme of this dissertation largely concerns the study of strong, non-dynamic
correlation in the chemistry of ground and excited state processes. As the popularity of
the so-called “black box” methods in computational chemistry increases, partly due to
the improvement of algorithmic efficiency and partly due to the general availability of
quantum chemistry software, it is important that proper physico-chemical understanding
remains at the forefront of computational science. In the context of molecular orbital
theory, non-dynamic correlation is at the core of chemical understanding, and as such, it
is in many cases outside the bounds of “black box” quantum chemistry. The most notable
example of this is the choice of an active space in a complete active space SCF (CASSCF)
method, in which a great deal of chemical intuition and knowledge of the system at hand
is required. This dissertation contains a few examples of the applications of the CASSCF
method (and multi-reference derivatives) to examine the ground and excited states of
organic molecules, emphasizing the necessity of such methods for the proper study of
these systems.
Nevertheless, many attempts exist to bridge the gap between black box methods
and multi-reference quantum chemistry. This dissertation examines in detail one such
approach: the spin-flip configuration interaction (SF-CI) family of methods. Like CASSCF,
spin-flip methods are able to capture much of the required non-dynamic correlation, but
at a lower cost and without the need to carefully select an active space. These spin-flip
methods offer an attractive alternative to CASSCF.
Chapter 2 of this dissertation examines the excited state deactivation pathways of a
cytosine derivative, 5-hydroxymethylcytosine (5hmC), using multi-reference methods.
Because 5hmC is an intermediate in the reaction of 5-methylcytosine (which has been
linked to UV-caused skin cancer), the excited state properties of this molecule are of
biological and medical interest. Linear least motion (LLM) calculations of 5hmC suggest
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that the most likely photodeactivation pathway from the first excited state involves solely
the ππ* state, with little contribution from the two nπ* states. The conical intersection (CI)
between the ππ* and ground states was found to be energetically accessible with a barrier
of only 0.27 eV from the ππ* minimum. The nπ*/ππ* CI is less energetically accessible,
located at approximately 1.06 eV above the nπ* state minimum. No CI involving the
lowest nπ* state with the ground state was located.
Along similar lines, Chapter 3 investigates the electronic structure and potential
energy surface of ethylenedione, OCCO. While analogs like OCCO+, OCCO−, SCCS, and
SCCO, have all been isolated and experimentally observed, neutral OCCO has evaded
detection for many years. This has been attributed to the repulsive character of the
singlet potential energy surface and the high probability of inter-system crossing in the
triplet surface. Multi-reference calculations conducted here predict a lifetime for the
triplet state of OCCO that ranges from 16 to 40 picoseconds. These lifetimes suggest a
triplet state that is transient in nature, though they do not necessarily explain the lack of
experimental detection. Short picosecond and sub-picosecond timescales are well within
the possibilities of modern spectroscopy.
Chapter 4 introduces the SF-ORMAS method, a general spin-correct spin-flip configu-
ration interaction method. The SF-ORMAS formalism allows for a variety of spin-flip
schemes and flexible design of the active space in order to recover non-dynamic correla-
tion. Dynamic correlation was also supplemented via perturbation theory. All examples
included in this chapter (bond breaking, diradical transition states, low-lying excited
states, and singlet-triplet splitting), show that SF-ORMAS is able to give a qualita-
tively correct description of non-dynamic correlation, comparable to more expensive
multi-reference methods.
In Chapter 5, the SF-ORMASmethod is supplemented with analytic nuclear gradients.
The availability of analytic gradients significantly expands the utility of the method,
allowing for the optimization of minima, transition states, and conical intersections. This
was applied to the study of three different organic molecules: ethylene, azomethane, and
trimethylmethylene. In all cases, it was shown that structures optimized with SF-ORMAS
were almost identical to those optimized with multi-reference methods, despite the lack
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of dynamic correlation exhibited in most SF-ORMAS schemes.
The implementation of the gradient for SF-ORMAS paved the way for the subsequent
implementation of analytic non-adiabatic coupling matrix elements (NACME), which are
shown in Chapter 6. The NACME implementation was tested against two model systems
and was compared with results from state-averaged CASSCF calculations. In all cases, SF-
ORMAS showed good qualitative agreement with results obtained from CASSCF. While
the precise magnitude of the NACME is not expected to be the same between different
levels of theory, NACME computed by SF-ORMAS displayed the same general trends as
CASSCF along various points on the PES. The data presented here, in conjunction with
previously reported results, strongly suggest that SF-ORMAS is a suitable candidate for
the study of non-adiabatic phenomena. In the future, the SF-ORMAS method (including
analytic gradients and NACME) will be tested in non-adiabatic dynamics applications.
Through the efforts presented in this dissertation, SF-ORMAS has become a complete
method, suited for a variety of chemical applications in the ground and excited states of
molecules. As such, future developments of the method will focus on two key areas: 1)
increasing the efficiency and speed of the SF-ORMAS code, and 2) inexpensive methods
to account for missing dynamic correlation. The latter goal has been partially achieved via
the use of perturbation theory, detailed in Chapter 4. Another approach is to extend the
SF-ORMAS-CI method to a density functional theory (DFT) counterpart, thus capturing
dynamic correlation at a negligible increase of cost.
On the other hand, improving computational efficiency is less straightforward. One
might approach this task from several perspectives, ranging from the consideration of
massively parallel CI algorithms to take advantage of modern computer architectures,
to the implementation of new methods such as the resolution of identity (RI) integrals,
which significantly reduce the cost of memory use. This dissertation has been mainly
concerned with quantum chemical theory, and therefore discussions on computational
and algorithmic efficiency have been minimally addressed. Nevertheless, the above-
mentioned techniques must necessarily lie in the future of SF-ORMAS development to
further increase the applicability of the method.
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