Abstract-With network virtualization, the physical infrastructure can be partitioned into multiple parallel virtual networks for sharing purposes. However, different transport technologies or quality of service (QoS) levels may impact both the requested amount of resources and the characteristics of different virtual instances that can be built on top of a single physical infrastructure. In this paper we propose a novel mixed integer linear programming (MILP) formulation for different schemes of protection in scenarios where multiple virtual topologies run over an elastic optical network. The proposed MILP formulation uses the concept of bandwidth squeezing to guarantee a minimum bandwidth for surviving virtual topologies. It achieves a high level of survivability for traffic that is subject to a different committed service profile for each virtual topology. Case studies are carried out in order to analyze the basic properties of the formulation in small networks, and three heuristics are proposed for larger networks.
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I. INTRODUCTION
C urrently, service providers are focused on offering services on top of the infrastructures that they own and manage. The end users have no control over these services and the provider-consumer relationship is far from being automated [1] . For different users, each of these applications has its own specific access and network resource usage pattern, as well as quality of service (QoS) and dynamicity requirements. Therefore, dedicated and application-specific optical network services are desired to support each application category. However, as applications evolve, the current technical and operational complexities will limit the ability of network operators to set up and configure dedicated optical networks for each application type [2, 3] . Furthermore, demands are becoming more and more sporadic. Driven by user behaviors, these new requirements are difficult to accommodate with the existing, rigid telecommunication operation models. Through network virtualization, we are able to allocate isolated instances from a given resource to different users or applications and manipulate them logically, before inferring changes to the real resource [4] [5] [6] .
Following the variability concept, several authors [7] [8] [9] [10] [11] [12] [13] have also pointed out that it is possible to increase the spectrum efficiency of WDM optical networks if one assumes a more elastic method of spectrum allocation and makes it "gridless." The gridless network architecture is called an elastic optical network (EON) in the literature and was originally proposed in [7] . Therefore, virtual optical networks (VONs) on EON networks support more sporadic demand. Figure 1 shows an example of three VONs (z 1 , z 2 , and z 3 ) that can be allocated over a single physical topology (substrate).
In addition, it is well known that a network (regardless of the technology) is subject to natural disasters (e.g., earthquake) and intentional human attacks (e.g., link cuts or malicious attacks) [3] . This is aggravated by the fact that disruptions in optical networks affect a huge amount of data. Therefore, it is essential to provision survivability when mapping virtual topologies over the optical physical substrate (EON or traditional WDM). Since each VON may present different types of service, it is expected that a different protection scheme may be used for each VON.
In this work, we investigate how to efficiently map the VONs over the substrate of EON networks with different survivability schemes against any single physical link failure. In particular, we take, for each virtual topology, one of these two different protection schemes: squeezing protection (SP) [14, 15] (with different squeezing rates for each virtual topology) and dedicated protection (DP). No protection (NP) is also assessed for comparison purposes.
We formulate the problem as a MILP to minimize the link utilization when different protection schemes for each VON are applied over the EON physical topology. A series of experiments are carried out to demonstrate the validity of the proposed formulation, as well as demonstrate the bandwidth economy in each topology with the use of the different protection schemes in each VON. We also propose heuristics and show their efficient bandwidth economy for a small and a large network.
The remainder of this paper is structured as follows. We first discuss the related works in Section II, and we introduce the problem and methodology that we have used in Section III. Then, we present the MILP formulation in Section IV and three heuristics for larger networks in Section V. In Section VI, we compare the performance of our proposed method with traditional methods and discuss the obtained results. Section VII concludes the paper.
II. RELATED WORKS
The virtual topology mapping problem has been extensively studied in both optical "grid" and "gridless" networks. The authors of [1] [2] [3] [4] [5] [6] studied the mapping problem in optical networks, taking into consideration some optical layer constraints, such as the transmission reach constraint and the spectral continuity/conflict constraints. Some experimental results can be seen in [16] and [17] . The authors of [18] study the problem of survivable VON mapping in a flexible grid optical network with programmable regenerators that are capable of converting the spectrum and modulation format. Reference [19] shows experiments in VONs and proposed multilayer protection schemes. The results showed that the proposed schemes can provide differentiated protection for virtual transport network services with multiple operators and diversified services. A recent work [3] focused on investigating how to provision topology mapping with survivability criteria against physical node or link failures. The authors of [20] proposed an efficient link protection scheme that relies on constructing an enhanced topology with survivability in the virtual layer. A recently proposed restoration scheme is squeezed restoration [14] . It is a type of recovery scheme where the backup path is established with a bandwidth reduced in relation to the working path's bandwidth and may reach a required minimum amount considering the client requirement (which is known as "bandwidth squeezing"). This generates cost-effective restoration in terms of spectral resource utilization, which increases the number of surviving paths for the mission-critical data when there are insufficient backup resources in a disastrous failure situation. The authors of [15] developed a scheme similar to that in [14] , but aimed at protection purposes. It is referred to as "partial protection." After any single link failure, the flow can drop to the partial protection requirement, where a fraction of the demand is guaranteed to remain available between the source and destination after any failure. However, these works have not addressed the problem of providing different protection characteristics for each virtual topology. That is important because different topologies can have different protection requirements.
Note that the terms squeezed restoration and partial protection were originally used, respectively, for restoration and protection mechanisms. Although in this paper we deal with protection mechanisms, we preferred to use the term squeezed protection.
III. METHODOLOGIES
In optical networks, a connection is routed through many nodes in the network between its source and destination, and there are many elements along its path that can fail. The only practical way of obtaining good availability is to make the network survivable, as in able to continue providing service in the presence of failures. Protection switching is the key technique used to ensure survivability. Its protection techniques involve providing some redundant capacity within the network and automatically rerouting traffic around the failure using the redundant capacity. Below, we present some basic concepts as well as alternative forms of protection mechanisms that can be efficiently used in EONs. Such explanation will help with the reading of the paper.
A. Survivability Design in Optical Networks With/ Without Traffic Partitioning and Squeezing
To illustrate the different protection schemes that can be applied to the set of connections to make them resilient to a single link failure in the context of EONs, Fig. 2(a) shows a simple network topology where a lightpath is set up between nodes 1 and 3. Let us assume that the lightpath is transporting 100 Gbps of traffic. To protect such a lightpath against a link failure, it is possible to find another lightpath, including route and available spectrum, for the same 100 Gbps of capacity [ (Fig. 2(b) ]. In the event of a failure, the disrupted lightpath is obviously restored using the backup path. This is the normal protection scheme that has been traditionally used in optical networking and is known as dedicated path protection (DPP).
As discussed before, the squeezed protection scheme can be applied as a new type of service-recovery class besides the conventional DPP. With partial protection, the traffic of disrupted lightpaths at failure time may be reduced in comparison to the previously running working traffic. We name this case "DPP with squeezing capability" (DPP S) and illustrate it in Fig. 2(c) . Note that if, under a link failure, the original 100 Gbps of traffic may be squeezed to 50% of its normal operation bitrate, only an extra 50 Gbps must be reserved for protection purposes, requiring from the network 150 Gbps, i.e., much less capacity than with DPP.
Another possibility to reserve link capacity efficiently and still restore the original bitrate of the disrupted lightpath was proposed in [21] . The idea is to use some disjoint lightpaths, each of which conveys part of the total bitrate, with the aggregated traffic lower than twice the required. The idea is to save bandwidth when compared to DPP and guarantee the total committed bitrate under a link failure. This is shown in Fig. 2(d) , where a total capacity equivalent to 150 Gbps, partitioned in three link-disjoint lightpaths of 50 Gbps each, is reserved to transmit the required 100 Gbps. Notice that, since the lightpaths are disjoint, a failure in any of their links will maintain the committed 100 Gbps of traffic. This scheme has been named "partitioning DPP" (PDPP). Notice that PDPP has some advantages over both DPP and DPP S, since it saves spectrum when compared to DPP at the same time that it is able, with the same total reserved bandwidth (in the example, 150 Gbps), to keep the committed bitrate in the event of a failure, unlike DPP S. Finally, it is interesting to note that bandwidth squeezing can still be used with PDPP to form PDPP S. This alleviates even more the amount of extra bandwidth required by PDPP. For instance, suppose that we assume a bandwidth squeezing of only 20%. In this case, three link-disjoint lightpaths with 40 Gbps each would require just 120 Gbps, and guarantee 80 Gbps after a link failure. This example illustrates the huge advantage of using PDPP and PDPP S when compared to the previously proposed DPP and DPP S. Although some network operators prefer not using multipaths for provisioning, it is clear that PDPP and PDPP S can be exploited to improve restorability, provided that the number of parallel lightpaths is kept limited.
B. Equations for the Protection Mechanisms
The core idea of our proposed partitioning protection mechanism with different squeezed bandwidths over multiple VONs is to reduce the amount of extra bandwidth necessary for protection, while at the same time that, under a link failure, the working traffic between any source-destination pair (s-d) on the zth VON, Λ sd;z , can be kept above or equal to a minimum value agreed to in its corresponding service level agreement (SLA).
Let αz be the relation between the reserved bandwidth for protection on demand s-d and its working bandwidth (Λ sd;z ) on the virtual topology z. In the case of conventional DPP, αz is equal to 1, as the total amount of traffic must be reserved for protection purposes. In PDPP we assume 0 < αz ≤ 1, so that the total amount of reserved bandwidth for the working traffic on the s-d over z is 1 αzΛ sd;z ≤ 2Λ sd;z , i.e., lower than if conventional DPP were used. Considering that at most αzΛ sd;z can be routed in any link of the substrate network, we can guarantee that, in the event of a link failure, the reserved bandwidth for any demand s-d on z will be at least 1 αzΛ sd;z − αz · Λ sd;z Λ sd;z , i.e., the same as if conventional DPP were used, but with less total reserved capacity. Note that our strategy may still be referred to as DPP, since the traffic will be fully active in the network. Our objective is to keep the value of αz as small as possible so that the minimum amount of extra bandwidth αzΛ sd;z is reserved for protection of the demand s-d on z. Instead of increasing αz and approaching the large bandwidth utilization of conventional DPP, let us assume that, in the event of a failure, the SLA of demand s-d on z allows the traffic to be squeezed to at most an agreed fraction of Λ sd , say 1 − βzΛ sd;z , where 0 ≤ βz < 1. To guarantee such a constraint, the traffic on each link is relaxed, since each link now may transport at most αz βzΛ sd;z of the total source-destination traffic on s-d over z: 1 αzΛ sd;z . This can be understood by the fact that a failure in any link of the network will make the total source-destination traffic on s-d over z drop from 1 αzΛ sd;z to at least 1 αzΛ sd;z − αz βzΛ sd;z 1 − βzΛ sd;z , as agreed in the SLA of the demand. Under this condition, the minimum required node degree will be ⌈1 αz∕αz βz⌉. Moreover, the physical topology must have enough connectivity to provide this number of link-disjoint paths between source and destination nodes.
Therefore, depending on the value of βz and the network nodes' degree, it might be possible to select α considerably smaller than 1 (i.e., considerably smaller than as required in the conventional DP) and therefore keep the traffic as close as Λ sd;z in the event of a link failure. In the worst situation in which traffic is not allowed to be squeezed (i.e., βz 0) and the node degree is just 2, we may set αz 1 as in conventional DP.
For demand s-d on z in the network, if 0 < αz < 1 and βz 0, the problem reduces to PDPP. However, if 0 < αz < 1 and βz > 0, the working traffic will not be totally protected, which corresponds to PDPP S. The value of βz can therefore be used to reduce the amount of extra reserved bandwidth, αzΛ sd , while guaranteeing the SLA (i.e., the minimum amount of traffic) after a link failure. It is easy to see that, from PDPP S, one can obtain PDPP by imposing βz 0, DPP S by setting βz > 0 and αz 1 − βz, as well as conventional DPP by imposing αz 1 and βz 0; ∀ z. Therefore, a single model will be derived and all such distinct situations can be evaluated.
IV. MILP FORMULATION
In most works related to EON networks, such as [12, 13] , it is assumed that the usable bandwidth of an optical fiber can be discretized into multiple slots and the bandwidth requested by a demand can be converted into a number of slots. Therefore, in this work the demand and bandwidth will be treated by their number of slots. Compared to the traditional routing and wavelength assignment (RWA) problem, the routing and spectrum allocation (RSA) problem is subject to two unique constraints. 1) The constraint of spectrum contiguity requires all the slots that make up an optical channel to be contiguous.
2) The constraint of spectrum continuity requires that the assigned contiguous spectra on all the fiber links traversed by a lightpath be the same when none of the nodes in the network are capable of spectrum conversion. Below, we describe the proposed MILP formulation for mapping VONs over shared EONs, taking into account survivability, grooming, and RSA.
A. Notation
• N, set of nodes; E, set of links; and D, set of VONs.
• z: a VON ∈ D • sd; z denote the source and destination nodes of the traffic demands on virtual topology z · s and d ∈ z.
• ij; z denote originating and terminating nodes of a variable bandwidth lightpath on virtual topology z.
• m and n denote endpoints of a physical link in the substrate network. The physical link m-n ∈ E.
B. Inputs
• Traffic matrix element for each VON: Λ sd;z , which denotes the traffic intensity (in number of slots) from source node s to destination node d in virtual topology z.
• Filter guard band: FGB, which is the minimum spectrum width between wavebands (in number of slots).
• Virtual degree per node for each VON: Δ.
• Maximum squeezed bandwidth ratio: βz, where 1 − βz is the minimum admitted bandwidth fraction after a link failure, as agreed in the SLA on z.
• Expansion traffic factor: αz, where αzΛ sd;z is the amount of extra traffic reserved to a source-destination node pair in virtual topology z.
• A large number M.
C. Variables
• Lightpath bandwidth V ij;z : bandwidth of an elastic lightpath from node i to node j in virtual topology z.
• Lightpath indicator b ij;z : a binary variable used to indicate whether there is an elastic lightpath from node i to node j in virtual topology z.
• Traffic routing λ sd;z ij : traffic flow from source node s to destination node d, using the lightpath from node i to node j in virtual topology z.
• A binary variable B sd;z ij : used to indicate whether a fraction of the traffic from node s to node d is routed through a lightpath from node i to node j in virtual topology z. B 
0.
• Physical topology route P ij;z mn : amount of bandwidth that a lightpath from node i to node j in virtual topology z uses in a fiber link m-n.
• A binary variable A ij;z mn : used to indicate whether the lightpath in virtual topology z from node i to node j passes through a link m-n. A ij;z mn equals to 1 if P ij;z mn > 0; equals to 0 if P ij;z mn 0.
• Number of frequency slots among all the fiber links: C.
In the proposed problem optimization, since it is required that all traffic demand is attended to in the network, the objective function has been chosen to minimize the link utilization when different protection schemes for each VON are applied over the EON physical topology.
D. Mathematical Formulation
The formulation presented in this section does not impose a constraint on the spectrum continuity and contiguity. Therefore, the output of the formulation is equivalent to assuming spectrum conversion in any node of the network, which provides a lower bound on the number of required slots. However, such results will be used as input to the formulation provided in Subsection IV.F, which will perform the spectrum assignment, taking into account both the continuity and contiguity constraints to adjust the simplification assumed below. Such an assumption alleviates temporarily the spectrum continuity constraint in order to reduce processing time while minimizing the number of slots effectively used by the connections (C). This has been intentionally assumed since C is not only a lower bound to the required number of slots used by the network, which is the final objective, but is also strictly related to it. Consequently, the required processing time is severely reduced at the same time that the minimization of the total number of slots is possibly acquired or minimally affected.
The following objective function and constraints will be used in the MILP:
Minimize: C; (4.1) Since network cost and power consumption are related to the number of slots at the fiber links, the objective in this study is to minimize the maximum slot index among all fibers, as can be seen in Eq. (4.1). Equation (4.2) is the flow conservation constraints of flows on each virtual topology (grooming layer). Equation (4.3) denotes that low-speed traffic flows are groomed into bandwidth-variable lightpaths. Equation (4.4) is the flow conservation constraints of routing at the optical layer. Equation (4.5) denotes that the utilized bandwidth of all VONs (including the FGB) should not exceed the spectrum capacity of the fiber. Equation (4.6) is used to count the amount of FGB overheads. Constraint (4.7) determines the existence or absence of a lightpath between nodes i and j on the virtual topology z. Constraints (4.8) and (4.9) ensure that the designed topology has no more than Δ transceivers in each node. In SLA constraints, Constraint (4.10) is the bandwidth squeezed definition. Equation (4.11) is used to count the amount of virtual hops. Constraint (4.12) denotes that if traffic from a s-d is routed on multiple lightpaths, such lightpaths must not use a common physical link.
E. Linearization
Unfortunately, Constraint (4.12) is nonlinear, but it is formed by the multiplication of two binary variables. Therefore, we can replace Eq. (4.12) by some constraints, which linearizes the problem (see [20] , Subsection III.E).
F. Spectrum Allocation Phase
The spectrum allocation is similar to the formulation presented in [22] , but now, the set P of precalculated paths, as defined in [22] , is fed with the set of paths calculated in the routing phase of the MILP formulation, where P ij is the path of each source-destination node pair i-j and P fP ij g is the set of paths of all lightpaths. The returned A ij;z mn denotes the optical links included in path P ij . Thus, for each lightpath, one path is included in P.
The ILP spectrum allocation has as its objective function the minimization of the total number of allocated slots. Then, the spectrum allocation phase minimizes the maximum slot index, F max , among all links. Therefore, F max ≥ C, since C is the lower bound on the number of slots, as stated before. The proximity between C and F max indicates the efficiency of the spectrum allocation phase for the paths found by the MILP. The ILP spectrum formulation is omitted for brevity purposes.
V. HEURISTIC ALGORITHMS
Because of the complexity of the problem for large networks, the complete strategy presented in Subsections IV.D-IV.F may be very time consuming. For instance, runing the MILP formulation for the network shown in Fig. 1 in an Intel i3 2.27 GHz 2 GB machine took 7 min. If we add an additional node connected to nodes 1 and 6, the required simulation time increases to 1 h. Finally, if we include a new node between nodes 3 and 4, we observed a simulation time of around 5.5 h, showing that we rapidly need a heuristic model to deal with moderate to large networks. To reduce such complexity, we propose to decompose the problem into two subproblems. First, the lightpaths of each VON will be defined by adopting the protection criteria studied in this paper and the constraints imposed by the virtual topologies; subsequently, an RSA subproblem will be solved to find the route and set of contiguous and continuous slots in the physical topology. Note that, by solving the subproblems in sequence and combining their solutions, we may end up not finding a solution as good as the one provided by the fully integrated problem, but the processing time may be substantially reduced while still acquiring a good solution. Obviously, a good solution will depend on the use of efficient strategies for each of the subproblems. The two subproblems together with their solving strategies are described in the next sections.
A. Subproblem 1: Lightpath Definition on Each VON
The aim of this subproblem is to determine the VONs that will be composed on the physical topology, i.e., find all lightpaths for each VON in terms of their source and destination nodes together with their necessary number of slots, as shown in the following:
Given the traffic matrix demands fΛ sd;z g, Δ, D, and desired values for αz and βz, find the virtual links (b ij;z ), their corresponding bandwidth (V ij;z ), and the flow routes (B sd;z ij ) with the objective function of minimizing the maximum lightpaths' load along all fibers (C 0 ) with Subformulation 1:
In addition to the above three equations, the constraints imposed by Eqs. (4.2), (4.3), (4.7), (4.8), (4.9), and (4.11) should also be included in Subformulation 1.
B. Subproblem 2: RSA Execution
Here, three alternatives for solving the RSA problem are presented. The first is based on a simplified ILP formulation and the other two are algorithm based. It is important to say that the lightpaths found in Subproblem 1 for each VON will be used as a common step for the three proposed RSA schemes described below.
1) VON-SF:
The idea here is to use parts of the equations of the MILP (Subsection IV.D) and the spectrum allocation phase (Subsection IV.F) to solve the RSA problem in the physical topology with the lightpaths found in Subproblem 1. Notice that the RSA subproblem is then based on an ILP and is therefore also referred to as ILP-RSA, as shown in the following:
Step 1: Solve Subproblem 2 using Eqs. (4.4)-(4.6) and (4.12) with the objective function in Eq. (4.1), but using the values from V ij;z and B sd;z ij found in Subproblem 1 as inputs.
Step 2: Solve the spectrum allocation phase with the paths found in Step 1 above as the input set P.
The two heuristic algorithms described next are based on solving the RSA problem over several VONs.
2) Shortest Path With Maximum Spectrum Reuse With Protection: Let us assume that a given set of path requests on z is given with their amount of requested slots. Intuitively, the higher the slot reuse, the higher the reduction of the maximum number of required slots. In this section, we propose the shortest path with maximum spectrum reuse with protection (SPSR-P) algorithm, which combines the shortest path routing with the maximum reuse spectrum allocation (MRSA) algorithm shown in Algorithm 1 from [13] . In this approach, the spectrum path requests from every VON are first sorted according to the number of required slots, since the slot consecutiveness constraint makes it harder to find available consecutive slots for demands for a larger number of slots. After that, spectrum paths are selected and assigned by following the order in which they were sorted. Shortest path routing and first-fit spectrum assignment are used during the RSA process. Note that only fiber-disjoint spectrum paths may reuse the same slots.
3) Balanced Load Spectrum Allocation With Protection:
In this subsection, we propose another method, namely, balanced load spectrum allocation with protection (BLSA-P), which determines the routing by balancing the load within the network to potentially minimize the maximum number of used slots. As shown in the following three steps of the heuristic, BLSA-P also employs the first fit.
Step 1: Path generation. In this stage, we use the k-shortest path algorithm to generate k k > 1 path(s) for each pair of nodes i-j where there is a demanded spectrum path, namely, P i;j h , where h 1; 2; …; k.
Step 2: Path selection. In this stage, we decide the path for each spectrum path with the goal of balancing the load among all fibers within the substrate network. The load of a fiber j, L j , is estimated using Eq. (12) from [13] . The goodness of a path is evaluated by calculating the maximum fiber load C max L j of the substrate network if the path is used to serve the demand. The candidate path that produces the lowest value of C is used as the routing path for the corresponding spectrum path. More specifically, starting from the spectrum path with the largest traffic demand, assign one of the k paths to it while minimizing C, until all the node pairs with nonzero traffic demands are considered. After the path is selected, L j is updated according to Eq. (12) from [13] . The protection path routing is performed so that it is disjoint with the working path.
Step 3: Spectrum allocation. In this stage, we use the first fit to accommodate all the spectrum paths for each VON and to find the required number of slots, F max , of the network.
VI. DISCUSSION AND RESULTS
For evaluating the effectiveness of the proposed optimization, we analyzed two different network topologies (one small and another large). We used IBM ILOG CPLEX v.11.0 [23] on an Intel i3 2.27 GHz 2 GB computer to solve the formulation. We specified an upper limit of 3600 s as the maximum allowed computation time for solving the MILP formulation. We noted that the simulations using the complete formulation (Subsections IV.D-VI.F) needed considerably less time than the upper limit to solve the problem for the small network (around 7 min). We first describe the performance of the small network in detail, then summarize the results of the large network with the proposed heuristics.
A. Small Network
We use a 6-node and 8-link topology (Fig. 1) to evaluate the performance of the proposed formulation and the three heuristic algorithms for different traffic demands on the virtual topologies. We assume that there is one pair of bidirectional fibers on each link and FGB 1 slot. We simulate four cases. Each case assumes three virtual topologies (z 1 , z 2 , and z 3 ) and random traffic demand (4, 8, or 16 slots, as shown in Table I ) for each of them, where three different combinations of protection criteria, as described in Table II , have been used. Table III shows the performance in terms of the maximum number of frequency slots, F MAX , among all fiber links in the substrate network for the complete MILP formulation, as well as for VON-SF, BLSA-P, and SPSR-P, under the four considered traffic-demand cases. As can be seen, in all reported cases, multiple protection (MP) provides less spectrum resources than does DP. In addition, NP, as expected, is the case with the lowest spectrum requirement, but is subject to not providing any link-failure protection. When the heuristics are investigated and compared to the MILP formulation, one can see that, among the proposed heuristics, VON-SF produces the best results, and these are close to the optimal MILP solution (no more than 13% in average in the cases considered). Among the algorithm-based heuristics, BLSA-P outperformed SPSR-P in almost all analyzed cases, except in four of them, where the same performance was observed.
In Fig. 3 , the x axis shows each physical link in the small network, whereas the y axis represents the number of slots used in each referred link using MILP for the Case III traffic-demand scenario. Figure 3 indicates that MP can indeed achieve load balancing (in terms of number of slots) in the network.
Just for a quick comparison, we have also used another MP protection scheme, as shown in Table IV and referred to as MP2, with different squeezing factors on each VON. Again, comparing the mixed schemes MP and MP2 against DP, we observe, for the same traffic profile, a clear gain in terms of saved bandwidth.
B. Larger Network (NSFNET)
Due to the complexity of solving the MILP formulation for large networks, we performed experiments just with the algorithm-based heuristics for a moderately large network (NSFNET, [15] ) with 14 nodes and 21 links. We use DP and MP protection schemes with the four cases described in Table V to compare their performance.
First of all, we recognize that it may be impractical to use the proposed VON-SF heuristic with networks of reasonable size. In our simulations, it could take more than 1 h to find the solution of NSFNET with the DP scheme. This occurs because Subproblem 1 combined with Subproblem 2 are still hard to solve. However, we expect our VON-SF to act as a benchmark for other heuristics. (Table V) are employed. Figures 4-8 show the simulation results for the 14-node NSFNET [20] under three virtual topologies for the four cases described in Table V (other combinations that show the same pattern are omitted here). We use only SPSR-P and BLSA-P. Figure 4 shows the maximum number of slots used in any fiber in the network, F MAX , for BLSA-P and SPSR-P when the four protection schemes described in Table V are employed. When we compare the protection cases described in Table V , it can be seen that BLSA-P used fewer slots than SPSR-P. For instance, for the first and fourth cases, reductions of about 17% and 23%, respectively, were achieved with the use of BLSA-P instead of SPSR-P.
In all analyzed cases, we can confirm that SPSR-P does not balance the load as efficiently as BLSA, which implies additional overhead and thus requires more slots for every case. Therefore, the comparison between BLSA-P and SPSR-P indicates that BLSA-P can indeed achieve load balancing in the network, as summarized in Fig. 4 .
In Figs. 5-8, the y axis is the ID of each fiber link in the 14-node network and the x axis represents the number of slots used on each fiber link for each of the heuristics. One can see that, for Case I (DP), the required numbers of slots are around 230 for SPSR-P and 190 for BLSA-P, while for all other cases, the required numbers of slots are around 180 for SPSR-P and 160 for BLSA-P. In general, we can conclude that protection with balanced routing results in smaller F max when compared to the shortest path routing.
VII. CONCLUSIONS
In this paper, a novel and unified MILP formulation for new and distinct protection concepts in EON networks with multiple virtual topologies was proposed. The proposed formulation provides different survivability levels for traffic demands subject to committed service profiles, including bandwidth squeezing, which can increase the number of surviving paths in the network at the price of reducing the traffic bandwidth under a link failure. Using extensive simulation experiments, we have demonstrated the effectiveness of our MILP formulation. The performance obtained in terms of objective value and protection is very good. We also proposed three heuristics for large networks. We noticed that VON-SF, by using an ILP formulation, still takes a long time to find a solution with the DP scheme. This processing time burden can be alleviated with the use of BLSA-P and SPSR-P with still good results, remarkably so for BLSA-P.
