It is an open question in computational geometry as to whether there exists an O(E log E + I) algorithm to determine the I intersections of a collection of E line segments in the plane. An approach utilizing a work list bubble sort and a distribution-based search is presented. The resulting algorithm has O(E log E + I) expected time complexity. In the worst case the algorithm has the same complexity as the algorithm of Bentley and Ottmann [IEEE Trans. Comput., 28 (1979), pp. 643-647]: O(E log E + I log E).
2. Preliminaries. The problem is to find all the intersections of a collection of E planar line segments, SEGMENT {e, e2," , eE }. Each line segment is specified by the x-and y-coordinates of its endpoints" e ((_Xe, Ye), (e, 37e)). It is stipulated that in an O(E) prepass the segment endpoints have been arranged so that the start-point (_Xe, y) is to the "left" of the final-point (-e, fie), i.e. _Xe < e or _Xe =-re and y--<_ As in the algorithms of Shamos and Hoey [18] and Bentley and Ottmnn [2] , the key conceptualization is to imagine a vertical scan line sweeping from left to right along the x-axis. The critical events are those moments at which this scan line reaches the abscissa of a line segment endpoint. Let EVENT (x, x2,''', XEv) be the list obtained by sorting the set of abscissas of segment endpoints into ascending order.
Observe that EV <= 2E as each segment has two endpoints.
For each event, xi, there may be more than one segment having an endpoint at xi. Such segments will be distinguished on the basis of whether xi is the abscissa of their start-point, final-point, or both (i.e. vertical segments). Formally, let BEG(i)= (e,e2,''',eBi)) be the list of segments for which X_e---Xi let END(i)= (e, e:,..., eei)) be the list of segments for which _Xe Xi--and let VERT(i)= (e, e:,. , e v)) be the list of segments for which _x x :e. It is further stipulated that the segments in each of these lists occur in descending order of their start-point ordinates Ye. Figure illustrates these lists.
Algorithmically, all the lists above can be constructed with a single sort. First form an auxiliary list consisting of the following 4-tuples. For each nonvertical segment e introduce the 4-tuples (e, _Xe, 0,--Ye) and (e, 2e, 2,--Ye). For each vertical segment e introduce the 4-tuple (e, _Xe, 1,--Ye). In O(E log E) time, heapsort this auxiliary list according to the lexicographical order of the second, third, and fourth components. Then note that EVENT is the list of second components with duplicate entries removed. Further note that the list of first components is the concatenation of the lists BEG(l), VERT (1) , END(l) , BEG(2),..., END(EV) in the order given. The boundaries of this partition are easily identified by examining the second and third components.
Thus all the desired lists can be extracted in a final O(E) sweep over the sorted auxiliary list.
The elements of EVENT divide the range [x, Xev] into the event intervals [Xi, Xi+I] for between and EV-1. By construction, the abscissa of a segment endpoint cannot lie strictly within any of the event intervals. Thus if a segment has a point whose abscissa is interior to an event interval then the segment is guaranteed to span the entire interval (i.e., have a point at abscissa x for every x in the interval). The set of segments spanning the ith event interval is formally defined with the recursive definition:
Note that for all i, SPAN(i) does not contain any vertical segments.
The algorithm presented here centers on computing the x-order, <x, of the segments for every event x. Intuitively, <x ranks segments according to the order in which they intersect a scan line at x. For nonvertical segments let me be the slope of segment e and let ye(x) be the ordinate value of segment e at abscissa x. For vertical segments let me--cX and let ye(X)--Ye" Formally, the rank of a segment on a scan line at x is the lexicographical rank of the ordinate value/slope pair (ye(x), e <xf itt ye(X) < yf(x) or ye(X) yf(x) and me < my. It remains to find all the intersections satisfying the exchange predicate (1.3).
Consider the application of a bubble sort to the Xl-ordered segments to obtain the x2-ordering of the segments. The key observation is that the set of segment pairs exchanged in performing the sort is exactly the set of segment pairs satisfying the exchange predicate. The validity of the algorithm follows from the fact that at the start of each iteration the work list consists of those segments for which it and its current successor are not in XE-order. The algorithm terminates as each iteration strictly reduces the "exchange distance" to the x2-ordered arrangement of segments.
Steps One can imagine the scan-line as jumping from event to event while the work list bubble sort detects the intersections between jumps. The O(E log E) cost of determining the initial x-order for each interval problem readily distributes across the computation: the bubble sort for the ith interval delivers the initial order for the (i + 1)st interval. Distributing the O(E) cost of computing the initial work list for each interval problem is more difficult. If during the processing of some interval, a segment comes to have a successor in the current x-order with which it satisfies the exchange predicate then the segment must immedately be placed in the work list of the interval in which the exchange predicate is satisfied. This requires a search for the interval containing the abscissa of the point of intersection. An O(log E) bisecting search on the ordered EVENT list could be used. However, a distribution-based search reduces the cost to O(1) expected time under the assumption that the elements of EVENT are uniformly distributed in the interval [x, Xev] .
Recently, much attention has been given to distribution-based sorting methods Ill, [6] , [7] , [10] , [20] . The technique sketched here is the search analogue of the sorting-by-partition method in [10] . [7] could also be used here. It has the advantage of performing well over a wider class of density functions [20] (including those with exponentially vanishing tails). Its primary disadvantage is that it requires O(E2) space in the worst case.
4. The algorithm. The work list variation of bubble sort leads to an efficient algorithm for the single interval problem. The distribution-based search gives an O (1) expected time method for determining the event interval in which a pair of segments intersect. With these methods the planar segment intersection problem can be solved efficiently. The simple data structures employed in the single interval problem must be enhanced to meet the more dynamic requirements of the general algorithm. The extension of these structures and the primitive operations that will be assumed are described in the paragraphs below.
In the general algorithm, the current x-order contains just those segments spanning the current event interval. This implies that one must be able to add and delete segments from this order efficiently. The doubly-linked list model of the current x-order is extended by superimposing a height-balanced tree (assume an AVL tree) upon it. Conversely, one may view the current x-order to be modeled as an AVL tree XOT (X-Ordered Tree) whose symmetric order is explicitly threaded with a doubly-linked list. As before, each cell in the tree points to its corresponding segment record and vice versa. The following primitives are assumed. [x, x+] . The collection of work lists is modeled as an array of pointers to the first cell of a doubly-linked work list of the form described in 3. The following primitives are assumed.
Push(e, i)mAdd segment e to WORK (i). Pop(e,/)--Delete a segment from WORK (i) and return it in e. Remove(e)--Delete segment e from the work list containing it (if any). In the previous section it was shown that the primitives in this repertoire can all be done in O(1) time.
The final primitive is assumed to implement the distribution-based search algorithm sketched in 3.
Hash(e, f)--A function returning the index of the interval in which e and f satisfy the exchange predicate (1.3). [6] , [7] , [10] could be used to solve each sorting subproblem in a total of 0(I) expected time.
If all segments are either vertical or horizontal, then Algorithm performs in O(E log E + I) worst-case time. Simply observe that no pair of segments satisfies the exchange predicate. Consequently, no segment will ever be entered into a work list; the body of Step 4D will never be executed and Hash will never be invoked. But the O(log E) worst-case performance of Hash is solely responsible for the I log E term in Algorithm l's performance. This result was first shown in Bentley and Ottmann's paper [2] but was posed as a distinct algorithm. In this paper it is simply a direct consequence of the general algorithm.
A slight variation of Algorithm gives an O(E log E + I) worst-case algorithm for yet another restricted intersection problem. Suppose that all segments are constrained to have their left endpoints at x. Formally, assume BEG(l)U VERT(1)= SEGMENT; the END lists are unrestricted. To solve the "single start intersection problem" modify Algorithm as follows. Replace all references to WORK(i) with references to a single work list and modify all Pop and Push primitives to operate exclusively on this one work list. The second parameter of these primitives becomes superfluous and consequently the one and only call to Hash is removed. Since the primitive Hash is no longer employed, this modified algorithm must run in O(E log E + I) time in the worst case. Observe that while XOT is no longer reasonably ordered in later iterations of the major loop, the algorithm is correct as Add is not invoked after the first iteration.
In problem instances where the intersection density a I! E 2 is high, the following situation will frequently arise in the course of an event interval bubble sort. An intersecting pair of segments momentarily become adjacent in XOT and are entered into some work list only to be removed when .another exchange separates them. The effort expended by Hash to find the appropriate work list was wasted. Such redundant searches can be eliminated by introducing a temporary work list, WORKr, which is empty at the beginning of each bubble sort. During a sort, newly adjacent segments that intersect in an event interval other than the current one are placed in WORKT. Only when the given sort is complete are the segments that remain in WORKT transferred via Hash to their respective work lists. This variation is not asymptotically superior to Algorithm but does significantly reduce the number of searches for high density problems.
6. Conclusion. An O(E) space, O(E log E + I) expected time algorithm for the planar segment intersection problem has been presented. The key techniques are the use of a work list bubble sort for solving individual event interval problems and the use of a distribution-based search to seed the work lists for these intervals. The expected time result still leaves open the question of whether or not a comparison based method must take O(E log E / I log E) worst-case time. However, several restricted problems were observed to have O(E log E + I) worst-case algorithms.
The problem was treated in full generality. Vertical segments, multi-segment and infinite intersections were all permitted. As Sutherland et al. 19] have observed, these singularities must be carefully treated in order for the algorithm to be useful in graphics applications.
It was noted earlier that a sorted intersection list could be produced in O(E log E / I) expected time under the assumption that the abscissas of the intersection points are uniformly distributed in each event interval. Such a list readily provides the basis for a hidden-line computation. The method of Sechrest and Greenberg [16] suggests that with the use of coherence all computations can be done in 0(I) time except for the embeddings of locally minimum points.
The algorithm described in this paper performs a one-time analysis on a set of planar line segments. In many contexts it would be useful to incrementally obtain a solution. For Rosen 14] has noted in the context of data flow analysis that highly efficient one-time algorithms do not necessarily lead to ecient incremental algorithms.
