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Abstract
We present BDF type formulas capable of the exact integration (with only round-off errors) of differential
equations whose solutions are linear combinations of an exponential with parameter  and ordinary polynomials.
For  = 0 new formulas reduces to the classical BDF formulas. Plots of their 0-stability regions in terms of  are
provided. Plots of their regions absolute stability that include all the negative real axis are provided. Numerical
examples shows the efﬁciency of the proposed codes, specially when we are integrating stiff oscillatory problems.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Let us consider in the closed ﬁnite interval [a, b] the IVP
y′ = Ay + f (t, y), (1)
where A is a m × m constant matrix whose eigenvalues have a negative real part, y = y(t) is a real
m-dimensional vector in a real variable t and f (t, y) satisﬁes conditions for the existence and unicity of
the solution. To solve this kind of problem many types of methods have been proposed in the search for
good stability properties or higher orders. For example, the following explicit method:
0yn = 0eAhyn−1 + hf n−1, (2)
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where 0 = −Ah(1 − eAh)−1, has appeared in the literature several times as example of a method of
order one that integrates problem (1) when f is constant with no truncation error. This kind of multistep
methods is widely known as exponential ﬁtting or adapted algorithms (see [6] for a general theory).
When A= 0, this method reduces to the classical ﬁrst-order BDF method. In this paper, we will try to
extend the BDF formulas of two and three steps to methods with the mentioned properties. The methods
presented here are developed in a ﬁxed step mode, and could be extended to variable step mode. The
only difﬁculty of these extensions will be the necessity of re-calculating the exponential function when
the step size is changed; an efﬁcient technique to avoid this computation is an open question.
For the classical BDF methods, the absolute stability regions of the explicit methods are poor, except
for the ﬁrst-order method, while the implicit methods work well up to sixth order. We will see that the
same statement is true in our schemes although the regions of absolute stability of the implicit methods is
clearly bigger. In fact the two and three-step explicit method are 0-unstable although they are exponential
ﬁtting.
The article is divided as follows: in Section 2, we will construct the methods using the generating
function technique proposed by Vigo-Aguiar, in Section 3 we will study the 0-stability, in Section 4 we
will provide a deﬁnition of absolute stability of the methods and some plots of those regions. Finally, in
Section 5 we will compare our algorithms with well-known algorithms for the numerical solution of stiff
problems special emphasis will be given to the case of stiff oscillatory problems.
2. Construction of ﬁxed-step adapted-BDF methods
In Vigo-Aguiar [6,7] we ﬁnd a general theory to construct the exponential ﬁtting version of any
multistep method. Based on this theory, we will produce methods of the BDF type that integrate (1) when
y(x) belongs to the space generated by the linear combinations of 〈eAx, 1, x〉 for the two-step method
and 〈eAx, 1, x, x2〉 for the three-step method. The parameter A times the step-length h, appearing in the
coefﬁcients of the method and we call it parameter of the method. It could be a matrix or a real number
depending of the dimension of the problem.
In the case of low stepmethods, an alternative way to construct exponential ﬁtting methods is to impose
the exact integration of certain spaces of functions obtaining a system of equations whose solutions are
the coefﬁcient of the method.
Following any of the twoways of construction (and after some algebra), we have obtained the following
expressions for the implicit methods (s = 0) and the explicit methods (s = 1):
0yn + 1yn−1 + 2yn−2 + 3yn−3 = h fn−s, (3)
where the coefﬁcients for the three-step method are
0 = s0 + s1 + s2, 1 =−(s0 + s1 + s2)eAh − (s1 + 2s2),
2 = (s1 + 2s2)eAh + s2, 3 =−s2eAh. (4)
For the two-step method the coefﬁcients are the same but taking s2 = 0.
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The coefﬁcients 0i correspond to those of the implicit method and 
1
i correspond to the explicit method:
00 =
−Ah
1− eAh , 
1
0 =
−Ah
1− eAh ,
01 =
1+ eAh(−1+ hA)
(1− eAh)2 , 
0
1 =
1− eAh + hA
(1− eAh)2 ,
02 =
−1+ 4eAh + e2Ah(−3+ 2Ah)
2(−1+ eAh)3 , 
1
2 =−
−1+ e2Ah − 2eAhAh
2(−1+ eAh)3 ,
(5)
03 =
2− 9eAh + 18e2Ah + e3Ah(−11+ 6Ah)
6(1− eAh)4 , (6)
13 =
−1+ 6eAh − 2e3Ah + e2Ah(−3+ 6Ah)
6(1− eAh)4 . (7)
Here the expression−Ah/1−eAhmeans (−Ah)(1−eAh)−1. The valueAh that appears in the coefﬁcients
of themethodwill be called parameter of themethod.Again followingVigo-Aguiar andwith some algebra
it is easy to give the following results:
Theorem 1. (a) The local truncation error of the implicit two-step method has the expression
Ay′′(x)− y ′′′(x)
3
h3 + 0(h4). (8)
(b) The local truncation error of the implicit three-step methods has the expression
Ay
′′′
(x)− y4)(x)
4
h4 + 0(h5). (9)
Theorem 2. (a) The local truncation error of the explicit two-step method has the expression
−Ay′′(x)+ y ′′′(x)
6
h3 + 0(h4). (10)
(b) The local truncation error of the explicit three-step method method has the expression
−Ay ′′′(x)+ y4)(x)
12
h4 + 0(h5). (11)
3. Zero-stability regions
It is common to assume that if the method is exponential ﬁtting then the method is 0-stable, but this
fact is not true in the case of BDF type formulas. There are some regions where the method is not 0-stable
although it is really easy to select a step-size that avoid those regions.
In attempting to set up zero-stability, we consider the linear constant homogeneous system
y′(t)= Ay(t), (12)
where the eigenvalues i , i = 1, . . . , m of the m×m matrix A satisfy Re(i) < 0.
186 J. Vigo-Aguiar et al. / Journal of Computational and Applied Mathematics 175 (2005) 183–194
It follows that solutions of the numerical method (3) when it is applied to (12) should satisfy that
‖ y(t) ‖−→ 0 when t −→∞. (13)
If the eigenvalues of A are distinct, we only need to show that for each eigenvalue  the roots of rk of the
characteristic polynomial
p(r)=
m∑
i=0
ir
m−i , (14)
veriﬁes |rk|< 1 and those of modulus unity are simple. So, in what follows wewill consider the numerical
integration of scalar problems.
For the implicit method of two steps
yn+1 = c1yn + c2yn−1 + hnc0fn+1, (15)
the associated characteristic polynomial is
x2 − c1x − c2 = 0. (16)
This polynomial has two different roots
r1 = eu, r2 = 1− e
u + euu
1− eu − u+ 2euu, (17)
where u= h. Obviously for  ∈ C− (scalar case), r1 have modulus less than one, however in the second
root there are some regions of the parameter u (grey regions in Fig. 1) where the exponential BDF formulas
do not have zero-stability.
The region of zero-stability includes all the negative real axis, but for certain complex eigenvalues there
are step lengths which make the method unstable.
The results with the explicit case are very different as we had mentioned in the introduction. The
explicit method of two steps has the expression
yn+1 = c∗1yn + c∗2yn−1 + hc∗0fn, (18)
and we have to prove that the roots of
x2 − c∗1x − c∗2 = 0 (19)
have modulus less than one, but now, one of the roots is −(−1+ eu − u)/(1− eu + euu), and this root
is bigger than one for all u= h ∈ C−. That could be translated in the following statement:
Theorem 3. An explicit exponential ﬁtting method of two steps with parameter u with Re(u) = 0 is not
0-stable.
However, the explicit methods with parameter u with Re(u) = 0 are 0-stable, just is the case of the
classical BDF formulas where u= 0.
The implicit three step method can be written as
yn+1 = c1yn + c2yn−1 + c3yn−2 + hnc0fn+1. (20)
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Fig. 1. 0-stability region (in white) for the implicit two-step method.
We need to prove that the roots of
x3 − c1x2 − c2x − c3 = 0 (21)
have modulus less than one. This polynomial has three different roots, one is r1 = eu (u = h) and the
other two are conjugate complex. Obviously for  ∈ R−, r1 have modulus less than one. But for the
second and the third roots there are some regions of the parameter u (grey regions in Fig. 2(a) and (b))
where the exponential BDF formulas do not have zero-stability.
The same arguments of the previous case allow us to write the following:
Theorem 4. A explicit exponential ﬁtting method of three steps with parameter u with Re(u) = 0 is not
0-stable.
4. Absolute stability regions
The classical deﬁnitions of region of absolute stability andA-stabilitywere designed for linearmultistep
methodswith constant coefﬁcients (see [5]). In this section those deﬁnitions aremodiﬁed so as to provide a
basis for linear stability analysis of exponential-ﬁttingmethods for the special class of ordinary differential
equations of type (1). The stability properties of proposed methods are analyzed, to demonstrate their
relevance to stiff oscillatory problems.
We consider as test problem the scalar problem
y′(t)= y(t)+ y(t), (22)
where Re(+ )< 0.
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Fig. 2. 0-stability regions (in white) for the implicit three-step method: (a) Region of 0-stability (in white), (b) detail of the
region.
That is to say, we have introduced the value  in the method while the true solution depends on the
exponential of  + . When we applied method (3) to this equation we obtain the following stability
polynomial:
m∑
i=0
i(h)r
m−i = hrm−s . (23)
Deﬁnition. The linear multistep method (3) is said to be absolutely stable for a given pair u = (u1 =
h, u2 = h) if for that u all the roots of the stability polynomial satisfy |rk|< 1 and to be absolutely
unstable for that u otherwise.
Deﬁnition. The linear multistep method (3) is said to have a region of absolute stability RA, where RA
is a region of the complex space C× C, if it is absolute stable for all u ∈ RA.
Of course it is impossible to plot regions of absolute stability, however, we can ﬁx the ﬁrst component
of u (that is to say a value of u1 = h that makes the method 0-stable) and plot in the complex plane
values of the second component h that makes the method absolute stable.
We must be careful with the values u1 that we use in the method: if it is near the non 0-stability
region of the method the absolute stability region can be enormous. We are going to show this statement
with one example, let us consider the two-step implicit method. The value h = −0.1 + 100i is in the
stability region, but for example h = −0.1 + 100.3i is not. We can show that the region of absolute
stability h=−0.1+ 100I in Fig. 3, and we compare with the stability region when we are far from the
non-stability region, for example with h=−3+ 100i (Fig. 4).
But in general, we can see that if we introduce in the method values h=a+bi and a <−3, we would
not have any problems of absolute stability or 0-stability in both methods (two- and three-step implicit
methods).
J. Vigo-Aguiar et al. / Journal of Computational and Applied Mathematics 175 (2005) 183–194 189
-4000 -2000 0 2000 4000 6000
-6000
-4000
-2000
0
2000
Fig. 3.Absolute unstability region (in grey) of the implicit two-stepmethod. Parameter of themethod near a 0-unstable parameter.
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Fig. 4.Absolute unstability region (in grey) of the implicit two-step method. Parameter of the method far a 0-unstable parameter.
If we use in the method values h ∈ R−, we can show that if h −→ 0−, the region of absolute stability
is the same that in classical BDF method of the same steps, but if  −→∞, these region translates along
the negative real axis and decrease. This fact is shown in Figs. 5 and 6, where we have plotted the region
of absolute stability in white.
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Fig. 5. Absolute stability regions (in white) for the two-step implicit method. Real parameter in the method h. (a) h=−0.01,
(b) h=−1, (c) h=−100 and (d) h=−10 000.
All the facts explained for negative real parameters can be extrapolated to any other direction in the
plane. The stability region translates along the negative real axis and decreases. This fact is shown in
Fig. 7.
5. Numerical examples
In this section, we present some numerical results to illustrate the performance of our newmethods.We
will compare the results (with the three-step implicit method) with the obtained ones using the MEBDF
(a variable-order variable-step with order 1–7) method (see Cash [1,2] and Radau5 (variable-step method
of order 5) (see Hairer et al. [3,4]). This comparison is not fair because our method is 3-order and ﬁxed
step and the other methods are variable-step and higher order, however, the results show the advantages
of the presented methods in the numerical solution of stiff-oscillatory problems.
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Fig. 6. Absolute stability (in white) regions for the three-step implicit method. Real parameter in the method h. (a) h=−0.01,
(b) h=−1, (c) h=−100 and (d) h=−10 000.
(1) The ﬁrst numerical example will be of the Prothero and Robinson type:
y′(t)= (y(t)− g(t))+ g′(t), t ∈ [0, 10], (24)
where =−106 and g(t)= sin(10 t)+ t .
We compare the number of evaluations of the function versus the error in the last point in Fig. 8. We
have taken h=−106h as a parameter in the method.
(2)The second is a vectorial nonlinear problemwith eigenvalues near 1=−1000+i, and 2=−1000−i:
y′(t)=−1000y(t)+ z(t)+ 0.01 sin(ty(t)) y(0)= 1,
z′(t)=−y(t)− 1000y(t)+ cos(t) z(0)= 1. (25)
The results in Fig. 9 are the error at the end point t = 10. We have taken as a solution at this point
y(10)=−.840240× 10−06, z(10)=−.839613868× 10−03.
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Fig. 7. Absolute stability regions (in white) for the three-step implicit method. Imaginary parameter in the method h. (a)
h=−3− 10i, (b) h=−3+ 10i, (c) h=−300− 1000i and (d) h=−300+ 1000i.
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Fig. 8. Error in numerical integration of problem 1.
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Fig. 9. Error in numerical integration of problem 2.
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Fig. 10. Error in numerical integration of problem 3.
In the method, we have introduced the parameter
Ah= h
(−1000 1
−1 −1000
)
(26)
for the different values of the step-length h.
(3) The following Mathieu equations
y′′(t)+ 2y′(t)+ (101+ 0.02 cos(2t))y(t)= 0,
z′′(t)+ 200z′(t)+ (10100+ 0.02 cos(2t))z(t)= 0,
y(0)= 0 y′(0)= 10.00111100498693,
z(0)= 0 z′(0)= 10.00111100498693, (27)
have been integrated in the interval [0, 5]. The solution at t=5 is y(5)=−0.001769832951670131, z(5)=
−1.8713875447601102× 10−218.
194 J. Vigo-Aguiar et al. / Journal of Computational and Applied Mathematics 175 (2005) 183–194
We consider the following matrix as parameter of the method:
Ah= h


0 1 0 0
−101 −2 0 0
0 0 0 1
0 0 −10100 −200

 . (28)
We show the results in Fig. 10.
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