Introduction
The square G 2 of a graph G = ( V E ) is the graph whose vertex set is V in which t wo distinct vertices are adjacent if and only if their distance in G is at most 2. What is the maximum possible chromatic numberofG 2 , a s G ranges over all graphs with maximum degree d and girth g?
Our (somewhat surprising) answer is that for g = 3 4 5 o r 6 this maximum is (1 + o(1))d 2 (where the o(1) term tends to 0 as d tends to in nity), whereas for all g 7, this maximum is of order d 2 = log d.
To state this result more precisely, de ne, for every two integers d 2 and g 3, f 2 (d g) to be the maximum possible value of (G 2 ) over all graphs with maximum degree d and girth g. Since It is also not di cult to see that f 2 (2 g ) = 4 for all g 6 a s s h o wn, for example, by the disjoint union of a g-cycle and a cycle of length l g where l is not divisible by 3 .
In this short paper we p r o ve the following. Theorem 1.1 exhibits an interesting \phase transition:" As g grows from 3 to 6, f 2 (d g) stays roughly the same, while it drops signi cantly when g increases from 6 to 7, and then it stays essentially the same as g keeps increasing.
The rest of the paper contains the proof of the theorem and an extension of Theorem 1.1 for higher powers of graphs. Throughout the paper, all logarithms are in base e.
The upper bounds
The proof of the upper bounds in parts (i) and (ii) of Theorem 1.1 are rather simple (given the main result in AKS]). The upper bound in part (i) follows from (1). To p r o ve the upper bound in (ii), we need the following result of AKS].
Theorem 2.1 ( AKS] ). There is an absolute constant c such that for every integer and every real number t, 2 t 2 , the chromatic number of any graph H with maximum degree at most in which for every vertex v, the induced s u b graph on the set of all neighbors of v spans at most 2 =t edges, satis es (H) c log t :
We can now p r o ve that there is a constant c 2 such that for all g 7 Returning to the proof of the lower bound in part (i) of Theorem 1.1 for general d, we simply choose the largest prime power q satisfying q + 1 d, and take the graph constructed above f o r q together with some extra pendant edges to make sure that the maximum degree is precisely d. By the known results on the distribution of primes (see, e.g., Hu]), q 2 + q + 1 (1 ; "(d))d 2 , w h e r e "(d) tends to 0 as d tends to in nity. This proves the lower bound in Theorem 1.1 part (i) for g = 6. The bounds for g = 3 4 5 follow by simply adding to the example for g = 6 a vertex disjoint copy of a cycle of length g.
It remains to prove the lower bound in Theorem 1.1(ii). This is done by a probabilistic construction. Note that we m a y assume, without loss of generality, t h a t d is su ciently large (by c hoosing c 1 > 0 su ciently small), and we t h us assume, from now on, that d is large (for example, d 10 10 will be enough). We also omit all oor and ceiling signs whenever they are not crucial, to simplify the presentation. with high probability, a b o u t n 2 ; (d) vertices of degree higher than d. It will also have, with high probability, some cycles of length less than g (fewer than O(d g ) of them). By omitting all vertices of degree > d and by removing an arbitrarily chosen vertex from each cycle of length < g we get a graph of girth g and maximum degree at most d. ( I f necessary, w e can add a cycle of length g and some pendant edges to make sure that the maximum degree is equal to d and that the girth is precisely g.)
As we s h o w next, with high probability, for the graph G obtained in this manner, . Thus, with probability 0:9, t h e r e a r e at most 10n 2 ;d=10 such vertices.
Proof. The degree of any x e d v ertex is a binomial random variable with parameters n ; 1 a n d p = d 2n , and hence its expected degree is less than d=2.
By the standard estimates for binomial distributions (see, e.g., AS, Appendix A]), the probability that the degree of such a v ertex exceeds d is smaller than 2 ;d=10
. By linearity of expectation, the expected numberofvertices of degree > d is thus at most n 2 ;d=10 , a n d h e n c e , b y M a r k ov's inequality, the probability that there are more than 10n 2 ;d=10 such v ertices is at most 0:1. (In fact, this probability is exponentially small, but this is not needed here.) Proof. Straightforward. Claim 3.3. There exists a constant c, 0 < c < 1000, such that almost surely (that is, with probability that tends to 1 as n tends to in nity) the following holds: For every set of vertices U V 
Higher powers
The k th power G k of a graph G = ( V E ) is the graph whose vertex set is V in which two distinct vertices are adjacent if and only if their distance in G is k. Note that G 1 = G. L e t f k (d g) denote the maximum possible value of (G k ), as G ranges over all graphs of maximum degree d and girth g. Finally, the proof in Section 2 and the random construction described in Section 3 can be extended to prove the following Let denote the expected numberofpairsofU-paths that share at least one common internal vertex. We claim that, as n > > d > > k , < = 3 (with room to spare).
Indeed, the expected numb e r o f s u c h pairs that share only one endpoint and its unique neighborisatmost n k;2 xp k;1 = c k log d 2 k;1 d : It is not di cult to check that for n > > d > > k , the expected number of pairs of internally intersecting U-paths of any other type is much smaller, and the number of types is bounded by a function of k.
By omitting an arbitrarily chosen path from each pair of internally intersecting Upaths we get a collection of internally pairwise vertex disjoint U-paths. It follows, by linearity of expectation, that E(X) ; , implying (3). di er in at most one edge. This is because X counts internally vertex disjoint paths, which are edge disjoint, and hence no single edge can change the value of X by m o r e t h a n 1 . N o t e a l s o that X is f-certi able for f(s) = ks, that is, when X(G 
