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This paper is concerned with a transformation of a region D which may 
be described as a partial Steiner symmetrization of the boundary aD of D. 
For simplicity, let us consider this region in the x-y-plane bounded by a 
smooth convex closed curve C. If D is conceived as consisting of line segments 
of various lengths, all paralled to the x-axis and these line segments are 
translated parallel to themselves till their midpoints all lie on the y-axis, 
their end points lie on a more symmetrical curve C* and the region D* 
bounded by C* is said to be derived from D by a transformation called 
Steiner symmetrization. 
A partial Steiner symmetrization of D may be performed in the following 
way. If the constant 01 lies between certain limits (aL < 01 < OIL), the line 
x = OL will intersect the curve defined by the midpoints of the line segments 
composing D. If just those line segments which have their midpoints to the 
left of x = (Y are translated parallel to themselves until these central points 
lie on x = or, the ends of the segments now define a curve C, bounding a 
partially symmetrized region D, . It is as though the line x = t swept across 
the x-y-plane from t = ---co to t = 01 and the midpoints of the line segments 
became attached to the line as it passed over them. As t increases from 
(Y = 01~ to OL = CQ , D continuously evolves through a sequence D, of 
partially symmetrized regions to its Steiner symmetrization D*. 
In [l] Polya shows that the principal frequency h of a region D is diminished 
by Steiner symmetrization. Trivial modification of his proof show that X, , 
the principal frequency of the partially symmetrized region D, is a non- 
increasing function of CZ. This problem can be approached in a different way. 
An expression for dA/da is given by a variational formula of the Hadamard 
type involving the normal derivative of the eigenfunction on the symmetrized 
segments of the curve C,. This expression can be shown to be negative 
by an argument which uses a generalized maximum principle for elliptic 
equations due to E. Hopf [2] and the symmetry properties of the differential 
equations. I believe this method is of some interest in that it suggests similar 
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results for some nonlinear eigenvalue problems and an extension of these 
theorems to parabolic equations. The difficulty of this approach seems to lie 
in the justification of the variational formulas, as the region D, necessarily 
has corners. These difficulties are glossed over here. The treatment is 
heuristic and the object is to indicate by means of simple examples some 
of the new inequalities it can lead one to. 
1. Let us first illustrate the general method by applying it to Polya’s 
theorem concerning the principal frequency of a vibrating membrane. We 
are given a plane domain D. The corresponding principal frequency h is 
defined by the eigenvalue problem: 
Find u and A such that 
$+g+Au=o, u>O in D (1) 
and u continuous in B while u = 0 on aD. 
Let u, and A, be the solutions of the corresponding problem for the 
partially symmetrized region D, . The three diagrams of Fig. 1 show 
x 
FIG. 1 
D, (=E D), while (Y is to the left of aL in the first case, a partially symmetrized 
case when 01 lies between CY R and olL with C symmetrized over the arcs 
CL, CR between the normals BF, AE to x = 01, and finally the Steiner 
symmetrized region D* when 01 3 Q . Our starting point is the variational 
formula, 
Now the differential equation (1) is invariant under the two transformations 
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x -+ -x and x -+ x + 01, that is under reflection in and translation normal 
to the y-axis. Hence if zi, is the reflection of U, in the line x = OL, it satisfies 
Eq. (1) and the conditions z& = u, on x = O, 4 = u, = 0 on CR. Now 
& < u, in the region l5, A (x, y : x > a) since otherwise we would have a 
function w = 21, - u, positive in some domain contained in s, n (x, y : x > a) 
and vanishing on its boundary. This is impossible as its existence violates 
a weak comparison theorem for homogeneous equations (see [3], Theorem 9). 
Along CR , z2, = u, and a strong comparison theorem for boundary points 
(see [3], Theorem 7) implies 
along CR unless 4 = 24, . But from (2) 
dh,- [I ( 
au, au, -  
dor cR an ax -$$) ds]/jjDau”2dxdy 
<o 
unless 22, = u, , in which case D, = D* and hence h, decreases with 
increasing partial symmetrization. 
2. The following argument suggests another related consequence of 
symmetrization. The boundary value problem 
u = B a positive constant on aD, defines a unique function u in the cases 
where a is less than the eigenvalue h defined by problem (1). The closer a 
is to h the greater is the value of u at any fixed point in D and moreover 
the ultimate limit of these u values is infinity as a tends to X. Now sym- 
metrization decreases the eigenvalue of a region and we would therefore 
expect that partial symmetrization of D in problem 3 would in some sense 
increase u. The following theorem states the least we might expect. 
THEOREM 1. Let MU be the greatest value of u in D, where u is defined 
by the boundary value problem (3) for the region D, with a < A,. Then 
dM,Jdol > 0. 
The function v = au/i& satisfies the differential equation 
~+$+a~=0 in D 
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and the boundary conditions v = -&,/ax on CL and CR, v := 0 on the 
rest of C, . Now compare this function with the function w defined by the 
following problem. w satisfies the differential equation (3) in the region 
D, n {x, y : x 3 a}, the boundary conditions w = 0 on C - CR and 
x = 01, while w = v on CR. In the region D, n {x, y : x < CU}, (Da denotes 
the closure of 0,) w is defined by the condition 
w(, - x, y) = -w(, + x, y) 
and hence satisfies Eq. (3) in D, . Moreover w > 0 in x > LY. and w < 0 
in x < 0~. Compare the boundary conditions for v on C, with the values 
assumed by w there, taking note of the inequality 1 Z&/ax / < 1 &,/ax / on 
CR discussed in connection with the first problem. Since at every boundary 
point v > w, we must conclude v > w in D, for otherwise v - w would 
be an eigenfunction for a region contained in D, contrary to the assumption 
a < ;\, . Now w > 0 in D, n {x, y : x > a} and so v > 0 in this same region. 
By a similar argument u” < u in this region, and so M, , the maximum 
value of u in D, , is taken there. Hence dM,Jdol > 0. The equality sign is 
taken only in the case D, = D*. Since continued symmetrization in the 
limit reduced a curve C enclosing an area & to a circle of radius (&/n)l12, 
and problem (2) f or such a circle defines a function with M = B/J,,[(a&/n)llz], 
we are led to the following estimate for u in the original domain D of area &: 
u < B/Jo[(ad/57)‘lz] in D. 
3. As the derivations above use only symmetry properties and comparison 
theorems they extend to parabolic equations and other systems (see [4]) for 
which these extensions of the maximum principle are still valid. 
THEOREM 2. If u,(x, y, t) is defined by the initial value problem; 
a2td a224 ;+-s. au, . 
ax2 ay + au, = at m G,-{x,y,t:x,yeD,,O<t<Tl}, 
(4) 
u, = B at t = 0 in D, , u, = B on aD, for 0 < t < TI and if M,(t) is 
the maximum value of u, in D, at time t, then aMJ& > 0 or D, = D*. 
The function v = au/& satisfies Eq. (4) and the boundary conditions 
v = 0 at t = 0, v = -&,/ax on CL and CR, v = 0 on C, - CL - CR. 
The function w is defined as that solution of Eq. (4) in the symmetric region 
obtained by adjoining to G, n {x, y, t : x > a} its image in x = 01, which 
satisfies the following boundary conditions. w = 0 at t = 0, w = --&,/ax 
on CR x {t : 0 < t < T,}, w = 0 on the remaining boundary in x 3 01 and 
is defined on the boundary in x < a: by the relationship w(a - x, y, t) = 
-w(01 + x,y, t). This problem is invariant under the transformation 
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01 + x -+ OL - x, y --f y, t + t, w --+ -w, and since the solution is unique 
this symmetry is preserved in it. Thus w = 0 on x = (Y, is positive in 
x > 01 and negative in x < 01. 
The function u, > B in G, and so on the boundaries of the region in 
x > 01 which is the reflection of Ga n {x, y, t : x < a} in x = 01, li, < u, . 
The inequality therefore holds in the whole of this region. Thus u, takes its 
maximum M,(t) here at any time t and the strong comparison theorem 
applied at the boundary points of CR gives 1 &&/ax ) < 1 &,/ax 1 unless 
Zz, = U, . Once again v > w on all boundaries and so the inequality holds 
throughout with the result v > 0 in G, II {x, y, t : x > a>. We must 
conclude a&l,/& > 0 except in the symmetric case when v = 0 on x = 01 
and G, E Ga . This leads directly to an upper bound for II in a G, for which 
0, has an area &. In fact 
where an, n = 1,2,... are the positive roots of Jo(a) = 0 
4. The final example concerns heat conduction in a medium where heat 
is generated at every locality at a rate which is a nonlinear function of 
temperature T. Take as our conduction equation governing T in the region 
G, of problem (3). 
F(T) = $ + 5 +f(T) - $ = 0, 
where f( T), df/dT, d2f/dT2 are all positive and continuous in the range of T 
of interest. 
The operator F(T) is subject to the following comparison theorem. 
If u and v are defined and continuous in GU and have bounded derivatives 
au/at, &/at, a2u/ax2, a2u/ay2, a2v/ax2, a2vu/ay2 in every closed region contained 
in G, satisfying the inequalities F(u) 3 F(v) in G, , then u < v in G, if 
u < v in D, at t = 0 and on C, for 0 < t < T, . Indeed if u is also strictly 
less than v at any points of D, at t = 0 then u < v in G, , and at a boundary 
point {x’, y’, t’ : x’, y’ E C, , 0 < t’ < Tl} which is also common to a circle 
which has its interior in D, 
lim sup u(x”, Y”, t’) - u(x’, Y’, t’) < li~~sup 
v(xg, y”, t’) - v(x’, y’, t’) 
0-0 
, u u 
where (x”, yO) lies at a distance (I from (x’, y’) on a fixed line through (x’, y’) 
into the interior of the circle. We can therefore reasonably expect an extension 
of Theorem 2 to hold for the solutions of F(t) = 0. 
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THEOREM 3. If T, is defined by F(T,) = 0 in G, , T, = B at t = 0 on 
D, , T, = B on C, for 0 < t < T, and Mu(t) is the maximum value of T, 
in D, at time t, then 
aiw,ja, > 0 or D, = D*. 
The comparison theorem immediately gives the inequalities F ,< T in 
G, n {x,y, t : x 3 a} and so M,(t) lies in this region. In addition 
1 ap/;jax 1 < j aT/ax / on CR for 0 < t < Tl . The nonlinear case is com- 
plicated however by the fact that the variational function u, = aT/acu 
satisfies a subsidiary equation, 
L(u,) G 2 + $ +f’(T,)u, - 2 = 0 
with the boundary conditions u = -aT/ax on CL and CR, u = 0 on 
C, - CL - CE for 0 < t < T, and u = 0 on D, at t = 0. 
In this problem we define a comparison function w satisfying L(w) = 0 in 
G,n{x,y,t:x>a},~=Oonx=~andC-CR,w=-aT/axonCR 
for 0 < t < T, , w = 0 in D, for t = 0. In the reflection of this region in 
x = a, w is defined by the condition w(a: - x,y, t) = -w(, + x,y, t). 
This function then satisfies the equation 
g+g+g(x,y,t)w--g=O in G,, 
where g(x, y, t) = f’(T,) in G, n {x, y, t : x > a} and g(a - x, y, t) = 
g(a + x, y, t). Moreover w is positive in G, n (x, y, t : x 3 a} negative in 
the image of this region in x = 01 and hence everywhere less than or equal 
to u, on the boundary of D, in 0 < t < T, and in D, at t = 0. In addition 
L(uJ - L(w) = [g(x, Y, 4 -fVa)lw < 0 in C , 
since g(x, y, t) -f’( T,) vanishes in G, when x > 01 and is positive in the 
remaining part of G, where w is negative. This follows from the fact that 
F= < T, in G, n (x, y, t : x 3 LX} and the assumption f”(T) is positive, so 
that f’(T) is an increasing function of T. The comparison theorem now 
implies u, > w in G, unless G, is symmetrical about x = 01 and so identical 
with G*. u is necessarily positive where x > OL since w is, and so aM,(t)/at > 0 
for 0 < t < T, . 
The upper limit T, on t is set by the requirement that the solution of the 
problem defining T, exists and is bounded in G, . For example in the cases 
where the ordinary differential equation dT/dt =f(T) has a solution which 
tends to infinity in a finite time, the solution of the problem of Theorem 3 
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becomes unbounded in a finite time if B exceeds some critical temperature 
B(crit). 
An immediate consequence of Theorem 3 is that if T-, remains bounded 
for all time so does any T, for LX < 01~. Thus B(crit) is a nonincreasing 
function of ci. 
Again if Tu, tends to a steady state solution with a maximum value iI&, 
in Dwl , M, must be an increasing function of a for OL < 01~ and since T, is 
necessarily a monotonically increasing function of t at every point in D, , 
the solutions T,(a < 01~) also tend to a steady state. Arguing in this way, 
we see that Theorem 3 encompasses all the preceeding results. 
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