The transmission eigenvalue problem is an important and challenging topic arising in the inverse scattering theory. In this paper, for the Helmholtz transmission eigenvalue problem, we give a weak formulation which is a nonselfadjoint linear eigenvalue problem. Based on the weak formulation, we first discuss the nonconforming finite element approximation, and prove the error estimates of the discrete eigenvalues obtained by the Adini element, Morley-Zienkiewicz element, modifiedZienkiewicz element et. al. And we report some numerical examples to validate the efficiency of our approach for solving transmission eigenvalue problem.
Introduction
The transmission eigenvalue problems have important physical background, for example, they can be used to obtain estimates for the material properties of the scattering object [7, 8, 24] . In addition, transmission eigenvalues have theoretical importance in the uniqueness and reconstruction in inverse scattering theory [14] . Before 2010, significant progresses of the existence of transmission eigenvalues and applications have been made (see [8] and the survey paper [9] ).
In recent years, the computation of transmission eigenvalues has attracted the attention of many researchers. The first numerical treatment of the transmission eigenvalue problem appears in [15] where three finite element methods, including the Argyris, continuous and mixed finite element methods, are proposed for the Helmholtz transmission eigenvalues, and has been further developed by [2, 11, 15, 16, 17, 19, 25, 26, 29] . In particular, [11] studied the mixed method using the Argyris conforming elements and [29] the H 2 conforming finite element method, and made rigorous error analysis. Moreover, based on H 2 conforming finite element approximations, the iterative methods in [25] and the 1 multigrid method in [17] were proposed for computing real transmission eigenvalues, and two-grid method in [29] for computing real and complex transmission eigenvalues. And the spectral-element method was studied in [2] . However, to the best of our knowledge, there has no research on the non-conforming finite element methods for the transmission eigenvalues even for arbitrary nonselfadjoint elliptic eigenvalue problem.
Inspired by the works mentioned above, we transform the fourth order equation of transmission eigenvalue problem into a weak formulation, which is suitable to nonconforming elements. This formulation is a nonselfadjoint linear eigenvalue problem (see (2.11) ) with a selfadjoint, continuous and coercive sesquilinear form A(·, ·). Based on the weak formulation we build a type of nonconforming finite element discretizations with good algebraic structure, including the Adini element [1] , modified-Zienkiewicz element [27] , Morley-Zienkiewicz element [23] , 12-parameter triangle plate element, 15-parameter triangle plate element et. al. (see [23] ). And we prove the error estimates of the numerical eigenvalues. The proof difficulty lies in the non-symmetry of right-hand sides of eigenvalue problem that involves derivatives. To overcome this difficulty, based on Babuska-Osborn spectral approximation theory [3] , the new proof method employed in this paper is to establish a fundamental relationship (4.18) and use it to prove the optimal error estimates of non-conforming element eigenvalues.
For fourth order equation in R 3 , it is difficult to implement conforming elements in H 2 , whereas many non-conforming elements such as the MorleyZienkiewicz element have had their three dimensional versions at present (e.g., see [23] ). Hence it is an essential and significant work to study the nonconforming element approximation for transmission eigenvalues.
Our non-conforming finite element discretization is easy to realize under the package of iFEM [12] with Matlab. We use the sparse matrix eigenvalue solver eigs to compute the numerical eigenvalues, and numerical results indicate that our methods are efficient for computing real and complex transmission eigenvalues as expected.
In this paper, regarding the basic theory of finite element methods, we refer to [3, 6, 13, 20, 23] .
Throughout this paper, C denotes a positive constant independent of h, which may not be the same constant in different places. For simplicity, we use the symbol a b to mean that a ≤ Cb.
The weak formulation and non-conforming element method
Consider the Helmholtz transmission eigenvalue problem:
where Ω ⊂ R d (d=2,3) is a bounded simply connected inhomogeneous medium, ν is the unit outward normal to ∂Ω and the index of refraction n(x) is positive. 
. Let H −s (Ω) be the "negative space", with norm given by
It 
(Ω) compactly (see pp.31-39 in [4] ) and
In this paper, we suppose that n = n(x) ∈ L ∞ (Ω) satisfying either one of the following assumptions
From [9, 22] we know that the problem (2.1)-(2.4) can be written as an equivalent fourth order equation for u = w − σ ∈ H 2 0 (Ω):
Then the weak formulation for the transmission eigenvalue problem (2.1)-(2.4) can be stated as follows:
Introduce an auxiliary variable
Thus, combining (2.6) and (2.8), we arrive at a linear weak formulation:
With this weak formulation, we have discussed the conforming finite element approximations (see [29] ). However, for the non-conforming element approximations, the weak formulation can not guarantee that the discrete bilinear form satisfies the uniform H h -ellipticity (see Remark 49.1 in [13] ). To study the nonconforming element approximations, next we will give a new weak formulation referring to the weak formulation of the plate problem ( see (49.3) in [13] ). If (C1) holds, let
and if (C2) holds, let
where µ 1 > 0 and µ 2 > 0 are chosen as good approximations of min( 
Next we shall see that the discrete bilinear form of (2.11) satisfies the uniform H h -ellipticity automatically for many non-conforming elements (see (2.22) ).
Thus we get the following. Theorem 2.1. The weak formulations (2.11) and (2.6) are equivalent.
is an eigenpair of (2.6), then together with (2.8) we get that (k 2 , u, ω) is an eigenpair of (2.9)-(2.10), thus it is an eigenpair of (2.11). Conversely, if (k 2 , u, ω) satisfies (2.11), then (k 2 , u, ω) also satisfies (2.9)-(2.10); from (2.10) we get ω = k 2 u, and substituting it into (2.9) we get (2.6). The above argument indicates that (2.11) and (2.6) are equivalent.
For simplicity, in the next discussion we assume that (C1) holds. And the argument is the same if (C2) holds.
It is obvious that A(·, ·) is a selfadjoint, continuous sesquilinear form on H × H, and
i.e., A(·, ·) is coercive. We use A(·, ·) and · A = A(·, ·) 1 2 as an inner product and norm on H, respectively. Obviously, k = 0 is not an eigenvalue since A((u, ω), (u, ω)) = 0 implies (u, ω) = 0.
When n ∈ W 1,∞ (Ω), a simple calculation shows that
We can see from (2.13) that for any given (f, g) ∈ H 1 , B((f, g), (v, z)) is a continuous linear form on H.
The source problem associated with (2.11) is as follows:
(2.14)
From Lax-Milgram theorem we know that (2.14) has one and only one solution. Therefore, we define the corresponding solution operators T :
Then (2.11) has the equivalent operator form:
, then from (2.12) and (2.13) we have
Consider the dual problem of (2.11): Find λ
The source problem associated with (2.18) is as follows:
Define the corresponding solution operators T * :
Then (2.18) has the equivalent operator form:
It can be proved that T * is the adjoint operator of T in the sense of inner product A(·, ·). In fact, from (2.15) and (2.20) we have
Note that since T * is the adjoint operator of T , the primal and dual eigenvalues are connected via λ = λ * .
Let π h be a shape-regular mesh with size h. Let
For the finite element spaces mentioned above, from [13] and Lemma 5.4.3 of [23] , we know that A h (·, ·) satisfies the uniform H h -ellipticity.
Thus (v, z) h is a norm in H h , and the generalized Poincare-Friedrichs inequality holds:
The non-conforming finite element approximation of (2.11) is given by the following:
Consider the approximate source problem:
We introduce the corresponding solution operator:
Then (2.24) has the operator form:
The non-conforming finite element approximation of (2.18) is given by:
Define the solution operator T * h :
And (2.28) has the following equivalent operator form
It can be proved that T * h is the adjoint operator of T h in the sense of inner product A h (·, ·). In fact, from (2.26) and (2.29) we have
Hence, the primal and dual eigenvalues are connected via λ h = λ * h . Denote
Define interpolation operator
And let
2 h ϕ). For the finite element spaces mentioned above, when ψ ∈ W 3,p (Ω) with p ∈ S, the following estimates are valid:
The consistency term and Strang lemma Let (ψ, ϕ) and (ψ * , ϕ * ) be the solutions of (2.14) and (2.19), respectively. Define the consistency terms: For any (v, z) ∈ H h + H,
The following estimations of the consistency term play an crucial role in our analysis.
Next, we will prove the estimates (3.3) and (3.4) of the consistency term. It is well known that the following (C3) is valid for the non-conforming finite elements mentioned in Section 2 except Adini element (see Section 2.6 in [23] ).
(C3) If F is the common face of element κ and κ ′ , then
if F is a face of element κ and F ∈ ∂Ω, then
Define the face and element average interpolation operators
where element κ ∈ π h and F is an arbitrary element face of π h . A simple calculation shows that for arbitrary constant C 0 ,
Theorem 3.1. Suppose that ψ, ψ * ∈ W 3,p (Ω) (p ∈ S), and (C3) is valid. Then for any (v, z) ∈ H h + H, (3.3) and (3.4) hold.
Proof
, by the Green's formula we deduce
Note that (C3) and (3.7) are valid, and for all v ∈ H 2 0 (Ω) (3.5)-(3.6) also hold, we deduce that ∀(v, z) ∈ H h + H,
Letκ is a reference element, κ andκ be affine-equivalent. Whenŵ ∈ W 1,ι (κ) and 1 ≤ ρ <
, by the trace theorem we get W 1,ι (κ) ֒→ L ρ (∂κ), thus we deduce the following trace inequality:
And thus, by the Hölder inequality, the trace inequality (3.11) and the interpolation error estimate we deduce that
Similarly we deduce
Substituting (3.12), (3.13) and (3.14) into (3.9) we get (3.3). Using the same argument as above, we can prove (3.4).
Next, we shall analyze Adini rectangle element approximation. We suppose that Ω ⊂ R 2 , and the boundary of Ω and the edges of elements are parallel to the coordinate axis. Although (C3) is not valid, thanks to [13] , we can prove (3.3) and (3.4) still hold. Proof. We shall analyze the terms I 1 , I 2 and I 3 on the right-hand side of (3.9). Noticing that the edges of elements are parallel to the coordinate axis, using the proof method of Theorem 50.1 in [13] , we can deduce that for any (v, z) ∈ H h ,
And from line 11 on page 304 in [13] , we see
Substituting the above estimates into (3.9) we get (3.3). Similarly we can prove (3.4).
The following lemma is a generalization of Strang Lemma (1972).
Lemma 3.1. Let (ψ, ϕ) be the solution of (2.14) and (ψ h , ϕ h ) be the solution of (2.25), then
Let (ψ * , ϕ * ) be the solution of (2.19) and (ψ * h , ϕ * h ) be its finite element solution, then
When (ψ h , ϕ h ) − (v, z) h = 0, dividing it in both sides of the above we obtain
This together with the triangular inequality
yields the second inequality of (3.15). From
the first inequality of (3.15).
Similarly we can prove (3.16). The proof is completed.
By Lemma 3.1, we get: Theorem 3.3. Suppose that ψ, ψ * ∈ W 3,p (Ω) (p ∈ S), for any (v, z) ∈ H h (3.3) and (3.4) hold. Then
Proof. By the interpolation error estimates (2.31) and (2.33), we get
Substituting (3.19) and (3.3) into (3.15) we get (3.17) . By the same argument we can prove (3.18). The proof is completed.
Remark 3.1. We tried to use the Nitsche technique to prove the error estimate in · H1 is of higher order than that in · h , but failed because of the non-symmetry of right-hand sides that involves derivatives, of (2.14) and (2.19).

The error analysis of the non-conforming element eigenvalues
Let (λ, u, ω) and (λ * , u * , ω * ) be the eigenpair of (2.11) and (2.18), respectively. Then from (3.1) and (3.2) we get that for any (v, z) ∈ H h + H,
We need the following regularity assumption: R(Ω). For any ξ ∈ H −1 (Ω), there exists ψ ∈ W 3,p0 (Ω) satisfying
where p 0 ∈ S, C R denotes the prior constant dependent on the n(x) and Ω but independent of the right-hand side ξ of the equation. It is well known that (4.3) is valid when n and ∂Ω are appropriately smooth. For example, when Ω ⊂ R 2 is a convex polygon, from Theorem 2 in [5] , we can get that p 0 = 2.
Consider the source problem associated with (2.5) and (2.7):
and f is appropriately smooth, from R(Ω) we can deduce that ψ ∈ W 3,p0 (Ω) and
In this paper, for simplicity, we assume that the dual and primal problems have the same regularity. (2.2) and R(Ω) hold, and for any (v, z) ∈ H h (3.3)-(3.4) are valid. Then
By (2.23), (2.31)-(2.34), (3.17) and (4.6) we deduce
From (2.26) we know that T h has a upper bound uniformly with respect to h. Thus we have
And by the definition of operator norm we have
Hence, (4.8) is valid. Similarly we can deduce (4.9). The proof is completed.
In this paper, we suppose that λ be an eigenvalue of (2.11) with the algebraic multiplicity q and the ascent α. Then λ * = λ is an eigenvalue of (2.18). Since T h − T H1 → 0, q eigenvalues λ 1,h , · · · , λ q,h of (2.24) will converge to λ.
Let E be the spectral projection associated with T and λ, then R(E) = N ((λ −1 − T )) is the space of generalized eigenfunctions associated with λ and T , where R denotes the range and N denotes the null space. Let E h be the spectral projection associated with T h and the eigenvalues λ 1,h , · · · , λ q,h , then R(E h ) is the space spanned by all generalized eigenfunctions corresponding to all eigenvalues λ 1,h , · · · , λ q,h . In view of the adjoint problem (2.18) and (2.28), the definitions of E * , R(E * ), E * h and R(E * h ) are analogous to E, R(E), E h and R(E h ) (see [3] ).
Let λ h ∈ {λ 1,h , · · · , λ q,h }. From [3] we get the following results. Theorem 4.2. Assume that the conditions of Theorem 4.1 are valid. Let (u h , ω h ) be eigenfunction corresponding to λ h and (u h , ω h ) h = 1. Then there exists eigenfunction (u, ω) corresponding to λ, such that
and
with (u, ω) h = 1. Proof. From Theorem 4.1 we know T − T h H1 → 0 (h → 0), thus from Theorem 7.4, Theorem 7.3 and Theorem 7.2 of [3] we get (4.10), (4.11) and (4.12), respectively. By the way to show (4.8), we get (4.13). Substituting (4.13) into (4.10), we get (4.14). By calculation we get
Combining (3.17) with the above relation we get (4.15). By calculation we have
thus, when replacing (u, ω) by
, (4.14) and (4.15) also hold.
Starting from (4.11), if we use (T − T h )| R(E) H1 we can not derive the optimal estimates for the eigenvalue when the eigenfunction is smooth on concave domain because the error estimate in · H1 depends on the Nitsche technique and the regularity. To avoid this problem, we employ a new method and give an identity in the following lemma, and use it to prove the optimal error estimates of non-conforming element eigenvalues. The identity and proof method are also valid for general nonselfadjoint eigenvalue problems.
Lemma 4.1. Let (λ, u, ω) and (λ * , u * , ω * ) be the eigenpairs of (2.11) and (2.18) respectively. Then for any (v, z),
Then, from (4.15), (4.21) and (4.23), when h is small enough, |A h ((u h , ω h ), I h (u * , ω * ))| has a positive lower bound uniformly with respect to h, thus there is a positive constant C 0 independent of h such that
From (3.3) and (4.21), 26) and from (3.4) and (4.15), Remark 4.1. Using the same argument as in this section we can prove the error estimates of finite element approximation for the dual problem (2.18): Let
Theorem 4.4. Assume that the conditions of Theorem 4.2 are valid, and
, n is a constant. Let S h be the Adini element space defined on the uniform rectangle mesh. Then
Proof. From line 11 on page 304 in [13] , we know for Adini element, the third term on the right-hand of (3.9) is equal to 0, thus we obtain
Comparing it with the consistency term of the clamped plate bending problem (see (50.7) of [13] ), from [18] we can deduce
Thus we have
Substituting (4.36) into (4.11) and (4.12) we get (4.31) and (4.32), respectively. By the way to show (4.15), we can prove (4.30).
The literature [28] proved that the order of convergence is just 2 for the Adini finite element eigenvalues for the clamped plate vibration problem. Based on [28] , we can prove the estimate (4.31) and (4.32) are optimal and cannot be improved further.
Numerical Experiment
In this section, we will report some numerical experiments for non-conforming finite element discretizations to validate our theoretical results.
We use Matlab 2012a to solve (2.1)-(2.4) on a Lenovo G480 PC with 4G memory. Our program is compiled under the package of iFEM [12] .
Let
To describe our algorithm, we specify the following N h × N h matrices in the discrete case.
Matrix Definition
where N h = dim(S h ). Then (2.23) can be written as a generalized eigenvalue problem
Note that in (5.1) A h is a positive definite Hermitian matrix, and G h can be equivalently replaced by the identity matrix I h , which will lead to two sparser coefficient matrices with good structure. Based on this fact, we use the sparse matrix eigenvalue solver eigs to compute the numerical eigenvalues and the resulting numerical eigenvalues are ideal.
We consider the model problems (2.1)-(2.4) with the refraction index n = 8+ and center (0, 0). We adopt the Morley-Zienkiewicz(MZ) element and Adini element to compute the transmission eigenvalues on quasi-uniform meshes. The Morley-Zienkiewicz element was put forward in [23] , and its finite element space is defined as: S h = {v ∈ V h |v and ∇v vanish at all vertices on ∂Ω, and over any f ace F ⊂ ∂Ω, the mean value of ∂v ∂νF vanishes}, where V h = {v ∈ L 2 (Ω) : v| κ ∈ P κ , ∀κ ∈ π h ; v and ∇v are continuous at all vertices of π h , and over each interelement f ace F of π h , the jump of the mean value of ∂v ∂νF is zero}, In our computation, for all the domains mentioned above we set µ 1 = 1 9
when the refraction index n = 8 + x 1 − x 2 and µ 1 = 1 15 when the refraction index n = 16. The associated numerical eigenvalues computed by the MZ element and Adini element are listed partially in Tables 1-2 and Table 3 , while the error curves of these numerical eigenvalues whose slopes are computed by procedure of curve fitting are depicted in Figures 1-3 .
For reading conveniently, in our tables and figures we use the notation k It is seen from Figures 1-3 that the convergence orders of the numerical eigenvalues on the unit square, triangle and disk computed by the two elements are around 2, which coincides with the theoretical result. Nevertheless, the convergence orders on the L-shaped domain of the numerical eigenvalues k 1,h , k 2,h , k 5,h , k 6,h with n = 8 + x 1 − x 2 and k 1,h , k 3,h with n = 16 are less than 2 (see Figures 1-2 ). This fact suggests that the eigenfunctions corresponding to these eigenvalues on the L-shaped domain do have singularities to different degrees.
Numerical results indicates our discretizations by the MZ element and the Adini element are efficient and consistent with theoretical analysis. 
