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Deflation techniques for Krylov subspace methods have seen a lot of attention
in recent years. They provide means to improve the convergence speed of these
methods by enriching the Krylov subspace with a deflation subspace. The most
common approach for the construction of deflation subspaces is to use (approximate)
eigenvectors, but also more general subspaces are applicable.
In this paper we discuss two results concerning the accuracy requirements within
the deflated CG method. First we show that the effective condition number which
bounds the convergence rate of the deflated conjugate gradient method depends
asymptotically linearly on the size of the perturbations in the deflation subspace.
Second, we discuss the accuracy required in calculating the deflating projection.
This is crucial concerning the overall convergence of the method, and also allows to
save some computational work.
To show these results, we use the fact that as a projection approach deflation has
many similarities to multigrid methods. In particular, recent results relate the spectra
of the deflated matrix to the spectra of the error propagator of twogrid methods. In
the spirit of these results we show that the effective condition number can be bounded
by the constant of a weak approximation property.
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1 Introduction
Consider solving the linear system of equations
Ax = b , (1)
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where A ∈ Kn×n (K = R or K = C) is self-adjoint and positive definite and x, b ∈ Kn. In this
paper we are interested in the case where the matrix A is large and sparse. The conjugate gradient
(CG) method [14, 16, 29] is an iterative method which is often well suited to solve these systems.
The speed of convergence of the CG method depends on the distribution of its eigenvalues and
the right hand side. Estimates for the speed of convergence in terms of the condition of the matrix
A exist [29, 32]. When the condition number κ is large it can become mandatory to precondition
the linear system such that a satisfactory speed of convergence can be guaranteed.
One possibility to precondition the CGmethod is via deflation as introduced byNicolaides [23]
and Dostal [7] (see also [1, 6, 9, 12, 20, 28, 33]). The basic idea of deflation is to “hide” certain
parts of the spectrum of the matrix A from the CG method itself, such that the CG iteration
“sees” a system that has a much smaller condition number than A. The part of the spectrum that
is hidden from CG is determined by the deflation subspace S ⊆ Kn and the improvement of the
convergence rate of the deflated CG method hinges solely on the choice of S.
One viable and widely used approach for deflation consists of spanning S by the eigenvectors
corresponding to the smallest eigenvalues [28]. This then hides the smallest eigenvalues from
the spectrum of A. On the other hand, already in [23] a different choice of S has been used and
further examples for other deflation subspaces can be found in [9, 20].
Different two-level approaches, including deflation and twogrid methods [5, 15, 39], have been
compared in [22, 38] and equivalences between these apparently different methods have been
established. In continuation of these efforts to connect different two-level approaches, we show
how to use theory developed for multigrid methods to analyze the deflated CG method.
After giving a short introduction to the deflated CG method in Section 2 we give an overview
on how to apply multigrid theory in the deflation context in Section 3.
Based on these theoretical considerations we answer two different questions concerning accu-
racy that arise in the deflation approach.
First, in Section 4 we analyze the situation where the deflation subspace S is only known up
to a perturbation and give a bound on the effective condition number with respect to the size
of the perturbation. This result is of particular interest in the case where the deflation subspace
is spanned by eigenvectors corresponding to the smallest eigenvalues of A. In many practical
applications eigenvectors are unknown and need to be approximated and thus the resulting
deflation subspace can be thought of as a perturbation of the deflation subspace that uses the
exact eigenvectors. This result can in particular be applied to the analysis of methods like eigCG
[34] and similar methods [1, 6, 33] where the eigenvectors are approximated numerically.
Second, we consider the situation when the dimension of S is large. In this case special care
is needed within a deflation type method as the deflating projection now involves the solution
of a large linear system with the matrix V ∗AV , where the columns of V form a basis of S. We
discuss the accuracy requirements on the solution of this system to ensure proper convergence
of the deflated CG method based on results from [30, 8] on inexact Krylov subspace methods.
This reveals a way to reduce computational work needed to perform the deflated CG method.
Some numerical experiments confirming and illustrating the theory are given in Section 6.
We conclude this introduction by fixing basic notation used throughout the paper. For z ∈ Kn
its residual r ∈ Kn is given by r = b − Az, the error by e = x − z where x is the solution of (1).
Note that Ae = r.
Let 〈v,w〉 = ∑ni=1 wi vi be the euclidean inner product of v and w, ‖v‖2 = 〈v, v〉1/2 the
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euclidean norm of v. Since A is self-adjoint and positive definite the A-inner product and the
A-norm exist and are given by
〈v,w〉A := 〈Av,w〉 and ‖v‖A := 〈v, v〉1/2A .
Let q1, q2, . . . , qn be an orthonormal basis of eigenvectors of the matrix A, s.t. λ1 ≥ λ2 ≥ · · · ≥ λn
are the corresponding eigenvalues.
2 Review of Deflated CG
Let x0 be an initial guess, r0 = b − Ax0 and the ith Krylov subspace be denoted by Ki(A, r0) :=
span{r0, Ar0, A2r0, . . . , Ai−1r0}. The i-th CG iterate is determined such that xi ∈ x0 + Ki(A, r0)
and the error ei = x − xi is minimized in the A-norm (cf. [29]), i.e.,
‖ei ‖A = min{‖x − z‖A : z ∈ x0 +Ki(A, r0)} . (2)
Note that (2) is just the distance in the A-norm between x and the affine subspace x0 +Ki(A, r0).
The convergence of the method can be slow in case of unfavorable spectral properties of the
matrix A [32]. The idea of deflation is to modify the CGmethod such that the iterates xi are equal
to the solution x on a given subspace S ⊆ Kn in the sense that the A-orthogonal projections of xi
and x onto S coincide (and are thus identical for all i). For proper choices of S this will improve
the speed of convergence since the affine subspace which contains the iterates may now be much
closer to the solution x than the original one. We give a rigorous description of the deflated CG
method in the remainder of this section.
Let S⊥A = (AS)⊥ be the A-orthogonal complement of a given subspace S ⊆ Kn. We can split
the solution x into a component in S and a component in S⊥A via the A-orthogonal projection
πA(S) ∈ Kn×n onto S, i.e.,
x = (I − πA(S))x + πA(S)x . (3)
Let V ∈ Kn×m be a matrix such that its columns form a basis of the subspace S. Since
πA(S)x = V (V∗AV)−1V∗Ax = V(V ∗AV)−1V∗b (4)
we can compute πA(S)x—the second term in the right hand side of (3)—without explicit
knowledge of x. The first term of (3) can be computed from a solution xˆ of the singular linear
system
A(I − πA(S))xˆ = (I − πA(S))∗b , (5)
which we call the deflated (linear) system. For the sake of completeness we prove this in the
following lemma. Its statements can be found, e.g., in [9, 20].
Lemma 2.1. Using the definitions from above we have:
(i) The following equalities hold
A(I − πA(S)) = (I − πA(S))∗A = (I − πA(S))∗A(I − πA(S)) . (6)
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(ii) The matrix A(I − πA(S)) is self-adjoint and positive semi-definite.
(iii) The deflated system (5) is consistent, i.e., the right hand side (I − πA(S))∗b is in the range
of A(I − πA(S)). This implies that the system has at least one solution.
(iv) If xˆ is a solution of the deflated system (5) then
(I − πA(S))xˆ = (I − πA(S))x , (7)
where x is the solution of the linear system Ax = b.
Proof. Since πA(S) = V(V ∗AV)−1V ∗A we have
A(I − πA(S)) = A − AV(V ∗AV)−1V∗A = (I − πA(S))∗A ,
and since I − πA(S) is a projection we also get
A(I − πA(S)) = A(I − πA(S))(I − πA(S)) = (I − πA(S))∗A(I − πA(S)) .
This proves (i) and also shows that A(I−πA(S)) is self-adjoint. Using (6) and due to 〈B∗ABx, x〉 =
〈ABx, Bx〉 = 〈Bx, Bx〉A, B ∈ Kn×n we have
〈A(I − πA(S))x, x〉 = 〈(I − πA(S))x, (I − πA(S))x〉A = ‖(I − πA(S))x‖2A ≥ 0
which gives (ii).
Again due to (6) and the fact that A has full rank we have
range
(
A(I − πA(S))
)
= range
((I − πA(S))∗A) = range ((I − πA(S))∗) .
Hence the system (5) is consistent which proves (iii). To show (iv) we use (5) and (6) yielding
A(I − πA(S))xˆ = (I − πA(S))∗b = (I − πA(S))∗Ax = A(I − πA(S))x .
Multiplying with A−1 from the left we obtain (7). 
To sum up, given a solution xˆ for the deflated system (5) we can compute the first part of the
splitting (3) by (7) and the second part by using the formula (4). Therefore we obtain the solution
x for the original system as
x = (I − πA(S))x + πA(S)x
= (I − πA(S))xˆ + V (V∗AV)−1V∗b .
This relation allows us to compute approximations to the solution of the original system by
computing an approximation to the solution xˆ of the deflated system (5). Since A(I − πA(S)) is
positive semi-definite we can apply the CG method. The fact that the matrix is singular is no
impediment to the standard CG iteration as long as (5) is consistent (cf. [17]), which has been
shown to be the case in Lemma 2.1.
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For the purpose of analyzing the method we think of deflated CG as applying the standard
CG algorithm to the deflated system (5) with the matrix A(I − πA(S)). There are various other
mathematically equivalent formulations of deflated CG (for an overview see [12]) for which our
analysis holds as well.
Let µ1 ≥ · · · ≥ µn ≥ 0 be the eigenvalues of the self-adjoint and positive semi-definite matrix
A(I − πA(S)). Let k ∈ N denote the largest index such that µk , 0. The errors of the CG iterates
then satisfy
‖ei ‖A ≤ 2
(√
κeff − 1√
κeff + 1
) i
‖e0‖A for i = 0, 1, 2, . . . , (8)
where κeff =
µ1
µk
, see [9, 28]. We call κeff the effective condition number of the deflated matrix
A(I − πA(S)) to distinguish it from the condition number κ of the original matrix A. Thus a
bound on the convergence rate of deflated CG can be obtained by estimating the largest and
smallest non-zero eigenvalue of the matrix A(I − πA(S)).
3 Convergence Analysis
We estimate the effective condition number κeff of the matrix A(I − πA(S)) in terms of a quantity
which arises in the weak approximation property used in multigrid theory.
Definition 3.1. A subspace S ⊆ Kn fulfills theweak approximation property with constant K ≥ 0
if K is the smallest number s.t.
‖x − π(S)x‖22 ≤
K
‖A‖2
‖x‖2A for all x ∈ Kn . (9)
Here, π(S) denotes the ℓ2-orthogonal projection onto S.
Note that ‖x − π(S)x‖2 is the ℓ2-distance between x and the subspace S defined by
dist(S, x)2 = min
y∈S
‖x − y‖2 . (10)
Up to a scaling by the diagonal entries of A this definition coincides with the definition of the
weak approximation property found in the multigrid literature (see, e.g., [3, 4, 27, 37]). It is
called “weak” because it is only sufficient for a two-level convergence theory [27, Section 4.5]
but not for a multilevel one. Note that any subspace S fulfills a weak approximation property,
however K may be large. In order to guarantee fast twogrid convergence one is interested in
subspaces which admit a small value for K . Uniform bounds for K exist for particular families
of matrices and certain subspaces and can be directly derived from the results in, e.g., [3, 4, 27,
37]. Such families are typically different levels of discretization of a continuous operator.
To derive the bound for the effective condition number we start with the following auxiliary
result.
Lemma 3.2. Let {0} , S ⊆ Kn be a subspace and k := n− dim(S). Furthermore, let v1, . . . , vn
be a basis of Kn consisting of eigenvectors corresponding to the eigenvalues µ1 ≥ · · · ≥ µn ≥ 0
of A(I − πA(S)).
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Then the vectors v1, . . . , vk, Avk+1, . . . , Avn form a basis of K
n consisting of eigenvectors
corresponding to the eigenvalues µ−1
1
, . . . , µ−1
k
, 0, . . . , 0 of (I − π(S))A−1. Thus
σ((I − π(S))A−1) = {µ−11 , . . . , µ−1k , 0} ,
where σ((I − π(S))A−1) is the spectrum of (I − π(S))A−1.
Proof. See [25, Theorem 2.1], cf. [13, Theorem 3.24]. 
As σ(AB) = σ(BA) for general matrices A, B ∈ Kn×n we obtain the following result from
Lemma 3.2.
Corollary 3.3. Under the same assumptions as in Lemma 3.2 we have
σ(A−1/2(I − π(S))A−1/2) = {µ−11 , . . . , µ−1k , 0} .
With Corollary 3.3 we are now able to formulate the main theorem of this section.
Theorem 3.4. Let µ1 ≥ µ2 ≥ · · · ≥ µn ≥ 0 be the eigenvalues of A(I − πA(S)) and k the largest
integer s.t. µk , 0. Furthermore, let the weak approximation property (9) hold with constant K .
Then
µ1 ≤ ‖A‖2 and µk = ‖A‖2K .
And consequently the effective condition number κeff of the matrix A(I − πA(S)) fulfills
κeff ≤ K .
Proof. Wefirst show that ‖A‖2 is an upper bound for µ1 . As thematrix AπA(S) = AV(V ∗AV)−1V∗A
is positive semi-definite and thus
〈A(I − πA(S))x, x〉 = 〈Ax, x〉 − 〈AπA(S)x, x〉 ≤ 〈Ax, x〉 ,
we obtain, characterizing eigenvalues by Rayleigh quotients (see, e.g., [40]),
µ1 = max
v∈Kn\{0}
〈A(I − πA(S))v, v〉
〈v, v〉 ≤ maxx∈Kn\{0}
〈Ax, x〉
〈x, x〉 = λ1 = ‖A‖2 , (11)
where λ1 was defined as the largest eigenvalue of A.
We now prove that
‖A‖2
K
is equal to µk . From Corollary 3.3 we see that
µ−1k = max
v,0
〈A− 12 (I − π(S))A− 12 v, v〉
〈v, v〉 = maxv,0
〈(I − π(S))A− 12 v, A− 12 v〉
〈v, v〉 .
Substituting v by A
1
2w and using (I − π(S))2 = (I − π(S)) = (I − π(S))∗ yields
µ−1k = max
v,0
〈(I − π(S))w,w〉
〈A 12w, A 12w〉
= max
v,0
〈(I − π(S))w, (I − π(S))w〉
〈Aw,w〉 .
And by using the definition of the weak approximation property (9) we have that µ−1
k
= K/‖A‖2.

Remark 3.5. Theorem 3.4 can also be proven by using the spectral equivalence of the deflated
CG method and the CG method preconditioned by a V(1, 0)-cycle of a multigrid method with
a Richardson smoother with weight equal to one [38, Theorem 3.3]. Then Section 1 and
Theorem 2.1 in [26] after some algebraic simplifications, yield the above theorem.
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4 Perturbation of Deflation Subspaces
We now use Theorem 3.4 to give a bound on the effective condition number when the deflation
subspace is perturbed. This is of particular interest when the deflation subspace is spanned
by eigenvectors of the matrix A which is common practice, see e.g. [1, 6, 9, 12, 28, 33, 34].
Typically the eigenvectors corresponding to the smallest eigenvalues are unknown and need to be
approximated numerically. Thus the question arises how precisely those eigenvectors need to be
determined to achieve fast convergence of the deflated CG method. We first answer this question
for the perturbation of general deflation subspaces and later on discuss the case of deflation of
eigenvectors.
We need to quantify the perturbation of the deflation subspace to give a bound on the effective
condition number. The difference between two subspaces S and S˜ can be measured in terms of
the largest principle angle θ—also called subspace gap—between the subspaces (cf. [14, 31]),
i.e.,
‖π(S) − π(S˜)‖2 =
√
1 − cos(θ)2 = sin(θ). (12)
Thus we can measure the perturbation as the angle between the perturbed and the unperturbed
subspace. This is a suitable measure as it does not depend on the choice of the basis of the
subspace. In the following Lemma we give a bound on the weak approximation property
constant using the subspace angle θ.
Lemma 4.1. Let S ⊆ Kn and S˜ ⊆ Kn be two subspaces of the same dimension. Assume that
the space S fulfills the weak approximation property with constant K . Then S˜ fulfills the weak
approximation property with constant
K˜ ≤
(
K1/2 + sin(θ) ·
√
κ(A)
)2
,
where θ is the largest principal angle between S and S˜.
Proof. Let x ∈ Kn. Then
‖x − π(S˜)x‖2 = ‖x + π(S)x − π(S)x − π(S˜)x‖2
≤ ‖x − π(S)x‖2 + ‖π(S)x − π(S˜)x‖2 . (13)
The subspace S fulfills the weak approximation property thus the first term of (13) is bound by
‖x − π(S)‖2 ≤ K1/2 · ‖x ‖A‖A‖1/2
2
.
We can bound the second term (13) by using the subspace gap (12) to get
‖π(S)x − π(S˜)x‖2 ≤ ‖π(S) − π(S˜)‖2 · ‖x‖2 = sin(θ) · ‖x‖2
≤ sin(θ) · ‖x ‖A
λ
1/2
n
= sin(θ) · λ
1/2
1
λ
1/2
n
· ‖x ‖A‖A‖1/2
2
.
Combining the two estimates yields
‖x − π(S˜)x‖2 ≤
(
K1/2 + sin(θ) · λ
1/2
1
λ
1/2
n
)
· ‖x ‖A‖A‖1/2
2
. 
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Using Theorem 3.4 we get a bound for the smallest eigenvalue of the deflated matrix:
Theorem 4.2. Let S ⊆ Kn and S˜ ⊆ Kn be two subspaces of the same dimension. Let µk be
the smallest non-zero eigenvalue of A(I − πA(S)) and µ˜k the smallest non-zero eigenvalue of
A(I − πA(S˜)). Then
µ˜−1k ≤
(
µ
−1/2
k
+ λ
−1/2
n · sin(θ)
)2
= µ−1k + O(θ), for θ → 0 (14)
where θ is the largest principal angle between S and S˜.
Recall that Theorem 3.4 stated that the largest eigenvalue of the deflated matrix is smaller than
the largest eigenvalue of the original matrix A. Thus in combination with Theorem 4.2 this gives
an estimate for the effective condition number.
We now turn our attention to the special case where S˜ is spanned by inexact eigenvectors.
Recall that we defined q1, q2, . . . , qn to be an orthonormal basis of eigenvectors of the matrix A,
s.t. λ1 ≥ λ2 ≥ · · · ≥ λn are the corresponding eigenvalues. Furthermore, let S be the space
spanned by the eigenvectors corresponding to the (n− k) smallest eigenvalues, i.e., S = rangeV ,
where
V = [qk+1 |qk+2 | . . . |qn] .
To apply Theorem 4.2 we now determine the value for K , such that the weak approximation
property (9) for S is fulfilled. Let x ∈ Kn be given and x = ∑ni=1 ξiqi its expansion in terms of
the orthonormal eigenvectors qi of A. Then the orthogonal projection π(S)x of x onto S fulfills
π(S)x = ∑ni=k+1 ξiqi and thus
‖x − π(S)x‖22 = ‖
k∑
i=1
ξiqi +
n∑
i=k+1
(ξi − ξi)qi ‖22 =
k∑
i=1
|ξi |2 .
This yields
‖x‖2A =
n∑
i=1
|ξi |2λi ≥
k∑
i=1
|ξi |2λi ≥ λk
k∑
i=1
|ξi |2 = λk ‖x − π(S)x‖22 . (15)
Hence the weak approximation property (9) holds with K ≤ ‖A‖2
λk
=
λ1
λk
. This is also the smallest
possible constant that fulfills the weak approximation property as (15) is an equality for x = qk .
Thus K =
λ1
λk
. Using Theorem 3.4 we obtain κeff ≤ λ1λk . Furthermore it is known that κeff =
λ1
λk
(see, e.g. [9, Section 1]) hence our bound is sharp.
Now we are in the position to formulate a new result concerning the deviation of the effective
condition number from
λ1
λk
due to inexact eigenvectors. We apply Theorem 4.2 and Theorem 3.4
to obtain the following proposition.
Proposition 4.3. Let q1, . . . , qn be an orthonormal basis of eigenvectors corresponding to the
eigenvalues λ1 ≥ · · · ≥ λn ≥ 0 of A and let the subspace S := span{qk+1, . . . , qn}. Then the
effective condition number of the deflated system with respect to the deflation subspace S˜ fulfills
κeff ≤
(√
λ1
λk
+
√
λ1
λn
· sin(θ)
)2
=
λ1
λk
+ O(θ) , for θ → 0 , (16)
where θ is the largest principal angle between S and S˜.
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Proposition 4.3 shows that the effective condition number deviates asymptotically linearly
from the unperturbed effective condition number. In addition it indicates that the accuracy of the
deflated eigenvectors should increase linearly with the condition number if we aim at keeping
the effective condition number within a given factor of its optimal value
λ1
λk
.
Remark 4.4. For some applications the largest principal angle is not a natural measure for the
perturbation of the deflation subspace. Under the following assumption there is a simple bound
for the largest principal angle. Let V ∈ Kn×n−k with orthonormal columns and S := rangeV .
Furthermore, let E ∈ Kn×n−k and S˜ := range(V +E). Then the largest principal angle θ between
S and S˜ fulfills
sin(θ) ≤ ‖E ‖2 .
In other words if the deflation subspace is given by an orthonormal basis and we can bound the
norm of the difference of this orthonormal basis and a basis of the perturbed deflation subspace
then we can bound θ.
Proof. We have [36, Theorem 5.5], [18, I. Theorem 6.34] that
sin(θ) = ‖π(S) − π(S˜)‖2 = ‖(I − π(S˜))π(S)‖2 .
It then follows that
sin(θ) = max
‖x ‖=1
x∈S
min
y∈S˜
‖x − y‖2 ≤ max‖x ‖=1
x∈S
‖x − (V + E)V ∗x‖2 .
Every x ∈ S with ‖x‖ can be written as x = V z with ‖z‖ = 1. Thus
sin(θ) ≤ max
‖z ‖=1
‖V z − (V + E)V ∗V z‖2 = max‖z ‖=1 ‖V z − V z + Ez‖2
= max
‖z ‖=1
‖Ez‖2 = ‖E ‖2 . 
5 Accuracy of the Deflating Projection
The deflated CG method involves the solution of the inner linear system
(V∗AV)zi+1 = V∗Ari+1 (17)
in every iteration. In the situation where S is of large dimension, it can be desirable to solve the
inner system (17) inexactly by an iterative method, the inner iteration. This is for example the
case when many eigenvectors are to be deflated, or, more generally when the deflation subspace
is large (and represented by a basis of sparse vectors thus making the use of an inner iteration
more attractive, see [9, 20]). In this context, it has been observed in [22] that deflation methods
are quite sensitive to the accuracy of the inner iteration.
Given a stopping criterion for the outer iteration, i.e.,
‖ri‖2 ≤ τ ‖b‖2 =: ε (18)
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for some 0 < τ ≪ 1, we now want to specify a stopping criterion for the inner iteration which is
of the form
‖rci ‖2 ≤ τc ‖bc‖2 . (19)
The experiments in [22] suggest that it is sufficient to set a fixed tolerance
τc = ε · c with 0 < c ≤ 1. (20)
In our experiments we observed that this accuracy requirement is only crucial for the first
iterations and can be relaxed later on. This can be explained by the theory for inexact Krylov
subspace methods from [30, 8] as follows.
We first observe that within the deflated CG method the matrix A(I − πA(S)) is only used to
compute matrix vector products, requiring the solution of the inner system (17). Due to the fact
that the deflated matrix can be written as
A(I − πA(S)) = A − AV(V∗AV)−1V∗A .
We can interprete the inexact calculation of (V ∗AV)−1 as the inexact matrix vector product by
replacing
(V ∗AV)−1 by (V∗AV)−1 + ∆i
for some perturbation matrix ∆i—different in every iteration. Then
A − AV((V ∗AV)−1 + ∆i)V∗A) = A − AV(V ∗AV)−1V∗A − AV∆iV∗A︸      ︷︷      ︸
=:Ei
= A(I − πA(S)) − Ei .
Hence, the inaccurate solution of (17) is essentially equivalent to an inaccurately computed
matrix vector product. (For a more general treatment of the perturbation of projections see [35].)
We start our discussion by considering the full orthogonalization method (FOM) [29] which
is equivalent to CG in exact arithmetic. (The first vector should be computed with full accuracy.)
Assume we run FOMwhere the ith matrix vector product is replaced by a product with the matrix
A(I − πA(S)) − Ei . According to [30] the method converges to the desired tolerance ε if
‖Ei ‖ < C 1‖ri ‖ ε
for some constant C > 0 (see also [8]) and it has been observed in [2] that the rate of convergence
does not change by much even when choosing C = 1.
In particular we obtain due to ‖Ei ‖ ≤ ‖AV ‖2 · ‖∆i ‖ that the norm of Ei is bounded by a
factor proportional to the norm of ∆i. In turn the norm of ∆i can be bounded by a value that is
proportional to the error in the computation of (V ∗AV)−1bc and this error can be bounded by a
value proportional to the norm of the residual. Hence there exists a constant c > 0 such that
τc = c 1‖ri ‖ ε
is sufficient for FOM to converge to the desired tolerance. We will refer to this as the adaptive
tolerance, where ri is the residual of the outer iteration.
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Equation (5) means that the relative tolerance for the inner iteration can be relaxed while the
outer iteration advances.
In exact arithmetic FOM is equivalent to the CG method. When using inexact CG the loss of
orthogonality can become a problem. Thus additional orthogonalization might be required as in
the flexible CG method [24].
6 Numerical Experiments
This section contains numerical experiments to illustrate the developed theory and the quality of
our convergence estimates. We use the following three test matrices called Simple, Poisson and
NOS1.
Simple The Simple matrix is the diagonal matrix A = diag(10−2, 1, . . . , 1) ∈ R100×100 with
eigenvalues λ100 = 10
−2 and λ1 = · · · = λ99 = 1.
The convergence rate of the (deflated) CG method is invariant under simultaneous unitary
transformations of the matrix, right hand side, and initial guess. Thus without loss of
generality we can consider diagonal matrices.
The condition number of the Simple matrix is 100. If the deflation subspace is spanned by
the eigenvector corresponding to the smallest eigenvalue e1 then the condition number of
the deflated matrix is 1. Any deflation subspace that is orthogonal to e1 yields an effective
condition number of 100.
If we pick a perturbation orthogonal to e1 and increase its size step by step, the condition
number should gradually go from 1 to 100. This will give us a first impression of the
behavior of the bounds.
Poisson The Poisson(N)matrix is the N2×N2 matrix arising from the finite element discretiza-
tion of Poisson’s equation using quadratic bilinear elements on a uniform N × N grid. It
is one of the simplest, non-trivial matrices that appear in real world applications.
NOS1 The NOS1 matrix is the 237 × 237 matrix from [21]. According to its description, it is a
“finite element approximation to [the] biharmonic operator on a beam with one end free
and one end fixed.” We choose this as our third example as it has a large condition number
of about 2 · 107.
From the different mathematical equivalent formulations of the deflated CG method [12] we
chose the one from Saad, Yeung, Erhel and Guyomarc’h [28]. Throughout this section we refer
to the optimal condition number as the effective condition number of the deflated matrix for the
unperturbed subspace S. We refer to the original condition number as the condition number of
the matrix A. We refer to the effective condition number as the effective condition number of the
deflated matrix for the perturbed subspace S˜. Analogously the optimal, original and effective
smallest eigenvalues is the smallest non-zero eigenvalue of A(I − πA(S), A and A(I − πA(S˜)),
respectively.
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Figure 1: Estimated and computed effective condition number for the Simple (left) and
Poisson(31) (right) matrix as a function of the principal angle θ.
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Figure 2: Estimated and computed effective condition for the Poisson(31) matrix, deflating
100 eigenvectors, (left) and NOS1 matrix, deflating 25 eigenvectors, (right) as a func-
tion of the principal angle θ.
6.1 Perturbation in Eigenvector Deflation
In this section we illustrate the perturbation theory from Section 4. We denote the eigenvalues of
the matrix A under consideration by λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0 with corresponding eigenvectors
q1, . . . , qn.
First, we consider the Simple matrix and choose S = span{qn}. We choose the perturbation
vector E = αqn−1, α ∈ R, thus S˜ = span{qn + αqn−1} is the perturbed deflation space. This
choice of perturbation has a large impact on the effective condition number. Thus it will illustrate
the sharpness of the developed bound. We compute the effective condition number of the matrix
A(I − πA(S˜)) and the estimate from Section 4. The results are given in the left part of Figure 1.
Here the graph “effective” shows the effective condition number, the graph “eff. est.” shows the
value from (16). We note that the estimate recovers the behavior of the actual effective condition
number quite well.
We run the same test for the Poisson(31) matrix and report the results in the right part
12
40.5
56.7
79.4
111.1
155.6
217.8
1e-12 1e-09 1e-06 0.001 1 1000
co
n
d
it
io
n
n
u
m
b
er
θ
poisson-31 (randn) k=4
effective
eff. est.
optimal
original
Figure 3: Estimated and computed effective condition for the Poisson(31) matrix, 4 eigenvectors
and a random perturbation as a function of the principal angle θ.
of Figure 1. Qualitatively the results are very similar to those for the matrix Simple with
the difference between the estimate and the effective condition number being slightly larger.
Deflating the eigenvectors corresponding to the k smallest eigenvalues, i.e., the subspaces S =
span{qn−(k−1), . . . , qn} and E = α
[
qn−2(k−1) | . . . |qn−(k−1)−1
]
yields similar results as shown
in Figure 2; we choose a deflation subspace consisting of approximately n/10 eigenvectors
corresponding to the smallest eigenvalues of the Poisson(31) and the NOS1 matrix, respectively.
The perturbations chosen so far had a relatively large effect on the effective condition number.
To illustrate that we conduct a test with a random perturbation matrix E = αR. In here the
entries of R are normally N(0, 1) distributed random numbers. In Figure 3 we can see that the
theoretical bound is not as sharp as in the previous examples, but the qualitative behavior is again
captured.
Based on the convergence bound (8) of deflated CG one can easily derive an estimate for the
number of iterations deflated CG requires to reduce the ℓ2-norm of the residual to a prescribed
tolerance τ in terms of κeff . To this extend first observe that due to (8)
‖ri ‖2 ≤ 2
√
κ
(√
κeff − 1√
κeff + 1
) i
‖r0‖2 for i = 0, 1, 2, . . .
and thus
i ≥ log(τ/(2
√
κ))
log((√κeff − 1)/(√κeff + 1))
to reduce the ℓ2-norm of the residual by a factor of τ.
In order to illustrate that our bound for κeff can be used as a tool to set the required accuracy of
eigenvectors used in the deflation subspace, we report in Figure 4 the number of iterations deflated
CG required to converge as a function of the perturbation of the smallest k = 50 eigenvectors. As
one can see the estimate gives a fairly good idea about the accuracy requirement, i.e., it correctly
captures the steep increase of the number of iteration. We stop the iteration when the norm of
the residual is reduced by a factor of 106.
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Figure 4: Number of iterations of the deflated CG method for the Poisson(31) matrix in de-
pendence of the size of the perturbation. Deflation of the 50 smallest eigenvectors.
Reduction of the norm of the residual by a factor of 10−6.
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Figure 6: The relative error of the eigenvalue bound from [13, Lemma 3.30] and Proposition 4.3
for the Simple (left) and Poisson(31) (right) matrix.
As a final experiment we consider a deflation subspace that is not directly spanned by eigen-
vectors. We consider the Poisson(30) matrix and construct V as described in [20]. That is, we
take eigenvectors to the smallest two eigenvalues and “chop” them up over 2 × 2 aggregates, i.e.,
the 30 × 30 grid is divided into 2 × 2 blocks and the 152 · 2 columns of V are simply the entries
of the eigenvectors restricted to these blocks. The perturbed basis V˜ is obtained by repeating
the same procedure with the same eigenvectors that are perturbed by two scaled N(0, 1) random
vectors. In Figure 5 we show the estimate for µ−1
k
together with the actual µ−1
k
in dependence of
the largest principal angle between the subspace spanned by the columns of V and V˜ . Again we
see that the qualitative behavior is captured well by the estimate, but as expected the gap between
estimate and actual value of µ−1
k
is larger than in the cases where V is built of orthonormal
vectors.
In [13, Lemma 3.30] a bound for the difference of the eigenvalues of the deflated matrix in
the perturbed and in the unperturbed case is given. If the effective condition number of the
unperturbed deflated matrix is known then a bound for the effective condition number in the
perturbed case is easily derived. We compare this bound with the result from Proposition 4.3.
To this extend we compare the relative error, i.e.,
|bound − κeff |
κeff
.
of the two bounds in Figure 6. The bound of [13] is better than the bound from Proposition 4.3
for the Simple matrix. For the Poisson(31) matrix the situation is the other way around.
6.2 Accuracy of the Inner System
We now consider the Poisson(31) matrix and choose the columns of V as the 200 eigenvectors
corresponding to the smallest eigenvalues of the Poisson(31) matrix. In Figure 7 we show
the convergence of the deflated CG iteration for varying inner accuracy requirements, i.e., the
accuracy of the solution of V∗AVe = V∗Ar approximated by an inner CG iteration. The left hand
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Figure 7: Deflation of 200 eigenvectors of the Poisson(31) matrix with fixed (left) and adaptive
(right) inner tolerance.
side of the figure shows the norm of the residual for different choices of τc in (19); the right hand
side shows these norms for different choices of τc ‖ri ‖2; see (5).
From the discussion in section 5 we expect that the adaptive tolerance (5) will produce similar
results to the fixed one (20) and this can indeed be observed in Figure 7. Choosing the tolerance
adaptively produces even slightly better results.
In numerical experiments for other choices for the deflation subspace V which we do not report
here, we observed no qualitative difference of the two choices for the inner tolerance criterion.
Motivated by this observation we run the same test again using the adaptive tolerance (5) as
the stopping criterion and monitor the number of inner iterations in each outer iteration. We
choose c = 0.1 and solve to a tolerance of τ = 10−6. As the results in Table 1 show, less and
less iterations of the inner CG method are needed when the outer iteration advances and the
adaptive tolerance is used. For the fixed tolerance a high number of inner iterations is required
throughout the whole outer iteration. We note that the convergence is not distinguishable from
the case where an exact inner solve would be performed.
7 Conclusions
Wehave shown that to get an optimal convergence rate of the deflated CGmethod the eigenvectors
only have to be computed to a limited accuracy. This is particularly interesting in situations
where a linear system has to be solved for many right hand sides and the additional overhead
of computing approximations, e.g. by using ARPACK [19], of the smallest eigenvectors can be
compensated. This is for example the case when computing rational approximations of matrix
functions [10] or in the computation of expectation values in statistical physics, e.g., Lattice
Gauge theory [11].
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Table 1: Number of inner iterations for both tolerance selection strategies (τ = 10−6, c = 0.1).
It. ‖ri ‖2 Inner-It.
Fixed Adaptive
0 8.21 · 100 35 35
1 1.15 · 100 27 27
2 2.15 · 10−1 27 24
3 3.93 · 10−2 27 20
4 6.41 · 10−3 27 16
5 1.13 · 10−3 27 11
6 1.96 · 10−4 27 8
7 3.25 · 10−5 27 4
8 5.70 · 10−6 27 2
9 9.15 · 10−7 27 0
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