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1 Introduction
Content-based image retrieval has been a matter of much attention and literature in the last
decade [13]. Distinct goals may be distinguished. On the one hand, one may aim at identifying
various occurrences of a single physical scene or object, making for variability of appearance
[24]. On the other hand, there exists numerous needs where the target images is not initially
accurately expressed, either because they are difficult to express, or because the user rather
wants to explore the content of an unknown image collection. Our paper fits this latter setting,
in related to a surveillance need. More precisely, our goal1 is provide a scheme that assists
a human operator to monitor the flow of images travelling through network routers from/to
a set of users that have previously identified as suspect. The elementary solution, involving
display of all images, proves too tedious for the operator, thus an organized and more concise
view is sought. We hence put forward a solution based on the following principles :
• the image set is organized into groups of visually similar groups, supplying a graph where
image groups are nodes and vertices reflect inter-group similarity. Fig. 1 summarizes this
phase;
• the collection is displayed in a way that reveals its visual structure, by means of the
abovementioned graph. Fig. 7 supplies an example screenshot.
A major point of the contribution is that the algorithmic solutions proposed for clustering
and visualization are can efficiently accommodate change in structure due to time-varying
image collections or user feedback via the interface, i.e. low computational cost and temporal
consistency of the structure is ensured.
The novelty of the system is not in the image features that are extracted, hence their
description are reported with the experimental results. Rather, we select the setting of mixture
models in a multivariate feature space for describing images, and the contribution operates in
this context, which can in practice capture the probability distribution of feature in many
applicative situations.
For instance in [9], the authors modeled color and texture segments with a Gaussian mix-
ture. Users can build a query by choosing significant segments from an image, obtaining sorted
relevant results from the database. The framework presented in [11] is closer to our work in
that it builds a local cluster structure in the neighborhood of a query image. In [27], authors
1This work is funded under the ANR Safeimage/Systems and Tools for Global Security programme, in
partnership with Alcatel-Lucent.
2
..........
Image grouping : KL-based clusters 
+ variational centroid estimates
..........
..........
Graph visualisation and retroaction 
on number of clusters
Figure 1: Summary of the proposed approach : for each image, a mixture model is estimated.
Then, images are grouped via variational-Bayes parameter-based clustering among mixture
models, in an unsupervised fashion. A graph of visually similar images groups is finally built,
based on distance between centrod densities of these groups. As new images flow in, the
cluster structure may be updated at low cost, as updates only rely on a concise set of model
parameters rather than low-level image features. Layout and interaction with the graph are
discussed further down in the paper.
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rely on appropriate choice of salient features and vector quantization learning to assess hier-
archical classification of images in a number of predefined semantic classes (indoor/outdoor,
landscape/city, etc...). Our contribution rather proposes a method to cluster a set of images,
which is about discovering some information and structure in an unstructured and unlabeled
data set. Our clustering algorithm operates on Gaussian mixtures (i.e. a Gaussian mixture
being an item to cluster), and to our knowledge, clustering of continuous densities has been
little addressed in the literature.
In the present work, user feedback does not appear in terms of improving a query, but
rather capture user’s intentions regarding the classifier itself. This pertains to semi-supervised
learning techniques. Only few examples will be presented here, for a more comprehensive
survey see [10]. Nigam et al. [25] initialize their cluster structure with a set of user-labeled
examples, and estimate a mixture model on whole data using EM algorithm. Basu et al.
[4] model constraints with hidden Markov random fields, and describe a modified objective
function for the k-means clustering algorithm [23] that takes these constraints into account.
Their scheme also includes a learning step for a flexible distortion measure.
To reduce the cognitive load of the user, we only show, at the beginning of the visualization
process, the evolution of the distance between each cluster. We construct a complete graph
where nodes represent clusters. To give users an explicit view to the content of each cluster, and
meanwhile limit the amount of information on the screen, each nodes displays few thumbnails
of its most representative images. The weights of edges relate directly to the distance between
clusters. During the clustering process, as the number of clusters and the distance between
clusters evolve, the graph is updated accordingly by a spring based algorithm [19, 15].
Visualizing a complete graph is a difficult task. However, since the number of cluster
produced by our algorithm is relatively small (maximum 20 clusters), we allow the user to
set a distance threshold for edge filtering, as long as the graph remains connected. We also
let the user interact with the visualization by viewing all the images of a cluster, rotating the
visualization in order to better understand the relations between clusters, and provide feedback
to the clustering algorithm by removing or adding nodes.
The remainder of this paper is organised as follows. In section 2, we describe mechanisms
and baseline algorithms used to build clusters from an image set. In section 3, we expose a
dynamic visualization system that provides user-appealing interaction with the cluster struc-
ture. Section 4 contains some experimental evaluations on a real image set. Finally, in section
5 we draw some conclusions and perspectives.
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2 Clustering a set of images
This task is composed of two successive phases : choosing appropriate image features, and
designing an image grouping technique that runs on these representations. We first introduce
a joint spatial and color feature space on image pixels. Pixels from a single image will then
be modeled by a Gaussian mixture fitted with the Variational Bayesian EM algorithm [1, 6].
This procedure addresses the choice of a relevant number of components. Then we propose an
iterative image grouping algorithm. Akin to k-means, it requires computation of cluster centers.
As the items we want to cluster are represented by Gaussian mixtures, the most immediate
way to do so would be a direct average of all the Gaussian mixtures forming a cluster. As this
will quickly lead to a great number of components, and consequently a high computational
cost for the distances of images w.r.t. their current center, we disclose a variational Bayesian
procedure for Gaussian mixture reduction that will build an approximation of the true mean.
This method is a novel derivation of the above mentioned Variational Bayesian EM algorithm.
The intrinsic properties of the baseline method permit us to reduce a Gaussian mixtures input
set to the most sensible low complexity model. This reduction is computationally efficient, and
obtained centroids allow faster computations for the distances.
2.1 Image representation
Rather than the classic (R,G,B) color space, we will use (L,a,b), as the latter is known for
good perceptual properties, leading to meaningful distances [16, 30]. To preserve spatial orga-
nization, we add pixel coordinates, thus obtaining the 5-dimensional feature space (L,a,b,x,y).
Clustering a set of images using pixel wise dissimilarities is intractable. Instead we adopt
a more parsimonious approach, and represent an image by fitting a Gaussian mixture in the
feature space defined above. While reducing data set size, doing so is equivalent to building
groups of homogeneous pixels, and building a similarity measure on such abstractions is sensible
[16, 28]. Fitting a GMM on a data set is classically achieved with EM algorithm [14] for the
estimation of a maximum likelihood solution. Since this method alone cannot determine the
number of components in the mixture, we usually apply complexity-related penalty terms.
Variational estimation is a more efficient procedure, enabling the Bayesian estimation of a
model and a relevant number of components in the same process [12]. This technique has been
widely applied to point-wise data clustering [1, 6]. We actually use this framework twice in this
paper : in the classical, point-wise case, for modeling a single image; then in an extension, which
we propose as a contribution, involved in grouping images.we recall here its main principles.
We consider a set of d-dimensional data vectors X = (x1, . . . , xn)
T , to which we attempt
5
to fit a probabilistic model parameterized by θ. For a Gaussian mixture, this parameter set
defines the following distribution :
p(xn | θ) =
K∑
k=1
ωkN (xn | µk,Λ
−1
k ) (1)
where ωk, µk and Λk are respectively the weight, mean vector and precision matrix for the
component θk, and the full parameter set is denoted by θ = {θk}. We also define the following
lightweight notations: Ω = {ωk}, µ = {µk} and Λ = {Λk}. The ωk are under the constraint∑
k ωk = 1.
Under i.i.d. assumption for X, we can conveniently decompose the global distribution:
p(Z | Ω) =
N∏
n=1
K∏
k=1
ωk
znk (2)
p(X | Z, µ,Λ) =
N∏
n=1
K∏
k=1
N (xn | µk,Λ
−1
k )
znk (3)
where Z is a set of binary variables denoting the component from which each element of X
originates, i.e. znk = 1 ≡ xn i.i.d. from θk. The variational approach applied on the context of
a Gaussian mixture consists in defining a variational distribution :
q(Z,Ω, µ,Λ) = q(Z)q(Ω)
∏
k
q(µk,Λk) (4)
The purpose of the method is to maximize a lower bound to the constant marginal like-
lihood ln p(X), which is equivalent to minimize KL(q(Z,Ω, µ,Λ) ‖ p(Z,Ω, µ,Λ | X)), where
p(Z,Ω, µ,Λ | X) is the true posterior distribution. This formulation leads to the following
general result for the optimal form q∗:
ln q∗j = Ei6=j[ln p(X,Z,Ω, µ,Λ)] + const (5)
where i, j ∈ {Z,Ω, µ,Λ}, and Ei6=j denotes an expectation w.r.t. the i 6= j terms.
For a fully Bayesian treatment, we need to define prior distributions over the parameter
set. The associated functional forms are chosen so that p(Ω) and p(µ,Λ) are conjugates of
p(Z|Ω) and p(X|Z, µ,Λ).
p(Ω) = Dir(Ω|α0) = C(α0)
∏
k
ωα0−1k (6)
p(µ,Λ) = p(µ|Λ)p(Λ) =
∏
k
N (µk|m0, (β0Λk)
−1)W(Λk|W0, ν0) (7)
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Figure 2: Graphical model associated with the variational Bayesian framework
where C(.) is a normalization constant, W(.|., .) is the Wishart distribution, and m0, β0,
W0 and ν0 are hyper parameters.
As suggested by the graphical model (see figure 2), we have all the elements needed to
define the joint distribution :
p(X,Z,Ω, µ,Λ) = p(Ω)p(Z|Ω)p(µ,Λ)p(X|Z, µ,Λ) (8)
This joint distribution is used to apply formula (5) for each parameter and latent variable.
We obtain inter dependent estimates. Alternative updates to these estimates implements a
pseudo EM algorithm [1, 6]. We note that an appropriate choice for the Dirichlet parameters
(α0 < 1) influences some components to play no role in the model. Such a component (let’s call
it k) is detected by controlling that αk is significantly different from α0, and it can be eventually
deleted from the final model. Doing so we keep only relevant components, automatically
addressing the choice of a good number of components.
2.2 Iterative grouping of Gaussian mixtures
2.2.1 Building image set representatives
In the previous section, we described the feature set and procedure used to obtain a mix-
ture model as a representation for each image. We now introduce a derivation of the classic
variational procedure that takes a Gaussian component set as input.
Let us consider an arbitrary mixture defining L components, with parameters θ′ = {Ω′, µ′,Λ′}.
We then assume that X and Z were i.i.d sampled from this distribution. It is therefore possible
to regroup X according to the component from which its data was drawn. It leads us to the
following formalism : X = {xˆ1, . . . , xˆL} with card(X) = N, xˆl = {xi | zil = 1} and card(xˆl) =
ω′lN . Let us express (2) and (3) w.r.t this formalism. To achieve tractability, we make the
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following assumption : ∀xi ∈ xˆl, zik = const = zlk. Thus we can rewrite expression (3) as
follows :
p(X | Z, µ,Λ) =
K∏
k=1
L∏
l=1
p(xˆl | Z, µk,Λk)
zlk (9)
p(X | Z, µ,Λ) =
K∏
k=1
L∏
l=1

ω′lN∏
i=1
N (xli | µk,Λ
−1
k )


zlk
(10)
ln p(X | Z, µ,Λ) =
K∑
k=1
L∑
l=1
zlk

ω′lN∑
i=1
lnN (xli | µk,Λ
−1
k )

 (11)
For N sufficiently large, we can make the following approximation :
ω′
l
N∑
i=1
lnN (xli | µk,Λ
−1
k ) ≃ ω
′
lNEµ′l,Λ′l
[
lnN (x | µk,Λ
−1
k )
]
(12)
This statement is known as virtual sampling, and was introduced in [29, 28].
The expectation may be explicited :
Eµ′
l
,Λ′
l
[
lnN (x | µk,Λ
−1
k )
]
=
∫
N (x | µ′l,Λ
′−1
l ) lnN (x | µk,Λ
−1
k ) dx (13)
Eµ′
l
,Λ′
l
[
lnN (x | µk,Λ
−1
k )
]
= −KL
(
N (x | µ′l,Λ
′−1
l ) ‖ N (x | µk,Λ
−1
k )
)
−H(N (x | µ′l,Λ
′−1
l ))
(14)
with KL(q0 ‖ q1) the KL divergence of q1 from q0 and H(q0) the entropy of q0. These two
terms benefit from closed-form expressions [7]. Thus by reinjecting (14) into (12), and then
(12) into (11), we obtain the convenient following expression for p(X | Z, µ,Λ):
ln p(X | Z, µ,Λ) = N
K∑
k=1
L∑
l=1
zlkω
′
l[
−KL
(
N (x | µ′l,Λ
′−1
l ) ‖ N (x | µk,Λ
−1
k )
)
−H(N (x | µ′l,Λ
′−1
l ))
] (15)
ln p(X | Z, µ,Λ) = N
K∑
k=1
L∑
l=1
zlkω
′
l[
1
2
ln det Λk −
1
2
Tr(ΛkΛ
′−1
l )−
1
2
(µ′l − µk)
TΛk(µ
′
l − µk)−
d
2
ln(2π)
] (16)
Thus with our adaptation the likelihood term depends solely on θ′. The formalism change
also has consequences on (2) : as we previously stated that zlk = znk ∀xn ∈ xˆl, we can write :
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p(Z | Ω) =
N∏
n=1
K∏
k=1
ωznkk =
L∏
l=1
K∏
k=1
ω
Nω′
l
zlk
k (17)
Variational update equations are partially based on moments evaluated w.r.t p(Z) and
p(X) [6]. Therefore cascading consequences occur relatively to the classical VBEM algorithm.
Normalized estimates {rnk} for q
∗(Z) are obtained through the calculation of the unnor-
malized log estimates ln ρnk. According to equation (17), q
∗(Z) will now be factorized over
L. Combining the classic variational Bayesian formulation with (16) and (17) leads to this
estimate :
ln(ρlk) =
Nω′l
2
(2E[lnωk] + E[ln det Λk]− d ln(2π))
−
Nω′l
2
(
Eµk,Λk
[
Tr(ΛkΛ
′−1
l ) + (µ
′
l − µk)
TΛk(µ
′
l − µk)
]) (18)
The moment w.r.t µk and Λk is easily evaluated to give
d
β k
+νk
[
Tr(WkΛ
′−1
l ) + (µ
′
l −mk)
TWk(µ
′
l −mk)
]
.
Applying formula (5) jointly with our adaptation also leads to modified update estimates for
θ. These are given hereunder :
αk = α0 +
∑
l
Nω′lrlk (19)
βk = β0 +
∑
l
Nβ′lrlk (20)
mk =
1
βk
(
β0m0 +
∑
l
Nω′lrlkµ
′
l
)
(21)
W−1k = W
−1
0 + β0m0m
T
0 − βkmkm
T
k +
∑
l
Nω′lrlk(µ
′
lµ
′T
l + Λ
′−1
l ) (22)
νk = ν0 +
∑
l
Nω′lrlk (23)
The classical variational algorithm is known to monotonically decreases the KL distance
between the variational pdf and the true posterior [6]. This is equivalent to maximizing the
lower bound of the complete likelihood. As we can compute this lower bound, and as this
bound should never decrease, we can test for convergence by comparing two successive values
of the bound. Only terms of the bound that depend on Z or X are impacted, resulting in the
following changes :
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E[ln p(X | Z, µ,Λ)] =
1
2
∑
k
∑
l
Nω′lrlk[
ln Λ˜k −
d
βk
− νk[Tr(WkΛ
′−1
l ) + (µ
′
l −mk)
TWk(µ
′
l −mk)]
] (24)
E[ln p(Z | Ω)] =
∑
l
∑
k
Nω′lrlk ln ω˜k (25)
Now consider θ′ was built by grouping several images, i.e. several Gaussian mixtures. We
previously saw that the variational procedure minimizes the KL divergence loss of the posterior
distribution w.r.t. the variational distribution. KL divergence is a commonly used dissimilarity
measure for Gaussian mixtures, specifically for content-based image retrieval systems using
mixtures as image representations [16, 18]. As the estimation takes model complexity into
account, we obtain the closest posterior low-complexity model w.r.t. the overall input model.
Therefore, the obtained model is roughly a centroid for the input images.
2.2.2 Iterative local minima search
Let the criterion to optimize be the sum of KL divergences of individuals w.r.t. centroids
(further denoted as the distortion). We disclose the following iterative algorithm for local
minima search relatively to this criterion :
(1) Input : N individuals, number of centroids k
(2) Initialisation : choose k centroids from individuals
(3) while change in assignments do
(4) Assign images to classes :
(5) assignment(fn) = argminiKLUT(fn ‖ gi)
(6) Update class representative density :
(7) compute ”average” density with method introduced in section 2.2.1
(8) endwhile
Figure 3: Iterative algorithm for local minima search
We saw in the previous section how to represent images by Gaussian mixtures, and how
to obtain representatives from a group of Gaussian mixtures. In other words we have an
implementation for the update step. Image-to-class assignments rely on minimizing the den-
sity ”distance” between the image and the current class representative, as evaluated by the
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Kullback-Leibler divergence between these distributions. Since the densities to be compared
both take the form of a Gaussian mixture model, let us discuss its practical computation. As
no exact closed-form exists, we seek a trade-off between computation cost and accuracy. A
general solution is to resort to Monte-Carlo sampling, but its high computation cost, especially
in high-dimension spaces precludes its usage when efficiency is sought. A crude approximation
proposed in [17] consists in matching the closest Gaussian components between the two mix-
tures and approximating the complete divergence as the sum of divergence within these pairs
of Gaussians, as this may be an existing closed-form. A more accurate option, which we retain
for our present scheme, is based on the unscented transform [16], denoted by KLUT. We recall
here the principles of this approximation. Usually, with random sampling, we approximate KL
divergence as following :
KL(q‖p) =
∫
q(x) ln
q(x)
p(x)
dx ≈
∑
X
ln
q(xi)
p(xi)
(26)
where X = {x1, . . . , xn} is a sample generated by q(x). The idea behind unscented trans-
form is to choose a reduced set of informative points instead of a fully random sample.
Let us consider q(x) = N (x|µ,Σ). We perform the eigen value decomposition of Σ, giving
Σ = UDUT , with the eigen vectors set U = (U1, . . . , Ud), and the eigen values diagonal matrix
D = diag(λ1, . . . , λd).
A set of 2d+ 1 points is then chosen as following :
xi = µ+
√
λiUi i = 1, . . . , d (27)
xd+i = µ−
√
λiUi i = 1, . . . , d (28)
x2d+1 = µ (29)
This set of points can be used in formula 26. Now if q(x) is a Gaussian mixture, we obtain
an approximation by involving the mixture weights in the expression :
KLUT(q‖p) ≈
1
2d+ 1
K∑
k=1
ωk
2d+1∑
i=1
ln
q(xi,k)
p(xi,k)
(30)
where {xi,k} is the set of points obtained from the k-th Gaussian component of q.
Evaluations showed it performs much better than the matching based approximation, at
a reasonable computational cost. The convergence aspect must be handled carefully : in our
scheme, the true distortion, that is defined over the true KL divergences, is guaranteed to
decrease at each step. However, as we resort to an approximation, this might not be true in
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exceptional cases. In other words, the true distortion might decrease while the approximate
might not, hence we chose here assignments changes as convergence criterion.
In general, KL divergence is not symmetric, i.e. KL(q‖p) 6= KL(p‖q). In information
theory, KL(q‖p) measures the expected loss of coding with p a sample generated by q. In
the variational Bayesian scheme, we seek a distribution q that is likely to have generated an
observed sample. Practically, by minimizing KL(q‖p) we obtain a distribution able to generate
samples that are very close to the observed sample. In our clustering algorithm, as suggested
by the original k-means algorithm, we minimize a distortion measure. In other words, each
individual fn is assigned to a representative gi so that the loss of coding fn with gi is as low
as possible, i.e. we minimize KL(fn‖gi).
2.3 On-line data processing
Now let us consider the case of on-line data, i.e. a stream of incoming data. As, in this context,
it is a priori impossible to store and process an entire data set, we need a strategy to discard
stale data. The sliding window model is a classic solution for this purpose [3]. The basic idea
here is to define a window size N , which will contain the N most recently received elements.
Elements that are no longer included in this interval are discarded.
Since the computation of the pseudo-centroids is not based on averaging in a Euclidean
space (see section 2.2.1), we can not use update formula like suggested in [8]. Instead, at
each time a new data item arrives, we should recompute all centroids and assignments until
convergence. To limit this cost, and still aim at finding a local minimum, we monitor the total
distortion. When the variation of this distortion is decreasing (i.e. sign of second derivative is
changing), we start processing the next item.
This gives rise to an incremental algorithm (figure 4).
3 An interactive visualization of clusters
Our clustering method can be used in an incremental way in order to cluster large image
databases. But in this context, it can be quite difficult to interpret the stream of results given
by the algorithm and to interact with it. We propose to provide to the user a visualization
method that summed up what happened in the clustering process and let him interact with
the clustering algorithm.
In this context we will only visualize clusters, and its most representative individuals (im-
ages in this case), with the relative distance between them in order to simplify the visualization.
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(1) Input : N individuals, number of centroids k
(2) Initialisation : k centroids = k first individuals
(3) while incoming data do
(4) Add item at first position in the window
(5) if window full then
(6) remove oldest item
(7) endif
(8) Iterate through loop of algorithm 3 until d(∆distortion)
dt
> 0
(9) endwhile
Figure 4: Online adaptation of algorithm 3
We then build a complete graph where nodes represent clusters and the weight of each edge is
inversely proportional to the similarity between clusters linked by the edge.
The clustering process evolves over time, so we need a graphical representation that can
show to the user what has changed at each iteration of the clustering algorithm. Several meth-
ods had been proposed in the literature to visualized time series. Many of them [5, 21, 20]
provide a new visualization at each change and make a morphing of the new representation
with the previous one. But in this case, there are several steps in the visualization process:
1) providing a graphical representation and 2) morphing this representation with the previous
one. This leads to a discontinuity in the graphical representation of classes (we see a discrete
representation of the time series).
With respect to these considerations, we have chosen to use a spring based algorithm [19, 15]
to display our clusters. Our clustering algorithm produces a small set of clusters and a spring-
based algorithm displays the graph with good quality results for graphs of medium size (up
to 50-100 vertices). This algorithm family (based on force-directed placement) have become
one of the most effective techniques for drawing undirected graphs. They provide a physical
approximation that can be easily interpreted by a human. They produce a simple visualization
where nodes are generally well distributed. They preserve graph symmetries.
We can find two families of spring based algorithm:
• The first model considers a spring-like force for every pair of nodes (i, j) where the ideal
length dij of each spring is proportional to the theoretic distance between nodes i and j.
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Then we solve the optimization problem by minimizing the difference between euclidean
and ideal distances between nodes.
• The second model considers each edge as a spring and each node as an electrically charged
particle. The entire graph is then simulated as if it were a physical system. At each
iteration we compute the sum of forces in our system by using the Hooke’s law for the
edges and the Coulomb’s law for the nodes. The first force tries to maintain the required
distance for each edge while the Coulomb force tries to move nodes as far as possible
from all other nodes.
We will use this second model for our display algorithm because it provides a continuous
display of the evolution of a population of nodes in a graph depending on simulated physical
principles. These principles are natural for human perception and relatively easy to predict
and understand.
3.1 Spring-based algorithm and visualization improvement
In order to let the user interpret how clusters are built, we have chosen to use an incremental
3D version of the spring-based algorithm. This kind of algorithm has already been used to
display interactively graphs [22]. It lets the user see naturally the evolution of the drawing of
the graph. By drawing the intermediate stages of the graph step by step, the user can fol-
low how the graph evolves and interact with it. The interaction permits to avoid local minima
by moving nodes to any position in the space and so initializing the algorithm to another state.
At each iteration of the visualization algorithm, the Coulomb repulsion (see eq. 31 where
q1 and q2 represents the electric charge of two nodes (n1 and n2) and ~r the vector between
n1 and n2) and the Hooke attraction (see eq. 32 where ~L is a vector between the two nodes
linked by an edge and R the equilibrium length of the spring) of the net are computed and the
position of each node is updated (see figure 5). Those formulas allow us to update in parallel
the characteristics of the graph and therefore, to take into account the changes in the clustering
produced by our algorithm. Hence a smooth animation can be presented to the user. Finally
we display a subset of images that are close to the cluster center for each node.
E0 = 8.85 · 10
−12 ∗ C2/(N ∗m2)
~F =
q1 · q2 · ~r
4πE0 |~r|
3 (31)
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~F = −kHook
(
|~L| −R
) ~L
|~L|
(32)
(1) foreach Node ni ∈ NodeList do
(2) netForce← 0
(3) foreach Node nj ∈ NodeList\ni do
(4) netForce← netForce+ CoulombRepulsion(ni, nj)
(5) endfor
(6) foreach Node nj ∈ NodeLinkTo(ni) do
(7) netForce← netForce+HookeAttraction(ni, nj)
(8) endfor
(9) V tni ← (V
t−1
ni
+ TimeStep× netForce)×Damping
(10) P tni ← P
t−1
ni
+ V tni × TimeStep
(11) endfor
Figure 5: Incremental spring-based algorithm. V tni represents the velocity of the ni node at
time t ; P tni represents the position of the ni node at time t ; TimeStep represents the time
elapsed between 2 iterations of the algorithm ; and Damping represents a constant set to 0.2
experimentally.
The figure 6 shows a static representation of the visualization part of our application. We
can notice that the images that represent clusters are always displayed face to the user camera
(3D billboard).
Several enhancement have been done on the visualization process. In order to visualize all
the graph representation of our clustering, we center at each visualization iteration the gravity
center of the graph into the user screen. But when the gravity center of the graph suddenly
changes its position, for example when the number of nodes changes, refocusing the graph
induces a jump in the display. To avoid this, we progressively move the gravity center of the
graph to the center of the screen. We limit the acceleration that occurs on the graph to a
maximum value and gradually reduce the speed according to a constant deceleration when the
graph arrives near the center.
Displaying a complete graph can be difficult and reduce the legibility of the visualization.
And displaying a link between two dissimilar clusters may not be useful. The threshold limit
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to display an edge between two clusters can be very difficult to determine. Then, we let the
user set this threshold by using a slider bar (see in figure 6 in the bottom of the window). The
system restricts the lower threshold in order to keep a connected graph (compulsory condition
of the spring-based algorithm).
Finally, overlap can occur in 3D and it may be difficult to perceive the depth in a 3D
visualization. To avoid this problem we have implemented in our application a stereoscopic
visualization that works in different modes (anaglyph (see figure 6 b)) and stereoscopy with
polarized glasses).
a) b)
Figure 6: Screen capture of the application in a) normal view and b) anaglyph view. The two
sliders bar on the right of the screen permit respectively to manage the power of the Coulomb
force and of the Hooke force. The slider bar at the bottom of the screen permits the user to
reduce the number of edges of the graph.
3.2 Interactivity and feedback on the clustering algorithm
The final result of the spring based algorithm can be strongly influenced by the initial layout.
In some cases (in particular with a lot of edges) it can lead to low-quality drawing. But an
advantage of this class of algorithm is the interactive aspect. In our application, the user can
interact in the visualization by rotating the graph representation or selecting any cluster in
order to show some details like for example the number of item in the cluster. Then, the
selected item is highlighted and we allow the user to move it in 3D space to show how it
interacts with others clusters or to found a new visualization. To simplify the movements in
a 3D space with a simple and classical mouse, we limit them on plans {x, y}, {x, z} or {y, z}
(see figure 7).
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Figure 7: Selection and interactivity in the visualization application.
In order to limit the number of images in the graph, we display on each cluster node only
thumbnails of the 4 most representative individuals. But by selecting a particular cluster, the
user can display all individuals in the group (see figure 8).
If a clustering error has been made by the algorithm, the user can then send a feedback to
the system in three ways:
• by dragging an image outside of the group gi. At the next iteration, the clustering
algorithm will compute a new centroid for gi without this element. A new cluster is
created with the dragged element as its center.
• by dragging an image into an other cluster gj. At the next iteration, the clustering
algorithm will compute a new centroid for gj with this element. The centroid for gi
without the dragged element is also computed.
• by destroying a cluster gi. At the next iteration, members of the former cluster become
assigned to the closest cluster center.
4 Experiments
In this section we will focus on evaluating the batch version of our algorithm (see paragraph
2.2.2). The purpose of this restriction is to observe the behavior of our method on a real
image data set, independently from effects that might be induced by on-line and interactive
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Figure 8: Interactive feedback on the clustering algorithm.
aspects. For our experiments, we used a subset of the UCID image data set [26]. This data
set consists of real photos (buildings, people, objects). All images have the same size. Each
photo is associated with a ground truth, i.e. a specific object or person being photographed.
For testing purposes, we selected 134 images from this data set, associated with 11 different
ground truths. To keep a relative computational simplicity, we used downsampled versions of
these images (128x96 pixels).
We will evaluate the ability of the algorithm to recover the 11 true groups or, at least, some
other pertinent groups. We initialize the algorithm with 11 randomly chosen individuals as
centroids. We present results averaged over 20 runs. In figure 9, we monitored the evolution
of the total distortion (sum of KL divergences of individuals w.r.t centroids). As a reference,
we included a dashed line indicating the observed distortion in the true groups. In figure 10,
we indicated the evolution of the observed number of groups. Indeed, even if we initialize the
algorithm with 11 groups, in the current (non-Euclidian) setting, it is possible for a centroid
to become unaffected by any individual. In such a case the corresponding group disappears.
For figure 11, we monitored the dispersion of centroids, using an average pairwise metric from
the set of centroids. As the role played by each centroid in a couple from this set is symmetric,
we used a symmetrized KL divergence 1
2
(KL(p ‖ q) + KL(q ‖ p)). Finally, we also measured
the couple error [2] of our induced classification w.r.t. the true groups. This error increases
when two items belonging to the same true groups are clustered in two different groups, and
conversely.
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Figure 9: Evolution of the total distortion
during first 10 iterations (20 runs). The
dashed line indicates the level of distor-
tion in the true groups. This is a Box-and-
Whisker plot representation. The center
bold lines is the observed median value, the
other box lines represent quantiles. Out-
liers are notified with circles.
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Figure 10: Evolution of the number of
groups during first 10 iterations (20 runs).
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Figure 11: Evolution of the average cen-
troids pairwise distances during first 10 it-
erations (20 runs). The dashed line indi-
cates this average for the suggested natu-
ral groups centroids. Zeroes indicate cases
with only 1 cluster remaining.
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We can draw the following conclusions :
• Over 20 runs, we obtain an average of 11% for the couple error w.r.t. the true groups.
• As expected, figure 9 suggests that the distortion quickly decreases, and after 5 iterations
converges slowly toward a limit value. In the current experimental setting (batch, random
initializations), the distortion level observed in the true groups could seldom be obtained.
Therefore, with additional information provided by the user interaction, the estimation
process might almost recover the true groups.
• Marginally, we observe groups that disappear during process (figure 10). But we remain
very close from the suggested initialization.
• The average inter-centroid distortion increases very quickly during estimation (figure
11). This produces well-separated classes. We notice that centroids suggested by natural
groups are less separated than estimated ones. This might be compensated by our inter-
active scheme : allowing users to manually recombine groups during incremental process
would help avoiding such local minima (as a better one is suggested on figure 9).
5 Conclusion and perspectives
This paper discloses a scheme for organizing and visualizing a set of images, with a view
to image browsing. The first step of the proposal is formulated as statistical clustering of
Gaussian mixture models, that can evolve in time as images flow in. The classes and their
similarities obtained thereby form a time-varying graph, enabling the use of an efficient graph
display technique. While the visualization technique is interactive, it also allows feedback on
the classification process. The unsupervised mixture grouping technique can accommodate
this feedback in a natural way, as it formulates clustering as an iterative algorithm performing
local optimization, operating on mixtures rather than vectors. Besides user feedback, changes
in the graph may also result from change in time of the clustering.
The work may be extended as follows. Besides the existing ”create/destroy class”, the
adaptation of semi-supervised classification to grouping mixtures deserves thorough analysis,
to integrate constraints such as ”(don’t) group together” to mixtures. In particular, the way
time-evolving clustering should handle user-defined associations or dissociations is complex
matter, as these user preferences may be outdated. Second, formalizing the mixture grouping
in a Bayesian framework would allow better handling of the number of groups. Finally, in
20
its present state, the paper does not describe user satisfaction in using the proposed system,
beyond the objective classification measurements that may be conducted for image grouping.
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