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ABSTRACT A model for the calculation of amide I FTIR and 2DIR spectra taking into account ﬂuctuations in hydrogen
bonding and structure from molecular dynamics (MD) simulations is tested on three systems. It is found that although the
homogeneous lineshape approximation yields satisfactory FTIR spectra, 2DIR spectra are sensitive to the inhomogeneity
naturally present in any solvated protein and the common approximations of a static structure and averaged-effect solvent are
invalid. By building on the local amide Hamiltonian and incorporating site energy variation with electrostatic-based models and
disorder from MD trajectories, good agreement is obtained between calculated and measured 2DIR spectra. The largest
contribution to the observed inhomogeneity is found to be the ﬂuctuating site energies, which in turn are most sensitive to the
water solvent. With the ability to accurately predict 2DIR spectra from atomistic simulations, new opportunities to test force ﬁelds
and mechanistic predictions from MD are revealed.
INTRODUCTION
Amide I is the backbone CO stretching region of a protein
infrared spectrum (1600–1700 cm1). Its large transition di-
pole moment (;4 D A˚1 amu1/2 per oscillator) (1) both
makes it the strongest feature in a protein infrared spectrum
and causes the eigenstates to be delocalized by long-range
electrostatic coupling. As a result of this delocalization and
the inherent fast time resolution of infrared spectroscopy, the
amide I lineshape of proteins and peptides has been used as
both a rough structural analysis tool and a fast dynamic probe
of protein secondary structure. Yet, the amide I lineshape has
been difﬁcult to model on the basis of protein structure in a
way that incorporates structural plasticity and ﬂuctuating
hydrogen bonds.
The amide I region contains roughly as many eigenstates
as there are peptide linkages, but with a natural linewidth of
;10 cm1 (2,3), spectra become congested very quickly
with increasing peptide size. This dense set of states is sen-
sitive to many intramolecular structural variables as well as
intermolecular solvation forces, all evolving on timescales
from tens of femtoseconds to nanoseconds, and so the ob-
served FTIR lineshape is broad with few features—typically
one pronounced peak and perhaps a shoulder. This mismatch
between input parameters and observables has made it diff-
icult to understand the relative importance of coupling
and solvent effects. Thus, amide I FTIR of proteins has
largely been constrained to group frequency interpretations
or unphysically motivated Fourier band deconvolution (4–6),
except in the case of very small peptides (7).
The ﬁrst observation of the structural sensitivity of amide I
(8), namely that a-helical systems peak ;20 cm1 higher in
energy than b-sheet systems, led to theories attributing the
difference in frequency to local hydrogen-bonding environ-
ment (9) and strong coupling (10). Subsequent work ans-
wered the original question with the conceptually simple
transition dipole coupling model (11), but studies of
N-methylacetamide (NMA) in different hydrogen bonding
motifs (12–16) showed that both are important. An empirical
correction to the amide I frequency of NMA due to hydrogen
bonding was proposed and widely used (2). The observation
that the frequency shift is additive with increasing hydrogen-
bonding partners (15) suggested a purely electrostatic cause
with negligible effects of induction, covalency, or disper-
sion, and led to the development of several more accurate
electrostatic models correlating the amide I frequency with
the potential or electric ﬁeld at the amide atomic sites (17–
21). This conveniently suggests a concerted treatment of
molecular dynamics (MD) and amide I IR spectroscopy cal-
culation, as the forces and structural variations from MD are
direct parameters in an imposed spectroscopic Hamiltonian.
This ability to calculate observables from MD simulations
provides an important link and test of the wealth of dynam-
ical information from MD that has gone largely untested—
most of the tests of MD simulations are thermodynamic
(binding and folding free energies), kinetic (rate constants),
or structural (comparison to x-ray or NMR structures), rather
than mechanistic. Where coherent reaction initiation is
possible, transient spectra can be measured and calculated
from nonequilibrium MD trajectories, providing a rigorous
test of the predicted mechanism.
The recent developments in two-dimensional infrared
spectroscopy (2DIR) allow a new understanding of the amide
I lineshape based on its ability to distinguish between natural
line widths and heterogeneous ensembles and the appearance
of structurally sensitive cross peaks. It will be shown that the
approximations sufﬁcient to yield good agreement in cal-
culated FTIR spectra predict 2DIR lineshapes that disagree
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MD Simulations of 2DIR Spectra
with experiment. This is because the 2DIR spectrum contains
additional information; inhomogeneous broadening appears
as a diagonal (WI = (3) elongation of the lineshapes and cor-
related energy shifts between any two eigenstates A (WA) and
B (WB) are revealed in the A-B cross peak shape at (WA, WB)
and (WB, WA) (22). Thus, it is possible in FTlR, but not 2DIR,
to use unphysically broad homogeneous lineshapes to mask
a lack of knowledge of the correct inhomogeneous broad-
ening in the system. This sensitivity of 2DIR to ensemble
heterogeneity provides a rigorous test of equilibrium MD
trajectories to correctly sample disorder in the system. There
is a lot of interest on this front and other researchers are also
pursuing structure-based models of FTIR and 2DIR spectra
from MD simulations (23-25).
It is our goal in this work to test a model with no fitting of
IR spectra for calculating the amide I lineshape that is con-
sistent with both observed FTIR and 2DIR data. The only
external paranreters that enter are obtained from other IR ex-
periments or MD simulations. We work within the established
framework of a subspace of amide I local modes (2) and
evaluate site energy models with MD simulations to incorpo-
rate fluctuations in the solute and solvent. We demonstrate
the modeling with three test systems that survey different
secondary structure motifs-a 12-residue {3-hairpin (trpzip2),
a 19-residue a-helix (D-Arg), and a 76-residue a + {3 protein
(ubiquitin). We find that including electrostatic contributions
from the solvent, side chains, and backbone residues are im-
portant in establishing the correct red-shift to the overall amide
I band position. We find that disorder in the site energies, but
not couplings, are critical for experimental agreement with
calculated 2DIR spectra, which implies that disorder in site
energies is critical for calculating physically meaningful
FTIR spectra. These methods, despite the approximations
made, yield good results with lineshapes slightly broader
than observed. Systematic improvements are also suggested.
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local amide I vibrations, which ensures that for a polypeptide comprised of
(N + 1) amino acids and N peptide groups, there will only be N relevant local
modes to consider. This is valid insomuch as the local amide I vibration is
localized to a single backbone unit and was first introduced by Miyazawa (10)
with important contributions from Krimrn (26,27) and Torii and Tasurni
(1,15,28), who used the GF matrix formalism. This local amide I Hamiltonian
picture showed that the FTIR lineshape could be well approximated by
considering local oscillator force constants (diagonal elements) and coupling
between local oscillators (off-diagonal elements) without considering side
chains, solvent, or disorder. Because the G matrix is diagonal, an isomorphic
representation is to directly consider parameters of the Hamiltonian in units of
cm- I , an approach that was suggested with the excitonic modeling of2DIR
spectra by Hamm and Hochstrasser (2,29) and subsequently expanded. We
follow this approach, which means that our site energies (diagonal elements)
reflect both the local oscillator force constant and reduced mass.
Site-energy models
We considered 10 different site-energy models. Eight of these models are
based on electrostatics and their salient features are summarized in Table 1.
We also consider two other models: the degenerate case (all sites = 1650
cm- I ), which was the starting point for Torii and Tasurni's work on globular
proteins (I), and an empirical heuristic site-energy model based on probable
hydrogen bonds (30) from the crystal structure. For simplicity at this point,
we ignore nonelectrostatic contributions to the site energy (31). We find that
many field and potential models compare favorably with one another and so
we choose results from four of the 10 site energy models to plot and the rest
are included in the Supplementary Material. In each of the electrostatic
models, the site energy for each peptide group, I, was parameterized by cor-
relation of the calculated amide I frequency to the electrostatic environment
evaluated at n various sites i (typically C, 0, N, D) in N-methylacetamide
(NMA). We calculate the electrostatic environment by considering the
protein-solvent system as a cluster of point partial charges perturbing one
amide group. In the most general form, the electrostatic models we study
define the amide I frequency for site I, WI, as
WI = Wa + f [Ai1>i + LXi,aEi,a + L Yi,af3Ei,af3]' (1)
i=l a a>f3
The site energy is linearly proportional to the scalar electrostatic potential,
(2)
METHODS
The amide I subspace
The main simplifying assumption that allows calculation of the amide I
lineshape is the description of amide I eigenstates as linear combinations of
TABLE 1 Site energy models and fluctuation statistics for Trpzip2
the vector electric field,
E = ~ qm fmi' fa
l,a L., -4----3-
m,f{i} 7TEa r mi
and the tensorial gradient of the electric field,
(3)
Property correlated Model name Parameterized sites (m) (w) (a-) (OWWatel) (OWBackbone) (OWSidechain)
Potential Keiderling 5P (19) Ca CON D 1660 16.6 -27.5 -15.8 -13.2
Potential Cho 6P* (18) Ca CON H Ca 1649 15.6 -28.6 -17.7 -11.0
Potential Cho 4P* (17) CONH 1657 15.2 -26.0 -13.4 -10.3
Potential Hirst 7P (66) C COmid 0 CNmid N NHmid H 1686 14.7 -12.3 -9.3 -8.9
Potential Hirst 4P* (66) CONH 1696 7.1 -9.9 -6.5 -4.4
Potential Skinner 6P* (20) Ca CON D Ca 1660 17.4 -24.6 -19.2 -12.8
Field Skinner 6F* (20) Ca CON D Ca 1675 24.2 -18.3 -2.0 -14.5
Field to 2nd order Jansen 4F (21) COND 1670 24.8 -26.3 -1.9 -18.5
Listing of site-energy models tested, comparison of electrostatic property-correlated, site-correlated, nomenclature, and fluctuation statistics for Trpzip2. The
value (w) is the average site frequency, which is broken down to contributions from water, backbone, and side chain, respectively, in (OWWatel), (OWBackbone),
and (OWSidechain)' The value (a-) is the average site standard deviation. All quantities are in cm- I
*Spectra appear in the Supplementary Material.
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(4) (8)
Coupling Model
where rH-O is the hydrogen-oxygen backbone hydrogen-bond distance (2).
For water hydrogen-bonding on the carbonyl side, owfo = 20 em-1 For
any hydrogen bond on the amino side, we red-shift by owfH = 10 em-I. For
no hydrogen bonding, owfH = oand/or owfo = O.
This implicitly treats the quantum mechanical, through-bond effects most
relevant for covalently bonded amide groups as well as electrostatics to all-
order. All other interactions are treated with transition charge coupling
(17,28,35). The TCC coupling equation represents the interaction energy
between a cluster ofpartial charges on peptide groups I and J as a function of
local coordinate displacements, which circumvents the dipole approximation
of TDC and includes polarizability effects by allowing the charges to change
magnitude. The TCC coupling is defined by
(9)Jmrwr IQr= -h-Qr
where Qr is the dimensionless local coordinate,
and l and ql are the parameters from a linear fit to the calculated Mulliken
charge at each atomic center as a function of local amide I coordinate
displacement on N-methylacetamide, with the methyl hydrogen partial
charges summed to the methyl carbons. Calculations to parameterize TCC
were carried out using the Gaussian 98 implementation ofB3LYP/6-31 +G*
(37). The transition dipole is obtained by numerical differentiation and found
to lie in the NCO plane, 25° off the CO bond axis toward the nitrogen. The
magnitude and orientation with respect to the amide group are fixed (21).
The index i(j) runs over all atoms of the peptide group I(I).
MD simulations
In the present case, MD simulations are used to generate an ensemble of
structures representative of the experiment. With static averaging (or
"instantaneous normal modes"), FTIR and 2DIR spectra are summed for
each structure in a set representative of the equilibrium ensemble. In a
dynamical picture, this corresponds to a slow interconversion of spectro-
scopically distinct structures on a timescale longer than the experiment (~2
ps). This approximation leads to artificially broader lineshapes if there are
any spectroscopically relevant fast fluctuations. This is undoubtedly the case
to some degree as water undergoes many fast motions that can modulate the
amide I frequency. However, in the interest of computational and conceptual
simplicity, this work operates purely in the static average picture.
We choose three systems to test the generality of the models that span
different secondary structure motifs and sizes. Trpzip2 is an extensively
studied (38-44) 12-residue peptide that forms a stable, antiparallel {3-hairpin
in water. D-Arg is a 19-residue alanine-rich a-helical peptide, based loosely
on the Marquesee-Baldwin water-soluble a-helical peptide (45,46). In
addition to an a-helix and a {3-hairpin, we consider a 76-residue a + {3
protein ubiquitin to test on a realistic protein.
The initial trpzip2 structure is taken from the published solution NMR
structures (PDB lLEl (41)). MD simulations are carried out in the CHARMM
30bl package (47). All acidic protons are deuterated to match the
experimental conditions. This structure is briefly energy-minimized for
1000 steps in the CHARMM27 force field. Thereafter in the simulation, the
bond lengths are constrained with the SHAKE algorithm. The peptide is then
placed in the center of a preequilibrated (298 K, 1 g/cc) box of 2048 SPC/E
water molecules with periodic, cubic boundary conditions. Waters with
oxygens within 2 Aof the peptide are removed. Because at pH 7.0 the peptide
has a formal charge of + 1, a Cl- counterion was added at a random place in
the box. Electrostatics are handled by particle-mesh Ewald sums and VDW
interactions are shifted to reach zero at the truncation length of 14 A. Ten
trajectories are spawned from this initial structure with different initial seeds
and each equilibrated for 1 ns in the NPT ensemble (Berendsen method, 298
K, 1 atm), which is long enough to allow the water to reorient and let the box
length converge. Dynamics are continued in the NPT ensemble and the
structures are saved at 20-fs intervals for analysis for I-ns total of trajectory.
The initial D-Arg structure was constructed assuming the secondary
structure generated an ideal helix (repeating </> = -90° and 1fi = -45°) for
the residues NH3-YGG(KAAAAh-(D-R)-CONH2, where the Arg is of right-
handed chirality. The remaining procedures are identical to trpzip2, except
five randomly placed Cl- counterions were added for charge neutrality.
Ubiquitin structures are generated from equilibrium MD performed by
Alonso and Daggett (48) and sampled at 300 ps for IR spectral calculations.
Spectra were calculated from the protonated structures, assuming that all
acidic protons can be deuterated without significantly affecting the
dynamics.
(5)
(6)
(7)
eo -I 0oWr = 30em (2.6A - rH-O) ,
-I eo NH
wr = 1688 em - oWr - oWr .
from all atoms m outside the peptide group. A site-energy model is defined
by the included terms in Eq. 1 and the correlation coefficients Au> Xu> and Yu
that dictate frequency shifts and the initial wo, which is typically the gas
phase value but may be parameterized to include a static shift (17,18,20). In
Eqs. 1,3, and 4, Greek indices run over the amide group space (a, {3 E {x, y,
z}). The CO bond of each amide group defines a y axis. The x axis is per-
pendicular to the y axis and points toward the amide N, in the CON plane,
and 2 = xX Y. Although all of these electrostatic site-energy models are
acausal by construction, that is, the electrostatics of an amide group are fit
to a frequency shift without reference to the underlying mechanism, the
coefficients Au> Xu> and Yu can be understood as vibrational Stark tuning
rates (32,33). In analogy to work on HOD/D20 where tJ.w ""
-qE(Qll - Qoo)/h (34), the coefficient for each atom can be roughly
identified as a measure of the partial charge, times the mean displacement in
amide 1.
In the parameterization of these site-energy models, the electrostatics of
the solvent are correlated to the amide I frequency of NMA, not to a peptide
group in a protein. We extend the original definition of the solvent to include
not only the water, but also the side chains and neighboring backbone and
the chromophore to be a peptide group in a chain. The sums over m that
define </> and E for a peptide group do not include the nitrogen or a-carbons
flanking the carbonyl nor the associated backbone protons. This definition
maintains electrostatic neutrality of the system in CHARMM27 and
ENCAD force fields, as well as several others.
We also consider a heuristic site-energy model based on structure (30).
We start with an average solvated frequency of 1688 cm- 1 and apply a set of
red-shifting criteria,
For backbone hydrogen-bonding on the carbonyl side,
Historically, transition dipole coupling was used to explain the splitting
of the amide I band observed in (3-sheets, but subsequent calculations
(35) highlighted the failure of the dipole approximation at short distances
and the importance of through-bond effects. In light of this, we use a
DFT lookup table (36) for coupling between bonded neighbors, which can
be roughly understood as the second derivative of the total calculated
electronic energy with respect to local coordinates Qr and QJ in a model
dipeptide,
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IR spectroscopy
From the MD simulation, each (N + I) residue, solvated protein, or peptide
structure defines a vector of N local transition dipole vectors and an N X N
Hamiltonian composed from the site energies and couplings as described
above in the local amide I basis. Diagonalization of this Hamiltonian yields a
set of energies, (Uk. The Hamiltonian diagonalization transformation is used
to transform the local amide I transition dipoles to the transition dipoles, ilk'
An FfIR stick spectrum for a structure is generated from the eigenstate
energies and transition dipoles and then lifetime-broadened and summed
over the ensemble,
(10)
where < >indicates the equilibrium Boltzmann average. Although in some
studies the HWHM broadening parameter y is fit, we set it to 5 cm-I for all
systems corresponding to a lifetime of ~ 1 ps (2). Note additionally that
inhomogeneous broadening arises naturally by the sum over structures.
In practice, the spectra are summed as stick spectra on a grid of 1 cm-I,
then convolved with the Lorentzian lineshape function afterwards for an
increase in computational efficiency by avoiding continuous recalculation of
identical lineshapes. The two methods are mathematically identical and
indistinguishable with the chosen grid spacing:
third and detection) rephasing, S[, and nonrephasing, S2, signals (49), which
when summed yield the purely absorptive 2DIR spectra. In a manner
completely analogous to the FfIR, the rephasing and nonrephasing signals
are summed independently as stick spectra, then convolved with the
appropriate lineshape functions and summed to yield the 2DIR correlation
spectrum. Details are available in the Supplementary Material.
Experimental
The experimental methods employed here are identical to those described
previously (38,50). Trpzip2 (SW1WENGKWTWK) and D-Arg (45)
(YGG(KAAAAh-(D-R), where the Arg is of right-handed chirality, were
synthesized at the MIT Biopolymers Lab (Cambridge, MA) using Fmoc
solid-phase synthesis as C-terminal amide peptides, HPLC-purified, then
lyophilized against 50 mM DCI to remove residual trifluoroacetic acid. The
a-helical character of D-Arg was verified with UVCD (data not shown).
BPTI (structure fromPDB IBPI (51)) was purchased from Sigma (St. Louis,
MO) and used without further purification.
RESULTS AND DISCUSSION
Information content of FTIR versus 2DIR
The two-quantum Hamiltonian is diagonalized to yield a set of (N2 + N)/2
energies, (U~2), which are used to transform the local transition dipoles and
calculate the ZZYY (first two light fields are perpendicularly polarized to the
Two-dimensional infrared spectra are calculated by taking the undiagon-
alized one-quantum Hamiltonian described above for FfIR, H, and defining
a scaled two-quantum Hamiltonian, I/2), to include two-quantum local
states and couplings, which is zero unless
The increased information content of 2DIR can be used to
confirm or reject approximations made in calculating the am-
ide I FfIR lineshape. In Fig. 1, we show the calculated FfIR
and 2DIR spectra for the protein BPTI using the heuristic
site-energy model based on one crystal structure (1BPI (51))
with several values of the homogeneous broadening param-
eter, y, and no inhomogeneous broadening. By comparing
the bandshapes, it can be seen that a value of y ~ 16 cm- I
reproduces the shoulder and FWHM of the observed FTIR
shape. However, the 2DIR spectrum implied by this homo-
geneous broadening is qualitatively very different than the
observed 2DIR. The measured 2DIR lineshapes are diago-
nally elongated, a signature of inhomogeneity in the system.
It can be seen in the calculations that when an unphysi-
cally narrow linewidth eliminates crowding (y = 3 cm- I ),
many distinct off-diagonal cross peaks compose the ob-
served lineshapes. For example, a series of cross-peaks ex-
tending in the +W3 and +WI direction from the ~1650 cm-I
fundamental peak arises from anharmonic coupling between
these vibrations.
In the homogeneous limit, these cross peaks are round. In
the presence of inhomogeneity, correlated frequency shifts
between the ~ 1650 cm-1 peak and any of these other peaks
(13)
(12a)
(12b)
(12c)
(2) _ "Hij,ij - Hi,i + Hj,j - ui,jA
H~~]k = v2(Hi,kOi,j + Hi,Ak); ii # jk,j # k
H~;k = Hi,k(Oi,j + OJ,k); i # k,
where <5;, j is the Kronecker Delta symbol, A is the overtone anharmonicity
set to 16 cm- I (2), and the indices commute toHG~~ = Hj\~~ = Hi\~{k Part of
the increased sensitivity of 2DIR is seen in Eq. 12a; the two-quantum
Hamiltonian is sensitive to correlations in frequency shifts of the
fundamental frequencies in a manner that is difficult to guess a priori.
The local transition dipoles are also harmonically scaled to produce two-
quantum transition dipoles,
y = 3 cm-1 y =9 em-1 y=16em-1 Experiment
FIGURE 1 As the Lorentzian HWHM parameter y
is increased, the predicted FfIR linewidth begins to
match experiment, but the predicted tilt in the 2DIR
peaks is qualitatively incorrect. The spectra are for
bovine pancreatic trypsin inhibitor (EPT!) calculated
using the heuristic site-energy model from the PDB
structure IBPI (51). Twenty-one evenly spaced con-
tours are plotted from :+:50% of the maximum for each
spectrum.1600 1650 170017001700 1600 1650
W1/21te (em-1)
1700
1600 "---"'---"--'
1600 1650 1700 1600 1650
1650
Biophysical Journal 91 (7) 2636-2646
2640 Ganim and Tokmakoff
will be reflected in the cross-peak shape. For example, a
change in the angle between hydrogen-bonded peptide
groups will modulate the coupling and can cause a correlated
red- and blue-shift in a doublet of peaks. Water penetration
into a pair of f3-strands can simultaneously red-shift many
vibrations. The naturally short lifetime of molecular vibra-
tions broadens these peaks beyond resolution and obscures
this information in uniquely shaped ridges and bands. None
of this is accounted for in a model that neglects disorder.
Although the agreement between the calculated and exper-
imental FTIR spectra can be improved, the qualitative features
are reproduced with only homogeneous broadening. Clearly,
this Lorentzian approximation is incompatible with the ob-
served 2DIR lineshapes and thus the agreement with the cal-
culated FTIR is reached by overestimating the homogeneous
broadening to compensate for neglecting inhomogeneity. These
observations motivate the direction of this work; we choose
to work toward a model that captures the experimental he-
terogeneity demonstrated in the 2DIR lineshapes rather
than including more parameters to accurately fit the FTIR line-
shape.
Static averaging for 2DIR
In the static averaging technique, a representative ensemble
of structures is required to calculate a 2DIR spectrum that
sums the individual contributions from each structure. Spec-
troscopically relevant fluctuations can be expected in two
places: site energies (diagonal Hamiltonian elements) and
couplings (off-diagonal Hamiltonian elements). The cou-
pling fluctuations arise from flexible secondary structure that
changes the orientation and distance between amide I os-
cillators. The site-energy fluctuations arise from the evolving
hydrogen-bonding environments at each site. This nicely
suggest a concerted treatment of dynamics and spectroscopy,
since MD simulations simultaneously provide a set of struc-
tures as well as a description of the electrostatics.
Fig. 2 shows how the observed 2DIR spectrum arises from
the average of 2DIR spectra of individual structures. In this
picture, each component structure generates a distinct 2DIR
spectrum with many homogeneously broadened diagonal
and cross peaks. The pattern of peaks in each component
spectrum is a sensitive indicator of the couplings and site
energies for a particular structure. In 2DIR spectra, each
homogeneous peak appears as an oppositely signed doublet.
When averaged over the equilibrium ensemble, much of
the off-diagonal structure disappears as a result of shifting
negative and positive amplitudes. The remaining structure
reflects the constructive addition of peaks along the diagonal
axis, characteristic of inhomogeneous broadening, and ridges
of constructively interfering cross peaks that stretch along
WI (52). Fig. 2 shows that although the structures of the
ensemble at first glance seem very similar, they vary con-
siderably in the quantities that influence the 2DIR spectrum
most: the number and geometry of hydrogen bonds.
Fig. 3 shows the comparison of calculated 2DIR and FTIR
spectra for trpzip2, D-Arg, and ubiquitin against experiment.
The agreement in the experimental and calculated spectra
from electrostatic site-energy models are an improvement
over the degenerate model and the heuristic model presented
in Fig. 1 and the Supplementary Material, which also as-
sumes fixed (yet different) site energies. The diagonal elon-
gation is much better represented by averaging over many
structures in all of the data and using a site-energy model
sensitive to fluctuating hydrogen bonds. A common defi-
ciency in the spectra calculated from electrostatic models is
the overall blue-shift relative to experiment, which can be
traced to the site-energy parameterizations, many of which
underestimate the red-shift that occurs upon aqueous solva-
tion of NMA from the gas phase. All of the predicted spectra
(FTIR and 2DIR) are also too broad, which may result from
neglecting motional narrowing effects. It may also be an
artifact of the force-field parameterization, which implicitly
treats electronic polarizability by overestimating partial
atomic charges to fit quantum mechanical calculations
(53,54). The field-based models seem to predict even
broader lineshapes for reasons discussed in the next section,
which may indicate that motional narrowing effects are more
important there and that a static averaging technique should
use the potential-based models.
FIGURE 2 Two sample spectra and structures are
shown for slightly different hydrogen-bonding environ-
ments calculated using the Skinner 6P site-energy model.
Note that the fine structure disappears and the diagonal
elongation of the 2DIR peaks arises from the static average
over the equilibrium distribution of hydrogen-bonding
environments characterized by N, the number of internal
hydrogen bonds, and RO_N , the oxygen-nitrogen hydrogen
bond distance. Twenty-one evenly spaced contours are
plotted from :+:50% of the maximum for each spectrum.
43 35
RO_N(A)
2.51750 !-":"""'---,.-""';:'-i
E
~ ~<> 1650 I:ji1550~ ~ 0
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In the trpzip2 FTIR spectra, the high frequency shoulder
and correct relative peak intensity is observed in all of the
calculations, which has been noted as a signature of
antiparallel b-sheet structure. Many subtle features match
up in the calculated and predicted 2DIR spectra. The cross-
peak ridge extending horizontally to the red from the high
frequency peak is observed in each of the electrostatic
models, but it is weaker than the experiment in every case.
The ridge extending horizontally to the blue from the most
intense overtone peak is reproduced, as is the node between
the fundamental and overtone peaks. Interestingly, the sharp
red-side extension from the low frequency fundamental peak
at v3  1640 cm1 is observed in each potential model and
the experiment, but not in the ﬁeld models. The narrowest
spectrum with degenerate site energies appears qualitatively
similar to the FTIR, but the same model fails to predict the
observed 2DIR lineshapes.
All of the D-Arg FTIR spectra show a singly-peaked and
roughly symmetric lineshape in agreement with the exper-
iment. The calculated 2DIR lineshapes show the broad,
diagonally elongated peak, but also show a bit of extra
structure unobserved in the experiment extending from the
fundamental peak in the –v1 direction. The substantial ex-
tension of the overtone in the 1v3 direction at high fre-
quencies is underestimated in each calculation.
The ubiquitin spectra differ from trpzip2 in the intensity
between the high and low frequency antiparallel b-sheet
peaks arising from the a-helix and random coils. Although
the calculation correctly predicts structure in this region, it is
overestimated, leading to a mismatch in the relative intensity
of the two main peaks. The cross-peak ridges are reproduced,
as well as the sharp extension from the low frequency fun-
damental. The slope of the node is also predicted in good
agreement. In ubiquitin like trpzip2 and D-Arg, the calcu-
lated lineshapes from electrostatic site energy models are
broader than experiment.
The origin of frequency shifts in
site-energy models
Each considered site-energy model was parameterized to
describe the ﬂuctuating amide I frequency of N-methylace-
tamide. All but Jansen 4F were parameterized with water. In
extending these models to describe the amide I site energy
FIGURE 3 Comparison of calculated and experimental FTIR and 2DIR for Trpzip2, D-Arg, and ubiquitin. Twenty-one evenly spaced contours are plotted
from 650% of the maximum for each spectrum.
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ﬂuctuations for various sites in a polypeptide chain, several
questions arise. Should only the electrostatics of the water be
included? Will the models work at all if the original deﬁ-
nition of ‘‘solvent’’ is now extended to include surrounding
protein? What role do the side chains and other parts of the
backbone play? These questions are investigated by looking
at the average site energies and which structures contribute to
the red-shift from the gas phase (Table 1). In this table, the
brackets Æ æ imply an average over site and ensemble. The
average site energy is given by Ævæ, which tells about
the typical hydrogen-bonding environment that causes a red-
shift from the gas-phase value of 1717 cm1. This cumu-
lative shift is broken down into the average shift from water,
backbone, and side chains in ÆdvWateræ and ÆdvBackboneæ,
respectively. Also note that three of the models parameterize
a static red-shifting contribution (17,18,20). The average
frequency standard deviation is given by Æsæ.
First, we observe that by summing the electrostatics from
the water, side chains, and remaining backbone, the red-
shift comes close to the expected region of ;1655 cm1.
The majority of the red-shift is obtained from the water,
showing that a correct parameterization of the solvent
electrostatics is the most important determinant of the site
energies. As noticed by Skinner, et al. (20), differences in
the potential models reﬂect how many water molecules
were used in the NMA/water cluster calculations to
parameterize the model—the Keiderling 5P model used
the largest clusters and the Hirst 4P and 7P models used the
smallest. Not enough models are present to compare this in
the ﬁeld models. The ﬁeld models also underestimate the
contribution of the backbone by ;10 cm1 relative to the
potential models, causing them to differ in the relative
importance of backbone and side-chain contributions; the
ﬁeld-based models include more of a contribution from
the side chains than backbone, which is opposite in the
potential-based models.
The other striking difference between the ﬁeld- and
potential-based models are the signiﬁcantly larger ﬁeld site-
energy standard deviations, the effects ofwhich are alsomani-
fested as broader lineshapes in the ﬁeld models. This can be
rationalized by the distance sensitivity of the ﬁeld }1=r2ð Þ
and the potential ð}1=rÞ formulations and the ð ﬃﬃﬃnp =nÞ scal-
ing properties of signal to noise. More atoms are signiﬁcant
to the potential than the ﬁeld because the cutoff is slower and
so the random solvent modulations will be smaller. The
difference in distance scaling may also explain the incon-
sistency in relative backbone contributions and difference
in dephasing properties. In illustration of the latter, site-
energy correlation functions CeeðtÞ ¼ ÆDeðtÞDeð0Þæ=
ÆDeð0Þ2æ (where Æ æ indicate an ensemble and site average)
are plotted in Fig. 4 for the total shift and water-only
contribution to a representative ﬁeld and potential model. A
biexponential ﬁt to reveal the general timescales shows that
the short-time component is faster in the Jansen 4F model
than the Keiderling 5P model (180 fs and 500 fs, re-
spectively), indicative of the quicker randomization of fre-
quencies induced by the larger modulations. This was also
seen in the work of Jansen and Knoester (21), which was also
manifested as a faster decay with fast oscillations in the
frequency correlation function for NMA for the ﬁeld pa-
rameterization. Similar work on NMA by Skinner et al. (20)
did not reveal a difference in the standard deviations between
ﬁeld and potential, but did note a shorter T2* dephasing time
for the ﬁeld-based model than for the potential-based models.
Relative importance of coupling and site energies
With the results described above in hand it is important to
ask what the delocalized eigenstates are more sensitive to:
equilibrium backbone structural disorder causing changes in
the coupling or hydrogen bonding and solvent disorder cau-
sing changes in the site energies. In Fig. 5, we computa-
tionally address this. We calculate the FTIR and 2DIR
spectra of trpzip2 in six different ways using the Keiderling
5P potential model:
1. Assuming that the Hamiltonian is equal to its ensemble-
averaged value.
2. Assuming that only the site energies are ﬁxed equal to the
ensemble-averaged values, while the couplings are
sampled.
3. Assuming that only the coupling elements are equal to
the ensemble-averaged values, while the site energies are
sampled.
4. Allowing each element to be sampled at each step (the
same as the full treatment in the previous section).
5. Assuming that the cross-correlation between site-energies
is negligible and modeling the spectra based on Gaussian
ﬂuctuating site energies with the mean and standard
deviation obtained from the MD simulation.
Comparing Assumptions 1 and 4 shows that approximating
trpzip2 as one average structure, including a static distribution
FIGURE 4 The normalized site-energy ﬂuctuation correlation function
(solid line), calculated with the Keiderling 5P (dark) and Jansen 4F (light)
models (a representative potential and ﬁeld site-energymodel, respectively) are
shown, in addition to the contribution fromwater (dashed line) for bothmodels.
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of different hydrogen-bonding environments at each site, is
invalid, similar to the example in Fig. 1. Comparing Assump-
tions 2 and 3 to Assumption 4 reveals that it is the site-energy
ﬂuctuations that cause Assumption 1 to be such a poor ap-
proximation. Trpzip2 has a notably stable structure, which
biases this picture to a site-energy-based one, but these
results are also veriﬁed in D-Arg and ubiquitin. The spectral
signatures of equilibrium variations in coupling are nearly
nonexistent in these systems.
This emphasizes the critical importance of ﬂuctuating site
energies in modeling 2DIR, and therefore FTIR, spectra. The
results are striking in that they indicate that the site-energy
ﬂuctuations are far dominant over coupling ﬂuctuations. By
averaging out the site-energy ﬂuctuations, the spectra appear
nearly indistinguishable from the entirely static spectrum. By
only surveying ﬂuctuations in the site energies, a spectrum
nearly indistinguishable from the totally averaged spectrum
is obtained. The minor differences attributable to ﬂuctuations
in coupling include a slight extension of the ridge and some
minor (;1 cm1) line broadening are more noticeable in the
unconvolved stick spectra (not shown). This is both computa-
tionally fortunate and physically revealing; of theN2 elements
of the Hamiltonian, the ﬂuctuations in merely N of them de-
termine to a large part the disorder shown in a 2DIR spectrum.
The dominance of disorder in the site energies and the
relative stability of the off-diagonal elements implies that
one may reduce the complexity in calculating 2DIR spectra
by sampling site energies from independent random distri-
butions, which further assumes that frequency shifts between
sites are uncorrelated. In Fig. 5 E, we compare a calculation
of the 2DIR spectrum obtained by modeling the spectrum
based on Gaussian random ﬂuctuations of site energies in
which the mean and standard deviation of the distribution is
obtained for each site from the MD simulation. The excellent
agreement between Fig. 5, D and E, indicate that the in-
dependent site approximation is valid. The implication is that
knowledge of a representative equilibrium structure and its
ﬂuctuations can be used to model the infrared spectroscopy.
However, the sensitivity of the mean site energies to hydro-
gen bonding indicates that methods must be validated to
assign mean site energies in the absence of explicit solvent in
a trial structure.
CONCLUSIONS
We have shown that the information that is typically suf-
ﬁcient to model FTIR spectra does not correctly predict
2DIR spectra. This is demonstrated in the difference between
experimental and predicted 2D lineshapes from one structure
and arises chieﬂy from the sensitivity of 2DIR to different
broadening mechanisms. This suggests that although the
agreement between an experimental FTIR and one calculated
from a single structure appears good, the interpretation may
be ﬂawed by the disparity in parameters and observables.
This modeling can be reﬁned by examining the richer, 2D
lineshapes which are more sensitive to disorder.
We have pursued this by calculating FTIR and 2DIR
spectra from MD simulations, while testing a set of proposed
site-energies models. We obtain the best prediction of gross
and subtle features in protein 2DIR spectra to date, despite
the empirical force ﬁelds used to calculate electrostatics and
neglecting motional narrowing effects by using static aver-
ages. Strong features such as cross-peak ridges and even
many subtle lineshape features are reproduced faithfully. The
most important step forward is the agreement in the diagonal
elongation of peaks arising from disorder, which is typically
ignored in modeling FTIR spectra. We track the origin of this
disorder and ﬁnd it to be based in ﬂuctuating site energies,
not ﬂuctuating couplings. In turn, these site energies are
50% driven by the water solvent. The potential-based site-
energy models predict that the remainder is mostly caused by
the backbone, whereas the ﬁeld-based site-energy models
favor the side chains for most of the remaining ﬂuctuations.
These two pictures are inconsistent, but may be resolved by
comparing isotopically shifted (13C and/or 18O) single sites
bordering charged and hydrophobic residues.
Because 2DIR data can be acquired with the resolution to
capture the fastest timescales of biomolecular rearrangement,
FIGURE 5 Six exploratory calculations are presented in an attempt to identify the physical origins of spectral features in trpzip2. (A) All elements of the
Hamiltonian set to their average value. (B) Site energies set to their average value, couplings sampled from MD. (C) Couplings set to their average value, site
energies sampled. (D) All elements sampled. (E) Couplings set to their average value, site energies sampled from a Gaussian distribution with center and width
corresponding to MD site energy statistics. Twenty-one evenly spaced contours are plotted from 650% of the maximum for each spectrum.
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our modeling provides the link that allows mechanistic non-
equilibrium MD predictions of protein folding and aggrega-
tion pathways to be directly tested (48,55,56). The delocalized
vibrational eigenstates provide mesoscopic structural varia-
bles that are more meaningful than rate constants, which may
need to be rescaled based on anomalous solvent diffusion, or
equilibrium constants, which are sensitive to slight errors in
energy calculation in a way not necessarily indicative of an
incorrect mechanism. This utility is immediately applicable to
debates in the b-hairpin literature over the relative importance
of forming the turn-region, hydrophobic core, and backbone
hydrogen bonds, with the possibility of off-register hydrogen
bonds (39,40,42,44,56,57). Furthermore, the sharp sensitivity
of 2DIR to solvent electrostatics suggests a way beyond
thermodynamic comparisons to test the next generation of
implicit solvent models that reproduce structural transforma-
tions such as concurrent core collapse and desolvation (58–62)
and anharmonic force ﬁelds (63) that preclude the need for a
separate spectroscopic Hamiltonian.
The static averaging we employ for computational sim-
plicity produces lineshapes that are broader than measured.
By taking into consideration time-dependence in the adiabatic
approximation, we can effectively increase the frequency
resolution of the simulated spectra and sense more subtle
features. A step beyond this would be to test at which point the
nonadiabatic effects observed for tri-alanine (64) disappear in
larger systems—to what extent will they broaden the spectra
of hairpins and proteins? Further reﬁnements in the calcula-
tion of spectroscopy are also possible, including accounting
for rotation of the local transition dipoles, ﬂuctuating values of
the anharmonicity, and extension to other vibrational modes
(21,65). Finally, although we have shown the effects of
disorder in IR spectra, the effects of disorder on FTIR (one-
quantum) and 2DIR (two-quantum) eigenstates remain to be
seen and can be tested with the recently revisited bright-state
analysis (30).
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