Recently, a first step was made by the authors towards a systematic investigation of the effect of reaction-step-size noise -uncertainty in the step size of the reaction -on the dynamics of stochastic populations. This was done by investigating the effect of bursty influx on the switching dynamics of stochastic populations. Here we extend this formalism to account for bursty reproduction processes, and improve the accuracy of the formalism to include subleading-order corrections. Bursty reproduction appears in various contexts, where notable examples include bursty viral production from infected cells, and reproduction of mammals involving varying number of offspring. The main question we quantitatively address is how bursty reproduction affects the overall fate of the population. We consider two complementary scenarios: population extinction and population survival; in the former a population gets extinct after maintaining a long-lived metastable state, whereas in the latter a population proliferates despite undergoing a deterministic drift towards extinction. In both models reproduction occurs in bursts, sampled from an arbitrary distribution. In the extinction problem, we show that bursty reproduction broadens the quasi-stationary distribution of population sizes in the metastable state, which results in an exponential decrease of the mean time to extinction. In the survival problem, bursty reproduction yields an exponential increase in survival probability of the population. Close to the bifurcation limit our analytical results simplify considerably and are shown to depend solely on the mean and variance of the burst-size distribution. Our formalism is demonstrated on several realistic distributions which all compare well with numerical Monte-Carlo simulations.
I. INTRODUCTION
The mechanism of noise-induced escape often determines the ultimate fate of populations whose dynamics are governed by gain-loss processes. Examples include noise-induced extinction of a population residing in a long-lived metastable state, or noise-induced establishment of a population being initially below some critical threshold, despite having a deterministic drift towards extinction. Here, when the typical population size is large, it is a rare large fluctuation that is responsible for this escape. Such noise-induced escape can be found in various disciplines including physics, chemistry, biology, ecology, econophysics, and even linguistics, see e.g., Refs. [1] [2] [3] [4] [5] [6] .
Previous studies regarding noise-induced escape have mainly focused on the role of demographic, or intrinsic noise, see e.g., Refs. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Intrinsic noise arises from within the system of interest due to the discrete nature of the population and the inherent stochasticity of the underlying reactions. There exists, however, also non-demographic noise, arising from interactions between the system of interest and its noisy environment or from its interaction with other fluctuating systems.
One form of non-demographic noise is extrinsic noise, which introduces uncertainty over time in the values of the reaction rates, see e.g., Refs. [5, [17] [18] [19] [20] [21] [22] [23] [24] . For example, such time-fluctuating reaction rates can appear in the context of cell biology, e.g., due to cellto-cell variations [5, 20, 21, 24, 25] , or in the context of ecology, e.g., due to temperature fluctuations [19] . In these and other cases extrinsic noise may have a dramatic effect on the population's dynamics [24] .
There is, however, another type of non-demographic noise in the form of reaction-stepsize noise. This noise introduces uncertainty over time in the step size of the reaction.
Previously, only specific examples of this type of noise have been considered, see e.g., Refs. [23, [26] [27] [28] [29] . Recently, in Ref. [30] , we have developed a formalism to systematically deal with step-size noise, where we have considered a bursty influx process ∅ → kA, with k being a step-size parameter fluctuating with a given statistics. Importantly, we have shown that bursty influx can exponentially decrease the mean switching time between two metastable states [30] .
In this paper we extend this formalism to allow dealing with bursty reproduction (BR) processes, which are autocatalytic. In this realm we consider two complementary scenarios: extinction of an established population residing in a long lived metastable state, and proliferation (or survival) of a population which has a deterministic drift towards extinction. In the former problem we are interested in quantifying the effect of BR on the mean time to extinction (MTE) and the quasi-stationary distribution (QSD), while in the latter, we seek to unravel the effect of BR on the survival probability (SP).
Our main motivation to study BR comes from the field of virology. Viral production from infected cells can occur either continuously or via a burst [31] . For example, bacterial viruses (bacteriophages) production in Escherichia coli has long been recognized to occur in bursts [32] . This bursty dynamics is also observed in the production mechanism of the visna virus [33] . On the other hand, it has not yet been conclusively determined whether production of the HIV virus occurs continuously or in bursts [31] . Recently, the problem of extinction of the HIV virus with [34] and without [31] maintaining a long-lived metastable state has been studied, in both the continuous and bursty reproduction variants of the model. The fact that they found a significant difference between the models, motivated us to investigate the generic problem of BR.
Another example which demonstrates the importance of BR comes from the field of conservational ecology. The mean value and variance in number of offspring per birth event (litter size) is unknown, and can climb to considerably high numbers for small sized organisms [35] [36] [37] [38] . Variations in the number of offspring have been shown to decrease the risk of extinction [39] [40] [41] for established populations, and to increase the survival probability in cases of small populations trying to overcome a strong Allee threshold [42, 43] .
Yet, to the best of our knowledge, the generic problem of bursty reproduction has not been studied analytically in the context of rare events such as extinction or survival. In fact, most studies concerning rare events in stochastic population dynamics often employ an effective description of BR by considering single-step birth reactions of the form A → 2A or 2A → 3A with a mean reproduction rate of a single offspring per unit time, see e.g., Refs. [10, 11, 45] . In this paper we generalize these studies by considering reactions of the form mA → mA + kA where m and k are integers, and k is drawn from an arbitrary distribution. We then demonstrate our results on distributions such as geometric and negative-binomial which capture the main features of realistic offspring number distributions [40] . To quantify the effect of BR we compare our model to its single-step analog with the corresponding rate, such that the mean-field deterministic dynamics is unchanged, and show that BR has a dramatic effect on the stochastic dynamics including rare events. Our analytical calculations are carried out by using both the real-and momentum-space approaches, see below, whose combination allows us to accurately compute the MTE (in the extinction problem), and the SP (when the system possesses a deterministic drift towards extinction).
Here is a plan of the remainder of the paper. In Sec. II we present the population extinction model. Using the real-space approach we derive the QSD of population sizes in the long-lived metastable state, and the MTE (in the leading order). This is followed by several examples for different burst-size distributions (BSDs), and the result close to bifurcation for the MTE, when the metastable population is relatively small. In Sec. III we present the population survival model, and calculate the SP. We then provide some examples for different BSDs, and show how the SP considerably simplifies when the initial population is close to the critical population size. The main results are summarized and discussed in Sec. IV. The Appendix contains a derivation of the sub-leading order correction of the MTE for the extinction model using the momentum-space approach.
II. POPULATION EXTINCTION
We consider a stochastic process which is a variant of the Verhulst logistic model with bursty reproduction (BR) rather than regular single-step birth. The microscopic dynamics is defined by the reactions and their corresponding rates
Here n is the size of the population, B 1 is the average reproduction rate, N ≫ 1 is the typical population size in the long-lived metastable state prior to extinction, k is the offspring number per birth event, and D(k) is an arbitrary, normalized burst size distribution (BSD) with the mean value, k , and variance, σ 2 k . Furthermore, time is rescaled by the linear death rate. Note that the effective reproduction rate, B/ k , was chosen to recover the mean field dynamics of the non-bursty model, in which a single branching reaction A → 2A that occurs with rate Bn replaces the above BR set of reactions.
At the deterministic level, ignoring demographic noise, the reactions defined in Eq. (1) yield the following rate equation for the mean population sizen(t)
Eq. (2) admits two fixed points: a repelling point at n = 0, corresponding to extinction and an attracting point at n s = N(1−1/B), corresponding to the average population size in the long-lived metastable state. At the deterministic level, starting from any initial population size n 0 > 0 the population converges into n s after a typical time scale t r ∼ (B − 1) −1 , inversely proportional to the rate of linear drift. However, at the stochastic level, n s is only metastable owing to the existence of an absorbing state at n = 0. Thus, the longlived metastable state slowly decays while the extinction probability slowly grows, due to the existence of a small probability flux into the absorbing state, proportional to the inverse of the MTE.
To calculate the QSD of the metastable state and its mean decay time given by the MTE, we have to account for fluctuations. This is done by considering the master equation for P n (t) -the probability to find n individuals at time ṫ
Note that in the first term on the right hand side of Eq. (3) the summation can be formally extended up to infinity since it is assumed that P n<0 = 0 while the second term is simply −BnP n / k . Multiplying Eq. (3) by n and summing over all values of n, we recover the rate equation (2), justifying a-posteriori the rate chosen for the BR process.
A. Quasi-stationary distribution
In order to calculate the MTE and QSD we employ the real-space WKB approach in the spirit of Ref. [14] . This will allow us to find the quantities of interest within exponential accuracy. In the Appendix we show how to further calculate the pre-exponential correction to the MTE which can be significant, especially close to bifurcation. In extinction problems, provided that N ≫ 1, at times t ≫ t r when the system has already converged into the long-lived metastable state, the dynamics of P n is governed by a single time exponent [9] [10] [11] [12] 14 ]
where τ denotes the MTE, and the QSD, π n (n = 1, 2, . . . ), is defined as the shape function of the metastable state.
To this end we employ the leading order WKB ansatz, π n ≡ π(Q) ≃ Ae −N S(Q) [9] , where S(Q) is called the action and A is a normalization factor. Here we have introduced a rescaled coordinate Q = n/N, and we assume n ≫ 1 to allow a continuum treatment. Plugging Eq. (4) into the master equation (3) and neglecting the exponentially small term on the left hand side, we arrive in the leading O(N) order, at a stationary Hamilton-Jacobi equation H(Q, P ) = 0, with the Hamiltonian [14] 
Here, we have introduced P = dS(Q)/dQ, the conjugate momentum to the coordinate Q, and extended the sum in Eq. (3) up to infinity, see text below Eq. (3). At this point we pause and revisit the validity of the WKB approach we have used. To perform a Taylor-expansion which transforms the master equation (3) into a HamiltonJacobi equation, we have implicitly used the assumption that the step size of the reaction is much smaller than the typical system size [14] . However, this requirement is not necessarily satisfied as D(k) may be nonzero even if k = O(N). Yet, it turns out that it is sufficient to demand that the standard deviation of the BSD, σ k , satisfies σ k ≪ N, so that events of large step sizes which invalidate the perturbation theory contribute a negligible error. Thus, we will henceforth assume that σ k ≪ N.
We now recast the Hamiltonian (5) in the following form
where we have defined
At this point one usually takes the route of solving the stationary Hamilton-Jacobi equation for P to obtain the phase-space activation trajectory, P a (Q), that is, the most probable path to extinction. This is followed by an integration of this trajectory to obtain the action and consequently the QSD. Note that the trivial zero-energy trajectories, Q = 0 and P = 0, corresponding to the extinction and mean-field lines, respectively, do not contribute to the QSD [14] . In our case, the Hamilton-Jacobi equation using (6) gives rise to a transcendental equation for P a (Q). However, we can circumvent this difficulty by solving it instead for Q a (P ) [48] . This yields the activation trajectory as a function of the momentum
By definition, see above, the action is given by S(Q) = Q P a (Q ′ )dQ ′ , where the arbi-trary constant can be fixed by putting S(Q s ) = 0. This yield
(8) Here, we have employed the fact that P a (Q s ) = 0 -the momentum at the fixed point Q s = n s /N is zero.
The normalization factor, A, is obtained by the condition
Plugging Eq. (9) with the WKB ansatz π n ≃ Ae −N S(Q) and expanding the QSD up to second order in its Gaussian vicinity, A can be found as follows:
where
is the observed variance of the QSD. Using the relation
, the observed variance can be explicitly expressed as
where the prime denotes differentiation with respect to P , and we have used the L ′ Hôpital's rule to evaluate F (0) and F ′ (0). What is the meaning of the result (11)? The BSD's mean value and variance for the "simple" single-step reproduction (SSR) case are k = 1 and σ 2 k = 0, respectively, see Table  I ; this results with σ Putting it all together, the QSD is given by π n ≃ Ae −N S(Q) , with the action (8) and the normalization factor, given by Eqs. (10) and (11) . Note, that the QSD can only be found explicitly upon providing the BSD, which allows calculating F (P ) in a straightforward manner. Finally, since the WKB approach formally requires that Q ≫ N −1 , the QSD is valid for n ≫ 1. Figure 1 compares between the theoretical and numerical QSD results for the SSR and geometric BSDs as defined in Table I . Our numerical simulations were performed using an extended version of the Gillespie algorithm [51] that accounts for BR. An excellent agreement between analytical and numerical results is observed. Furthermore, the broadening of the QSD is well observed, which is a direct consequence of BR, since the mean-field description of the BR and SSR models coincides. 
B. Mean time to extinction
The MTE is inversely proportional to µ n=1 π n=1 [14] . In the leading order, this gives rise to τ ≃ e N S(0) , where S(Q) is given by Eq. (8) . This result can be simplified. P f , which is called the fluctuational momentum, is defined as P a (0) -the value of the momentum at Q = 0 along the optimal path. It is obtained by solving the transcendent Eq. (7) with Q = 0. Substituting the relation found from Eq. (7), e P f F (P f ) = 1/B, into Eq. (8), and using the definition of F (P ) just below Eq. (6), we arrive at the MTE:
.
is the digamma function, and we have defined R = e P f . Calculating the pre-exponential correction to the MTE is more involved. As a first step, it requires deriving the WKB solution up to sub-leading order. This solution has to be then matched to a recursive solution valid at small population sizes [14] . However, here this approach breaks down as, in general, the method of calculating the recursive solution is invalid in the presence of BR. Indeed, this method assumes that for small population sizes the dominant reactions are linear in the population size, and thus, nonlinear terms are neglected. Yet, in the presence of BR, as the step size increases, the rate of the reactions may decrease even below the rates of the nonlinear reactions which were neglected. As a result, unless we assume a very narrow BSD, employing this approach here may lead to an invalid recursive solution, which ultimately prevents the calculation of the subleading-order correction to the MTE.
In the Appendix we take a different route and calculate the MTE including sub-leading order corrections, by employing the alternative momentum-space approach, based on the generating function technique in conjunction with the spectral formalism [46, 47, 49, 50] . This calculation yields
where prime denotes differentiation with respect to P , Q a (P ) is given by Eq. (7), P f is obtained by solving the equation Q a (P f ) = 0, and S(0) is given by Eq. (12) . Note that, the MTE is well behaved and is always positive as B > 1 and P f < 0. Eq. (13) is one of the main results of this paper.
C. Examples
We now illustrate our theory by calculating the MTE (13) for three representative BSDs. In the simple case of the SSR, see Table I , Eq. (13) reduces to
which naturally coincides with the MTE for the Verhulst model, see e.g., Ref. [14] . Next, we generalize the above result and consider the case of a constant step-size K (where K is a positive integer), see Table I . The MTE in this case is given by
where to remind the reader, R = e P f , and P f is found numerically by solving Q a (P f ) = 0. Finally, in the case of geometric BSD, the MTE is given by
where b is the mean of the geometric BSD, see Table I . Figure 2 compares between the theoretical and numerical MTEs for various BSDs as a function of their characteristic parameters, see Table I , and excellent agreement is observed. For all BSDs, an exponential reduction in the MTE (compared to the non-bursty case) is demonstrated, due to the broadening of the corresponding QSDs via the mechanism of BR. As the deterministic description of BR remains unchanged compared to the case of SSR, this reduction is an exclusive effect of BR. Table I . Solid lines -theoretical results given by Eq. (13) [where for panels (a) and (c) the results are explicitly given by Eqs. (15) and (16), respectively]. (•), ( ), (▽), and (△) markers -simulation results for the cases of KSR, PS, GE, and NB, respectively. (x) marker -theoretical value for the case of SSR (14) . Note, that τ SSR = lim K→1 τ KSR = lim λ→0 τ PS = lim b→0 τ GE = lim b→0 τ NB which stems from the limit
Here, the parameters are a = 2, B = 2, and N = 150.
D. Bifurcation limit
Close to bifurcation, the general result for the MTE [Eq. (13)] becomes considerably simpler, and reduces to an expression which solely depends on the mean and variance of the BSD. In the bifurcation limit, the attracting fixed point Q s = 1 − 1/B is assumed to be close to Q = 0 such that Q s ≡ δ ≪ 1. As a result, we have B ≃ 1 + δ.
We can now use the smallness of δ to find P f explicitly. Using Eq. (7), and putting P = P f (which causes the left hand side to vanish), we expand the right hand side in powers of P f ≪ 1. Using the fact that B = 1 + δ, we arrive at P f ≃ −δ/[1 + F ′ (0)], thus justifying a-posteriori our assumption P f ≪ 1. Having found P f as a function of δ, we can now expand the action (12) 
. This allows us to calculate the MTE in the bifurcation limit, up to subleading-order corrections, by using Eq. (13) with the values of B and P f close to bifurcation. Doing so, we arrive at
To remind the reader,
, and thus the MTE is exponentially decreased compared to the SSR case, for which F ′ (0) = 0. Note that in the case of SSR, Eq. (17) coincides with the result for the simple Verhulst model close to bifurcation, as appears in Ref. [14] .
What is the validity region of the result (17)? On the one hand, the WKB approach requires that Nδ 2 ≫ 1. On the other hand, in the course of the derivation above, we have neglected terms on the order of Nδ 3 in the action. Thus, to avoid excess of accuracy by keeping the pre-exponential factor, Eq. (17) is valid as long as Figure 3 shows a collapse of simulation results for various BSDs onto the theoretical result in the bifurcation limit, given by Eq. (17) . This indicates a universal scaling, for any BSD, of the exponential reduction in the MTE as function of F ′ (0). Table I . The parameters are a = 2, N = 10 4 , and B = 1.053 such that δ = 0.05.
The bifurcation limit allows for an additional simplification of the problem. It turns out that the MTE corresponding to the general model, which involves an infinite set of birth reactions A → (k + 1)A with rates proportional to D(k), can be effectively described by a model involving only a single K-step birth reaction A → A+ KA. Close to bifurcation, the burstiness is entirely captured by F ′ (0), see Eq. (17) . Thus, the effective step size of the analogues KSR model is obtained by demanding that F ′ (0)| KSR = (1/2)(K − 1) coincide with the corresponding F ′ (0) of the general model. This leads to
In Fig. 4(a) , we demonstrate this coincidence between the MTEs of the geometric BSD and the effective KSR models, close to bifurcation, by adjusting the value of K according to Eq. (18) . Furthermore, our numerical simulations indicate that this result extends beyond the bifurcation limit, as demonstrated by Fig. 4(b) . 
III. POPULATION SURVIVAL
Here we consider a runaway model of a stochastic population including bursty pair reproduction. The microscopic dynamics is defined by the reactions and their corresponding rates
where all quantities are defined as in Sec. II, time is rescaled by the linear death rate, and the effective reproduction rate, B/(N k ), was chosen to recover the mean-field dynamics of the non-bursty model. In the deterministic picture, this model is described by the rate equation for the mean population sizen(t)
Eq. (20) admits two fixed points: an attracting fixed point at n = 0 corresponding to extinction, and a repelling fixed point n u = N/B + 1 ≃ N/B corresponding to the critical population size, above which the population enters a state of an unlimited growth (sometimes refereed to as runaway or explosion). The emergence of the critical population size is a result of the strong Allee effect which describes a decrease in the growth rate per capita as the population grows in size [44] .
Note, that this model is a simplified version of the more realistic model with an additional attracting fixed point n 3 > n u corresponding to population establishment. Yet, it can be shown that when n 3 is sufficiently distant from n u , the survival and establishment probabilities of the two models coincide in the leading order [16] .
In contrast of the extinction problem, see Sec. II, this problem does not feature metastability. Instead, for a given initial population n 0 the population will deterministically flow towards extinction for n 0 < n u , whereas for n 0 > n u it will deterministically proliferate. However, even if the initial population satisfies n 0 < n u , it still has a nonzero probability to avoid extinction and to survive, by undergoing a large fluctuation and overcoming the potential barrier at n u . We are interested to calculate P(n 0 ) -the survival probability (SP), starting from n 0 individuals.
Our starting point is the master equation for P n (t) -the probability to find n individuals at time ṫ
(21) Note that in the first term on the right hand side of Eq. (21) the summation can be formally extended up to infinity since it is assumed that P n<0 = 0, while the second term is simply −Bn(n − 1)P n /(N k ).
A. Survival probability
The survival probability P(n 0 ) can be explicitly calculated by solving the recursion equation for P(n 0 ) which is related to the backward master equation [31, [52] [53] [54] . However, this equation is only solvable in particular cases and, in general, the solution is highly cumbersome.
Instead, here we follow a different route and consider a modified problem obtained by supplementing the original problem with a reflecting boundary at n = n 0 . Starting from an initial population n 0 < n u , this gives rise to a long-lived metastable state peaked at n = n 0 due to the fact that there exists a deterministic drift from n u towards n 0 . This metastable state, however, slowly decays due to a slow leakage of probability through the repelling fixed point n u , which eventually results in population escape. Importantly, provided that n 0 is not too close to n u , see below, it can be shown that the escape rate in the modified problem equals in the leading order to the SP in the original problem starting from n 0 individuals [55] . As a result, we now consider henceforth the modified problem with a reflecting wall at n = n 0 .
As the modified problem possesses a long-lived metastable state at n = n 0 , we can employ the leading order WKB ansatz, π(Q) ≃ e −N S(Q) . Plugging this ansatz into Eq. (21) and repeating the calculations preformed in Sec. II A, we arrive at a Hamilton-Jacobi equation, H(Q, P ) = 0, with the Hamiltonian
where F (P ) is defined in Sec. II A. From Hamiltonian (22), we can write a transcendental equation for the activation trajectory P a (Q). However, similarly as before, we rather calculate Q a (P ) which can be done explicitly, yielding Figure 5 shows the phase-space of the problem and the activation trajectory. Having found Q a (P ), the action can be found as follows
Here, Q 0 = n 0 /N and P 0 is defined as P 0 = P a (Q 0 ). As a result, the SP of a population of initial size n 0 < n u which is given by the escape rate in the modified problem having a reflecting wall at n = n 0 , is given by
where we have used the equality P a (n u /N) = 0. Finally, the WKB approach requires that the accumulated action be large. That is n 0 must be sufficiently distant form n u such that N∆S ≫ 1 [16] . Note, that Eq. (25), which includes only the leading-order contribution, ignores the boundary condition at n 0 = 0, P(n 0 = 0) = 0. Thus, in order to satisfy this boundary condition, we multiply the result (25) by Q 0 , which excellently agrees with numerical simulations, see Fig. 6 . 
B. Examples
We now illustrate our theory by calculating the SP (25) for the same representative BSDs that were considered in Sec. II C. From Eq. (25) we have ln[P(n 0 )] = −N∆S with ∆S given by
where all quantities are defined as in Sec. II C. For the case of K-step reproduction, P 0 is determined by a numerical solution of Eq. (23) .
The equivalence between the original problem without metastability and the modified problem with metastability is numerically demonstrated in Fig. 6 . The figure shows three curves for the case of geometric BSD: the numerical SP in the original problem as a function of the initial population size, and the (normalized) theoretical and numerical results for the mean escape rate in the modified problem as a function of the position of the reflecting wall. Indeed, an excellent agreement between the SP in the original problem and the (normalized) escape rate in the modified problem is observed. As stated above, this equivalence between the problems can be proved theoretically, see e.g., Refs. [55] .
Having justified our usage of the modified problem, Fig. 7 shows an excellent agreement between the theoretical and numerical escape rates in the modified problem for various BSDs, see Table I . To increase efficiency, we have simulated the modified instead of the original problem, but we have normalized the escape rates to equal the SP by comparing to a single SP simulation of the original problem for each BSD. For all BSDs, an exponential increase in SP is observed. Similarly as in the case of Sec. II C, this increase is an exclusive effect of BR as the deterministic description remains unchanged compared to SSR. We now consider the case in which n 0 is close to n u (but not too close, see below), namely where the initial population is close to the critical population size, above which the population enters a state of an unlimited growth. In this case, the SP considerably simplifies compared to the general result (25) . Similarly to the bifurcation limit of the extinction problem, see Sec. II D, the result here is reduced to an expression which solely depends on the mean and variance of the BSD, see below.
We define the near-threshold initial-population limit as Q u − Q 0 ≡ δ ≪ 1 where δ is the distance to the threshold. This determines the relation
Note that this limit is not a bifurcation limit as the point Q 0 is not a fixed point. In fact, the distance between Q = 0 and Q u is independent on δ.
Assuming a-priori that the momentum is small we define P =P δ whereP = O(1). Expanding F (P ) in δ ≪ 1 up to leading order we find F (P ) ≃ 1 + F ′ (0)P δ where prime denotes differentiation with respect to P . Substituting this into Eq. (23) and expanding in powers of δ up to leading order we find
Demanding that Eq. (28) evaluated at P = P 0 be equal to Eq. (27) we arrive at
which justifies our a-priori assumption that P = O(δ).
We are now in a position to determine the SP when n 0 is close to n u . Changing the integration variable in Eq. (25) and using Eqs. (27) , (28) , and (29) we finally arrive at
To remind the reader
> 0 and equals to zero only for the SSR case. Note that this result is valid as long as N∆S ≫ 1, thus δ cannot be too small and must satisfy N −1/2 ≪ δ ≪ 1.
IV. SUMMARY AND DISCUSSION
In this paper we have studied the effect of bursty reproduction on the dynamics of stochastic populations including rare events. We have considered two complementary scenarios: population extinction from a long-lived metastable state, and population survival against a deterministic force. In the former we have calculated the quasi-stationary distribution of the population sizes prior to extinction and the mean time to extinction, while in the latter scenario we have calculated the survival probability of a population despite having a deterministic drift towards extinction. In both scenarios we have presented analytical results for generic burst-size distribution (BSD) and found explicit results for several representative examples. Importantly, we have demonstrated that bursty reproduction can exponentially decrease the mean time to extinction and exponentially increase the survival probability. This occurs due to the broadening of the corresponding probability distribution of population sizes prior to escape. In particular, we have shown that the results considerably simplify when the metastable state/initial population size are close to the corresponding unstable fixed points, in the extinction and survival problems, respectively. In these regimes, we have shown that the results solely depend on the mean and variance of the BSD.
In a previous study, we have considered reaction-step-size noise in the form of bursty influx of individuals, and calculated the mean escape time within exponential accuracy. In this work we have extended the formalism to allow treating bursty autocatalytic processes which depend on the population size. Furthermore, we have shown how the subleadingorder pre-exponential corrections to MTE and QSD can be calculated by employing both the real-space approach, and also the momentum-space approach in conjunction with the spectral formalism.
Finally, the analytical results we have derived here for the dynamics of birth-death processes including rare events, under generic bursty reproduction, may be of high importance in a variety of systems, including population biology and viral dynamics, where bursty reprodction constitutes a key mechanism in the long-time behavior of such systems.
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APPENDIX -SUB-LEADING ORDER CALCULATIONS
Here we derive the sub-leading order correction to the MTE. We use the momentumspace approach by employing the generating function technique [52, 56] in conjunction with the spectral formalism [46, 47, 49, 50] .
The probability generating function of the population is defined as [52] 
where p is an auxiliary variable that will play the role of the momentum, see below.
Multiplying the master equation (3) by p n , and summing over all possible values of n we arrive at a single evolution equation for G(p, t)
Here, we have used the identity
]. At this point we employ the spectral formalism and expand the solution for G(p, t) in the yet unknown eigenmodes and eigenvalues of the problem. Focusing, however, on times t ≫ t r (where t r is the relaxation time to the metastable state), and since higher modes only contribute to short-time transients and decay at times on the order of t r , we can write [46, 47, 49, 50] G
Here, the stationary solution equals to 1 corresponding to extinction, ϕ(p) is the lowest excited eigenmode, and E is the lowest excited eigenvalue which equals the inverse of the MTE [47, 49, 50] . Note, that this ansatz indicates that ϕ(0) = 1, to ensure that the probability distribution is normalized at all times. Plugging Eq. (A3) into (A2) we result with a homogenous ordinary differential equation
where prime denotes differentiation with respect to p. Eq. (A4) has two singular points at p = 0 and p = 1 which defines the region of interest. Thus, there are two self-generated boundary conditions ϕ(1) = 0, and (1 + B/N)ϕ ′ (0) + Eϕ(0) = 0. Since E turns out to be exponentially small, see below, the latter boundary condition can be approximately written as ϕ ′ (0) = 0. We will solve Eq. (A4) in two distinct regimes. In the bulk, 0 ≤ p < 1, where ϕ(p) is almost constant, and in a boundary layer 1 − p ≪ 1 where it rapidly decreases to 0 [47, 49, 50] .
In the bulk, we look for the solution as ϕ(p) = 1 + δϕ(p) and denote u(p) = ϕ ′ (p) = δϕ ′ (p). Casting the equation into a self-adjoint form and approximating the term Eϕ(p) ≃ E [47, 49, 50] , we arrive at p ′ − 1 dp ′ ,
which is valid at 0 ≤ p < 1 as long as 1 − p ≫ 1/N. Next, we find the solution in the boundary layer. Here, as can be checked a-posteriori, since the derivatives of ϕ(p) are large, we can neglect the term Eϕ in Eq. (A4), and arrive at the equation 
We now match the bulk and boundary-layer solutions in their joint region of applicability N −1 ≪ 1 − p ≪ 1. Since f (p f ) = 1/(Bp f ), see above, we have S ′ (p f ) = 0, and thus, the integrand in Eq. (A6) receives its maximal value at p f . Therefore, when the upper limit of the integral is sufficiently far from p f we can evaluate the integral in Eq. (A6) via the saddle point approximation [49] , and arrive at
Here, we have extended the lower and upper limits of the integral to −∞ and ∞, respectively, which can be justified a-posteriori using the fact that the width of the Gaussian is much smaller than the distance of p f to either limits. Matching this result to the boundarylayer solution [Eq. (A8)] we find the MTE τ = 1/E to be
Let us now recast the MTE (A10) in real-space coordinates. The momentum-space coordinates, q and p, are related to the real-space coordinates, Q and P , via a canonical transformation [56] q = Qe −P , p = e P .
Employing this transformation, one can show that f (p) → F (P ), p f → e P f , S(p f ) → S(0), and S ′′ (p f ) → Q ′ a (P f )e −2P f , where F (P ) is defined below Eq. (6), Q a (P ) and S(0) are given by Eqs. (7) and (12), respectively, and P f is defined by the relation Q a (P f ) = 0. Employing these relations, the MTE given by Eq. (A10) becomes Eq. (13) .
