Abstract: Nonlocal continua have been proposed to offer a more realistic model for the electrostatic response of solutions such as the electrolyte solvents prominent in biology and electrochemistry. In this work, we review three nonlocal models based on the Landau-Ginzburg framework which have been proposed but not directly compared previously, due to different expressions of the nonlocal constitutive relationship. To understand the relationships between these models and the underlying physical insights from which they are derive, we situate these models into a single, unified Landau-Ginzburg framework. One of the models offers the capacity to interpret how temperature changes affect dielectric response, and we note that the variations with temperature are qualitatively reasonable even though predictions at ambient temperatures are not quantitatively in agreement with experiment. Two of these models correctly reproduce overscreening (oscillations between positive and negative polarization charge densities), and we observe small differences between them when we simulate the potential between parallel plates held at constant potential. These computations require reformulating the two models as coupled systems of local partial differential equations (PDEs), and we use spectral methods to discretize both problems. We propose further assessments to discriminate between the models, particularly in regards to establishing boundary conditions and comparing to explicit-solvent molecular dynamics simulations.
Introduction
Biological molecules, such as DNA and proteins, rarely exist alone by themselves: they usually have to be within an aqueous environment in order to perform properly. These surrounding water molecules and other dissolved ions strongly affect biomolecular structure and behavior. As a result, a predictive and mechanistic understanding of molecular function depends on having accurate models of solvent effects. However, the modeling of electrostatic interactions between a molecule and solvent remains theoretically and computationally challenging, mainly due to the long-range nature of the atomistic forces and the difficulties/shortcomings of finding governing equations. In particular, explicit-solvent models such as molecular dynamics (MD) simulations provide an intuitively direct view of the solvent interactions with a solute, can be so computationally demanding that makes it impractical for some types of investigations or engineering. On the other hand, continuum models of solvent treat the solution as a continuous polarizable medium instead of individual molecules, and the effect of water is approximated by a potential of mean force [1, 2] , and the simplifications mean that calculations are orders of magnitude faster. However, classical electrostatics based on the local Poisson equation suffers from an unreasonable assumption that solvent molecules are treated as spatial average effects of infinitesimally small particles [3] .
In this paper, we contrast three advanced continuum theories that add aspects of realistic solvent structure to the standard continuum model [4] . These theories are known generally as nonlocal dielectric models [5] , because the notion is that the polarization response to an applied field is not local, as it is in macroscopic dielectric theory. The macroscopic dielectric model uses a material constitutive relation P(r) = χ(r)E(r), where E(r) represents the electric field at r, χ(r) is the local susceptibility, and P(r) is the induced polarization charge density. In contrast, in nonlocal models the relationship becomes
so an electric field at r ′ affects the polarization response at r through the nonlocal susceptibility χ(r, r ′ ), that is, nonlocally. In the simplest nonlocal models [6] [7] [8] [9] [10] , the effect of E(r ′ ) on P(r) decays exponentially as a function of the distance between r and r ′ , with a characteristic decay length set by a length scale λ. 
where ϵ(r, r ′ ) is the nonlocal dielectric function, and φ(r ′ ) is the electrostatic potential, ρ(r) is the charge distribution, and ϵ 0 is the permittivity of free space. The kernel of this relation, the dielectric function ϵ(r, r ′ ), accounts for the correlation of the polarization in space. Unfortunately, even the simplest form of the dielectric function, the so-called Lorentz model in which the correlations exponentially decay on a length scale λ, makes solving Eq. 2 difficult in complex geometries. The only tractable cases are those with highly symmetrical geometries such as the sphere with central charge [11] [12] [13] [14] and parallel plates [15] . Our main contribution in this work is to review and contrast three of the prominent nonlocal models for water. This requires first placing them in a single Landau-Ginzburg framework, as their original presentations begin from different physical viewpoints regarding polarization modes. As part of visualizing the impact on polarization charges in solvent, we reformulate the resulting integrodifferential equations as coupled systems of local partial differential equations (PDEs), so that they can be discretized and solved numerically. We use a simple spectral method in one dimension. Our results illustrate an oscillatory charge density distribution between parallel plates held at constant potential, comparable with previous experiments, MD simulations, and related nonlocal theory [15] . We also briefly discuss the temperature dependence of the BKLS model and its implications for physical realism: a consistent shift of the dielectric function and the response function can be seen in the results. This implies the relative strength change of hydrogen-bonding network as the temperature varies, which is qualitatively consistent with experimental, although the polarization charge profile is not in quantitative agreement with experiment. It is clear that much work remains, particularly in comparing predictions to experiment and explicit-solvent MD simulations; two main theoretical challenges include the establishment of models that can reproduce how the water dielectric function changes with temperature and pressure, and the development of boundary conditions for complex geometries such as biological molecules.
The following section presents background information about the Landau-Ginzburg (LG) formalism commonly used to propose nonlocal continuum models [5, 11, 16] . Section 3 presents three LG-based models proposed by Kornyshev and others, and discusses the modeling insights and approximations that relate the models. Section 4 then describes a systematic approach to convert the complicated, hard-to-solve integrodifferential Poisson equations into systems of purely local partial-differential equations [4, 7, 17] . Section 5 presents results including the effects of temperature changes on the nonlocal dielectric function, and the polarization charge densities between parallel plates, which have been computed using a Chebyshev spectral method [18] . Section 6 concludes the paper with a discussion and topics for future work.
Background

Mean-field theory and a general Landau-Ginzburg Hamiltonian
Mean-field theory is a powerful tool to describe the properties of ordered systems. It is an approximation that can be applied to problems exhibiting small fluctuations around a particular state, or order parameter. The approach's mathematical simplicity makes it valuable for modeling dielectric responses in polar liquids via the dielectric function ϵ(k) [5, 11, 19] , even though in some cases it only offers qualitative insights relating physical scales and interactions. Here we use a Landau-Ginzburg approach to study microscopic solvation phenomena using a small number of order parameters. The approach was originally developed to study phase transitions near critical temperature, Tc, where the order parameter is close to 0 [20] . However, for our purposes it is qualitatively correct at temperatures much lower than Tc. In this theory we define a free energy H to be the difference between the internal energy E and the product of temperature and entropy, TS, and both E and S are expressed as functions of the order parameter. Equivalently, the approach rests on the assumption that the free energy can be expanded as power series of the order parameters. For a given system, then, the values of the order parameters are obtained by minimizing the free energy. For a model with one order parameter Φ, the free energy expression generally takes a form like
where parameters α, A, B, C, and so forth are often state-dependent. For water, Dogonadze and Kornyshev pioneered the use of polarization charge vector field P as an order parameter (or multiple fields representing different polarization responses) that represent the characteristic structure of the solvent [5] . Considering the symmetry of the system-that is, the fact that the free energy would not be any different if the dipole density changed sign-Kornyshev et al. proposed that the expansion should contain only even-order terms i.e. [21] 
Here and throughout the paper, we follow convention and assume that exponents act upon the magnitude of the polarization vector P, i.e. H = A|P| 2 + C|P| 4 . Eq. 4 represents the free energy density in a uniform (spatially homogeneous) system. If we allow the order parameter to be a spatially dependent variable, that is, such that P = P(r) and the total free energy should be the integral of a free energy density h(r), i.e. H = ∫︀ h(r)dr. In inhomogeneous systems, the gradient of the order parameter (here, polarization charge) needs to be accounted for as well, because the non-uniformity costs an additional energy to retain the spatial variation in the order parameter(s). It can be shown that by expanding the free energy density h(r) in a Taylor series about the free energy density of the uniform system, the interactions between dipoles are proportional to the square of the components of the polarization gradient [22] :
where h 0 is the free energy density of the uniform system, and ζ depends on temperature. Because h(r) is a scalar, it is invariant with respect to the coordinate system and the above expression retains only the even powers of the gradient terms. The general form of our Landau-Ginzburg model involves multiple polarization contributions P 0 , P 1 , and P 2 , as well a scalar order parameter δS, which is associated with the fluctuation of the local density around a mean state, and presumably the hydrogen-bond network [11, 23] . We describe the polarization responses shortly. The nonlocal models we consider in this paper can all be written in the form
where P(r) corresponds to the total polarization charge, E ext (r) is an external electric field, and (r−r ′ ) models coupling between the orientational polarization charge P 2 and the local density δS. In this paper, we address three kinds of nonlocal models. First, we treat the Lorentz model of Dogonadze and Kornyshev [5] , which does not include the local density fluctuation (equivallently, b = 0 and (r, r ′ ) = 0). This model can be simplified further to include only one nonlocal response polarization, which has been popularized recently [7, 8, 10, 24, 25] . Second, we treat the BKLS model (Bopp-Kornyshev-Leikin-Sutmann [11, 26, 27] ), which adds the local density fluctuation δS and uses a purely local coupling between δS and P 2 ; in this case is a scaled Dirac delta function. The third model, proposed by Medvedev [16] , allows the coupling to be nonlocal. As discussed shortly, the phenomenon of charge overscreening-that is, oscillations in polarization charge density between positive and negative [11, 15, 16, 28] -arises critically from coupling the two kinds of order parameters.
Kramers-Kronig restriction
Central to nonlocal continuum models is the idea of a dielectric function, which describes the polarization charge density that results from an external perturbing electric field. We introduce the dielectric function using the concept of a response function, which is defined in such a way that the result of applying a perturbation is simply the product of the perturbation itself, and the response function [29] . Our interest focuses on a fixed charge-density distribution as our perturbation, which generates the perturbing electric field, and polarization charge response. Explicitly, the relationship can be written in terms of the Fourier transforms of the source (perturbing) distribution
(which is assumed fixed) and the resulting total charge
. Assuming a bulk, isotropic dielectric liquid, the response function that relates these two fields is the Fourier representation of the dielectric function; writing
The total charge density ρ(k) is the sum of the source charge density ρs(k) and an induced charge density ρ i (k). The induced charge density ρ i (k), and hence, total charge density ρ(k) are classified as reactions of the system, and rewriting Eq. 7 in the form of a response function,
Because we have assumed an isotropic medium, ϵ(k) = ϵ(k) and we can see that the inverse permittivity 1/ϵ(k) is acting as a response function in this case. Thus, the Kramers-Kronig relations apply [30] 
We reiterate that for the above model to be valid, the external source must be free from the influence of the system, namely, the source charge density ρs(k) does not change due to the medium's response. Given that Imϵ −1 < 0, Imϵ > 0, and therefore Eq. 9 leads to
In turn, this implies that for every k, one of the following inequalities must be true:
However, as discussed by Kornyshev and others [11, 26, 27, 31] , there is no restriction for the dielectric function ϵ(k) to satisfy one or the other globally: in other words, it is possible for ϵ(k 1 ) > 1 for some k 1 and also ϵ(k 2 ) < 0 for some k 2 . Hence, negative values of ϵ(k) are not forbidden. In fact, regions of k where ϵ(k) < 0 give rise to the overscreening effect in which one observes oscillations between regions of positive and negative induced charge density.
Models
The relationship between the susceptibility and the dielectric function is
In the models considered here, the polarization response is decoupled into three independent components, so that the susceptibility can be written as
and each term is associated with a polarization charge density field, e.g. P 0 is the polarization response associated with χ 0 .
Lorentz type
The earliest nonlocal solvent model was proposed by Dogonadze and Kornyshev [5] . This Lorentz-type model, which is named for the functional form of the polarization responses, employs only polarization fields as order parameters. In other words, the Lorentz nonlocal model does not include the hydrogen-bond fluctuation order parameter δS. In a Lorentz-type dielectric response, the polarization charge at r is determined not only by the electric field at r, but by the electric field in a neighborhood whose size is determined by a correlation length λ. In other words, within a small multiple of λ, any intensity change in the electric field at r ′ would affect the polarization at r. Considering the structure of the solvent, the polarization is due to the contribution of several types of polarization response, which are characterized by water's normal modes, which respectively correspond to different correlation lengths λn. The excitement of states of water molecules can be characterized by the absorption bands of electromagnetic waves, which are separated by transparent bands. Dogonadze and Kornyshev considered three modes, and later models have generally followed this approach. To be able to present all the models consistently and draw out their similarities and differences, throughout this paper we use the Medvedev's notation, which is the most recent of the models [16] . First, Dogonadze and Kornyshev modeled an electronic or intramolecular polarization as having correlation length λ 0 , which gives rise to a response Medvedev refers to as P 0 . The second mode is a Debye reorientation with correlation length λ 1 , which gives rise to P 1 . This models a low-spatial frequency orientational mode response. The third mode is a resonance mode with correlation length λ 2 , which gives rise to P 2 . This resonance mode corresponds to a high-spatialfrequency orientational response (P 2 ). The total polarization is denoted P(r) = P 0 (r) + P 1 (r) + P 2 (r).
The resulting Hamiltonian is a special case of the general Landau-Ginzburg Hamiltonian introduced earlier. Specifically, because we are omitting the hydrogen-bond fluctuations modeled by the order parameter δS, we may set b = 0 and = 0 (physically, the latter implies neglecting coupling between the polarization and hydrogen bond fluctuations). Then Eq. 6 reduces to
Separating H into distinct polarization modes,
and introducing P i (r) = −∇ψ i (r) and E ext (r) = −∇φ ext (r), we have
Then taking the Fourier transform gives
where k = |k|. Minimizing Eq. 17 with respect to ψ i (k), we obtain
so
Again assuming that the medium isotropic, Eq. 19 holds for all k = |k|, and defining
we obtain 1 − 1
where the constants a i are given by
Here ϵ is the (relative) permittivity of the bulk, ϵ * is the permittivity at intermediate frequencies, 
BKLS
After Bopp and Kornyshev et al. demonstrated that atomistic simulations reproduce observed experimental measurements of a region of negative ϵ(k) [26] , Kornyshev et al. introduced a model that added the new order parameter δS which is associated with the fluctuations of hydrogen bonds [11] . Their work indicated that overscreening (negative ϵ(k)) arises from coupling between this order parameter and the polarization response order parameters. As in the earlier Lorentz-type model, P 0 is the intramolecular (electronic) polarization response, P 1 is the reorientations of water molecules and the associated hydrogen bonds, and P 2 , is the high-spatial-frequency orientational (resonance) mode coupling to the local density fluctuations. However, the BKLS model differs from the Lorentz model in two key ways. First, P 0 is assumed to be purely local: in other words, χ 0 (k) = χ∞ where χ∞, the short-range susceptibility, is related to the short-range dielectric constant ϵ∞ by
Second, the new order parameter is coupled to the polarization response, reflecting the fact that in a dielectric with a spatially varying electric field, the solvent molecular dipole responds to the external electric field as well as to interactions with surrounding molecules (hydrogen bonds, in the present case of water). In the presence of an external electric field E ext , the free energy density takes the form
Only P 1 and P 2 appear here because the BKLS model assumes that P 0 is a purely local response; in other words, one can consider this mode to have a correlation length λ 0 = 0. The term P 2 ∇δS couples the two kinds of variables under the constraint that the free energy density is a scalar. We then write the total free energy as
where
and
with E ext = −∇φ ext and P = −∇ψ. Transforming H into the Fourier domain and minimizing H 1 with respect to ψ 1 gives
and therefore
Applying a similar procedure to H 2 gives
Eq. 31 gives
which we substitute into Eq. 32 to obtain
Here
characterizes the strength of coupling between density fluctuations and polarization; in practice, L is fit directly, instead of fitting the constituent Hamiltonian parameters [11] . Combining Eqs. 12, 13, 24, and 43, we obtain
where c = a 1 a 1 + a 2 (38) has been defined such that a larger c implies stronger coupling between orientational polarization and hydrogen-bond density fluctuations. We next seek to determine the unknown parameters, or at least establish ranges of reasonable values for them, using known data water structure and its dielectric response. First, the bulk permittivity determines the k → 0 limit of χ(k) via
This, together with Eq. 24, implies that
and Eq. 37 shows that
Equations 40 and 41 give 1 ϵ∞
Combining Eqs. 12, 24,37, and 42, one obtains the BKLS ϵ(k)
Kornyshev et al. consider a 1 and a 2 to be related to Pekar parameters, i.e. denoting by ϵ * the permittivity that separates P 1 and P 2 ,
so that
The authors suggest that considering P 1 to be a model for the orientation of water dipoles, its correlation length (λ 1 ) should be roughly the size a water molecule, i.e. about 3 Ångstroms. Similarly, the resonance modes captured by P 2 should have a correlation length λ 2 that is comparable to the order of magnitude of orientational oscillations; BKLS suggested 1 Å or less. Stability considerations impose that L < λ 2 + l. The parameters of the "best fit" model in [11] (Model A in that work) are given in Table 1 along with interpretations. 
The Medvedev Nonlocal Theory
The BKLS model gives a good approximation form for ϵ(k) that fits to the simulation data [11] . However, Medvedev later suggested that the correlation lengths λ 1 and λ 2 in the BKLS model are too small to have reasonable physical interpretations [16] . Specifically, the optimized BKLS models for λ 1 (corresponding to the reorientation of dipoles) and λ 2 (corresponding to the oscillations of water molecules around an average position), have λ 1 = 1.5 Å and λ 2 = 0.1 Å. Medvedev suggested modifying the model by accounting the nonlocality in the coupling between the high-frequency polarization mode P 2 and the local density fluctuations δS. He showed that this new model allows λ 1 and λ 2 to be fixed at larger values consistent with their claimed physical significance (3-6 Å and 1 Å, respectively), with the other length scales remaining to be fit. This also gives a physically reasonable correlation length for the local density fluctuations, which is on the order of 1 Å. As further evidence of the need to modify the BKLS model, Medvedev showed a discrepancy between the determination and interpretation of the intermediate dielectric constant ϵ * . Note that Medvedev uses the notation ϵ b to denote this quantity, but for consistency throughout this paper we use only ϵ * [16] . In BKLS, ϵ * is assumed to be the dielectric constant at the frequency separating reorientational modes and intramolecular modes, around 4.9 for water. If one considers the best fit model A in [11] , where c = [ϵ(ϵ * − ϵ∞)]/[ϵ * (ϵ − ϵ∞)] = 0.3, the corresponding ϵ * should be 1.42. This value is less than the optical dielectric constant (for water, 1.8), which is inconsistent with the physical interpretation of ϵ * . This implies that the attribution of the polarization fields P 1 and P 2 to low-frequency polarization and a high frequency counterpart may not be so clear as originally proposed. To assess the breadth of separation, Medvedev considered two parameterizations of the same nonlocal model, which nevertheless have quite distinct physical interpretations. In the first parameterization, ϵ∞ = 1 and ϵ * was fit in the interval [ϵ∞, 4.9] , that is, so that the shortest-range dielectric response is purely electronic, and then we have an intermediate length response associated with the resonance mode. In the second parameterization, however, the short-range dielectric constant is set as ϵ∞ = 4.9 and then ϵ * was fit in the interval [4.9, ϵ] . In other words, the second parameterization assigns both electronic as well as resonance-mode polarization to the shortest length scale, and then ϵ * was allowed to be interpreted as an intermediate-range response. The Hamiltonian itself is
To relate Eq. 47 to the general LG Hamiltonian, we first rewrite the first term as
where again χ 0i (r − r ′ ) describes the response function of the ith polarization mode, P i is the ith polarization mode, and P = ∑︀ i P i . Taking the Fourier transform, Eq. 49 becomes
and Medvedev has defined C 0 = 1 − 1/ϵ∞, C 1 = 1/ϵ * − 1/ϵ, and C 2 = 1/ϵ∞ − 1/ϵ * , where ϵ∞ is the dielectric constant at infinity frequency, ϵ * is the dielectric permittivity in the transparency zone that separates P 1 and P 2 , and ϵ is the static dielectric constant. Substituting Eq. 51 into Eq. 50 gives
and then transforming back to real space gives
Using the fact that a 0 = 
With P i (r) = −∇ψ i (r), P(r) = −∇ψ(r), and E ext (r) = −∇φ ext (r), Eq. 47 can be written in Fourier space
Minimizing Eq. 55 with respect to ψ i (k) and δS(k),
It is assumed that˜(k) is approximately (1 + a 2 k 2 ) 1/2 , and using the series expansion˜(k) ≈ +
Note that although the Hamiltonian employs the coupling term (k), it was not specified a priori but instead defined through˜(k), so as to ensure that the dielectric function would be stable and have a simple functional form [16] . Finally we have the Medvedev dielectric function
Model H of [16] fits the parameters as: ϵ∞ = 4.9, ϵ * = 21.0, ϵ = 78, λ 0 = 1.2, λ 1 = 6, λ 2 = 1.5, a = 1.0566, L = 2.2118, l = 1.5598.
Computation Using a Local Reformulation and Spectral Method
Nonlocal models lead to integrodifferential equations that can be difficult to solve in complex geometries such as proteins. However, as proposed by Hildebrandt [7] , the problems can be reformulated for efficient calculation as a set of coupled, purely local partial differential equations (PDEs) by making simplifying assumptions about the boundary conditions [4, 10, 31] . The remainder of the paper focuses on the BKLS and Medvedev model, which can reproduce observed overscreening phenomena, at least qualitatively, whereas the simpler Lorentz model cannot. We reiterate that the solvent is assumed to be pure water, i.e. there are no dissolved ions. Then
Using the Helmholtz decomposition, we can assume that D(r) = −∇ψ(r) where ψ is an auxiliary potential that we call the displacement potential (for discussion of the solenoidal component, see [4, 31] ); then Eq. 61 implies that
Formulating the overscreening models as systems of local PDEs
We briefly review the local formulation of the BKLS model that was derived in [4] . Kornyshev writes the BKLS dielectric function from Eq. 43 as
Recalling that the underlying electrostatic potential field is φ(r) and taking the Fourier transform of
Substituting the model of [32] in which A = 50, B = 5, C = −1, α = 0.8, = 1, κ = 3, and λ = 0.15,
whose roots are ±i, ±20i/3, −3 ± 0.8i, and +3 ± 0.8i. In the Fourier domain, Eq. 63 becomes
which greatly simplifies D(k) because the higher-order terms in k drop out. Introducing auxiliary potentials as appropriate [4] , the BKLS model can then be solved using the coupled PDEs 
Numerical implementation via spectral method
To obtain a more physically intuitive picture of the overscreening nonlocal models, we calculated the polarization response in water between parallel conductors held at specific potentials. Our calculations used the Chebfun Chebyshev spectral method [18, 33] to solve the coupled local PDEs that result from reformulating the nonlocal problem [4, 7] . We note that Chebfun can solve integrodifferential equations directly [34] , but the local-PDE reformulation has the advantage of permitting fully three dimensional calculations in complex geometries using finite-element methods [25] . We chose the spectral approach for its rapid convergence with increased degrees of freedom and ability to accurately reproduce rapidly varying functions near the domain boundaries; traditional techniques such as finite difference methods converge substantially more slowly [18] .
The fundamental concept in Chebfun is that the one-dimensional functions of interest are considered not at evenly spaced points, as they are in finite difference methods on uniform grids, but rather at Chebyshev points. Then, to the limits of numerical precision and the order of the approximation, global interpolating polynomials allow exact integration and differentiation using familiar Matlab matrix operations. To illustrate solving boundary value problems in this approach, consider solving ∇ N . The second step is to impose the inhomogeneous Dirichlet boundary conditions, which we can accomplish as follows. At x = −1, that is, at grid point j = 0, the Dirichlet boundary condition gives, x 0 = 1, so we will replace the first row of the differentiation matrix with 1 in the first column and 0 for the rest (i.e. the first row of the identity matrix). At the other boundary (i.e., at x = 1 and j = N), we can apply for the same procedure. So the problem becomes solving a matrix equation Ax = b for N + 1 unknowns in which and the first and last rows of A are the corresponding rows of the identity, and all of the remaining rows are from D 2 N . The potential boundary conditions are imposed by setting b 0 and b N to the specified boundary conditions. Following earlier work, higher order boundary conditions have been set to zero [10, 31] .
We illustrate application to the nonlocal continuum models by addressing the coupled local reformulation of the BKLS model. Using N + 1 Chebyshev points, our linear system Ax = b is of dimension 5(N + 1) and of the form Figure 1 contains experimental measurements of water's dielectric function and response function at room temperature [26, 27, 35] , along with the corresponding functions from the Lorentz, BKLS, and Medvedev models. In the experimental data as well as in the BKLS and Medvedev models, it can be seen that the dielectric function ϵ(k) changes sign. To allow more detailed depiction of ϵ(k) at small k, Figure 1(a) shows only one change of sign, from positive to negative; however, in fact ϵ(k) changes sign twice, recovering the electronic or intramolecular response ϵ∞ as k → ∞. This second sign change occurs near k = 4, as can be seen from the point at which χ(k) crosses 1 (Figure 1(b) ). The region of negative ϵ(k) results in what has been called overscreening, and the BKLS model was the first to capture it using the coupling of polarization modes to the local density fluctuations. The simplest Lorentz model only captures the low and high k limits correctly. However, both BKLS and Medvedev are qualitatively right, although still not quantitatively. From Eq. 44, Eq. 45 and Eq. 46, we can see that the scale factors a 1 , a 2 , and hence the coupling constant c, are determined by the relation among ϵ, ϵ * and ϵ∞, which are temperature dependent. Here we assess how these dependencies impact the BKLS dielectric function; a similar analysis for the Medvedev model is impossible because the temperature dependence of ϵ * only appears in determining the bounds on the optimization.
Results
Dielectric function comparison and temperature dependence of the BKLS model
To understand the BKLS model's temperature dependence, consider its model for polarization: in the presence of an external electric field, the molecules of the polar liquid reorient responding to the local field, and their charge distributions are also distorted by the field, and the total response is encapsulated in the dielectric constant. The atomic and electronic polarizations are reflected in the value of the short-range dielectric constant ϵ∞. On the other hand, two processes are proposed for larger motions and associated with the absorption of electromagnetic energy: the first process involves dipole transitions between equilibrium positions, and is described by the classic Debye model. The other process involves resonance absorption, which arises from displacements of a dipole bound elastically to one equilibrium position. Such displacements have a well-defined frequency of oscillation and are of higher frequency than the Debye process. As a result, the "intermediate dielectric constant" ϵ * is considered to be the dielectric constant associated with responses above the highest frequencies of dipole rotation, but below the lowest frequencies associated with resonance.
Attributing P 2 to the high-frequency reorientational modes (to be more specific, the resonance oscillations of a single water molecule) implies that the appropriate value for ϵ∞ is 1.8. However, as noted by Kornyshev et al., a model consistent with MD simulation and neutron diffraction experiments should have ϵ∞ = 1 [11] . We follow the latter convention here, in keeping with our consideration of implicit solvent models in terms of potentials of mean force [36] . At room temperature, the parameters ϵ∞ = 1, ϵ * = 4.9, and ϵ=78 give a coupling constant c = 0.81 and corresponding length scale parameters λ 1 = 1.5 Å, λ 2 = 0.1 Å, l = 1.13 Å, and L = 1.211 Å [11] . These parameters (model B of [11] ), in which c is set to 0.81, but all other parameters fit against neutron diffraction data, led to a better approximation of ϵ(k) (for large k) than the model in which c was allowed to vary freely with the other parameters. This seems to suggest that the model parameters should be interpreted as effective quantities, and may not have the distinct physical interpretations that were proposed in the original work. Also, P 2 seems to make greater contribution to the dielectric function at shorter range than P 1 does. This is consistent with P 1 's longer correlation length.
In Table 2 we tabulate experimental values for ϵ and ϵ * as functions of temperature, as well as the coupling constant c. Figure 2 shows how these temperature dependencies affect the dielectric function ϵ(k) and response function χ(k). Note that in this assessment, we have not reparameterized the length scales associated with the LG Hamiltonian. Nevertheless, as Figure 2 illustrates, the k value at which the sign of ϵ(k) changes from positive to negative does vary systematically with temperature. Specifically, the sign change associated with the longer length scale decreases (shifts to the right, Figure 2 (a)), and the sign change associated with the shorter length scale increases (shifts to the left, Figure 2(b) ). However, as can be seen clearly in Figure 2 (a), the variation with temperature does not appreciably change ϵ(k) towards quantitatively matching the experimental dielectric function. Table 2 : Temperature dependent constants in BKLS model [11] . In these models, ϵ∞ = 1 at all temperatures.
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20°C 40°C 60°C 80°C 100°C Table 2 , and experimental data are from [26] . Figure 3 shows the charge density between two planar conductors held at equal and opposite potentials, computed using the BKLS and Medvedev models. These simple calculations illustrate only that the PDE reformulation is, in some sense, not too damaging to the key property of overscreening. The most important difference between them is the magnitude of response, which then leads to the clear difference in the apparent extent of observable solvent structure. It is essential to note that although the nonlocal models are much more sophisticated and complicated than macroscopic dielectric models, they are still linear theories, and therefore doubling the conductor potentials can only double the magnitude of the response. As a result of the different response magnitudes, Figure 3(a) , which plots the density for the BKLS model, exhibits only two clear oscillations, whereas the Medvedev model in Figure 3 (b) exhibits three. As expected from the similarity of their dielectric functions, the periods of oscillation and the rates of decay are very similar. Similarly, it should be noted that their linearity, and the simplicity of the boundary conditions, make it impossible to even qualitatively capture the unsymmetrical distributions of water molecules near conductors held at potentials of opposite sign. The domain size here was selected for comparison to the work of Mandadapu et al [37] (see Figures 4 and 5 in that work) . Deficiencies due to asymmetric response, e.g. differences comparable to those between Figure 3 here and Figure 5 of Mandadapu et al., have been recognized as a main defect of continuum theories [4] . It may be possible to include these effects using nonlinear boundary conditions [38] . Our results should also be contrasted to those of Cherepanov [15] , who used a Landau-Ginzburg approach that included both nonlocality and nonlinearity due to ionic screening and excluded volume. This latter work is intriguing because it shows similar charge oscillations; however, it must be remembered that in that work, the oscillations arose from a combination of the dielectric function and ion volume exclusion. As the latter is a highly nonlinear function that creates large effects even at small concentrations (10 −2 molar [15] ), more work is needed to understand. It is also worth noting that Cherepanov used the so-called specular reflection boundary condition, which is physically sensible for a planar boundary, but not clearly applicable for complicated geometries such as biomolecules.
Solvent Charge Distributions
Discussion
In this paper, we have reviewed three nonlocal dielectric models of water by placing them in a single LandauGinzburg framework, and discussed their interpretation of polarization modes. To visualize the polarization charge density they induce in solvent, we extended previous work and derived coupled systems of lo-cal partial-differential equations to solve nonlocal models numerically [4] . For solving problems in complex three-dimensional settings such as atomistic proteins, the coupled PDE approach may be expected to be simpler to implement than solving the full integrodifferential equation [4] . Such implementations are a subject of ongoing work. However, even in one space dimension, between parallel plates, our results illustrate that even simple approximations of the new model, where higher order boundary conditions are set to zero, reproduce important qualitative features of water structure at boundaries: namely, the oscillation of polarization charge density between positive and negative densities (overscreening), and the decay of the polarization charge density within a few oscillations. This has been observed in previous experimental studies and atomistically detailed molecular simulations [37, [39] [40] [41] [42] [43] [44] . These efforts produce somewhat contradictory results on the number of structured water layers, but most agree that the number is between three and four. The deviations may be due in part to the relative simplicity of the water models used. An important feature of real water that is still left out of the present nonlocal models, however, is the existence of structured charge density even if the walls are uncharged [44] . An interesting result can be seen in Table 2 , namely the fact that the coupling constant c decreases as temperature increases. This means that P 2 accounts for a smaller portion of the whole orientational polarization mode when the temperature becomes higher. This results from coupling between local density fluctuations and high-frequency polarization in the BKLS model, and may reflect the following experimental phenomena. It is known that water's librational modes (damped oscillations of orientation) [45] are better able to break hydrogen bonds, and a percolation theory for hydrogen bonds suggested that increasing temperature increases the number of water molecules that can freely rotate, allowing a higher net dipole moment [45] . Future work should address nonlocal models in which the displacement field is not assumed to be curl free [28, 46] . In particular, Rottler and Krayenhoff have shown that the curl term contributes to the electric potential in a model of an ion channel [28] . Importantly, the dielectric function in this work exhibits overscreening without discussing water density fluctuations, which is possible because the mathematical requirement for overscreening appears to be the location of the roots of the relevant polynomial. Other work should of course address the boundary conditions required for these types of higher order nonlocal models. We have simply assumed them to be zero to obtain a preliminary qualitative picture of the polarization response. Finally, it is of interest to study the effects of truly nonlocal coupling between the density fluctuations and the polarization modes. The Medvedev model is in fact a weighted average but not nonlocal coupling [16] . There are a wide range of avenues for comparison to molecular dynamics simulations, ranging from simulations around ions or biomolecules and assessing polarization charge density fields [37] , to using systematic free-energy perturbation calculations to develop boundary conditions so as to include asymmetric dielectric response in the first shell, and improve the accuracy of the polarization charge density field in the solvent.
Appendix: Formulating the Medvedev model as a system of local PDEs
In Medvedev's nonlocal model, ϵ(r − r ′ ) is written
Following an analogous procedure, we obtain a rational function N(k)/D(k) that relates the displacement potentialψ(k) and the electrostatic potentialφ(k); then Eq. 61 again simplifies D(k) and we have
where a = 1.0566 Å, L = 2.2118 Å, l = 1.5598 Å, λ 2 = 1.5 Å, λ 0 = 1.2 Å, and λ 1 = 6 Å (model H in [16] 
In real space, the system of local PDEs for the Medvedev nonlocal model is
(∇ 2 − 25 36 )u(r) = ξψ(r), 
