The spontaneous generation of inertia-gravity waves in idealized life cycles of baroclinic instability is investigated using the Weather Research and Forecasting Model. Two substantially different life cycles of baroclinic instability are obtained by varying the initial zonal jet. The wave generation depends strongly on the details of the baroclinic wave's development. In the life cycle dominated by cyclonic behavior, the most conspicuous gravity waves are excited by the upper-level jet and are broadly consistent with previous simulations of O'Sullivan and Dunkerton. In the life cycle that is dominated by anticyclonic behavior, the most conspicuous gravity waves even in the stratosphere are excited by the surface fronts, although the fronts are no stronger than in the cyclonic life cycle. The anticyclonic life cycle also reveals waves in the lower stratosphere above the upper-level trough of the baroclinic wave; these waves have not been previously identified in idealized simulations. The sensitivities of the different waves to both resolution and dissipation are discussed.
Introduction
The mechanisms responsible for the excitation of gravity waves from initially balanced motions remain poorly understood. A good starting point to investigate this problem consists in idealized baroclinic life cycles: these are realistic enough to allow direct comparison with observations, yet retain simplicity as we can perfectly control the initial conditions and exclude moist processes. Previous studies of gravity wave excitation in baroclinic life cycles (O'Sullivan and Dunkerton 1995; Zhang 2004 ) have emphasized at least two classes of waves being generated. These studies agree with evidence from observations [e.g., the key role of jet exit regions (Uccellini and Koch 1987) ], but do not investigate other aspects, such as waves associated with upperlevel troughs (Plougonven et al. 2003) or surface fronts (Eckermann and Vincent 1993) . The latter have also been identified in numerical simulation of twodimensional frontogenesis (Snyder et al. 1993) .
In this paper, we also investigate gravity wave emission by idealized baroclinic waves. There is as yet no theory for wave emission directly applicable to this context and so we do not attempt a quantitative comparison of the simulations against theory. Instead, we document the various inertia-gravity waves appearing in multiple regions within the baroclinic wave, how those can change for different baroclinic life cycles and how they depend on numerical aspects of the simulations such as resolution and dissipation.
Improving our understanding of sources of gravity waves is motivated by the several roles of gravity waves in the atmosphere. At small scales, gravity waves can induce turbulence (e.g., Lane et al. 2004) , influence chemistry when there is sensitivity to small temperature fluctuations (Shibata et al. 2003; Buss et al. 2004) , and modulate severe weather (e.g., Stobie et al. 1983; Bosart and Sanders 1986) . On the global scale the vertical transfers of momentum due to gravity waves are crucial to the circulation of the middle atmosphere (Fritts and Alexander 2003) . At present, the main weakness of parameterizations of these waves in gen-eral circulation models is the largely arbitrary description of the sources (Kim et al. 2003; McLandress and Scinocca 2005) , in particular jet/front systems. Attempts to parameterize jet/front systems as sources remain limited owing to our lack of understanding of the generation mechanisms (Charron and Manzini 2002) .
Previous studies of gravity waves excited by jets and fronts follow three lines of investigation. The first is studies based on observations, which have often emphasized the jet exit region upstream of a ridge as a key region of intense gravity wave activity (Uccellini and Koch 1987; Guest et al. 2000; Pavelin et al. 2001) . Intense, low-frequency gravity waves have also been observed in jet exit regions upstream of an upper-level trough (Plougonven et al. 2003) . Plougonven et al. (2003) , as well as Thomas et al. (1999) , noted gravity wave packets propagating upward in the lower stratosphere and downward in the midtroposphere, indicating that the jet was the likely source. Other observations have highlighted surface fronts as important sources of gravity waves (Fritts and Nastrom 1992; Eckermann and Vincent 1993) , though they have the complication of including wave emission by the balanced motions as well as other possible sources, such as deep convection along the front.
The second line of investigation is numerical studies of two-dimensional frontogenesis. Snyder et al. (1993) and Griffiths and Reeder (1996) showed that fronts can be significant sources of gravity waves. In those simulations, the wave emission becomes more pronounced as the frontal scale contracts (Snyder et al. 1993) or when the frontogenesis varies rapidly . Though idealized, the simulations also demonstrated the importance of numerical considerations in wave-emission studies by showing that spurious gravity waves were produced when resolution was insufficient (Snyder et al. 1993 ).
The third is numerical studies of idealized threedimensional baroclinic instability. O'Sullivan and Dunkerton (1995) simulated baroclinic waves on the sphere and found that inertia-gravity waves with nearinertial frequencies appeared in the stratosphere above and just downstream from the upper-level ridge. Zhang (2004) considered baroclinic waves in a channel on the f plane. He identified a second class of waves in the stratosphere, above a jet-exit region near the ridge axis and of shorter wavelength and higher frequency than the waves found by O'Sullivan and Dunkerton.
The gravity waves associated with both fronts and jets in the aforementioned studies potentially arise from wave emission by the larger-scale, balanced flow (this has been called spontaneous emission or Lighthill radiation; cf. Ford et al. 2000) . This radiation can be described theoretically for the emission of large-scale gravity waves from small-scale balanced motions (Ford 1994; Ford et al. 2000; Plougonven and Zeitlin 2002) . In the case of small Rossby numbers and for gravity waves having scales similar to those of the balanced motions, a classical weakly nonlinear approach does not reveal any emission of gravity waves (e.g., Reznik et al. 2001) . Only for some specific flows (constant horizontal or vertical shear) have mechanisms of coupling between gravity waves and balanced motions at small Rossby number been theoretically described (Vanneste and Yavneh 2004; Plougonven et al. 2005; Molemaker et al. 2005) , and this coupling was found to be exponentially small in Rossby number.
As yet, the above theoretical investigations do not provide a quantitative prediction of the gravity waves to be excited by baroclinic waves. In this context, geostrophic adjustment has often been invoked (O'Sullivan and Dunkerton 1995; Zhang 2004; Pavelin et al. 2001) to explain qualitatively the generation of the waves from jets, but here again, theoretical studies are constrained to situations that are too idealized (e.g., Fritts and Luo 1992; Plougonven and Zeitlin 2005) to provide quantitative predictions in flows that are timedependent and spatially complex, and where the imbalance is not a given initial condition but is continuously forced and ambiguously defined. Hence, in the present paper we will not yet attempt to quantitatively explain the excited gravity waves but simply, as a first step, describe them and identify the regions generating them.
To bring together the various threads outlined above, we use the Weather Research and Forecasting Model (WRF; see Skamarock et al. 2005) to simulate different baroclinic life cycles (section 2). The gravity waves appearing in a standard life cycle, dominated by cyclonic behavior (section 3), differ markedly with those appearing in an anticyclonic life cycle (section 4). They nevertheless have in common their ground-based phase speed (section 5). Crucial numerical issues, in particular sensitivity to resolution and dissipation, are discussed in section 6. Results and directions for further investigation are summarized in 7.
Experimental setup
The numerical simulations employ the Advanced Research dynamical core of the WRF model (Skamarock et al. 2005) , which solves the compressible, nonhydrostatic equations of fluid motion. We assume the flow is confined to a periodic channel on the f plane, with period 4000 km in the zonal (x) direction and walls separated by 10 000 km in the meridional ( y) direction.
To study the spontaneous generation of inertiagravity waves, the initial fields must be as unambiguously free of gravity waves as possible. The initial conditions are taken as a superposition of a geostrophically balanced zonal jet and its most unstable normal mode having a 4000-km zonal wavelength. The first life cycle exhibits predominantly cyclonic behavior. To obtain a second life cycle with a predominant anticyclonic behavior, we add a strong anticyclonic shear (0.18f ) at the surface to the zonal jet (cf. appendix A).
The initial jets are shown in Fig. 1 . They are obtained by inverting two-dimensional potential vorticity (PV) distributions in the y-z plane, prescribed in a way similar to that of Rotunno et al. (1994) : a troposphere with uniform PV of 0.4 potential vorticity units (PVU; 1 PVU ϭ 10 Ϫ6 m Ϫ2 s Ϫ1 K kg Ϫ1 ), separated by a sharp tropopause from a stratosphere with uniform PV of 4 PVU (see appendix A). When used as initial conditions, these jets undergo a small adjustment. To eliminate this, all fields were time-averaged over two inertial periods. The obtained fields defined a new initial condition, and the process was repeated twice, so that the initial adjustment is reduced to oscillations that are less than 10 Ϫ3 m s Ϫ1 in horizontal wind. The most unstable mode with 4000-km wavelength is computed by evolving a small perturbation to the jet for 4 days, then rescaling the perturbation to a smaller amplitude and starting the cycle again. After 16 total days of integration, the normal mode is extracted, rescaled so that its maximum perturbation in potential temperature is 0.1 K and added to the zonal jet.
The resolution used, unless indicated otherwise, was dx ϭ 50 km and dz ϭ 250 m (reference). Lower (dx ϭ 100 km, dz ϭ 500 m) and higher resolution (dx ϭ 25 km, dz ϭ 125 m) runs were made to test the sensitivity of results to resolution and will be discussed in section 6. The vertical resolution was always chosen so that dx/dz ϭ 200.
The simulations include explicit numerical dissipation in order to avoid the development of spurious structures at the smallest scales of the flow, in particular near the surface fronts. Several different forms of dissipation were tested. The scheme retained for the simulations presented here consisted in a fourth-order hyper-diffusion multiplied by a spatially varying coefficient that was proportional to the deformation of the flow where the deformation was weaker than 2f, and constant where deformation exceeded that value. For the reference runs (⌬x ϭ 50 km), the maximum diffusivity was Ϫ2.75 ϫ 10 14 m 4 s Ϫ1 . The proportionality constant was set so that the dissipation coefficient was continuous (e.g., Ϫ1.375 ϫ 10 18 m 4 in the reference runs). For lower or higher resolution, the maximum value of diffusivity was adequately multiplied or divided so that dt/dx 4 remained constant. The sensitivity of our experiments to the choice of the dissipation scheme will be discussed in section 6.
Gravity waves generated in a standard baroclinic life cycle
In the standard life cycle (see Figs. 1 and 2), the development of the baroclinic wave is dominated by a cyclonic behavior (LC2 in the terminology of Thorncroft et al., 1993) , which is typical of baroclinic instability in Cartesian geometry (Polavarapu and Peltier 1990; Snyder et al. 1991 ).
a. Inertia-gravity waves along the jet, from ridge to trough
The most conspicuous inertia-gravity wave packet appearing in this simulation appears along the jet, from the ridge to the trough. This packet is clearest in the lower stratosphere propagating upward, but it also has a counterpart propagating downward from the jet in the troposphere. ; the zero contour is thicker and negative contours are dashed). Also indicated as a thick gray line is the tropopause (3 PVU).
The location and orientation of the inertia-gravity waves appearing in the lower stratosphere are shown in Fig. 3 . The waves appear just above the core of the jet, in the region of strong vertical shear near the tropopause, on the eastern side of the ridge of geopotential. In the horizontal, the phase lines are oriented from northwest to southeast, and are nearly parallel to the tropopause and the upper-level front.
The characteristics of the waves were determined by finding the sinusoidal wave packet that best correlated with the variations of the divergence or of the vertical velocity (see appendix B). The characteristics of the waves obtained from this analysis at day 8.5 of the simulation are listed in Table 1 . From these, the dispersion relation (e.g., Gill 1982) provides a first estimate of the intrinsic frequency :
where (k, l, m) are the wavenumbers, f is the Coriolis parameter, and N is the Brunt-Väisälä frequency. The waves are found to be near-inertial, with a frequency of about 1.3f. Another estimate of the frequency can be obtained, independently, by analyzing Eulerian time series of ١ · u H at one point in space. For the example shown in Fig. 4 , the absolute frequency, a , is about 2/(7 h). The intrinsic frequency of the wave is then recovered from
) is the background horizontal wind, yielding ϳ 1.44f. The consistency with our first estimate provides evidence that the feature is indeed a gravity wave.
Even wave packets that are clearly defined (Fig. 3 ), have some spatial inhomogeneity, which leads to uncertainty in the packet's characteristics (see Table 1 and section 3b). In observational studies, this uncertainty will compound that arising from an incomplete knowledge of the flow (Zhang et al. 2004) .
Investigation of the phase relations between the small-scale perturbations of the ageostrophic wind (see Fig. 5 ) brings further confirmation that the signal described above is indeed a gravity wave.
1 Moreover, the phase relations show that the waves above the jet are propagating upward, whereas the waves below the jet are propagating downward.
The zonal phase velocity relative to the ground can be calculated in several ways [intrinsic phase velocity plus the average background wind, directly from a /k, of from Hovmöller diagrams (see section 5)], and is found to be about 15 m s
Ϫ1
. Hence, given the wind velocities in the stratosphere (Fig. 1) , the inertiagravity waves generated above the jet are free to propagate upward, as they will not encounter a critical level.
Estimates of the group velocities from the values given in Table 1 yield c g ϭ (2.2, 2.0, 0.016) m s Ϫ1 for the simulation with 50-km resolution, corresponding to displacements over one day of roughly 190, 175, and 1.35 km in x, y, and z, respectively. In the simulations, the wave packet is indeed found to propagate upward into the stratosphere by approximately 3-5 km in two days (see Fig. 3 of Plougonven and Snyder 2005) .
Finally, the waves are of moderate amplitudes: at the standard resolution, the maximum perturbation divergence due to the wave signal is found to be of order 0.15-0.2f (see Table 4 ). In horizontal and vertical velocity, they were found to have signatures of the order 1 The small-scale part of different fields was obtained by removing a smoothed version of the field. The smoothing was done by running averages, averaging values in cubes around each point. ). This is in part because we focus here on the early times when gravity waves appear in the flow and in part to the effects of the resolution and of the dissipation scheme (see Fig. 6 and section 6), but it is also possible that the waves described in observational case studies represent particularly intense examples of wave emission, and that other mechanisms combine with the dry mechanisms described in the present study to produce stronger gravity waves (e.g., Zhang et al. 2001) .
The waves discussed in the present section are in several ways comparable with the ones discussed in O' Sullivan and Dunkerton (1995) . In both cases the waves are low frequency (the ratio of the intrinsic frequency to the local value of f is 1.4-1.6 in O'Sullivan and Dunkerton's simulations). The wavelengths indicated in O' Sullivan and Dunkerton (1995) are comparable to the ones found in our low-resolution run (see Table 1 ). In both cases, the waves appear in a jet exit region in the highly sheared region just above the jet core. Their phase lines are nearly normal to the flow there. Nevertheless, the comparison cannot be developed further as the two baroclinic life cycles differ substantially.
In contrast to O'Sullivan and Dunkerton (1995), the inertia-gravity waves found here in the lower stratosphere have a tropospheric counterpart below the core of the jet (see vertical cross sections in Fig. 3 and right panel of Fig. 5 ) at altitudes between 4 and 8 km. Both wave packets appear in regions of strong vertical shear, with similar characteristics (see Table 1 ), but the waves below the jet have weaker amplitudes (Table 4) and have downward group velocity (Fig. 5) . This is clear evidence that the upper-level jet is the source of these waves.
b. Stratospheric wave packet comparable to Zhang
Another inertia-gravity wave packet is found in the upper-troposphere, lower-stratosphere region, above the jet and on the northwest side of the ridge (Fig. 7 . This wave packet is very similar to the mesoscale waves described by Zhang (2004) in idealized simulations of baroclinic instability using a similar initial jet, and we will call it the Zhang wave packet. Zhang described FIG. 4 . Temporal evolution of (upper) the divergence and (lower) the horizontal wind at point (x ϭ 500 km, y ϭ 5500 km, z ϭ 11 km) from the standard baroclinic life cycle. The horizontal axis shows the time in hours (180 h corresponds to 1200 UTC day 7, 210 h corresponds to 1800 UTC day 8).
FIG. 5. Vertical profiles of the small-scale part to the ageostrophic wind (uЈ is solid line; Ј is dashed line) at points (left) x ϭ 4000 km and y ϭ 6000 km and (right) x ϭ 3900 km and y ϭ 5600 km for 1200 UTC day 8 of the standard life cycle. The phase relations between the two velocity components indicate that the wave below the jet is propagating energy downward, whereas the wave above the jet is propagating energy upward. these waves as mesoscale to distinguish them from the longer-wavelength waves described by O'Sullivan and Dunkerton (1995) . However, in our simulations the waves described in section 3a and those described in the present section have similar wavelengths and both belong to the mesoscale. Figure 7 shows cross sections of the Zhang wave packet at the three resolutions used, in the same format as the one used by Zhang (2004) for his Figs. 4d and 6d. Although the models used are not the same and the synoptic-scale baroclinic system is periodic in our case and localized in Zhang's simulations, the signature of these waves is remarkably similar, which adds credibility to both sets of simulations. The amplitude of the divergence signal in our high-resolution run (⌬x ϭ 25 km, lower panel of Fig. 7 ) is very comparable to the one obtained in the domain with ⌬x ϭ 30 km in Zhang (2004, his Fig. 4d ).
The Zhang wave packet has a more complex spatial structure than the one described in section 3a. In the cross sections at z ϭ 13 km (Fig. 7) , the orientation of the phase lines in the region where the wave packet is most intense indicate a wave vector pointing between north and north-northeast. The phase lines connect to those of the wave packet described in section 3a. Yet at lower heights, there is clearly the signature of two distinct wave packets. At z ϭ 11 cm, the smaller wave packet is seen in the lower panel of Fig. 6 to have a wave vector pointing to the northwest, and to have a very limited extent. At lower heights still (not shown), the smaller wave packet is oriented further toward the west. The two wave packets also differ in their sensitivity to resolution and dissipation, the Zhang wave packet being much more sensitive to both (see section 6 and Fig. 15) .
Because of the complex spatial structure and the limited extent of this wave packet, its characteristics are more difficult to define. Horizontal and vertical wavelengths are determined visually to be about 300 and 3 km, respectively, in the reference simulation. In the high-resolution run, the corresponding wavelengths are 200 and 2 km (Fig. 7) , comparable to the ones described by Zhang (2004) . This yields, from the dispersion relation, an intrinsic frequency of about 2f, and hence a higher vertical group velocity (ϳ0.05 m s Ϫ1 or ϳ4 km day
Ϫ1
) than the wave packet described in section 3a. The complex structure of this wave packet and its location make it difficult to identify a possible source. As can be seen from the vertical cross sections in Fig. 7 , it appears above the occlusion, a region where the flow and trajectories are known to become small-scale and complex (Rotunno et al. 1994 ).
c. Gravity waves associated with surface fronts
Finally, we note that the simulations also contain indications of weak gravity waves above surface fronts, both warm and cold, as can be seen from Fig. 8 . The waves are qualitatively comparable to the ones generated by surface fronts in idealized two-dimensional simulations (Snyder et al. 1993) . Similar gravity waves excited from the surface fronts are much more intense and identifiable in the anticyclonic life cycle, presented below.
Gravity waves generated in an anticyclonic baroclinic life cycle
To confirm that surface fronts can be significant sources of inertia-gravity waves, a second baroclinic life cycle is presented below, in which waves generated by the surface fronts are the most conspicuous gravity wave signal present. The initial state for this different baroclinic life cycle exhibits strong anticyclonic shear in u at the surface (up to 0.18f ) and in the lower troposphere, see instability is here dramatically different, as displayed in Fig. 9 . A strong cold front develops at the surface, and advances southward into regions of surface easterly winds as the anticyclone that dominates the flow broadens.
a. Waves generated by the surface cold front
Inspection of the horizontal divergence field reveals that the most conspicuous wave signal in this case appears in the troposphere, just ahead of the cold front to the south (Fig. 10) . The phase lines of the waves are essentially parallel to the cold front below. Again, phase relations and vertical cross sections show that these waves propagate upward and hence that the surface front is unambiguously the source.
The horizontal wavelengths (Table 2) are slightly shorter but comparable to those found in the vicinity of the upper-level jet in section 3a. On the other hand, their vertical wavelengths are much longer (5-6 km), yielding larger intrinsic frequencies (2-3f ). This implies that these waves propagate upward much more rapidly, and this is easily seen in Fig. 10 . The vertical group velocity of these waves estimated from the linear dispersion relation is 0.25 Ϯ 0.03 m s
Ϫ1
, which corresponds to roughly 10 km in 12 h, consistent with Fig. 10 .
The zonal phase velocity relative to the ground was found to be about 14 Ϯ 1 m s Ϫ1 . Again, this implies that the waves excited by the front are free to propagate upward, given the vertical distribution of winds in our simulation. As the waves are excited in a region of strong easterlies, their phase velocity relative to the wind is quite fast (about 24 Ϯ 2 m s Ϫ1 ). The waves have a signature in ١ · u H of the order of 0.1-0.15f (see Table  4 ) in the reference simulation, which is comparable to the waves described in the standard life cycle.
Again, note that the notion of a wave packet is convenient but has limitations: the waves extend along the whole front, and their characteristics are spatially inhomogeneous. For instance, note how the phase lines follow the distortion of the surface front to the northeast in the high-resolution run (Fig. 11 , vicinity of x ϭ 5000 km, y ϭ 6400 km).
It is likely that the generation mechanism here differs substantially from the one responsible for the waves excited by the jet in the standard run (section 3a). The latter had their phase lines roughly parallel to the tropopause or to the tropopause fold (Fig. 3) . Here, the waves emanating from the surface fronts have their phase lines tilt in the direction opposite to the frontal region (Fig. 10) , as in the 2D simulations of Snyder et al. (1993) . Note also that this tilt is consistent with an interpretation of the waves as topographic waves excited in a sheared flow above an obstacle (Ralph et al. 1999) . Zonal cross sections are suggestive of this interpretation (not shown). It would also be consistent with the fact that waves emanating from the surface fronts in the standard run were much weaker, and with the vertical wavelengths of the waves being rather insensitive to resolution [m being set by the background values for u and N, e.g., Gill (1982) ]. Nevertheless, further work is needed to determine the relevance of this interpretation.
b. Waves in the tropopause region
In the lower stratosphere, two wave packets can be identified in the anticyclonic life cycle. The first is simply the one described in the previous section, propagating upward to the stratosphere where the winds allow (Figs. 12) . The second, located farther north, is a smaller wave located above a deep tropopause fold. Its phase lines tilt westward; that is, against the winds present there. Its location and relation to the flow are somewhat different from the wave packets discussed in section 3. As seen in Fig. 12 , they are found away from the tropopause, with the tilt of their phase lines no longer clearly related to the slope of the tropopause.
The horizontal wavelengths of this wave packet are again found to be of a few hundred kilometers (see Table 3 ). The vertical wavelength in the reference run (⌬x ϭ 50 km) is comparable to the ones of the lowerstratospheric waves described in section 3a. However, its sensitivity to resolution is different: as for the surface front waves (section 4a), the vertical wavelength is fairly stable relative to resolution. In consequence, their intrinsic frequency increases from 1.4f to 2f when resolution is increased from moderate to high, and the vertical group velocity correspondingly increases from (3 Ϯ 0.5) ϫ 10 Ϫ2 m s Ϫ1 to (6.5 Ϯ 1) ϫ 10 Ϫ2 m s Ϫ1 (see Fig. 13 ).
The sensitivity of the vertical wavelength to resolution and the vertical cross sections of Figs. 12 and 13 again suggest, as for the surface front waves, that the generation mechanism could be interpreted in terms of a topographic effect. Note indeed how the height of the isentropes varies above the deep tongue of stratospheric air. Further work is again needed.
Phase speed of the excited gravity waves
The purpose of the present section is to highlight a characteristic that all the wave packets identified above share. In horizontal maps at successive times, their phase lines clearly remain attached to a feature of the baroclinic wave. In other words, their phase speed relative to the ground matches that of the baroclinic wave (typically 13-15 m s Ϫ1 ). This is shown most conveniently using Hovmöller diagrams in Fig. 14 , where phase lines of the baroclinic and gravity waves are parallel or nearly parallel. This point, already noted by O'Sullivan and Dunkerton (1995), is worth emphasizing again because of the importance of the phase speed of gravity waves for the parameterizations of these waves in global models (Fritts and Alexander 2003) .
Discussion
The spontaneous generation of gravity waves in idealized simulations is a numerically sensitive problem and several issues need to be discussed. First, one could fear that these gravity waves are not spontaneously generated but come from the initial condition. Care has been taken here to prepare initial conditions that are as balanced as possible (section 2, appendix A), in order to rule out this possibility. Moreover, preliminary simulations in which the initial conditions were not as cleanly prepared gave the same results. Hence, we are confident that the gravity waves do not come from the initial condition.
Second, inertia-gravity waves and front have scales near the grid resolution in certain regions and that scale decreases with increased resolution and decreased hyperdiffusion. This raises two issues: the possibility that some aspects of the solution are artifacts arising from numerical discretization errors and the dependence of the solutions on the form and magnitude of the explicit dissipation.
Discretization errors associated with insufficient vertical resolution may lead to spurious, numerically generated waves near fronts (e.g., Snyder et al. 1993; Bush et al. 1995) . In such cases the frontal surface exhibits distinct corrugations at each grid level and standing FIG. 9 . Maps of the potential temperature, as in Fig. 2 , showing the anticyclonic development of the second baroclinic life cycle (initial condition shown in the lower panel of Fig. 1 ), for 0000 UTC day 11.
waves trapped between the front and the surface. Avoiding these spurious features requires that the grid aspect ratio dx/dz should be comparable to the frontal slope, of the order of N/f (Snyder et al. 1993; Pecnick and Keyser 1989; Lindzen and Fox-Rabinowitz 1989) . In our simulations, N is typically 0.01 s Ϫ1 in the troposphere and nearly 0.02 s Ϫ1 in the lower stratosphere, and f ϭ 10 Ϫ4 s
Ϫ1
. The vertical resolution we use (dz ϭ dx/200) Fig. 3 , except that horizontal cross sections of ١ · u H (left column) are shown at z ϭ 5 km and include one isentrope (thick line) depicting the surface fronts, and times shown are (top) 0000 UTC day 10, (middle) 1200 UTC day 10, and (bottom) 0000 UTC day 11. As in Fig. 8 , the lines in the vertical cross sections at right indicate the potential temperature (every 10 K).
is thus as advised in the lower stratosphere and more than sufficient elsewhere. With this resolution, the solutions exhibit neither the corrugations of the frontal surface nor the standing waves beneath the front that would indicate numerical discretization errors were important. More important, the solutions are not sensitive to changes in the vertical resolution; doubling the vertical resolution hardly changes the results (not shown), which argues strongly against a role for numerical discretization errors. Hence, the authors are also confident that the inertia-gravity waves in the simulations are not numerical artifacts.
At the same time, the solutions presented here clearly depend on the magnitude and form of explicit dissipation in the numerical model. Both the frontal scale and the wavelength of any excited gravity waves decrease rapidly in regions of strong deformation. Without explicit small-scale dissipation in the model, gradients at the grid scale increase until the simulations are obviously contaminated by numerical errors. Explicit dissipation is therefore essential in our simulations. Moreover, we have chosen the dissipation to be large enough to limit the power in near grid-scale features and thus to avoid significant numerical errors.
We have explored the sensitivity of our simulations to the explicit dissipation both by varying the form of the dissipation operator and by employing different resolutions with the explicit hyperdiffusion reduced at higher resolution as described in section 2. Considering first the form of the dissipation, Fig. 15 shows horizontal cross sections of ١ · u H that have been obtained from four simulations of the standard life cycle: without explicit dissipation, with second-order diffusion ( 2 ϭ 1.5 ϫ 10 4 m 2 s Ϫ1 ), with fourth-order diffusion ( 4 ϭ 3.75 ϫ 10 13 m 4 s Ϫ1 ), and with fourth-order diffusion with a variable diffusivity coefficient (see section 2). Although the waves are qualitatively similar across all these simulations, they are sensitive in amplitude to the form of the dissipation, especially where their wavelengths have shrunk and approach the grid scale. We emphasize, however, that this sensitivity does not imply that the dissipation plays a role in the generation of these waves--the waves are affected by dissipation as FIG. 11. (left) Horizontal and (right) vertical cross sections to be compared with those of the bottom row in Fig. 10 (anticyclonic life cycle, 0000 UTC day 11). The resolution is (top) halved and (bottom) doubled.
are all other small-scale motions, even if they are excited by an inviscid process. Moreover, the waves increase as dissipation decreases, which is strongly suggestive of an inviscid emission.
The waves also change when the dimensional coefficient of the hyperdiffusion changes for higher-or lower-resolution simulations. Recall from section 2 that we choose the maximum hyperdiffusion to scale as dx dt, so that doubling resolution (and halving the time step) decreases the hyperdiffusion by a factor of 8. Two sensitivities need to be considered, that of the baroclinic life cycle itself, and that of the inertia-gravity waves.
For the overall development of the baroclinic instability itself, the sensitivity to resolution and dissipation is small: the growth rate changes by a little more than 2% as the resolution is doubled. Details of the baroclinic wave do change as the resolution is increased: the surface fronts, and to a much lesser extent the upperlevel front, collapse further when the dissipation is smaller, leading to stronger gradients.
2 When the resolution is doubled, the maximum relative cyclonic vorticity in the surface front roughly doubles, whereas it increases only by about 25% in the upper-level front. This sensitivity of the frontal features to dissipation is well known from previous studies (e.g., Snyder et al. 1993) , and is inevitable unless one adds unrealistically high dissipation. It is also worth noting that local Rossby numbers calculated as the ratio of relative to planetary vorticity are comparable in both the cyclonic and anticyclonic simulations (at the standard resolution: 4-5 near the surface fronts, around 1.5 at z ϭ 9 km), and hence that these are not a sufficient indicator to diagnose regions of generation of gravity waves.
Regarding the inertia-gravity waves, we will first note that nesting could possibly have been used to obtain additional resolution and lower dissipation. However, this would come at the cost of potential numerical artifacts in the transitions from one domain to another, in particular in sensitive fields such as the vertical velocity and in crucial regions such as the fronts. Hence it was chosen not to use nesting in the present study. FIG. 13. (left) Horizontal and (right) vertical cross sections to be compared with those of the bottom row in Fig. 12 (anticyclonic life cycle, 0000 UTC day 11). The resolution is (top) halved and (bottom) doubled.
For the sensitivity of the inertia-gravity waves themselves to dissipation and resolution, several reasons are possible. The waves may change because the source and generated waves change as resolution increases and dissipation decreases, allowing a source with smaller scales to generate waves with smaller scales, or, the source and generated waves being unchanged, because propagation effects lead to finer and finer wavelengths [effect of the shear as in O'Sullivan and Dunkerton (1995) , or of deformation as in Plougonven and Snyder (2005) ]. This latter effect, due to propagation of waves in a complex flow, is unavoidable, as it is for the advection of a passive tracer leading to finer and finer scales as resolution is increased (Bühler and McIntyre 2005) . Now, for the four wave packets that have been identified in sections 3a, 3b, 4a, and 4b, different sensitivities to resolution need to be distinguished: sensitivity in amplitude and in characteristics (wavelengths, intrinsic frequency).
The waves excited by the upper-level jet (section 3a), show some sensitivity in both characteristics (wavelengths only) and amplitude. The wavelengths within the wave packet are inhomogeneous. As resolution is doubled (Table 1) , the minimal wavelength at the front of the wave packet decreases, yet the rest of the cross sections show quite comparable signals (Figs. 3, 6 ) and the intrinsic frequency is remarkably insensitive to resolution. This suggests that although the simulations do not converge, they are describing correctly a part of the wave dynamics, even at the lowest resolution.
3 Plougonven and Snyder (2005) argued that this can be due to propagation effects (wave capture; Bühler and McIntyre 2005) that are well described even at low resolution.
The Zhang wave packet (section 3b) showed a very important sensitivity for the amplitude of the waves: in the low resolution run, these waves were essentially absent, yet they had significant amplitudes at high resolution (Table 4) . Similarly, these waves were also very sensitive to the dissipation. On the other hand, the aspect ratio of the waves was not found to vary significantly as resolution was increased from moderate to high.
For the waves excited by the surface fronts (section 4a), the sensitivity in amplitude is similar to the one found for the main wave packet of the standard run, but the sensitivity in the characteristics is very different. Intrinsic frequency increases as the resolution is increased (see Table 2 ). Phase lines become steeper and the waves propagate upward more quickly (Fig. 11) : as the resolution is increased from ⌬x ϭ 100 km to ⌬x ϭ 50 km and to ⌬x ϭ 25 km, the vertical group velocity goes from 0.15 to 0.25 m s Ϫ1 and finally to 0.53 m s
. Finally, the waves excited above the tip of the tropopause fold in the anticyclonic run exhibit significant sensitivity in both amplitude and characteristics (section 4b). These waves are essentially absent from the low-resolution run, and their intrinsic frequency increases as resolution is increased, though not as significantly as that of the waves excited above the surface cold front.
In summary, the waves excited in the idealized baroclinic life cycles are likely not numerical artifacts. A number of features remain stable as resolution is increased, suggesting that these simulations will provide valuable information to understand the mechanisms generating the waves. On the other hand, the sensitivity to resolution makes it difficult to conclude on the amplitudes that these waves may have in nearly inviscid flows.
Conclusions and perspectives
The spontaneous generation of gravity waves from jets and fronts in simulations of idealized baroclinic life 3 In the same way, the European Centre for Medium-Range Weather Forecasts (ECMWF) analyses contain valid information on underresolved inertia-gravity waves (Plougonven and Teitelbaum 2003) . Fig. 3 ) and potential temperature for y ϭ 5000 km, z ϭ 11 km (contours every 5 K) in the standard life cycle (wave packet described in section 3a). (lower) Similarly, ١ · u H for y ϭ 4300 km, z ϭ 2.5 km, and potential temperature for y ϭ 4300 km, z ϭ 150 m (contours every 2.5 K) in the anticyclonic life cycle (wave packet described in section 4a).
cycles has been described. The investigation of two very different life cycles showed that the generation can depend strongly on the details of the baroclinic wave's development.
The first baroclinic life cycle was dominated by the development of cyclonic vortices (Fig. 2) . The most conspicuous gravity wave packets are found in the highly sheared regions just above and below the jet core, from ridge to trough (Fig. 3) . Their upward and downward propagation away from the jet is clear indication that the source of the waves is the jet. The stratospheric waves are similar to the ones described by O'Sullivan and Dunkerton (1995) . Their low intrinsic frequency (ϳ1.3f ), on the other hand, is stable regardless of resolution, which is likely evidence of the importance of propagation effects (Plougonven and Snyder 2005) .
Another wave packet was found in this first baroclinic life cycle. It is located in the upper-troposphere and lower stratosphere, above the location of the occlusion at the surface (section 3b), and is very similar to the one described by Zhang (2004) . The complex structure of this wave packet and of the flow around and below it make it difficult to determine clear values for its characteristics or to identify tentatively a source.
The second baroclinic life cycle was dominated by TABLE 4. Order of magnitude for the amplitudes of the divergence associated with the different wave packets. From the standard baroclinic life cycle: main wave packet (section 3a) above the jet (column 1), below the jet 2, Zhang wave packet (3, section 3b), and the surface front waves (4, section 3c). From the anticyclonic life cycle: waves above the cold front (5, section 4a), and waves in the lower stratosphere (6, section 4b). Fig. 3 ) at z ϭ 11 km, in simulations of the standard life cycle using different dissipation schemes: (upper left) no explicit diffusion, (upper right) second-order horizontal diffusion, (lower left) fourth order, and (lower right) fourth order with a varying coefficient. As a reminder of the location of the surface front, the contour where the relative vorticity at z ϭ 150 m is equal to 1.25f is included. In the run without horizontal dissipation, the noisy features that start to appear above the cold front (x ϭ 3000 km, y ϭ 4300 km) are spurious numerical features that made it necessary to include explicit diffusion.
anticyclonic behavior (Fig. 9) . The most conspicuous gravity wave packet was found in the troposphere ahead of the cold front (Fig. 10) . The waves had higher intrinsic frequencies (1.5-3f; Table 2 ), and hence larger group velocities. In contrast to the waves in the standard life cycle, their intrinsic frequency was sensitive to resolution ( Fig. 11; Table 2 ) but their vertical wavelength was not. This difference likely indicates that the generation mechanism is different.
A second wave packet was found in this anticyclonic baroclinic life cycle. It is located in the tropopause region, in the trough and just downstream of it (section 4b). In contrast to the lower-stratospheric wave packet described in the standard baroclinic life cycle (section 3a), the waves do not appear confined a region of sharp vertical shear just above the tropopause (see Fig. 12 ). Moreover, they also differ by the sensitivity of their intrinsic frequency to the resolution.
All these different wave packets share one important feature (section 5): they are nearly stationary with respect to the synoptic-scale baroclinic wave and thus their zonal phase speed relative to the ground is the same as that of the baroclinic wave (13-15 m s
Ϫ1
). This may be of importance to modelers, as the corresponding momentum fluxes will always be in the eastward direction.
We have not emphasized the amplitude of these simulated wave packets as it depends significantly on the dissipation in the numerical model and on resolution, to the extent that we decrease the model's explicit dissipation as resolution increases. The wave amplitude increases as the dissipation decreases (and resolution increases) and the present simulations thus underestimate wave amplitude in these idealized flows. In the real atmosphere, surface drag and mixing in the planetary boundary layer likely have the opposite effect, slowing the development of the baroclinic system and its fronts and reducing wave generation (though not eliminating it; see Fig. 11 of Rotunno et al. 1998) .
Overall, the different life cycles emphasize different source regions and possibly different generating mechanisms. This study brings together, in one set of simulations, results from several previous works, and presents a new type of excited wave packet. With the possibility of producing other (intermediate) baroclinic life cycles, this provides a consistent framework that will be used in Part II (in preparation) to pursue the study of the spontaneous generation of gravity waves from balanced flows.
The challenge remains to explain quantitatively this generation. Because of the dependence on dissipation and resolution, previous studies (O 'Sullivan and Dunkerton 1995; Zhang 2004 ) have focused on one case and increased the resolution as much as possible. Our approach is complementary: we have shown that simulations at an intermediate resolution (⌬x ϭ 50 km) already carry valuable and reliable information. Comparison of different simulations at this resolution is underway to test systematically the relevance of different imbalance diagnostics as predictors for inertia-gravity wave generation (Plougonven and Zhang 2007 and references therein) , and to discuss the effects of the horizontal propagation, as it was shown that these effects could be important (Plougonven and Snyder 2005) .
simply modified the lower boundary condition, specifying ⌽ on ϭ c p so as to have constant shear in the center of the domain, and a smoothly vanishing zonal velocity and relative vorticity near the lateral boundaries.
APPENDIX B

Quantifying the Characteristics of the Waves
To identify the wavelengths ( x , y , and z ), a volume containing the wave packet of interest was isolated for two fields, the divergence and the vertical velocity, either raw or filtered using running averages. For each zonal, meridional, and vertical profile, the wavenumber such that a sinusoidal signal best correlated with the initial field was found. The wavenumbers thus obtained were then averaged and considered robust if two conditions were met: 1) plots confirmed that they described well the wave packet (see, e.g. , Fig. B1) ; 2) the results exhibited only small variations when different filters were used. The method in general is robust, although it may tend to slightly overestimate the wavelengths. In Tables 1-3, the error bars indicated were obtained as the standard deviation of the results obtained from applying the method either to the vertical velocity or to divergence, using different filters or no filter.
FIG. B1. Zonal cross section comparing the raw divergence field and the spatial wave characteristics obtained as described in appendix B, for the standard run, 1200 UTC day 8. Horizontal axis is x in km, vertical axis is z in m, and the section is taken at y ϭ 5300 km. The black lines show the zero phase lines for a sinusoidal signal with wavelengths x ϭ 475 km, y ϭ 525, and z ϭ 1.7 km.
