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We investigate the problem of finding all the biregrular graphs with
just three adjacency eigenvalues, one of which is an eigenvalue = −1, 0
of maximal possible multiplicity.
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1 Introduction
We begin with some definitions. Let G be a graph of order n with (0, 1)-
adjacency matrix A. An eigenvalue σ of A is said to be an eigenvalue of G,
and σ is a main eigenvalue if the eigenspace EA(σ) is not orthogonal to the
all-1 vector in IRn. Always the largest eigenvalue, or index, of G is a main
eigenvalue, and it is the only main eigenvalue if and only if G is regular. We
say that G is integral if every eigenvalue of G is an integer. If G is connected
with an eigenvalue = −1, 0 of multiplicity k and comultiplicity t = n−k > 1
then k ≤ 12 t(t− 1) [1, Theorem 2.3]. If k =
1
2 t(t− 1) then we say that G has
an eigenvalue = −1, 0 of maximal multiplicity.
A biregular graph is a graph with precisely two distinct degrees. A
strongly regular graph, with parameters n, r, e, f , is an r-regular graph of
order n in which any two adjacent vertices have e common neighbours,
and any two non-adjacent vertices have f common neighbours. We take
strongly regular graphs to include cliques and co-cliques. In accordance
with [9] we say that G has a strongly regular decomposition if its vertex set
has a bipartition V (G) = X1∪̇X2 such that the subgraphs induced by X1
and X2 are strongly regular.
Let B be the class of connected biregular graphs with just three distinct
eigenvalues, and let C be the class of connected graphs with an eigenvalue
μ = −1, 0 of maximal multiplicity. It is an open problem to determine the
graphs in B [3], and another open problem, with origins in [1], to determine
the graphs in C. Graphs with just three distinct eigenvalues, subject to
various restrictions, have recently been investigated in [3, 4, 12, 13].
It was noted in [12] that B = C1 ∩ C2, where C1 is the class of connected
graphs with just three distinct eigenvalues, and C2 is the class of connected
graphs with exactly two main eigenvalues; moreover any graph G in B is
either integral or complete bipartite. Many examples are given in [3, 12, 13].
Since the spectrum of a bipartite graph is symmetric about 0, the only
bipartite graph in B ∩ C is K1,2. Thus any other graph in B ∩ C is non-
bipartite and integral.
Apart from K1,2, the only known graph in C is the graph Γ36 (of or-
der 36) obtained from L(K9) by switching with respect to K8; this is the
largest exceptional graph, denoted by G473 in [6]. Since Γ36 has spectrum
−2(28), 5(7), 21, the only known graphs in B∩C are K1,2 and Γ36. The prob-
lem investigated in this paper is to determine whether there are any other
graphs in B∩C. A solution to the problem remains elusive, but we do obtain
two restrictive conditions on the graphs in question: in Proposition 4.2 we
provide a relation between degrees and spectrum, and in Theorem 4.4 we
show that such graphs have a strongly regular decomposition.
We use the notation of the monograph [7], where the basic properties of
graph spectra can be found in Chapter 1. We write j for an all-1 vector, its
length determined by context; and we write u ∼ v to indicate that vertices
u, v of a graph are adjacent.
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2 Graphs in B
Here we note the results we require from [3] and [12]. Let G be a graph in B
with degrees d1, d2, and let Xi = {v ∈ V (G) : deg(v) = di}, |Xi| = ni (i =
1, 2). Let the distinct eigenvalues of G be ρ, λ, μ, where ρ is the index of G.
We have
(A− λI)(A− μI) = vv, (1)
where Av = ρv. Let v = (v1, v2, . . . , vn)
: since G is connected, we may
take vi > 0 (i = 1, 2, . . . , n). It follows from Eq.(1) that v
2
i = d1+λμ if i ∈ X1





, where a2i = di+λμ (i = 1, 2)
and the partition of v is determined by X1∪̇X2.
Lemma 2.1 If G ∈ B then either
(a) μ is non-main and a1a2 = −λ(μ+ 1), or
(b) λ is non-main and a1a2 = −μ(λ+ 1).
Proof. See [12, Lemma 2.2].
Lemma 2.2 If G ∈ B then the sets X1, X2 form an equitable bipartition of









, k12 = a1
d1 − ρ
a1 − a2








(ρ− a22 + λμ)(ρ− λ)(ρ− μ)
(ρ+ λμ+ a1a2)(a21 − a1a2)
, |X2| =
(ρ− a21 + λμ)(ρ− λ)(ρ− μ)
(ρ+ λμ+ a1a2)(a22 − a1a2)
.
Proof. See [3, Theorem 4.3].
3 Graphs in C
In this section we consider a graphG of order n = 12 t(t+1) with an eigenvalue
μ = −1, 0 of multiplicity k = 12 t(t− 1) and comultiplicity t > 1. Let X be a
star set for μ in G, that is, a set of k vertices such that μ is not an eigenvalue
of G − X. The induced subgraph H = G − X is called the corresponding
star complement for μ (see [7, Chapter 5]). By [7, Proposition 5.1.4] the
H-neighbourhoods of vertices in X are non-empty and distinct. If AX is







, where C is the adjacency matrix of H. Then
μI −AX = B(μI − C)−1B (2)
2
by [7, Theorem 5.1.7]. It follows that if S = (B|C − μI) = (s1|s2| . . . |sn)
then μI − A = S(μI − C)−1S, and if 〈〈x,y〉〉 denotes the bilinear form




−1 if u ∼ v
0 if u ∼ v and u = v
μ if u = v.
From [1] we know that the functions 〈〈s1,x〉〉2, . . . , 〈〈sn,x〉〉2 form a basis for
the space of homogeneous quadratic functions on IRt. In particular, there
exist α1, . . . , αn ∈ IR such that
〈〈x,x〉〉 = Σnu=1αu〈〈su,x〉〉2. (3)
Taking x = sv in Eq.(3) we have μ = αvμ
2 + Σu∼vαu. Thus if a =
(α1, . . . , αn)
 then
μj = (μ2I +A)a. (4)
It also follows from Eq.(3) that 〈〈x,y〉〉 = Σnu=1αu〈〈su,x〉〉〈〈su,y〉〉; in par-
ticular, taking y = sv we have 〈〈sv,x〉〉 = αvμ〈〈sv,x〉〉 − Σu∼vαu. Hence if
















Taking x = s1, . . . , sn, we obtain:
Propostion 3.1 If G ∈ C then, with the notation above,
μI −A = (μI −A)D(μI −A). (5)
4 Graphs in B ∩ C
Here we retain the notation of Sections 2 and 3, and take G to be a graph
in B ∩ C other than K1,2. Let μ be the eigenvalue = −1, 0 of maximal
multiplicity 12 t(t − 1). Note that t > 2 because G has order > 3. By [1,
Theorem 3.1], μ is a main eigenvalue, and so the main eigenvalues of G are
ρ and μ. It follows from Lemma 2.1 that a1a2 = −μ(λ + 1), and it follows
from [11, Proposition 2.1] that
(A− ρI)(A− μI)j = 0. (6)
Lemma 4.1 The matrix μ2I +A is invertible.
3
Proof. Suppose by way of contradiction that λ = −μ2. Note first that if
the eigenvalues μ1, . . . , μt of G other than μ have mean d then kμ+ td = 0
and kμ2 +Σti=1μ
2
i = nd̄, where d̄ is the mean degree in G. We have






and so kμ2/t ≤ d̄. Since k = 12 t(t − 1) and d̄ < ρ we have (t − 1)μ
2 < 2ρ.
Now ρ = (t − 1)μ2 − 12 t(t − 1)μ, whence μ > 0, for otherwise −μ ≥ 2 and





2(t−1) < (t−1)μ2 < 2ρ ≤ 2n−2 = t(t+1)−2, whence t ≤ 5 and n ≤ 15.
Now we have a contradiction either from [3, Table 1] or by calculating ρ, μ, n
when t = 5, 4, 3. 
In view of Lemma 4.1, we have a = μ(μ2I + A)−1j from Eq.(4). Now
μ(μ2I +A)−1 is a polynomial in A, while Eq.(6) shows that j is annihilated











. Hence there exist α, β ∈ IR such
that αu = α+ βd1 if u ∈ X1 and αu = α+ βd2 if u ∈ X2. Writing d = Aj,
we have from Eq.(4) and Eq.(6):
μj = μ2a+Aa = μ2a+ αAj+ βAd = μ2(αj+ βd) + αd+ βA2j
= μ2(αj+βd)+αd+β((ρ+μ)d−ρμj = (μ2α−βρμ)j)+(α+μ2β+βμ+βρ)d.
It follows that
α =
μ2 + μ+ ρ
(μ+ 1)(μ2 + ρ)
, β =
−1
(μ+ 1)(μ2 + ρ)
. (7)
Proposition 4.2 If G ∈ B ∩ C then (ρ− d1)(d2 − ρ) = (μ+ 1)2ρ.
Proof. Note thatW (= 〈j, Aj〉) isD-invariant and A-invariant. We find the







































Now Eq.(5) shows that D(μI − A)|W is idempotent and so p + ρq = 1,
i.e. d1 − d2 = (ρ − d2)(α + βd1)(μ − d1) − (ρ − d1)(α + βd2)(μ − d2), or
1 = β(ρ− d1)(ρ− d2)− (ρ− μ)(ρβ + α). Substituting for α, β from Eq.(7),
we obtain
(ρ− d1)(ρ− d2)






and the result follows. 
Example 4.3. For the graph Γ36 (with d1 < d2) we have μ = −2, λ = 5,
ρ = 21, d1 = 18, d2 = 28, a1 = 2
√
2, a2 = 3
√
2, α = −23/25, β = 1/25.
For i = 1, 2, let Gi be the subgraph of G induced by Xi, with adjacency
matrix Ai. In what follows, the neighbourhood of a vertex v in G is denoted




Theorem 4.4 If G ∈ B ∩ C then the graph G1 is strongly regular with
parameters n1, k11, e1, f1, where
(d1−d2)e1 = (μ2+μ+ρ−d2)λ(μ+1)+d1μ2+3d1μ+d1ρ−d1d2−d2μ+ρ,
(d1 − d2)f1 = (μ2 + μ+ ρ− d2)(d1 + λμ);
and the graph G2 is strongly regular with parameters n2, k22, e2, f2, where
(d2−d1)e2 = (μ2+μ+ρ−d1)λ(μ+1)+d2μ2+3d2μ+d2ρ−d1d2−d1μ+ρ,
(d2 − d1)f2 = (μ2 + μ+ ρ− d1)(d2 + λμ).
Proof. From Eq.(3) we have
〈〈x,y〉〉 = (α+ βd1)Σu∈X1〈〈su,x〉〉〈〈su,y〉〉+ (α+ βd2)Σu∈X2〈〈su,x〉〉〈〈su,y〉〉,
where α, β are given by Eq.(7). Hence if i, j ∈ X1 and i ∼ j then
−1=−2(α+βd1)μ+(α+βd1)|Δ(i)∩Δ(j)∩X1|+(α+βd2)|Δ(i)∩Δ(j)∩X2|.
(8)




1 + λ+ μ we have
d1 + λ+ μ+ λμ = |Δ(i) ∩Δ(j) ∩X1|+ |Δ(i) ∩Δ(j) ∩X2|. (9)
Now we can solve (8) and (9) for |Δ(i)∩Δ(j)∩X1| and |Δ(i)∩Δ(j)∩X2|,
to find that the number of common neighbours of i and j in X1 is e1, where
(d1−d2)e1 is as given in the statement of the Proposition. Again if i, j ∈ X1
and i ∼ j then
0 = (α+βd1)|Δ(i) ∩Δ(j) ∩X1|+ (α+ βd2)|Δ(i) ∩Δ(j) ∩X2|. (10)
and
d1 + λμ = |Δ(i) ∩Δ(j) ∩X1|+ |Δ(i) ∩Δ(j) ∩X2|. (11)
From (10) and (11),we find that the number of common neighbours of i and
j in X1 is f1, where (d1 − d2)f1 is as stated above. We may interchange X1
and X2 to obtain the second part of the Proposition. 
Note that Theorem 4.4 says that G has a strongly regular decomposition
in the sense of [9]. For Γ36 (with d1 < d2) we have G1 = L(K8) with e1 = 6,
f1 = 4, k11 = 12, and G2 = K8 with e2 = 6, f2 = 9, k22 = 7. (Although
f2 > k22, this is not a contradiction because G2 has no non-adjacent vertices,
and (A− 7I)(A+ I)(A+ 2I) = O.)
Proposition 4.5 Let G be a graph in B∩C other than K1,2. If μ is not an
eigenvalue of both G1 and G2 then G = Γ36.
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Proof. Any non-main eigenvalue of Gi is a root of x
2− (ei−fi)x− (kii−fi)
(cf. [7, Eq.(3.17)]), and one can check that μ2− (ei−fi)μ− (kii−fi) = 0 for
i = 1, 2. Thus if μ is not an eigenvalue of Gi then Gi is a clique or a co-clique
because it has at most two distinct eigenvalues. In this case, by [10, Lemma
3] Gi is contained in a star complement for μ, and so ni ≤ t. From the
proof of Theorem 4.4 we see that for i, j ∈ Xi there are just two values for
|Δ(i) ∩Δ(j) ∩Xi| according as i ∼ j, i ∼ j. Therefore n ≤ 12ni(ni − 1) by
[5, Theorem 1.51]. Hence ni = t and Gi is a star complement for μ in G. If
Gi is a clique then G = Γ36 by [8, Theorem 5.1].
Now suppose for definiteness that G2 is a co-clique. Then k22 = 0 and
k21 = d2. From Eq.(2) we have μI − A1 = μ−1BB, whence k12 = μ2.
Moreover, if i, j are adjacent vertices inX1 then |Δ(i)∩Δ(j)∩X2| = −μ; and
if i, j are non-adjacent vertices in X1 then |Δ(i)∩Δ(j)∩X2| = 0. Since n1 =
t, the preceding argument shows that G1 is not a clique; and G1 is not a co-
clique because G is not bipartite. It follows that |Δ(i)∩Δ(j)∩X2| (i, j ∈ X1)
takes precisely two values, and so by [5, Theorem 1.51] the neighbourhoods
Δ(i) ∩ X2 (i ∈ X1) constitute a tight 4-design D (see [5, p.20]). Note
that μ < 0, and so μ2 ≥ 4. Also, μ2 ≤ t − 2 because the neighbourhoods
Δ(i) ∩X2 (i ∈ X1) are distinct. If μ2 < t − 2 then by [5, Theorem 1.54] D
or its complement is the Steiner system S(4, 7, 23). Therefore there are two
cases to consider: (a) μ = −4 and t = 23, (b) μ2 = t− 2.
Now ρμ = det K = −μ2d2, and so ρ = −μd2. Since k22 = 0, Lemma 2.2
shows that a1d2 = a2ρ, whence a1 = −μa2 and −μa22 = a1a2 = −μ(λ + 1).
Now we have
a21 = μ
2(λ+ 1), a22 = λ+ 1, d2 = λ+ 1− λμ, ρ = −λμ− μ+ λμ2.
By Lemma 2.2,
t = n2 =






and so t− 1 = d2(μ2 − 1)/(λ+ 1). On the other hand, 12(t− 1) = n1/n2 =
k21/k12 = d2/μ
2.
In case (a) we have d2 =
1
2(t − 1)μ
2 = 176 and ρ = 704, while n =
1
2 t(t + 1) = 276, a contradiction. In case (b) we have 2d2 = (t − 1)μ
2 =
μ2d2(μ
2 − 1)/(λ+1), whence λ = 12(t− 1)(t− 4) and ρ = −
1
2μ(t− 1)(t− 2).
Now 0 = trA = ρ+ 12 t(t− 1)μ+ (t− 1)λ, whence −2μ = (t− 1)(t− 4) and
4(t− 2) = 4μ2 = (t− 1)2(t− 4)2, a contradiction. 
It remains to consider the case in which μ is an eigenvalue of both G1
and G2. (A contradiction in this case would show that B∩C = {K1,2,Γ36}.)
5 The remaining case
Here we assume that G is a graph in B ∩ C other than Γ36, so that μ is an
eigenvalue of both G1 and G2. Moreover μ = −2 for otherwise μ is the least
6
eigenvalue of G and then Γ36 is the only candidate for G (see [6, Chapter
6]). We take the distinct eigenvalues of Gi to be kii, λi and μ. In this final
section we offer four further observations which may be of interest to the
reader who wishes to pursue matters further.





Proof. Let κ = (μ+ 1)2. By Proposition 4.2, ρ2 = ρ(d1 + d2 − κ)− d1d2,
whence κ < d1+d2. The quadratic ρ
2−(d1+d2−κ)ρ+d1d2 has discriminant
(d1 + d2 − κ)2 − 4d1d2, and so d1 + d2 − κ ≥ 2
√






2 as required. 
Remark 5.2 λ1 + λ2 = λ+ μ.
Proof. We have λ1 + μ = e1 − f1 and λ2 + μ = e2 − f2. By Theorem 4.4,
(λ1 + λ2 + 2μ)(d2 − d1) =
λ(μ2 +μ+ ρ− d1)+ 2d2μ− d1μ+ ρ−λ(μ2 +μ+ ρ− d2)− 2d1μ− d2μ− ρ =
(d2 − d1)(λ+ 3μ), and the result follows. 











is a μ-eigenvector of G.







. From Eq.(1) we have
A21 +M

1 M1 − (λ+ μ)A1 + λμI = a21J.
Since jx = 0, we have
μ2x+M1 M1x− (λ+ μ)μx+ λμx = 0,





















Remark 5.4 If d1 < d2 and μ < 0 then d2 − ρ < a1a2+μ−λa22 ρ < ρ.
Proof. By Lemma 2.2 and Theorem 4.4 the inequality f2 ≤ k22 becomes






d2μ+ (ρ− d1)λ+ (μ2 + μ)λ ≥ −ρ.
Since ρ < d2, we have (d2 + μλ)(μ + 1) + (ρ − d1)λ > 0. Multiplying by
ρ− d2, and invoking Proposition 4.2, we obtain












Remark 5.2 is useful in ruling out various candidates for prescribed t and
μ, as we illustrate below.
Example 5.5 Here we show that (t, μ) = (24,−3). If t = 24 then G1,
G2 are strongly regular graphs whose orders sum to 300. Taking n1 ≥ n2
without loss of generality, we find from Brouwer’s list of feasible parameters
[2] that when μ = −3 the only possibilities are:
(i) (n1, k11, λ1) = (175, 102, 17), (n2, k22, λ2) = (125, 72, 12);
(ii) (n1, k11, λ1) = (231, 30, 9), (n2, k22, λ2) = (69, 20, 5);
(iii) (n1, k11, λ1) = (275, 162, 27), (n2, k22, λ2) = (25, 12, 2).
Now λ = λ1 + λ2 + 3 by Remark 5.2, and we can find ρ from the equation
ρ + (t − 1)λ + 12 t(t − 1)μ = 0. In each case we obtain the contradiction
ρ+ μ = k11 + k22. Analogous arguments eliminate the possibilities (t, μ) =
(24,−4), (23,−3), (23,−4). 
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