Abstract. The era of big data is here. Recent studies have revealed that emerging modern machine learning techniques are advantageous to statistical models for credit risk evaluation, such as SVM, LS-SVM. In this paper we discuss the applications of the evolution strategies based least squares support vector machine with mixture of kernel (ES based LS-SVM-MK) to design a credit evaluation system, which can discriminate good creditors from bad ones. Differing from the standard LS-SVM, the LS-SVM-MK uses the 1-norm based object function and adopts the convex combinations of single feature basic kernels. Only a linear programming problem needs to be resolved and it greatly reduces the computational costs. A real life credit dataset from a US commercial bank is used to demonstrate the good performance of the ES based LS-SVM-MK.
Introduction
Credit risk evaluation is an important field in the financial risk management in the big data stage. In the past two decades bankruptcies and defaults have occurred at a higher rate than any other time. Thus, it's a crucial ability to accurately assess the existing risk and discriminate good applicants from bad ones for financial institutions, especially for any credit-granting institution, such as commercial banks and certain retailers. Due to this situation, many credit classification models have been developed to predict default accurately and some interesting results have been obtained.
These credit classification models apply a classification technique on similar data of previous customers to estimate the corresponding risk rate so that the customers can be classified as normal or default. Some researchers used the statistical models, such as Linear discriminate analysis [1] , logistic analysis [2] and probit regression [3] , in the credit risk evaluation. These models have been criticized for lack of classification precision because the covariance matrices of the good and bad credit classes are not likely to be equal.
Support vector machine (SVM) is first proposed by Vapnik [4] . Now it has been proved to be a powerful and promising data classification and function estimation tool. Reference [5] and [6] applied SVM to credit analysis. They have obtained some valuable results. But SVM is sensitive to outliers and noises in the training sample and has limited interpretability due to its kernel theory. Another problem is that SVM has a high computational complexity because of the solving of large scale quadratic programming in parameter iterative learning procedure. Because the  -insensitive loss function used in SVM is replaced by a sum square error loss function, the inequality restriction is replaced by the equation restriction. Thus this makes the least squares support vector machine (LS-SVM) [7] achieve lower computational complexity. But there are some potential drawbacks for LS-SVM [8] .
Recently, the reference [9] draws the conclusion that the optimal kernel can always be obtained as a convex combinations of many finitely basic kernels. And some formulations [10] , [11] have been proposed to perform the optimization in manner of convex combinations of basic kernels.
Motivated by above questions and ideas, we propose a new method named evolution strategies(ES) based least squares support vector machines with mixture of kernel (ES based LS-SVM-MK) to evaluate the credit risk. The 1-norm is utilized in LS-SVM-MK. As a result, its objective function turns into a linear programming parameter iterative learning procedure and greatly reduces the computational complexity. Furthermore, we can select the optimal feature subset automatically and get an interpretable model.
Least Squares Support Vector Machines with Mixture Kernel

Algorithm
Like least squares support vector machine, the object function for the L1-LS-SVM is defined as: 
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Eq. 3 and the transformation formula can be written as the following matrix form:
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The following equation is the standard form of LS-SVM:
Compared Eq. 4 with the standard form of LS-SVM in Eq. 5, we can find that the kernel mapping is executed in each component and the Lagrange multiplier k i,  can be seen as the weight for each component and sample other than only for each sample in other methods.
Then the output is obtained:
Above function is equivalent to the sum of the sub-function in different elements:
Where ( ) k f x represents the contribution for the output by each element.
From Eq. 4, we can find that the new LS-SVM is equivalent to solve a deficient rank linear equation set just like the overcomplete problem in ICA. There are many approaches presented to resolve this problem, including the method of Frames (MOF) and basis pursuit (BP) [12, 13] .
Unlike MOF, BP replaces the 
It is a very important character that (6), we can conclude that:
So the minimum of 
Experiment Analysis
In this section, a real-world credit dataset is used to test the performance of LS-SVM-MK. The dataset is from a major US commercial bank. It includes detailed information of 5000 applicants, and two classes are defined: good and bad creditor. Each record consists of 65 variables, such as payment history, transaction, opened account etc. This dataset includes 5000 applicants, in which the number of bad accounts is 815 and the others are good accounts. Thus the dataset is greatly imbalance. So we preprocess the data by means of sampling method and making use of 5-fold cross-validation to guarantee valid results. In addition, three evaluation criteria measure the efficiency of classification: 
Evolution Strategies (ES) for Selection of the Adaptive Model
ES is an optimization algorithm, which can generates successive populations of alternate solutions to the problem, until obtained acceptable results. A fitness function assesses the quality of a solution in the evaluation process. Mutation and recombination functions are the main operators that randomly impact the fitness value. The evolutionary process operates for many generations, until the termination condition is satisfied. It can be concluded that there are endogenous as well as exogenous strategy parameters in ES. Endogenous strategy parameters such as populations n of individuals a, specific object parameter set 1 and its fitness value F(1), can evolve during the evolution process, and are needed in self-adaptive ES. Strategy-specific parameters l and k, as well as q, are called exogenous strategy parameters which are kept constant during the evolution process.
To implement the proposed approach, this study requires only  parameters to be defined.
Experiment Result
Firstly, the data is normalized. In this method the regularized parameter needs to be chosen. Thus the method has regularized parameter  to be prepared set. The Type I error (e1), Type II error (e2), Total error (e), number of selected features for each fold using ES based LS-SVM-MK approach are shown in table 1. For this method, its average Type I error is 23.28%, average Type II error is 16.49%, average Total error is 22.06% and average number of selected features is 17. 
Comparison of Results of Different Credit Risk Evaluation Models
The credit dataset that we used has imbalanced class distribution. Thus, there is non-uniform misclassifying cost at the same time. The cost of misclassifying a sample in the bad class is much higher than that in the good class. There are only two different populations, the cost function in computing the expected misclassification is considered as follows:
Where 21 c and 12 c are the corresponding misclassification costs of Type I and Type II error, 1  and 2
 are prior probabilities of good and bad credit applicants,   are respectively equal to Type I and Type II error. The misclassification ratio associated with Type I and Type II error are respectively 1 and 5 [11] . The priors of good and bad applicants are set to as 0.9 and 0.1 using the ratio of good and bad credit customers in the empirical dataset. In order to further evaluate the effectiveness of the proposed ES based SVM-MK credit evaluation model, the classification results are compared with some other methods using the same dataset, such as multiple criteria linear programming (MCLP), multiple criteria non-linear programming (MCNP), decision trees and neural network. The results of the four models quoted from the reference [14] . Table 2 summarizes the Type I, Type II and Total error of the five models and the corresponding expected misclassification costs (EMC). From table 2, we can conclude that the ES based LS-SVM-MK model has better credit scoring capability in term of the overall error and the expected misclassification cost criterion in comparison with former four models. Consequently, the proposed ES based LS-SVM-MK model can provide efficient alternatives in conducting credit evaluating tasks.
Conclusions
By using the 1-norm and a convex combination of basic kernels, the novel ES based SVM-MK credit risk evaluation model is of the object function, which is a quadratic programming problem in the standard LS-SVM becomes a linear programming parameter iterative learning problem so that greatly reducing the computational costs. In practice, it is not difficult to adjust kernel parameter and regularized parameter to obtain a satisfied classification result. Using the ES optimization, we have obtained good classification results and meanwhile demonstrated that ES based LS-SVM-MK model is of good performance in credit scoring system. And we get only a few valuable attributes that can interpret a correlation between the credit and the customers' information. So the extractive features can help the loaner make correct decisions. Thus the ES based LS-SVM-MK is a transparent model, and it provides efficient alternatives in conducting credit scoring tasks. Future studies will aim at generalizing the rules by the features that have been selected.
