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 The metallurgical processes and the products developed from these processes 
have been the cornerstone on which our civilizations have developed and flourished. 
Many of the new materials that have been developed over centuries were often the result 
of serendipitous occurrences.  Because of the importance of new materials to the 
improvement of society, it is necessary to accelerate the way in which new alloys and 
processes are designed, developed and implemented.   
 Over the last two decades the computational side of materials science has thrived 
as a result of bigger and faster computers.  However, the application of new 
computational methods to the development of new materials and structures is still in the 
early stages primarily because of the complexity of most metallurgical processes. One 
such process is the decarburization of steel.  Because of the importance of the 
microstructure on the mechanical properties, changes in the near surface properties are 
affected by the loss of carbon in the alloy. The topics investigated in this thesis include a 
variety of alloys and microstructures that are considered to be important in the 
development of a unique structure necessary for a more efficient method of recovering 
natural gas and oil from underground reserves as well as structures for energy absorbing 
systems. Since both the material application and the structure are new, this research 
represents an ideal opportunity to combine processing, properties, microstructure and 
computations to accelerate the development of these new structures.  
 Compared to other commercially available proppants which tend to fail in 
demanding environments, the thin-walled hollow metal proppants are regarded more 
promising due to the low density and high mechanical strength. The energy-absorbing 
composite material manufactured by embedding said spheres in the Mg/Al matrix 
material is optimized by improving sphere and matrix properties at each step in the 
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process. Ultimately the mechanical strength, fracture toughness, and energy absorption 
are expected to achieve a factor of 2-5 higher than previously reported. 
 Modeling makes it economically practical to assess the targeted materials' overall 
properties, behaviors and the mechanical responses in conjunction with stress 
environment, material properties, material dimensions among other variables, before a 
structure is built. Additionally, more advanced modeling can enable the quantitative 
descriptions of more complex metallurgical phenomena such as the effects of impurity 














A new kind of proppants (small-sized spheres used in oil wells to prop fissures open and 
provide an efficient conduit for oil and natural gas flow through the openings and 
significantly increase extraction) need to be developed to compensate for the 
inadequacies of glass made of proppants, ceramic, and polymer, which tend to collapse 
prematurely in a high-temperature, high-pressure environment [1-3]. Proppants made 
from thin-walled maraging steel hollow spheres are considered a promising replacement 
thanks to their high degree of spheroidicity, high mechanical strength and ductility, and 
presumably low production cost. In order to obtain higher strength and minimize the 
residual stress, the steel for proppants is heated up to 700 ºC to allow for recrystallization, 
precipitation hardening and carburization [4-7]. At the same time, decarburization, a 
phenomenon basically described as loss of carbon content to the environment due to its 
reaction with certain components in the atmosphere, will occur and debilitate the product 
by depriving it of the carbon element, rendering the parts made of such steels unreliable 
[8-9]. Understandably, the weakening effects become more pronounced when factoring in 
the thin-walled hollow sphere structure, considering the wall thickness measures 
somewhere between 60 and 200 µm and the decarburization depth can reach as far as 
75% of the wall thickness after 100 minutes decarburization, depending on the specific 
microstructure. 
  Apart from the hollow sphere structure, the microstructure of the material itself is 
another aspect that makes this work special. Spheroidite is one of the lesser known steels 
characterized by its very unique microstructures. In spheroidite, the second-phase 
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cementite (Fe3C) particles embedded in the ferrite (Fe-0.02%C) matrix assume the 
spherical shape, instead of the commonly observed thin-stripped, lenticular or acicular 
shape [10]. Decarburization basically is a two-step process, namely the diffusion of 
carbon through the matrix, and the transfer of carbon from the sample to the atmosphere. 
There have been many reports on the study of decarburization, both experimentally and 
theoretically [11-15]. According to the research conducted by Wagner and Buckle [16], 
an existing model can effectively predict the decarburization depth in a ferrite sample 
held at a certain temperature up to 912 ºC. However, as the decarburization that occurs 
during the heat treatment of AISI 1074 steel featuring spheroidite microstructure cannot 
be well described by the existing model, a microstructure-specific, time-dependent 
diffusion model needs to be constructed to better characterize the decarburization 
behavior that transpires under these particular circumstances. 
 In order to avoid any potential danger caused by the decarburization-related 
strength loss, just knowing the progression pattern of decarburization is not nearly 
enough. The mechanical property variations must be determined accordingly. In 
particular, the mechanical properties need to be associated with the microstructural 
variations over the course of decarburization. In order to obtain the material properties of 
the spheroidite being heat treated, an FEM model is constructed using the FEM software 
Abaqus.  
 Once the impact of decarburization is determined, it is important to find out how 
hollow maraging steel spheres with different geometric traits behave under stress. 
Experimentally, the maraging steel spheres are deformed between two parallel-positioned 
alumina plates. The process is simulated using FEM to properly estimate the stress-
resistance of the said spheres. The next step would be to embed those hollow spheres into 
Mg/Al alloy matrix to manufacture a light-weight, energy-absorbing, impact-resistant 
composite material. Statistically accurate geometry for the composite materials is 
generated to provide theoretical guidance for the optimization process of the target 
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material's properties in conjunction with a series of geometric characteristics such as the 
sphere size distribution, sphere wall thickness, volumetric fraction of the hollow spheres 
among others.   
 Background and literature review are included in Chapter II. The simulation 
methods will be explained in detail in Chapter III. Chapters IV and V will lay out the 
simulation results both in terms of the decarburization phenomenon and the related 
mechanics analysis. Then the conclusion and future work will be discussed in the 
























Because of the weakening effects decarburization has on steel products, it is crucial for 
the evolving microstructure to be investigated both experimentally and theoretically, as 
the carbon-depleted zones expand into the sample being heat treated. The existing 
Wagner's model has been found not to coincide with our experimental observations well 
[17]. The experiment results were obtained using samples featuring a unique 
microstructure under certain heat processing conditions. In this work, finite difference 
method (FDM) is used to model the decarburization zones that form at the surfaces of 
AISI 1074 steel samples with spheroidite microstructure during certain heat treatments. 
In order to reach that goal, the sample space is discretized into a fine grid in which 
spherical second-phase cementite particles are interspersed. The evolution of the carbon 
concentration pattern in the sample space is calculated using the finite difference 
equations derived based on Fick's diffusion laws, approximation of partial differential 
equations by finite difference equations, and conservation of mass at the boundaries. The 
simulation results are well upheld by experimental observations and yield in-depth 
analyses for the decarburization phenomenon in spheroidite. The effects of each 
parameter are to be further studied and the model is expected to ultimately expand to 
include other Fe-C alloy microstructures and heat treatments as well. 
 
2.1 Proppant Manufacturing 
 The proppants are structurally strong, millimeter-sized and lightweight spheres 
often used to enhance the oil extraction efficiency by holding the crevasses open when 
the oil and natural gas reserve is being extracted from underground reservoirs. As the 
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necessity of reducing foreign energy dependence has been propelled to a new height in 
the wake of the recession and the Gulf oil spill disaster, a new kind of low-cost, more 
manufacturing-favored and structurally stronger proppants that can provide higher 
extraction efficiency are in need of development. Proppants currently available in the 
market are limited by a variety of defects: glass proppants are costly to produce while 
unable to withstand the demanding extraction environment; ceramic proppants can only 
tolerate the pressure up to 15,000 psi, whereas the closing pressure over 20,000 psi is 
often detected in the opened fissures [18]; polymer proppants, ductile and lightweight as 
they are, can only tolerate a maximum pressure up to 6,000 psi and start melting at 75 ºC, 
which is lower than the ambient temperature in operation [19-20]. Using those proppants 
allow for a maximum efficiency of 33% for the available reserve to be effectively 
extracted [3], whereas using the proposed thin-walled steel hollow spheres as proppants 
could provide many advantages: theoretically, the hollow metal spheres require less 
expensive raw materials, the production procedures need much less complicated 
reduction techniques which have been tested and proved to work with extruded thin metal 
strips, and the new proppants are expected to last longer in a much more demanding 
environment as a result greatly reducing the production cost. Even after they ultimately 
crumple under pressure, the gas held inside the hollow proppants will be released and 
form bubbles that would still act as conductive agent for the extraction process. Due to 
the listed advantages brought about by using the hollow steel spheres, this project was 
initiated in hopes not only to produce proppants of better quality, but to introduce 
revolutionary changes to the current proppant production paradigm as well.  
 Figure 1 shows a simple sketch for the production process for the thin-walled 
hollow metal spheres. Firstly, some metal oxide slurry (mostly Fe3O4) is sprayed on the 
organic sacrificial polystyrene cores, which later are incinerated at higher temperatures. 
Then, as the temperature continues to rise, the hydrogen atmosphere is applied to reduce 
the remaining metal oxide shells to elemental metal. In the following step, the 
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intermediates enter the sintering stage where the fissures and pores in the loosely 
connected as-reduced metal shells are eliminated via sintering. Up to this point in the 
process, no carbon has been added to the shell structure, so the gas carburization that 
follows aims to add to the shell a certain amount of carbon to enhance the strength. Then 
the gas-carburized products move on to the cooling stage, where decarburization is likely 
to occur. 
 
Figure 1. Production process of proppants 
 As to the question why the study of decarburization is so important, the answer is 
that low alloy steels’ strength and ductility are closely dependent upon the carbon 
content. In such steels, the carbon content is typically lower than 1% wt., whereas 
decarburization can consume up to almost all the carbon in the material, therefore leading 
to some undesirable fluctuations in the mechanical properties, which can be much more 
pronounced, as stated previously, when the changes takes place in thin-sheet structures 
instead of bulky materials. When such decarburized steels are used to manufacture 
components such as gears, springs and in this case proppants, on which many daily 
activities and production operations heavily rely. The weakening of such components 
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could disrupt or even cripple the whole working system by exposing it to the danger of 
unexpected failures below yielding limits and the disastrous consequences, which makes 
it necessary to understand the mechanism of decarburization and accurately assess its 
impact.  
 
2.2 Carburization and Decarburization 
Conventionally, the carburization procedure is employed to increase the carbon content in 
the near-surface region in steels. In this study, the technique is enlisted to homogenize the 
carbon content, to certain extent, through the cross section of the thin wall of the hollow 
spheres, in doing so to improve hardness and wearability while retaining corrosion 
resistance. One method by which steel is carburized is to heat it to a high temperature in a 
CO/CO2 atmosphere [21-22]. The heat treatment involves heating the sample to the 
austenite phase field. However, when the system cools from the austenite phase 
temperature, the chemical potential of carbon in the atmosphere drops below that in the 
steel being heat treated and the carbon is removed from the steel. This process generally 
is defined as "decarburization", which weakens the strength of the steelworks in most 
cases. 
 In previous research [22], three different gas atmospheres have been tested as the 
cooling atmosphere after reduction, including CO/CO2, H2/Ar and air flow. In the case 
with CO/CO2, excess carbon causes metal dusting on the sample's surface [23]. In order 
to avoid metal dusting, the ratio of CO/CO2 has to be controlled in exact accordance with 
the process of the reaction, which is not practical given the means available [23-25]. 
Meanwhile, both air and H2/Ar gas flow result in decarburization as the carbon tends to 
migrate from inside the matrix towards the surface due to the consumption of carbon by 
the reactions with certain atmospheric components at the surface. This research focuses 
on the decarburization in air atmosphere. 
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2.3 Existing Models 
When decarburization occurs within a two-phase field (ferrite and austenite in this case), 
a discontinuous concentration profile of carbon is observed, as in Figure 2.  
 
Figure 2. A schematic carbon concentration profile under the condition in which phase 
transformation occurs. The microstructure as a function of distance from the surface is presented 
using symbols α, γ and θ which represent ferrite, austenite and cementite, respectively [26] 
 
 The concentration profile in Figure 2 is an outcome of the different local 
equilibrium compositions on two sides of the phase interface, as well as different carbon 
diffusion coefficients in one phase from the other. Wagner [16], assuming that 
decarburization is governed by the diffusion of carbon over the concentration gradient 
between the two phases, works out an estimate for the diffusion depth through Equation 
1. 
 
   (1) 
 
Where X is the ferrite decarburization depth in millimeter, Cb and CI (mol/mm3) are the 
solid solubility of carbon in ferrite and the initial carbon concentration in the alloy, 
respectively; D is the diffusion coefficient of carbon in ferrite (mm2/s) and t is time in 
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second. With Equation 1, decarburization depth X can be obtained if Cb, CI, D and t are 
known. The diffusion coefficient D is determined with the Arrhenius equation, as shown 
in Equation 2. 
 






&'   (2) 
 
Where the pre-exponential factor (D0) and the activation energy (Q) are 0.394 mm2/sec 
and 80.22 KJ/mol in ferrite, respectively [13], with R and T standing for the gas constant 
and the temperature in Kelvin. Good agreement has been reached between the modeling 
results and experiments with ferrite microstructure in the temperature ranges A and B, as 
indicated in Figure 3. 
 
 
Figure 3. Schematic phase diagram in Fe-C binary system. at each temperature Cb is defined as 
the concentration value on the bold line, and CI stands for the initial carbon concentration [13] 
 In region B, the ferrite decarburization depth is governed by the carbon diffusion 
in both ferrite (α) and austenite (γ) phases. As a result, ferrite grains grow into the 
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austenite region during decarburization, as illustrated in Figure 4. The elongated grains 
appear at the surface areas such that decarburization continues to happen in ferrite matrix, 
rendering Equation 1 not immediately applicable but it is assumed in Wagner's paper that 
the model could still apply in the entire temperature range B [13]. When the ambient 
temperature is higher than 912 ºC, which is the peak temperature of the ferrite/austenite 
two-phase field, namely region C in Figure 3, the solid solubility of ferrite drops to zero 
so it does not appear even when the carbon concentration reaches zero (the far left side of 
the Fe-C phase diagram), aforementioned model does not hold any more [27-29].  
 
Figure 4. Edge of sample of AISI 1074 heat treated in air at 800 ºC for 100 minutes. A 
decarburized zone and elongated ferrite grains are evident along the edge of the sample [17] 
 When the decarburization takes place at 700 ºC, Wagner's model is supposed to 
be able to predict the decarburization depth. However, in the research conduct by L. 
Cerully et al. [22], in the AISI 1074 sample with spheroidite microstructure held in air at 
700 ºC for 100 minutes, the decarburization depth observed in experiment can reach only 
as far as 80 µm, as opposed to approximately 300 µm predicted by Wagner's model. The 
discrepancy necessitates a new model specifically geared towards the samples that 
feature spheroidite microstructure.  
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2.4 Computing Software Tools 
The FDM modeling for decarburization progress was done using Comsol Multiphysics 
3.5.0.603.  The FEM analyses for the mechanical properties of decarburized samples 
were conducted using the FEM software Abaqus 6.9-1. The two- and three-dimensional 
microstructures are generated using Matlab code that enables the control over the position 
distribution, size distribution, total volume fraction of the second phase particles, the 
thickness of decarburization zones, the type of the elements associated with the modeling, 
among other key parameters. In Section 5.2.2, Ansys 12.0.1 is used to depict the 
interactions between the contact surfaces when a hollow metal sphere is crushed between 
two parallel rigid alumina plates. 
 
2.5 Microstructure Generation 
In order to authentically recount the microstructural details of the material, the following 
observations are incorporated in the numerical modeling process. Figure 5 (b) is an 
optical micrograph of a spheroidite sample that has been heat treated under the 
aforementioned conditions and etched with 2% nital etchant, such that the decarburized 
areas formed in the cross section can be properly exposed, as opposed to a sample 
without treatment shown in Figure 5 (a). According to the industry definition [30-31], the 
carbon-depleted zones which consist of the remains of ferrite band and shrunk cementite 








(a) a sample without treatment 
 
(b) a sample after being heat treated 
Figure 5. Optical micrographs of the edge of an AISI 1074 (a) untreated sample and (b) a sample 
heat treated in air at 700 ºC for 80 minutes 
 The spherical cementite particles are unmistakable in Figure 5 (a) and (b), while 
Figure 5 (b) displays a decarburization layer formed during the heat treatment. The 
modeled sample space is created based on the micrographs in Figure 5, such that the 
characteristic microstructural features are rendered accurately. For the FDM modeling, 
two different views of the sample space used in the simulation are shown in Figure 6. The 
entire sample space is initially interspersed with certain number of particles and then 
discretized into a fine grid in which each unit is assigned either in the particles, in the 
matrix phase or at the boundary. Throughout discretization, the mesh is further refined in 
adaptive accordance with the decidedly non-uniform local geometrical traits, to increase 
the computational precision. For instance, the areas with more particles require more 
refined discretization. The discretization of the sample space with one particle is 
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illustrated in Figure 4(a) and part of the sample space with second-phase particles in 
Figure 6(b). 
  
   (a)      (b) 
Figure 6. Sample space discretization (a) with one particle (b) with sample space featuring 
spherical cementite particles using adaptive meshing method [32] 
 
 Parameters used for modeling need to be initialized, including the number of alloy 
compositions, diffusion coefficients, initial interface position, initial composition 
concentration and a variety of boundary conditions (periodic boundary conditions, free 
surface boundary conditions and boundaries with inward or outward carbon fluxes). As 
shown in Figure 6(b), the locations of the particles in the sample are assumed to be 
distributed following a uniform random distribution, whereas the particle size is 
determined by Gaussian normal distribution, as in Equation 3. 
 














 The Gaussian normal distribution is considered the most "classic" continuous 
probability distribution, being one of the simplest and most convenient functions for 
particle distribution without rigorous justification, especially when it involves diffusion 
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of particles in substance [33-34]. In Equation 3, p(d) is the probability density function 
and d is the particle diameter. The variables M and S represent the mean value and 
standard deviation of the distribution, respectively. Based on the observation of samples 
prepared by tracking and recontouring optical micrographs in transparent sheet, M was 
calculated as 2.14 µm and S as 0.5 µm.  
 In terms of FEM modeling, the assembling starts with defining a rectangular mesh 
(width and height, and thickness in three dimension) and adopting a proper mesh density 
(number of elements per unit length). Then the microstructure is created by randomly 
placing particles in the sample space, in the form of a circle in 2D or a sphere in 3D, 
while ensuring that their sizes are determined following Equation 3. The random seeding 
process is initiated by inserting in the sample place the origin of the first particle. The 
location of the origin is so determined that certain pad margins exist at the edges, in 
which way the particles generated later will not intersect with the boundaries. The radius 
of the particle determines which elements from the mesh will be included in the particles 
by comparing the inter-distance between the particles' origins to the preset radius length 
(if inter-distance < radius, the element will be included in the particle; vice versa). The 
same process is repeated and the total particle volume continues to accrue until the 
predetermined second-phase-particle volume fraction is reached. In common practice, as 
cavities and voids are often detected in steel, they are also included in the model in the 
same way the cementite particles are, with the volume fraction of the voids restricted to 
only 0.0000001% though. Microstructures generated following the previous method are 








(a) 2D 600 µm × 600 µm 
 
 
(b) 3D 50 × 50 ×50 µm3 
Figure 7. Generated models of the material microstructure (a) 2D 600 × 600 µm2, (b) 3D 50 × 50 




(c) 50 × 50 ×50 µm3, 51º cross-section plane 
Figure 7 continued 
 The grey-white part in Figure 7 represents the ferrite matrix phase while the 
cementite particles and voids are shown in red and blue, respectively. Decarburization 
zones are visible in green at the exterior of the sample. Cavities and voids, not dissolving 
as decarburization proceeds, remain in the decarburization zone whereas the cementite 
particles, which lose the carbon associated in Fe3C and dissociate into pure iron and 
elemental carbon that subsequently reacts with oxygen and departs from the system in the 
form of CO, do not, hence no cementite particles in the decarburization zone. 
 As the average particle size is set as 2.14 µm and the characteristic dimension size 
of the model is 600 µm, at least a mesh density of 4 (4 pixels for one element) is needed 
to properly approximate the spherical shape of the particles. That also explains why the 
cementite particles appear more "square-ish" looking than strictly spherical in Figure 
7(c), where there are only 1.25 × 105 elements in the 3D model (50 in each dimension). A 
mesh density too low cannot properly render the geometry for the spherical particles 
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while one too high would end up having the model diverge. This will be discussed 






























3.1 Finite Difference Method 
The finite difference method was first introduced by A. Thom in the 1920s under the title 
"the method of square" to solve nonlinear hydrodynamic equations [35]. The FDM 
techniques are based on the approximations that allow partial differential equations to be 
replaced by finite difference equations. These finite difference equations are algebraic in 
form and the solutions are correlated to the grid points.  
 Therefore, a solution to a finite difference problem generally involves three steps: 
 1. Divide the solution domain into grids of nodes 
 2. Approximate the given differential equations using finite difference equations 
that relates the solutions to grid points 
 3. Solve the finite difference equations subject to the prescribed boundary 
conditions and/or initial conditions. 
 Case in point, decarburization in its nature is the diffusion of carbon element from 
one phase to another, so Fick's second diffusion law, as in Equation 4,  is used to predict 







  (4) 
 
or in the case where diffusion occurs in two or more dimensions, Fick's second law 
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 Where ϕ is the concentration function in dimensions, in the unit of mol/m2 or 
mol/m3, t is time in second, D the diffusion coefficient. Considering that the characteristic 
geometry we are looking into is the cross section of the thin wall of a hollow sphere, with 
the thickness dimension much larger than the other two, a two-dimensional model should 
suffice in terms of determining the decarburization depth with respect to the wall 
thickness. The diffusion equation is accordingly altered to Equation 6: 
 
2 2
2 2Dt x y
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  (6) 
 
 Listed below in Equations 7, 8 and 9 are the commonly used finite difference 
formulas to approximate the first order derivative of a function u(x) using the function 
values only. 
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  Forward difference truncated error ( )xΟ Δ  
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  Backward difference truncated error ( )xΟ Δ  
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  Central difference truncated error ( )xΟ Δ  
 The central finite difference formula approximates the actual partial differential 
equation with evidently smaller truncated error and is the formula that the rest of the 
derivations included in this work go with. Usually finite difference schemes for higher 
order derivatives can be deduced from the formulas for lower order derivatives. The 
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Figure 8. Finite difference mesh for two independent variables x and y 




φ φ⎛ ⎞∂ ∂
+⎜ ⎟∂ ∂⎝ ⎠
 in Equation 6 with the average of the central difference formulas 
on the ith and (i+1)th rows and  jth and (j+1)th columns gives the formula in Equation 11 to 
calculate the concentration pattern variation.  
 
( ) ( )
1
, , , ,
1, . 1, , 1 . , 12 22 2
t t
i j i j i j i jt t t t t t




φ φ φ φ φ φ
+
− + − +
− Δ




  Where the effective concentration ( )1,ti jφ +  at the time (t+1) of interest is obtained 
by iterating Equation 11, knowing the local diffusion coefficient, iteration time and the 
variation of local concentration with regards to the coordinates. Specifically, ,i jD  
represents the diffusion coefficient at location (i,j) and xΔ and yΔ represent the grid step 
length in the -x and -y directions, respectively. The evolution of carbon concentration 
pattern in the sample space is tracked by iterating Equation 11 until all the cementite 
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particles have completely dissolved and the carbon concentration has reached 
homogeneity, or the pre-assigned iteration cycle number has been reached, whichever 
occurs first. The parametric values necessary for solving Equation 11 are listed in Table 
1. 
 




Cl  0.000242 (wt%) solid solubility of carbon in ferrite matrix  
Cb  0.0667 (wt%) carbon concentration in the cementite particles 
dt 1×10-6 s time step length 
N  7.3003 mol/(m2·s)  outward carbon flux density  
D  1.9445E-11 mm2/sec diffusion coefficient for carbon in ferrite matrix  
T 700 °C temperature at which the decarburization takes place 
R 8.314 J/(K·mol) gas constant  
Q 80,220 J/mol activation energy of carbon diffusion in ferrite matrix 
A 600 × 600 µm2 sample space area 
 To validate the model, decarburization in sample spaces of two different sizes (6 
× 6 µm2 and 600 × 600 µm2) has been simulated and compared in Chapter IV, Section 
4.1. Additionally, the effects of boundary conditions, outward flux density and 
temperature are tested individually. In the tests done in Section 4.1, constants such as 
initial carbon concentration, iteration time step, activation energy and gas constant 
remain unchanged.  
 
3.2 Finite Element Method 
The term finite element was first coined by Clough in 1960 [36]. In the early 1960s, 
engineers used this method for approximating the solutions to complicated problems in 
stress analysis, fluid mechanics, heat transfer among other disciplines. The first book 
about the FEM was published by Zienkiewic and Cheung in 1967 [37]. In the late 1960s 
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and early 1970s, the FEM method was widely applied in a great variety of engineering 
disciplines. Most commercial FEM software packages were developed in the 1970s 
including Abaqus, Adina, Ansys, just to name a few. 
 Basically, FEM cuts a structure into "elements", and then connects those elements 
at "nodes" as if those nodes were pushing pins that hold elements into an entirety, as 
shown in Figure 9. Due to the complexity of today's machine parts and the fact that it is 
essentially impractical to establish a legitimate algebraic equation for the entire domain, 
dividing the domain into a number of small, easier-to-handle elements becomes a 
necessity and the field quantities are interpolated by a polynomial (shape function) over 
the elements, with adjacent elements sharing the connecting nodes of the same degree of 
freedom. By splicing the elements together, a set of simultaneous algebraic equations, 
termed stiffness matrix, are resulted and the field quantity becomes interpolated over the 
entire structure after being analyzed in a piecewise fashion.  
 More discussions about shape function are provided in Appendix A. 
 
Figure 9. Typical elements and nodes in a machine component discretized using finite element 
method [38] 
 
 The simultaneous algebraic equations are organized in the form of [ ]{ } { }K u F= , 
where K, u and F represent system property, response and the external impact that 
triggers the said response in different disciplines, as summarized in Table 2. In this work, 
only the mechanical properties of the materials are involved.   
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Table 2. Commonly used properties, behaviors and actions for different types of problems [39] 
Problem type Property [K] Behavior {u} Action {F} 
Mechanical stiffness displacement force 
Thermal conductivity temperature heat source 
Fluid viscosity velocity body force 











 The process of performing an FEM analysis is summarized as following: 
 1. Select analysis type (structural static analysis, modal analysis, transient 
dynamic analysis, buckling analysis, contact analysis, steady-state thermal analysis,  
transient thermal analysis, ...) 
 2. Select element type (2D or 3D; linear or quadratic; truss, beam, shell, plate, 
solid among other types) 
 3. Assign material properties (the Young's modulus, the tangent modulus, the 
Poisson's ratio, density, ...) 
 4. Create nodes 
 5. Build elements based on the connectivity between the nodes and the elements 
 6. Apply loads and boundary conditions 
 7. Solve the FEM problem 
 8. Post process (displacement, stress, strain, loading history, temperature 
distribution, time history, ...) 
 The FEM modeling can readily handle very complex geometries, restraints and 
loading, which constitutes the heart and power of this tool. It can also handle a vast 
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variety of engineering problems ranging from solid mechanics, dynamics, heat transfer 
problems, fluid mechanics, electromagnetics among others. The author has experience 
doing research using FEM knowledge in two of the aforementioned areas and it has been 
proved to be a very powerful approach in terms of solving engineering problems. 
Meanwhile, the disadvantages of the FEM modeling also need to be noted:  
 1. A general closed-form solution, which would permit one to examine system 
response to the changes of various parameters, is not produced 
 2. The FEM models can only obtain "approximate" solutions 
 3. The FEM models have inherent "cut-off" errors 
 
3.3 Comparing the Two Methods 
Both FDM and FEM are ways of approaching the solutions of partial differential 
equations. The major differences between the two methods are summarized as following: 
 1. The most attractive feature of FEM is its ability to approximate very complex 
geometries, boundaries and loading conditions with much ease, while FDM, in its basic 
form, is limited to handling no more complicated than rectangular shapes and simple 
derivative forms thereof 
 2. FDM is relatively easier to implement 
 3. To some extent, FDM could be considered as a simplified special case of FEM. 
In both approaches, the approximations are defined on the entire domain, but not 
necessarily continuous. The way in which FDM calculates the difference between 
neighboring nodes can be seen as one of the simplest correlation functions in FEM 
(linear). 
 Generally speaking, the quality of an FEM approximation is higher than its FDM 
equivalent, but this statement is extremely case-dependent and several examples to the 
contrary can be provided [40-43]. Also, FEM is the method of choice in all types of 
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analysis in structural mechanics (i.e. solving for deformation and stresses in solid bodies 
or dynamics of structures) while computational fluid dynamics (ie. fluid mechanics and 
diffusion/convection phenomena) tends to opt for FDM, a statement that echoes the 





As stated before, the presence of cementite particles, in which the carbon diffuses at a 
much lower rate than in the ferrite matrix, is the major reason why the decarburization 
zone progresses much more slowly into the sample space than predicted by Wagner's 
model. Results from Wagner's model are shown in Figure 2, to be compared with the 
plots of the evolution of the carbon concentration pattern over heat treatment obtained 
with finite difference modeling as introduced in Chapter III.  
 To test the soundness of the model, decarburization in two sample spaces of 
different size has been simulated. Additionally, the effects of periodic boundary 
conditions, outward carbon flux density, and temperature are tested individually. In all 
the analyses presented in Section 4.1, the initial carbon concentration, iteration time step 
length, activation energy and gas constant remain unchanged throughout, as in Table 1. 
Among the parameters and conditions to be tested, unless stated otherwise, the periodic 
boundary conditions are applied on the upper and lower boundaries of the sample space 
and the outward flux boundary conditions are applied on the left and right boundaries, 
resembling the situations in which the samples are processed.  
 
4.1 Sample Space Size 
Decarburization in a sample space of 6 × 6 µm2 containing three particles is simulated 
using this model. The sample space is so small that the simulation could be completed 
within approximately 120 seconds. The dissolution patterns observed at 20, 40, 60, 80, 




         (a) 20s               (b) 40s 
 
         (c) 60s               (d) 80s 
Figure 10. Carbon concentration pattern in a sample space of 6 × 6 µm2 after (a) 20 s (b) 40 s (c) 





         (e) 100s               (f) 120s 


















 The shrinking of the cementite particles is unambiguous in Figure 10. The 
decarburization layer proceeds into the sample space starting from both left and right 
surfaces, where carbon reacts with oxygen and is consequently consumed. Limited by the 
low carbon diffusion coefficient, the dissolution of cementite particles is much slower 
than the carbon diffusion in the surrounding ferrite matrix, as the dissolution of a 
cementite particle starts at its circumference while the inner part retains the initial carbon 
concentration. In Figure 10(a), after 20 seconds, the carbon-depleted zone has reached the 
particles located closest to the surfaces. The interface between the ferrite matrix and the 
cementite particles remains discernible, as the particle has not begun to dissolve, due to 
the low carbon diffusion coefficient. In Figure 10(f) after 120 seconds, the particle 
located closest to the left surface (the one with the smallest initial diameter) is largely 
immersed in the decarburization layer and has partially dissolved, with the yellow 
annular ring surrounding the particle representing the concentration slope between the 
ferrite matrix and the cementite particle. The model is then tested with a sample space of 
600 × 600 µm2, which matches the size of the samples heat treated experimentally. The 









               (a) 100 s                     (b) 1200 s 
 
               (c) 2400 s                    (d) 3600 s 
Figure 11. Carbon concentration pattern in the sample space at (a)100 (b) 1200 (c) 2400 (d) 3600 




               (e) 4800 s                    (f) 6000 s 
























 As the simulation proceeds, similar to what happens in the 6 × 6 µm2 case, the 
spherical cementite particles shrink significantly, releasing carbon to the surrounding 
matrix. In Figure 11, the crimson red color in the majority of the sample space represents 
the inital carbon concentration in the ferrite matrix, while the dark blue color denotes the 
area in which carbon has been consumed. Figure 11(f) shows that the decarburization 
depth reaches as far as approximately 80 µm in 100 minutes at 700 ºC, closely matching 
the experimental results, which will be discussed in Chapter 4.3. 
 
4.2 Outward Flux Density 
 According to Le Chatelier's principle, it is known that the reaction rate increases 
as the concentrations of the reactants increase and vice versa. The reaction rate is a 
function of the concentrations of all reactants, products and the ambient temperature, as 
described in Equations 12 and 13. 
 Consider a typical chemical reaction:  
 
aA bB pP qQ+ = +   (12) 
 
 The lower case letters (a, b, p and q) represent the stoichiometric coefficients, 
while the capital letters denote the reactants (A and B) and the products (P and Q). 
According to Jerrica IUPAC's Gold Book definition [44], the reaction rate ν for a 
chemical reaction occurring in a closed system under constant conditions, without a built-
up of reaction intermediates is defined in Equation 13. 
 
[ ] [ ]1 1 [ ] 1 1 [ ]d A d Pd B d Qv
a dt b dt p dt q dt
= = − = =   (13) 
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 In this work, the reactions that occur at the surface and drains the carbon element 
from the steel sample are summarized as 22 2C O CO+ = / 2 2C O CO+ = . By using the 
formula provided in Equation 13 and the concentration parameters provided in Table 1, 
the reaction rate for carbon, a. k. a. the flux density is calculated to be 7.3 mol/(m2 ⋅ s). 
However, with other parameters remaining constant, the decarburization depths are 
calculated using four flux densities (1.2 mol/(m2 ⋅ s), 3.8 mol/(m2 ⋅ s), 7.3 mol/(m2 ⋅ s) and 
















        (a)                                             (b) 
 
        (c)                                             (d)  
Figure 12. Simulated decarburization layers achieved with different outward flux densities after 
heat processing at 700 ºC after 100 minutes, with outward flux density at (a) 1.2 mol/(m2 ⋅ s) (b) 











 As would be expected, the decarburization layer grows the fastest when the 
highest flux density is applied, approximately 110 µm after 100 minutes as illustrated in 
Figure 5(d), whereas the decarburization layer thickness reaches 80 µm, 40 µm and 10 
µm with the flux density set at 7.3, 3.8 and 1.2 mol/(m2 ⋅ s), respectively. Clearly, higher 
flux density imposes stronger driving force that dissipates the carbon from the ferrite 
matrix, ergo accelerating the decarburization process.  
 
4.3 Boundary Conditions 
In this section, the effects of three types of boundary conditions are investigated. The 
simulation results obtained under the same heat treatment conditions but with different 
boundary conditions are compared in Figure 13. The four cases essentially are different 
combinations of periodic boundary conditions, outward flux boundary conditions and 










        (a)                                             (b) 
 
        (c)                                             (d)  
Figure 13. Simulated decarburization results achieved under different boundary conditions after 
heat processing:  (a) upper and lower boundaries: periodic boundary conditions, left boundary: 
outward flux, right boundary: concentration-fixing (b) upper and lower boundaries: periodic 
boundary conditions, left and right boundaries: outward flux (c) upper, lower and right 
boundaries: concentration-fixing, left boundary: outward flux (d) upper and lower boundaries: 










 Without periodic boundary conditions (as in Figure 13 (c) and (d)), the 
decarburization layer encroaches into the sample space much more slowly and appears to 
be constrained between the upper and lower boundaries because the concentration-fixing 
boundaries prevent carbon from diffusing into or out of the sample space. The bottom 
line is, in the experiments conducted for model validation, both surfaces of the sample are 
exposed to the atmosphere during heat processing, so the two-sided outward flux 
boundary conditions are considered to approximate the reality better. As shown in Figure 
13 (b), the decarburization layer grows into the material from the edges and eventually 
reaches about 80 µm after 100 minutes, a result better substantiated by the experimental 
observations than the simulation results obtained with outward flux boundary conditions 
only applied on one surface, as shown in Figure 13(a), where the decarburization depth is 
estimated to be 70 µm. 
 As an addendum to the discussion, it is occasionally argued that the outward flux 
at the boundaries should not be categorized as a boundary condition. For example, in heat 
transfer the inward/outward flux is more often termed the source and sink rather than 
boundary conditions. However, the newly added function tab in Comsol provides the 
option of inward/outward flux boundary condition. As soon as the simulation starts, the 
carbon concentration at the boundary is affected by the outward carbon flux term and 
functions as a carbon sink to the interior of the sample space. Therefore, from the 
software's point of view, the flux boundary is functionally equivalent to a concentration 
boundary condition where the concentration varies with time. 
4.4 Temperature 
Having determined the impact of other parameters, within the applicable range, the 
decarburizing temperature has been varied from 500 ºC, to 600 ºC, 700 ºC and 800 ºC, 
aiming to find out the impacts associated with temperature on the decarburization 
behavior, with result plots displayed in Figure 14. 
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  (a) 500 ºC                (b) 600 ºC 
 
  (c) 700 ºC                (d) 800 ºC 
Figure 14. Simulated decarburization layers achieved after heat processing for 100 minutes at (a) 













 As shown in Figure 14, at 500 ºC, decarburization barely reaches beyond the 
surface layer after 100 minutes, whereas it can go well over 20 µm after the same time 
span at 600 ºC. The decarburization depth reaches around 80 µm at 700 ºC and 150 µm at 
800 ºC. At higher temperatures, the carbon diffuses through the ferrite matrix to the 
surface much faster than it does at a lower temperature. As observed in Figure 14, 
variation of temperature affects the decarburization depth significantly because the 
diffusion coefficient is in an exponential relation with the ambient temperature, as 
manifested in the Arrhenius equation which relates the carbon diffusion coefficient to the 
pre-exponential constant, the activation energy and the temperature, as in Equation (2). 
 
4.5 Experiment Validation 
In order to validate the proposed decarburization model, experiments were carried out 
using AISI 1074 samples with a spheroidite microstructure heat treated at 700 ºC in air 
for different time spans. Samples were placed in a furnace and heated in air to 700 ºC for 
20, 40, 60, 80 and 100 minutes respectively, and then were cooled to room temperature in 
air. The samples were prepared using standard metallographic techniques, so that the 









 (a) unprocessed sample     (b) after 20 minutes  
  
 (c) after 40 minutes     (d) after 60 minutes  
  
 (e) after 80 minutes     (f) after 100 minutes 
Figure 15. Optical micrographs of the edge of AISI 1074 samples treated in air at 700 ºC for (a) 
20 (b) 40 (c) 60 (d) 80 (e) 100 minutes 
 The thickness of the decarburization layer, as denoted by the red lines, increases 
appreciably with time from 0 prior to heat processing, to approximately 80 µm after the 
sample has been heat treated for 100 minutes. As compared in Table 3, the simulation 
results of decarburization layer thickness are well espoused by experiment observations. 
Table 3. Evolution of decarburization depth with time in AISI 1074 samples heat treated at 700 
ºC 
Processing time (mins) 0 20 40 60 80 100 
Simulated decarburization layer 
thickness (µm) 0 9.6 23.5 39.3 55.8 81.2 
Estimated decarburization layer 




MECHANICAL PROPERTY SIMULATION 
 
The decarburization growth model predicts the decarburization depth in Section 4.1 and 
the results are summarized in Table 4, the depth values were incorporated in the FEM 
model to determine the mechanical property variations of the decarburized steel samples. 
Validations are provided in Section 5.1.13. 
Table 4. Acquired decarburization depth data to be used for simulation 
Processing time (mins) 0 20 40 60 80 100 
Simulated decarburization layer 
thickness (µm) 0 9.6 23.5 39.3 55.8 81.2 
Estimated decarburization layer 
thickness from experiment (µm) 0 10 24 41 56 80 
 
5.1 Mechanical Properties of Decarburized Steel Samples 
5.1.1 Material Properties 
Prior to the decarburization, the spheroidite microstructure consists of ferrite, cementite 
particles and voids. Ferrite is an iron-carbon solid solution with maximum 0.02% carbon 
dissolved in iron matrix as the major impurity. Cementite is a chemical compound with 
an orthorhombic crystal structure identified by the formula Fe3C. Ferrite and cementite 
particles were both modeled with isotropically elastic-perfectly plastic behavior. 
Cementite is a hard brittle material, with a very low yield strength at 34.5 MPa, as 
opposed to that of ferrite at 285 MPa according to www.matweb.com [45]. After 
decarburization has started, the carbon at the surface reacts with oxygen and becomes 
completely consumed, forming decarburization zones in the process. For this model, pure 
iron is assumed to represent the material that remains in the decarburization zones. The 
values used for simulation are shown in Tables 5, 6 and 7. 
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Table 5. Material properties of ferrite (matrix phase) [45] 
Density 7850  kg/m3 
Young's modulus 211 GPa 
Poisson's ratio 0.29 
Yield strength 285 MPa 
 
Table 6. Material properties of cementite (particles) [45] 
Density 7662  kg/m3 
Young's modulus 160 GPa 
Poisson's ratio 0.26 
Yield strength 34.5 MPa 
 
Table 7. Material properties of pure iron (decarburization zones) [45] 
Density 7874  kg/m3 
Young's modulus 211 GPa 
Poisson's ratio 0.29 
Yield strength 90 MPa 
 
5.1.2 Boundary Conditions 
In order to obtain equivalent elastic mechanical properties of the spheroidite, various 
boundary conditions have been used. In the two-dimensional case, axial tensile stress and 
shear stress are exerted on the sample (in some cases it is transverse tensile stress). As 
Figure 16 illustrates, axial tensile stress requires the center node of the bottom edge to be 
fixed in the -x and -y directions and the entire bottom edge fixed in the -y direction. The 
axial tensile stress is simulated by applying axial tension on the top edge in the -y 
direction with a maximum strain of 0.6%. Shear stress, on the other hand, is simulated by 
imposing a horizontal maximum strain of 0.6% on the top surface in the -x direction, 
while the top and bottom edges are fixed in the -y direction. The boundary conditions for 
transverse stress are similar to those for axial tensile stress: the center node of the left 
edge is clamped and the entire left edge fixed in the -x direction while the tensile stress is 
exerted on the right edge in the -x direction. 
 As illustrated in Figure 16(d), the boundary conditions used in a three-
dimensional cases are much the same as those in two-dimensional cases, with the only 
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difference being that in three dimension, the boundary conditions need to be applied on 
the faces, edges and vertices of the sample space, instead of just the edges and vertices.  
 
   
 (a) axial tensile stress                                                    (b) shear stress                                                              
  
(c) transverse tensile stress                                   (d) axial tensile stress in 3D                                                                    





5.1.3 Optimal Mesh Density 
Since our approximation of the spheroidite microstructure is based on a quadrilateral 
mesh, the only way to guarantee a Gaussian normal distribution for the size of spherical 
particles is to set the minimum mesh density above a certain number, in this case, 4. 
Using various mesh densities, the Matlab code is able to place pseudo-circular particles 
randomly in a 600 × 600 µm2 sample space. Although this approximation remains quite 
rough, as a trade-off, the 2D models can be handled with a standard personal computer 
with ease. 
 In order to verify the accuracy of the results with mesh density equal to 4, the 
same model was refined by increasing the mesh density up to 7. On a side note, regarding 
the extraction of mechanical property data, the stress values are determined by summing 
the directional component of the reaction forces along the edges (surfaces in 3D) and then 
dividing the summation with the length (area in 3D) over which the stress is applied. The 
strain is computed based on the displacement at each step interval. The Poisson's ratio is 
then figured out by dividing the average strain along the direction of the applied stress by 
that in the other directions perpendicular to the applied stress after each step interval. The 
simulation results imply that the stress-strain curves obtained using different densities 
(>4) are very similar as in Figure 17 and the resulted von Mises stress and logarithmic 
strain distributions within the model are almost identical in all the cases, as shown in 
Figure 18. The parameters and result data are provided in Tables 8 and 9. 
 For practical purposes, using a mesh density equal to 4 does not affect the 
accuracy of the analysis results, while costing significantly less time. Therefore, a mesh 
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  (a) von Mises stress    (b) logarithmic strain 
    
  (c) von Mises stress    (d) logarithmic strain 
  
  (e) von Mises stress    (f) logarithmic strain 
Figure 18. Final von Mises stress and logarithmic strain pattern for a material sample under 
maximum 0.6% axial tensile strain using mesh density of (a) and (b) 4, (c) and (d) 5, (e) and (f) 6 
and (g) and (h) 7  
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  (g) von Mises stress    (h) logarithmic strain 
Figure 18 continued  
 




















 The choice of von Mises stress deserves further elaboration here: using different 
mesh densities, shown in Figure 18 are the resulted final von Mises stress distributions, 
which is the most popular choice when it comes to delineating the elasto-perfectly plastic 
deformation of ductile material placed in an equilibrium loading environment, a 
description fitting for the scenario in this incidence. The von Mises yield criterion, 
developed based on the definition of von Mises stress, suggests that the yielding of 
materials begins when the second deviatoric stress invariant J2 reaches the critical value, 
as shown in Figure 19.  
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Figure 19. Illustration of von Mises yield criterion (cylindrical yield surface) and Tresca yield 
criterion (hexagonal yield surface) [46] 
 The deviatoric stress invariants are a set of invariants defined by subtracting the 
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3 2
1 2 3 0J J Jλ λ λ− − − =   (15) 
 Where J1, J2 and J3 are the first, second and third deviatoric stress invariant, 
respectively; ijσ is the stress tensor dependent on the coordinate system under 
consideration. If we choose a coordinate system with axes oriented towards the principal 
directions, the normal stresses will be the principal stresses and the stress tensor will 












=   (16) 
 Mathematically, with the stress tensors in the three principal directions known, 
solving Equations 14, 15 and 16 will yield the expression for the second deviatoric stress 
invariant J2 for von Mises yielding criterion, as displayed in Equation 17:  
( ) ( ) ( )2 2 21 2 2 3 3 1 26Jσ σ σ σ σ σ− + − + − =   (17) 
 This equation encloses the von Mises yield surface whose yield curve, or 
intersection with the deviatoric yield surface, is a circular cylinder with radius 22J as 
shown in Figure 19. This implies that the yield condition is independent of the 
hydrostatic stress λ, with J2 solely dependent on the stress state. The von Mises stress is 
selected to describe the stress distribution in this case because all the materials involved 
in the analysis are assumed to be ductile, elasto-plastic and loaded in quasi-static 
conditions. An alternative criterion would be the Tresca stress criterion, which, however, 
sports a hexagonal cylinder-shaped deviatoric yield surface, instead of a circular cylinder. 
Rather than embody the synergistic effort of all three principal stresses, the Tresca stress 
emphasizes the maximum shear stress, as shown in Equation 18. 
( )1 2 2 3 3 1 0max , ,σ σ σ σ σ σ σ− − − =   (18) 
 Observe in Figure 19 that the Tresca’s yield surface is circumscribed by von 
Mises’. Therefore, it predicts plastic yielding already for stress states that are still elastic 
according to the von Mises criterion. As a model for plastic material behavior, Tresca’s 
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criterion is consequently more conservative. More derivations and discussions on von 
Mises stress and Tresca stress are available in G. E. Dieter's Mechanical Metallurgy [47].  
 If somehow brittle materials become the object for similar FEM analysis, 
principal stress criterion needs to be considered for a more reliable judgment. Also, using 
the Ansys' featured “time” command enables special loading modes, including stepped 
loading, ramped loading among others. 
 
5.1.4 Element Type Analysis 
Once the optimal mesh density is determined in Section 5.1.3, the work moves on to 
finding out the most fitting FEM element to describe the mechanical behaviors of this 
system. 
5.1.4.1 Linear plane stress vs. linear plane strain 
In a two-dimensional case, the most conventional element choice would be linear plane 
strain and linear plane stress elements, code-named CPE4R (plane strain) and CPS4 
(plane stress) in Abaqus. These two elements are the simplest 2D elements, both with 
four nodes in each element, as shown in Figure 20. Theoretically plane strain seems the 
anticipated choice as it deals with the scenarios in which the dimension of the structure in 
one direction, for instance the -z direction, is very large in comparison to the dimensions 
in the other two directions.  In this particular work, no matter it is axial tensile stress, 
shear stress or transverse tensile stress being applied on the sample, it would be a baseless 
assertion to state that either of the two is the better option than the other one without 
testing. The actual sample material in question naturally is three-dimensional which for 
the time being we can only approach using the 2D elements due to the limited computing 
resources before segueing into the extra dimension. Therefore, out of discretion, a 
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comparison is made between the results obtained using the two elements, as well as the 
literature data. 
 
     
(a) element configuration                    (b) node-element connectivity 
Figure 20. Linear plane strain and linear plane stress elements' configuration and node-element 
connectivity 
 The simulation results obtained with linear plane strain and linear plane stress 
elements under axial tensile stress are displayed in Figure 21. The simulation parameters 
are detailed in Table 10. 
 
Table 10. Simulation parameters for linear plane strain and linear plane stress elements 







































  (a) von Mises stress    (b) logarithmic strain 
 
  
  (c) von Mises stress    (d) logarithmic strain 
Figure 21. Final von Mises stress and logarithmic strain patterns for a material sample under 
maximum 0.6% axial tensile strain using (a) and (b) linear plane strain element and (c) and (d) 
linear plane stress element  
 
 Figure 22 shows the two axial tension stress-strain curves obtained using the two 
types of elements. The simulation parameters for the shear stress case using the two 
elements are listed in Table 11 and the results are shown in Figure 23. The comparison of 




Figure 22. Comparison of the stress-strain curves obtained under axial tension using linear plane 
strain and linear plane stress elements 
 
Table 11. Simulation parameters for linear plane strain and linear plane stress elements 



















Values 600 × 600 
µm2 




Values 600 × 600 
µm2 












  (a) von Mises stress    (b) logarithmic strain 
 
  
  (c) von Mises stress    (d) logarithmic strain 
Figure 23. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% shear strain using (a) and (b) linear plane strain element and (c) 





Figure 24. Comparison of the stress-strain curves obtained under shear stress using linear plane 
strain and linear plane stress elements 
 














Plane strain 208.235 261 88.70 209.724 0.2738 
plane stress 143.48 166 80.933 174.452    
Literature  ~211 ~250 ~80 ~200 ~0.29 
  
 It is clear that the results acquired using linear plane strain element are much 
closer to the literature value, as listed in Table 12 [45, 48-50], than those obtained using 
linear plane stress element: the literature puts the Young's modulus of spheroidite steel at 
200 GPa and beyond, depending on the specific carbon content. The Young's modulus 
gauged using plane strain element is at 208.2 GPa as opposed to 143.5 GPa, the modulus 
computed using plane stress element; as seen in Figure 21, the logarithmic strain patterns 
resulted from using the linear plane stress elements display worm-like configurations, 
very much unlike the expected 45º strain localization that the linear plane strain elements 
exhibit; in addition, the computing time for a model featuring plane strain element 
(approximately 40 minutes by a computer with 12 gigabyte memory) is much shorter 
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than that for one of the same size but using plane stress element (more than 3 hours). All 
the aforementioned reasons contributed to the decision of choosing plane strain element 
over plane stress element in the following analyses. 
5.1.4.2 Linear element vs. quadratic element 
In section 5.1.4.1 the results from linear plane strain and linear plane stress element are 
compared, with the former emerging as our choice element. To further consolidate this 
choice, we proceeded to test the quadratic elements in plane strain and plane stress states, 
to be more specific, CPE8 (plane strain) and CPS8 (plane stress) in Abaqus, element 
configuration and nodal connectivity shown in Figure 25.  
      
(a) element configuration                             (b) node-element connectivity 
Figure 25. Quadratic plane strain and quadratic plane stress elements' configuration and node-
element connectivity 
 Similar to the cases in Section 5.1.4.1, the plane strain and plane stress quadratic 
elements have the same configuration. The parameters used to perform this simulation 
are given in Table 13. The results computed with quadratic plane strain and quadratic 
plane stress element under axial tension are seen in Figure 26, including the final von 

















































  (a) von Mises stress    (b) logarithmic strain 
  
  (c) von Mises stress    (d) logarithmic strain 
Figure 26. Final von Mises stress patterns and logarithmic strain distributions for a material 
sample under maximum 0.6% axial tensile strain using (a) and (b) quadratic plane strain element 
and (c) and (d) quadratic plane stress element  
 Figure 27 compares the axial stress-strain curves obtained using the two quadratic 
plane elements. Then the shear stress scenario is also examined using the two elements, 
with the resulted von Mises stress and logarithmic strain distributions given in Figure 28 
and parameters shown in Table 14. 
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Figure 27. Comparison of the stress-strain curves obtained under axial tensile stress using 
quadratic plane strain and quadratic plane stress element 
 























Values 600 × 
600 µm2 






Values 600 × 
600 µm2 












  (a) von Mises stress    (b) logarithmic strain 
   
  (c) von Mises stress    (d) logarithmic strain 
Figure 28. Final von Mises stress and logarithmic strain distribution pattern for a material sample 
under maximum 0.6% shear strain using (a) and (b) quadratic plane strain element and (c) and (d) 
quadratic plane stress element  
 




Figure 29. Comparison of the stress-strain curves obtained under shear stress using quadratic 
plane strain and quadratic plane stress elements 
 
 The results from using quadratic plane strain and quadratic plane stress element 
are compared in Table 15. Further comparisons with data obtained with linear plane 
strain are available in Figure 30, along with Tables 15 and 16, where it can be concluded 
that while the results calculated using quadratic plane strain element are very close to 
those yielded by using linear plane strain element, as well as the literature data, those 
acquired with quadratic plane stress element are far off of the acceptable range. 
Table 15. Comparison between the results from quadratic plane strain and quadratic plane stress 

















208.666 264.028 92.933 211.064 0.12 
Quadratic 
plane stress 
145.933 148.651 52.833 91.824 0.381 




 (a) axial tensile stress-strain curve      (b) shear stress-strain curve 
Figure 30. Comparison of the stress-strain curves obtained under axial tensile and shear stress 
using linear plane strain and quadratic plane strain elements 
 
Table 16. Comparison between the results from linear plane strain and quadratic plane strain 
















208.235 261 88.70 209.724 0.2738 
Quadratic 
plane strain 
208.666 264 92.933 211.064 0.26 
Literature ~200 ~250 ~82 ~200 ~0.29 
 
 The results from using the linear plane strain and quadratic plane strain elements 
basically land 10% within each other and both are very comparable to the literature data, 
implying that results achieved with either are valid. The mid-side nodes on the edges of 
the elements enable the models featuring the quadratic elements to describe bending and 
warpage effectively but since only tension and shear stress are involved in this case, 
quadratic element was deemed unnecessary. Also, the calculations involving quadratic 
elements are significantly more time-consuming: it typically takes 7 hours to run a 2-D 
quadratic model of 600 × 600 µm2, as opposed to less than one hour using linear plane 
strain element of the same size with the same mesh density. 
 All the simulations in the upcoming sections were performed using linear plane 
strain element unless otherwise noted. 
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5.1.5 Computing Time Estimate 
Having determined the optimal mesh density in Section 5.1.3, the work goes on to 
analyze the cases with four different sizes with the purpose of finding out the sample 
space size that is the most representative and that takes only manageable amount of time 
to compute. The parameters used are listed in Table 17. 
 
Table 17. Simulation parameters 
Average diameter of the 
spheres 
2.14 µm 
Mesh density 4 pixel/µm 
Spheres' volume fraction 6.67% 





 Cavities and voids with a volume fraction of approximately 0.0000001% are 
included as defects to approximate the actual scenario and reserved for more extensive 
analysis in Section 5.1.10.  
 The four different sample sizes being tested vary from 300 × 300 µm2 to 600 × 
600 µm2, 1200 × 1200 µm2  and 1800 × 1800 µm2. The total calculation time of each 
scenario, including both geometry generation and model computing, is specified in Table 
18. 
 
 Table 18. Comparison of the time consumed with different sample sizes 
 Geometry generation 
(min) 
FEM analysis (min) Total (min) 
300 × 300 µm2 1 5 6 
600 × 600 µm2 11 30 41 
1200 × 1200 µm2 48 ~180 ~228 






 Out of the consideration both for time and sample representativeness, the 
following analyses will be done using a sample size of 600 × 600 µm2 unless noted 
otherwise. 
 
5.1.6 Randomness Test 
Multiple tests have been conducted to confirm that the system's properties of the sample 
simulated do not change notably with the various random distributions by which the 
cementite particles are placed in the sample space. The calculated final von Mises stress 
patterns and logarithmic strain distributions are plotted in Figure 31 and the parameters 
involved are listed in Table 19. 








































  (a) von Mises stress    (b) logarithmic strain 
 
  
  (c) von Mises stress    (d) logarithmic strain 
 
  
  (e) von Mises stress    (f) logarithmic strain 
Figure 31. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% axial tensile strain following (a) and (b) random distribution 1 (c) 





 The resulted stress-strain curves can be found in Figure 32. 
 
 
Figure 32. Comparison of the stress-strain curves obtained under axial tensile stress using three 
different random distributions for the spherical cementite particles 
 As shown in Figure 32, the three distributions result in practically identical stress-
strain curves despite the dissimilar initial microstructures, which leads to the natural 
conclusion that the macroscopic properties of the sample will not change appreciably in 
spite of the particle distribution variation, as long as the total volume fraction and average 
particle size remain the same. However, the randomness test is performed only with this 
specific set of parameters. As the work proceeds, in the following analyses associated 
with larger particles and higher volume fraction, the axial tensile and shear behaviors are 
analyzed using the same configuration. Table 20 has the data results. 
 









σy (MPa) - 
shear 
Poisson's ratio 
Randomness1 208.235 261 88.70 209.724 0.2738 
Randomness2 207.343 261 80.02 201.105 0.2755 
Randomness3 208.329 260 79.93 200.985 0.2731 
Experiment ~200 ~250 ~80 ~200 ~0.29 
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5.1.7 Axial Tension and Transverse Tension Comparison 
For this simulation, the materials in study are assumed to be isotropic. Therefore, in 
theory the axial tensile stress and transverse tensile stress should yield the same results. 
However, in order to achieve maximum accuracy, this assumption cannot be taken for 
granted and two cases involved axial tensile stress and transverse tensile stress are 
analyzed and compared, with the simulation parameters listed in Table 21, the final von 
Mises stress patterns and the logarithmic strain distributions shown in Figure 33 and the 
corresponding stress-strain curves in Figure 34. 
 
Table 21. Simulation parameters for axial tension and transverse tension comparison 
Parameters Sample 
size 



















6.67% 2.14 0.000001% linear 
plane strain 
0.006 



















  (a) von Mises stress    (b) logarithmic strain 
  
  (c) von Mises stress    (d) logarithmic strain 
Figure 33. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% axial tensile strain using (a) and (b) axial tensile stress (c) and (d) 




Figure 34. Comparison of the stress-strain curves obtained under axial tensile stress and 
transverse tensile stress 
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 Although the 45º strain localizations in Figure 33(b) and (d) protract 
perpendicularly to each other, as is clearly demonstrated in Figure 34, the two stress-
strain curves generated under axial tensile stress and transverse tensile stress take 
essentially the same shape, which is expected because the materials are assumed to be 
isotropic. This conclusion is further consolidated by the numbers compiled in Table 22. 
 













Literature ~200 ~250 
 
 Therefore, in the following cases, the transverse tensile stress analysis is not 
specifically singled out due to the isotropic nature of the materials involved, except for 
the decarburization analysis section where the anisotropy needs to be considered for the 
obvious reasons (decarburization zones engendered at the surfaces break the isotropy). 
 
5.1.8 Second Phase Particle Size 
It is previously stated in Section 2.5 that the size distribution of the spherical cementite 
particles follows the Gaussian normal distribution function as in Equation 3. While 
keeping the total particle volume fraction constant, the average diameter of the cementite 
particles is increased from 2.14 µm to 4.28 µm (double), and then 8.56 µm (quadruple). 
Because in actuality, the average particle size distribution in spheroidite spans rather 
narrowly, instead of increasing it to an impractical value, only three different sizes are 
tested. In Figure 35, the final von Mises stress patterns and the logarithmic strain 
distributions are provided and parameters specified in Table 23. 
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Table 23. Simulation parameters for average particle size comparison (tensile stress) 

























































  (a) von Mises stress    (b) logarithmic strain  
 
  
  (c) von Mises stress    (d) logarithmic strain  
 
  
  (e) von Mises stress    (f) logarithmic strain  
Figure 35. Final von Mises stress and logarithmic strain distribution pattern for a material sample 
under maximum 0.6% axial tensile strain with (a) and (b) 2.14 µm average particle size (c) and 
(d) 4.28 µm average particle size (e) and (f) 8.56 µm average particle size 
 
 The increasing sphere size results in more concentrated strain localization. In 
Figure 35, it can be observed that when the average particle size is at 2.14 µm, there are 
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many secondary even tertiary branches intersecting with the primary strain localization; 
once the particle size increases, the smaller branches start to diminish, allowing the 
remaining stress concentration centers to become more prominent. The corresponding 
stress-strain curves are shown in Figure 36, where it is easy to see that the curve 
generated using the smallest average particle size has the highest Young’s modulus and 
yield strength and, as the average particle size increases, the mechanical properties 
decrease significantly. This observation is well backed up by the theory of precipitation 
hardening, which is a heat treatment technique utilized to enhance the yield strengths of 
metals and metallic alloys, in the sense that second-phase particles, such as a proper 
amount of carbide (Fe3C in this case), or intermetallic compounds, are precipitated from a 
supersaturated solid solution in the alloy at the grain boundaries and pin the dislocations. 
The smaller the second phase particles are, the more effectively they hinder the 
dislocation motion, therefore enhancing the overall mechanical strength of the system 
[51]. The final von Mises stress patterns, logarithmic strain distributions and stress-strain 
curves by the applied shear stress using different particle sizes are presented in Figures 37 
and 38. 
 
Figure 36. Comparison of the stress-strain curves obtained under axial tensile stress using 
spherical cementite particles of three different average particle sizes 
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  (a) von Mises stress    (b) logarithmic strain  
 
    
  (c)von Mises stress    (d) logarithmic strain  
 
  
  (e) von Mises stress    (f) logarithmic strain  
Figure 37. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% shear strain with (a) and (b) 2.14 µm average particle size (c) and 




 When the average particle diameter increases from 2.14 µm, to 4.28 µm and then 
8.56 µm, as can be observed in Figures 36 and 37, the impact of average particle size is 
rather obvious: with the total volume fraction fixed, the obtained overall mechanical 
properties deteriorate considerably with the increase of average particle size. The data 
comparison is summarized in Table 24. 
 
Figure 38. Comparison of the stress-strain curves obtained under shear stress using three 
different average particle sizes of spherical cementite particles 
 














Diameter 2.14 µm 208.235 261 88.70 209.724 0.2738 
Diameter 4.28 µm 183.903 226 84.25 181.138 0.1914 












5.1.9 Second Phase Particle Volume Fraction 
Similar to Section 5.1.8, the effects of second-phase particle volume fraction are 
investigated by varying the fraction value from 0.0667 to 0.1334 and then 0.2668 while 
other parameters remain fixed. The final von Mises stress patterns and logarithmic strain 
distributions obtained with axial tension are illustrated in Figure 39. The parameters 
associated are provided in Table 25. 
 
Table 25. Simulation parameters for particle volume fraction comparison (axial tensile stress) 




















6.67% 2.14 0.000001% linear plane 
strain 
0.006 




13.34% 2.14 0.000001% linear plane 
strain 
0.006 





















  (a) von Mises stress     (b) logarithmic strain  
 
`  
  (c) von Mises stress     (d) logarithmic strain  
 
  
  (e) von Mises stress      (f) logarithmic strain  
Figure 39. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% axial tensile strain with volume fraction at (a) and (b) 0.0667 (c) 
and (d) 0.1337 and (e) and (f) 0.2668 
 The von Mises stress pattern and strain localization become more dispersed and 
decentralized as the total particle volume fraction increases. The erratic strain localization 
due to the numerous stress centers can be observed in Figure 39 (f). Figure 40 shows that 
 77 
the yield strength of the simulated sample decreases precipitously with the increase of 
particle volume fraction, as well. A small amount of second phase particles can work as 
the precipitation hardening agent and hinder the slip of dislocations hence strengthening 
the material. However, when the volume fraction goes over a certain upper limit, 
continuing to increase it will only cause the overabundance of stress concentration 
centers and raise the probability of material failure. 
 
Figure 40. Comparison of the stress-strain curves obtained under axial tensile stress using three 
different volume fractions of spherical cementite particles 
  Then the shear stress is applied to find out how shear modulus varies in 
conjunction with the change of particle volume fraction, with the parameters listed in 









Table 26. Simulation parameters for particle volume fraction comparison (shear stress) 
















Values 600 × 600 
µm2 
shear 6.67% 2.14 0.000001% linear plane 
strain 
0.006 
Values 600 × 600 
µm2 
shear 13.34% 2.14 0.000001% linear plane 
strain 
0.006 
Values 600 × 600 
µm2 


























  (a) von Mises stress          (b) logarithmic strain  
 
  
  (c) von Mises stress          (d) logarithmic strain  
 
  
  (e) von Mises stress          (f) logarithmic strain  
Figure 41. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% shear strain with (a) and (b) 0.0667 volume fraction (c) and (d) 




Figure 42. Comparison of the stress-strain curves obtained under shear stress using three 
different volume fractions of spherical cementite particles 
 
 As suggested by the simulation results in Figure 42, as the particle volume 
fraction changes, the resulted shear modulus and shear yield strength essentially follow 
the same trend established in the case of axial tensile stress: they decrease significantly 
with an increase in particle volume fraction. These observations echo the same 
conclusion about precipitation strengthening drawn from the previous case: when the 
total particle volume fraction is corralled within a certain range and form a discontinuous 
network adjacent to the grain boundaries, their presence can pin down the dislocations 
therefore hindering the deformation of material; however, when the volume fraction has 
increased to the extent where those particles not only appear in the grain boundary area 
but also in the grains, it could easily trigger cracking and negatively affect the material’s 
ability to resist pressure [52]. The exact values of all the mechanical properties are shown 



















Diameter 2.14 µm  208.235 261 88.707 209.724 0.2738 
Diameter 4.28 µm 115.300 146 80.335 174.05  
Diameter 8.56 µm 74.357 92.2 49.171 121.601  
 
 Using second-phase particle precipitation hardening to improve the material’s 
strength has always been an intriguing topic in the physical metallurgy discipline [53-58]. 
The question of how best to control the morphology of second-phase precipitation 
remains to be solved. It is believed that in the vicinity of 6.67%, which is the natural 
content of cementite particles in spheroidite, an optimal value could be found that can pin 
down the dislocations, enhance the overall strength while not acting as fracture nuclei and 
triggering intra-granular fracture. Constrained by time and resources, this topic was not 
fully covered but it could easily be explored using the same approach. 
 
5.1.10 Cavity and Void Volume Fraction 
In addition, the presence of cavities and voids are also taken into consideration. These 
imperfections are inherent in materials, fabricated using the process developed at GT. 
The inclusion of cavities and voids is essential to the characterization of the materials' 
properties because these three-dimensional defects significantly alter the occurrence of 
stress concentrations, strain localization, crack initiation and sometimes total failure. The 
voids are distributed in the sample following the same distribution function (Equation 3) 
as the second phase particles, only with a much lower volume fraction. Based on 
Cramer’s ASM handbook [59], the volume fraction of voids present in AISI 1074 
spheroidite is approximately 10-8. In this work, the volume fraction of void varies from 0 
to 10-8, 10-6, up to 10-4 and the resulted logarithmic strain patterns are plotted in Figure 
43. Because in practice, the estimate of the average volume fraction of voids and cavities 
 82 
in dense material such as spherodite can be tricky and hardly very accurate, this section 
of analysis is performed aiming to roughly determine the impact of the void and cavity 
volume fraction.  
Table 28. Simulation parameters for average particle size comparison (tensile stress) 
































































  (a) sample microstructure   (b) logarithmic strain  
 
  
  (c) sample microstructure   (d) logarithmic strain  
 
  
  (e) sample microstructure   (f) logarithmic strain  
Figure 43. Simulated sample geometry and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% axial tensile strain with cavity and void volume fraction at (a) and 




  (g) sample microstructure   (h) logarithmic strain  
Figure 43 continued 
 
 The accompanying stress-strain curves are shown in Figure 44. An obvious 
conclusion can be reached from those plots that without the cavities and voids, the strain 
localization tends to form in accordance with the second phase-particle-arrays in the 
directional permutation closest to 45º with respect to the direction in which the tension is 
applied; once the voids are present, they tend to act as the initiation centers for strain 
localization. Also as suggested in Figure 43, higher cavity volume fraction induces more 
frequent strain localization occurrence and lower yield strength, largely owing to the high 
number of initiation centers but the obtained Young's moduli are practically the same, 
meaning that while in the elastic deformation range, a cavity percentage less than 0.01% 
does not cause major shift in the modulus.  
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Figure 44. Comparison of the stress-strain curves obtained under axial stress using four different 
volume fractions of voids and cavities 
 Similarly, the accompanying plots for the resulted strain localization patterns 









  (a) sample microstructure   (b) logarithmic strain  
 
  
  (c) sample microstructure   (d) logarithmic strain 
 
  
  (e) sample microstructure   (f) logarithmic strain  
Figure 45. Simulated sample geometry and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% shear strain with cavity and void volume fraction at (a) and (b) 0, 




 (g) sample microstructure    (h) logarithmic strain  
Figure 45 continued 
 Following the same trend as in the case of axial tensile stress, when the total 
volume fraction of cavities increases from 0 to 0.01%, the obtained stress-strain curves 
display discernable decrease, as demonstrated in Figure 46. The effects of void volume 
fraction in the cases of shear stress are comparable to that in the axial stress case: the 
shear stress of spheroidite decreases as the void volume fraction increases, but not to a 
significant extent. 
 
Figure 46. Comparison of the stress-strain curves obtained under shear stress using four different 
volume fractions of voids and cavities 
 The exact values of each mechanical property in all four scenarios are shown in 
Table 29. 
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0 208.235 255.360 88.707 102.04  
0.000001% 203.587 254.728 86.255 100.172  
0.0001% 202.191 251.392 84.398 99.552  
0.01% 198.670 248.32 83.109 98.736  
 
5.1.11 Decarburization Analysis 
Just to refresh, during the heat treatment, decarburization occurs as the carbon element at 
the surface reacts with certain components in the atmosphere, forming the carbon-
depleted zones in the process. According to previous discussion, the decarburization 
layers proceed into the sample following the models detailed in Chapter IV, with the data 
comparison compiled from the modeling results and experiment provided in Table 30.  
Table 30. Change of decarburization depth with time in AISI 1074 samples heat treated at 700 ºC  
Processing time (mins) 0 20 40 60 80 100 
decarburization layer thickness (µm) 0 9.6 23.5 39.3 55.8 81.2 
 
 In each case, the area within the decarburization zones is treated as pure iron 
without second-phase particles because both the fraction of carbon element dissolved in 
the original ferrite matrix (Fe-0.02%C) solid solution and the fraction fixated in Fe3C 
particles are consumed. In the meantime, cavities and voids are still scattered throughout 
the sample space as they will not disappear or migrate during decarburization.  
 The mechanical behaviors of the spheroidite with decarburization zones under 
axial tension are analyzed and results are shown in Figure 47. The parameters involved 






Table 31. Simulation parameters for decarburization depth analysis (axial tensile stress) 
Parameters Sample 
size 




















































  (a) von Mises stress at 0 decarb. depth            (b) logarithmic strain at 0 decarb. depth 
 
  
(c) von Mises stress at 9.6 µm decarb. depth   (d) logarithmic strain at 9.6 µm decarb. depth 
 
  
(e) von Mises stress at 23.5 µm decarb. depth   (f) logarithmic strain at 23.5 µm decarb. depth 
Figure 47. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% axial tensile strain after (a) and (b) 0 (c) and (d) 20 minutes (e) and 





(g) von Mises stress at 39.3 µm decarb. depth    (h) logarithmic strain at 39.3 µm decarb. depth 
 
  
(i) von Mises stress at 55.8 µm decarb. depth   (j) logarithmic strain at 55.8 µm decarb. depth 
 
  
(k) von Mises stress at 81.2 µm decarb. depth    (l) logarithmic strain at 81.2 µm decarb. depth 




 As concluded with the theoretical simulation results, as well as the experimental 
observations, the mechanical strength decreases substantially as the decarburization zones 
augment. Then the mechanical behaviors of samples undergoing axial tensile stress are 
depicted in Figure 48. 
 
Figure 48. Comparison of the stress-strain curves obtained under axial tensile stress with 
different decarburization depth 
 
 Then the behaviors of the material samples under shear stress are explored with 
parameters listed in Table 32 and the results are presented in Figure 49. 
Table 32. Simulation parameters for decarburization depth analysis (shear stress) 
















Values 600 × 600 
µm2 










  (a) von Mises stress at 0 decarb. depth              (b) logarithmic strain at 0 decarb. depth 
 
  
(c) von Mises stress at 9.6 µm decarb. depth   (d) logarithmic strain at 9.6 µm decarb. depth 
 
  
(e) von Mises stress at 23.5 µm decarb. depth   (f) logarithmic strain at 23.5 µm decarb. depth 
Figure 49. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% shear strain after (a) and (b) 0 minute, (c) and (d) 20 minutes (e) 





(g) von Mises stress at 39.3 µm decarb. depth   (h) logarithmic strain at 39.3 µm decarb. depth 
 
  
(i) von Mises stress at 55.8 µm decarb. depth   (j) logarithmic strain at 55.8 µm decarb. depth 
 
  
(k) von Mises stress at 81.2 µm decarb. depth    (l) logarithmic strain at 81.2 µm decarb. depth 




 The obtained shear stress-strain curves are shown in Figure 50, where the decline 
of spheroidite’s shear modulus with the increase of decarburization time is evident.  
 
Figure 50. Comparison of the stress-strain curves obtained under shear stress with different 
decarburization depths 
 The transverse tensile mode is also analyzed with growing decarburization depths, 
the material is apparently weaker in the transverse direction thanks to the newly 
generated decarburization zones. The parameters associated are specified in Table 33 and 
results shown in Figure 51. 
Table 33. Simulation parameters for decarburization depth analysis (transverse tensile stress) 
Parameters Sample 
size 






























(a) von Mises stress at 0 decarb. depth                (b) logarithmic strain at 0 decarb. depth  
 
  
(c) von Mises stress at 9.6 µm decarb. depth  (d) logarithmic strain at 9.6µm decarb. depth 
 
  
(e) von Mises stress at 23.5 µm decarb. depth   (f) logarithmic strain at 23.5 µm decarb. depth 
Figure 51. Final von Mises stress and logarithmic strain distribution patterns for a material 
sample under maximum 0.6% transverse tensile strain after (a) and (b) 0 minute, (c) and (d) 20 
minutes (e) and (f) 40 minutes, (g) and (h) 60 minutes, (i) and (j) 80 minutes, (k) and (l) 100 




(g) von Mises stress at 39.3 µm decarb. depth   (h) logarithmic strain at 39.3 µm decarb. depth 
 
  
(i) von Mises stress at 55.8 µm decarb. depth   (j) logarithmic strain at 55.8 µm decarb. depth 
 
  
(k) von Mises stress at 81.2 µm decarb. depth    (l) logarithmic strain at 81.2 µm decarb. depth 




 According to Figure 51, early on in decarburization the strain localization remains 
in 45º. Once the thickness of decarburization layer becomes comparable to the size of the 
entire sample, the stress seems to intensify in the joining area between the matrix and the 
decarburization layers, with the carbon-depleted zones deformed much more prominently 
than the rest of the sample space. As indicated by the stress-strain curves in Figure 52, 
similar to what happens to the axial Young’s modulus and shear modulus in the axial 
tension scenario, the transverse Young’s modulus of spheroidite also decreases as 
decarburization zones expand into the sample, only to a larger extent. Between the axial 
tensile and the transverse tensile cases, the decay of mechanical properties is more 
obvious in the latter due to the fact that the weaker decarburization zones are subject to 
the tension alone when the transverse tensile stress is applied, whereas with axial tension 
it could have other parts of the sample share the load. The quantitative comparison is 
provided in Table 34. 
 
Figure 52. Comparison of the stress-strain curves obtained under transverse tensile stress with 






Table 34 Simulation results of decarburization depth comparison 
 0 20 40 60 80 100 
Simulated decarb. 
depths (µm) 
0 1.6 3.917 6.55 9.3 13.53 
E-axial (GPa) 208.235 203.337 202.191 201.478 198.670 195.374 
σy-axial (MPa) 261.332 248.154 241.384 233.057 217.643 191 
S (GPa) 88.66 86.286 83.57 81.446 78.002 73.844 
E-transverse (GPa) 208.335 187.926 176.421 163.356 153.008 133.067 
σy-transverse (MPa) 260.232 251.931 238.655 217.981 206.820 173.576 
 
5.1.12 Three-Dimensional Analysis 
5.1.12.1 Geometry generation 
Three dimension should be the obvious choice for simulating the mechanical behaviors of 
the material system in study, as the thickness of the sample are comparable in all three 
dimensions. However, with a three-dimensional model, the available computing 
resources cannot support bigger-scale or higher-mesh-density calculation (a model with 
50 × 50 × 50 linear elements with a mesh density of 1 takes 13 hours to compute while a 
model with 8 × 8 × 8 quadratic elements with a mesh density of 4 takes approximately 17 
hours to complete. A model with 100 × 100 × 100 linear elements with a mesh density of 
1 was attempted using a 20-gigabyte computer and it reached only 14% completion after 
5 days before termination), so it is decided that only a few simple cases will be examined 
in the extra dimension for the sake of comparison with 2D cases. 
 Similar algorithm used for microstructure generation for the 2D cases is used here 
as well: the origins of spheres are randomly placed in the sample space while their radii 
are determined following the Gaussian normal distribution, as in Equation 3; the sphere 
size grows until they start to overlap or the preordained total particle volume fraction has 




(a) 3D perspective view 
 
(b) x-y cross-section view 
 
(c) x-z plane cross-section view 
Figure 53. Generated geometry for (a) 3D perspective view (b) x-y plane cross-section view (c) 





5.1.12.2 Element type 
The most popular 3D linear element in Abaqus is C3D8, whose element configuration 
and node-element connectivity are shown in Figure 54. 
 
 
(a) element configuration 
 
(b) node-element connectivity 
Figure 54. Linear three dimensional element C3D8 (a) element configuration (b) node-element 
connectivity 
 
5.1.12.3 Convergence test 
The convergence test in 3D is performed using a cube containing 10 × 10 × 10 elements, 
with the mesh density varying from 1 to 2, 4 and 6. The final von Mises stress patterns 
and logarithmic strain distributions are compared in Figure 55. The involved parameters 
are summarized in Table 35. 
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density of 1 




6.67% 2.14 0.000001% linear 3D 0.006 
Mesh 
density of 2 




6.67% 2.14 0.000001% linear 3D 0.006 
Mesh 
density of 4 




6.67% 2.14 0.000001% linear 3D 0.006 
Mesh 
density of 6 





























(a) von Mises stress with mesh density at 1        (b) logarithmic strain with mesh density at 1 
 
  
  (c) von Mises stress with mesh density at 2        (d) logarithmic strain with mesh density at 2 
 
  
  (e) von Mises stress with mesh density at 4        (f) logarithmic strain with mesh density at 4 
Figure 55. The final von Mises stress patterns and logarithmic strain distributions for a 3D 
material sample under maximum 0.6% axial tensile strain with (a) and (b) mesh density of 1, (c) 




  (g) von Mises stress with mesh density at 6        (h) logarithmic strain with mesh density at 6 
Figure 55 continued 
 
 The resulted stress-strain curves are summarized in Figure 56. Under the same 
magnitude of maximum strain (0.6%), the maximum stresses reached using different 
mesh densities reflect the tendency of convergence. Note that the stress-strain data are 
collected using the same method used in the 2D cases: calculate the collective stress over 
the top surface of the sample, as opposed to the top edge in 2D, at each given step and 









        (a) 
 
           (b) 
Figure 56. Convergence of cases with different mesh densities (a) stress-strain curves 
convergence (b) maximum yield strength convergence 
 The maximum tensile stress tends to converge after the mesh density is increased 
to 4 pixels/micron, as evidenced by the overlapping of the stress-strain curves obtained 
with the densities of 4 and 6 in Figure 56(a). As the mesh density increases, the 
maximum tensile stress converges in the vicinity of 218 MPa and the results from using 
mesh density 2 falls within 10% of what is obtained with mesh density 4. The modeling 
would exceed the computing power limit if the 10 × 10 × 10 µm3 sample size is retained 
 106 
while using a mesh density higher than 6, so while what was presented so far may not be 
the ideal approach to ascertain the convergence tendency, it is the best possible way to 
balance between the number of elements required to properly embody the heterogeneity 
of the material in question and the preciseness and accuracy of the simulation results. 
Therefore, density of 4 is chosen for the rest of the simulation unless stated otherwise. 
The comparison of results is shown in Table 36. 
Table 36. Simulation results of 3D convergence test 
Mechanical properties Young's modulus 
(GPa) 
σy (MPa) - yield 
strength 
Mesh density at 1 172.744 192.234 
Mesh density at 2 195.006 207.241 
Mesh density at 4 198.333 218.02 
Mesh density at 6 198.382 218.22 
 
5.1.12.4 Comparison with two-dimensional elements 
A comparison between results obtained with 2D and 3D elements is compiled in Figures 
57, 58 and Table 38. Involved parameters are listed in Table 37.  






















density of 4 




6.67% 2.14 0.000001% linear 3D 0.006 
3D mesh 
density of 4 




6.67% 2.14 0.000001% linear 3D 0.006 
 
 
 The two models are calculated and compared, one with decarburization zones and 
the other without them. In the group without decarburization, as in Figure 57, the final 
von Mises stress patterns and logarithmic strain distributions are shown for both two- and 
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three-dimensional scenarios, as opposed to Figure 58, which shows those resulted von 






















(a) von Mises stress with 3D linear element    (b) logarithmic strain with 3D linear element 
 
  
 (c) von Mises stress with 3D linear element (x-z cross section view 40% at the -y length)            
(d) logarithmic strain with 3D linear element (x-z cross section view 40% at the -y length) 
 
  
(e) von Mises stress with 2D linear element    (f) logarithmic strain with 2D linear element 
Figure 57. Final von Mises stress and logarithmic strain distribution patterns for a sample 
material without decarburization under maximum 0.6% axial tensile strain in (a) and (b) 3D linear 
element overview, (c) and (d) 3D element cross-section view (e) and (f) 2D linear element plane 
view  
 Note that the decarburization depth in the 3D model is set as 2 µm on each side 
out of 10 µm total edge length, and the depth in the two-dimensional model is set as 120 
µm on each side out of 600 µm total edge length. The two scenarios are not totally 
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comparable but given that the decarburization zones occupy an invariable 20% of their 
respective total area/volume, it is safe to assume that to some extent the setting could 





















(a) von Mises stress with 3D linear element    (b) logarithmic strain with 3D linear element 
 
  
(c) von Mises stress with 3D linear element (x-z cross section view 40% at the -y length)            
(d) logarithmic strain with 3D linear element (x-z cross section view 40% at the -y length) 
 
  
(e) von Mises stress with 2D linear element   (f) logarithmic strain with 2D linear element 
Figure 58. Final von Mises stress and logarithmic strain distribution patterns for a sample with 
decarburization under maximum 0.6% axial tensile strain in (a) and (b) 3D linear element 
overview, (c) and (d) 3D element cross-section view (e) and (f) 2D linear element plane view 
 
 111 
 The obtained data of related mechanical properties are shown in Table 38. 
 
 (a) without decarburization                                    
 
 (b) with decarburization 
Figure 59. Stress-strain curve comparison between 2D linear element and 3D linear element 
comparison (a) without decarburization (b) with decarburization 
Table 38. Simulation results of 2D and 3D element comparison 
Mechanical properties Young's 
modulus 
(GPa) 
σy (MPa) - yield 
strength 
3D linear element with 
decarburization 
181.951 199.993 
2D linear element with 
decarburization 
172.744 192.234 
3D linear element without 
decarburization 
192.500 256.452 




 As is evidenced in Table 38, the Young’s moduli and yield strengths calculated 
with two- and three-dimensional elements fall about 10% within each other. Despite the 
fact that 2D and 3D elements are not directly comparable, the size of the 3D model (10 × 
10 ×10 µm3) is much smaller than that of the 2D model (600 × 600 µm2), in the sense that 
it contains significantly fewer elements (1000 vs. 360000) but the obtained mechanical 
properties drops off more slowly with decarburization growth in the 3D case. Both the 
Young’s modulus and yield strength calculated with 3D element drop less when 
compared to 2D after adding the same percentage of decarburization, despite the fact that 
the 3D model contains much fewer elements. It implies that the 3D model is less sensitive 
to the variation of material properties. A systematic decarburization series analysis with 
models big enough could shed more light on this topic. 
 
5.1.12.5 3D linear element vs. 3D quadratic element 
The last to be compared are a pair of 3D elements. As previously stated in Section 
5.1.12.2, C3D8 is the simplest 3D element primarily employed to describe translational 
motions of three-dimensional objects. While C3D8 is robust enough to describe all the 
mechanical behaviors involved in this study, C3D20, the quadratic element in 3D 
configuration, whose node-element connectivity is depicted in Figure 60, is investigated 
and compared in this section. 
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(a) element configuration 
 
(b) node-element connectivity 
Figure 60. Three-dimensional quadratic element C3D20 (a) element configuration (b) node-
element connectivity 
 With the density set at 4, the available computing resources are only able to run a 
model with a maximum of 8 × 8 × 8 quadratic elements, with a geometrically identical 
model using 8 × 8 × 8 linear element C3D8 built for comparison. The parameters are 
specified in Table 39 and the resulted von Mises stress patterns and logarithmic strain 
distributions are shown in Figure 61. 
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Table 39. Simulation parameters for 3D linear and 3D quadratic element comparison (axial 
tensile stress) 




















6.67% 2.14 0.000001% linear 3D 0.006 















(c) Final von Mises stress with 3D quadratic element        (d) Final logarithmic strain with 3D 
quadratic element 
Figure 61. Final von Mises stress and logarithmic strain distribution pattern for a sample material 
under maximum 0.6% transverse tensile strain using (a) and (b) 3D linear element (c) and (d) 3D 
quadratic element 
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 The resulted stress-strain curves are shown in Figure 62. Not surprisingly, those 
two curves fall about 1% within each other and display very similar mechanical behavior 
tendency, as presented in Figure 62. C3D20 is an excellent element for linear elastic 
calculations especially on the occasions where complex behaviors such as bending and 
warpage are involved [60]. Thanks to the mid-edge integration nodes in C3D20, stress 
concentration in the sample, as well as at the surface, can be accurately captured. It 
displays a lot more flexibility in bending, which is why when it comes to slender beam or 
thin plate structures, C3D20 is a much more powerful tool than C3D8. However, in this 
case, such scenarios are not involved.  
 Result data are provided in Table 40. 
 
Figure 62. Stress-strain curve comparison with 2D linear element and 3D linear element 
 
















5.1.12.6 Crack opening propagation 
As much reiterated in the previous sections, simulation can only represent the scenarios 
without imperfections whereas in fact, imperfections in all shape and form are commonly 
encountered in actuality. It makes sense to find out what impact a crack opening would 
have on the sample’s mechanical behaviors. This section aims to tap a little on the topic 
of fracture analysis associated with metallurgical mechanics. 
 Fracture mechanics is the field of mechanics in relation to the study of the 
propagation of cracks in materials. It uses methods of analytical solid mechanics to 
calculate the driving force on a crack and those of experimental solid mechanics to 
characterize the material’s resistance to fracture. In modern materials science, fracture 
mechanics is an important tool in determining the accurate mechanical properties of 
materials and components. This discipline was first developed during World War I by 
British aeronautical engineer, A. A. Griffith, to explain the failure of brittle materials 
[61], which later evolved into the Griffith theory as we know it. 
 The Griffith crack theory surmises that a balance must be struck between the 
decrease in the potential energy (USE) and the increase in surface energy (US) resulted 
from the presence of a crack. The surface energy arises from the fact that there is a non-
equilibrium configuration of the nearest neighboring atoms at any surface in a solid body, 
where there exists an energy balance between the strain energy released as the crack 
length (2a) extends, as in Equation 19 and Figure 63. 
 
   (19) 
 







  (20) 
 
Where γ is the surface energy coefficient, σ is the applied stress, E is the Young’s 


















Figure 63. (a) The Griffith model for a crack propagation in a plate material (b) the development 
of system energy in a fracture system with respect to the half crack length a [62] 
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 The next step in the development in the Griffith theory is the consideration of the 
energy release rate in conjunction with the crack extension, because the critical state 
occurs in correspondence to the maximum point in the total energy curve, i.e. dU/da = 0, 
where SE SU U U= +  and a is equal to ac, the critical half crack length. As the crack 
continues to grow, the strain energy eventually begins to dominate the surface energy and 
the system can lower its total energy by letting the crack grow longer. Beyond ac, the 
crack growth is spontaneous. When the dU/da = 0 condition is satisfied, the stress is 









=   (21) 
 
 The original work of Griffith was meant to deal with very brittle materials, 
specifically glass rods [61]. This deficiency was later remedied by Irwin and Orowan that 
the vast majority of the released energy was not absorbed by creating new surfaces, but 
by energy dissipation due to the plastic flow in the material adjacent to the crack tip [63]. 
It was later suggested that the spontaneous fracture occurs when the strain energy is 
released at a rate sufficient to satisfy all the energy dissipation, which then introduced 
another important parameter, the energy release rate G, defined as the energy dissipated 
during fracture per unit of newly created fracture surface area [64-66]. The energy release 
rate G is of central importance to fracture analysis because the energy that must be 
provided to a crack tip for it to propagate must be balanced by the amount of energy 
dissipated due to the formation of new surfaces. The expression of G is shown in 




∂⎡ ⎤= − ⎢ ⎥∂⎣ ⎦
   (22) 
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 Where, as stated previously, U is the elastic energy of the system and a is the half 
crack length. The unit of G is J/m2. Using the stress value σf  acquired before, the critical 
strain energy release rate is denoted by the parameter Gc and the Griffith equation in 








=   (23) 
  
 Equation 23 in a very succinct way describes the relations between the three 
important aspects of a fracture process: the material, as represented by Gc; the stress 
level, by σf; and the size of the initial crack, by a. For a given material with its associated 
value of Gc, the safe level of stress could be determined.  
 Another important concept of J-integral was first established in 1967 by 
Cherepanov [67] and in 1968 by Jim Rice, independently [68]. It represents a way to 
calculate the strain energy release rate or the energy per unit fracture surface area in a 
material, which is independent of the integration path around a crack. The J-integral 
expression for a two-dimensional crack in the x-y plane with the crack parallel to the -y 





 W = loading work per unit volume or for elastic bodies, strain energy density 
 γ =  path of the integral which encloses or contains the crack tip 
 ds = increment of the contour path 
 T = outward traction vector on ds 
 μ = displacement vector at ds 








There are three major modes of loading as illustrated in Figure 64: 
 mode I - opening or tensile mode, where the crack surfaces move directly apart; 
 mode II - sliding or in-plane shear mode, where the crack surfaces slide over one 
another in a direction perpendicular to the leading edge of the crack; 
 mode III - tearing shear mode, where the crack surfaces move relative to one 
another and parallel to the leading edge of the crack. 
 
Figure 64. Three fracture modes (a) tensile mode (b) sliding mode (c) tearing mode [69] 
 
 Only mode I is simulated in this work, given the premise of linear elastic analysis 
and elasto-perfectly plastic material system. Under such premise, the J-Integral 
expression as in Equation 23 can be analytically integrated and solved [70]. 
 While the energy-balanced approach by Equations 19 and 20 provides a great deal 
of insight as to the fracture process, an alternative and more practical criterion that is used 
to examine the stress state near the tip of a sharp crack directly has proven more useful in 
engineering practice. For mode I, the stress level close to the tip of the opening is 
characterized by Westergaard [71] as Equation 25: 
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 Equation 25 is defined within an axisymmetric coordinate system, with r being 
the distance from the origin, in this case, the crack tip and θ being the directional angle. 
The KI in Equation 25 is a very important parameter known as the stress intensity factor 
that predict the stress state near the tip of a crack and relates the J-integral to the energy 
release rate G. The subscript I denotes the tensile opening mode. In the tensile opening 
mode, Irwin showed [72] that the stress intensity factor for a through crack of length 2a 
in an infinite plane to a uniform tensile stress α is  
 
   (26) 














= = ⎨ ⎬
−⎪ ⎪
⎪ ⎪⎩ ⎭
  (27) 
 
 Equations 26 and 27 serve as the juncture between the J-Integral, the crack length, 
the stress around the crack tip and the energy release rate G. The complete derivation 
process and discussions regarding other scenarios are available in a variety of materials 
on fracture mechanics [73, 74]. 
 The crack propagation is then simulated based on a model of 20 × 20 μm2. The 
generation of the model is similar to the previous cases except a few alterations: a small 
portion of the model is replaced with mesh constituted by modified quadratic elements to 
imitate the configuration of the seam of a crack opening, as shown in Figure 65.  
 












 Figures 65 and 66 provide the details of element type and element configurations 
around the tip of the crack. As shown in Figure 65(a), these quadratic quadrilateral 
elements have one of their edges collapse to a single point (plane 183) and also have their 
mid-side nodes moved to one quarter of the length of the neighboring sides away from 
the collapsed edges to represent the crack tip.  
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Figure 66. Mesh used in and around the crack tip 
  
 Figure 66 provides the details of element configurations around the tip of the 
crack. The overall geometry, including the crack area, is shown in Figure 67. Unlike the 
perfect mesh generated automatically by Matlab codes that arrange and label elements 
and nodes sequentially, the altered mesh here is generated manually. The method of 
"brute force" is used to reposition the nodes involved in the local area to resemble the 















               
Figure 67. Overall geometry of the fracture analysis model and elements of choice 
 
 With this configuration, Abaqus is able to simulate the stress singularity for 
an elastic fracture. Consequently, the material is assumed to be elastic-plastic while using 
the same material constants as the previous models (the Young’s modulus = 211 GPa, the 
Poisson’s ratio = 0.29). Similar to the previous axial tension tests, the boundary 
conditions applied to the model correspond to 10 discrete increments of 1.2 × 10-7 m, 
from 0 to 0.6% axial strain. 
 Results show that the model is able to reproduce the stress concentration at the 
tip, as in Figure 68. As it turns out, while the von Mises stress in the surrounding elastic 
zone is largely equal to the yield strength, the stress at the tip is up on the magnitude of 
10 GPa. As far as the author is aware, while FEM is able to calculate the extreme stress 
responses under some unusually large applied load by stretching the elements, it is not 
able to actually have the elements break apart to embody the material failure scenario. It 
requires constant checking on the stress level to precisely pinpoint the exact location and 
moment at which the failure occurs.  
 The J-Integral value at the tip is illustrated as a function of the axial strain of the 
sample in Figure 69. As expected for a model I type of loading, the J-integral increases 
with the axial strain. However, the increments are decelerating as the strain increases due 
Quadratic quadrilateral elements 
elastic 
Linear quadratic elements 
elasto-plastic 
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to the presence of second-phase particles that deviate the strain localization from the ideal 
45º. The butterfly-shaped plastic zone in Figure 68(b) resembles what is obtained under 
the same circumstances but using a different software (Ansys) in Figure 68(c). 
 
   
   (a)          (b)  
 `  
(c)      (d) 
Figure 68. (a) Final logarithmic strain in the model (b) von Mises stress at the tip of the crack (c) 
plastic zone distribution around a crack opening obtained using Ansys (d) normalized plastic zone 






Figure 69. The J-Integral calculated at the first contour of elements surrounding the tip 
 
 The resulted stress-strain curves are shown in Figure 70, in which it is observed 
that with the initial crack the obtained Young’s modulus value and yield strength are 
noticeably lower than their counterparts in a model with ideally shaped elements and 
closer to the literature values. 
 
 
Figure 70. Comparison between the stress-strain curves obtained with and without initial crack 
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5.1.13 Mechanical Properties of Decarburized Spheroidite 
The experiment was conducted on mechanical testing instrument (MTI) that can perform 
tension and shear tests with external force up to 30,000 lb. MTI is able to record the 
instant changes during deformation but its results are hardly very accurate for it can only 
document the actual force and displacement values, which later need to be converted into 
stresses and strains manually. The data are relatively inaccurate as the converted stress-
strain curves are engineering stress-strain curves, while the cross-section area of the 
sample hardly remains constant throughout the test. Then again, as the samples 
experimented on assume the shape of a thin sheet that does not exhibit much deformation 
in the cross section, the converted stress-strain curve should be able to provide a 
relatively authentic description of the sample’s mechanical properties nonetheless. In the 
experiment the maximum strain of 0.6%, so no material failure is observed.  
 The collected force-displacement data were converted to stress-strain curves and 
shown in Figure 71. Also included in Figure 71 for comparison is the stress-strain curves 
for simulated axial tension in decarburized spheroidite. The values of the acquired 





(a) experimental data  
 
 
(b) simulation results 
Figure 71. Comparison of experimentally obtained and simulated axial tensile stress-strain curves 








Table 41. Comparison of simulation results and experiment data (axial tension) 
 0 20 40 60 80 100 
Simulated decarb. depths (µm) 0 1.6 3.917 6.55 9.3 13.53 
E-axial (GPa) - simulation  208.235 203.337 202.191 201.478 198.670 195.374 














 In Figure 71(a), the upper yield point of each stress-strain curve is clearly visible. 
In practice, after reaching the upper yield point, elastic-plastic metallic material tends to 
witness a substantial drop in stress because of the dislocations escaping from the Cottrell 
atmosphere and then the material enters a period called yield point elongation, where the 
stress remains roughly constant while fluctuating insignificantly, as the strain keeps 
increasing until reaching the lower yield point [75-79]. This process results from dynamic 
strain aging, formation of deformation twinning, slipping among other phenomena and is 
too complicated for FEM to approximate but the elastic parts of two sets of curves 
coincide well.  
 Table 41 shows that the difference of the Young’s moduli obtained from 
experiment and simulation ranges from 1.83% to 21.83% and that of yield strengths falls 
between 13.02% and 23.08%. Both the Young’s modulus and axial yield strength values 
are lower than their simulation counterparts because the model assumes materials are 
perfect whereas in reality the voids, surface defects, crack openings and other 
imperfections that could lead to low modulus and early yielding are very common. The 
two series of data decrease approximately at the same rate. With the growing 
decarburization depth, the values of E and σy obtained using 3D elements are clearly 
higher than those with 2D elements through the same point, implying that the model 
using 3D elements displays less sensitivity and could potentially provide better results. 
Similar comparisons have been made with shear stress and transverse tension as well, as 
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   (a) simulation    (b) experiment 
 
          (c) simulation    (d) experiment 
 
Figure 72. Comparison of experimentally obtained and simulated stress-strain curves, (a) and (b) 











Table 42. Comparison of simulation results and experiment data (shear stress) 
 0 20 40 60 80 100 
Simulated decarb. depths (µm) 0  7  19  33  53  80  
S - shear (GPa) - simulation  88.66 86.286 83.57 81.446 78.002 73.844 










(MPa) - experiment  202.559 198.381 190.464 183.445 170.692 158.357 
 
 
Table 43. Comparison of simulation results and experiment data (transverse tension) 
 0 20 40 60 80 100 
Simulated decarb. depths (µm) 0  7  19  33  53  80  
E-transverse (GPa) - simulation  208.335 187.926 176.421 163.356 153.008 133.067 





(MPa) - simulation 260.232 251.931 238.655 217.981 206.820 173.576 
σ
y
- transverse (MPa) - experiment  240.175 214.724 197.471 181.898 162.338 151.456 
 
 
 The results obtained under shear stress and transverse tension match even better 
with the simulation results, with the differences of the values of the Young’s moduli and 
yield strength falling about 5% within experiment results. Unfortunately, the values of the 
Poisson’s ratio obtained from those simulations do not seem very accurate, with some far 
off of the normal range. This is mostly likely because of the small scale of simulated 
samples which are in the range of 0.6 mm. In this case, localization of embedded particles 
will considerably affect the expansion and contraction in the local area. Besides, the 
average size of second-phase particles and the total volume fraction are not 
experimentally controllable variables so the validation of those parameters’ impacts is not 







5.2 Finite Element Modeling Uniaxial Deformation of Hollow Spheres 
5.2.1 Compressive Pressure from Conceptual Stress 
 
 An FEM model is implemented to provide a theoretical portrait for the 
deformation of a maraging steel hollow sphere under compressive stress. The research 
conducted so far focuses on assessing the resulted mechanical properties of the steel 
samples after certain heat treatments. Now it behooves the researchers to gain a 
quantitative understanding of the deformation behaviors and compression-resistant 
capabilities of the said spheres, both experimentally and theoretically. At this stage, the 
sphere is made of M350 steel, with a diameter varying between 1.8 and 2.7 mm, with the 
density ranging from 2.0 to 2.3 g/cm3, respectively. As can be seen from Figure 73, the 
wall thickness increases linearly with diameter as would be expected from equations 28, 











































⎝ ⎠=   (30) 
 
 For each sphere, the sphere's mass (m) and average diameter (davg) are measured, 
with which the sphere density (ρs) is calculated, as well as the relative density (fv) and 
wall thickness (tw). Here the term "maraging" refers to martensite that is produced 
through an aging process. When aging is applied, the samples are maintained at an 
elevated temperature over a prolonged period of time before they cool to the ambient 
temperature, the outcome of which is crystalline and appears harder and stronger than it 
would were the steel allowed to cool off naturally in air. Among all maraging steels, 
M350 has become an integral alloy in the aviation and aerospace industry due to its 
strength and its ability to withstand extreme conditions including frequent and sudden 
changes in speed, temperature and pressure, making it an ideal candidate for rocket motor 
casings, takeoff and landing gears, and certain munitions and weaponry for defense 
companies, as well as the natural choice for proppant production [81]. 
 In Figure 74, four proppants deformed under different compressive stress levels 
are presented for comparison. In the actual test, the compressive pressure is applied via 
two rigid alumina plates that are positioned parallel to each other, above and below the 
hollow spheres respectively. The top alumina plate moves down perpendicularly towards 
the bottom plate causing the sphere to deform in the process, approximating what 
happens in the compression test. 
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Figure 74. Images of thin wall, M350, hollow spheres over large ranges of deformation [82] 
 
 For this model, it is assumed that the hollow sphere is with an inner radius of 
1.215 mm and an outer radius of 1.265 mm, which are also the sizes of the spheres used 
for experiment. The material is assumed to be maraging steel M350 in this model with 
the Young's modulus at 200 GPa and the Poisson's ratio 0.29. Only a quarter sphere is 
simulated to expose the internal stress distribution. Encastré boundary conditions are 
applied on the sphere where it is supposed to join the other three quadrants to ensure no 
translation or rotation occurs on those interfaces. The resulted deformation plots are 




 (a) Status of applied stress  (b) Total mechanical strain under 50 GPa 
 
  
     (c) Total mechanical strain under 500GPa           (d) Total mechanical strain under 1000GPa  
Figure 75. Deformation and strain status of a hollow steel proppant in contrast with its 
undeformed model (a) stress distribution (b) total mechanical strain under 50 GPa (c) total 
mechanical strain under 500 GPa (d) total mechanical strain under 1000 GPa 
 
 Under 50 GPa, the maximum strain at the top of the sphere is 0.437%, whereas 
when the applied stress is increased to 500 GPa and 1000 GPa, the total strain at the same 
location has reached 4.47% and 10.74%, respectively. This model provides us immense 
freedom in varying the material’s dimensions, property parameters, stress types, stress 
distributions among many others. However, all the deformation is set to occur within the 
elastic range and the compression is applied as abstract force vectors instead of actual 
rigid alumina plates, which leaves a lot of room for improvement. In the next step, the 
plastic deformation will be included as well as the interactions between the hollow sphere 
and the plates. 
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5.2.2 Contact Element 
  
 In order to properly simulate the interactions between the rigid plates and the 
hollow sphere, as well as provide the most accurate possible stress-strain curve for the 
sphere deformation, contact elements are adopted to correctly depict the deformation 
process of the hollow spheres. 
5.2.2.1 Contact problem 
Vastly different from the single-body FEM models previously discussed, contact is a 
problem involving load transferring between different bodies. It could be the convection 
and radiation between adjacent surfaces with small gap in between [83], the heat 
generation issue due to frictional dissipation [84-85] or the structural problems where 
surfaces belonging to different bodies come into contact with each other [86-89]. The 
mechanism of that kind of load transferring depends on the nature of interaction between 
two or more contact surfaces. The direct observation of the contact phenomenon and the 
measuring of certain quantities is often impractical. Contact problem is also further 
complicated by the fact that the behaviors of the elements, including but not limited to the 
slipping and scraping between the two joining objects, depend very much on the specific 
properties of the materials: the state of target bodies (rigid or deformable relative to each 
other), the friction coefficient between adjoining surfaces (smooth or rough surfaces), the 
type and intensity of loading (equilibrium, ramp or stepped ), the tangent modulus (both 
within and beyond the elastic range), the direction of loading in relation to contact 
surfaces (normal, shear or otherwise) and how the boundary elements are fastened.  
 Specifically, the contact problem we are discussing here is a non-conformal 
problem with friction, which necessitates the introduction of the iteration procedures. The 
geometry of the setting and the corresponding mesh is illustrated in Figure 76 and the 
failure to choose proper contact elements between the contacting surfaces will cause the 
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structure to deform unnaturally and the components to cut into each other as if other 

































Figure 76. (a) The cartoon illustration of the plate-sphere-plate structure (b) unmeshed (c) 

















5.2.2.2 Numerical solutions 
 As detailed in Section 3.2, for each element there is an equation   
that governs the relations between the key variables. The incremental-iterative method for 
solving the system of non-linear equations specific to an elastic-perfect plastic system is 
as following: 
 1. Known: displacement of nodes  
 2. Solve: stresses  
 3. Solve:  
 4. Solve: , and  
 Repeat steps from 1 to 4 till convergence is achieved. Note that in most FEM 
cases, the stiffness matrix 
i
t tK +Δ⎡ ⎤⎣ ⎦  remains constant throughout. However, there exists a 
more advanced FEM technique named adaptive mesh that can adjust the attributes of 
elements based on the latest computed results to obtain the highest precision and 
accuracy, during which process the stiffness matrix, which is closely related to the shape 
of elements, changes as well. Especially so in the case of contact problems, the 
topographic variations at the contact area are even more prominent, which naturally 
commands the application of contact elements.  
 The aforementioned procedure is for solving a set of regular non-linear equations 
but in order for this procedure to work for contact problems, the numerical solution uses 
Updated Lagrange Formulation (ULF), which is very convenient for modeling the contact 
behaviors between non-conform elastic bodies especially when friction is considered [90-
94]. 
 1. Known: the system equation has been altered by including an external force 
term, as shown in Equation 31. 
[Kt+!t
i"1 ] ut+!t
i{ } = Ft+!ti{ }ut+!ti = ut+!ti"1 + !u
[Kt+!t
i"1 ] ut+!t







  (31) 
 
 { }itR  stands for the external load, as in Equation (32), with the three components 
representing volume, surface and concentrated forces. 
 
i i i i
t Vt St CtR R R R= + +   (32) 
  
2. Solve: the linear transformation equation from step 1 is altered to Equation 33: 
 
{ } { } { }1i i i it t t t t tK u R F R F− +Δ +Δ⎡ ⎤ Δ = − − −⎣ ⎦   (33) 
 
 Δu
i consists of required degree of freedom potential contact nodes.  
 In this case of contact with fraction,  is the force that causes friction in the 
slipping zone, and solved with the normal contact force from previous iteration 
 3. Solve: the system of equation is solved by Gauss iteration method 
 4. Control of contact status: 
 In the case of fraction the pairs of nodes inside the contact area must satisfy the 
following conditions: 
 1) in the sticking zone,  
  
1i i
St t tR Fµ
−
+Δ<   (34) 
 2) in the slipping zone,  
  
1i i
St t tR Fµ
−
+Δ=   (35) 





i{ } = Rt+!ti{ } " Ft+!ti{ }
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 The numerical algorithm presented above lays the foundation for writing the 
program analyzing the contact between two or more non-conformal elastic bodies. When 
contact is assumed friction-less, constant-iteration would suffice, but for contact with 
friction it calls for an incremental-iterative methods.  
 The above introduction for the algorithm for solving the contact problem is the 
simplified principle. Ansys' manual on contact element lays out more detailed derivations 
[95-96]. Both Abaqus and Ansys have developed complex features for the contact 
element selection, analysis options (large/small static/transient displacement), time 
control, damping coefficients, midstep criteria, time integration, creep option, cutback 
control, termination criteria among many others. These features will not be extensively 
discussed except for the element choice as the discontinuities along the contacting 
surfaces need to be addressed with specially refined grid and mesh.  
 
5.2.2.3 Element selection and model generation 
 In order to simulate the interactions between contacting surfaces, proper elements 
have to be selected to fill up the geometries of the simulated objects. The friction and 
sliding behaviors are non-linear in nature so all linear elements are ruled out. Quadratic 
quadrilateral element is chosen over quadratic tetrahedral element to simulate the 
contacting behaviors, with the reason being that tetrahedral elements generate meshes as 
subparametric quadratic elements, which means that the edges of the triangles are always 
straight, as shown in Figure 78 (a), such that the subparametric elements are actually 
functionally identical to linear elements [97], even though they sometimes can be used 
for quadratic interpolating functions. Also contributing to the decision is the fact that the 
basic geometry of the rigid bodies involved are more cubic than triangular, making it 
easier to fill the structure up with the formal. 
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(a)                                                                     (b) 
Figure 78. Elements under consideration for the simulation (a) quadratic quadrilateral element 
(b) quadratic tetrahedral element 
 
 On the other hand, as seen in Figure 78 (a), the locations of the mid-side nodes in 
a quadratic quadrilateral element enable it to accurately describe bending, warpage, 
contact interactions, opening of a fracture in an elastic material, among other non-linear 
mechanical phenomena. In addition to that, quadratic quadrilateral elements are capable 
of having faces of the element collapse into edges, consequently forming wedge-shaped 
elements to conform to the most peculiar geometries, a fact that makes the element the 
ideal choice for this simulation. 
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Figure 79. The mesh adjacent to the contact surface between two bodies (a) a mesh that conforms 
to the geometry of the contact pair (b) a mesh that is enriched and refined by using enrichment 
functions [89] 
 
 The conventional approach is to generate the contact elements along the contact 
surface, as shown in Figure 79(a). However, besides creating a discontinuity in the 
approximation, this strategy is very cumbersome and potentially problematic if the 
contact surface evolves and the topography changes as simulation proceeds, or if non-
conformal configurations are to be considered. In this study, the modeling of the 
discontinuity along the contact surface is addressed using extrinsic enrichment, where the 
contact elements distribution across the contact surface as in Figure 79 (b) is capable of 
modeling the evolution of the contact surface when the dotted nodes are enriched with 
functions which are discontinuous across the contacting surface. 
 Furthermore, for the elements intercepted by the contact surface, the nodal 
distribution in the quadratic elements sometimes is insufficient for precise numerical 
integration, and it is necessary to modify the quadratic points on the edges of the 
elements to accurately evaluate the contribution from both sides of the contact surface. 
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Figure 80 presents the modified node points of sub-triangular elements used for 
numerical integration across the contact surface. 
 
Figure 80. The sub-triangles associated with elements cut by contact surface and enriched by 
adding Gauss points in the sub-triangles [89] 
 
 For those elements intersected by the contact surface, the concept of the partition 
of unity is used to generate the sub-triangles. The Gauss points of sub-triangles are then 
employed to evaluate the stiffness matrix with friction in effect.  
 The basic steps to be taken: 
 1. Create geometry and mesh 
 2. Identify contact pairs, including the contact region (typically the deformable 
object) and the target region (usually the rigid object) 
 3. Superimpose contact elements onto the existing mesh and set the simulation 
constants and material properties 
 4. Apply loads, boundary conditions and solve 
 5. Post process. 
5.2.2.4 Simulation results 
 The contact elements have been so utilized that the interactions between the 
surfaces that come in contact with each other during the deformation, including the lower 
surface of the top plate and the outer surface of the sphere, as in Figure 76, the upper 
surface of the bottom plate and the cross-section area of the quarter sphere, and the inner 
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surface of the sphere and the upper surface of the bottom plate, can be properly 
described. The plates are only allowed to move perpendicularly with respect to the sphere 
while being fixed in the other two directions. Symmetrical boundary conditions are 
applied on the surfaces where the simulated parts join the other parts not displayed in the 
model. The material properties are summarized in Table 44. Note that the yield strength 
and plastic tangent modulus values are not provided for the rigid plates, granted the plates 
are supposed to be infinitely rigid and will not deform against the sphere regardless.  
Table 44. Parameters used for the deformation simulation [45] 








sphere 211 827 0.29 1758.4 
0.4 plate 370  0.22  
 
 Altogether six levels of deformation were captured during the loading process as 
shown in Figure 81 (a)-(f). The total displacement is 1.1 mm in the perpendicular 















 (a) 0.037 mm  (3% strain)   (b) 0.306 mm (25% strain)  
  
                     
            (c) 665 mm  (55% strain)   (d) 0.936 mm (78% strain)   
 
  
            (e) 1.003 mm  (84% strain)   (f) 1.053 mm   (88% strain)   
 
Figure 81. Deformation status of a hollow sphere with perpendicular displacement of the top 
plate at (a) 0.037 mm (b) 0.306 mm (c) 0.665 mm (d) 0.936 mm (e) 1.003 mm (f) 1.053 mm 
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Figure 82. Comparison of stress-strain curves obtained through simulation and experiments 
 The comparison between the simulation and experimental results, including the 
Young’s modulus and the yield strength is shown in Table 45. 
 
Table 45. Comparison of simulation results and experiment data (deformation of M350 hollow 
sphere) 
 Young's Modulus (GPa) Yield strength (MPa) 
Simulation 1.16 580 
Experiment 1 1.36 546 




 The model presented in this section so far is flawed in the sense that all the 
deformations presented are elastic, whereas in this model, once the yield limit is reached, 
the yielded parts continue to deform plastically. The resulted elastic strain and plastic 
strain are shown in Figure 83. Obviously, the highest strain appears where the sphere’s 
inner top and the lower plate come in contact with each other and the hollow sphere starts 
to buckle, with the majority of the strain being plastic.  
 150 
  
(a) elastic strain      (b) plastic strain 
Figure 83. Distributions of (a) elastic strain and (b) plastic strain when the displacement of the 
top plate is at 0.85 mm 
 Also, this model may be able to approximate the behaviors of a hollow metal 
sphere early on in its deformation process. However, lacking the lower half of the hollow 
sphere deviates the stress-strain curve after the strain has reach 20% and beyond, as also 
clearly seen in Figure 82.  
 After the enhancement of the computing power and algorithm, a more proper 
model was developed to assess the deformation process and the stress-strain curve 
associated. Figures 84 and 85 show the von Mises stress distribution at progressive 
deformation stages. In Figure 84, the outer diameter of the hollow sphere is 2.4 mm and 
the inner diameter is 2.2 mm, as opposed to 2.53 mm and 2.42 mm in the experiment. 
Then in Figure 85, the dimension of the sphere is rendered exactly as in the experiment, 
just to help put the impact of sphere diameter in perspective. The resulted stress-strain 













(a) von Mises stress pattern (perpendicular displacement 0.038 mm) (b) corresponding total 
mechanical strain distribution 
 
  
(c) von Mises stress pattern (perpendicular displacement 0.146 mm) (d) corresponding total 
mechanical strain distribution 
 
  
(e) von Mises stress pattern (perpendicular displacement 0.266 mm) (f) corresponding total 
mechanical strain distribution 
Figure 84. The von Mises stress patterns and total logarithmic strain distributions of a deformed 
hollow sphere with perpendicular displacement of the top plate at (a) (b) 0.038 mm (c) (d) 0.146 
mm (e) (f) 0.266 mm (g) (h) 0.517 mm (i) (j) 0.746 mm (k) (l) 1.06 mm (m) (n) 1.34 mm (o) (p) 




(g) von Mises stress pattern (perpendicular displacement 0.517 mm) (h) corresponding total 
mechanical strain distribution 
 
  
(i) von Mises stress pattern (perpendicular displacement 0.746 mm) (j) corresponding total 
mechanical strain distribution 
 
  
(k) von Mises stress pattern (perpendicular displacement 1.06 mm) (l) corresponding total 
mechanical strain distribution 
Figure 84 continued 
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(m) von Mises stress pattern (perpendicular displacement 1.34 mm) (n) corresponding total 
mechanical strain distribution 
 
  
(o) von Mises stress pattern (perpendicular displacement 1.57 mm) (p) corresponding total 
mechanical strain distribution 
 
  
(q) von Mises stress pattern (perpendicular displacement 1.63 mm) (r) corresponding total 
mechanical strain distribution 
Figure 84 continued 
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(a) von Mises stress pattern (perpendicular displacement 0.0735 mm) (b) corresponding total 
mechanical strain distribution 
  
(c) von Mises stress pattern (perpendicular displacement 0.268 mm) (d) corresponding total 
mechanical strain distribution 
  
(e) von Mises stress pattern (perpendicular displacement 0.564 mm) (f) corresponding total 
mechanical strain distribution 
Figure 85. The von Mises stress patterns and total logarithmic strain distributions of a deformed 
hollow sphere with perpendicular displacement of the top plate at (a) (b) 0.0735 mm (c) (d) 0.268 
mm (e) (f) 0.564 mm (g) (h) 0.837 mm (i) (j) 1.10 mm (k) (l) 1.41 mm (m) (n) 1.66 mm (o) (p) 
2.03 mm (q) (r) 2.14 mm 
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(g) von Mises stress pattern (perpendicular displacement 0.837 mm) (h) corresponding total 
mechanical strain distribution 
  
(i) von Mises stress pattern (perpendicular displacement 1.10 mm) (j) corresponding total 
mechanical strain distribution 
  
(k) von Mises stress pattern (perpendicular displacement 1.41mm) (l) corresponding total 
mechanical strain distribution 
Figure 85 continued 
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(m) von Mises stress pattern (perpendicular displacement 1.66 mm) (n) corresponding total 
mechanical strain distribution 
  
(o) von Mises stress pattern (perpendicular displacement 2.03 mm) (p) corresponding total 
mechanical strain distribution 
  
(q) von Mises stress pattern (perpendicular displacement 2.14 mm) (r) corresponding total 
mechanical strain distribution 
Figure 85 continued 
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 The collective stress over the top plate has been calculated and divided by the area 
of the plate in order to obtain the strain values, with the stress-strain pattern provided in 
Figure 86. 
 
Figure 86.  Stress-strain curves of spheres tested experimentally as compared to simulation 
results 
 
 The curves shown in Figure 86 imply that the results from simulation match well 
those obtained with hollow steel sphere of the same diameter, except in the final stage 
when the experiment results start acting erratically. That can be explained by the fact that 
when the total strain of sphere has reached 60% and beyond, in actuality the sphere has 
started to crack open and ultimately break apart, as shown in Figure 74, whereas in FEM 
modeling the elements, instead of becoming detached from each other, simply deform 
infinitely while maintaining the connectivity. Besides, the material properties from 
literature could be different from that of the spheres actually being tested, which could 
also contribute to the discrepancy.  
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 It is evident that the sphere with smaller diameter and thicker wall displays higher 
modulus than the one with larger radius and thinner wall, which is natural thinking as 
thicker wall provides more resistance to the compressive force.  
 Up to this point, the application of contact element has been proved to work well 
and produce reasonable results. This model can be expanded by varying all the 
parameters including material types, sphere dimension and the friction coefficient 























5.3 Modeling Mg/Al/Maraging Steel Hollow Spheres Composite Materials 
5.3.1 Significance 
 Using the previously established prototypical model for decarburization and the 
obtained mechanical properties of the hollow M350 spheres, this section focuses on 
deconstructing the development of lightweight, energy-absorbing, impact-resistant 
magnesium/aluminum alloy composites, in which the hollow M350 spheres are 
embedded, a design to ultimately produce a low-density material with high compressive 
strength and impact resistance [98-99]. The selected maraging steel acquires its superior 
strength, toughness and ductility from processes including annealing, air cooling and 
subsequent aging to achieve a fine dispersion of intermetallic phases along dislocations 
left by martensitic transformation [100]. Besides the mentioned properties, one additional 
advantage would be that the maraging steel displays very low thermal expansion 
coefficient therefore causing little dimensional variation, such that when the ambient 
temperature changes the spheres will not exert internal stress on the surrounding 
magnesium\aluminum matrix and cause cracks. The following considerations are 
necessary for the optimization of the composite: 
 1) The alloy composite chosen for the matrix and hollow sphere materials 
 2) The fabrication of hollow spheres such that uniform wall thickness and low 
porosity are maintained  
 3) Casting parameters such that there is low porosity in the matrix and good 
interfacial properties between the spheres and the matrix 
 4) Subsequent heat treatment parameters of the composite to achieve the desired 
mechanical properties 
 While the above considerations are ultimately to be investigated through 
experimentally casting maraging steel spheres in a Mg-Al alloy matrix, FEM modeling 
needs to be implemented to outline the most productive and cost-effective strategies 
before any actual steps are taken. So far, the compressive stress-strain data for the 
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individual components of the composite (hollow spheres and matrix alloys, as well as 
various heat treatments) have been incorporated into the preliminary models that can be 
expanded with the acquisition of more computing power. The parameters used and details 
of these models are described in the following sections. 
 
5.3.2 Material Geometry and Parameters Used for Modeling 
 Out of budgetary concerns, the composite material is first attempted with 
aluminum alloy AA5083 which is less costly than the magnesium alloys. Figure 87 
shows part of the cross-section of a composite with maraging steel hollow spheres of 


































Figure 87.  SEM images of the cross-section of a composite produced through the casting of a 
aluminum alloy of AA5083 composition around maraging steel spheres of M350 composition.  
The spheres in the composite were not aged prior to casting [100] 
 
 For the preliminary modeling of this AA5083/M350 hollow sphere composite, the 
hollow spheres are assumed to be perfectly spherical with a diameter of approximately 
2.5 mm and wall thickness 0.12 mm. The size of the 2D sample simulated is set at 20 × 
20 mm2, with a mesh density of 20 pixels/mm. The details about the parameters involved 




Table 46.  Parameters used for the modeling of M350 maraging steel spheres embedded in an 
AA5083 alloy matrix 
 AA5083 M350 
Yield tensile strength (MPa) 230 827 
Young's modulus (GPa) 75 211 
Poisson's Ratio 0.33 0.3 
Density (g/cm3) 2.66 8.08 
Tangent modulus (MPa) 2327.58 1758.4 
Elongation percentage at break 0.06 0.18 
 
 
 A program has been written to create the two-dimensional geometry for the 
AA5083 alloy/maraging steel hollow sphere composite material. Figure 88 shows an 
example of the geometry that is being investigated. The spheres are placed in the sample 
space following Gaussian normal distribution and the total volume accrues as more 
spheres are added until the total volume fraction is reached, which is 50% in this case. 
The deformation progress is displayed in Figure 89 with the von Mises stress pattern and 
logarithmic strain distribution at each step till the tensile strain reaches 40%. 
 
Figure 88. 2D geometry of Mg/Al/Maraging steel hollow sphere (20 × 20 mm2) 
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(a) von Mises stress pattern (total strain in -y direction -0.05) (b) corresponding 
logarithmic strain distribution 
  
(c) von Mises stress pattern (total strain in -y direction -0.1) (d) corresponding 
logarithmic strain distribution 
  
(e) von Mises stress pattern (total strain in -y direction -0.15) (f) corresponding 
logarithmic strain distribution 
Figure 89. The von Mises stress patterns and total logarithmic strain distributions of 20 × 20 mm2 
Mg/Al/M 350 hollow sphere composite material under tensile strain in -y direction at (a) (b) -0.05 




(g) von Mises stress pattern (total strain in -y direction -0.2) (h) corresponding 
logarithmic strain distribution 
 
  
(i) von Mises stress pattern (total strain in -y direction -0.25) (j) corresponding 
logarithmic strain distribution 
  
(k) von Mises stress pattern (total strain in -y direction -0.30) (l) corresponding 
logarithmic strain distribution 




(m) von Mises stress pattern (total strain in -y direction -0.35) (n) corresponding 
logarithmic strain distribution 
  
(o) von Mises stress pattern (total strain in -y direction -0.40) (p) corresponding 
logarithmic strain distribution 
Figure 89 continued 
 
 The total maximum strain in -y direction is 40%. As clearly seen in the stress 
pattern, the circumferences of the embedded spheres are the places where the stress 
congregates, whereas the alloy matrix sustains most of the strain. The alloy matrix can be 
compared to relatively "soft" rice cake while the M350 spheres are "hard" peanuts 
embedded in the rice cake. The compressive stress mostly concentrates around the 
interface between the embedded spheres and the alloy matrix while the matrix exhibits 




Figure 90.  Compressive stress-strain curves of the Al/M350 sphere composite material tested as 
compared to simulation results 
 
 The strain is only modeled up to 40%, which has exceeded the material's elastic 
limit though. The coincidence of the simulated stress-strain curves with the curves 
obtained experimentally is good (~170 MPa for the Young's modulus). However, due to 
the uncontrollable factors such as the actual volume fraction of hollow spheres, the 
normalization of force-stress, displacement-strain conversions, the actual properties of 
the material experimented on among others, the as-cast material's properties are rather 
volatile, heavily dependent on the aforementioned factors among others. The simulation 
can only provide a semi-quantitative estimate. 
 Similarly, the von Mises stress patterns and logarithmic strain distributions from 









(a) von Mises stress pattern (total strain in -y direction 0.05) (b) corresponding 
logarithmic strain distribution 
  
(c) von Mises stress pattern (total strain in -y direction 0.1) (d) corresponding logarithmic 
strain distribution 
  
(e) von Mises stress pattern (total strain in -y direction 0.15) (f) corresponding 
logarithmic strain distribution 
Figure 91. The von Mises stress patterns and total logarithmic strain distributions of 20 × 20 mm2 
Mg/Al/M 350 hollow sphere composite material under tensile strain in -y direction at (a) (b) 





(g) von Mises stress pattern (total strain in -y direction 0.20) (h) corresponding 
logarithmic strain distribution 
  
(i) von Mises stress pattern (total strain in -y direction 0.25) (j) corresponding logarithmic 
strain distribution 
  
(k) von Mises stress pattern (total strain in -y direction 0.30) (l) corresponding 
logarithmic strain distribution 




(m) von Mises stress pattern (total strain in -y direction 0.35) (n) corresponding 
logarithmic strain distribution 
  
(o) von Mises stress pattern (total strain in -y direction 0.40) (p) corresponding 
logarithmic strain distribution 
Figure 91 continued 
  
 The conclusion drawn from the simulated tension test, whose results are shown in 
Figure 92, is not far from that acquired from the compression test, except that the 
calculated Young's modulus comes a little lower than the compressive modulus (~150 
MPa as opposed to 170 MPa). The reason is, we assume, the tension-induced elongation 
does not force the embedded spheres to collide and impinge each other as much as the 
shrinkage caused by compression, in which the impinging spheres exert resistance 
towards the external compressive force.  
 The accompanying experiment is yet to be conducted. 
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Figure 92.  Tensile stress-strain curves of the Al/M350 sphere composite material 
 
 The sphere volume fraction is the subject of the following test, with the fraction 











(a) von Mises stress pattern (sphere volume fraction 10%) (b) corresponding logarithmic strain 
distribution 
  
(c) von Mises stress pattern (sphere volume fraction 20%) (d) corresponding logarithmic strain 
distribution 
  
(e) von Mises stress pattern (sphere volume fraction 30%) (f) corresponding logarithmic strain 
distribution 
Figure 93. The von Mises stress patterns and total logarithmic strain distributions of 20 × 20 mm2 
Mg/Al/M 350 hollow sphere composite material with various sphere volume fraction at (a) (b) 




(g) von Mises stress pattern (sphere volume fraction 10%) (h) corresponding logarithmic strain 
distribution 
Figure 93 continued 
  
 The final von Mises stress pattern, logarithmic strain pattern and stress-strain 
curve for 50% sphere volume fraction are shown in Figures 89 and 90. And the resulted 
comparison with other volume fractions are shown in Figure 94. Raising the volume 
fraction of spheres distinctively increases the overall strength by exhibiting higher 
Young's modulus and high yield strength. What is worth noting is the gradual 
diminishing of the bump in the stress-strain curves which occurs in the first place due to 
the resistance from the spheres once the compression has reached the point where the 
spheres start to impinge. Since the spheres are much harder than the aluminum matrix, 
their presence contributes greatly to the resistance to the compressive pressure, hence the 
enhanced modulus and bump in the stress-strain curve. Once the volume fraction starts to 




Figure 94.  Compressive stress-strain curves of the Al/M350 sphere composite material with 
different sphere volume fractions 
 
 Following the volume fraction of spheres, various sphere wall thicknesses are 
tested. By rearranging Equation 30, we obtain Equation 36 that directly addresses the 







=   (36) 
 The fv calculated used the current wall thickness (0.12 mm) and average sphere 
diameter (2.5 mm) is at 0.288. In order to examine the effects of the relative density, the 
diameters and the total sphere volume fraction remain unchanged while the wall 
thickness varies from 0.12 mm to 0.18 mm and 0.24 mm, with the relative density 
varying from 0.288, to 0.432 and 0.576. The accompanying geometries of the composite 
materials are shown in Figure 95, with the resulted final von Mises stress patterns and 




 (a) sphere wall thickness 0.18 mm   (b) sphere wall thickness 0.24 mm 
Figure 95. 2D geometry of Mg/Al/Maraging steel hollow sphere (20 × 20 mm2) with the sphere 
wall thickness at (a) 0.18 mm and (b) 0.24 mm 
 
  
(a) von Mises stress pattern (wall thickness 0.18 mm) (b) corresponding logarithmic strain 
distribution 
  
(c) von Mises stress pattern (wall thickness 0.24 mm) (d) corresponding logarithmic strain 
distribution 
Figure 96. The von Mises stress patterns and total logarithmic strain distributions of 20 × 20 mm2 
Mg/Al/M 350 hollow sphere composite material with sphere wall thickness at (a) (b) 0.18 mm (c) 
(d) 0.24 mm  
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 The resulted stress-strain curves with increasing sphere wall thickness are 
displayed in Figure 97.  
 
Figure 97.  Compressive stress-strain curves of the Al/M350 sphere composite material with 
different sphere wall thicknesses 
 
 The composite material with thicker sphere walls has a higher Young's modulus 
and the yield strength. The 106% and 118% increase observed in the modulus and yield 
strength when the wall thickness increases from 0.06 mm to 0.08 mm and 0.12 mm can 
be explained by the fact that the thicker sphere wall provides more resistance when the 
spheres start to impinge each other due to the external force.  









In order to gain a better understanding of decarburization, a finite difference model for 
the decarburization that occurs in AISI 1074 low alloy steel featuring spheroidite 
microstructure was attempted and was validated by comparing the simulation results with 
experimental observations. Considering that in the actual experiments the samples are 
exposed to the atmosphere at both surfaces so the two-sided outward flux boundary 
conditions are adopted to approximate the real scenario accurately. As demonstrated by 
the simulation results, the two decarburization layers increase over time into the sample 
as the reactions proceed until the layer thickness reaches approximately 80 μm after 100 
minutes, coinciding well with the experimental results well. 
 Then in terms of the mechanical property variations resulted from 
decarburization, as demonstrated in the Section 4.5, the simulation results compare 
favorably with the experimental observations. More importantly, the combination of the 
two types of models, FDM and FEM, have demonstrated the abilities to simulate many 
materials science-specific scenarios because the fundamental materials setting consisting 
of a matrix phase, second-phase particles, voids and cavities, and an altered surface is 
very common, as discussed in Chapter IV. By modifying the morphologies of second-
phase particles and defects, more material systems and scenarios can be approximated 
using these models, including but not limited to gas carburization, gas nitriding, 
carbonitriding, case hardening among other surface treatments. In addition, many more 
specific features have been added to the models to bring the simulation to a different 
level. Such examples include the 2D-3D comparison, propagation of fracture opening and 
interaction between contacting surfaces, making the models approximate the reality 
better. 
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           Additionally, the FEM model developed for decarburization is altered to simulate 
the mechanical behavior of a newly developed Mg/Al/M350 hollow sphere impact-
resistant composite material, furthermore proving its exceptional ability to handle 
complex geometric features, which is encountered on a regular basis when dealing with 







 The work presented in this dissertation summarizes the modeling work on the 
spehroidite's mechanical behaviors under the impact of decarburization layer thickness, 
variation of average particle size, particle volume fraction, and surface imperfection. 
After a series of comparisons, it is evident that the results obtained from the FEM 
modeling match the experimental outcomes reasonably. Many problems have been 
encountered over the course such as:  
 1) The application of periodic boundary conditions, with which the mechanical 
properties of bulky materials could be better calculated  
 2) Three-dimensional simulation has not been extensively explored due to the 
restriction of computing resources and time so the improvement of the algorithm and the 
application of parallel computing are expected to take full advantage of the prowess and 
flexibility of 3D modeling 
 3) Similar to the decarburization analysis, a lot of parametric tests can be done on 
the sphere-deformation model (element density, friction coefficient, sphere wall 
thickness, sphere diameter, distribution of different kinds of strains among others) and the 
composite material model (material property, 3D model, interface effects). 
 Two interesting issues encountered over the course of this project are both very 
detailed material science-related problems. The interface property is only marginally 
tapped into but the common understanding is that the interfacial characteristics in metals 
and metallic composite materials between adjacent phases are drastically different from 
those in ceramics and polymers, in the sense that in the former the interfacial properties 
are highly dependent on the lattice constant matching between the associated phases, 
which is termed as "coherency". Even when there is no altering in the phase materials, if 
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any external factors that can lead to the change of the lattice constant of either party are 
present, the interfacial properties will change significantly. As far as we are aware, an 
FEM model robust enough to embody such subtlety has yet to be constructed. Another 
material-science-related issue concerns the grain boundaries, which are the interfaces 
between two grains in polycrystalline material, to which most metals and metallic 
composite materials belong. The crystal orientations are different on both sides of the 
grain boundaries, plus grain boundaries incline to amass more second-phase particles, 
cavities, precipitations and defects therefore tending to exhibit vastly different behaviors 
than bulky materials when external force is applied. So it raises the question of how to 
define them since they are essentially the same material, only in a different state. It has 
been suggested that cohesive element could be used to represent the grain boundaries but 
























 The essence of FEM is to approximate the unknown using the previously 
introduced Equation  [ ]{ } { }K u F= , where K, u and F represent the stiffness matrix, a set 
of displacement vectors and the force. The entire domain is divided into a finite number 
of sub-domains or elements as we know it. Popular elements include one-dimensional 
linear and quadratic elements, as shown in Figure 95, two-dimensional triangular and 
quadratic elements, as introduced in Figures 19, 24 and 64, and those developed in three-
dimension such as in Figures 53, 59 and 78.  
 
Figure 98. One-dimensional truss and beam element  
 Most commercial FEM software packages are equipped with but not limited to all 
the elements above. There is no definite answer as to which element is the "best". Eight-
noded 2D (CPE8, CPS8) and twenty-noded 3D (C3D20) are often used for elasticity. In 
this section the truss element is selected for shape function derivation. The truss element 
has two nodal displacements, v1 and v2, at each end. For any given set of v1 and v2, a 
shape function is required to convert them into displacements along the length of the 
element. The selection of the functions is linear, as illustrated in Figure 96 below. 
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Figure 99. Truss element and its shape function 
  
 Then the shape functions need to be put into matrix form along with the end 
displacements to form an equation that links the displacements with the force as in 





vx x x xu v v
vL L L L
⎧ ⎫⎡ ⎤ ⎛ ⎞ ⎛ ⎞= − = − +⎨ ⎬ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎩ ⎭
  (37) 
{ } ( ) { }u H x v= ⎡ ⎤⎣ ⎦   (38) 
 Now a differential equation is needed to convert the displacement into strain, as 















  (39) 
( ) { }x D H x vε = ⎡ ⎤⎣ ⎦   (40) 
 Note that the nodal displacements, v, are constants with respect to x and need not 
to be operated on or differentiated. Therefore, only the derivatives of the shape functions 
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need to be taken into consideration. In this case with truss element, the strain can then be 
written by substituting the shape function matrix H(x), and applying the D operator 









= − ⎨ ⎬
⎩ ⎭
  (41) 
 Typically, the matrix resulted from the differential operator D multiplying the 
shape function matrix H(x) is denoted as B, the strain-displacement matrix. The strain is 
then commonly written in the short form Equation 42: 
{ } ( ) { }x B x vε = ⎡ ⎤⎣ ⎦   (42) 
 We also need the relationship of Hook's law that converts strain into stress, in 
Equation 43: 
Eσ ε= ∗   (43) 
 E in Equation 37 is the Young's modulus. Therefore, if we calculate the internal 
strain energy, which equals the integration of virtual strain over stress, the substitutions 





W v B E B v Vδ ε δσ δ
− −⎛ ⎞= = ∗ ∗ ∗ ∗⎜ ⎟
⎝ ⎠∫ ∫
  (44) 
 Equating internal to external virtual work and remove the arbitrary virtual 
displacement results in Equation 45: 
( )T
volume
S B E B V vδ= ∗ ∗ ∗∫   (45) 
 As a result, we can see the integral is just the element stiffness. Taking that 




K B E B Vδ= ∗ ∗∫   (46) 
 As defined previously, B is the strain-displacement matrix and E is the familiar 
Young's modulus. For this case where the involved analyses are linear, E is just the 3D 
representation of Hook's Law. Multiplying the matrices after the partial integration for 





L LK AE dx
L L
⎡ ⎤−⎢ ⎥
= ∗ ∗⎢ ⎥
⎢ ⎥−
⎢ ⎥⎣ ⎦
∫   (47) 
 Integrating the matrix term by term over the length of the element results in the 






= ∗⎢ ⎥−⎣ ⎦
   (48) 
 Equation 42 is just the stiffness matrix for one element, which will be assembled 
with the nodal displacements to solve the problem over the entire domain. The result is 
identical to the standard truss stiffness matrix deduced based on traditional stiffness 
method. However, the above derivations include the shape function process that can be 
extended to other types of elements where traditional stiffness by definition methods are 
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