Abstract. For a class of sparse operators including majorants of singular integral, square function, and fractional integral operators in a uniform manner, we prove off-diagonal two-weight estimates of mixed type in the two-weight and A∞-characteristics. These bounds are known to be sharp in many cases; as a new result, we prove their sharpness for fractional square functions.
Introduction
We prove two-weight L where the collections S j depend on the function f , but the implied constants do not, and so the norm estimates for A r,α S , uniform over the sparse collection S, imply similar estimates for the corresponding T .
Our main result reads as follows:
Theorem 1.1. Let 1 < p ≤ q < ∞, 0 < r < ∞, and 0 < α ≤ 1. Let ω, σ ∈ A ∞ be two weights. Then A The necessity of the A α pq -condition, and the lower bound in (1.3), follows simply by substituting f = 1 Q for any Q ∈ S and estimating A r,α S (f σ) ≥ A r,α {Q} (f σ) = |Q| −α σ(Q)1 Q , so the main point of the theorem is the other estimate. Theorem 1.1 includes several known cases: (The "Sobolev" case 1/p−1/q = 1−α of these results, together with multilinear extensions, can also be recovered from the recent general framework of [Zor16] .)
• For r = α = 1, (1.2) holds for all Calderón-Zygmund operators. The most general version is due to [Lac17] , with a simplified proof in [Ler16] , but its variants go back to [Ler13] . The bound (1.3) in this case was obtained in [HP13] for p = q = 2 and in [HL12] for general p = q ∈ (1, ∞). These improved the A 2 theorem of [Hyt12] by replacing a part of the A 2 or A p constant by the smaller A ∞ constant.
• For r = 2 and α = 1, (1.2) holds for several square function operators of Littlewood-Paley type [Ler11] . For p = q, the mixed bound (1.3), even for general r > 0, is from [LL16] ; this improves the pure A p bound of [Ler11] .
• For r = 1 and 0 < α < 1, (1.2) holds for the fractional integral operator
|x − y| n−γ dy, when α = 1 − γ/n [LMPT10] . When also p < q, (1.3) is due to [CUM13a] . The "Sobolev" case with 1/p − 1/q = γ/n = 1 − α ∈ (0, 1) was obtained by the same authors in [CUM13b] , elaborating on the pure A pq bound of [LMPT10] . Additional complications with p = q, which lead to the weaker version of our bound (1.3), have been observed and addressed in different ways in [CUM13a, CUM13b] ; see also the discussion in [CU17, Section 7]. • For 0 < r < 1 and α = 1, the operators (1.1) can be related to certain "rough" singular integral operators. Namely, several recent works starting with [BFP16] have established sparse domination for ever bigger classes of operators T in the form
for some s, t ≥ 1; this is weaker than (1.2), but still very powerful for many purposes. For s > 1 = t, the above domination can be written as
S , where r = 1/s ∈ (0, 1). In particular, [CACDPO17] have proved the bound (1.4) when T = T Ω is a homogeneous singular integral with symbol Ω ∈ L ∞ 0 (S n−1 ); in this case one can take any s > 1 with implied constant s ′ = s/(s − 1) in (1.4). Thus
′ is the L p/s dual weight of ω. From the sharp reverse Hölder inequality for A ∞ weights [HP13] one checks, for
Ap . With a similar estimate for the adjoint T *
, an elaboration of earlier results for the same operators by [CACDPO17, HRT17] . (Since we only reconsider known results here, we leave the details for the reader.) Certainly, there are also important developments not covered by Theorem 1.1. We have used the A ∞ assumption on the weights to bootstrap the generally insufficient two-weight condition [ω, σ] A α pq (S) < ∞. Other prominent assumptions found in the literature include:
• Orlicz norm bumps, studied among others in [CUMP12, Ler13, CUM13a, CUM13b, CU17] , with early history in [Neu83, Pér94a, Pér94b]; • testing conditions, pioneered in [Saw82, Saw88] , with a recent culmination in [LSSUT14, Lac14] ; and • entropy bumps, recently introduced in [TV16] and studied in [LS15, RS16] . However, an in-depth discussion of any of these topics would take us too far afield. (We will use certain testing conditions as a tool, though.)
While some parameter combinations seem to be new in Theorem 1.1, we do not insist too much on this. Our main contribution is the unified approach that covers all these cases at once, without being much longer than the proofs of the existing special cases. On the level of technical details, we build on the previous approach of [HL15] to the case p = q and α = 1. In the particular case of fractional square functions (corresponding to r = 2 and α ∈ (0, 1)) we also prove, in Section 5, the sharpness of our estimate for 1/p − 1/q = 1 − α. The sharpness seems to be new for this class of operators, although the bound itself was already obtained in [Zor16] .
In the next section we introduce the necessary background material. Afterwards we prove step by step sharp weighted estimates for sparse operators and conclude with the sharpness in the fractional square function case in the final section.
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Preliminaries
The definition in (1.1) is given for sparse families S of dyadic cubes. Let us be precise about these notions. The standard dyadic grid in R n is the collection D of cubes {2 −j ([0, 1) n + m) : j ∈ Z, m ∈ Z n }. For us, a dyadic grid is any family of cubes with similar nestedness and covering properties. Such systems of cubes may be parametrised by (ω k ) k∈Z ∈ ({0, 1} n ) Z as
but we will not need to make use of this explicit representation.
Definition 2.1. A collection S of dyadic cubes in R n is called sparse if for some η > 0 there exist pairwise disjoint (E Q ) Q∈S such that for every Q ∈ S the set E Q is a measurable subset of Q with |E Q | ≥ η |Q|.
A weight ω on R n is a locally integrable function ω : R n → R ≥0 . The class of all A ∞ -weights consists of all weights ω for which their A ∞ -characteristic
is finite, where (M f )(x) := sup Q∋x |Q| −1 Q |f | is the Hardy-Littlewood maximal function and where both suprema run over cubes of positive and finite diameter whose sides are parallel to the coordinate axes.
We introduce some convenient notation. Q f dσ for the mean of f over Q with respect to σ.
We conclude this section with some remarks about our notion of A α pq :
. Hence, the relationship to the characteristic used in The-
Ap . Only a limited range of parameters contains non-trivial pairs of weights:
Remark 2.3. The class of weights ω, σ :
In the diagonal case p = q, which maximizes the left hand side because of our standing assumption p ≤ q, this holds if and only if α ≤ 1. Hence, we only get examples for α ∈ (0, 1] and, if α >
In particular, for α = 1 we necessarily are in the diagonal case p = q. All this follows from the Lebesgue differentiation theorem by considering cubes centered at and shrinking to a fixed point in R n and the following identity:
Testing Constant Type Estimates for the Operator Norm
As a first central step we prove the following estimate for the operator norm of A r,α S between two weighted L p -spaces in terms of two testing constants.
Proposition 3.1. Let 1 < p ≤ q < ∞, r ∈ (0, ∞), α ∈ (0, 1], S a sparse collection of dyadic cubes and let ω, σ : R n → R ≥0 be weights. Define the testing constants
As preparatory steps for the proof of the above result we show some intermediate results. In a first step we reduce the norm estimate for A r,α S to an estimate for a linear operator. This reduction does not make use of the concrete form of A r,α S . We therefore formulate it in a more general setting.
Lemma 3.2. Let 1 < r < p ≤ q < ∞, C a collection of dyadic cubes and ω, σ : R n → R ≥0 be weights. Then for non-negative real numbers (c Q ) Q∈C , the expressions
, and
are comparable with constants independent of the concrete choice of (c Q ), ω and σ.
Proof. This follows from the estimates
For the complement parameter range for r, a second argument for the domination of the operator norm by the testing constants is needed. This can again be proven in a more general context.
, S a sparse collection of dyadic cubes and let ω, σ : R n → R ≥0 be weights. For non-negative real numbers (c Q ) Q∈S and measurable f :
Proof. It suffices to show the estimate for sparse collections S of cubes whose side lengths are bounded from above by a fixed constant. In the following we use the principal cubes associated to f and σ:
Further, for Q ∈ S we write π(Q) for the minimal cube in F containing Q. Using the principal cubes, we obtain
Here we use that for
by the maximality property of ch F (F ). But then F ′ ∈ F satisfies F ′ ⊇ Q and is strictly smaller than F , which contradicts the minimality of F = π(Q). Because of p ≤ r the norm on the right hand side is dominated by
Note that in the last step we can use the triangle inequality because of the assumption p ≤ q. Furthermore, the last expression to the power r is dominated
We estimate the last factor. Let x ∈ R n be fixed. If x lies in some cube in F 0 , we let Q 0 be the unique cube in F 0 that contains x. Further, if x lies in some cube in ch F (Q 0 ), we let Q 1 be the unique cube in ch F (Q 0 ) with x ∈ Q 1 . Continuing inductively, we obtain a possibly finite or even empty chain of cubes Q 0 , Q 1 , . . ., each of them containing x. Let N ∈ N with x ∈ Q N . Then
Since x ∈ R n and N is arbitrary, we get the pointwise domination
p . In particular, we have
As a central blackbox result we need the following norm characterization proved by Lacey, Sawyer and Uriarte-Tuero [LSU09, Theorem 1.11].
Lemma 3.4. Let 1 < p ≤ q < ∞ and let ω, σ : R n → R ≥0 be weights. For a collection of dyadic cubes D and non-negative real (τ Q ) Q∈D consider
Our preparations for the proof of Proposition 3.1 are now completed.
Proof of Proposition 3.1. Let us first consider the case r < p ≤ q < ∞. We apply Lemma 3.2 for the choice c Q = |Q| −αr which reduces the estimate to an estimate
ω , where
Now, with the choice τ Q = |Q| 1−αr σ(Q) r−1 we are in the setting of Lemma 3.4. Putting everything together, we get
Secondly, the case r ≥ p follows from Lemma 3.3 with c Q = |Q| −αr .
Sharp Estimates for the Testing Constants
In the last section we saw that it suffices to control the size of the associated testing constants T and T * instead of the operator norm of A r,α S . In this section we establish sharp estimates for these constants. We again need some preparatory steps before coming to the main result. We borrow the following lemma from [COV04, Proposition 2.2]. 
The first part of the following lemma can be deduced from the special case shown in [Hyt14, Lemma 5.2]. However, we prefer to give a direct proof.
Lemma 4.2. Let ω, σ : R n → R ≥0 be weights and α, β, γ ≥ 0 with α + β + γ ≥ 1. For a sparse family S of cubes and a cube R the following holds.
(a) For α > 0 one has the universal estimate
(b) For α = 0 one still has the weaker inequality
Proof. For both parts it suffices to treat the case α + β + γ = 1. In fact, if α + β + γ ≥ 1, let δ = (α + β + γ) −1 ≤ 1. Then, for example for part (a), one has
Now let α+ β + γ = 1. Let us start with the proof of part (a). We have the estimate
Since β + γ < 1, there exists some p ∈ (1, ∞) with pβ < 1 and p ′ γ < 1. Using Hölder's inequality, the above term is dominated by
We now estimate the first term in brackets. Using the sparseness of S and
, this term is dominated up to a universal constant by
Putting all the estimates together, we obtain the asserted inequality. For part (b) observe that by Hölder's inequality
The inequalities used in the last estimate can be seen as follows (for ω):
The next proposition is the heart of the article. Here we prove the required estimates on the testing constants T and T * . Note the emergence of additional factors in the diagonal case for fractional sparse operators. 
As a first step we estimate the inner sum (from now on omitting Q ′ ∈ S)
For this let δ > 0 be arbitrary. For each summand we have the estimate
We want to use Lemma 4.2. Its assumptions imply restrictions on the possible range of δ. In fact, the following four conditions must be satisfied:
The first three conditions imply that δ ∈ [r, min(rp ′ , q)] which has non-empty interior by our assumption q > r. The restriction imposed by the last inequality depends on the parameters. First, if α − 
Note that because of
q ≤ 1 the fraction on the right hand side is bigger or equal to 1. Hence, if q > p, we can find a δ with δ > r satisfying all conditions in (4.2). However, in the case p = q the only possible choice is δ = r. This is the only case where the strict inequality δ > r cannot be achieved. Summarizing our findings, Lemma 4.2 gives the estimate
1−r/p A∞ p = q and α < 1, 1 else.
We now show estimates for arbitrary δ > 0 satisfying the inequalities in (4.2). In the following we will ignore the additional factors in the case p = q and α < 1. Using the estimate for the inner sum we have
We pull another power of the two-weight constant out of the sum using exactly the power for which the sum becomes independent of the weight ω. Explicitly, this gives
For
Q∈S:Q⊂R
This finishes the estimate for T in the case q > r. We let T r denote the value of T for a particular choice of r. For the case q > p or α = 1 now suppose that q ≤ r. We choose some 0 < s < q ≤ r. We then have
Taking both sides of the inequality to the power r gives the desired estimate. Let us come to the very last case, namely q ≤ r, p = q and α < 1. Here we start with the special choice r = q = p. Then by (4.1) for δ = r
A∞ . Now, if q < r, then we choose s = p = q, and the same reasoning as in (4.3) gives
1/p A∞ . Part II: We now come to the estimate for the testing constant T * . Recall that here we are only interested in the case p > r. We write s = (p/r) ′ . We use Lemma 4.1 again to rewrite the involved norm as
Observe that the inner sum
is exactly the same sum as in the first part of the proof. Hence, exactly the same considerations and estimates apply here. Again ignoring the additional constants appearing in the case α < 1 and p = q, we get · ω(Q)
In the following paragraph we will verify the following estimate step by step:
which holds provided we can find δ > 0 for which the power of [ω, σ] is non-negative. For this consider the following:
Note that we can find δ > 0 that additionally satisfies the condition δ ≤ p because of the assumption p > r. Let us verify the identities for the powers of |Q| and ω(Q) used in (4.4). For the power of |Q| we have
whereas for the power of ω(Q) the following calculation shows the claimed identity
Hence, we have as desired
Let us again verify the power of [ω, σ] explicitly by a small calculation. We have
The fractional square function
We now specialize our findings to the case of classical fractional square functions, i.e. α ∈ (0, 1) and r = 2 for the condition α = 1 p ′ + 1 q . In the one-weighted theory one here considers estimates for L p ω p → L q ω q . For a weight ω : R n → R ≥0 , p, q ∈ (1, ∞) and α ∈ (0, 1] one is interested in sharp estimates in the one-weight characteristic
Its relation to the two-weight characteristic is [ω q , ω
Apq . Hence, Theorem 1.1 for σ = ω −1/(p−1) gives the following mixed A pq − A ∞ estimate.
Corollary 5.1. Let α ∈ (0, 1) and 1 < p ≤ q < ∞ with
Apq . In particular, ω ∈ A pq implies the finiteness of the above A ∞ -characteristics. Using this relation to the A pq -characteristic we a fortiori obtain the following pure A pq -estimate.
This estimate is optimal in the following sense.
Proposition 5.3. Let α ∈ (0, 1) and 1 < p ≤ q < ∞ with
for all ω ∈ A pq and an implicit S-dependent constant, then
Then the family S = (I k ) k∈N0 is 1 2 -sparse. We consider its associated operator A = A 2,α S . Following [LMPT10, Section 7], for ε ∈ (0, 1) we let ω ε (x) = |x|
Consequently, Let us now come to the left hand side of (5.1). First, 1 − p
Hence, one has for sufficiently small ε the estimate Φ(ε −1 ) ε
2 −α , which gives the desired bound by the monotonicity of Φ.
