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1. Introduction
Damek–Ricci spaces form a large class of solvable Lie groups equipped with a suitable Riemannian metric. They are
named after E. Damek and F. Ricci, who [11] noted that they are harmonic spaces. This class includes all rank-one sym-
metric spaces of the noncompact type. However, many Damek–Ricci spaces are not symmetric, i.e., the geodesic inversion
around the origin is not an isometry [6], so nonsymmetric Damek–Ricci spaces provide counterexamples to the Lichnerowicz
conjecture [15].
Several authors have studied analysis on these spaces in order to understand the differences between symmetric and
nonsymmetric harmonic spaces. Although radial analysis is essentially the same in both cases (see [1] and the references
therein), the study of nonradial analysis is often much more complicated in the nonsymmetric case. This is due to the lack
of a group acting transitively by isometries on geodesic spheres [9].
In this paper we study some basic properties of horocycles on Damek–Ricci spaces. Horocycles generalize the notion of
hyperplane in Rn and they are deﬁned as level sets of the Busemann function [12]. One can write the Busemann function
in terms of Poisson kernels. As a consequence, horocycles can also be viewed as level sets of the Poisson kernel [13].
Our main result is that a Damek–Ricci space is symmetric if and only if the geodesic inversion preserves the set of
horocycles. In the proof we use the fact that symmetric spaces are characterized among all Damek–Ricci spaces by a purely
algebraic condition, called the J2-condition [5].
Our paper is also motivated by the following. It is easy to see that the horocyclic Radon transform is linked to the
Helgason–Fourier transform for nonradial functions on Damek–Ricci spaces [3]. Therefore a better understanding of horo-
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F. Astengo, B. Di Blasio / Differential Geometry and its Applications 26 (2008) 676–682 677cycles may help to attack problems in the study of (nonradial) analysis on Damek–Ricci spaces, such as the Paley–Wiener
Theorem, which is still an open problem in the nonsymmetric case (see [13] for the symmetric case and see [2,4,16] for
partial results in the general case).
2. Damek–Ricci spaces
Let n be a two-step real nilpotent Lie algebra, with an inner product 〈·,·〉. Write n as an orthogonal sum n = v⊕ z, where
z is the center of n. For each Z in z, deﬁne the map J Z :v −→ v by the formula
〈 J Z X, Y 〉 =
〈[X, Y ], Z 〉 ∀X, Y ∈ v.
Following Kaplan [14], we say that the Lie algebra n is of Heisenberg type if
J2Z = −|Z |2 Iv ∀Z ∈ z, (1)
where Iv is the identity on v. A connected and simply connected Lie group N whose Lie algebra is an Heisenberg type
algebra is said to be a Heisenberg type or H-type group. The Iwasawa N-groups associated to all real rank one simple
groups are H-type. Note that from property (1), it follows that z = [v,v], and moreover the dimension of v is even, 2m say.
We denote by Q the number m + k, where k is the dimension of the center z.
In Section 3 we shall need the following properties of the map J . These properties are proved in [5, Section 1]:
J Z J Z ′ + J Z ′ J Z = −2〈Z , Z ′〉 ∀Z , Z ′ ∈ z,
〈 J Z X, J Z ′ X ′〉 + 〈 J Z ′ X, J Z X ′〉 = 2〈Z , Z ′〉〈X, X ′〉 ∀Z , Z ′ ∈ z ∀X, X ′ ∈ v,
J [X,X ′]X = |X |2P JzX X ′ ∀X, X ′ ∈ v,
[X, J Z X] = |X |2 Z ∀X ∈ v ∀Z ∈ z, (2)
where P Jz X X
′ is the projection of the vector X ′ on the space JzX = { J Z X: Z ∈ z}.
Since N is a nilpotent Lie group, the exponential mapping is surjective. We denote by (X, Z), with X in v and Z in z,
the element exp(X + Z) of the group N . By the Baker–Campbell–Hausdorff formula the group law in N is given by
(X, Z)(X ′, Z ′) =
(
X + X ′, Z + Z ′ + 1
2
[X, X ′]
)
∀X, X ′ ∈ v ∀Z , Z ′ ∈ z.
The Iwasawa N-groups are characterized, among all H-type groups, by an algebraic condition, called the J2 condition.
Deﬁnition. (See [5,6].) We say that n satisﬁes the J2-condition if, for any X in v and Z , Z ′ in z, such that 〈Z , Z ′〉 = 0, there
exists Z ′′ in z such that
J Z J Z ′ X = J Z ′′ X .
For X in v, let k(X) denote the orthogonal complement of (R⊕ Jz)X in v. The J2-condition is equivalent to the fact that
the subspace k(X) is preserved under the action of J Z for every Z in z.
Let n be a Heisenberg type algebra, and a be a one-dimensional real Lie algebra with an inner product, spanned by the
unit vector H . We extend the Lie bracket to n ⊕ a by linearity and the requirement that
[H, X] = 1
2
X ∀X ∈ v,
[H, Z ] = Z ∀Z ∈ z.
We extend the inner products on n and a to an inner product on n ⊕ a by requiring that n and a be orthogonal. Note that
n is an ideal in n ⊕ a.
Let S denote the connected, simply connected Lie group with Lie algebra n ⊕ a. The subgroups exp(a) and exp(n) are
closed, connected and simply connected, and will be denoted by A and N respectively. Then S may and will be identiﬁed
with the semidirect product NA of N and A. For t in R+ , we write at for the element exp(log tH) of A and (X, Z , t) for the
element exp(X + Z)at of NA. The product law in NA is given by
nan′a′ = n(an′a−1)aa′ ∀na,n′a′ ∈ NA,
where at(X, Z)a
−1
t = (t1/2X, t Z).
We equip NA with the left-invariant Riemannian metric which coincides with the inner product on n ⊕ a deﬁned above
when n ⊕ a is viewed as the tangent space to NA at the identity.
The Poisson kernel was studied in [7] and is given by
P :NA× N −→R,
(nat ,n1) 
−→ P(nat ,n1) = Pt
(
n−1n
)
,1
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Pt(n) = Pt(X, Z) = t Q
((
t + |X |
2
4
)2
+ |Z |2
)−Q
.
Geodesics in NA are well known [5]. If (V , Y , sH) is in n ⊕ a and |V |2 + |Y |2 + s2 = 1, then the geodesic such that
γ (0) = o and γ˙ (0) = (V , Y , s) is given by the formula
γ (τ ) =
(
2θ(1− sθ)
χ
V + 2θ
2
χ
J Y V ,
2θ
χ
Y ,
1− θ2
χ
)
, (3)
where
θ = θ(τ ) = tanh
(
τ
2
)
and χ = (1− sθ)2 + |Y |2θ2.
Any (unit speed) geodesic γ˜ through the point x in NA can therefore be written as
γ˜ (τ ) = x · γ (τ ) ∀τ ∈R,
where γ is deﬁned by (3). Note that if V = Y = 0 and s = 1, then γ (τ ) = (0,0, eτ ) and the last component blows up when
τ → +∞. In all the other cases, when τ → +∞ one obtains a point of the type (X ′, Z ′,0) for some (X ′, Z ′) in N . Therefore
the boundary of NA shall be identiﬁed with N ∪ {∞}.
The geodesic distance of the point x = (X, Z , t) from the identity o = (0,0,1) of NA is (see [10])
d(x,o) = log 1+ r(x)
1− r(x) , (4)
where 0 r(x) < 1 and
r(X, Z , t)2 = 1− 4t
(1+ t + |X |24 )2 + |Z |2
. (5)
The geodesic inversion σ has the following expression (see [6])
σ(X, Z , t) = 1
B(X, Z , t)
(−A¯(X, Z , t)X,−Z , t) ∀(X, Z , t) ∈ NA, (6)
where A(X, Z , t) and A¯(X, Z , t) denote the linear maps t + |X |2/4+ J Z and t + |X |2/4− J Z on v, and B(X, Z , t) is the real
number deﬁned by
B(X, Z , t) =
(
t + |X |
2
4
)2
+ |Z |2 = t Pt(X, Z)−1/Q .
As a Riemannian manifold, NA is a harmonic space [11]. This class of harmonic spaces includes all rank-one symmetric
spaces of the noncompact type, however in general NA is not symmetric [6,11].
When t → 0 in Eq. (6) one obtains a map σ¯ on the boundary N ∪ {∞} of NA by letting
σ¯ (X, Z) = 1B(X, Z)
(−A¯(X, Z)X,−Z) ∀(X, Z) ∈ N \ {(0,0)},
σ¯ (0,0) = ∞,
σ¯ (∞) = (0,0),
where A(X, Z) and A¯(X, Z) denote the linear maps |X |2/4 + J Z and |X |2/4 − J Z on v, and B(X, Z) is the real number
deﬁned by B(X, Z) = |X |416 + |Z |2. When dependence on (X, Z , t) in NA or (X, Z) in N is clear, we shall more simply write
A, A¯, B, A, A¯, B.
3. Horocycles on N A
The sectional curvature of NA is nonpositive [8], therefore NA is a Hadamard manifold and we follow the approach
in [12]. If x is in NA and γ is any geodesic of NA with unit speed, then the function
τ ∈R 
→ d(x, γ (τ ))− τ
is bounded below and monotone decreasing. Therefore the Busemann function
x ∈ NA 
→ fγ (x) = lim
τ→+∞d
(
x, γ (τ )
)− τ
is well deﬁned. Clearly fγ (γ (0)) = 0.
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Θ = {x ∈ NA: fγ (x) = const}
for some unit speed geodesic γ .
It is not hard to show that if β and γ are unit speed geodesics with the same endpoint, then fβ − fγ = fβ(γ (0)), i.e.,
fβ − fγ is constant. Hence for any x0 in NA{
x ∈ NA: fβ(x) = fβ(x0)
} = {x ∈ NA: fγ (x) = fγ (x0)},
i.e., level sets of the Busemann function depend on the endpoint of the geodesic rather than on the geodesic itself. This
endpoint will be called normal to the horocycle.
As the set of endpoints is N ∪ {∞}, we denote by Θx,n1 the unique horocycle passing through the point x in NA with
normal n1 in N ∪ {∞}. Clearly, if γ is any unit speed geodesic with endpoint n1,
Θx,n1 =
{
y: fγ (y) = fγ (x)
}
.
We extend the deﬁnition of the Poisson kernel P by letting P(nat ,∞) = t Q , for every nat in NA. The following lemma
clariﬁes the reason for this deﬁnition.
Lemma 3.1. Let n1 be in N ∪ {∞} and γ be any unit speed geodesic with endpoint n1 .
(i) If n1 = (X1, Z1) is in N, then
fγ (x) = log
(P(x,n1))−1/Q + fγ (X1, Z1,1) ∀x ∈ NA.
(ii) If n1 = ∞ then
fγ (x) = − log t + fγ (0,0,1) = log
(P(x,∞)−1/Q )+ fγ (0,0,1) ∀x = nat ∈ NA.
Proof. Let n1 = (X1, Z1) be in N and γ¯ be the geodesic γ¯ (τ ) = (X1, Z1, e−τ ), τ in R. Remembering the distance formula (4)
we can compute that if x = (X, Z , t) is a point in NA, then
f γ¯ (x) = lim
τ→+∞d
(
x, γ¯ (τ )
)− τ
= lim
τ→+∞d
(
o, x−1γ¯ (τ )
)− τ
= lim
τ→+∞ log
(
(1+ r(xτ ))2
(1− r2(xτ ))eτ
)
,
where xτ = x−1γ¯ (τ ) = (t−1/2(X1 − X), t−1(Z1 − Z − [X, X1]/2), t−1e−τ ). Since
(
1− r2(xτ )
)
eτ = 4t
(t + e−τ + |X1 − X |2/4)2 + |Z1 − Z − [X, X1]/2|2 ,
when τ → +∞ one can easily check that r(xτ ) → 1 and
f γ¯ (x) = log
(
Pt
(
n−11 n
))−1/Q = log(P(x,n1))−1/Q .
If γ is any unit speed geodesic with endpoint n1, then
fγ = f γ¯ + fγ
(
γ¯ (0)
) = log(P(·,n1))−1/Q + fγ (X1, Z1,1).
This proves (i).
We now prove (ii). A geodesic with endpoint ∞ is γ˜ , where γ˜ (τ ) = (0,0, eτ ), for every τ in R. If x = (X, Z , t) then by
the distance formula (4)
f γ˜ (x) = lim
τ→+∞d
(
x, γ˜ (τ )
)− τ = lim
τ→+∞ log
(
(1+ r(xτ ))2
(1− r2(xτ ))eτ
)
,
where xτ = (e−τ/2X, e−τ Z , e−τ t). By formula (5)
(
1− r2(xτ )
)
eτ = 4t
(1+ e−τ t + |e−τ/2X |24 )2 + |e−τ Z |2
.
When τ → +∞, we obtain that (1− r2(xτ ))eτ → 4t and r(xτ ) → 1. Hence
f γ˜ (x) = log(1/t) = log
(P(x,∞)−1/Q ) ∀x ∈ NA.
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fγ (x) = f γ˜ (x) + fγ
(
γ˜ (0)
) = − log(t) + fγ (0,0,1) ∀x = (X, Z , t) ∈ NA. 
Lemma 3.1 shows that if γ is any unit speed geodesic with endpoint n in N∪{∞}, then the function exp(−Q fγ )−P(·,n)
is constant. Therefore, by formula (6), all the horocycles can be described as follows:
Θx,∞ =
{
y ∈ NA: P(y,∞) = P(x,∞)} = Na(x),
Θx,n =
{
y ∈ NA: P(y,n) = P(x,n)} = n−1σ (Na(σ(x))), (7)
where we write a(x) = t if x = (X, Z , t).
The following inequality is trivial when NA is a symmetric space [13] and is useful in many computations regarding the
Helgason–Fourier transform [2,13].
Corollary 3.2. Let x be in NA. Then
e−Q d(x,o)P(o,n)P(x,n) eQ d(x,o)P(o,n), ∀n ∈ N.
Proof. Let γ be a unit speed geodesic with endpoint n. By Lemma 3.1 we obtain∣∣∣∣log
( P(x,n)
P(o,n)
)∣∣∣∣ = Q ∣∣ fγ (x) − fγ (o)∣∣ = Q limτ→∞
∣∣d(x, γ (τ ))− d(o, γ (τ ))∣∣.
Since |d(x, γ (τ )) − d(o, γ (τ ))| d(x,o) for all τ in R, the thesis follows easily. 
Remark. Similar estimates appear in [2, Lemma 4.6] and have been erroneously used to complete the proof of part of the
Paley–Wiener Theorem [2, Theorem 4.5]. Corollary 3.2 improves Lemma 4.6 in [2] and corrects the errors in [2, Theorem 4.5].
The next proposition shows that horocycles are the generalization of hyperplanes in Rn . This fact is true in all Hadamard
manifolds [12], but in this case it can be checked easily. Here we only outline the proof.
Proposition 3.3. Let n1 be in N ∪ {∞}. Any horocycle with normal n1 cuts all geodesics tending to the point n1 of the boundary
orthogonally.
Proof. The case where n1 = ∞ is straightforward. Indeed, since the Lie algebras n and a are orthogonal, the horocycle
N = Θo,∞ is orthogonal to the geodesic γ˜ (τ ) = (0,0, eτ ), τ in R (i.e., A) at the identity o. Moreover, by left-invariance and
since A normalizes N , the geodesic naγ˜ is orthogonal to the horocycle naN = Na = Θna,∞ at the point na.
Suppose now that n1 = 0N , where 0N = (0,0) is the identity of the group N . Denote by γ the unit speed geodesic such
that γ (0) = x and γ˙ (0) equals the normalization of the gradient of the Poisson kernel P(·,0N )−1/Q at the point x. Lengthy
but easy computations show that for this choice of the tangent vector we have limτ→−∞ γ (τ ) = (0,0,0). Therefore the
unique unit speed geodesic through x and tending to the point 0N of the boundary is orthogonal to the horocycle Θx,0N at
the point x. The rest now follows by left-invariance. 
In the following theorem we prove that NA is a symmetric space if and only if the geodesic inversion σ preserves the
set of horocycles.
Theorem 3.4. The following conditions are equivalent:
(i) NA is a symmetric space;
(ii) σ(Θx,n1 ) = Θσ(x),σ¯ (n1) for every x in NA and every n1 in N ∪ {∞};
(iii) σ(Θo,n1 ) = Θo,σ¯ (n1) for every n1 in N.
Proof. The implication (ii) ⇒ (iii) being obvious, we shall prove the theorem by showing that (i) ⇒ (ii) and (iii) ⇒ (i).
Suppose that NA is a symmetric space. This means that the geodesic inversion σ is an isometry. Let x be in NA and γ
be a unit speed geodesic with endpoint n1 in N ∪ {∞}. Then σγ is a geodesic with endpoint σ¯ (n1). Since σ is an isometry,
fγ (x) = lim
τ→+∞d
(
x, γ (τ )
)− τ
= lim
τ→+∞d
(
σ(x),σγ (τ )
)− τ
= fσγ
(
σ(x)
)
. (8)
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fσγ
(
σ(x)
) = fγ (x) = fγ (x0) = fσγ (σ(x0)),
i.e., σ(x) is in Θσ(x0),σ¯ (n1) .
We now prove that (iii) ⇒ (i), by showing that if NA is nonsymmetric, then condition (iii) does not hold.
Since by Lemma 3.1
Θo,n′ =
{
x ∈ NA: P(x,n′) = P(o,n′)}
we obtain that y = (X(y), Z(y),a(y)) is in Θo,n′ , where n′ = (X ′, Z ′), if and only if
(
a(y) + |X(y) − X
′|2
4
)2
+
∣∣∣∣Z(y) − Z ′ − 12
[
X ′, X(y)
]∣∣∣∣
2
− a(y)
((
1+ |X
′|2
4
)2
+ |Z ′|2
)
= 0. (9)
Let x = (X, Z , t) and n1 = (X1, Z1). Then we obtain that σ(x) is in Θo,n1 if and only if Eq. (9) holds when y =
1
B (−A¯X,−Z , t) and n′ = (X1, Z1), i.e.,
(
t
B
+ |−
A¯X
B − X1|2
4
)2
+
∣∣∣∣− ZB − Z1 +
1
2
[
X1,
A¯X
B
]∣∣∣∣
2
− t
B
((
1+ |X1|
2
4
)2
+ |Z1|2
)
= 0. (10)
On the other hand, x is in Θo,σ¯ (n1) if and only if Eq. (9) holds when y = x and n′ = 1B1 (−A¯1X1,−Z1), i.e.,
(
t + |X +
A¯1 X1B1 |2
4
)2
+
∣∣∣∣Z + Z1B1 +
1
2
[ A¯1X1
B1 , X
]∣∣∣∣
2
− t
((
1+ |A¯1X1/B1|
2
4
)2
+
∣∣∣∣ Z1B1
∣∣∣∣
2)
= 0. (11)
For ﬁxed (X1, Z1) in N Eqs. (10) and (11) must have the same set of solutions (X, Z , t). Suppose that Z = 0 and X is
in k(X1). Using the well-known properties (2) of the map J , Eqs. (10) and (11) become
1+ BB1 + |X |
2|X1|2
8
− t − tB1 = 0,
〈P Jz( J Z1 X1)X, X〉 = 0.
Clearly there exists t > 0 such that the ﬁrst equation holds. On the other hand, if NA is nonsymmetric, then the J2-condition
does not hold, i.e., the map J does not preserve k(X1) for every X1 in v. Therefore there exist (X1, Z1) and X such that the
second equation does not hold. 
An easy consequence of our result is as follows.
Corollary 3.5. The following conditions are equivalent:
(i) NA is a symmetric space;
(ii) P(o,n1)P(σ (x), σ¯ (n1)) = P(o, σ¯ (n1))P(x,n1) for every x in NA and n1 in N ∪ {∞}.
Proof. Suppose that NA is a symmetric space. In this case formula (ii) can be found in [13], but can be proved easily. Indeed,
by (8) and Lemma 3.1
fγ (x) = fσγ (σ x)
P(x,n1)
P(o,n1) = e−Q ( fγ (x)− fγ (o))
∀x ∈ NA, ∀n1 ∈ N ∪ {∞},
where γ is any unit speed geodesic with endpoint n1. This proves condition (ii). Suppose now that (ii) holds and let n1 be
in N . If x is in Θo,n1 , then
P(σ (x), σ¯ (n1))
P(o, σ¯ (n1)) =
P(x,n1)
P(o,n1) = 1,
so that σ(x) is in Θo,σ¯ (n1) . This gives condition (iii) in Theorem 3.4. 
Remark. If in condition (ii) we let x = nat and t → 0, we obtain the so-called “basic equation” of [5, Theorem 4.2], i.e.,
B(σ¯ (n)−1σ¯ (n1)) = B(n)−1B(n1)−1B(n−1n1),
which is known to be equivalent to the J2-condition, and hence to the symmetry of NA. However, note that Corollary 3.5
does not readily follow from [5].
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