Research methods and underlying theories for research designs that integrate quantitative and qualitative approaches (i.e., mixed methods) are well documented in the field of education research. What is missing in the literature is a nuts-andbolts description of the actual practice that goes into creating a good mixed-methods survey instrument for research in the science education domain. This paper will detail the steps involved in designing, implementing, and scoring a valid and reliable mixed-methods survey instrument. This survey instrument was designed to investigate experts' and novices' conceptual understanding of plate tectonics as inferred by their answers to a series of questions related to a modified version of a commonly used cross-section schematic published by the U.S. Geological Survey. Development of the instrument involved numerous revisions with iterative inputs from local and community-based experts. After integration of expert comments, the survey instrument was piloted to a physical science for nonscience majors course. This led to further revisions in the survey instrument to improve communication validity prior to widespread distribution. Development of scoring rubrics similarly required iterative modifications based on a thematic analysis of collected data. By outlining the steps involved in designing, validating, and analyzing this mixed-methods instrument, we believe that this paper can serve as a template for future survey instrument development. In particular, we hope to illustrate the iterative and time intensive nature of mixed-methods inquiry, both in terms of pre-investigation design and postinvestigation analysis, and to offer our empirically based insights into the instrument and rubric development process.
INTRODUCTION
The investigation of alternative conceptions held by students is a domain of research that has driven science education discourse for nearly a century (e.g., Driver, 1989; Duschl et al., 2007; Posner et al., 1982 , and references therein). The approaches used to reveal student ideas range from multiplechoice survey instruments with constrained response options, to a researcher passively observing discussions in a classroom, to intensive, one-on-one interviews, to broad, open-ended survey Designing a mixed-methods research instrument and scoring rubric to investigate individuals' conceptions of plate tectonics spe 474-07 page 2 instruments designed to illicit freeform thought. Each of these approaches provides valuable information about the range and depth of student thinking, generating tangible evidence for the missteps students can take on the pathway to scientific literacy. While interviews provide opportunities to gain a detailed understanding of thinking and reasoning for a small handful of students, multiple-choice survey instruments offer an opportunity to evaluate the prevalence of ideas across many students. Among the possible research techniques, open-ended survey instruments are highly valued as tools that offer opportunities to both collect data from many students and probe, however lightly, for explanations of ideas. Survey instruments of all types are attractive to researchers because of their: (1) perceived relative ease of development; (2) ability to acquire data from multiple population samples; and (3) possibility for simple content and semiquantitative analyses. Newly available mechanisms for web-based dissemination (e.g., www.surveymonkey.com) provide ready access to wide and diverse populations. In their broadest sense, surveys can be quantitative, such as multiple-choice concept inventories (e.g., Libarkin, 2008) , semiquantitative, as in instruments that utilize a Likert scale (e.g., Adams et al., 2006) , qualitative, such as open-ended questionnaires (e.g., Lederman et al., 2002 ), or open-ended surveys that combine components of both quantitative and qualitative methodologies, i.e., mixed-methods surveys (Creswell, 2003; Hossler and Vesper, 1993) .
Quantitative surveys are particularly useful in science education research for large-scale assessments in comparison studies both nationally and internationally (e.g., Britton and Schneider, 2007) . Qualitative surveys utilizing an open-ended question design are also well used. While many texts on qualitative research provide general guidelines for instrument development and analysis (e.g., Crotty, 1998; Denzin and Lincoln, 1998; Lincoln and Guba, 1985) , very few works discussing the actual experience of developing a survey instrument have been published. Some very well-known qualitative surveys are supported by a literature that describes their conception, development, and use; one of the best examples is the Views of Nature of Science Questionnaire (VNOS; Lederman et al., 2002) . Although the body of work documenting the development of the VNOS provides some insight into the actual process of instrument development, the actual, nuts-and-bolts process through which the VNOS was written, reviewed, revised, and piloted is never completely discussed. While tools such as the VNOS clearly required significant thought and effort for their production, the true timeconsuming nature of survey instrument development and analysis is only suggested.
Mixed-methods research "combines quantitative and qualitative research techniques, methods, approaches, concepts, or language into a single study" (Johnson and Onwuegbuzie, 2004, p. 17) . The mixed-methods approach has, at times, been shunned by both quantitative and qualitative research purists (see Johnson and Onwuegbuzie, 2004; Rossman and Wilson, 1985 for discussions), but has been accepted by many researchers who see the integration of qualitative and quantitative approaches as useful, (Greene et al., 1989; Johnson and Onwuegbuzie, 2004; Kidder and Fine, 1987; Rossman and Wilson, 1985; Teddlie, 1998, 2003) . A significant advantage to the mixedmethods approach is the ability to triangulate or corroborate findings obtained using both qualitative and quantitative techniques (Greene et al., 1989) . Mixed-methods surveys are an attractive research method, but the time-intensiveness of survey instrument use in science education research needs to be explicit because scholars new to their use may be surprised as they engage in the process of survey development. This paper will detail the steps involved in designing, implementing, and scoring a valid and reliable mixed-methods survey instrument.
SURVEY INSTRUMENT AND RUBRIC DEVELOPMENT
As with any scientific endeavor, locating one's research includes a discussion of the research question, rationale for conducting the study, and a discussion of why a particular research approach (qualitative, quantitative, or mixed-methods) was chosen. However, unlike typical scientific research, one must also locate the researcher within the context of the research (e.g., Feig, this volume) . This contextualization is grounded in the idea that data interpretation will be affected by the interpreter's incoming perspective (Maxwell, 2005; Patton, 2002) . For example, researchers must ask: What is the researcher's position relative to the participants (Marshall and Rossman, 2006) ? In a classroom setting, is the researcher also the instructor or an outside observer (Patton, 2002) ? What is the researcher's perspective; that is, does the researcher view the data through the lens of a post-positivist, an interpretivist, or a naturalist (e.g., Crotty, 1998; Lincoln and Guba, 1985; Phillips and Burbules, 2000) ? Addressing these questions provides insight to both the researcher and users of the research about study quality and potential limitations.
Survey Instrument Design
The overall design of a survey, as well as the design of individual questions, can have significant impacts on the quality of research (Creswell, 2003) . A survey instrument that is designed without forethought of intention, or without considering the perspective of the target population, will likely yield results that are at odds with researcher expectations. Appropriate use of language and visuals, attention to page layout (e.g., Sanchez, 1992) , and the limiting of distracting elements (Harp and Mayer, 1998) can all improve survey results. While the question of survey design has been discussed most extensively within the sociology or public opinion literature (e.g., Presser et al., 2004, and similar) , all fields that utilize surveys in research practice adhere to similar approaches in design.
Regardless of domain, survey design follows a number of reasonable tenets (e.g., Siragusa and Dixon, 2006) ; these principles apply whether a survey is qualitative, mixed-methods, or spe 474-07 page 3 quantitative in structure. These principles have been laid out in any number of good works on survey and analysis design (e.g., Creswell, 2003; Fink, 2003; Thomas, 2004) or general research methods (Trochim and Donnelly, 2007) . For our purpose of creating a survey instrument that contains open-ended, guided open-ended, and fixed-response questions, three principles are most important. First, questions need to be understandable to the target population. Efforts should be made to avoid language that is outside the common knowledge of the study population, to word questions as unambiguously as possible, and to use visuals in nondistracting ways. Ultimately, we need to ensure that users are interpreting questions as intended by the developers (Lopez, 1996) . Second, pilot testing and subsequent revisions should precede dissemination of the survey instrument in a larger study; this piloting should occur with both experts and a small sample of the targeted population (e.g., Presser et al., 2004) . Pilot results may inform the overall study, but cannot, in and of themselves, constitute a study. Finally, the use of cognitive interviews (i.e., thinkalouds and probing) to inform survey design serves to validate the researcher's postulated inferences about test-taker intent and thinking (Collins, 2003; Beatty and Willis, 2007; Presser et al., 2004) . Similarly, the significant effort invested into the application of these principles to survey design needs to be duplicated during development of rubrics for survey analysis (Ambrose et al., 2004; Bresciani et al., 2009 ).
Rubric Design
Rubrics for scoring or analyzing qualitative survey data can be used to categorize survey responses or to rank order responses along a relevant continuum (e.g., least to most scientific). In many ways, the development of scoring rubrics mirrors the development of survey instruments, with well-established mechanisms for ensuring that scoring is as unbiased and based in reality as possible. Thematic content analysis, a form of constant comparative analysis, is a common approach used in developing scoring rubrics for qualitative data. During thematic content analysis, the researcher uncovers common themes within the data through an inductive analysis of the data itself (Denzin and Lincoln, 1998; Patton, 2002) . Thematic codes are continually changing as data analysis proceeds, although most questionnaire studies in science education are simple enough for major themes to emerge very early in the analytical process. Ultimately, the most important aspect of rubric design is attention to researcher bias; a rubric must reveal, as closely as possible, the perspective of the research subjects rather than the biases of the researchers themselves (Denzin and Lincoln, 1998) .
Validity, Reliability, and Trustworthiness
As with any research study, assessments of the research design, data collection, and analytical methods are important in determining research quality. We may create a survey instrument that is intended to measure a specific phenomenon, but in reality may inadvertently measure something different, fail to measure anything meaningful, or may bias results toward our intended outcomes. The challenge of designing a good mixed-methods research project is to ensure that the fallibility of the data collection and analyses is limited to the extent possible. Just as mixed-methods research incorporates aspects of qualitative and quantitative research methods during design, implementation, and analysis, multiple approaches should be used in assessing the quality of mixed-methods research.
Qualitative research is commonly evaluated based on the concept of trustworthiness (Lincoln and Guba, 1985) . In quantitative research, evaluation considers the rigor of the study (i.e., validity and reliability; Litwin, 1995; Morse et al., 2002) . Similarly, Johnson and Onwuegbuzie (2004) and Onwuegbuzie and Johnson (2006) have presented an approach to evaluating mixedmethods research that they term legitimization. Each of these evaluation frameworks provides a means for judging the quality of research. Utilizing multiple evaluation frameworks provides flexibility in assessing those attributes of the instrument that are pertinent for the specific goals of a given research project (see Morse et al., 2002; Lewis, 2009; Trochim and Donnelly, 2007) . We have chosen to assess the quality of this project using a combination of rigor and trustworthiness. We chose this approach over that of legitimization because (1) we are familiar with qualitative and quantitative approaches to trustworthiness and rigor; and (2) rigor and trustworthiness are well established within the science education community, while the legitimization approach is relatively new and unused. A blend of components of trustworthiness with specific metrics for validity and reliability seems to us to be a reasonable approach when evaluating a mixed-methods study. Indeed, a number of researchers have recently argued for various ways to apply validity and reliability to qualitative research projects (Creswell and Miller, 2000; Golafshani, 2003; Lewis, 2009; Morse et al., 2002) .
Validity generally refers to how well a measurement represents the true value of the trait being measured (e.g., Trochim and Donnelly, 2007) . For example, we might consider how well a test score represents the level of understanding of an individual student being tested. In the case of a conceptual rubric designed as the filter for analyzing survey data, we need to ensure that categories of qualitative data represent, as closely as possible, the underlying conceptions of the study population. Reliability, on the other hand, is concerned with the reproducibility or repeatability of a measure or study (e.g., Trochim and Donnelly, 2007) . Although very difficult to actually test, a reliable measure would generate identical test scores if taken repeatedly by a single person, and assuming no change in understanding across test implementation. For qualitative questions in surveys, we can similarly ask if different researchers looking at a single data set would reach similar conclusions, a process referred to as peer review in qualitative research (Merriam, 2002) . Similar to validity and reliability, trustworthiness is the application of the concept of rigor in ways that are tailored to the qualitative research setting (Lincoln and Guba, 1985) . In particular, trustworthiness spe 474-07 page 4 considers the relationships between the researcher, the population under study, and the ways in which data are analyzed. Most importantly, sources of bias, agreement of the participants with the findings, and application of findings or the research process in other settings, for example, need to be considered (Lincoln and Guba, 1985) .
We think it is useful here to provide a brief background of those forms of rigor and trustworthiness that are most important for mixed-methods instrument design and analysis (Table 1) . Table 1 is not intended to be exhaustive, but rather to touch on those areas of validity and reliability that should be considered when designing a survey and scoring rubric, and that we attempted to address in the design of the survey instrument as discussed here. Finally, the forms of validity and reliability documented herein represent both standard measures and measures that we feel should be considered more routinely in instrument development and analysis.
DEVELOPMENT OF A SURVEY INSTRUMENT AND SCORING RUBRIC FOR ASSESSING CONCEPTS RELATED TO PLATE TECTONICS
We will now describe the steps we took to design a platetectonic conceptions survey instrument and the associated rubrics used to analyze collected data. We include details of our iterative approach, and provide a discussion of our insights and reflections on the entire process. Our survey instrument was designed with three research objectives in mind: (1) investigating people's conceptions (both scientific and alternative) of plate tectonics; (2) documenting how these conceptions might vary across the expert-to-novice continuum; and (3) investigating the role of images in communicating, and possibly miscommunicating, plate-tectonic concepts. For this study, novices are considered to be individuals with only an introductory exposure to the theory of plate tectonics, whereas geoscience faculty are considered to be experts. Other participants, such as geoscience graduate students, are positioned at intermediate levels along the expert-novice continuum. The survey instrument we created consists of questions about aspects and terminology related to plate-tectonic processes ( Fig. 1) . Some of these questions required respondents to view a schematic plate-tectonic cross section. Respondents were also asked to report their confidence in their answers as a measure of the role of an individual's perceived ability on performance (Bandura, 1984) . In addition to broad utility, we wanted an instrument that could be widely distributed and serve as the basis for semistructured, one-on-one interviews. We feel the resultant survey instrument has met our expectations: Novices are able to describe plate-tectonic concepts presented in the survey instrument, an, the image has enough layered knowledge-especially when used in interviews-to probe the deeper conceptual understandings of both novices and experts. The time required for the iterative development of the survey instrument to move from initial conception in early October 2007 to its current form, which was attained in April 2009, was 1.5 yr.
Locating the Research
The context, including setting, in which data are collected can influence study findings (Feig, this volume) . For surveys that were administered to college-level students enrolled in introductory-level earth science courses (i.e., novices), the lead author distributed all surveys with the exception of surveys administered to students at a community college in the NE United States, where the course instructor distributed the surveys. For those courses in which the lead author administered the survey instruments, he had no other connection to the students. Surveys completed at an exhibitor booth at the 2008 Geological Society of America (GSA) Annual Meeting were distributed by both authors and by colleagues. Interviews were completed in private rooms at the GSA meeting and at four institutions of higher education. All interviews were conducted by the first author, who had no relationship to research participants. All participants were given a consent form and instructions that had received approval from an Institutional Review Board.
The location of the researcher within the context of the research is possibly more important than the setting for data collection (Feig, this volume; Marshall and Rossman, 2006; Maxwell, 2005; Patton, 2002) . The lead author is a geoscientist with a research background in isotope geochemistry and geocognition, which is the study of how people perceive and understand Earth and Earth processes. The second author is also a geoscientist with a research background in geodynamics and geocognition. Both authors have a postpositivist perspective, meaning we perceive knowledge not as a fixed entity, but rather as being supported by the strongest warrants, or grounds, currently available, and subject to change as new evidence becomes available (Phillips and Burbules, 2000) .
Instrument Design
spe 474-07 page 5 Lewis, 2009) Conclusion validity is the measure of one's ability to determine the relationship, or lack thereof, between the variables being studied. This is a more general form of internal validity, which is most often considered when an attempt is made to determine a causal relationship between variables. In general, a researcher needs to ensure that they are not biasing study findings through personal expectations, their own actions, or failure to consider study limitations. For qualitative work, credibility also addresses researcher bias, and in particular the degree to which study participants agree with findings and the broader implications of the work.
We found this to be the most difficult metric of rigor and trustworthiness to evaluate. Experts exposed to our research findings during presentations at professional meetings generally agreed with the study findings and the implications for image redesign. Ultimately, we view credibility as the final step in the study validation process. As results become available for publication, we anticipate contacting interviewed experts to gauge their agreement with our general findings. In ongoing work, we are also investigating relationships, both causal and noncausal, among gender, confidence, and conceptual understanding. Construct validity A measure of whether or not strong support for the content of items exists. This can be estimated through both convergence and divergence of theory and reality. We expect concepts that should be related, such as expertise in plate tectonics and overall understanding of plate tectonics, to actually relate when measured by the instrument and scoring rubric. Similarly, concepts that need not be related, such as plate-tectonics understanding and attitude toward laboratory work, should not show significant correlation.
In general, participants with more expertise in geoscience received better scores on the survey instrument and provided more detailed responses. Interestingly, some misconceptions are retained until extreme levels of expertise are reached (Clark, 2009 ).
Criterion validity
The degree to which a measure correlates with other measures of the same latent trait (also called "concurrent" validity). Generally, qualitative measures are used to establish criterion validity for quantitative instruments, although quantitative or alternative qualitative measures (i.e., interviews) can be used to validate survey instruments.
Interviews with 61 subjects spanning the expert-novice continuum provided detailed confirmation of both the prevalence of ideas across multiple populations and our interpretations of survey results. For example, novice responses to the question of "How many tectonic plates are in the image?" are in strong agreement with novice responses from other instruments (Kortz et al., 
this volume). Communication validity
Researchers develop surveys in order to generate an understanding of a study population. While researchers often assume that participants will interpret questions as intended, explicitly considering this aspect of instrument validity can generate important insights (e.g., Lopez, 1996) .
Analyses of the survey instrument were enriched through comparison of researcher intentions with participant interpretations as recorded in think-alouds. The first 10 interviewees, undergraduate majors through experts, completed the survey instrument at the beginning of the interview; upon completion, they discussed their work and responded to interviewer probes about their thinking. Overall, we found that the geoscience major through expert population interpreted the survey instrument as we had intended. Communication validity for novices (nonmajors) was addressed in questions 1 and 2 as we modified the wording until nearly everyone who answered the questions was providing meaningful responses. Cultural validity A measure of the extent to which culture impacts participant interpretation of survey questions (Solano-Flores and NelsonBarber, 2001). We consider this important in any effort to adopt or adapt established tools for new populations.
We do not know how culturally valid the survey instrument will be for subjects outside of the specific study population described here. Certainly, the survey instrument appears to be valid for undergraduates, graduate students and faculty affiliated with U.S. community colleges, and four-year institutions in the northeastern United States. Researchers interested in applying the survey instrument to other populations should consider whether or not cultural differences will require modification of the instrument. Transferability A measure of the extent to which results can be generalized to populations outside of the study. This validation is difficult to achieve, although the power of survey research lies in its ability to sample many populations, and hence generate measures of external validity. Results from the piloted version through to the current version, separated by 14 mo, were similar, overall. Different forms (e.g., one-color versus two-color asthenopshere) produced the same range of responses outside of specific differences.
As data analysis progresses, we will compare survey results from different universities; we would expect results to be consistent across populations once demographic or educational backgrounds are accounted for. Inter-rater reliability
In qualitative design, inter-rater reliability can ensure that findings are reproducible. Often, this is established through an iterative process whereby multiple researchers code identical data and establish consistency in analytical results.
For the survey instrument, we utilized the inter-rater technique multiple times. Inter-rater reliability came into play at a number of analysis stages. Ultimately, we achieved 100% agreement in coding between two researchers; see text for details. Notes: Except where noted, concepts of validity, reliability, and trustworthiness were adapted from Lincoln and Guba (1985) , Litwin (1995) , and Trochim and Donnelly (2007) . spe 474-07 page 7 rift, the hotspot, magma bodies, and the white area at the bottom of the original image. With these modifications, we then created two images: one with only an orange asthenosphere and another with the orange layer underlain by a yellow layer as seen in the original image.
The four questions initially written for the initial version (V1; Fig. 2 ) of the survey instrument (Fig. 1) were thoroughly discussed by the authors prior to dissemination of the survey for expert review. This version of the instrument (V1) was presented to our Geocognition Research Laboratory group in late November 2007, and to multidisciplinary (e.g., biology, chemistry, science education) members of the Center for Research on College Science Teaching and Learning at Michigan State University on 7 December 2007 for expert comments. Those comments led to changing the continuous confidence scale to a more easily quantifiable, numeric Likert scale, and making the image smaller so that the instrument could fit in a portrait alignment. This created more room under the image for questions, allowing a fifth question to be added: "Explain why melting occurs in the places you indicated in the figure" (V2).
This second version (V2) of the survey instrument was disseminated to the Geoeducation Research Interest Group listserv (geoed-research@list.msu.edu) on 5 February 2008. Feedback provided further expert validation of the instrument as well as initial ideas for the scoring rubric. On 19 February 2008, just prior to piloting the survey instrument in a nonscience majors class, the mantle lithosphere was thinned beneath the arcs so as to be more scientifically accurate (Strahler, 1998) . This aspect change also aligns with the newest version of the web-based USGS image (Vigil and Tilling in Simkin et al., 2006 ; http:// mineralsciences.si.edu/tdpmap/fom/xsection.htm). This version (V3) was pilot tested in a physical science for nonscience majors course (20 February 2008; n = 49) and in our initial, interview with a geoscience graduate student (26 February 2008) .
The pilot testing of V3 provided a good example of how novices can notice aspects of an image that experts may not, and it illustrated how novices and experts can interpret questions differently. During the first interview, the interviewee saw and commented on an island and guyot that had not been masked in the image, and one of the students in the pilot course labeled the island as a hotspot (Fig. 1) . We had previously removed the obvious hotspot feature in the image, and now recognized the need to remove the island and guyot from the survey instrument (V4). In reviewing the student responses to question 1, we realized we needed to modify how the question was worded. With the original version of: "Label anything related to plate tectonics," some respondents wrote "PT" over areas of the map that they felt were related to plate tectonics. The question was intended to probe a participant's ability to name specific features, and a response of "PT" was too generic for interpretation. Such a response could mean that (1) the respondent knows the name of the feature, but thinks that a generic label is an appropriate answer; (2) the respondent cannot remember the name of the feature; or (3) the respondent thinks the feature is related to plate-tectonic processes but is unsure. In an effort to minimize generic responses, we modified question 1 to read: "Identify anything related to plate tectonics."
Responses to question 2 in the pilot class resulted in rephrasing, as well. The original version read: "Show where you think melting could be occurring." Some respondents circled areas to indicate where they thought melting could occur; others wrote the word, "melting." When respondents used a circle, it tended to encircle an area such as a volcano, a trench, the subducting slab, or the "tip" of the subducting slab. However, when respondents wrote, "melting", it was sometimes [written] near a volcano, but not necessarily over the peaks of the volcanoes or below the volcano. "Melting" was also written near a subducting slab, or in the mantle next to the "tip" of the slab but not directly over it. Because the "tips" of the slabs and the volcanoes were very commonly circled responses, we felt it was likely that those who wrote "melting" near to, but not on top of, these features were likely indicating those features. However, our uncertainty in participant intentions prohibited precise coding of these "melting" data. As a consequence, question 2 was rephrased to read: "Circle areas below the surface where you think melting is occurring." This modification improved our ability to accurately code responses.
In addition to the pilot testing, we were continuously open to modifying the survey instrument in response to participant data. Throughout the study, interviews with participants whose spe 474-07 page 8 geoscience background ranged from novice to expert were conducted concurrently with self-administered survey instruments completed by both college-level students and attendees to a national geoscience conference (Fig. 2) . Data from these interviews and completed survey instruments yielded results that both supported survey design and suggested necessary modifications. A modified version (V5) of the survey was disseminated to three courses in mid-to late March 2008. A few of the responses continued to not explicitly identify the geologically relevant features, so we again rephrased question 1 to read: "Identify by name any features related to plate tectonics." This modification further reduced the number of generic responses, and highlighted the need to be open to modifying questions to accommodate differences between our and the participants' reading (see communication validity in following). This version (V6) of the survey instrument was used through the end of April 2008, and no further changes were made to the image or to this initial set of questions.
As our data collection progressed, we obtained responses that led us to add more questions to the survey. For example, many respondents stated that the orange color represented magma. To gain additional information, we added the question, "Estimate the percentage of the mantle that is liquid (magma)." Given our focus on investigating peoples' fundamental understanding of plate tectonics, we also added the question, "Explain what causes tectonic plates to move." This seventh version (V7) was completed in late April and May 2008, while the final version (V8) was completed in September 2008 with the addition of one final question: "How many tectonic plates are in the image? (Number the plates on the figure. )" This question, which was based on a discussion between the first author and Mark Reagan, an igneous petrologist at a public Midwestern university, is in line with our research objectives, and has provided a wealth of information (e.g., Kortz et al., this volume) . Both versions 7 and 8 were used during a data collection effort at the GSA annual meeting in October 2008. Version 7 was used in a booth where meeting attendees were invited to complete a survey; 182 attendees filled out the survey at the meeting. Version 8 was used during the 11 interviews that took place at the meeting. The current wording of the last two questions were finalized in February 2009, while the first author was working with Karen Kortz and one of her students to design a slightly modified survey instrument (see Kortz et al., this volume) . These nine questions comprise the current version (V9) of the survey instrument (Fig. 3) , which was subsequently used in 42 interviews between March and April 2009. Responses to the four questions that were added after the pilot testing of the survey instrument were continuously monitored for any communication validity issues. We did not detect any misunderstanding arising between the targeted concept of the questions and study participants' responses.
The preceding discussion illustrates how the instrument evolved concurrently with data collection. Although this does not preclude us from interpreting both early and later data, we do acknowledge that changes to questions can have an effect on subject responses. For example, responses of "melting" in answer to the question, "Show where you think melting could be occurring" cannot be interpreted as rigorously as the responses to the rephrased version, "Circle areas below the surface where you think melting is occurring." Differences in coding for these two versions of question 2 reflect this modification in wording, rather than differences in student conceptual understanding.
Rubric Design
The scoring rubrics used to analyze survey results were developed via iterative thematic content analysis of collected data (see Patton, 2002; Denzin and Lincoln, 1998) . Rubric design required about 3 mo of discussion, application, and revision, with further improvements occurring as our contextual analysis continued. Initial versions of the scoring rubrics utilized codes developed during analyses of pilot data. For each question analyzed, the authors independently conducted thematic content analysis on a subset of surveys and discussed their observations. The first author then developed a preliminary scoring rubric for each question based on the analyses and points raised during discussion. Subsequent discussion between both authors yielded a scoring rubric that was grounded in the data and that could be easily explained to an undergraduate coder.
A discussion of the development of the rubrics for questions 1 and 2 can provide insights into the effort required to fully develop these rubrics. For question 1, respondents' terms were originally categorized into number of correct terms, number of incorrect terms, and total number of terms used. This approach was abandoned in favor of scoring each, individual term used by each respondent as correct, incorrect, or partially correct/ incomplete. This coding scheme is effective at providing insight into participant understanding and use of language, and led to the construction of a list of commonly used terms against which each newly scored response can be compared. The list of commonly used terms grew as the study population expanded from mostly novices to include more intermediate to expert participants. For example, as one might expect, most novices do not identify features such as a forearc basin in the image. However, enough attendees at the GSA meeting in October 2008 did use the term to warrant its addition to the list. Other changes to the list dealt with how nuanced differences in term usage are handled. One example is whether or not to have a separate code for use of the word "crust" when it is used without a modifier to label the oceanic crust versus the continental crust. If a respondent writes only "crust" and uses an arrow or line to indicate that they are labeling the continental crust, then one might presume that the respondent intended the term to be understood as "continental crust." However, without a follow-up interview, ambiguity remains as to whether the term was intended to specifically label the continental crust or crust, in general. This issue was most clearly seen when a respondent labeled only one surface feature as "crust."
Responses to question 2 were the most difficult to analyze, and as with question 1, our initial scoring rubric was discarded spe 474-07 page 9 at all confident
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as we endeavored to accurately represent the intent of the responses. During the summer of 2008, we designed and revised a rubric (Figs. A1 and A2 ) to the point where we attained an initial inter-rater agreement of 80% between the two authors, and a postdiscussion, inter-rater agreement of 100% on a set of 20 randomly selected survey instruments. The majority of the nonagreement was due to missed coding of terms. This interrater process occurred over a number of weeks, and although this rubric did allow us to code those areas what were most frequently indicated by respondents, it was overly complicated and did not necessarily align with the circles given by the subjects' responses. In looking over our initial approach, we had not truly allowed the data to speak for itself. We were literally trying to fit round pegs, the data, into rectangular holes, our rubric (Fig. A1) . We abandoned this initial rubric and created a new rubric (Fig. A3 ) that more closely aligned scores with how subjects marked the image. Most of this revised rubric (i.e., the first 11 groupings) was developed over 2 wk in August 2008. As analyses proceeded, three more groupings were added to account for new themes as observed in responses. We found that the protocol needed to be very explicit in order to maintain a high inter-rater agreement and for temporal consistency for individual raters (see also Ambrose et al., 2004; Bresciani et al., 2009 , and references therein). For example, the diagonal lines perpendicular to the subducting slabs were added as a guide for determining whether a specific circle was to be coded as a "4" or a "5." If the center of a subject's circle was above the line, then it was coded as a "4"; if the center of the circle was below the line, it was coded as a "5." Both authors were involved in the development of all coding rubrics. The first author and one trained, undergraduate geoscience major coded questions 1-3 for a randomly selected set of 60 completed surveys. Training consisted of a discussion of the objectives of the study, the design of the survey instrument, and intended approaches for use of the scoring rubrics. Prior to coding the data, the student rater practiced applying the rubrics. During this phase of training, both authors worked with the student rater to clarify how to apply the rubrics to the data set.
Agreement of independently obtained codes between the first author and the student rater was initially 81.5%, 83.5%, and 90%, for questions 1-3, respectively. After initial scoring, the researchers discussed their scores, and attained a consensus agreement. The majority of the nonagreement was due to missed terms. After this establishment of inter-rater reliability, the undergraduate rater scored a further 184 surveys, independently. As a further step in our validity, she flagged ambiguous responses for later inter-rater discussion. To date, we have developed reliable rubrics for the first three questions. Rubrics for questions 4-9 have not been developed with the same rigor as with the first three questions because current scoring of these responses is not sensitive to nuances in answers. That said, as we continue to analyze our data, we will continue to assess the coding for all of the questions, and will revise and even construct new rubrics if and when that becomes necessary.
SUMMARY
The often circuitous and iterative development pathways described herein provided measures of a number of forms of validity and reliability for both the survey instrument and the rubrics used to score the instrument. Although we did not necessarily set out to establish all of these measures, retrospective evaluation of our research design was made possible through careful record keeping, which allowed us to document an audit trail. The development, validation, and scoring of a mixed-methods survey instrument is difficult and nonlinear; the right-hand column in Table 1 is derived from the culmination of the piloting, revision, and analytical blind alleys described here. At this stage in the research project, we can easily articulate the forms of validity and reliability that have been addressed, intentionally or unintentionally. We also note that we have not addressed all types of validity and reliability that may be considered important for survey instrument development. Table 1 provides explicit details of how each form of validity and reliability was, or was not, addressed.
Intentional Forms of Validity, Reliability, and Trustworthiness
Several forms of validity and reliability were intentionally targeted in our research design. In particular, we knowingly established content and conclusion validity, inter-rater reliability, credibility, dependability, and transferability of our work (Table 1) . Content validity was established early in our work through collection of expert feedback on the survey instrument, including both design and content. In addition to expert opinion, we utilized novice responses to early versions of the survey instrument to inform revisions (see also communication validity).
Conclusion validity and credibility are both inherently difficult to measure and should be reviewed well after a study is considered completed. Bias in our interpretations was limited through careful discussion of findings and implications within our research group. In addition, oral and poster presentation of this research at professional meetings and in seminars exposed a variety of experts to our study conclusions; in general, experts agreed with our interpretations of the data in terms of expertnovice trends and implications for knowledge representation in images. Finally, and as documented herein, we carefully considered inter-rater reliability in designing assessment rubrics. Each of these forms of rigor and trustworthiness, coupled with the detailed description of our survey and rubric design as documented in this manuscript, lends dependability to our study (see Libarkin and Kurdziel, 2002) and provides a mechanism for other researchers to evaluate their agreement with our overall conclusions.
A limitation of this study is that while we did not particularly request participation from individuals, we did target specific entry-level courses and specific levels of expertise. As a result our sample is not entirely random; this is an inherent limitation to any survey research. Therefore, although one can never spe 474-07 page 11 completely address transferability of study findings, we sampled as broad and diverse a population as was feasible. While we cannot assume that our findings are applicable to all members of the expert-novice population, we have sampled broadly in terms of numbers and geographic distribution (Table 1) in an attempt to provide some far-reaching, and hence transferable, significance to our work. Finally, we acknowledge the importance of cultural validity to establishing transferability. Although we did not explicitly address cultural validity in our work, we encourage those interested in adapting this instrument to other cultures to consider the appropriateness of the survey design to their targeted demographic.
Unintentional Forms of Validity and Reliability
Although our intention was to construct an instrument that would provide insights into the conceptions held by individuals across the expert-novice continuum, we did not recognize the potential for documenting construct validity until we began analyzing our data and documenting the detailed responses of experts (Table 1 ). In particular, the most experienced experts provided more thorough and accurate responses than novices. Similarly, criterion validity was recognized through poststudy comparison of interview with survey results, as well as on a smaller scale through comparison with data collected in an unrelated study (Kortz et al., this volume) . Although we did not intentionally target communication validity early in the study, some student responses to question 1 were initially so generic that they prompted us to revise the question until nearly everyone who answered the question provided feature-specific labels. Finally, the duration of our data collection and use of multiple forms provided us with a way to address internal consistency reliability. In particular, we find that the results from the survey instrument, separated by 14 mo and representing several different versions, are consistent across implementations.
REFLECTIONS ON THE PROCESS
In many ways, our research proceeded in ways that are similar to a stereotypical natural science research project. This project began with a question: the first author looked at a textbook image of plate-tectonic processes and asked himself, "Is this image confusing to students?" This led to a hypothesis: "The differences between how novices and experts view plate-tectonic representations can create barriers to learning." We felt we could investigate people's perceptions of plate tectonics, and study the role played by an image in affecting people's perceptions of plate tectonics in a well-designed survey instrument. We designed our instrument and then performed an initial check of the rigor and trustworthiness of the instrument through expert review and pilot testing. Next, we collected the bulk of our data while concurrently beginning our data analysis. Currently, we are continuing our analysis and documenting our findings for dissemination in publications. Our time line from initial conceptualization in October 2007, Institutional Review Board (IRB) approval for research with human subjects in January 2008, first implementation of the instrument in February 2008, presentation of initial findings on novices in October 2008 (Clark and Libarkin, 2008) , receipt of National Science Foundation (NSF) funding in January 2009, to submitting research findings for publication in 2010, follows that of a typical research project.
One difference is that we had to create the instrument needed for measuring the traits we were interested in studying. Although instrument development is done in the natural sciences, it is not typical for most projects. Just as in the natural sciences, where an instrument's accuracy and precision must be determined, we needed to determine the rigor and trustworthiness of our instrument. For this project, rigor and trustworthiness steps required about the same amount of effort as was needed for designing the instrument. Indeed, rigor and trustworthiness testing is an ongoing process. We have asked ourselves, "When do we stop modifying a rubric?" Although we achieved 100% postinstruction inter-rater agreement on our first rubric for question 2, we felt our approach was not aligning well enough with how respondents answered the question. The revised rubric has been further tweaked at least three times, but any future potential benefits of refining our interpretations that might be gained through additional changes must be weighed against the need to be able to compare earlier scored surveys against more recently scored surveys, possibly requiring rescoring of all surveys. We feel our current rubrics are effective, while accepting that they are not perfect. At some point we have to say, "It's good enough."
In the normal course of doing research, we expected to repeatedly modify the instrument, recruit for and schedule interviews, recruit professors who would allow us access to their students, and obtain IRB approval of the instrument and study methods. During interviews, the first author encouraged subjects to provide as much detail as they wished in their explanations while trying to avoid leading questions, without coming across as didactic, and without making value judgments on responses.
When subjects provided what was deemed to be an interesting explanation of a plate-tectonic process, whether scientifically valid or not, the goal was to probe deeply so as to obtain as much insight into subject's thoughts on the topic as possible (Kvale and Brinkmann, 2009 ).
An unexpected aspect of the research has been the unique challenge posed by interviewing experts. Whether asking experts questions that they perceived as too simple or pressing them to explain their reasoning on a topic for which they held an alternative conception, one has to be careful to not inadvertently offend the participant. Although neither author claims to be an expert in all facets of plate-tectonics research, as interviewers we needed to be well informed on the topic. Other facets that were not necessarily foreseen in the planning stages included how to handle the amount of data that quickly became quite substantial. Part of this data accumulation was due to addition of new questions to the instrument as the study progressed. This could be considered a problem of riches because those additional questions provided spe 474-07 page 12 important insights into the ways in which many plate-tectonic concepts are perceived along the expert-novice continuum. We also learned that one needs to be willing to scrap weeks of work invested in a rubric, and to design rubric protocols that are clear and explicit. The fewer interpretations in data analysis that are left to the discretion of a coder, the more likely that coder is to score the same survey the same way each time, and the more likely two coders are to score a survey similarly.
We feel that this instrument and associated rubrics are providing a wealth of data, and we feel that we did need to create this survey instrument. However, we would encourage researchers to adopt preexisting valid and reliable research instruments, whenever possible. When it is not possible, be prepared to invest a significant amount of time and effort in creating, validating, and revising your instrument and scoring rubric. Figure A1 . Early version of coding template for question 2. The template was printed on a transparency that was laid over a subject's responses.
APPENDIX
Coding rubric protocols for question 2. The original protocol was implemented in August 2008, but it was replaced by the currently used protocol starting in September 2008.
Original Protocol:
If a circle encompasses !"50% of a labeled zone, count that zone.
If !"50% of a circle is within a zone, count that zone.
The subdivisions, a, b, and c of E, F, and G are designed to capture circled areas within those zones. E, F, and G are designed to capture ellipses parallel to the subducting slab. An ellipse of E1a and E1b would be E1, but a circle of E1a, E1b, F1a, F1b, G1a, and G1b would be listed as all of those.
D:
Use for that specific area or circles in that area-do NOT include D in ellipses along slab.
K: Include any circled areas over volcanic peaks or mid-ocean ridges-except those responses that are centered on A or I.
J: If a circle is interpreted to represent the "end" of the slab, it should be adjudged as J regardless of its size.
L:
Use if respondent indicates all or most of the mantle.
M:
Use if respondent's circle(s) or "melting indicators" are random, arbitrary, or not included within defined zones.
N: Use if respondent circled the orange color (of two-color mantle images).
O: Use if respondent circled the yellow color (of two-color mantle images).
P:
Use if melting is indicated by something other than circles (e.g., text or arrows). spe 474-07 page 13 Figure A2 . Images used to clarify how to apply the scoring of the template in Figure A1 . Subject responses have been accentuated with a dark line or with a darkened area.
code as: I1, K1, and as I2, K2
code as: E1a code as: E1a, F1a, F1b, H1
code as: K3, and as E2, F2 Figure A3 . Current rubric for scoring question 2. Note that codes are symmetric for the subducting slabs. That is, both slabs have are coded for "3," "4," and "5" circles. The rubric is printed on a transparency that is laid over a subject's responses. Subject responses have been accentuated with a dark line or with a darkened area.
PAY ATTENTION TO ANY LABELS ON CIRCLES (Not all circles indicate melting. See code 12)
Use notes column when necessary to clarify a code, esp. useful for codes 10 and 11
Circles along the descending slabs whose center is within the diagonal lines are coded as 5
Codes apply to either or both sides of figure. For example, if a respondent circles the 'tips' of either or both plates, code this as a 6
'circle' and 'ellipse' are used in a relative, not exact sense Every melting area should receive only ONE CODE For a circle that covers area 4 but looks to also include 8, code that as only a 4; 8 is specifically for small circles in the corner of the mantle wedge.
CODES 1 circle at divergent boundary 2 circles over ocean ridges 3 ellipse along a significant part of subducting plate (inc. directly above &/or below plates) 4 circle over trench(es) 5 circle along middle of subducting plate(s) 6 circle at bottom 'tip' of subducting plate(s) 7 circle in mantle wedge directly below volcanoes 7b circle centered below a volcano but above asthenosphere 8 small circle in corner of mantle wedge 9 circle over volcanoes 10 circle over area outside of codes 1 -9 11 something other than circles indicating melting (e.g., text, arrows) 12 circles that indicate something other than melting 13 no indication of melting by circles, text, arrows, etc. 14 circle includes mantle wedge ± crust ± trench ± upper section of descending slab. This circle must be too large to be classified as 5, 7, or 8, and is not a 9. Circle may include parts of 4, 5, 7, 8, & /or 9.
Example of a #14 code
For example, code these as 3 4 3 1 9 2 6 9 8 7 4 4 5 6 spe 474-07 page 15
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