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1 Introduction
The aim of this study is to analyse the inter-relationship between commodity and energy
markets, whilst incorporating the main macroeconomic determinants of these markets into the
model. Understanding the nature of volatility spillovers between markets and how this interacts
with the wider economy is increasingly important, particularly following the 2006/08 commodity
price shock, which produced a period of extreme price movements and volatility, making it difficult
to forecast agricultural prices and understand their behaviour. Recent studies have found a strong
relationship between these markets (Ferna´ndez, 2014) and a corollary of these findings is that an
increase in the causal relationship between energy and food prices can (in principle) be associated
with stronger volatility spillover effects between them, which in turn may increase the farmers risk
premium and reduce the effectiveness of stabilization policies (Serra, 2011). Thus, understanding
volatility spillovers among these markets is also crucial for developing countries that are net
importers of these agricultural and energy commodities and equally for those that rely on energy
and commodity exports. Moreover, without an adequate understanding of commodity prices, it
is very difficult to develop good policies to respond to commodity price fluctuations (Deaton,
1999). Therefore, it is critical for economists and policy makers to understand the degree to which
energy prices stimulate food commodity price volatility and their broader social and economic
repercussions.
Over the past fifteen years, the co-movement of commodity prices has received a substantial
amount of attention in the literature. The price co-movements in commodity markets is thought
to take place because macroeconomic and market fluctuations are common to all commodity
prices. In the seminal paper by Pindyck and Rotemberg (1990), they showed that there existed
unexplained price co-movement in seven raw commodities, which cannot be accounted for by
market and macroeconomic fundamentals. In this case, the authors attributed these residual
effects to herd behavior in the financial markets; thus, laying the foundations for the excess
co-movement hypothesis. Nevertheless, the literature has questioned the initial findings from
Pindyck and Rotemberg, firstly by Leybourne et al. (1994) and subsequently by Deb et al.
(1996) among others. The former, points out the non-stationay nature of commodity price
series and thus the methodological deciencies in Pindyck and Rotemberg analysis. Therefore,
Leybourne et al. (1994) apply a pair-wise co-integration analysis to evaluate Pindyck and
Rotemberg’s hypothesis and conclude that only in two out fifteen pairs does such a phenomenon
occur. Similarly, Ai et al. (2006) controlled for supply factors in addition to economic fundamen-
tals and concluded that there is no excess co-movement within the agricultural commodity markets.
The period from 2006 to 2008 was one that attracted researchers particular attention due
to a substantial increase in price levels and volatility in commodity markets. For example,
Sumner (2009) points out that the percentage price increase in agricultural commodity markets
for this period was the largest in the 140-year history for which U.S. data is available. Similarly,
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Trujillo-Barrera et al. (2012) showed that historical maize volatility of daily percentage price
changes were below 25% before 2006 and since then have increased to over 40% up to 2011. As a
result, the literature has resumed its interest in the causal links between agricultural commodity
and energy markets and economic fundamentals. This study contributes to this literature by
analysing volatility linkages between these markets and the main macroeconomic fundamentals,
using Aielli (2013) cDDC model.
Nevertheless, the channels through which volatility in agricultural markets operate are complex
and arise from various sources in the economy (Prakash and Gilbert, 2011). These can vary
from external factors such as climate change, globalization and new policies that link them with
the energy sector. Additionally, there are intrinsic events affecting the volatility in agricultural
markets arising from the global business cycle, monetary policy and exchange rate movements
as well as uncertainties in price level variations and accelerating income growth in commodity
dependent countries. Consequently, there exists an imperative need to understand the degree to
which the volatility of agricultural commodities are vulnerable to shocks derived from these factors.
The effects of commodity price volatility can have severe repercussions throughout the economy.
For instance, increasing agricultural commodity price volatility is translated into higher costs
for managing risks in the form of increasing crop insurance premiums, which in turn translates
into higher option premiums and hedging costs for farmers (Wu et al., 2011). Additionally, as
a consequence of the financialization of commodity markets, volatility spillovers from the oil
price to agricultural commodity prices can in turn diminish diversification efforts in the financial
markets when agricultural and energy prices present any degree of price co-movement (Gardebroek
and Hernandez, 2013). From a macroeconomic point of view, Byrne et al. (2013) explains that
the design and effectiveness of stabilization policies are determined by both the volatility and
persistence of commodity prices. Moreover, as a consequence of the recent increase in biofuel
production, the increased price volatility in agricultural commodities used in biofuel production
(e.g. maize, soybeans and sugar) can be transmitted to other agricultural markets. That is, as
demand increases for biofuels (as a consequence of the mandates) and assuming that agricultural
land is constrained, food production decreases and so increases food prices (Zilberman et al.,
2013). Ultimately, all these effects are reflected in a decrease in welfare for the general population,
particularly in the poorest countries, where a higher proportion of income is devoted to food
consumption. Therefore, examining the extent to which the transmission of energy volatility to
economic fundamentals stimulates food price volatility is vital for determining the severity of
negative impacts on welfare, for both investment and risk management as well as the impact on
economic growth and financial stability.
Despite these facts, the empirical literature is limited with respect to volatility interactions
between energy, economic fundamentals and food agricultural commodities (Serra, 2011). Instead,
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the literature has placed a great deal of emphasis on price level transmission mechanisms using
supply and demand frameworks, partial/general equilibrium models and vector error correction
models, while price volatility interactions between food, energy commodities and fundamentals
have received significantly less attention (Serra and Zilberman, 2013). Consequently, the aim of
this study is to contribute to the literature by using a consistent dynamic conditional correlation
(cDCC) model by Aielli (2013) in order to capture the degree of co-movement between world oil
price returns, the U.S. exchange rate, short-term interest rates and a measurement of or global
economic activity with three world traded agricultural commodities used in biofuels production,
namely maize, soybean and sugar. Additionally, and in line with Turhan et al. (2014), we will
evaluate the stability of the dynamic correlations during the sample period by endogenously
detecting any significant shifts using a penalized contrast methodology by Lavielle (2005).
Economic theory using the standard demand and supply approach has developed several frame-
works to explain commodity price dynamics. The main theories used to explain commodity price
behavoir are: the storage model, the scarcity rent model, the cobweb model and the over-shooting
model. With regard to this study, the most relevant of these models is the overshooting model
proposed by Frankel (1986, 2008) as it emphasizes the importance of macroeconomic factors in
explaining commodity price dynamics. In this model, an expansionary monetary policy causes
investors to revise upward their future inflationary expectations, which in turn triggers their
appetite for investments away from liquid assets towards other investments including commodities.
Consequently, commodity prices suffer from upward pressures in their long-run equilibrium and
increases proportionally more than the money supply and the general price level in the short-run.
This is the so called overshooting and this trend will persist as long as commodities are overvalued
by the market relative to all other goods Stigler (2011).
Recent literature on volatility spillovers between energy and commodity markets, whilst
incorporating aspects of the wider economy includes Manera et al. (2013). They investigated
whether macroeconomic factors are able to explain returns of energy and five world agricultural
commodities (i.e. corn, oats, soybean oil, soybeans and wheat) using weekly data over the period
1986 to 2010 with pair-wise DCC-MGARCH models. The authors find that financial speculation
is not correlated with returns for these energy and agricultural series. Nevertheless, Manera
et al. present significant and positive conditional correlations among energy and agricultural
commodities, which suffered dramatic strengthening during the 2006-08 period. Finally, Serra and
Zilberman (2013) studied the volatility spillovers from energy prices, global economic conditions
(3-Month U.S. Treasury bill) and U.S. corn price from January 1990 to December 2010 using a
two-stage process. In the first stage, Serra and Gil use a conventional parametric two-dimensional
GARCH and then apply the Long et al. (2011) nonparametric correction of the parametric
conditional covariance estimators. Serra and Zilberman (2013) find that interest rate variability is
associated with more volatile corn prices. As a consequence, the authors recommend expanding
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the analyses of volatility spillovers among energy and agricultural markets by considering a wider
range of explanatory variables (Serra and Gil, 2013).
Following the introduction, section 2 discussed the methodology used in this study and section 3
describes the dataset. Section 4 discusses the interprets the results, whilst we end with a conclusion
and policy implications.
2 Methodology
2.1 The General Multivariate GARCH (MGARCH) Model
Let us consider a column vector of excess returns {rt} of dimensions N ×1 for t = 1, . . . , T such
that E(rt|Ft−1) = 0 and V ar(rt|Ft−1) = Ht. We denote Ft−1 as the information set generated
by the past observations of the series {rt} up to time t − 1 (Mikosch et al., 2009). Multivariate
GARCH models are assumed to be conditionally heteroskedastic given the information set Ft−1
and can be represented as follows:
rt = µt(θ) + εt (1)
where θ is a finite vector of parameters, µt(θ) is the vector of conditional expectations of rt is
conditionally heteroskedastic such that:
rt − µt(θ) = εt = H1/2t (θ)ηt (2)
where H
1/2
t (θ) is any N×N positive define matrix of conditional variance of rt such that H1/2t is any
square matrix such that Ht = H
1/2
t (H
1/2
t )
′ and where ηt is an unobservable random N×1 iid vector
error process with zero mean (E(ηt = 0)) and identity matrix (E(ηtη
′
t) = V ar(ηt) = IN ). Thus,
ηt ∼ N(0, IN ), where IN is the identity matrix of order N . Therefore, the conditional variance
matrix of rt can be calculated as follows:
V ar(rt|Ft−1) = V art−1(yt) = V art−1(εt)
= H
1/2
t V art−1(ηt)(H
1/2
t )
′
= Ht
Consequently, H
1/2
t is any symmetric, positive definite matrix of dimensions N ×N such that
Ht is the conditional variance matrix of rt. H
1/2
t can also be triangular, with positive diagonal
elements (e.g. it can be obtained by the Cholesky factorization of Ht). It is the case that Ht and
µt depend on the unknown parameter θ. In some cases µt functionally depends on Ht, in which
case θ has to be jointly estimated (GARCH-in-mean models); however in most cases it is possible
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to split θ into two disjointed parts, one corresponding for µt and another for Ht (Laurent et al.,
2006).
2.2 Aielli (2013) cDCC model
Engle’s DCC-GARCH model extends the CCC-GARCH model at the expense of extra
parameters to estimate (Engle, 2002). For each correlation equation, the number of estimated
parameters is N(N − 1)/2 + 2. This is a strength, but also a weakness when considering
large N since the correlation processes are restricted to have the same dynamic structure. Thus,
it has been argued that in large systems DCC-GARCH estimators can be inconsistent (Aielli, 2013) .
Moreover, Aielli (2013) has shown that the estimation of D by Maximum Likelihood (ML) of
R, which is given by
R̂ =
1
T
T∑
t=1
r˜tr˜t
′, (3)
where r˜t = R
−1
t rt, is inconsistent for large N since E(r˜tr˜t
′) = E(E(r˜tr˜t′|Ft−1)) = E(rt) 6= E(Qt)
(Bauwens et al., 2012). Thus, Aielli (2013) proposes a different specification for Qt that in this
case is consistent and thus the name (cDCC, consistent DCC). Therefore, the cDCC model can be
substantially improved by reformulating the correlation driving process as
Qt = (1− α− β)S + α
{
Q∗t r˜t−1r˜
′
t−1Q
∗
t
}
+ βQt−1, (4)
where Q∗t ≡ diag(q1/211,t, . . . , q1/2NN,t) = (IN Qt)1/2, thus Q is the unconditional variance covariance
matrix of Q∗t r˜t. For example, in the bivariate case the correlation is defined as follows:
ρij,t =
ωij + αri,t−1rj,t−1 + βρij,t−1√{
ωi + αr2i,t−1 + βρii,t−1
}{
ωjj + αr2j,t−1 + βρjj,t−1
} , (5)
where ωij,t ≡ (1−α−β)sij/√qii,tqjj,t. From Equation 5, is evident that “. . . the relevant innovations
and past correlations are combined into a correlation-like ratio.” The parameters α and β are the
dynamic parameters of the correlation GARCH and the denominator of the time-varying parameters
ωij,t, ωii,t and ωjj,t can be interpreted as ad hoc correction required for purposes of tractability
(Aielli, 2013).
2.3 Endogenous detection of the shifts in dynamic correlations
The methodology developed by Lavielle (2005), which is based on a penalized contrast is
applied in order to determine any shifts in both mean and variance (and the respective locations)
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of the dynamic correlations along the entire sample period. Here we consider a sequence of random
variables Y1, . . . , Yn that take values in Rp. Lets denote the parameter θ ∈ Θ some characteristics of
Yi that changes abruptly at some unknown interval and which remains constant between these two
changes. Now, we define K to be some integer and let τ = (τ1, τ2, . . . , τK−1) be a sequence of inte-
gers satisfying 0 < τ1 < τ2 < · · · < τK−1 < n. Thus, for any 1 6 k 6 K let U(Yτk−1+1, . . . , Yτk ; θ) be
a contrast function used for determining the unknown true value of the parameter of the segment k.
When the true number K? of segments is known, the sequence τˆn of change-point instants that
minimizes the contrast function defined above follows the requirement that for any 1 6 k 6 K?−1,
P (|τnk − τ?k | > δ)→ 0
as long as δ →∞ and n→∞
In particular, this result holds for weakly and strongly dependent processes. For example, lets
consider the model with the following characteristics:
Yi − µi + σiεi, 1 6 i 6 n
where εi is a sequence of zero-mean random variables with unit variance. In case of changes
in the mean, it is assumed that µi is a piecewise constant sequence and σi is a constant
sequence. Therefore, there occur some instants τ?1 < τ
?
2 < · · · < τ?K?−1 such that, for any
1 6 k 6 K, µτ?k−1+1 = µτ?k−1+2 = · · · = µτ? . A key advantage of this methodology is that Gaus-
sian log-likelihood can be used to define the contrast function, even if εi is not a Gaussian sequence.
On the other hand, when the number of shifts are unknown, these can be estimated by minimiz-
ing a penalized version J (τ,y) described above. That is, for any sequence of change point segments
τ , let pen(τ) be an increasing function of K(τ). Then , let τˆn be the sequence of change-point
instants that minimizes
H(τ) = J (τ,y) + β · pen(τ) (6)
where β is a function of n that approaches to zero as n goes to infinite and the estimated number
of segments Kτˆn converges in probability to K
?. The adequate penalization parameter β and the
function pen(τ) are chosen according to Lavielle (2005).
3 Data Description
The objective of this analysis is to examine the volatility transmission between a number of
macroeconomic variables (i.e. the real exchange rate, short-term interest rate and a measurement
of global economic activity), world crude oil prices and three world traded agricultural commodities
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used in the production of biofuels, namely maize, soybean and sugar. The data used in this
analysis is monthly and runs from January 1982 until December 2012 (See Table 1). This sample
period captures all major macroeconomic as well as commodity cycles over the past three decades
as well as important institutional changes affecting both the energy and agricultural markets.
The real exchange rate (XRt) is defined as the weighted average of the foreign exchange values
of the U.S. dollar against the currencies of major U.S. trading partners converted to real terms
and was obtained from and constructed by the Board of Governors of the Federal Reserve System.
For the short-term interest rate (it) we have used the three-month Treasury bill secondary market
rate as reported by the Federal Bank of St. Louis in the FRED database. Moreover, we have used
Kilians index as a proxy for the real global economic activity as dened in Kilian (2009). We also
included the world price of crude oil (Ot) measured as the trade weighted average price of crude
oil in U.S. dollars per barrel, obtained from the IMF International Financial Statistics (IFS).
On the other hand, the three agricultural commodities of interest are the price of maize (MZt),
soybean (SBt) and sugar (St) , which were all obtained from the IFS database and are measured
in U.S. dollars per metric tonne. All these agricultural price variables are world benchmark price
series which are representative of the global market and are determined by the largest exporter
of this specific commodity (Table 1). All price series have been deflated using the U.S. Producer
Price Index (PPI) for all commodities (not seasonally adjusted) since the variables of interest
are widely used as intermediate goods in industrial production. Furthermore, all the analysis is
conducted un returns defined as rt = log(yt/yt−1) where yt corresponds to the series “y” at month t.
Figure 1 and 2 show the fluctuations of the series in the past thirty years in real terms. At
first sight these series appear to be remarkably similar, particularly the commodity and crude
oil price series at the end of the sample. There, is evidence of the increasing mean since 2000
in all series with a significant growth rate during the commodity and energy price boom leading
up to 2007/08 and subsequent bust during the financial crisis at the end of 2008 and then the
recovery after the instability period. During the 80s, the series experienced high levels of volatility
due to the collapse in commodity prices and exogenous shocks (e.g. crude oil). During the 90s
all series present a fair level of stability in terms of their volatility levels, but this is short-lived
after the end of the millennium when the series begin to experience higher levels of fluctuations
primarily up to the 2008 financial crisis also found by Gardebroek and Hernandez (2013) (See
Figures 3-4) . Instead, the sources of higher volatility towards the end of the sample are present
in the macroeconomic variables, particularly in the short-term interest rate, Kilian index and real
exchange rate respectively. Thus, there exists some strong evidence indicating a co-movement
in the volatility of these series that also coincides with the fluctuations in the macroeconomic
fundamentals, particularly in the latter part of the sample.
Table 2 presents the monthly pair-wise returns correlation between all variables of interest
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along the entire sample period. The evidence presented in Table 2 further substantiates the
interrelation between the unconditional volatility in the commodity markets themselves (e.g maize
and soybeans). Specifically, it shows that the only statistically significant return correlation among
commodities is between maize and soybean during the entire sample. This is not surprising, since
it is expected that the factors driving these commodity markets are likely to be very similar. On
the other hand, Table 2 does not show evidence of pair-wise correlation between crude oil and
any of the commodities price returns. Crude oil returns, however, are strongly correlated with
macroeconomic factors. For example, we find all commodity prices and crude oil returns to be
negatively correlated with the indexed U.S. exchange rate and the real three month interest rate
(except for sugar). Similarly, it appears that the global economic activity index is somewhat corre-
lated with crude oil returns and less so with soybean but not statistically significant with regards
to the remaining commodity return series However, at first glance it appears that there exists
substantial evidence supporting the interdependence volatility transmission between commodity
markets and economic fundamentals and less transmission between commodity markets themselves.
Table 3 provides descriptive summary statistics of all the return series across the sample period.
At first glance the mean return for sugar is the highest among the commodity series followed by
oil, maize and soybean individually. The mean return of oil is approximately 1.6 times higher
than maize and 3.5 times than soybean, but about only half of the sugar returns. The return
on each of these markets in the effective period has only been negative for sugar returns with
approximately -0.240% while for maize, soybean and oil has been 0.083%, 0.037% and 0.139%
respectively. Additionally, the series presents evidence of non-normality evidenced by the excess
skewness and kurtosis that all the series suffer from and formally by the Jarque-Bera statistic which
rejects the null hypothesis of a normal distribution for all the series or that the joint hypothesis
of the skewness and excess kurtosis being zero. Particularly, all series present significant evidence
of skewness and kurtosis ( all well above 3). Consequently, in the estimation of the GARCH and
cDCC models we use a Student′s− t density distribution for the residuals. Moreover, all the return
series show stationary properties as shown in Table 4. The results from a battery of unit root
tests (with both non-stationarity and stationarity as the null hypothesis) are presented and all the
evidence suggests that all return series are stationary.
4 Empirical Analysis
In this section we present the results from the VAR-cDCC-MGARCH models and then deter-
mine whether these conditional correlations have suffered from any significant changes across the
sample period.
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4.1 Conditional Variance
Figures 5-7 contain the conditional variance between of all three agricultural commodities over
time. Figure 5 show the conditional variance of maize and soybeans in the same figure along the
entire period. Maize prices displayed relatively low levels of conditional variance for approximately
fifteen years from the early 90s to just before the 2007/08 commodity price boom. Nevertheless,
maize prices present several volatility clusters with peaks particularly visible during the 1998, 1997
and just after the financial crisis of 2008. Soybeans conditional variance also presents a similar
stable period as maize, with peaks around 1983, 1988 and 2008. Overall, this pair of commodities
appears to show several common periods of conditional variance; however, soybeans conditional
variance is not as pronounced as it is in the case for maize during and after the 2007/08 period.
One possible explanation for this might be the adoption of the biofuel mandates by the U.S. in
late 2004 in conjunction with other market instability characterized during this period, which
exasperated the uncertainty around maize prices. This is likely to have affected maize rather than
soybeans markets since it is maize the main input into the production of ethanol and not soybeans,
which instead is used for biodiesel production. On the other hand, Figures 6-7 show the conditional
variance of maize and soybeans with sugar prices along the same period. In this case, sugar prices
only exhibit periods of high conditional variance before 1988 and relatively low levels of price
instability thereafter; although the conditional variance increased (relative to the previous period)
after the year 2000, but then decreased shortly after. Contrary to the case of both maize and
soybeans markets, the conditional variance in the sugar market was not present around the 2008
financial crises, but common peaks with the these commodities are observed during the 1988 period.
Figure 8 graphs the conditional variance between crude oil prices with each individual
commodity along the same time period. From Figure 8, it is evident that crude oil price volatility
reacts to energy market specific shocks with significant peaks around the years 1986, 1990 and
after the 2008 financial crisis. It is only during the period during the financial crisis that we see
crude oil price volatility coincide with movement in the maize and soybean markets, but crude oil
exhibits a higher degree of price instability than any of the these commodities and the timing is
not precisely the same. This graph along, raise doubts on the claim of volatility spillover from
crude oil to these commodities, but this will be explored in more detailed when we present the
results from the conditional correlation models.
Similarly, Figure 9 graphs the pair of conditional variance between the U.S. exchange rate and
the agricultural commodity prices. In this case, the U.S. exchange rates conditional variance is
stable, but persistent levels of relatively high conditional variance occurs during the decade of the
80s with respect to the more recent years. The conditional variance of this series reached its lowest
level just before the 2008 financial crisis when then after a visible spike is present. Overall, it is
evident that fluctuations in the conditional variance of the U.S. exchange rate are not related to
movements of any of the commodities conditional variance. On the other hand, Figure 10 shows
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similar graphs, but this time between the conditional variance of the short term interest rate and
the commodity prices. Here however, there seems to appear some common peaks of the conditional
variance of the interest rate and the commodities particularly between soybeans and sugar after
the 2000s and less evident with sugar. This observation is significant since it sheds light on the
argument of the financialization of commodities during this time period and the effect it had on
the stability of commodity markets.
4.2 Results of VAR-cDCC-MGARCH
In order to estimate the VAR-cDCC-MGARCH we apply three separate models corresponding
to each one of the commodities of interest (e.g. maize, soybeans and sugar) with crude oil price
returns and the macroeconomic factors. There are two reasons why we have decided to estimate
these in three different models. In the first case we experience the limitations of the cDCC
models with large numbers of parameters being estimated simultaneously 1. Secondly, we are not
interested in the cross conditional correlation between the agricultural commodities, but in the
interdependence between these and crude oil price returns and the macroeconomic factors.
The results from the estimations of the cDCC models are presented in Tables 8−10, which have
been estimated in two steps. In the rst step we estimate the univariate part of the model and these
are presented in Tables 5−7. The univariate estimations are dened by an ARMA(p, q) process in
order to capture the serial correlation in the residuals and a GARCH(1, 1) specification with specific
parametric forms for the conditional heteroskedasticity in order to capture the serial correlation in
the residuals (See Table 12). In the second step, we estimate all the parameters simultaneously, by
maximizing the log-likelihood function assuming a students-t distribution given that all variables
suffer from excess kurtosis. This approach allows us to capture volatility clustering in commodity
markets where we are more likely to observe high volatility at time t if it was also high at time t−1.
The lag coefficients of the ARMA models for the univariate estimations are chosen by
the AIC as well as the lagrange multiplier (LM) test for autocorrelation in the residual and
square residuals (See Table 12) and the results for all three univariate models are presented
in Tables 5−7. Table 5 presents the simultaneous estimation of the univariate parameters for
maize, crude oil price returns and the macroeconomic factors (i.e. Model 1). In this model,
both maize and crude oil show evidence of autoregressive and moving average behaviour in
the returns series, which is consistent with the volatility clustering observed in commodity
markets. On the other hand, the macroeconomic variables (i.e. exchange rate, interest rate
and the Kilian Index) also show evidence of autoregressive and moving average behavior, but
1As it is, the system has five variables and if including them all (e.g. the three commodities, oil and three macroe-
conomic factors) will be a system of seven variables and the likelihood function was not able to find a convergence
solution.
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to a lesser extent. Moreover, in neither of these cases does there exists evidence of drifting in
the return series since the constant in the mean equation is not significant for any of these variables.
In order to simultaneously estimate all the parameters from Model 1, we must correctly specify
the univariate GARCH process for each variable. From Table 5, we see that the best fitted model
(based on the AIC) for maize is a GARCH(1, 1) and for crude oil it is an APARCH specification.
For maize, α which captures the influence of new shocks on volatility, these are significant for
the case of oil price returns. One explanation is that the rest of the variables are modelled
using GJR-GARCH (e.g. Kilian Index and interest rates) and this type of model assumes that
not all shocks have the same influence on the price return (i.e. leverage effect). On the other
hand, the parameter β, which captures the persistence of volatility shocks or the impact of the
own-variance on volatility development, is positive and statistically significant at the 1% level in
all variables estimated. The value β for maize is about 0.94, which indicates that old shocks to the
maize price returns are rather persistent and long lasting Crude oil has a low own variance,This
combination of factors indicates that crude oil is more sensitive to external shocks during volatility
phases than maize. Moreover, overall none of the sums between α and β are close to one (except
perhaps for the exchange rate), which implies that compounded shocks to these series experience
a decaying autocorrelation function. Furthermore, The asymmetry coefficient γ is positive and
significant (at minimum to the 10% level) for all variables where GJR-GARCH was used (e.g.
Kilian Index, interest rates and crude oil). For crude oil in particular, it indicates that shocks
have an asymmetric effect on the volatility of crude oil prices. More precisely, it indicates (by
the positive sign) that positive price shocks reduce volatility more than negative shocks3 (See
Mensi et al. (2015) for similar conclusions). Generally, the literature assumes that negative shocks
increase volatility more than positive shocks do. However, a positive price shock to the oil price
increases the production costs of all other goods and in turn induces a higher risk premium for
holding stocks. Finally, the power coefficient δ in the APARCH specification used to model crude
oil is significant at the 1% level.
Table 6 presents the simultaneous univariate parameter estimation results for soybeans (i.e.
Model 2). For soybeans the best fitted model according to the AIC is a GJR-GARCH(1, 1) and
the same model specification used in Model 1 for the remaining variables. In this case, both α
and β coefficients are significant for crude oil and soybeans. As before, the results indicate that
soybeans (as it is the case for crude oil) is sensitive to external shocks relative to shocks to its
own-variance. Additionally, the γ coefficient for the soybean GJR-GARCH model is statistically
significant at the 1% level, suggesting an asymmetric effect on the volatility of soybean prices.
Finally, Table 7 summarizes the results from the univariate parameter estimation results of using
sugar (i.e. Model 3). Here, we found the best fitted model to be a GARCH (1, 1) for sugar and the
same as in the previous cases. The α and β coefficients are significant for sugar and crude oil and
they indicate that sugar is more sensitive to shocks to its own-variance on volatility development
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than to external shocks (high β ralative to low α).
Tables 8−10 present the estimated parameters for the conditional correlations of the cDCC
model. For Model 1, α and β are statistically significant at the 10% and 1% level respectively. In
this case, the fact that the β coefficient is higher than α suggests that the conditional correlation
between the residuals is persistent to a higher degree. This is the case for both maize and soybeans
models; however, we observe the opposite for the model using sugar return prices. Finally, there
does not appear to be any sign of misspecification given that we fail to reject the null hypothesis
of no cross-correlations in the squared residuals (Hosking’s Multivariate test) and find no evidence
of ARCH effects (Li and McLeod’s test) in all three models.
The results from Tables 8−10 suggest that maize does not show any sign of strong conditional
correlation with crude oil or any of the macroeconomic factors included. That is, the volatility
episodes that we have described are related to commodity specific and are not directly correlated
with those in the crude oil market or by macroeconomic variables. However, this does not
imply that crude oil prices can determine these commodity prices in the long-run. However, the
interdependences between energy and these agricultural markets seems to be restricted to direct
spillover effects particularly during and after the 2008 financial crisis.
Succinctly, soybeans appears to be the only agricultural commodity to show strong and
significant correlation with the U.S. exchange rate and none of these with crude oil and the
remaining macroeconomic factors. On the other hand, sugar appears to be correlated with the
global economic index given a significance level of 10%, but the sign is negative. Crude oil prices,
present a strong and negative correlation with the exchange rate and interest rate as well as a
significant correlation at the 10% level with the global economic activity index. Finally, both
the interest rate and exchange rate have a strong and positive correlation across all three models
at the 5% significance level. Nevertheless, the results indicate that instability periods in these
commodities are not associated with instability in macroeconomic fundamentals or crude oil market.
Since the 2007/08 commodity price shock there has been an extensive interest in the literature
on the effects of the financialization of commodity markets had on this period. Consequently,
economists and policy makers alike have tried to understand if there exists any causal relationship
between financial and commodity markets particularly during and after the 2007/08 price
shock. However, very few studies have attempted to understand the volatility links between the
financialization of commodities and these markets.
As a consequence, we have decided to simultaneously estimate these variables and in addition
include the S&P GSCI commodity excess return index obtained from Bloomberg in order to
capture any links between commodity index investment had an impact on spot volatility in
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commodity markets. The GSCI commodity index uses a weighted methodology based on 1/3
world production value and 2/3 market liquidity which contains 22 exchange-traded futures on
physical commodities (e.g. crude oil, maize, soybean and sugar) and is rolled forward from the
fifth to the ninth business day of each month. This commodity price index was valued at 100 in
December 1990 and introduced to the market in January 19982.
In Table 11 we present the results from the simultaneous cDCC (1,1) model including the
return on the GSCI commodity index using the dame data series and frequency from January
1991 to December 2012. The results from this model are remarkably similar to those presented in
Tables 8-10. The only exception is the conditional correlation between soybeans and the exchange
rate which magnitude is similar to that presented in Table 9, but the sign of the conditional
correlation is the opposite. However, this can be explained by the instability (discussed in greater
detail in the next section) between the return price to soybeans and the U.S. exchange rate
from the mid 1990’s until early 2000’s where the conditional correlation was significantly lower
(negative) during this period. Nevertheless, the important realization from this model is the
strongly significant and positive correlation between the return to the GSCI commodity index with
the return to all commodity prices (including oil) during this period. Thus, from this evidence it
appears that, more than economic fundamentals, it is the commodity price index that is associated
with periods of instability in the agricultural commodity markets. In addition to this, we are
also able to determine that returns in the commodity markets are highly associate with the same
fluctuations in the other commodity markets.
Although in this study we cannot claim causation, it is evident that activity in the futures
market and the financialization of these commodities through the implementation of these
commodity indexes is associated with the return price to these commodities. This conclusion is
also supported by other authors in the literature such as Gilbert (2010) and more recently by Pen
and Sevi (2013) and Creti et al. (2013).
4.3 Structural Changes in the cDCC Estimates
In order to estimate the structural changes in the dynamic correlations an endogenous approach
developed by Lavielle (2005) has been used. In Figures 12-14 we present the results from applying
the penalized contrast function to determine any shifts in both mean and variance of the dynamic
correlations that had been found to be statistically significant during this time period.
In Figure 12 we show the results from the dynamic correlations between soybeans and the
U.S. exchange rate (top) as well as that from sugar and the Kilian index (bottom). For the first
2The only reason for using this commodity price index and not another is the availability of data and the length
of the series. Other commodity indexes begin in the late 1990’s.
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conditional correlation, we observe that the dynamic correlation has become more negative since
1982 to 2012 with three regimes being detected. The first period is from January 1982 to October
1997, the second period from November 1997 to August 2008 and finally from September 2008
to the end of the sample in December 2012. All these shifts are associated with more negative
correlations than the previous regime. The first shift in the dynamic correlation between soybeans
and the U.S. exchange rate is detected during the Asian Financial Crisis of 1997, which also
coincides with a period of high soybean prices. The second structural change in the dynamic
correlation from these two variables is associated with the end of a period of historical commodity
price increases and the financial crisis of 2008. This is a very interesting result since again the
instability of the soybeans market is associated with major global macroeconomic events. The
second graph (bottom) from Figure 12 corresponds to the dynamic correlations between sugar and
the Kilian index. In this case, the relationship does not suffer from significant structural changes
across the entire period and the conditional correlation remains negative along the sample.
Similarly, Figure 13 crude oil prices and all macroeconomic variables. The top figure shows
the conditional correlation between crude oil price returns and the U.S. short term interest rate (3
Month T-Bill). In this case, and in this relationship we detect only one significant regime change
at September 2007. The shift is associated with a more negative dynamic correlation than in the
previous period. These results, to an extent, are remarkable since the full thrust of the financial
crisis did not spread out through the economy until a year later and crude oil prices peaked by
mid 2008 (about 10 months later). This date is associated with less than a month after the first
decrease in the federal funds rate since mid 2003 by 50 basis points on August, 17 2007 and
another 50 basis points by early September of the same year as well as a similar trends in the
3-Month Treasury Bill during this same period (FOC, 2007). Additionally, the end of this period
ends coincides with the beginning of the steepest price shock period until the end of the 2007/08
commodity price boom. It is evident that the increasing troubles of market liquidity together with
historical high oil prices significantly raised the uncertainty in the markets during this period.
The third graph (middle) from Figure 13 presents the shifts in the dynamic correlation between
crude oil and the weighted U.S. dollar exchange rate. In this relationship we determine a similar
instability in the means on July 2007. Overall, the conditional correlations are negative, but less
so than with the interest rate. The bottom figure represents the dynamic conditional correlation
associated with crude oil prices and the Kilian Index for global economic activity. Overall the
correlation between this is positive as expected and two breaks are detected on July 2008 and
March 2010. Since the breaks have been determined based on the means, the large swing during
the financial crisis of 2008 is perhaps driving both the mean in the during the period of the financial
crisis where the conditional correlation was the strongest. Therefore, although we claim the shifts
as artifacts of the this particular event in 2008, the conditional correlation is still significant and
positive as expected.
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Finally, Figure14 present the dynamic conditional correlations between the U.S. exchange rate
and the short-term interest rate. As expected the relationship is positive and significant along
the entire period. Also, it presents a stable relation up to July 2007 where we find the mean of
the conditional correlation to be significantly higher then after. The conditional correlations here
presented show the links between monetary policy and the response to this in the U.S. dollar foreign
exchange market.
5 Conclusion and Policy Implications
Our results indicate that although the long-run relationship between global crude oil and
agricultural commodity price levels is overwhelmingly strong as shown in Ferna´ndez (2014), the
volatility interdependence between these cannot be explained by the crude oil price returns and
macroeconomic factors. For instance, we are not able to establish any interdependence between
maize price returns with crude oil prices and macroeconomic factors. Moreover, although soybeans
price return presents a negative and statistically significant relationship with the U.S. exchange
rate return, it is a weak relationship. Additionally, these results indicate that this relationship is
not constant over time and there is evidence of asymmetry during these periods of macroeconomic
instability. Similarly, sugar price returns do not present any evidence of being linked with crude
oil price returns and any of the macroeconomic factors except the Kilian index of global economic
activity. Thus, we can safely conclude that the observed price instability leading to the commodity
price shock of 2006-08 is not associated with volatility in the energy or demand-side factors. Thus,
our results indicate that in these global agricultural markets the volatility appears to be associated
with the financialization of commodities. Our results are in disagreement with those found by
Manera et al. (2013) but in line with a number of studies already in the literature such as Gilbert
(2010) and Gilbert (2015). Consequently, from a policy perspective, our results indicate that in
order to reduce future agricultural market volatility it is important to create and foment efficient
market monitoring mechanisms.
On the other hand, the results from the cDCC model show that crude oil price returns are
closely linked with fluctuations in monetary and global macroeconomic policy. Specifically, we
determined that crude oil price returns are associated with the U.S. exchange rate and the Kilian
index to a lesser extent and present strong volatility correlation with the rate of U.S. three
month treasury bills. These results also confirm the findings of a number of recent studies. For
example, Schryder and Peersman (2013) show that changes in the U.S. dollar exchange rate are
an important determinant of the volatility of the global price of crude oil given its influence on
oil demand. Similarly, our results also show the importance of monetary policy (interest rates) in
determining fluctuations in the global oil market, which also coincides with the findings of Frankel
(2008). More precisely, as interest rates increase, crude oil becomes less attractive as an asset
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for investors in addition to the fact that contractionary monetary policy has as a main aim to
decrease overall demand and that of crude oil. Similarly, positive shocks in the global oil market
force central banks to increase interests rate in order to counteract inflationary pressures and thus
contribute to a decline in economic activity.
Although the volatility in global agricultural commodity prices has been argued to be linked
to a strengthening relationship with energy markets, our results do not support this argument.
Moreover, it does not support the view that global macroeconomic factors can explain this
phenomena. Consequently, we conclude that there appears to be an excessive volatility in these
agricultural commodity markets that cannot be explained by the traditional channels, which
makes decisions from a producing and investment aspect very difficult in the near future. On
the other hand, fluctuations in the global crude oil prices are fundamentally explained by global
macroeconomic factors and in line with recent developments in the literature. Moreover, we show
that the there exists a strong and significant relation between the returns to the futures commodity
price index and all the commodites analyzed including crude oil. These results, support the view
that a substantial source of the volatility in agricultural commodities, not captured by our model,
might be due to the financialization of these commodities. In fact we show that there is strong
and significant conditional correlation between the return on commodity index investment and the
commodity markets here analyzed. However, as far as to claim that there exists a causal link is
beyond the scope our methodology and ultimately an empirical question to address. Therefore,
given the results we have presented, a natural extension of our work is to determine the extent
to which the financialization of these agricultural commodities is responsible for the observed
volatility in these markets.
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Tables
Table 1: Data Definition and Source
Variable Frequency Range Units Source Code
Maize (MZt) Monthly Jan 1982 U.S. Dollars IFS PZPIMAIZ
Dec 2012 per Metric Ton
Soybean (SOY Bt) Monthly Jan 1982 U.S. Dollars IFS PZPISOYB
Dec 2012 per Metric Ton
Sugar (St) Monthly Jan 1982 U.S. Dollars IFS PZPISUG
Dec 2012 per Metric Ton
Crude Oil (Ot) Monthly Jan 1982- U.S. Dollars IFS PZPIOIL
Dec 2012 per Barrel
PPI (Pt) Monthly Jan 1982- Index FRED PPIACO
Dec 2012 (1982=100)
Three-Month Monthly Jan 1982- Percentage FRED TB3MS
T-Bill (It) Dec 2012
Trade Weighted Monthly Jan 1982- Real Index FRED TWEXBMTH
USD Index (XRt) Dec 2012 (1997=100)
Indx. Global Econ. Monthly Jan 1982- Index Lutz Kilian -
Activity (Yt)
Table 2: Pearson’s Correlation Matrix of Monthly Returns (1982:01 - 2012:12)
Maize Sugar Soybean Oil Exchg.Rate Int.Rate Glob.Econ.Actv.
Maize 1
Sugar 0.027 1
Soybean 0.594∗∗∗ 0.003 1
Oil -0.065 -0.022 0.021 1
Exchg.Rate -0.054 -0.104∗∗ -0.178∗∗∗ -0.155∗∗∗ 1
Int.Rate -0.158∗∗∗ 0.019 -0.172∗∗∗ -0.356∗∗∗ 0.200∗∗∗ 1
Glob.Econ.Actv. 0.015 -0.037 0.024∗∗∗ 0.201∗ -0.102 -0.0421 1
No. Observ 370 370 370 370 370 370
Notes: Significance at the the 1%, 5% and 10% level are denoted by (∗∗∗), (∗∗) and (∗) respectively.
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Table 3: Summary Statistics and Unit Root Tests of Monthly Returns (1982:01 - 2012:12)
Maize Sugar Soybean Oil Exchg.Rate Int.Rate Glob.Econ.Actv.
Mean 0.083 -0.240 0.037 0.139 -0.052 -0.002 -0.084
Median 0.007 0.266 -0.046 0.405 -0.011 -0.002 0.256
Maximum 28.005 37.569 24.593 43.936 5.535 5.748 36.476
Minimum -25.098 -32.001 -25.341 -29.523 -3.795 -3.561 -41.063
Std. Dev. 0.057 0.100 0.056 0.079 0.013 0.011 0.067
Skewness -0.049 0.101 0.130 0.037 0.202 1.143 -0.849
Kurtosis 6.579 3.958 6.019 6.769 4.069 9.402 12.185
Jarque-Bera 197.623∗∗∗ 14.774∗∗∗ 141.539∗∗∗ 219.106∗∗∗ 20.135∗∗∗ 712.411∗∗∗ 1345.078∗∗∗
Sum Sq. Dev. 1.202 3.684 1.150 2.283 0.061 0.042 1.659
Observations 370 370 370 370 370 370 370
Notes: Significance at the the 1%, 5% and 10% level are denoted by (∗∗∗), (∗∗) and (∗) respectively.
Table 4: Unit Root Tests of Monthly Returns (1982:01 - 2012:12)
Maize Sugar Soybean Oil Exchg.Rate Int.Rate Glob.Econ.Actv.
Test for Stationarity
ADF (M1 - MAIC) -14.611∗∗∗ -14.196∗∗∗ -14.506∗∗∗ -14.316∗∗∗ -13.460∗∗∗ -28.549∗∗∗ -13.744∗∗∗
ADF (M2 - MAIC) -14.520∗∗∗ -14.170∗∗∗ -14.750∗∗∗ -14.300∗∗∗ -13.460∗∗∗ -28.510∗∗∗ -13.720∗∗∗
DF-GLS (ERS-MAIC) -9.457∗∗∗ -6.974∗∗∗ -12.463∗∗∗ -2.358∗∗ -1.887∗ -9.689∗∗∗ -3.746∗∗∗
KPSS (Bartlett Kernel) 0.126 0.078 0.072 0.215 0.125 0.016 0.131
Notes: Significance at the the 1%, 5% and 10% level are denoted by (∗∗∗), (∗∗) and (∗) respectively.
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Table 8: Dynamic Correlation cDCC (1,1) for Maize
Maize Oil Exchg.Rate Int.Rate Glob.Econ.Actv.
Maize 1
Oil -0.070 1
Exchg.Rate 0.000 -0.120∗ 1
Int.Rate -0.050 -0.490∗∗∗ 0.151∗∗ 1
Glob.Econ.Actv. -0.060 0.097 -0.030 -0.080 1
α 0.013∗
β 0.937∗∗∗
Hosking’s Hosking (5) 101.967
Hosking (10) 220.702
Li and McLeod’s Li-McLeod (5) 102.262
Li-McLeod (10) 221.176
Notes: Significance at the the 1%, 5% and 10% level are denoted by (∗∗∗), (∗∗) and (∗)
respectively.
Table 9: Dynamic Correlation cDCC (1,1) for Soybeans
Soybeans Oil Exchg.Rate Int.Rate Glob.Econ.Actv.
Soybean 1
Oil -0.030 1
Exchg.Rate 0.130∗∗ -0.120∗ 1
Int.Rate -0.080 -0.480∗∗∗ 0.158∗∗ 1
Glob.Econ.Actv. -0.020 0.096 -0.040 -0.080 1
α 0.012∗
β 0.940∗∗∗
Hosking’s Hosking (5) 99.189
Hosking (10) 233.881
Li and McLeod’s Li-McLeod (5) 99.507
Li-McLeod (10) 233.975
Notes: Significance at the the 1%, 5% and 10% level are denoted by (∗∗∗), (∗∗) and (∗)
respectively.
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Table 10: Dynamic Correlation cDCC (1,1) for Sugar
Sugar Oil Exchg.Rate Int.Rate Glob.Econ.Actv.
Sugar 1
Oil -0.020 1
Exchg.Rate -0.080 -0.120∗∗ 1
Int.Rate 0.034 -0.490∗∗∗ 0.166∗∗ 1
Glob.Econ.Actv. -0.100∗ 0.110∗ -0.050 -0.090 1
α 0.013∗
β 0.899∗∗∗
Hosking’s Hosking (5) 115.518
Hosking (10) 223.876
Li and McLeod’s Li-McLeod (5) 115.653
Li-McLeod (10) 224.385
Notes: Significance at the the 1%, 5% and 10% level are denoted by (∗∗∗), (∗∗) and (∗)
respectively.
Table 11: Dynamic Correlation cDCC (1,1) for all variables
GSCI Glob.Econ.Actv Int.Rate Exchg.Rate Oil Maize Soybean Sugar
GSCI 1
Glob.Econ.Actv 0.109 1
Int.Rate -0.377 -0.053 1
Exchg.Rate -0.262∗∗∗ -0.006 0.203∗∗∗ 1
Oil 0.535∗∗∗ 0.141(∗∗) -0.575∗∗∗ -0.180∗∗ 1
Maize 0.227∗∗∗ -0.119 -0.080 -0.080 -0.074 1
Soybean 0.289∗∗∗ -0.075 -0.103 -0.191∗∗ -0.026 0.576∗∗∗ 1
Sugar 0.095∗∗∗ -0.100 0.043 -0.068 -0.058 0.123∗ 0.145∗∗ 1
α 0.008
β 0.910∗∗∗
Hosking’s Hosking (5) 311.364
Hosking (10) 622.187
Li and McLeod’s Li-McLeod (5) 311.953
Li-McLeod (10) 623.120
Notes: Significance at the the 1%, 5% and 10% level are denoted by (∗∗∗), (∗∗) and (∗) respectively.
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Figures
Figure 1: Logarithm of Prices and Macroeconomic Factors Adjusted for PPI (1982-84=100)
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Figure 2: Logarithm of Prices and Macroeconomic Factors Returns (1982-2012)
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Figure 3: Monthly Price Returns and Macroeconomic Factors (1982:01-2012:12)
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Figure 4: Monthly Price Returns and Macroeconomic Factors (1982:01-2012:12)
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Figure 5: Conditional variance of Maize and Soybeans price returns (1982:01-2012:012). The figure
on the bottom side presents the same series duing the peak of the 2007/08 commodity price boom.
All figures have been scaled using Oxmetricstm.
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Figure 6: Conditional variance of Maize and Sugar price returns (1982:01-2012:012). The figure
on the bottom presents the same series duing the peak of the 2007/08 commodity price boom. All
figures have been scaled using Oxmetricstm.
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Figure 7: Conditional variance of Soybeans and Sugar price returns (1982:01-2012:012). The figure
on the bottom presents the same series duing the peak of the 2007/08 commodity price boom. All
figures have been scaled using Oxmetricstm.
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Figure 8: Conditional variance of Crude Oil with the commodity price returns (1982:01-2012:012).
The figures on the right-hand side present the same series duing the peak of the 2007/08 commodity
price boom. All figures have been scaled using Oxmetricstm.
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Figure 9: Conditional variance of USD exchange rate with the commodity price returns (1982:01-
2012:012). The figures on the right-hand side present the same series duing the peak of the 2007/08
commodity price boom. All figures have been scaled using Oxmetricstm.
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Figure 10: Conditional variance of Interest Rate with the commodity price returns (1982:01-
2012:012). The figures on the right-hand side present the same series duing the peak of the 2007/08
commodity price boom. All figures have been scaled using Oxmetricstm.
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Figure 11: Conditional variance of Crude Oil price returns with Macroeconomic variables (1982:01-
2012:012). All figures have been scaled using Oxmetricstm.
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Figure 12: Structural Changes of cDCC for Soybean and Sugar (1982:01-2012:012).
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Figure 13: Structural Changes of cDCC for Crude Oil with Macroeconomic variables (1982:01-
2012:012).
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Figure 14: Structural Changes of cDCC for USD Exchange Rate and Interest Rate (1982:01-
2012:012).
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