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Abstract-Two particular inverse scattering problems are of special interest. The first concerns the discovery 
of a perturbation in the speed of sound by analyzing the return signal from a blast wave set off above it. The 
second concerns the determination of a potential from the back scattering of plane waves. In one dimensional 
problems the two cases are very closely related. In higher dimensions the situation becomes much more 
complicated. 
We present here a new approach to four such classical higher dimensional inverse problems for determining 
the coefficients of a partial differential equation, including the two mentioned. The idea stems from the work of 
Deift and Trubowitz[l], in one space dimension. No conclusive theorem is found but the approach provides an 
algorithm for iteration which might lead to an existence theorem and which will be explored numerically 
elsewhere. 
The four inverse problems considered here all have common features. They are described in 
Section 2. Solutions of either 
LiJ= U,,-AU+q(x)U=O, or 
LU=a2(x)U,,-AU=O, xcRN, N=1,2,3, 
(1.1) 
0.2) 
are involved. Each solution has accompanying initial data and boundary conditions which 
would make a well-posed problem if q (or a) were given. However the function q (or a) is not 
given. Instead it has to be determined by making use of additional or extra data. 
The main tool used is the distorted plane wave which we define here. 
Definition 
The distorted plane wave P((Y, x, t) is (i) a solution of (1.1) or (1.2) and (ii) for large time a 
plane wave moving in the direction Q, i.e. if u2- 1 and q have compact support r. then 
P=6(t-a.x)for r>r,. 
In more general terms, P = W6(t - a - x) where W is the appropriate wave operator. The 
Fourier transform of P with respect o time will be denoted by p(a, x, 0). 
The end product for each problem is a coupled system of nonlinear hyperbolic equations for 
the distorted plane waves P: 
or 
P,,-AP+9P =0 (1.3) 
sd2Pt, - AP = 0. (1.4) 
through 9 (or a) which is a nonlinear function involving the extra data and 
a and all 1. To be a little more exact the function .B? is derived from such a 
The coupling is 
values of P for all 
function by a rather involved procedure. 
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Each of the four problems of Section 2 is reduced to the problem of solving such a system. 
If solved, then one obtains q = 9 (a = d). The obvious iterative algorithm is to use a trial 
function q (or a), solve for P and compute 9 (or a) which is the new trial function q (or a). 
Before proceeding we ask how much extra data should be given and what kind of properties 
9 (or a) should have. Clearly, we cannot expect o get one function of the space variables (q or 
a) unless one function of the same number of variables is provided by the extra data. The most 
important property for 9 (or a) is that it involve the extra data. It is easy to obtain a redundant 
nonlinear system: its solution would not be unique. The simplest rivial illustration is to set 
q = (Pt, - AP)IP but others abound. If we could prove for some choice of the expression for 9 
that the solution of (1.3) is unique then the expression for 9 is not redundant. Furthermore such 
an expression will have to involve the extra data because otherwise the solution could not be 
unique. 
Let us look at these questions in connection with the work of Deift and Trubowitz in one 
space variable. They study the Fourier transform U(X, w), in (1.1) with respect to time. The 
differential equation satisfied by u is 
d2u 
-@qu=& 
The datum for the well-posed problem is that u - eiox as x+x. The scattered wave 
u, = u -eiUX consists of a transmitted and reflected part. The reflected part behaves like 
i(w) eiox as x+m. The extra data is the function i(w). The potential q is found to be q = Q 
where Q = - 4 J-‘x” io?u2 do (the “trace” formula). The analogue of this formula for the time 
dependent problem is 9 = -4.f:: RCJI/, dt. Here R is the back scattered field of a solution 
which behaves for large time like 8(t -x) and has its support in t - x I 0 while U is the solution 
which behaves for large time like 8(t -x) and has its support in t -x 2 0. [It is worth noting 
that such a solution does not have an analogue in higher dimensions. It comes from an ill-posed 
problem: Cauchy data given on a time-like surface.]. 
The Deift-Trubowitz formula is not redundant. If the extra data i is identically 0 clearly 
q = 0. However the proof that the solution is unique is more complicated. 
In our work we do not establish the required uniqueness theorems but it appears plausible 
that the formulas are not redundant. 
We shall assume in what follows that in (l.l), (1.2), q and u2- 1 are C” and have compact 
support. It it clear that the resulting formulae can be extended but we do not examine this 
question. As in the previous description of the one-dimensional back scattering problem, we 
shall work always in space and time. For the purpose of this note we also assume: 
q(x) is a potential for which there are no bound states. (I.9 
2. DESCRIPTION OF PROBLEMS 
Problem I (Signals from blast waves) 
The plane xl = 0 represents the surface of the earth. A blast wave travels from a point 
(0, x2, x3). The wave is observed for all time and all points on x, = 0. What is the speed of 
sound? 
The blast wave is represented by the solution U of (1.2). The speed of sound is u2(x). On 
xi = 0, 
dllldn = 0. (2.1) 
At t = 0. 
u, = S(lxl), u = 0. (2.2) 
If a = I, U is given by 8(t - Ixl)/lxl. Th e values F(x,, x3, t), of U(x, t) on the plane xl = 0 are 
given by the observation. Suppose the surface in (x, t) space on which the S-function singularity 
of U propagates has no caustics. Then we shall show that u(x) can be represented in terms of 
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distorted plane waves P defined in Section 1 and the extra data F(+, x3, t). Thus the inverse 
problem can be reduced to (1.4). 
Problem II (Back scattering) 
A plane wave at angle B is incident on a potential q(x). For every angle p, a measurement is 
made of the field that is scattered back in the direction from which the wave comes. What is 
q(x)? 
Let the scattered field be P, = P - 8(t - j? * x). From the results of Friedlander[2], 
Ps + A(/% X//XI, t + IxI)/(xI@‘-*)‘~ as t -_) - co (2.3) 
where N is the demension A is called the far field, (A( the scattering cross section. The extra data or 
measurement is the value of A in the back scattered irection x/lx] = /3: 
A(& P, s) = F(D, s). (2.4) 
For the background and results, see Fadeev[3], Newton[4]. It is clear that if the far field in 
all directions, x/lx/, for all directions /3 of incident plane waves is known then the problem of 
finding 4 is over determined. The total information about the far fields must be consistent. A 
recipe for determining the total set of far fields from the back scattered field will be formulated. 
This leads to a system of the form (1.3) for the distorted plane waves P. 
Problem III (Model, N = 3) 
Assume U satisfies (1.1) for xl 2 0 and U = 0 on xl = 0. At t = 0, U, =2&(x,), U = 0. The 
values of au/ax, are given on x1 = 0, say au/a_&o = F(x2, x3, t). The problem is to determine 
q(x). The formulation of the expression for 9 in Problem III is easier than in Problem I and II 
which makes III a good model to experiment with. Again it is reduced to (1.3). 
Problem IV 
Another problem to consider is a more realistic formulation of Problem I which has many 
other applications. Instead of observing the wave at all points on the surface, the behavior at a 
single point is observed for all times. To have sufficient data to obtain a(x) (a function of 3 
variables ince N = 3) the explosion is made at all points and each explosion observed at only 
one point of the surface x, = 0. This is analogous to the back scattering problem, (II). 
In the terminology of Problem I, U depends parameterically on the position, Y = (0, y2, y3), 
of the initial blast, so U = U(x, t, Y). The extra or observed data is G(Y, t) = 
U(x, t, Y),=(O, y*, y+ The values of U(x, t, Y),=co.12,x~J must be consistent. We hope to develop 
the approach used in Problem II for Problem IV. 
In treating Problems I, III and IV we set a(x*) = a(x), q(x*) = q(x) where x*(x)= 
(-XI* x2,. * .). Then the problems can be considered in full space by reflecting the solutions 
across the plane xl = 0. In Problems I and IV, U(x*, t) = U(x, t) and in Problem III, U(x*, t) = 
- U(x, t). 
3. OUTLINE OF METHOD 
To obtain a system of differential equations of the form of (1.3) we have to find 9, i.e. relate 
the potential q to the solutions P. For (1.4), we need d. In both cases, this can be done most 
easily by noting that the singularities of the solutions propagate on the characteristic surfaces 
and that the changes in amplitude of the singularities are governed fairly simply by the 
coefficients of the differential equation. 
For example, let q C Co- and let U(x, t) satisfy 
U,,-U,,+qU=O and U=s(t-x) as t++m. (3.1) 
Then U is piecewise smooth and has an expansion in the neighborhood of t - x = 0 of the form 
U = s(t - x) + B(x)(l - &t -x)) + D(x)C(t -x) + E(x, t). (3.2) 
322 C. S. MORAWETZ 
Here ti is the Heaviside function, k(s) = S(s); C is continuous and C(s) = 1 -R(s); B, D, E 
are piecewise C* and E, C = 0 for t > x. 
Substituting (3.2) in the differential equation (3.1) for U we obtain the transport equations 
for B, D by equating singular coefficients. Thus, 
-2B,+q=O 
20, + qB - B,, = 0. 
(3.3) 
In particular we see, using (3.2) with the first equation of (3.3) that 
d 
q = 2 -& (U(x, t) - s(t - X))rEx+. (3.4) 
If we try to use (3.4) directly for 9 in (1.3) we would have a redundant equation that holds for 
all q(x). 
At a corresponding state, Deift and Trubowitz do not use (3.4). They use instead the Fourier 
transform analogue of: 
q=4 +* 
I 
U, U,, dt. (3.5) 
-I 
where 17, and i&are two solutions of (3.l)chosen to have particular support properties. The formula 
is obtained using expansions as in (3.3). In fact U, is the U that appears in Section 1 in the trace 
formula and 11, is the U of (3.1). 
The remaining problem is to represent U in (3.4) (or its higher dimensional analogue) in 
terms of the extra data and the solutions P. Our method in each case involves using the far 
field, i.e. information at m, and then combining the far field with the extra data. 
The steps in each problem are: (i) Represent a solution of the equation (1.1) or (1.2) as an 
integral of its far field and distorted plane waves P. (ii) By representing the far field in terms of 
the extra data and P, obtain through (i) the solution in terms of the data. (iii) Find the analogue 
of (3.4) for q or a as needed. (iv) Put (ii) in (iii). This yields q = 9 or a = d and the system 
(1.3) or (1.4). 
4. GENERAL RELATIONS 
We first develop some general theorems and formulas before dealing with the specific 
problems. 
Consider the operator 
L=a* $-b+q in RN, N = 1,2,3 (4.1) 
where a*(x)- 1, q(x)C C” and have compact support of radius ro. We note that the Fourier 
transformed operator _Y = - u2w2 - A + q is related to the potential problem for the Schrddinger 
equation if a = 1, but we shall consider mainly the time-dependent form.t Again we assume that 
there are no bound states. 
The first theorem, due to Friedlander[2], deals with its field behavior. 
THEOREM 1 (Friedlander) 
Let U be the solution of LU = 0 with U = 0, U, = Y for t = 0. Here a, V have compact 
support. Then for some function A(t - 1x1, /3), 
U = A[x/-‘~-“‘*(~ +0(/x1-‘)) (4.2) 
where p = x/1x1. 
tAll formulas presented here have simple alternative forms in terms of frequency o. Sticking with a time dependent 
formulation allows us to take advantage of domains of dependence and other properties of initial value problems. 
Corollary 
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If for t = 0, U = 0, U, = S’(x,), with 9(x,) = - S’(- x,), and S has compact support in xl, 
then if a* = 1, for some function A(t - (xl, p), 
U = ; S(t - xl) +; S(t + x,) + AIxI-‘~-‘)‘~(I +0(/x/-')) (4.3) 
The proof is straightforward since 4 and a*- 1 have compact support. The solution outside 
that support is represented in terms of the free space Riemann function. See [2] for details. 
The second theorem allows us to express a solution U of (4.1) as a transform of the 
scattered far field with respect o distorted plane waves, P, in the following way: 
THEOREM 2 
Suppose the initial data of U satisfy the conditions of Theorem 1. Then 
P(p, x, t - s).9A(dj3( ds. (4.4) 
Here F = $A is defined by 
A = CN 
I 
,x F(t2 + 7, ,%tN-* d5. (4.5) 
Equivalently, 9 is defined by the relation 
f = cN10(N-3V2a (4.6) 
where a, f are respectively the Fourier transforms of A, 9A, w.r.t. s and cN’ depends only on 
N. Thus for N = 3, 9 = - [(1/27r)(a/&)J. Under the conditions of the corollary of Theorem 1, 
this form holds for t > [x,1. 
5. THE MODEL PROBLEM (PROBLEM III) 
We proceed to the three steps of Section 3. We show that U, the solution in Problem III, has a far 
field and it can be represented in terms of the data F. We need the theorem: 
THEOREM 3 
If U is the solution of Problem III, it satisfies the conditions of the corollary of Theorem 1 
and: 
A = 2 
I 
[H(& x’, s - t’)(F(x,, x3, t)- 28(t’))],;,,]dy] dt’ 
+ 2 I ti(p, x’, dl,;=oldyl, (5.1) 
Jd y J = dx2 dx3; the Fourier transform h of H is -(1/2)ic~p(~,x, w)ocN-‘)‘* and CL is the 
constant of Theorem 2. The dot denotes differentiation with respect o the last variable. 
Theorem 3 is proved in Section 8. 
By the corollary to Theorem 1 and by Theorem 3, U has a far field A for t > lx,] and U is 
represented in terms of A by (4.4) of Theorem 2. By theorem 3, A is obtained in terms of the 
data F and thus we complete step (ii) and have 
THEOREM 4 (Problem III) 
p(p,x,t-s)9 [I,,;,ldyl[PH(B,x’,s-I’)),;=, 
_ (5.2) 
x (F - 28(f)) dt’ + ti(@, x’, s)lx;=o jldBI ds. 
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The last step is to relate 4 to U. From the initial data we see that for xl > 0, U is singular on 
t = xl and otherwise smooth. In the neighborhood of t = x, we may therefore write, 
u = s(t - x,) + B(x)& -x,) . . . (5.3) 
where k(s) = S(s). By substituting in the differential equation (1.1) one finds 
2$+q=O or q(x)=-2$(lim (U(t-x,)-S(f-x,)) 
I I 1-x,+ 
(5.4) 
The final system for Problem III is (1.3) with 
9 =-2-&(tli~rn(U(t-x1)-_Srt-XI)) (5.5) * 
where U is given by (5.2). We have achieved our objective since L2 is an integral over plane 
waves P and data F. 
Remark. The contribution to dU/dx, on xl = 0 that comes from the potential 4 is F-28(t). 
6. THE SOUND SPEED PROBLEM (PROBLEMS I AND IV) 
For Problem I we proceed in much the same way. We establish steps (i) and (ii) through 
THEOREM 5
For Problem I, U satisfies the conditions of Theorem 1, and 
Here Jdy’J = dxi dx;. The proof is in Section 8. 
The next step is to find S. In Problem I, we assumed that the singular support in (x, t) of the 
solution U has no caustics. Suppose this support is t = C#J where IV41 = a. Furthermore, 
U - BS(t - 4) where B is given by the transport equation: 
A4+2V4,VlogB=O, (6.2) 
and we may couple U and a to q$ by 
I 
4+ 
B= Udt and a = IVdl. 
0 
The procedure is: Integrate U as given by (6.1) with respect to t from 0 to I$+ and get 
B = 48(P, 4, F) where 9 is linear in c$, F. Then 4 satisfies the nonlinear equation, 
I 
0+ 
A4 + 2V4 - V$$/e = 0 where 3 = U dt (6.3) 
0 
and 
d = pqq. (6.4) 
The solution 4 behaves like a(O)lxl at the origin and adalxl+ 1 at x. In the coupled system 
(3.2), d is given by (6.1), (6.3), (6.4). 
If we set 4 = I$, ?8 = elr we have 
A$ + 2V+VglS + 2t@‘,lls = 0 
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and we look for a solution with 4 bounded at 2. It is not clear whether this is well posed as the 
linear disturbance quation can be seen to be very singular. 
Even if there are caustics U has a wave front set that depends on the sound speed. If we 
take a Fourier transform in x and t of equation (6.1) in Theorem 5 we find 
ri = 
I 
iofi(j3, k, w)ik;R(p, k;,- w)f^(- k;! - w))dkiJ(dp( 
where li = Fourier Transform of U, 6 = Fourier Transform of P, h” = Fourier Transform with 
respect o y of H on xl = 0, etc. From the behavior of li, we should be able to determine the 
wave front set and the speed of sound although the algorithm is not clearly available. 
This approach also points up what is necessary in Problem IV, the case where the explosion 
source is a parameter and the observation is made at the location of the source. Then 
F(y, t)+ F(y, t; Y), y = (0, x2, x3), where Y is the position of the source. Also U + U(x, t; Y) 
and the given data is F( Y, t, Y) = G( Y, t). Then F(y, t; Y) is to be determined by the criterion 
that the value of IC+l, obtained from the singular support of V(x, t, Y), is independent of Y. It 
is not clear how to execute that program. 
7. BACK-SCATTERING (PROBLEM II) 
We turn to Problem II and proceed to determine an integral equation for A(a, /3, s), the 
scattered far field of P(a, x, t). 
We may apply Theorem 2 to each distorted plane wave P(a, x, t) by noting that P = 
s(t - (Y . x) for t > r. and that the conditions of Theorem 1 are met by considering initial data at 
t = 2ro say and solving for t < 2ro. This yields P in terms of its far field, A(a, /3, s). 
LEMMA 7.1 
For t < (Y . x, 
P(a, x, t) = P(P, x, - t - s)9.d(w B, s)JdpI ds. (7.1) 
But in Problem II we know only the back-scattering F(cx, S) = A(a, a, s) for the solution 
P((Y, x, t) although we know it for every direction LY of the plane wave. To proceed we first 
develop the expansion for q. 
Using the fact that P(a, x, t) has a singular surface only on t = a * x and that P = 6(t - a * x) for 
large t, we obtain by a singular expansion: 
the relation 
P(a, x, t) = s(t - 1y * x) + B(x)(l - H(f - (Y * x)) +. . * 
for all a. 
But q is independent of a, and hence 
$2cr * V(P - s(t - a * x))l,=, * = 0. (7.3) 
This gives a compatability condition on A(a, p, s) which we reduce to an integral equation for 
A(a, /3, s) with the data A(a, a, s) = F(a, s) given. The equation is linear if we regard P as 
given. We shall show that the Fredholm alternative is often satisfied. The argument is given 
here only for N = 3 where 9 -(a/as). 
The symbol - is used to denote = up to a constant factor. 
First we represent A in terms of q: 
LEMMA 7.2 
A(OA-j=P(B, x’, s - a . x’)q(x’)(dx’(. (7.4) 
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We define T, as the mapping function taking a far field into the gradient in the direction of 
(1, al, a2, a3 of a solution on t = a * x, i.e. T,A = a * V U(x, a - x) where LU = 0 and U has the far 
field A for t < a, x. Thus, by (7.1), 
T,A - aV P(/3, x, -a * x - s)&, p, s)ldfl(ds (7.5) 
and the inverse T,-’ is given by (7.4). 
T,-‘f - P(& x’, s - a . x)f(x’)ldx’l (7.6) 
The compatability condition, (7.3), on A is that T,A(a, /?, s) is independent of a, or, 
T,A(a, PI s) = T,(A(p, 13, S) or A(a, p, S) = T,-~T,(A(~, p, s). (7.7) 
We are free to choose p and in fact we must choose it so that we make use of the back 
scattered ata. The linearized problem (q small) suggests how to do this, 
In that case by (7.41, 
A- 
I 
S(s -(a + j3 . x)q(x)ldxl. (7.8) 
Taking p = a gives A in the back scattered irection. Taking Fourier transforms with respect o 
s we have 
q(a, P, 0) - 
I 
eio(rr+8)Xq(x)ldxI). (7.9) 
Settinga+p=la+plrandw*= w Ia + PI = 2~ * a and a(a, 0, o) = a*(a, y, w*) we have 
a*- ei”*Y’Xq(x)ldx( =&f) (7.10) 
where ,$ = ‘yw* and a denotes Fourier transform up to a constant. This formula checks with (7.6) 
and yields with j3 = a or y = a the linearized solution in terms of back-scattering. 
However let us proceed as if we were doing the full problem and look for an integral 
equation for A. We have by the linearized forms of (7.1), (7.2) and (7.4). 
A- 
I 
S(s - a . X’ - /3 * x’)p . V8( - S’ - I_L . x - p’ * x)A(/.L, p’, s’)ld/3’(ds’ldxl. (7.11) 
Take the Fourier transform in s: 
q(a, P, 0) - I 
8(u(a + P) - @‘(CL +P’))cL . (I.L + P’)w’*a(~, P’, w’) do’ldp’l (7.12) 
It will turn out that if we choose /J = (a t p)/Ia + /3j that we can get the r.h.s. of (7.11) in 
terms of the back scattering. Set 7~ = w’p’ and 5 = o(a + j3). Then from (7.121, 
ata, P,w) - IS(I-IqiP-?)(l+~)a(P.~.q)/dql. (7.13) 
Let i= 7 + InIp and J = det aq/a$ Then 
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where the r.h.s. is to be evaluated at [= [ and we set p = (a + B)/(a t /3[. From I,, = 
I t (q/(q()p we have J-’ = det (It 7. p/(q[j and at i = 5 since p has the direction of 5 we see that 
77 has the direction of p and J-’ = 2. Also 1 t p . v/)77/ = 2 and Iv/= (1/2)0((~ +PI for o > 0 so that 
we find ~(a, /3, w) = const. a(~, CL, (1/2)0((~ +~1). For o < 0 we obtain the same formula. From 
a = l3 we see that the constant is 1 and thus in the linearized theory, 
u(a,B,w)=o(p,B,~ola+PI) (7.14) 
with p = ((u + P)/((Y t ~1. 
To complete the linearized theory we take (Y = /3 and ~(a, (Y, o) = F(cr, 0). 
In the general case we substitute (7.1), (7.4) in (7.7) and 
singularity: 
THEOREM 6 
The far field A of the distorted plane wave P satisfies 
obtain on taking out the leading 
Ma, B, s) = A&a, B, s) + KAta, B, s) 
where A0 is the value of the far field given by the prescribed 
linearized theory, that is ao(a, /3, o) = FT(F@, (1/2)o(a t ~1)); and 
(7.15) 
back-scattering using the 
KA- (P -I’,)@?, x, s - (Y * X)/L * V 
I 
P(p’, x, - s’ - CL * x)A(p, /3’, s)ld/?‘(ds’ldx 
- P@,x,s--(Y’X)/.L’V (Ij-~o)(P’,x,-s’-a.x). I I (7.16) 
Here p = (a t /?)//a + fiJ and PO(~, x, t) = s(t - Q . x) and + denotes differentiation w.r.t. last 
variable. 
Equation (7.15) is an integral equation for A where A&a, /3, s) is given KA may be written 
as &,T,A t T,-‘&,A. Here T,, and T,-’ are bounded in the energy norm while Si, and S,,, are 
smoothing for a wide class of functions q(x). For fixed q 2 0 of compact support and with 
bounded first derivatives one can show that S,,T, and T,-‘&, are both compact so the 
Fredholm alternative will hold. For sufficiently small q, S,,T,, t T,-‘S2, is small. Thus for a 
class of q, not fully specified here, the Fredholm alternative holds. One needs a uniqueness 
theorem however to assert hat for a given back scattering, i.e. A&a, /3, s), and a given family of 
distorted plane waves P((Y, x, t), there is a solution A(a, & s). Let us assume this is so. Then we 
have 
A = d(P, F, o, B, s) 
where F is the given back scattering function. And hence, by (7.2) and (7.1), 
q(x)=%P.F)=$YV JQ3,x, 
I 
- s - (Y * x)d(P, F; cr, p, s)/d/Z?(ds (7.14) 
where a may assume any value. Coupling (7.17) with the equation for P we have obtained our 
objective and Problem II is reduced to solving (1.3) with (7.17). 
8. SKETCHES OF PROOFS OF THEOREMS 2-6 
Proof of Theorem 2. We begin by assuming 
+- U(x, t) = If PU3, x, t - s)F(s, B)ldSI ds -z 
where F is to be determined by the radiation condition. Let x = (t - r)B’, then 
(8.1) 
u((t - T)/Y, t) = 1-11 I’(@, tt - dP’, t - s)Fts, P’)ldSl ds. 
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Now the support of P is in t - s - p . ,d’(t - I) I 0 and one sees that as t + cc, 
U((t - 7)/Y, t)-I+= j s(t - s - fi . P’t + /3 . /Y+Ys, /3)ld/3Jds 
-I 
= I F((t(l -P . P 3 P’d, P)ldP t, 
provided J jFJ]dfi] ds < ~0. 
But we may set, /3 . p’ = cos (0 - 0’) and we have 
LJ((t - T)/?‘, t) + 1 F(2t sin* y *co, (8 - e’)q p)(dfi). 
Thus with cN a constant depending on the dimension N, for large t, 
u((t - T)p’, t) + cj~,t”-~“~ F(t* + T, B’)SN-* d{ + I. o. terms. 
Or using Theorem 1, 
A(& p’) = CN I = F(,$* + T, /3’)TN-* d& 0
For appropriate A this is invertible. Proceeding formally, let a(o, /3’) = F.7’. w.r.t. r of A(T, /I’). 
We have 
a(@, p’) = CN 
= cNf(w, /3’) 
I 
cc e-‘@@ tN-* dt 
= Cu(-N+‘)I*f(w, 0’) (8.2) 
when c = c(N). We omit the evaluation for N = 3. Q.E.D. 
For proofs of the other theorems, we need to introduce the Riemann function R(x, x’, t), the 
solution of 
LR=O, R,=6(x-x’), R=O for t=O. (8.3) 
A straightforward application of the Riemann function yields: 
THEOREM 7 
Under the conditions of Theorem 1: 
U(x, t) = j- [ - R(x, x’, I@(x’) + d(x, x’, tW(x’))ldx’). 
And for xl > 0, 
U(x, t) = I {- R(x, x’, t)@(x’) + d(x, x’, t)‘l’(x’)} dx’ X,‘O 
z aU 
+ I I( R(x,x’, “z- aR(x, x’, t) u 0 axt I )I , Wyl x,=0 
where dy is the surface element on x; = 0. And for the corollary 
(8.4) 
(8.5) 
U(x, t) = - R(x, x’, t)S’(xj)ldx’l (8.6) 
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and for t > I&l, 
U(x, t) = - ( R(x, x’, t)S’(x;)(dx) 
This proves Theorem 7. 
To prove Theorem 8 
LEMMA 8.1 
Let 
Jqro 
R(x x, t) au -- 
9 9 ax; 
am, XI,0 u 
ax; dddyl. x,=0 
we also require the following lemma: 
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(8.7) 
H(B, x, t - s) = lim R(x, x’, t - ~‘)(x’I(~-‘)‘~ 
Then the Fourier transform h(/3, x, w) of H(P, x, s) is 
; ic&@ x, u)fd(N-3”*. 
Proof. Applying Theorem 7 with data shifted to the surface t = T and substituting the far 
field behavior of U given by Theorem 1 we find 
Uk t) + - 2 I-k?, x, t - sM(s, P)ld@Ido 
I 
(8.8) 
= - 2 i&(/3, x, o)a(o, /3)(d/?[ do 
with h, (I the respective Fourier transforms. 
Rewriting our previous representation, of the solutions U of (4.1), from Theorem 2, in terms 
of Fourier transforms: 
= U(x, t)+ I p(jI, x, to)cN’d”-*)‘*a(~, /3)/dP) dw oz (8.9) 
But to every continuous D both (8.8) and (8.9) yield the same U. Hence the integrands are the 
same and the lemma is proved. 
Applying Lemma 8.1, to equations (8.4) to (8.7), we obtain 
THEOREM 8 
Under the conditions of Theorem 1, 
A = I {- H(/3, x’, s)@(x’) + Ii@, x’, sWuCx’)W’l (8.10) 
and 
A= 
I 
{- H(/3, x’, s)@(x’) + ri(p, x’, s,‘P(x’)}(dx’( 
r,>o 
I 
+ 
If- I 
H(/$ x’, s - t’) (8.11) 
0 q-0 
!$-?$~,x’,s-t’)U)d[‘ldy/. 
where the Fourier transform h of H is - (l/2)icN’p(& x, o)w(~-~‘*). For the corollary, 
A= 
I 
- H(& x’, s)S’(x’))dx’( (8.12) 
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A= - H(P, x’, s)s’(x’) dx'l + l I,,=, {H(P, x’, s - t’)S’(x’)#x’l 
H(&x’J-~‘)$~ 
, ax; @y 
x’, s - t’) u dt’ldy(. (8.13) 
x,=0 
Proof of Theorem 3. It is easily seen that U satisfies the required conditions on the initial 
data to satisfy Theorem 1. We proceed to establish (5.1) using Theorem 8. 
From (8.12) and (8.13) we have since U = 0 on xl = 0 and au/ax, = F(xz, x3, t), 
A = - 2 j- H(P, x’, s)&x;)(dx’l = - 2 I,,,, H(P, x’, r)d(x;)ldx’l 
72 
- If H(P, x’, s - t’)F dc’jdyj. 0 x,=0 
The first line yields 
(8.14) 
but some care must be exercised on integrating over the half space with the derivative of the 
delta function. 
We rewrite the second line as 
A=-2 
I 
H(/3, x’, s)&x;)ldx’l + 2 H(& x’, s - t’)i(r’) dt’ldy( 
I,‘0 I 
m 
= 
I( 
H(P, x’, s - t’)(F - 2&t’)) dt’)dyl. 
0 x,=0 
Replacing S temporarily by a smooth function S’ we can write the first two integrals after 
integrating by parts as 
2H(P, x’, &OS(O)- H(P, x’, s)S(O) -I- HlxisO + ~~,~=o + e 
where e+O as S(s)+S(s). Thus 
A= I[ H(fi, X’, s - t’)(F - 28Ct’)) dt’/dY I + 1 (HIi + H)x;=o.t,=oIdY I* (8.15) 
or, using (8.14), 
A=2 = If H(P, x’, s - t’)(F - 28(t’)) dt’ldyl + 2 f fil,i=o. t*=oldY I* (8.16) 0 
This completes the proof of Theorem 3. But we note from (8.15) and (8.16) the corollary: 
Corollary to Theorem 3 
Proof of Theorem 5. By (2.2), 4(x’) = 6(1x’/) and 4(x’) = 0 in Theorem 8. Thus by (8.10) and 
(8.11), 
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and hence 
x’, s - t’)U dt’(dyl. 
We insert this formula in (4.4) of Theorem 2 and obtain (6.1). 
9. PROOFS OF LEMMAS 7.1 AND 7.2 
Lemma 7.1 is proved by using Theorem 2 replacing t by - t, and noting that at t = 0 since q 
has compact support so does P. 
To prove Lemma 7.2 we note that there is a representation for A in terms of q which can be 
found by solving the characteristic initial value problem on f = (Y x or by setting P = 
8(t-a~x)+P, so that 
Hence 
P,,,-APS+qPs=-q&t-cw.x) with Ps=O as t-x. 
P, = - 
I 
R(x, x’, t - t’)qS(t’ - a . x’)]dx’ldt’ 
=- I R(x, x’, t - a . x)&‘)ldx’l. 
Apply Lemma 8.1 to obtain the far field of the scattered tiefd P,. Since N = 3, H is 
proportional to P and the constant can be determined from the free space case. 
IO. CONCLUSIONS 
A formalization has been created for a series of inverse probiems, that is, each inverse 
problem has been shown to be equivalent o solving a direct nonlinear coupled hyperbolic 
system. The conditions, see Section 1, are very restrictive and proofs are needed to determine 
when the equivalence holds. Also there is no indication that the nonlinear system can be solved 
uniquely except in the one dimensional case. 
Several comments hould be made about alternatives. First of all, the coupled ‘system can be 
converted easily into integral equations. In fact, for the potential problem (a = 1) the resulting 
formulas would relate to the method of FadeevD] and Marchenko[4] for one dimension and 
loss directly to Geffan-Levitan [5], and Burridge [6]. 
Secondly, the method for relating q or a to the solution P is not at aff unique. In higher 
dimensions there is a formula corresponding to the Deift-Trubowitz trace formula, see Section 
3. It involves plane averages and appears unnecessarily complicated but it does involve the 
plane waves quadratically which seems to have advantages. 
Thirdly, the presence of bound states would complicate the formulas but in principle the 
operators T,,, T,-’ of Section 7 can be applied to suitable projections of scattered fields and 
solutions of (1.1) even when there are bound states. 
Fourthfy, it is unsatisfactory that in the model problem, Problem III, it is not obvious that if 
the extra.data F is set equal to its free space value that one can conclude that 9 = 0. 
Lastly, one needs a better method for dealing with sound speed problems. There is as much 
information about the sound speed “carried in a caustic” as in a smooth ray pattern. The 
problem is to extract it. 
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