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Abstract—Deep learning has dramatically improved the perfor-
mance of sounds recognition. However, learning acoustic models
directly from the raw waveform is still challenging. Current
waveform-based models generally use time-domain convolutional
layers to extract features. The features extracted by single size
filters are insufficient for building discriminative representation
of audios. In this paper, we propose multi-scale convolution
operation, which can get better audio representation by im-
proving the frequency resolution and learning filters cross all
frequency area. For leveraging the waveform-based features and
spectrogram-based features in a single model, we introduce two-
phase method to fuse the different features. Finally, we propose
a novel end-to-end network called WaveMsNet based on the
multi-scale convolution operation and two-phase method. On the
environmental sounds classification datasets ESC-10 and ESC-50,
the classification accuracies of our WaveMsNet achieve 93.75%
and 79.10% respectively, which improve significantly from the
previous methods.
Index Terms—environmenal sounds, multi-scale, convolutional
neural networks, features representation
I. INTRODUCTION
The environmental sounds are a wide range of everyday au-
dio events. The problem of environmental sound classification
(ESC) is crucial for machines to understand surroundings. It
is a growing research [1-7] in the multimedia applications.
Deep learning has been successfully applied to this task and
has generally achieved better results than traditional methods
such as random forest ensemble [8] or support vector machine
(SVM) [1]. The majority of models [2, 5] use spectrogram
representation as input, such as log-mel features which com-
press the amplitude with a log scale on mel-spectrograms.
The representations are often transformed further into more
compact forms of audio features (e.g. MFCC [4, 6]) depending
on the task. All of these processes are designed based on
acoustic knowledge or engineering efforts and features might
not suit with the classifier well.
Recently increasing focus has extended the end-to-end
learning approach down to the level of the raw waveform and
features could be learned directly from raw waveform rather
than designed by experts. A commonly used approach is using
a time-domain convolution operation on the raw waveform to
extract features as audio representation for classification. Many
of them [3, 9, 10] matched or even surpassed the performances
which employ spectral-based features. Papers [5, 11] have
found the complementarity between waveform features and
analytic signal transformation (e.g. log-mel). By combining
these two kinds of features, they got a notable improvement
on classification accuracy. These works just trained several
independent models and calculated the average of output
probabilities of each model.
However, there are still two deficiencies in the existing
methods. Firstly, in the previous methods, fixed size filters
were employed on the time-series waveform to extract fea-
tures. However, it is always a trade-off for choosing the filter
size. Wide windows give good frequency resolution, but does
not have sufficient filters in the high frequency range. Narrow
windows can learn more dispersed bands but get low frequency
resolution [3]. The feature extracted by single size filters might
be insufficient for building discriminative representation under
this dilemma. Secondly, the average method can not make
full use of the complementary information in the waveform
features and spectrogram features. It remains to be seen
whether it can learn a combination automatically of different
features in a single mode.
To address these two issues, we propose a novel multi-
scale convolutional neural network (WaveMsNet), that can
extract features by filter banks at multiple different scales and
then fuse with the log-mel features in the same model. We
show that our multi-scale CNN outperforms the single-scale
models around 3% on classification accuracy with same filters
number, which is currently the best-performing method using
merely waveform as input. After employing our proposed
feature fusion method, the accuracy of classification is further
improved. In summary, the unique contributions of this paper
are threefold:
1. We analyze the inherent deficiencies of single-scale
method on features extraction and propose a novel
multi-scale time-domain convolution operation which
can extract more discriminative features by improving
the frequency resolution and learning filters cross all
frequency area.
2. We propose a method of feature fusion which can
combine spectral-based features with waveform features
in a single model.
3. We design a new multi-scale convolutional neural net-
work (WaveMsNet) based on above two, composed of
filters with different sizes and strides. It outperforms
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the single-scale network and achieves the state-of-the-art
model using only waveform as input. The classification
accuracy has been further improved using our features
fusion method.
The remainder of this paper is organized as follows. Section
2 discusses related work. Section 3 gives our method and
network architecture. Section 4 presents the experimental
process and results, also, we analyze the results in this section.
Finally, Section 5 concludes this paper.
II. RELATED WORK
For years, designing an appropriate feature representation
and building a suitable classifier for these features have used
to be treated as separate problems in the sound classification
task [12-17]. For example, acoustic researchers have been us-
ing zero-crossing rate and mel-frequency cepstral coefficients
(MFCC) as features to train a random forest ensemble [8] or
support vector machine (SVM) [1, 18]. In these methods, clas-
sification stage is separated with feature extraction so that the
designed features might not be optimal for the classification
task.
Recently, deep learning based classifiers [19] are used for
the ESC task [1]. In particular, Convolutional Neural Network
(CNN) has been observed to work better for this problem
[5, 19]. Since CNN classifier is useful for capturing the
energy modulations across time and frequency-axis of audio
spectrograms, it is well suited as classifier for ESC task [19].
The spectral-based features, such as MFCC [4], GTCC [20],
and TEO-based GTCC [21] are commonly used as input to
extract more abstract features in the ESC task. In [2], Piczak
proposed a CNN which once was state-of-the-art method of
ESC task using log-mel features and deltas (the first order
temporal derivative) as a 2-channel input.
End-to-end learning approach has been successfully used
in image classification [22-28] and text domain [29, 30]. In
the audio domain, learning from raw audio has been explored
mainly in the automatic speech recognition (ASR) task [9-11].
They reported that the performance can be similar to or even
superior to that of the models using spectral-based features
as input. End-to-end learning approach has also been applied
to music auto-tagging tasks as well [31]. In [5], Tokozume
employed an end-to-end system on the ESC task for the first
time, but the approach used traditional fixed filter size and
stride length. More abundant features would be learned.
In the papers [5, 11], learned features can be fixed with
another features at train time. Authors found noticeable im-
provements by supplementing log-mel filter banks features.
They pre-trained two individual models which used raw wave
and log-mel as input respectively and calculate the prediction
of each window for probability-voting using the average of the
output of these two networks. We try to explore an efficient
method to combine these two kinds of features in one model
in this paper.
Further, SoundNet [32] proposed to transfer knowledge
from visual models for sound classification. They used CNN
models trained from visual objects and scenes to teach a
feature
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Fig. 1. single-scale vs. multi-scale feature extraction
feature extractor network for audio. However, it used a large
number of external data, include many video clips. We hope
to find an effective way to learn directly from audio.
III. METHODS
A. Multi-scale convolution operation
A popular approach which learns from waveform is passing
the waveform through a time-domain convolution which has
fixed filter size and followed by a pooling step to create
invariance to phase shifts and further downsample the signal.
This is the so-called single-scale model as Fig. 1(a) shows.
However, features extracted by the single-scale model is not
discriminative enough.
First of all, although increasing the time and frequency
resolution of the employed representation may be desirable,
the uncertainty principle imposes a theoretical limit on how
these two can be combined. When analyze a signal in time
and frequency together, then more we zoom in into time,
the equivalent amount we zoom out in frequency, and vice
versa. On the other hand, frequency resolution is more critical
for the classification task, if wide windows are employed on
the waveform, we learn more about the low-frequency area,
ignoring the high-frequency part, narrow windows behave in
the opposite way. It is always a trade-off. Single-scale can not
always balance them.
Therefore, we propose the multi-scale convolution operation
(Fig. 1(b)). At multi-scale convolution layer, the waveform
signal w(i) are convolved with filters h(s) at different scales
s. We have that
x
(s)
j (n) = f(
N−1∑
i=0
w(i)h
(s)
j (n− i) + b(s)j ) (1)
where f is an activation function, N is the length of w(i) and
bj is an additive bias. Three scales are chosen representatively
(s = 1, 2, 3). As thus, to learn high frequency features, filters
with a short window are applied at a small stride on the
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Fig. 2. Network Architecture and Two-phases Training. Architecture of WaveMsNet and two-phases training method for ESC task.
waveforms. Low-frequency features, on the contrary, employ
a long window that can be applied at a larger stride. At the
same time, we wish to learn high frequency resolution through
the long window (actually it does as shown in section IV-D).
Then feature maps at different scales are concatenate alone
frequency axis and a multi-scale max pooling is employed
to downsize the feature map to the same dimension on the
time axis.
B. Feature Fusion
While we considering both the waveform and analytic signal
transformation, one of the mainstream approaches is training
several independent models and calculating the average of
output probabilities of each model. The improvement of the
classification performance after this simple combination (as
shown in section IV-C) indicates that our multi-scale features
have the capacity to complement the log-mel features.
As our experiments reveal later (Table III), simple combi-
nation (averaging the probabilities) does not make full use of
TABLE I
THE LAYERS CONFIGURATION OF WAVEMSNET.
layer name output size filter size,filters number filter stride
max
pooling
Input 66150 -
Conv1
I: 66150
II: 13230
III: 6615
I: 11× 1, 32
II: 51× 1, 32
III: 101× 1, 32
I: 1
II: 5
III: 10
no pooling
Conv2 441 11× 1, 32 1
I: 150
II: 30
III: 15
Conv3 32× 40 3× 3, 64 1× 1 3× 11
Conv4 16× 20 3× 3, 128 1× 1 2× 2
Conv5 8× 10 3× 3, 256 1× 1 2× 2
Conv6 4× 5 3× 3, 256 1× 1 2× 2
Fc 4096 4096, dropout: 50%
the information in different features and the performance is
not optimal. We explore the learning method to extract the
complementary information between the different features in
a single end-to-end model.
We propose a two-phase method of feature fusion, which
aims at joining log-mel features in. In the first phase, a
feature extractor will be trained and the multi-scale feature
map X ∈ RH×W will be extracted directly on the time-series
waveforms, where H and W is the freqency and time di-
mension respectively. In the second phase, the same-dimension
log-mel features Y ∈ RH×W are stack on the waveform
features to form a two-channels feature map. It is convolved
with learnable kernels and put through the activation function
f to form the output feature map Oj ∈ RH×W
Oj = f(
∑
i∈M
Xi ∗ kij +
∑
i∈L
Yi ∗ kij + bj) (2)
where M and L represent selections of the multi-scale feature
map and log-mel feature map respectively, the jth output map
is produced by kernel kij and each output map is given an
additive bias b. Then we fine-tune the backend network while
keeping the parameters in the feature extractor fixed during
the back propagation.
To overcome the vanishing gradient problem, we designed a
shallow backend network. Deeper networks can extract more
abstract features, but with the deepening of the network layer,
small gradients have little effect on the weights in front of the
network, even if residual connection is used (as experiment in
section IV-C). By reducing the number of backend network
layers, the first few layers could have a good ability to extract
discrepant features and as convergent as possible.
C. Neural Network Architecture
According to the above, we propose the multi-scale convo-
lutional neural network with feature fusion as Fig. 2 shows.
Firstly, we apply the multi-scale convolution operation on the
input waveform. Three scales are chosen: I: (size 11, stride
1), II: (size 51, stride 5), III: (size 101, stride 10). Each scale
has 32 filters in the first layer. Another convolutional layer is
followed to create invariance to phase shifts with filter size 11
and stride 1. We aggressively reduce the temporal resolution to
441 with a max pooling layer to each scale feature map. We
use non-overlapping (the pooling stride is same as pooling
size) max-pooling. Then, we concatenate three feature map
together and we get the multi-scale feature map as shown in
Fig. 2.
Then, the backend network is applied on the multi-scale fea-
ture map which can be seen as time-frequency representation.
Four convolutional layers are followed. We use small receptive
field 3×3 in frequency×time for all layers. Small filter size
reduces the number of parameters in each layer and control the
model sizes and computation cost. We apply non-overlapping
max pooling after convolutional layers. Finally, we apply a
fully connected layers with 4096 neurons and an output layer
which has as many neurons as the number of classes.
We adopt auxiliary layers called batch normalization (BN)
[33] after each convolutional layer (before pooling layer). BN
alleviates the problem of exploding and vanishing gradients,
a common problem in optimizing deep architectures. It nor-
malizes the output in one batch of the previous layer so the
gradients are well behaved. With BN layer applied, we can
accelerate the training phase.
D. Implementation Details
We use the exactly same model in two training phases.
When training, we randomly select a 1.5 seconds waveform as
input which were employed by Tokozume [5], in testing phase,
we use the probability-voting strategy. Rectified Linear Units
(ReLUs) have been applied for each layer. We use momentum
stochastic gradient descent (momentum SGD) optimizer to
train the network where momentum set as 0.9. We run each
model for 180 epochs until convergence. Learning rate is set
as 10−2 for first 50 epochs, 10−3 for next 50 epochs, 10−4
for next 50 epochs and 10−5 for last 30 epochs. The weights
in each model are initialized from scratch without any pre-
trained model or Gammatone initialization because we want to
learn the complements feature with handcraft features such as
mel-scale feature. Dropout layers are followed full connected
layer with a dropout rate of 0.5 to avoid overfitting. All weight
parameters are subjected to `2 regularization with coefficient
5× 10−4.
IV. EXPERIMENTS
A. Datasets
ESC-50 and ESC-10 datasets which are public labeled sets
of environmental recordings are used in our experiments. ESC-
50 dataset comprises 50 equally balanced classes, each clip is
about 5 seconds and sampled at 44.1kHz. The 50 classes can
be divided into 5 major groups: animals, natural soundscapes
and water sounds, human non-speech sound, interior/domestic
sounds, and exterior/urban noises. The dataset provides an
exposure to a variety of sound sources, some very common
(laughter, cat meowing, dog barking), some quite distinct
(glass breaking, brushing teeth) and then some where the
differences are more nuanced (helicopter and airplane noise).
The ESC-10 is a selection of 10 classes from the ESC-
50 dataset. Datasets have been prearranged into 5 folds for
comparable cross-validation and other experiments [2, 5, 32]
used these folds. For a fair comparison, the same folds division
are proposed in our evaluation. The audios are not down-
sampled, because we want to keep more high frequency
information. We shuffle the training data but do not perform
any data augmentation.
B. Effectiveness of multi-scale convolution operation
We hypothesize that applying multi-scale convolution op-
eration could allow each scale to learn filters selective to
the frequencies that it can most efficiently represent. To test
our hypothesis, we train variant models in single scales. We
compare the performance with constant filter size at three
different scales, small receptive field model (SRF), middle
receptive field model (MRF), and large receptive field model
(LRF). These three models remain only one corresponding
scale (SRF remains scale I, MRF remains scale II and LRF
remains scale III) and use triple filters in Conv1 and Conv2
layers for fair comparison with multi-scale. These three variant
models are trained separately. The input and the rest of
network is same as Fig. 2
Table II shows the accuracies using multi-scale features
and single-scale features when we only take waveform as
input. Experiments conduct with different filter sizes, strides
and pooling size in the CNN training. We observe that our
WaveMsNet substantially improve the performance (88.05%
and 70.05%). We have an improvement of 2.95%, 2.50%,
3.00% compared with SRF, MRF, and LRF model respectively
with same filters number on ESC-50 dataset. Also, multi-scale
model achieves at lest 1.35% improvement on ESC-10. To our
knowledge, it is the best-performing end-to-end model which
only use waveform as input. The significantly improvement
from single-scale to multi-scale proves that different scales
have learned more discriminative features from raw waveform.
Further, the improvement is more notable on the larger dataset
(ESC-50), which implies that our model has good generaliza-
tion ability.
To further verify the effectiveness of the multi-scale convo-
lution operation, we employ different backend networks, all
TABLE II
COMPARISON OF THE MULTI-SCALE AND SINGLE-SCALE MODEL
Model Filter numbers Mean accuracy(%)Scale I Scale II Scale III ESC-10 ESC-50
SRF 96 0 0 85.85 67.10
MRF 0 96 0 86.70 67.55
LRF 0 0 96 85.75 67.05
WaveMsNet 32 32 32 88.05 70.05
50 53 56 59 62 65 68 71
AlexNet
VGG11_bn
ResNet50
WaveMsNet
Mean Accuracy (%)
SRF MRF LRF Multi-scale
Fig. 3. Effectiveness of multi-scale models. To further verify the ef-
fectiveness of the multi-scale. We compare WaveMsNet and other three
backend networks: AlexNet, VGG, ResNet. On ESC-50, Multi-scale models
are superior to single-scale ones regardless of the backend networks.
of which are widely used and well-preformed in the field of
image. They are AlexNet [22], VGG (11 layers with BN)
[23] and ResNet (50-layers) [24]. As Fig. 3 demonstrates,
the multi-scale models consistently outperform single-scale
models. It indicates that multi-scale models have a wide range
of effectiveness. In our shallow network, vanishing gradient
problem is well suppressed during back-propagating. The
first two layers of our network can converge better so that
our WaveMsNet matches or even exceeds other very deep
convolutional neural network.
C. Two-phase feature fusion
We train our backend network with the log-mel features to
form a new network and simply combine it with WaveMsNet
we got above – calculating the average of output probabilities
of each model. As shown in Table III, we get 89.50% and
78.50% accuracy on ESC-10 and ESC-50. The improvement
on accuracy indicates that the multi-scale features we have
extracted from waveforms are highly complementary from log-
mel features.
Now, we use the two-phase method to fuse the features. In
first phase, we only use waveform as input to train WaveM-
sNet. In second phase, we fuse log-mel features with the multi-
scale features as we introduced in section III-B. We fine-tune
the layers after Conv3 and keep the front part of the network
(Conv1 and Conv2) freezing. That is to say, in the second
training phase, parameters will only update in layers after
Conv3 and not update in Conv1 and Conv2.
Table III shows results after the second phase and compares
the performance when the Conv1 and Conv2 are frozen and
TABLE III
PERFORMANCES WITH DIFFERENT TRAINING METHODS
Method Accuracy (%)±stdESC-10 ESC-50
after first phase 88.05 ± 2.50 70.05 ± 0.63
simple combination(two models) 89.50 ± 1.23 78.50 ± 1.50
after second phase (not frozen) 92.50 ± 1.87 77.85 ± 2.10
after second phase(frozen) 93.75 ± 0.63 79.10 ± 1.63
one-phase training method 88.75 ± 2.12 76.35 ± 1.25
TABLE IV
COMPARISON OF ACCURACY OF ESC DATASET
Model Mean accuracy(%)ESC-10 ESC-50
Piczaks CNN [2] 81.00 64.50
Tokozumes Logmel-CNN [5] - 66.50
EnvNet [5] - 64.00
D-CNN-ESC [7] - 68.10
AlexNet [6] 85.00 69.00
GoogLeNet [6] 90.00 73.20
Aytar [32] 92.20 74.20
EnvNet ⊕ Logmel-CNN [5]* - 71.00
WaveMsNet after first phase(ours) 88.05 70.05
WaveMsNet after second phase(ours) 93.75 79.10
Human performance [1] 95.70 81.30
* The ⊕ sign indicates system simple combination
before softmax
not frozen. The accuracies have been greatly improved 5.70%
and 9.05% on ESC-10 and ESC-50 datasets after second
phase. In comparison, the improvement is 4.45% and 7.85%
on these two datasets when we keep the parameters in Conv1
and Conv2 updatable. The improvements are more obvious
at second phase if we freeze the parameters than not. We
infer that its because log-mel features will disturb the networks
front part which aiming at extracting features from waveform.
Furthermore, we compare with one-phase training method
which fuse the multi-scale features with log-mel features from
the beginning. The performances degrade 5.00% and 2.75%
respectively because the layers would be optimized under dif-
ferent hyper-parameters. The network would hard to take into
account the waveform and log-mel if we unify the two training
phase into one. The two-phase method combines waveform-
based features with spectral-based features in a single model
instead of training two separate models as previous works did
and outperforms others.
D. Results and Analysis
Our proposed work is compared with the other studies in
literature in Table IV. WaveMsNet trained after two phase get
an accuracy of 93.75% and 79.10% on ESC-10 and ESC-50
which about to match the performance of untrained human
participants on this datasets (95.70% and 81.3%).
Fig. 4 shows the responses of the multi-scale feature maps.
Most of the filters learn to be band-pass filters. Scale I has
learned more dispersed bands across the frequency that can
extract feature from all frequency and the trend of the center
frequency matches the mel-scale (how human perceive the
sound). But the frequency resolution is lower. On the contrary,
scale III has learned high frequency resolution bands and most
of them locate at the low frequency area. But it does not
have sufficient filters in the high frequency range. Scale II
behaves between scale I and III. This indicts that different
scales could learn discrepant features and the filter banks split
responsibilities based on what they efficiently can represent.
This explains why multi-scale models get a better performance
than single-scale models shown in Table II.
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Fig. 4. Frequency response of the multi-scale feature maps. Left shows the frequency response of feature map product by scale I. Middle corresponds
to scale II. Right corresponds to scale III.
V. CONCLUSION
In this paper, we proposed a multi-scale CNN (WaveMsNet)
that operates directly on raw waveform inputs. We presented
our model to learn more efficient representations by multiple
scales. It achieves the state-of-the-art model using only raw
waveform as input. By the two-phase training method, we
fused the waveform and log-mel features in a single model
and got a significant improvement in classification accuracy
on ESC-10 and ESC-50 datasets. Furthermore, we analyzed
the discrimination of features learning at different scales and
had insight into the reasons of performance improvement.
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