In this paper, we first study the definition and the continuity of the complex Hessian operator associated to an m-positive closed current T , for some classes of unbounded m-subharmonic functions as well as when we consider a regularization sequence of T . Next, we introduce the notion of (m, T )-weighted capacity in the complex Hessian setting and we investigate the link with the weighted m-extremal function. Furthermore, we prove a subsolution theorem for a general complex Hessian equation relatively to T . 1 B(z 0 ,r) T ∧ (α + εβ n−p ) = B(z 0 ,r) T ∧ α(z 0 ) + ε B(z 0 ,r) T ∧ β n−p + B(z 0 ,r) T ∧ O(|z − z 0 |). COMPLEX HESSIAN OPERATOR ASSOCIATED TO AN m-POSITIVE CLOSED CURRENT
Introduction
Let Ω be a bounded open subset of C n and m an integer such that 1 m n. Denote by SH m (Ω) the class of m-subharmonic (m-sh) functions on Ω. In the borders cases m = 1 and m = n, we recover the cones of subharmonic and plurisubharmonic (psh) respectively. In this paper, we consider the notion of m-positivity of forms and currents introduced firstly by Blocki [7] and next by Lu [17] and by Dhouib-Elkhadhra [13] . Denote by C m p (Ω) the convex cone of m-positive closed currents of bidegree (p, p) on Ω (see Definition 1) , SuppT is the support of a given m-positive current T and β = dd c |z| 2 = 2i∂∂|z| 2 . Beside the introduction the paper has five sections. In Section 2, we recall some basic notations and definitions necessarily for the rest of this paper. Section 3 is reserved to the study of the definition and the continuity of the complex Hessian operator (dd c .) m−p ∧ β n−m ∧ T . Recall that the definition and the continuity of such operator have been studied intensively in the past ten years. In 2012, Lu [17] and Sadullaev-Abdullaev [21] have proved the continuity of the complex Hessian operator for decreasing sequences of locally bounded m-sh functions. Recently, in 2016, Dhouib-Elkhadhra [13] and Wan-Wang [23] have obtained the same result for m-sh functions which are bounded near ∂Ω ∩ Supp T as well as for m-sh functions which their unbounded locus have a small Haussdorf measure. Building on a very recently work of [1] on the complex Monge-Ampère operator, we improve the later result, by assuming that one of the considered m-sh functions is integrable with respect to the trace measure of T . Next, by adapting a technics go back to Ben Messaoud-El Mir [5] in the complex setting, we investigate the continuity of the operator (dd c u j 1 ∧ ... ∧ dd c u j q ∧ β n−m ∧ T j ) j where T j = T ⋆ χ j is the standard regularization by convolution of T and (u j k ) j are sequences of monotone decreasing m-sh functions not necessarily bounded. In the remaining of Section 3, we study how we can replace the condition of monotone increasing sequence of m-sh functions by a kind of convergence in capacity. Roughly speaking, until the work of Xing [24] , convergence in capacity appears as an effective tools in studying continuity of complex Monge-Ampère operator and complex Hessian operator. In fact, the monotonic decreasing condition can be relaxed to a convergence in the sense of capacity (see [24] , [13] ). We finish Section 3, by showing that any increasing sequence of m-sh functions, converges in the sense of the capacity cap m−1,T (see Subsection 3.2) , provided that the starting function is integrable with respect to the trace measure of T . As a consequence, we deduce that the complex Hessian operator (dd c .) m−p ∧ β n−m ∧ T, is continuous on locally uniformly bounded sequences of m-sh functions which are monotonically increasing a way from a vanishing cap m,T subset, where cap m,T is the (m, T )-capacity introduced by [13] . We recover then a result of Bedford-Taylor [2] (see also [9] ) for the complex case m = n and the trivial current T = 1. In Section 4, starting from a given negative m-sh function u and an m-positive closed current T , we introduce the (m, T )-capacity with weight u denoted by cap m,T,u which generalize the (m, T )-capacity cap m,T for the constant weight u = −1. Among interesting related properties, for the trivial current T = 1 and u ∈ E m the generalized Cegrell class introduced by [17] , we prove that there is a strong link between the weighted (m, T )-capacity and the weighted m-extremal function h * m,E,u (see Definition 4) . Namely, we establish that the weighted (m, T )-capacity of a Borel subset E ⋐ Ω is nothing but the quantity (dd c h * m,E,u ) m ∧ β n−m (E). Next, similarly as in [22] , if Ω is m-strongly pseudoconvex, we present the Sadullaev weighted m-capacity by using the defining function of Ω and we close Section 4 by establishing that such capacity can be estimated in terms of the weighted (m, 1)-capacity, provided that the weight satisfying some properties. The results of Section 4 generalize the one obtained by [16] for the complex setting as well as the comparison of capacities proved by [21] when the weight is the constant m-sh function −1. Finally, in Section 5 we deal with the solution of the following generalized complex Hessian equation (dd c .) m−p ∧ β n−m ∧ T = µ, for a given current T ∈ C m p (Ω) and a positive measure µ. It should be mention here that especially in the case T = 1, resolution of the complex Hessian equation is crucial in the development of the complex Hessian theory. By an adaptation of a technics of Xing [24] and some properties from the potential theoretic aspect of m-sh functions like the generalized Xing-type comparison principle inequality, we obtain a subsolution result. More precisely, under some hypothesis on the singularities of T , we prove that a subsolution of the generalized complex Hessian equation gives in fat a solution. We extend then the main work of Xing [24] for the trivial current T = 1 and the complex setting m = n.
Preliminary
This part is devoted to giving some background necessary to understand this paper.
2.1. m-positivity and m-subharmonicity. According to Blocki [7] , a real (1, 1)-form α is said m-positive on Ω if at every point of Ω we have α j ∧ β n−j 0, j = 1, ..., m. The following lemma of Blocki [7] is crucial in this concept of m-positivity:
A current T of bidegree (p, p) is said m-positive in the sense of Lu [17] if α 1 ∧ ... ∧ α n−p ∧ T 0, ∀α 1 , ..., α n−p , m-positive (1, 1)-forms. But as remarked by Dhouib-Elkhadhra [13] , this definition is not compatible with the concept of the standard notion of positivity introduced by Lelong in 1957. In fact if α is m-positive (1, 1)-form, then it is clear that the associated current [α] is not m-positive in the sense of Lu. Thank's to Lemma 1, the authors have presented in [13] the following definition:
It is clear that if T is m-positive in the sense of Definition 1 then T ∧β n−m is m-positive in the sense of Lu. Moreover, a current T which is m-positive in the sense of Lu, is then m-positive in the sense of Definition 1. However, according to [13] , we can formulate examples showing that the converse is false. We should be noted here that in Definition 1 we can consider m-positive forms with constant coefficients. Indeed, if α = β n−m ∧ α 1 ∧ ...α m−p , where α 1 , ..., α m−p are general (1, 1) m-positive forms. Then, for all z 0 ∈ Ω there exists r > 0 such that α(z) = α(z 0 )+O(|z−z 0 |) on the euclidean ball B(z 0 , r). For ε > 0, we have By positivity of the current T ∧ β n−m , if T ∧ β n−p = 0, then T ∧ β n−m = 0 and therefore T ∧ α = 0. If T ∧ β n−p > 0, then since the last integral is sufficiently small when r ≪ 1, we see that B(z 0 ,r) T ∧ (α + εβ n−p ) 0 for all ε > 0, and therefore we deduce that T ∧ α 0. Now, we recall that a function u : Ω → R is said m-subharmonic (m-sh) if it is subharmonic and if dd c u ∧ α 1 ∧ ... ∧ α m−1 ∧ β n−m 0 for every α 1 , ..., α m−1 m-positive (1, 1) forms. For convenience, we will denote by SH m (Ω) the set of m-subharmonic functions on Ω. In the following, we collect the most basic properties of SH m (Ω):
Assume that T ∈ C m p (Ω) and u 1 , ..., u k (k m − p) are m-sh locally bounded functions on Ω. Then the complex Hessian operator that is defined by:
is a closed m-positive current. By using the notion of m-positivity introduced by [13] and following the same steps of Lu [17] , we obtain the continuity of the complex Hessian operator:
, k m − p and u j 0 , ..., u j k are decreasing sequences of m-sh functions which converge respectively to u 0 , ..., u k . Then, we have:
As in the complex setting (m = n), Bedford and Taylor [2] introduced the relative capacity to E ⊂ Ω. Recently, Dhouib-Elkhadhra [13] have generalized this notion for all current T ∈ C m p (Ω) by defining the (m, T )-capacity of a compact K ⊂ Ω by:
For all E ⊂ Ω, we have cap m,T (E, Ω) = sup {cap m,T (K, Ω) with K is a compact of E} .
For the trivial current T = 1, we find the m-capacity defined by Lu [17] . It was proved by [13] that every bounded m-sh function is quasicontinuous with respect to the (m, T )-capacity. A set A ⊂ Ω is called (m, T )-pluripolar if cap m,T (A, Ω) = 0 and a property is said to be true almost everywhere in (m, T )-capacity (cap m,T -a.e) if it is satisfied outside a (m, T )-pluripolar set. (
cap m,T (E j , Ω).
(m, T )-Cegrell classes.
Denote by SH − m (Ω) the set of negative m-sh functions and assume that Ω is an m-hyperconvex domain, that is it is bounded, connected and there exist m-sh function continuous and exhaustive on Ω. In other words, there is a function ϕ : Ω → [−∞, 0[, m-sh and continuous such that {z ∈ Ω; ϕ(z) < c} ⋐ Ω for every c < 0. We associate to any current T ∈ C m p (Ω) the following Cegrell classes:
We mention here that the study of these classes is due to Dhouib-Elkhadhra [13] , which generalize the case m = n and T a closed positif current studied by [15] . In this paper, we deal with these classes for the trivial current T = 1, that is E m 0 , F m and E m which are investigated by Lu [17] .
The most important result concerning the m-polarity and which generalizes the case m = n, (i.e, pluripolar set) is the next:
(2) The Cegrell classes in the above definition are convex cones.
u ∈ F m and for every m-polar subset E ⊂ Ω we have E (dd c u) m ∧ β n−m = 0.
We will present some results that are checked on the F m class and which are useful in the rest of the paper. The following result is a generalization of Proposition 5.1 of Cegrell [10] in the complex Hessian setting. So following the same steps of Cegrell's proof, we get
The following comparison principle for the complex Hessian operator was proved by [13] for a more general situation, when we consider F m,T .
For all w j ∈ SH m (Ω) such that 0 w j 1, j = 1, ..., k, w k+1 , . . . , w m ∈ F m and ∀r 1.
for all w j ∈ SH m (Ω) as −1 w j 0, j = 1, ..., m. In particular, if we have l'equality
Complex Hessian operator and convergence in capacity
3.1. Complex Hessian operator. According to Lu [17] , the complex Hessian operator is well defined and continuous for decreasing sequences of locally bounded m-sh functions. This result was generalized by Dhouib-Elkhadhra [13] , by assuming that the m-sh functions are bounded near the boundary. For v ∈ SH m (Ω), we denote by L(v) the set of points z ∈ Ω such that v is not bounded in any neighborhood of z and by H s the Hausdorff measure of dimension s. By using a technics go back to Demailly [12] on the study of the Monge-Ampère operator, Wan and Wang [23] have proved the following Theorem:
.., k} and u j 1 , ..., u j k ∈ SH m (Ω) are decreasing sequences satisfy lim j→+∞ u j t = u t for any 1 t k. Then, we have
In the rest of the paper, we denote by σ T = T ∧β n−p the trace measure of a current T ∈ C m p (Ω). Inspired by a recently work of [1] , we improve Theorem 3 as follows:
When m = n, we recover a result of [1] for the trivial current T = 1.
Proof. Thank's to Theorem 1.2.5 in [17] , we have
By using inequality 1.2.8 in [17] , we prove that the sequence (v j S j ) j is locally uniformly bounded in masses. So, it suffices to show that if (v j S j ) j converges weakly to Θ when j → +∞ then Θ = vS. For this aim, since S j , S are positive currents, then for any strongly positive form ϕ of bidegree
then we obtain Θ∧ϕ vS ∧ϕ when ε → 0 and j 0 → +∞. This means that Θ vS. Conversely, without loss of generality, we may assume that all the functions are defined on B = B(z 0 , r) and for every l = 1, ..., k we have u j
For this, an easy adaptation of the proof of Lemma 2.2 in [1] , gives the following corresponding result:
Let Ω be a bounded domain of C n , T ∈ C m p (Ω) and v, u 0 , u 1 , ..., u m−p are m-sh functions defined in a neighborhood of Ω. Assume that u 0 , u 1 , ..., u m−p are locally bounded, u 0 u 1 on Ω and
By applying this Lemma k-times for Ω
We have used the fact that the first term in the first equality equals to 0. Moreover,
This imply that the second term is equals to 0 also.
Next, we shall direct our attention to the study of the convergence of the sequence of operators
is a smooth regularization by convolution of T and (u j k ) j are sequences of m-sh functions not necessarily bounded and decreasing towards u k for all 1 k q. We strongly inspired from the technics of Ben Messaoud-El Mir [5] , by investigating firstly the convergence for the local potential associated to T . We start with the following definition:
is well defined if and only if we have the following induction on k = 2, ..., q:
.., u j k decreasing sequences of m-sh functions and which converges locally to u 1 , ..., u k respectively, we have
Example 1. The current dd c u 1 ∧ ... ∧ dd c u q ∧ β n−m is well defined as soon as one of the following two conditions was satisfied:
(1) Ω is a bounded strictly pseudoconvex open subset of C n such that L(u k ) ∩ ∂Ω = ∅ for all 1 k q (see [13] ). Theorem 2) .
Similarly as in the complex setting (see [5] ), in order to study the convergence of the complex Hessian operator relatively to T j , we shall pass by the local potential associated to T . Assume that T is a current of order 0 and of bidegree (p, p) in Ω and let Ω 0 ⋐ Ω. Let η ∈ D(Ω) such that 0 η 1 and η ≡ 1 in a neighborhood of Ω 0 . Then the local potential U = U (Ω 0 , T ) associated to T is the current of bidegree (p − 1, p − 1) defined by:
Denote by p 1 (resp.p 2 ) the first (resp.second) projection of C n × C n on C n , i.e, p 1 (x, z) = x and p 2 (x, z) = z. Let also τ be the function defined by τ (
By an arguments of pull-back and direct image of forms and currents, we see that U is (strongly) negative provided that T is (strongly) positive. In the context of m-positivity, if T ∈ C m p (Ω) then T j is also m-positive. In fact, for all α 1 , ..., α m−p (1, 1) m-positives forms with constant coefficients (see the comment after Definition 1) and for a positive function ϕ ∈ D(Ω), it is easy to see that
As α 1 , ..., α m−p are (1, 1) forms m-positive with a constant coefficients with respect to y and T is m-positive, it implies that the right hand side in the above equality is positive.
.., u j q are sequences of m-sh functions decreasing and converging respectively to u 1 , ..., u q . Then,
We mention that Theorem 4 generalizes a result due to Ben Messaoud-El Mir [5] for the complex setting m = n.
Proof. By monotonicity of (U j ) j , the statement (3) is an immediate consequence of (1) and (2). We follows the lines of the proof of [5] , so we can assume that Ω 0 = {z ∈ C n ; ρ(z) < 0}, where ρ is a smooth strictly psh function in the neighborhood of Ω 0 . According to Lemma 2.7 in [5] ,
Moreover, by monotonicity of U j , it is clear that U is m-negative and therefore S j = U j + Aρ(dd c ρ) p−1 and S = U + Aρ(dd c ρ) p−1 are m-negative. On the other hand, in view of Theorem 2 in [13] , it suffices to prove the Theorem with S j and S instead of U j and U . As
Let g ∈ D(Ω 0 ) positive such that g ≡ 1 on Ω δ . Since the closed subsets Supp(dg) ∩ Supp(T ) and ∪ k L(u k ) are disjoint, consider a function f ∈ C ∞ (C n ) positive such that f ≡ 1 in the neighborhood of the first subset and f ≡ 0 in the neighborhood of the second.
(1) It is enough to show that the sequence
is convergent. For a real constant b, we have:
Since the sequence (B j ) j is decreases, it suffices to show the convergence of B 2 j (dg) and B 3 j . We shall write
The coefficient of the form f dg belongs to D(Ω 0 ) and vanishing in the neighborhood of ∪ k L(u k ). Therefore the functions u k are locally bounded in the neighborhood of Supp(f dg). Moreover, observing that S j is m-negative. Then according to Theorem 7 in [13] , we have
On the other hand, the form (1 − f )dg vanishes in a neighborhood O of Supp(T ). Since the singular support of U is included in the support of T then S j converges to S in
Consequently, the convergence of B 2 j follows. A similar arguments, give:
It follows that the functions u k are locally bounded in V . Without loss of generality, we suppose that there exists a constant M > 1 such that for all k = 1, ..., q, we have: 
On Ω 0 ∩ ∂V , we have ϕ + Aρ < −M then v k = u k in a neighborhood of Ω 0 ∩ ∂V which implies that v k is an m-sh function on Ω 0 and the current dd
By the same procedure of the max, we define the functions v j k relative to u j k . Let Θ be a weak limit of (dd c v j 1 ∧ ... ∧ dd c v j q ∧ β n−m ∧ S) j . By the monotonicity of (S j ) j and in view of (1), it is easy to see that
Let r ∈ N * , since dd c S r is m-positive, the Stokes formula imply that for all positive function g ∈ D(Ω 0 ), we have:
Let's choose g such that g ≡ 1 on Ω 2
A and let f ∈ D(V ′ ) such as f ≡ 1 on Supp(dg) ∩ Supp(T ).
As
(1 − f )dg ∧ d c S. By using the above inequality and when r → +∞, we get:
For each k = 1, ..., q, setting
By iterating the above inequality, we obtain:
As the characteristic function 1l Ω 0 is the limit of an increasing sequence of such function g, it is not difficult to deduce that
It follows that the positive current
, satisfies dd c E = 0. Also for all point in a neighborhood of Ω 0 Ω δ , the functions v k are bounded and we have
implies that E = 0 near the point. Hence, E has a compact support and therefore E = 0 in Ω 0 . Then,
Therefore by using the Theorem 2 in [13] , we deduce the convergence of dd c u j
A family of m-sh functions on Ω, u 1 , ..., u q , are said satisfying the condition C T , if and only if Ω is covered by (Ω s ) s , where Ω s is strictly pseudoconvex, Ω s ⋐ Ω and L(u k ) ∩ ∂Ω s ∩ Supp T = ∅ for all s, k. Now, we are ready to prove our main Theorem in this section which extends a result of Ben Messaoud-El Mir [5] to the complex Hessian theory:
Theorem 5. Assume that T ∈ C m p (Ω) and u 0 , u 1 , ..., u q are m-sh functions on Ω, satisfying condition C T . If the current dd c u 0 ∧ ... ∧ dd c u q ∧ β n−m is well defined and if u j 0 , ..., u j q are decreasing sequences of m-sh functions such that u j k converges pointwise to u k . Then, we have:
(2) For all 1 q < m − p, we have:
Note that the second statement of Theorem 5 is far form being true when q = m − p. Indeed, assume that T = 1 and u 0 = ... = u m = ϕ m (z) = −|z| −2( n m −1) . It is well-known that ϕ m is m-sh and a straightforward computation yields : (dd c ϕ m ) m ∧ β n−m = C n,m δ 0 .β n , where C n,m is a constant depending on n and m and δ 0 is the Dirac measure on 0. In particular, it is clear that the current ϕ m (dd c ϕ m ) m ∧ β n−m hasn't a finite locally masses near 0.
Proof. (1) Let Ω 0 ⋐ Ω be a strictly pseudoconvex subset as in the statement of Theorem 4. By the weak continuity of dd c , Lemma 2.7 in [5] and Theorem 4, we have the weak convergence
and converges uniformly to 0. We deduce the weak convergence
(2) Consider the functions v 0 , ..., v q and v j 0 , ..., v j q obtained by the procedure of the max used in the proof of Theorem 4. Let Θ be a weak limit of (
Near ∂Ω 0 , the functions v k are bounded, then E has a compact support in Ω 0 . Now according to the previous argument, we obtain that dd c E = 0, and therefore E = 0.
Finally, we extend the previous results for the class δSH m (Ω). Recall that a function u belongs to δSH m (Ω) if there exists u 1 , u 2 ∈ SH m (Ω) such that u = u 1 − u 2 on Ω. If u ∈ δSH m (Ω), the complex Hessian operator (dd c u) q ∧ β n−m is well defined if for all 0 s q m, (dd c u 1 ) s ∧ (dd c u 2 ) q−s ∧ β n−m is well defined (see Definition 3) and therefore, we put 2 are decreasing sequence and converging respectively to u 1 , u 2 . Then for all q m − p + 1, we have (1) (dd c u) q ∧ β n−m ∧ U j converges weakly on Ω 0 . We denote this limit by (dd c u) q ∧ β n−m ∧ U.
According to Theorem 4, the sequence (dd c u 1 ) s ∧ (dd c u 2 ) q−s ∧ β n−m ∧ U j converges weakly to (dd c u 1 ) s ∧ (dd c u 2 ) q−s ∧ β n−m ∧ U , then the sequence (dd c u) q ∧ β n−m ∧ U j converges to a limit denoted by (dd c u) q ∧ β n−m ∧ U such that
(2) By (1), we have
Once again, Theorem 4 imply that (dd c u j,1 ) s ∧ (dd c u j,2 ) q−s ∧ β n−m ∧ U converges weakly to
(3) By the third statement of Theorem 4 and in view of (1), it is not difficult to deduce that the sequence (dd c u j ) q ∧ β n−m ∧ U j converges weakly to (dd c u) q ∧ β n−m ∧ U .
As an immediate consequence of Theorem 6 and by the same lines of proof of Theorem 5, it is not hard to obtain the following version for the class δSH m (Ω). 2 are decreasing sequence and converging respectively to u 1 , u 2 . Then ∀1 q m − p, we have 
For the complex setting m = n and for the trivial current T = 1, we recover the result of Xing [24] .
Proof. We shall prove by induction that for each k m − p, (dd c u j ) k ∧ β n−m ∧ T converges weakly to (dd c u) k ∧ β n−m ∧ T . For k = 1, the convergence assumption implies that u j → u in L 1 loc (σ T ). Indeed, for every K ⋐ Ω, δ > 0, since Ω is bounded there exists a constant C > 0 not depending on j such that
then we have the result by letting j → +∞ and by arbitrariness of δ. So, we have dd c u j ∧β n−m ∧T converges weakly to dd c u ∧ β n−m ∧ T . Assume that Theorem 8 is true for all k = q < m − p and we shall prove that u j (dd c u j ) q ∧ β n−m ∧ T converges weakly to u(dd c u) q ∧ β n−m ∧ T , which implies the statement for k = q + 1. Thanks to the quasi-continuity of u with respect to cap m,T (see [13] ), for each ε > 0, u can be written as u = φ + ψ on Ω, where φ is continuous, ψ = 0 outside an open subset G ⊂ Ω with cap m,T (G) < ε, and the supremum norm of ψ depends only on the function u. We have
The inductive assumption gives that C j converges to 0 in the sense of currents. On the other hand, it is not hard to see that
As the sequence u j + |z| 2 is uniformly bounded on Ω, it is clear that the last term is dominated by cap m−1,T multiplied by a constant not depending on j. Then, in view of the argument used in the case k = 1, it is not difficult to deduce that A j also converges to 0 in the sense of currents. Similarly, since ψ = 0 outside G, for a test form ϕ, there exist two constants C 1 , C 2 > 0 not depending on j such that
It follows that B j converges to 0 in the sense of the currents. Therefore, we have obtained the weak convergence of u j (dd c u j ) q ∧β n−m ∧T to u(dd c u) q ∧β n−m ∧T and this proof is complete.
The following proposition is devoted to studying the convergence in cap m−1,T for increasing sequence of m-sh functions not necessarily bounded. (1) In particular, if T = 1 by Theorem 3.9 in [14] when u, u j ∈ E m such that u j ↑ u, then (dd c u j ) m ∧ β n−m converges weakly to (dd c u) m ∧ β n−m when j → +∞.
(Ω) and u j ∈ SH m (Ω) such that (u j ) j is locally uniformly bounded and increases cap m,T -a.e to u, then the sequence (dd c u j ) m−p ∧ β n−m ∧ T converges weakly to (dd c u) m−p ∧ β n−m ∧ T . In the border case m = n, we recover the well-known result of Bedford-Taylor. Proof. Let E ⋐ Ω and v ∈ SH m (Ω) such that −1 v 0. Choose s ≫ 1, we have:
Thank's to the hypothesis on u 1 , the Chern-Levine-Nirenberg inequality [17] , imply that there exists a constant C 1 > 0 not depending in v such that :
Concerning I 2 , we consider u s = max(u, −s) and u s j = max(u j , −s). Observe that for a fixed s, u s and u s j are locally uniformly bounded. So, by using a standard modification on the functions u s , u s j (see [2] ), we can assume that for any j, u s j = u s near ∂Ω. Therefore, we have
By following the same line of the proof of Lemma 2 in [13] , we obtain
where C 2 > 0 not depending on v and j. By passing on the supremum on v, we get The proof was completed by passing to the limit when j → +∞ and s → +∞ in this order.
In Proposition 5, for T = 1, if we replace the monotonicity hypothesis by some conditions on the estimates of the complex Hessian operator, we get a slightly stronger convergence, in fact a convergence in cap m on the class F m . By an adaptation of the proof of Theorem 5.1 in [19] in the complex case m = n, we obtain the following generalization to the complex Hessian case: Proposition 6. Let u, u j ∈ F m such that u j u for any j 1. Suppose that (1) sup j Ω (dd c u j ) m ∧ β n−m < ∞.
(2) (dd c u j ) m ∧ β n−m − (dd c u) m ∧ β n−m E → 0 when j → +∞ and for any E ⋐ Ω.
Then u j → u in m-capacity on every E ⋐ Ω if j → +∞.
Weighted (m, T )-capacity and Sadullaev weighted m-capacity
The notions of weighted capacity and weighted extremal function in the complex theory, was studied by many authors (see for example [10] , [11] and [16] ). Recently, Van Thien Nguyen [20] has generalized this notion to a weighted m-extremal function whose defined by: If m = n, we recover the weighted extremal function investigated by [11] , [16] and if 1 m < n and u = −1 we obtain the m-extremal function developed by Lu [17] . 
In the border case m = n, we recover a result of [16] . In this section, based on Proposition 7, we firstly introducing two classes of not necessarily bounded m-sh functions, relatively to a given closed current T ∈ C m p (Ω). We generalize then some classes studied by Bedford [3] , Cegrell-Kolodziej-Zeriahi [11] and Benelkourchi [4] , for the complex setting m = n and the trivial current T = 1. Next, we introduce the notion of (m, T )-capacity with weight u ∈ SH − m (Ω), where T is an m-positive closed current. Moreover, we investigate the relationship between the weighted (m, T )-capacity and the weighted m-extremal function, in the special case T = 1. We generalize then some results obtained by [16] and [20] . Finally, we deal with the so-called Sadullaev weighted m-capacity and we present a comparison result with the weighted m-capacity. [11] proved that B 1 (Ω) ⊂ E(Ω). In particular, the complex Monge-Ampère is well defined on B 1 (Ω).
m is increases and convex on ] − ∞, 0[. Then by the definition, it is clear that −(−v) α ∈ B m T (Ω). For every 1 m n, we define the second class P m T (Ω) by:
By using some potential theoretic estimates relatively to T inspired from [17] for the trivial current T = 1, we show that there is a link between the two classes. More precisely, we prove:
Let Ω ⋐ C n , be an m-hyperconvex domain and T ∈ C m p (Ω) then we have B m T (Ω) ⊂ P m T (Ω). In particular, when T = 1, we have P m 1 (Ω) ⊂ E m (Ω) i.e, the complex Hessian operator is well defined on P m 1 (Ω). Noted that Proposition 8 improves the inclusions obtained by [4] for the border case m = n and T = 1. 
Choose a function ψ such that ψ ′ = ϕ and ψ(0) = 0. Since ψ is concave we see that ψ(t) tϕ(t) for all t > 0. In view of the later inclusion, we have 
The third inequality is deduced from the following argument: taking into account the fact that O ⋐ Ω, and v ∈ SH − m (O)∩L 1 loc (σ T ) and combining the proof of Proposition 1.3.4 with inequality 1.2.8 in the same thesis [17] . Concerning the later equality we use a change of variables. This completes the statement u ∈ P m T (Ω). Now, assume that T = 1 and let u ∈ P m 1 (Ω). Since For this aim, we write 
The (m, 1)-capacity is called weighted m-capacity and denoted by cap m,u which was introduced recently by [20] . In particular, for m = n, we recover (n, 1)-capacity with weight u ∈ E investigated by [16] and [11] . When u = −1, this is nothing but the capacity cap m,T introduced by [13] and if T = 1, we obtain the m-capacity, cap m of Lu [17] . Moreover, if u −M , where M > 0 then it is clear that cap m,T,u (M ) m−p cap m,T . The following Proposition generalizes the result in [16] for m = n and T = 1 as well as the one obtained by [20] for T = 1 and m < n. Proof. By monotonicity of (u j ) j and in view of the definition of the weighted (m, T )-capacity, it is easy to see that cap m,T,u j (E) cap m,T,u j+1 (E) cap m,T,u (E), ∀ j 1 and for every Borel set E ⊂ Ω. Assume that α is a limit of cap m,T,u j (E), then it suffices to prove that α cap m,T,u (E When ε → 0, we deduce the inequality α cap m,T,u j 0 (E) E (dd c ϕ) m−p ∧ β n−m ∧ T and therefore by arbitrariness of ϕ, we easily see that α cap m,T,u (E).
Recently, in [20] , the author has shown the relation between the m-weighted capacity cap m,u and the weighted m-extremal function h * m,E,u for any Borel compact E ⊂ Ω. In view of Definition 5 and the proof of [20] , we find the same link for every compact of Ω. In what follows, we prove the same relationship for E ⋐ Ω. Notice that Theorem 9 improves the case m = n proved by [16] . It should be mention here that in the proof of [16] , the authors have not assumed that E ⋐ Ω. Therefore, their arguments of using Proposition 5.1 in [10] is not exact since this result requires the assumption u ∈ F.
Proof. Assume first that u ∈ E 0 m ∩ C (Ω) and E is an open set of Ω. Let {E j } j 1 be an increasing sequence of compacts subsets of Ω such that ∪ j 1 E j = E. We have
The second equality is due to [20] because E j is compact while the later one is a consequence of 4.3. Sadullaev weighted m-capacity. In [21] , Sadullaev and Abdullaev introduced the Sadullaev m-capacity P m,ρ in the complex Hessian case and they compared it with the m-capacity cap m . This is a generalization of the study of [22] for the complex setting m = n. In this part, we introduce the weighted m-capacity of Sadullaev P m,u,ρ and we establish a relationship with the weighted m-capacity cap m,u , provided that the weight u ∈ F m,a (Ω). Firstly, we need the notion of strictly m-pseudoconvex domain. . When m = n, the authors established in [16] the following relationship in the context of weighted capacities with weight u ∈ F a : P n,u ≺ cap n,u ≺ P n,u by a not correctly use of an integration by part in the end of their proof.
Proof. Without loss of generality, we may assume that E is a compact subset of Ω and u −1 on Ω. It is clear that h * m,E,u h * m,E,Ω then we have P m,ρ ≺ P m,u,ρ . On the other hand, since u ∈ F m,a , Corollary 3 implies that cap m,u ≺ cap m . Therefore, according to [21] , we get cap m,u ≺ cap m ≺ P m,ρ ≺ P m,u,ρ . Next, since h * m,E,u , ρ ∈ F m (we may assume that −1 ρ 0), an integration by part on F m and by applying Proposition 3.2 in [14] , we have and since A is (m, T )-pluripolar and T ∈ A p m then g v − c a.e. Hence, g is locally bounded on Ω. Now, we are going to prove that u j converges to g in cap m,T on every E ⋐ Ω. For this aim, let E ⋐ Ω. For all δ > 0, we have:
Thank's to the quasicontinuity of g and the Dini's Theorem , it is not hard to see that v j ↓ g uniformly on Ω O with O is an open subset of Ω with (m, T )-capacity arbitrarily small. It follows that the first term in the right tends to 0 when j → +∞. For the second one, we show firstly that:
Let z 0 ∈ B, l 0 such that |u j+l 0 +1 (z 0 ) − u j (z 0 )| δ/4 and assume that:
So,
It follows that z 0 ∈ |u l 0 +j+1 − u l 0 +j | ≥ δ/2 l 0 +j+2 this imply (5.2). Moreover, by passing to a sub-suite extracted which denoted also by µ j , we may assume that for any j, we have (m − p)! µ j − µ Ω 2 −(m−p+1)j . Therefore by applying Lemma 3, we get: We see then that the second term in the right side of (5.1) tends to 0 when j → +∞. Finally, by using Theorem 3 in [13] , we see that (dd c u j ) m−p ∧ β n−m ∧ T converges weakly to the measure (dd c g) m−p ∧ β n−m ∧ T which completes the proof.
