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Resumo e Abstract
Resumo
Em linhas gerais, o principal aspecto considerado nesta tese e´ a locali-
zac¸a˜o de zeros de polinoˆmios com coeficientes definidos por incertezas pa-
rame´tricas reais estruturadas. Treˆs conjuntos particulares sa˜o discutidos:
um politopo de intervalos reais, um elipso´ide e um politopo de matrizes
polinomiais. Os resultados sa˜o obtidos, basicamente, a partir das pro-
priedades geome´tricas dos conjuntos envolvidos (incertezas intervalares e
elipsoidais) e por desigualdades matriciais lineares (incertezas polito´picas
matriciais).
Abstract
In general lines, the main aspect considered in this thesis is the location
of zeros of polynomials with coefficients defined by structured real para-
metric uncertainties. Three particular sets are analyzed: a real interval
polytope, an ellipsoid and a polytope of matrix polynomials. The results
are obtained, basically, from the geometric properties of the involved sets
(interval and elipsoidal uncertainties) and by linear matrix inequalities
(matrix polytopic uncertainties).
Prefa´cio
O presente texto constitui minha tese de doutorado em Teoria de Sistemas de Con-
trole. O passo inicial foi a dissertac¸a˜o de mestrado [13], sobre a estabilidade robusta de
sistemas a tempo cont´ınuo com incertezas definidas por intervalos, defendida em no-
vembro de 1997, no Departamento de Engenharia Ele´trica da Universidade Federal do
Esp´ırito Santo, sob a orientac¸a˜o do Professor Celso Jose´ Munaro. Durante o processo
de finalizac¸a˜o desse trabalho havia a possibilidade concreta de realizar o doutoramento
na Espanha, em outra a´rea da Engenharia de Controle; contudo, a aceitac¸a˜o de um
artigo contendo uma s´ıntese dos resultados obtidos durante o mestrado, no “The 39th
Midwest Symposium on Circuits and Systems” [42] e a proposta do Professor Celso de
continuidade do trabalho em um n´ıvel mais aprofundado foram fatores determinantes
para que eu decidisse manter meu interesse em questo˜es relacionadas a` robustez de
polinoˆmios.
Munaro apresentou-me ao Professor Bottura do Departamento de Ma´quinas, Com-
ponentes e Sistemas Inteligentes, da Faculdade de Engenharia Ele´trica e Computac¸a˜o
da UNICAMP, que me aceitou como aluno e por interme´dio do qual iniciei o douto-
ramento.
Durante o primeiro semestre de 1998 conheci Nir Cohen, professor do Instituto de
Matema´tica da UNICAMP que, juntamente com seus colegas Avraham Levkovich e
Ezra Zaheb, estava trabalhando em um artigo sobre resposta em frequ¨eˆncia de siste-
mas incertos a tempo discreto definidos por polinoˆmios intervalares. Em virtude do
interesse que apresentava sobre o tema, que inclusive fora colocado como uma pos-
sibilidade de pesquisa futura em minha dissertac¸a˜o de mestrado, o Professor Cohen
convidou-me para participar do trabalho. O artigo, intitulado “Frequency Response
Envelopes of a Family of Uncertain Discrete-Time Systems” [10] foi aceito para publi-
cac¸a˜o na revista “Circuits, Systems and Signal Processing” e seu conteu´do constitui
o cap´ıtulo 1 desta tese. O cap´ıtulo 2 aborda o problema da estabilidade de famı´lia
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de polinoˆmios esfe´ricos e foi resultado de um estudo especial, realizado no primeiro
semestre de 2000, na Universidade Federal do Esp´ırito Santo, sob orientac¸a˜o conjunta
dos professores Munaro e Bottura, este estudo especial culminou com a elaborac¸a˜o do
artigo “A design contribution to H∞ – robust controllers for spherical plant family”
[21] aceito para publicac¸a˜o no “43rd Midwest symposium on Circuits and Systems”.
Em agosto de 2001, agora sob orientac¸a˜o do Professor Pedro Peres, iniciei a pesquisa
sobre estabilidade robusta de polinoˆmios e desigualdades matriciais lineares; nova-
mente a conclusa˜o desses estudos foi organizada na forma de um artigo intitulado “A
New LMI Condition for Robust Stability of Polynomial Matrix Polytopes” [18] que
foi submetido para a revista “IEEE Transactions on Automatic Control”, tendo sido
aceito e publicado em outubro de 2002; o material desse artigo constitui o cap´ıtulo 3
desta monografia.
Por fim, o t´ıtulo da tese reflete bem a motivac¸a˜o e o processo de construc¸a˜o deste
trabalho. O uso da expressa˜o “estabilidade robusta” remete ao ponto de vista da
Engenharia de Controle; entretanto, numa visa˜o meramente matema´tica, pode-se dizer
que o tema e´ sobre a localizac¸a˜o de zeros em regio˜es espec´ıficas do plano complexo
para algumas geometrias especiais de conjuntos de polinoˆmios.
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Introduc¸a˜o Geral
Modelos matema´ticos de sistemas f´ısicos traduzem apenas parte da realidade que
se deseja representar. As diferenc¸as entre o modelo e o sistema representado depen-
dem das suposic¸o˜es feitas e podem ser tratadas como incertezas associadas a` estrutura
proposta. Como os sistemas lineares e invariantes no tempo constituem a u´nica classe
de sistemas para a qual existe alguma teoria geral, razoa´vel e amplamente difundida,
e´ frequ¨ente, entre engenheiros de controle e projetistas trabalhar com um modelo ma-
tema´tico nominal que atenda a essas caracter´ısticas. Entretanto, se for deseja´vel uma
representac¸a˜o que englobe todas as particularidades do sistema, envolvendo aspectos
tais como na˜o linearidades, variac¸a˜o temporal e incertezas parame´tricas, a utilizac¸a˜o
de um modelo nominal representa, geralmente, uma simplificac¸a˜o grosseira.
A despeito dessas considerac¸o˜es, ao se projetar um controlador, espera-se que o
mesmo garanta um funcionamento confia´vel do sistema, independentemente da pre-
senc¸a de incertezas tanto em relac¸a˜o ao modelo matema´tico quanto aos distu´rbios
externos a serem rejeitados ou minimizados. Quando esse comportamento e´ obtido
diz-se que o controlador atende “robustamente” os requisitos de desempenho ou es-
tabilidade exigidos. Em particular, o comportamento de qualquer controlador sob
incertezas e´ um aspecto vital em muitos sistemas de controle, sendo, na maioria das
vezes admitido como hipo´tese cr´ıtica, que o controlador projetado na˜o permita varia-
c¸a˜o nos pro´prios paraˆmetros [32].
O tema “robustez” somente comec¸ou a receber uma atenc¸a˜o mais ampla, na teoria
de controle, a partir dos anos 70, quando se constatou que os me´todos correntes de
s´ıntese de sistemas de controle careciam de garantias de estabilidade e desempenho
robustos sob as mais diversas formas de incertezas [5]. Obviamente, uma estrutura de
abordagem para a ana´lise e s´ıntese de sistemas de controle que envolva a possibilidade
de variac¸o˜es cont´ınuas e aleato´rias das grandezas f´ısicas (ou paraˆmetros) manipuladas
em um determinado processo requer um tratamento bastante complexo, e isto signi-
1
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fica, na maioria das vezes, uma dificuldade concreta que inviabiliza a implementac¸a˜o
pra´tica. Como exemplo, o problema de estabilidade e/ou desempenho sob incertezas
reais parame´tricas ficou, por um longo per´ıodo, completamente ignorado pelos teo´ri-
cos de controle, grac¸as a` percepc¸a˜o de que o tratamento de incertezas parame´tricas
seria um dif´ıcil obsta´culo a impedir a obtenc¸a˜o de resultados elegantes e de te´cnicas
computacionais efetivas. Uma mudanc¸a significativa desse quadro ocorreu no in´ıcio
dos anos 80 quando os pesquisadores ocidentais tomaram conhecimento da publicac¸a˜o
do “Teorema de Kharitonov”. Kharitonov mostrou que a estabilidade “Hurwitz” de
uma famı´lia de polinoˆmios de grau invariante, pore´m arbitra´rio, correspondendo a
um hipercubo no espac¸o dos coeficientes, podia ser verificada analisando-se apenas a
estabilidade de quatro polinoˆmios pre´ definidos. Esse resultado e´ extremamente atra-
tivo pois a tarefa aparentemente imposs´ıvel de verificar a estabilidade de um conjunto
infinito de polinoˆmios pode agora ser realizada de modo simples, por exemplo usando
as condic¸o˜es de “Routh-Hurwitz”, sobre apenas quatro polinoˆmios fixados, indepen-
dentemente do grau ou da dimensa˜o do conjunto de paraˆmetros incertos envolvidos.
E´ a partir deste momento que ocorre o ressurgimento do interesse no estudo da es-
tabilidade robusta sob incertezas parame´tricas, propiciando o desenvolvimento de um
nu´mero razoa´vel de trabalhos impulsionados pela crenc¸a de que tal problema poderia
ser abordado sem conservadorismos ou sobrelimitac¸o˜es e com eficieˆncia computacional
constru´ıda diretamente da teoria e, tambe´m, pela efica´cia e transpareˆncia dos me´todos
que exploram as propriedades alge´bricas e geome´tricas da regia˜o de estabilidade no
espac¸o dos paraˆmetros; a esse respeito ver [2], [5] e as refereˆncias neles citadas.
Neste ponto torna-se necessa´rio enfatizar que o foco principal deste trabalho e´
analisar problemas de robustez envolvendo incertezas parame´tricas reais estruturadas
para as quais resultados tipo “Kharitonov” na˜o podem ser aplicados, num contexto
de ana´lise e, muito menos, de s´ıntese. A grosso modo, esse trabalho e´ aplicado mais
diretamente a` ana´lise da localizac¸a˜o de ra´ızes de polinoˆmios cujos coeficientes depen-
dem dos paraˆmetros incertos. Do ponto de vista da teoria de controle, a motivac¸a˜o
para estudar essas novas ferramentas e´ o fato de que muitos problemas de desempe-
nho robusto de sistemas realimentados podem ser reduzidos a problemas equivalentes
envolvendo ra´ızes de polinoˆmios.
Resultados derivados do “Teorema de Kharitonov” sa˜o amplamente empregados
em procedimentos de ana´lise e de s´ıntese de controladores robustos para sistemas a
tempo cont´ınuo, quer atrave´s da generalizac¸a˜o de ferramentas cla´ssicas (diagramas de
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Nyquist, Bode e Nichols) quer no desenvolvimento de novos procedimentos de s´ıntese
H2 – H∞. Entretanto, todos estes resultados na˜o se aplicam a sistemas a tempo dis-
creto. Isto porque a determinac¸a˜o do comportamento de uma famı´lia de polinoˆmios
com incertezas reais definidas em intervalos a partir de um nu´mero finito de seus ele-
mentos somente e´ poss´ıvel para uma regia˜o de interesse que e´ convexa e cuja rec´ıproca
e´ tambe´m convexa, o que na˜o e´ o caso do disco unita´rio [47]. Para uma regia˜o Ω, sua
rec´ıproca Ω−1 e´ dada por: Ω−1 = {z; zy = 1 para algum y ∈Ω}. Outro ponto a ser
observado e´ que mesmo para estruturas incertas independentes, se existir uma relac¸a˜o
de v´ınculo entre os coeficientes, por exemplo, se o conjunto de paraˆmetros for um
hiperelipsoide e na˜o mais um hipercubo, na˜o faz mais sentido referir-se a polinoˆmios
de Kharitonov, pois neste caso o conjunto de valores em questa˜o na˜o possui ve´rtices.
Outro to´pico interessante e´ que, mesmo para polinoˆmios com estruturas incertas inde-
pendentes e paraˆmetros definidos em intervalos, domı´nio em que valem os resultados
tipo Kharitonov, inexiste uma extensa˜o correspondente aplica´vel a` ana´lise da alocac¸a˜o
de zeros de politopo de matrizes polinomiais. Resultados para sistemas multivaria´veis
usando esta abordagem sa˜o objetos de pesquisas recentes. Alguns artigos teˆm sido
dedicados a essa questa˜o, por exemplo, [49] e [50], mas na˜o teˆm recebido a devida
divulgac¸a˜o.
Neste trabalho sera˜o abordados os problemas de alocac¸a˜o robusta, no c´ırculo uni-
ta´rio, de famı´lias de polinoˆmios cujos coeficientes pertencem a intervalos, aqui deno-
minadas de famı´lias de polinoˆmios intervalares. Mais especificamente, e´ desenvolvida
uma estrate´gia para a construc¸a˜o de envelopes de resposta em frequ¨eˆncia para um
sistema a tempo discreto, definido por uma planta intervalar, isto e´, por uma func¸a˜o
de transfereˆncia cujos numerador e denominador sa˜o polinoˆmios intervalares. Note
que se o interesse e´ restrito somente a` verificac¸a˜o da estabilidade robusta do polinoˆ-
mio intervalar, uma vez constru´ıdo seu conjunto de valores, o trabalho se resume a`
aplicac¸a˜o do teorema da exclusa˜o do zero [2]. Outro to´pico abordado e´ o procedi-
mento de s´ıntese H∞ para sistemas cujos paraˆmetros incertos possuem uma relac¸a˜o
de v´ınculo que, no caso particular, constitui um hiperelipsoide no espac¸o dos paraˆme-
tros. Os conjuntos de func¸o˜es com tais caracter´ısticas sa˜o denominados famı´lias de
plantas elipsoidais. Os resultados desenvolvidos permitem que estrate´gias conhecidas
de compensac¸a˜o em frequ¨eˆncias – diagramas de Bode, moldagem de malha, etc, sejam
empregadas de forma a ampliar a aplicac¸a˜o de procedimentos conhecidos de projetos
de controladores. Tambe´m sera´ considerado o problema da localizac¸a˜o robusta de
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zeros de politopos de matrizes polinomiais utilizando-se como instrumento de ana´lise
um conjunto de desigualdades matriciais lineares obtidas nos ve´rtices do politopo,
cuja viabilidade representa uma condic¸a˜o suficiente para atestar a inserc¸a˜o de todos
os zeros em determinadas regio˜es de interesse, em particular, o semi-plano esquerdo
do plano complexo e o c´ırculo unita´rio.
Com o intuito de cumprir estes objetivos, esta tese esta´ dividida em treˆs cap´ıtulos
da seguinte forma: o cap´ıtulo 1 e´ dedicado ao desenvolvimento de um conjunto de
func¸o˜es destinadas a` construir o envelope de frequ¨eˆncias de uma famı´lia de intervalo
plantas para o caso discreto; no cap´ıtulo 2 e´ apresentada uma contribuic¸a˜o a um
procedimento de s´ıntese H∞ para o caso de incertezas elipsoidais e, no cap´ıtulo 3, e´
apresentada uma nova condic¸a˜o em termos de desigualdades matriciais lineares (em
ingleˆs, LMI – Linear Matrix Inequalities) para a estabilidade robusta de politopos de
matrizes polinomiais.
Cap´ıtulo 1
Envelopes de Resposta em
Frequ¨eˆncia de uma Famı´lia de
Sistemas Incertos a Tempo
Discreto
Neste cap´ıtulo, e´ apresentado um algoritmo eficiente para a construc¸a˜o exata do
envelope de Bode (ganho e fase) de um filtro de ordem n (uma func¸a˜o racional bipro´pria
ou estritamente pro´pria cujo denominador tem grau n) com incertezas intervalares nos
coeficientes. Em um primeiro momento, a estrutura do conjunto de valores e´ usada
para reduzir a ordem da complexidade de 2n para n2. Em seguida, o problema e´
reduzido basicamente a` determinac¸a˜o de um nu´mero relativamente pequeno de ra´ızes
de certos polinoˆmios.
Embora na˜o seja discutido aqui, o algoritmo aplica-se facilmente a filtros com coe-
ficientes complexos sob incertezas intervalares; o problema torna-se trivial no caso de
coeficientes complexos com incertezas na forma de disco, fornecendo limites anal´ıticos
pra´ticos, pore´m conservadores, para o envelope de Bode. O leitor interessado pode
consultar [10] para maiores detalhes.
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1.1 Introduc¸a˜o
Num contexto de ana´lise, o teorema das bordas [3] constitui-se em ferramenta bas-
tante eficiente para testar a estabilidade robusta de uma famı´lia de polinoˆmios cujos
coeficientes sa˜o func¸o˜es afins dos paraˆmetros incertos tanto para sistemas a tempo
cont´ınuo quanto a tempo discreto. Contudo, a dependeˆncia do nu´mero de bordas
expostas com a dimensa˜o do espac¸o de incertezas (n2(n−1)), conduz a` necessidade de
testar uma quantidade proibitiva delas quando os polinoˆmios envolverem um grande
nu´mero de coeficientes incertos. Para sistemas a tempo cont´ınuo, a aplicac¸a˜o de resul-
tados derivados do teorema de Kharitonov, como o teorema das trinta e duas bordas,
que simplifica bastante a utililzac¸a˜o das bordas do conjunto de valores de uma fa-
mı´lia de intervalos de polinoˆmios na ana´lise de estabilidade e desempenho robustos;
e o teorema das 16 plantas, que facilita ainda mais a soluc¸a˜o destes problemas, sa˜o
amplamente empregados. Ocorre pore´m que, conforme [47], resultados tipo Khari-
tonov, isto e´, que um conjunto finito de elementos seja necessa´rio e suficiente para
descrever o comportamento de toda a famı´lia de polinoˆmios, na˜o se aplicam a domı´-
nios de estabilidade convexos cujas rec´ıprocas na˜o sejam tambe´m convexas. Esta e´
exatamente a situac¸a˜o aqui discutida: ana´lise de um intervalo de plantas cujo domı´nio
de estabilidade e´ o disco unita´rio. A famı´lia em questa˜o pode ser descrita como
H(z) =
N(z)
D(z)
=
a0 +a1z+a2z2 + . . . +amzm
b0 +b1z+b2z2 + . . . +b`z`
(1.1)
sendo que os coeficientes ai (i = 0, . . . , m) e b j ( j = 0, . . . , `) pertencem a intervalos
reais prescritos
ai ≤ ai ≤ ai, i = 0, . . . , m b j ≤ b j ≤ b j, j = 0, . . . , ` (1.2)
Mais precisamente, o problema a ser tratado e´ a determinac¸a˜o dos limites de fase
e ganho para o diagrama de Bode com ai e bi variando nos seus respectivos intervalos.
Para cada z = e jω fixado, esses limites sa˜o definidos por
M = max |H(z)| M = min |H(z)| φ = maxargH(z) φ = minargH(z)
como ilustrado na figura 1.1. Quando z percorre o c´ırculo unita´rio, os extremos em
mo´dulo e fase descrevem os envelopes de incertezas para o diagrama de Bode conforme
detalhado nas figuras 1.6 e 1.7. Em cada z os extremos dos polinoˆmios do numerador
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(a) H(z) racional
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(b) H(z) polinomial
Figura 1.1: O conjunto de valores e suas margens de fase e amplitude.
e do denominador de H(z) determinam de modo u´nico os extremos de H(z). Mais
precisamente, tem-se que
MH =
MN
MD
, MH =
MN
MD
, φH = φN −φD, φH = φN −φD
sendo que os subscritos H, N e D referem-se a` func¸a˜o de transfereˆncia racional, ao
numerador e ao denominador, respectivamente, em (1.1). Deste modo, embora algum
cuidado deva ser tomado devido a` natureza c´ıclica da func¸a˜o de fase, e´ suficiente
investigar os polinoˆmios N(z) e D(z) ao inve´s da func¸a˜o racional H(z). Esta reduc¸a˜o
implica considera´vel simplificac¸a˜o geome´trica nos ca´lculos dos envelopes de Bode.
Portanto, a ana´lise sera´ restrita a um intervalo de famı´lia de polinoˆmios P dado por:
P(z) = α0 +α1z+α2z2 + . . . +αnzn αi ≤ αi ≤ αi i = 0, . . . , n (1.3)
Uma abordagem nume´rica simples para calcular o envelope de Bode para (1.3), usando
me´todos gra´ficos, poderia ser empregada para desenhar os valores complexos de Pi(e jωk)
para um conjunto finito de elementos Pi tomados na fronteira de P , isto e´: Pi ∈ P ′ ⊂ P
em uma grade bastante densa de frequ¨eˆncias ωk ∈ Ω ⊂ [0,2pi). Contudo, como o ta-
manho do conjunto de elementos na fronteira de P , no pior caso, e´ proporcional a
2n, a complexidade cresce exponencialmente com o grau n e, portanto, esta aborda-
gem pode na˜o ser via´vel para polinoˆmios de grau elevado. Neste sentido um exame
detalhado da geometria do conjunto de valores de H(z) conduz a um algoritmo mais
eficiente que pode reduzir a complexidade total a` ordem de n2, e fornece os envelopes
exatos de mo´dulo e fase de toda a famı´lia P . Este algoritmo e´ intitulado Algoritmo
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Prima´rio e baseia-se no fato de que o c´ırculo unita´rio se divide na unia˜o de no ma´-
ximo 2(n+1) “arcos prima´rios”, e um conjunto de no ma´ximo 2(n+1) polinoˆmios de
P pode ser associado a cada arco, de modo que sobre cada arco prima´rio o envelope
de Bode desses polinoˆmios e´ ideˆntico ao de toda a famı´lia P . Esse algoritmo, abor-
dado adiante, e´ extremamente simples e usa exclusivamente matema´tica simbo´lica.
Uma vez executado, podem-se aplicar os me´todos de amostragem gra´fica e desenhar
os envelopes de Bode, agora com a complexidade da ordem de n2.
Cada arco prima´rio e´ subdividido em arcos secunda´rios sobre os quais os envelopes
de fase e ganho de toda a famı´lia P sa˜o obtidos identicamente por um u´nico elemento
Pk(z) ∈ P com coeficientes fixos. Desse modo, calcular os envelopes de Bode para
qualquer z = e jω sobre este sub-arco se reduz a avaliar o polinoˆmio com coeficientes
fixos Pk em z. O algoritmo que realiza essa subdivisa˜o, identificando os polinoˆmios
Pk relevantes, e´ denominado de Algoritmo Secunda´rio. Praticamente todo o traba-
lho envolvido nesse algoritmo e´ despendido na subdivisa˜o em arcos secunda´rios cujos
pontos extremos sa˜o identificados como ra´ızes de mo´dulos unita´rios especiais de cer-
tos polinoˆmios auxiliares associados com o conjunto P . Uma vez calculados os arcos
secunda´rios, a determinac¸a˜o dos envelopes de Bode e´ reduzida a simples combinac¸o˜es
indexadas dentre os polinoˆmios relevantes. No pior dos casos, e´ necessa´rio calcular
as ra´ızes de 10(n+1) polinoˆmios de grau 2n. Embora a complexidade computacional
seja ainda considera´vel, a maioria dessas ra´ızes pode ser descartada logo de in´ıcio por
na˜o ter mo´dulo unita´rio; ale´m do mais, como sera´ visto, um procedimento sequ¨en-
cial no algoritmo permite descartar muitas das ra´ızes de mo´dulos unita´rios que sa˜o
irrelevantes.
O principal fator na obtenc¸a˜o destes resultados simplificados reside na geometria
do conjunto de valores de P em uma dada frequ¨eˆncia ω que, segundo [34], e´ definido
como
V (ω) .= {P(e jω); P ∈ P}
Para uma famı´lia P , o conjunto V (ω) e´ sempre um pol´ıgono convexo sime´trico con-
forme representado na figura 1.1 (b), diferentemente do que ocorre com uma famı´lia
racional (figura 1.1 (a)). Os polinoˆmios mapeados sobre os ve´rtices e bordas de V (ω)
sa˜o denominados respectivamente polinoˆmios exteriores e polinoˆmios bordas.
Quando ω varia no intervalo [0,2pi), o conjunto de valores muda, no plano com-
plexo, sua posic¸a˜o e forma. Em particular, o conjunto de polinoˆmios exteriores pode
mudar em algumas frequ¨eˆncias cr´ıticas, denominadas pontos de mudanc¸a prima´ria.
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Existem no ma´ximo 2(n + 1) desses pontos que sa˜o obtidos de forma simples e in-
dependente dos valores extremos αi e αi. O Algoritmo Prima´rio utiliza esses pontos
como extremidades da divisa˜o de arcos, e escolhe o conjunto de polinoˆmios exterio-
res sobre cada arco como o conjunto P˜ de amostras nas quais os limitantes M, φ, φ
ocorrem, sendo que o limitante M pode ocorrer tambe´m sobre um polinoˆmio borda.
Em s´ıntese, todo o trabalho pode ser resumido em determinar ra´ızes de polinoˆmios,
o que, em geral, na˜o e´ uma tarefa muito fa´cil. Contudo, as ra´ızes procuradas devem
possuir mo´dulo unita´rio e satisfazer algumas restric¸o˜es adicionais, reduzindo assim a
dificuldade inicial. E´ importante ressaltar que os Algoritmos Prima´rio e Secunda´rio
podem ser aplicados a polinoˆmios com coeficientes complexos com incertezas inter-
valares e esfe´ricas sendo que, neste u´ltimo caso, o conjunto de valores e´ um c´ırculo
cujo raio independe da frequ¨eˆncia e cujo centro pode ser calculado diretamente, for-
necendo limitantes extremamente simples para os envelopes de Bode de uma famı´lia
de intervalos de polinoˆmios P .
1.2 Preliminares: O Conjunto de Valores
Seja a famı´lia de intervalos de polinoˆmios P descrita por (1.3). Para cada frequ¨eˆn-
cia ω, o conjunto de valores de P em z = e jω e´ definido como o conjunto complexo
V (ω) = {P(z); P ∈ P} (1.4)
E´ bem conhecido que V (ω) e´ um pol´ıgono sime´trico convexo cujas posic¸a˜o e forma
mudam continuamente com a frequ¨eˆncia ω ∈ [0,2pi) [34] e [39]. O centro de massa de
V ( jω) corresponde ao polinoˆmio central definido por
P0(z) =
1
2 ∑(αi +αi)zi (1.5)
O nu´mero de bordas de V (ω) e´ no ma´ximo 2(n + 1). De fato, o nu´mero preciso
de bordas e´ 2n′, sendo n′ o nu´mero de coeficientes que variam em intervalos. Cada
coeficiente variando em um intervalo contribui para o conjunto de valores com duas
bordas paralelas, cada qual com comprimento αi −αi. Em particular, o per´ımetro
e´ dado por 2∑(αi −αi). A u´nica excessa˜o e´ para n′ = 1, quando as duas bordas
coincidem.
A` medida em que ω cresce, as duas bordas do conjunto de valores que representam
variac¸o˜es no valor de αi rotacionam com uma velocidade angular i fixa e aˆngulos res-
1.3. A Divisa˜o Prima´ria 10
pectivos iω e iω+pi. Diferentes bordas movem-se com distintas velocidades angulares.
Essa dinaˆmica caracteriza o formato do conjunto de valores. Assumindo que para dado
ω todos os n′ pares de bordas paralelas teˆm declives distintos, o nu´mero de ve´rtices do
conjunto de valores e´ precisamente 2n′. A cada ve´rtice υ corresponde um u´nico polinoˆ-
mio P(z) no conjunto P , denominado polinoˆmio exterior associado a υ. Nominalmente,
tem-se υ = P(e jω). Estes polinoˆmios exteriores, denotados P1(z),P2(z), . . . , P2n′(z), sa˜o
ordenados, a partir de um ve´rtice arbitra´rio, no sentido anti-hora´rio, ao longo da fron-
teira do conjunto de valores. Deste modo, dois polinoˆmios extremos consecutivos
diferem por um coeficiente simples. De modo mais preciso, para todo k ∈ {1, . . . , 2n′}
a expressa˜o Pk+1(z)−Pk(z) e´ um monoˆmio na forma
Pk+1(z)−Pk(z) = ε(αm−αm)zm (1.6)
para algum m = m(k) ∈ {0, . . . , n} e ε = ε(k) ∈ {−1,1}. Vale observar que se k = 2n′
enta˜o k +1 deve ser interpretado como sendo k = 1.
O conjunto P e´, geometricamente, uma caixa no espac¸o dos polinoˆmios. Seus
ve´rtices sa˜o os polinoˆmios extremos, ou seja, os polinoˆmios P(z) para os quais αi = αi
ou αi = αi para todo i ∈ [0,n]. Um polinoˆmio exterior e´ um polinoˆmio extremo, mas
a rec´ıproca na˜o e´ necessariamente verdadeira. De fato, muitos dos 2n′ polinoˆmios
extremos sa˜o mapeados no interior do conjunto de valores.
1.3 A Divisa˜o Prima´ria
Cada borda do conjunto de valores possui, como func¸a˜o da frequ¨eˆncia, uma velo-
cidade angular diferente. Consequ¨entemente, existe um nu´mero finito de frequ¨eˆncias
cr´ıticas nas quais as inclinac¸o˜es das diferentes bordas coincidem, diminuindo assim o
nu´mero de bordas do conjunto de valores. Quando ω, a` medida em que aumenta, se
aproxima de uma dessas frequ¨eˆncias, polinoˆmios exteriores migram para o interior do
conjunto e novos polinoˆmios exteriores tomam seus lugares. Esses valores de ω cons-
tituem pontos importantes do conjunto de valores e sera˜o estudados detalhadamente.
Definic¸a˜o 1.1 A frequ¨eˆncia ω0 ∈ [0,2pi) e´ um ponto de mudanc¸a prima´ria se o nu´-
mero de bordas de V (ω0) for menor que 2n′.
O nu´mero de pontos de mudanc¸a prima´ria depende diretamente do nu´mero de
coeficientes que variam em intervalos. Por exemplo, se somente um dos coeficientes
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e´ um intervalo, na˜o existem pontos de mudanc¸a prima´ria, e o conjunto de valores
e´ um segmento de reta em todas as frequ¨eˆncias. O seu comprimento e´ fixo e seu
ponto me´dio coincide com o polinoˆmio central P0(z) definido em (1.5), e o aˆngulo de
inclinac¸a˜o do segmento varia com velocidade angular constante como uma func¸a˜o de
ω.
Lema 1.1 ω0 ∈ [0,2pi) e´ um ponto de mudanc¸a prima´ria se e somente se:
i. ω0 = piµ/ξ para algum µ, ξ inteiros com 0 ≤ |µ|< ξ ≤ n;
ii. Existem dois coeficientes variando em intervalos αi e αk tais que ξ divide |k− i|.
Prova: Sejam αi e αk dois coeficientes variando em intervalos. Enta˜o, o conjunto de
valores em ω0 tem bordas com aˆngulos iω0, iω0 +pi, kω0, kω0 +pi. Nota-se facilmente
que dois desses aˆngulos e, consequ¨entemente, os outros dois, coincidem se e somente
se (k− i)ω0 e´ um mu´ltiplo de pi, e isto e´ o que esta´ expresso em (i) e (ii). 
Como pode ser notado, a condic¸a˜o (i) depende apenas do grau n, enquanto a
condic¸a˜o (ii) esta´ relacionada aos coeficientes que variam em intervalos mas na˜o com
os valores particulares αi e αi. Se todos os coeficientes variam em intervalos, a condic¸a˜o
(ii) torna-se redundante. Ale´m disto, segundo [39], o nu´mero de bordas do conjunto
de valores em um ponto de mudanc¸a prima´rio ω = piµ/ξ e´ 2n′′(ω), sendo n′′(ω) o
nu´mero de diferentes valores m mod (ξ) para todos os m cujos coeficientes αm variam
em intervalos.
Existem pontos de mudanc¸a prima´ria especiais ω0 para os quais o conjunto de po-
linoˆmios exteriores, quando ω > ω0, coincide com o conjunto de polinoˆmios exteriores
para ω < ω0. Estes pontos sa˜o denominados redundantes.
Teorema 1.1 Seja ω0 = piµ/ξ um ponto de mudanc¸a prima´ria. Assuma que µ e ξ
sa˜o primos entre si, isto e´ (µ,ξ) = 1. Enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
i. ω0 e´ um ponto de mudanc¸a redundante;
ii. O conjunto de valores em ω0 degenera-se em um segmento de reta;
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iii. ξ divide |k− i| para todo par αk, αi de coeficientes que variam em intervalos.
Prova: Seguindo o argumento do Lema 1.1, ξ divide exatamente todos os diferentes
|k− i| quando todos os aˆngulos do conjunto de valores coincidem ( mod pi) ou seja,
quando o conjunto de valores V (ω0) se degenera em um segmento de reta. Desse
modo, (ii) e (iii) sa˜o equivalentes.
Para demonstrar a equivaleˆncia entre (i) e (iii), observa-se que os polinoˆmios ex-
teriores para ω < ω0 sa˜o pontos extremos de um conjunto convexo e descrevem um
movimento suave; portanto, teˆm uma aproximac¸a˜o linear na vizinhanc¸a de ω0. Ale´m
disto, o conjunto de valores tem um per´ımetro fixo e, portanto, se um polinoˆmio
exterior cruza a borda determinada por seus dois vizinhos, este cruzamento e´ perpen-
dicular. Ale´m disso, como as inclinac¸o˜es das bordas mudam linearmente, o polinoˆmio
exterior dado atravessa a borda diretamente para o outro lado. A argumentac¸a˜o
rigorosa desses fatos pode ser encontrada em [38] e [40].
Em seguida mostra-se que (i) implica (ii). Se P e´ um intervalo de polinoˆmio
simples, o conjunto de valores e´ um segmento de reta em todas as frequ¨eˆncias e nada
resta a ser provado. De outro modo, quando ω se aproxima de ω0 por valores inferiores,
ao menos um polinoˆmio extremo Pk cruza a borda Pk−1Pk+1. Se o conjunto de valores
em ω0 na˜o e´ um segmento de reta, Pk na˜o pode emergir para o outro lado da borda
para assumir seu papel como um polinoˆmio exterior, contradizendo a hipo´tese (i).
Reciprocamente, demonstra-se que (ii) implica em (i). De fato, para eliminar o
efeito da translac¸a˜o, deve-se considerar o conjunto de valores da famı´lia P −P0, cen-
trado na origem para todo ω. Se em ω0 este conjunto e´ um segmento de reta, a
simetria da aproximac¸a˜o linear em torno de ω0 mostra que para ε pequeno o conjunto
de valores V (ω+ ε) e´ aproximado pelo conjunto sime´trico V (ω0− ε), com cada ponto
mapeado em sua imagem sime´trica atrave´s do segmento de reta V (ω0). Em particular,
para ε pequeno, tanto convexidade quanto pontos extremos sa˜o preservados. 
Para n′ ≥ 2, os pontos z =±1 (correspondendo a ω = 0, pi) sa˜o sempre pontos de
mudanc¸a redundantes, ja´ que correspondem a ξ = 1 e, portanto, dividem quaisquer
diferenc¸as |k− i| no Teorema 1.1. De modo alternativo, pode ser testado diretamente
que o conjunto de valores de qualquer intervalo de polinoˆmios com coeficientes reais
degenera-se, nestes pontos, em intervalos reais.
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1.4 O Algoritmo Prima´rio
Os pontos de mudanc¸a prima´ria dividem o c´ırculo unita´rio em um conjunto fi-
nito de “arcos prima´rios”. Uma importante propriedade destes arcos e´ expressa pelo
seguinte teorema.
Teorema 1.2 Admitindo que o intervalo de frequ¨eˆncia [ω1,ω2] representa um arco
prima´rio, as seguintes afirmac¸o˜es sa˜o va´lidas:
i. O conjunto de 2n′ polinoˆmios exteriores, juntamente com sua ordem c´ıclica in-
duzida, e´ o mesmo para todo ω ∈ (ω1,ω2).
ii. O per´ımetro do conjunto de valores e´ independente de ω ∈ (ω1,ω2).
Prova: Ve´rtices dos conjuntos de valores podem ser criados ou aniquilados somente
quando os aˆngulos de duas ou mais bordas consecutivas coincidem, ou seja em um
ponto de mudanc¸a prima´ria. Enta˜o, se para algum ω sobre o arco dado, Pk(z) e´ o
polinoˆmio extremo mapeado no ve´rtice do conjunto de valores, pela mudanc¸a cont´ı-
nua dos aˆngulos no conjunto de valores, Pk(z) e´ mapeado no mesmo ve´rtice para todo
ω ∈ (ω1,ω2). Por (1.6), |Pk+1(z)−Pk(z)| = αm −αm independentemente de z. Desse
modo, cada borda do conjunto de valores tem um comprimento fixo. 
O Algoritmo Prima´rio rastreia as mudanc¸as nos polinoˆmios exteriores em cada
ponto de mudanc¸a prima´ria. Nos pontos de mudanc¸a redundante, a demonstrac¸a˜o do
Teorema 1.2 indica as mudanc¸as necessa´rias: o conjunto de polinoˆmios exteriores
permanece o mesmo, pore´m esta´ refletido, ou seja seu ordenamento c´ıclico tem que
ser invertido. Quando o ponto de mudanc¸a prima´ria ω0 na˜o e´ um ponto redundante,
embora o conjunto de valores na˜o seja reduzido a um segmento de reta, seu nu´mero de
bordas diminui. Isto significa que diversos polinoˆmios exteriores vizinhos, por exemplo
Pk ate´ Pk′ com (k′− k ≥ 2), tornam-se colineares em ω0. No espac¸o dos polinoˆmios,
a face do politopo P que conte´m os polinoˆmios Pk ate´ Pk′ e´ reduzida a um segmento
de reta no plano complexo, sendo que Pk e Pk′ esta˜o diagonalmente opostos sobre esta
face. A dinaˆmica desta face na vizinhanc¸a de ω0 e´ a mesma descrita anteriormente,
ou seja, devido a` aproximac¸a˜o linear sua imagem no plano complexo e´ refletida sobre
um segmento de reta PkPk′ . Deste modo, quando ω passa por ω0, os polinoˆmios Pk+1
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ate´ Pk′−1 sa˜o substitu´ıdos por outros polinoˆmios da mesma face. Nominalmente, pelos
polinoˆmios P′k+1 ate´ P
′
k′−1 que sa˜o sime´tricos a Pk+1 ate´ Pk′−1 com respeito a` diagonal
PkPk′ .
Na maioria das vezes, somente duas bordas ira˜o coincidir, isto e´ k′ = k+2. Admita
que os polinoˆmios exteriores envolvidos sa˜o Pk, Pk+1 e Pk+2. Enta˜o, em ω0 o polinoˆmio
Pk+1 tem que ser substitu´ıdo por P′k+1 := Pk + Pk+2 −Pk+1. E´ importante notar que
os quatro polinoˆmios envolvidos sa˜o todos polinoˆmios extremos em P e formam uma
face bi-dimensional no politopo P . No caso mais geral, k′−k ≥ 2, os novos polinoˆmios
sera˜o P′t = Pk +Pk′−Pk′+k−t com t = k +1, . . . , k′−1.
O Algoritmo Prima´rio e´ fornecido a seguir, admitindo-se como conhecidos o grau
n e os intervalos [αi,αi] para a famı´lia P .
Algoritmo Prima´rio
1. Encontrar os polinoˆmios exteriores ordenados para uma frequ¨eˆncia positiva su-
ficientemente pequena. Estes sa˜o obtidos por
Pk(z) =
m(n′−k)
∑
i=1
αiz
i +
n
∑
i=m(n′−k+1)
αiz
i, k = 1, . . . , n′
Pk+n′(z) =
m(n′−k)
∑
i=1
αiz
i +
n−1
∑
i=m(n′−k+1)
αiz
i, k = 1, . . . , n′ (1.7)
Os valores m(k) definidos em (1.6) correspondem a` sequ¨eˆncia crescente de ı´ndices
dos coeficientes incertos αi.
2. Encontrar todos os pontos de mudanc¸a prima´ria, usando o Lema 1.1 e o Teo-
rema 1.1.
3. Usar as reflexo˜es de face, conforme explicado anteriormente, para atualizar a
lista de polinoˆmios exteriores em todos os pontos de mudanc¸a prima´ria no in-
tervalo (0,pi). O comportamento de V (ω) em (pi,2pi) pode ser completado por
simetria usando o fato que V (ω) = V (2pi−ω).
1.5 Construc¸a˜o do Algoritmo Secunda´rio
A determinac¸a˜o dos envelopes de mo´dulo e fase da famı´lia de intervalos P pela
resposta em frequ¨eˆncia de um polinoˆmio espec´ıfico com coeficientes fixados, para cada
1.5. Construc¸a˜o do Algoritmo Secunda´rio 15
PSfrag replacements
0
φ
v
Pk+1(z)
Pk(z)
Figura 1.2: A origem dentro do conjunto de valores.
arco secunda´rio, e´ obtida pela aplicac¸a˜o do Algoritmo Secunda´rio dividido em diversas
etapas detalhadas a seguir.
1.5.1 Identificando Mo´dulo Mı´nimo Zero
Para encontrar os limitantes M, φ e φ, e´ imperativo isolar primeiramente as frequ¨eˆn-
cias em que a origem entra ou sai do conjunto de valores. Obviamente, quando a
origem pertence ao conjunto de valores, o mo´dulo mı´nimo e´ zero.
Definic¸a˜o 1.2 Assuma que ω na˜o e´ um ponto de mudanc¸a prima´ria. Diz-se que ω
e´ um ponto de mudanc¸a de mo´dulo zero se a origem pertence ao conjunto de valores
em ω, mas na˜o na vizinhanc¸a de ω.
Teorema 1.3 Assuma que ω na˜o e´ um ponto de mudanc¸a prima´ria. Enta˜o,
i. O mo´dulo mı´nimo de P (z) e´ zero se e somente se os 2n′ nu´meros complexos
Zk(z) := Pk+1Pk(z) esta˜o no semiplano superior fechado.
ii. Ale´m disto, se ω e´ um ponto de mudanc¸a de mo´dulo zero, enta˜o um dos valores
Zk(z) e´ real.
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Para computac¸a˜o dos nu´meros Zk(z) sera´ utilizada a seguinte fo´mula:( 1
αm−αm
)
Im
{
Zk(z)
}
= ε(k)Im
{
zm(k)Pk(z)
}
= ε(k)Im
{
zm(k)Pk+1(z)
}
(1.8)
que e´ uma consequ¨eˆncia imediata de (1.6)
Prova:
(i) Considerando a figura 1.2 e lembrando que o ordenamento c´ıclico de Pk(z) e´ anti-
hora´rio, a origem esta´ dentro do conjunto de valores se e somente se para cada k
um observador em Pk(z), olhando para Pk+1(z), veˆ a origem a` sua esquerda. Define-
se “esquerda” como qualquer direc¸a˜o com 90o do vetor v = j(Pk+1(z)−Pk(z)). Deste
modo, a origem esta´ no interior do conjunto de valores se e somente se o produto
interno
Re
{ j(Pk+1(z)−Pk(z))(−Pk(z))}
e´ na˜o negativo ou, equivalentemente, o correspondente aˆngulo φ na figura 1.2 e´ agudo.
Eliminando o fator − j, obte´m-se uma expressa˜o equivalente
Im
{(
Pk+1(z)−Pk(z)
)(−Pk(z))}≥ 0
e, removendo o nu´mero real |Pk(z)|2, obte´m-se Im
{
Zk(z)
}≥ 0, como requerido.
(ii) Se todas as inequac¸o˜es sa˜o restritas a ω, por continuidade, tambe´m valem em uma
pequena vizinhanc¸a de ω. Deste modo, pela Definic¸a˜o 1.2, ω na˜o e´ um ponto de
mudanc¸a de mo´dulo zero. 
E´ poss´ıvel utilizar o Teorema 1.3 para identificar os pontos de mudanc¸a de mo´-
dulo zero, e assim isolar os sub-arcos sobre os quais o mo´dulo mı´nimo e´ identicamente
zero. Isto pode ser feito de duas maneiras:
a. Algebricamente: usando computac¸a˜o simbo´lica com polinoˆmios cujos coeficien-
tes variam em intervalos reais em duas varia´veis reais x, y (z = x+ jy);
b. Numericamente: Usando me´todos de determinac¸a˜o de ra´ızes (Newton-Raphson,
por exemplo) e trabalhando com uma varia´vel ω.
A abordagem alge´brica e´ via´vel somente para problemas de complexidade limi-
tada. Ale´m disto, produz muitas ra´ızes que na˜o satisfazem a positividade exigida no
Teorema 1.3 (parte i) e que, portanto, sa˜o irrelevantes.
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1.5.2 Computando os Envelopes de Fase
Assumindo que, numa dada frequ¨eˆncia ω, a origem na˜o pertence ao conjunto de va-
lores e que ω na˜o corresponde a um ponto de mudanc¸a prima´ria, as fases geradas pelo
conjunto de valores formam um setor convexo com abertura menor que 180o conforme
mostrado na figura 1.1. A“fase nominal”deste setor e´ determinada pelo“polinoˆmio do
centro de massa” P0(z) definido em (1.5). Este setor na˜o e´ necessariamente sime´trico
em torno da fase nominal.
Para computar os limites de fase em ω, e´ suficiente verificar as fases dos 2n′ polinoˆ-
mios ve´rtices. Entretanto, uma vez que o Algoritmo Prima´rio tenha sido executado,
basta verificar as fases de 2n′ polinoˆmios exteriores. Quando ω varia ao longo de um
dado arco prima´rio os limites de fase podem ser determinados dentro deste conjunto
de polinoˆmios previamente fixados. Ale´m disso, as mudanc¸as somente ocorrem entre
um polinoˆmio e um de seus dois vizinhos. O que se deseja e´ identificar as frequ¨eˆncias
em que ocorrem essas mudanc¸as.
Definic¸a˜o 1.3 Assuma que ω na˜o e´ um ponto de mudanc¸a prima´ria e que tambe´m
na˜o pertence a um sub-arco de mo´dulo zero. Enta˜o ω e´ um ponto de mudanc¸a de fase
se φ ou φ trocam de polinoˆmios em ω.
Teorema 1.4 Assuma que ω na˜o e´ um ponto de mudanc¸a prima´ria e que tambe´m
na˜o pertence a um sub-arco de mo´dulo zero. Enta˜o ω e´ um ponto de mudanc¸a de fase
somente se z = e jω e´ uma raiz de mo´dulo unita´rio de uma das func¸o˜es:
Φk(z) = Im
{
Pk(z)z−m(k)
}
(1.9)
com m(k) definido em (1.6).
Prova: Considerando a figura 1.3 e assumindo que ω e´ um ponto de mudanc¸a de fase,
ou seja, ponto no qual φ muda de Pk(z) para Pk+1(z) ou vice versa, tem-se que as fases
de Pk(z) e Pk+1(z) sa˜o iguais. Escolhendo m e ε como em (1.6), constata-se que
Pk+1(z)z−m = Pk(z)z−m + ε(αm−αm)
e portanto os quatro pontos
0, Pk(z)z−m, Pk+1(z)z−m e (αm−αm)
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Figura 1.3: Pontos de mudanc¸a de fase.
sa˜o colineares. Como (αm−αm) e´ positivo, conclui-se que Pk(z)z−m e´ real e portanto
(1.9) e´ valida. 
O Teorema 1.4 pode ser usado para computar os limites de fase precisos para a
famı´lia P , aplicando-se ide´ias similares a`s utilizadas na sec¸a˜o anterior. Existe, contudo,
uma vantagem considera´vel na abordagem nume´rica, pois as ra´ızes das func¸o˜es Φk na
varia´vel ω podem ser computadas progressivamente ao longo do arco prima´rio, sendo
que a cada frequ¨eˆncia, associada com Pk(z), e´ necessa´rio apenas encontrar a pro´xima
raiz de Φk(z)Φk−1(z).
1.5.3 Computando os Envelopes de Mo´dulo Mı´nimo
Enquanto φ e φ sa˜o fornecidos por diferentes polinoˆmios nos pontos de mudanc¸a, o
polinoˆmio que indica o mo´dulo mı´nimo M e´ u´nico para todas as frequ¨eˆncias. Contudo,
sobre alguns intervalos de frequ¨eˆncia, este valor e´ fornecido por um polinoˆmio exterior
e, em outros intervalos, e´ atingido sobre uma borda do conjunto de valores. O objetivo
deste to´pico e´ identificar esses intervalos de frequ¨eˆncia e os pontos de mudanc¸a que
os caracterizam.
Definic¸a˜o 1.4 Assumindo que ω na˜o e´ um ponto de mudanc¸a prima´ria e que tam-
be´m na˜o pertence a um sub-arco de mo´dulo zero, ω e´ um ponto de mudanc¸a de mo´dulo
mı´nimo se o mo´dulo mı´nimo e´ atingido por um dos polinoˆmios ve´rtices Pk em ω, mas
na˜o em uma pequena vizinhanc¸a de ω.
A famı´lia P tem 2n′ polinoˆmios extremos e n′2n′−1 bordas; contudo, aplicando o
Algoritmo Prima´rio, o trabalho e´ reduzido a testar os 2n′ polinoˆmios exteriores P1 ate´
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Figura 1.4: Ponto de mudanc¸a de mo´dulo mı´nimo
P2n′ e as 2n′ bordas da forma PkPk+1. As bordas conectando Pk e Pk+1 constituem uma
famı´lia de um paraˆmetro da forma γPk +(1− γ)Pk+1, γ ∈ (0,1).
Teorema 1.5 Assumindo que ω na˜o e´ um ponto de mudanc¸a prima´ria e que tam-
be´m na˜o pertence a um sub-arco de mo´dulo zero, ω e´ um ponto de mudanc¸a de mo´-
dulo mı´nimo fornecido por Pk, envolvendo a borda PkPk+1 (respectivamente, PkPk−1),
somente se z = e jω e´ zero da func¸a˜o Uk(z) = Re{z−m(k)Pk(z)} (respectivamente, Vk(z) =
Re{z−m(k−1)Pk(z)}.
Prova: Escolha q = k±1. Considerando a figura 1.4 e denotando por ψ o aˆngulo entre
os segmentos Pk(z)Pq(z) e Pk(z)0, para que Pk(z) atinja o mo´dulo mı´nimo deve-se ter
ψ ≥ pi/2. Para ω ser um ponto de mudanc¸a, ψ ≤ pi/2 tambe´m deve valer, portanto
ψ = pi/2. Deste modo, a condic¸a˜o de ortogonalidade Re{(Pq(z)−Pk(z))Pk(z)} = 0 e´
obtida. Agora, aplicando (1.6) e ignorando o fator real ε (note que se q = k−1 enta˜o
k deve ser substitu´ıdo em (1.6) por k−1), obte´m-se Uk(z) = 0 ou Vk(z) = 0, conforme
estabelecido. 
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Para dividir o c´ırculo unita´rio em sub-arcos de mo´dulo mı´nimo, utilizam-se tanto
os pontos de mudanc¸a prima´ria quanto os pontos de mudanc¸a de mo´dulo mı´nimo.
Dentro de cada sub-arco, quando ω se desloca de um para outro ponto de mudanc¸a,
a evoluc¸a˜o do mo´dulo mı´nimo pode assumir uma das seguintes formas:
i. A origem pertence ao conjunto de valores, e neste caso o mo´dulo mı´nimo e´
identicamente zero;
ii. O mo´dulo mı´nimo esta´ em um determinado ve´rtice representado por Pk;
iii. O mo´dulo mı´nimo se desloca ao longo de uma borda da forma
γ(ω)Pk +(1− γ(w))Pk+1
Esses diferentes casos podem ser facilmente classificados em termos das partes real
e imagina´ria dos nu´meros complexos Pk(z)z−m(k) e Pk(z)−m(k−1). Quando ocorre o caso
(iii) os dois polinoˆmios em questa˜o, Pk(z) = a1 + jb1 e Pk+1(z) = a2 + jb2, teˆm que ser
avaliados e a soluc¸a˜o do problema de minimizac¸a˜o, para o mo´dulo, e´ fornecida pela
expressa˜o
γ(ω) = a2(a2−a1)+b2(b2−b1)
(a2−a1)2 +(b2−b1)2
ou, em termos equivalentes, com z = e jω:
γ(ω) = Re{(Pk+1(z)−Pk(z))Pk+1(z)}|Pk+1(z)−Pk(z)|2 (1.10)
Um pouco mais de manipulac¸a˜o alge´brica conduz a` seguinte expressa˜o para o
mo´dulo mı´nimo:
M(ω) =
|Im{Pk+1(z)Pk(z)}|
|Pk+1(z)−Pk(z)| (1.11)
Com base nessas observac¸o˜es emp´ıricas pode-se conjecturar que ao longo de cada
sub-arco do tipo (iii) o coeficiente γ muda monotonicamente entre 0 e 1. Mais ainda,
os sub-arcos do tipo (ii) e (iii) normalmente aparecem intercalados (veja por exemplo
a tabela 1.2). Uma excec¸a˜o desta regra pode ocorrer em um ponto de mudanc¸a
redundante, como ilustrado no exemplo nume´rico (veja tabela 1.2 em ω = pi/3).
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Figura 1.5: Pontos de mudanc¸a de mo´dulo ma´ximo.
1.5.4 Computando os Envelopes de Mo´dulo Ma´ximo
Como pode ser constatado na figura 1.5 os mo´dulos ma´ximos em ω sempre sa˜o
atingidos nos ve´rtices do conjunto de valores, e podem ser encontrados pelo ca´lculo e
comparac¸a˜o de todos os 2n′ polinoˆmios extremos de P . O Algoritmo Prima´rio reduz
a busca para 2n′ polinoˆmios exteriores, os quais determinam todos os ve´rtices do
conjunto de valores. Quando ω percorre um arco prima´rio, pode ocorrer do mo´dulo
ma´ximo se deslocar de um ve´rtice para um outro ve´rtice fora de sua vizinhanc¸a (veja
figura 1.5 (b)); este tipo de salto na˜o acontece para os outros treˆs limitantes M, φ e
φ. Tal acontecimento torna um pouco mais complexo o algoritmo de busca envolvido.
Assumindo que o ma´ximo mo´dulo no ponto de mudanc¸a e´ indicado por Pk, enta˜o a
procura pelo pro´ximo ponto de mudanc¸a deve, em princ´ıpio, ser baseada nos ı´ndices
i 6= k para os quais |Pk(z)|= |Pi(z)|. Desse modo, para M deve ser testado se as 2n′−1
func¸o˜es auxiliares se anulam em z = e jω para algum ω, ao inve´s de apenas duas como
ocorre para M e para os envelopes de fase φ e φ. Portanto, o ca´lculo de M e´, em certo
sentido, o gargalo do algoritmo no que diz respeito a` complexidade computacional.
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1.5.5 O Algoritmo Secunda´rio
Assuma que a famı´lia P e´ dada. O dado relevante e´ o grau n e os intervalos de
incertezas |αi,αi|. No que segue, e´ descrito um algoritmo que combina os Algoritmos
Prima´rio e Secunda´rio discutidos nas sec¸o˜es anteriores. E´ presumido o conhecimento
dos pontos de mudanc¸a (prima´rios e secunda´rios) ja´ devidamente ordenados. Os
pontos prima´rios sa˜o calculados de acordo com o Lema 1.1 e o Teorema 1.1. Os
demais pontos sa˜o calculados atrave´s dos polinoˆmios auxiliares descritos nas sec¸o˜es
1.5.1 a 1.5.4.
Inicialmente, devem ser encontrados os ı´ndices ou rotuladores dos polinoˆmios ex-
teriores para um pequeno valor positivo da frequ¨eˆncia ω, baseando-se em (1.7). Ob-
viamente, Pn′ e P2n′ sa˜o os u´nicos candidatos para M, φ e φ. Contudo, se a origem
estiver dentro do conjunto de valores, diz-se que o caso e´ “zero M” e M, φ e φ na˜o
estara˜o associados a polinoˆmios exteriores, ou seja, na˜o sera˜o rotulados. De outro
modo, diz-se que o caso e´ “positivo M” e M, φ e φ sera˜o rotulados.
Uma nova rotulac¸a˜o de M, φ e φ e´ realizada nos pontos de mudanc¸a, sempre em
ordem crescente. Este processo e´ descrito pelo seguinte fluxograma:
Fluxograma do Algoritmo Secunda´rio
(a) Va´ para o pro´ximo ponto de mudanc¸a ω.
(b) Se ω = pi, pare.
(c) Se ω e´ um ponto de mudanc¸a de mo´dulo ma´ximo, atualize o ı´ndice para o
polinoˆmio relevante, de acordo com a sec¸a˜o 1.5.4.
(d) Se ω na˜o e´ um ponto de mudanc¸a prima´ria, va´ para (h).
(e) Aplique o Algoritmo Prima´rio, apresentado na sec¸a˜o 1.4, para atualizar o con-
junto de polinoˆmios exteriores, substituindo cada Pk pelo seu apropriado polinoˆ-
mio refletido P′k e preserve os ı´ndices k de todos os polinoˆmios exteriores na˜o
refletidos.
(f) Se um polinoˆmio exterior Pk, substitu´ıdo no passo (e), rotula φ ou φ, enta˜o o
ı´ndice vai para o seu novo substituto P′k.
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(g) Se Pk e´ substitu´ıdo em (e), e Pk ou uma borda que o conte´m rotula M, enta˜o
o ı´ndice vai para a borda que conte´m seus dois vizinhos. O valor preciso de γ
pode ser computado usando (1.10) e (1.11).
(h) Se o estado corrente e´ “zero M”, va´ para (l).
(i) Se ω e´ um ponto de mudanc¸a de mo´dulo zero, va´ para (m).
(j) Se ω e´ um ponto de mudanc¸a de fase, atualize o ro´tulo de fase relevante de
acordo com a sec¸a˜o 1.5.2.
(k) Se ω e´ um ponto de mudanc¸a de mo´dulo mı´nimo, atualize o ro´tulo para o mo´dulo
relevante, o qual pode ser um polinoˆmio exterior simples ou um borda definida
por dois polinoˆmios exteriores vizinhos. No u´ltimo caso, as fo´rmulas (1.10),
(1.11) sa˜o usadas para calcular o polinoˆmio borda que rotula M em todas as
frequ¨eˆncias no arco secunda´rio dado. Va´ para (a).
(l) Se ω e´ um ponto de mo´dulo zero, declare “positivo M”. Assuma que a origem
deixa o conjunto de valores em (Pk,Pk+1). Enta˜o Pk+1 rotula φ e Pk rotula φ. M
e´ rotulado pela borda PkPk+1 e (1.10), (1.11) da˜o o exato polinoˆmio borda que
rotula M. Va´ para (a).
(m) Descarte os ro´tulos para M, φ e φ e declare “zero M”. Va´ para (a).
Como pode ser notado, o fluxograma e´ completamente combinato´rio, exceto para
o passo (a), que exige maior demanda computacional. As sec¸o˜es 1.5.1 a 1.5.4 reduzem
esta tarefa ao coˆmputo de ra´ızes de equac¸o˜es polinomiais. Para valores moderados
de n′, isto pode ser feito por meio de pacotes de fatorizac¸a˜o polinomial que calculam
todas as ra´ızes. Muitas ra´ızes sa˜o irrelevantes, por duas razo˜es: ou na˜o teˆm mo´dulo
unita´rio, ou refletem coincideˆncias de mo´dulo ou fase que na˜o envolvem os polinoˆmios
rotulados.
Para problemas de ordem elevada, os pontos de mudanc¸a sa˜o calculados em valores
crescentes de frequ¨eˆncia usando rotinas do tipo Newton-Raphson. Neste ponto, so-
mente as ra´ızes relevantes sa˜o consideradas: em cada ponto de mudanc¸a ωk, calcula-se
a primeira raiz ω′ > ω que envolve qualquer um dos polinoˆmios auxiliares relevantes.
Algumas regras envolvendo os quatro processos para identificar os polinoˆmios que for-
necem os envelopes de frequ¨eˆncia, ou polinoˆmios rotuladores, podem ajudar a reduzir
o nu´mero de polinoˆmios auxiliares relevantes a um mı´nimo poss´ıvel. As observac¸o˜es
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ba´sicas relativas a estas regras sa˜o mostradas a seguir, sem muito rigor nas provas.
Todas podem ser deduzidas a partir das discusso˜es contidas neste cap´ıtulo.
a) Os quatro polinoˆmios que atingem as quatro fronteiras invariavelmente aparecem
nesta ordem c´ıclica: M, φ, M, φ. Isto, em particular, coloca uma restric¸a˜o sobre
os poss´ıveis saltos de M.
b) Desenham-se duas linhas perpendiculares passando por P0 (polinoˆmio central),
com uma das linhas passando pela origem. Os limites para φ e φ sa˜o separados
pela linha passando pela origem; os limites para M e M sa˜o separados pela outra
linha. Isto pode colocar restric¸o˜es adicionais sobre M.
c) Assume-se que a origem na˜o pertence ao conjunto de valores. Se um dos dois
polinoˆmios exteriores mais pro´ximos do polinoˆmio rotulador de mo´dulo mı´nimo
na˜o for um polinoˆmio rotulador de fase, enta˜o o pro´ximo ponto de mudanc¸a
de mo´dulo zero na˜o pode ocorrer antes de um ponto de mudanc¸a de fase. Isto
eliminara´ a necessidade de busca por ra´ızes entre os diversos pontos de mudanc¸a
de mo´dulo zero.
d) Ao contra´rio do caso de estabilidade Hurwitz, na˜o e´ verdade que a estabilidade
Schur tem sempre um sentido fixo de rotac¸a˜o relativa. O sentido local de rotac¸a˜o
do conjunto de valores relativo a` origem pode ser determinado em alguns casos.
Por exemplo, se P0 gira no sentido hora´rio, enta˜o a rotac¸a˜o relativa e´ anti-
hora´ria. A observaˆncia deste fato ajuda a reduzir o trabalho de encontrar o
zero, localmente, por aproximadamente um fator de dois.
1.5.6 Um exemplo nume´rico
O seguinte exemplo nume´rico foi calculado em um PC usando [41] e [52]. O
procedimento para mapear os envelopes de amplitude e fase de P(z) esta´ resumido
nas tabelas 1.1 a 1.5 e nas figuras 1.6 e 1.7. A u´nica diferenc¸a do algoritmo em
relac¸a˜o a` descric¸a˜o da sec¸a˜o anterior e´ que, devido ao baixo valor de n′, os zeros foram
calculados de uma so´ vez. Considere o polinoˆmio de ordem n = 6
P(z) =
6
∑
i=0
αiz
i
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definido em termos dos coeficientes
α1 =−0.4659, α2 = 0.5387, α4 =−0.13, α5 =−0.6
e dos intervalos incertos
α0 ∈ [0.1568,0.6568], α3 ∈ [−0.0004,0.496], α6 ∈ [1,1.5]
O Algoritmo Prima´rio: Os seis pontos de mudanc¸a prima´ria em [0,pi) sa˜o
dados na tabela 1.1. Como n′ = 3, o conjunto de valores e´ um hexa´gono sime´trico
na˜o-regular, como por exemplo na figura 1.1 (a). Os pontos de mudanc¸a redundantes
sa˜o 0,pi/3,2pi/3. Nestes pontos, o conjunto de valores e´ reduzido a um segmento de
reta; nos outros pontos de mudanc¸a prima´ria, o conjunto torna-se um paralelep´ıpedo.
Os seis polinoˆmios exteriores sobre cada um dos seis arcos, no sentido anti-hora´rio,
tambe´m sa˜o mostrados na tabela 1.1.
O Algoritmo Secunda´rio: Os polinoˆmios Zk(z) do Teorema 1.3 foram encon-
trados algebricamente, e seus zeros foram computados numericamente. Entre estes
zeros encontraram-se somente dois pontos de mudanc¸a de mo´dulo zero: 0.4665 e
0.6552. Esses pontos aparecem em negrito nas tabelas 1.2 a 1.5
Os zeros dos polinoˆmios Φk(z) do Teorema 1.4 foram calculados em seguida. Os
zeros que efetivamente estavam nos pontos de mudanc¸a de fase foram listados em
ordem crescente nas tabelas 1.4 e 1.5. O envelope de fase relevante foi desenhado na
figura 1.7 usando o pacote gra´fico do Matlab. Observa-se nesta figura que os envelopes
φ e φ na˜o foram definidos entre os dois pontos de mudanc¸a de mo´dulo zero.
Depois, usando o Teorema 1.5, os zeros de Uk(z) e Vk(z) foram encontrados. Estes
zeros, que sa˜o pontos de mudanc¸a de mo´dulo mı´nimo, sa˜o listados em ordem crescente
na tabela 1.2, junto com os dois pontos de mudanc¸a de mo´dulo zero. Nesta caso M
e´ obtido sobre uma borda do conjunto de valores, e os dois ve´rtices relevantes sa˜o
identificados nesta tabela.
Finalmente, os pontos de mudanc¸a de mo´dulo ma´ximo da tabela 1.3 foram obtidos
entre os pontos que satisfazem uma equac¸a˜o da forma |Pk(z)| = |Pi(z)|. O envelope
de mo´dulo completo e´ descrito na figura 1.6. Note que M na˜o esta´ desenhado entre
os dois pontos de mudanc¸a de mo´dulo zero.
Conve´m relembrar que a rotulac¸a˜o secunda´ria pode ocorrer em ponto de mudanc¸a
prima´ria. No exemplo, isto ocorre somente uma vez, em pi/3, um ponto de mudanc¸a
redundante, que e´ inclu´ıdo na tabela 1.2: em pi/3 uma mudanc¸a de mo´dulo mı´nimo
“na˜o-padra˜o” e´ registrada na tabela 1.2.
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Como o exemplo envolve um polinoˆmio de ordem relativamente pequena, nenhuma
das regras que foram apresentadas na u´ltima sec¸a˜o foi necessa´ria.
1.6 Conclusa˜o
Neste cap´ıtulo foi apresentado um me´todo preciso e efetivo para computar os
envelopes de mo´dulo e fase para a resposta em frequ¨eˆncia de um filtro digital H(z)
com numerador e denominador contendo coeficientes incertos definidos em intervalos.
O me´todo e´ baseado em uma partic¸a˜o dupla do espectro de frequ¨eˆncias w ∈ [0,2pi). A
partic¸a˜o prima´ria identifica os polinoˆmios exteriores, ou seja, aqueles que determinam
a forma do conjunto de valores. A partic¸a˜o secunda´ria particulariza os polinoˆmios
exteriores que atingem os limites em questa˜o. Todos os pontos que surgem destas
partic¸o˜es foram obtidos como ra´ızes de polinoˆmios expl´ıcitos relacionados a` famı´lia
H(z).
O mesmo problema para filtros analo´gicos foi considerado em [39] e uma ana´lise
mais detalhada da natureza do conjunto de valores para o caso cont´ınuo foi desenvol-
vida em [13]. O conjunto de valores para sistemas em tempo cont´ınuo e´ mais simples,
pois e´ um retaˆngulo com lados paralelos aos eixos real e imagina´rio. Consequ¨ente-
mente, existem somente quatro polinoˆmios (conhecidos como polinoˆmios de Khari-
tonov), independentemente da frequ¨eˆncia; portanto, o esta´gio da divisa˜o prima´ria e´
bastante simplificado no caso cont´ınuo. A divisa˜o secunda´ria, em ambas situac¸o˜es, e´
bastante similar.
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Figura 1.6: Envelope de mo´dulo versus frequ¨eˆncia. Os pontos de mudanc¸a aparecem
sobre o eixo de frequ¨eˆncias.
Intervalo Polinoˆmios Exteriores Ordenados
0 pi/6 p0, p1, p3, p7, p6, p4
pi/6 pi/3 p5, p1, p3, p2, p6, p4
pi/3 pi/2 p5, p4, p6, p2, p3, p1
pi/2 2pi/3 p0, p4, p6, p7, p3, p1
2pi/3 5pi/6 p0, p1, p3, p7, p6, p4
5pi/6 pi p5, p1, p3, p2, p6, p4
Tabela 1.1: Pontos de mudanc¸a prima´ria. As frequ¨eˆncias 0, pi/3 e 2pi/3 sa˜o pontos
de mudanc¸a redundantes, nas quais os polinoˆmios exteriores permanecem os mesmos
mas revertem seu ordenamento.
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Figura 1.7: Envelope de fase versus frequ¨eˆncia. Os pontos de mudanc¸a aparecem
sobre o eixo de frequ¨eˆncias. Nada e´ indicado entre os dois pontos de mudanc¸a de
mo´dulo zero.
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Frequ¨eˆncia De Para
0.2465 p0 [p0, p1]
0.4665 [p0, p1] —
0.6552 — [p3, p2]
0.7710 [p3, p2] p2
0.8006 p2 [p2, p6]
pi/3 [p2, p6] [p2, p3]
1.1405 [p2, p3] p3
1.2167 p3 [p3, p1]
1.3423 [p3, p1] p1
1.7342 p1 [p1, p0]
1.7938 [p1, p0] p0
2.3854 p0 [p0, p1]
2.4807 [p0, p1] p1
2.4920 p1 [p1, p3]
2.5627 [p1, p3] p3
2.6778 p3 [p3, p2]
2.7736 [p3, p2] p2
Tabela 1.2: Pontos de mudanc¸a de mo´dulo mı´nimo. Um intervalo [pi, p j] indica que
o mo´dulo mı´nimo e´ obtido sobre uma borda entre pi e p j. Estes pontos sa˜o indicados
por “o” sobre o eixo ω na figura 1.6.
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Frequ¨eˆncia De Para
0.3428 p7 p6
0.5444 p6 p4
0.6851 p4 p5
1.2186 p5 p4
1.2833 p4 p6
1.7584 p6 p7
2.4340 p7 p6
2.5275 p6 p4
2.7563 p4 p5
Tabela 1.3: Pontos de mudanc¸a de mo´dulo ma´ximo. Estes pontos sa˜o indicados por
“?” sobre o eixo ω na figura 1.6.
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Frequ¨eˆncia De Para
0.2775 p3 p1
0.4665 p1 —
0.6552 — p2
0.7696 p2 p6
0.8797 p6 p4
0.9523 p4 p5
1.4722 p5 p4
1.9211 p4 p0
2.1608 p0 p1
2.4440 p1 p3
2.5603 p3 p7
2.5803 p7 p6
Tabela 1.4: Pontos de mudanc¸a de fase mı´nima. Estes pontos sa˜o indicados por “o”
sobre o eixo ω na figura 1.7. Os nu´meros em negrito indicam pontos de mudanc¸a de
mo´dulo zero.
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Frequ¨eˆncia De Para
0.4665 p0 —
0.6552 — p3
0.7969 p3 p2
1.3772 p2 p3
2.0224 p3 p7
2.1341 p7 p6
2.1987 p6 p4
2.4079 p4 p0
2.4945 p0 p1
Tabela 1.5: Pontos de mudanc¸a de fase ma´xima. Estes pontos sa˜o indicados por “?”
sobre o eixo ω na figura 1.7. Os nu´meros em negrito indicam pontos de mudanc¸a de
mo´dulo zero.
Cap´ıtulo 2
Plantas Elipsoidais e Controle H∞
Neste cap´ıtulo, e´ dada uma contribuic¸a˜o a` s´ıntese de controladores robustos H∞
para um sistema dinaˆmico cujos paraˆmetros incertos obedecem a uma desigualdade
elipsoidal, ou simplesmente, para famı´lia de plantas elipsoidais. Isto e´ feito atrave´s
de um procedimento de s´ıntese para o problema de sensibilidade mista no qual as
func¸o˜es de ponderac¸a˜o sa˜o obtidas a partir de considerac¸o˜es sobre a geometria do
conjunto de valores do numerador e do denominador da planta. O resultado proposto
permite tambe´m, conhecidas as func¸o˜es de ponderac¸a˜o, determinar a ma´xima variac¸a˜o
parame´trica de uma famı´lia de plantas elipsoidais tal que o sistema em malha fechada
continue esta´vel.
2.1 Introduc¸a˜o
Desde que Kharitonov [33] publicou seu amplamente aceito teorema, um nu´mero
considera´vel de resultados envolvendo problemas de ana´lise de sistemas definidos por
intervalo de plantas e procedimentos de s´ıntese de controladores robustos para tais
sistemas tem sido desenvolvido. Contudo, a despeito da quantidade de trabalhos
produzidos e de sua grande importaˆncia teo´rica, o modelamento de sistemas com
incertezas estruturadas definidas sob a forma de intervalos revela-se, em geral, bastante
conservador e, portanto, menos interessante quanto a` sua aplicac¸a˜o pra´tica.
Embora a existeˆncia de um v´ınculo entre paraˆmetros incertos possa significar ape-
nas uma idealizac¸a˜o matema´tica, muitos algoritmos de identificac¸a˜o de sistemas forne-
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cem, como forma de reduzir o aspecto conservador inerente a` abordagem por variac¸o˜es
parame´tricas, conjuntos de incertezas definidos sob a forma de hiperelipsoides [48]. E´
neste fato que reside o interesse pelo desenvolvimento de ferramentas de projeto de
controladores robustos para sistemas contendo incertezas elipsoidais.
Em artigo recente [11] o problema do projeto de controladores robustos para sis-
temas com incertezas parame´tricas sob a forma de intervalos e´ abordado. Isto e´ feito
com base no procedimento de s´ıntese H∞ desenvolvido em [36], utilizando uma pro-
posta originalmente sugerida em [4], no qual um projeto de controlador robusto para
um intervalo de plantas e´ obtido pela substituic¸a˜o das incertezas parame´tricas por
uma faixa de incertezas na˜o estruturadas em torno da func¸a˜o de transfereˆncia do
modelo nominal da planta. O ponto fundamental e´ a considerac¸a˜o de perturbac¸o˜es
agindo separadamente no numerador e no denominador da planta ao inve´s de per-
turbac¸o˜es estruturadas sobre a planta nominal. Como implicac¸a˜o direta, obte´m-se as
func¸o˜es de ponderac¸a˜o combinando-se apenas dois polinoˆmios de Kharitonov. Con-
tudo, ao levar-se em conta a existeˆncia de um v´ınculo entre os paraˆmetros incertos
ou, mais especificamente, que o conjunto de incertezas forma uma elipso´ide no espac¸o
dos paraˆmetros, a aplicac¸a˜o de te´cnicas envolvendo abordagens tipo Kharitonov na˜o
e´ mais poss´ıvel. Entretanto, a geometria simples do conjunto de valores das func¸o˜es
decorrentes da considerac¸a˜o desse tipo de estrutura incerta e, consequ¨entemente, as
expresso˜es alge´bricas dela derivadas, permitem, com pequenas modificac¸o˜es, a apli-
cac¸a˜o do me´todo proposto em [11] ao problema do projeto de controladores robustos
H∞ para sistemas contendo incertezas elipsoidais.
2.2 Problema e Principal Resultado
Dado o sistema SISO representado na figura 2.1, no qual V (s) e´ um filtro que
molda o distu´rbio w, e W1(s) e W2(s) sa˜o filtros de ponderac¸a˜o para a sa´ıda do sistema
realimentado e para a entrada da planta, respectivamente, deseja-se determinar um
controlador C(s) utilizando o procedimento proposto em [4] e, em seguida, determi-
nar uma variac¸a˜o parame´trica ρ tolera´vel tal que o sistema em malha fechada, com
a famı´lia de plantas elipsoidais P(s,Q ,R ), ainda permanec¸a esta´vel. Uma famı´lia de
plantas elipsoidais nada mais e´ que a representac¸a˜o matema´tica de um sistema dinaˆ-
mico cujos paraˆmetros incertos obedecem a uma desigualdade elipsoidal. Deste modo
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P(s,Q ,R ) sera´ representada por [2]
P(s,Q ,R ) =
{
P(s,q,r);P(s,q,r) =
N(s,q)
D(s,r)
, q ∈ Q , r ∈ R
}
(2.1)
Q =
{
q : qTWq ≤ ρ2} R = {r : rT ϒr ≤ ρ2} (2.2)
com
N(s,q) = N0(s)+ ∑
i∈IN
qisi, D(s,r) = D0(s)+ ∑
i∈ID
ris
i (2.3)
sendo famı´lias esfe´ricas de polinoˆmios associados ao numerador e ao denominador da
planta; IN e ID sa˜o conjuntos de ı´ndices associados aos componentes dos vetores “q” e
“r” que surgem como paraˆmetros incertos nos coeficientes do numerador e denomina-
dor, respectivamente, e W = diag{ω2i , i = 1,2, . . . ,w} e ϒ = diag{υ2i , i = 1,2, . . . ,v} sa˜o
matrizes de ponderac¸a˜o das incertezas.
Por esta notac¸a˜o, a planta nominal sera´ expressa como
P(s,0,0) = P0(s) =
N0(s)
D0(s)
=
N(s,0)
D(s,0) (2.4)
E´ importante observar que, para existir um controlador estabilizante, ρ deve ser
tal que na˜o ocorra cancelamento po´lo-zero insta´vel na famı´lia de plantas elipsoidais
P(s,Q ,R ). A determinac¸a˜o, em malha aberta, de uma faixa de variac¸a˜o parame´trica
admiss´ıvel pode ser feita usando-se a abordagem desenvolvida em [53] ou gerando-se
os conjuntos espectrais [2] do numerador e do denominador da planta para diferentes
valores de ρ e excluindo-se aqueles para os quais existem intersecc¸o˜es no semi-plano
direito do plano complexo entre os respectivos conjuntos espectrais.
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Figura 2.1: Problema de sensibilidade mista SISO.
2.2. Problema e Principal Resultado 36
PSfrag replacements
Real
Imag
Re{A0( jω)}
Im{A0( jω)}
A( jω,Q )
A0( jω)
Figura 2.2: O conjunto de valores de A( jω,Q )
Considere uma famı´lia gene´rica de polinoˆmios elipsoidais dada por:
A(s,Q ) =
{
A(s,q); A(s,q) = A0(s)+ ∑
i∈IA
qisi
}
(2.5)
com
A0(s) = a0 +a1s+ . . .+ansn q = [q1 q2 . . . qi . . . ]T ∈ Q e i ∈ IA (2.6)
O conjunto de valores de uma tal famı´lia, para um determinado valor s = jω, ω 6= 0
e´, conforme visto na figura 2.2, uma elipse com eixos principais paralelos aos eixos
cartesianos e cujos semi comprimentos sa˜o dados por [2]
RA( jω,Q ) = ρ
 ∑
i par
i∈IA
w2i ω
2i

1/2
e IA( jω,Q ) = ρ
 ∑
i ı´mpar
i∈IA
w2i ω
2i

1/2
(2.7)
nas direc¸o˜es real e imagina´ria, respectivamente.
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A caracter´ıstica do conjunto de valores de uma famı´lia de polinoˆmios elipsoidais
permite afirmar de imediato que, para ω 6= 0,
sup
A( jω,q)∈A( jω,Q )
| A( jω,q)−A0( jω) |= max
{
RA( jω,Q ), IA( jω,Q )
}
(2.8)
Quando ω = 0 o conjunto de valores reduz-se a um intervalo real dado por
A( j0,Q ) = [a0−ρ0;a0 +ρ0] (2.9)
com ρ0 significando a toleraˆncia admiss´ıvel para o coeficiente a0.
A s´ıntese de um controlador robusto C(s) baseada na teoria de controle H∞ de-
senvolvida em [36] e´ feita pela minimizac¸a˜o da func¸a˜o de sensibilidade mista dada
por
‖V∼V (S∼SW∼1 W1 +U∼UW∼2 W2) ‖∞ (2.10)
com respeito a todos os controladores estabilizadores, sendo S(s) a func¸a˜o de sen-
sibilidade da planta e U(s) a func¸a˜o de sensibilidade do controle, V∼(s) = V (−s) e
as demais func¸o˜es sa˜o definidas similarmente. O resultado fundamental apresentado
para o problema de sensibilidade mista [36] afirma que:
Teorema 2.1 O sistema em malha fechada representado na Figura 2.1 para uma
planta incerta gene´rica P(s) = N(s)/D(s) cuja func¸a˜o de transfereˆncia nominal e´ dada
por P0(s) = N0(s)/D0(s) permanece esta´vel sob todas as perturbac¸o˜es tais que∣∣∣∣ D(s)−D0(s)D0(s)V (s)W1(s)
∣∣∣∣2 + ∣∣∣∣ N(s)−N0(s)N0(s)V (s)W2(s)
∣∣∣∣2 < 1δ (2.11)
para s = jω se
‖ |VW1S|2 + |VW2U |2 ‖∞< δ (2.12)
O Teorema 2.1 vale para polinoˆmios incertos gene´ricos D(s) e N(s). Desse modo,
pode ser aplicado aos polinoˆmios elipsoidais N(s,Q ) e D(s,R ). Ale´m disto, como
a famı´lia de plantas elipsoidais e´ conhecida, as func¸o˜es de ponderac¸a˜o V (s)W1(s) e
V (s)W2(s) podem, sobre o eixo jω, ser convenientemente escolhidas de modo a satis-
fazer:
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|VW1|> 1|D0|max

 ∑
i par
i∈ID
υ2i ω
2i

1/2
;
 ∑
i ı´mpar
i∈ID
υ2i ω
2i

1/2
 (2.13)
|VW2|> 1|N0|max

 ∑
i par
i∈IN
w2i ω
2i

1/2
;
 ∑
i ı´mpar
i∈IN
w2i ω
2i

1/2
 (2.14)
Consequ¨entemente, usando a teoria de controle H∞ padra˜o, o controlador pro´prio
e racional C∗(s) e´ obtido como resultado da minimizac¸a˜o de
‖ |VW1S|2 + |VW2U |2 ‖∞ (2.15)
cujo valor o´timo e´ atingido em δ∗. A partir deste resultado e´ poss´ıvel determinar,
para o conjunto planta nominal-controlador, uma variac¸a˜o parame´trica elipsoidal ρ
tolerada que depende das func¸o˜es de ponderac¸a˜o W1(s), W2(s) e V (s). A resposta a
esta questa˜o coincide parcialmente com o resultado fornecido em [11]. Ou seja, dado
o par {C∗(s),P0(s)}, o valor de ρ para o qual o sistema em malha fechada continua
esta´vel e´
ρmax = min
{
ρ0, ρ∗ =
1√
2δ∗
}
(2.16)
Neste caso, ρ0 o ma´ximo valor de ρ para o qual o termo do coeficiente de ordem
zero do polinoˆmio de malha fechada na˜o muda de sinal, seu valor nume´rico e´ obtido
a partir do resultado proposto em [6]. Neste ponto cabe uma observac¸a˜o importante:
quando os paraˆmetros incertos sa˜o definidos em um hipercubo, o resultado fornecido
pelo procedimento desenvolvido em [11] ja´ leva em conta a condic¸a˜o para ω = 0 pois
P( j0,Q ,R ) reduz-se naturalmente a um intervalo; o mesmo na˜o ocorre para incertezas
elipsoidais e, por esta raza˜o, esse resultado deve ser testado a posteriori. Talvez
seja poss´ıvel tambe´m, para o caso elipsoidal, introduzir esta condic¸a˜o no algoritmo
proposto em [36], pore´m essa tarefa foge ao escopo do presente trabalho.
Teorema 2.2 Admitindo que ρmax = ρ∗, sobre o eixo jw, e levando-se em conta a
escolha feita para as func¸o˜es de ponderac¸a˜o em (2.13) e (2.14), enta˜o para qualquer
P(s,q,r) ∈ P(s,Q ,R )∣∣∣∣ D(s)−D0(s)D0(s)V (s)W1(s)
∣∣∣∣2 + ∣∣∣∣ N(s)−N0(s)N0(s)V (s)W2(s)
∣∣∣∣2 < 1δ∗
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Prova: De fato, com |VW1| e |VW2| escolhidos de modo a satisfazerem (2.13) e (2.14)
tem-se que:∣∣∣∣D(s)−D0(s)D0(s)
∣∣∣∣ < 1|D0(s)|max{RD(s,R ), ID(s,R )}
< ρ∗ |V (s)W1(s)|= 1√
2δ∗
|V (s)W1(s)| (2.17)
∣∣∣∣N(s)−N0(s)N0(s)
∣∣∣∣ < 1|N0(s)|max{RN(s,Q ), IN(s,Q )}
< ρ∗ |V (s)W2(s)|= 1√
2δ∗
|V (s)W2(s)| (2.18)
A substituic¸a˜o deste resultado em (2.11) permite concluir, de imediato, pelo Teo-
rema 2.1, que o sistema incerto {C∗(s),P(s,Q ,R )}, permanece robustamente esta´vel.

2.3 Um exemplo nume´rico
O seguinte exemplo nume´rico foi originalmente apresentado em [22] e discutido no
contexto de uma famı´lia elipsoidal de plantas como um exerc´ıcio proposto em [2]. Esse
exemplo e´ particularmente interessante porque o polinoˆmio do denominador, tanto o
nominal quanto o perturbado, teˆm ra´ızes sobre o eixo imagina´rio e, por esta raza˜o, o
resultado apresentado em [23] na˜o pode ser empregado.
Considere, na figura 2.1, a planta P(s) que representa um sistema de controle de
profundidade de um submarino descrita por
P(s) =
(s+0.2)2
s2 +0.01
Admita que e´ permitido aos paraˆmetros do sistema uma variac¸a˜o de 20% em torno
de seus valores nominais. Portanto em lugar de P(s), tem-se
P(s,q,r) =
(s+0.2+q)2
s2 +0.01+ r
com
|q| ≤ 0.04 |r| ≤ 0.002
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Note que o numerador de P(s,q,r) na˜o e´ uma famı´lia elipsoidal de polinoˆmios.
Adotando o procedimento de sobrelimitac¸a˜o discutido em [2] obte´m-se a famı´lia elip-
soidal de plantas descrita por
P(s, qˆ,r) =
N(s, qˆ)
D(s,r)
=
s2 +(0.4+ qˆ2)s+(0.04+ qˆ1)
s2 +0.01+ r
P(s,0,0) = P0(s) =
N(s,0)
D(s,0) =
s2 +0.4s+0.04
s2 +0.01
qˆ22 + qˆ
2
1 ≤ ρ2, υ20r2 ≤ ρ2, ρ = 0.082, υ0 = 41
E´ verificado, pelos conjuntos espectrais do numerador e do denominador da planta
P(s, qˆ,r), conforme mostra a figura 2.3, que na˜o ha´ cancelamento po´lo-zero insta´vel
com esta variac¸a˜o admiss´ıvel de paraˆmetros e, portanto, um compensador estabilizante
pode existir. Neste sistema, em particular, o cancelamento po´lo-zero insta´vel ocorre
somente para ρ = 0.4. Objetiva-se agora a determinac¸a˜o do controlador C(s) que
minimiza a norma H∞ da func¸a˜o de sensibilidade mista para a planta P(s,0,0).
De acordo com (2.13) e (2.14), as func¸o˜es de ponderac¸a˜o podem ser escolhidas tais
que
|VW1| ≥
∣∣∣∣ 1s2 +0.01
∣∣∣∣ , |VW2| ≥ ∣∣∣∣ s+1s2 +0.4s+0.04
∣∣∣∣
para s = jω.
De acordo com [36] V (s) = M(s)/D0(s) deve ser bipro´pria, com M(s) tendo como
ra´ızes o lugar no plano complexo onde se deseja alocar os po´los dominantes do sistema
em malha fechada, M(s) = s2 +1.5s+0.463 por exemplo; W1(s) = A1(s)/B1(s) e W2(s) =
A2(s)/B2(s) sa˜o escolhidas como: A1(s) = 1, B1(s) = s + 0.463, A2(s) = s2 + 5s + 1 e
B2(s) = s + 1.5. Apo´s minimizar (2.15) usando o procedimento desenvolvido para o
projeto de controlador H∞ em [36], obte´m-se δ∗ = 59.1945, e portanto a partir de
(2.16) resulta ρ∗ = 0.0919. Como a variac¸a˜o ma´xima admitida e´ ρ = 0.082, isto
significa que o controlador obtido seria capaz de manter a estabilidade do sistema em
malha fechada para todas as possibilidades de variac¸o˜es parame´tricas admiss´ıveis. A
func¸a˜o de transfereˆncia do controlador e´ dada por:
C∗(s) = 3.4837s+5.2255
s2 +2.6210s+0.0992
Contudo a condic¸a˜o para ω = 0, calculada a posteriori para esse controlador, estabelece
que a ma´xima variac¸a˜o na˜o deve exceder a ρ0 = 0.004.
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Figura 2.3: Conjunto espectral do numerador e do denominador de P(s, qˆ)
2.4 Conclusa˜o
Este cap´ıtulo abordou o problema do projeto de controladores H∞ para famı´lias
esfe´ricas de plantas. A escolha adequada para as func¸o˜es de ponderac¸a˜o permitiu
obter uma expressa˜o anal´ıtica que fornece uma variac¸a˜o parame´trica admiss´ıvel na
planta tal que a mesma permanec¸a esta´vel em malha fechada. O resultado teo´rico foi
aplicado a um exemplo proposto na literatura.
Cap´ıtulo 3
Uma nova condic¸a˜o LMI para
estabilidade robusta de politopos
de matrizes polinomiais
Uma condic¸a˜o suficiente para a estabilidade robusta de um politopo de matrizes
polinomiais e´ apresentada. O resultado e´ baseado em desigualdades matriciais linea-
res formuladas nos ve´rtices do politopo de incertezas que, se fact´ıveis, fornecem uma
func¸a˜o de Lyapunov dependente de paraˆmetro que garante a estabilidade de qualquer
polinoˆmio matricial no domı´nio de incertezas. Sa˜o analisados os casos de estabilidade
a tempo cont´ınuo (semi-plano esquerdo) e a tempo discreto (c´ırculo unita´rio). Expe-
rimentos nume´ricos mostram que as condic¸o˜es propostas produzem resultados menos
conservadores quando comparados aos obtidos com a estabilidade quadra´tica e aos de
um outro me´todo recente da literatura.
3.1 Introduc¸a˜o
Matrizes polinomiais constituem um ferramental importante para o estudo de sis-
temas de controle. A dinaˆmica de muitos sistemas e´ descrita de maneira mais natural
atrave´s de representac¸o˜es lineares fracionais ou por matrizes cujos coeficientes sa˜o
polinoˆmios [31], e va´rias abordagens de ana´lise e de controle de sistemas se baseiam
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em matrizes polinomiais (por exemplo, a abordagem polinomial [35] e a abordagem
comportamental [51]).
Em uma descric¸a˜o por frac¸o˜es de matrizes, a matriz polinomial do denominador
fornece informac¸o˜es sobre a dinaˆmica e a estabilidade do sistema [30], e o posiciona-
mento dos zeros da matriz polinomial do denominador esta´ associado a especificac¸o˜es
de desempenho [1].
Na presenc¸a de paraˆmetros incertos, a ana´lise da estabilidade robusta de sistemas
dinaˆmicos passa pela verificac¸a˜o da estabilidade de matrizes polinomiais incertas, e
uma das formas mais gerais de representac¸a˜o de incertezas parame´tricas e´ a polito´-
pica [2]. Nas duas u´ltimas de´cadas, inu´meros trabalhos sobre controle robusto para
sistemas lineares incertos representados por modelos de estado e tambe´m por modelos
frequ¨enciais teˆm surgido, e uma das metodologias mais empregadas e´ a baseada em
func¸o˜es de Lyapunov (veja por exemplo [2], [5] e [8]). Uma boa discussa˜o sobre a im-
portaˆncia de matrizes polinomiais, a ana´lise da estabilidade robusta de polinoˆmios e a
evoluc¸a˜o dos me´todos nume´ricos para a verificac¸a˜o das condic¸o˜es de estabilidade pode
ser encontrada em [28] e [29]. Para um estudo mais aprofundado sobre a natureza e
propriedades gerais das matrizes polinomiais recomenda-se [26].
Testes de estabilidade para polinoˆmios teˆm tido destaque na literatura especi-
alizada nos u´ltimos anos, como por exemplo o resultado de Kharitonov [33] para
polinoˆmios com coeficientes definidos por intervalos, ou o teorema das bordas [3] para
politopos de polinoˆmios. Veja tambe´m [2] e [5] para maiores detalhes sobre estabi-
lidade robusta de polinoˆmios. Entretanto, a extensa˜o desses resultados para tratar
politopos de matrizes polinomiais na˜o parece ser imediata, e testes conclusivos sobre
a estabilidade de famı´lias de polinoˆmios cujos coeficientes sa˜o func¸o˜es multilineares
dos paraˆmetros de incertezas sa˜o problemas NP-dif´ıceis [7].
Em [28], condic¸o˜es formuladas em termos de desigualdades matriciais lineares (em
ingleˆs, LMIs — Linear Matrix Inequalities) recentemente publicadas na literatura
para testar a estabilidade de um politopo de matrizes [25], [12], [43] foram estendidas
para o caso de politopos de matrizes polinomiais. Mais recentemente, novas condic¸o˜es
LMI menos conservadoras foram publicadas para a ana´lise de estabilidade de sistemas
lineares discretos [44] e cont´ınuos no tempo [45], [46].
Neste trabalho, condic¸o˜es suficientes para a estabilidade robusta de politopos de
matrizes polinomiais sa˜o formuladas em termos de LMIs, obtidas a partir da extensa˜o
dos resultados de [44], [45], [46]. Essas condic¸o˜es produzem resultados menos conser-
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vadores que os obtidos com me´todos baseados na estabilidade quadra´tica, e em geral,
menos conservadores que os de [28], principalmente quando a complexidade (isto e´,
grau, ordem e nu´mero de ve´rtices) dos politopos de matrizes polinomiais aumenta,
como mostram os testes realizados com polinoˆmios matriciais esta´veis na sec¸a˜o de
exemplos. A estabilidade robusta do politopo e´ assegurada por um simples teste de
viabilidade de um conjunto de LMIs definidas nos ve´rtices do domı´nio de incertezas,
realizado de maneira eficiente com algoritmos de complexidade polinomial [24].
3.2 Preliminares
Considere uma matriz polinomial quadrada A(s) de dimensa˜o n e grau d com
coeficientes complexos que se escreve
A(s) = A0 +A1s+ · · ·+Adsd (3.1)
Um zero de A(s) pode ser definido [30] como o valor complexo ζ para o qual ocorre
uma perda de posto da matriz A(s), ou seja, posto A(ζ) < posto A(s), e pode ser
determinado atrave´s do coˆmputo do determinante de A(s). Definida uma subregia˜o
D do plano complexo, o problema de ana´lise da D-estabilidade de A(s) se resume a
determinar condic¸o˜es para que os zeros de A(s) pertenc¸am a D.
Dadas N matrizes polinomiais A1(s), . . . , AN(s) de dimensa˜o n e grau d, define-se
o politopo P como sendo o conjunto de todas as matrizes polinomiais que se escrevem
como
A(s,λ) = λ1A1(s)+ · · ·+λNAN(s); λ j ≥ 0 ,
N
∑
j=1
λ j = 1 (3.2)
O objetivo deste cap´ıtulo e´ estabelecer condic¸o˜es que garantam que o politopo
P seja D-esta´vel, isto e´, que todas as matrizes polinomiais A(s,λ) sejam D-esta´veis.
Uma definic¸a˜o bastante abrangente para domı´nios de estabilidade D e´ dada por [28]
D =
{
s ∈ C :
[
1
s
]∗
B
[
1
s
]
< 0
}
(3.3)
com [·]∗ representando o conjugado transposto de [·]. A escolha da matriz B = B∗ ∈C2
define a regia˜o a ser estudada. Neste trabalho, as regio˜es consideradas sa˜o o semi-
plano esquerdo (ana´lise de estabilidade de sistemas cont´ınuos no tempo) e o c´ırculo
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unita´rio (estabilidade de sistemas discretos no tempo), descritas respectivamente pelas
matrizes
Bc =
[
0 1
1 0
]
; Bd =
[ −1 0
0 1
]
(3.4)
Para detalhes referentes a outras formas de definic¸a˜o de regio˜es do plano complexo,
veja [9], [29], [43]. Por simplicidade, e sem perda de generalidade, assume-se que na˜o
ha´ no politopo P matrizes polinomiais com zeros no infinito, e tambe´m que o termo
de grau d e´ uma matriz identidade de dimensa˜o n denotada por In [29].
Antes de passar aos resultados de estabilidade de matrizes polinomiais e a` con-
dic¸a˜o de estabilidade robusta proposta neste trabalho, defina a matriz constante
A j ∈ Cn×(d+1)n como
A j =
[
A0j A1j · · · Adj
]
, Adj = In (3.5)
contendo as matrizes coeficientes associadas com a matriz polinomial
A j(s) = A0j +A1js+ · · ·+ Insd (3.6)
de dimensa˜o n e grau d. Denotando por NA j ∈ C(d+1)n×dn uma base do espac¸o nulo
a` direita da matriz A j, ou seja, A jNA j = 0, e lembrando que por hipo´tese Ad = In,
tem-se
NA j =

In 0 · · · 0
0 In · · · 0
...
...
. . .
...
0 0 · · · In
−A0j −A1j · · · −Ad−1j
 (3.7)
Note que, utilizando a estrutura acima para a matriz NA j , tem-se que NA(λ) e´ uma
base para o espac¸o nulo a` direita de A(λ) dado por
A(λ) =
N
∑
j=1
λ jA j ; λ j ≥ 0 ,
N
∑
j=1
λ j = 1 (3.8)
que se escreve
NA(λ) =

In 0 · · · 0
0 In · · · 0
...
...
. . .
...
0 0 · · · In
−
N
∑
j=1
λ jA0j −
N
∑
j=1
λ jA1j · · · −
N
∑
j=1
λ jAd−1j

(3.9)
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Finalmente, defina a matriz de projec¸a˜o R ∈ C2dn×(d+1)n dada por
R =

In 0 · · · 0 0
0 In · · · 0 0
...
...
. . .
...
...
0 0 · · · In 0
0 In 0 · · · 0
0 0 In · · · 0
...
...
...
. . .
...
0 0 0 · · · In

(3.10)
e denote ⊗ como produto de Kronecker [30].
3.3 Condic¸o˜es para a Estabilidade do Politopo P
Nesta sec¸a˜o, sa˜o apresentadas condic¸o˜es de estabilidade de matrizes polinomiais
precisamente conhecidas, e condic¸o˜es de estabilidade robusta de politopos de ma-
trizes polinomiais (estabilidade quadra´tica e uma condic¸a˜o suficiente de estabilidade
robusta) sem especificar a regia˜o D investigada (deixando portanto em func¸a˜o da ma-
triz B definida em (3.3)), conforme apresentado em [28]. A partir desses resultados
ja´ conhecidos, sera˜o enunciados os teoremas que constituem a principal contribuic¸a˜o
deste trabalho.
Lema 3.1 A matriz polinomial precisamente conhecida A j(s) e´ esta´vel se e somente
se existir uma matriz Pj ∈ Cdn×dn soluc¸a˜o do problema de viabilidade das LMIs:
N ∗A jR
∗(B⊗Pj)R NA j < 0 (3.11)
Pj = P∗j > 0 (3.12)
Prova: Veja [29].
Lema 3.2 O politopo de matrizes polinomiais P e´ robustamente esta´vel se existirem
matrizes Pj ∈ Cdn×dn, j = 1, . . . ,N e Q ∈ C2dn×n soluc¸a˜o do problema de viabilidade
das LMIs:  R
A j

∗ B⊗Pj Q
Q∗ 0

 R
A j
 < 0 ; j = 1, . . . ,N (3.13)
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Pj = P∗j > 0 ; j = 1, . . . ,N (3.14)
Prova: A prova pode ser vista em [28]. A ide´ia principal (originalmente proposta
em [25]) e´ explorar a existeˆncia da varia´vel Q, que representa um grau de liberdade
a mais no problema e que e´ comum a`s LMIs dadas na equac¸a˜o (3.13), para construir
uma condic¸a˜o de estabilidade simultaneamente linear em A j e Pj. Note que (3.13)
pode ser reescrita como
R ∗(B⊗Pj)R +A∗j Q∗R +R ∗QA j < 0 (3.15)
que, multiplicada termo a termo por λ j e somada sobre todos os j’s, fornece[
R
A(λ)
]∗[ B⊗P(λ) Q
Q∗ 0
][
R
A(λ)
]
< 0 (3.16)
com A(λ) dada em (3.8) e
P(λ) = P(λ)∗ =
N
∑
j=1
λ jPj > 0, λ j ≥ 0,
N
∑
j=1
λ j = 1 (3.17)
A partir de (3.16), tem-se
N ∗A(λ)
[
R
A(λ)
]∗[ B⊗P(λ) Q
Q∗ 0
][
R
A(λ)
]
NA(λ) =
= N ∗A(λ)R
∗(B⊗P(λ))R NA(λ) < 0 (3.18)
Usando-se o resultado do Lema 3.1, conclui-se que a matriz polinomial A(s,λ) dada
em (3.2) e´ esta´vel para todo λ admiss´ıvel e, portanto, o politopo P e´ esta´vel. 2
Uma condic¸a˜o mais conservadora para a estabilidade robusta do politopo P e´
obtida quando se exige, no Lema 3.2, que P = P1 = P2 = · · · = PN , resultando na
condic¸a˜o enunciada no lema a seguir (estabilidade quadra´tica de politopos de matrizes
polinomiais).
Lema 3.3 O politopo de matrizes polinomiais P e´ quadraticamente esta´vel se e so-
mente se existirem matrizes P ∈ Cdn×dn e Q ∈ C2dn×n soluc¸a˜o do problema de viabili-
dade das LMIs:  R
A j

∗ B⊗P Q
Q∗ 0

 R
A j
 < 0 ; j = 1, . . . ,N (3.19)
P = P∗ > 0 (3.20)
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Prova: A partir dos resultados anteriores e por analogia com o conceito de estabili-
dade quadra´tica de sistemas lineares, a prova e´ imediata [28].
Note que a estabilidade de um politopo de matrizes polinomiais descrito por A(λ)
pode ser verificada atrave´s da expressa˜o que esta´ no lado direito de (3.18), isto e´, se
para todo λ considerado no domı´nio de incertezas existir uma matriz P(λ) = P(λ)∗ > 0
verificando
N ∗A(λ)R
∗(B⊗P(λ))R NA(λ) < 0 (3.21)
enta˜o o politopo e´ esta´vel.
Usando o Lema 3.1, pode-se analisar um ponto precisamente conhecido dentro
do domı´nio e, com o Lema 3.3, constata-se a estabilidade quadra´tica do politopo.
O Lema 3.2 estabelece uma condic¸a˜o suficiente para que a combinac¸a˜o convexa das
matrizes Pj = P∗j > 0 fornec¸a uma matriz P(λ) soluc¸a˜o de (3.21). Atrave´s do Lema 3.2,
a condic¸a˜o (3.21) pode ser testada sem a necessidade de uma discretizac¸a˜o exaustiva
do espac¸o de paraˆmetros λ (apenas a viabilidade das LMIs descritas nos N ve´rtices do
politopo precisa ser verificada). Note tambe´m que, para as duas regio˜es de estabilidade
descritas atrave´s das matrizes Bc e Bd em (3.4), a estabilidade quadra´tica do politopo
de matrizes polinomiais poderia ser investigada diretamente atrave´s da existeˆncia de
uma mesma matriz P = P∗ > 0 satisfazendo a expressa˜o (3.21) nos ve´rtices do politopo,
sem portanto a necessidade da matriz Q e da formulac¸a˜o aumentada do Lema 3.3.
Os teoremas a seguir fornecem novas condic¸o˜es suficientes para que P(λ) dado
por (3.17) satisfac¸a (3.21). O resultado e´ uma extensa˜o de condic¸o˜es recentemente
publicadas para ana´lise de estabilidade robusta de politopos de matrizes [44], [45],
[46].
Teorema 3.1 (caso cont´ınuo): O politopo de matrizes polinomiais P e´ robusta-
mente esta´vel se existirem matrizes Pj ∈Cdn×dn, j = 1, . . . ,N, soluc¸a˜o do problema de
viabilidade das LMIs:
N ∗A jR
∗(Bc⊗Pj)R NA j <−I ; j = 1, . . . ,N (3.22)
N ∗A jR
∗(Bc⊗Pk)R NA j +N ∗AkR ∗(Bc⊗Pj)R NAk <
2
N−1I
j = 1, . . . ,N−1 ; k = j +1, . . . ,N
(3.23)
Pj = P∗j > 0 ; j = 1, . . . ,N (3.24)
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com Bc, NA j e R dados, respectivamente, em (3.4), (3.7) e (3.10). No caso afirmativo,
P(λ) dada por (3.17) e´ definida positiva e satisfaz (3.21) para todo A(λ).
Prova: E´ claro que P(λ) dada por (3.17) e´ definida positiva. Utilizando A(λ) dado
em (3.8) e desenvolvendo (3.18) com Bc, NA(λ) e R dados respectivamente em (3.4),
(3.9) e (3.10), tem-se
N ∗A(λ)R
∗(Bc⊗P(λ))R NA(λ) =
N
∑
j=1
λ2jN ∗A jR
∗(Bc⊗Pj)R NA j+
N−1
∑
j=1
N
∑
k= j+1
λ jλk
(
N ∗A jR
∗(Bc⊗Pk)R NA j +N ∗AkR ∗(Bc⊗Pj)R NAk
)
(3.25)
Impondo as condic¸o˜es (3.22)-(3.23) do teorema (note que λ jλk ≥ 0) tem-se
N ∗A(λ)R
∗(Bc ⊗ P(λ))R NA(λ) < −
( N
∑
j=1
λ2j −
N−1
∑
j=1
N
∑
k= j+1
λ jλk
2
N−1
)
I ≤ 0 (3.26)
pois a expressa˜o dentro dos pareˆnteses e´ sempre maior ou igual a zero. De fato,
0 ≤
N−1
∑
j=1
N
∑
k= j+1
(λ j −λk)2 = (N−1)
N
∑
j=1
λ2j −2
N−1
∑
j=1
N
∑
k= j+1
λ jλk (3.27)
Algumas observac¸o˜es podem ser feitas sobre o resultado do Teorema 3.1. Primei-
ramente, e´ importante observar que na˜o ha´ perda de generalidade ao se impor que o
lado direito da condic¸a˜o (3.22) seja menor que −I, ja´ que a expressa˜o e´ homogeˆnea
em Pj e a estabilidade dos ve´rtices do politopo e´ condic¸a˜o necessa´ria para a estabi-
lidade do domı´nio. Essa folga e´ utilizada na condic¸a˜o (3.23), a` qual se permite que
seja ate´ definida positiva. Note tambe´m que, para polinoˆmios matriciais precisamente
conhecidos (N = 1), apenas a condic¸a˜o (3.22) precisa ser testada para P1 = P∗1 > 0,
recaindo-se portanto no resultado do Lema 3.1. Ale´m disso, se existe uma mesma
matriz P = P∗ > 0 verificando as condic¸o˜es do Lema 3.3 (ou seja, o politopo e´ qua-
draticamente esta´vel), enta˜o P = P1 = P2 = · · ·= PN e´ uma soluc¸a˜o via´vel para (3.22),
o que implica que (3.23) e´ sempre verificada neste caso. Como conclusa˜o, as condic¸o˜es
do Teorema 3.1 englobam a estabilidade quadra´tica como um caso particular. Em
termos de complexidade, me´todos de resoluc¸a˜o baseados em pontos interiores reque-
rem um nu´mero de operac¸o˜es em ponto flutuante da ordem de O(K3L), sendo K o
nu´mero de varia´veis escalares envolvidas no problema e L o nu´mero de linhas das
LMIs [8], [24]. Embora o nu´mero de varia´veis escalares envolvidas no Teorema 3.1
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(Ndn(dn + 1)/2) seja menor do que no Lema 3.2 (Ndn(dn + 1)/2 + 2dn2), o nu´mero
de LMIs, dado por N(N + 3)/2, cresce com N2 e esse fator torna-se preponderante
para N grande (N > 20). Finalmente, e´ interessante observar que, assim como o resul-
tado do Lema 3.2 recai na ana´lise de estabilidade robusta de sistemas com incerteza
polito´pica [43] para A j(s) = A j − sIn com j = 1, . . . ,N, as condic¸o˜es do Teorema 3.1
tambe´m se reduzem ao resultado de [45], [46]. Este fato e´ verificado, por manipulac¸a˜o
alge´brica elementar, substituindo N ∗A j = [I A
∗
j ] e R = I2n em (3.22) e (3.23).
Teorema 3.2 (caso discreto): O politopo de matrizes polinomiais P e´ robusta-
mente esta´vel se existirem matrizes Pj ∈Cdn×dn, j = 1, . . . ,N, soluc¸o˜es do problema de
viabilidade das LMIs:
N ∗A jR
∗(Bd ⊗Pj)R NA j <−I ; j = 1, . . . ,N (3.28)
N ∗A jR
∗(Bd ⊗Pj)R NAk +N ∗AkR ∗(Bd ⊗Pj)R NA j +N ∗A jR ∗(Bd ⊗Pk)R NA j
<
1
(N−1)2 I , j = 1, . . . ,N , k 6= j , k = 1, . . . ,N
(3.29)
N ∗A jR
∗(Bd ⊗Pk)R NA` +N ∗A`R ∗(Bd ⊗Pk)R NA j +N ∗AkR ∗(Bd ⊗Pj)R NA`+
N ∗A`R
∗(Bd ⊗Pj)R NAk +N ∗A jR ∗(Bd ⊗ P` )R NAk +N ∗AkR ∗(Bd ⊗ P` )R NA j
<
6
(N−1)2 I , j = 1, . . . ,N−2 , k = j +1, . . . ,N−1 , ` = k +1, . . . ,N
(3.30)
Pj = P∗j > 0 ; j = 1, . . . ,N (3.31)
com Bd, NA j e R dados, respectivamente, em (3.4), (3.7) e (3.10). No caso afirmativo,
P(λ) dada por (3.17) e´ definida positiva e satisfaz (3.21) para todo A(λ).
Prova: Claramente, P(λ) dada por (3.17) e´ definida positiva pois (3.31) e´ verificada.
Utilizando A(λ) dado em (3.8) e desenvolvendo (3.21) com B = Bd, NA(λ) e R dados
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respectivamente por (3.4), (3.9) e (3.10), e usando-se o fato que ∑Nj=1 λ j = 1 tem-se
N ∗A(λ)R
∗(Bd ⊗P(λ))R NA(λ) =
N
∑
j=1
λ3jN ∗A jR
∗(Bd ⊗Pj)R NA j+
N
∑
j=1
N
∑
k 6= j;k=1
λ2jλk
(
N ∗A jR
∗(Bd ⊗Pj)R NAk +N ∗AkR ∗(Bd ⊗Pj)R NA j+
N ∗A jR
∗(Bd ⊗Pk)R NA j
)
+
N−2
∑
j=1
N−1
∑
k= j+1
N
∑
`=k+1
λ jλkλ`
(
N ∗A jR
∗(Bd ⊗Pk)R NA`+
N ∗A`R
∗(Bd ⊗Pk)R NA j +N ∗AkR ∗(Bd ⊗Pj)R NA` +N ∗A`R ∗(Bd ⊗Pj)R NAk+
N ∗A jR
∗(Bd ⊗ P` )R NAk +N ∗AkR ∗(Bd ⊗ P` )R NA j
)
(3.32)
Impondo as condic¸o˜es (3.28)-(3.30) e lembrando que λ j ≥ 0, ∀ j resulta
N ∗A(λ)R
∗(Bd ⊗P(λ))R NA(λ) <−
( N
∑
j=1
λ3j −
1
(N−1)2
N
∑
j=1
N
∑
k 6= j;k=1
λ2jλk
− 6
(N−1)2
N−2
∑
j=1
N−1
∑
k= j+1
N
∑
`=k+1
λ jλkλ`
)
I (3.33)
Para analisar o sinal da expressa˜o dentro dos pareˆnteses acima, usando o resultado de
[44], defina os escalares Θ e Ω como sendo:
0 ≤ Θ ,
N
∑
j=1
N
∑
k=1
λ j(λ j −λk)2 = (N−1)
N
∑
j=1
λ3j −
N
∑
j=1
N
∑
k=1
k 6= j
λ2jλk (3.34)
0≤Ω ,
N
∑
j=1
N−1
∑
k=1
k 6= j
N
∑`
=2
6`= j,k
λ j(λk−λ`)2 = (N−2)
N
∑
j=1
N
∑
k=1
k 6= j
λ2jλk−6
N−2
∑
j=1
N−1
∑
k= j+1
N
∑
`=k+1
λ jλkλ` (3.35)
e compute (N−1)Θ+Ω ≥ 0, que se escreve
(N−1)2
N
∑
j=1
λ3j −
N
∑
j=1
N
∑
k 6= j;k=1
λ2jλk−6
N−2
∑
j=1
N−1
∑
k= j+1
N
∑
`=k+1
λ jλkλ` ≥ 0 (3.36)
implicando que o termo dentro dos pareˆnteses em (3.33) e´ sempre positivo, e que
(3.21) e´ va´lida, e portanto o teorema esta´ provado.
Assim como no caso cont´ınuo, pode-se impor, sem perda de generalidade, que o
lado direito de (3.28) seja menor que −I (condic¸a˜o necessa´ria para a estabilidade, que
define uma pequena folga para os termos cruzados j, k e `, explorada pelo teorema).
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Note tambe´m que o resultado do Teorema 3.2 engloba a estabilidade quadra´tica
como um caso particular, pois se existe uma P = P∗ = P1 = P2 = · · ·= PN > 0 satisfa-
zendo (3.28), enta˜o (3.29) e (3.30) sa˜o sempre satisfeitas. Para N = 1, apenas (3.28)
precisa ser verificada (recaindo-se no resultado do Lema 3.1), e obviamente a condic¸a˜o
(3.30) so´ precisa ser considerada nos casos em que N ≥ 3. Note que, no caso discreto,
houve um aumento da complexidade em relac¸a˜o ao resultado do Teorema 3.1, pois
embora o nu´mero de varia´veis escalares tenha se mantido igual a Ndn(dn + 1)/2, o
nu´mero de LMIs agora e´ dado por (N3 + 3N2 + 8N)/6. Finalmente, observe que no
caso de matrizes polinomiais na forma A j(s) = A j− sIn com j = 1, . . . ,N, as condic¸o˜es
do Teorema 3.2 tambe´m se reduzem ao resultado de estabilidade robusta de siste-
mas discretos [44]. Novamente, por manipulac¸a˜o alge´brica elementar, basta substituir
N ∗A j = [I A
∗
j ] e R = I2n em (3.28), (3.29) e (3.30).
Apesar de apenas o semi-plano esquerdo e o c´ırculo unita´rio centrado na origem
terem sido investigados neste trabalho, outras regio˜es de estabilidade poderiam ser
analisadas, resultando em extenso˜es dos teoremas 3.1 e 3.2 para diferentes matrizes
B. Por exemplo, a D-estabilidade de politopos de matrizes polinomiais em relac¸a˜o
a um c´ırculo de raio r, com centro em (−d − r,0), deslocado de uma distaˆncia d a`
esquerda do eixo imagina´rio, como descrito em [27], poderia ser investigada atrave´s
das condic¸o˜es do Teorema 3.2, trocando-se Bd por
Brd =
[
2d +d2/r 1+d/r
1+d/r 1/r
]
3.4 Exemplos
Uma comparac¸a˜o nume´rica utilizando-se valores de n ∈ [1,4], d ∈ [2,4] e N ∈ [2,5]
foi realizada para os casos cont´ınuo e discreto no tempo. Para cada situac¸a˜o 100
politopos de matrizes polinomiais foram gerados (no caso escalar, isto e´, n = 1, fo-
ram 1000 politopos de polinoˆmios para d ∈ [2,7] e N ∈ [2,7]) adotando-se o seguinte
procedimento: i) Os ve´rtices do politopo sa˜o gerados com matrizes cujos elemen-
tos sa˜o nu´meros reais uniformemente distribu´ıdos no intervalo [−1,1]; ii) Para cada
ve´rtice, e´ garantido inicialmente pelo menos um zero com parte real no intervalo
[−5×10−2,−1×10−5] (caso cont´ınuo) ou valor absoluto no intervalo [0.95,0.98] (caso
discreto). iii) Os zeros dos politopos sa˜o calculados atrave´s de uma varredura fina e
determina-se o zero com maior parte real σmax(caso cont´ınuo) ou maior valor absolu
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rmax (caso discreto). Em seguida todo o politopo e´ deslocado de maneira a garantir
que exista pelo menos um zero com parte real no intervalo [−0.001,−1×10−5] (caso
cont´ınuo) ou com valor absoluto no intervalo [0.98,0.999] (caso discreto). O desloca-
mento e´ feito substituindo-se s por s + σmax + ε (caso cont´ınuo) ou s por s/(rmax/ε)
(caso discreto). Esta estrate´gia foi adotada visando compor um conjunto de politopos
esta´veis pore´m pro´ximos da fronteira de instabilidade.
Quando os politopos gerados possuem zeros muito distantes da fronteira de instabi-
lidade, os resultados do Lema 3.2, Teorema 3.1 e Teorema 3.2 sa˜o praticamente
iguais. Por outro lado, se esses zeros estiverem muito pro´ximos da fronteira de insta-
bilidade, o crite´rio quadra´tico praticamente na˜o obte´m eˆxito. Por esse motivo, para
“calibrac¸a˜o” estabeleceu-se como refereˆncia o nu´mero de politopos detectados pelo cri-
te´rio de estabilidade quadra´tica. Para os politopos escalares com N = 2 e d = 2 e para
os politopos matriciais no caso cont´ınuo com N = 2, n = 2 e d = 2, um nu´mero em
torno de 30%. Para os politopos matriciais no caso discreto este percentual de acerto
ficou em torno de 20%. Com esses crite´rios os resultados do Lema 3.2, Teorema 3.1
e Teorema 3.2 tornam-se distingu´ıveis.
As tabelas 3.1 e 3.3(a) mostram os resultados para o caso cont´ınuo. A condic¸a˜o
do Lema 3.3 (L3) e´ sem du´vida a mais conservadora (de fato, o Lema 3.2 e o
Teorema 3.1 englobam os resultados de L3). Em geral, o Teorema 3.1 (T1)
fornece resultados menos conservadores do que o Lema 3.2 (L2). Embora L2 fornec¸a
resultados um pouco melhores do que T1 para casos de dimenso˜es pequenas, com o
aumento da complexidade essa tendeˆncia se inverte. Para o caso escalar (n = 1), T1
identifica mais politopos esta´veis do que L2 em 18 dos 36 casos (12 empates), com
percentagens relativas de 0.1% a 22.7% (me´dia de 5.0%). Quando L2 ganha (somente
6 casos) as percentagens va˜o de 0.5% a 6.8% (me´dia de 3.1%). Para n = [2,4], L2
identifica mais politopos esta´veis somente em 3 casos, com percentagens relativas de
1.0% a 4.0% com me´dia de 2.8%. T1 ganha em 26 casos (7 empates), com percentagens
relativas de 2.1% a 72.4% (me´dia de 35.1%).
Os resultados para o caso discreto sa˜o muito similares, como mostrado nas tabe-
las 3.2 e 3.3(b). Novamente, L3 constitui-se no teste mais conservador. L2 fornece
resultados levemente melhores no caso escalar (n = 1), identificando mais politopos
esta´veis em 14 dos 36 experimentos (11 empates), com percentagens relativas de 0.1%
a 5.1% (me´dia de 1.2%). O Teorema 3.2 (T2) acerta em 11 casos, com percentagens
relativas de 0.1% a 2.2% (me´dia de 0.9%). T2 torna-se mais efetivo nas avaliac¸o˜es
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quando a complexidade dos testes aumenta, vencendo, para n = [2,4], em 23 casos dos
36 pesquisados (2 empates), com percentagens relativas de 1.0% a 34.2% (me´dia de
10.2%). Ja´ L2 fornece resultados positivos em 11 casos, com percentagens relativas
de 1.0% a 5.1% (me´dia de 2.2%).
Treˆs exemplos particulares foram tambe´m investigados. No primeiro, foi gerado
um polinoˆmio escalar (n = 1) com coeficientes confinados a determinados intervalos.
O objetivo deste exemplo e´ mostrar que com o aumento da complexidade do problema
(associada ao aumento do nu´mero de ve´rtices do politopo), a condic¸a˜o apresentada
em L2 pode falhar, enquanto que T1 confirma a estabilidade do politopo. O politopo
de polinoˆmios escalares sob ana´lise e´ descrito como
a(s) = α0 +α1s+α2s
2 +α3s
3 + s4
com coeficientes αi, i = 0, . . . ,3, pertencendo aos seguintes intervalos
α0 ∈ [0.0683,3500.4237] α1 ∈ [683.9193,1476.1494]
α2 ∈ [220.2668,279.9684] α3 ∈ [25.024,26.5218]
Usando-se o resultado de Kharitonov [33], sabe-se que para concluir sobre a esta-
bilidade do politopo considerado e´ necessa´rio e suficiente testar apenas os quatro
polinoˆmios
a1(s) = 0.0683+683.9193s+279.9684s2 +26.5218s3 + s4
a2(s) = 3500.4237+1476.1494s+220.2668s2 +25.024s3 + s4
a3(s) = 3500.4237+683.9193s+220.2668s2 +26.5218s3 + s4
a4(s) = 0.0683+1476.1494s+279.9684s2 +25.024s3 + s4
Tanto L2 quanto T1 concluem positivamente sobre a estabilidade do politopo formado
pelos polinoˆmios {a1(s),a2(s),a3(s),a4(s)}. Entretanto, L2 falha ao serem considera-
dos todos os N = 16 ve´rtices existentes no problema, o que na˜o ocorre com T1.
Como segundo exemplo, foi considerado um politopo de matrizes polinomiais, caso
cont´ınuo no tempo, de dimensa˜o n = 2, grau d = 2 e ve´rtices N = 3 dados por
A1 =
[
0.73 −0.14 0.69 −0.60 1 0
−0.98 0.94 −0.08 1.09 0 1
]
A2 =
[
0.62 0.56 0.37 0.74 1 0
0.27 0.73 −0.17 0.15 0 1
]
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A3 =
[
0.86 −0.12 0.18 −0.07 1 0
0.36 0.26 0.84 0.80 0 1
]
Os testes baseados na estabilidade quadra´tica (L3) e na estabilidade robusta de L2
falharam, mas T1 obteve uma soluc¸a˜o via´vel:
P1 =

42.2 −7.9 33.1 7.6
−7.9 35.7 −17.0 16.4
33.1 −17.0 55.6 5.4
7.6 16.4 5.4 35.4

P2 =

19.7 15.6 10.4 2.8
15.6 48.9 6.1 4.4
10.4 6.1 48.3 0.1
2.8 4.4 0.1 77.5

P3 =

48.2 12.7 −2.2 29.7
12.7 16.1 −2.9 26.1
−2.2 −2.9 34.1 −9.1
29.7 26.1 −9.1 49.0

garantindo a estabilidade robusta do politopo, como pode ser verificado na figura 3.1.
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Figura 3.1: Lugar das ra´ızes para politopo do exemplo cont´ınuo.
Para o terceiro e u´ltimo exemplo, como ilustrac¸a˜o do caso discreto, foi gerado um
politopo de matrizes polinomiais com n = 2, d = 2 e N = 3 ve´rtices dados por
A1 =
[
0.96 0.76 0.90 0.21 1 0
0.34 0.65 −0.43 −0.42 0 1
]
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A2 =
[ −0.60 −0.52 −0.01 0.30 1 0
−0.65 0.59 0.31 −0.79 0 1
]
A3 =
[ −0.18 −0.62 −0.83 −0.41 1 0
0.35 −0.42 0.21 0.29 0 1
]
O lugar das ra´ızes esta´ mostrado na figura 3.2. Tambe´m nesse caso, falharam os testes
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Figura 3.2: Lugar das ra´ızes para politopo do exemplo discreto.
de L2 e L3, e apenas T2 forneceu soluc¸a˜o via´vel:
P1 =

181.0 148.5 73.8 −119.4
148.5 225.6 136.3 −68.4
73.8 136.3 158.1 2.7
−119.4 −68.4 2.7 175.0

P2 =

256.1 50.9 52.8 42.0
50.9 103.9 23.0 −37.6
52.8 23.0 335.3 69.6
42.0 −37.6 69.6 149.1

P3 =

88.4 −4.4 −61.4 13.4
−4.4 298.1 10.6 −47.8
−61.4 10.6 260.1 130.9
13.4 −47.8 130.9 427.9

E´ importante ressaltar que, embora as condic¸o˜es L2 e as propostas neste trabalho
(T1 e T2) contenham o teste de estabilidade quadra´tica (L3) como um caso particular,
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L2 e T1/T2 sa˜o condic¸o˜es suficientes independentes. Em outras palavras, podem
existir politopos esta´veis identificados por T1/T2 mas na˜o por L2 e vice-versa. A
ana´lise nume´rica apresentada mostra que, com o aumento na complexidade dos testes
(n, d e N crescentes), as condic¸o˜es T1/T2 reconhecem mais politopos esta´veis do que
L2.
Os testes foram realizados em um AMD K7 Athlon 1.4 GHz com 256 Mbytes
de memo´ria RAM usando Matlab e o pacote LMI Control Toolbox [24]. O tempo
me´dio de CPU gasto em cada teste de politopo e´ mostrado na tabela 3.4 (considerando
somente os casos em que o tempo gasto foi maior ou igual a 0.1 segundos). O tempo
me´dio para L3 foi computado independentemente da existeˆncia ou na˜o de uma soluc¸a˜o
via´vel; para L2, T1 e T2, somente avaliac¸o˜es fact´ıveis foram consideradas.
3.5 Conclusa˜o
Neste cap´ıtulo, foram apresentadas novas condic¸o˜es suficientes para ana´lise de es-
tabilidade de politopos de matrizes polinomiais, para sistemas cont´ınuos e discretos
no tempo, que se mostraram de maneira geral menos conservadoras que as existentes
na literatura. A estabilidade robusta do politopo deriva de um simples teste de via-
bilidade de LMIs descritas apenas em func¸a˜o dos ve´rtices do politopo, que pode ser
realizado de maneira eficiente por me´todos nume´ricos de complexidade polinomial.
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d 2 3 4 5 6 7
N L3 L2 T1 L3 L2 T1 L3 L2 T1 L3 L2 T1 L3 L2 T1 L3 L2 T1
2 331 1000 1000 367 1000 1000 349 1000 1000 327 1000 1000 322 1000 1000 296 998 1000
3 185 1000 1000 184 997 990 180 1000 1000 146 1000 1000 114 998 999 111 987 998
4 87 1000 1000 90 991 967 79 998 993 50 998 1000 47 984 998 24 958 999
5 57 1000 1000 51 990 958 41 992 995 14 990 997 24 965 999 15 915 998
6 24 1000 1000 33 980 932 19 979 987 13 974 996 11 915 998 5 855 999
7 17 1000 1000 20 969 903 7 970 978 7 925 993 4 860 996 4 772 999
Tabela 3.1: Politopos esta´veis identificados para n = 1 (caso cont´ınuo).
d 2 3 4 5 6 7
N L3 L2 T2 L3 L2 T2 L3 L2 T2 L3 L2 T2 L3 L2 T2 L3 L2 T2
2 364 1000 1000 344 1000 1000 283 1000 1000 262 1000 1000 284 1000 1000 254 1000 1000
3 105 1000 991 55 1000 994 27 1000 998 33 1000 997 24 1000 1000 23 1000 1000
4 21 1000 985 8 993 986 2 995 995 2 999 998 3 1000 999 1 1000 1000
5 8 1000 981 3 971 983 0 992 989 1 993 991 0 999 998 0 1000 1000
6 2 1000 959 0 950 969 0 975 985 0 988 993 0 997 998 0 996 997
7 0 1000 949 0 925 946 1 973 981 0 987 993 0 994 998 0 994 998
Tabela 3.2: Politopos esta´veis identificados para n = 1 (caso discreto).
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d 2 3 4 2 3 4
n N L3 L2 T1 L3 L2 T1 L3 L2 T1 L3 L2 T2 L3 L2 T2 L3 L2 T2
2 28 100 96 23 98 97 20 98 98 16 99 94 13 99 99 8 100 99
3 4 89 86 2 92 94 1 93 95 1 92 88 0 97 95 0 98 98
2 4 2 76 90 1 80 89 0 78 96 0 80 81 0 90 92 0 93 96
5 1 64 88 1 72 93 0 65 93 0 70 75 0 81 88 0 88 95
2 23 100 100 14 99 99 15 98 98 9 99 95 7 99 98 5 100 99
3 2 80 92 2 81 96 1 84 97 1 88 87 0 95 96 0 97 98
3 4 2 48 82 0 48 91 0 51 96 0 74 83 0 84 92 0 87 99
5 2 40 90 1 40 87 1 44 95 0 58 74 0 72 90 0 80 97
2 27 96 96 14 97 97 16 98 98 5 99 96 4 100 99 4 100 99
3 1 67 88 1 77 97 2 65 96 0 87 90 0 94 97 0 97 100
4 4 0 43 86 0 37 92 0 50 94 0 72 83 0 87 92 0 89 99
5 1 25 81 0 24 87 0 28 89 0 52 79 0 73 92 0 79 98
(a) Caso Cont´ınuo (b) Caso Discreto
Tabela 3.3: Politopos esta´veis identificados para n = [2,4] e d = [2,4] casos cont´ınuo
e discreto.
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d 5 6 7 5 6 7
n N L3 L2 T1 L3 L2 T1 L3 L2 T1 L3 L2 T2 L3 L2 T2 L3 L2 T2
5 0.1 0.3 0.2 0.2 0.7 0.3 0.3 1.8 0.6 0.1 0.1 0.6 0.2 0.3 1.2 0.3 0.8 1.8
1 6 0.1 0.4 0.2 0.2 1.1 0.5 0.4 3.5 1.1 0.1 0.2 1.2 0.2 0.5 2.0 0.4 1.5 3.6
7 0.1 0.6 0.4 0.3 2.2 0.9 0.5 6.3 1.8 0.1 0.4 2.2 0.2 0.9 3.9 0.4 3.1 7.1
2 3 4 2 3 4
4 0.1 0.1 0.1 0.3 0.4 0.2 0.8 2.6 0.5 0.1 0.1 0.2 0.3 0.3 0.6 0.8 1.5 1.6
2 5 0.1 0.1 0.1 0.3 0.8 0.4 0.9 4.6 1.0 0.1 0.1 0.4 0.3 0.7 1.4 1.0 3.2 3.6
2 0.2 0.1 0.1 1.1 0.9 0.2 4.4 3.9 0.5 0.2 0.1 0.1 1.1 0.4 0.2 4.5 2.8 0.7
3 0.4 0.3 0.1 1.7 2.8 0.4 7.6 13.2 1.4 0.3 0.2 0.2 1.6 1.8 1.0 7.2 9.7 3.5
3 4 0.5 0.9 0.2 2.1 6.5 1.1 9.9 33.2 4.0 0.5 0.5 0.7 2.1 3.5 2.3 9.9 25.7 9.6
5 0.6 1.4 0.3 2.9 12.6 1.8 12.3 47.5 7.3 0.6 0.9 1.4 2.8 9.1 6.1 12.3 39.3 20.1
2 1.0 0.6 0.1 6.6 5.1 0.4 30.8 25.0 1.9 1.1 0.4 0.2 6.7 3.5 0.7 28.4 17.3 2.9
3 1.5 2.4 0.2 11.7 15.4 1.1 48.3 81.8 7.3 1.6 1.4 0.7 11.4 11.2 3.2 46.1 44.0 12.4
4 4 2.0 6.7 0.6 15.5 35.4 2.8 61.2 197.3 21.3 2.1 3.4 2.2 15.0 28.4 9.1 58.7 100.8 36.4
5 2.7 6.8 0.9 19.0 64.8 6.6 75.2 252.4 50.2 2.8 8.8 4.2 18.7 39.9 19.5 73.6 231.9 98.4
(a) Caso cont´ınuo (b) Caso discreto
Tabela 3.4: Tempo me´dio (segundos) para avaliac¸a˜o de um politopo esta´vel para n = [1,4], d = {[5,7], [2,4]} e N =
{[5,7], [2,5]} com L3, L2, T1 e T2.
Conclusa˜o
Esta tese foi constru´ıda a partir de uma coletaˆnea de artigos cujo ponto central e´ a
ana´lise da localizac¸a˜o de zeros de certas famı´lias de polinoˆmios com coeficientes reais.
Este e´ um tema que se insere no conjunto de problemas da teoria de controle robusto.
Basicamente o tema tratado aqui remete para a ana´lise de sistemas com incertezas
parame´tricas estruturadas e sua abordagem foi fortemente embasada nos aspectos
geome´tricos dos conjuntos de incertezas. As particularidades inerentes ao formato
do conjunto de valores dos polinoˆmios cujos coeficientes sa˜o limitados em intervalos,
como no caso do cap´ıtulo 1, ou vinculados pela equac¸a˜o de uma elipso´ide, como no
cap´ıtulo 2, permitiram a deduc¸a˜o de func¸o˜es limitantes. No cap´ıtulo 3, os ve´rtices
de um politopo no espac¸o das matrizes polinomiais, forneceram um nu´mero finito de
testes a partir dos quais todo o comportamento da famı´lia poderia ser avaliado. Para
reforc¸ar estes propo´sitos os resultados foram aplicados a exemplos ilustrativos.
Mais especificamente, os objetivos do presente trabalho consistiram em tratar os
seguintes assuntos:
– Construc¸a˜o dos envelopes de frequ¨eˆncia da func¸a˜o de transfereˆncia a tempo
discreto de uma famı´lia de plantas com incertezas em intervalos;
– Determinac¸a˜o de func¸o˜es de ponderac¸a˜o apropriadas para o problema de sensi-
bilidade mista levando em conta paraˆmetros incertos limitados por um conjunto
elipsoidal;
– Desenvolvimento de um procedimento para a ana´lise da estabilidade robusta de
politopos de matrizes polinomiais.
Os temas discutidos nesta tese esta˜o centrados basicamente num contexto de ana´-
lise, a possibilidade deles serem estendidos como aplicac¸o˜es em procedimentos de
s´ıntese de controladores robustos e´ objeto de interesse para futuras investigac¸o˜es. A
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continuidade do trabalho, principalmente do conteu´do discutido no cap´ıtulo 3, tem
rendido algumas outras publicac¸o˜es que esta˜o, de certo modo, vinculadas a esta pro-
blema´tica. Esses trabalhos sa˜o listados a seguir, juntamente com seus respectivos
resumos:
• “A new LMI condition for robust stability of polynomial matrix polytopes”. [19]
A sufficient condition for checking the robust stability of a polytope of poly-
nomial matrices is proposed in this paper. A simple feasibility test performed
in a convex set of linear matrix inequalities defined at the vertices of the poly-
tope yields sufficient conditions for the robust stability of the entire domain.
Both continuous-time (left half-plane) and discrete-time stability (unit disk) are
investigated. Numerical comparisons with quadratic stability results and with
another method recently appeared in the literature show that the conditions
proposed provide, in general, less conservative results.
• “LMI based robust stability conditions for linear uncertain systems: a numerical
comparison”. [15] In this paper, several numerical experiments are performed in
order to compare three linear matrix inequalities based sufficient conditions for
the robust stability of linear systems in polytopic domains. The conditions are
the quadratic stability and two recently appeared robust stability conditions ba-
sed on parameter dependent Lyapunov functions: one using extra variables and
augmented equations and the other using a larger number of equations. From
the examples, it is possible to infer about the conservativeness of the conditions
and also about the cases in which an equivalence exists. Both continuous-time
and discrete-time systems are investigated.
• “Estabilidade robusta de sistemas discretos no tempo atrave´s de desigualdades
matriciais lineares”. [14] Neste trabalho e´ feito um estudo comparativo entre
condic¸o˜es suficientes para a ana´lise de estabilidade de sistemas lineares discretos
no tempo com incertezas polito´picas formuladas em termos de desigualdades
matriciais lineares. A estabilidade robusta e´ garantida a partir da existeˆncia de
uma func¸a˜o de Lyapunov: i) independente dos paraˆmetros (estabilidade qua-
dra´tica); ii) dependente de paraˆmetros. No segundo caso, sa˜o apresentadas
e comparadas duas abordagens recentes da literatura, que obte´m a func¸a˜o de
Lyapunov dependente de paraˆmetros a partir de um teste de viabilidade de um
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conjunto de desigualdades matriciais lineares formuladas nos ve´rtices do politopo
de incertezas.
• “Uma nova condic¸a˜o LMI para estabilidade robusta de politopos de matrizes
polinomiais”. [20] Uma condic¸a˜o suficiente para a estabilidade robusta de um
politopo de matrizes polinomiais e´ proposta neste artigo. O resultado e´ base-
ado em desigualdades matriciais lineares formuladas nos ve´rtices do politopo de
incertezas que, se fact´ıveis, fornecem uma func¸a˜o de Lyapunov dependente de pa-
raˆmetro que garante a estabilidade de qualquer polinoˆmio matricial no domı´nio
de incerteza. Sa˜o analisados os casos de estabilidade a tempo cont´ınuo (semi-
plano esquerdo) e a tempo discreto (c´ırculo unita´rio). Experimentos nume´ricos
mostram que as condic¸o˜es propostas produzem resultados menos conservativos
quando comparadas a me´todos recentes da literatura.
• “H2 guaranteed cost computation by means of parameter dependent Lyapunov
functions”. [16] In this paper, a linear matrix inequality approach to compute H2
guaranteed costs by means of parameter dependent Lyapunov functions is pro-
posed. The uncertain linear systems are supposed to belong to convex bounded
domains (polytope type uncertainty). Both continuous-time and discrete-time
systems are investigated and the results are illustrated by means of numerical
examples.
• “H∞ guaranteed cost computation by means of parameter dependent Lyapunov
functions”. [17] A linear matrix inequality approach to compute H∞ guaranteed
costs by means of parameter dependent Lyapunov functions is presented in this
paper. The uncertain linear systems are supposed to belong to convex bounded
domains (polytope type uncertainty). Less conservative evaluations are obtai-
ned, in both continuous-time and discrete-time systems, as illustrated by means
of numerical examples.
• “Improved LMI conditions for D-stability of polynomial matrix polytopes”. [37]
Improved linear matrix inequality (LMI) conditions are given to test if the zeros
of all polynomial matrices belonging to a polytope lie inside a specific convex
region D in the complex plane. These conditions, formulated at the vertices of
the polytopic uncertainty domain, generalize and encompass recently appeared
results.
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