0», a)
/*» = I tndW), n = 0,1,2, ■■■ , J a where the integrals converge absolutely. Any such function d>(t) is called a solution of the moment problem (p., a) or simply a solution of (ß, a). Boas [l]2 first pointed out that for an arbitrary sequence {pn} there exist infinitely many solutions of (p, 0); in fact, he showed that any such sequence can be decomposed in infinitely many ways into the difference of two (Stieltjes) sequences {XB} and {vn} where both (X, 0) and (v, 0) have nondecreasing solutions. In this theorem the choice of X0 and va is subject only to the conditions Xo > 0, vo > 0, Ao -vo = MoFor arbitrary e>0 we can choose \o=po+e/2, v0 = e/2, or X0 = e/2, Vo = -po+e/2, according as pozíO or p0<0, and it follows that there exists a solution (¡>(t) of (p, 0) having total variation less than \p0\ +e.
If d>(t) is a solution of (X, 0), X"= ]Co"(-lYCn.iß'p», a arbitrary, such that the total variation of \¡/(t) is less than |X0| +e, then <p(t) =\[/(t -a) is a solution of (p, a) with total variation less than \po\ +e. The proof of the following theorem is now easy. Theorem 1.1. Let d/(t)be a solution of (X, -°o) and {pn} be a sequence with po = Xo-Then for arbitrary a and e>0 there exists a <j>(t) satisfying /a p ta t»dt(t) + ) <"<*(*(/) + 0(<)),
-oo J a d<b(t) I < É. / Pólya [2] has shown that there are infinitely many entire transcendental solutions of (p, -00 ) and [3 ] that there are infinitely many step function solutions with discontinuities restricted to an arbitrarily preassigned set of points with no finite limit points. In §2, using the method of Pólya, we show that there exists an entire transcendental solution of (p, 0) with total variation on the whole real axis arbitrarily near |Mo|, and in §3, using Pólya's method, we do the same for the step functions. In §4 we give a method for constructing such a step function with discontinuities restricted to the points a, a2, a*, • ■ ■ ; a^2. We remark that this lemma is the same as Pólya's [2] except for the interval of integration in (2.1). He uses e~? as the basis for the construction of the function of his theorem. We now prove the lemma. For fixed real Xy^O, 1 define (-1)"2X d»
Then \f(z)\ <M< «., |«| £1, It is readily verified that any <p(t) for which <£'(i) = Ylô «?»(0 satisfies the conditions of the theorem.
3.
Step function solutions. Here we neglect p0. This is no loss, since a solution for the sequence po, Pi, Pi, • • • becomes a solution for the sequence p¿, pi, pi, • • ■ by the addition at the origin of a discontinuity with saltus (pó -po). The following lemma will be used in the proof of the theorem. It is readily verified that the numbers uq+x, «a+2, •••,«,' so determined satisfy conditions (3.7), (3.8), and (3.9).
We turn to the proof of the theorem and consider first the necessity of condition (3.3) for condition (3.6). If lim supi<M|au[ < oo the sequence {| au| } has an upper bound B. The sequence {/«<} is arbitrary and, for piJ&O, there exists an n for which | 2^,1 ßi*«*_Pi\.< \pi\ /2.
Then J^t-i |M*I >|/*i|/2S and condition (3.6) cannot be satisfied.
To complete the proof of the theorem we note that condition (3.3) implies the existence of an index qi for which |aiei| >2|/*i|/e. These conditions hold for all n, and this completes the proof of the theorem.
We now prove a theorem to be used in §4. Hence the sums diverge for n^m+2, contradicting the hypothesis. For the example «< = ( -1) '/«'(log t')3/2, 2>, = log i, the sums converge conditionally, although ^"-i lM«l converges.
4. An example. For (p., 0), jtto = 0, and for arbitrary e>0, a^2, we here construct a step function solution <p(t) whose discontinuities are all at the points a, a2, a3, • • • , and whose total variation is less than e.
Consider, for any fixed integer r, the infinite system . .. (d<-i-1)(a-1) .
These equations give the solution of the system (4.1) for a^l. Using the fact that the fraction in the coefficient of S¡ in (4.6) reduces to a polynomial of degree (j -l)(l-l) with the sum of its coefficients Cj-i,i-i, we can establish the inequality
This, with (4.5), shows that the sums in (4.4) converge absolutely for |a| >1. We have, for any r, using (4.2) and (4.3), absolutely.
