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Introduction
Optimal control problems, constrained by a state equation in the form of a partial differential equation (PDE) arise in many applications, where one wants to steer the modelled process in order to have a solution close to some given target (desired) function, see for example [1] . The process is steered by a control function, normally the source function to the differential equation.
Such optimal control problems lead to matrices in a special form,
with square blocks. Here a and b are scalars with the same sign. It has been shown ( [2, 3, 4, 5] ) that for A a particularly efficient preconditioner can be constructed, namely,
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Here the matrices H i = A + √ abB i , i = 1, 2 are assumed to be nonsingular. Besides one matrix-vector multiplication and four vector updates, the action of P −1 F requires only a single solution of a system with H 1 and H 2 . In Section 3 we show this in a simplified way, without use of the explicit form of the inverse of P −1 F . In the earlier publication [5] we have considered the preconditioner, applied for Stokes-type control problems with a stationary state equation. In some applications a more general problem, with a time-harmonic desired state, arise. Such problems have been considered in e.g. [6, 7] , see also the references therein. In the present paper we deal mainly with a Stokes time-harmonic problem as the state equation. We present an efficient and fully robust preconditioner that involves just two solutions of a regularized Stokes problem and that leads to a spectrum of the preconditioned matrix clustered around the unit value, with a condition number bounded by 2.
This holds uniformly with respect to all parameters involved, namely, the meshsize (h) in the discretization mesh, the frequency (ω) of the harmonic wave and the control parameter (β). This result generalizes previous results for optimal control problems, constrained by stationary PDEs, see e.g. [8, 9, 10, 11, 4, 5] , to problems involving time-harmonic control functions and improves the results in [6] .
The remainder of the paper is composed as follows. In Section 2 we present the type of optimal control problems and their discretized versions, dealt with in this paper. Thereby, as an introduction to time-harmonic Stokes control, we derive first the condition number of the preconditioner, applied to a parabolic problem. We first present the simplified derivation of the action of the preconditioner. We then apply it for the Stokes optimal control problem and derive the corresponding spectral condition number. This is followed by a simplified derivation of another robust preconditioner that has appeared earlier, as well as a short summary of some other preconditioners, used for time periodic optimal control problems. The general form of the preconditioner we aim at and its efficient implementation are recalled in Section 3 with a simplified derivation. Some important computational and implementation issues are presented in Section 4. We illustrate the numerical behaviour of the time-harmonic Stokes control preconditioner in Section 5 and give some concluding remarks.
Optimal control problems with a time-harmonic desired state
Following [6] , consider first the optimal control problem of finding the state u(x, t) and the control f (x, t) that minimize the functional
Here Γ is the boundary of Ω and u d is the desired state.
The target function is time-harmonic, u d (x, t) = u d (x)e i ω t with period ω = 2π k/T for some positive integer k ∈ Z. Then the solution and the control are also time-harmonic, u(x, t) = u(x)e i ω t and f (x, t) = f (x)e i ω t . Hence, u(x), f (x) are time-independent solutions of the following optimal control problem,
Here β is a positive regularization parameter. In the sequel we assume that u(x) and u d (x) are real-valued but the control f (x) must be complex-valued,
Remark 1. If also the function and its target have complex-valued coefficients then, as shown in [12] , one can separate the real and imaginary parts of the equation, that leads to two systems of the form (4), one for the real and one for the complex part of the solution.
Using an appropriate finite element subspace V h for both u and f and introducing the corresponding, complex-valued, Lagrange multiplier λ, the Lagrangian functional (L) for the discretized constrained optimization problem is given by
Here M is the mass matrix, corresponding to the L 2 -inner product in V h , K is the negative discrete Laplacian and * denotes conjugate transpose.
The first order necessary conditions, ∇L(u, f, λ) = 0, which are also sufficient for the existence of the solution, lead to the system
Using the relation λ = βf we obtain the reduced system
Here u is real-valued whereas f contains an imaginary part, i.e., f = f 0 + if 1 . Thus, from the imaginary parts of (5) we have:
By (6),
Finally, the real part of the reduced system (5) takes the form
where β = β 1+βω 2 . The matrix A in system (7) has the form, discussed, e.g., in [4] and in the introduction, and can therefore be efficiently preconditioned by
The inverse of P F exists and involves only two matrix inverses, (M + βK) −1 . The theory, derived in [2, 3, 4, 5] shows that all eigenvalues of the preconditioned matrix P −1 F A are real and positive, and also belong to the interval [0.5, 1]. In particular, to see the influence of β on the spectrum, we briefly repeat the analysis. Consider the generalized eigenvalue problem
Since the matrix A is nonsingular, here µ = 0. It shows that µ = 1 for the vector [v, w] , where v = 0 and w = 0 and
Further, for µ = 1 it holds M v = βKw, w = 0 and after substituting this relation, we obtain
That is,
Further, by the Cauchy-Schwarz inequality it follows that
It is seen from (9) and the relation between β and β that the eigenvalues cluster at µ = 1 for small values of β and even further for large values of ω 2 . Therefore, the convergence of the preconditioned iteration method can be expected to be rapid.
As systems with the matrices M + βK are to be solved by inner iterations with variable accuracy, preferably, the preconditioner should be coupled with an iterative method that incorporates variable preconditioner, such as GCG ( [13] ) or FGMRES ( [14] ). Alternatively, one can use a fixed number of Uzawa steps in which case no flexible outer solver is needed. This requires, however, a good choice of the number of such steps, which must be found by trial and error. The numerical tests show that fewer iterations are needed for the flexible version of the outer solver.
Remark 2. How to solve systems with a matrix of the form M −σK K M has been studied in earlier works, see, for instance [3] and the references therein. One method that proves to be very efficient for this type of matrices is the preconditioned modified Hermitian-skew-Hermitian splitting (PMHSS), applied also to solve a Poisson harmonic control problem in [15] . A comparison of the performance of PMHSS, although in a slightly different formulation, with the preconditioner P F has been done in [3] . Since the present paper deals mainly with Stokes control and the preconditioner (8) is presented only as a motivation for the Stokes-type preconditioner presented in the sequel, we do not include comparisons with PMHSS here.
Consider now the corresponding optimal control problem with a state equation of Stokes type,
where f is the vectorial control function (for the velocity and the pressure component) and let g(x, t) and q(x, t) be Lagrangian multipliers.
The Lagrangian functional becomes
As above, u d and u are assumed to be time-harmonic, i.e., u(
From ∇ L(u, p, f, g, q) = 0, after a suitable discretization, there arise five necessary conditions, written in the matrix form (11), see [6] ,
where M , K and D are the mass matrix, the discrete negative Laplacian and the discrete divergence matrix, correspondingly. By use of the relation M g = βM f we eliminate g and reduce to four equations which, together with some sign changes, take the form
where q = q/β. Here u, p and q are real-valued but f is complex-valued. With f = f 0 + if 1 , by putting together the imaginary parts in the first and the third equations in (12), we see that βKf 1 = βωM f 0 and ωM u = M f 1 . Thus, f 1 = ωu and Ku = M f 0 . Hence, the matrix equation (12) takes the form
with β = β/(1 + βω 2 ).
In this way we obtain a block system of the type A −cB B A and, following the idea of the method in the introduction, choose a preconditioner of the form
Let denote the matrix in (13) by A. An observation reveals that we can transform A into a spectrally equivalent matrixÃ with the help of a diagonal matrix D, namely, we let A = DAD −1 , where D = blockdiag(I, I, β, β I). After scaling, the transformed system reads
(15) Numerical experiments show that solutions with the matrix A require less iterations than that with the matrix A.
Spectral properties of the preconditioned matrix for Stokes-type optimal control problems
We analyse now the preconditioner in Section 2 in the framework of Stokes control problems (cf. [5] ) and amend it for the time-harmonic case. We compare it with a preconditioner as presented in [6] , for which we also simplify the analysis.
As first we present a simplified derivation of the implementation of the preconditioner P .
A simplified version of the preconditioner P F
An easy computation shows namely that P F in (2) can be factorized as
This means that a system
can be solved as
where
The algorithm to compute x 1 and x 2 becomes as follows.
Algorithm 1 Solving the transformed
For a comparison, we include below the algorithm, based on the inverse of P F in (3), used in [4, 5] and in some earlier papers by the present authors.
Algorithm 2 Solving the factorized
Note that the major difference between the algorithms is that in Algorithm 1 we perform a matrix-vector multiplication with B 1 , while in Algorithm 2 we multiply by A. Also, with Algorithm 1 we need only one additional vector, compared with two for Algorithm 2.
The block matrix preconditioner applied to a Stokes optimal control problem
The arising matrix has the form (13). We analyse it below in a slightly more general form, replacing K by F , scaling and incorporating the coefficient β in the matrix blocks, as
indicating that the results hold also when F = F T . It is preconditioned by a preconditioner, P F S , formed from the matrix in (17) , to which we add
to the lower (2, 2) diagonal block, namely
As we have shown in [5] and also follows from Section 3.1, an application of the preconditioner P For completeness, we include a brief account for the analysis of the spectrum of the preconditioned matrix P −1 F S A, where A is as in (17) . The following result holds true. Theorem 1. Consider the generalized eigenvalue problem λP F S v = Av, where A and P F S are defined in (17) and (18), correspondingly, Assume that M and F + F T are symmetric and positive definite and D has full rank. Then all eigenvalues λ are real and positive and
A detailed proof can be found in [5] .
3.
3. An alternative preconditioner for the time-harmonic optimal control problem for Stokes equation In [6] , as a part of a more general analysis of saddle point matrices and related preconditioning techniques, a block-diagonal preconditioner is presented for the complex-valued matrix arising from the time-harmonic parabolic problem. As we compare our preconditioner to the preconditioner, derived in [6] , for completeness we briefly describe their approach. Consider the system, arising from the first order necessary conditions in a compressed form and, compared to the system in (12), scaled and permuted as
and denote the matrix by M, where
, and C = 0. Here, A, B and C are generic names for the matrix blocks of M and A and B are complex. In [6] , the following block-diagonal preconditioner for M is analysed, based on nonstandard norm techniques,
Clearly, P and S are real and symmetric positive definite. The analysis in [6] shows that the spectrum of P We present here a simplified analysis of the preconditioner P, used to approximate the block A in M. We recall that both F and M are symmetric positive definite. Consider the matrix
We scale first A o by multiplication from both sides by
For A, a block-diagonal preconditioner is applied,
resulting in the preconditioned matrix
Theorem 2. Let G be defined by (20) . Then the eigenvalues of G 2 satisfy
where α = (1 + βω 2 )/(1 + βω 2 + 2 √ βω), i.e., 1 2 ≤ α ≤ 1. Hence, for the condition number of G 2 there holds
Proof. Since 0 < M ≤ I, it follows that the eigenvalues of G 2 satisfy
where µ is an eigenvalue of M . The minimal value of λ is taken for µ = 1 1+α , namely,
This shows that
and the condition number of G 2 is bounded by 1+α α ≤ 3. A minimal residual method to solve a system with A, preconditioned by P will, hence, require twice the number of iterations for a CG-like method to solve a system with the matrix G 2 . The above is a simplification and clarification of the corresponding analysis in [6] .
Some other preconditioners for time-periodic problems
For completeness, we include a short summary of some other already published methods, although those do not consider optimal control problems with a Stokes equation, but only a parabolic equation as state equation.
In [16] , the solution method for the time-periodic heat equation uses backward Euler method that leads to a circular one-shot matrix. This can, for instance, be solved by a FFT algorithm. Various approximations of the arising Schur complement matrix, similar to the method in [10] are also discussed. A MINRES acceleration is used.
By eliminating the state and adjoint variables in the three-by-three block matrix for the optimality conditions, in [17] a Fredholm integral equation of the second kind arises. This can be seen as an infinite dimensional extension of the corresponding Schur complement matrix. The integral equation is discretized using a space-time finite element framework and then solved with a nested multigrid method.
The solution method in [18] for a parabolic partial differential constraint equation is based on the extension of a special decomposition of the solution operator and used both for the forward state equation and the backward in time adjoint equation. The problem is solved via a Newton-Picard fixed point iteration method, namely, via a truncated expansion as preconditioning operator. Assuming sufficient smoothing properties, it suffices then to capture the dominant, lower frequency part of the spectrum in order to obtain a fast rate of convergence. Therefore, the Newton-Picard preconditioner can be implemented by use of a coarse grid approximation. Using a two-grid approach, the full discretized accuracy is obtained via a fine grid. Note, however, that for the Crank-Nicolson temporal discretization, no coarsening is used. The method seems to be quite competitive with the above two methods and simpler in terms of computational effort.
Computational complexity of the preconditioners P F and P nsn
From the theoretical derivations in Section 3.2 it follows that the preconditioners P F S and P nsn are numerically very efficient. We present now some further details regarding their computational cost and implementation. First we point out that a scalar version of the preconditioner P nsn is implemented in [6] , involving a solution of the arising complex-valued system. In the extension [7] , a decoupling into real-valued systems is done via a certain matrix transformation. In our method we use an elimination and substitution method to obtain a real-valued system.
The preconditioner P F S
As follows from Section 3, the solution of linear systems with P F S involves the solution of two saddle point systems with the matrix
In order to efficiently solve systems with H we introduce
where S is an approximation of the Schur complement S of H, S = βD(M + βK) −1 D T . Since the stiffness matrix K can be written in the form
p D, where M p is the pressure (i.e., scalar) mass matrix, we can use the relation
where K p is the scalar Laplace matrix. For details see [19] . Actually, the relation follows from
M p , which simply follows from
Hence,
p . Moreover, the preconditioner P H in (23) has been shown to possess a meshindependent convergence, cf. [20, 21] .
Solving systems with the two-by-two block matrix H Systems with H can be solved in various ways. We test here two such methods.
(i) Solve H by an (inner) FGMRES, preconditioned by P H .
(ii) Solve H using the inexact Uzawa method, cf. i.e., [22, 23] , in which case P H then acts as a splitting matrix for the iteration,
where ρ n = (x, y) T and r n are the solution and residual vectors at the n-th iteration. However, a parameter τ is introduced with S in P H to improve performance. This approach has been previously used in [8] in a similar context with τ = 3/5.
We note that the choice of the Uzawa method is done to match the setting of the numerical tests in [8] . In recent works, more efficient Uzawa-like methods have been derived, that can be used as inner solvers.
The preconditioner P nsn
Following the approach described in [7] , the complex-valued system is transformed into
and
operator ⊗ is the Kronecker product and I k ∈ R k is the identity matrix. This transformation splits the original system into
where c = c 1 + ic 2 = (T * ) −1 b and c = c 1 + ic 2 = T −1 x. Hence, one can solve two real systems, which may be done in parallel, instead of solving one single complex-valued linear system. As noted in [6] , an effective preconditioner to solve (26) is [7] , the action of the block S in S is replaced using two steps. In the first step each block S is replaced by
using [19] . In the second step the action of S is replaced by the preconditioned Richardson iteration given by 2, 3 , .... Here I is an identity matrix of proper order. Moreover, it is noted that the condition
is sufficient to guarantee that S is positive definite. Furthermore, if τ 1 > 0 and τ i > 1 then S is symmetric positive definite and S ∼ S. While replacing S with S yields a good approximation, incorporating preconditioned Richardson iteration yields further improvements. This has been confirmed by the numerical experiments in [7] .
Spectrally equivalent approximations of the involved matrix blocks
In the numerical tests in Section 5, the following approximations are used.
(i) Based on the analysis in [24] , a system with a mass matrix, whether in the velocity space or the pressure space, i.e., M y and M p , is solved by the Chebyshev semi-iteration method, terminated after 20 iterations.
(ii) All blocks of the form K p , M y + βK y , M y + √ β(K y +ωM y ), M p + βK p are replaced by one V-cycle of an Algebraic Multigrid (AMG) solver. Table 1 summarizes the computational costs for each preconditioner per iteration.
Preconditioner Operations

Pnsn
Four AMG solves and two solves with Chebyshev semi-iterations.
P F S (U zawa) Four Uzawa iterations, each requiring one solution with P H (eight AMG solves and four solves with Chebyshev semi-iterations).
P F S (F GM RES) Four FGMRES iterations, preconditioned by P H (eight AMG solves and four solves with Chebyshev semi-iterations). 
Numerical tests
We illustrate the performance of the preconditioners using the test problem from [6] , see also [25] . Problem 1. Consider the Stokes optimal control problem on the unit square. The target velocity is
As in [4, 5] we discretize the problem using the stable Taylor-Hood Q2-Q1 pair of finite element spaces, namely, the state u, the control f and the adjoint g are discretized using piece-wise quadratic (Q2) basis functions, while the pressure p and its corresponding adjoint q are discretized using piece-wise linear (Q1) basis functions. For the meshsize we choose h = 2 −r , r = 4, 5, 6, 7. The preconditioners are implemented in C++ and executed using the open source finite element library deal.ii ( [26] ) and the Algebraic Multigrid (AMG) solver from the Trilinos library ( [27] ). All experiments are performed on an Intel(R) Core(TM) i5 CPU 750 @ 2.67GHz-2.80GHz computer with 4GB RAM.
We compare the performance of P F S with that of P nsn , to match the numerical experiments from [7] . We solve the system, preconditioned by P F S with FGMRES and the system, preconditioned by P nsn with MINRES. The results are presented in Tables 2 and 3 for P F S , and in Table 4 for P nsn .
We also compare the performance of a block lower-triangular preconditioner, P BLT with that of the block-diagonal P nsn , defined in (19) . The preconditioner P BLT is of the form
, and P and S are as in P nsn . 1, respectively. Theoretically, only three and two iterations, respectively, are needed for a GMRES method to converge, provided that S is the exact negative Schur complement DP −1 D T and that we solve exactly with the diagonal blocks. However, P and S are approximations of the original matrix blocks, the matrices are, in general, not normal and when the arising systems with P and S are solved by inner iterations to some final tolerance, the eigenvalues are perturbed and more iterations are required. Numerical tests, not included here, indicate that the iterative solver, preconditioned with P BLT + converges in about twice more iterations than when preconditioned with P BLT .
For the nonsymmetric preconditioner P BLT one has to use a GMRES-type of method instead of MINRES. Normally, for accurate pivot block preconditioner, a block-triangular version converges faster that the corresponding block-diagonal one. In the present case, however, as is seen in Table 5 , it converges slower. This could be associated with the presumption that the block-diagonal matrices P and S are not accurate enough approximations of the true pivot matrix block and the exact Schur complement. The reported iteration counts in Table 5 are in line with the results in [11] .
Conclusions
The block matrix preconditioner, previously applied by the authors to Stokes optimal control problems has been shown to have the same robust behaviour when applied for time-harmonic state equations. It outperforms previously published methods, such as the method proposed in [6] .
The results show that our preconditioner converges with a number of iterations less than twice times the difference in number of iterations for a matrix with condition number 3 instead of condition number 2. In addition, the method in [6] is more complicated. It involves a block-diagonal preconditioner for the block 4×4 block matrix in (11) . The preconditioning does not show a fully parameterindependent behaviour and needs many iterations, see [6, 7] . The method is not competitive with our method that involves solving two Stokes problems per outer iteration. Since for our method the spectrum of the outer preconditioned matrix is clustered and corresponds to a condition number, bounded by 2, it needs a few outer iterations. Table 5 : Preconditioner P BLT , outer solver FGMRES; the Schur complement approximation S is approximated by two Richardson's iterations acknowledged. We also thank Ali Dorostkar for his help with finalising the numerical tests.
