Incorporating graph-based techniques in the analysis of multivariate signals is becoming a standard method to understand the interdependency of activity recorded at different sites. The new research frontier in this field includes the important problem of how to assess dynamic changes of signal activity. We present a unified framework of multivariate signals and network science through the graph-variate signal which opens up new ways to analyse such dynamics at high temporal resolution. This analysis branches off from graph signal processing by considering functions on the graph signal. We illustrate how the appropriate consideration of such functions allow for novel temporal probing of the connectivity information of multivariate signals, here referred to as temporal connectivity. Particularly, we present appropriate functions for three pertinent connectivity metrics-correlation, coherence and the phase-lag index. We also show how the framework allows the computation of classical network measures at the temporal resolution of the signal and can combine dependency and spatial information for analysis. This approach opens up promising new ways to analyse temporal information of networks which is conducive to probing research hypotheses and gathering novel insights based both on the connectivity and transient temporal dynamics of the data.
I. INTRODUCTION
Network science provides a well tried and tested framework for analysing topologies of weighted edges derived from interactions, similarity, connectivity or distances between the agents, recordings or information received at different points of a given space [1] , [2] . An interesting case arises when graphs are constructed for the analysis of multivariate signals, where there is activity associated to individual nodes of the graph. Notably, the new theory of Graph Signal Processing (GSP) [3] , [4] outlines a promising approach to tackle such scenarios. In this setting, a signal, whose samples occur at graph nodes, is processed over the graph topology. However, it is evident that GSP can be regarded as operating within the framework of node-weighted graph theory. Following from this, we posit a mathematical framework which unifies multivariate signals and graphs in what we refer to as a graphvariate signal. This more general mathematical framework allows us to identify useful new methodologies for the graphbased analysis of multivariate signals which we call graphvariate signal analysis.
Although problems relating to node-weighted graphs are known in mathematics, e.g. [5] , they have scarcely been exploited for topological analysis of real world applications. GSP, on the other hand, is mainly concerned with the development of a cohesive signal processing theory for graph signals, analogous to classical signal processing [3] . Here, spectral graph techniques are implemented, using the Eigendecomposition of either the graph adjacency matrix [4] or its Laplacian [3] , to filter graph signals in a method called the Graph Fourier transform and has been applied in topics such as big data [6] and neuroscience [7] . Recent work on the integration of the temporal domain within the GSP framework is underway [8] , [9] , which again deals with this spectral approach. However this presents hurdles in interpretation in light of the fact that the frequencies of the graph signal emerge through graph eignevectors which relate to a still unquantified extent to the geometry of the graph edge topology. Further, the graph signal itself remains a passive component in the analysis.
Constructing a unified framework for multivariate signals and graphs, new modes of analysis become apparent. Notably, we provide techniques which implement functions on the graph signal which are then weighted by the graph topology. This provides interesting new ways to analyse multivariate signals using graphs including a new form of dynamic connectivity estimation, referred to as temporal connectivity, and network analysis conducted at the temporal resolution of the original signal using a special graph form.
The former is particularly timely and promising in light of new efforts required for estimating dynamic connectivity from multivariate signals. A large contingent of research solutions for temporal networks take the form of events occurring at edges (i.e. between two nodes) which change over time, geared towards data in which node specific activity is either not available or not meaningful [10] . Such outputs are also well suited to multi-layered network analysis [11] . For multivariate signals on the other hand, each component is directly associated with a node and often the signals are that from which the graph itself is constructed via pairwise signal correlations or dependencies. Nonetheless initial attempts have done well to exploit temporal and multi-layer networks.
In neuroscience, for example, where activity is often recorded at sensors (MEG/EEG) or voxels (fMRI) and topological dependencies estimated via time-series correlations or phase dependencies. Suitable methods for the temporal analysis of networks is an important open topic [12] , [13] . Most recent studies go the route of implementing disjoint [14] or overlapping [15] - [17] windows to construct a number of distinct chronologically separated graphs to gain a foothold on changing connectivity patterns. This approach, however, is limited by the length of the window-the less samples used Nodes i, j and k all exhibit similar behaviour in the windowed epoch. However, from the long-term activity it is clear that the correlation between i and j is more meaningful whereas correlations between i/j and k are spurious and should be disregarded. (c) Diagram illustrating the space inhabited by multivariate signals, network science, graph signal processing and graph-variate signal analysis in the unified framework. Implementation of graph-variate signal analysis revolves around node space operations in the graph space (blue).
to define the network, the less reliable is the connectivity estimate, Fig. 1(a) . On the other hand, the larger the window used the less meaningful it is at determining temporally refined connectivity estimation. Therefore obtaining reliable transient information is difficult. Instead, we propose an elegant and flexible approach via graph-variate signal analysis named 'temporal connectivity'. Of particular benefit, this temporal analysis can be conducted up to the temporal resolution of the original signal. Specifically, this implements stable graph dependencies to emphasise transient signal dynamics at the most important connections and suppress those where dependencies appear spurious, Fig 1(b) .
This theory extends the modular Dirichlet energy developed in [18] to a general approach for temporo-topological analysis of multivariate signals. Particularly this generalises to the use of various connectivity metrics and various related temporal connectivity functions. Of note, we provide reasonable solutions for frequency and phase-based connectivity in the form of coherence and phase-lag index, respectively.
Our main aims here are thus to introduce the general theoretical setting for graph-variate signal analysis (section II) and, in testing, to provide evidence for the benefits of the applications of this theory over comparable benchmark approaches. For this, we use autoregressive models, simulations of the Kuramoto model [19] (sections III & IV A) and a spheroid travelling on a 3D grid (sections III & IV B) and test the method on real applications (sections III & IV C) in analysing integration in global economics, detecting prominent changes in geological recordings and studying activated brain regions in neurophysiology.
II. GRAPH-VARIATE SIGNALS
The framework is initialised with the introduction of a graph-variate signal which includes a multivariate signal associated with the node set similarly to how graph definitions usually include the weighted adjacency matrix associated with the edge set. Through this definition, one unifies the node and edge spaces in which multivariate signals and network science can be respectively framed, see Fig. 1 (c). Definition 1. We define the object Γ = (V, X, E, W) as a graph-variate signal where V is the set of vertices with |V| = n; X ∈ R n×p the multivariate signal indexed by V; E the set of edges with |E| = 2m; and W = {w ij } (i,j)∈E ∈ R n×n the weighted adjacency matrix corresponding to the weights of E. Then • (V, X) is the node space composed of a matrix X whose first dimension is indexed by the node set V. • (E, W) is the edge space composed of a weighted matrix W indexed by the edge set E. • Γ constitutes the graph space of the combined node and edge spaces where vertices and edges joining those vertices are determined by the node labels {1, . . . , n}.
The node space, being that which contains the activity at the nodes, contains the standard analysis of multivariate signals. Indeed, this is formalised by a general node function, F V , defined on the node space (V, X) as
Useful examples of such functions where n = m include permutations and thresholds. For n = m and p = q, F V can be a spectral filtering function. The edge space, on the other hand, is where one finds the standard analysis of networks. A function F E on the edge space (E, W) is defined on the edge weights as
Thresholds and permutations can be considered of such functions when n = m = l. Global network indices, such as transitivity or characteristic path length, take the form F E with m = l = 1 and local network indices, such as the local clustering coefficient or betweenness centrality, can be regarded as functions with m = n and l = 1.
In the rest of this article we are concerned with how node and edge spaces can be combined to produce meaningful analyses for the graph-based analysis of multivariate signals. Now, important considerations of such operations pertain to how edge space operations can act on the node space and, reciprocally, how node space operations can act on the edge space. In the usual graph sense it is required that these operations preserve the inner dimensions whose size is the same as the node set, n, before acting on their reciprocal space. For clarity, the following definition will be useful.
Definition 2.
• An edge dimension preserving function, F E , maps the adjacency matrix, W ∈ R n×n , to a new matrixW ∈ R n×n .
• A node dimension preserving function,F V , maps the multivariate signal, X ∈ R n×p , to a new signalX ∈ R n×p .
1) Edge-dependent operations acting on the node space: Since the inner-dimensions of the edge space and node space agree, the output of any edge-dimension preserving function together with the usual matrix multiplication, ·, provide useful operations which act on the node space, (V,X):
We thus realise thatF E (W)· is in fact a node dimension preserving function. Some of the simplest examples include the weighted adjacency matrix, W, and the graph Laplacian, L. Indeed, this property is exploited to formulate most aspects of GSP and the following proposition, proved in Appendix I, becomes evident:
The graph fourier transform and graph filters are formulated via edge-dependent operations acting on the node space.
2) Node-dependent operations acting on the edge space: From here on we consider new concepts for the graph-based analysis of multivariate signals. Because the edge space is composed of pairs of elements in the node space, when applying node space operations to the adjacency matrix it is most sensible to impose that the elements acting on the weight w ij be bivariate functions of the signal at nodes i and j. In this manner, we define graph-variate signal analysis. To compute graph-variate signal analysis we can formulate a tensor, J ∈ R n×n×p , which is the output of a node space function defined as
for some node space function F V .
To encode the graph-variability, the adjacency matrix W is acted on using the mode-k Hadamard product with the p unfolded n × n matrices contained in J. That is, letting J (t) denote the tth n × n matrix of J,
Another useful operation to consider when studying the relationships between edge and node space operations is detailed in Appendix II.
III. METHODS
Here we consider two pertinent methodologies which can be undertaken with graph-variate signal analysis. Firstly, in the interesting instance in which the graph weights encode pairwise dependencies which have been estimated using the multivariate signal itself, we show how the graph-variate form provides a high temporal resolution analysis of dynamic connectivity. Secondly, realising that (5) can be seen as a timelayered network in t, we note that we can employ the full range of network science methodologies to this form.
A. Temporal connectivity
The following makes use of the instantaneous amplitude and phase components of the analytic representation of the univariate signals x i , of X, x a i (t) = s a i (t)e jφi (t). A function of connectivity of pairwise channels, {x i , x j }, in X can be expressed as
and H V (X) = C ∈ R n×n such that
If the function is symmetric, then the matrix W is regarded as the weighted adjacency matrix of an undirected graph. Otherwise the graph is directed. We focus only on the undirected case in this article, however directed graphs may also be considered. We define temporal connectivity as a graph-variate signal analysis with a suitably chosen node space function (4) weighted by a connectivity matrix, C, derived from the signal. This takes the form
By an appropriate choice of F V this can reveal information of the significance of specific points in time of the connectivity over which the adjacency matrix is constructed. From another perspective, the connectivity matrix acts as a filter for extracting useful information from the node space function, F V -strong connectivity implies those vertices are sharing or communicating important information consistently, thus these connections amplify the function at those vertices, whereas weak connectivity implies the opposite and suppresses the function at those vertices [18] . The outline of temporal connectivity is very flexible, but this also means that in its application it requires a carefully considered formulation, as we undertake here, to avoid data-dredging. A particularly useful analysis for exploring the temporal connectivity associated with a particular node is the node temporal connectivity
We will use this a number of times in our experiments. The operator which extracts the vector of node temporal connectivities is defined in Appendix II where we present its similarities and differences with matrix multiplication for edge space operations with the signal.
Here we present node functions for three pertinent examples of connectivity matrices-correlation, coherence and phase-lag index.
1) Correlation:
Taking the connectivity estimate as the correlation coefficient we have
wherex i is the mean of the values over time of the node i. In the preliminary formulation, Smith et al. [18] presented temporal connectivity as:
wherex i (t) is the normalised signal over the node space, i.e.
is the mean over vertices of the signal at time t. Notably, the entries of the matrix may be negative which is an important principle, as noted in [18] , for maintaining the anti-correlative information. Differences in amplitudes at time t reflect the amplitude dependent correlation coefficient (10) . Agreeing terms abide in small instantaneous differences with positive correlation and large instantaneous differences with negative correlation.
It is clear, however, that one would also be wise to consider a function deriving more directly from (10):
where the node space function here can understand as a measure of instantaneous correlation at the time point t.
2) Coherence: The coherence of two channels is a function of frequency, ω, and can be interpreted as a correlation of signal component at ω of the channels. For a chosen frequency band we thus have
where P xixj is the cross-spectral density function of x i and x j and P xixi and P xj xj the respective power spectral density functions [20] . Analagously with correlation, after badpassing the signal in the frequency band of interest, we proceed with the squared difference of instantaneous amplitudes to compute temporal connectivity for coherence:
Coherence cannot be negative, thus it is a more straightforward case than correlation-high coherence and large differences in the instantaneous amplitudes can be taken generally as a contrast of information; whereas a small difference in amplitudes implies agreement of information. Thus large temporal connectivity implies some notable epoch of interest in the given time window with the underlying long-term connectivity.
3) Phase-lag index: The Phase-Lag Index (PLI) [21] measures the consistent phase differences between channels, indicating lead/lag dependencies. As a connectivity measure, we write
i.e. the magnitude of the average over time of the signed values of differences of the instantaneous phases of the signals.
Depending on the application, F V for phase-based connectivity indexes could be the sign of the phase difference of the signals, giving
or simply the phase difference
Because of the negative symmetry of these functions, the global temporal connectivity of the system at time t is
However, summing over a subset of these elements, for example, only over those edges relating to a given node or subset of nodes, would reveal the strength and general nature of the node(s) to lead (positive) or lag (negative) in the network at the given epoch. In experiments we will apply these temporal connectivity functions to several simulated and real datasets to provide document of their usefulness.
B. Graph-variate network science
Here we simply note that (5) can be interpreted as the weights of an adjacency matrix, ∆ (t) = W • J (t) , and thus the tensor ∆ ∈ R n×n×p is a multi-layer network of temporally related graphs. We can then explore topological characteristics of a graph-variate signal at every sample. In classical network science, there are many methods proposed to analyse the topology of a graph by applying operations in the edge space, that is, on the edge weight matrix, W. Such methods provide important insights and classifications of the interdependent relationships of the underlying objects [1] . We will demonstrate a simple example of this utilising a basic local clustering coefficient, C loc , of node i at time t, defined for the graph-variate signal as
Since network analysis is a well established, wide and varied field, we stick to a very basic example here and hope that the generalisability of the theory laid out allows the reader to easily go further in the required direction. Implementing these methods at the temporal resolution of a signal could, for example, provide insights into rapid fluctuations in the topological relationships of the signals or, as we will focus on in section IV.B, could be used to develop techniques based jointly on pairwise signal dependencies and their spatial distances. Pertinently, this can extend work done on uniting structure and function of the brain as in [22] .
IV. EXPERIMENTS
We now demonstrate these methods in simulations and real data sets. The three simulations are ordered by increasing complexity. A toy autoregressive model is implemented to illustrate the basic motivation and idea of graph-variate signal analysis. To test the effectiveness of temporal network clustering coefficient metric (20) , we devise a simple regime to detect a spheroid travelling over a 3D grid. A Kuramoto model [19] is used as a simulation to assess the usefulness of temporal connectivity over a layered-graph approach. We then apply our techniques to real high complexity datasets of international trade, geophysical well logs and EEG brain functional connectivity to provide evidence of the benefits delivered by a graph-variate analysis approach.
A. Autoregressive model
We generate 5 realisations, 1 × p vectors {z i } 5 i=1 , of length 1000 of a stationary autoregressive process with governing equation
where ∼ N (0, 0.1) and consider the multivariate signal
so that all x i are the average of two realisations of (21); x 1 and x 2 are correlated via the information in z 2 ; and x 3 is independent of x 1 and x 2 . Fig. 2 .A shows the computation of instantaneous correlation coefficients and corresponding node temporal connectivity computed using correlation coefficient (13) over the entire signal. The corresponding graph weights are w 12 = 0.6934, w 13 = −0.0576, w 23 = 0.0943. Node temporal connectivity (bottom) is computed over 5 samples in non-overlapping windows. The corresponding short-term graph weights computed over 5 samples and the unweighted instantaneous correlation are shown in the 2nd and 3rd plots, respectively. Unsubstantiated dependencies are produced using the short-term graph weight and instantaneous correlation methods where often the three components are roughly equivalent. Temporal connectivity, on the other hand suppresses the uncorrelated data using the long-term connectivity estimates and the prevailing information comes forth from the truly correlated data relating to edge (1, 2).
B. Spheroid travelling on a grid
We construct a 10 × 10 × 10 grid in Euclidean space where each point corresponds to a univariate signal. A weighted connectivity graph is formed from the inverse distance, computed as w ij = exp(−d 2 ij /4), between the intersecting points in the grid and amplitudes are distributed normally at random to the vertices as N (0, 0.1). At time t, the amplitude at node i is increased arbitrarily by an amount, s, and amplitudes at those vertices one unit away from i are increased by 3 4 s. At time t + 1, again amplitudes are assigned normally at random but one of the vertices assigned 3 4 s increased amplitude at time t is now randomly selected for an s amplitude increase and its closest neighbours are now assigned 3 4 s. We can liken this to a spheroid travelling randomly across a grainy image. This process continues for 1000 time steps for values of s ranging from 0.1 in steps of 0.1 up to 0.9. We now consider the appropriate node space function to use in this scenario. Considering that higher amplitudes close together should produce high values, we choose to implement graphvariate signal analysis, ∆, using a node space function which takes the average of each signal pair so that:
We then calculate the weighted clustering coefficient, C loc , at each node at each point in time. The task is then to detect the movement of the spheroid. We compare with simply choosing the node with highest amplitude and also by implementing graph filtering approaches based on the graph adjacency matrix [4] and the graph Laplacian [3] . That is, at time t, we select the highest value of the vectors W · X(t), L · X(t) and also the cubed versions W 3 · X(t), L 3 · X(t) to compare a simple temporal connectivity approach with some similarly basic GSP approaches. To increase comparability and the pursuit of a simple example, these approaches are chosen to be free from parameters and more complicated methodologies such as using iterative denoising. We take the largest C loc (20) as the measure to detect the central point of the spheroid at each point in time and compare with just taking the highest amplitude value of the signal and the highest value of the filtered signals W·X(t), L·X(t), W 3 · X(t) and L 3 · X(t), see Fig.3 . Notable, C loc obtains the most correct guesses in every instance. Furthermore, none of the GSP versions perform better than the naive highest amplitude approach when s ≥ 0.2. Since W and L fair better than their cubic versions, we know that the improvement noted by the clustering coefficient method is not down to the cube of the graph distance information resulting from (20) .
An example of how the proposed method is able to correctly identify a spheroid centre which has been incorrectly identified using the highest amplitude is shown in Fig. 4 . In this example, the increased amplitude of 3/4s given to one of the nearest vertices, 452, provides a larger overall amplitude to the s given to the central node. By using the graph-variate method, however, this error due to noise is corrected since most of the nearest vertices to 452 have a very small comparative amplitude to those of the true centre at 462. We performed t-tests on the populations of distance to the real central node provided by the highest amplitude approach and the signal clustering approach. All comparisons showed greater accuracy in the latter approach with p < 1 × 10 −25 except for the s = 0.1 case for which the p-value was 3.57 × 10 −4 .
To explain what goes wrong in such a simple example in the GSP approaches, we can take a closer look at the formulations involved. The adjacency matrix approach takes the filtered signal at node i as the weighted sum of the signal at all other nodes. If we are looking for the expected maximum amplitude, then, it will be the weighted sum of all other amplitudes thus ignore the actual likely largest point-itself-whereas the neighbours will obtain a strong component from the expected largest amplitude and thus increase their probabilities of being wrongly selected. For the single Laplacian graph, the output is the weighted sum of differences of amplitude between the relevant node and its neighbours. Now, considering the fact that the nodes closest to the central point receive 3/4 of the additional amplitude given to the central node, the difference between the central point and its neighbours is bound to be relatively small whereas these are the largest weightings. On the other hand the neighbouring points have less strong neighbours and thus are actually more likely to obtain the highest value as noticed in the results. Of course, we note that this may be a very specific instance, there are undoubtedly other scenarios where the Laplacian/adjacency filter approach would fair much better. This highlights the necessity for the appropriate consideration of analysis for the problem at hand which can be assessed within the graph-variate framework.
C. Kuramoto Model
We use Kuramoto models [19] to generate six-channel multivariate signals with determined coupling using similar parameters as in [23] . Full details of the set up of the model we use can be found in Appendix III. The Kuramoto model is a system of coupled oscillators where each oscillator has its own natural frequency but is drawn to synchronisation with the oscillators to which it is coupled as per the governing equations (30) . Notably, it is gaining more and more traction as a simulator of brain functional connectivity [24] , [25] . Here we use the simplest model in which each oscillator is coupled to all others and thus the whole system is drawn to synchronisation to a degree determined by the coupling strength, K. In this set-up, derivation of the critical coupling strength, K c , is known (33) , which parametrises a metastable state occurring between incoherent and coherent synchronisation states [19] . We wish to see if we can detect predictable differences of these different states from dynamic connectivity estimation. We thus generate models initially determined by K c which bifurcates at time t a into two separate but related signals of increased and decreased coupling, i.e. K < K c and K > K c , for time τ before reconvening to coupling strength K c at time t b .
Epochs of differing coupling strength, τ = [t a , t b ], of lengths 30, 75, 150, 300 and 600 are considered to account for relevance of window size. To see if differences caused by this coupling change are lasting on the signals, we also study the two following epochs of equal length, i.e.
, once the contrasting models have returned to the critical coupling strength.
We undergo 100 tests where, for each test, 50 model realisations of this dichotomy (K < K c and K > K c ) are generated and consistent differences between increased and decreased coupling across these realisations are assessed statistically from dynamic connectivity measures using paired t-tests (K < K c vs. K > K c ). Analysis of dynamic connectivity undertaken considers disjoint windows of length T = 30, 75, 150, 300, 600 making up τ for each case that T ≤ τ (a total of (5+5 2 )/2 = 15 combinations). A difference is then considered to be discovered for case (T, τ ) if the analysis of at least one disjoint window returns a p-value less than α = 0.05.
Temporal connectivity is assessed against a comparable time-layered graph approach. For the test (T, τ ) the layers of the graph are computed from disjoint windows of length T and temporal connectivity is computed where, in (8), F V sums over disjoint windows of length T , and c ij is computed from the whole epoch, τ . Thus the comparison is underpinned by T .
The generated Kuramoto models are downsampled by a factor of 25. We bandpass the signals with an order 30 FIR filter between 1/30 and 1/3 samples per unit, based on trial and error suitability for the generated signals. The time, t a , at which coupling changes is set at 3000 and we study this for instances in which this change lasts for each τ , as defined above.
We look at the correlation coefficient with both squared difference (11) and instantaneous correlation (13); coherence with instantaneous amplitude difference (15) and PLI with weighted unsigned instantaneous phase difference (17) (unsigned is chosen to avoid redundancy for global measurements). We do paired t-tests on the values:
for each epoch t separately. The number of trials per epoch in which the t-tests showed significant values is shown in a colour chart (dark blue to bright yellow) in Fig. 5 . For reference, the rate of false positives from random chance is shown in Fig. 6 . It is clear that the unsigned temporal connectivity approach with PLI is not effective in this instance. The fact that signed weights are always zero for global results (17) means we are unable to test them in this example. However, we shall test their effectiveness in the analysis of larger EEG networks (section IV.E) where we can identify useful subsets of nodes from which modular results are obtained. We note that coherence was unable to be computed for windows of size 30 (12 samples) because the number of frequency points analysed must be less than the number of samples, whereas using temporal connectivity there is no problem with analysis of such small windows. Otherwise, comparing correlation and coherence it appears that the temporal connectivity approach is more effective than the time-layered graph approach, notice the consistently brighter yellow pixels.
To confirm this statistically, we vectorise the results for each τ and t ≤ τ . Table I provides information for the mean of the differences of these vectors for correlation and coherence, i.e. the difference between mean of differences found for temporal connectivity and the time-layered graph. We also perform paired t-tests on these vectors to show the statistical significance of the mean difference. Also shown in this table are the results for the difference between instantaneous correlation and squared difference for the temporal connectivity with correlation graphs. The squared difference results are thus not presented in Fig. 5 as it is clear that instantaneous correlation performs much better (Table I first row) . The third and fourth rows show that temporal connectivity outperforms the graph layered approach. When considering only the results for T = τ , the mean differences are 7 (TC corr > W corr) and 20.5 (TC coh > W coh), showing that bias simply due to using larger windows for graph construction in the temporal connectivity approach does not explain performance. The second row dictates that the coherence method slightly betters correlation, which is sensible from the frequency-based formulation of the simulations.
Notably, the effect of reverting back to the critical coupling strength strongly decreases the number differences found (Fig.  5, 2nd and 3rd rows) and appears only slightly higher than would be expected from random chance. This confirms that it is specifically the change in coupling strength and not just disruptive effects from changes induced in the signal which provides the differences found in epoch τ . On the other hand, the fact that results in τ 2 and τ 3 are still notably larger than random chance (Fig. 6 ) may allude to some lasting changes on synchronisation stability after the reversion back to K c . D. Graph-variate signal analysis for interpreting and exploration of data 1) International goods and trades: The quarterly goods and trades of the countries of the world was gathered from the International Financial Statistics of the International Monetary Fund [26] . We use the data of the first 21 months beginning from January 2014 since this period allows for a good balance between the number of countries included and robustness of connectivity estimation, given that countries which have any missing entries over the chosen period are excluded. We assume that correlation of economic activity is indicative of the level of economic integration between two nations. Indeed, evidence from the data supports this. Take Europe, a major player in globalisation and home to the largest single market in the world, as a pertinent example: the average correlation of any country with all others is 0.4541 (0.2586/0.5090) (median (25th/75th percentile)), whereas that of European single market countries with the world is 0.5020 (0.4656/0.5259) and that of single market countries with other single market countries is 0.7492 (0.6793/0.7735). Using a temporal connectivity approach here, we hypothesise that by adjusting zero-averaged economic output (11) via pairwise correlations of the data, as in [18] , to control relative amplitudes, we can explore how a greater degree of economic integration with the global system promotes the nations economy. Roughly speaking, we weight the trades and goods by how easy it is for those countries to trade with each other. We thus implement the average node temporal connectivity over time Fig. 7 shows the sum of the time series (top) and average temporal connectivity 25 (bottom) for each country. We highlight some well known economies. Of all these economies, Germany and USA show much greater temporal connectivity in the adjusted version, whereas all the other highlighted economies appear to shrink, gravitating towards the median. Most remarkably is the case of China, which shows a marked shrinking in comparison with the original time-series. This appears to reflect the historical relative lack of economic integration of China with the rest of the world and thus suggests that the decision of modern day China to establish better trading routes and deals will aid their prosperity [27] , [28] . Other expectedly large economies, eg. UK, Russia, India and Mexico, fail to distinguish themselves from the rest of the world in the adjusted values. There are likely other factors at play here with which an in depth look, out of the scope of this paper, would be of interest. It could, for example, be hypothesised that China's lack of correlations reflect rapid growth compared to the rest of the world or, in the case of the UK for example, poor results in goods and trades could simply be a reflection of its focus on financial services.
2) Gammay ray radiation from well logs: Signals of gamma ray radiation measured in API corrected gamma counts across several kilometers (one sample per metre) underground were acquired from well logs in the Kansas Geological survey [29] . Gamma ray radiation is recorded in order to detect shale (indicated by greater Gamma radiation ) and is thus useful in oil discovery [30] . As of the 24th of June, data from 23 sites were uploaded of which on was found to be a duplicate of another and one had no gamma ray data. Of the rest, the greatest number (17) overlapping in depth was found between 2-4km. Large correlation coefficients of these signals indicate similarity in the geology and thus graphvariate analysis should be able to detect substantial changes in geology over large distances in a quick and easy way. We thus compute the correlation coefficient adjacency matrices 10 and compare squared difference (11) and instantaneous correlation (13) in usefulness for the node temporal connectivity of the gamma ray signals. Fig. 8 . Seismic data from the June Kansas Geological Survey. Top shows the original gamma ray velocity taken at different points plotted against depth underground (meters). Middle shows the node temporal connectivity using correlation graphs and squared difference. Bottom shows the node temporal connectivity using correlation graphs and instantaneous correlation. Left shows the full sample. Right shows the segment between 3.2 and 3.5 km. Fig. 8 shows the results of these versions of temporal connectivity (middle and bottom, respectively) alongside the original signal (top). Immediate observation of the data shows how temporal connectivity aids manual scrutiny of the signal (left) by dramatically reducing activity particularly for instantaneous correlation, making it easy to spot some immediate epochs and signals of interest. Looking closer at the activity between 3.2-3.5km (right), there is not much observable activity occurring in the original signal beyond some very short spikes from which not much can be inferred. On the other hand, temporal connectivity with instantaneous correlation clearly shows up very interesting sustained activity in one signal between 3.2-3.25km. The fact that this is negative also immediately suggests that this activity is coming from a signal which is more different to the others and is therefore an indicator of shale in an isolated area. There is also marked activity occurring in blue, purple and red signals between 3.375-3.4km and again, blue and purple and now yellow signals at a depth of around 3.45km. Positive and large activity here suggests that these signals are close together and thus that the related activity indicates a shale component at this depth covering the ground between these sites. Interestingly, the change between red and yellow signals indicates a close but different cover of ground in which the shale occurs at these two depths. 
E. Temporal connectivity of EEG data
We study an eyes-closed, eyes-open dataset of 129-channel EEG activity. This dataset is available online under an open database license from the Neurophysilogical Biomarker Toolbox tutorial [31] . It consists for 16 volunteers and is downsampled to 200Hz. We used the clean dataset which we rereferenced to an average reference and filtered in Alpha (8-13Hz) before further analysis. Alpha activity is well known to undergo notable changes between these states [32] , thus such a dataset provides a solid testing ground for our techniques on complex brain recordings.
These long recordings-4.4355 ± 0.2861 mins (mean ± standard deviation)-allow us to arbitrarily take windows starting at the 1000th sample (5s) to avoid the possibility of pre-processing artefacts at the beginning of the signal. We choose epochs, τ , lasting 16, 32, 64, . . . , 4096 samples (1ms up to 20.48s). We investigate frequency-based dynamics, computing both coherence and PLI. For analysis, modules (subsets of nodes) of interest are chosen based on observable differences in the average weights over graphs computed from the largest window-4096, Fig. 9 . Choosing modules, instead of global connectivity, allows us to compute our phase-based methods without redundancy (19) . Clearly, around 1-30 nodes and 60-90 nodes both show differences in coherence and PLI, thus we choose these as Module A and Module B, respectively, to compare our methods. Modular connectivity is computed as per the formula in [18] :
where V x are the module vertices and T is the epoch of interest. Here, i sums over the module and j sums over the entire graph to assess the modules effects on the entire graph. Equation (26) is applied for coherence with squared difference of instantaneous amplitude (15) and PLI with weighted (18) and signed (17) instantaneous phase difference.
For this dataset we seek to clarify not only the usefulness of our methods compared to weighted graphs by themselves, as implemented in e.g. [14] - [17] , but also the benefit of the graph support in temporal connectivity as opposed to using unweighted node space functions i.e. putting all weights equal 1 in (26) . In the latter case, efforts similar to this have been made at determining dynamic connectivity using instantaneous phase differences in fMRI [33] .
For modules A and B similarly as for the Kuramoto model, we compute temporal connectivity using the pair (T, τ ) such that T ≤ τ ∈ {16, 32, 64, . . . , 4096} giving a total of 45 combinations. For each (T, τ ) We then compute the density, (differences found)/(total possible), of significant p-values from paired t-tests of eyes closed vs eyes open conditions across the 16 participants and plot for modules A and B. The density of differences found by random chance in this instance is just the significance level, α = 0.05.
For module A, Fig. 10 , we see that the temporal connectivity appears the most effective for coherence (column 1). Particularly, the graphs alone perform poorly in comparison. For PLI, the graphs alone appear most effective (bottom, centre), whereas the node space functions alone (row 2, centre & right) do no better than what could be expected by random chance suggesting the differences found do not reflect true differences in resting states. In this case, the weighted phase difference is more effective than the unweighted phase difference for temporal connectivity.
For module B, Fig. 11 , again the temporal connectivity approach appears more effective than the others for coherence (column 1), though notably the graph only approach does fair better than in module A. For the PLI (column 2), we see a contrasting result where temporal connectivity (top) outperforms the graph only approach (bottom). This is interesting since, again, the instantaneous phase differences by themselves appear random. This is indicative of the usefulness of the graphvariate approach in filtering of instantaneous information using long-term connectivity estimates. Again here, the weighted phase difference does better than the unweighted case.
It is evident that coherence is in general the better method for establishing the difference between eyes closed and eyes open resting state conditions in this dataset. However, it is important to keep in mind that this is just a single data set and a single paradigm and phase-based connectivity may prove more useful in other studies.
We confirm observations statistically in Table II using an identical approach as for the Kuramoto simulations (Table I) , i.e. vectorising the results and calculating mean differences and paired t-tests for determining the best approach for properties of interest. Particularly, coherence temporal connectivity significantly outperforms the node space functions alone and coherence layered graph weights for both Modules (top two rows for modules A and B). In module A it is in fact 20 percentage points clear of the weighted graph approach whilst only 3 percentage points clear of the node space function, telling us that the information provided by the latter appears to be the more significant factor here. Rows 3 for A and B show that the weighted phase difference is slightly better than the signed phase difference for PLI temporal connectivity over the two modules, although this is only significant (α = 0.05) for module A. Testing which is better between PLI temporal connectivity and the graph only PLI approach, we see that for module A, row 4, there is no significant difference between the two techniques, whereas for module B, row 4, temporal connectivity is clearly more effective by an average of 12 percentage points. Lastly, it is clear that PLI temporal connectivity is more effective than the node space function alone for both modules, last two rows for A and B.
V. CONCLUSION We defined and provided a general framework for graphvariate signals-unifying frameworks for multivariate signals and graphs. We developed novel analysis of graph-variate signals, considering functions on the topological signal. We showed the unique setting occupied by this new form of analysis within the framework, particularly with respect to graph signal processing. We then elaborated on novel methodologies for this analysis towards the temporo-topological analysis of multivariate signals and reliable connectivity estimation at the resolution of the signal. In simulations we showed that these methods outperformed similar state-of-the-art approaches. Pertintently, in differentiating coupling changes in Kuramoto models and between EEG eyes-open and eyesclosed resting states, the methods generally outperformed graph only approaches. These methods also show promise in the interpretation and discovery of a wide range of datasets including in economics and geophysics. The implications of this theory reach into every domain in which temporal network analysis of multivariate signals is used.
APPENDIX I Proposition 1. The graph fourier transform and graph filters are formulated via edge-dependent operations acting on the node space.
Proof. Essentially, this follows from the definitions in graph signal processing which involve pre-matrix multiplication of the graph signal by matrices derived from graphs. GFT: The GFT treats the Eigenvectors of the Laplacian (or graph adjacency matrices) as basis for the decomposition of graph signals into graph frequency components. The eigenvector, seen in our framework as the output of a function on the edge space F E (W) = u l ∈ R 1×n , is the lth frequency component of the graph signal, x ∈ R n×1 , defined as u l · x.
Filters: Polynomials of the adjacency and Laplacian matrices are implemented to construct graph signal filters in GSP in [4] and [3] , respectively, which are then matrix multiplied by the graph signal. Since polynomials of square matrices preserve the dimensions of the matrix, the polynomial of a square matrix is an edge dimension preserving function and thus any graph filter, H = a 0 + a 1 L + · · · + a N L N (or replace L with W) takes the formF E (W).
Similarly, graph convolution, translation, modulation and graph wavelets can be formulated as matrix multiplication on linear components of the graph signal.
APPENDIX II
Here, we explore the relationship between operations on the edge and node spaces within the context of the graph space. For this, we define a new operator which allows node space operations to act on the edge space to provide the node temporal connectivity vector (9) which has the interesting property of providing a reciprocal approach (up to linear combinations) for the matrix multiplication operator which allows edge space operations to act on the node space.
Definition 4. For a matrix A ∈ R n×n and 3D tensor B ∈ R n×n×p , composed of the p n × n matrices {B (k) } p t=1 , we define their signal product, A B, as the matrix where the kth column is the vector [ j a ij b jik ] n i=1 , which is the dot product of the ith rows of A and the ith columns of B (k) .
Then (W J) it = n j=1 w ij F V (x i (t), x j (t)),
which is an important vector detailing the local graph-variate analysis for each node. It is then straightforward to note that node space functions x j (t) and x i (t) − x j (t) are solutions for F V in the above to the equations W·X = W J and L·X = W J, respectively. Generally, the following holds.
Proposition 2. For an edge space operationF E (W) and node space operation F V (X),
if and only if the node space function is a linear combination of x i (t) and x j (t) without constants and the edge space function is such that the diagonal elements are linear combinations of the elements in their corresponding rows, and off diagonal elements are scaled version of the corresponding adjacency matrix entries in W.
Proof. We first note that matrix multiplication with X is linear on the entries of X thus we cannot consider equatingF E (W)· X to a graph weighted non-linear node space function-one cannot obtain elements x i (t) p for p > 1. Further, since each element ofF E (W) is multiplied by an element of X and each element ofF E (W) is multiplied by an entry of W, there can be no constants in either function. Now, in the linear case without constants for x ∈ R n×1 , (W · X) ti = n j=1 w ij (a ij x i (t) + a ji x j (t))
for coefficients a ij ∈ R.
APPENDIX III
We solve the Kuramoto model of the equations [19] :
where ω i is the 'natural frequency' of channel i, θ i (t) is the phase of channel i at time t and K is the coupling strength of the model [19] . By solving this ordinary differential equation, we get the phases of the channels at time t. We solve for an epoch of length 5000 units with a time-step of 0.1 units. This allows a long enough period for metastability of the system to be reached. We then generate the signals appropriately as x i = cos (θ i ) [23] . In order to introduce small epochs of differing activity within these signals, as is of interest to our theory, we perform a piecewise solution to this equation relating to epochs of stronger/weaker synchronisation dictated by coupling strength, K, as:
with initial conditions θ i (t a ) and θ i (t b ), corresponding to epochs dictated by coupling strengths K 2 and K 1 (the second time), respectively, taken from the solution in the previous epoch.
In our study, the natural frequencies, ω i , are realisations of the random variable ω ∼ N (0, σ 2 ) for some suitably chosen σ. It is known that the critical coupling strength for a metastable state is
where f ω is the probability density function of the natural frequencies. Therefore we define the coupling strength of periods [t 0 , t a ] and [t b + ∆t b , t max ] at the critical point:
Where σ is the standard deviation of the distribution of ω. We draw mean natural frequencies,ω i , from a Gaussian distribution,ω ∼ N (0, σ 2 1 ). We enact this simulation over 100 iterations, where the natural frequencies are subject to additive white Gaussian noise, i.e. ω i =ω i + ξ i , where ξ ∼ N (0, σ 2 2 ).
Thus, in fact, from the properties of the sum of two Gaussian distributions, ω =ω + ξ ∼ N (0, σ 2 1 ) + N (0, σ 2 2 ) ≡ N (0, σ 2 1 + σ 2 2 ). (34) For our study, we choose σ = √ 0.5 2 + 0.05 2 which gives K 1 = K c ≈ 0.8019. Therefore we contrast two sets of signals where this coupling is increased to K b = 2 and decreased to K b = 0.25 in the epoch [t a + ∆t a , t b ] (31). By doing this we seek to analyse the difference in response of the system when the coupling strength is set to sub-critical and hyper-critical states in a short epoch.
We repeat this whole process 50 times for newly chosenω i . The initial phases {θ i (0)} 6 i=1 are randomised uniformly over [0, 2π] each time a signal is generated.
