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We present a class of trust region algorithms without using a penalty function or a ﬁlter for
nonlinear inequality constrained optimization and analyze their global and local conver-
gence. In each iteration, the algorithms reduce the value of objective function or the
measure of constraints violation according to the relationship between optimality and fea-
sibility. A sequence of steps focused on improving optimality is referred to as an f-loop,
while some restoration phase focuses on improving feasibility and is called an h-loop. In
an f-loop, the algorithms compute trial step by solving a classic QP subproblem rather than
using composite-step strategy. Global convergence is ensured by requiring the constraints
violation of each iteration not to exceed an progressively tighter bound on constraints vio-
lation. By using a second order correction strategy based on active set identiﬁcation tech-
nique, Marato’s effect is avoided and fast local convergence is shown. The preliminary
numerical results are encouraging.
Crown Copyright  2011 Published by Elsevier Inc. All rights reserved.1. Introduction
We consider the global and local convergence of a class of penalty-free-type methods that deal with the following
inequality constrained nonlinear programmingmin f ðxÞ;
s:t: cðxÞ 6 0; ð1:1Þwhere f ðxÞ : Rn ! R; cðxÞ : Rn ! Rm are twice continuously differentiable functions. The Lagrangian function of (1.1) is‘ðx; kÞ ¼ f ðxÞ þ kTcðxÞ;
where 0 6 k 2 Rm is Lagrangian multiplier.
In their pioneering paper [1], Fletcher and Leyffer introduced a new framework of algorithm for constrained program-
ming, that is, ﬁlter methods, a class of methods that do not use a penalty factor or a merit function. From then on, a great
number of papers that concern different ﬁlter algorithms have been published, such as SQP ﬁlter algorithms [1–4], SLP ﬁlter
algorithms [5], Interior point ﬁlter algorithms [6–8], line search ﬁlter algorithms [9–11] etc.
In [1], Fletcher and Leyffer also proposed a new idea of numerical optimization algorithm: the idea of penalty-free-type
algorithm. Motivated by ﬁlter methods, some other penalty-free-type methods have been presented by researchers, such as
a nonmonotone trust region algorithm by Ulbrich and Ulbrich [12], an SQP algorithm by Yamashita and Yabe [13] and the2011 Published by Elsevier Inc. All rights reserved.
60873116.
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reduction on Lagrangian, the tangential reduction and the predicted reduction on constraints violation as a tool to maintain
the balance between feasibility and optimality. It is according to this relationship that the algorithm decides whether to
reduce both the relaxed value of Lagrangian function and the relaxed constraints violation or to reduce the latter only. Global
and fast local convergence (without marato’s effect) of this algorithm is proved. Chen [15] extends Ulrich–Ulbrich’s method
to nonlinear programming with nonlinear equality constraints and box constraints. The SQP method by Yamashita and Yabe,
motivated by an early report by Yamashita [16], involves a combination of line search and trust regions. The main algorithm
contains a restoration phase, which requires the solution of one quadratic problem, and a minimization phase, which needs
the solutions of one linear programming problem and two quadratic problems. The authors showed the global and local con-
vergence of this algorithm. Trust funnel method by Gould and Toint is presented for the solution of nonlinear programming
with nonlinear equality constraints. The main idea of trust funnel method is to control the infeasibility of iterates by a
decreasing limit on constraints violation. By comparing the measure of infeasibility and the optimality and considering
the potential reduction, the algorithm decides whether to compute a normal step or a tangential step. Two notable features
of trust funnel method are that it uses different trust region radii on normal and tangential subproblems and that it allows
inexact tangential steps.
In this paper, we will propose a new class of penalty-free-type methods for nonlinear inequality constrained program-
ming. The proposed algorithms are based on feasibility safeguarding method which is described by Qiu and Chen [17].
The algorithm uses a typical SQP trust region strategy (similar to that in [2]) rather than composite step strategy in
[17,13,14,12] to compute trial steps. No slack variables which can convert inequality constraints into equality and nonneg-
ative constraints was introduced. A successively decreasing limit on constraints violation of the iterates was used to control
the infeasibility and to force global convergence. As a result, this algorithm does not use penalty function as penalty-type
algorithms do. Nor does it need to maintain a ﬁlter set as ﬁlter methods (see, for example [2]) do. By using a second order
correction technique, the algorithm exhibits superlinearly local convergence.
The paper is organized as follows. In Section 2, we describe a global convergent algorithm and analyze its global conver-
gence. In Section 3, we provide a modiﬁed algorithm based on the algorithm in Section 2 and prove its transition to super-
linear local convergence close to a point satisfying the strong second order sufﬁcient conditions. In Section 4, we present
preliminary numerical results and in the last section, some ﬁnal remarks are commented.
2. A global convergent algorithm
2.1. Description of algorithm
Suppose that the current iterate is xk and the associated Lagrange multiplier estimation is kk. The measure of constraints
violation is deﬁned ashðcðxÞÞ ¼ kcþðxÞk1;
where cþðxÞ ¼ ðcþ1 ðxÞ; . . . ; cþmðxÞÞT ; cþi ðxÞ ¼maxf0; ciðxÞg. Assume the upper limit on constraints violation is hmaxkþ1. Without loss
of generality, we assume that hðcðxkÞÞ 6 hmaxkþ1. The gradient of the Lagrangian function of (1.1) isr‘ðx; kÞ ¼ gðxÞ þ rcðxÞTk;
where g(x) =rf(x). We deﬁne the measure of optimality as v(x,k) = kr‘(x,k)k. For the purpose of convenience, we will use
the following abbreviationshk ¼ hðcðxkÞÞ; vk ¼ vðxk; kkÞ:
By the deﬁnitions of h(c(x)), v(x,k) and KKT points, we have the following result.
Theorem 2.1. x⁄ is a KKT point of (1.1) if and only if there exists a vector k⁄P 0 such that h(c(x⁄)) = 0, v(x⁄,k⁄) = 0.
If the following switch condition holdsvrk P cf hk; ð2:1Þ
where r > 0, cf > 0, we say that the iterate xk is in an f-loop and call xk an f-iterate. In this case, the algorithm focuses on
reducing the value of objective function, i.e. improving optimality. It tries to solve a QP subproblem QP(xk,D)min qkðsÞ ¼ gðxkÞTsþ 12 sTBks;
QPðxk;DÞ s:t: cðxkÞ þ rcðxkÞTs 6 0;
ksk1 6 D;
where Bk is a symmetric matrix that approximates the Hessian matrix of ‘(xk,kk) and D is a trust region radius. If QP(xk,D) is
compatible then we obtain a step sk(D). As a common feature of trust region algorithms, we deﬁne the actual reduction of f(x)
obtained by sk(D)aredkðDÞ ¼ f ðxkÞ  f ðxk þ skðDÞÞ
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A successful trial step must admit the following well-known sufﬁcient reduction conditionaredkðDÞP qpredkðDÞ:
However, predk(D) may be negative since 0 is not necessary the feasible solution of QP(xk,D). Thus we need another criterion
for successful trial steps which ensures the actual reduction of f(x) not to be less than a fraction of constraints violation of the
new trial point, that is,aredkðDÞP chhðcðxk þ skðDÞÞÞ;
where ch > 0. In fact, this criterion also serves as a bridge that connecting the improvement of optimality and feasibility in the
sense that it will push the iterate into the feasible region as the value of objective function keeps reducing. What’s more, it is
not wise to allow the feasibility to deteriorate too much while improving optimality. So the feasibility safeguarding
algorithm requires the constraints violation of the new trial points to satisfyhðcðxk þ skðDÞÞÞ 6 hmaxkþ1:
To sum up, we get the following successful step criterionsaredkðDÞP qpredkðDÞ; aredkðDÞP chhðcðxk þ skðDÞÞÞ;
hðcðxk þ skðDÞÞÞ 6 hmaxkþ1;
ð2:2Þwhere q 2 (0,1) and ch > 0. If sk(D) is a successful step, then let Dk = D, xk+1 = xk + sk(Dk). Otherwise, the algorithm shrinks D
and recomputes sk(D).
The algorithm turns to an h-loop in two cases. The ﬁrst case is that (2.1) does not hold at xk and the second case is that
QP(xk,D) becomes incompatible after possibly reducing D. The algorithm then sets h
max
kþ2 ¼ ahmaxkþ1 with a 2 (0,1) and resorts to
some restoration algorithm. The purpose of a restoration algorithm is to ﬁnd a new point xk+1 such that.
(R1) QP(xk+1,D) is compatible with some appropriate D,
(R2) hðcðxkþ1ÞÞ 6 hmaxkþ2.
We do not elaborate how this is done since there are some algorithms to implement this calculation, see, for example,
[1,13]. In general, the outcome of restoration phase may be one of the following cases.
(i) generate a point xk+1 satisfying (R1), (R2);
(ii) ﬁnd an infeasible stationary point of constraints violation or a sequence that converges to such a point.
In the ﬁrst case, we take xk+1 as a new iterate and restart an f-loop. In the second case, the algorithm fails and this always
implies that the original problem is locally infeasible.
Now we present the detailed description of the global convergent algorithm, see Algorithm 1.
Algorithm 1. TRFS Algorithm
Initialization: Choose an initial iterate x0 and the corresponding estimation of lagrange multiplier k0. Let q, c1, a,
 2 (0,1), cf, ch, r > 0 and Dmax > Dmin > 0
Choose Din0 2 ½Dmin;Dmax. Set hmax1 ¼maxfh0;10g, D ¼ Din0 , k :¼ 0.
while max{vk,hk}P  do
if vrk P cf hk then
if QP(xk,D) is feasible, then
Compute a step sk(D) by solving QP(xk,D);
Compute aredk(D), predk(D), h(c(xk + sk(D))).
if (2.2) holds then
Let Dk = D, xk+1 = xk + sk(Dk), choose D
in
kþ1 2 ½Dmin;Dmax and let D ¼ Dinkþ1. Update Bk to Bk+1. Let hmaxkþ2 ¼ hmaxkþ1,
k:¼k + 1.
else
D = c1D.
end if
else
(continued on next page)
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Algorithm 1. TRFS Algorithm
Let hmaxkþ2 ¼ ahmaxkþ1. Call some restoration algorithm to ﬁnd xk+1 satisfying (R1), (R2). Choose Dinkþ1 2 ½Dmin;Dmax and
let D ¼ Dinkþ1. Update Bk to Bk+1. Set k :¼ k + 1.
end if
else
Let hmaxkþ2 ¼ ahmaxkþ1, Call some restoration algorithm to ﬁnd xk+1 satisfying (R1), (R2). Choose Dinkþ1 2 ½Dmin;Dmax and let
D ¼ Dinkþ1. Update Bk to Bk+1. Set k:¼k + 1.
end if
end while2.2. Global convergence
At ﬁrst we give the following standard assumptions.
Assumption 2.2.
(A1) There exists a nonempty bounded convex close set X such that {xk} # X.
(A2) f(x), c(x) are twice differentiable on an open set that contains X.
(A3) There exists an M > 0 such that Bk satisfy kBkk 6M for all k.
Our global convergence theorem is established under a Mangasarian–Fromowitz constraint qualiﬁcation (MFCQ). A fea-
sible point ~x of problem (1.1) satisﬁes MFCQ if and only if there exists a vector s that satisﬁes sTrcið~xÞ < 0; i 2 Að~xÞ, where
Að~xÞ# f1;2; . . . ;mg denotes the set of active inequality constraints at ~x. Necessary conditions for ~x to solve (1.1) under MFCQ
are that ~x is a feasible point and the set of directionsfsjsTgð~xÞ < 0; sTrcið~xÞ < 0; i 2 Að~xÞg
is empty.
A direct consequence of above assumptions is that the Hessian matrices r2f(x), r2ci(x), i = 1,2, . . . ,m are bounded on X,
and without loss of generality, we may assume that they also satisfy bounds kr2f(x)k 6M, kr2ci(x)k 6M for i = 1,2, . . . ,m.
We have observed that the behavior of QP subproblems in the neighborhood of a feasible point ~x is similar to that in [2].
As a result, some results that [2] established can be used here with appropriate adjustments if necessary.
First, we recall the following auxiliary results in [2] that enable us to handle the second order terms in the analysis.
Lemma 2.3 [2, Lem. 2]. Consider minimizing a quadratic function /(t) on the interval t 2 [0,1] when /0(0) < 0. A necessary and
sufﬁcient condition for the minimizer to be at a = 1 is /00 + /0(0) 6 0. In this case it follows that /ð0Þ  /ð1ÞP  12/0ð0Þ.Lemma 2.4 [2, Lem.3]. Let s be a feasible point of QP(xk,D). It then follows thataredkðDÞP predkðDÞ  nMD2;
andciðxk þ skðDÞÞ 6 12nMD
2; i ¼ 1;2; . . . ;m: ð2:3ÞLemmas 2.3 and 2.4 are used to prove the next lemma which describes the behavior of QP subproblems near a feasible
point ~x and which is analogous to [2, Lem. 5] except that it has an additional inequality.Lemma 2.5. Let ~x be a feasible point at which MFCQ holds but which is not a KKT point. Then there exists a neighborhoodNð~xÞ of ~x
and positive constants e, l, j such that for all xk 2 Nð~xÞ \X and all D for whichlhk 6 D 6 j; ð2:4Þ
it follows that QP(xk,D) has a feasible solution s at whichpredkðDÞP
1
3
D; aredkðDÞP qpredkðDÞ; ð2:5Þ
aredkðDÞP chhðcðxk þ sÞÞ ð2:6Þ
and if in addition
S. Qiu, Z. Chen / Applied Mathematical Modelling 36 (2012) 3201–3216 3205lhk 6 D 6 min j;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2hmaxkþ1
nmM
s8<:
9=; ð2:7Þholds then there holdshðcðxk þ sÞÞ 6 hmaxkþ1: ð2:8ÞProof. By [2, Lem. 5], there exists a sufﬁciently large constant l > 0 and a sufﬁciently small constant j > 0 such that (2.5) and
(2.6) holds when lhk 6 D 6 j. By (2.3), we have (2.8) whenlhk 6 D 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2hmaxkþ1
nmM
s
:The proof is ﬁnished. h
Now we proceed to analyze Algorithm 1. First, we consider what happens to the solution of QP(xk,D) as D is reduced.
Lemma 2.6. The inner iteration in an f-loop terminates ﬁnitely.
The proof of this lemma is very similar to the proof of [2, Lem. 6]. We only need to substitute hmaxkþ1 for s
(k) in the latter one.
Lemma 2.6 show that TRFS algorithm is welldeﬁned. Now we are in a position to state our main global convergence
theorem.
Theorem 2.7. The outcome of applying TRFS Algorithm is one of the following
(A) The restoration phase fails to ﬁnd a point satisfying conditions (R1) and (R2);
(B) A KKT point of problem (1.1) is found;
(C) There exists an accumulation point that is feasible and either is a KKT point or fails to satisfy MFCQ.Proof. We need consider the case in which neither (A) nor (B) occurs. For simplicity, we deﬁne a set of index that contains all
iteration that the value of hmax changes, that isKt ¼ fkjhmaxkþ2 – hmaxkþ1g:
First, we consider the case that jKt j ¼ þ1. It is easy to see that limk!1hmaxk ¼ 0 since hmaxkþ1 ¼ ahmaxk for all k 2 Kt and
hmaxkþ1 ¼ hmaxk for k R Kt . Since hk 6 hmaxk for all kP 1, we have limk?1hk = 0.
Assume, without loss of generality, that limk?1xk = x⁄. If x⁄ does not satisfy MFCQ then (C) is established. We therefore
consider the case that MFCQ holds at x⁄. Suppose for contradiction that x⁄ is not a KKT point. Noting that x⁄ is feasible, by
Lemma 2.5, there exist constants  > 0, l > 0 such that sk(D) is a successful step when (2.7) holds. Since h
max
kþ1 ! 0ðk!1Þ, we
havemin j;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2hmaxkþ1
nmM
s8<:
9=; ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2hmaxkþ1
nmM
sfor sufﬁciently large k. Noting that in an f-loop, there always holds hk 6 hmaxkþ1, thus for sufﬁciently large k, there holdlhk 6 lhmaxkþ1 ¼ l
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nmM
2
hmaxkþ1
r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2hmaxkþ1
nmM
s
<
1
c1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2hmaxkþ1
nmM
s
:We can choose sufﬁciently large k such thatﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2hmaxkþ1
nmM
s
< Dmin;then, by the mechanism of updating D in an inner iteration of an f-loop, the algorithm will eventually locate a value in the
interval (2.7), or to the right of it. Hence it is not possible, if k is large enough, for an f-loop to switch to an h-loop since the
trial step will be accepted before QP(xk,D) becomes incompatible. Then for sufﬁciently large k 2 Kt there holds vrk < cf hk
which leads to limk2Ktvk ¼ 0.
Next we consider the alternative case that jKtj < þ1. In this case, there exists a constant k0 > 0 such that hmaxkþ1 ¼ hmaxk0þ1 for
all kP k0. Noting thataredkðDkÞP chhkþ1
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Assume, to arrive at a contradiction, that x⁄ is not a KKT point, then by Lemma 2.5, there exist constants l > 0 and j > 0 such
that 2.5,2.6 2.8 hold at x = xk for all D satisfying (2.7). Letj1 :¼min j;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2hmaxk0þ1
nmM
s8<:
9=;and j2 :¼min{Dmin, j1}, then for sufﬁciently large k there holds lhk < j2/c1. The trust region radius Dk associated with suc-
cessful step then either satisﬁes Dk 2 [lhk,j2] or is greater than j2. In the ﬁrst case, the inequalities (2.5) and (2.6) with
D = Dk hold. By the mechanism of updating D, we have DkP c1j2 which, combined with (2.5) and (2.6), leads toaredkðDkÞ ¼ f ðxkÞ  f ðxkþ1ÞP qpredkðDkÞP
1
3
qDk P
1
3
qc1j2:In the second case, let sk(j2) be a solution of problem QP(xk,j2), then it follows from Lemma 2.5 thatpredkðj2Þ ¼ qkðj2ÞP
1
3
qj2:Since sk(j2) is a feasible solution of QP(xk,Dk), we have thatpredkðDkÞ ¼ qkðDkÞP qkðj2ÞP
1
3
2j2 >
1
3
c1j2:Thus, in both cases, there holdsaredkðDkÞP 12qc1j2:The left side of the above inequality tends to 0 and the right side is a positive constant, which is a contradiction. h3. Transition to fast local convergence
In this section, we assume that x⁄ is a KKT point and k⁄ is the associated multiplier. We use Ak ¼ AðxkÞ# I to denote the
active set estimation at xk which will be introduced later. For the purpose of convenience, we use the following notationsAk ¼ rcAðxkÞðxkÞ; A ¼ rcAðxÞðxÞ:3.1. Some modiﬁcations of Algorithm 1
To achieve fast local convergence, we need to make some modiﬁcations to Algorithm 1. The ﬁrst modiﬁcation is that we
require r in (2.1) to be greater than 2.
The second modiﬁcation is that we use a second order correction (SOC) technique to avoid the Maratos effect. The tech-
nique used here is similar to that introduced in [18,19]. Similar technique was also used by Chin et.al [9] to improve the
search direction in a line search ﬁlter algorithm for inequality constrained optimization. Here, a second order correction step
~skðDÞ is obtained by solving the following QP problemmin gðxkÞTðskðDÞ þ ~sÞ þ 12 ðskðDÞ þ ~sÞTBkðskðDÞ þ ~sÞ;fQPðxk; skðDÞ;DÞ s:t: rciðxkÞT~sþ biðxk; skðDÞÞ ¼ kskðDÞkm; i 2 Ak;
k~sk1 6 minfD; fkskðDÞk1g;wherebiðxk; skðDÞÞ ¼ ciðxk; skðDÞÞ  ciðxkÞ  rciðxkÞTskðDÞ
and m 2 (2,3), f 2 (0,1). We redeﬁne the actual reduction on f(x) obtained by the trial step asaredkðDÞ ¼
fk  f ðxk þ skðDÞ þ ~skðDÞÞ; if ~skðDÞ is obtained;
fk  f ðxk þ skðDÞÞ; Otherwise:

If a second order correction step is computed, the conditions for successful steps becomearedkðDÞP qpredkðDÞ; aredkðDÞP chhðcðxk þ skðDÞ þ ~skðDÞÞÞ;
hðcðxk þ skðDÞ þ ~skðDÞÞÞ 6 hmaxkþ1:
ð3:1Þ
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sibility only. As a remedy, we ask the restoration algorithm to test the solution dk of the following equality constrained QP
problemmin qkðdÞ ¼ gðxkÞTdþ 12d
TBkd;
EQPðxkÞ s:t: ciðxkÞ þ rciðxkÞTd ¼ 0; i 2 AðxkÞ(combined with a second order correction step ~dk, which is a solution ofmin gðxkÞTðdk þ ~dÞ þ 12 ðdk þ ~dÞTBkðdk þ ~dÞ;gEQPðxkÞ s:t: rciðxkÞT~dþ biðxk;dkÞ ¼ kdkkm; i 2 AðxkÞ;
if necessary) at the beginning of a restoration phase if the associated subproblem is compatible. In detail, if Algorithm 1 calls
restoration algorithm at xk and if EQP(xk) is compatible, then the algorithm solves EQP(xk) at ﬁrst. If the new trial point xk + dk
does not satisfy conditions (R1) and (R2), then the algorithm computes a second order correction step ~dk. If xk þ dk þ ~dk fails
to satisfy conditions (R1) and (R2) either, then the algorithm calls some normal restoration algorithm.
3.2. Identiﬁcation of active set and estimation of multiplier
At the begin of this subsection, we recall a technique for identifying active constraints proposed by Facchinei and Lucidi in
[20]. First, we introduce the concept of multiplier function.
Deﬁnition 3.1 [20, Deﬁnition 2.1]. LetNðxÞ#Rn be a neighborhood of x⁄. A function y : NðxÞ ! Rm is a multiplier function
for problem (1.1) at x⁄ if
(a) y(x) is continuous at x⁄;
(b) y(x⁄) = k⁄.
Let g1 and g2 be a positive and a nonnegative constant, respectively. A multiplier function is deﬁned asy^ðxÞ ¼ NðxÞ1rcðxÞTgðxÞ;
[21], whereNðxÞ ¼ rcðxÞTrcðxÞ þ g1diagðciðxÞ2Þ þ g2
Xm
i¼1
maxf0; ciðxÞg3Imand Im is the m m identity matrix. We enforcing the nonnegativity of multiplier function by projection
yðxÞ ¼ maxfy^ðxÞ;0g: ð3:2ÞHaving deﬁned a multiplier function, the active set can be estimated asAðxÞ :¼ fijciðxÞP hyiðxÞg;
where h > 0. Facchinei and Lucidi [20] have proved that, if strict complementarity holds at x;AðxÞ ¼ AðxÞ for any x that is
sufﬁciently closed to x⁄, i.e. the active set can be identiﬁed near x⁄.
The multiplier function y(x) deﬁned by (3.2) is a good estimation of multiplier. However, since we have got an active set
estimation now, it is possible for us to improve the multiplier estimation by the information of active set. We deﬁne another
multiplier estimation in the following way. First, we obtain z0AðxÞðxÞ by solving the following least square problemmin kgðxÞ þ rcAðxÞðxÞTzk2: ð3:3Þ
Then letziðxÞ ¼
z0iðxÞ; i 2 AðxÞ and z0iðxÞP 0;
0; otherwise:

The multiplier kk is then deﬁned askk ¼
yðxkÞ; ifkr‘ðxk; yðxkÞÞk 6 kr‘ðxk; zðxkÞÞk;
zðxkÞ; Otherwise:

Remark. The number of indices in AðxkÞmay be great than n which means that AðxkÞ can not be a good estimation of active
set. In this case, we let kk = y(xk).
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Now, we give the detailed description of the revised algorithm, see Algorithm 2.
Algorithm 2. TRFS-SOC Algorithm
Initialization: Choose an initial iterate x0 and the corresponding estimation of lagrange multiplier k0. Let q, c1, a,
 2 (0,1), cf, ch > 0, r > 2 and Dmax > Dmin > 0.
Choose Din0 2 ½Dmin;Dmax. Set hmax1 ¼ maxfh0;10g, D ¼ Din0 ; k :¼ 0.
while max{vk,hk}P  do
if vrk P cf hk then
if QP(xk,D) is feasible, then
Find a step sk(D) by solving QP(xk,D).
Compute aredk(D),predk(D), h(c(xk + sk(D))).
if (2.2) hold then
Let xk+1 = xk + sk(D), Dk = D, Choose D
in
kþ1 2 ½Dmin;Dmax and set D ¼ Dinkþ1. Update Bk to Bk+1 and let hmaxkþ2 ¼ hmaxkþ1.
Set k :¼ k + 1.
else if fQPðxk; skðDÞ;DÞ has a solution ~skðDÞ which satisﬁes (3.1)
Let xkþ1 ¼ xk þ skðDÞ þ ~skðDÞ;Dk ¼ D. Choose Dinkþ1 2 ½Dmin;Dmax and set D ¼ Dinkþ1. Update Bk to Bk+1 and let
hmaxkþ2 ¼ hmaxkþ1. Set k :¼ k + 1.
else
D = c1D.
end if
else
Let hmaxkþ2 ¼ ahmaxkþ1. Find a point xk+1 satisfying (R1), (R2) by calling restoration algorithm. Choose Dinkþ1 2 ½Dmin;Dmax.
Update Bk to Bk+1. Set k :¼ k + 1.
end if
else
Let hmaxkþ2 ¼ ahmaxkþ1. Find a point xk+1 satisfying (R1), (R2) by calling restoration algorithm. Choose Dinkþ1 2 ½Dmin;Dmax.
Update Bk to Bk+1. Set k :¼ k + 1.
end if
end while3.4. Local superlinear convergence
The global convergence analysis for Algorithm 1 can be applied to Algorithm 2 with some slight modiﬁcations. Hence, we
only consider the local behavior of Algorithm 2 here. To begin with, we state the following assumptions.
Assumption 3.2.
(B1) The computed iterates converges to x⁄.
(B2) f(x), c(x) are twice continuously differentiable and all second derivatives are Lipschitz continuous.
(B3) Any feasible point satisﬁes the linear independence constraint qualiﬁcation (LICQ).
(B4) The strict complementarity holds at (x⁄,k⁄).
(B5) For k large enough, the matrices Bk are uniformly positive deﬁnite on the null space of A
T
k , that is, there exists a n > 0
such that sTBksP nksk2 for all s– 0 with ATks ¼ 0.
(B6) r2‘(x⁄,k⁄) is positive deﬁne on the null space of A⁄T.
(B7) k(Bk r2‘k)sk(Dk)k = o(ksk(Dk)k).
Assumptions (B1), (B2), (B3) and (B6) are common assumptions when proving superlinearly local convergence, see, for
example, [11,4]. (B4) is always needed by the local convergence analysis for nonlinear inequality or general constrained pro-
gramming, see [4,22]. (B5) can be found in quasi-Newtow-type algorithms, see [11,23]. Assumption (B7) is reminiscent of the
Dennis-Moré characterization of superlinear convergence [24] and is also used by Wätcher an Bigler [11], but it is stronger
than the one necessary for superlinear convergence [23].
Under Assumption 3.2, x⁄ is a strict local minimum of problem (1.1) and we have the following proposition, which, as a
corollary to [25, Thm. 2.1], can also be found in, for example, [4, Section 3.1] or [26, Thm. 18.1].
Proposition 3.3. Under Assumption 3.2, there exists ~D > 0such that for any given 0 < D 6 ~D, we can choose k large enough such
that the solution sk(D) of subproblem QP(xk,D) is unique, which satisﬁes ksk(D)k < D and coincides with the solution dk of EQP(xk).
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properties of accepted steps, active sets estimation, Lagrangian multiplies and etc. Second, we show that the full SQP steps,
combined with second order correction steps, will be eventually accepted by the algorithm, both in f-loops and h-loops. Fi-
nally, we prove that the trial step will ﬁnally coincide with the full SQP step or combination of the full SQP step and the SOC
step when close to x⁄ and thus fast local convergence is ensured.
LetKf ¼ fkjxkisanf  iterateg;
then jKf j ¼ 1. First let us consider the limit of successful trial steps obtained at f-iterates.
Lemma 3.4. Assume that assumption (B1) holds, then limk2Kf sk ¼ 0.Proof. Restrict k 2 Kf , we have
kxkþ1  xkk1 6 kxkþ1  xk þ kxk  xk ! 0; k!1since xk? x⁄(k?1). Thus, for any  > 0, there exists a constant k1 > 0 such that
kxkþ1  xkk1 < ð1 fÞwhenever kP k1. If xk+1  xk = sk, then
kskk1 < ð1 fÞ < :Otherwise, there must has xkþ1  xk ¼ sk þ ~sk, it follows that
ð1 fÞkskk1 6 kskk1  k~skk1 6 ksk þ ~skk1 < ð1 fÞ:Hence, in both cases, we have kskk1 < , which shows limk2Kf sk ¼ 0. h
The second lemma summarizes some results that are deduced from assumptions (B1)–(B4).
Lemma 3.5. Suppose that (B1)–(B4) holds, then there exists k1 > 0, such that for all kP k1, there hold
(1) AðxkÞ ¼ AðxÞ,
(2) Ak has full column rank.Proof. The proof of the ﬁrst claim can be found in [20] and the second claim is a direct consequence of (B3) and continuity. h
It is well-known that, under Assumptions 3.2, the Lagrange multipliers associated with x⁄ is unique. Suppose, without loss
of generality thatk ¼ ðkTAðxÞ; kTInAðxÞÞT :Lemma 3.6. Suppose that assumptions (B1)  (B5) hold, then
kAðxÞ ¼ ðATAÞ1ATgðxÞ; kInAðxÞ ¼ 0:Proof. First, by complementarity, we have kInAðxÞ ¼ 0. Then by the ﬁrst order necessary conditions, we haveg þ AkAðxÞ ¼ 0;
which yields kAðxÞ ¼ ðATAÞ1ATgðxÞ. h
We can see that kk tends to k⁄ as k tends to inﬁnity.
Lemma 3.7. Suppose that assumptions (B1)  (B4) hold, then
lim
k!1
kk ¼ k:Proof. By Lemma 3.5, for any kP k1, the solution of (3.3) at iterate xk isz0AðxkÞðxkÞ ¼ ðA
T
kAkÞ1ATkgðxkÞ:By the deﬁnition of z(xk), strict complementarity and continuity, we have z(xk)? k⁄(k?1). On the other hand, we also have
y(xk)? k⁄(k?1) by the deﬁnition of multiplier function. Hence,
3210 S. Qiu, Z. Chen / Applied Mathematical Modelling 36 (2012) 3201–3216lim
k!1
kk ¼ k: Next we consider the properties of the full SQP step dk, which are of essential importance to our local superlinearly
zconvergence analysis.
Lemma 3.8. Suppose that assumptions (B1)  B(5) hold, then for any given kP k1, problem EQP(xk) has a unique solution dk and
so does gEQPðxkÞ.
Proof. By Lemma 3.5, Ak has full column rank for kP k1. Let kk be the associate Lagrange multiplier, then the entry ðdk; kkÞ
satisﬁesBk ATk
Ak 0
" #
dk;
kk
 
¼ gðxkÞ;cAðxkÞðxkÞ
 
:The above linear system has a invertible coefﬁcient matrix and thus it has a unique solution.
Similarly, the solution ~dk of gEQPðxkÞ is unique, too. hLemma 3.9. Suppose that assumptions (B1)  (B6) hold, dk is a solution of EQP(xk), then
lim
k!1
dk ¼ 0:Proof. Assume, to arrive at a contradiction, that limk!1dk ¼ d with kdk ¼ d > 0, then d satisﬁes cAðxÞðxÞ þ rcAðxÞðxÞTd ¼ 0.
We can decompose d into d ¼ dt þ dn whereATdt ¼ 0; dn ¼ A  ðATAÞ1cAðxÞðxÞ:
Since cAðxÞðxÞ ¼ 0, we have that dn ¼ 0 and in turn d ¼ dt . The full SQP step dk can also be decomposed into dk ¼ dtk þ dnk ,
whereATkd
t
k ¼ 0;dnk ¼ AkðATkAkÞ1cAðxkÞðxkÞ:Since dnk is a feasible solution of EQP(xk) and dk is the optimal solution, we have thatgTkdk þ
1
2
dTkBkdk 6 gTkd
n
k þ
1
2
dnTk Bkd
n
k :Suppose, without loss of generality, that Bk? B⁄ as k?1, then we havegTdþ 1
2
dTBd 6 0: ð3:4ÞIt follows from dtk ¼ dk  dnk that dtk ! d as k?1. Meanwhile, by assumption (B5), without loss of generality, we have
dtTk Bkd
t
k P nkdtkk2 for all kP k1. Thus dTBdP nkdk2. Combining this inequality with (3.4), we have thatgðxÞd ¼ 1
2
dTBd 6  n
2
kdk2 ¼  n
2
d2:This contradicts with the fact that x⁄ is a local minimizer of problem (1.1). Therefore, d ¼ 0. h
Now we turn to show that the combined step dk þ ~dk, with dk; ~dk obtained by solving EQP(xk), gEQPðxkÞ respectively, can be
ultimately accepted by the algorithm. To do this, we need to prove some lemmas.
Lemma 3.10. Under the assumptions ðB1Þ—ðB5Þ; k~dkk ¼ Oðkdkk2Þ.
Proof. The solution ~dk of gEQPðxkÞ can be decomposed into ~dk ¼ ~dtk þ ~dnk for all kP k1 whereATk
~dtk ¼ 0; ~dnk ¼ ðATkÞþðkdkkmeþ bðxk;dkÞÞwith e = (1,1, . . . ,1)T a vector of jAðxkÞj tuples and bðxk; dkÞ ¼ ½biðxk þ dkÞi2AðxkÞ. By Taylor’s theorem and the deﬁnition of
bi(xk,dk), we have that k~dnkk ¼ Oðkdkk2Þ.
By the ﬁrst order necessary conditions for EQP(xk) and gEQPðxkÞ, we haveX
gðxkÞ þ Bkdk þ
i2Ak
kikrciðxkÞ ¼ 0; ð3:5Þ
gðxkÞ þ Bkdk þ Bk~dk þ
X
i2Ak
~kikrciðxkÞ ¼ 0 ð3:6Þ
S. Qiu, Z. Chen / Applied Mathematical Modelling 36 (2012) 3201–3216 3211respectively, where ~kk ¼ ½~kiki2AðxkÞ is Lagrangian multiplier obtained from the solution of gEQPðxkÞ. Subtracting (3.6) from (3.5),
we haveBk~dk þ
X
i2Ak
ð~kik  kikÞrciðxkÞ ¼ 0: ð3:7ÞPre-multiplying both sides of (3.7) by ZTk , where Zk is a matrix whose columns constitute an orthogonal basis for the null
space of ATk , we have Z
T
kBk
~dk ¼ 0. Since ~dk ¼ ~dnk þ ~dtk and ~dtk ¼ Zk~uk, we get, by Assumptions 3.2 and
ZTkBk
~dk ¼ 0; ~uk ¼ ðZtkBkZkÞ1Bkdnk . Then it follows from k~dnkk ¼ Oðkdkk2Þ that k~dkk ¼ Oðkdkk2Þ. hLemma 3.11. Suppose that assumptions (B1)–(B5) hold, then there exists k2 > 0 such that for any given kP k2, there holdshðcðxk þ dk þ ~dkÞÞ ¼ 0:Proof. By Taylor’s theorem, we haveciðxk þ dk þ ~dkÞ ¼ ciðxk þ dkÞ þ rciðxk þ dkÞT~dk þ 12
~dTkr2ciðxs1k Þ~dk;where xs1k is some point at the segment connecting xk + dk with xk þ dk þ ~dk. For all i 2 I n AðxÞ, there exists k02 > 0 such that
for all kP k02 there hold ciðxkÞ 6 c. Thenciðxk þ dk þ ~dkÞ ¼ ciðxkÞ þ rciðxkÞTdk þ Oðkdkk2Þ 6 c þ OðkdkkÞ 6 0:
For i 2 AðxÞ, we haveciðxk þ dk þ ~dkÞ ¼ ciðxk þ dkÞ þ rciðxkÞT~dk þ dTkr2ciðxs2k Þ~dk þ
1
2
~dTkr2ciðxs2k Þ~dk;where xs2k is some point at the segment connecting xk with xk + dk. By boundedness assumption and Lemma 3.10, we haveciðxk þ dk þ ~dkÞ 6 kdkkm þ Oðkdkk3Þ:
Thus there exists k002 > 0 such that for all kP k
00
2 and for all i 2 AðxÞ, there holds ciðxk þ dk þ ~dkÞ < 0.
Let k2 ¼maxfk02; k002g, then for all kP k2 we have hðcðxk þ dk þ ~dkÞÞ ¼ 0. h
The next two lemmas consider some properties of optimality measure.
Lemma 3.12. Suppose that assumptions (B1)  (B4) hold, then there exists k3 > 0 such that for any kP k3P k1, the optimality
measure vk satisﬁes vk 6 kZTkgkk.Proof. By Lemma 3.7 and strict complementarity, there exists k3P k1 > 0 such that for all kP k3; zAðxkÞðxkÞ ¼ z0AðxkÞðxkÞ. It fol-
lows thatr‘ðxk; zðxkÞÞ ¼ gk rckzðxkÞ ¼ gk  AkðATkAkÞ1ATkgk ¼ ðI  AkðATkAkÞ1ATkÞgk ¼ ZkZTkgk:
Therefore vk 6 kr‘ðxk; zðxkÞÞk ¼ kZTkgkk. hLemma 3.13. Suppose that assumptions (B1)  (B4) hold, then for all kP k3, there holds vk 6Mkdkk.Proof. For all kP k1, the QP step dk can be decomposed asdk ¼ dnk þ dtk ¼ dnk þ Zkuk; ð3:8Þ
where dnk ¼ AkðATkAkÞ1cAk ðxkÞ. Noting that uk is a solution of the following unconstrained optimization problemminðZTkðgk þ BkdnkÞÞTuþ
1
2
uTðZTkBkZkÞu;we have, by ﬁrst order necessary condition for unconstrained optimization problem, thatZTkðgk þ BkdnkÞ þ ZTkBkZkuk ¼ 0:
Rearranging the above equality, we obtainZTkgk ¼ ZTkBkðdnk þ dtkÞ ¼ ZTkBkdk;
which, together with Lemma 3.12, yields vk 6 kZTkgkk 6 kZTkBkkkdkk ¼ kBkkkdkk 6 Mkdkk for kP k3. h
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Lemma 3.14. Suppose that assumptions (B1)  (B4) hold, then there exist k4P k1 > 0 and positive constants d1, d2 such that for all
kP k4, there holdX
i2AðxkÞ
kikciðxkÞ 6 d1kcAðxkÞðxkÞk þ 2d2hk:Proof. Since kk ! kðk!1Þ, there exists k4P k1 > 0 such that for all i 2 AðxkÞ, there holdskik > d1 :¼ min
ki
2
; ki > 0
 
:There also exists d2 > 0, by boundedness, such that ðkkÞi 6 d2 for all i 2 I . Then we haveX
i2AðxkÞ
kikciðxkÞ ¼
X
i2AðxkÞ;ciðxkÞ60
kikciðxkÞ þ
X
i2AðxkÞ;ciðxkÞ>0
kikciðxkÞ
¼
X
i2AðxkÞ;ciðxkÞ60
kikciðxkÞ 
X
i2AðxkÞ;ciðxkÞ>0
kikciðxkÞ þ 2
X
i2AðxkÞ;ciðxkÞ>0
kikciðxkÞ
¼ 
X
i2AðxkÞ
kikjciðxkÞj þ 2
X
i2AðxkÞ;ciðxkÞ>0
kikciðxkÞ 6 d1
X
i2AðxkÞ
jciðxkÞj þ 2d2
X
i2AðxkÞ;ciðxkÞ>0
ciðxkÞ
¼ d1
X
i2AðxkÞ
jciðxkÞj þ 2d2hk 6 d1kcAðxkÞðxkÞk þ 2d2hk: Next we consider the actual and predicted reduction of the objective function.Lemma 3.15. Suppose that assumptions (B1)  (B5) hold and k 2 Kf , then there exist k5Pmax{k3,k4} and g > 0, such that for any
kP k5, there holdsgðxkÞTdk þ 12 d
T
kBkdk 6 gkdkk2:Proof. By the ﬁrst order necessary conditions for EQP(xk), we havegðxkÞ þ Bkdk þ
X
i2AðxkÞ
kikrciðxkÞ ¼ 0: ð3:9ÞThen by Lemmas 3.13, 3.14 and (3.8), we have that, for kPmax{k3,k4},gðxkÞTdk þ 12 d
T
kBkdk ¼
X
i2AðxkÞ
kikciðxkÞ 
1
2
dTkBkdk 6 d1kcAðxkÞðxkÞk þ 2d2hk 
1
2
dTkBkdk
6 d1kcAðxkÞðxkÞk þ
2d2
cf
vrk 
1
2
dTkBkdk 6 d1kcAðxkÞðxkÞk þ
2d2M
r
cf
kdkkr  12d
T
kBkdk
¼ d1kcAðxkÞðxkÞk þ d3kdkkr  ðuTkZTkBkZkuk  2uTkZTkBkdnk  dnTk BkdnkÞ; ð3:10Þ
where d3 = 2d2Mr/cf. By assumptions (B4), we haveuTkZTkBkZkuk 6 nkZkukk2 ¼ nkukk2: ð3:11Þ
From the decomposition dk ¼ Zkuk þ dnk , we obtainkukk2 ¼ kZkukk2 P kdkk  kdnkk
 2:Hence,kukk2 P kdkk2  2kdkkkdnkk þ kdnkk2: ð3:12Þ
Substituting (3.11) and (3.12) in (3.10) and noting kdnkk ¼ OðkcAðxkÞðxkÞkÞ, we havegðxkÞTdk þ 12 d
T
kBkdk 6 d1kcAðxkÞðxkÞk þ 2d2kdkkr 
1
2
nkdkk2 þ OðkdkkkdnkkÞ þ Oðkdnkk2Þ
¼ d1kcAðxkÞðxkÞk þ 2d2kdkkr 
1
2
nkdkk2 þ oðkcAðxkÞðxkÞkÞ:
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1
2
dTkBkdk 6 
f
2
kdkk2 þ 2d2kdkkr 6 gkdkk2with g = f/4 hold. hLemma 3.16. Suppose that assumptions (B1)  (B5) hold and k 2 Kf , then there exists k6P k5 > 0 such that for any kP k6, there
holdsf ðxkÞ  f ðxk þ dk þ ~dkÞP qpredk;
where predk = qk(dk).Proof. Take an inner product of (3.9) with ~dk and use gEQPðxkÞ, we get
gðxkÞT~dk ¼
X
i2AðxkÞ
kikbiðxk; dkÞ þ OðkdkkmÞ: ð3:13ÞBy Taylor’s theorem, (3.13) can be written asgðxkÞT~dk ¼
X
i2AðxkÞ
1
2
kikd
T
kr2ciðxkÞdk þ OðkdkkmÞ: ð3:14ÞOn the other hand, using Taylor’s theorem to expand f ðxk þ dk þ ~dkÞ, we havef ðxkÞ  f ðxk þ dk þ ~dkÞ ¼ gðxkÞTðdk þ ~dkÞ  12 ðdk þ
~dkÞTr2f ðxkÞðdk þ ~dkÞ þ Oðkdk þ ~dkk3Þ
¼ gðxkÞTdk  gðxkÞT~dk  12d
T
kr2f ðxkÞdk  dTkr2f ðxkÞ~dk 
1
2
~dTkr2f ðxkÞ~dk þ Oðkdkk3Þ
¼ gðxkÞTdk  gðxkÞT~dk  12d
T
kr2f ðxkÞdk þ Oðkdkk3Þ:Having the above estimation in mind and using (3.14) and Lemma 3.7, we obtainjf ðxkÞ  f ðxk þ dk þ ~dkÞ  predkj ¼ 
1
2
dTkðr2f ðxkÞ  BkÞdk  gðxkÞT~dk
 þ Oðkdkk3Þ
¼ 1
2
dTkðr2‘k  BkÞdk þ
X
i2AðxkÞ
1
2
kikd
T
kr2ciðxkÞdk 
X
i2AðxkÞ
1
2
kikd
T
kr2ciðxkÞdk

þ OðkdkkmÞ
þ Oðkdkk3Þ
6 1
2
dTkðr2‘k  BkÞdk
 þ 1
2
X
i2AðxkÞ
ðkik  kikÞdTkr2ciðxkÞdk

þ OðkdkkmÞ ¼ oðkdkk2Þ
Then by Lemma 3.15, there holdsjf ðxkÞ  f ðxk þ dk þ ~dkÞ  predkj
predk
! 0; k!1;which implies that there exists a constant k6P k5 > 0 such that for any given kP k6 there holds
f ðxkÞ  f ðxk þ dk þ ~dkÞP qpredk. h
From Lemmas 3.11, 3.15 and 3.16, we know that dk þ ~dk will be eventually accepted by the algorithm.
Lemma 3.17. Suppose that assumptions (B1)–(B7) hold, there exists k7 > 0 such that for all kP k7, trial step dk þ ~dk is accepted by
the algorithm.
Now we can establish the main local convergence theorem as follows.
Theorem 3.18. Suppose that Assumption 3.2 hold, there exists k8 > 0 such that for all kP k8, either xk+1 = xk + dk or
xkþ1 ¼ xk þ dk þ ~dk hold. Hence, xk converges to x⁄ superlinearly.Proof. At ﬁrst, we prove the ﬁrst claim by considering two cases.
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In this case, we have, by Lemma 3.11, that hðcðxk þ dk þ ~dkÞÞ ¼ 0 for all kP k2 which indicates that the trial point
xk þ dk þ ~dk must satisﬁes conditions (R1) and (R2). As a result, xk+1 = xk + dk or xkþ1 ¼ xk þ dk þ ~dk.
(2) k 2 Kf .
Since by Lemmas 3.4 and 3.9 we have ksk(Dk)k1? 0 and kdkk1? 0 as k 2 Kf and k?1, there exists k08 P k4 > 0 such
that for all kP k08, there havekskðDkÞk1 < D ¼ c21 minfD;Dming;
kdkk1 < D:Then by Lemma 3.8, dk is the unique solution of EQP(xk) and is also the unique solution QPðxk;DÞ since the trust region
constraints of the latter subproblem are inactive.
By continuity and the fact that hk?1(k?1), increase k08 if necessary, for all kP k08 and DP D the subproblem QP(xk,D)
are compatible.
Since the inner iteration shrinks D from D ¼ Dmin P D=c21 by multiplying c1 and QP(xk,D) are compatible for DP D, it
either ﬁnds a successful iterate xk+1 for some D > D=c1 or it locates a trust region radius D 2 ½D;D=c1.
In the ﬁrst case, we have Dk =D and kskk1 < D < D. Thus sk(Dk) must coincide with the unique solution dk of EQP(xk). By
Lemma 3.10, enlarge k08 if necessary, for all kP k
0
8;
~dk 6 minffkdkk1;Dkg. So, ~skðDkÞ coincides with ~dk.
In the second case, we choose k008 large enough such that the assertions of Proposition 3.3 hold for all kP k
00
8. That is, the
unique solution skðDÞ of QPðxk;DÞ satisﬁes kskðDÞk1 < D and coincides with the unique solution dk of EQP(xk). Since
D 2 ½D;D=c1  ½D;D; skðDÞ is also a solution of QPðxk;DÞ. Thus, kskðDÞk1 < D and sk(D) = dk.Enlarge k008 if necessary such that
k008 P k
0
8, we have for all kP k
00
8;
~dk < minðfdk;DÞ. Hence, ~skðDÞ ¼ ~dk, since ~dk is the unique solution of gEQPðxkÞ. By Lemma
3.17, we know that for all kP k7; dk þ ~dk must be successful step. Then enlarge k008 such that k008 P k7, we have that for all
kP k008, either sk(Dk) = dk or skðDkÞ þ ~skðDkÞ ¼ dk þ ~dk is accepted by the algorithm.
Hence, in both cases, for kP k8 ¼maxfk08; k008g, if xk+1– xk + dk, there must be xkþ1 ¼ xk þ dk þ ~dk.
Next, we prove the second claim. Noting that assumption (B7) implieskZkZTkðBk r‘ðx; kÞÞdkk ¼ oðkdkkÞ;
the sequence {xk} converges superlinearly to x⁄ (see, for example, [22,23]). h4. Numerical results
We developed a preliminary MATLAB implementation of the Algorithm 2 and tested its performance on some small and
medium scale problems. We employed the code quadprog provided by the MATLAB OPTIMIZATION TOOLBOX to solve QP subprob-
lems. The restoration phase is performed by the restoration algorithm introduced by Yamashita and Yabe [13] which
performs well on most of the test problems.
All the problems are selected from CUTE set [27]. In CUTE set, optimization problem is written mathematically in the formmin f ðxÞ
s:t: cl 6 cðxÞ 6 cu;
bl 6 x 6 bu;where c(x), a vector-valued function from Rn into Rm, represents the constraint functions, which can be either equalities,
inequalities, or a mixture. Since treatment of bounded constraints, which should not be treated simply as inequality con-
straints, is beyond the scope of this article, we only tested inequality constrained problems without lower or upper bounded
constraints.
The initial Lagrangian Hessian estimate B0 = I and Bk is updated by the damped BFGS formula [28]Bkþ1 ¼ Bk  Bksks
T
kBk
sTkBksk
þ yky
T
k
sTkyk
;whereyk ¼
y^k; y^Tksk P 0:2s
T
kBksk;
sky^k þ ð1 skÞBksk; otherwise;

and y^k ¼ r‘ðxkþ1; kkÞ  r‘ðxk; kkÞ; sk ¼ 0:8sTkBksk=ðsTkBksk  sTk y^kÞ. The initial trust region radius Dink is chosen based on the
most recent accepted step, that is,Dinkþ1 ¼
2Dk; aredk P 0:9predk;
Dk; qpredk 6 aredk < 0:9predk:

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Numeri
No.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42maxfvk; hkg 6 105:
We setDmin, Dmax, D0 to 103, 103, 10 respectively. The parameter a is deﬁned in an adaptive way since when the constraints
violation is great, a small a is needed while an a near 1 acts better when the iterate is close to the feasible region. We leta ¼ 0:02; hðcðxÞÞP 10
4;
0:9; otherwise:
(
The rest of the parameters are chosen asr ¼ 4;q ¼ 105; c1 ¼ 0:5; cf ¼ 103; ch ¼ 105; c2 ¼ 2:
The second order correction step is computed only if h(c(x)) 6 103.
Table 1 shows the number of gradient evaluations for the selected problems, where the number of gradient evaluations
for the objective function and the constraints is same. The columns n and m give the number of variables and the number of
constraints, respectively. The results for Algorithm 2 are listed in the column ‘‘TRFS’’. For comparison, we have included the
corresponding results obtained by the well known optimization code LANCELOT [29](column ‘‘LANCELOT’’), where ‘‘M’’
denotes that the number of iteration is greater than 1000. Moreover, the termination criteria for these two algorithms are
the same. Algorithm 2 uses BFGS updating formula, but LANCELOT code uses the default version, i.e., the exact Hessian
matrix.cal results.
Problem n m TRFS LANCELOT
CB2 3 3 8 14
CB3 3 3 6 14
CHACONN1 3 3 7 12
CHACONN2 3 3 6 15
CONGIGMZ 3 5 11 35
DEMYMALO 3 3 10 25
DIPIGRI 7 4 33 50
ELATTAR 7 102 9 298
GIGOMEZ1 3 3 9 25
HAIFAS 13 9 16 23
HAIFAM 99 150 889 M
HALDMADS 6 42 10 54
HET-Z 2 1002 3 145
HS10 2 1 13 18
HS100 7 4 33 47
HS100MOD 7 4 32 162
HS11 2 1 27 16
HS113 10 8 24 81
HS12 2 1 22 22
HS22 2 2 4 10
HS29 3 1 76 27
HS43 4 3 23 21
HS88 2 1 31 53
HS89 3 1 49 61
HS90 4 1 32 57
HS91 5 1 40 60
HS92 6 1 36 54
KIWCRESC 3 2 9 22
MADSEN 3 6 9 26
MAKELA1 3 2 8 16
MAKELA2 3 3 16 28
MIFFLIN1 3 2 16 12
MIFFLIN2 3 2 9 38
MINMAXBD 5 20 54 471
MINMAXRB 3 4 25 75
OET2 3 1002 9 63
POLAK4 3 3 16 16
POLAK5 3 2 4 12
POLAK6 5 4 40 245
ROSENMMX 5 4 40 97
SNAKE 2 2 7 M
TFI1 3 101 37 41
3216 S. Qiu, Z. Chen / Applied Mathematical Modelling 36 (2012) 3201–32165. Final remarks
In this paper, we propose a class of penalty-free-type methods that based on trust region method and feasibility safe-
guarding technique and discuss their global and local behavior. The proposed algorithms decide whether to focus on improv-
ing feasibility or reducing the objective function by comparing the measures of feasibility and optimality. The constraints
violation of iterates are required to be not exceeding an decreasing upper limit. At each iteration in f-loops, the algorithms
solve a trust region QP subproblem to obtain trial step and in h-loops, some restoration algorithm is called. The convergence
results are established under appropriate assumptions. Moreover, by making some modiﬁcations, the convergence analysis
presented here can be adapted to similar algorithm for equality constrained problem or general constrained problem.
Numerical experiments indicate that the performance of the new class algorithms is encouraging. However, to develop an
efﬁcient and robust algorithm, there are quite a lot of work left to do in our further research.
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